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Arid regions, that have a terrestrial share of 30 %, heavily rely on groundwater for do-
mestic, industrial and irrigation purposes. The reliance on groundwater has partly 
turned into a dependency in areas where the increasing population number and the 
expansion of irrigated agricultural areas demand more groundwater than is naturally 
replenished. Yet, spatial and temporal information on groundwater are often scarce 
induced by the facts that groundwater is given a low priority in many national budgets 
and numerous (semi-) arid regions in the world encompass large and inaccessible are-
as. Hence, there is an urgent need to provide low-cost alternatives that in parallel cover 
large spatial and temporal scales to gain information on the groundwater system.  
Remote sensing holds a tremendous potential to represent this alternative. The 
main objective of this thesis is the improvement of existing and the development of 
novel remote sensing applications to infer information on the scarce but indispensable 
resource groundwater at the example of the Dead Sea. The background of these de-
velopments relies mainly on freely available satellite data sets. I investigate 1) the pos-
sibility to infer potential groundwater flow-paths from digital elevation models, 2) the 
applicability of multi-temporal thermal satellite data to identify groundwater discharge 
locations, 3) the suitability of multi-temporal thermal satellite data to derive information 
on the long-term groundwater discharge behaviour, and 4) the differences of thermal 
data in terms of groundwater discharge between coarse-scaled satellite data and fine-
scaled airborne data including a discharge quantification approach.  
1) I develop a transparent, reproducible and objective semi-automatic approach us-
ing a combined linear filtering and object based classification approach that bases on a 
medium resolution (30 m ground sampling distance) digital elevation model to extract 
lineaments. I demonstrate that the obtained lineaments have both, a hydrogeological 
and groundwater significance, that allow the derivation of potential groundwater flow-
paths. These flow-paths match results of existing groundwater flow models remarkably 
well that validate the findings and shows the possibility to infer potential groundwater 
flow-paths from remote sensing data. 
2) Thermal satellite data enable to identify groundwater discharge into open water 
bodies given a temperature contrast between groundwater and water body. Integrating 
a series of thermal data from different periods into a multi-temporal analysis accounts 
for the groundwater discharge intermittency and hence allows obtaining a representa-
tive discharge picture. I analyse the constraints that arise with the multi-temporal anal-
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ysis (2000-2002) and show that ephemeral surface-runoff causes similar thermal 
anomalies as groundwater. To exclude surface-runoff influenced data I develop an au-
tonomously operating method that facilitates the identification. I calculate on the re-
maining surface-runoff uninfluenced data series different statistical measures on a per 
pixel basis to amplify groundwater discharge induced thermal anomalies. The results 
reveal that the range and standard deviation of the data series perform best in terms of 
anomaly amplification and spatial correspondence to in-situ determined spring dis-
charge locations. I conclude on the reason that both mirror temperature variability that 
is stabilized and therefore smaller at areas where spatio-temporal constant groundwa-
ter discharge occurs.  
3) The application of the before developed method on a thermal satellite data set 
spanning the years 2000 to 2011 enables to localise specific groundwater discharge 
sites and to semi-quantitatively analyse the temporal variability of the thermal anoma-
lies (termed groundwater affected area - GAA). I identify 37 groundwater discharge 
sites along the entire Dead Sea coastline that refine the so far coarsely given spring 
areas to specific locations. All spatially match independent in-situ groundwater dis-
charge observations and additionally indicate 15 so far unreported discharge sites. 
Comparing the variability of the GAA extents over time to recharge behaviour reveals 
analogous curve progressions with a time-shift of two years. This observation suggests 
that the thermally identified GAAs directly display the before only assumed groundwa-
ter discharge volume. This finding provides a serious alternative to monitor groundwa-
ter discharge over large temporal and spatial scales that is relevant for different scien-
tific communities. From the results I furthermore conclude to observe the before only 
assumed and modelled groundwater discharge share from flushing of old brines during 
periods with an above average Dead Sea level drop. This observation implies the need 
to not only consider discharge from known terrestrial and submarine springs, but also 
from flushing of old-brines in order to calculate the total Dead Sea water budget.  
4) I present a complementary airborne thermal data set recorded in 01/2011 over 
the north-western part of the Dead Sea coast. The higher spatial resolution allows to 
refine the satellite-based GAA to 72 specific groundwater discharge sites and even to 
specify the so far unknown abundance of submarine springs to six sites with a share of 
<10 % to the total groundwater discharge. A larger contribution stems from newly iden-
tified seeping spring type (24 sites) where groundwater emerges diffusively either ter-
restrial or submarine close to the land/water interface with a higher share to the total 
discharge than submarine springs provide. The major groundwater contribution origi-
nates from the 42 identified terrestrial springs. For this spring type, I demonstrate that 
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93 % of the discharge volume can be modelled with a linear ordinary least square re-
gression (R2=0.88) based on the thermal plume extents and in-situ measured dis-
charge volumes from the Israel Hydrological Service. This result implies the possibility 
to determine discharge volumes at unmonitored sites along the Dead Sea coast as well 
that can provide a complete physically-based picture of groundwater discharge magni-
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Chapter 1  
Introduction  
30 % of the world’s terrestrial freshwater resource is groundwater [UNEP, 2002]. While 
in humid regions the share of groundwater for water supply is generally low, arid re-
gions, such as the area surrounding the Dead Sea, heavily rely on groundwater. In 
these arid regions that have a terrestrial share of 30 % [Scanlon et al., 2006], partly 
more than 50 % of water usage for domestic, industrial and irrigation purposes stems 
from groundwater [Meijerink et al., 2007; UN, 2002]. The reliance on groundwater has 
partly turned into a dependency in areas where the increasing population number and 
the expansion of irrigated agricultural areas demand more groundwater than is natural-
ly replenished [FAO, 2003; Wada et al., 2010]. The consequence of the overexploita-
tion leads not only to a depletion of the water level with negative effects on ecosys-
tems, pumping costs and energy usage. It also cumulates in a reduction in access to 
water for drinking, irrigation and other uses, land subsidence occurrences and damage 
to surface infrastructures [FAO, 2003; Shah et al., 2000].  
To counteract on the cause rather than on the effects of overexploitation requires 
an appropriate and sustainable groundwater management [Seward et al., 2006]. The 
establishment of such a management per se is solely possible, if the information on 
groundwater are reliable and sufficiently available [MWR, 2001]. Already in 2002 the 
World Summit on Sustainable Development recognized that exactly this prerequisite is 
not available in many developing arid countries. At that time it was proposed to provide 
new solutions to improve water governance based upon reliable and timely water in-
formation [UN, 2002]. Meijerink [2007] suggests that remote sensing1 can help to 
bridge this gap as it provides a valuable global overview of essential state variables of 
 
                                               
1 Remote sensing is defined as the measurement or acquisition of information of some property 
of an object or phenomena by a recording device that is not in direct or physical contact with the 
object or phenomenon [Simonett, 1983]. 
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the groundwater cycle. Becker [2006] fosters this perspective as he states that remote 
sensing holds a tremendous potential if addressing regional groundwater flow studies 
that would support the general scientific trend towards a ‘big picture’ view of groundwa-
ter issues.  
The tremendous potential concerns most of all the fields of groundwater explora-
tion, monitoring and management that have been addressed since several decades. In 
the following chapter I will discuss the state of the art of remote sensing research appli-
cations on groundwater and I will outline where remote sensing still exhibits potential. 
Subsequent chapters (i) elucidate the resulting motivation of this work including the 
relation to remote sensing and (ii) conclude with an overview of the articles that form 
the body of this dissertation.  
1.1 Remote sensing applications on groundwater 
According to Becker [2006] groundwater is the last component of the hydrological cycle 
to realize benefits of remote sensing and Hoffmann [2005] even states that hydrogeol-
ogists have been comparatively slow to embrace satellite sensors as tools in their 
work. In fact, although remote sensing was acknowledged already in the 1980s to be 
an excellent tool to better understand groundwater related issues and despite the rapid 
development of remote sensing technology during the last decades, routinely or opera-
tional hydrogeological applications are still missing [Farnsworth et al., 1984; 
Lamoreaux, 1984 cited in Waters et al., 1990]. The reason is associated to mainly one 
fact. Sensors installed on airborne or satellite platforms measure reflected or emitted 
electromagnetic radiation at frequencies (Figure 1) that either do no penetrate the up-
permost Earths surface (visible and infrared fractions of the electromagnetic spectrum) 
or only a few centimetres (microwave fraction of the electromagnetic spectrum) 
[Hoffmann, 2005].  
These penetration depths allow no direct measurements of groundwater. Instead 
indirect information e.g. the abundance of vegetation, geomorphologic patterns, tones 
or textures are exploited to infer groundwater related issues. This resulted in the com-
mon opinion in former times that “remotely sensed data […] require substantial, and to 
some extent subjective, interpretation by the researcher” [Waters et al., 1990: 224.]. It 
was also criticised that “the efficiency of using remote sensing data […] is quite relative 
and its success depends upon the correct interpretation of a number of hydrological 
indicators or clues” [Waters et al., 1990: 223f.]. Despite many efforts the central point of 
this opinion is still valid today. This illustrates the ongoing current need for reliable and 
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reproducible methods to transform interpreted physiographical or geographical units in 
distributed parameters [Meijerink, 1996]. However, the opinion misses to address that a 
few physical remotely sensed measurements (temperature, backscatter of active mi-
crowaves from saturated zones, gravity) are of direct relevance to groundwater studies 
[Meijerink, 1996].  
 
Figure 1  Applied fractions of the electromagnetic spectrum for remote sensing (changed after 
Hildebrandt [1996]) 
Independent of indirectly or directly measurable groundwater related physical prop-
erties the view of hydrogeologists on remote sensing applications shifted over the last 
years. Classical aspects concerned the groundwater prospection and groundwater po-
tential mapping. With the availability of long-term data sets modern applications in-
creasingly concern the dynamic aspects of the groundwater system under the light of 
monitoring and management of groundwater and coastal areas [Meijerink, 1996; 
Taniguchi et al., 2002; Wilson and Rocha, 2012]. The following sub-chapters elucidate 
the state of the art of classical but still applied and modern aspects separately.  
1.1.1 Classical aspects 
Already during the 1960s aerial photographs were used for groundwater prospection 
[Dowling, 1966; Lattman and Parizek, 1964]. In these pioneering years textures, tones 
or shapes of the earth surface inherited in the photographs were mainly used as indica-
tors to infer groundwater bearing rocks or general groundwater occurrence [Lohman 
and Robinove, 1962]. In some of these early works the authors also recognized linear 
features in the landscape. They were commonly interpreted to be surface manifestation 
of almost vertical zones of fracture concentration (Figure 2) that indicate zones of en-





Figure 2  Cavity distribution in carbonate rocks compared to surficial fracture traces (from 
Lattman and Parizek [1964] – Reprinted with permission from Elsevier) 
Comparing detected linear features to well yields resulted in a direct relationship in 
such form that the closer a well was located to a linear feature the more productive the 
well is [Lattman and Parizek, 1964; Setzer, 1966]. With this encountering the identifica-
tion of surficial linear features were increasingly applied over the following decade. 
O’Leary [1976] argues, that as a consequence of these increased application various 
and conflicting terms (lineament, linear, lineation) were proposed with equivocal mean-
ings. O’Leary [1976] then defined the today still valid term lineament “as a mappable, 
simple or composite linear feature of a surface whose parts are aligned in a rectilinear 
or slightly curvilinear relationship and which differ from the pattern of adjacent features 
and presumably reflect some sub-surface phenomenon” [O'Leary et al., 1976: 1467]. 
At the same time the first satellite data from Landsat MSS/ TM and later SPOT 
were available with the advantage of a larger spatial coverage than aerial photographs 
and hence an enhanced view on large structural features and regional tectonic rela-
tionships [Short, 1974]. Foster et al. [1980] were among the first to use Landsat data 
for groundwater exploration at three test sites in Arizona. They found that at two of the 
test sites lineaments inferred from satellite data correlated significantly (r>0.64) with the 
specific capacity of wells within a radius of <1.6 km. Similar correlations were achieved 
in the studies of e.g. Mabee et al. [1994] and Subrahmanyam and Prasada Rao [1989]. 
Amesz and Lausink [1984] and Armand et al. [1983] even postulate that if a lineament 
analysis was pursued prior to a drilling programme even drilling costs could be re-
duced. However, contrasting results do also exist. Rauch [1984] argues that lineaments 
relate poorly to well yields and Wise [1982] concludes that the most problematic step in 
the analytical procedures of Landsat data is the recognition of Landsat lineaments as 
they might or might not be the reflection of subsurface structures.  
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These negative evaluations relate to three reasons: First, applied data sets and 
scale can significantly influence the result as e.g. (i) the scale of the imagery precludes 
mapping smaller lineament structures that could influence well production significantly 
[Foster et al., 1980], (ii) 3D stereoscopic analysis contains the advantage to reveal 
even subtle lineaments in comparison to optical data (aerial- or satellite-based) in 
which neither texture nor tone might provide sufficient structural evidence [Sander et 
al., 1996]. 
Second, the investigators expert level is of crucial importance as works of Sander 
[1997] and Mabee [1994] impressively demonstrate. Both show that lineament results 
of three investigators with different expert levels agree to less than 40 %. This hampers 
a reproducibility of the results and moreover potentially precludes comparability be-
tween studies of different investigators.  
And third, the most common reason for failure is due to a poor understanding of the 
hydrogeological significance of inferred lineaments. As a consequence Voûte [1986] 
suggested to integrate a lineament analysis with other data analysis to obtain as much 
information as possible prior to identifying target areas.  
During the following years the central point in many studies was to solve one or 
more of the proposed sources of error. Regarding the reproducibility automated and 
semi-automated algorithms e.g. segment tracing algorithm [Koike et al., 1995], seg-
ment tracing and rotation transformation [Raghavan et al., 1995], Hough Transform 
[Karnieli et al., 1996] and LINE (PCI Geomatica) were developed. The general basis 
incorporates either linear, non-linear and morphological spatial filters [Morris, 1991; 
Philip, 1996; Suzen and Toprak, 1998], and subsequent edge tracing and linking meth-
ods [Fitton and Cox, 1998; Karnieli et al., 1996; Koike et al., 1995] that guarantee re-
producibility, an objective lineament extraction and a time efficiency advantage over 
manual extractions. The drawback is that most of these algorithms appear to be black 
boxes to a non-specialist. These black boxes prevent to control intermediate results 
that in turn limit the efficiency particularly for inexperienced users. The second arising 
problem concerns the application of these algorithms on optical data. In this case the 
algorithms detect all linear features inherited in the data which include linear features 
not originating from geological, but rather mainly from anthropogenic structures (e.g. 
roads, land-cover boundaries). To overcome this problem a largely manually conducted 
‘correction-step’ is introduced in many cases in order to exclude non-geologic linea-
ments [Hung et al., 2005; Kocal et al., 2004].  
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An alternative to optical data represents the application of digital elevation models 
(DEM) to extract lineaments that bases on the abovementioned theory of the data set 
error. Medium resolution elevation models (ground sampling distance (GSD) of >30 m) 
provide the advantage that extracted lineaments have a geometric origin only [Jordan 
et al., 2005]. This fact emphasizes that these DEMs appear to be superior over optical 
images for lineament analysis in regional studies on fracture- and hence groundwater-
systems what several authors exploited [e.g. Arenas Abarca, 2006; Szynkaruk et al., 
2004; Wladis, 1999]. Although not yet frequently applied, for current applications the 
superiority of DEMs for lineament analysis is of particular importance as different global 
elevation data sets have recently been or will be available at no cost (Table 1).  
Table 1  Available DEM datasets with global coverage 
Data Set GSD [m] Available since Comments 
SRTM 90 1999 GSD over the United States is 30 m 
ASTER GDEM 30 2009 - 
TanDEM-X 12 2010 
global coverage achieved by 2013 
[Gruber et al., 2012]  
Most recently available Light Detection and Ranging (LiDAR) data increases the 
utility of remote sensing for structural and groundwater mapping for local and regional 
applications [Grebby et al., 2011]. The advantage is the capability to acquire accurate 
and high-resolution (<5 m) topographic data that allow to map even subtle surface 
traces. Although expensive e.g. Wooten et al. [2012] amongst others used this ad-
vantage to infer even small scale lineaments in order to establish a geologic framework 
to support groundwater studies and to augment site investigations. The same intention 
led Panno and Luman [2010] to extract lineaments from a LiDAR DEM in eastern Illi-
nois. They focused on the mapping of small scale karst features in order to provide a 
fundamental basis for the sustainable decision of newly constructed industrial sites. 
The previous comments indicate that lineaments have been a central part in many 
previous studies. Yet, even recent studies use lineaments as an integral part in 
groundwater exploration/ prospection together with further auxiliary data that posses 
individual groundwater potentials or relations (Table 2). Common to all is that the data 
ensemble is mutually analysed in Geographic Information Systems (GIS). Most of 
these auxiliary data are derived from high resolution optical data (Landsat, SPOT, IRS, 
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LISS, IKONOS, ASTER) and digital elevation models and [Chowdhury et al., 2008; 
Jasmin and Mallikarjuna, 2011].  
Table 2  Auxiliary data for groundwater exploration/prospection studies that can either been 
inferred from remote sensing data or is supplemented with thematic-, well- or geo-
physical data (changed after Jasmin and Mallikarjuna [2011]) 













The local and regional relief setting gives an idea about the 
general direction of groundwater flow and its influence on 
groundwater recharge and discharge (see Tóth’s concept of 
flow [Tóth, 1963]) 
Slope 
Groundwater potential high at 0-5°, moderate at >5-20°, low at 
>20° 
Vegetation 
Species differentiation allows to infer information on ground-
water depth and quality (e.g. Xerophytes indicate deep 
groundwater occurrence, Halophytes indicate shallow brackish 
or saline groundwater) 
Geological land-
forms 
Indication of potential aquifers (rock outcrops), favourable 
sites for groundwater storage (alluvial terraces and plains, 
floodplains) and groundwater potential (e.g. high for weath-
ered and fractured rocks) 
Lakes and 
streams 
Favourable sites for groundwater extraction with high or mod-
erate groundwater potential 
Drainage density 
High groundwater potential at low densities and low potential 
at high densities 
Drainage pattern 
Gives an idea of joints and faults in the bedrock which, in turn, 
indicates the presence or absence of groundwater 
Drainage texture 
Indication of groundwater storage from favourable sites with 
coarse textures to unfavourable sites with fine texture 
Spring types Presence of aquifer  
Land cover 





















Soil Important information on infiltration and storage properties 
Lithology/ Geolo-
gy 
Indication of rock permeability and hence groundwater flow 
and velocities 
Rainfall Governing information on recharge quantities 
Demographic 
data 
Information regarding current and future groundwater abstrac-
tion 
Well data 
Provides discrete information on presence of groundwater and 
permeability of rocks 
Many studies assigned subjective weights to these auxiliary data according to their 
relative importance in groundwater occurrence to infer groundwater potential zones 
[Jaiswal et al., 2003; Krishnamurthy et al., 1996; Surabuddin Mondal et al., 2008]. This 
approach was improved by using a groundwater potential index (GWPI) [Chowdhury et 
al., 2008; Jha et al., 2010; Shahid et al., 2000] or a groundwater potential model [Kuria 
et al., 2012; Musa et al., 2000] in which weights are objectively assigned through a 
linear combination of all input data. The resulting groundwater potential zones are sub-
sequently validated in some studies using either well data (yield, transmissivities) 
[Murthy and Mamo, 2009; Musa et al., 2000; Shahid et al., 2000; Solomon and Quiel, 
2006] or geophysical data (vertical electrical sounding, geoelectrics) [Singh et al., 2011; 
Tam and Batelaan, 2011]. Another, although similar, approach integrates geophysical 
investigations directly as a central part together with remote sensing data already dur-
ing the demarcation process to define weights based on measured hydrogeological 
parameter that provide a more reliable data basis [Israil et al., 2006; Kumar et al., 
2009; Rai et al., 2005; Sahu and Sahoo, 2006; Subba Rao, 2003]. 
A rather direct technique to detect groundwater or to infer aquifer characteristics at 
large spatial scales is airborne geophysics. Commonly and often simultaneously uti-
lized are magnetic, radiometric and electromagnetic, where Siemon et al. [2009] argue 
that airborne electromagnetics (AEM) contribute most to groundwater exploration pur-
poses. This statement is justified by the dependency of the electrical conductivity to a) 
the salinity of the groundwater and b) the clay content of the subsurface [Siemon and 
Steuer, 2011]. This dependency allows (i) to differentiate between waters with different 
salinities (fresh, brackish, saltwater) and (ii) to map different host material at vertical 
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penetration depths of up to ~400 m [Siemon et al., 2009; Wiederhold et al., 2008]. One 
recent study on groundwater exploration used AEM to detect fresh groundwater on the 
island of Borkum, Germany [Siemon and Steuer, 2011]. The authors used an AEM with 
six frequencies which were inverted into a 1D resistivity-depth model that revealed two 
freshwater lenses of up to 60 m thickness. It was concurrently found that the influence 
of seawater flooding caused by heavy storms does not affect the freshwater lenses as 
previously assumed. A similar study of Siemon and Steuer [2011] could identify areas 
with saltwater intrusions in northern Sumatra, Indonesia, caused by the Tsunami in 
2004. Concurrently, they were able to demarcate areas with vertical extensions of 
freshwater potential that agree with measured electrical conductivity values from water 
samples of existing boreholes and dug wells. Due to this extensive study a reliable data 
basis was established upon which new drilling-sites were suggested for the supply of 
potable water. 
Independent of the applied approach the general conclusion for all of these studies 
is that the coupling of remote sensing (including airborne geophysical measurements) 
and GIS provides an essential advantage for groundwater prospection and assessment 
[Jasmin and Mallikarjuna, 2011]. This is the case as it represents an effective way in 
interpreting large quantities and spatially extensive hydrogeological data with more 
accuracy and a concurrent minimization of time-, financial- and labour-intensity than 
field work or explorative drilling require.  
1.1.2 Modern aspects 
The abovementioned classical aspects of remote sensing regard the prospection of 
groundwater potential to fulfil the need of water availability for drinking and irrigation 
purposes particularly in arid to semi-arid regions [Zaidi and Kassem, 2012]. Mejierink 
[1996] states that the interest of hydrogeologists in remote sensing is shifting towards 
monitoring and management of groundwater that hence represent the modern aspects. 
He particularly points out that it is a challenge to develop an “affordable, physically-
based use of satellite data with a high temporal resolution for monitoring recharge and 
emergence of groundwater driven by flow systems” [Meijerink, 1996: 559]. From the 
technological perspective this challenge has been addressed directly as e.g. the Soil 
Moisture and Ocean Salinity (SMOS) mission is the first mission directly dedicated to 
measure soil moisture as one important parameter for recharge estimations [Hoffmann 
and Sander, 2007]. The Gravity Recovery and Climate Experiment (GRACE) is another 
example of the canon of new technological developments. It is primarily intended to 
monitor the Earth’s gravitational field but provides the opportunity to monitor the time-
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variable groundwater-level changes also [Rodell and Famiglietti, 1999]. While the first 
example meets one challenge addressed by Mejierink [1996], particularly the last ex-
ample underlines the fact that groundwater-level can also be monitored. Hence, the 
following sub-chapters elucidate the state-of-the-art of Meijerinks challenges recharge 
and discharge monitoring supplemented by groundwater-level monitoring. 
Recharge monitoring 
In his review Jackson summarizes that only a limited number of studies demonstrate 
the potential of remote sensing to infer recharge amounts directly [Jackson, 2002]. 
While this statement addresses microwave remote sensing in particular it can be ex-
tended to all other wavelength fractions. The most common approach is to produce 
recharge relevant parameter from remote sensing (e.g. land cover, leaf area index, 
albedo, land surface temperature, soil moisture, precipitation, topography) in order to 
implement these data in diverse hydrological models [e.g. Armbruster and Leibundgut, 
2001; Milewski et al., 2009; Milzow et al., 2009]. While the advantage is that results 
provide spatially distributed recharge information it needs to be noted that recharge 
amounts are deduced as residue subtracted from surface-runoff and initial loses. 
Hence, Milewski et al. [2009] state that these results do not substitute traditional meth-
odologies, yet can provide first order estimates particularly for arid regions lacking ade-
quate coverage with spatial and temporal precipitation and field data [Milewski et al., 
2009]. 
A similar approach bases on a simplified water balance method, without applying 
sophisticated hydrological model suites. Instead, Khalaf and Donoghue [2012] used 
precipitation data from the Tropical Rainfall Measuring Mission (TRMM), evaporation 
data calculated using the Surface Energy Balance Algorithm for Land (SEBAL) and 
atmospherical data from meteorological stations. Assuming surface runoff as input pa-
rameter and soil water content to be constant they inserted the parameter into the re-
sulting simplified water balance equation of  
R = P - Q - ET  (Eq. 1) 
where R = recharge [mm∙a-1], P = precipitation [mm∙a-1], Q = surface run-
off [mm∙a-1], ET = evaporation [mm∙a-1]. 
The result yielded a good agreement to empirically derived recharge values for this 
area. Studies in semi-arid areas of Spain of Contreras et al. [2008] and Andreu et al. 
[2011] even neglected the runoff component as long-term surface-runoff is negligible in 
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semi-arid karstic landscapes, which reduced the equation to the components, precipita-
tion, evapotranspiration and recharge. Within their eco-hydrological modelling ap-
proach to assess long-term recharge rates they derived the evapotranspiration compo-
nent by calculating the deviations between the observed local value of the normalised 
difference vegetation index (NDVI) and the predicted minimum and maximum NDVI 
values for two hydrologically-well defined reference conditions. The obtained recharge 
rates agree well with local and regional scale estimates obtained from independent 
methods [Contreras et al., 2008]. 
Another combination of satellite estimates and field data presents Brunner at al. 
[2004]. As a basis they used the same simplified water balance equation to derive re-
charge estimates using precipitation data from Meteosat 5 and 47 NOAA-AVHRR data 
for SEBAL to calculate the evapotranspiration. As the authors remark, neither the P nor 
the ET estimates are accurate, but the pattern after subtraction of ET from P of images 
of such a long period gives a good indication of the relative recharge pattern in time. In 
a second step a regression analyses was pursued between the relative satellite re-
charge amounts and calculated recharge amounts using the chloride method, obtained 
from chloride concentrations from 70 groundwater samples. The regression showed a 
significant correlation of R2>0.74 that led the authors to rescale the satellite relative 
recharge map using the logarithmic regression. The so obtained recharge map with 
absolute values is in agreement with observed groundwater tables, geological features 
and results of previous studies. 
Besides the modelling approaches it has been suggested to apply active and pas-
sive microwave and radar remote sensing for recharge estimation and quantification 
[Meijerink et al., 2007]. The advantages are that the wavelengths in the microwave 
region (0.3-30 GHz) are unaffected by atmospheric influences (e.g. clouds), can pene-
trate the Earth’s surface several centimetres and most importantly, the amount of re-
flected signals (backscatter) depends on the dielectrical property of the ground material 
[Jackson, 2002]. The latter is a strong function of their water content which means that 
the contrast of backscatter signal differs significantly from high to no volumetric soil 
moisture [Wang and Qu, 2009]. Although the backscatter is non-linearly related to soil-
moisture as soil roughness, vegetation amount and structure and system parameters 
such as incidence angles and frequency influences the backscatter signal [Wang et al., 
2004] several authors reported impressive results through the utilization of e.g. surface 
emission-, soil moisture retrieval models [e.g. Brocca et al., 2010; D'Urso and 
Minacapilli, 2006; Wagner et al., 2007].  
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The question is how the retrieved volumetric soil moisture content can be translated 
into effective recharge as it remains unknown what quantities of the soil moisture con-
tribute to recharge and what is lost to evaporative upward fluxes or plant root uptake 
[Meijerink et al., 2007]. 1D soil models that base on pedo-transfer functions might re-
solve this problem, but as Wagner et al. [2001] reports particularly these functions have 
to be treated cautiously in unsaturated environments. Entekhabi and Moghaddam 
[2007] refer to previous studies of e.g. Finch [1998], Scott [2000] and Rushton [2006] 
who use mass balances, Darcy’s law or zero-flux plane techniques respectively and 
additionally present an advanced physics-based dynamic model to obtain recharge 
amounts from soil moisture. However, all of these approaches rely on physically-
measured in-situ parameter. For these it remains uncertain (i) whether they can be 
obtained at any location where recharge information are required and (ii) how the natu-
ral heterogeneity of soil distribution can be integrated into the microwave and radar 
images that exhibit until now only coarse spatial resolutions.  
Hence, despite the undertaken efforts and the achieved impressive results regard-
ing soil moisture retrieval, recharge estimations from remote sensing remains a chal-
lenge. More research is needed to refine and implement abovementioned approaches 
for groundwater studies [Jackson, 2002; Meijerink et al., 2007]. 
Groundwater-Level monitoring 
Terrestrial groundwater storage and its change respectively are main components of 
the global water cycle and hence of great importance for water management. However, 
as Yeh et al. [2006] argue no extensive networks currently exist that could monitor 
large-scale variations of groundwater storage. Yet, recent developments in remote 
sensing technology offer a possibility to fill this gap.  
GRACE, launched in 2002, for example represents a new opportunity to explore the 
feasibility of monitoring groundwater storage on basin scales at a temporal scale of 
two-four weeks [Wahr et al., 1998]. It principally measures the change in the Earth’s 
gravity field [Rodell and Famiglietti, 1999]. Main contributors to this time-dependent 
variable are mass movements of water at or below the Earth’s surface including at-
mospheric water, soil moisture, snow, surface-water and groundwater [Wahr et al., 
1998]. Depending on the study area certain components can be separated through 
auxiliary observations and numerical models to finally estimate changes in groundwater 
storage [Rodell et al., 2007; Wahr et al., 2006]. Already in a pre-launch study Rodell 
and Famiglietti [1999] showed that instrument errors, despite being generally small, 
dominate results for water storage changes in catchments <200.000 km2. Due to un-
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foreseen error sources [Rodell et al., 2007] this figure was later changed to 
~500.000 km2 which appears to represent the spatial limitation of applying GRACE 
data. The important question of how exact do GRACE results correspond to ground 
based data answered Longuevergne et al. [2010]. They found that GRACE variations 
exceed ground-based measurements by 10-18 % that roughly matches prior results of 
Strassberg et al. [2009] who determined a 5-10 % exceedance.  
Accounting for spatial and accuracy limitations and given an adapted pre-
processing [Wahr et al., 2006] and an integration of atmospherical, land-surface and 
hydrological models, several studies monitored depletion of groundwater worldwide. So 
could Rodell et al. [2009] show that between August 2002 to October 2008 the 
groundwater depletion was equivalent to a net loss of 109 km3 in Northwest India. 
Famiglietti et al. [2011] report that the Central Valley lost 48.5 km3 of groundwater be-
tween October 2003 to March 2010. In their study the authors warn that if the depletion 
rate remains equivalent it may well be unsustainable, with potentially dire consequenc-
es for the economic and food security of the United States.  
Another approach of monitoring groundwater storage changes at a much smaller 
spatial scale represents Interferometric Synthetic Aperature Radar (InSAR) techniques. 
The basic and simplified principle comprises two or more radar scans from the same 
antenna position (viewing angle) that may or not be acquired at different times (single 
vs. repeat pass InSAR) [Galloway et al., 1998]. If the position of the target (through e.g. 
vertical ground movement) slightly varies, a detectable change in the phase difference 
between acquisitions occurs from which elevation differences can be calculated via 
interferograms. Galloway et al. [1998] were among the first to realize that InSAR tech-
niques can be utilized for monitoring groundwater changes. As an aquifer is depleted or 
recharged, the effective stress on the pore skeleton changes, which may lead to signif-
icant inflation or compaction in unconsolidated sediments, expressed as a surface ele-
vation change [Becker, 2006]. The sources of uncertainty at that time were related to a 
loss of signal coherence in the interferograms due to temporal decorrelation (e.g. land-
use change, temporal snow cover, vegetation change) and inability to resolve large 
displacement gradients [Amelung et al., 1999].  
The latter is to a large extent a function of temporal delay between SAR data acqui-
sitions that currently represents a problem due to the availability of various radar sen-
sors (ERS, TerraSar-X, Palsar) with high repetition rates [Hooper et al., 2004]. The loss 
of signal coherence on the other side particularly exists in vegetated areas or where 
scatterers (statistically stable reflection-points) change with time. To overcome these 
uncertainties Ferretti et al. [2001] and Colesanti et al. [2003] developed the Permanent 
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Scatterer InSAR technique (PSInSAR), where statistically stable reflection-points are 
identified on a set of differential interferograms that use the same master acquisition 
[Ferretti et al., 2001]. Hooper et al. [2004] argued that this technique performs best in 
urban areas where several permanent scatterers (PS) (e.g. buildings, streets, etc.) 
exist, but fails to identify PS on natural surfaces, why they adapted the original 
approach accordingly.  
Using the adapted technique from Hooper et al. [2004], Bell et al. [2008] identified 
areas of long-term uplift of 7.35 mm∙a-1 and concurrently of long-term subsidence of  
-7.07 mm∙a-1 both, in most cases, being superimposed by a seasonal sinusoidal trend 
in the Las Vegas Valley between 1992 and 2001. On the one hand incorporating data 
on water-level-change revealed a correlation between subsidence and pumping and 
uplift and artificial recharge. On the other hand, it allowed to derive aquifer storage 
properties (aquifer elasticity, compaction, extension). Zhang et al. [2008] used the 
same approach and could show that between 2003 and 2005 a subsidence of 
4.55 mm∙a-1 occurred in Changping area, Beijing. The cause is related to tectonic 
movement with greater impact of Quaternary faults as previously suspected, but is pri-
marily due to groundwater over-exploitation. Other authors used the differential  
(D-)InSAR approach, where two interferograms are compared. If no changes occurred 
between the interferograms the differential interferogram is equal to zero, while defor-
mations cause a non-zero differential interferogram. So could Chatterjee et al. [2006] 
reveal that subsidence rates of 5-6.55 mm∙a-1 occurs in Kolkata, India that the authors 
relate to groundwater withdrawal. This withdrawal from the sandy aquifer causes pore 
water from the overlying clay aquifer to leak downwards into the sandy aquifer, which in 
turn leads to an inelastic compaction of the clay and hence to a vertical movement of 
the surface. A different form of application present studies of Hoffmann et al. [2003] 
and Calderhead et al. [2011] who derive land subsidence from D-InSAR to constrain 
models of regional groundwater flow and aquifer-system compaction. Both argue that 
the data scarcity particularly on the spatially variable inelastic specific skeletal storage 
coefficients can be a major discriminator why it is of interest to derive continuous spa-
tially varying estimates [Hoffmann et al., 2003]. The D-InSAR result together with a 3D 
geological model and pumping occurrences help to identify compaction properties on a 
spatial scale that refines borehole information. This in turn, leads to improved modelling 
result with reduced uncertainties.  
Discharge monitoring 
In contrast to the foregoing paragraphs on monitoring of recharge and groundwater-
level no study until now broached the issue of explicitly monitoring groundwater dis-
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charge from remote sensing data. The only approach was pursued by Syed et al. 
[2005] who used GRACE data to calculate a total discharge (surface and groundwater). 
Concurrently measuring or determining the share from surface discharge on the same 
large spatial scale would subsequently allow calculating groundwater amounts.  
Some studies apply thermal remote sensing from airborne or satellite platforms to 
identify discharge locations against the background of management aspects. The early 
works [e.g. Gandino and Tonelli, 1983; Roxburgh, 1985; Rundquist et al., 1985] aimed 
to understand the general groundwater system, where the identification of groundwater 
discharge contributes as an essential factor. Due to the missing satellite alternatives at 
that time all of these studies used thermal sensors mounted on airborne platforms. In-
dependently all authors emphasized the usefulness of thermal remote sensing for 
groundwater discharge identification given a certain temperature contrast between dis-
charging groundwater and the open water body [Roxburgh, 1985; Rundquist et al., 
1985].  
Later studies focused on two further interests and increasingly applied thermal sat-
ellite data due to the advent of thermal sensors installed on satellite platforms (e.g. 
Landsat, ASTER, MODIS). The first interest concerns the establishment of a sustaina-
ble groundwater management particularly in arid and semi-arid areas in order to use 
fresh groundwater for water supply before it is lost to open water bodies [IAEA, 2007]. 
Submarine groundwater discharge (SGD) inferred from thermal remote sensing data 
are analysed in conjunction with a lineament analysis to trace potential groundwater 
flow from recharge towards discharge areas [e.g. Ghoneim, 2008; Shaban et al., 2005]. 
The second interest concerned the coastal management due to the fact that SGD rep-
resents a significant pathway for transfer of e.g. nutrients and trace metals and hence a 
potential threat to near-shore marine environments [IAEA, 2007]. In this context several 
studies used mainly airborne thermal remote sensing to identify groundwater discharge 
into rivers and lakes [e.g. Danielescu et al., 2009; Miller and Ullman, 2004]. The basis 
is the identification of sea-surface temperature anomalies (thermal anomaly) caused by 
e.g. groundwater. Shaban et al. [2005] pointed out that not all truly reflect SGD loca-
tions. This was the reason why some authors integrated independent data (geochemi-
cal tracer, salinity measurements, slug tests, electrical-resistivity surveys) to validate 
the thermal indications [e.g. Mejías et al., 2012; Mulligan and Charette, 2006; Wang et 
al., 2008; Wilson and Rocha, 2012]. Johnson et al. [2008] in an extensive study in West 
Hawaii were able to reveal a linear relationship of temperatures from an airborne ther-
mal survey with in-situ measured salinities and an inverse relationship to silica, nitrate 
and phosphate amounts (R2 for all relationships >0.93). The authors conclude with the 
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statement that thermal data contain the strength not only to map input of groundwater 
into open water bodies but even to upscale quantitative discharge estimates from e.g. 
mass balances [Johnson et al., 2008].  
The same motivation of quantifying SGD rates directly from thermal remote sensing 
data lead Roseen [2002] to successfully develop a quantification approach based on 
the magnitude of thermal anomalies and in-situ measured discharge volume. The re-
sulting linear relationship yielded a coefficient of determination (R2) of 0.7. Danielescu 
et al. [2009] established a natural logarithmic relationship (R2=0.89) between the area 
of the thermal anomaly and in-situ measured discharge rates at six sites along the 
shorelines of two estuaries in Atlantic Canada. Although these approaches represent a 
promising basis to obtain a rapid estimation of groundwater discharge towards open 
water bodies these two studies remain the only ones until now.  
Comment on fluxes and temporal variability within the groundwater system (groundwa-
ter flow, discharge) 
Summarizing, classical and modern aspects of using remote sensing form the back-
bone of hydrogeological reconnaissance, the understanding of groundwater system 
and its state variables, particularly in areas of the world where the coverage of detailed 
geological maps and field data is insufficient [Hoffmann and Sander, 2007]. Especially 
the dynamic of water balances that Meijerink [1996] stated as recent interest for hydro-
geologists was addressed and in focus of modern aspects.  
On the other hand, the facets of groundwater flow and the temporal variability of 
groundwater discharge for reasonable catchment sizes (<500.000 km2) was only mar-
ginally addressed by remote sensing studies.  
Concerning groundwater flow at least for Karstic terrain two studies exist that at-
tempted to infer groundwater flow-paths from remote sensing data. Tam et al. [2005] in 
a study on cavernous underground conduits in north Vietnam deduces groundwater 
flow for a length of ~5 km based on a lineament-length density map. The functioning of 
the conduits in this small area was explained by analysing flooding records of a nearby 
doline. The second study was conducted by Shaban et al. [2005] to investigate the 
geologic control of SGD in north Lebanon. The authors also used lineaments where 
they proposed the connected alignment between lineaments as karstic gallery and 
hence as groundwater flow-path. While both studies only cover small spatial scales and 
represent similar geologic conditions the fact that is most promising is that lineaments 
can be used as a tool to derive information on groundwater flow-paths.  
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Concerning temporal groundwater discharge variability, until now only the study by 
Syed et al. [2005] contributes to this facet from a remote sensing perspective. Due to 
the spatial limitations of GRACE, that was used as data basis in this study, an applica-
bility is limited to catchments with sizes of >500.000 km2. Some of the aforementioned 
studies concerned with the management of groundwater or coastal ecology underlined 
the applicability to use satellite data to identify SGD [e.g. Ghoneim, 2008; Wilson and 
Rocha, 2012]. Since these data are recorded continuously (e.g. Landsat – every 16 
days) and the fact that Danielescu et al. [2009] and Roseen [2002] could show that the 
magnitude of the thermal signature is mainly a function of discharge quantity, an im-
portant data set exists that could provide essential information on temporal discharge 
variability.  
1.2 Motivation and main objectives 
The dynamics of groundwater in terms of flow and temporal discharge variability are 
essential in order to establish a sustainable and reliable groundwater management 
[Seward et al., 2006; UNEP, 2002]. This is of particular truth in arid and semi-arid re-
gions where groundwater is the mayor water resource with a share of up to 50 % for 
drinking and irrigation purposes and the urgent need to counteract overexploitation 
[FAO, 2003]. At the same time information on groundwater in these areas are scarce 
also due to the fact that investments are reduced and groundwater is given a low priori-
ty in national budgets [UN, 2002]. Earth observing technologies were assumed to fill 
this gap and to provide essential information [Meijerink et al., 2007]. Yet this assump-
tion was not met until now especially if considering relevant and more common spatial 
scales and catchment sizes than those covered by GRACE (>500.000 km2).  
The motivation of the present dissertation stems from three backgrounds. The first 
and main motivation concerns the development of remote sensing tools based on 
freely available satellite datasets (i) to contribute to the identification of groundwater 
flow-paths from recharge to discharge areas, (ii) to reliably localise groundwater dis-
charge locations and (iii) to analyse whether a temporal groundwater discharge varia-
bility in (semi-) arid regions can be inferred from multi-temporal thermal satellite data. 
All three factors would provide a cost-effective alternative to monetary and labour in-
tensive field work. It would also represent a methodology to screen large and partly 
inaccessible areas that characterizes most of the (semi-) arid regions, where the in-situ 
data acquisition can be strongly limited.  
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The second motivation background concerns the comparisons between the results 
of the satellite data set that is free-of-charge but contains the drawback of a coarse 
GSD and the cost-intensive airborne data with a high GSD. Abovementioned studies 
used one or the other data set. However, for the sake of best-practise decision support 
for future hydrogeological studies it is highly interesting which advantages and disad-
vantage each data set contains. 
The third motivation concerns the local application. As it will be pointed out in chap-
ter 2, the exact knowledge on groundwater discharge locations along the coastline of 
the Dead Sea (study area) is still incomplete and the abundance of submarine springs 
remains descriptive until now. Yet, a sustainable groundwater management requires a 
complete picture of groundwater discharge including the identification of groundwater 
contribution from each spring type. Particularly the airborne data set is assumed to 
significantly illuminate this aspect due to the higher GSD. The proven relationship be-
tween in-situ measured groundwater discharge and caused thermal plume area should 
allow inferring groundwater contribution quantitatively. Hence, the intended complete 
groundwater discharge picture would in turn not only be qualitatively but also quantita-
tively for the first time.  
Consequentially the dissertation involves four main objectives that can be reformu-
lated into research questions: 
Is it possible to infer potential groundwater flow-paths of a catchment in an 
(semi-) arid region in a reproducible and simple semi-automatic manner based 
on remote sensing data only? 
This is the first fundamental question to be answered. A similar approach has not 
been developed so far although the knowledge of groundwater flow-paths is important 
not only for a sustainable groundwater management but also for a possible contamina-
tion and its distribution. Developing a tool to reliably infer potential groundwater flow-
paths would therefore be highly relevant for any (semi-) arid region, where data on 
groundwater from wells or groundwater models are limited or non-existent. It further-
more could serve as basis to adequately plan a time-effective field campaign and/or to 
find suitable sampling sites in remote or inaccessible areas where any a priori infor-
mation on groundwater is beneficial. 
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How can multi-temporal satellite thermal remote sensing data be reliably used to 
derive information on groundwater discharge to the Dead Sea and what con-
straints occur? 
Against the background of groundwater discharge intermittency in arid regions a 
multi-temporal approach allows more reliable and representative conclusions on dis-
charge locations and temporal discharge variability. The latter point would lead to a 
novel monitoring option on discharge over time that is of great importance for a sus-
tainable groundwater management in arid regions. Likewise it is imperative to investi-
gate so far unknown constraints of e.g. surface runoff and methods to infer comparable 
results, which have not been investigated within previous studies. Thus, the objective 
to answer this scientific question is (i) to investigate the constraints of the multi-
temporal analysis at the example of the Dead Sea and (ii) to develop an approach that 
outlines comparable groundwater discharge zones thereby accounting for and exclud-
ing negatively influencing factors.  
Is it possible to derive information on long-term groundwater discharge behav-
iour and discharge quantity to the Dead Sea with multi-temporal satellite thermal 
remote-sensing data? 
The answer to this question represents a highly relevant, low-cost alternative to 
classical cost- and labour intensive groundwater discharge monitoring not only to the 
Dead Sea but to any (semi-) arid region. The developed multi-temporal analysis from 
the previous scientific question will be used and applied on the entire Dead Sea coast 
spanning a period between 2000 and 2011. I will identify discharge zones and assign 
discharge magnitudes and probable emergence depths. For the first time this provides 
a complete overview of the entity of occurring groundwater discharge and concurrently 
exact knowledge and extents of focus-regions suitable for investigations on discharge 
behaviour and discharge quantity. The long-term analysis of the groundwater discharge 
in turn reveals the temporal variability and possible relocations of discharge locations 
due to presumed changing hydrogeological conditions as an effect of the lowering of 
the Dead Sea level. Prospectively this approach can be used for a more precise transi-
ent groundwater modelling and groundwater discharge monitoring at the Dead Sea. 
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What do fine scaled airborne thermal data significantly reveal in comparison to 
coarse scaled satellite thermal data in terms of groundwater discharge and is it 
possible to quantify groundwater discharge using the synergy between airborne 
thermal data and in-situ discharge measurements? 
A priori known constraints of satellite products are the coarse spatial resolution that 
presumably prohibits resolving small scale groundwater inflows. The question is in how 
far thermal data from an airborne platform outperform the satellite product. Compari-
sons concerning both products in the context of groundwater discharge and involved 
processes are unstudied. The result contributes to a best-practise decision support 
since airborne campaigns in contrast to ready-to-use satellite products are price-
intensive. Additionally it is interesting to know whether it is possible to use airborne 
thermal data to quantify groundwater discharge. A positive result offers a further alter-
native to establish a quantitative discharge monitoring and hence the knowledge on a 
dependable state variable for a sustainable groundwater management. 
1.3 Why the western catchment of the Dead Sea? 
The western catchment of the Dead Sea represents a typical (semi-) arid region where 
many parts of the catchment receive an average precipitation of <200 mm mostly 
throughout the winter months (November-April), while average temperatures are 
>19 °C [Ben-Gai et al., 1999]. The consequence is an aridity index (P/PET) of <0.43 
that promotes the formation of extensive deserts (Judean and Negev deserts) that cov-
er the catchment in large parts [Kafle and Bruins, 2009]. Unlike many other (semi-) arid 
regions that exhibit similar conditions groundwater is intensively studied since several 
years. These investigations are fostered by numerous drilled wells that in parallel form 
the basis of two groundwater models [Guttman, 2000; Laronne Ben-Itzhak and 
Gvirtzman, 2005] and hence a solid understanding of hydrogeological conditions.  
Another advantage over many regions is the possibility to physically measure large 
fractions of the groundwater discharge quantity. Due to the lowering of the Dead Sea 
level in consequence of a negative water budget, groundwater emerges as terrestrial 
springs along sediment heterogeneities or faults. Emerging groundwater forms erosion 
channels that are accessible and provide a possibility to measure in-situ discharge vol-
umes. This advantageous situation has been exploited by the Israel Hydrological Ser-
vice that initiated an annual monitoring program on spring discharge at three main 
spring areas along the western Dead Sea coast since 2005. As a consequence a relia-
ble and multi-annual data set on spring discharge is available. 
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Both, the known hydrogeological conditions and the spring discharge data set, offer 
a promising basis to compare and validate derived results from remote sensing data to 
a so far unfeasible extent.  
1.4 Overview 
The dissertation is presented in a cumulative form and consists of four individual scien-
tific articles which are either published, submitted or in preparation. Each article pro-
vides its specific motivation and background that deal with (i) derivation of groundwater 
flow-paths on the large spatial scale of the western subterranean catchment of the 
Dead Sea, (ii) the development of a method to identify groundwater discharge using 
multi-temporal thermal satellite data, (iii) the localization and temporal variability of 
groundwater discharge and (iv) the analysis of airborne thermal data to qualitatively 
and quantitatively compare groundwater discharge results to previously derived satel-
lite products and to derive groundwater discharge volumes. A prologue precedes each 
article to introduce each topic and to provide a smooth transition in between articles. 
A general conclusion follows the articles in which the general connection between 
the specific topics is outlined and discussed. This chapter also includes an outlook of 
the work with possible improvements and further suggestions that would advance the 
applicability of remote sensing methods in the light of practical hydrogeologic imple-
mentation. A list of each article is provided subsequently with a brief content descrip-
tion and the contribution of each author. 
Article 1: Derivation of groundwater flow-paths based on semi-automatic extrac-
tion of lineaments from remote sensing data 
Ulf Mallast, Richard Gloaguen, Stefan Geyer, Tino Rödiger, Christian Siebert 
Published: Hydrology of Earth System Sciences, 15, 2665-2678, doi: 10.5194/hess-15-
2665-2011. 
The first article (Chapter 3) presents a semi-automatic and transparent approach to 
derive potential groundwater flow-paths. It is based on a lineament extraction where 
the paper includes a detailed description of the applied filters and the object-based 
classification. Subsequently, the lineaments are evaluated in terms of hydrogeological 
significance and compared against known structural features, before they serve as 
basis for the potential groundwater flow-path derivation. The overall result is finally 
evaluated against flow patterns of existing groundwater flow models. 
Introduction 
22 
Ulf Mallast developed and processed the method, while Richard Gloaguen provided 
results of the PCI LINE algorithm used in the article. Richard Gloaguen, Stefan Geyer, 
Tino Rödiger, and Christian Siebert supervised the work supplying feedbacks and sug-
gestions for improvement. Ulf Mallast wrote the first draft of the article which was itera-
tively improved through contributions of each author until the published version. 
Article 2: How to identify groundwater caused thermal anomalies in lakes based 
on multi-temporal satellite data in semi-arid regions 
Ulf Mallast, Christian Siebert, Richard Gloaguen, Jan Friesen, Tino Rödiger, Stefan Geyer, Ralf 
Merz 
Submitted: Hydrology of Earth and System Sciences Discussion, 10, 4901-4949, 
doi:10.5194/hessd-10-4901-2013, 2013. 
The second article (Chapter 4) introduces a novel method to reliably derive 
groundwater caused thermal anomalies along the Dead Sea coast. A multi-temporal 
analysis of Landsat ETM+ satellite data (2000-2002) is applied. I investigate possible 
constraints and develop an influence factor (IF) which differentiates between ground-
water and surface-runoff related thermal anomalies using the spatio-temporal variability 
of sea-surface-temperature only. The IF was then used to exclude surface-runoff influ-
enced data and was also compared against multi-source rainfall data to infer a maxi-
mum influence time. On the remaining, exclusively groundwater influenced data series 
I calculate different statistical measures on a per-pixel basis at a known discharge site 
that represent spatio-temporal temperature characteristics. The result provides thermal 
anomalies (termed groundwater affected areas) that are compared to in-situ spring 
discharge measurements from the Hydrological Service of Israel. 
Ulf Mallast prepared the dataset and developed the method in a GIS and ERDAS 
Imagine environment. Christian Siebert contributed to the conceptual ideas of the IF 
algorithm and Jan Friesen provided the TRMM_3B42 data used for the maximum influ-
ence time calculation. Christian Siebert, Richard Gloaguen and Ralf Merz supervised 
the work improving it with valuable suggestions. Ulf Mallast wrote the first draft of the 
paper and all authors iteratively produced the submitted version. 
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Article 3: Localisation of groundwater inflow and temporal discharge variability 
along the Dead Sea using thermal satellite data 
Ulf Mallast, Christian Siebert, Bianca Wagner, Martin Sauter, Richard Gloaguen, Stefan Geyer, 
Ralf Merz 
Published: Environmental Earth Sciences, 69, 587-603, doi: 10.1007/s12665-013-
2371-6 
The third article (Chapter 5) presents results after extending the investigation period 
until 2011, the application of the aforementioned method of article 2 and the aggrega-
tion to biennial series. I identify 37 groundwater discharge sites along the entire coast 
of the Dead Sea and assign discharge magnitudes and possible emergence depths 
based on the appearance of the groundwater affected area (GAA). In the second part 
of the study the focus is set on two discharge areas on each coast at which the tem-
poral groundwater discharge variability is investigated. The GAA alternation over time 
shows a similar behaviour as the occurring recharge during the same time with a re-
sponse time shift of less than two years. This in turn suggests that thermal satellite 
data can be applied to derive information on groundwater discharge variability. The 
second interesting fact is, that the obtained GAAs most likely show the flushing effect 
of old brines in periods with above average water level drop for the first time.  
Ulf Mallast prepared the satellite dataset until 2005 while Bianca Wagner provided 
remaining data until 2011. All data were processed and analysed by Ulf Mallast, while 
the work was supervised by Christian Siebert, Richard Gloaguen and Ralf Merz. Ulf 
Mallast wrote the first draft of the paper and all authors iteratively produced the pub-
lished version. 
Article 4: Application of airborne thermal data for the quantification of groundwa-
ter along the western Dead Sea 
Ulf Mallast, Christian Siebert, Friedhelm Schwonke, Richard Gloaguen, Martin Sauter, Stefan 
Geyer 
Submitted: Remote Sensing 
The fourth article (Chapter 6) analyses airborne thermal data in order to identify all 
groundwater discharge sites independent of terrestrial or submarine origin along the 
north-western section of the Dead Sea coastline. The result represents a refinement of 
the previously identified groundwater affected area of article 3 due to the better spatial 
resolution of the airborne data. It furthermore presents for the first time exact abun-
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dance and location of so far only descriptively mentioned submarine springs and re-
veals an unknown spring type. In the second part of this article I develop a linear ordi-
nary least square model based on in-situ measured discharge from the Israel Hydrolog-
ical Service and the resulting thermal plumes from spring discharge. This allows calcu-
lating the major groundwater contribution from terrestrial springs based on the thermal 
footprint only and facilitates the calculation of the total groundwater discharge to the 
Dead Sea once the thermal data are completely pre-processed.  
Planning of the airborne campaign and ground-truthing was pursued by Ulf Mallast 
and Christian Siebert. The operating of the sensor system during the flights and data 
pre-processing conducted Uwe Maraschek and Friedhelm Schwonke (Federal Institute 
for Geosciences and Natural Resources - BGR) together with Gerhard Kemper (Ge-
otechnics, Geoinformatics & Service GmbH - GGS). Ulf Mallast analyzed the thermal 
data and wrote the first draft of the article. The work was supervised by Christian 
Siebert and Richard Gloaguen, who provided feedback and suggestions for improve-
ment. All co-authors iteratively produced the prepared version. 
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Chapter 2  
The western catchment of the Dead Sea  
The western catchment of the Dead Sea (DS) covers an area of ~4160 km2 located 
between 34.73E and 35.51E and 30.83N and 32.05N (Lat/Lon WGS 84). It comprises 
of major parts of the Judean Mountains in the west, the Negev desert in the south and 
the Dead Sea in the east (Figure 3a). Within the area a topographical west-east altitude 
gradient of around 1000 m exists between the Judean Mountains and the brim located 
next to the Dead Sea and a further steep gradient of around 400 m from the brim to the 
current Dead Sea level of -425 m (WGS84-EGM96), (own GPS measurements 
03/2010). 
The entire region is faulted and folded and since Eocene age finally shaped and 
modified by the strike slip movement of the Dead Sea transform [Garfunkel and Ben-
Avraham, 2001], which is part of the Syrian-East African Rift system. 
2.1 Geological and Structural Overview 
The study area is dominated by the Jordan-Dead Sea Graben, which is part of the Syr-
ian-East African Rift system. The valley developed since the Miocene and is nowadays 
filled by fresh-water Lake Kinneret in the north and the hyper-saline Dead Sea 
[Horowitz, 2001]. Both, to the east and west, it is flanked by the graben shoulders, con-
taining Mesozoic to Cenozoic rocks. 
Lower Cretaceous Kurnub Group sandstones represent the base of the western es-
carpment and do not crop out in the study area. Above that, the 800-850 m thick hardly 
erodible limestones and dolomites of the Judea Group (Cenoman-Turon) are the pre-
dominant formation in the area (Figure 3b) and constitutes the important Lower (L-JGA) 
and Upper (U-JGA) Aquifers, respectively [Guttman, 2000]. At the top of the range, the 
soft Mt. Scopus Group (Senonian-Paleocene) with marl, chalk and clay occurs and 
reaches thickness of 100 m to 400 m. These variations are controlled by anti- and syn-
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clinal structures of the compressional Syrian Arc phase [Flexer and Honigstein, 1984]. 
The entire range is deeply cut by wadis, draining towards the Dead Sea. Products of 
those Plio-Holocene erosional processes are found within the wadis, their fans and 
along the Dead Sea coast in form of gravel, sand, clay silt, marl and gypsum (Dead 
Sea Group).  
 
Figure 3  Topographical, lithological and structural overview of the subterranean western 
catchment of the Dead Sea - (a) describes topographical features of the study area 
(“Water wells assumed” refers to three water wells in the southern area taken from 
[Arad, 1966; Vengosh et al., 2007]) and (b) gives a lithological and structural over-
view (Projection: UTM WGS 84 Zone 36 N). 
On the western border of the study area, the Hebron anticline, which represents a 
main structural element, stretches with a SW-NE orientation (Figure 3b). A series of 
secondary mostly parallel asymmetric anticlines and synclines were developed among 
smaller fault systems observable throughout the entire area. The principal fault is rep-
resented by the western fault of the Dead Sea rhomb-shaped pull-apart basin. The 
dominating trends of all faults can be categorized into the following groups:  
Faults of Group A have an orientation of around 90° (E-W) and are mainly located 
in the north-western part of the study area. They may result from the Syrian-Arc defor-
mation with maximum compressive stress trending NNW during Cretaceous to Eocene 
ages [Eyal and Reches, 1983].  
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Group B is built by faults showing a main NNW-SSE orientation (330° to 360°) that 
are found north-west of the Dead Sea, where their abundance increases significantly 
(Figure 3b). These structures may be related to the Dead Sea strike-slip transform, 
activated in the Miocene age [Garfunkel and Ben-Avraham, 1996; Garfunkel and Ben-
Avraham, 2001]. The major fault within that group is the N-S oriented western fault of 
the Dead Sea transform.  
Group C faults, trending 310° to 315° (NW-SE) are the result of the compressional 
phase of the Syrian-Arc deformation during the Turonian age. Faults of that type are 
also described by Gilat [2005] as compressional features that follow Turonian-
Senonian faults. The distribution within the study area is mainly in the westerly central 
part and in the north of the study area extending the western fault of the Dead Sea to-
wards NW. 
2.2 Groundwater system  
The major groundwater bearing strata are (a) the Cretaceous Kurnub sandstone and 
(b) the overlaying limy Judea Group (JGA) with two distinct aquifers (Figure 4). Both 
JGAs are hydraulically separated by the Bet Meir Formation, forming an aquiclude 
composed of clay, marl and chalk with varying thickness [Laronne Ben-Itzhak and 
Gvirtzman, 2005]. In the western part of the catchment the aquiclude between Upper 
and Lower JGA is present throughout. Eastward, closer to the cliff the aquiclude thins 
out locally or even disappears. At these locations and along deep reaching faults it is 
assumed that groundwater is able to percolate locally between the aquifers.  
Within the valley, the Quaternary alluvial coastal aquifer which is set by normal 
faults of the rift border against the Cretaceous carbonate rocks of the Judea Group 
[Yechieli et al., 2010]. This layered limnic aquifer mainly consists of fine-grained clastic 
and chemical sediments, such as clay, silt, aragonite, dolomite, gypsum, anhydrite and 
halite. Where wadis approach the graben, fluviatile sediments (gravel, sand, clay) were 
sluiced and intercalated into the lake sediments. The alternation between the sediment-
fractions divides the coastal aquifer into further sub-aquifers that locally vary in number 
[Kafri et al., 1997].  
Recharge to the Kurnub and Judea Group aquifers occurs solely through precipita-
tion between October and April [Laronne Ben-Itzhak and Gvirtzman, 2005] where the 
recharge/precipitation ratio ranges between 0.06 and 0.35 [Weiss and Gvirtzman, 
2007]. Since both vary in space and time total amounts are variable. Highest precipita-
tion (~600 mm∙a-1) falls at the elevated parts of the Judean Mountains in the western 
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region of the study area where both JGAs crop out [Guttman, 2000; Saaroni et al., 
2010]. This aspect makes the west of the study area to the major region of recharge.  
 
Figure 4  Litho-stratigraphic cross section of the investigation area, showing the Upper and 
Lower Judea Group aquifer [Laronne Ben-Itzhak and Gvirtzman, 2005] – Reprinted 
with permission from Elsevier 
Towards the south and the east precipitation declines to ~100 mm∙a-1. These minor 
precipitation amounts in combination with high evaporation lead to the conclusion that 
no significant modern recharge from precipitation exits in the Quaternary coastal aqui-
fer along the Dead Sea [Kronfeld et al., 1993; Yechieli et al., 2010]. Along faults it is 
known that hydraulic connections are established that may allow an interaction be-
tween Kurnub and the above situated JGA. This interaction represents a second re-
charge fraction, although flow rates are low [Issar, 1979; Kronfeld et al., 1993]. Re-
charge of the Quaternary coastal aquifer occurs through lateral flow from the JGA and 
to small extents through flash-floods generated after intense precipitation events 
[Yechieli et al., 2010].  
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From the main recharge area in the west the general groundwater flow direction 
within both Cretaceous aquifers is east due to the eastward inclination of the rocks with 
a steep hydraulic gradient as the water level difference is around 750-850 m over a 
distance of only 25-30 km [Guttman, 2000]. The orientation of the general flow is locally 
influenced in areas where anticlinal and synclinal structures [Dafny et al., 2010] and 
also transmissivity barriers exist [Guttman, 2000]. These local governing structures 
force groundwater either to bypass in cases of barriers or to follow in case of preferen-
tial flow-paths changing the general flow directions [Dafny et al., 2010; Guttman, 2000].  
As soon as groundwater passes through the western margin of the DS Rift and 
flows into the Quaternary alluvial coastal aquifer it is largely unknown how the ground-
water-flow behaviour changes [Magal et al., 2010]. It is assumed that Neogene faults 
within the sediment act as preferential flow-paths that partially redirect groundwater to 
NNW and NNE or opponent flow directions [Abelson et al., 2006; Shalev et al., 2006]. 
This assumption derives from the occurrence of sinkhole-clusters along the entire coast 
with identical NNW-NNE axes that are caused through dissolution of salt by groundwa-
ter undersaturated in respect to halite. Shallow seismic profiles prove the existence of 
deep-seated faults (10-200 m) with vertical displacements of centimetres to up to 2 m 
and NNW to SSE orientation due to active Holocene faulting [Enzel et al., 2000]. These 
young faults, which are also recognized as scarps on the sedimentary surface, are dis-
continuous with varying lengths between 10 m and >1000 m [Gardosh et al., 1990] and 
flanked by internal folds with random orientations [Enzel et al., 2000]. In the context of 
these complex and interacting aspects and under the light of the continuous DS level 
drop it remains unclear whether the groundwater flow-system in the Quaternary alluvial 
aquifer contains stable orientations and flow-paths or if the system changes with time 
under the given hydrogeological conditions. Certain are only distinct discharge spots 
that are commonly pooled to four spring areas (Ein Feshkha, Kane/Samar, Qedem, Ein 
Gedi) distributed along the entire western coast (Figure 5-A).   
2.3 Groundwater inputs 
Common to all abovementioned discharge areas are different spring types. Terrestrial 
springs emerge along faults or sediment heterogeneities and subsequently form ero-
sion channels due to the lowering of the DS (Figure 5-B, C). Submarine springs that 
emerge on the sea bed down to a depth of 30 m. The emerging water experiences an 
upward flux to the sea-surface due to a density driven buoyancy that sometimes ap-
pear as circular pattern on the DS surface [Ionescu et al., 2012] (Figure 5-D). 
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Figure 5  Abundance of water inputs to the DS (Map: blue area represents DS in the year 
2000; small white areas represent spring areas (Ein Feshkha/ Kane/ Qedem/ Ein 
Gedi); solid blue lines indicate wadis/ river courses; solid white lines indicate 50 m 
contour lines of the bathymetry after Hall [2000]; Subset: grey coloured area repre-
sents catchment of the DS; numbers indicate names of climate stations 
(1=Jerusalem 2=Gilgal 3=Amman); abbrev. IL=Israel PA=Palestine Authorities 
JO=Jordan SY=Syria); Pictures: all illustrate spring types representative for the study 
area – B shows an aerial photograph of the northern Ein Feshkha area from 01/2011 
with several erosion channels discharging into the DS; C shows a similar erosion 
channel of an upstream located terrestrial spring in the Kane area and D shows a 
submarine spring in the Qedem area (source picture D: Munwes et al., [2010]) 
Different is the origin of their waters and the discharge volume. Concerning the 
spring areas of Ein Feshkha, Kane/Samar and Ein Gedi most of the discharging 
groundwater stems from the U-JGA [Guttman, 2000; Ionescu et al., 2012]. This is one 
main reason why the discharging waters of these areas exhibit similar temperatures 
between 24-29 °C that are also measured in wells drilled into the U-JGA in the hinter-
land of the catchment [Kronfeld et al., 1993; Möller et al., 2003]. However, the different 
electrical conductivities and also the redox potentials of these spring areas point at a 
non-uniform multi-source influence.  
Concerning electrical conductivity (EC), one influence is the dissolution of salts con-
tained in the alluvial sediment through fresh groundwater of the U-JGA. Since the JGA 
water is under-saturated in respect to all major minerals in the Quarternary lake sedi-
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ments (e.g. halite, gypsum), dissolution of these partly explains increased EC. A sec-
ond influence is the mixing of fresh groundwater with old brines. These old brines 
(9,000-23,000 years) most likely originate from seawater of one of the precursors of the 
DS such as Lake Lisan. During high stands of the precursors brackish lake water infil-
trated into adjacent aquifers and remained in the porous media [Mazor et al., 1969; 
Yechieli et al., 1996]. An identical but much younger process is additionally assumed to 
occur due to the retreat of the DS. This rapid process leads to fact that residues of the 
DS remain as sub-aquifers in the vadose zone of the Quaternary coastal aquifer above 
the present base level [Kafri et al., 1997; Mazor and Molcho, 1972].  
Table 3  Annual spring discharge of know spring locations within the study area and average 
physico-chemical parameters of their waters. 








Ein Feshkha  80-85* 24.4 ± 2.2 8.1 ± 3.0 60 ± 30 
Kane/Samar 30-40** 25.4 ± 4.3 32.1 ± 81.2 -78.5 ± 241.5 
Qedem 4-5** 41.1 ± 0.5 176.6 ± 0.7 -219 ± 53.5 
Ein Gedi 3-4*** 28.1 ± 0.8 54 ± 57 -182.3 ± 259.7 
* data taken from Guttman [2000] 
** data taken from Guttman and Simon [1984] 
*** data taken from Laronne Ben-Itzhak and Gvirtzman [2005] 
Due to the geothermal gradient, groundwater that ascends along the western DS 
fault from a deeper aquifer (>500 m) leads to discharging groundwaters that exhibit 
temperatures of 41-44 °C and hydrogen-sulphide (H2S) in most of the springs [Gavrieli 
et al., 2001; Mazor et al., 1969]. The reducing character of H2S, whose origin is at-
tributed to dissolution of gypsum followed by a microbial sulphate reduction is one rea-
son why the redox potential shows strongly negative values in some springs. Most of 
these H2S rich springs are located in the Qedem and Ein Gedi spring areas.  
The coexistence of unknown mixing proportions various influences over small spa-
tial distances [Ionescu et al., 2012] lead to the fact that not the spring areas but the 
currently discharging DS brines are classified by Gavrieli et al. [2001] primarily into two 
types:  
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I. Qedem-Shalem brines with salinities ≤129 g∙l-1 Cl, temperatures of 41-44 °C, 
Mg/Ca molar ratios of 2.5-3.5 and δ34SSO4 =21-25 ‰;  
II. DSIF-Tappuah brines with salinities > 129 g∙l-1 Cl, temperatures of 25-30 °C, 
Mg/Ca molar ratios >3.5 and δ34SSO4 >30 ‰. 
 
Figure 6  Classification of brine types based on δ34SSO4 vs. Mg/Ca in springs and groundwater 
along the DS (after Gavrieli et al. [2001] – Reprinted with permission from Elsevier) 
At the example of Figure 6 it also apparent that some brines (En Shulamit, Enot 
Zuqim and Hamme Zohar-3) cannot be assigned to either one of the types since they 
indicate consistently lower δ34SSO4 values but varying Mg/Ca ratios. Furthermore, dif-
ferent brine types can be found in the same spring area as Gavrieli et al. [2001] could 
show for Ein Feshkha (note that Enot Zuqim reflects the Arabic name for Ein Feshkha) 
and Ionescu et al. [2012] state for Kane/Samar. The entity of these aspects underlines 
the complexity of the groundwater system in this area, which until today is not fully un-
derstood. 
The discharge volume, as second aspect for spring area differentiation, generally 
decreases from north with ~80-85∙106m3a-1 (Ein Feshkha) to south with ~3-4∙106m3a-1 
(Ein Gedi) (Table 3). This aspect is substantiated with the location of the respective 
catchments and the according recharge amounts where the northern catchments re-
ceive more precipitation and hence recharge compared to the southern catchments. 
Since 2005 terrestrial spring areas of Ein Feshkha and Kane/Samar are monitored on 
an annual basis by the Israel Hydrological Service (IHS), and in case of Ein Feshkha 
have also been measured before on an irregular basis [Galili, 2012]. However, these 
measurements do not include submarine emerging springs of which the total amount 
remains undetermined. Volumes from remaining spring areas stem from groundwater 
modelling or mass-balance calculations with varying numbers and accompanying un-
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certainties [Chan and Chung, 1987; Guttman, 2000; Laronne Ben-Itzhak and 
Gvirtzman, 2005; Salameh and El-Naser, 2000]. These reports include the lack of in-
formation on how the groundwater discharge changes over time and additionally con-
sider only the discharge from the U-JGA and L-JGA.  
Discrepancies encountered between measured and modelled discharge volumes 
[Guttman, 2000] may be the result of the multi-source system composed of i) fresh 
groundwater through modern recharge, ii) ascending older groundwater from deeper 
aquifers (L-JGA and/or Kurnub) and iii) rapid partial flushing of DS brines. Whereas the 
first two portions depend linearly but time-shifted on the recharge, the latter portion 
contributes increasingly when the DS lake level drop exceeds the long-term average of 
0.7 m [Yechieli et al., 2010]. During these times the increased hydraulic gradient be-
tween the groundwater head and the lake level is enforced reflecting a disturbance of 
the assumed normally hydraulic equalized system. As a result groundwater discharge 
increases (flushing) until the new dynamic equilibrium is established [Kiro et al., 2008; 
Yechieli and Sivan, 2011].  
2.4 Dead Sea 
Besides groundwater input that is estimated to amount to ~140-150∙106m3a-1 for the 
entire DS (Israeli and Jordanian coast) [Chan and Chung, 1987; Salameh and El-
Naser, 1999] surface water represents the second considerable input to the DS. This 
input can be subdivided into i) ephemeral flash-floods generated after significant rain-
storms in the rainy season (Oct-Apr) with mean annual discharge amounts of 5-
27∙106m3a-1 and flow durations of 2-153 hours [Greenbaum et al., 2006] and ii) the per-
ennial Jordan River discharging 250-300∙106m3a-1 from the north of the DS [Salameh, 
1996]. Since particularly the discharge from the Jordan declined from originally 
1370∙106m3a-1 to 250-300∙106m3a-1 due to anthropogenic utilization (mainly irrigation 
purposes) the contribution from surface waters decreased significantly [Salameh, 
1996]. This fact together with over-pumping of aforementioned groundwaters in the 
recharge area [Weinberger et al., 2012] led to the current negative water balance of the 
DS concurrently governed by potential evapotranspiration loses of 2000∙106m3a-1 
[Salameh and El-Naser, 1999]. The negative balance manifests itself in the long-term 
drop of the DS water level by an average of 0.7 m per year (Figure 7), which even ap-
pears to be enforced during the last decade exhibiting an average drop of ~1 m annual-
ly [Bowman et al., 2010].  
The western catchment of the Dead Sea 
34 
 
Figure 7  DS level decrease and annual DS level drop from 1992 until 2012 (changed after 
ISRAMAR [2012] and Bowman et al. [2010] for the years 1992-2004 and extended 
for remaining years based on measurements of the IHS) 
Despite the uniform appearing lake level decline two years are extraordinary excep-
tional and hence noteworthy to mention. During the winter 1991/1992 precipitation 
amounts exceeded the long-term average by >+60 % with partly >120 mm∙d-1 of pre-
cipitation during the severest storm event on February, 2nd 1992 in Jerusalem [Dayan 
and Morin, 2006; Kafle and Bruins, 2009]. This event caused significant flash-floods 
and concurrently the rise of the DS water level of ~1.2 m. In contrast to this event 
stands the dry year 1999 where <-50 % precipitation occurred [Kafle and Bruins, 2009]. 
The time-delayed effect from the 1999 can be seen in the year 2000, where the DS 
level decreased significantly by ~1.6 m [Kafle and Bruins, 2009].  
A directly observable consequence of dropping lake level is the constant exposition 
of large alluvial sediment areas that to main extents occur in low inclined regions like 
the area around Ein Feshkha. Another known consequence concerns the response of 
the groundwater level to DS level changes which, after Yechieli et al. [1995], is in the 
order of days and accordingly drops continuously. This process together with the exist-
ence of low permeable clay layers in the alluvial sediment areas lead to the above-
mentioned terrestrial springs, which subsequently descend to erosion channels that 
can be mainly found in the spring areas of Ein Feshkha and Kane/Samar (Figure 5).  
Since this thesis deals to a large extent with the thermal behaviour of the DS and 
also with discharging surface water it is noteworthy to mention relevant aspects. The 
mean temperature of the surface layer (measured in 1 m depth) of the DS underlies a 
clear atmospherical influence over the yearly course. This results in average minimum 
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temperatures of ~22-23 °C between December and March and maximum temperatures 
of ~33-35 °C between July and September [Gertman and Hecht, 2002]. Unfortunately, 
no DS surface temperatures are available for the already mentioned winter 1991/1992, 
but the following winter of 1992/1993 is also characterised as rainy accompanied by a 
similar large runoff contribution as the winter before. This contribution resulted in sur-
face temperature drop to 16-17 °C representing the coldest surface temperature meas-
ured in the DS [Gertman and Hecht, 2002]. The reason for this significant drop relates 
to the precipitation temperature of 10-15 °C [Ayalon et al., 1998].  
Table 4  Temperature comparison of relevant waters influencing the DS 
Water source  Temperature [°C]  Source 
Wadi Runoff 10-15 Ayalon et al. [1998] 
Groundwater 25-30 / 41-44 Gavrieli et al. [2001] 
Dead Sea 22-35* Gertman and Hecht [2002] 
* DS water temperature in 1 m depth in winter (lower number) and summer (higher number)  
By comparing the different water temperatures it becomes apparent that particularly 
during high summer and winter periods the thermal gradient between DS water and 
any groundwater type approaches a maximum of ~5 °C and ~3 °C, respectively. Both 
periods allow a differentiation between the DS and inflowing water, whereas during 







Chapter 3  
Groundwater flow-paths 
3.1 Prologue 
One central topic of the present dissertation is to develop a transparent, objective and 
robust method to infer information on groundwater flow-paths in (semi-) arid regions 
from freely available satellite data sets. For these remote and mostly politically sensi-
tive regions in-situ data on groundwater flow are usually scarce and additionally difficult 
to acquire. However, exactly this information is a prerequisite to primarily improve the 
understanding of the groundwater system and subsequently to establish a sustainable 
groundwater management.  
Several groundwater studies proved the general applicability of remote sensing to 
groundwater exploration and to a lesser extent to groundwater flow systems [Shaban et 
al., 2005; Tam et al., 2005]. The common denominator of all studies is the identification 
of lineaments as surface manifestation of underlying fracture zones that induce prefer-
ential flow. The data set and the method on which the lineament identification base are 
of crucial importance. In an impressive work Sander [1996] reveals that the results dif-
fer considerably between interpreters with varying expert knowledge. This subjectivity 
hampers a general comparability between results why several studies introduced au-
tomatic algorithms that guarantee objectivity. While the objectivity criterion is met the 
successful application can still be limited particularly for inexperienced user. The limita-
tion stems from the fact that these algorithms function as black boxes where certain 
input parameter (e.g. filter radius, thresholds on edge gradients, curve lengths, angular 
differences etc.) can be adjusted without visualizing intermediate results. If additionally 
applied on optical data sets the automatic algorithms identify any linear structure inher-
ited in the data set, which also includes anthropogenic structures (streets, land cover 
boundaries etc.). To exclude the lineaments with a non-geologic background requires a 
secondary ‘correction-step’ that impedes a truly automatic and effective procedure.  
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Hence, there is a strong need to develop a robust method that objectively and 
transparent extracts lineaments primarily. Secondarily, some studies showed that line-
aments reflect groundwater availability and also groundwater flow at least on small 
spatial scales. A prerequisite is the sound understanding of the hydrogeological signifi-
cance of the obtained lineaments. If the understanding can be established lineaments 
facilitate the derivation of groundwater flow-paths and hence provide important infor-
mation on groundwater for arid regions.  
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Abstract. In this paper we present a semi-automatic method
to infer groundwater flow-paths based on the extraction of
lineaments from digital elevation models. This method is
especially adequate in remote and inaccessible areas where
in-situ data are scarce. The combined method of linear fil-
tering and object-based classification provides a lineament
map with a high degree of accuracy. Subsequently, linea-
ments are differentiated into geological and morphological
lineaments using auxiliary information and finally evaluated
in terms of hydro-geological significance. Using the example
of the western catchment of the Dead Sea (Israel/Palestine),
the orientation and location of the differentiated lineaments
are compared to characteristics of known structural features.
We demonstrate that a strong correlation between lineaments
and structural features exists. Using Euclidean distances be-
tween lineaments and wells provides an assessment criterion
to evaluate the hydraulic significance of detected lineaments.
Based on this analysis, we suggest that the statistical analy-
sis of lineaments allows a delineation of flow-paths and thus
significant information on groundwater movements. To val-
idate the flow-paths we compare them to existing results of
groundwater models that are based on well data.
1 Introduction
Information on groundwater are scarce in many parts of
the world, particularly where they are essential for ensur-
ing sustainable socio-economical and ecological growing of
economies. This requires collecting data in remote or inac-
Correspondence to:U. Mallast
(ulf.mallast@ufz.de)
cessible areas where any a priori information on groundwa-
ter is beneficial. Planning adequately and time-effectively a
field campaign and/or finding suitable sampling sites is also
quired. Nevertheless, while difficult to obtain, a priori in-
formation need to be reproducible, objective and reliable.
After Hobbs (1904) introduced the term lineament, it has
been used in different fields (e.g. petrology, geology and hy-
drogeology) as indicator for remote structural interpretation
of the respective areas of interest. O’Leary et al. (1976) de-
fine lineaments “as a mappable, simple or composite linear
feature of a surface whose parts are aligned in a rectilin-
ear or slightly curvilinear relationship and which differ from
the pattern of adjacent features and presumably reflect some
ub-surface phenomenon.” In terms of groundwater, it is ap-
parent that fractures and faults have surface expressions and
thus can serve as indicator for water flow-paths (Anisimova
and Koronovsky, 2007; Dinger et al., 2002; Fernandes and
Rudolph, 2001; Meijerink et al., 2007). To prove the appli-
cability of lineaments as indicators for either fault systems
or assumable preferential groundwater flow-paths, many au-
thors compared both features and revealed a strong correla-
tion in shallow and deeper aquifers (Fernandes and Rudolph,
2001; Oguchi et al., 2003; Salvi, 1995; Sander et al., 1997).
Classical approaches to lineament extraction are con-
ducted manually. Based on experience and expert knowl-
edge they can be evaluated as objective but irreproducible
and inefficient in terms of time and labour, especially when
focused on a macroscale (Costa and Starkey, 2001; Hung et
al., 2005; Sander, 2007; Vaz et al., 2008). Thus, in order to
obtain reproducible and objective criterions as well as effi-
cient procedures, automated and semi-automated algorithms
(e.g. segment tracing algorithm (STA), Hough Transform,
PCI LINE) were developed (Karnieli et al., 1996). Although
being efficient, most of the automated algorithms seem to
Published by Copernicus Publications on behalf of the European Geosciences Union.
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be black boxes, where certain filtering or linking parameters
need to be adjusted without visualizing intermediate results.
This limits efficiency particularly for inexperienced user.
Methodically, semi-automatic and automatic approaches
are based either on linear, non-linear and morphologi-
cal spatial filters (Morris, 1991; Philip, 1996; Suzen and
Toprak, 1998), edge tracing and linking methods (Fitton and
Cox, 1998; Karnieli et al., 1996; Koike et al., 1995), or
knowledge-based systems (Argialas and Mavrantza, 2004;
Gloaguen et al., 2007; Marpu et al., 2008; Mavrantza and
Argialas, 2006).
Inaccuracies emerge mostly from input data as multispec-
tral or aerial images contain semantic linear features not
originating from geological, but rather mainly from anthro-
pogenic structures. To overcome this problem a largely
manually conducted “correction-step” is introduced in many
cases excluding non-geologic lineaments (Hung et al., 2005;
Kocal et al., 2004).
By using digital elevation models (DEM), extracted lin-
eaments solely rely on elevation information. Hence, only
accounting for this aspect, DEMs represent a promising ba-
sis for semi-automatic lineament extraction for topograph-
ical, hydrological or geological purposes (e.g. Gloaguen et
al., 2007; Jordan and Schott, 2005; Wladis, 1999).
For any purpose the ground sampling distance (GSD) of
the DEMs plays an important role. Generally, the better the
GSD of the DEM, the more topographical and groundwater
relevant information can be extracted. High resolution DEMs
from e.g. LiDAR are therefore more appropriate, but have
disadvantages of being price-intensive, not always available
and containing numerous anthropogenic overprinting struc-
tures. In contrast, medium resolution DEMs have the ad-
vantage of being globally and freely available (e.g. SRTM,
ASTER GDEM, 2009) and most likely containing only nat-
ural topographic information. The disadvantage of a coarser
resolution is potentially hindering extraction of small-scale
topographical lineaments.
Despite the above-mentioned promising basis for linea-
ment extraction, different authors point out critical aspects.
Lineaments derived from elevation data could also have
a non-tectonical origin (Arenas Abarca, 2006; Jordan and
Schott, 2005). Reasons can be related to morphology and
lithology causing identical linear topographic expressions
that must be treated carefully.
The objective of this study is therefore to elaborate a ro-
bust method in order to access information on groundwater
in remote and politically sensitive regions where data avail-
ability is scarce. We present a semi-automatic and transpar-
ent approach of extracting lineaments, which are evaluated in
terms of hydrogeological significance and finally used to de-
rive possible groundwater flow-paths. The method is applied
exemplary along the western catchment of the Dead Sea (Is-
rael/Palestine). In order to evaluate and validate our findings
we intensively compare them to structural characteristics and
groundwater modelling results of this area.
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Fig. 1. Workflow of the applied methods for the semi-automatic
extraction of lineaments.
2 Extraction of lineaments
2.1 Pre-processing
The study is based on the ASTER GDEM (ERSDAC, 2009)
with a GSD of 30 m, which is adequate for medium-scale
studies (Abdullah et al., 2009; Hung, 2007) (Fig. 1). Since a
validation report of this elevation product clearly states that
it “does contain residual anomalies and artefacts (ASTER
GDEM Validation Team: 19)” it is necessary to apply a
smoothing filter before further analysis. Investigating dif-
ferent filter sizes revealed that artefacts are entirely removed
by using filter sizes of 30× 30 pixels. This filter size con-
tains the risk of suppressing smaller structures with a pulse
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Fig. 2. Applied 5× 5 2nd order Laplacian linear filter on 30× 30 median filtered ASTER GDEM and the result after combining all directional
images to one omni-directional image keeping the maximum value of each pixel.
function having the size of less than one-h lf of the filter size
(Pratt, 2007). However, the advantages outweigh the disad-
vantages as it eliminates artefacts inherited in the DEM that
could not be eliminated with smaller filter sizes.
Another important decision is the type of smoothing fil-
ter. Following Arias-Castro and Donoho (2009) it is advis-
able to use Median filter since it preserves topographic struc-
tures like ridges, ramps, peaks and steps which usually have
sizes above one-half of the matrix or do not represent a pulse-
function (Quackenbush, 2004; Yang and Huang, 1981). Us-
ing Mean or Gaussian filter that also eliminate artefacts and
noise would not preserve edges in a comparable manner.
This is especially true for areas where we would assume low-
level noise, as it is the case in e.g. sparsely to non-forested
areas. More information on smoothing filter and their effects
can be found in Mather (2004).
After preparing the DEM, a set of 2nd order Laplacian lin-
ear filters in all main directions (N; NW; W; SW) introduced
by Pratt (2007) is applied using a 5× 5 matrix to detect edges
within the DEM (Fig. 2). Appropriate filter sizes can be de-
termined by visually analyzing the smoothness/roughness of
the respective study area. Chavez and Bauer (1982) defined
several categories based on the topography where edge de-
tection on very smooth surfaces should have a filter size of
9× 9, whereas on rough surfaces a 3× filter size should
be applied. The advantage of using 2nd order filters is the
accentuation of edges that mark a significant spatial change
in the second derivative (Pratt, 2007; Wladis, 1999). The re-
sult enhances all edges that are defined by a series of adjacent
pixels of similar high value, which represent topographic fea-
tures. Concluding the linear filtering step, all four directional
images are analysed on a pixel-by-pixel basis and merged
into one omni-directional image, keeping only the maximum
value of each pixel (Fig. 2).
2.2 Object-Based Image Analysis
The omni-directional image described above serves as ba-
sis for the object-based classification using Imagine Objec-
tive (ERDAS). Any supervised classification is defined by
training pixels that determine the spectral range per class.
Foody et al. (2006) suggested a minimum number of 30 train-
ing pixels per class in order to ensure an accurate classifica-
tion result. We followed their recommendation and manu-
ally chose 30 training samples per class homogeneously dis-
tributed throughout the omni-directional image focussing on
two classes: (1) adjacent pixels of high values representing
edges and thus topographic features and (2) background pix-
els representing areas without edges. The classifier analyses
each pixel value and compares it to the training samples cre-
ating a probability metric (range of 0 to 1) per pixel. As a
result a probability image is created where high probability
values represent an edge-class membership whereas low val-
ues represent the background-class. Those probability val-
ues form the basis to qualitatively and quantitatively define
an adequate threshold that separates both classes during the
following “threshold and clump” procedure.
Given the fact that the probability image strongly depends
on the chosen training samples a uniformly applicable thresh-
old cannot be defined. We suggest to iteratively applying
different thresholds and comparing the result to the expected
outcome. For the present study a threshold value of 0.8 rep-
resents the best result. During the “threshold and clump”
procedure the probability image is converted into a binary
image assigning values equal or above the threshold to 1 and
below the threshold to 0. The subsequent clumping analyses
the contiguity in all directions and groups connected pixel
with values of 1 to objects (ERDAS, 2008).
Due to topographical conditions and the classification
process the objects partly contain boundary irregularities
e.g. gaps within an object or nearby-objects having a Eu-
clidean distance of only pixel. In order to concretize and
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simplify the neighbourhood connectivity and thus to enhance
further processing it is necessary to clean those irregular-
ities. Most suitable is the mathematical morphology clos-
ing, where a dilation operation is performed followed by an
erosion operation. During the dilation objects are increased
by one pixel on their boundaries. As a possible effect, gaps
within the object or between near objects are closed (Costa
and Starkey, 2001; Pratt, 2007). The concatenated erosion
removes single not connected pixel. Concluding, almost ex-
plicitly connected pixels that represent discrete topographic
edges are left.
The produced objects differ in pixel number from single
pixel to large aggregates. Depending on the considered scale
it is noteworthy to mention that objects of certain size (num-
ber of pixels) may not be relevant and thus can be excluded.
Since we focus on a medium-scale where rather large struc-
tures are relevant, we excluded objects having less than 20
pixels using a size filter. The number of 20 pixels originates
from the assumption that relevant tectonical or morpholog-
ical structures have lengths of above 400 m. Since most of
the objects are composed of a minimum of three rows, a total
length (longest object axis) of 300 m is expected, which is
well below the length of relevant structures. Note that this
step is not compulsory particularly if the focus were on the
extraction of small-scale structures.
So far, objects are raster objects that are difficult to quan-
titatively compare to vector objects during further analysis.
By applying the “centerline convert” algorithm the simpli-
fied raster-objects are thinned to lines representing the center
or the longest axis of the object (ERDAS, 2008). During
the concluding step extracted lines can be linked if certain
criteria are fulfilled. Optional criteria include: maximum
gaps between line-ends, minimum line lengths, minimum
link length and a tolerance value. The way the parameters
are chosen strongly depends on the objective of the study. If
it is intended to obtain large connected structures minimum
maximum gap between line-ends should have high values to
be able to link lines with larger gaps. Small-scale investiga-
tion should use low values of minimum output-lengths and
maximum gap between line-ends. All parameter options are
subjective and can significantly influence the result, which
intensifies the need to properly set every parameter based on
the respective objective. For the present study the focus is
on the detection of structures with lengths of above 400 m
and furthermore to use a minimum of interpolation in be-
tween detected structures. The synergetic effect of both cri-
teria represents most likely the closest possible image to re-
ality. The defined parameter for the present study therefore
included: maximum gaps between line-ends (300 m), mini-
mum output-lengths (390 m), minimum link-length (210 m)
and tolerance (30 m). The output is a map that displays linear
structures with length and orientation-metrics derived from
elevation data that are called lineaments from hereon, based
on the terminology of O’Leary et al. (1976).
Table 1. Chosen parameter for LINE algorithm.
RADI Filter radius 60
GTHR Edge Gradient Threshold 10
LTHR Curve Length Threshold 60
FTHR Line Fitting Error Threshold 3
ATHR Angular Difference Threshold 15
DTHR Linking Distance Threshold 10
2.3 Combination with PCI Line algorithm
PCI LINE (PCI Geomatics) offers an alternative, widely ap-
plied and robust method to automatically extract lineaments.
The disadvantage using this method lies in the fact that six
parameters can be changed, but only the final result can be
visualized. Any intermediate-result, which would help the
user to adapt only certain parameters, remains in the inter-
nal memory. To gain reliable result the user needs to have
some experience. Thus, although lineaments extracted using
the object-based approach generally compare favourably and
step-wise reproducible to those produced by PCI Line, both
methods are integrated for completeness.
The basic approach of PCI Line is similar to the object-
based approach. The only difference is the fact that the PCI
Line bases on the robust Canny edge detection algorithm.
This algorithm filters the DEM with a Gaussian filter, which
depends on the chosen moving window size (RADI) from
which the gradient is subsequently computed. The pixels that
do not represent a local maximum are suppressed. The next
step binarizes the image based on a threshold value GTHR,
and a thinning algorithm is applied. A vectorization to ex-
tract lines ends the process. Defining parameters include
LTHR for a specified minimum pixel size, FTHR for fitting
lines and ATHR and DTHR for linking lines over a specified
distance and angular difference (Kocal et al., 2004). Based
on this knowledge and the chosen parameters (Table 1), we
expect to have small differences but general agreement be-
tween the results.
By comparing the results it could clearly be seen that both
methods produce similar results, yet some larger lineaments
extracted by the PCI Line are not detected using the object-
based approach. Vice-versa, the PCI Line algorithm does
not detect smaller lineaments that are detected by the object-
based approach.
To obtain a complete and complementary lineament map
we combine both lineament results, where identical linea-
ments detected by both approaches are singularized during
a GIS analysis. The focus is on smaller lineaments as they
represent the objective topographic differences to a high de-
gree (Fig. 3).
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3 Differentiation of lineaments
As briefly mentioned above, lineaments directly derived from
medium resolution elevation data usually rely solely on nat-
ural topographical information. This fact, together with the
smoothing of the DEM in the first processing step, ensures
that man-made features such as streets, canals, field bound-
aries etc. are not contained.
Although lineaments are derived only based on natu-
ral topographical features and are an indicator of ground-
water flow-paths, their hydrogeological importance needs
to be evaluated as suggested by Jordan et al. (2005) and
Sander (2007). This step is essential in order to reliably
decide whether lineaments have significance in terms of
hydrogeology or reflect irrelevant topographical features.
Sander (2007) suggests using ancillary data, such as infor-
mation on topography/geology and drainage to group lin-
eaments into classes. The reason for differentiating lays in
the development of linear topographical structures (abrupt
changes in topography). Those changes are not necessarily
bound to tectonical processes only. Instead, erosion (aeo-
lian/fluvial) and different resistivities of rocks can also cause
similar linear expressions (Arenas Abarca, 2006; Jordan et
al., 2005; Sander et al., 1997) but have less hydrogeological
significance.
Since vegetation is not a factor in the present DEM-based
case, we include drainage system information and addition-
ally introduce geological maps to differentiate extracted lin-
eaments into geological lineaments (true structural origin)
and morphological lineaments (mainly morphological origin
with possible structural background). We furthermore inves-
tigate the spatial relationship “distance to wells” to create an
assessment criterion which quantitatively enables the user to
even analyse lineament hydraulic significance. Based on all
background information general groundwater flow-paths are
derived.
3.1 Drainage system
Several software packages offer the possibility to calculate
drainage systems. Important is the DEM as input parameter.
In order to have a comparable basis it should be the same
DEM used for lineament extraction. In the present study the
eight-direction (D8) flow model incorporated in ArcMap 9.3
is applied. The output contains steadily changing orienta-
tions of drainage lines over pixel distances (30 m). This fact
reduces the possibility to objectively compare the drainage
system to the extracted lineaments in terms of orientation. To
overcome this aspect we suggest generalizing the drainage
vector lines over a span of 180 m. The resulting vector layer
contains rather straight lines but keeps the general orienta-
tion. The lines are composed of several segments created
every time the drainage system changes the direction. Since
the segments are of interest rather than the total line, it is
necessary to first split the drainage lines at their nodes. Us-
ing this sequence ensures that a correct orientation and length
per segment is assigned.
After preparing the drainage vector it is possible to au-
tomatically compare it to the extracted lineaments quanti-
tatively based on three parameters: Euclidean distance be-
tween the two, length and orientation. By defining each pa-
rameter depending on the objective of the study the similarity
between both can be automatically analysed and the influ-
ence from the drainage system onto the lineaments can be
inferred. In case lineaments display similar orientations for
a certain portion of their total length and are located close to
the created drainage vector, lineaments are probably induced
by the drainages system and have to be evaluated as morpho-
logical lineaments.
For the present study we use the “Near” function of Ar-
cGIS 9.3 to calculate the Euclidean distance between both
features. A 500 m distance is chosen where we assume an in-
fluence of drainage systems to extracted lineaments. This is
strongly dependent on the study area. In the present case the
study area displays a high relief-energy with deep V-shaped
valleys and distances between valley depth-line and valley
shoulders below 500 m (see Sect. 4). This number should be
raised when rather flat areas are investigated or lowered when
steep mountainous regions are of interest. Furthermore, to
account for either generalization errors or slightly atypical
shaped valleys we define (2) an angle difference of±20◦ for
at least 20 % of the line segment to account for either gen-
eralization errors or slightly atypical shaped valleys. Both
numbers are general numbers and most likely independent
of scale or study area.
3.2 Geological map
Similar to the drainage system it is necessary to infer litho-
logical boundaries contained in geological maps and com-
pare them to lineaments. If available, digital geological maps
have to be treated favourably as they guarantee an objective
comparison and enable an identical analysis sequence as de-
scribed in the section before. Analogous geological maps
need to be scanned and co-referenced to the DEM before fur-
ther analysis. Since digitizing is labour- and time-intensive,
particularly for larger study areas, we suggest performing the
comparison based on lineaments by creating a buffer around
each. If a lithological boundary displays similar orientation
and is located within the created buffer, most likely this linea-
ment reflects the boundary and therefore has to be evaluated
as morphological lineament.
For the present study we create a buffer of 300 m to each
side of the lineament. This buffer dimension generally re-
flects the effect of lineaments induced by lithological bound-
aries independent of scale and landscape.
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Fig. 3. Left figure shows a subset of the comparison of lineaments resulting from object-based classification (white lines) to lineaments
obtained from PCI LINE algorithm (black lines) – right figure shows the same subset after singularization of identical results with respect to
the object based result.
3.3 Hydraulic significance and derivation of flow-paths
After comparing lineaments to structural features and sub-
sequently evaluating their geological significance, the hy-
draulic significance of lineaments must be assessed in order
to gain information for the possibility of deriving groundwa-
ter flow-paths. Sander et al. (1997), Magowe and Carr (1999)
and Henriksen (2006) showed that lineaments close to wells
correlate with higher well yields. The distance between lin-
eaments and wells, where a significant yield could be ob-
served, varied between 250 m and 2000 m. Since all men-
tioned studies explicitly explored well yields, it can be as-
sumed that lineaments within similar distances to water-
bearing wells also reflect probable hydraulic flow conditions.
Thus, by calculating the Euclidean distance from each linea-
ment to the nearest well location a simple quantitative metric
is created to directly evaluate whether lineaments have a hy-
draulic significance or are rather randomly distributed.
Based on the evaluation of the hydraulic significance it is
possible to infer general groundwater flow-paths under the
co-consideration of topography and outlets (springs). To-
pography provides the general flow as water always tends
towards the lowest point. In contrast, lineaments present
a rather defined local flow direction characteristic whereas
springs represent the final outlet of the system. Superimpos-
ing the lineaments on the 3-D-topography enables the user to
derive most probable groundwater flow-paths by following
the topography but preferring general orientation of linea-
ments. If done manually the result can be drawn with vector
lines in GIS on the plotted 3-D surface. Nevertheless, an
automation of the derivation is preferable as it is absolute
objective.
For the present study we assumed all water wells (Fig. 4a)
to produce water because only coordinates, name and well
type were available. The same assumption applies for oil
and gas wells based on Salhov et al. (1982) who describe wa-
ter fluxes encountered during drilling. The data basis stems
from Laronne Ben-Itzhak and Gvirtzman (2005), Mekorot
Co. Ltd. (2007), Tel Aviv University (2007) for water wells
and Fleischer and Varshavsky (2002), for exploration wells.
Additionally, we define a second assessment criterion by in-
troducing a parallel comparison to mapped faults of similar
scale (structural map 1:200 000). This is not obligatory for
the derivation of flow-paths, but provides extra information
on the degree of applicability of different sources for flow
path derivation.
4 Study area
The study area represents the western subterranean catch-
ment of the Dead Sea. The area is around 4160 km2 located
between 34.73◦ E and 35.51◦ E and 30.83◦ N and 32.05◦ N
(Lat/Lon WGS 84). It is comprised of major parts of the
Judean Mountains in the west, the Negev desert in the south
and the Dead Sea in the east (Fig. 4a) Within the area a
topographical west-east altitude gradient of around 1000 m
exists between the Judean Mountains and the brim located
next to the Dead Sea and a further steep gradient of around
400 m from the brim to the current Dead Sea level of−425 m
(WGS84-EGM96), (own GPS measurements 03/2010).
The entire region is faulted and folded and since Eocene
age finally shaped and modified by the strike slip movement
of the Dead Sea transform (Garfunkel and Ben-Avraham,
2001), which is part of the Syrian-East African Rift system.
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Fig. 4. Describes(a) topographical features of the study area (“Water wells assumed” refers to three water wells in the southern area taken
from (Arad, 1966; Vengosh et al., 2007) and gives(b) a lithological and structural overview (Projection: UTM WGS 84 Zone 36◦ N).
4.1 Geology
The geological formations of the western mountain range
dip fairly eastwards. Lower Cretaceous Kurnub Group sand-
stones represent the base of the western escarpment and crop
out in the southern study area. Above that, the 800–850 m
thick hardly erodible limestones and dolomites of the Judea
Group (Cenoman-Turon) are the predominant formation in
the area (Fig. 4b) and constitutes the important Lower (L-
JGA) and Upper (U-JGA) Aquifers (Guttman, 2000). At
the top of the range, the soft Mt. Scopus Group (Senonian-
Paleocene) with marl, chalk and clay occurs and reaches
thickness of 100 m to 400 m. These variations are controlled
by anti- and synclinal structures of the compressional Syrian
Arc phase (Flexer and Honigstein, 1984). The entire range is
deeply cut by wadis, draining towards the Dead Sea. Prod-
ucts of those Plio-Holocene erosional processes are found
within the wadis, their fans and along the Dead Sea coast
being of gravel, sand, clay silt, marl and gypsum (Dead Sea
Group).
On the western border of the study area, the Hebron an-
ticline, which represents a main structural element, stretches
with a SW-NE orientation (Fig. 4b), thus representing a main
structural feature. A series of secondary mostly parallel
asymmetric anticlines and synclines were developed among
smaller fault systems observable throughout the entire area.
The principal fault is represented by the western fault of
the Dead Sea rhomb-shaped pull-apart basin. The dominat-
ing trends of all faults can be categorized into the following
groups:
Faults of the Group A have an orientation of around
90◦ (E–W) and are mainly located in the north-western
part of the study area. They may result from the
Syrian-Arc deformation with maximum compressive
stress trending NNW during Creataceous to Eocene
ages (Eyal and Reches, 1983).
Group B is built by faults showing a main NNW-
SSE orientation (330◦ to 360◦) that are found from the
north-western corner till the Dead Sea region, where
their abundance increases significantly (Fig. 4b). These
structures may be related to the Dead Sea strike-slip
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Table 2. Annual spring discharge of know spring locations within
the study area (DS: Dead Sea shore).
Spring Discharge Source
(MCM/a)
Quilt & Fawwar 5 Guttman (2000)
Jericho Springs 14 Guttman (2000)
DS – Feschka 80–85 Fink (1973),
Shachnai et al. (1983)
DS – Kane, Samar 30–40 Greenboim (1992),
Guttman and Simon (1984)
DS – Kedem, Mazor 4–5 Guttman and Simon (1984)
DS – En Gedi 3–4 Laronne Ben-Itzhak and
Gvirtzman (2005)
transform, activated in the Miocene age (Garfunkel and
Ben-Avraham, 1996, 2001). The major fault within that
group is the N-S oriented western fault of the Dead Sea
transform.
Group C faults, trending 310◦ to 315◦ (NW–SE) are the
result of the compressional phase of the Syrian-Arc de-
formation during the Turonian age. Faults of that type
are also described by Gilat (2005) as compressional fea-
tures that follow Turonian-Senonian faults. The distri-
bution within the study area is mainly in the westerly
central part and in the north of the study area extending
the western fault of the Dead Sea towards NW.
4.2 Hydrogeology
The major groundwater bearing strata are the Kurnub sand-
stone and the overlaying limy Judea Group with the two dis-
tinct aquifers. Both are hydraulically separated by the Bet
Meir Formation, forming an aquiclude composed of clay,
marl and chalk with varying thickness (Laronne Ben-Itzhak
and Gvirtzman, 2005).
Hence, and as a result of the eastwards inclination of the
rocks, the L-JGA becomes confined towards the Dead Sea
while the U-JGA is entirely phreatic.
Where the separating aquicludes thin out locally and
deep reaching faults exist, it is assumed that groundwater
is able to percolate locally into adjoining aquifers. Con-
sequently, groundwater-flow is defined either structurally
or lithologically, meaning heterogeneities in transmissivity
forces groundwater to bypass zones of low transmissivity
(Guttman, 2000).
Precipitation amounts vary between 600 mm a−1 in the
highest elevated parts of the Judea Mountain range and
around 100 mm a−1 along the Dead Sea coast (Siebert, per-
sonal communication, 2010). However, the precipitation gra-
dient does not decline homogeneously. From the Judean
Mountains it slowly decreases towards the brim west of the
Dead Sea. Between the brim and the graben the decrease
Fig. 5. Lineament map with rose diagrams for all lineaments and the
differentiation of geological and morphological lineaments – in the
background a calculated lineament density map with a 5km radius
is displayed (Projection: UTM WGS 84 Zone 36◦ N).
is dramatic as a result of the important change in elevation.
The highest amount of precipitation, which almost solely oc-
curs between October and April, falls on outcroppings of the
Judea Group aquifers. This aspect makes the west of the
study area to the major region of recharge (Guttman, 2000).
The highest natural discharge of the aquifers in form of
springs can be sorted by their location (Table 2). Approach-
ing the Dead Sea, the spring discharges rise from low values
at hinterland springs (Quilt, Jericho) to high values at the
northern springs (Feshka, Kane and Samar) along the DS to
decrease again at the southern springs (Kedem, Ein Gedi).
Based on isotopic analysis it can be concluded that spring
water is fed by the U-JGA and derived from precipitation in
the recharge area (Siebert, personal communication, 2010).
Only for the Kedem and Mazor springs a mixture of both
Judea Group Aquifers is assumed (Guttman, 2000).
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5 Results
In total, 751 lineaments with lengths varying between 376 m
and 9647 m were detected (Fig. 5). A lineament density
(5 km search radius) exhibits a higher lineament density in
the northern and north-western parts of the study area and
along the western fault of the Dead Sea. It is apparent
that lineaments within these high-density areas have smaller
lengths compared to those in lower density regions.
The frequency-rose diagram (Fig. 5) illustrates the strike
directions of all detected lineaments and additionally the
differentiation of geological and morphological lineaments.
The diagram of all lineaments (Lineaments total) displays
the fact that two main strike directions are prominent. Most
lineaments are oriented around 0–5◦ and 30–40◦, while a
smaller amount strikes between both main trending direc-
tions. Equally noticeable is a similar frequency distribution
of lineaments with an orientation between 290◦ to 340◦ and
45◦ to 60◦. Apparently, only few lineaments have an orien-
tation of 90◦ or 270◦.
Partitioning the total lineaments in the detected geologi-
cal and morphological lineaments reveals that geological lin-
eaments match the main strike directions of the total linea-
ments almost explicitly. Small numbers represent orienta-
tions around 315◦ to 350◦ but none are around 90◦ or 270◦.
For the morphological lineaments three main strike direc-
tions are detected: (a) 295–330◦ (b) 0–5◦ (c) 35–65◦. Most
of the lineaments belonging to group b are assigned to be
of morphological origin due to their lithological-boundary
characteristic (Fig. 6). A smaller number of lithological-
boundary induced lineaments display strike directions of
295–300◦ (group a) and 50–55◦ (group c). Similar strike
directions as group a and group c with an even higher fre-
quency can be observed at the fluvial induced lineaments.
Equally striking is the fact that less northern and only few
western orientated lineaments are represented.
Considering the distance from lineaments to wells within
the 500 m and 1000 m classes shows that the number of
morphological lineaments (n = 26/n = 19) is above the num-
ber of geological lineaments (n = 15/n = 17) (Table 3). The
smallest distance of both lineament types is comparable
within 1 m. Within the 1500 m and the 3500 m class, the
number of both types is steadily declining, reaching maxi-
mum distances of 3110 m and 2658 m respectively.
Therefore, a clear differentiation of lineament types based
on the distance to wells cannot be established. Both types be-
have equally in distribution and very similarly in total num-
ber per class. Prior assumptions of morphological lineaments
not having the same significance as geological lineaments
concerning groundwater cannot be confirmed. Morpholog-
ical lineaments generally exhibit better numbers with respect
to minimum and mean distance as well as to the standard
deviation. Moreover, based on the results, we calculated
the number of geological and morphological lineaments, to-
gether revealing that almost 75 % of all lineaments are within
a distance of 1000 m from a known well with a mean value
of 879 m.
In order to create a further assessment criterion, we cal-
culated the distances to wells based on the mapped faults
from the structural map. The general distribution reveals
that more lineaments (10 to 21) are contained within the
closer distance classes (≤2000 m) whereas in greater dis-
tance classes (>2000 m) the number remains almost con-
stant with 4 to 8 wells per class. The absolute distances of
mapped faults to wells are between 13 m and 6767 m. Al-
though these numbers are similar to the previous ones from
the “lineaments-to-wells-distances”, it is diminished by tak-
ing the mean (2140 m) and the standard deviation (1868 m)
values into account, which differ strongly.
In summary, the detected lineaments appear to be a bet-
ter indicator compared to mapped faults in terms of distance
to wells. This is most strongly supported by the normal dis-
tribution of lineaments enclosing ca. 75 % of all lineaments
to be within 1000 m distance to wells. To achieve the same
percentage for mapped faults, the related distance would be
within the 3000 m class. It is also pronounced by comparing
mean and standard deviation values which are three orders of
magnitude smaller for the distance to wells from lineaments
than from mapped faults.
6 Discussion
6.1 Method
The proposed semi-automatic method of deriving ground-
water flow-paths based on extracted lineaments and aux-
iliary information contains several advantages. (1) The
medium-resolution and freely available DEM minimizes ef-
forts to clean non-natural features and requires no financial
expanses. (2) Median-filtering outperforms other smoothing
filter (e.g. Gaussian, Mean) in terms of edge-preserving. (3)
2nd order Laplace linear-filtering in all four directions even
accentuates edges improving subsequent extraction. (4) Ap-
plying the object-based image analysis to trace and extract
lineaments guarantees a high degree of control concerning
the edge detection (5) Auxiliary information greatly assist in
evaluating lineaments and provide the basis to derive ground-
water flow-paths.
However, some points are critical. Before the supervised
classification the location of training samples is user depen-
dent and thus requires certain expert knowledge. To maintain
objectivity it would be necessary to analyse whether a gen-
eral threshold can be applied after the linear-filtering step and
directly use the binarized image as input where boundary ir-
regularities are cleaned. Another subjective-related step con-
cerns the line-link parameters. Although parameter settings
are study-specific defined, they depend on a priori knowl-
edge on geology/hydrogeology. If set differently, resulting
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Fig. 6. Frequency-rose diagrams differentiating morphological lineaments to fluvial induced lineaments and lithological border induced
lineaments (some lineaments are double-counted since they correspond to both characteristics).
Table 3. Comparison of Euclidean distances from wells towards the nearest feature (differentiated lineaments and faults contained in the
structural map 1:200 000).
lineaments will as well be different varying in length and
number. It is therefore of great importance to define those
parameters depending on investigation-scale and -objective.
The derivation of flow-paths is based on well information.
The better and reliable the information is, the better the eval-
uation of lineaments in terms of hydraulic significance. For
the presented case study only well name, type and location
are available implying an unknown error that could be omit-
ted having more information.
6.2 Site specific
The detected northern (0–5◦) as well as the north-eastern
(25–35◦) geological lineament orientations can be associated
to the Syrian Arc system formed during the Turonian age
(Flexer et al., 1989). Since the structural map only includes
similar north-oriented fault directions, it must be assumed
that the detected lineaments clearly describe the NE trend-
ing synclines, anticlines and monoclines structures with ver-
tical displacements of up to 0.3 km (Gilat, 2005). We fur-
thermore suppose that those lineament orientations equally
represent faults that trend parallel to the hinge lines of the
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Syn-/Anticlines as shown by Flexer et al. (1989) for the He-
bron anticline.
The cluster of morphological and particularly fluvial
induced lineament directions around 45◦ (±15◦) suggests
that the drainage system follows the NE trending syn-
cline/anticline structures. The second cluster around
315◦ (±30◦) that also matches structural map fault orien-
tations possibly originates from small NW trending faults.
Those structures branch from the western Dead Sea fault
partly following older Turonian-Senonian faults (Ginat et al.,
1998). Those assumptions are supported by studies by Fre-
und et al. (1968); Kafri and Heimann (1994) and Matmon
et al. (1999), who proved the adjustment of the drainage
system to morpho-tectonic features in the study area. The
northern-oriented (0–5◦) morphological lineaments explic-
itly stem from lithological edges and align along the western
fault of the Dead Sea, most likely relating them to the Dead
Sea stress field.
The 90◦ lineament orientation was largely absent, possi-
bly due to the fact that the Syrian Arc stress field related
strike directions have been superimposed and/or displaced by
younger movements (Gilat, 2005) evoking smaller structures
that were either already included in the explanation or could
not be detected. The remarkably well-matching orientations
of lineaments and faults suggest a strong correlation among
both. Based on the fact that faults have hydrogeologic signif-
icance by either hindering (compression/mineralized) or im-
proving groundwater flow (extensional), this implicitly also
accounts for lineaments within the study area.
Taking the distance analysis into consideration, which in-
dicates that almost 75 % of all detected lineaments are within
1000 m to the nearest well, we propose that the extracted
lineaments do strongly have a hydrogeological significance.
This also corresponds to findings of Sander et al. (1997),
Magowe and Carr (1999) and Henriksen (2006). There-
fore, this aspect enables us to derive general groundwater
flow-paths.
Hence, taking the lineament importance for groundwater
flow into account, together with elevation information and
known spring areas along the Dead Sea (outlets), we suggest
possible groundwater flow-paths (Fig. 7)
The flow-paths derived clearly exhibit a general E–W or
SW–NE flow from the recharge areas in the western and the
south-western part of the study area towards four main spring
areas at the Dead Sea. The flow-paths in the northern part
derive from the Ramallah anticline. They turn southward as
they reach the western fault of the Dead Sea basin oriented
NW in this region. There are most likely also flow-paths
coming from the northern part of the Hebron anticline that
have an E–NE trend. Both flow-paths merge and feed the
Ein Feshka spring area.
Those flow-paths, together with the catchment size and
the precipitation amount in the recharge area, lead to the
high discharge for the Ein Feshka spring. The southward-
located spring areas Kane, Samar and Darga exhibit similar
Fig. 7. Derived groundwater flow-paths based on lineament map,
altitude and Dead Sea spring locations – for comparison the mod-
elling results of (Guttman, 2000) and (Laronne Ben-Itzhak and
Gvirtzman, 2005) and the groundwater level contour map are added
(Groundwater level extrapolated refers to the insecurity of only
three water wells in the southern area taken from Arad, 1966; Ven-
gosh et al., 2007) (Projection: UTM WGS 84 Zone 36◦ N).
characteristics. These areas are mainly fed by groundwater
that follows ESE oriented flow-paths and partly NE trending
groundwater, which most likely flows only towards the Darga
springs. The catchment is smaller, thus reducing the poten-
tial amount of produced recharge which de-facto results in
less discharge.
The groundwater that feeds the Ein Gedi spring area can
be divided in two main flow-paths. The NE-trending flow-
path is the longest of all flow-paths in the area but pre-
sumably bears only a small amount of water as the precip-
itation in the south-western area does not exceed an aver-
age of 220 mm a−1 and is associated with high evaporation
(Diskin, 1970). ESE-trending flow-paths with recharge areas
in the Judean-Mountains with annually 600 mm of precipi-
tation are rather significant. Taking those facts into account,
with respect to the number of lineaments and in particular the
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overall trend towards Ein Gedi spring area, suggests a higher
amount of flow and discharge than has been reported so far.
Based on the lineament map, the spring area around Min-
eral Beach and Kedem probably receives a very small amount
of groundwater as only three lineaments are nearby and ori-
ented towards that area. This could be due to the fact that
these springs are fed by the deeper L-JGA, resulting in ther-
mal springs with higher mineral concentrations (Guttman,
2000; Gvirtzman et al., 1997).
Since structures related to the deeper L-JGA could not be
found, this appears to be the boundary condition for the linea-
ment analysis. Thus, based on the lineament analysis, it is as-
sumed that only flow-paths of the U-JGA can be derived from
the lineament analysis and that only the structural develop-
ments of according Turonian to Pliocene ages are reflected.
This assumption is partly underlined by Gilat (2005) who
describes mega-lineaments visible on satellite images as re-
flections of Late Miocene-Pliocene structural developments.
What remains unclear is the hydraulic potential of single
lineaments. Anisimova and Koronovsky (2007) describe lin-
eaments as permeable for fluids in general. However, in the
central and northern part of the study area, Ilani et al. (1988)
pointed out that in carbonate rocks of the Cretaceous Judea
Group along structural lineaments with E–W orientation and
NE-trending monoclines iron mineralization and dolomitiza-
tion occurred, thus inhibiting fluid flow. Similar processes
could also characterize other lineaments with different orien-
tations in the study area. Another aspect incorporates reverse
faults mentioned before (Eyal and Reches, 1983; Flexer et
al., 1989), although different hydraulic rock characteristics
could possibly counteract on each other, hindering fluid flow
as well. These aspects should be further investigated, if
it is intended to prove hydraulic significance of individual
lineaments.
Taking into account that limitations exist, the produced
flow-path map are in good agreement with existing ground-
water flow models (Guttman, 2000; Laronne Ben-Itzhak and
Gvirtzman, 2005). Additionally, an interpolated contour map
of the groundwater level based on well data (Fig. 7) under-
lines the derived flow-paths in the general flow and in com-
plex sub-regions with varying flow directions in the north-
west and west. Thus, based on these correlations it can be
inferred that the flow-path map is valid.
7 Conclusions
In terms of efficient large-scale groundwater mapping the us-
age of remote sensing data, specifically of DEMs is apparent
and can successfully be used to detect lineaments as indica-
tors for hydraulic flow conditions.
In addition to efficiency, objectivity and transparency are
eminent for reproduction. Applying the proposed semi-
automatic approach using the ASTER GDEM and a com-
bined linear filtering and object based classification approach
fulfils all aspects. The linear filtering step exclusively relies
on matrix based algorithms, whereas the object-based classi-
fication with Imagine Objective (ERDAS) needs only small
adjustments during the process. Combining the lineament
result with the similar automatic extraction algorithm LINE
produces a lineament map that can be evaluated as objective
and efficient.
Classifying and interpreting the result using ancillary in-
formation as suggested by Sander (2007) helps to understand
the hydrogeological and hydraulic significance of each lin-
eament and enables the authors to derive groundwater flow-
paths. Based on this analysis, we concluded that:
– Detected lineaments within the study area have strong
correlation with hydrogeologically relevant structural
features since lineament orientations match remarkably
well either Syrian Arc or Dead Sea Stress field related
structural features that mainly have hydro-geological
significance.
– It was shown that 75% of all lineaments, independent
of lineament type, are located within a Euclidean dis-
tance of 1000 m to the nearest well. This implies that a
high number of lineaments possess groundwater signif-
icance.
– Taking both points into account, it was suggested that
together with an elevation map and the locations of
spring areas the lineament map is appropriate to derive
possible groundwater flow-paths. Compared results ob-
tained from groundwater modelling of Guttman (2000)
and Gvirtzman et al. (1997) which are based on water
level data of wells reveal a good agreement. In return,
this suggests that the delineated flow-paths from the lin-
eament map are valid.
These results also show the applicability of the semi-
automatic extraction method presented to objectively delin-
eate lineaments and subsequently derive groundwater flow-
paths. Moreover, it can preferably be applied prior to field
campaigns in order to choose suitable sampling sites. An-
other application option is in remote/critical regions with
limited geological/structural map availability and well infor-
mation to improve the knowledge on groundwater. The ap-
plied medium resolution DEM potentially neglects smaller
features that would be contained in DEMs with higher res-
olution. However, main advantages are the global and free
availability and the fact that less processing is needed since
man-made features are not contained. Using auxiliary infor-
mation helps to gain insights in the connection between lin-
eaments and structural features and thus in hydrogeological
relevance of lineaments. Nevertheless, even without auxil-
iary data on geology or wells the developed method can be
transferred to other study sites as only the medium resolution
DEM is sufficient to derive general groundwater flow-paths.
In those cases, the result would have less informative value
but still provide useful knowledge on groundwater.
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Chapter 4  
Method development for groundwater 
discharge identification 
4.1 Prologue 
The previously identified groundwater flow-paths primarily indicate the groundwater 
flow orientations from the recharge areas to the lowest point of the investigated catch-
ment, the Dead Sea (DS). Secondarily, if extrapolated to the DS coastline, they also 
indicate possible groundwater discharge locations. The question is how groundwater 
discharge that occurs at these discharge locations can be reliably identified over large 
spatial scales? Classical approaches use e.g. piezometric gradients to localise 
groundwater discharge areas depending on several point information from piezometers 
or wells. In order to cover large spatial scale requires an enormous labour, time and 
cost effort that mostly is inadequate and/or unfeasible.  
Thermal remote sensing proved to be an appropriate alternative given the fact that 
temperature contrasts between discharging groundwater and surface water exist 
[Tcherepanov et al., 2005]. The analysis objective is always to identify anomalous 
thermal patterns caused by different water temperatures that are directly attributed to 
groundwater. But, is this the only source that can cause thermal anomalies? And if not, 
is it possible to exclude the erroneous anomalies to obtain groundwater caused 
anomalies only? The additional challenge in (semi-) arid regions concerns the intermit-
tent groundwater flow. In order to not only localise groundwater discharge but to pro-
vide a comparable basis for a subsequent multi-temporal analysis requires an objective 
approach that integrates different discharge periods.  
The following article addresses all of these facets aiming at a methodological ap-
proach to reliably identify groundwater caused thermal anomalies. It implies a serious 
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low-cost alternative to monitor groundwater discharge and likewise represents the ba-
sis for the subsequent multi-temporal analysis. 
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Abstract 
Information on groundwater discharge over large spatial scales are essential for 
groundwater management particularly in (semi-) arid regions. If discharge areas are 
known, direct measurements over large spatial scales are complicated to obtain by 
conventional means. Due to that reason thermal remote sensing is increasingly applied 
to localize and quantify groundwater discharge. In this context, mostly unconsidered is 
(i) the influence of surface-runoff that can negatively affect groundwater focused stud-
ies and (ii) the representativeness of remotely sensed groundwater discharge based on 
single thermal images, against the background of discharge intermittency. Addressing 
these issues we apply a multi-temporal sea-surface-temperature (SST) data approach 
based on 19 Landsat ETM+ images 6.2 (high gain) from the year 2000 until 2002 to the 
(semi-)arid vicinity of Dead Sea. To be independent of auxiliary rain data we develop a 
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novel approach to identify images influenced by surface-runoff solely using image sta-
tistics. Compared to foregoing rain events the result reveals a general influence-time of 
at least two days, but also that a simple time-difference criterion to exclude possible 
surface-runoff is not advisable. In the second part of the study we evaluate the signifi-
cance of six statistical measures calculated on a pixel basis on the remaining 12 sur-
face-runoff uninfluenced SST images using in-situ discharge measurements of the Is-
rael Hydrological Service (IHS). We found that the spatial patterns of the standard de-
viation and range on the SST data series best fit to the IHS observed discharge loca-
tions and hence are suitable for detecting groundwater discharge areas. 
1 Introduction 
Semi-arid regions have a global terrestrial share of the Earth’s surface of more than 
30 % [Scanlon et al., 2006]. Many of these regions exhibit an increasing population and 
an expansion of irrigated agriculture areas [Wada et al., 2010]. Both facts demand wa-
ter that due to the nature of semi-arid regions cannot be solely supplied by surface-
water resources but is comprised of up to 50 % by groundwater [Meijerink et al., 2007]. 
This causality requires a sophisticated and sustainable groundwater management that 
ensures water availability for drinking and irrigation purposes at any time. One im-
portant factor in managing groundwater resources is the knowledge of water availabil-
ity. In a sustainable fashion groundwater availability is derived against the considera-
tion of average annual natural recharge and reduced discharge [Seward et al., 2006]. 
While different methods exist to deduce information on natural recharge over large spa-
tial scales [Scanlon et al., 2002] information on discharge is “complicated due to the 
fact that direct measurement over large temporal and spatial scales is not possible by 
conventional means” [IAEA, 2007: 1].  
For the spatial scale thermal remote sensing offers an opportunity to identify dis-
charge locations. The principle is based on sea-surface temperature (SST) differences 
in the uppermost layer (skin layer) of the investigated water body [Donlon et al., 2002; 
Emery et al., 2001]. These differences are affected by atmospheric, bathymetric, an-
thropogenic or hydrologic (surface and groundwater discharge) processes and result in 
different patterns that vary in space and time.  
Atmospheric effects on lakes display a sinusoidal SST course over the seasons re-
flecting the seasonal variability of air temperature [Nehorai et al., 2009; Wloczyk et al., 
2006]. The evoked spatio-temporal SST pattern is similar for the entire water body and 
can even be homogeneous in the case of a water body with uniformly distributed depth. 
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With varying depths and rather complex bathymetry SST patterns become more heter-
ogeneous. Deeper and mostly distal parts exhibit a temporal SST pattern that generally 
behaves analogous to the air-temperature, but buffers seasonal temperature extremes. 
In contrast, at shallow areas SST follows the temperature extremes as smaller water 
depths lead to a decreased temperature buffering and hence a general heating (cool-
ing) of these areas in summer (winter) [Baban, 1993].  
This homogeneity can be disturbed by local thermal anomalies caused by surface-
runoff of rivers [Arnau et al., 2004; Piñones et al., 2005; Walker, 1996], thermal efflu-
ents from power plants [Ahn et al., 2006; Xing et al., 2006] and groundwater inflow 
[Banks et al., 1996; Danielescu et al., 2009]. The caused thermal anomaly in SST pat-
terns remains mostly constant in space and time and is minimally influenced by afore-
mentioned atmospheric or bathymetric factors. While the inflow areas of rivers and 
power plants are known, groundwater discharge areas are usually unknown. The anal-
ysis of the SST pattern anomalies is a promising way to understand and possibly quan-
tify surface and subsurface inflow into water bodies over large spatial scales.  
Such SST anomaly analyses are usually based on remotely sensed data where the 
choice of appropriate spatial and temporal scales is difficult, as discharge zones vary 
from only a few to several hundred meters in extent. To obtain best possible results, 
many studies used airborne platforms delivering ground-sampling-distances (GSD) 
<1 m that allow the investigation of small scale SST pattern anomalies. The objective 
of these studies is either to localize groundwater discharge zones based on anomalies 
[Akawwi et al., 2008; Miller and Ullman, 2004] or to quantify groundwater inflow 
[Danielescu et al., 2009; Johnson et al., 2008; Roseen, 2002] mostly neglecting a po-
tential surface-runoff. The disadvantage of airborne studies concerns the temporal 
scale as due to monetary reasons only one moment in time is recorded hindering to 
analyse temporal variations of temperature patterns. 
Contrary to airborne platforms, satellite platforms with thermal sensors contain the 
great temporal advantage of recording the same location in repeated intervals, where 
the time period in between recordings varies between several times per day to several 
days [Sentlinger et al., 2008]. This results in numerous images per season and year, 
which allow a multi-temporal analysis. The multi-temporal analysis is at least in arid 
regions required because groundwater flow is intermittent [Becker, 2006]. A further 
advantage of satellite data relates to the spatial coverage as typical swath widths range 
from a few to several hundred kilometres. However, providing this spatial coverage 
concomitantly pays tribute to GSD, where Landsat ETM+ is the currently best available 
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sensor providing a GSD of 60 m for thermal data (note that data delivered from the 
United States Geological Survey are resampled to 30 m).  
Satellite data applications for groundwater discharge studies are rare. Some studies 
use single satellite-SST data (MODIS, Landsat ETM+) to localise groundwater dis-
charge locations [Ghoneim, 2008; Wang et al., 2008; Wilson and Rocha, 2012]. Only 
two of these studies account for a potential surface-runoff influence and the possibly 
associated erroneous groundwater discharge detection [Ghoneim, 2008; Wang et al., 
2008]. Both subjectively exclude certain SST data by assuming a maximum surface-
runoff influence time of two days [Ghoneim, 2008] or simply a not further specified se-
lection criterion of no heavy rainfall prior to image recording [Wang et al., 2008]. These 
subjective criteria may not be transferable to other study sites and requires an accurate 
and adequate rainfall data basis that specifically in arid regions can be limited [Cohen 
and Laronne, 2005].  
To our best knowledge only the study of Tcherepanov et al. [2005] exploits the mul-
ti-temporal advantage of satellite data in an integrative pixel-based manner to identify 
potential groundwater discharge locations. Given a much smaller seasonal variation in 
groundwater temperature than in air-temperature and hence in SST, areas with a spa-
tially and temporarily continuous groundwater inflow are expected to exhibit less varia-
tion in SST over time. Tcherepanov et al. [2005] exploit this expectation and show the 
SST standard deviation per pixel of a SST series (20 Landsat TM/ETM+ images) to be 
functional in detecting and amplifying groundwater induced temporal variability pat-
terns. They associate lesser variation with a potential continuous groundwater influ-
ence that unfortunately, could not be validated with independent in-situ data. However, 
their multi-temporal approach appears to be promising and highlights the need for a 
complementary comparison to in-situ data and an analysis whether further statistical 
indicators are similarly practical or even more appropriate to amplify groundwater relat-
ed thermal anomalies.  
The objective of this study is therefore twofold. The first objective concerns the de-
velopment of an objective approach that compares SSTs of a proximal sea surface at 
wadi outlets to SSTs of a central lake area using solely image statistics. This compari-
son allows differentiating between thermal anomalies caused by groundwater from 
these caused by surface-runoff. The fulfilment of this objective overcomes subjectivity 
of demonstrated approaches in the literature and moreover includes the aspect of 
transferability to other semi-arid regions. The second objective of this study is to eluci-
date the performance of different statistical measures calculated on a per-pixel basis 
within a multi-temporal thermal satellite data approach. In comparison to in-situ obser-
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vations, the result provides an indication of the best-suitable measure in order to identi-
fy thermal anomalies that are exclusively related to groundwater discharge.  
Both objectives are addressed using the example of the Dead Sea (DS), as it offers 
different spring types (terrestrial/submarine), spring discharge characteristics (dif-
fuse/concentrated) and ephemeral flash-flood events typical for semi-arid regions. 
2 Study area and groundwater inflow 
The Dead Sea (DS) is a terminal lake with a currently holomictic regime situated in the 
Jordan-Dead Sea Graben [Gertman and Hecht, 2002]. Along its western shore, 
groundwaters originate mainly from Cretaceous Judea Group composed of limestone 
and dolomite and from Quaternary alluvial and limnic coastal aquifers [Mallast et al., 
2011; Yechieli et al., 2010]. On its eastern flank, groundwater emerge from Jurassic 
Zerqa and Cretaceous Kurnub sandstone aquifers and the overlaying Upper Creta-
ceous Ajlun- and Belqa Group [Baaske, 2004; Salameh and Bannayan, 1994]. Along 
the NW shore, groundwater discharges preferentially in Ein Feshkha and Kane/Samar 
(Figure 1a, 1b) with accumulated amounts of 80-150∙106m3a-1 [Guttman, 2000; Laronne 
Ben-Itzhak and Gvirtzman, 2005; Lensky et al., 2005]. In general two spring types oc-
cur: i) terrestrial springs emerging along faults or sediment heterogeneities, forming 
erosion channels due to the lowering of the DS of currently ~1 m∙a-1 (Figure 1c) 
(Lensky et al., 2005) and ii) submarine springs that emerge on the lake’s bottom in a 
depth of maximum 30 m [Ionescu et al., 2012], establishing a density driven upward 
(jet) flow that subsequently results in the formation of a circular pattern on the DS sur-
face [Munwes et al., 2010] (Figure 1c). 
Table 1  Temperatures of important waters influencing the thermal pattern of the DS 
Water source Temperature [°C] Source 
Surface water 10-15 Ayalon et al. [1998] 
Groundwater 25-28 Mazor et al. [1980], Siebert et al. [2013] 
Dead Sea 23-34* Gertman and Hecht [2002] 
* Lower value represents an average winter temperature, while higher value represents average 
summer temperature 
Surface water inputs are limited to the perennial Jordan River discharging 250-
300∙106m3a-1 [Salameh, 1996] from the north and ephemeral flash-floods generated 
after significant rainstorms in the rainy season (Oct-Apr) [Gertman and Hecht, 2002]. 
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The mean annual discharge thereby amounts to 5-27∙106m3a-1 with flood volumes of 1-
30∙106m3 and flow durations of 2-153 hours [Greenbaum et al., 2006]. 
 
Figure 1  Study area overview (Map: blue area represents DS in the year 2000; small white 
areas represent spring areas (Ein Feshkha/ Kane/ Qedem/ Ein Gedi); solid blue lines 
indicate wadis/river courses; solid white lines indicate 50 m contour lines of the ba-
thymetry after [Hall, 1979]; Inset: grey coloured area represents catchment of the 
DS; numbers indicate names of metereological stations (1=Jerusalem 2=Gilgal 
3=Amman); abbrev. IL=Israel PA=Palestine Authorities JO=Jordan SY=Syria); Pic-
tures: all illustrate spring types representative for the study area – B shows an aerial 
photograph of the northern Ein Feshkha area from 01/2011 with several erosion 
channels discharging into the DS; C shows a similar erosion channel of an upstream 
located terrestrial spring in the Kane area and D shows a submarine spring in the 
Qedem area (source picture D: Munwes et al. [2010]) 
Rainstorms generating flash-floods show temperatures of 10-15 °C [Ayalon et al., 
1998], which increase by ~10 °C until reaching the aquifers. This corresponds to 
groundwater temperatures in Ein Feshkha, Kane and Samar of 25-28 °C throughout 
the year [Mazor et al., 1980; Siebert et al., 2013], which become partly heated by as-
cending brines in places like Qedem and Mineral Beach [Stanislavsky and Gvirtzman, 
1999]. In contrast, the skin temperature of the DS dynamically varies between 23 °C 
during winter (Dec-Mar) and 30 °C in summer (Jun-Oct) with a maximum of >34 °C in 
Aug/Sep [Gertman and Hecht, 2002]. Particularly in summer, the thermal gradient be-
tween cool groundwater and warm DS water is promising for thermal analysis of 
groundwater inflow (Table 1). This fact is even enhanced as fresh to brackish ground-
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waters (density of 1.06-1.19 g∙cm-3) ascend to the skin surface of the DS due to the 
latter’s high density of 1.24 g∙cm-3 [Gavrieli et al., 2001]. 
3 Data and Pre-processing 
19 Landsat ETM+ band 6.2 (high gain) images (path 174 / row 38) covering the years 
2000 to 2002 with a cloud cover of less than 15 % are analysed. All data are co-
registered to UTM WGS 84 Zone 36N. Although GSD of band 6 is 60 m, all data deliv-
ered by the US Geological Survey are resampled to 30 m using cubic convolution 
[USGS, 2011]. Data are recorded at approximately 10 a.m. local time (GMT+2). To 
exclude land pixels we apply a threshold of -0.1 of a normalized difference water index 
(NDWI) derived image using ETM+ band 4 and 2 (see section 4 for details) from the 
earliest image of the series (15.02.2000). 
Band 6.2 of ETM+ data contains recorded thermal radiations from the earth surface 
within the spectral wavelength of 10.4–12.5 μm. For storing purposes those radiations 
are converted to an 8-bit dynamic range relating to 256 digital numbers (DN), which 
need to be re-converted to radiances and subsequently to earth’s surface temperatures 
through different steps, in order to investigate true SST differences.  
The first step re-converts the spaceborne DNs to radiances on top-of-atmosphere 
(LTOA): 
 
 𝐿𝑇𝑂𝐴 = 𝑐0 + 𝑐1𝐷𝑁 (Eq. 1) 
 
where c0 (offset) and c1 (gain) = radiometric calibration coefficients according to 
Chander et al. [2009]; DN = satellite based digital numbers between 0-255 
LTOA consists of thermal radiation leaving the surface and thermal radiation emitted by 
the atmosphere that both are attenuated by the atmosphere itself. With appropriate 
knowledge of the atmosphere, a radiative transfer model can be used to estimate the 
transmission, upwelling and downwelling radiance [Barsi et al., 2005] needed for the 
calculation of surface radiances for an ideal blackbody (LT): 
 
 𝐿𝑇 =
𝐿𝑇𝑂𝐴 − 𝐿𝑈 − 𝜏(1 − 𝜀)𝐿𝐷
𝜏𝜀
 (Eq. 2) 
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where ε = surface emissivity; τ = atmospheric transmissivity; LU = upwelling radi-
ances; LD = downwelling radiances all for the specific site and time of the respec-
tive image. 
As we focus on water we apply an emissivity value of 0.97 being aware of the fact that 
Salisbury and D'Aria [1992] stated water emissivity to vary between 0.97 and 0.99 in 
the 8-14 μm region. However, as the DS water contains salt concentrations of  
~300 g∙l-1 we follow Wenyao et al. [1987], who found a lower value around 0.97 at 
higher salinities (>34 ‰).  
Atmospheric transmissivity, as well as upwelling and downwelling radiances are 
gained for each image through the web-based Atmospheric Correction Tool that is 
based on MODTRAN [Barsi et al., 2003; Barsi et al., 2005]. According to the allocated 
season of each image we adjust the MODTRAN standard atmosphere to either mid-
latitude summer or mid-latitude winter. The required atmospheric profile is selected to 
be an interpolation for the given centre of the images (Lat 31.8 / Lon 35.4) that is sub-
sequently integrated over the selected band 6 spectral response curve. We apply all 
parameters (Appendix 1) individually per image into Eq. (2). 
To convert surface radiances of an ideal blackbody (LT) to surface temperatures (T) 
Planck’s radiation law is adapted using two pre-launch calibration constants. Solving 






 (Eq. 3) 
 
where k1 = calibration constant equal to 666.09 W∙m-²∙sr-1∙μm-1); k2 = calibration 
constant equal to 1282.71 K after Chander et al. [2009] for ETM+ data. 
According to Barsi et al. [2005] the error of temperature approximation is less than 
0.5±0.8 K for the temperature range of 270-330 K. This error indicates the temperature 
difference due to the application of Planck’s radiation law. The absolute error for the 
present case of the DS is presumably higher since the increased atmosphere of 
~400 m could not be included in the MODTRAN standard atmospheres.  
By using Eq. 3, the skin SST (≤1 mm of the uppermost water layer) is calculated, 
which is about 0.1 K colder than lower water masses due to evaporative heat loss, 
sensible heat flux and longwave radiation [Wloczyk et al., 2006]. For a complete analy-
sis of skin-bulk effects see Donlon et al. [2002].  
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Besides satellite data, rainfall data (rain occurrence [date], rain intensity [mm], 
event duration [d] and accumulated rainfall per event [mm]) for the period 2000-2002 
are stored in a database using information from three stations: Gilgal (Lat/Lon 
32.00/35.45), Jerusalem (Lat/Lon 31.87/35.22) and Amman (Lat/Lon 31.98/35.98) 
(Figure 1). Gilgal belongs to Israel Meteorological Service, while data for the latter two 
are acquired from Metbroker (http://pc105.narc.affrc.go.jp/metbroker). Since these rain-
fall stations cover only the northern part of the DS catchment, we also include daily rain 
intensities [mm] from Tropical Rainfall Measuring Mission TRMM_3B42 data for com-
pletion purposes (Appendix 2, Appendix 3, Appendix 4). The used TRMM_3B42 prod-
uct covers the period from January 2000 to December 2002 with a 3-hourly interval and 
a spatial resolution of 0.25° [Huffman et al., 2007].  
To verify and evaluate inferred groundwater discharge locations, in-situ groundwa-
ter discharge measurements are available recorded in March 2008 by the Israel Hydro-
logical Service (IHS). 
4 How to separate groundwater from surface-runoff 
Direct runoff from flash-floods and groundwater contribute as flowing water fluxes to 
the Dead Sea. Effectively, a third contribution exists in the form of time-delayed drain-
age of bank infiltration from alluvial fan gravel. All contributions will influence the SST 
pattern on the DS and should be visible in the SST data. Several Landsat converted 
SST data clearly show plume-structures of discharging surface water (bright white col-
our), which visually exhibit the assumed surface-runoff influence (Figure 2). At the 
same time it reveals the necessity to determine and to exclude data influenced by di-
rect runoff from flash-floods or time-delayed bank runoff, if the study intends to investi-
gate groundwater issues. In the following chapter we develop such an approach that is 
based on the spatial SST variability only, without the need of auxiliary data. 
4.1  Theory on natural conditions 
An essential requirement is a sufficient temperature contrast between surface runoff 
and the central area to obtain thermally observable influences. For the present case 
they are given as the absolute temperatures of surface-runoff (~15 °C) are steadily 
below both the long-term minimum DS temperatures (23 °C) and also below the cold-
est measured DS temperature of 16-17 °C in February 1992 [Ayalon et al., 1998; 
Gertman and Hecht, 2002]. 
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Figure 2 Overview of available SST data for 2000 until 2002 sorted according to the time dif-
ference to the last rain occurrence (data show real temperatures and are individually 
scaled to enhance the contrast) – RD: date of image recording; TD: Time difference 
to the end of last rain even; MI: Maximum intensity of rain for last rain event; Letter 
behind MI describes rainfall station, where the last rain event was recorded – J: Je-
rusalem; G: Gilgal; A: Amman;T: TRMM; IFmin= minimum IF value calculated) 
Method development for groundwater discharge identification 
 65 
As surface-runoff flows into the DS two processes take place: i) within a proximal 
area off wadi outlets the SST pattern of the DS is locally influenced and ii) inflowing 
water loses an enormous amount of kinetic energy as it impinges at the standing water 
body of the DS. Mainly the latter process leads to a spatial limitation of the temperature 
influence to near-shore areas, while central parts of the DS remain less influenced at 
any time. Figure 3 supports this assumption, where it can be seen that the standard 
deviation of the SST for the central DS area remains steady between 0.2 and 0.4 °C.  
Mean SSTs at wadi outlets on the contrary exhibit a wide range that differ to mean 
SST values of the central area by 6 °C (14.07.2002) in the positive and 2 °C 
(31.12.2000) in the negative case. Both attribute to aforementioned heating (cooling) 
processes in shallow environments during summer (winter) periods. We would expect 
that heating/cooling to affect all shallow areas similarly in the way that they are either 
uniformly heated during summer or cooled during winter compared to the central area. 
However, some dates (28.10.2000, 25.06.2001, 18.10.2002 and 19.11.2002) concur-
rently exhibit heated and cooled shallow environments at wadi outlets compared to the 
central area mean.   
 
Figure 3 Mean SST of the central area (CA) of the DS (errorbars represent the standard devi-
ation per date) and the mean SST range of 19 wadi outlets (SR) (see section 4.1.2 
for the definition of CA and SR) 
It could be argued that it is simply associated to the statistical variations but when 
compared to Figure 2 it is striking that most of these coincide with SST images that 
show surface-runoff related plume-structures. Consequentially and under co-
consideration of the temperature differences between surface-runoff and the Dead Sea 
mentioned in the beginning of this section, we conclude that SST differences between 
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the central area and areas around wadi outlets probably provide an indication whether 
surface-runoff occurs or not.  
4.1.1 Method – Pre-processing 
Although temperature differences are demonstrably appropriate to indicate surface-
runoff influence two constraints need to be considered. On the one hand this relates to 
the continuous retreat of the DS shoreline exposing sediment areas, which differ in 
heat capacity from water. This characteristic would lead to higher global maximum 
temperatures of the SST image and therefore to an erroneous commingling of water- 
and land-temperatures. 
 
Figure 4 Flowchart of CAT and SRT derivation for surface-runoff influence identification – 
dotted line boxes A: raw data; B: Preprocessing of thermal image; C: Preprocessing 
for IF calculation; D: IF calculation 
Hence, we introduce a methodical pre-processing (Figure 4), which accounts for the 
retreat by defining the land/water interface individually per image using the Normalized 
Differenced Water Index (NDWI) after McFeeters [1996] (Eq. 4). As threshold we apply 





 (Eq. 4) 
 
where Band2 = Green band of Landsat ETM+, Band4 = NIR band of Landsat 
ETM+. 
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On the other hand, we need to account for seasonal temperature variations that hinder 
comparing images over an intra- or inter-seasonal basis. With a Max-Min normalisation 





 (Eq. 5) 
where SST°C = SST image [°C], SSTMin = Global SST Minimum, SSTMax = Global 
SST Maximum. 
4.1.2 Method – Definition of surface-runoff (SR) affected areas and the 
central area (CA) 
After pre-processing all images, we define points, where surface-runoff (SR) enters the 
DS. Each SR originates from crosspoints, where the Dead Sea shore, derived from 
NDWI, intersects with a surface-runoff-path (wadi) calculated by using the eight-
direction (D8) flow model [Jenson and Domingue, 1988]. Around each crosspoint, a 
1000 m radius was taken as investigation area, defining the SR, which sum up to 19 
along the DS. Contrastingly, we assume no influences through surface-runoff and 
therefore almost steady temperature behaviour in the central area (CA) of the lake.   
This assumption is supported by Figure 3 and by findings of Stanhill [1990] and 
Nehorai et al. [2009], who reported a maximum range of 2.5 °C in the central open sea 
area. If surface-runoff would thermally impact the CA the range would be by far greater. 
Hence, we spatially define the CA by taking a distance of at least 5 km from the actual 
shoreline orienting on the investigation areas of Stanhill [1990] and Nehorai et al. 
[2009], who used a distance of ~3-5 km from the shore (Figure 5). 
4.1.3 Method – Definition of the influence factor (IF) 
Applied on the normalised SST images the so obtained 19 SR areas and the CA con-
tain a number of pixels (n) representing normalised temperature values. For SR n var-
ies between 1174 and 2520 depending on the changing shape of the shoreline. For CA 
n remains almost constant at around 123172 (15.02.2000 - first image of the series) 
and 123118 (19.11.2002 - last image of the series). Calculating the zonal mean value 
for each SR and CA results in k representative surface-runoff temperature (SRT) val-
ues and one central area temperature (CAT) value.  
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Figure 5 Wadi outlets and investigated outlet radii respectively that are derived using a simple 
crosspoint analysis with calculated flow-paths and DS boundary and the derived 
central area of the DS with a minimum distance of 5 km of any point of the DS 
boundary 
The difference of both serves as basis for the evaluation of a surface-runoff influ-
ence on the respective image in form of the influence factor (IF) given in Eq. 6: 
 








� 𝑆𝑅1 … 𝑆𝑅𝑘 (Eq. 6) 
where SRTij = surface-runoff temperature per pixel, CATij = central area tempera-
ture per pixel of the DS, SSTnorm = Max/Min normalized SST image from Eq. 5, n 
= number of pixel within each SR or CA, k = number of potential surface runoff 
(SR) points (wadi outlets).  
In case of surface runoff at any wadi outlet the first term will decrease, while the 
second term remains constant. This results in negative IF values indicating images with 
surface-runoff influence and hence the criteria needed for evaluation.  
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4.2.  Surface-runoff influence inference through IF  
In Figure 6 the IF of each of the 19 wadi outlets of the DS is plotted against the days 
after a recorded rainfall event for 19 images. Seven images have only positive values 
(0.006-0.020). All positive values are explicitly a result of a bathymetrical effect with 
higher SSTs of shallow near-shore areas and lower SSTs of the deeper central DS 
area. Hence, these images are not influenced by surface runoff. Five images exhibit 
minimum IF values between -0.318 and -0.104. These values clearly indicate surface-
runoff influence from a statistical perspective. It is validated by the fact that these im-
ages are recorded within the first two days after the end of a rainfall, most likely caus-
ing a subsequent surface-runoff event that is also visible in Figure 2.  
 
Figure 6 Difference of the means of a) the normalised temperatures of 19 SRT that represent 
a surface-runoff area within 1000 m radius areas at the outlet of wadis and b) the 
normalised temperature of the central area (CAT) of the DS – strong negative values 
represent a surface-runoff influence while values ≳ 0 indicate no surface-runoff in-
fluence – the range between -0.1 and 0 regards further analysis as both surface-
runoff and influences from wind, currents and groundwater can cause minor negative 
IF values 
Unclear remains the status of the seven images with only minor negative IF values  
(-0.1 < x ≤ 0). We expect that beside surface-runoff other factors of natural variability 
(wind, currents, groundwater, etc.) can lead to slightly lower temperatures. These lower 
temperatures would also result in small negative IF values, which raises the question of 
an appropriate threshold to decide whether a surface-runoff influence exists or not. 
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To solve the question of what negative IF values can occur through natural and sur-
face-runoff independent variability, we calculate the difference between the near-shore 
temperature (NST) and CAT, similar to the IF analysis. We spatially define NST areas 
(1000 m radii is maintained to guarantee statistical comparability) to spots along the 
shore that are at minimum 2000 m away from any wadi outlet to exclude possible drift-
ing of surface-runoff. Analysing the temperature variability of 39 NST areas for the 14 
images with minimum IF values of >-0.1 results in 546 observations. The IF values of 
the 546 observations are grouped to 0.005 classes and plotted against the number of 
observation in Figure 7a. 
 
Figure 7 Difference of the means of a) the normalised temperatures of 39 investigation areas 
located at least 2000 m away from wadi outlets with a 1000 m radius that represents 
a natural variability and b) the normalised temperature of the central area (CAT) of 
the DS – it appears that natural variability can also lead to small negative IF values 
reaching a minimum value of -0.053 (minimum IF value of the 25.06.2001 image) 
which hence represents the threshold for differentiation to surface-runoff influenced 
images 
It is apparent that most of the observations have positive values with a maximum 
around 0.075. This fact clearly shows the bathymetric effect that could be observed 
before as well. However, it also displays the expected minor negative IF values with a 
minimum of -0.053 in regions, where no surface-runoff can occur. Hence, it proves that 
natural variability can cause minor negative values, which can now be quantified to  
-0.053. IF values below -0.053 are assumed to represent surface-runoff influence and 
should be excluded for groundwater related studies. 
Despite the threshold indication we would like to draw some attention to the number 
of observations with negative values. Figure 7b shows an enlargement of the negative 
fraction of Figure 7a, where it can be seen that the number of observations per class is 
small ranging from only 1 to 6 with 6 different images displaying these minor negative 
IF values. Since this number of observation is comparatively small we presume that not 
all possible circumstances of natural variability are covered. As the circumstances 
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might differ in other study areas possibly causing a slightly changed IF value we sug-
gest taking the -0.053 threshold as indication and reassess SST images exhibiting an 
IF value range between -0.053 and 0 visually to ensure the maximum applicable data 
basis. 
4.3  Evaluation of surface-runoff influence time  
Sorting the applied SST images after the calculated IF value and comparing it to avail-
able rainfall information from rain stations and TRMM_3B42 data indicates an influence 
through surface-runoff for a minimum of two days after the end of the last day of rain 
(Appendix 5). This raises two further questions: 
I. Is the 2-day-influence time physically feasible and what is the maximum influ-
ence time? 
II. Is it appropriate to evaluate SST data suitability for groundwater studies using 
certain influence times? 
We address the first question by determining the maximum physically feasible influ-
ence time using Darcy’s law (Eq. 7). Recalling from section 2 the duration of flash-
floods in the DS region is at maximum six days for major rain events (>20 mm) 
[Greenbaum et al., 2006]. This event follows a time-delayed runoff as water-filled pores 
in wadi courses and wadi fans slowly drain. To quantify the longest possible duration of 
complete “pore-runoff” (tpore-runoff) we assume maximum possible conditions such as 
pore space to be completely saturated and geometries (volume and cross-section of 
throughflow) of the largest wadi fan (wadi Darga) along the Dead Sea (see Appendix 5 
and 6 for a complete description of input parameters and calculation). 
 










where Vtotal = volume of the alluvial fan [m³], npores = porosity of fan material [%], kf 
= hydraulic conductivity of the fan [m∙s-1] ha and hb = elevation for start and end 
point [m], L = length between ha and hb, A = cross-sectional area [m2] 
Solving Eq. 7 with given parameters results in 98.6 hours (4.11 days), during which 
stored bank infiltrates from pores of the alluvial fan still drain towards the DS. Adding to 
this number the maximum flash-flood duration of 6 days returns a maximum influence 
time of 10 days after the end of a rain event, where it can be assumed that surface-
runoff impacts the thermal characteristics of the DS. 
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Comparing the maximal physical feasible influence time of 10 days to Figure 6 re-
veals two facts. On the one hand, that the IF method is valid to identify SST data that 
are surface-runoff influenced, as all SST data with strong negative IF values fall within 
the physically maximum feasibility influence time. On the other hand, it answers the 
second question as it shows that a simple time difference criterion based on additional 
rain information is problematic to evaluate SST data suitability. 
The reason for this statement concerns two cases. The SST data from 08.03.2002 
is recorded one day after the last day of rain. Although the short difference to a forego-
ing rain event suggests a surface-runoff influence neither the minimum IF value of 
0.020, nor any visual indication point at a surface-runoff influence. Hence, a strict time 
difference criterion would exclude this image, although it is thoroughly applicable. 
The second case concerns the SST data from 25.06.2001. The time difference of 
29 days to the last day of rain tremendously exceeds the maximal physically feasible 
influence time of 10 days and hence suggests no influence through surface-runoff due 
to a rainfall event. In contrast the IF value of -0.076 indicates a surface-runoff influence. 
Due to the unlikeliness of rainfall during June in this region we assume the occurrence 
of an external factor such as dyke failure or an artificial release of water to be the 
cause for the IF value, which at least is described by Closson [2005] for the first case. 
Both examples demonstrate that it is not appropriate to evaluate SST data suitabil-
ity using certain influence times as unexpected events cannot be anticipated a priori 
and suitable data are possibly excluded. Hence, we conclude that:  
I.  The previously IF derived surface-runoff influence threshold of about -0.053 is 
valid as SST data exhibiting a lower IF value have a time difference to the end 
of the last rain that fall well within the physically maximum feasibility influence 
time of 10 days. 
II. In terms of groundwater study suitability, SST data should not be evaluated 
based on auxiliary rainfall data, but on the image statistics exclusively in order 
not to include surface-runoff influenced data or to exclude suitable data. 
5 How to amplify groundwater signals 
Spatially and thermally persistent groundwater inflow is assumed to stabilize the SST 
at the inflow location against daily and seasonal temperature variabilities in air and 
hence in the lake water. This causality leads Tcherepanov et al. [2005] to calculate the 
mean and standard deviation per pixel of 20 SST images to successfully localize po-
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tential groundwater inflow in shallow lakes (water depth <4 m) using the smallest num-
bers. Groundwater discharge at the DS, like in many other areas of the world, compris-
es submarine groundwater discharge with emergence-depths down to at least 30 m 
below the DS level [Ionescu et al., 2012] and river-like groundwater discharge from 
terrestrial springs. In this context, it is also interesting to establish, (i) whether the ap-
proved statistical measures can also be applied to the DS, (ii) whether other statistical 
indicators can also be used to locate type-independent groundwater discharge and (iii) 
what each statistical indicator emphasizes concerning groundwater inflow locations.   
5.1 Theory and method 
From a theoretical perspective, a prerequisite for the thermal detection of groundwater 
is the domination of its temperature on the skin layer of the DS. Considering terrestrial 
springs the inherited temperature most likely dominates the SST of the water body it 
flows into. The reason is the density difference between groundwater (1.06-1.19 g∙cm-3) 
and Dead Sea water (1.24 g∙cm-3) that forms a buoyant layer associated with the 
groundwater discharge. At the surface and the central parts of the buoyant layer the 
temperature is largely maintained while a temperature adaption occurs at small scales 
along the horizontal and vertical density interface due to friction-induced turbulence 
[O'Donnell, 1993]. The temperature retention and the fact that the horizontal extent of 
the buoyant layer (discharge plume) has a positive relationship to the discharge volume 
[Ou et al., 2009] leads to the assumption that larger discharge volumes should be 
thermally identifiable at least for winter and summer months where a maximum tem-
perature contrast exists.  
The question whether groundwater temperature with submarine origin can still be 
traced on the sea-surface is more complex. It is mainly a function of travel time (t) be-
tween emergence at the seafloor and sea-surface that can be calculated using Eq. (8) 
for round buoyant jets [Lee and Chu, 2003].  
 
 












 (Eq. 8) 
 
where t=travel-time [s], z=depth of emergence [m], A=specific dimensionless 
constant with a value of 4.2 after Pantokratoras [2001], ∆ρ=difference of densities 
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between DS water and groundwater [g∙cm-3], ρ0= density of DS [g∙cm-3], D= outlet 
diameter [m], ω0=velocity at outlet [m∙s-1].  
Given is a groundwater velocity and hence the velocity at the outlet of ~10-3m∙s-1 
[Yechieli et al., 2010]. This number presumably represents a minimum as own meas-
urements in open channels exhibit velocities between 10-3-10-1m∙s-1. Applied water 
densities are the maximum measured value 1.19 g∙cm-3 for brackish groundwater and 
1.24 g∙cm-3 for DS water. The only variables are the emergence depth that according to 
Ionescu et al. [2012] varies up to a depth of 30 m and the outlet diameter. Ionescu et 
al. [2012] reports shaft diameters of up to 20 m with presumably smaller outlets, but 
also seeps with a diameter of 0.2 m. Accounting for these variabilities we calculate the 
travel-times for varying depths and diameters that represent minimum values as both 
outlet velocity and density difference can approach larger values (Figure 8).  
 
Figure 8 Travel-times [s] of submarine springs to the sea-surface for varying outlet diameters 
and emergence depths 
Travel-times remain below 100 sec for i) small outlets (diameter: <1 m) with a shal-
low emergence of <10 m and ii) for larger outlets (diameter: >5 m) with an emergence 
depth of up to 30 m (black colour in Figure 8). Although these travel-times are only an 
approximation assuming a constant velocity and neglecting velocity-reducing influence 
of e.g. lateral deceleration through currents, it gives an indication on the rapidity of 
groundwater mass transport towards the sea-surface. Within the open water, a stable 
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thermocline that affects the vertical flow exists between April and August in a depth of 
25-28 m below the DS-level [Gertman and Hecht, 2002].  
Consequentially, groundwater that emerges below this depth might be influenced in 
terms of velocity and heat transfer, but not in the general density-driven vertical flow. 
Due to the complexity a detailed analysis of velocity fields and heat transfer is beyond 
the scope of this study. However, because of the short travel-time we suppose the na-
tive groundwater temperature does not completely adapt to ambient temperatures. This 
assumption might not account for small discharge volumes with small outlet diameters 
at larger emergence depths and for periods of spring and fall, where ∆T approaches 
zero. In contrast, during winter and summer months ∆T approaches 5-10 °C. We pre-
sume that during these times larger discharge volumes that occur at larger outlet diam-
eters, largely maintain native groundwater temperatures until the surface is reached. 
According to Lee and Chu [2003], as the vertically flowing groundwater reaches the 
sea-surface, a buoyancy layer forms with a diameter far greater than the original outlet 
diameter. Hence, it is conceivable that larger discharge volumes are thermally identifi-
able at least during winter and summer months even on satellite date with a coarse 
GSD. 
Against this theoretical background, we follow Tcherepanov et al. [2005] and 
calcuate the pixel-by-pixel mean (MEAN) and standard deviation (STD) of the 12 SST 
images, which are not influenced by surface-runoff and compare the results to in-situ 
discharge measurements from the Israel Hydrological Service (IHS). We further extend 
these statistical measures by introducing maximum temperature (MAX), minimum tem-
perature (MIN), median (MEDIAN) and temperature range (RANGE) to test, whether 
these measures can show certain groundwater characteristics that are not captured by 
MEAN and STD values.  
5.2 Multi-temporal application 
Figure 9 shows a comparison of all applied statistical measures of the multi-temporal 
SST series and in-situ discharge observations for the major spring site Ein Feshkha. 
The MAX-image exhibits a thoroughly homogenous pattern with just one cooler spot 
(site A in Figure 9) with ~28 °C. The spot is directly connected to the shore and spatial-
ly coincides with one of the largest terrestrial springs with a discharge volume of 
0.2 m3∙s-1. Most interestingly is the fact that the other two terrestrial springs with higher 
discharge volumes of 0.2 and 0.34 m3∙s-1 cause only hardly visible thermal anomalies in 
the MAX-image. The same applies to the MIN-image. Site A is depicted as warmer 
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spot with a temperature of ~21.6 °C which underlines a thermal stabilization over am-
bient SSTs (<20 °C). The difference of 6.2 °C between MIN and MAX image of site A 
indicates an atmospheric influence on the discharge temperature of ±3 °C. It also re-
veals that the native temperature of the discharge amounts to ~25 °C that could be 
verified during a field survey in 2011 by means of physically-measured temperatures of 
25.2-25.9 °C. 
 
Figure 9 Intercomparison of statistical measures on a per-pixel basis of a SST data series 
and in-situ measured spring discharge volumes from 03/2008 (white circles ≥0.1 
m3∙s-1 / light grey circles 0.01-<0.1 m3∙s-1 / dark grey circles <0.01 m3∙s-1) at the ex-
ample of the major spring site (Ein Feshkha). The tags indicate the discharge vol-
ume and the location of the three largest springs at this site - corner-coordinates 
(lat/lon) of subsets UL 31.72/35.41 LR 31.66/35.50 – Note that the measured spring-
discharge locations pursued by the IHS are spatially shifted by 200 m perpendicular 
to the coast to account for the shoreline retreat between the investigation period 
(2000-2002) and the time of measurement recording 
Analogous to the MAX-image the two larger terrestrial springs north of site A are 
not clearly depicted in the MIN-image. Visible is a only a fringe (greenish colour in Fig-
ure 9) with similar MIN-temperatures of 21.6 °C as site A along the shore. This fringe is 
by ~1 °C warmer than ambient SST and spatially coincides with all IHS measurement 
locations of spring discharge independent of discharge volumes. Due to this causality 
the fringe most likely points at discharge locations. Special attention is given to site B. 
Parallel to site A the MIN-temperature is ~21.6 °C, but unlike site A it is not connected 
to the shore. Both facts are evidences for a submarine spring with a diameter of some 
tens of meters similar to picture D in Figure 1. Although it cannot be verified with ob-
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servations made at the same time as the investigation period, submarine springs in this 
region have been repeatedly observed by the Israel Hydrological Service [IHS, 2012] 
MEAN and MEDIAN-images neither show significant zones of discharge nor infor-
mation on location. Hence, both statistical measures seem not to be suitable to infer 
groundwater information from a multi-temporal analysis. In contrast, the STD-image 
clearly exhibits the already observed terrestrial spring (site A) and the submarine spring 
(site B) with expected low STD values. Again it underlines the fact that temperatures of 
areas steadily influenced by temperature-constant groundwater discharge vary insignif-
icantly (1.9-3.0 °C) over ambient SST. Additionally, it apparently also reflects discharge 
locations with concentrated but minor discharge volumes (<0.2 m³∙s-1) as low STD are-
as spatially coincide with all IHS spring measurement-locations (e.g. site C). This sug-
gests that using STD-images enables to primarily provide information on discharge 
location independent of spring type (terrestrial/submarine) and discharge volumes. 
Secondarily, we assume the areal extent of the low STD values to form additively, 
where single discharge sites or volumes cannot be distinguished but are accumulated 
to a connected area instead. Striking is the fact that even south of site C small STD 
values occur, where no IHS measurement-locations exist. While this fact either repre-
sents a so far unknown discharge site it could also represent a drawback in terms of a 
possible false-identification of groundwater discharge. The latter could result from a 
steady deflection through wind or Coriolis forces as described by Ou et al. [2009]. An-
other drawback is a noisy transition zone between the low STD value area and the cen-
tral parts of the DS.  
Table 2  Indication of the relationship between area with range values <8.5 °C and spatially 
according accumulated discharge volumes of measured springs by the IHS 
Discharge site Covered area [103m2] 
Accumulated dis-




A 54 0.43 125 
B* 146 1.33 109 
C 34 0.31 110 
B* represents the outlined submarine spring and the adjacent area of connected range values 
of <8.5 °C to the southwest of site B 
Low values (<8.5 °C) of the RANGE-image indicate the same discharge locations 
as the STD images accompanied by less noise in the transition zone and distinguisha-
ble discharge sites (e.g. A and C). Striking is that the distinguishable discharge loca-
tions spatially exactly match measured discharge locations. This is the case independ-
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ent of discharge volumes (Figure 9) including the probable submarine spring (site B). 
Again, it indicates the expected thermal stabilization through steady groundwater in-
flow. When comparing the covered area of low range values <8.5 °C (discharge plume) 
to spatially according accumulated discharge volumes it even suggests a positive rela-
tionship between the discharge plume and the accumulated discharge volume (Table 
2). 
6 Discussion  
The presented approach to identify groundwater discharge into open water bodies en-
closes a method-independent main advantage. It is based on freely available, large 
scale satellite data sets and thus, represents a considerable alternative over cost and 
labour intensive field work or airborne campaigns. Only images statistics are incorpo-
rated, so that auxiliary information on rainfall, that can be scarce and partly do not re-
solve the high spatio-temporal variability of rainfall in (semi-)arid regions, is not re-
quired. The multi-temporal SST data analysis allows to infer reliable groundwater dis-
charge locations independent of discharge intermittency. On the other hand, the meth-
odological nature of the approach includes uncertainties that need to be outlined in 
order to allow a successful application for future studies and to point at further im-
provements. Hence, the following sections elucidate advantages and uncertainties per 
processing step of the presented approach.  
6.1 Pre-processing of satellite data 
The used conversion from digital numbers (DN) to ground-temperatures is widely ap-
plied, where different studies could successfully derive ground-temperatures within the 
expected failure range [e.g. Barsi et al., 2005; Coll et al., 2010]. In order to obtain cor-
rect SST an important factor is the emissivity value. We applied an emissivity value of 
0.97 as global parameter for saline water in Eq. 2 [Wenyao et al., 1987]. Despite the 
fact that it is justified as the majority of water represents high saline Dead Sea water, a 
higher emissivity value of 0.99 should be assigned to inflowing, fresher groundwater. 
This cannot be pursued a priori as it is the intention to identify freshwater influences as 
a result. However, the 0.02 difference causes a temperature underestimation of 1-
1.5 °C (Table 3). This means that for an assumed case of fresher groundwater exhibit-
ing a temperature of 26 °C in nature the conversion into SST calculates a temperature 
of 24.5-25.0 °C. If the SST of the Dead Sea has the same temperature in nature that is 
maintained during the conversion from DN into SST, both waters would exhibit identical 
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temperatures in the final SST image. For that case a differentiation between both wa-
ters would be impeded for the single image case.  
The mentioned case could occur during the periods of spring and fall and hence 
could play a role. However, since our approach relies on a multi-temporal analysis, 
where particularly results of the temperature range base on winter and summer con-
trasts, the emissivity uncertainty most likely does not affect the result. It even evokes 
the enhancement of the identification of surface-runoff. This is because the tempera-
ture of this freshwater input is also underestimated. In turn, this artificially enlarges the 
temperature contrast to the likewise cooler DS water and enhances the identification of 
surface-runoff.    
Table 3  Example of the effect evoked by conversion from DN to SST with different emissivity 
values of fresh groundwater in respect to saline DS water 
Emissivity value DN value (0-255) Temperature [°C] Temperature differ-ence [°C] 
0.97 0 -44,0  
0.99 0 -44,2 -0,21 
0.97 100 8,6  
0.99 100 7,8 -0,92 
0.97 255 58,8  
0.99 255 57,3 -1,49 
Comparing the obtained SST (Figure 3) to measured SST values of Stanhill [1990] 
and Gertman and Hecht [2002] results in an approximate 2-4 °C difference. This con-
firms the prior assumption that the enlarged atmosphere increases attenuation of the 
thermal radiation. While this does not affect the results of the IF nor the multi-temporal 
analysis as the enlarged atmosphere uniformly influences the entire Dead Sea, it 
should be noted that the temperature difference corresponds to values given by 
Stanhill [1990], who reported a difference of 3.0±0.7 °C between satellite derived and 
measured SST values of the Dead Sea. 
6.2 Derivation of IF value 
We could show that surface-runoff causes similar thermal anomalies as groundwater 
discharge (Figure 2). In order to avoid skewed groundwater related results data that 
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contains surface-runoff need to be excluded. This can be achieved by using time dif-
ference criterions [Ghoneim, 2008; Wang et al., 2008]. In the case of arid environments 
this is unfavourable as the often scarce data situation is mostly not capable of ade-
quately reflecting high spatio-temporal variability of rainfall fields. To circumvent this 
limiting factor the presented IF incorporates only images statistics and hence, repre-
sents a remarkably and autonomously operating alternative to identify surface-runoff 
influence over the utilization of time difference criterion based on auxiliary rainfall data. 
Although the general approach is transferable to other semi-arid study areas, the 
approach possibly needs to be adjusted. This applies for the IF threshold of -0.053 that 
depends on temperature differences of surface-runoff and water body. If local tempera-
ture gradients differ from the ones presented at the example of the DS the IF threshold 
might need to be modified individually. An adjustment might also be necessary for the 
investigation radius of 1000 m around each surface-runoff spot. The SR radius is sensi-
tive and can influence the result. For the present case, the chosen radius provided ac-
curate results, but might vary as e.g. the fluid energy of the runoff or the density differ-
ences between runoff and lake water differs significantly. If chosen radii are too large 
minor surface runoff would not be detected. Reducing the radius is thoroughly conceiv-
able and would then allow detecting also minor surface runoff from small rainfall 
events. However, in that case, two points have to be carefully considered. First, it has 
to be guaranteed that surface runoff occurs exactly at the defined SR position. And 
second, if groundwater discharge occurs at wadi outlets in parallel the resulting nega-
tive IF values could lead to a misinterpretation of surface-runoff. 
CA, likewise, has to be defined carefully. Even though the sensitivity is lower as for 
SR, the size (area or pixel number) can play a decisive role if the chosen area is very 
small and in parallel affected by a secondary influence such as e.g. currents or large 
wind effects. This might lead to a decrease of the second term in Eq. 6 and to errone-
ous results. In order to avoid this flaw we therefore suggest considering a rather large 
CA if possible.  
Another effect that could influence the IF is the mixing of upper and lower water 
masses in holomictic lakes. The Dead Sea occasionally exhibits this regime [Gertman 
and Hecht, 2002]. After August the onset of cooling and the subsequent density in-
crease causes an overturn where water of the upper strata mix with lower and slightly 
colder (>5 °C) water masses [Gertman and Hecht, 2002]. This entails a decreased 
CAT value which in turn increases the IF value. In short words, if rain falls within the 
overturn period the IF value approaches a positive value that would misleadingly indi-
cate no rain. However, since rain in late summer is usually uncommon this effect is less 
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relevant for the present case. For groundwater applications in lakes with dimictic or 
polymictic regimes on the other hand, it has to be strongly considered. 
6.3 Amplification of groundwater signals 
Groundwater signals from a multi-temporal analysis contain the main advantage of 
being representative as they encompass different discharge situations due to the in-
termittency of groundwater discharge in arid regions [Becker, 2006]. It was shown that 
when calculating range and standard deviation per pixel on an image series, it is possi-
ble to identify groundwater discharge locations independent of spring type (submarine 
and terrestrial) that could be verified by in-situ spring discharge measurements of the 
Israel Hydrological Service.  
Considering the distinguishability of low RANGE values to reflect groundwater dis-
charge plumes, (see RANGE-image in Figure 9), it was suggested that the horizontal 
discharge plume area possesses a positive relationship to measured discharge vol-
umes, similar as identified for river discharge by Ou et al. [2009] 
Due to the spatial correspondence between in-situ measurement locations from the 
Israel Hydrological Service and the different statistical measures we conclude that: (i) 
the MAX-image provides information on groundwater discharge location restricted to 
terrestrial springs with large discharge volumes (ii) the MIN-image behaves similar to 
the MAX-image but contains the advantage to indicate submarine spring locations and 
locations of terrestrial springs with small discharge volumes also, (iii) MEAN- and 
MEDIAN-images are inappropriate since no significant anomalies are visible, (iv) the 
STD-image outlines all groundwater discharge locations independent of spring type 
and discharge volume that corresponds to findings of Tcherepanov et al. [2005] and (v) 
the RANGE-image indicates the same information of groundwater discharge as the 
STD-image with the advantage to provide distinguishable discharge sites.  
The question that arises, and which is important for other study areas, relates to the 
reason for the different behaviours of the statistical measures. The MAX-image depicts 
exclusively temperatures from the summer period. At the end of the same time the 
groundwater discharge volume reaches its annual minimum that in turn minimizes the 
influenced and thermally stabilized area in the Dead Sea [Ou et al., 2009]. In parallel 
rises the air-temperature the native groundwater temperature by ~3 °C during the open 
channel flow sections of the terrestrial springs (see section 5). Due to this reason only 
the largest spring, which may preserve their outflow temperature, are visible in the 
MAX-image. This is underlined by Figure 10 where it can be seen that the maximum 
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values for site B and C (14.07.2002), with assumable (site B) and proven (site C) lower 
discharge volumes, differ only by 0.3 °C to the maximum value for the reference site of 
the central area. In contrast, the maximum value for site A is 1.7 °C lower and addition-
ally shows a buffered temperature compared to the mean CAT value throughout the 
entire series. Hence, the MAX-image is only beneficial if high discharge volumes occur, 
but is of limited use for lower volumes. Promising could also be the identification of 
thermal groundwater discharge that constantly displays temperatures above the maxi-
mum SST of the water body.  
 
Figure 10 SST over time for sites A-C and the mean of the central area (CAT) as reference - 
encircled are the respective minimum and maximum values of each site 
In contrast, the MIN-image depicts temperatures from the winter period. The 
groundwater discharge is highest during that time why the influenced and thermally 
stabilized areas in the Dead Sea likewise reach a maximum. Unfortunately the temper-
ature contrast approaches a minimum since the groundwater temperature of 25-28 °C 
is reduced by ~3 °C through the air-temperature (note that this accounts to the terres-
trial springs only where the water temperature is reduced during the open channel 
flow). As a consequence the resulting temperature of 22-25 °C is almost similar to 
measured Dead Sea minimum SST of 20-22 °C [Gertman and Hecht, 2002]. This cau-
sality is also shown in Figure 10. The minimum temperatures of site A and C feature a 
difference to the CAT of 1.4 °C and 1.1 °C respectively. The minimum temperature of 
site B is slightly different by 0.8 °C. This is the reason why the MIN-image shows only a 
fringe (greenish colour) with ~1 °C warmer temperatures (Figure 8). The transition from 
the fringe to distal parts represents a gradual temperature decrease that is hardly visi-
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ble due to the depicted total temperature-range of 15.2 °C in the MIN-image. These 
circumstances lead us to the conclusion that the MIN-image is conditionally useful for 
applications with warmer groundwater temperatures but due to the small differences it 
should be cautiously applied.  
Concerning the detection of groundwater discharge with temperatures of 25-28 °C, 
both MEAN- and MEDIAN-images have the disadvantage that mean and median SST 
of the Dead Sea itself amount to similar temperatures as the groundwater discharge. 
This could have been expected if we take into consideration that the long-term 
groundwater temperature orientates at the mean air-temperature that in turn governs 
the SST of the Dead Sea. For the example sites A-C the mean (median) values are 
24.9 °C (25.7 °C), 24.9 °C (25.3 °C) and 25.4 °C (26.3 °C) respectively. The central 
area exhibits a mean of 24.8 °C and a median of 25.6 °C that proves the above men-
tioned fact. Therefore, both measures are unadvisable for the identification of ground-
water discharge. 
STD- and RANGE appear to be better indicators for groundwater discharge that 
corresponds to findings of Tcherepanov et al. [2005]. It originates from the fact that 
both enhance particularly the small temperature variations that are hardly visible in the 
MAX- and MIN-images. Figure 10 highlights this relationship as all three example-sites 
exhibit depleted temperature amplitudes throughout the investigation period. The range 
(standard deviation) values for the example sites vary from 7.1 °C (2.9 °C) for site A, to 
9.5 °C (3.5 °C) and 8.8 °C (3.3 °C) for sites B and C, respectively. The corresponding 
values for the central area amount to 10.5°C (4.2°C).  
On the one hand, the constant depletion of SST amplitudes of the example-sites 
confirms the steady and governing influence through groundwater on the SST. It is to 
assume that further SST influencing factors such as micrometeorology or water circula-
tion play a role as well. As both are spatially and temporarily inconstant [Hect and 
Gertman, 2003] the influence is different for individual data and should therefore not 
dominantly affect the result. SSTs are also subject to bathymetry and sensible/latent 
heat fluxes that are persistently present factors. However, sensible/latent heat flux is a 
global parameter that effects the entire sea surface and can thus not affect the identifi-
cation of groundwater [Fairall et al., 1996]. If bathymetry would be the governing force, 
the SST of the example-sites would by trend exceed the SST values of the central ar-
ea. In fact, this does only occur for site B at the end of the investigation period. At this 
special case of site B (submarine discharge) it is interpretable whether the influence 
decreases over time. This could indicate a dwindling of the discharge volume during 
summer that consequentially has less effect on the SST at that site. 
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On the other hand and against the background of identified temperatures at dis-
charge locations, the differently depleted SST amplitudes of the example-sites suggest 
for large discharge volumes a slower adaption of the native groundwater temperature 
to ambient Dead Sea temperatures through mixing. In turn, the longer adaption time 
results in a larger spatial thermal stabilization (discharge plume). The spatial horizontal 
dimensions of the discharge plumes roughly correspond to the discharge volumes fol-
lowing a linear relationship between both presented by Ou et al. [2009] among others 
for river discharge. As the current investigation does not provide sufficient SST data to 
prove this relationship it remains as potential and interesting improvement worthwhile 
for further studies. 
7 Conclusion 
The complicated situation to gain information on groundwater discharge over large 
temporal and spatial scales by conventional means [IAEA, 2007] can be facilitated by 
thermal remote sensing [Meijerink et al., 2007]. In that context, this study presents a 
multi-temporal SST data approach to identify groundwater discharge locations based 
on thermal satellite data from Landsat-ETM+. Integrated in the approach is the devel-
opment of an influence factor that autonomously identifies surface-runoff influenced 
SST data that would otherwise lead to skewed results. The multi-temporal, pixel-based 
analysis of surface-runoff unaffected SST data revealed the applicability of statistical 
measures to identify groundwater discharge locations, validated through in-situ meas-
urements of spring discharge of the Israel Hydrological Service (IHS). Based on the 
analysis, we conclude that: 
I. Surface-runoff causes similar thermal anomalies as groundwater discharge 
and needs to be excluded to avoid skewed groundwater related results. 
II. The IF represents a remarkably and autonomously operating alternative to 
identify surface-runoff influence over the utilization of time difference criterion 
based on auxiliary rainfall data that are mostly not capable of adequately re-
flecting high spatio-temporal variability of rainfall fields in (semi-) arid areas. 
III. It was shown that when calculating range and standard deviation per pixel on 
a SST data series, it is possible to identify groundwater discharge locations 
independent of spring type (submarine and terrestrial) that could be verified 
by in-situ spring discharge measurements of the Israel Hydrological Service.  
IV. Considering the distinguishability of low RANGE values to reflect groundwater 
discharge plumes, (see RANGE-image in Figure 9), it was suggested that the 
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horizontal discharge plume area possesses a positive relationship to meas-
ured discharge volumes, similar as identified for river discharge by Ou et al. 
[2009]. 
The presented study can be used as blueprint for identifying groundwater discharge 
locations and possibly discharge volumes based on multi-temporal SST data in (semi-
)arid environments. Most of all, the free-of-charge Landsat data set represents an in-
teresting and valuable alternative to cost-intensive field work and thermal airborne 
campaigns to provide information on discharge over large spatial scales that otherwise 
can be complicated to obtain by conventional means [IAEA, 2007]. Although not inves-
tigated during the present study the temporal scale can also be addressed when the 
total available Landsat data set (1984-today) is exploited. This in turn would provide 
valuable insights under the light of climate change and the need of water and a proper 
groundwater management for especially (semi-) arid environments.  
The proposed approach is not restricted to lakes but also applicable in open water 
cases. Besides a sufficient temperature contrast an important and so far not mentioned 
prerequisite for the application of thermal remote sensing data appears to be the densi-
ty difference between groundwater and water of the lake/ocean it flows into. As men-
tioned before the density gradient is large for the present case of the DS that most like-
ly alleviates the remotely sensed detection of groundwater. In all cases where ground-
water exhibits a smaller density and a temperature contrast compared to the inflowing 
water body, remotely sensed thermal detection should be feasible. This might also be 
the case for other climate zones where, however, future research should elucidate indi-
vidual impacts of e.g. perennial rivers, tides and bathymetry. We furthermore recom-
mend to seriously consider surface-runoff as additional SST pattern anomaly possibly 
influencing proper groundwater results. This accounts for singular- and multi-temporal 
studies and is also platform independent. 
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Chapter 5  
Localisation and temporal variability of 
groundwater discharge 
5.1 Prologue 
The method to thermally derive groundwater discharge (chapter 4) was developed on 
the main spring area (Ein Feshkha) at the Dead Sea. Along the entire coast several 
further spring areas exist (e.g. Kane, Samar, Qedem, Ein Gedi). These spring areas 
encompass large coast sections from which exact discharge locations from terrestrial 
springs are reported for Kane and Samar only. The first qualitative focus of the follow-
ing article is to refine the general spring areas to exact groundwater discharge sites 
and to identify possible unknown discharge sites along the entire coast. Due to the fact 
that the satellite data cover the entire Dead Sea we do not restrict the analysis to the 
actual investigation area (western coast) only, but evaluate the entire coast.  
The second focus concerns the question whether it is possible to also infer the 
temporal groundwater discharge variability from thermal satellite data. The previous 
article indicates a positive relationship between discharge volume and groundwater 
affected area (GAA). This matches results of e.g. Ou et al. [2009] and suggests that a 
change of the thermally identified GAA should behave according to prior occurring re-
charge changes over time.  
A positive result implies the applicability of thermal satellite data to qualitatively 
screen intended investigation areas without cost and time consuming field campaigns 
and additionally represents an interesting and low-cost method to quantitatively monitor 
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Abstract The semi-arid region of the Dead Sea heavily
relies on groundwater resources. This dependence is
exacerbated by both population growth and agricultural
activities and demands a sustainable groundwater man-
agement. Yet, information on groundwater discharge as
one main component for a sustainable management varies
significantly in this area. Moreover, discharge locations,
volume and temporal variability are still only partly
known. A multi-temporal thermal satellite approach is
applied to localise and semi-quantitatively assess ground-
water discharge along the entire coastline. The authors use
100 Landsat ETM ? band 6.2 data, spanning the years
between 2000 and 2011. In the first instance, raw data are
transformed to sea surface temperature (SST). To account
for groundwater intermittency and to provide a seasonally
independent data set DT (maximum SST range) per-pixel
within biennial periods is calculated subsequently.
Groundwater affected areas (GAA) are characterised by
DT \ 8.5 C. Unaffected areas exhibit values[10 C. This
allows the exact identification of 37 discharge locations
(clusters) along the entire Dead Sea coast, which spatially
correspond to available in situ discharge observations.
Tracking the GAA extents as a direct indicator of
groundwater discharge volume over time reveals (1) a
temporal variability correspondence between GAA extents
and recharge amounts, (2) the reported rigid ratios of dis-
charge volumes between different spring areas not to be
valid for all years considering the total discharge, (3) a
certain variability in discharge locations as a consequence
of the Dead Sea level drop, and finally (4) the assumed
flushing effect of old Dead Sea brines from the sedimentary
body to have occurred at least during the two series of
2000–2001 and 2010–2011.
Keywords Landsat ETM?  Sea surface temperature 
Submarine groundwater discharge  Groundwater resource
Introduction
The water level of the hypersaline Dead Sea (DS) has been
decreasing significantly for several decades. Main reasons
relate to the high evapotranspiration rates and a decreased
groundwater/surface water contribution (Salameh and El-
Naser 1999). Primarily, increased anthropogenic water
abstraction from groundwater, the main freshwater
resource in the region (Feitelson 2005), followed by the
Jordan River—the only perennial surface water contribu-
tion to the DS have led to the reduction in water level.
Although decisive, groundwater quantity is the most diffi-
cult to assess (Al-Weshah 2000; Gräbe et al. 2012; Schulz
et al. 2013), which has resulted in numerous and discrepant
estimates of groundwater discharge into the DS (Table 1).
The significant discrepancies in the estimates can be
attributed to the differences in the approaches employed by
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the various authors. They are either based on water/mass
balance calculations or groundwater modelling. Common
to all calculations, however, are rigid ratios of discharge
volumes between the spring areas (Asmar and Ergenzinger
2002; Laronne Ben-Itzhak and Gvirtzman 2005). In
response to the increasing demands on groundwater
resources, the Israel Hydrological Service (IHS) initiated a
measurement program on the western coast of the DS to
monitor discharges from the main spring areas, Ein Fesh-
kha, Kane and Samar either annually or biannually.
While only a fraction (terrestrial springs) of total
groundwater discharge to the DS can actually be monitored
by direct measurements, data of the main spring area (Ein
Feshkha) suggest that the total groundwater discharge rate
is decreasing (Galili 2012) accompanied by changes in the
groundwater flow-system (Hadas 2011; Magal et al. 2010).
Extending the monitoring program along the entire DS
coast (ca. 200 km in 2010) would require extensive tran-
sient modelling supported by costly and labour intensive
field campaigns.
To reduce the extensive efforts and to parallel gain
information on groundwater over large spatial scales in
other study areas, some authors applied thermal remote
sensing (Danielescu et al. 2009; Johnson et al. 2008;
Shaban et al. 2005). This method exploits temperature
contrasts between the inflowing groundwater and the water
body (river, lake, and ocean). The resulting thermal pat-
terns reveal groundwater discharge locations and their
relative importance over large spatial scales. Many studies
took advantage of the high spatial resolution with common
ground sampling distances (GSD) of B1 m provided by
airborne platforms to localise and quantify groundwater
discharge (Mejı́as et al. 2012; Roseen 2002; Torgerson
et al. 2001). While results are impressive and may lead to
an increased knowledge of regional and local hydrogeol-
ogy in many study areas (Mejı́as et al. 2012; Shaban et al.
2005), it provides only a snapshot of the discharge event.
Moreover, the high-cost of acquiring high resolution ther-
mal data is a distinct disadvantage which in most cases
precludes further follow-up campaigns. Especially in
(semi-)arid regions where inflow is often intermittent
(Becker 2006), multi-temporal data sets are required to
obtain a representative reflection of the pattern and spatial
extent of groundwater discharge. A multi-temporal
approach would additionally facilitate an inter-seasonal
comparison of groundwater discharge patterns that can be
further analysed in terms of temporal discharge variability.
Although knowledge of the temporal variability of all
groundwater inflow is central to understand the dramatic
decline of the DS water level and to introduce a sustainable
groundwater management, no study to date has addressed
the temporal variability of groundwater inflow for the
entire Dead Sea.
Hence, the objectives of this study are (1) to identify
groundwater inflow locations along the entire DS coast to
fill the gap of possible unknown discharge locations and (2)
to investigate the spatial and temporal groundwater dis-
charge variability. In this context, we examine the assumed
relationship between the temporal discharge behaviour
deduced from thermal satellite data with the temporal
behaviour of measured spring discharge and recharge along
both coasts. The so-obtained temporal and spatial results
can subsequently be used to improve existing groundwater
models, but may also contribute to sustainable groundwater
management decisions in the wider Dead Sea region.
Study area and groundwater flow
The DS is a terminal lake situated in the Jordan-Dead Sea
Graben surrounded by 300–500 m high escarpments
(Fig. 1) formed by normal faults (Gardosh et al. 1990). Due
to a left lateral displacement of 105 km along the Arabian
with respect to the African plate boundary, the aquifer
bearing strata are different (Ben-Avraham and Ten Brink
1989). Along the western side, the Cretaceous limy Judea
Group is identified in most of the sub-catchment area with
an upper and a lower subaquifer (U-JGA and L-JGA)
separated by the clayey Bet Meir aquiclude (Yechieli et al.
2010; Guttman 2000). On the eastern flank, identified
aquifers include the Jurassic Zarqa limestone and Creta-
ceous Kurnub sandstone aquifers and the overlaying Upper
Cretaceous Ajloun- and Belqa Group (Salameh and
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Bannayan 1994). Bounded by the escarpment and along
both sides of the DS, a Quaternary coastal aquifer exists.
This aquifer comprises intercalated aragonite, gypsum and
clay varves that are interlayered with gravel, sand and
pebbles at wadi mouths (Gardosh et al. 1990).
Groundwater flow is controlled by the structural geom-
etry, i.e. faults zones and folds with mainly E-W and SW-
NE orientations along the western side of the DS and W-E
and SE-NW orientations on the eastern side (Mallast et al.
2011). The identified control also applies to the coastal
aquifer whereby the general flow-direction partly changes
as Holocene structural features display ESE-WNW orien-
tations with extensional directions of NNE-SSW (Enzel
et al. 2000; Gardosh et al. 1990). Groundwater emerges at
distinct locations as a consequence of the structural control.
Several authors describe the spring areas of Ein Feshkha,
Kane/Samar, Qedem and Ein Gedi (Fig. 1) indicated by
terrestrial springs and abundant vegetation along the wes-
tern coast (Guttman 2000; Laronne Ben-Itzhak and
Gvirtzman 2005; Mallast et al. 2011). In contrast (and with
the exception of Wadi Zara), vegetation that could indicate
shallow groundwater availability directly is not observed
along the eastern coast. Nevertheless, Closson et al. (2010)
and Akawwi et al. (2008) indirectly demonstrated the
occurrence of groundwater discharge via landslide occur-
rences and airborne thermal remote sensing along the
mouths of the Wadis Suweimeh, Zarka Ma’in, Zara and
Wadi Mujib, respectively.
Different spring types, which predominantly occur as
spring clusters, are common to all discharge locations.
Along the western coast, terrestrial springs emerge along
faults or sedimentary discontinuities, subsequently forming
erosion channels due to the lowering of the DS (Fig. 1b, c).
This spring type is included in the afore-mentioned IHS
discharge monitoring program since the setting provides
favourable measuring sites. The second spring type, sub-
marine springs, is generally located along both coasts and
emerges at the lake’s bottom. A density difference between
emerging groundwater (1.06–1.19 g cm-3) and DS water
(1.24 g cm-3) triggers buoyancy of the emerging ground-
water that surfaces in circular patterns at the DS surface
(Munwes et al. 2010) (Fig. 1d). Due to their complex
Fig. 1 Study area overview (a blue area represents DS in the year
2000; small white areas represent spring areas (Ein Feshkha,Kane/
Samar, Qedem Ein Gedi); solid blue arrows show general ground-
water flow-paths after Mallast et al. 2011; solid white lines indicate
50 m contour lines of the bathymetry after Hall (2000); Subset: light
grey coloured area represents catchment of the DS, dark grey area DS
area of the year 2000; IL Israel PA palestine authorities, JO Jordan, SY
Syria); Pictures: all illustrate spring types representative for the study
area—b shows an aerial photograph of the northern Ein Feshkha area
from 01/2011 with several erosion channels discharging into the DS;
c shows a similar erosion channel of an upstream located terrestrial
spring in the Kane area and d shows a submarine spring in the Qedem
area (source picture d Munwes et al. 2010)
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nature, their discharges are difficult to quantify and hence
not included in the IHS measurements (Ionescu et al. 2012;
Munwes et al. 2010).
Spring temperatures vary along both coasts. On the
western coast, measured spring discharge temperatures
range from *25–28 C (Ein Feshkha), to *25–30 C
(Kane), to *28–30 C (Ein Gedi), to *41–44 C (Qedem-
Shalem) independent of spring type (Siebert et al. 2011).
On the eastern coast, the only direct spring water temper-
ature is reported by Akawwi et al. (2008) with *24 C in
the Zara area. Rimawi and Salameh (1988) and Salameh
and Hammouri (2008) report further springs from the
eastern slope of the Dead Sea with varying temperatures of
22–38 C in the Wadi Muijb, Ibn Hammad and Sweimah
area and also thermal springs (34–62 C) in the Zarka Ma’
in area. However, it has to be assumed that some of the
groundwater feeding the springs, that are not directly
located at the DS, discharge into the DS too.
Groundwater temperatures remain rather stable during the
course of the year and they are only minimally influenced by
ambient air temperature changes (Mallast et al. 2013). In
contrast, the general temperature of the DS underlies a clear
atmospherical influence resulting in minimum temperatures
of *22 C between December and March and maximum
temperatures of *33 C between July and September (Hact
and Gertman 2003). The thermal contrast between ground-
water and DS water approaches a maximum in high summer
and winter periods, and hence represent promising periods to
identify and analyse groundwater inflow using multi-tem-
poral thermal analyses. This fact is even enhanced by the
density difference between fresh to brackish groundwaters
(1.06–1.19 g cm-3) and lake water (1.24 g cm-3). The
difference establishes a buoyant layer at the DS surface, in
which native groundwater temperatures remain largely
unchanged and which further contributes to the suitability of a
thermal remote sensing approach for groundwater detection.
Besides groundwater contributions the Dead Sea
receives additional fresh water inputs from the Jordan
River as perennial flux and ephemeral fluxes from flash-
floods through Wadis during the months of November to
March. A third, but so far unobserved contribution may
exists in the form of the flushing effect (Kiro et al. 2008;
Yechieli and Sivan 2011). Rapid drops in the Dead Sea
level enforce the hydraulic gradient between groundwater
head and lake level and result in an increased groundwater
discharge (flushing) until the new dynamic equilibrium is
reached (Kiro et al. 2008). This response system causes a
significant increase in discharge if the rate of lake level
drop and the respective local hydraulic gradient are small.
Consequently, a significantly increased groundwater dis-
charge occurs in times in which the DS level drops at an
above average rate.
Data and methodology
Hundred Landsat ETM ? band 6.2 (high gain) data (path
174/row 38) covering the years 2000 to 2011 with a cloud
cover of less than 15 % are analysed (Appendix 1 in ESM).
Although ground sampling distance (GSD) of band 6 is
60 m, all data delivered by the US Geological Survey are
resampled to 30 m using cubic convolution (USGS 2011).
Data are recorded at approximately 10 a.m. local time
(GMT ? 2). First processing steps include a co-registration
to UTM WGS 84 Zone 36 N and a gap fill, since images
recorded after the 05/31/2003 contain gaps due to scan line
failure of Landsat (USGS 2012). The authors applied the
‘‘gap fill’’ function of Envi 4.7 that is based on a triangu-
lation method with linearly interpolated values between
surrounding pixel. Note that the NADIR region with no
gaps was located almost parallel and right above the wes-
tern coast of the DS with a corridor of *10 km to each
side where subsequently no interpolation is necessary. To
exclude land pixels, the normalised difference water index
(NDWI) of ETM ? band 4 and 2 is calculated from the
earliest image of the series. On the resulting NDWI image,
a threshold of -0.2 is applied, where values [-0.2 rep-
resent land features while values \-0.2 are explicitly
water features (McFeeters 1996). The further processing of
data is explicitly elucidated in Mallast et al. (2013) and is
subsequently only summarised.
To convert digital numbers (DN) to sea surface tem-
peratures (SST), the authors follow the method presented
by Chander et al. (2009). As emissivity value for water, the
lower 0.97 value is applied following Wenyao et al. (1987),
who proposed this value at higher salinities ([34 %).
Atmospheric transmissivity, upwelling and downwelling
radiances needed for the atmospheric correction of the
thermal data are obtained through the web-based Atmo-
spheric Correction Tool that is based on MODTRAN
(Barsi et al. 2003; Barsi et al. 2005).
The resulting atmospherically corrected SST data rep-
resent temperatures with an error of \1.3 K for the tem-
perature range of 270–330 K (Barsi et al. 2005). This error
applies to the accuracy of SST values during the conver-
sion from DNs with the normal atmosphere thickness,
where the sea surface is at mean sea level. The larger
atmosphere column for the present case of the DS (-400 m
msl.) causes a non-linear reduction of the absolute SST of
*2–4 K (Mallast et al. 2013; Stanhill 1990). Note that the
temperature represents the skin temperature of the water
and, therefore, less than 1 mm of the uppermost water
layer. This layer tends to be ca. 0.1 K colder than lower
water masses due to evaporative heat loss, sensible heat
flux and longwave radiation (Wloczyk et al. 2006; Donlon
et al. 2002).
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Further data processing included the identification and
extraction of images with surface-runoff influence using the
influence factor (IF) of Mallast et al. (2013) (see Appendix 2
in ESM for a detailed explanation). This factor describes the
difference of normalised mean SST within a radius of
1,000 m off wadi mouths and the central area of the DS
(defined by a 5 km distance perpendicular to any point of
the coastline). If surface-runoff as flash-floods with consis-
tent temperatures below the minimum temperature of the DS
occurs, the SST lowers significantly at wadi mouths while
the SST of the central area remains uninfluenced. This
results in a negative IF where values B-0.053 indicate an
influence through surface-runoff. In a first step, all data
below this value are excluded from further groundwater
studies. The second step includes the visual reassessment of
the images with IF values between -0.053 and 0 as small
negative values can be caused by both declining surface-
runoff influence and natural variability (Mallast et al. 2013).
The two-step IF analysis allowed the identification of 48
SST images influenced by surface-runoff, but also 51 SST
images that are not influenced (Appendix 1 in ESM).
The subsequent multi-temporal analysis to identify
groundwater inflows and the inter-seasonal groundwater
discharge variability is performed on the not-influenced
data as they represent an adequate basis for groundwater
investigations.
Within the multi-temporal analysis, two aspects have to
be considered to ascertain an optimal analysis. First, the
lateral retreat of the DS shoreline amounts to several tens
of meters per year in areas with minor sea bed inclination
such as at Ein Feshkha. This process possibly causes a
relocation of groundwater flow and hence of springs as
observed by Magal et al. (2010) and hinders an analysis
over the entire investigation period of 2000–2011. Sec-
ondly, groundwater flow is intermittent, thus requiring to
base the analysis on multiple SST data to assure reliable
and most of all representative results (Becker 2006; Mallast
et al. 2013). To account for both, minimal effect of the
natural retreat of the DS shoreline and a maximum of
available SST data, the authors consider biennial series.
Each series comprises 5–12 SST images (Fig. 2) on which
the maximum temperature range (DT) per-pixel is calcu-
lated. DT is defined as the difference between the maxi-
mum and minimum SST value. Previous investigations
showed this statistical measure to be most suitable to
investigate SST variability over time (Mallast et al. 2013).
The reason to analyse the temporal SST variability derives
from the fact that groundwater discharge affected areas
exhibit only a minor SST variability over time. The minor
variability derives from a thermal stabilization induced by
a spatial and temporal constant groundwater flux that
encompasses negligible water temperature variability
throughout the year. This continuous groundwater flux that
is enhanced by a constant density driven buoyancy estab-
lishes a floating layer at the DS surface. As groundwater is
permanently supplied, this floating layer gets continuously
Fig. 2 Temporal distribution of SST recordings (one grey section represents one SST image) and number of SST images (n) compiled to
biennial series
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regenerated. At the surface of this layer, the native
groundwater temperatures remain largely unchanged and
distribute up to tens of meters around the respective spring
outlet that in turn can be exploited to identify groundwater
discharge locations and temporal discharge variability.
Results and discussion
Identification of groundwater inflow
The authors focus on areas where groundwater discharge
can most likely be expected to investigate the influence of
groundwater discharge on the thermal distribution of the
DS. Those discharge areas are indicated in a previous study
during which Mallast et al. (2011) derived groundwater
flow-paths. Extending the flow-paths towards the DS
reveals six areas on each coast of the DS (Figs. 3, 4) where
proposed flow-paths intersect the shoreline and hence
where groundwater inflow occurrence is most likely. As the
surface-runoff was excluded during the pre-processing
step, all thermal anomalies with low DT values are
assumed to reflect groundwater affected areas (GAA). The
visually identifiable extent thereby directly mirrors
groundwater discharge volume at the respective location
(Mallast et al. 2013). The DT value most likely is a measure
for the emergence depth, ranging from terrestrial/very
shallow to deep spring discharge. Due to the intermittent
character of the groundwater discharge and the rather
coarse GSD of the SST data, especially small GAAs can
visually disappear over different biennial series. To present
the most complete result, the authors choose to depict the
biennial series, which best reflects the groundwater inflow
locations. Additionally, GAAs are classified by continuous
coast-parallel extent into: (1) large GAAs ([1 km in length
parallel to the coast), (2) small GAAs/single spots (\1 km
Fig. 3 Identification of inflow locations along the western DS
coast—colours indicate DT values per pixel for biennial periods
where blue represents small DT values, which indicates stable
groundwater inflow while red indicates high DT values caused by
external forces or the retreat of the DS shoreline—letter a–f refer to
respective discharge areas; the number behind indicates the chosen
biennial DT image which shows groundwater inflow best
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in length parallel to the coast) and (3) assumed/diffuse
GAAs to distinguish discharge magnitudes per GAA. All
sites with GAAs are subsequently coded with the area
where they occur and a running number.
Large GAA
From the observation of DT data along the entire coast, the
authors identify two locations representing large GAAs. Both
are located at the western coast of the DS (Fig. 3). The first
site (A1), located in discharge area A, exhibits DT values of
6.9–8.5 C and a continuous area of *3.4 km length parallel
to the coast and *300 m orthogonal to it. The second site
(C7), located in discharge area C, is characterised by small
DT values of 6.3–8.5 C. The extent parallel to the coast is
*2 km with an orthogonal extent of *200 m. A1 and C7
correspond to the spring areas of Ein Feshkha and Samar,
respectively, which are known to have several terrestrial
springs (white dots) discharging 82–94 9 106 m3 a-1 for
Ein Feshkha and 19–35 9 106 m3 a-1 for Samar (note that
the numbers originate from the IHS measurements and rep-
resent the minimum and maximum numbers between 2004
and 2011) (Guttman 2000; Laronne Ben-Itzhak and Gvirtz-
man 2005; IHS 2012). The fact that both thermally detected
sites spatially correspond to locations of in situ spring mea-
surements distinctively validates thermally inferred ground-
water discharge sites. This observation is further supported
by similar DT values derived for areas with a stabilised SST
through groundwater (Mallast et al. 2013). In fact, as the
relationship between in situ groundwater measurements and
thermal anomalies appears to be valid, the authors deduce
that at both northern ends of site (A1) and (C7) further
groundwater discharge occurs. No in situ measurements were
conducted at these locations, but DT slightly increases to
values \9.4 C over ambient groundwater uninfluenced
temperatures ([10 C). The authors presume that the
Fig. 4 Identification of groundwater inflow locations along the
eastern DS coast—colours indicate DT values per pixel for biennial
periods where blue represents small DT values, which indicates stable
groundwater inflow while red indicates high DT values caused by
external forces or the retreat of the DS shoreline—letter g–l refer to
respective discharge area; the number behind indicates the chosen
biennial DT image which shows groundwater inflow best
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observation of low DT values possibly shows an additional
groundwater discharge location of possibly submarine origin.
Small GAA/single spots
All discharge areas contain small or single spot GAAs with
similar DT values of 6.4–8.5 C as the afore-mentioned
large GAAs on the western coast (Fig. 3). Thermally
indicated sites B6, D10 and D11 spatially match in situ
measurements of spring discharge (note that B6 corre-
sponds to Kane spring area while D10 and D11 correspond
to the Qedem spring area). This verifies the spatial infor-
mation of inferred thermal anomalies for small GAAs also.
The GAA extents (B6 and D11: length *400 m/orthogo-
nal extent *150 m; D10 length 150 m/orthogonal extent
90 m) suggest less discharge compared to the afore-men-
tioned group and is verified by in situ measurements
(B6 * 6–9 9 106 m3 a-1 (IHS 2012 for 2004 to 2005);
D11 * 10 9 106 m3 a-1 (Shalev et al. 2007 for 2005);
D10 0.6 9 106 m3 a-1 (own measurements in 2011). The
latter discharge volume reflects only a minimum since
several field observations exhibited at least three submarine
springs (Fig. 1d) with an estimated sea surface diameter of
*10 m that probably contribute significantly to the ther-
mally indicated extent of site B6.
Further small GAAs are located at sites A2, B5 E14,
E15 and F16. All sites generally exhibit smaller extents
except for site A2 that is similar in extent to site D10.
Hence, taking site D10 as reference, a similar volume can
be assumed for site A2 and that the remaining sites (B5,
E14, E15, F16) groundwater discharge is lower by an order
of magnitude. On the other hand, the groundwater dis-
charge appears to be mainly of terrestrial/shallow origin,
applicable to all of these GAAs, since DT values
(8.1–9.0 C) are similar to afore-mentioned DT values
induced by terrestrial springs.
Despite being noticeable from the DT data, these loca-
tions remain unconfirmed as neither terrestrial springs are
reported nor could field observations in the years
2010–2011 directly confirm their existence. Sites E14 and
E15 could correspond to the Ein Yesha springs that are
mentioned in Guttman (2000) and Vengosh et al. (1991).
Site F16 seems also reasonable as Shalev et al. (2009)
suggest a NE-orientated hydraulic gradient from the
Ye’elim area towards the thermally indicated location at
the northern DS basin.
On the eastern coast, all discharge areas except for area F
show evidence of small GAAs/single spots. Descriptions of
groundwater occurrence from literature are not as exact as
on the western coast. This is most likely connected to the
steeper coastal morphology and bathymetry which might
predominantly result in submarine springs due to the
induced increased hydraulic pressure conditions. Closson
et al. (2010) and Akawwi et al. (2008) could prove the
occurrence of groundwater discharge at some locations that
spatially correspond to the thermally indicated small GAAs/
single spots with DT values of 6.3–8.7 C at sites G18, G19,
H24, I26-27, J28-29, and J34, respectively (see white dots
in Fig. 4). The spatial extents of site H24 (160 m parallel
and 70 m orthogonal to the coast, respectively) are similar
to site D10 on the western coast and thus a discharge vol-
ume of similar magnitude ([0.6 9 106 m3 a-1) is assum-
able. The two low DT value spots at site G19 have slightly
smaller extents (100 m parallel and 70 m orthogonal to the
coast). Consequently, the discharge volume appears to be
slightly smaller than for site H24. Site H27 on the other
hand has a spatial extent of 300 m parallel and 120 m
orthogonal to the coast indicating a higher discharge vol-
ume. All three mentioned GAAs (G19, H24, H27) are
characterised by DT values of 6.9–8.7 C and a direct
connection to the coast. Both aspects commend to a shallow
or terrestrial emergence that applies for sites G18, I28 and at
least the northern end of site I29 also. Most parts of sites I29
and J34 display similar DT values (7.5–8.4 C) but do not
have a direct connection to the coast, which suggests a
deeper submarine emergence. For these locations, it is dif-
ficult to approximate discharge magnitudes, since neither
the required thermodynamic mechanisms and parameters
nor the exact emergence depth are known.
Beside the GAAs that spatially correspond to reported
groundwater occurrences, sites G20, G21, G23 and K37
reflect thermal anomalies with DT values of 6.9–8.5 C that
point at continuous groundwater discharge. Yet these sites
are not mentioned in literature. The near-shore location
suggests these sites to have a shallow/terrestrial emergence.
Site G23 represents an exception since it has no direct
connection to the coast and is probably of submarine ori-
gin. However, the extents differ considerably. Whereas
sites G20, G21 and G23 display small spatial extents with
\100 m parallel and \60 m orthogonal to the coast and
hence a small discharge magnitude, site K37 has a similar
extent (parallel to the coast 150 m and orthogonal to it
90 m). This extent is comparable to site G19 why the
authors assume a similar magnitude of discharge also. The
authors furthermore suggest that all of these GAAs reflect
groundwater discharge. Nonetheless, these GAAs are
unconfirmed due to missing ground information.
Moreover, it should be mentioned that site G17, which
falls into the group of small GAA, probably does not reflect a
GAA. Instead, it represents discharge from the Jordan River
as the coordinates correspond to the location of its mouth.
Assumed/diffuse GAAs
This class contains all GAAs that cannot clearly be distin-
guished based on homogenous small DT values and yet
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display certain peculiarities noteworthy to mention. Based
on these peculiarities they can be allocated into three groups.
The first group contains hardly visible GAAs. Sites B3,
B4 and C9 are located on the western coast and I30-32 on
the eastern coast. All GAAs of this group on the western
coast are characterised by extents \4 pixel (pixel size:
30 9 30 m) and DT values of 8.9–9.5 C emphasised by
high ambient DT values ([10 C). The slightly higher
DT values might indicate low groundwater discharge. The
small contrast to ambient SST represents an unfavourable
condition. Thus, the authors suggest these sites to be
allocated to ‘‘assumed GAAs’’ requiring further ground-
truth data. This is in contrast to the GAAs on the eastern
coast (sites I30-32). Here, GAAs are also characterised by
similar DT values of 8.1–9.2 C, exhibiting, however, lar-
ger connected extents ([6 pixel). Additionally, all of these
sites are verified by already confirmed groundwater dis-
charge locations (Akawwi et al. 2008). Hence, the authors
suggest the eastern GAAs of this group to truly reflect
groundwater discharge. The emergence is probably sub-
marine with very low discharge magnitudes causing
DT values of 8.5–9.5 C.
The second group comprises heterogeneous GAAs with
large extents (1–2 km parallel and *500 m orthogonal to
the coast, respectively). Site D12 on the western coast
and sites G22, H25, and F38 on the eastern coast belong to
this group. Akawwi et al. (2008) report a submarine
groundwater inflow for site H25 that verifies our finding.
The same applies to site F38, where extensive studies of
Closson (2005) and Closson et al. (2010) report landslides,
subsidence and sinkhole occurrences that directly or indi-
rectly depend on shallow groundwater flow and dynamics.
Both verifications indicate these GAAs to have a ground-
water origin. The question remains why these GAAs dis-
play slightly increased and heterogeneous DT values
(8.2–8.9 C). The missing direct connection to the shore of
all (except for site G22) indicates a submarine origin. At all
locations (except for site F38), the bathymetry is unequally
steep. These GAAs are located at the -450 m msl. isoline
on both coasts (Fig. 1), which means a water depth of
around \35 m (taking the DS level of -415 m msl. of
2001 and -417 m msl. of 2005). Ionescu et al. (2012)
describe the occurrence of submarine springs up to a depth
of *30 m. Hence, from a hydrostatical perspective, this
observation indicates these GAAs to be generally reason-
able. The slightly higher DT values that characterise this
group could have two origins. First, as the groundwater
ascents due to different densities, a heat exchange between
the DS water and the discharging and ascending ground-
water occurs. This partly changes the original temperature
of the groundwater to the DS water. Most of the DT data
are recorded in summer months, during which the DS has a
temperature of 32-35 C. The resulting DT between DS
water and groundwater amounts to 4-7 C. The density
driven buoyancy of the groundwater yields a velocity of
*0.4 m s-1 and hence a travelling time of *75 s for
emerging water at a depth of 30 m (deepest observed
submarine spring) (Ionescu et al. 2012; Mallast et al. 2013).
Complete temperature equilibrium within the short travel-
ling time is, therefore, unlikely. A certain temperature
adaption, however, can be assumed.
Second and probably more decisive is the influence of
different limno-physical mechanisms (e.g. currents, tem-
perature diffusion, etc.) on the ascending groundwater.
These mechanisms might influence the vertical flow caus-
ing the circular pattern at the sea surface to move in hor-
izontal dimensions by some meters over a longer time
period. The movement could be repeatedly observed in the
field and may explain why springs with submarine origin
are thermally unequally clearly visible on the sea surface
compared to groundwater that discharges in shallow areas.
The third group encompasses GAAs that are character-
ised by a near-shore cluster of high DT with values of
10.5–12.2 C, which differ from ambient SSTs. This is in
contrast to the aforementioned analysed characteristic that
steady groundwater discharge with large discharge volume
stabilizes ambient SSTs that subsequently cause low
DT values.
However, several of these GAAs are observed at both
coasts (sites C8, E13, J33, J35 and J36) that match inde-
pendent groundwater discharge observations and in situ
measurement locations (Figs. 3, 4). It is known from the
IHS measurements in 11/2004 that at the location of site C8
several springs exist with minor discharge volumes of
\0.015 9 106 m3 a-1, while only two springs exhibit
discharge volumes of 0.3–0.5 9 106 m3 a-1, respectively.
Due to these very small discharge volumes that are dis-
tributed along a shore strip of [1 km and mostly along
coarse grained wadi fans the authors hypothesise that these
rather diffusely discharging springs with low flow
dynamics (Fig. 5) and quantity stabilize only a small fringe
along the DS coast. This fringe cannot be resolved by the
coarse GSD of the SST data. In periods with increased
discharge, due to, e.g. the flushing effect, the thermally
stabilised area increases and is captured by the SST data
subsequently, despite the coarse GSD. As a consequence,
the alternation of both discharge situations could lead to
higher observed DT values.
Akawwi et al. (2008) reported groundwater discharge
locations for two of the GAAs on the eastern coast (sites
J35 and J36) that validate our findings. Hence, the authors
suggest that this thermal pattern potentially indicates
groundwater discharge, with mostly diffuse emergence and
small discharge magnitudes.
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Hence, on the positive side the authors conclude that
(i) All discharge areas (A-L) indicated through previ-
ously inferred groundwater flow-paths exhibit GAAs.
(ii) 37 exact locations could be identified, where ground-
water discharge occurs along both coasts.
(iii) The findings spatially match available in situ mea-
surement locations or ground observations.
(iv) 15 concrete indications for spring locations could be
provided where so far groundwater discharge was
unknown to occur.
(v) GAA extents and location with respect to the coast
and DT values provide an indication of discharge
magnitude and probable origin.
Also noticeable are 8 IHS measurement locations between
sites B5, B6 and 8 own spring measurements in 2011 south of
site E12, where neither low nor distinctive high DT values at
the same longitude are present. Most of these show discharge
volumes of 0.02–0.18 9 106 m3 a-1. Only two springs in
discharge area B and two in discharge area E exhibit values of
0.23–0.41 9 106 m3 a-1. From this fact, the authors would
argue that the applied thermal analysis based on coarse GSD
satellite data has a clear limitation if it comes to the identi-
fication of discharge volumes with a magnitude of
\0.4 9 106 m3 a-1. If the intention is to identify all
groundwater inflow independent of quantity, the authors
suggest using airborne thermal imaging as it is applied in the
study of Akawwi et al. (2008). For the detection of larger
discharge volumes, the applied multi-temporal thermal
satellite data prove a successful applicability.
Inter-biennial groundwater discharge variability
With the exact spring locations identified, the temporal
discharge variability is being analysed for the years 2000 to
2011. Due to the variability in discharge volume, some
discharge areas display no visually delimitable GAAs.
Hence, the focus is set on GAAs that are continuously
distinguishable throughout the entire investigation period.
These GAAs are located in discharge areas A-C on the
western coast and H and J on the eastern coast.
The SST data included in all series are recorded between
March and October (Fig. 2). Hence, the results reflect the
same hydrological time of the year and imply compara-
bility between biennial series. Within each series, the
DT values are Gaussian distributed where the groundwater
caused lower DT values display below the 95 percentile of
the normalised DT. This threshold and the constraint for the
GAAs to have a minimum Euclidian distance of 120 m (4
pixels) to the coast are taken to delineate the GAAs in the
respective series. Both parameters allow the determination
of the temporal evolution of groundwater discharge quan-
titatively in which GAA extents are proportional related to
groundwater discharge volume.
Western coast
The GAA extent and hence the groundwater discharge
derived from the DT data indicate a significant but unsteady
decrease in all discharge areas during the observation span
(Fig. 6). For discharge area A, which corresponds to the
spring area of Ein Feshkha, the behaviour of the GAA extents
exhibits a three-steps change. From 2000 to 2001 to 2002 to
2003, the GAA decreases from 2.41 to 0.68 km2. It then
remains constant for the subsequent 2004–2005 series
(0.69 km2). The following two series again show a signifi-
cant decrease to [0.14 km2 before the GAA increases to
0.83 km2 during 2010–2011 (Fig. 6). For the years
2004–2011, IHS spring measurements show an identical but
less pronounced behaviour except for the last increase that
will be discussed later. Mean total measured groundwater
discharge decreases almost linearly from 71.0 9 106 m3 a-1
during 2004–2005 to 60.2 9 106 m3 a-1 during 2008–2009
series (Fig. 6).
Discharge area B/C (lower row in Fig. 6) shows a dif-
ferent behaviour. The changeover from 2000–2001 to
2002–2003 demonstrates a similar GAA decrease from
3.24 to 0.08 km2 as in discharge area A (Fig. 6). The fol-
lowing series (2004–2005) unlike discharge area A exhibits
an increase to 0.42 km2. This surface remains stable during
2006–2007, but unlike discharge area A, it decreases to
0.05 km2 until the 2008–2009 series. The last changeover to
Fig. 5 Observed groundwater
inflow at the tip (a) and a
northern section (b) of the Wadi
Darga fan (GAA site C8/Samar
spring area)
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the 2010–2011 series behaves similarly as it exhibits an
increase. Comparing the total GAA to the IHS spring
measurements reveals an analogous behaviour. The mean
total spring discharge (QKane and QFeshkha accumulated) of
37.6 9 106 m3 a-1 during 2004–2005 is similar to
41.1 9 106 m3 a-1 during the 2006–2007 series, before it
decreases to 30.4 9 106 m3 a-1 during 2008–2009 (Fig. 6).
These numbers suggest that if one takes the IHS measured
terrestrial spring discharge into account only the always
reported rigid discharge ratio of 2:1 between Ein Feshkha
(discharge area A) and Kane/Samar (discharge area B/C) is
true. In contrast, our results that also include submarine
springs suggest that the discharge ratio between both areas
can vary inter-annually between 8:1 and 1:3 (Fig. 6).
There is a further interesting observation next to the
variation in groundwater discharge rates. Our temporal
comparison suggests variable groundwater discharge
locations across time. In discharge area A, for example, an
inflow is apparent along the entire bay structure during
2000–2001 (Fig. 6). During the following two series inflow
only occurs along the northern and central part of the bay.
Emergence gradually starts to disappear from the north
over the subsequent two series leaving only inflow loca-
tions at the bay centre. Magal et al. (2010) report similar
findings and describe the gradual drying out of northern
springs at the Ein Feshkha Nature Reserve. In contrast,
during the last series (2010–2011) the springs seem to
reappear along the entire bay. The same phenomenon takes
place in discharge area B/C where a shift of groundwater
inflow locations from north to south is visible between
2004 and 2007. The dis- and reappearance of springs along
this strip of discharge area B/C was also observed during
several field observations during the years 2009–2011,
which supports the results obtained from the multi-tem-
poral thermal analysis.
The authors hypothesise that this change is not only a
result of different recharge amounts and areas. It might
additionally indicate the formation of new preferential
Fig. 6 Temporal variability of discharge behaviour per biennial
series between 2000 and 2011 at the example of identified areas A and
B/C. DT values per pixel of the SST data in the respective series
shown are with bluecolours indicating low DT values and hence GAA
and red colours indicating high DT values with highly variable
temperatures and no groundwater influence. Numbers in the lower
right corner represent the total area of the GAA while the numbers in
the upper left corner represent IHS mean measured spring discharge
in the respective series. Red, Yellow and blue dots represent IHS
measured spring discharge of B0.1 3 106 m3 a-1 (blue), [0.1–
B1.0 3 106 m3 a-1 (yellow) and[1.0 3 106 m3 a-1 (red). Note that
the white solid line represents the coast line of the last image of the
series
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flow-paths triggered by the lowering of the DS and the
location of narrow fault- and folding zones described by
Enzel et al. (2000). Groundwater potentials adjust to the
dropping of the DS level. This could lead to the activation
of a lower lying fault zone as preferential flow-path, which
could slightly differ in orientation than overlying fault
zones. Or, the internal folding of this zone governs the
flow-direction and hence the discharge location.
The fact that the 2000–2001 and 2010–2011 series differ
in appearance from the remaining series 2002–2003 until
2008–2009 is also striking. While DT data of the latter
series show distinct discharge points that mostly corre-
spond to high quantity spring discharge (see red points in
Fig. 6), the 2000–2001 and 2010–2011 series show a spa-
tially continuous discharge over large areas. This phe-
nomenon is probably due to the flushing effect (Kiro et al.
2008) that will be discussed later.
Plotting the GAA of the respective series against the
calculated recharge (Fig. 7) using the empirical formula
given in Guttman (2000) (Appendix 3 in ESM) reveals a
similar curve progression with a delayed response time of
one series. This similarity is supported by high index of
agreement (d) values (index varies between 0 and 1, where
1 indicates a perfect fit of curve progression and 0 indicates
no fit (Willmott 1981)) of d = 0.71 for Ein Feshkha and
d = 0.66 for Kane/Samar (Appendix 4 in ESM). Recharge
curve and spring discharge from IHS measurements for
Kane/Samar also display a conform behaviour. In contrast,
the recorded Ein Feshkha groundwater discharge rate
shows an almost linear decrease and hence a non-conform
behaviour with respect to the average biennial recharge.
This might indicate a different hydrological system with
multiple input sources than only recharge from the Judean
mountains.
The GAA curve and recharge curve are dissimilar dur-
ing 2000–2001 and 2010–2011. It is striking that concur-
rently, the lake level drops at a maximum of 1.5 m and
1.6 m during these series. Both numbers are above the
long-term average drop of 1 m. For this situation with
above average drops of the lake level, Kiro et al. (2008)
and Yechieli and Sivan (2011) propose an increased dis-
charge due to the contribution of old brines (flushing
effect) that could explain the larger GAAs.
Hence, the authors hypothesise that the larger GAAs
during both periods are a consequence of the so far
unobserved flushing effect. The flushing of old brines is
Fig. 7 Comparison of GAA per
identified areas A (equivalent to
Ein Feshkha) and B/C
(equivalent to Kane/Samar)
against the mean recharge
amount calculated using rainfall
information [mm a-1] of
Jerusalem station and the
empirical equation from
Guttman (2000) and the mean,
maximum and minimum DS
level drop per series
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connected to the availability of void spaces to temporarily
store water. With the recently exposed Quaternary uncon-
solidated sandy and clayey lake sediment areas along the
entire coastline, this possibility is given and in turn induces
an increased discharge over large areas rather than at dis-
crete points. Observations based on the thermal GAA
indications show that both discharge areas A and B/C
exhibit theses assumed continuous discharge appearance.
This supports the hypothesis of an occurring partial flush-
ing mainly during the 2000–2001 and 2010–2011 series.
Eastern coast
Unlike at the western coast, the discharge areas H (Wadi
Zarka Ma’in and Zara) and J (Wadi Mujib) along the eastern
coast do not display a homogeneously decreasing trend.
Instead, area H (upper row in Fig. 8) shows a sinusoidal
course of decreasing and increasing GAA, whereas the GAA
in area J (lower row Fig. 8) increases until 2004–2005 and
decreases from thereon. Striking is the GAA in discharge
area H in the 2000–2001 series that is with 0.6 km2 signif-
icantly higher than GAAs of the subsequent series. The same
series provides an indication that the flushing effect of old
brines occurs on the eastern coast also. The reason is the
continuous appearance of GAAs in contrast to remaining
series with rather distinctive discharge locations analogously
to the discharge areas A and B/C on the western coast during
the same 2000–2001 series.
In discharge area J, higher DT values can be observed
along the entire coastline. As this observation indicates
diffuse discharge with minor volumes (see Sect. 4) and as it
occurs over a continuous spatial extent along the coast, the
authors assume this pattern to be caused by the flushing
effect. The topography may be responsible for the low dis-
charge quantities. Unlike the western coast, the eastern coast
exhibits steep slopes that extend offshore, with generally
non-existent or less developed Quaternary lake sediments
(Closson et al. 2010). This, in turn, means less void spaces
compared to the western coast, and hence lower quantities of
groundwater which are temporarily stored and available for
flushing from unconsolidated sediments.
Plotting the derived GAA against the calculated recharge
depth (Fig. 9) with the empirical formula given in Guttman
(2000) (Appendix 3 in ESM) reveals a similar curve
Fig. 8 Temporal variability of discharge behaviour per biennial
series between 2000 and 2011 demonstrated on areas H and J.
DT values per pixel of the SST data of the respective series are shown
with blue colours indicating low DT values and hence GAA and red
colours indicating high DT values with highly variable SSTs and no
groundwater influence. Numbers in the lower right corner represent
the total area of the GAA. Note that the white solid line represents the
coast line of the last image of the series
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progression and the same response time-shift of one series as
on the western coast. The similarity is supported by good-
ness-of-fit values of d = 0.67 for area H and d = 0.86 for
area J (Appendix 4 in ESM). These numbers correspond to
those derived on the western coast and indicate that the
recharge-GAA relationship is applicable. Figure 9 also
reveals the flushing effect to occur in the earliest series
2000–2001 for discharge area H due to the above average
drop of the DS level of 1.5 m. As observed on the western
coast, a shift of discharge locations is also partly visible on
the eastern coast at the example of discharge area J. There,
the inflow varies from the tip of the Wadi Mujib fan to the
north and to the south. Similar to the western coast, the
hydro-geological system may change locally with the drop
of the DS level establishing new flow-paths and inflow
locations.
Remarks on the temporal behaviour and quantification
of groundwater discharge
The congruency between curve progressions of recharge
and GAA extents suggests a direct relationship. Hence, it
once again confirms our hypothesis that it is possible to
derive information on the temporal groundwater discharge
behaviour using thermal satellite data (2013).
Following Ou et al. (2009), who proved a direct rela-
tionship between area of discharge plume (in the present
case GAA) and discharge quantity, it appears to be possible
to derive absolute volumetric quantities based upon the
GAAs. However, for the present case, the authors consider
the absolute quantification to be unfavourable due to the
following reasons:
1. GAAs comprise discharge from terrestrial springs and
an unknown discharge dimension from submarine
springs and old-brine flushing.
2. Diffuse groundwater discharge with discharge\1–5 9
106 m3 a-1 as shown in Fig. 4 cannot be reliably
resolved due to the coarse GSD of the satellite data.
3. The GAA delineation might miss areas induced by
groundwater where the thermal contrast is insufficient
or which are not directly located at the coast.
All points influence a reliable and concrete statement
regarding absolute quantities. Hence, the authors suggest
applying satellite data at unmonitored locations only semi-
quantitatively as pursued during this study.
Fig. 9 Comparison of GAA per
identified areas H and J against
the mean recharge amount
calculated using rainfall
information [mm a-1] of
Amman station and the
empirical equation from
Guttman (2000) and the mean,
maximum and minimum DS
level drop per series
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Our results reveal that
1. Rigid ratios of discharge volumes between different
spring areas (e.g. ratio of 2:1 for Ein Feshkha 60–70 9
106 m3 a-1 to Kane/Samar 30–40 9 106 m3 a-1) have
to be reconsidered if discharge from submarine springs
and old-brine flushing is included
2. A hydraulic change in the existing hydro-geological
system as a result of the drop of the DS level likely
induces changes in the discharge location.
3. The response time between recharge area and dis-
charge locations is less than two years.
4. The so far unobserved flushing effect occurred at least
during 2000–2001 and 2010–2011 along both coasts.
This confirms the proposed and modelled additional
water contribution of old DS-brines as a consequence
of an above average DS level drop (Kiro et al. 2008;
Yechieli and Sivan 2011).
Conclusion
Six potential groundwater discharge areas were identified on
each coast, where general groundwater flow-paths (Mallast
et al. 2011) intersect the DS coastline. All discharge areas
exhibit thermal anomalies with different extents at the sea
surface and hence represent groundwater discharge. This
causality proves the structural control of groundwater flow in
this area similar to the results of Shaban et al. (2005) in
Lebanon. Based upon the abundance of thermal anomalies
(termed groundwater affected areas—GAA) so far reported
general spring areas could be concretised to 37 specific
groundwater discharge sites along the entire coast. These
sites spatially correspond to available discharge observations
from field campaigns, in situ measurements or literature
reports that validate our findings. Beyond that, our results
provide indications for further groundwater discharge sites,
spring types and discharge magnitudes along the entire coast
that are so far not reported.
The temporal variability of the GAAs suggests a direct
relationship to natural groundwater recharge as both display
an analogous curve progression over the investigated period
of 2000–2011. This proves our hypothesis that thermal
satellite data are suitable to analyse discharge variability
over defined time units despite the coarse GSD. It also
reveals reported rigid ratios of discharge volumes between
different spring areas not to be true at all times. Partially
significantly different ratios exist if the total discharge (ter-
restrial, submarine and flushing of old brines) is considered.
Moreover, the drop of the DS level provokes a change of
the hydrogeological system that leads to changes in
groundwater discharge locations. During periods with
above average DS level drop, an increased groundwater
discharge over large areas can be observed. This is in
contrast to periods with below average DS level drops
during which discharge is limited to discrete locations. The
increased continuous discharge is probably a consequence
of the temporarily stored flushing of old brines from sed-
iment-voids. This flushing effect matches assumptions of
Yechieli and Sivan (2011) and modelling results of Kiro
et al. (2008) who describe the same causality.
Although GAA and discharge quantities have a direct
relationship, absolute discharge quantities cannot be reli-
ably deduced. This is mainly due to the fact GAAs contain
an unknown discharge dimension from submarine springs
and old-brine flushing. A further reason applies to the
coarse GSD of the satellite data set. This allows localising
and assigning discharge magnitudes to larger GAAs, but
groundwater discharge magnitudes \1 9 106 m3 a-1 can
only be qualitatively localised.
Hence, from our perspective, the obtained discharge
locations subsequently can be used as detailed boundary
condition within groundwater modelling of this region or
for further applications aiming at a sustainable groundwa-
ter management. The possibility to infer relative discharge
variability might also be valuable for management con-
cerns as it represents a cost-effective and fast method to
monitor groundwater discharge behaviour over time. If it is
intended to obtain absolute groundwater discharge quanti-
ties by means of remote sensing, the authors suggest using
data with higher GSD, from, e.g. airborne platforms, and to
parallel measure in situ groundwater discharge volumes
(Danielescu et al. 2009) or to determine the discharge
through mass balances (Johnson et al. 2008).
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Rödiger T, Dittmar T, Oren A, Geyer S, Stärk H-J, Sauter M,
Licha T, Laronne JB, de Beer D (2012) Microbial and chemical
characterization of underwater fresh water springs in the Dead
Sea. PLoS ONE 7(6):e38319. doi:10.1371/journal.pone.0038319
Johnson AG, Glenn CR, Burnett WC, Peterson RN, Lucey PG (2008)
Aerial infrared imaging reveals large nutrient-rich groundwater
inputs to the ocean. Geophysical Research Letters 35(15):L15606
15601–15606. doi:10.1029/2008gl034574
Kiro Y, Yechieli Y, Lyakhovsky V, Shalev E, Starinsky A (2008)
Time response of the water table and saltwater transition zone to
a base level drop. Water Resour Res 44(12):W12442 12441–
12415. doi:10.1029/2007wr006752
Laronne Ben-Itzhak L, Gvirtzman H (2005) Groundwater flow along
and across structural folding: an example from the Judean
Desert, Israel. J Hydrol 312(1–4):51–69. doi:10.1016/j.jhydrol.
2005.02.009
Lensky NG, Dvorkin Y, Lyakhovsky V, Gertman I, Gavrieli I (2005)
Water, salt, and energy balances of the Dead Sea. Water Resour
Res 41(12):W12418. doi:10.1029/2005wr004084
Magal E, Weisbrod N, Yakirevich A, Kurtzman D, Yechieli Y (2010)
Line-source multi-tracer test for assessing high groundwater
velocity. Ground Water 48(6):892–897. doi:10.1111/j.1745-
6584.2010.00707.x
Mallast U, Gloaguen R, Geyer S, Rödiger T, Siebert C (2011)
Derivation of groundwater flow-paths based on semi-automatic
extraction of lineaments from remote sensing data. Hydrol Earth
Syst Sci 15(8):2665–2678. doi:10.5194/hess-15-2665-2011
Mallast U, Siebert C, Gloaguen R, Friesen J, Rödiger T, Geyer S,
Merz R (2013) How to identify groundwater caused thermal
anomalies in lakes based on long-term medium resolution
images in semi-arid regions. Hydrological Earth System Sci-
ences (HESS) (submitted)
McFeeters SK (1996) The use of the normalized difference water
index (NDWI) in the delineation of open water features. Int J
Remote Sens 17(7):1425–1432. doi:10.1080/0143116960894
8714
Mejı́as M, Ballesteros BJ, Antón-Pacheco C, Domı́nguez JA, Garcia-
Orellana J, Garcia-Solsona E, Masqué P (2012) Methodological
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Chapter 6  
Qualitative and quantitative refinement 
of groundwater discharge 
6.1 Prologue 
The previous article clearly shows the applicability of free-of-charge satellite thermal 
data to qualitatively and quantitatively infer information on groundwater discharge over 
large spatial scales. In a complementary approach we conducted an airborne thermal 
campaign in order to extend our validation basis from discrete in-situ observed 
groundwater discharge locations to an independent spatially continuous reference. 
Simultaneously, the individually definable flight altitude and hence the resulting high 
spatial resolution allows also to refine our satellite-based results and to detect single 
springs. This includes terrestrial but moreover submarine springs from which neither 
abundance nor exact locations are known. These information complement our previous 
results and provide a reliable basis for a subsequent sustainable groundwater man-
agement.  
The question that remains and that could not be clarified with the satellite product is 
whether we can relate the resulting thermal discharge plume from the airborne thermal 
data to respective in-situ measured discharge volumes? Danielescu et al. [2009] and 
Roseen [2002] were able to establish a relationship between both in estuaries at Prince 
Edward Island, Canada and Great Bay Estuary, New Hampshire respectively. Both 
environments are significantly different from the present investigation area in terms of 
tidal influence, density differences between discharging groundwater and surface water 
and discharge site abundance. If it is possible establish a similar mathematical rela-
tionship despite the different conditions it would provide a quantitative discharge figure 
for the entire western DS coast that does not exist yet.  
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Abstract 
Water resources in the surrounding area of the Dead Sea depend to a large degree on 
groundwater supplying the increasing domestic and agricultural demands. Yet, infor-
mation on groundwater loss into the hyper saline Dead Sea are scarce. A qualitative 
and quantitative monitoring of groundwater discharge could be one option for clarifica-
tion. However, the classical approach of in-situ measurements is intensive in terms of 
time, labour and cost if it is intended to cover large spatial scales. To test the feasibility 
of an alternative approach we conducted an airborne thermal campaign along the 
north-western coast of the Dead Sea in 01/2011. The measurement principle is based 
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on thermal contrasts between the temperatures of discharging groundwater compared 
to the background temperature of the Dead Sea.  
Against this background principle we could identify 72 discharge sites from which 
only 42 were known from in-situ measurements at terrestrial springs from the Israel 
Hydrological Service. Six further locations represent submarine springs and at 24 loca-
tions groundwater appears to seep through the sediment. Although the abundance 
number of the latter suggests a significant but so far unknown groundwater contribu-
tion, the main contribution originates from terrestrial springs. 
In an attempt to provide a quantification approach for the terrestrial spring type we 
develop a linear ordinary least square model between in-situ spring discharge data and 
the resulting 2D-thermal discharge plume (R²=0.88 p<0.001). While the result appears 
promising and could be applied to derive discharge values at unmonitored sites also 
we outline several influence factors that need to be clarified prior to propose a robust 
and reliable model that is able to efficiently derive a complete quantitative picture of 
groundwater discharge.   
1 Introduction 
The surrounding area of the Dead Sea (DS) heavily relies on groundwater as major 
water resource for domestic and agricultural water supply [Feitelson, 2005]. Some au-
thors even state that current groundwater abstraction exceeds available resources 
which would imply overexploitation [a.o. Feitelson, 2005; Weinberger et al., 2012]. This 
constellation requires sustainable groundwater management to ascertain water availa-
bility for future generations. Knowledge of uncontrolled groundwater loss is essential 
for any future planning options [Seward et al., 2006]. Yet, existing groundwater dis-
charge estimates for the western DS coast provide discrepant numbers varying be-
tween 30 and 96∙106m3a-1 [a.o. Guttman, 2000; Laronne Ben-Itzhak and Gvirtzman, 
2005; Lensky et al., 2005; Stiller and Chung, 1984]  
In order to obtain better quantified discharge volumes the Israel Hydrological Ser-
vice (IHS) initiated a monitoring programme [Galili, 2012b]. Within the programme 
groundwater discharge is measured biannually at terrestrial springs of the main spring 
areas Ein Feshkha, Kane and Samar. These springs are favourable discharge meas-
urement locations since they allow a quantitative assessment of the discharge of large 
catchments at individual well defined locations (e.g. intersecting fault zones). It is as-
sumed that at these intersections groundwater emerges and discharges via erosion 
channels into the DS. The continuous discharge measurement allows insight into 
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groundwater flow dynamics. However, IHS measurements cover only ca. 50 % of the 
western DS coast and do not yet account for discharge of the second spring type, i.e. 
submarine springs [Ionescu et al., 2012]. Although increasingly observed, their contri-
bution could not be determined so far mainly due to the problem of direct measurement 
of submarine discharge. Moreover, the total abundance and the exact positions are yet 
unknown. For the planning of sustainable groundwater management this type of infor-
mation is required.  
To provide information on unknown submarine spring locations and to test if possi-
bly an alternative groundwater discharge mapping approach provides comparable re-
sults we pursued an airborne thermal campaign in 01/2011 covering the northwestern 
part of DS coast (Ein Feshkha) where all springs types exist. Different authors have 
shown that thermal data possess a potential in obtaining groundwater discharge infor-
mation across large spatial scales. This type of information comprises the localisation 
of submarine groundwater discharge [Akawwi et al., 2008; Mejías et al., 2012; Shaban 
et al., 2005] and the respective quantification [Danielescu et al., 2009; Johnson et al., 
2008; Roseen, 2002]. The latter approach shows that it is possible to infer groundwater 
discharge amounts based on a linear [Roseen, 2002] or logarithmic [Danielescu et al., 
2009] relation between the area of the discharge caused by thermal plumes and in-situ 
measured discharge volumes. 
Hence, based on the obtained airborne thermal data one objective of the present 
study is to identify all groundwater discharge locations within the study area, particular-
ly with submarine origin. The results are compared to in-situ obtained IHS data eluci-
dating and discussing the applicability of airborne thermal data to provide a complete 
qualitative picture of discharge locations. The second objective exploits the quantitative 
synergies of in-situ volumetric spring discharge measurements and 2D-airborne ther-
mal data. The intent is to test the applicability to obtain discharge rates from single 
springs based on thermal data only, but at the same time to discuss advantages and 
limitations that might arise in parallel. Both objectives provide essential information in 
order (i) to develop a spring discharge inventory including a spring characterization and 
(ii) the chance to possibly monitor groundwater discharge for the entire western Dead 
Sea coast in an efficient manner. These information in turn, represent the basis to es-
tablish a sustainable groundwater management of the western catchment of the DS. 
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2 Study area 
The DS is a terminal lake situated in the Jordan Dead Sea Graben surrounded by 300-
500 m high escarpments formed by normal faults [Gardosh et al., 1990]. Ein Feshkha 
is the largest known spring area located at the northwestern part of the DS. Emerging 
groundwater originate from two main aquifers. The first, the Judea Group Aquifer, is 
comprised of limestone and dolomite rocks from upper and lower Cretaceous ages and 
divided into an upper and lower sub-aquifer. It is replenished mainly in the region of the 
Judean Mountains that reflect the outcrops of this aquifer [Guttman, 2000]. The second 
aquifer, the Coastal Alluvial Aquifer developed during Quaternary age within the Jor-
dan-DS Graben and is composed of aragonite, gypsum and clay varve sediments. At 
wadi outlets, this main type of background facies is intercalated with gravel, sand and 
pebble deposits (Gardosh et al. 1990). Groundwater within this aquifer is replenished 
through the Judea Group Aquifer and possesses a negligible replenishment from pre-
cipitation. 
Faults and folds with mainly E-W and SW-NE orientations control the general 
groundwater flow in the Cretaceous aquifers. Within the coastal alluvial aquifer the 
general flow-direction partly changes as Holocene structural features have ESE-WNW 
orientations with extensional directions of NNE-SSW [Enzel et al., 2000]. Due to the 
structural control groundwater emerges at distinct locations. Several authors describe 
the spring areas of Ein Feshkha, Kane/Samar, Qedem and Ein Gedi (Figure 1-A) [a.o. 
Guttman, 2000; Laronne Ben-Itzhak and Gvirtzman, 2005]. These areas are mainly 
characterized by aforementioned terrestrial springs that subsequently form erosion 
channels due to the lowering of the DS (Figure 1-B). The second spring type, subma-
rine springs, emerge at the sea bottom at least down to a depth of 30 m [Ionescu et al., 
2012]. The density differences between emerging groundwater (1.00-1.19 g∙cm-3) and 
DS water (1.234 g∙cm-3) trigger a continuous density driven upward buoyancy flow of 
the emerging groundwater. When rising groundwater approaches the sea surface it 
becomes visible as a circular upwelling pattern [Munwes et al., 2010] (Figure 1-C).  
The temperature of the emerging groundwater varies along the entire coast de-
pending on the mixing proportions of the water from the respective aquifers. Typical 
groundwater temperatures of both aquifers are 26-28 °C [Shalev et al., 2009; Vengosh 
et al., 2007]. Own measured temperatures at the springs display yearly constant values 
ranging from ~25-29 °C (Ein Feshkha), to ~25-30 °C (Kane), to ~28-30 °C (Ein Gedi), 
to ~41-44 °C (Qedem) independent of spring type. In contrast, the DS surface tempera-
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ture follows the yearly air temperature course. This consequentially leads to Dead Sea 
minimum temperatures of ~22 °C between December and March and to maximum 
temperatures of ~33 °C between July and September, respectively [Hact and Gertman, 
2003]. The dynamic change of DS water temperature over the year evokes a thermal 
contrast to the constant groundwater temperatures. This contrast approaches maxi-
mum values (>3 °C) in high winter and high summer periods and subsequently allows 
the thermal identification of groundwater discharge. 
 
Figure 1  Study area overview (A: blue area represents DS in the year 2000; numbers repre-
sent spring areas 1=Ein Feshkha, 2=Kane/Samar, 3=Qedem, 4=Ein Gedi); solid light 
blue arrows show general groundwater flow-paths after Mallast et al. 2011; solid 
white lines indicate 50 m contour lines of the bathymetry after Hall (2000); 
black/white rectangle represents the here presented thermal data from the airborne 
campaign in 01/2011; Photos: both illustrate spring types representative for the study 
area – B shows the outlet of an upstream located terrestrial spring and C shows the 
circular surface expression of a submarine spring (source photo D: Munwes et al., 
[2010])   
3 Data and Method 
Airborne Campaign 
The airborne thermal campaign was conducted in January 2011. Although the entire 
western DS coast was covered during 4 night flights (January 11th/13th/16th/18th) 
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between 2-5 a.m. local time we present here only the first area at the north-western 
part of the Dead Sea (Ein Feshkha) recorded on January 11th. Flight altitude over the 
sea surface was at 1000 m above ground (575 m a.s.l.) providing data with a ground 
sampling distance of 0.5 m. The overlap between the single data was chosen to be 
>30 % to ensure optimal coverage. Additionally we pursued an aerial survey on 
January 22nd between 10h and14h local time to complement the thermal campaign. 
The GSD for the aerial photographs is also 0.5 m and the overlap was >50 % to allow 
an appropriate subsequent stereoscopic analysis. 
The used AERO-FE sensor system from the German Federal Institute for Geosci-
ences and Natural Resources was mounted on a Piper Chieftain Navajo PA31 from the 
local company OFEK. The sensor system comprises: 
 Thermal camera Infratec VarioCam hr head with an uncooled microbolometer 
as temperature detector and a focal plane array of 640x480 pixel 
 Aerial camera Rolleimetric AIC P25 
 Three axis gyro-stabilized platform AeroStab-2 to guarantee the nadir view of 
the mounted sensor 
 GPS/IMU to continuously log aircraft position and rotation Flight management 
system AeroTopol 
The thermal sensor covers the 7.5-14 μm fraction of the electromagnetic spectrum 
providing a temperature resolution of 0.08 K. The recorded radiation is converted into a 
16bit format to maintain the high-resolution temperature differences. 
Parallel to night and day over-flights, we conducted ground truth measurements 
that were homogeneously distributed over the entire investigation area. These encom-
pass the (i) dGPS information to subsequently geo-reference airborne data, (ii) refer-
ence land/water temperatures to compare and possibly adjust atmospherically correct-
ed thermal data and (iii) in-situ measured discharge volumes of terrestrial springs as a 
basis for the discharge volume/thermal plume relationship (Table 1).  
Recorded aerial photographs were geo-referenced and orthorectified supplemented 
by the dGPS ground-truth measurements through a bundle block adjustment. The re-
sulting absolute horizontal (vertical) accuracy amounts to ~0.5 m (~1.0 m). 
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Location Device Number of reference 
measurements 
Total Study site 
Position Land Trimble GeoExplorer XT 33 6 
Temperature Land Ahlborne AMIR 7814-20 
Remote Thermometer 
50 14 
 Water WTW 340i (discrete 
measurements) 
36 2 






Water Flo-Mate™  40 4 
 
Thermal data are converted from recorded radiance data to surface temperatures by 
inverting Planck’s law (Eq. 1). The equation considers an inverse function of the 
sensor-specific temperature curve between 7.5-14 μm, an emissivity value of 0.97 
(water at salt concentrations >34‰) and the radiance of a given mean air temperature 
at the time of recording:  
 
 𝜗𝑠𝑢𝑟𝑓 =  �Φ−1 �
Φ𝑀 − (1 − 𝜀) ∙ ϑ𝐴𝑇
𝜀 �
� − 273.15 (Eq.1)  
where ϑsurf = surface temperature [°C], Φ-1 = inverse function of the sensor-
specific temperature curve [1/ W∙cm-2], ΦM = measured surface radiation  
[W∙cm-2], ε = emissivity [-], ϑAT = ambient air temperature [°C]. 
 
Before the so calculated surface temperature data set could be compared against in-
situ measured surface temperatures, a malfunction of the thermal sensor system that 
caused data recording with off-Nadir view had to be accounted for. Instead of 
automatically geo-referencing data using logged position and rotation values data the 
malfunction caused a manual geo-referencing. This was conducted by identifying 
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distinct patterns inherited in adjacent surface temperature data first. These distinct 
patterns were subsequently defined as tie points to mosaic single surface temperature 
data to a complete data set. At that point the complete data set was co-registered to 
generated orthophotos using a 2nd order polynomial transformation with an accuracy of 
~1.5 m (three pixel).  
The resulting ϑsurf from Eq. 1 was subsequently compared to in-situ measured surface 
temperatures (Figure 2). Applying a regression analysis between modelled ϑsurf and 
measured ϑsurf shows a linear relationship (R²=0.90 p<0.001) as in Eq. 2:  
 
 𝜗𝑠𝑢𝑟𝑓 = 0.68𝑥 + 7.30 (Eq. 2)  
 
Eq. 2 was subsequently applied to the airborne surface temperature data set to obtain 
real surface temperatures. Figure 2 illustrates that the resulting real surface 
temperatures correspond well to water temperatures. In contrast, land temperatures 
deviate from the 1:1 line and hence are overestimated.  
 
Figure 2  Comparison between in-situ measured surface temperatures using various methods 
given in Table 1 and modelled surface temperatures from airborne thermal data set - 
while a clear trend is observable underlined by R²=0.90 and p-value approaching ze-
ro it is observable that water temperatures are well modelled in contrast to land tem-
peratures which exhibit overestimated values. 
  
Qualitative and quantitative refinement of groundwater discharge 
 123 
Discharge Measurements 
For the presented study area only four in-situ reference measurements on spring dis-
charge are available. To obtain a larger reference data set we revert to the IHS spring 
discharge data set that contains 44 measurement locations in the study area. However, 
it requires a prior descriptive and statistical comparison between our in-situ discharge 
data set obtained parallel to the flight campaign and the time-shifted IHS in-situ spring 
discharge data set to determine possible temporal differences or measurement bias  
The IHS method to obtain spring discharge volumes corresponds to the method 
applied here. This includes locating the measurement at a homogenous and straight 
flow section, the determination of the channel cross-section with well distributed flow 
velocity measurements (vertical and horizontal spacing of 10-20 cm) [Galili, 2012a]. 
The only difference concerns the time of measurement. While our measurements were 
recorded on January 14th, 2011, IHS measurements were conducted on the March 
7th, 2011.  
 
Figure 3  Loglog scaled scatter plot between own spring discharge measurements in 01/2011 
and corresponding IHS measurements in 03/2011 – “Ein Feshkha springs” refer to 
the spring sites located within the thermally covered area while “Other Springs” indi-
cates spring sites in the spring areas of Kane and Samar - the light grey line repre-
sents the 1:1 line while the regression parameter originate from an linear ordinary 
least square approach with respective coefficient of determination (R²) and signifi-
cance (p) values. 
Plotting the measured discharge values of all corresponding locations (Figure 3) re-
veals a small scatter along the 1:1 line and a satisfying agreement (R2=0.93 p<0.001). 
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Note that “Ein Feshkha Springs” in Figure 3 refers to the four springs located in the 
thermally covered area and “Other Springs” refers to corresponding measurement loca-
tions in the spring areas of Kane and Samar. In particular the IHS measurement for the 
Ein Feshkha springs deviate only slightly from the 1:1 line with a maximum difference 
of 0.4∙106∙m3∙a-1 only.  
This fact underlines that spring discharge volumes display almost no differences 
despite the time difference of two months. Vachtman and Laronne [2013] report for the 
same temporal stability in their study where continuous measurements over two years 
showed almost no variability. Hence, due to the number of measured springs located in 
the thermally covered area and the temporal discharge stability the IHS data set is 
more appropriate for further analysis.  
4 Results 
Identification of groundwater discharge sites 
The high-resolution airborne thermal data (Figure 4) vary between 6.2°C and 34.3°C. 
Terrestrial areas display below 13°C except for steep sections of the cliff at which the 
apparent temperature is ~20°C. Water on the other side possesses clearly distinguish-
able temperatures. Discharging groundwater displays values of ~23-28°C. Depending 
on the momentum force of the discharge it develops a thermal plume with varying size 
that gradually decreases in surface temperature off the outlet-point. From here on the 
inflowing water is deflected southwards and partly displays the lowest water surface 
temperatures of ~19°C. Similar low values exist at the southern end of the study site 
and in between thermal plumes of adjacent springs. Towards the centre the water sur-
face temperatures appear to increase again to slightly lower values (~27°C) than the 
discharging groundwater.  
These temperature contrasts allow a delineation of 72 groundwater discharge sites. 
The main clusters are indicated by white triangles in Figure 4 (note that all discharge 
sites are listed in Appendix 1). We classified these sites according to the known spring 
types in terrestrial and submarine springs depending on the location, the presence of 
an erosion channel and typical thermal plume shapes (Figure 5). 
This results in 42 identified groundwater discharge sites of terrestrial origin mostly 
located along concave or straight coastlines. Their thermal plume extents vary in 
shape, with plume length along the central axes ranging from ~5-200 m (Figure 5-A). A 
number of 40 springs correspond to the 44 IHS approved discharge sites of the same 
Qualitative and quantitative refinement of groundwater discharge 
 125 
area and two identify so far unmonitored sites [IHS, 2012]. The discrepancy between 
the 40 thermally identified terrestrial springs to the 44 IHS approved sites concern 
springs with a discharge volume of less than 0.008∙106m3a-1.  
 
Figure 4 Overview over thermal results at the study site – note that the main spring type 
changes from terrestrial springs in the northern part of the study site to seeping 
springs in the southern part (explanation to both spring types is given in the text – 
Subset A and B show enlargements in which single springs and the resulting thermal 
plume are visible) 
Apart from the terrestrial springs, the thermal data reveal six spring locations of subma-
rine origin. One of these submarine springs and the resulting circular thermal plume 
shape is shown in Figure 5-B. These springs are located at a distance of between 25 
and ca. 110 m from the shoreline and vary in diameter between ca. 4 and 24 m. At four 
locations we identify single circular plumes and no clustering. Two further submarine 
spring sites form clusters with two or more springs whose spacing between single 
springs is 20-25 m. This finding corresponds to Ionescu et al. [2012] who also report 
submarine spring clusters. In places where clusters exist, single springs appear to line-
up along linear transects (see Fig– indicated by a dotted line). The thermal patterns 
suggest that these transects are rather coast-parallel with orientations of 350° and 60° 
respectively.  




Figure 5  Classes of thermal plumes from different types of springs (thermal plume from a 
terrestrial spring (A), from a submarine spring (B), and from diffuse seeps (C) – note 
that the depth information of the submarine spring type is taken from Ionescu et al., 
[2012]. 
A third spring type can be identified at 24 locations not yet described in the literature. 
This spring type is located adjacent to mostly exposed, convex or straight shorelines. 
The thermal plumes range between 2 and 50 m in length perpendicular to the shore-
line, while their extents parallel to the coast stretch between a few tens to several hun-
dreds of meters (Figure 5-C). These types of springs / seeps are neither accompanied 
by an erosion channel nor do they display a circular thermal plume. This is the reason 
why they cannot be attributed to the type one and type two spring types. The existence 
of nearby water filled sinkholes indicates the abundance of groundwater. The thermal 
data suggest that theses springs discharge diffusely that is backed with in-situ observa-
tions. These observations in combination with the thermal data also allow determining 
the exact discharge location and extent. These seeps discharge right at the land/water 
interface either on land or submarine partly across considerably long shoreline sec-
tions. 
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Attempt to quantify groundwater discharge 
Based on the above assessment, allowing for the number of springs and the extent of 
the thermal plume, the main groundwater contribution originates from terrestrial springs 
of type one. Under the simplified assumption that observed sea surface temperature 
decreases uniformly in a radial manner off the spring outlet we suppose a linear rela-
tionship between spring discharge volume and temperature decrease. This assumption 
is most likely true as long as the governing force is the spring discharge momentum. 
Findings of Roseen [2002] and Danielescu et al. [2009] support this assumption who 
found a uniform linear relationship between cumulative plume area and surface tem-
perature until a maximum temperature change of ~5°C. Hence, if we focus on small 
temperature changes only for which we would assume the discharge momentum as 
governing force we suppose to find a similar linear relationship. 
 
Figure 6  Schematic view of the thermal plume segmentation (MF= momentum force, SF= 
secondary force) 
Following this assumption we apply a region growing approach [Ruefenacht et al., 
2002] to extract comparable areas with small temperature changes. This approach 
groups all pixels into segments that fall within a given threshold emanating from a seed 
point (Figure 6). Since it is of interest to extract the thermal plume area off a discharg-
ing spring we defined the outlet as seed point. From the reference temperature at this 
seed point we applied a user defined threshold of 2.4 °C.  
This threshold generally orientates at aforementioned findings of Danielescu et al. 
[2009]. We additionally halved the 5 °C where linear temperature change occurs since 
we focus on momentum force governed areas only and rounded the value to 2.4 °C as 
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we accounted for the given camera temperature resolution of 0.08 °C (results in factor 
30 and the threshold of 2.4 °C). I.e. all pixel that maximal differ by this threshold value 
are segmented (grouped). The threshold value was repeatedly used at 16 spring dis-
charge outlets from which the discharge volume was known from IHS measurements 
(note that in four cases two or three springs emerge in a close-by environment and 
merge into one thermal discharge plume, where we subsequently related the thermal 
plume area to the accumulated discharge volume). The described procedure assures a 
comparability between different thermal plume areas accounting for the fact that spring 
water varies in temperature between ~25-29 °C. 
Figure 7-A shows the result of the segmentation with corresponding areas at two 
discharge site examples. Plotting the so derived segmented thermal plume areas 
against the according measured discharge volumes reveals the expected linear rela-
tionship (Figure 7-B). The coefficient of determination (R²) from the ordinary least 
square (OLS) regression amounts to 0.88 with a significance of p<0.001 underlining 
the relationship between both parameters. The modelled discharge volume with the 
derived OLS regression amounts to 54.9∙106m3a-1 and hence, explains 93% of the total 
IHS measured volume of 59.0∙106m3a-1. Yet, despite the thoroughly strong correlation 
and the corresponding significance we still consider the quantification approach as an 
attempt. Several factors exist that possibly influence the quantification result. These 
limitations will be outlined in the following section. 
 
Figure 7  Results of the thermal segmentation with according areas (A) and the OLS 
regression between in-situ measured spring discharge and resulting thermal plume 
area for all incorporated discharge sites (B). 
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5 Discussion 
Identification of groundwater discharge sites 
The high-resolution airborne thermal data set (GSD 0.5 m) allows identifying 72 specif-
ic groundwater discharge sites including the intended differentiation and localisation of 
terrestrial and submarine spring types. We could identify six submarine springs from 
which two occur as clusters of two or more individual springs. This matches reports of 
Ionescu et al. [2012] who describe the same characteristics along the nearby region 
north of Wadi Darga. The available bathymetric data is to imprecise to deduce exact 
emergence depths of each spring. However, both, distance from submarine springs to 
the shoreline (25-110 m) and the low-inclined sea floor is equal to findings of Ionescu 
et al. [2012]. Hence, we suppose that the emergence depths for the submarine springs 
we identified, are in the same range (<30 m) as Ionescu et al. [2012] report. A further 
interesting fact is the linear and shore parallel appearance of single springs within the 
submarine spring cluster (indicated by a dashed line in the schematic view of Figure 5-
B). Their orientation is ~350° and 60°, respectively.  
Based on the currently available thermal data groundwater contribution from sub-
marine springs for the investigated area (Ein Feshkha only) appears to be <10 % con-
sidering the total spring abundance (n=72) as reference. It is most likely that this num-
ber represents only a minimum as the thermal signature from the terrestrial springs 
may camouflage the thermal signal from near-shore submarine springs at the same 
location.  
The main contribution originates from terrestrial springs from which we identified 42 
sites. Two of these mark discharge sites that are not reported in the IHS data. The re-
maining 40 correspond to IHS approved terrestrial discharge sites. 4 IHS spring loca-
tions could not be clearly identified by the airborne thermal data. All four exhibit dis-
charge volumes of less than 0.008∙106m3a-1.and hence accumulated negligible share 
of 0.04 % given the IHS measured total groundwater discharge of 59.0∙106m3a-1.  
The third groundwater contribution originates from the identified seeps. Their total 
abundance suggests that their share of the total groundwater discharge is probably 
above the submarine springs and below the terrestrial springs. The presence of adja-
cent sinkholes indicates considerable lateral groundwater flux [Wust-Bloch and Joswig, 
2006; Yechieli et al., 2002]. In these cases seeping springs appear to discharge diffu-
sively over large (>100 m) coast-strips (Figure 8-A). At other locations this spring type 
also occurs rather locally over coast-strips <100 m (Figure 8-B). At one location we find 
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an outstanding thermal plume similar to plumes from terrestrial springs but no erosion 
channel which suggests an emergence at the land/water interface such as seeping 
spring (Figure 8-C). Discharge at this location comprises a concentrated inflow with a 
presumably high discharge over a distance of ~100 m possibly from several adjacent 
single springs. However, the high and concentrated discharge that moreover appears 
to have caused a landslide lets us presume that governing processes for this discharge 
are rather similar to terrestrial springs. These will probably lead to the evolution of this 
spring towards a non-ambiguous terrestrial spring within the following years. As this is 
the only location with such a constellation, it most likely represents an exception.  
 
Figure 8  Forms of seeping springs occurring either over large continuous sections of coast 
line (A) or locally (B). Morphological features such as sinkholes occur parallel but not 
in all cases and thermal plume areas and hence discharge volumes vary considera-
bly. An exception presents (C) where a thermal plume suggests a spring at the wa-
ter/land interface with a concentrated and presumably high volume discharge that 
has caused a landslide 
The prevailing lacustrine sediment composition is fine-grained comprising different 
coloured varves with variable content ratios of clay, aragonite and gypsum. This fine-
grained and compact sediment with a low primary hydraulic conductivity lets groundwa-
ter most likely mainly discharge diffusively over large continuous coastal strips (Figure 
8-A/B). At certain locations (as shown in Figure 8-C) the groundwater might possibly 
concentrate in form of e.g. preferential flow-paths (secondary porosity) with high con-
ductivities along Holocene faults or folds [Enzel et al., 2000] and to subsequently 
emerge at distinct points.  
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A further explanation for seeps could be the flushing effect that Kiro et al [2008] and 
Yechieli et al. [2010] describe. The rapid drop of the Dead Sea level, which enforces 
the hydraulic gradient between the aquifer potential and the lake level, explains this 
effect. Since the system is assumed to be in equilibrium, the rapid drop leads to an 
increased ground- and porewater discharge (flushing) until the new dynamic equilibri-
um is reached [Kiro et al., 2008]. This mechanism is likely to be valid along larger sec-
tions of the coastline rather than distinct points and hence is likely the origin of the con-
tinuously seeping springs. 
Quantification attempt 
The above described linear relationship between the terrestrial spring discharge into 
the DS and the resulting thermal plume area agrees with the results of Roseen [2002], 
who also found a linearity in the relationship between both parameters at the Great Bay 
Estuary, New Hampshire. Yet, despite the promising and corresponding results we 
would like to stress some possible influence factors.  
Spring water temperatures vary between 25-29 °C. The exponential adaption of wa-
ter temperatures as it drains into the cooler Dead Sea water leads to more rapid tem-
perature adaption for spring water temperatures with higher ∆T in respect to the Dead 
Sea temperature compared to spring water temperatures with smaller ∆T values 
[Vollmer, 2009]. This in turn might affect the comparability between segmented thermal 
plume areas of differently tempered spring water and hence the modelled discharge 
quantity. Since our results show a rather uniform distribution of spring temperatures we 
expect no significant effect on the segmentation result. 
A second influence could derive from non-uniform occurring turbulences and the 
subsequent differences in mixing of water/temperature. The causes address varying 
discharge velocities (note that own measurements differs between <0.1-1.30 m∙s-1), an 
undulating sea floor or higher wind velocities. At the time of the campaign the latter was 
4.8 m∙s-1 and therefore above the monthly median of 3.4 m∙s-1 (wind data are record-
ed at Ein Gedi coast station by the Israel Oceanographic & Limnological Research). In 
contrast to the before mentioned influence factors, wind (direction and velocity) will not 
significantly affect the thermal plume development and hence the segmentation result if 
we consider a small time span in between recording as given for the presented cam-
paign. Comparing different days however might significantly influence the result in-
duced by varying conditions.  
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Regarding the influence of varying velocities, it is conceivable that larger springs 
with higher velocities might adapt differently than smaller springs that again could influ-
ence the segmentation and modelling results. In this context it is furthermore unclear 
how the sediment load affects the heat transfer. Higher spring discharge could carry an 
increased sediment load that most likely possesses a slightly different heat capacity 
than slow spring discharge with no suspension load. Since turbidity of spring water was 
not investigated, the differing heat capacity and hence a varying heat transfer between 
spring water and the Dead Sea cannot be excluded as potential third influence. 
A fourth and last influence could also arise through convective heat transfer from 
the sea bed. We partly observe such an effect along the DS coast. However, the influ-
ence strongly depends on the local bathymetry. While shallow areas most likely exhibit 
an influence, a steep and likewise deeper bathymetry possesses almost no influence. 
According to observations of Ionescu et al. [2012], a steep decline of the sea bed is 
observable at a distance from the shore of about 5 m. This results in a near-coast ef-
fect (Figure 8-B) with a “heated” fringe whose width perpendicular to the coast is less 
than 5 m. Since it is uniform the effect on the result in the present case is negligible. 
We suppose that neither the single influence factors nor the multiplicity of all factors 
changes the general relationship between the spring discharge and the thermal plume 
area. However, the linearity of the relationship and the clarification of the magnitude of 
all influence factors should be a concern of future studies to provide a robust basis to 
derive discharge volumes from thermal plume areas. 
Until now and against the background of a valid linear relationship we are able to 
explain 93 % of the total in-situ IHS measured discharge volume. We would recom-
mend taking the derived model and the results as first indication that thermal plume 
areas are thoroughly conceivable to derive absolute groundwater discharge volumes. 
This would allow determining the total discharge from terrestrial springs along the en-
tire western coast and moreover represent an efficient monitoring alternative. However, 
the above mentioned influence factors need to be clarified beforehand as they can 
possibly influence at least the linearity in the relationship. 
Unknown remains the absolute groundwater discharge volume from submarine and 
seeping springs as both are difficult to determine. In the current investigation area the 
contribution from submarine springs is probably less than 10 % as only 6 from a total of 
73 sites had a clear submarine origin. To determine their exact contribution requires 
the development of a model that integrates the exact emergence depth, outlet diame-
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ter, groundwater velocity, density and temperatures of discharging and ambient fluids 
and heat transport/ transfer and exchange respectively [Lee and Chu, 2003].  
Obtaining absolute discharge values from seeping springs is likewise challenging. 
From their abundance and thermal plume extents we assume their contribution share 
to be much smaller than from terrestrial springs but above the contribution from subma-
rine springs. With the continuing drop of the DS level at least the “local” seeping 
springs will probably transform into terrestrial springs. From this point their discharge 
can be measured and possibly integrated in the future. Based on the presented thermal 
data seeping springs but also submarine springs can only be qualitatively but not quan-
titatively determined in terms of spring discharge volume.  
Limitation 
Apart from the above mentioned influence factors it is noteworthy to outline model or 
data limitations respectively that cause the difference between modelled and in-situ 
measured results. As previously stated the OLS model explains 93 % or 59∙106m3a-1 of 
the in-situ measured discharge volume [IHS, 2012].  
 
Figure 9  Factors/limitations of the application of airborne thermal data to quantify groundwater 
discharge from terrestrial springs include non-differentiability of minor spring dis-
charge from heated shallow bathymetry (A), thermal data gaps due to the recording 
failure (B) and spring discharge into coast-parallel bay influencing the formation of 
the thermal plume 
The resulting difference of 7 % (4.1∙106m3a-1) derives from three factors. One main 
factor is the difficulty to estimate minor discharge volumes from terrestrial springs due 
to the shallow bathymetry. As described above, shallow areas display higher tempera-
tures partly in the same range as the discharging groundwater. We observe these 
higher temperatures that form a fringe along the coastline of approximately 2 to 5m 
width (Figure 8-B and Figure 9-A). Minor discharge volumes with magnitudes 
<0.1∙106m3a-1 are difficult to be delimited. In these cases the discharge plume can 
thermally be detected as the perpendicular extent of their thermal discharge plume 
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exceeds the bathymetry caused warmer fringe. However, an automatic delineation is 
hampered as the discharge induced thermal plume merges with the warmer fringe 
(Figure 9-A). The segmentation approach would then delineate an unequal large and 
erroneous thermal plume area. Hence, we assume that springs with a similar discharge 
magnitude (<0.1∙106m3a-1) cannot be thermally resolved and present the limit to the 
thermally detectable groundwater discharge sites. 
This problem accounts for a total of 21 sites in the investigated area taking the IHS 
[2012] data as reference. Although this number represents almost 50 % of the total 
monitored sites (44) the so missed discharge volume amounts to 0.8∙106m3a-1 or 1.3 % 
of the total discharge volume of 59∙106m3a-1 only.  
The second factor concerns data gaps in the thermal airborne data caused by the 
aforementioned recording failure (Figure 9-B). The so omitted springs (IHS reference) 
concern six sites with a total discharge volume of 2.1∙106m3a-1. This number is still 
small compared to the total discharge from terrestrial springs (3.5 %) and hence repre-
sents a negligible amount also.  
The missed discharge volume from the third factor amounts to 1.2∙106m3a-1 caused 
by a spring that in contrast to all remaining springs discharges coast-parallel into a bay 
(Figure 9-C). In return, the bay hinders the formation of the thermal plume that subse-
quently is non-inferable in terms of a thermal segmentation. Since it occurs only once 
at the investigated area it represents an acknowledgeable but negligible amount similar 
to the ones before.  
6 Conclusion 
The present study describes the assessment of submarine groundwater discharge into 
the Dead Sea based on temperature measurements from an airborne thermal cam-
paign across the north-western part of the DS coast in January 2011. This time of the 
year and spatial resolution of 0.5 m GSD were chosen in order to depict scale and 
spring type independent discharge sites. Along the investigated coast segment we 
could show promising qualitative and quantitative results that encompass: 
I. The identification of a total of 72 groundwater discharge sites of which 42 be-
long to the already known terrestrial spring type,  
II. Six sites with clear submarine origin and hence for the first time an abun-
dance number of the increasingly mentioned but so far uncounted submarine 
springs, 
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III. 24 sites where it appears that groundwater discharge occurs in form of diffuse 
seeping springs that emerge either terrestrial, shortly before the land/water in-
terface, or submarine, 
IV. The development of a linear OLS model between in-situ measured discharge 
data and the resulting thermal plume that suggests the possibility obtaining 
discharge volumes from thermal 2D information. 
These results and the correspondence to independent in-situ observations from the 
Israel Hydrological Service show the chosen thermal imaging technique to be thor-
oughly able to qualitatively monitor spring abundance. This in turn allows providing an 
almost complete spring inventory including all spring types, which could be beneficial to 
constrain outflow boundary conditions for hydrogeological models. The aspect of the 
suggested third unreported spring type (seeps) might stimulate further hydrogeological 
investigation on e.g. their water chemistry and the resulting affiliation to Cretaceous 
aquifer water, residue from the retreating Dead Sea or a mixture of both?), traveling 
mechanisms and pathways through the dense lacustrine sediment or the quantification. 
Especially the quantification would shed some more light on the groundwater discharge 
picture that actually exists at the Dead Sea.  
In this context provides the presented discharge quantification attempt not only the 
chance to draw the total discharge picture but also an interesting option for a quantita-
tive monitoring. So far it only accounts for terrestrial springs and is furthermore not ro-
bust enough to rely on the prediction quality. However, with further analysis concerning 
the discharge volume/ thermal area relationship including the outlined potential limita-
tions and the combination with a limno-physical model the approach can be developed 
in a robust and trustable manner.   
Acknowledgements 
The authors greatly acknowledge the grant for this study from the German Federal Min-
istry of Education and Research (BMBF) within the multilateral IWRM-project SUMAR 
(grant code: 02WM0848). We are also very grateful to Dr. Gavriel Weinberger and Udi 
Galili (Israel Hydrological Service) for providing Ein Feshkha spring discharge data and 
to Isaac Gertman (IOLR) for providing data from the Meteorological buoy EG100. Fur-
ther thanks are addressed to Prof. John Laronne (Ben Gurion University), Yossi 
Guttman (Mekorot) and the Ein Feshkha National Park Rangers for their intense sup-
port during the course of this study. We are also grateful to OFEK Aerial photography, 
Uwe Maraschek (BGR) and Gerhard Kemper (GGS-GmbH) for their help in planning 
and operating all flights. Helmholtz Impulse and Networking Fund through Helmholtz 
Qualitative and quantitative refinement of groundwater discharge 
 136 
Interdisciplinary Graduate School for Environmental Research (HIGRADE) kindly sup-
ported this study. 
 
Qualitative and quantitative refinement of groundwater discharge 
 137 
References 
Akawwi, E., Al-Zouabi, A., Kakish, M., Koehn, F., Sauter, M.: Using Thermal Infrared 
Imagery (TIR) for Illustrating the Submarine Groundwater Discharge into the 
Eastern Shoreline of the Dead Sea-Jordan. In: American Journal of 
Environmental Sciences (2008), 4 (6). 693-700 pp.  
Danielescu, S., MacQuarrie, K.T.B., Faux, R.N.: The integration of thermal infrared 
imaging, discharge measurements and numerical simulation to quantify the 
relative contributions of freshwater inflows to small estuaries in Atlantic Canada. 
In: Hydrological Processes (2009), 23 (20). 2847-2859 pp.  
Enzel, Y., Kadan, G., Eyal, Y.: Holocene Earthquakes Inferred from a Fan-Delta 
Sequence in the Dead Sea Graben. In: Quaternary Research (2000), 53 (1). 
34-48 pp.  
Feitelson, E.: Political Economy of Groundwater Exploitation: The Israeli Case. In: 
International Journal of Water Resources Development (2005), 21 (3). 413-423 
pp.  
Galili, U.: Israel Hydrological Service (IHS), 234 Jaffa Street, Jerusalem 91360, 
personal communication with Hillel, N., Mallast, U., 11.09.2012 
Galili, U.: Summary of hydrometric measurements in Ein Fesh'ha during the years 
2003-2011. . Jerusalem: Israel Hydrological Service, 2012b. IHS report Hydro 
1/2012 (in Hebrew - unbublished).  
Gardosh, M., Reches, Z.e., Garfunkel, Z.: Holocene tectonic deformation along the 
western margins of the Dead Sea. In: Tectonophysics (1990), 180 (1). 123-137 
pp.  
Guttman, Y.: Hydrogeology of the Eastern Aquifer in the Judea Hills and Jordan Valley. 
Mekorot, 2000.  
Hact, A., Gertman, I.: Dead Sea Meteorological Climate. In: Nevo, E., Oren, A., 
Wasser, S.P. (Eds.): Fungal Life in the Dead Sea. Haifa: International Center 
for Cryptogamic Plants and Fungi, Institute of Evolution, University of Haifa, 
Israel, 2003. pp 361 
IHS, 2012. Spring discharge measurements along the Dead Sea. Israel Hydrological 
Service (unpublished data), Jerusalem. 
Ionescu, D., Siebert, C., Polerecky, L., Munwes, Y.Y., Lott, C., Häusler, S., Bižić-
Ionescu, M., Quast, C., Peplies, J., Glöckner, F.O., Ramette, A., Rödiger, T., 
Dittmar, T., Oren, A., Geyer, S., Stärk, H.-J., Sauter, M., Licha, T., Laronne, 
J.B., de Beer, D.: Microbial and Chemical Characterization of Underwater Fresh 
Water Springs in the Dead Sea. In: PLoS ONE (2012), 7 (6). e38319 pp.  
Johnson, A.G., Glenn, C.R., Burnett, W.C., Peterson, R.N., Lucey, P.G.: Aerial infrared 
imaging reveals large nutrient-rich groundwater inputs to the ocean. In: 
Geophysical Research Letters (2008), 35 (15). L15606 1-6 pp.  
Kiro, Y., Yechieli, Y., Lyakhovsky, V., Shalev, E., Starinsky, A.: Time response of the 
water table and saltwater transition zone to a base level drop. In: Water 
Resoures Research (2008), 44 (12). W12442 1-15 pp.  
Qualitative and quantitative refinement of groundwater discharge 
 138 
Laronne Ben-Itzhak, L., Gvirtzman, H.: Groundwater flow along and across structural 
folding: an example from the Judean Desert, Israel. In: Journal of Hydrology 
(2005), 312 (1-4). 51-69 pp.  
Lee, J.H.W., Chu, V.: Turbulent Jets and Plumes - A Lagrangian Approach Dordrecht, 
NL: Kluwer Academics Publishers, 2003. 1-4020-7520-0 
Lensky, N.G., Dvorkin, Y., Lyakhovsky, V., Gertman, I., Gavrieli, I.: Water, salt, and 
energy balances of the Dead Sea. In: Water Resour. Res. (2005), 41 (12). 
W12418 pp.  
Mejías, M., Ballesteros, B.J., Antón-Pacheco, C., Domínguez, J.A., Garcia-Orellana, J., 
Garcia-Solsona, E., Masqué, P.: Methodological study of submarine 
groundwater discharge from a karstic aquifer in the Western Mediterranean 
Sea. In: Journal of Hydrology (2012), 464–465 27-40 pp.  
Munwes, Y., Laronne, J.B., Geyer, S., Siebert, C., Sauter, M., Licha, T.: Direct 
measurement of submarine groundwater spring discharge upwelling into the 
Dead Sea. In: IWRM, Karlsruhe, 24.-25. November 2010. 2010. pp. 
Roseen, R.M.: Quantifying groundwater discharge using thermal imagery and 
conventional groundwater exploration techniques for estimating the nitrogen 
loading to a meso-scale inland estuary. New Hampshire, University of New 
Hampshire. PhD Thesis, 2002 
Ruefenacht, B., Vanderzanden, D., Morrison, M.: New technique for segmenting 
images. Utah: USDA Forest Service Remote Sensing Application Center, 2002.  
Seward, P., Xu, Y., Brendonck, L.: Sustainable groundwater use, the capture principle, 
and adaptive management. In: Water SA (2006), 32 (4). 473-482 pp.  
Shaban, A., Khawalie, M., Abdallah, C., Faour, G.: Geologic controls of submarine 
groundwater discharge: application of remote sensing to north Lebanon. In: 
Environmental Geology (2005), 47 pp.  
Shalev, E., Shaliv, G., Yechieli, Y.: Hydrogeology of the Southern Dead Sea Basin (the 
area of the evaporation ponds of the Dead Sea Works). 25. Jerusalem: 
Geological Survey of Israel, 2009.  
Stiller, M., Chung, Y.C.: Radium in the Dead Sea: A Possible Tracer for the Duration of 
Meromixis. In: Limnology and Oceanography (1984), 29 (3). 574-586 pp.  
Vachtman, D., Laronne, J.B.: Hydraulic geometry of cohesive channels undergoing 
base level drop. In: Geomorphology (2013), (0). pp.  
Vengosh, A., Hening, S., Ganor, J., Mayer, B., Weyhenmeyer, C.E., Bullen, T.D., 
Paytan, A.: New isotopic evidence for the origin of groundwater from the Nubian 
Sandstone Aquifer in the Negev, Israel. In: Applied Geochemistry (2007), 22 
(5). 1052-1073 pp.  
Vollmer, M.: Newton's law of cooling revisited. In: European Journal of Physics (2009), 
30 (5). 1063 pp.  
Weinberger, G., Livshitz, Y., Givati, A., Zilberbrand, M., Tal, A., Weiss, M., Zurieli, A.: 
The natural water resources between the Mediterranean Sea and the Jordan 
River. Jerusalem: Israel Hydrological Service, 2012.  
Qualitative and quantitative refinement of groundwater discharge 
 139 
Wust-Bloch, G.H., Joswig, M.: Pre-collapse identification of sinkholes in unconsolidated 
media at Dead Sea area by ‘nanoseismic monitoring’ (graphical jackknife 
location of weak sources by few, low-SNR records). In: Geophysical Journal 
International (2006), 167 (3). 1220-1232 pp.  
Yechieli, Y., Shalev, E., Wollman, S., Kiro, Y., Kafri, U.: Response of the Mediterranean 
and Dead Sea coastal aquifers to sea level variations. In: Water Resoures 
Research (2010), 46 (12). W12550 1-11 pp.  
Yechieli, Y., Wachs, D., Abelson, M., Crouvi, O., Shtivelman, V., Raz, E., G., B.: 
Formation of sinkholes along the shores of the Dead Sea—Summary of the first 
stage of investigation. In: Geological Survey of Israel Current Research (2002), 





Conclusion and Outlook 
 141 
Chapter 7  
Conclusion and Outlook 
The main objective of this thesis is the improvement of existing and the development of 
novel remote sensing applications to infer information on the scarce but indispensable 
resource groundwater at the example of the Dead Sea. The background of these de-
velopments relies mainly on freely available satellite data sets. From my perspective 
this is of significant importance for two reasons: First, many (semi-) arid regions in the 
world are characterised by large and inaccessible areas due to natural or political rea-
sons. And second, in many national budgets groundwater is given a low priority that 
impairs possible investments on ground observations [UN, 2002]. Both reasons induce 
the scarce groundwater information in (semi-) arid regions and demand a low-cost al-
ternative that can cover large spatial scales as given by satellite data.  
I understand this chapter as a possibility to review, to discuss and to synthesise the 
main results of each chapter in respect to the four research questions that I developed 
in chapter 1. I include implications for the research of groundwater by means of remote 
sensing and develop some ideas that were not addressed before. Finally, I give some 
perspectives of research needs arising from the results of this thesis.  
7.1 Main results and implications 
Chapter 3 concerns the fundamental understanding of groundwater flow from the re-
charge area towards the lowest point of the subterranean catchment. Generally, so-
phisticated groundwater flow models are applied to obtain groundwater flow-paths. 
These require detailed lithological and water level information from boreholes/ wells 
that can be scarce in remote and inaccessible areas. To still obtain information on 
groundwater flow the extraction of lineaments as indicators of hydraulic flow conditions  
can be of crucial importance [O'Leary et al., 1976].  
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I developed a transparent, reproducible and objective semi-automatic approach us-
ing a combined linear filtering and object based classification approach that bases on a 
medium resolution (30 m GSD) digital elevation model to extract lineaments. The de-
tected lineaments strongly correlate with known hydrogeological relevant structural 
features within the investigated area. While this proves the hydrogeological significance 
of lineaments the small distance to wells underlines their additional groundwater signif-
icance. Both important pre-conditions allow deriving possible groundwater flow-paths 
for the entire subterranean catchment (4160 km2). I demonstrated these flow-paths to 
match existing groundwater flow models of Guttman [2000] and Laronne Ben-Itzhak 
and Gvirtzman [2005] remarkably well that validate the results.  
The implication of the results entails the proposed approach to be able to facilitate 
groundwater flow analysis. Saying this I want to likewise point out that the approach 
cannot replace in-situ data but instead serves as first indication where a priori infor-
mation on groundwater is beneficial. In turn, this indication can be used e.g. to find 
suitable sampling sites, to suggest future drilling sites or to plan adequately and time-
effectively field campaigns.   
The freely and globally available DEM used as data basis represents another main 
advantage of the proposed method. This advantage leads me to suggest the applicabil-
ity of the method might even be given for non-arid regions. What needs to be revised if 
applied to non-arid regions is the interference of e.g. the abrupt changeover from for-
ested to bare soil areas. In this case the linear filter could erroneously identify the 
boundary as semantic linear feature. For the present arid investigation area the chosen 
medium resolution DEM in cooperation with the developed approach provides a unique 
possibility to study large scale groundwater flow-paths. These flow-paths also indicate 
six areas along the western Dead Sea coast where groundwater discharge can poten-
tially occur. 
Chapter 4 focuses on a method development to identify groundwater discharge 
sites over large spatial scales based on thermal satellite data (Landsat ETM+). Special 
emphasis is given to constraining factors like surface-runoff that cause similar thermal 
anomalies like groundwater but are not considered in previous studies [Tcherepanov et 
al., 2005; Wilson and Rocha, 2012]. Also unlike many previous studies I base the anal-
ysis on a multi-temporal approach in order to capture the entire variety of behaviours of 
the intermittent groundwater discharge in (semi-) arid regions [Becker, 2006]. I apply 
band 6.2 of 19 Landsat ETM+ data that currently provide the highest GSD (60 m). Dur-
ing the analysis I demonstrate surface-runoff to cause the expected similar thermal 
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anomalies as groundwater discharge. If not strictly separated prior to the groundwater 
analysis, these data can lead to skewed results for groundwater investigations.  
Hence, I developed an autonomously operating method in which an influence factor 
(IF) outlines surface-runoff influenced data. Applied on the Landsat data set it reveals 
seven scenes to exhibit surface-runoff characteristics. Compared to the occurrence of 
rain events it shows that six surface-runoff influenced scenes are recorded within a 
time period of two days after a rain event that correspond to assumptions of Ghoneim 
[2008]. However, it also reveal that a scene recorded only one day after a rain event 
shows no surface-runoff influence while another scene recorded 29 days after clearly 
exhibit surface runoff-characteristics. Due to these contrasting examples I concluded a 
simple time criterion as used by Ghoneim [2008] and Wang and Qu [2009] for the eval-
uation of surface-runoff influence to be inappropriate. Suitable data could be excluded 
while unsuitable data could be included. Instead, I suggest using the proposed image-
statistics based approach that objectively and autonomously evaluates surface-runoff 
influence.  
I subsequently calculated different statistical measures on a per pixel basis on the 
series of the twelve remaining surface-runoff uninfluenced scenes to amplify groundwa-
ter induced thermal anomalies. The results reveal that the range and standard devia-
tion of the data series perform best in terms of anomaly amplification and spatial corre-
spondence to in-situ determined spring discharge locations. I concluded on the reason 
that both mirror temperature variability that is stabilized and therefore smaller at areas 
where spatio-temporal constant groundwater discharge occurs. These stabilized and 
hence amplified discharge areas appear to possess a positive relationship to in-situ 
measured discharge volumes that Ou et al. [2009] identified for river discharge. 
These results imply a possibility to not only qualitatively localise groundwater dis-
charge but also to infer quantitative results (e.g. relative discharge contribution along 
coast strips, temporal variability over time). Both facts have a significant relevance for 
the hydrogeological and ecological community. 1st order boundary conditions (outlets) 
of groundwater models can be exactly defined thus improving local groundwater flow 
predictions [Michael and Voss, 2009]. Knowledge on exact groundwater discharge lo-
cations also facilitates ecological investigations as it represents an important pathway 
of nutrients and contaminants between land and sea that significantly impact near-
shore environments [Burnett et al., 2006b]. Ecological but also groundwater manage-
ment studies could additionally benefit from the indicated quantitative results. For both 
communities it is of great importance to obtain actual discharge magnitudes to deter-
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mine associated chemical fluxes and the loss of freshwater that otherwise could be 
used for e.g. irrigation and drinking purposes. 
Chapter 5 bases on the method and the first results of the previous chapter. It aims 
at the qualitative but exact localisation of groundwater discharge sites and the quantita-
tive long-term analysis of the groundwater discharge behaviour. The investigated peri-
od spans the years 2000-2011 for which I calculated the temperature range (∆T) per 
pixel for six biennial series. The result of the qualitative localisation reveals a total of 37 
specific groundwater discharge sites (GAA) along the entire Dead Sea coast. All of 
these discharge sites are located within potential discharge areas that are indicated 
through the inferred groundwater flow-paths from Chapter 3. This proves that the syn-
ergetic use of remote sensing based lineament and thermal analysis provides valuable 
information concerning the hydrogeological system. The thermally indicated 37 
groundwater discharge sites refine the so far coarsely given spring areas to specific 
locations. All spatially match independent in-situ groundwater discharge observations 
and additionally indicate 15 so far unreported discharge sites. Their distance to the 
coast and temperature range values furthermore allows assigning probable discharge 
magnitudes and emergence origins.  
For two discharge areas with larger discharge magnitudes on each coast it is pos-
sible to analyse the temporal variability per GAA over the six biennial series. The re-
sults reveal an unsteady behaviour of increasing and decreasing over time that only 
partially corresponds to the temporal behaviour of in-situ measured spring discharge. 
Most interestingly is the temporal comparison between GAA and recharge variability. 
Both exhibit analogous curve progressions with a time-shift of on series (< two years). I 
conclude from this observation that the thermally identified GAAs directly display the 
before only assumed groundwater discharge volume. If investigated over time thermal 
image analysis allows drawing conclusions on the temporal discharge variability and 
hence provides a serious alternative to monitor groundwater discharge over large tem-
poral and spatial scales. In contrast to in-situ measured spring discharge from terrestri-
al springs, the GAAs contain any groundwater discharge contribution. This includes 
discharge from the known terrestrial and submarine springs but also from the flushing-
effect [Kiro et al., 2008; Yechieli et al., 2010].  
I conclude the before never directly observed share from flushing due to two rea-
sons. First, the temporal GAA behaviour exhibits abnormally high GAA numbers in two 
series (2000-2001/ 2010-2011) in which an above average DS level drop (1.5-1.6 m) 
occurred also. Second, in contrast to remaining series where discharge is observable 
at discrete locations these two series show altered discharge behaviour over spatially 
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large continuous areas. Both facts strongly support my conclusion since groundwater 
temporarily stored in sediment voids would discharge over continuous areas as a con-
sequence of an above average DS level drop to re-establish the hydrodynamic equilib-
rium [Kiro et al., 2008]. This observation implies the need to not only consider dis-
charge from terrestrial and submarine springs but also from flushing of old-brines in 
order to calculate the total DS water budget.  
Accounting for these findings leads to the conclusion that reported rigid ratios of 
discharge volumes between spring areas (e.g. ratio between 2:1 for Ein Feshkha with 
56-71∙106m3a-1 to Kane/Samar with 29-41∙106m3a-1) are true if considering terrestrial 
spring discharge only [IHS, 2012]. On the contrary, the thermal data-based temporal 
discharge variability analysis that includes also submarine and old-brine flushing con-
tributions suggests that the ratios alter between spring areas. These alternations vary 
between a fourfold increase (8:1 in 2002-2003) and an even inversed behaviour with a 
trifold increased discharge volume in the Kane/Samar area (1:3 in 2005-2006). These 
results exhibit a so far unknown temporal variability and hence provide important and 
comparable information for e.g. large scale transient groundwater modelling approach-
es. They also facilitate in-situ measurements as they indicate the non-terrestrial spring 
share that Laronne Ben-Itzhak and Gvirtzman [2005] already estimated to be 25 % of 
the total groundwater contribution.  
Most interesting is also a qualitative aspect. I demonstrated that between investi-
gated series certain discharge locations appear to fluctuate over small spatial scales 
that matches findings of Magal et al. [2010]. The location fluctuation may suggest a 
hydraulic change in the existing hydrogeological system as a result of the DS level 
drop. Particularly the temporal course of the fluctuation is of great importance for the 
nature reserves in the DS area. It provides the knowledge of areas prospectively prone 
to falling dry. In turn, the implication of these results concerns a sustainable manage-
ment to maintain the ecological importance of this area in which many endemic species 
are native [Goren and Ortal, 1999]. 
The previous paragraphs show that the implications from the multi-temporal satel-
lite-borne thermal analysis for the DS as an example for arid areas are numerous. As 
the DS comprises almost unique natural conditions in terms of density and temperature 
differences between ground- and surface-water it is arguable whether the developed 
method is also applicable to non-arid areas. We tested the approach at the Black Sea 
(Romania) and the Mediterranean Sea (Monaco) respectively. At both coasts we could 
identify GAAs and were able to validate these sites with in-situ measured Radon con-
centrations that indicate groundwater input [Mallast et al., 2012]. An occurring minor 
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limitation concerns the availability of satellite data with no cloud-contamination in these 
areas. While this fact reduces the number of integrable satellite data, it does not ham-
per the multi-temporal thermal analysis. Minor density and temperature differences 
between ground- and surface-water appear to influence the result only slightly. GAAs 
are partially less pronounced and their detectability can be restricted to certain periods 
in the year where the discharging groundwater possesses higher density and tempera-
ture values. However, despite the minor limitations both examples demonstrate the 
applicability of the developed method beyond arid regions.  
Chapter 6 describes the results of a complementary airborne thermal campaign that 
was conducted in the expectation to provide an independent spatially continuous data 
set for validation and refinement of previous satellite-based results. I identified 72 
groundwater discharge sites from which the discharge cluster around Ein Feshkha ex-
actly matches the satellite-based GAA location.  
From the identified 72 discharge sites I specified the so far unknown abundance of 
submarine springs to 6 sites (note that this and the following number regard approxi-
mately 25 % of the total western DS coast only). Mainly this low abundance number but 
also their comparatively small thermal plume extents suggest a share of <10 % to the 
total groundwater discharge. A larger contribution stems from newly identified seeping 
spring type where groundwater emerges diffusively either terrestrial or submarine close 
to the land/water interface. 24 sites display this characteristic with mainly small thermal 
plume extents. The large abundance number leads me to conclude that their share to 
the total groundwater contribution is above the share from submarine springs. The ma-
jor groundwater contribution originates from the 42 identified terrestrial springs. Alt-
hough this number represents 58 % of the total identified discharge sites only the par-
tially impressive thermal plume extents suggest their share to the total groundwater 
contribution to be well above.  
I demonstrated that 93 % of this major groundwater contribution can be modelled 
with a linear ordinary least square regression based on the thermal plume extents and 
in-situ measured discharge volumes from the Israel Hydrological Service. This result 
implies the possibility to determine discharge volumes at unmonitored sites also. First 
studies to estimate the so far unknown volumetric discharge share from the identified 
submarine springs are already conducted [Munwes, 2012]. Their results will be inte-
grated prospectively and hence allow to obtain an even more detailed total groundwa-
ter discharge volume. The prospective integrability accounts also for seeping springs. 
With the continuous drop of the DS level, the majority of these springs will emerge on 
land and offer in-situ quantification subsequently. In turn, this allows specifying the so 
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far unknown discharge magnitude from seeping springs that will be retroactively inte-
grated. The integration of all obtained volumetric discharge quantities then provides a 
complete physically-based picture of groundwater discharge magnitude to the DS for 
the first time. 
Concluding and in retrospect to the research questions, I developed tools to derive 
groundwater flow-paths and to identify groundwater discharge sites over large spatial 
scales that exclusively base on free-of-charge satellite data. While both can be used 
separately, it is the synergy between both that offers the great potential to obtain infor-
mation on the hydrogeological system. These tools facilitate groundwater studies in 
(semi-) arid areas with limited or non-existent hydrogeological data, where it is essen-
tial to provide best possible knowledge on groundwater fluxes. This knowledge is im-
portant for the groundwater management community but also for the ecology communi-
ty interested in the distribution and emergence of possible groundwater contamination 
[Burnett et al., 2006a]. With the additional information on the successfully approved 
temporal discharge variability both communities have the chance to even analyse tran-
sient conditions that can minimize cost- and labour intensive in-situ monitoring. The 
results of the complementary airborne thermal campaign provide a valuable and inde-
pendent validation data set that approves the satellite based-results. It furthermore 
allows specifying the unknown number and location of submarine springs, reveals a 
third unknown spring type and enables the intended groundwater discharge quantifica-
tion from terrestrial springs. The results provide spatially detailed yet steady state in-
formation that contribute to the current groundwater discharge picture and presents an 
alternative to establish a quantitative discharge monitoring.  
7.2 Outlook 
The successfully derived lineaments on catchment scale that I present in this thesis are 
based on a medium resolution DEM (GSD 30 m). The results show that the combina-
tion of spatial scale and DEM resolution are thoroughly suitable. Most interesting would 
be the flow-path analysis on a DEM with higher resolution from e.g. LiDAR [Panno and 
Luman, 2010]. This would imply a greater pre-processing effort as anthropogenic fea-
tures inherited in these DEMs need to be excluded prior. But, especially with a detailed 
groundwater flow-model as validation basis this data set can be used to study possible 
scaling effects and the gain on local flow-path information. The result could function as 
a decision support for the hydrogeology community whether e.g. the additionally ob-
tainable local flow-path information outweigh increased cost and labour intensities. Alt-
hough the groundwater flow-paths are exclusively inferred in an (semi-) arid environ-
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ment I assume applicability also in more humid environments. This requires further 
revision of the method and an intensive analysis on the possible effect of land-cover 
boundaries unusual in arid regions (e.g. dense woodland-bare soil). The method would 
erroneously identify these boundaries as linear feature that subsequently demands a 
further correction step. Helpful could be a land-cover classification that outlines inherit-
ed land-cover boundaries prior to the lineament analysis. A great improvement poten-
tial concerns the derivation of the final groundwater flow-paths from lineament abun-
dance and orientation. An algorithm that assigns higher weights to areas close to de-
tected lineaments and incorporates the general topographic gradient provides a spatial-
ly continuous and more objective groundwater flow-path result.   
I also demonstrated the hydrogeological benefit from thermal satellite data in terms 
of identifying groundwater discharge locations and discharge variability. In order to pro-
spectively exploit the developed method it is essential to have accessible thermal satel-
lite data at a comparable resolution of 60 m GSD or better. This can currently only be 
provided by Landsat ETM+ that is already above the planned life time and ASTER 
(90 m GSD). This constellation demands a continuation of missions with thermal sen-
sors as is planned with the Landsat Continuity Mission (planned launch in 12/2012) 
[Irons et al., 2012]. To be additionally independent of atmospheric conditions it might 
be worthwhile to investigate whether the radar portion of the electromagnetic spectrum 
can be used to identify groundwater discharge. The underlying idea is to exploit differ-
ent dielectrical constants of brackish and fresh water components that should allow a 
differentiation. The developed thermal method to identify and analyse groundwater 
discharge should be applied to other study sites with different topographical, hydrogeo-
logical, climatical and hydrological conditions. This would enable to outline regional 
applicability possibilities and adapt possible shortcomings. The results could be vali-
dated with radon, salinity or nutrient loadings similar to studies of Johnson et al. [2008] 
or Schmidt et al. [2010]. 
During the airborne thermal analysis I identified discharge magnitudes  
<0.1∙106m3a-1 as non-differentiable due to the bathymetry effect that causes similar 
temperatures as groundwater discharge. With a second airborne thermal campaign 
during a high summer period these small scale discharges and their resulting thermal 
plume should be delimitable. Near-shore temperatures induced by the bathymetry 
would exhibit increased values while the groundwater discharge temperature should be 
largely maintained. This would evoke the required thermal contrast to differentiate and 
delimit thermal plumes from groundwater discharge from the bathymetry induced heat-
ed fringe. Since the financial and labour costs for such a campaign are intensive it is 
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also conceivable to neglect these minor discharge magnitudes and to prospectively 
focus rather on quantifiable groundwater contributions. These concern most of the 
seeping springs but also the submarine springs. The contribution from the latter is al-
ready possible [Munwes, 2012] and needs to be calibrated on the identified thermal 
dimensions from the airborne thermal data only. Most of the seeping springs will even-
tually emerge on land and subsequently provide the condition to quantify their dis-
charge also. Integrating the already achieved quantification from terrestrial springs and 
the prospective submarine and seeping spring quantification is the basis to obtain a 
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Appendix Chapter 4 
Appendix 1  Recording and atmospheric parameter for applied data (Trans = Transmission, 






Season Lat/Lon Trans Up  Down  
1 15.02.2000 08:04 Winter 31.8/35.4 0.83 1.12 1.84 
2 03.04.2000 08:03 Winter 31.8/35.4 0.87 0.99 1.64 
3 21.05.2000 08:03 Summer 31.8/35.4 0.89 0.88 1.47 
4 22.06.2000 08:03 Summer 31.8/35.4 0.81 1.54 2.52 
5 25.08.2000 08:02 Summer 31.8/35.4 0.66 2.84 4.41 
6 28.10.2000 08:01 Summer 31.8/35.4 0.79 1.52 2.47 
7 31.12.2000 08:01 Winter 31.8/35.4 0.88 0.78 1.30 
8 21.03.2001 08:01 Winter 31.8/35.4 0.85 1.08 1.81 
9 24.05.2001 08:01 Summer 31.8/35.4 0.86 1.08 1.85 
10 25.06.2001 08:00 Summer 31.8/35.4 0.79 1.74 2.78 
11 11.07.2001 08:00 Summer 31.8/35.4 0.78 1.84 2.97 
12 13.09.2001 07:59 Summer 31.8/35.4 0.72 2.26 3.55 
13 19.01.2002 08:00 Winter 31.8/35.4 0.92 0.53 0.89 
14 08.03.2002 08:00 Winter 31.8/35.4 0.93 0.53 0.90 
15 24.03.2002 08:00 Winter 31.8/35.4 0.86 1.04 1.73 
16 09.04.2002 08:00 Winter 31.8/35.4 0.86 0.99 1.63 
17 14.07.2002 08:00 Summer 31.8/35.4 0.69 2.56 4.01 
18 18.10.2002 07:59 Summer 31.8/35.4 0.68 2.39 3.76 
19 19.11.2002 07:59 Winter 31.8/35.4 0.94 0.46 0.78 
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Appendix 2  Comparison of Recording Dates, Rainfall Events and minimum values of SDT-
CAT – grey-shaded are all images that are indicated as surface discharge influ-
enced by exhibiting at least one value below the threshold of -0.053 – Abbrevia-
tions: TD – Time difference [days], TR – Total amount of rain per event [mm], 
ED – Event duration [days], MI – Maximum intensity [mm], Min IF – Minimum 
value after SRT-CAT 
No Date of recording 
Date of 
last rain TD TR ED MI Min IF 
1 15.02.00 14.02.00 1 47.5 3 41.1 -0.104 
2 03.04.00 30.03.00 4 -* -* 12 0.020 
3 21.05.00 21.03.00 17 0.8 1 0.8 0.006 
4 22.06.00 21.03.00 49 0.8 1 0.8 0.018 
5 25.08.00 21.03.00 31 39.9 1 39.9 -0.021 
6 28.10.00 26.10.00 2 7.2 4 4.1 -0.135 
7 31.12.00 30.12.00 1 -* -* 3 -0.318 
8 21.03.01 16.03.01 5 -* -* 1 0.019 
9 24.05.01 17.05.01 7 -* -* 1 -0.019 
10 25.06.01 03.05.01 29 50 1 50 -0.076 
11 11.07.01 03.05.01 45 50 1 50 0.007 
12 13.09.01 03.05.01 109 50 1 50 -0.040 
13 19.01.02 18.01.02 1 -* -* 1 -0.149 
14 08.03.02 07.03.02 1 -* -* 5 0.020 
15 24.03.02 22.03.02 2 -* -* 2 -0.013 
16 09.04.02 06.04.02 3 -* -* 2 -0.020 
17 14.07.02 15.05.02 60 2 1 2 0.012 
18 18.10.02 16.10.02 2 -* -* 10 -0.062 
19 19.11.02 18.11.02 1 -* -* 2 -0.136 
* Information derived from TRMM data where total amount per event and event duration are 
inappropriate to infer 
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Appendix 3  Recording dates vs. rain occurrence and intensity for all rain stations and 
TRMM_34B2 data – Abbreviations: RD - Recording date of image, TD - Time 
difference between RD and the respective station/TRMM, MI - Maximum inten-
sity of rain event [mm] 
 Gilgal Jerusalem Amman TRMM_3B42 
RD   TD MI TD MI TD MI TD MI 
15.02.00 1 10 1 41.1 1 8.9 1 2 
03.04.00 13 3 10 21.1 10 7.9 4 12 
21.05.00 61 3 58 21.1 17 0.8 -* -* 
22.06.00 93 3 90 21.1 49 0.8 -* -* 
25.08.00 157 3 154 21.1 31 39.9 -* -* 
28.10.00 3 4 n/a n/a 2 4.1 2 6 
31.12.00 7 4 6 24.1 6 7.6 1 3 
21.03.01 12 4 12 3 25 0.8 5 1 
24.05.01 21 9 22 0.8 22 5.1 7 1 
25.06.01 53 9 43 0.8 29 50 -* -* 
11.07.01 69 9 59 0.8 45 50 -* -* 
13.09.01 133 9 123 0.8 109 50 -* -* 
19.01.02 9 23 9 64 7 23.1 1 13 
08.03.02 11 1 10 1.3 10 0.8 1 5 
24.03.02 3 6 2 6.1 3 17 2 2 
09.04.02 6 4 5 33.8 4 70.1 3 2 
14.07.02 60 2 101 33.8 100 70.1 -* -* 
18.10.02 2 3.5 4 0.8 54 50 2 10 
19.11.02 14 15 29 0.5 15 3 1 2 
* Information derived from TRMM data where total amount per event and event duration are 
inappropriate to infer 
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Appendix 5  Explanation of volume calculation  
Processing Steps Description 
Data basis:  geo-referenced aerial photographs (2007) – GSD: 1 m 
Determination of fan 
area:  
manual digitalisation using the cliff as western boundary and the 
DS as eastern boundary 
Volume calculation:  
creating an upper plane representing the current topographical 
surface by extracting the before determined fan area from the 
ASTER GDEM 
creating a tilted lower plane by applying the calculation: XiYi – (XiYi 
–Min) on the upper plane 
calculating the volume using the “Cut Fill” function of ArcGIS. using 
upper and lower plane as input parameter  
 
 
Appendix 6  Parameter used for pore runoff calculation 
Parameter Value Parameter Value 
Vtotal 14.07∙106 ha -384 
npores 30 % * hb -420 
Material Gravel L 1000 
kf 10-2 * A 33∙103 





Appendix Chapter 5 
Appendix 1  Image parameter required for processing including recording date and time, 
allocated season (winter: Nov-Apr / summer: May-Oct), Atmospheric parameter 
(Trans=Transmissivity, Up = Upwelling radiances, Down= Downwelling radi-
ances) of all applied Landsat ETM+ images - grey coloured rows indicate sur-
face-runoff influenced SST data 
No Date of Re-cording 
Time 
(GMT) Season Trans Up Down Min IF 
1 15.02.2000 08:04 Winter 0.83 1.12 1.84 -0.104 
2 03.04.2000 08:03 Winter 0.87 0.99 1.64 0.020 
3 21.05.2000 08:03 Summer 0.89 0.88 1.47 0.006 
4 22.06.2000 08:03 Summer 0.81 1.54 2.52 0.018 
5 25.08.2000 08:02 Summer 0.66 2.84 4.41 -0.021 
6 28.10.2000 08:01 Summer 0.79 1.52 2.47 -0.135 
7 31.12.2000 08:01 Winter 0.88 0.78 1.3 -0.318 
8 21.03.2001 08:01 Winter 0.85 1.08 1.81 0.019 
9 24.05.2001 08:01 Summer 0.86 1.08 1.85 -0.019 
10 25.06.2001 08:00 Summer 0.79 1.74 2.78 -0.076 
11 11.07.2001 08:00 Summer 0.78 1.84 2.97 0.007 
12 13.09.2001 07:59 Summer 0.72 2.26 3.55 -0.040 
13 19.01.2002 08:00 Winter 0.92 0.53 0.89 -0.149 
14 08.03.2002 08:00 Winter 0.93 0.53 0.9 0.020 
continued on next page 
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15 24.03.2002 08:00 Winter 0.86 1.04 1.73 -0.013 
16 09.04.2002 08:00 Winter 0.86 0.99 1.63 -0.020 
17 14.07.2002 08:00 Summer 0.69 2.56 4.01 0.012 
18 18.10.2002 07:59 Summer 0.68 2.39 3.76 -0.062 
19 19.11.2002 07:59 Winter 0.94 0.46 0.78 -0.136 
20 14.05.2003 08:00 Summer 0.86 1.09 1.81 -0.064 
21 18.08.2003 07:59 Summer 0.74 2.28 3.57 -0.029 
22 21.10.2003 07:59 Winter 0.82 1.4 2.33 0.007 
23 22.11.2003 08:17 Winter 0.89 0.84 1.4 -0.058 
24 29.03.2004 08:00 Winter 0.83 1.3 2.17 -0.051 
25 14.04.2004 08:00 Winter 0.89 0.9 1.52 0.048 
26 01.06.2004 08:00 Summer 0.77 1.79 2.86 -0.024 
27 17.06.2004 08:00 Summer 0.71 2.36 3.7 -0.009 
28 03.07.2004 08:00 Summer 0.8 1.72 2.77 0.065 
29 19.07.2004 08:00 Summer 0.73 2.27 3.61 -0.144 
30 05.09.2004 08:00 Summer 0.67 2.73 4.21 -0.067 
31 21.09.2004 08:00 Summer 0.81 1.57 2.57 0.020 
32 23.10.2004 08:00 Summer 0.79 1.62 2.65 -0.023 
33 27.01.2005 08:00 Winter 0.91 0.66 1.11 -0.227 
continued on next page 
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34 01.04.2005 08:01 Winter 0.82 1.34 2.2 0.038 
35 17.04.2005 08:01 Winter 0.86 0.99 1.66 -0.041 
36 19.05.2005 08:01 Summer 0.8 1.58 2.61 0.098 
37 20.06.2005 08:01 Summer 0.71 2.26 3.62 -0.087 
38 23.08.2005 08:00 Summer 0.65 2.98 4.57 -0.007 
39 08.09.2005 08:00 Summer 0.75 2.09 3.33 -0.018 
40 10.10.2005 08:00 Summer 0.67 2.57 4 -0.064 
41 26.10.2005 08:00 Summer 0.88 0.91 1.54 -0.038 
42 11.11.2005 08:01 Winter 0.89 0.77 1.3 -0.097 
43 22.05.2006 08:01 Summer 0.83 1.32 2.15 0.036 
44 07.06.2006 08:01 Summer 0.79 1.69 2.73 0.005 
45 23.06.2006 08:01 Summer 0.83 1.40 2.29 -0.012 
46 09.07.2006 08:01 Summer 0.77 1.88 3.02 -0.057 
47 25.07.2006 08:01 Summer 0.74 2.17 3.43 -0.002 
48 10.08.2006 08:01 Summer 0.72 2.34 3.66 -0.059 
49 26.08.2006 08:00 Summer 0.68 2.67 4.17 -0.004 
50 11.09.2006 08:00 Summer 0.64 2.96 4.60 0.042 
51 27.09.2006 08:00 Summer 0.79 1.67 2.72 -0.004 
52 13.10.2006 08:00 Summer 0.83 1.34 2.23 -0.030 
continued on next page 
Appendix 
 175 
53 30.11.2006 08:01 Winter 0.93 0.47 0.81 -0.259 
54 16.12.2006 08:01 Winter 0.95 0.30 0.51 -0.167 
55 17.01.2007 08:01 Winter 0.89 0.77 1.28 -0.264 
56 10.06.2007 08:01 Summer 0.79 1.61 2.69 0.003 
57 26.06.2007 08:01 Summer 0.75 2.17 3.46 0.043 
58 12.07.2007 08:01 Summer 0.82 1.55 2.51 0.050 
59 28.07.2007 08:01 Summer 0.72 2.33 3.79 0.025 
60 13.08.2007 08:01 Summer 0.64 3.04 4.60 -0.015 
61 29.08.2007 08:01 Summer 0.66 2.89 4.44 0.010 
62 14.09.2007 08:01 Summer 0.71 2.36 3.70 -0.019 
63 16.10.2007 08:01 Summer 0.70 2.24 3.70 -0.020 
64 01.11.2007 08:01 Winter 0.78 1.59 2.63 -0.014 
65 17.11.2007 08:01 Winter 0.89 0.81 1.37 -0.284 
66 05.02.2008 08:01 Winter 0.94 0.39 0.68 -0.081 
67 21.02.2008 08:01 Winter 0.93 0.49 0.82 -0.094 
68 24.03.2008 08:01 Winter 0.94 0.43 0.75 -0.039 
69 12.06.2008 08:01 Summer 0.73 2.19 3.45 -0.081 
70 28.06.2008 08:01 Summer 0.74 2.14 3.42 -0.031 
71 14.07.2008 08:01 Summer 0.71 2.40 3.78 0.014 
continued on next page 
Appendix 
176 
72 30.07.2008 08:00 Summer 0.65 2.94 4.47 -0.013 
73 16.09.2008 08:00 Summer 0.70 2.52 3.98 0.001 
74 03.11.2008 08:00 Winter 0.84 1.13 1.88 -0.025 
75 22.01.2009 08:01 Winter 0.90 0.67 1.14 -0.244 
76 27.03.2009 08:01 Winter 0.90 0.66 1.12 -0.010 
77 30.05.2009 08:02 Summer 0.82 1.49 2.41 0.033 
78 15.06.2009 08:02 Summer 0.78 1.82 2.92 0.040 
79 01.07.2009 08:01 Summer 0.82 1.50 2.50 0.029 
80 17.07.2009 08:01 Summer 0.68 2.68 4.15 -0.032 
81 02.08.2009 08:01 Summer 0.74 2.19 3.49 -0.001 
82 18.08.2009 08:01 Summer 0.65 2.93 4.47 -0.043 
83 05.10.2009 08:01 Summer 0.75 2.05 3.25 -0.005 
84 06.11.2009 08:02 Winter 0.91 0.69 1.17 -0.236 
85 22.11.2009 08:02 Winter 0.89 0.75 1.26 -0.099 
86 10.02.2010 08:03 Winter 0.86 0.96 1.60 -0.173 
87 15.04.2010 08:03 Winter 0.86 1.02 1.69 0.039 
88 06.09.2010 08:03 Summer 0.71 2.36 3.69 0.022 
89 24.10.2010 08:04 Summer 0.67 2.51 3.92 0.007 
90 09.11.2010 08:04 Winter 0.88 0.92 1.53 -0.107 
continued on next page 
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91 25.11.2010 08:04 Winter 0.89 0.77 1.31 -0.157 
92 27.12.2010 08:04 Winter 0.92 0.52 0.89 -0.070 
93 05.06.2011 08:04 Winter 0.77 1.81 2.92 0.011 
94 21.06.2011 08:04 Winter 0.80 1.65 2.65 0.022 
95 07.07.2011 08:04 Summer 0.78 1.73 2.80 0.026 
96 23.07.2011 08:04 Summer 0.75 2.07 3.28 0.009 
97 08.08.2011 08:04 Summer 0.71 2.44 3.77 0.001 
98 24.08.2011 08:04 Summer 0.78 1.86 2.98 0.008 
99 09.09.2011 08:04 Summer 0.68 2.52 3.93 0.027 
100 11.10.2011 08:04 Summer 0.81 1.57 2.60 -0.066 
 
Appendix 2  Explanation to IF calculation 
The IF relies on a sufficient temperature contrast between surface runoff and the cen-
tral area to obtain thermally observable influences. For the present case they are given 
as the absolute temperatures of surface-runoff (~15 °C) are steadily below both the 
long-term minimum DS temperatures (23 °C) and also below the coldest measured DS 
temperature of 16-17 °C in February 1992 [Ayalon et al., 1998; Gertman and Hecht, 
2002]. 
Although temperature differences are demonstrably appropriate to indicate surface-
runoff influence two constraints need to be considered. On the one hand this relates to 
the continuous retreat of the DS shoreline exposing sediment areas, which differ in 
heat capacity from water. This characteristic would lead to higher global maximum 
temperatures of the SST image and therefore to an erroneous commingling of water- 
and land-temperatures. 
Hence, we introduce a methodical pre-processing, which accounts for the retreat by 
defining the land/water interface individually per image using the Normalized Differ-
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enced Water Index (NDWI) after McFeeters [1996] (Eq. A1). As threshold we apply a 





 (Eq. A1) 
 
where Band2 = Green band of Landsat ETM+, Band4 = NIR band of Landsat 
ETM+. 
On the other hand, we need to account for seasonal temperature variations that 
hinder comparing images over an intra- or inter-seasonal basis. With a Max-Min nor-






 (Eq. A2) 
where SST°C = SST image [°C], SSTMin = Global SST Minimum, SSTMax = Global 
SST Maximum. 
After pre-processing all images, we define points, where surface-runoff (SR) enters the 
DS. Each SR originates from crosspoints, where the Dead Sea shore, derived from 
NDWI, intersects with a surface-runoff-path (wadi) calculated by using the eight-
direction (D8) flow model [Jenson and Domingue, 1988]. Around each crosspoint, a 
1000 m radius was taken as investigation area, defining the SR, which sum up to 19 
along the DS. Contrastingly, we assume no influences through surface-runoff and 
therefore almost steady temperature behaviour in the central area (CA) of the lake.   
This assumption is supported by Fig. 3 in chapter 4 and by findings of Stanhill 
[1990] and Nehorai et al. [2009], who reported a maximum range of 2.5 °C in the cen-
tral open sea area. If surface-runoff would thermally impact the CA the range would be 
by far greater. Hence, we spatially define the CA by taking a distance of at least 5 km 
from the actual shoreline orienting on the investigation areas of Stanhill [1990] and 
Nehorai et al. [2009], who used a distance of ~3-5 km from the shore. 
Applied on the normalised SST images the so obtained 19 SR areas and the CA con-
tain a number of pixels (n) representing normalised temperature values. For SR n var-
ies between 1174 and 2520 depending on the changing shape of the shoreline. For CA 
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n remains almost constant at around 123172 (15.02.2000 - first image of the series) 
and 123118 (19.11.2002 - last image of the series). Calculating the zonal mean value 
for each SR and CA results in k representative surface-runoff temperature (SRT) val-
ues and one central area temperature (CAT) value.  
The difference of both serves as basis for the evaluation of a surface-runoff influ-
ence on the respective image in form of the influence factor (IF) given in Eq. A3: 
 








� 𝑆𝑅1 … 𝑆𝑅𝑘 (Eq. A3) 
where SRTij = surface-runoff temperature per pixel, CATij = central area tempera-
ture per pixel of the DS, SSTnorm = Max/Min normalized SST image from Eq. A2, 
n = number of pixel within each SR or CA, k = number of potential surface runoff 
(SR) points (wadi outlets).  
In case of surface runoff at any wadi outlet the first term will decrease, while the sec-
ond term remains constant. This results in negative IF values indicating images with 
surface-runoff influence and hence the criteria needed for evaluation.  
 
Appendix 3  Approximate recharge calculation and data basis for the western and 
eastern coast 
Calculation to estimate recharge as a proxy for comparison purposes is based on an 












 (Eq. A4) 
where R = recharge [mm], P = precipitation [mm] 
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(Mean per biennial 
series) 
Groundwater af-
fected area (GAA) 
[m²] area A 
Groundwater af-
fected area (GAA) 
[m²] area B/C 
1998-1999 64.0 9.6 - - 
2000-2001 498.7 151.0 2.41 3.24 
2002-2003 675.6 261.0 0.68 0.08 
2004-2005 465.5 133.2 0.69 0.41 
2006-2007 347.9 70.4 0.12 0.37 
2008-2009 374.9 84.9 0.08 0.05 
2010-2011 426.0 112.1 0.83 0.48 
 









(Mean per biennial 
series) 
Groundwater af-
fected area (GAA) 
[m²] area H 
Groundwater af-
fected area (GAA) 
[m²] area J 
1998-1999 64.0 9.6 - - 
2000-2001 498.7 151.0 2.41 3.24 
2002-2003 675.6 261.0 0.68 0.08 
2004-2005 465.5 133.2 0.69 0.41 
2006-2007 347.9 70.4 0.12 0.37 
2008-2009 374.9 84.9 0.08 0.05 





Appendix 4  Calculations for goodness of fit factors for curve progressions between 
discharge and recharge curve comparisons 





















d  (Eq. A5) 
 
where R = recharge [dimensionless], D = discharge area [dimensionless], n = to-
tal number of biennial series, i = biennial series; D  = mean of all discharge areas 
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Appendix Chapter 6 
Appendix 1  List of thermally identified discharge locations with according type classification 
and coordinates (projection: UTM WGS 84 Zone 36N) 
FID Type East  North 
0 Terrestrial Spring 737499 3517204 
1 Terrestrial Spring 737421 3517174 
2 Terrestrial Spring 737417 3517169 
3 Terrestrial Spring (anthropogenic?) 737157 3516573 
4 Terrestrial Spring (anthropogenic?) 737161 3516552 
5 Terrestrial Spring 737170 3516421 
6 Terrestrial Spring 737166 3516336 
7 Seep 737098 3516160 
8 Seep 736903 3516008 
9 Terrestrial Spring 736867 3515947 
10 Seep 736887 3515881 
11 Terrestrial Spring 736807 3515645 
12 Terrestrial Spring 736689 3515502 
13 Terrestrial Spring 736106 3514220 
14 Terrestrial Spring 733376 3510374 
15 Terrestrial Spring 733312 3510335 
16 Terrestrial Spring 733195 3510254 
17 Terrestrial Spring 733172 3510238 
18 Terrestrial Spring 733116 3510198 
continued on next page 
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19 Terrestrial Spring 732966 3510016 
20 Terrestrial Spring 732920 3509989 
21 Terrestrial Spring 732894 3509968 
22 Terrestrial Spring 732863 3509935 
23 Seep / Terrestrial Spring 732786 3509916 
24 Terrestrial Spring 732642 3509868 
25 Terrestrial Spring 732573 3509820 
26 Terrestrial Spring 732533 3509747 
27 Submarine (Cluster) 732579 3509643 
28 Seep / Submarine 732555 3509570 
29 Terrestrial Spring 732412 3509530 
30 Terrestrial Spring 732360 3509468 
31 Submarine 732457 3509435 
32 Submarine 732476 3509421 
33 Terrestrial Spring 732333 3509304 
34 Seep 732357 3509368 
35 Terrestrial Spring 732326 3509137 
36 Seep 732332 3509200 
37 Submarine 732267 3508896 
38 Terrestrial Spring 732215 3508914 
39 Terrestrial Spring 732202 3508892 
40 Seep / Terrestrial Spring 732238 3508938 
41 Terrestrial Spring 732227 3508929 
42 Terrestrial Spring 732196 3508855 
continued on next page 
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43 Terrestrial Spring 732192 3508831 
44 Terrestrial Spring 732170 3508786 
45 Terrestrial Spring 732130 3508725 
46 Terrestrial Spring 732123 3508690 
47 Terrestrial Spring 732045 3508338 
48 Terrestrial Spring 732049 3508321 
49 Terrestrial Spring 731968 3508008 
50 Seep / Terrestrial Spring 731967 3507937 
51 Seep 731987 3507785 
52 Seep / Terrestrial Spring 731998 3507593 
53 Seep 732002 3507648 
54 Seep 732024 3507545 
55 Seep 732092 3507416 
56 Seep 732109 3507204 
57 Seep 732113 3507100 
58 Seep / Terrestrial Spring 732157 3506404 
59 Seep 732136 3506070 
60 Seep 733037 3510070 
61 Seep 733018 3510052 
62 Seep 733266 3510263 
63 Seep 731969 3508035 
64 Submarine 731983 3507833 
65 Submarine 732137 3507198 
66 Terrestrial Spring 732056 3508442 
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67 Terrestrial Spring 732060 3508382 
68 Terrestrial Spring 732084 3508490 
69 Terrestrial Spring 732071 3508474 
70 Seep 732337 3508970 
71 Seep 732393 3509092 
 
