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by Etienne Sourdille
The control of a moving structure in an unbounded flow has numerous applications
in engineering, such as the aileron on an airplane. Here an approach is proposed where
a CFD method is coupled with a controller to provide a qualitative flow model, and a
tool for the development and the validation of the control scheme. A rotating rigid flat
plate in transverse flow is considered.
For the CFD, a discrete vortex method is used due to its relevance for separated flows,
which implies approximating the flat plate by a thin ellipse. The simulation for a fixed
plate has been completed with a plate approximated by a 20:1 ellipse and placed in an
inviscid flow. A comparison with an image method is also undertaken. The results show
encouraging features for modeling the vortex street, but also problems in the transient
behavior of the flow.
The control method is based on fuzzy logic, and has shown a remarkable ability to
adapt to the nonlinear nature of the force generated by the flow/structure system.
Comparison is made with more classical schemes such as a controller based on optimal
control theory using an intermediary flow/structure model, similar to a gain scheduling
model, instead of the full simulation.
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Nomenclature
(
−→
X ,
−→
Y ) Stationary frame during the motion centered in O(0, 0)
α Ellipse incidence angle or angle of attack
α0 Incidence angle of the ellipse at t = 0
x¯ Mean value of x
∆Γ Rate of vorticity
∆θ Angular error
δN Distance between a boundary vortex and the corresponding boundary control
point
∆t Timestep (Note : sometimes referred to as dt or dt in graphics)
δ Two-dimensional Dirac delta function
δ0 Average distance between the control points on the boundary
δbl Boundary layer thickness
 Distance of the nascent vortex to the body when using the discrete introduction
of vorticity method
Γ Strength of a discrete vortex or circulation
γ Vorticity distribution or vortex core function
Γb Circulation on the boundary
Γf Wake circulation
µ Torsional damping of the spring damped ellipse sometimes referred to as b in
graphics
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µs Effective damping of the spring-damped ellipse system using alternative nondi-
mensionalization (see section 3.3.1 for mathematical definition)
∇ Gradient operator
ν Kinematic viscosity
Ω Body angular velocity
ω Magnitude of −→ω
−→ω Vorticity of the fluid
−→
Fs Smoothed aerodynamic force
−→
F Aerodynamic force
−→
f Body force per unit mass
−→
K unit vector orthogonal to the (−→x ,−→y ) plane
−→n Unit vector normal to the wall
−→
P Point position in a flow domain
−→sb Position vector defining the location of the surface boundary
−→s Unit vector tangential to the body surface
−→
U∞ Freestream flow velocity vector
−→un Normal velocity component on the boundary
−→uo Initial velocity field
−→us Tangential velocity component on the boundary at −→x = −→sb
−→u Fluid velocity
−→
U e External flow velocity
−→vs Body velocity
−→
V = (u, v) Velocity vector with u and v respectively the −→x and −→y axis component
−→xo Center of rotation of the ellipse
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−→xv Discrete vortex position in a flow domain
−→x major axis of the ellipse (can also denotes a position)
−→y minor axis of the ellipse
Φ Velocity potential in a stationary frame
ψ Streamline function
ψ∞ Stream function from the uniform freestream velocity
ψb Stream function associated to the boundary vortices
ψf stream function coming from the flow vortices
ψr Streamfunction due to the rotation
ρ Fluid mass per volume unit
ρb Body mass per volume unit
σ Cut-off radius, or vortex core radius
θ(t) Angular position of the plate from the rest position of the torque spring, α =
α0 + θ(t) and Ω = θ˙
θ0 Initial ellipse spring angle
θi Angle determining the position of the i
th boundary vortices in chapter 2
θmax Maximum θ oscillations amplitude
E External disturbance vector
Rc Reference command signal
Rv Covariance of V
Rw Covariance of W
U Input vector of system
V Sensor noise
W Process noise
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Xc Controller state vector
X State vector of system
Y Output vector of system
ε(x, y) Error at a point of position (x, y) (noted  in figures)
εp Position error
εv Velocity error
$n Natural frequency of the spring damped ellipse in rad/s
ξ Reduced damping of the spring damped ellipse
ξ∗s Nondimensional effective ξ of the θ(t) produced by the coupled mechanical/flow
system
ζ Complex position in a circle plane (before a Joukowski transformation) for ex-
ample
ζ ′ Complex value of the location of an image vortex in the ζ plane
ζ∗ Conjugate of a complex position in a circle plane
a Ellipse half chord on its primary axis
b Half chord of the ellipse on the minor axis
c Half the chord value or radius of the circle in the complex image plane
Ca Torque output of the controller, scalar dependent on time
Cd Aerodynamic drag coefficient
Ce Non-dimensionalized torque output of the controller (see equation 5.19), scalar
dependent on time.
Ce Nondimensional external torque provided by Simulink to the C flow simulation
CG = 1/k Steady-state gain of the transfer function. (see section 3.3 for mathematical
definition)
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CJ Additional mass to the spring-damped ellipse system (see section 3.3.1 for math-
ematical definition)
Cl Aerodynamic lift coefficient
Cma Approximated Cm
Cm Aerodynamic moment coefficient
Cn Aerodynamic normal force coefficient (associated to the
−→y axis)
Cp incident flow power impinging on the plate of chord L. It is defined by Cp =
(1/2)ρU3∞ L for a 2D plate.
Ct Aerodynamic tangential force coefficient (associated to the
−→x ellipse axis)
D Entire flow domain
D0 Ad hoc Spalart simulation parameter: length parameter that allows one to obtain
better resolution near the wall
D% Peak response in percent
e Error signal (input of the fuzzy logic controller), scalar dependent on time
Ec,p(T1, T2) Energy provided by P
∗
c between T1 and T2 (see equation 5.9)
Ec,p(T1, T2) Signal energy provided by P
∗
c between T1 and T2 (see equation 5.9)
Ec(T1, T2) Energy used by the controller betweenT1 and T2(see equation 5.3)
Es(T1, T2) Signal energy of the controller betweenT1 and T2(see equation 5.5)
F (s) Laplace transform of a function f(t)
f(t) Generic function dependent on time when applied to a control system
fθ θ oscillation frequency for the coupled spring damped ellipse/flow system
fm Flow linear model main harmonics frequency
f ∗n,s Nondimensional effective fn of the θ(t) produced by the coupled mechanical/flow
system
fn Spring damped system natural frequency
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fsamp Sampling frequency
fs Flow vortex shedding frequency
h Length of a square cell in a uniform grid defining the approximate flow domain
simulated
J Angular inertia of the spring damped ellipse
J∗s Effective nondimensional inertia of the spring-damped ellipse system (see section
3.3.1 for mathematical definition)
k Torsional spring coefficient applied of the spring damped ellipse, exceptionally
generic scalar in section 4.3.3
L Ellipse Chord
M Aerodynamic moment
Me External torque provided by Simulink to the C flow simulation
mfx Generic name for membership function for fuzzy logic controller
N Total number of discrete vortices
Nb Number of boundary vortices
O or O(0, 0) Origin
p pressure
Pb Set of parameters defining the position and orientation of a boundary element
Pc Instantaneous power used by the controller (see equation 5.2)
PXX Signal power per frequency in the spectrum considered for a time signal x(t).
This is related to the signal power not the physical power. The units of PXX
is that of x2. The power spectral density (PSD) designates the PXX considered
over the whole spectrum.
Q State penalty matrix
R Cost penalty matrix
R∞ Limitless region jointly occupied by the solid body and the fluid
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Rs Region occupied by the solid body
Ro Rossby number, Ro = U∞/(aΩ)
S Strouhal number or Strouhal number extracted from experiment
Sbody Cross section surface of a body
Ss Actual Strouhal number extracted from previous simulation
T A duration value
t Real timescale or time value
t′ Alternative timescale
t5% Minimal settling time
tr Minimal rise time
u Input signal of a system, or output signal of a controller (scalar form)
U∞ Magnitude of the uniform freastream velocity or uniform freastream complex
velocity
Umax Maximum angular velocity of the spring damped ellipse system in vacuum (see
section 3.3.1 for mathematical definition)
Ush Shear layer velocity magnitude
uX
−→
X velocity component of −→u
uY
−→
Y velocity component of −→u
V0 Ad hoc Spalart simulation parameter: tolerance parameter for blob vortex merg-
ing adjustment
V1 Velocity magnitude at the outer edge of the shear layer
V2 Velocity magnitude at the inner edge of the shear layer
w complex flow potential
wf Freeflow complex potential
wt Entire flow complex potential
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xj(t) Position of the j
th discrete vortex
y Output signal when applied to a control system (scalar form)
(−→x ,−→y ) Body fixed frame of reference
* Convolution operator
Re Reynolds number
Subscript b Associated to the boundary vortices
Subscript e Associated to the estimator (when applied to control system)
Subscript p Associated to the vortices with positive circulation in the method with
discrete introduction of vorticity
Subscript q Associated to the vortices with negative circulation in the method with
discrete introduction of vorticity
Subscript w Associated to the vortices released in the flow
Superscripts ∗ Nondimensionalized variable (except for complex variables)
VN,N,Z,P,VP Fuzzy set when related to a fuzzy logic controller
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Chapter 1
Introduction
1.1 General overview
Many engineering devices involve the interaction of a flexible structure and a moving
fluid. In some cases this interaction is dynamic, with the deflected structure altering the
original flow pattern - and the altered flow pattern then re-deflecting the structure and
so on. Accurate analysis of these cases requires a careful multi-disciplinary approach.
They also provide a challenging test for active control strategies. With this project, a
study is made about a rotating rigid plate in a transverse crossflow. By considering
an idealized fluid-structure interaction, an integrated fluid, structure and active control
analysis is developed, which is expected to be relevant to the more complicated situa-
tions found in practice.
In order to investigate the flow around the plate, whether stationary or rotating about
an axis normal to the flow, a CFD method is implemented. The main aim is to de-
sign a method simple enough to avoid using too much computer power, but accurate
enough to model realistically the flow pattern and the flow forces. Therefore, a 2D (2
dimensional) blob vortex method has been chosen for modeling the unsteady wake. The
position and the strength of the nascent vortices are able to vary with time through the
use of the Kutta condition.
The flow simulation will enable investigations of the effect of the moving plate on
the downstream flow. The control will then be used to stabilize the plate by either
maintaining a stationary state or by following a user specified motion.
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The goals of the project are :
• Study the flow past a rotating rigid flat plate in different configurations (steady
inclination, oscillating between two inclinations, or rotating)
• Validate the blob vortex method with a rotating body
• Investigate the strategies and limits of a control scheme for this test case
1.1.1 Objectives
The main objective of this project is the control of a flat plate placed in a trans-
verse unbounded flow, with angle of attack ranging from 45 to 90 degrees. The fluid is
assumed to be incompressible. The plate is assumed to be perfectly rigid, and bending
and vibration of the structure are ignored.
Figure 1.1: General scheme
The plate will be held fixed in some cases and in others allowed to rotate about a central
axis, with a torsional spring and damper to resist the motion. This will illustrate the
feasibility and the limitations of this approach applied to similar flows.
Although this project remains fairly idealized, it is intended to act as a preliminary
for studies of more realistic real-world flows, such as that around a moving spoiler on
an airfoil.
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1.1.2 Systems
Several systems are to be implemented to achieve the full simulation. These include
the 2D flow simulation and modeling, the computation of the dynamics of the rigid
plate, and the control. The control part will be implemented in Matlab, whereas the
flow and kinematics parts will be implemented in C/C++.
1.1.2.1 2D Dynamic flow simulation
First of all, a simple flow simulation is considered, that is to say in a way that could
allow not only the coupling with the control, but also good computational speed. It is
also necessary here that the simulation algorithm can be readily modified. However,
the simulation must still be also be able to produce realistic flow characteristics, for
example the Karman Street in the case of the fixed plate. Therefore, a vortex method
was chosen as the most appropriate method, since it is ideal for simulating separated
bluff-body flows.
For the programming language, C/C++ was used for reasons of computational speed
and availability. A first implementation has been done in Matlab to settle the algorithm.
1.1.2.2 Plate motion
Using classical mechanics equations and the input forces from the 2D flow simula-
tion, one can then deduce the movement of the plate. A homogeneous rigid plate is
considered with mass density corresponding to Plexiglass.
This part will also be coded in C/C++ as a module for the 2D flow simulation.
1.1.2.3 Control
Considering now the control part, it must ensure numerous roles, among which are
the control of the angle of attack as a function of time. In addition, the plate stabiliza-
tion has to be achieved. Finally, for this project, the flow simulation and the control
must communicate at each iteration. Matlab was chosen as there are a number of tools
dedicated to control design.
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1.1.3 Methodology
The methodology consists of three steps. At each step, an assessment is done to
validate the completed part. The first part will be dedicated to the implementation
of the vortex method with a fixed plate in a crossflow. In the second part, the plate
will rotate freely around a given axis under the flow action. Finally, the third step will
consist of the implementation of the control as well as the development of a system
model of the plate and the flow.
Although this type of implementation does not provide optimal computational speed,
it enables to simplify the debugging as well as giving flexibility if the configuration of
the system needs to be changed.
The first two steps provide the flow simulation, whereas the third gives the control.
It should be noted that between the control part and the simulation part, the input
and output were to be as simple as possible in order to keep these two parts independent.
Figure 1.2: Implementation
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1.1.4 Integration
The simulation and the control need to be integrated. As previously stated, the flow
simulation will be implemented in C/C++, and the control part in Matlab. Therefore,
several approach are possible, namely :
• To use a file as an interface between C/C++ and Matlab. At each time step, the
flow simulation generates a file containing all the useful data of the flow for use
by the control. In Matlab, this file is then read, and create a file as an input for
the flow simulation after having determined the resulting control.
• To implement a program in either C/C++ or Matlab to handle the data as well
as dynamically determine the interaction between the flow simulation and the
control.
The first approach is the easiest, but is intrinsically slower than the second option.
Furthermore, it requires careful synchronization between C and Matlab. On the other
hand, the second approach requires a driver to couple both parts (C/C++ and Matlab).
The main implementation difficulty consists in using an intermediary function to enable
the simulation and Matlab to share data through a common data structure. Thus, this
driver implementation needs little modification of both parts. Therefore, the second
approach was preferred to integrate the Matlab controller and the C simulation.
1.2 Literature review
1.2.1 Overview
As standard methods will be used for the control (linear systems, system modeling,
etc), the literature review will be oriented toward the vortex method. Nevertheless,
some papers have appeared on the subject of vibrating plates (no aerodynamics in-
volved), or of flap of a wing. A brief review of these studies is provided in the third
section.
The vortex method is widely used in research, mainly because of its ability to cre-
ate physically relevant dynamics at high Reynolds number. Consequently, there is an
extensive literature on the subject; one of the most exhaustive papers is by Sarpkaya
(1994) [53], which includes more than 500 references. The reader is directed to that
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work for a comprehensive review, while here are the papers which are more significant
for the current project purposes.
This review is divided into three sections. The first considers papers on the complete
vortex method, i.e. providing the theoretical and computational tools to develop and
implement the method. The second section introduces different schemes available as
part of the vortex method. The third section focuses on some of the schemes available
for controlling motion in structural and mechanical problems.
1.2.2 Guiding papers
The most used papers, as well as the most extensive in their review, are those of
Spalart (1988) [57], Sarpkaya (1994), Leonard (1980) [33], and Chorin (1993) [10]. One
should also take into account the books of Katz and Plotkin (1991) [30] and Kout-
soumakos (2000) [13].
The Chorin paper [10] exposes some of the theoretical aspects of the discrete vortex
method in two and three dimensions. Although very useful for convergence and error
study, it does not provide the material necessary for constructing the method. The
Koutsoumakos book [13] has the same scope albeit more comprehensively. It studies
increasingly complex cases including hybrid schemes (finite difference on the boundary,
vortex difference for the far field). Koutsoumakos also provide some scope over the
parameters for convergence of the method.
Leonard [33] presents a complete review on the method which is more oriented to-
ward application. He exposes some of the problems such as the accuracy of convection
schemes, the determination of an appropriate blob shape, and the viscosity problem,
as well as some test cases. He also considers the 3D (3 dimensional) case. It has been
found very useful since he discusses how to set the ad-hoc parameters (vortex core ra-
dius, time step, minimum number of vortices to use) and presents an explanation about
convergence. However, not enough details are provided for a full implementation of the
method.
Spalart (1988) [57] is a very positive paper exposing impressive results for flow over
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complicated body shapes. The paper is “recipe book” giving details of the implemen-
tation of the discrete vortex method. There is even a part dedicated to the efficient
programming of the method.
Sarpkaya (1994) [53] is a thorough review paper about the different schemes in use.
He first develops the mathematics related to the method, and discusses the different
schemes in chronological order. He then gives a great deal of detail about each of them.
Compared to other papers, this review is oriented toward an engineering point of view.
Katz and Plotkin (1991) [30] in their book provide a useful background for the ele-
ments method in general (discrete source, discrete vortices, 2D and 3D). Although it
is lacking some details about the schemes, like the Spalart paper it is a “recipe book”
with an engineering perspective. Therefore, it is a good starting point for the under-
standing and implementation of discrete methods. It does not however discuss blob
vortex methods.
1.2.3 Discrete vortex schemes
Numerous vortex methods have been devised for steady as well as unsteady flows.
Here is not an exhaustive review of the various methods but rather a concise presenta-
tion of the most representative ones. The flow configuration considered in this project
(transverse flow over a flat plate) is incompressible, inviscid and with separation.
Most flows treated are incompressible. The compressible case are not reviewed here; it
is discussed in references [1], [2], [6], [8], [20] and [57] on.
Sarpkaya (1974) [50] used an image method to model the flow around a transverse
flat plate. Unlike the preceding papers, the shedding of vorticity is done discretely at
the separation points. He obtained some fairly good results, qualitatively speaking. He
conducted some further studies with the scheme being applied around a cylinder [49],
and plates with a parabolic leading edge [52].
Koutsoumakos and Shiels [32] uses a Vortex In Cell (VIC) method and a Particle
Strength Exchange (PSE) scheme to model the flow around an impulsively started
and uniformly accelerated transverse flat plate. They present a great deal of theoretical
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details. Their results agree well with experiment and yield insight into some of the
effects observed.
Blevins (1991) [7] used a code developed by Spalart and Leonard (discrete vortex with
a surface distribution for the vortices, random walk method to account for viscosity) to
simulate flow around moving structures in an unbounded domain. Results show fairly
good agreement with experiment for the mean lift and drag. However, their worth is
mostly qualitative as the phase and amplitude of the vortex shedding were overpre-
dicted.
Clarke (1992) [11] developed a discrete vortex method for simulating the flow around a
cylinder, using for the viscosity model a combination of diffusion velocity near the wall,
and random walk away from the wall. He also managed to run the simulation with a
rotating cylinder, and conducted some long-term simulation for Reynolds number rang-
ing from 5000 to 31700, with good experimental agreement.
Takeda (1998) [59] did similar work but using viscosity distribution method to ac-
count for viscosity. The method is similar to a PSE method but differs in that there
is no regular regriding. He employed a highly parallel code. Like Clarke, he obtained
high-quality results.
Most recently, Shiels (1998) [56] proposed a viscous vortex method based on blob vortex
core expansion. He applied this method to a transversely moving cylinder and spec-
ified various means of computing the fluid forces. Although his simulation captured
the behaviour accurately enough to be confident that the dominant flow structures are
properly resolved, the accuracy at small scales is in doubt.
1.2.4 Vortex shedding phenomenology
The focus of this thesis requires an understanding of the interaction of the plate/flow
system, and such the behavior of the basic flow. Thus, a review was made based on
studies of vortex-street and periodic flow phenomena. The scope of these studies is a
bit less wide than for the thesis as they usually attempt to understand the intrinsic flow
mechanisms and contribute to accurate predictions of their effect.
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Marris (1964 [37]) provides a survey of research about periodic wakes behind a cylin-
der in a uniform steady stream and is a synopsis of knowledge of the vortex formation
and of the associated hydrodynamic forces for a wide range of Reynolds numbers. He
also discusses characteristics of the induced vibration in a uniform stream for various
spring-mounted bluff bodies configurations, and then focuses on the cylinder case. Af-
ter analyzing the vortex wake behind a cylinder at low Reynolds number of Re < 300,
he concludes that the shedding process is associated with a deep low-pressure valley
immediately aft of the cylinder. This implies that this low pressure area can be re-
moved by means of a splitter vane, which in turn stops the vortex shedding. He begins
with analysis on flow-induced vibration on the cylinder. He noted that self excitation
can occur when bodies are rounded such that the boundary-layer separation points can
move on the body surface, emphasizing the role of the position of the separation point.
When self excitation does occur, the crossflow velocity is no longer negligible in relation
to the streamwise velocity.
Berger and Wile (1972 [15]) also provide an extensive review of periodic flows. They
note that, following Bearman, in an attempt to predict vortex-street parameters for
various body form, Kronauer proposed that for any vortex velocity the vortex street
set itself so as to reach the minimum drag due to the vortex formation, thus departing
from Von Kalman’s idea based on stability theory. Among others, Gerrard (1966 [14]),
in a study of vortex formation behind bluff bodies, proposed the shedding frequency
scale is determined by two characteristics lengths: the length of the formation region,
and a length termed diffusion length. The first length simply stresses the importance of
the entrainment of fluid from the interior of the formation region of vortices behind the
bluff body and its replenishment by reversed flow. The diffusion length represents the
thickness of the shear layer at the end of the formation region where the layer is drawn
across the wake. He also observed that the Strouhal number for vortex shedding with
different freestream turbulence levels is almost independent of the Reynolds number.
The vibrating cylinder problem, although usually discussed in terms of 3D flow fea-
tures, offers several reflexions. First, the system consisting of an obstacle and a peri-
odic wake behaves like a nonlinear self-excited oscillator under forced vibration. Thus,
aspects of a nonlinear system formed by an elastic solid body and fluid wake include
“synchronization” (lock in), hysterisis, frequency demultiplication, and in certain cases
suppression of vortex shedding. Otherwise little is known of the interaction between an
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oscillating cylinder and its periodic wake.
Other studies of interaction between a vortex street and bluff bodies and the oscil-
lations induced on the bluff body have been done by Bearman (1984 [61]) and more
practically by Sarpkaya (1979 [55]). They highlight the difficulties in establishing a
mathematical model for the coupled flow/body system and stress the need for a com-
plete simulation model. Sarpkaya [55] focuses mainly on a numerical study, providing
results for a cylinder oscillating transversely in a uniform stream using discrete intro-
duction of vorticity. Bearman [61], on the other hand, is more general and also analyzes
the fixed body case.
Lugt was involved in two studies investigating the flow around an ellipse using a
streamfunction-vorticity scheme for the Navier-Stokes equations, with both a steady
and rotating ellipse. The first, with Haussling in 1974 [25], focused on the steady el-
lipse at 45 degrees angle of attack with thickness ratios from 1 to 0.1 and Reynolds
numbers ranging from 1 to 200. They found that similarly to the cylinder case, when
Re > 45 the steady state becomes unstable and the flow changes to a Karman vor-
tex street. Also, at Re = 200, the inertial effects of the flow were more pronounced
than at Re = 15 and 30. Those inertial effects manifests themselves in a distortion of
the vorticity generation and spreading close to the body, compared to the steady state
solution. At this Reynolds number, they noted the zero streamline is parallel to the
chord of the ellipse, which is a manifestation of the Kutta condition for viscous flow.
The period of the drag and lift coefficient history coincides with the vortex shedding.
Effects of pressure dominate over those of friction. The maximum aerodynamic force
coefficients occur when the recirculatory region is the largest, which marks the end of
the roll-up of vorticity and the beginning of the vortex shedding. This state is charac-
terized by a vorticity extremum. There is also a small maximum in the drag coefficient
emerging from the pressure influence and resulting from the proximity of the recently
shed vortices.
A moving ellipse study was carried out by Lugt and Ohring [26]. It involved an el-
lipse of length a rotating at constant angular velocity at a Reynolds number of 200. To
characterize the angular velocity
−→
Ω compared to the freestream flow
−→
U∞, they used the
Rossby number (|−→U∞|/(|−→Ω |.a)). The flow was studied from the transient phase until
the flow became steady or periodic. For a thin ellipse and Re = 2000, the flow reaches
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periodic behavior where two vortices are shed at each cycle. At this stage, the minimum
for the moment coefficient in a cycle occurs when four recirculatory regions exist, i.e.
two suction regions under and above the surface of the ellipse which cancel each other,
with the others at the tip of the ellipse acting in an antisymetric manner.
Ohmi et al [45] did an experimental and numerical investigation of an elliptic cylin-
der with high angle of attack (in the static stall regime, 15 to 45 degrees ). They
considered the effect of different parameters of the flow on the oscillation to deter-
mine the important components. The Reynolds number ranged from 1500 to 10000.
These simulations would be difficult to reproduce, because the flow model in chapter 4
and the control in chapter 5 strategy assume high angles of attack (see section 1.1.1).
They noted a weak influence of the Reynolds number and angle of attack on the flow
dynamic and pattern with the main influences coming from reduced frequency up to
a threshold and then to the product of the reduced frequency by the reduced amplitude.
1.2.5 Motion vibration control schemes
Although stabilization of structural vibrations is not directly a concern par se, these
studies can illustrate problems that also appear in other systems involving control of
structural motion. For example, both cases are concerned with characteristic values
that oscillate at a given period (at least in the case of the fixed plate).
Most of the literature on the subject is dedicated to the control of structural defor-
mation due to the aerodynamic forces or to the control of the flow through various
devices like a dynamically deforming airfoil (deforming leading edge to reduce drag for
instance), or boundary layer transpiration to delay separation.
Meirovitch and Silverberg (1984) [39] present a method based on the modal control
(based on the mode of excitation of the free structure), and a displacement and velocity
feedback. They then provide a linear model for the relation between the aerodynamic
forces and the structural displacement. Although the formulation is very close to the
problem tackled here, its input is limited to a flap angle on a wing and they have no
interest in the flow characteristics. Nevertheless, it emphasizes the possibility of real-
time control on this type of structure and the fact that the aerodynamic forces in the
case of flutter (coupling between the aerodynamic forces and the vibration mode of the
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plate ) can be modeled through a linear model.
Ballas (1978) [4], proposes an active control method for a distributed parameter sys-
tem through modal control. However, he also provides an elegant solution to reduce
the effect of the spillover (instability due to uncontrolled elastic modes of a structure)
and an example with a flexible beam. To apply this approach to the rigid body mo-
tion case would require a rewriting of the body displacement equation. Nevertheless,
it could prove to be useful if the emphasis was put on the damping ability of the control.
Fromme and Golberg [19], discuss the solution of the equations of motion with struc-
tural damping, aerodynamic stiffness and nonlinear generalized forces provided. Then
a complete method of resolution is provided but without aerodynamic forces. Although
it has a different focus considering the project need, this paper nonetheless supplies an
interesting point of view on how to implement and solve the equations of motion.
Ribeiro (1998) [47] models a vibrating structure through a hierarchical method, in-
volving a finite element method with a high degree polynomial as an approximation for
the element. This is beyond the scope of the project.
Monaco and Normand-Cyrot (1997) [42] provide a common framework for the study of
nonlinear discrete-time and sampled dynamics. Although the simulation in the work
described in section 5.3 could be considered as giving some discrete time input, this
study is of limited use for the project purposes. Newman (1994) [44] used a distributed
controller for the control of structural vibration. Although giving an interesting point
of view, it too is not directly relevant to this project.
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The discrete vortex method
2.1 Approach
The vortex element method enables one to recreate the physically relevant dy-
namics of two-dimensional incompressible flows through the use of the Lagrangian
or the Lagrangian-Eulerian description of the evolution of discretized vorticity fields.
Helmholtz was the first to show that, in what is now regarded as one of the most im-
portant contribution to fluid mechanics, that in an inviscid fluid vortex lines remain
continually composed of the same fluid elements and flows with vorticity can be mod-
eled with vortices of appropriate circulation.
As a Lagrangian technique, its advantages lies in the grid-free nature of the simula-
tion, the exact treatment of the far-field boundary condition (if the Vortex In Cell
scheme is excluded), and the concentration of the computational power where it is nec-
essary (i.e. vorticity at specific points). On the other hand, the use of vortex methods
introduces some error in the convection, and special treatments are needed to take into
account viscous diffusion (random walk scheme for example). The method also requires
explicit treatment of the turbulent diffusion, otherwise it is limited to preturbulent,
almost laminar flow.
There are additional problems associated with use of the vortex method and the as-
sumption of a purely two-dimensional (2D) flow. As stated by Sarpkaya [53], the 2D
method is unable to capture three-dimensional effects such as vortex filament tilting
or stretching, whatever the specific scheme considered. This means that without the
use of an ad-hoc circulation reduction scheme, it is difficult to predict accurately the
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dynamics of 3D flows, in particular the lift and drag forces and the pressure distribu-
tion. Nevertheless, the Strouhal number is generally correctly predicted. Note, though,
that circulation reduction is strictly an ad-hoc scheme for 2D methods and does not
enable to properly emulate the physical 3D effects in the flow thus it is a purely artificial
mathematical model. As such, it requires to be adjusted depending on the type of the
body and flow. This kind of model is thus somewhat awkward due to the use of purely
ad-hoc parameters with no physical means.
Finally, other problems arise due to the fact that for stability reasons the vortices must
have a finite core. Unfortunately however, these finite-core or ’blob’ vortices violate
Helmholtz’s law that vorticity is a material quantity. This introduces a formal incon-
sistency in the dynamics. Furthermore, the nonlinearity in the Navier-Stokes equations
does not allow the superposition of finite-core vortices. However, there are some ad-
vantages to be gained through the use of blob vortices, in particular a smoothing of the
velocity and vorticity distributions, provided that one increases the number of blobs,
by forcing them to overlap, and by judiciously choosing the core radius and the shape
of the velocity cutoff function. Besides, increasing the number of vortices also mitigates
the effect of the Navier-Stokes nonlinearities.
For this study, two different models are considered for separated flow, both of which
are modifiable to take into account the effect of a moving plate. The first is based
on the discrete introduction of vorticity at a fixed pre-specified separation point using
blob vortices to represent both the flow and the plate. This scheme was coded in the
C language, with the aim of coupling it with the Matlab utility Simulink. The second
was adapted from the algorithm (and Fortran code) of Spalart [57], which represents
the boundary layer by blob vortices that are eventually shed into the flow.
Both methods have been used previously to model a moving body in a flow using
the vortex method. For the first method, a similar scheme was proposed by Ham [23]
to model a flat plate during dynamic stall, as well as by Sarpkaya [51] to model a
transversely oscillating cylinder. As for the second method, Spalart [57] used his code
to model an airfoil during dynamic stall, Blevins [7] characterized a transversely oscil-
lating cylinder, and Shiels [56] used a similar method with blob vortices with growing
cores to account for the viscous diffusion to model a free-falling flat plate as well as the
transversely oscillating cylinder.
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Both schemes are used for two different roles; the first method is used to further develop
and validate the control, while the second method serves as a benchmark for validating
the code based on the first method, particularly for moving-body flows. Indeed, the
Fortran code could not be directly coupled to a Matlab utility without first translating
it into C. However, the second method is much more accurate than the discrete intro-
duction of vorticity at predetermined locations, due to the higher count of vortices and
less arbitrary parameters. On the other hand, it is also more difficult to use correctly as
there can be significant discrepancies from one simulation to another simply by chang-
ing one parameter, for example the timestep, within the same flow condition. In that
respect, the first method is more consistent as it does not have such discrepancies; that
is why trial were made to couple it with the control.
The main complication with both methods when introducing a rotation is the extrac-
tion of the force and moment, as some terms are added, due not only to the rotation
itself but also to the frame of reference used when modeling the flow around the plate.
2.1.1 Discrete introduction of vorticity
In programming the C simulation, a scheme was adapted based on the model of
Sarpkaya [50]. He used a potential-flow model of 2D vortex shedding, using image
vortices and a Joukowski transformation to model the unsteady flow past a stationary
plate. The vortices present in the flow are convected using a complex potential. At each
timestep two nascent point vortices are generated to account for the effect of separation.
For a flat plate in a transverse flow, the separation is located at the two edges of the flat
plate, which will be referred to as the separation points. The strengths of the nascent
vortices shed at the separation points are computed through an approximation of the
shear layer velocity at these points. The position of the nascent vortices is then deter-
mined by enforcing the Kutta equation at the separation points on the body surface.
At this point, it is important to distinguish the separation points which are defined as
the points on the body surface where the flow separation is supposed to take place, and
the discrete vortices creation points which are the points in the flow domain without
the body (including the body wall) where the nascent vortices are positioned in order
for their induced velocity field to enable the instantaneous satisfaction of the Kutta
condition at the separation points.
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Sarpkaya [53] provides a very good discussion about this kind of method. It appears
well suited to modeling a flow around a body with sharp edges where the determination
of the separation location is not a problem. Additionally, there is a feedback from the
vortex street to the nascent vortex, dynamically affecting its strength and initial posi-
tion. This is a crucial point, as the initial position of the nascent vortices is of major
importance on how the vortex sheet rolls up, as stressed by Gerrard [21]. It should be
added that the normal force determination is also very sensitive to the distance from
the plate of the nascent vortex.
However, some of the inconsistencies of the scheme are that it does not relate the
time step ∆t to both the distance of the nascent vortex to the body  and the rate
of vorticity ∆Γ (the latter, indirectly through the determination of an approximated
shear layer velocity). Furthermore, there is no explicit treatment of the breakaway an-
gle between the separation streamline and the body surface tangent, as well as for the
velocity distribution in the vicinity of the separation point after the introduction of the
nascent vortex.
Also, it is hard to establish proof of the convergence for this kind of method for a
given set of parameters, and such proof have not been found in the literature cited in
the current work. Nevertheless, observe that even for more general vortex methods such
as the Spalart code, it is not thought possible to prove convergence for a given set of
parameters (see Spalart citation in section 2.2.2) despite the existence of demonstra-
tion of the convergence of the method (see Koutsoumakos [13] and section 2.2.2). Note
that Koutsoumakos [13] clearly stated that even for undersolved system the method
is expected to give good qualitative results. This should be considered regarding the
sections related to the numerical parameters (notably section 2.3) and the flow results
presentation (chapter 3 and section 5.4).
Still, this model produces satisfactory results for a cylinder [49] and for a flat plate
[50], despite overestimating the resulting aerodynamic forces. However, for long-time
the simulation tends to become unstable due to the singularity of point vortices. Fur-
thermore, the force and moment evaluation are dependent on the velocity close to the
wall surface. Blob vortices were thus used both for flow and boundary modeling to
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help maintain stability by smoothing the velocity field. Indeed, as pointed out by Sarp-
kaya [53], this helps to achieve convergence provided that the blobs sufficiently overlap.
However, one must keep in mind that this scheme does not ensure a smooth roll-up,
and constitutes a mathematical artifice to smooth the velocity field. As stated earlier,
the nonlinear nature of the Navier Stokes equations does not formally permit such su-
perposition of vorticity fields.
Another modification of the Sarpkaya scheme is that instead of using a complex poten-
tial for modeling the body boundaries, a boundary element method was used in which
the strength of blob vortex elements is chosen to satisfy a no-penetration boundary
condition. The main drawback of this scheme is that the use of blob vortices allows a
net flow leakage into the body, although in practice it is small enough so that it does
not exert a great influence on the flow. On the other hand, it has some real advantages
compared to the use of the complex potential. First of all, it allows the use of other
types of vortices than the point vortex. Another benefit is that it avoids the use of
image vortices required by the complex potential, which can introduces some artificial
flow phenomena [57] when a near-wall vortex is too close to its own image. Finally,
despite being of lesser importance for the thin ellipse case, it is more flexible concerning
the geometry of the body.
As a last remark, Sarpkaya in his review [53] noted that the Strouhal number does
not seem to be overly sensitive to the position of the nascent vortex when introduced
into the flow. This is important for the current study, since the emphasis here is on the
frequency characteristics of the fluid/structure system, even if it does not guarantee a
proper modeling of all of the dynamic characteristics. Again, Sarpkaya [53] provides a
simple example whereby the normal-force coefficient on a steady cylinder shows unex-
pected (but reasonably small) oscillations compared to experiment. This is also why
is a comparison is made of this model against the well-established model from Spalart,
in order to assess the behavior of the Sarpkaya based method. Nevertheless, one must
keep in mind that this is another vortex method, and as such will presumably have some
of the limitations inherent in all vortex-method predictions of bluff-body flow dynamics.
Note that due to the choices made, the simulation developed specifically for the current
project is often referred to as “the Sarpkaya-like simulation” by contrast to the “Spalart
simulation”.
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2.1.2 Boundary vortices convected in the flow
Spalart, instead of having discrete introduction of vorticity from a nascent vortex,
used vortices shed from the boundary layer. The boundary is modeled by a boundary
element method with a no-flow-through condition, and the elements used are blob vor-
tices with a Gaussian core function. Two alternative programs are available: KPD1 and
KPD2. They have both been created by P.Spalart and A.Leonard, and are available
freely from COSMIC (a part of NASA). Their details are explained in reference [57].
KPD1 is the basic bluff-body code with no boundary-layer treatment, whereas KPD2
has an integral-method treatment of the boundary layers able to control separation and
is therefore able to handle viscous flows, such as a smooth surface separation. However,
the KPD2 does not seem to take into account rotating bodies, and furthermore requires
the use of ad-hoc parameters. Therefore, the KPD1 code was used for the rest of this
study.
Concerning program KPD1, note that Spalart [57] points out that even in the ab-
sence of any viscous model, the vortex method is able to recreate “pseudo-viscous”
behaviour. Two major reasons are involved. Each vortex is created near the wall so
that whenever there is a deceleration of the boundary layer, a vortex acquires a small
velocity component directed away from the wall, which initiates the separation. The
second reason is that time-integration errors move the vortices away from the wall, es-
pecially with large velocities and strong streamline curvature (as for a transverse flat
plate) as it causes a rapid acceleration and deceleration of the boundary-layer vorticity,
which causes separation. He further added that this behavior is consistent near a sharp
edge or high curvature. This shows the feasibility for the vortex method to reproduce
viscous separation, even in the absence of explicit viscous diffusion. Nevertheless, one
should note that the shedding of vorticity can be either transient (as for a starting
airfoil) or permanent (as in a flow past a square). Indeed, the separation from a smooth
surface is much more delicate to handle, which motivates attempts to control or delay
separation.
Turning to KPD2, the integral-method treatment of the boundary layers has been
devised in order to predict the separation point on a body surface, able to take into ac-
count the effect of Reynolds number and thereby affect separation position. The method
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is based on the computation at each time step of the pressure distribution on the body,
which is used to define the behaviour of the boundary layers upstream of separation.
The next step is to check if the vortices are located upstream of separation, in which
case they are deleted and their circulations recorded to be injected back on the wall
surface through the boundary condition. This is completed by use of equation (2.31)
below. Conversely, beyond the separation point the vortices are free and subjected to
the straining associated with the adverse pressure gradient, and they leave the vicinity
of the wall. Further details and references are given in [57].
This method shows many of the characteristics typical of a vortex method in 2D,
e.g. over-prediction of the force coefficients, in some cases an inaccurate prediction of
either the dynamics of vortex shedding (especially if 3D effects are important), or sim-
ply of the flow structure if separation is present (for example in the case of a fixed flat
plate at low incidences). However, Bearman [61] and Spalart [57] for bodies oscillating
transversely to a flow and for an airfoil in dynamic stall, respectively, indicates that
the structure of the flow becomes more two dimensional with oscillation. The scheme
remains a good basic tool to predict separated flows behind bluff bodies.
2.1.3 Geometry for the simulation
For this study, the geometry considered is sufficiently thin to approximate a flat
plate, but thick enough so as to have non-negligible inertia. An analytical shape is
required, to simplify for example the calculation of the surface force distribution. An
ellipse was chosen with a ratio of length 2a to thickness 2b of 20 to 1.
Based on transverse flat-plate results, the ellipse is expected to generate unsteady vor-
tex shedding for Reynolds number (based on 2a) between 200 and 11000 (Lugt and
Haussling 1975[34], Sarpkaya 1975 [50], Blevins [7]). In this range, the flow is not yet
fully turbulent and is thus still within the limit of vortex methods.
However, here no viscous model will be used so as to keep the simulation as simple
as possible. The ellipse and model geometry are shown in figure 2.1, where −→x and −→y
form the body fixed frame of reference. Note that in the case of the ellipse, −→x is also
called the major axis of the ellipse, and −→y the minor axis.
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Figure 2.1: General geometry
2.2 General theory
2.2.1 Governing equations
For an incompressible fluid the mass conservation equation becomes
∇.−→u = 0, (2.1)
where −→u is the fluid velocity and ∇ is the gradient operator. The incompressible
Navier-Stokes equations for conservation of linear momentum are usually written in
pressure-velocity form,
∂−→u
∂t
+ −→u .∇−→u = 1
ρ
∇p+ ν∇2−→u + −→f , (2.2)
where ν is the kinematic viscosity, p is the pressure, ρ the fluid density and
−→
f the body
force per unit mass. However, an alternative is to look at the vorticity −→ω , defined as
the curl of the velocity field
−→ω ≡ ∇× −→u . (2.3)
Taking the curl of 2.2 and neglecting
−→
f , the vorticity form of the Navier-Stokes equa-
tions is obtained
∂ω
∂t
+ (−→u .∇)ω = (ω.∇)−→u + ν.∇2ω, (2.4)
where ω is the magnitude of −→ω , which in 2D is −→ω = ω−→k where −→k = −→i × −→j is the
unit vector normal to the plane. The vorticity −→ω is subject to initial conditions
−→ωo ≡ ∇× −→uo , (2.5)
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where −→uo is the initial velocity field. For flows in contact with solid, impermeable
boundaries the no-slip boundary condition must also be satisfied, with
−→u = −→us(−→sb , t) = −→0 , (2.6)
where −→sb is the position vector that defines the location of the surface boundary, and −→us
is the tangential velocity component on the boundary at −→x = −→sb . The no-penetration
condition must also be satisfied
−→u = −→un(−→sb , t) = −→0 , (2.7)
where −→un is the normal velocity component on the boundary.
Free-stream boundary conditions at infinity are defined as
−→u → −→U∞(t) as |−→x | → ∞. (2.8)
In two dimensions the (ω.∇)−→u term, representing the stretching of vortex lines, is zero
as the vorticity is normal to the velocity gradient. Therefore, from (2.4) one obtain
∂ω
∂t
+ −→u .∇ω = ν∇2ω. (2.9)
Now, if one rewrite this equation in term of the Lagrangian derivative, one obtain
Dω
Dt
=
∂ω
∂t
+ −→u .∇ω = ν∇2ω, (2.10)
illustrating that the vorticity is only changed by diffusion. Hence, the vorticity magni-
tude of a particle moving in an inviscid flow remains constant in time, as
Dω
Dt
= 0. (2.11)
Using equations (2.1), (2.3) and (2.8), it is necessary to now look for a way to relate
velocity to vorticity. A classical way is to use an integral representation. Turning back
to the mass conservation equation (2.1), one see that it can be satisfied by a scalar
stream function, ψ(−→x , t) , such that
−→u = −∇× (ψ−→k ). (2.12)
Hence, one can obtain a Poisson equation relating the stream function to the vorticity
∇2ψ = −ω. (2.13)
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Using a Green’s function approach, one can solve for the stream function ψ for flows in
free space :
ψ(−→x , t) =
∫
D
(G(−→x − −→x ′))ω(−→x ′ , t)d−→x ′ , (2.14)
where R∞ is the entire domain, G is the Poisson kernel satisfying
∇2G(−→x ) = δ(−→x − −→x ′), (2.15)
δ is the two-dimensional Dirac delta function and ∇2 is the Laplacian operator. For
two-dimensional cases the Poisson kernel is of the form
G(−→x − −→x ′) = − 1
2pi
ln |−→x − −→x ′ |. (2.16)
Letting
−→
K = ∇×(G−→k ), one can express the velocity in terms of the vorticity by means
of a Biot-Savart integral such that −→u = −→K ∗ ω, where * denotes a convolution
−→u (−→x , t) = 1
2pi
∫
R∞
(−→x − −→x ′)ω(−→x ′, t)d−→x ′. (2.17)
That is, if one take into account the boundary condition (2.8),
−→u (−→x , t) =
∫
R∞
−→
K (−→x − −→x ′)ω(−→x ′ , t)d−→x ′ + −→U∞. (2.18)
Using the 2D version of (2.16), remembering that
−→
K = ∇× (G−→k ), then one obtain
−→u (−→x , t) = 1
2pi
−→
k ×
∫
R∞
−→x − −→x ′
|−→x − −→x ′ |2ω(
−→x ′ , t)d−→x ′ + −→U∞. (2.19)
Kelvin’s theorem, which asserts the conservation of circulation in an unbounded flow,
provides the other important result needed for vortex-method calculations:
d
dt
∫
R∞
ωd−→x = 0. (2.20)
This theorem, defining the net global circulation, provides the constraint needed when
new vortex elements are introduced into the calculation.
The strategy in vortex methods is then to partition the computational domain into
cells in which the initial circulation is concentrated in a single point or particle. In a
Lagrangian framework, one can now discretize the flow and calculate the evolution of
the computational vortex elements based on the local fluid velocity (equation (2.17)).
The strength of the particles stays constant through the simulation (equation 2.11)),
and is determined through the use of boundary conditions (equations (2.6) and (2.7))
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and initial conditions (equation (2.5)). The global introduction of circulation is con-
trolled through equation (2.20).
2.2.2 Discretization of the vorticity field
In two-dimensions, vortex methods rely on spatially discretizing the vorticity field
into small areas of rotating fluid known as discrete vortices. These mathematical ar-
tifacts represent regions of fluid whose area is (ideally) smaller than the finest length
scales in the flow, to be able to model the system accurately. The Lagrangian grid is
comprised of these discrete vortices, with their number and spacing being parameters
analogous to the grid-resolution of Eulerian CFD methods. The overall vorticity field
can therefore be mathematically approximated by
ω(−→x , t) =
N∑
j=1
Γj γ(
−→x − −→xj (t)), (2.21)
where N is the total number of discrete vortices, γ is the vorticity distribution or core
function of the jth discrete vortex at xj(t), and Γj is its strength. Substituting the
approximate vorticity (2.21) into (2.17) gives the velocity field
−→u (−→x , t) =
N∑
j=1
Γj
−→
Kδ(
−→x − −→xj (t)), (2.22)
where
−→
K δ =
−→
K ∗ γ. Note that the smoothness of −→K δ is dependent upon the vorticity
distribution γ. Implementing the Dirac delta function as γ results in the classical point
vortex method. Its interest lies in that the dynamics of point vortices provides an exact
albeit singular solution of the incompressible Euler equation in 2D. However, the point
vortex method is numerically unstable after a certain amount of time for N > 4 due
to the singular nature of the vorticity distribution. However, if one chooses a smooth
bounded distribution instead of the Dirac function the vortex can still be useful. This
is widely known as the vortex blob method, and in general one chooses
γ(−→x ) = 1
σm
φ
(−→x
σ
)
, (2.23)
for some function φ that integrates to unity. Leonard [33] suggested that φ be radially
symmetric to simplify evaluation of the velocity field. The parameter σ determines
the so called support of γ and is often referred to as the cut-off radius, or vortex core
radius. The order of the kernel is determined by m. Assuming the exact solution of the
velocity field is sufficiently smooth, then the properties of φ determine the accuracy of
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the vortex method. Thus, it is very important that the vortex core is chosen carefully,
to balance accuracy with computational efficiency. A well-tested core is the Lamb, or
Gaussian, vortex which has a vorticity distribution
γ(−→x ) = 1
piσ2
e
(
− |−→x 2|
σ2
)
. (2.24)
This core is therefore second-order accurate in σ and has been used successfully by many
authors to construct discrete vortex methods to approximate solutions of the Euler and
Navier-Stokes equations in two-dimensions.
Stability and convergence of this method to the Euler and Navier-Stokes equations
for unbounded flow has been demonstrated by Hald [22], Beale and Madja [5] , Leonard
[33], Chorin [10] and Koutsoumakos [13], among others. Leonard focused on the con-
sistency of methods whereas Hald, Beale and Madja obtained complete convergence
proofs including stability. Chorin’s proof, albeit restricted to 2D unbounded flows, also
provides some insight into the evolution of the error in time and highlights the fact
that the error in a vortex method is primarily due to errors in evaluating (2.18). More
recently, Koutsoumakos has given a thorough discussion and demonstration of the con-
vergence related to the discretization of the vorticity field.
As stated previously, one source of error of the blob vortex method is the nonlinear
nature of the Navier-Stokes equations. Superposition of non-point element solutions
will by definition introduce inaccuracies that are related to the size of the vortex cores.
This also means that in a vorticity field modeled by the sum of fluid elements, the
vorticity distribution of each fluid element should deform in the flow. However in 2D
incompressible inviscid flow, the whole blob moves at the same velocity, whereas in
reality the fluid region that coincides with it is strained.
In addition to the small-core accuracy constraint is the need for the vortices to over-
lap more and more as they get closer and closer, and the requirement of a constant
core radius for the vortices if one chooses such classical convection scheme as equa-
tion (2.27). The first condition is especially important to achieve smooth velocity and
vorticity distributions in order to mitigate the effect of nonlinearity. Otherwise, if the
spacing between vortices is too large, the method effectively behaves like a point vortex
method.
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In the case of discrete introduction of vorticity, the core radius is chosen to be small
because it is required for the boundary vortices to properly model the boundary. Nev-
ertheless, it is expected that there will not be enough vortices to have a proper overlap
in the whole flow. The benefit of using blob vortices will be for the wall model, as well
as the smooth velocity distribution inherent to blob vortices which will bring further
stability. Nonetheless, it also means that as Sarpkaya [53] remarked, the simulation
may be limited in time and although it may be longer than when using point vortices,
its time range of validity will have to be assessed. Apart of these properties, the C
algorithm is expected to behave similarly to the Sarpkaya algorithm.
Now, as for the Spalart code, which is effectively the full vortex method, Spalart [57]
remarked that the method rarely “blew up” and therefore does not provide a strong
warning to the user. The vortices simply look disordered. Therefore, establishing the
appropriate range of parameters is difficult. To quote Spalart [57] : “. . . we were un-
able to improve them [the results] or to convincingly demonstrate the convergence of
the method, even via large variations of the numerical parameters (N ,∆t, δ0, etc.). ”.
Assessing the effect of nonlinearities and overlapping is thus difficult, and the deter-
mination of parameters such as the core radius is often done empirically (Spalart [57],
Clarke [11], Takeda [59]); it is interesting to note that Leonard [33] provides some tools
to first determine the number of vortices at the boundary.
In order to keep the program as simple as possible, the first choice was to use a Gaussian
core for the simulation and increase the accuracy by using as many vortices as possi-
ble, and putting the emphasis on overlapping the vortices. A higher-order core would
increase the accuracy but at the expense of more computational effort. One could also
consider using a different core radius, however that is ill advised because, as Leonard
[33] remarked, it prevents one from conserving even the most basic flow invariant such
as the linear momentum.
Calculation of the exponential function for the Gaussian core has a particularly high
overhead on modern RISC processors, so Takeda [59] proposed a computationally effi-
cient alternative algebraic core with similar properties :
γ(−→x ) = 1
piσ2
(
1 +
∣∣ x2
σ2
∣∣)2 . (2.25)
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This is significant as the code spends a large proportion of time evaluating the core
function for each vortex. The difference in the form of these vorticity distributions of
these two cores is minimal; see figure 2.2. This simulation as well as the Spalart code
all used the algebraic core (2.25).
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Figure 2.2: Comparison between different vortex cores
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2.2.3 Convection of the vortices
For flows without boundaries, the vortex method for inviscid flow reduces to evolving
the positions of the discrete vortices with time, that is to say solving 2N non-linear
ordinary differential equations, based on equation (2.19)
d−→xi
dt
=
−→
U∞ − 1
2pi
N∑
j=1,j 6=i
(−→xi − −→xj )× −→k Γj−→Kδ (−→xi − −→xj )
|−→xi − −→xj |2
. (2.26)
One should note that Leonard [33] devised a different scheme using the vorticity-
weighted average of the velocity over the blob, which allows more flexibility with the
core radius, and satisfies the flow energy invariant. However, this requires much more
computational effort. Thus, for the sake of computational speed, it was chosen to stick
to equation (2.26).
In vortex methods, one uses in general an explicit method for time integration. This
is because most of the computational cost is due to the evaluation of the time deriva-
tive, and the algorithm requires little memory. Moreover, an implicit scheme would
require the inversion of equation (2.26), or at least its linearization, which would be
very complex and expensive. Hence, a majority of previous studies use a multi-step
scheme such as second or fourth-order Runge Kutta, second-order Adams-Bashforth
or first-order Euler. An Adams-Bashforth scheme was used for it represents a good
compromise between accuracy, simplicity and cost. The position of each vortex is thus
updated according to
−→xj (t+ ∆t) ≈ −→xj (t) + ∆t
(
3
2
−→u (−→xj , t)− 1
2
−→u (−→xj , t−∆t)
)
, (2.27)
where ∆t is the time step value.
2.3 Implementation of the method
In this section, the model choices are explained which have been made for the sim-
ulation. For detail of the Spalart approach, which is also used, the reader is invited to
consult his paper [57]. Major differences between the two schemes will be mentioned
below.
Clearly, parameters value for both schemes were searched empirically. Indeed, for each
parameter, one should keep in mind the remark in section 2.1.1 concerning the lack
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of convergence proof for a given set of parameters despite a proof for the general con-
vergence of vortex methods. This remains relevant for either the discrete introduction
of vorticity (Sarpkaya-like code) or the Spalart-code. This points out the difficulty of
parameters determination and is fundamental for the results interpretation.
2.3.1 Boundary conditions
The focus of this project is a bluff body moving in a flow. Blevins [7] showed how
the vortex method could model at least qualitatively such a flow with a moving or a
vibrating body. This approach allows to solve the Navier-Stokes equations to determine
the flow near the body, the flow at infinity and the motion of the body.
As the focus is on an impulsively started flow, the initial conditions on velocity and
vorticity are zero everywhere at t < 0. This produces a steady inviscid non-lifting solu-
tion just after the beginning of the simulation.
2.3.1.1 Far field
Here, one must recall that the case considered is that of an unbounded flows past
a bluff body. In this case, one of the main advantages of the vortex method is that
the boundary condition far from the body is solved exactly. The flow induced by the
vortex elements decays to zero in the far field, so the boundary condition at infinity is
automatically set to be a uniform flow.
Also, all the flow elements are mathematically valid at any distance from the body,
because no grid is used. Therefore, there is no extra computational cost associated
with accurately specifying the flow far from the body.
2.3.1.2 Near wall
In an unbounded flow, the velocity is zero at the body surface due to the inviscid
no-penetration condition (equation (2.7)) and the viscous no-slip condition (equation
(2.6)).The no-penetration condition can be satisfied either approximately – using an
element method – or exactly using a conformal transformation to a circle and an im-
age system inside the circle. The no-slip condition cannot be exactly enforced since
an inviscid flow is considered. Nevertheless, it is possible, for a fixed body, for both
conditions to be satisfied in an inviscid 2D flow, as will be explained below.
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The modeling of the flow in the vicinity of the wall is of particular importance, since
if the flow field is too “noisy” the model will fail to capture correctly such features as
the separation points or will add difficulties in the enforcement of the Kutta condition
(D
−→
V = 0 at the edge of the plate, see section 2.3.4).
Considering the conformal transformation, the solution is exact (no leakage into the
body), but it requires an image system within the body, which increases the computing
power required. Furthermore, Spalart [57] maintains that an image system can intro-
duce a large error in the flux of vorticity along the boundary layer, because a vortex
and its image can spuriously approach and convect each other too strongly.
On the other hand, the panel method requires one linear-matrix decomposition at the
start of the calculation, but can be applied at a fixed cost per element thereafter.
Whereas the blob vortex method is a discrete distribution of vorticity along the bound-
ary, the panels represent a continuous distribution. Therefore, similarly to blob vortex
methods, the use of vortex panels reconstruct the physical processes of a viscous bound-
ary layer, causing vortices to separate correctly from sharp corners.
By analogy with the vortex panel, blob vortices can also be positioned slightly away
from the body boundary. The main drawback in this case is that a larger number of
elements has to be created to satisfy the overlap criterion (see section 2.3.2). However,
as stated in the previous sections, the use of nonsingular elements to model the bound-
ary helps to smooth the flow field near the body.
Therefore, in order to preserve a low computational cost and relative simplicity in
the code to allow arbitrarily shaped bodies, it was decided to use the approach of the
element methods rather than the conformal transformation. A choice had to be made
between different sorts of elements:
• A straight source panel, with constant strength along the length
• A straight vortex panel, with constant strength along the length
• A curved vortex panel, with linear variation along the length as developed by
Clarke [11]
• Blob vortex distributed regularly along the wall
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A comparison and a discussion of the different boundary elements is given in section
2.3.1.3. Eventually, the blob vortex method was used, because it could deal more easily
with the no-through-flow condition. Furthermore, the creation of discrete vortices at
the edges of the ellipse near the wall boundary introduces some perturbations in the
velocity field. It was found that applied to thin geometries (thin ellipse as the body,
unbounded inviscid 2D flow), the blob vortex method is less sensitive to this perturba-
tion, probably due to the ensuing vorticity distribution helping to smooth the velocity
field.
As a general description of an element method, suppose that one has a vortex element of
unit strength with velocity distribution −→ν (−→r , Pb) (Pb being a set of parameters defin-
ing the position and orientation of the element, −→r the position where the velocity is
calculated). Choose a set of Nb positions Pb,j for elements just outside the boundary.
As a mathematical tool, the element could equally well be just inside the boundary,
but later the panels are used as a source of vorticity in the flow; placing the elements
outside gives the correct sign for the generated vorticity (see figure 2.3). Next choose
Nb control points
−→x i on the body contour, with corresponding unit tangent −→s i. The
external flow is denoted
−→
U e(
−→r ).
Figure 2.3: Example of disposition for the panel method (courtesy of Takeda)
For the no-penetration condition, several formulation are available. One could cancel
the normal velocity at or near the control points (equation (2.7)), or use the streamline
formulation :
ψ = 0 , along the boundary. (2.28)
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That is, between two control points one has :
ψ(−→x i) = ψ(−→x i+1). (2.29)
This second method is much more robust, as one is now working in the integrated flow
domain; it also provides a well-structured system matrix, it was thus chosen. This is the
method used by Spalart [57] to model the boundary, using blob vortices as flow elements.
Usually in an unbounded flow, there are three components to the flow streamline func-
tion, first the stream function from the uniform freestream velocity ψ∞, second the
stream function associated from the boundary vortices ψb, and finally the stream func-
tion from the flow vortices ψf . Note that a slight generalization is possible in 2D flows:
if there is a component with constant vorticity in the freestream flow, then the vortex
method can still be applied to the deviation from the freestream vorticity. Now that
the terms of the freestream function are known, one can form a set of linear equations
to determine the strength of these vortices, which will exactly satisfy the boundary
condition at the control points. Equation (2.29) becomes:
ψb(
−→x i+1)− ψb(−→x i) = ψf(−→x i)− ψf(−→x i+1) + ψ∞(−→x i)− ψ∞(−→x i+1). (2.30)
So far one can only have Nb − 1 equations, which arise from implementing the no-
penetration condition. Since the total circulation is unknown, one can find the N thb
equation by applying Kevin’s Circulation theorem (equation (2.20)) for a nonrotating
body in 2D. Then, assuming that the Kelvin condition was met at the previous time
step, at the ith time step one has :
Nb∑
k=1
Γbi = −
N∑
k=0
Γfi, (2.31)
where Γb is the circulation on the boundary and Γf is the wake circulation, Nb is the
number of vortices at the boundary and N – only in this subsection – the number of
vortices in the flow (including the nascent vortices). Additionally, once a vortex is shed
into the flow, there is no circulation-reduction scheme applied to its strength. Note
that condition (2.31) is not unique and that other conditions can be applied, such as
symmetry. Spalart [57] provides a discussion on this topic.
One now has Nb equations for Nb unknowns, and generally the system obtained from
these equations is well conditioned. Therefore, to solve this system a QR decomposition
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was used for the project for simplicity. Since the system does not change with time,
another advantage is that the QR decomposition needs to be done only once at the
beginning of the computation.
Due to the nature of the Laplace equation, which is being solved here (considering
the problem in terms of stream function), satisfying the no-penetration condition has
the side effect of satisfying the no-slip condition, provided that the velocity inside the
body is zero (see Katz and Plotkin [30], and Spalart [57]).
For the other element methods considered, such as the vortex panel or source panel
methods, the boundary conditions were used formulated in terms of velocity. This en-
ables to have Nb equations to which equation (2.31) was added (except of course in the
case of source panel methods). In these cases, a Singular Value Decomposition (SVD)
method was used to solve the Nb + 1 equations. Although the SVD requires a large
computing time, it needs to be done only once. Its main advantage is that if a system is
badly conditioned, this method helps to remove the equation causing the singularities
enabling a smooth solution.
As a special remark in the case of the straight vortex panel, note that enforcing the no-
penetration leads to a badly conditioned system, which was alleviated by implementing
the no-slip condition. As stated above, in 2D inviscid flow the two boundary conditions
are equivalent inside the body.
2.3.1.3 Boundary representation
Determining the best way to model the boundary of the ellipse and specifying the
proper elements was no trivial task. Many problems arose, mainly due to the high cur-
vature at the edges of the ellipse, which induces in return a high curvature in the velocity
field. Furthermore, as discrete vortex elements are shed from the ellipse at the point of
separation, the nascent vortices were created close to the wall, which can adversely af-
fect the smoothness of the velocity gradient and impedes the convergence of the method.
To choose between the different methods, several criteria were used:
• Global convergence of the flow, i.e. physical relevance of the long term flow (cf
table 2.1).
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• Strength of the nascent vortices at the end of a time step. This effectively repre-
sents the vorticity shed into the flow. Because it is computed from the existing
velocity field at their creation points, e.g. near the plate, it helps to assess the
flow near the plate (smoothness, structure, etc)
• Behavior concerning the introduction of nascent vortices at the edges of the ellipse,
a typical symptom being that the nascent vortices are created too far away from
the edges. Indeed, their position is computed from an initial position near the
edges of the ellipse. Thus, the calculation is very sensitive to the smoothness of
the velocity field near the edges.
• The form of the velocity field for the steady flow (without any vortices), in par-
ticular the amount of leakage through the body wall.
• Ease with which motion of the ellipse can be introduced.
Now concerning the discretization of the ellipse geometry, the ellipse formula was chosen
to determine the position of the control points:
−→x i =
−−−−−−−−−−−−−−−−→
(a ∗ cos(θi); b ∗ sin(θi)). (2.32)
Hence, one can use θi to decide the location of the control points. It was decided to
apply more panels on the edge of the ellipse where the flow needs greater details. Nev-
ertheless, as a rule of thumb in the case of element methods, it is better to keep the
distance variation between two adjacent panels under a factor of two.
Regarding the straight source and vortex panel, the panel coordinates are applied di-
rectly on the coordinates of the ellipse (figure 2.4), with the control points being on the
center of the panels. Additionally, to obtain better results, the panel at the edge of the
ellipse must be “flat” as in figure 2.4(c), as opposed to figure 2.5(c). This was found
to provide a better system matrix after applying the boundary conditions. One of the
side effects of the slight offset from the control point to the actual ellipse surface is the
artificial removal of the discontinuity at the point where the Kutta condition is solved
(cf section 2.3.4.2), i.e. the tip of the ellipse.
A different technique was used for the curved vortex panel and the blob vortex method.
Here, the procedure was to choose first the distribution of the control points and then
to place the panel or the vortex at a certain distance along the normal (figure 2.5).
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Unlike the preceding method, the control points distribution is uniform along the
wall (equal distance between the points). Indeed, the curved vortex panel proved to be
much more sensitive to the variation of the size of the panel along the wall, or, in the
case of blob vortices, of the distance between vortices. There seems to be an increased
leakage across the wall as the panels are stretched and concentrated on the edges of
the ellipse. Furthermore, unlike with the straight panels, if one compare the flow field
obtained with these methods and the one obtained with a conformal transformation
(exact solution for a steady incompressible inviscid 2D flow), the best results are ob-
tained if one places one edge of the panel – or one vortex – at the tip of the ellipse
(figure 2.5).
The parameters used to test the various panel methods are listed in table 2.1.
Parameters Straight source Straight vortex Curved vortex
used panel panel sheet
Blob vortices
U∞ (m/s) 0.72 0.72 0.72 0.72
a = 0.1045 m
Ellipse
b = a/2
configuration a = 0.1045 m a = 0.1045 m
or
a = 0.1045 m
(Notation refers b = a/20 b = a/20
a = 0.1045 m
b = a/20
to figure 2.1)
b = a/20
∆t=0.04a/U∞ ∆t=0.04a/U∞ ∆t=0.04a/U∞Time step
∆t=0.004a/U∞ ∆t=0.004a/U∞ ∆t=0.004a/U∞
∆t=0.04a/U∞
∆t (s)
∆t=0.002a/U∞ ∆t=0.002a/U∞ ∆t=0.002a/U∞
∆t=0.004a/U∞
σ=0.5δ0 σ=0.5δ0Vortex core
σ=5 ∗ 1.4∆t σ=5 ∗ 1.4∆t σ=5 ∗ 1.4∆t σ=0.2075δ0radius σ (m)
σ=5 ∗ 5 ∗ 1.4∆t σ=5 ∗ 5 ∗ 1.4∆t
Angle of
attack α
90o 90o 90o 90o
N = 5 N = 5 N = 5
Tested for a
N = 15 N = 15 N = 15
number of
N = 80 N = 80 N = 80
Until N = 1200
iteration N
N = 300 N = 300 N = 300
Table 2.1: Parameters table
As a benchmark, a method was implemented based on work by Sarpkaya [50], and used
in many numerical experiments by Sarpkaya (cf references [49], [52]). It uses conformal
transformation, and is here slightly modified for the case of an ellipse. When the ellipse
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is fixed, this algorithm is very close to the currently developed simulation and differs
only in the use of complex potential instead of the blob vortices, and in the use of a
flat plate. This allowed to check the basic structure of the code, to gain expertise with
vortex methods, and to investigate the effect of parameters such as time step and the
implementation of the Kutta condition. Nevertheless, the method becomes unstable
after a given amount of time, probably due to the use of point vortices in the flow
leading to a Kevin Helmholtz instability.
The blob vortex method has proven to be the best by providing a smooth velocity
field, as well as a stable simulation. The source panels are inappropriate because they
are unable use Kelvin’s theorem. The vortex panel due to its singular nature was unable
to provide a smooth vorticity shedding, and the curved panel method did not provide a
velocity field appropriate for the method. As stated previously, blob vortices were used
by Spalart [57] to model the boundary in the same manner as presented here.
Straight source panel For the source panel, the formulation of the straight source
panel is used as described in [30]. This involves imposing the no-penetration condition
on the velocity.
In this form, the method required the use of a point vortex as nascent vortices, to
ensure that the velocity gradient at the edge of the plate was sufficient to ensure that
the Kutta condition (cf 2.3.4) is satisfied at each time step. Then when they were freed
into the flow, the point vortices were transformed into blob vortices. This was done in
order to avoid the instability problems arising with the use of point vortices observed
with the conformal method. Remembering that the point vortices and algebraic core
vortices have a velocity distribution whose difference (in term of its norm) is less than
O(10−2) at radiuses ten times the core radius, one can note that the influence of the
change on the flow field is limited to the region very close to the nascent vortices.
The results obtained were satisfying with regards to the stability, the convergence and
the nascent vortices strength and positioning was smooth enough, e.g. the flow stabilizes
to a time-periodic regime. The vorticity is shed continuously at the nascent vortices
which indicates that the flow is smooth near the plate. However, as just mentioned,
it was found necessary for the convergence of the method to use two different types of
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vortices (point vortices for the nascent vortices, and blob vortices in the flow) to get
a solution. If point vortices are not used as nascent vortices, the method is unable to
cope with the first vortex shedding. This is apparently due to an interaction between
the resolution of the boundary condition and the nascent vortices. Indeed, when the
vortices are located close to the source panel, the solution of equation (2.7) leads to near
singular strength for panels near the edges. Another inconvenience with this method is
that circulation can only be applied on the body through the nascent vortices. This is
especially crucial when there is a vortex shedding, because Kelvin’s theorem (equation
(2.20)) states that the global vorticity in the flow should remain constant whereas here
there is no mechanism to compensate for the added vorticity. Because of this drawback,
this method was not developed for moving bodies.
Straight vortex panel Here again use of a panel was made as described in [30],
but with point sources replaced by point vortices and the boundary condition changed
from non-penetration to the no-slip condition. As with the previous method, point vor-
tices had to be used only as nascent vortices, with those in the wake being blob vortices.
Unlike the straight-source panel, although this method behaves properly in the first
stage of the flow (development of two symmetrical vortices behind the plate), it was
unable to cope with the vortex shedding and thus became unstable after a while. It
seems that two mechanism are implicated here. First, the no-slip condition combined
with the straight vortex panels tends to exagerate the importance of vortices if they
come close to control points. Second, inherent to the mechanism of creation of the
nascent vortices (section 2.3.4.2): these are created very close to the wall, and thus
bring a very high velocity contribution to the tips of the ellipse. This impedes the
proper resolution of the no-slip boundary condition, and in return disturbs the solution
of the Kutta condition (section 2.3.4) to place the nascent vortices as the velocity at the
edges, and thus the right hand side in equations (2.39) and (2.40) tends to be singular.
Furthermore, this high velocity on the edges prevents correct convection of the vortices.
It is possible to fix the position of the nascent vortices, for example by neglecting the
effect of the downstream wake, but it further amplifies this phenomenon. Additionally,
the no-slip condition is used here as it is not possible to enforce the non penetration
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condition for the velocity with vortex panels. For use with a moving body, a more ro-
bust method is required such as the streamline formulation (equation (2.28)). However,
due to the singular nature of the vortex panel, it is unclear as to how the method would
have behaved. Therefore, this method did not appear suitable for the project purpose.
Curved vortex panel Clarke’s [11] implementation of the curved panel vortex was
used here. One difficulty arose because of the large curvature on the edge of the el-
lipse, which implies that the panels on the tip are very close together. Therefore, after
some trials, it was decided to implement it with a “fat” ellipse b/a = 1/2 instead of
b/a = 1/20 (see figure 2.1). In this case, it was possible to use only blob vortices to
avoid adversely influencing the solution.
Although the method is stable, the vortex shedding is symmetrical and reattaches to
the ellipse after a short distance at the wall. The reason is that, when created and shed
into the flow, the vortices have acquired a too strong vorticity, which prevents them
from separating, as the velocity induced by the body is not sufficient to move them
away from the wall. As they collide with the wall, the free vortices (as opposed to the
boundary vortices, which are fixed) are canceled too quickly to form an eddy. This may
be due to the geometry of the ellipse, as the velocity on the tip is less strong than that
of an ellipse resembling a flat plate. In addition, one must not forget that shedding is
made at only at two points; the location of the separation points for the non-thin ellipse
will presumably vary significantly. For instance, with a cylinder the flow separates at
several locations along the surface, depending on Reynolds number.
In conclusion, as it was not possible to accurately model the boundary with this method,
or obtain proper behaviour with the wake, it was not used. However, this conclusion
must be moderated, as it was found later that there is a sign error in the panel velocity
formula provided in Clarke thesis [11]. Therefore formula 31 in section 3.6 should be
read : u∗ = (−i/(2piζ)) ( (s0−1)log((s0−1)/s0)−(s1−1)log((s1−1)/s1) ). This mistake
could not be corrected in time and it was not possible to make trials with the modified
formula, but surely this error on the basic panel velocity formula also explains why it
was not possible to properly exploit this method for the ellipse geometry.
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Blob vortex In the case of the thin ellipse, some difficulties arise from the fact that
due to the high curvature on the edges the boundary vortices can get too close. That
is why here was used a uniform repartition of the control points along the boundary.
However, other grids with reasonable differences in panel size (not more than twice
the size of the adjacent panels) also work properly. The non-penetration condition was
implemented as the boundary condition using the streamfunction as in equation (2.30).
Lastly, note that applying an offset from the wall also has the side effect of easing the
resolution requirement when imposing the boundary condition.
According to Leonard (1980) [33], with the 1 : 20 ellipse one should use about 5000
boundary vortices to accurately model the boundary layer. However, it was chosen for
this project to concentrate on the flow near the plate edges, and it was not given too
much importance to the boundary layer representation per se, as there is no viscous
model. Thus, 1200 vortices were used to model the wall, because the computational cost
of using 5000 vortices was too high. It affects for example the resolution of the Kutta
equation which is the part of the code that has the highest computational cost because
of the nonlinear equations. Furthermore, the code is not sensitive to the boundary-layer
model, thus it does not justify this high count of vortices for the entire wall.
After intensive testing, this method has proven to be the most reliable and the bound-
ary condition (equation (2.28)) makes it the most appropriate to adapt to a moving
body algorithm. In appendix A, a list of the streamline functions is provided for the
algebraic core vortex, and the freestream flow. Given its suitability for the project ob-
jectives, this is the method employed to obtain the moving-plate results presented below.
2.3.2 Vortex core size
The radius of a vortex core (σ) is set to satisfy a number of conditions, as the blob
vortices are used not only as a flow model but also to solve the no-penetration boundary
condition. Indeed, all papers related to the convergence of the vortex method such as
Hald [22], Beale and Madja [5], Leonard [33], and Chorin [10] show that as the number
of vortices increases, the vortices must become closely spaced but also overlap more and
more for the method to converge. In practice this means that as the number of vortices
per time step increase, the average distance between them (δ0), as well their core size,
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should tend to zero, but the core radius σ not as fast as δ0 does.
One must also consider the residual mass flux across the wall which should also be
as small as possible. Spalart [57] discovered that in the case of an inviscid boundary,
the core radius should be about 0.153 times the average distance between the control
points for the algebraic core. In practice, this value can rarely be exactly respected
because the spacing of the points is generally uneven.
Furthermore, σ should also be large enough compared to δ0 for the core to overlap
along the boundary, so that the velocity field is as smooth as possible.
Within these limits, the choice of the core size is arbitrary. It was decided, in the
case where all the blob vortices had the same core radius, to find a compromise be-
tween the boundary leakage and the smoothness of the evolution of the position of the
nascent vortices, which is related to the velocity field near the ellipse edges and to the
resolution of the Kutta condition as explained in section 2.3.4. It was found that a
value of 0.2075 times the average distance between vortices δ0 gave good results.
One could use a time-varying core size, which has many advantages including simu-
lating the viscous diffusion; an example is given by Rossi [48]. However, as discussed
by Spalart [57] and Leonard [33], the convergence is affected and there is of course the
extra computational cost. Furthermore, the effect of viscosity was not intended to be
simulated here. Therefore, a constant radius core was used. However, with such a small
core radius σ, smoothness can only be ensured on and near the boundary and where
the nascent vortices are. Thus in most of the wake, the vortices tend to act like point
vortices, despite the nonsingular core. Nevertheless, this method has shown better sta-
bility than the implementation of the Sarpkaya method [50] (use of complex potential
flow solution) with the ellipse.
Trials were made using different core radius for the boundary vortices and for the
vortices in the wake. The core size defined above was used for the boundary vortices,
and a core size of order U∞.∆t (where ∆t is the timestep value) for the flow vortices in
order to have a sufficient number of superposed vortices. This was compared with the
uniform core radius flow where the core radius is fixed at 0.2075δ0 everywhere, which can
be justified in that in the boundary conditions, the term from the boundary elements is
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dissociated from the wake vortices term; moreover as the boundary vortices stay still,
there is presumably not too much influence on the flow dynamics especially as a blob
vortex velocity field is nonsingular. The boundary vortices are simply a nonsingular
flow model of the wall, keeping this in mind one can dissociates the flow and boundary
vortices core size while still satisfying equation (2.9).
Comparison between the uniform and non-uniform core radius vortices with the freestream
flow at 45 degrees of attack, revealed that the uniform vortex core radius produced bet-
ter results in terms of smoothness of the solution, in the roundness of the physical
vortices and in the symmetry of the vorticity shed (i.e. at both edges of the ellipse
the mean vorticity shed must be the same; see Fage and Johanssen (1927) [16]). Ap-
parently, this is because in the non-uniform case, as for the vortex panel method, the
nascent vortices come too close to the edge, but it is also related to the free vortices
core size. Indeed, the radius in the case of the flow vortices was about 100 times larger
than the boundary vortices, or about a/2, thus creating a non-negligible vorticity inside
the ellipse which degrades the resolution of the boundary condition.
In conclusion, it was decided to keep a uniform radius throughout the flow in order
to maintain normal convergence. This means however that with a high number of
boundary vortices – as for the current simulation case, where 1200 vortices are used–
the core radius is much smaller than would be required for the flow vortices. In other
words, the algebraic vortex velocity field is similar here to that of discrete vortices, even
though using the nonsingular core function seems to provide extra stability in the flow.
In the Spalart code, the vortex core radius is uniform everywhere because the boundary
vortices are shed into the flow. He also relates the core radius σ to the average distance
between vortices δ0 using a factor of 0.25, i.e. σ = δ0/4.
2.3.3 Boundary vortices position
In the usual stationary plate creation scheme the vortices are created slightly off the
boundary at a normal distance δN from a boundary point (section 2.3.1.2). The choice
of δN is them determined by several, often conflicting, criteria.
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First of all, it should be large enough compared to σ for the residual vorticity in-
side the body to be small and thus to limit the leakage inside the body, especially
with unbounded core functions such as the algebraic vortex (cf figure 2.2(a)). But
δN should also be small enough compared to δ0 to maintain a strong coupling between
the boundary vortices and the control points, to have a well-conditioned system matrix.
The effect of moving a boundary vortex away from the wall is to decrease its influ-
ence. From figure 2.2, the core radius is approximately the point of highest induced
velocity. Therefore, if one do not want to underestimate the vortices influence, δN
should be of order σ.
Keeping these factors in mind, the most appropriate distance seems to be that of
the maximum velocity on the boundary for the algebraic core (equation 2.25), e.g.
δN ≈ 1.12σ. In the Spalart code, the distance is slightly larger at δN = δ0/2 = 2σ.
2.3.4 Discrete introduction of vorticity at separation points
This model is based on a method developed by Sarpkaya (1974) [50], and uses an
approximation of the continuous vortex sheet emanating from the free shear layers at
the side of the ellipse by an array of blob vortices. Again, Sarpkaya (1994) [53] provides
a discussion of different schemes for discrete shedding of vortices. This is the main
departure from the Spalart code. Instead of introducing only two vortices at each time
step determined from the separation points, one could have instead used the boundary
vortices and shed part or all of them as done by Spalart [57]. However, it was decided
to limit the number of vortices to a minimum; furthermore this method enables to
directly monitor the vorticity shed into the flow at each time step; and finally it was
chosen to dissociate formally the boundary elements from the wake vortices in order to
be able to be free to test other type of boundary elements as explained in section 2.3.1.2.
Sarpkaya [53] makes an important point that although there is a need for interaction
between the newly created vortices, the boundary elements at the wall and the vortices
in the wake in order to estimate correctly the forces (in particular the lift), the Strouhal
number does not seem to be overly sensitive to the type of nascent vortices introduced.
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2.3.4.1 Calculation of the shed vorticity
In order to determine the strength of the nascent vortices at each time step the term
∂Γ/∂t is used, which is the rate at which vorticity is shed from the boundary layer into
the wake. It is given by: ∫ δbl
0
(
∂v
∂x
− ∂u
∂y
)
udy, (2.33)
where δbl is the boundary-layer thickness, and u and v respectively the x and y axis
component of the velocity vector
−→
V = (u; v).
There is more than one way to calculate the rate of shed vorticity; the options are:
• The use of a shear layer approximated by discrete vortices which enables calcu-
lating the vorticity rate using an average of the velocity over the first vortices
introduced; see Sarpkaya [50]. This is the method used here.
• The use of the velocity at a suitable fixed point near the separation point, as
done for instance by Clements [12]. Since the point is fixed, there is no interac-
tion between the shed vortices and the amplitude of oscillations at the point of
introduction of the vortices.
• The isolation of the shear layer from the separation point (Gerrard [21]), the
selection of a control surface downstream of the separation and the computation
of the vorticity flux across this control surface. In this case, the effect of the vortex
sheet upstream of the control surface is neglected, and separate calculations are
required to determine the arbitrary parameters such as the control surface width.
• The use of the maximum velocity in the boundary layer near the separation point
(Sarpkaya [49]), however for the thin ellipse case, due to the use of boundary
vortices it is far too noisy to be useful.
Equation 2.33 may be closely approximated by
∂Γ
∂t
=
1
2
(
V 21 − V 22
) ' 1
2
V 21 , (2.34)
where V 21 and V
2
2 respectively represent the square of the velocity magnitude at the
outer and inner edges of the shear layer. The fact that this simple expression gives a
close estimate of the total vorticity flux through each sheet per unit time even for flows
with rapidly curving streamlines has been demonstrated by Fage and Johansen ([16],
[17]) through numerous experiments with inclined plates, cylinders, wedges and ogival
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models.
Equation (2.34) can then be employed in a discrete vortex method provided that certain
basic experimental facts are not contradicted, and that the numerical procedure used to
implement the method is stable. Finally, the resulting vorticity rate should not be criti-
cally dependent upon the magnitude of the arbitrary parameters introduced such as the
number of vortices considered. These parameters will be defined later on in this section.
The use of (2.34) involves several assumptions. Fage and Johansen ([16], [17]), through
experiments with various bluff bodies, have shown that vorticity is shed from the two
sides of an asymmetric body at the same rate and that the motion in a vortex sheet is
steady near the body, except possibly near the inner edge of the shear layers. Also for
a flat plate, a fluid flows through both edges of the vortex sheet, but at a much greater
speed through the outer edge. In addition, at each section of the sheet the velocity rises
to a well-marked maximum value (approximately V1/U∞ = 1.45) and then very slowly
decreases to about 1.35 within a downstream distance of y ' 2c (c represents half the
chord of the plate) 1 where the breadth of the sheet2 reaches a value of ∆ ' c. Finally,
at the edges, they showed that the velocity V1 at the outer edge of the sheet is much
larger than the velocity V2 at the inner edge and V
2
2 may be ignored in equation 2.34
in calculating the vorticity flux.
As stated previously, the scheme relies on an approximation of the shear layer velocity
Ush. To determine it, using the results from Fage and Johansen, one can reduce (2.34)
to:
∂Γ
∂t
=
1
2
U2sh. (2.35)
The idea is then to approximate Ush by taking the average of the transport of a number
of vortices in each shear layer. Not only does this smooth out numerical errors, but
also gives a better representation of the velocity and vorticity flux in the shear layers.
In the case of the flat plate, Sarpkaya [50] found that taking the first four vortices was
sufficient. Indeed, the number of vortices must not be too large to avoid having the last
vortex taken too close to a vortex cluster, and losing the interaction between the wake
1In the ellipse case, c is equal to a in figure 2.1. y is also described in figure 2.1.
2Past the ellipse edges, the vortex sheet is rolling up forming a nascent eddy. In the conditions
described in the paragraph, the breadth of the sheet can also be seen as the width of the vortex. Here,
it was chosen to refer it as vortex sheet as it better illustrates the numerical analogy used to model
the flow.
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and the free shear layer. Considering that the thin ellipse is fairly close in geometry to
the plate the same number was chosen.
Therefore, in a shear layer initiated at one of the separation points one has
Ush =
1
4
4∑
k=1
(
u2k + v
2
k
) 1
2 , (2.36)
where uk and vk are respectively the x and y component of the velocity
−→
Vk at the po-
sition of the kth free vortices. In the code implementation, the nascent vortices created
at the previous time step are the first in the array, then the higher the number the older
is the vortex.
In summary, it is a very important aspect of the discrete-vortex model that the pro-
cedure above recognizes the possibility of oscillation in the rate of the shedding of the
circulation, even without an oscillating wake, and permits interaction between the shear
layers and the wake, and finally reduces the number of arbitrary parameters in the cal-
culation of the vorticity to one: the number of vortices near the origin of the shear
layer.
2.3.4.2 Position of the nascent vortices
To position the nascent vortices once their strength has been determined via equa-
tions 2.35 and 2.36, the Kutta condition is used, which in the case of a flat plate can
be interpreted as the requirement that the flow must leave tangentially and smoothly
at the edges. For the thin ellipse, the analogy is kept with the flat plate and then make
the assumption that the separation points on the ellipse are placed on the extremities
of the ellipse.
This is equivalent to verifying the no-penetration condition at the edges of the ellipse,
that is:
−→
V .−→n = 0 , at (-a;0) and (a;0) , (2.37)
with −→n the normal to the wall. The unknowns in this equation are the two vortices
positions. Two nonlinear equations must then be solved simultaneously, one in (−a; 0)
and the other at (a; 0). At the moment, there are four unknowns (the two coordinates
of the first nascent vortex and the two coordinates of the second nascent vortex) for
two equations, and there is a need to reduce the number of unknowns.
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It is then necessary to make complementary assumptions. One may assume that the
positions resulting from solving (2.37) are placed along the radius from the center of the
ellipse to both edges of the ellipse. Equation (2.37) is then automatically satisfied due
to the velocity field of the vortex, provided that one change the value of the boundary
vortices according to the no-penetration boundary condition (equation (2.28)). The
number of unknown has then been reduced to two, and the Kutta condition is auto-
matically satisfied. In return, this requires a change of equations. In inviscid flows, the
no-slip condition and the no-penetration conditions are equivalent. Thus, it is possible
to use a no-slip condition at the separation points, as was used by Sarpkaya and Shoaff
(1979) [55]. One can then state that the separation points are also stagnation points
on the boundary, which is appropriate for asymptotically steady flows.
One now has two unknowns (positions of the nascent vortices along the major axis
of the ellipse, which in reference to figure 2.1 is called the x axis) in the two equations
related to the no-slip conditions as stated previously:
−→
V .−→s = 0 , at (-a,0) and (a,0) , (2.38)
with −→s the tangent to the wall. This is equivalent to writing:
(
−→
V0p(
−−−−→
(−a; 0)) +−→V0q(
−−−−→
(−a; 0))).−→s = (−−→Vw(
−−−−→
(−a; 0))−−→Vb (
−−−−→
(−a; 0))).−→s , at (-a;0), (2.39)
and
(
−→
V0p(
−−−→
(a; 0)) +
−→
V0q(
−−−→
(a; 0))).−→s = (−−→Vw(
−−−→
(a; 0))− −→Vb (
−−−→
(a; 0))).−→s , at (a;0), (2.40)
where
−→
V0p(
−→r ) and −→V0q(−→r ) are the velocity at −→r from respectively the vortices with
positive circulation and the vortices with negatives circulation,
−→
Vw(
−→r ) is the velocity
at −→r induced by the wake vortices, and −→Vb(−→r ) is the velocity induced by the boundary
elements. Therefore, all there remain to do is to solve two nonlinear equations with
two unknowns once their strength has been estimated. For this, the Broyden method
was used according to [64]. Additionally, when evaluating
−→
Vw(
−→x ), the strength of the
boundary elements is updated at each function estimation. Albeit with high computing
cost, this gives better precision.
This method can be sensitive to the initial conditions, unless a second-order vortex-
strength time stepping integration such as the Adams-Bashforth scheme is used.
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2.3.5 Body representation
Since the boundary is only virtual, it is possible that vortices cross the wall into the
interior of the body. This is due to the movement across the boundary of vortices near
the body surface (essentially caused by time-stepping errors) or boundary conditions
not being satisfied exactly (fluid leaking inside the boundary).
According to Clarke [11] there is some debate over whether these vortices should be
reflected back into the exterior flow or removed from the model completely. Indeed,
most of the discussion focused on the vorticity destruction mechanism. Morton [43]
denied that the vorticity decayed because of wall diffusion. However, Fage and Jo-
hansen [16] noted that in the case of the flat plate, the vortices – physical ones, not
to be confused with blob vortices – which approach the rear of the plate will ordinar-
ily be deleted by the action of viscosity. Therefore, this latter approach was used by
removing the vortices whenever they come within the plate. Another problem rises in
the application of this procedure, that is whether or not to remove the vortices during
the intermediate substep which are required to have an average over the strength of the
nascent vortices. In the current scheme it is of lesser importance than in methods where
vortices are shed from all the wall since the number of created vortices is limited to two
per full time-step. Thus, even for long-term simulations (e.g. 1000 iterations), it has
been found that a maximum of two vortices (e.g. the two nascent vortices) were deleted
at each time step. However, there is no limit to the maximum number of vortices to
be deleted at each time step, and the deletion scheme is usually used for method with
vortices shed continuously along the wall.
Indeed, appealing to the similarity of the present flow with that of Clarke [11] (both
about a bluff body), his scheme was implemented, which involves deletion of vortices
which are inside the body at the end of each full time step and use a special reflection
of any vortices entering the body in a predictor sub-step (illustrated in figure 2.6). It
is worth noting that, due to the enforcement of (2.31), any net circulation removed by
deletion of vortices will be replaced on the next time step through boundary conditions.
Also, the coordinates used are those of the control points as the wall boundary.
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Figure 2.6: Illustration of the reflection used (courtesy of N.C.Clarke)
2.3.6 Force and moment evaluation
It is especially important to have a correct force evaluation, as this information is
crucial in the flow/structure model. In the case of the vortex method, several choices are
available. One can choose the Bernoulli theorem in unsteady flow (Katz (1991) [30]),
a direct computation of the pressure by integration (suggested by Koutsoumakos and
Cottet (2000) [13] or Shiels (1998) [56]), an alternative formula from Spalart (1988) [57]
(presented on a more generalized form by Wu [65]) based on the vorticity flux across
the surface, or the generalized Blasius formula from Milne and Thompson [40] consid-
ering all the vortices in the wake as point vortices in the complex plane. There is also
the formula developed by Quartapelle and Napolitano (1983) [46], but it is difficult to
develop for a non cylindrical body as it requires solving a Poisson equation (see Van der
Vegt [62]), and even then it is difficult to exploit as it involves an approximate function.
The pressure integration method of Koutsoumakos and Cottet [13] is based on:
1
ρ
∆P = −∇.
(
1
2
|−→u |2 − −→u × ω
)
. (2.41)
It led to poor results, due partly to the use of the elliptical geometry. Another problem
was that the velocity field at the wall is very noisy when the vortices are very close to
the wall. Another drawback was the extra computation time, which was considerable
as one is obliged to solve a Poisson equation at each time step.
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Spalart 1988 [57] derived a formula applicable to arbitrary wall shape from (2.2) and
(2.4). To obtain the formula first rewrite equation (2.4):
∂ω
∂t
= −∇.(−→u ω − ν∇ω). (2.42)
At the wall, one has −→u = −→0 , and it reduces to the flux of vorticity normal to the wall
(or the rate at which the wall is emitting or creating vorticity):
−ν ∂ω
∂n
≡ ∂
2Γ
∂s∂t
. (2.43)
Moreover in 2D , it is possible to rewrite (2.2), on the body boundary:
∂p
∂s
= −ν ∂ω
∂n
. (2.44)
The pressure is thus dependent upon the rate of creation of circulation per unit length
and unit time. For the case where new vortices are created at each time step, it is then
a simple matter to determine the wall pressure in 2D:
pj+1 − pj = Γj+1 − Γj
2∆t
. (2.45)
For the Sarpkaya type simulation, it is not applicable since, in contrast to Spalart simu-
lation, the boundary vortices are not diffused at each time step. Therefore, this formula
was used only for the Spalart code.
The Bernoulli formula in unsteady inviscid flow in two dimensions is
p∞ − p
ρ
=
1
2
[(
∂Φ
∂x
)2
+
(
∂Φ
∂y
)2]
− −→U∞.−→∇Φ + ∂Φ
∂t
, (2.46)
with Φ the velocity potential in a stationary frame (
−→
X ,
−→
Y ). In case of translation,
one still has ∂Φ/∂x = ∂Φ/∂X and ∂Φ/∂y = ∂Φ/∂Y where (−→x ,−→y ) represents a body
fixed frame. Intrinsic to the wall model (distributed blob vortices with a slight offset to
the wall), the velocity field fluctuates between the wall surface and the blob vortices,
rendering the direct integration of (2.46) difficult. This is illustrated in figure 3.5 in
section 3.2.1.1.
From the generalized Blasius formula (cf Milne and Thompson [40]), Sarpkaya [50],
[54] derived a general expression for the flat plate:
Fn = Y1 + Y2, (2.47)
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with
X1 − iY1 = −ρ
m∑
k=0
(Γkvk)− iρ
m∑
k=0
(Γkuk) , (2.48)
X2 + iY2 = 4piρc
2(sinα)
∂|U∞|
∂t
+ ρ
∂
∂t
m∑
k=0
Γk
(
c2
ζk
+
c2
ζ∗k
)
, (2.49)
where ζ∗k is the conjugate of the position of the k
th vortex in a circle plane, α is the angle
of attack, U∞ is the complex freestream velocity, Γk is the strength of the kth vortex, ρ
is the flow mass density, and uk and vk are respectively the
−→x and −→y components of
the velocity of the kth vortex in the physical plane, and c is the radius of the circle in
the image plane.
This formula has proven to be very efficient. To change from the flat plate to the
ellipse requires only a simple change of conformal transformation. This has given good
results for the thin ellipse compared to the flat plate. However, deriving a similar ex-
pression for the moment is more tricky, and it was thus decided to redevelop entirely
the formula for the moment with the same approach (as in Lagally’s theorem in Milne
and Thompson 1968 [40]). For the ellipse, one then use the conformal transformation:
z = C
(
ζ +
λ
ζ
)
, (2.50)
with C = (a + b)/2 and λ = (a2 + b2)/(4C2), which maps a unit circle into an ellipse.
If one consider zero circulation, and an invariant angle of attack, the forces applied on
the ellipse are then:
X1 + iY1 = −ρ
m∑
k=0
(Γkvk) + iρ
m∑
k=0
(Γkuk) , (2.51)
X2 + iY2 = 2piρC
2(λe−iα − eiα)∂|U∞|
∂t
+ iCρ
∂
∂t
m∑
k=0
Γk
(
λ
ζk
+
1
ζ∗k
.
)
. (2.52)
Concerning the moment M , one evoke the generalized Blasius formula in the complex
plane (cf Milne and Thompson [40]) for an elliptical body with zero global circulation,
and with an incidence α. Considering the complex potential w in the ζ plane:
w = −CU e
iα
ζ
+
n∑
k=0
iΓk
2pi
ln(ζ − ζk)−
n∑
k=0
iΓk
2pi
ln
(
ζ − 1
ζ∗k
)
. (2.53)
In the real plane, it is equivalent to the potential in the stationary frame (
−→
X ,
−→
Y ),
thus removing the freestream velocity. It is actually an elegant way to simplify the
Etienne Sourdille 75
Numerical study of the fluid structure interaction for a flat plate in a transverse flow
calculation, by removing some complications arising from the freestream flow potential
−zCUe−iα. From this formula, one can see that there is a circulation introduced in the
equation through the image vortices because they are inside the circle. The moment is
then the real part of:
−1
2
ρ
∮
z
(
dw
dz
)2
dz− ρU∗∞
∮
zdw + ρ
∂
∂t
∮
zwdz∗. (2.54)
All vortices in the formula are then assimilated to point vortices. The form is similar
to that of the force, except for the second term of this integral.
The formula is then, for a steady freestream flow and the centroid of the ellipse at
(0, 0):
M = M1 +M2 +M3, (2.55)
M1 + iN1 = −ρ
m∑
k=0
Γkzk(uk − i.vk), (2.56)
M2 + iN2 = −ρCU∗∞
{
2ipiCU∞ +
m∑
k=0
Γk
[
ζ ′k +
λ
ζk
]}
, (2.57)
M3 + iN3 = ρ
∂
∂t
{ C2
m∑
k=0
[ −(λ2 − 1)Γk ln(−ζk)− Γk(λζ
′2
k
2
− λ
2ζ ′2k
)
+(λ2 − 1)Γk(ln(ζ ′k) + ln(ak + ζ ′k)− ln(ζ ′k)) ) ] }, (2.58)
figure 2.7 : Definition of ak
where ζ ′k represents in the ζ plane the com-
plex value of the location of the image vor-
tex (which is for a unit circle ζ ′k = 1/ζ
∗
k),
ak represents a distance, and is defined by
its representation in figure 2.7. For the full
derivation, refer to appendix C. This for-
mula is used to generate the aerodynamic
moment for steady flow in chapter 3.
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Following the same formulation, the forces are for a steady freestream flow and no
rotation:
F = F1 + F2 + F3 + F4 + F5, (2.59)
F1 = iρ
m∑
k=0
Γkzk(uk + i.vk), (2.60)
F2 = −iρC ∂
∂t
{
2ipiCU∞ +
m∑
k=0
Γk
[
ζ ′k +
λ
ζk
]}
, (2.61)
F3 = 0, (2.62)
F4 = ρSbody
∂U∞
∂t
, (2.63)
F5 = −iρCU∞
m∑
k=0
Γk, (2.64)
where Sbody is the cross section surface of the body, for an ellipse with infinite span;
this is Sbody = piab, from figure 2.1. Note that when there is rotation, F3 is actually
nonzero; details are presented in appendix C. Also note that this is equivalent to for-
mula 2.51, except that in the potential the terms related to the freestream flow are
separated. Nevertheless, it has proven difficult to use because it can lead to a very
noisy force when the vortices comes close to the vicinity of the boundary vortices. This
is especially noticeable for the nascent vortices.
Similarly to the Spalart method for force evaluation, Wu [65] used a similar formula but
over the entire domain, thus making it simpler to use with the Sarpkaya-like simulation,
as it also involves boundary vortices. The force
−→
F is calculated as a function of the
rate of change of vorticity for a finite domain :
−→
F = − ρ d
dt
∫
R∞
−→
P × −→ω dr + ρ d
dt
∫
Rs
−→vsdr, (2.65)
M =
−→
l × −→F = 1
2
ρ
d
dt
∫
R∞
|−→P |2−→ω dr + ρ d
dt
∫
Rs
−→
P × −→vsdr, (2.66)
where
−→
P is the position, −→ω = ω−→K is the local vorticity with −→K a unit vector orthog-
onal to the (−→x ,−→y ) plane, −→l is a position vector describing the line of action of the
aerodynamic forces
−→
F , R∞ is a limitless region jointly occupied by the solid body and
the fluid, Rs is the region occupied by the solid body, and
−→vs is the velocity of the body.
A similar formula is used for the moment, which is presented in appendix D.
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2.3.7 Time step choice
Another numerical parameter is the time step ∆t. First, one can normalize the time
by using t∗ = |−→U∞|.t/(2 a), i.e. the normalized time step is ∆t∗. After several trials,
using ∆t∗ = 0.08, 0.04, and 0.02, the best compromise between computation time and
precision was found to be 0.04. Indeed, there is minimal difference between the results
obtained with ∆t∗ = 0.02 and ∆t∗ = 0.04. Trials with lower time step do not lead to
significantly better results.
The method used by Spalart (1988) [57] was found to be very sensitive to the time
step value especially with low N values. This is especially visible in the resulting aero-
dynamic forces. For example, a comparison was made using ∆t∗ = 0.04, ∆t∗ = 0.02,
∆t∗ = 0.01 at an incidence α = 90o for the simulation from Spalart, with 1200 boundary
vortices and limited the total number of vortices to 4000 to speed up the simulation
(recall that in the Spalart code the number of free vortices is conceptually identical to
the total number of vortices since at each time step the boundary vortices are freed into
the flow). The history of the normal force coefficient Cn (i.e. the coefficient related to
the force normal to the ellipse major axis) is presented for the different timesteps in
table 2.2.
α (degree) Cn (Fage and Johansen) ∆t∗ = 0.01 ∆t∗ = 0.02 ∆t∗ = 0.04
90 1.84 3.60 3.66 3.14
Table 2.2: Force coefficient comparison considering the timestep for the Spalart code
In table 2.2, note that the factor 2 between the Cn obtained with the Spalart code
and the one measured in the Fage and Johansen [16] experiments is purely coincidental.
Spalart [57] using a flat plate model found a value of 2.8 for a similar case. The different
simulation parameters used were not detailed. However, the difference of the Spalart
code with the simulations done for this table can mainly be explained through the total
number of vortices in Sarpkaya like simulation which is low compared to the number of
boundary vortices used. The core radius used also seem to be an important parameter
on the Cn. The reader is invited to refer to sections 3.2.2 and 3.2.3 for further details
on the influence of the number of vortices and core radius.
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To illustrate the differences of the evolution of the output in frequency and in amplitude
as ∆t∗ varies, in figure 2.7 is plotted the moment coefficient Cm for α = 45 using 1200
boundary vortices and a total number of 4000 vortices with three different timesteps.
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Figure 2.7: Comparison of Cm for the Spalart simulation at α = 45, for different ∆t
∗
These inconsistencies in figure 2.7 are likely due to the limited number of vortices. In-
deed, with the Spalart code as the total number of vortices increases, merging occurs
closer to the body. This effect depends on time step because during one timestep the
vortices will convect less far with a smaller time step than with a larger one; further-
more since at each time step every boundary vortex is convected, the limit number of
vortices is reached more quickly. Therefore, one should increase the limit number of
vortices as the time step is reduced.
In figure 2.8, the same timestep is used but with an increased number of vortices in
the flow, the total number of vortices has then become N = 6800. One can then see
that the effect of the timestep are reduced considering the Cm magnitude. Now con-
cerning the flow periodicity, looking at the Cm peaks shows that the vortex shedding is
tending to slow down as ∆t∗ decreases. Nevertheless the differences when ∆t∗ increases
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are less pronounced than for N = 4000, although the Cm plots seems to have much
more numerical noise when ∆t∗ decreases. Remarkably, the solution for ∆t∗ = 0.04 is
now close to the solution in figure 2.7 for ∆t∗ = 0.01. Concerning the vortex shedding
slowdown with the timestep decrease, it can be caused by the integration scheme used
for the blob vortices convection (cf section 2.2.3) which would then introduce some
numerical damping, or it could be due to the core radius σ which if too big compared
to the timestep also tends some damping (see also section 3.2.3, and in particular the
comments on figure 3.24). Further investigations would be required to point out the
exact mechanism as it seems it is due to a conjunction of parameters.
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Figure 2.8: Comparison of Cm for the Spalart simulation at α = 45, for different ∆t
∗
for a total number of vortices N = 6800
This difficulty with the parameters is unsurprising as it was already noted in section
2.2.2 the difficulty of establishing the numerical parameters, and as Spalart [57] re-
marked similar difficulties. To solve this problem, it was required for the Spalart code
to calibrate the simulation considering both the time step and the maximum number
of vortices in order to have the best fit concerning the mean Cm and Strouhal number
compared to the data from Fage and Johansen [16].
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2.3.8 Spalart Code implementation
As stated previously, the main difference between the inviscid Spalart and the
Sarpkaya-like codes was that Spalart convects all of the boundary vortices at each
time step, conversely to the discrete introduction of vorticity at the edges of the ellipse.
The near-wall boundary conditions in the Spalart algorithm are also enforced using
streamfunctions to meet the permeability condition with the same location for blob
vortices at the boundary as the initial location before the blob vortices convection into
the flow (which corresponds to their creation position and is different from the control
points as is stated in section 2.3.3).
All the vortices in the flow are blob vortices with an algebraic core function γ(−→x ).
However, he uses a different value compared to the Sarpkaya like simulation for the
core radius σ, because the distance to the wall δN is slightly larger in Spalart case.
Collision of vortices with the body is dealt by method presented in section 2.3.5, i.e. the
vortices are deleted when they collide with the wall and their circulation is registered
to be put into equation (2.31).
Another major difference is that his code uses vortex merging to keep the number
of vortices at a user defined level N , N being the global number of vortices. The global
number of vortices includes the number of boundary blob vortices, which is denoted Nb,
and the number of free blob vortices which is uncontrolled.
The merging of two vortices p and q is done by ensuring minimal far-field velocity
perturbation. The resulting vortex has a circulation Γ′ = Γp + Γq, and has a position
in the complex plane z′ = (Γpzp + Γqzq)/Γ′. The merging is:
|ΓpΓq|
|Γp + Γq|
|zp − zq|2
(D0 − dp)3/2(D0 − dq)3/2 < V0, (2.67)
where dp and dq are the distance of respectively the vortices p and q to the closest wall.
D0 is a length parameter that allows one to obtain better resolution near the wall (small
D0) or in the wake (larger D0). Spalart noted that the calculation showed little sensitiv-
ity to this parameter, and used a typical value of 10% of the chord. The other parameter
V0 represents the tolerance. This criterion is adjusted so that the number of vortices
stays around the prescribed number N . One should note that although it keeps the
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number of vortices low, the vortex is a very noisy procedure for the velocity field locally.
At this point, remark that N is a simulation parameter independent of time, deter-
mining the maximum global number of vortices. The actual global number of vortices
is actually varying during the simulation. At t = 0, there are only the Nb boundary vor-
tices required to enforce the no-penetration boundary conditions. The actual number
of blob vortices increases afterwards with the release of Nb boundary vortices into the
flow at each time step and then stabilizes later around N using the merging algorithm.
Notably, the V0 parameter, which is dependent on the actual number of vortices, enables
the simulation to adjust the merging.
2.4 Changes for the moving ellipse
In order to reach a solution to the rotating ellipse problem, a fixed ellipse was con-
sidered with a rotating free flow. Thus, the boundary conditions have to be modified
(section 2.4.1), as well as the flow geometry (section 2.4.2), and the force evaluation
(section 2.4.3). Most of the complications arise from the force evaluation and the bound-
ary condition.
Both the Sarpkaya-like simulation and the Spalart code use the body-fixed frame of
reference (−→x ,−→y ) with origin O moving in the stationary or inertial frame (−→X ,−→Y ).
However, the boundary vortices are moving with the angular velocity θ˙. The origin O
of (−→x ,−→y ) is still moving away from the origin (−→X ,−→Y ) with a translation velocity −→U∞.
Concerning the Spalart method, only slight modification is required in the case of a
rotating plate; one only has to modify the boundary condition by adding an additional
term detailed in the following sections. As noted by Spalart [57] (p25) in 2D : “if the
freestream has uniform vorticity the vortex method can still be applied to the deviation
from the freestream vorticity”.
Now concerning the Sarpkaya-like simulation, as the same boundary conditions are
used as for the simulation from Spalart the same kind of modification is brought to the
boundary conditions and the flow geometry. The main differences are the evaluation of
the resulting aerodynamic force and moment as well as for the evaluation of the nascent
vortices.
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2.4.1 Boundary condition
As noted previously, (2.28) still holds for both simulations, i.e. the no- penetration
condition is still satisfied. The only addition in the case of the rotating ellipse is just
to add a term concerning the rotation. Equation 2.30 now becomes:
ψb(
−→x i+1)−ψb(−→x i) = ψf (−→x i)−ψf (−→x i+1)+ψ∞(−→x i)−ψ∞(−→x i+1)+ψr(−→x i)−ψr(−→x i+1),
(2.68)
with ψr(
−→x ) the streamfunction due to the rotation at the point −→x . The form of ψr is
easy to manipulate, and is :
ψr(
−→x ) = θ˙
2
|−→x − −→xo |2, (2.69)
with θ˙ the angular velocity, and −→xo the center of rotation of the ellipse.
As suggested by Katz and Plotkin [30] for unsteady flow, and following Kelvin’s theo-
rem for the moving body, equation (2.31) was employed for both the Spalart simulation
and the Sarpkaya-like simulation.
2.4.2 Flow geometry
The main change in the flow geometry concerns the motion of the boundary vortices
with an angular velocity θ˙(t). Their position is updated at each time step. Again, the
same modifications are applied to both simulations. At the end of the timestep, each
boundary vortex is moved by an angle of θ˙(t) ∆t. No further modification is required
either for the velocity computation or for equation (2.68).
2.4.3 Force and moment computation
As the boundary vortices are moving and as there is no modification applied to the
flow velocity field, one only has to add one additional term concerning the moment to
Wu’s formula (Wu [65]). The added term and the complete expression for the force
and moment is detailed in appendix D. Appendix C contains the complex expression
derived from the Milne and Thompson [40] formula.
Etienne Sourdille 83
Numerical study of the fluid structure interaction for a flat plate in a transverse flow
2.5 Algorithm overview
This section details the general algorithm used to implement the Sarpkaya-like
method. In order to keep the algorithm as simple as possible, no fast summation
method was used nor a vortex elimination scheme in the far field.
To start the method, the suggestion by Sarpkaya [50] to determine the strength of
the vortices was followed. It is based on the observation that asymptotically the shear
layer velocity tends to 1.4U∞. Thus for the first four timesteps, one fix :
∆Γ =
1
2
U2sh∆t ' U2∞∆t. (2.70)
In addition, to ensure that the velocity is updated frequently enough, one solve the
boundary condition three times per substep. That is to say, first before the resolution
of the Kutta equation with an initial guess on the nascent vortices positions, and then
iterating to ensure that the resolution of the Kutta condition has not been adversely
affected by the wall solution. The boundary conditions are imposed after the Kutta
condition is set, and then again after convection of the vortices.
The algorithm is summarized in figure 2.9. Such details as the vortex deletion from
the diagram were excluded for the sake of clarity.
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Figure 2.9: General algorithm
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Chapter 3
Vortex/plate simulations
3.1 Outline
So far, the blob vortex method has been described in chapter 2 –more specifically in
section 2.2– using an implementation based on the discrete introduction of vorticity
(section 2.3.4) and a pure blob vortex method developed by Spalart (section 2.3.8).
Although the implementation has been mainly oriented toward the fixed body problem
in section 2.3, development for a moving body has also been shown in section 2.4.
Now in this chapter, the blob vortex simulation will be studied by first trying to validate
the simulation (section 3.2) by comparison with a potential solution for the steady flow
case in section 3.2.1 for a translating plate case and a rotating plate case. Then in sec-
tion 3.2.3, the case of a fixed plate in a uniformly translating crossflow will be studied
by comparing the simulations results (Sarpkaya-like and Spalart implementation) with
experiments from Fage and Johanssen [16] and Honji [27] in section 3.2.4.1. Finally, in
section 3.2.4, comparison will be made with other simulations and experimental results
for a vertical oscillation of a cylinder (section 3.2.4.2) and a rotating ellipse (section
3.2.4.1).
Observe that for this kind of method, a proof of the convergence is difficult to establish
for a given set of parameters, and such proof have not been found in the literature cited
in the current work. Nevertheless, note that even for more general vortex methods such
as the Spalart code, it is not thought possible to prove convergence for a given set of
parameters (see Spalart citation in section 2.2.2) despite the existence of demonstration
of the convergence of the method (see Koutsoumakos [13] and section 2.2.2). Still note
that Koutsoumakos [13] clearly stated that even for undersolved system the method
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is expected to give good qualitative results. This should be considered regarding the
sections related to the numerical parameters (notably section 2.3) and the flow results
presentation (chapter 3 and section 5.4).
In the second part of this chapter in section 3.3, the case of the spring damped plate
in a uniformly translating crossflow will be studied through different cases after defin-
ing some study parameters. The case of a plate allowed to oscillate in rotation with
no freeflow will be exposed in section 3.3.1 in order to assess the simulation and flow
influence. Finally, the plate allowed to oscillate in rotation in a uniform translating
crossflow will be studied by first considering the influence of the reduced damping (sec-
tion 3.3.2.1), and then the reduced resonance frequency (section 3.3.2.2).
3.2 Validation of the codes
3.2.1 Blob vortex solution on the boundary
As mentioned in section 2.3.1.3, the modeling of the boundary by blob vortices is
only an approximation of the boundary conditions. Therefore one must assess the ac-
curacy of the boundary blob vortices used by the discrete vortex method of both the
code from Spalart and the Sarpkaya-like code (or C code as it is sometimes written at
least until section 3.2.4). As the body moves in translation and in rotation, two invis-
cid steady cases will be investigated: uniform translation (section 3.2.1.1) and uniform
rotation (section 3.2.1.2). Comparison will be made with the exact potential solution.
The leakage on the body surface will also be assessed as well as the smoothness of the
solution.
The test uses 1200 boundary vortices with a uniform distribution (i.e. each panel
is the same size). Indeed, a distribution where the vortices are concentrated at the
edge of the ellipse produces worse results than the uniform distribution considering the
velocity field smoothness near the boundary. In the former case, the vortices strength
is much too strong at the edge of the ellipse and produces a solution equivalent to a
vortex dipole as a model of the ellipse. The error (in velocity direction and magni-
tude) and leakage occur mainly at the edges of the ellipse. It originates mainly from
the straining of the streamlines at the edges of ellipse, as well as the slight distance of
the vortices from the wall (as illustrated in figure 3.5) which is related to some of the
method features.
Etienne Sourdille 87
Numerical study of the fluid structure interaction for a flat plate in a transverse flow
3.2.1.1 Stationary ellipse in steady crossflow
Two different cases were chosen: a symmetric flow with an incidence α = 90o, and
an asymmetrical flow with α = 45o. For each incidence, different plot were used: the
streamlines (figure 3.1 and figure 3.2 for comparison with the potential solution), the
error compared to the exact potential solution (figure 3.3), and the leakage on the
boundary (figures 3.4).
The potential solution for uniform flow past an ellipse is given by Milne-Thompson
[40] through the complex potential:
w = −C
(
ζU∞ +
U∗∞
ζ
)
, (3.1)
where U∞ is a complex number corresponding in the complex plane to
−→
U∞ and ζ is the
image of z through the Joukowski transformation
z = C
(
ζ +
λ
ζ
)
, (3.2)
with C = (a+ b)/2, λ = (a2 − b2)/(4C2) and z = x + iy.
To compare the solution generated by the boundary vortices to the potential solu-
tion, the velocity field was calculated at points on a uniform 200× 200 cartesian grid.
The velocity generated from boundary vortices is named
−→
Vb = (ub, vb) and the potential
flow solution velocity
−→
Vp = (up, vp). The error was then quantified at a point (x, y) as
ε(x, y) = |−→Vb − −→Vp |/
∣∣∣−→U∞∣∣∣.
The streamline plots (figure 3.1) show that on a large scale one obtain a solution broadly
similar to the inviscid steady solution (figure 3.2). However a closer examination of the
streamlines in figure 3.5 shows the effects of the slight offset of the boundary vortices
(section 2.3.3); indeed close to the body the streamlines cross the boundary between
the control points with a wavy pattern.
From the velocity error plot in figure 3.3, one can see that the error is largest near
the tips of the ellipse where there are high curvature regions and a decreasing error
away from the ellipse. One of the sources of error lies in the spacing of the vortices,
which is large regarding to the curvature. It is especially pronounced at the tips of the
ellipse where much of the vorticity is concentrated. For instance for the steady flow at
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α = 90o, 100 boundary vortices at one tip represent about 27 % of the total strength
of all vortices. Therefore, in the vicinity of these vortices, the error in the vortices
strength solution is magnified. Nevertheless, the overlap ensures that the velocity re-
mains smooth and prevents this effect from dominating the solution.
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Figure 3.1: Streamline of a flow past a 20:1 ellipse for the blob vortex method
Additionally, there are some effects inherent to the boundary resolution method. As
stated earlier, the boundary vortices are slightly off the wall, and though the stream-
lines are continuous, they are wavy. Then, as here the points considered are between
the wall and the boundary vortices and to a lesser extent up to a distance of about
0.12 δ0 (δ0 is the distance between the control points) outside the boundary defined by
the boundary vortices, large discrepancies in direction and magnitude appear between
the two solutions if one look closely at the velocity field near an edge, as in figure 3.6.
Looking at figure 3.3, the error is concentrated at both tips of the ellipse. The er-
ror field (if assimilated as an added velocity to the exact solution) looks similar to two
point vortices placed at the edges of the ellipse. The vorticity of one of those point
vortices at one edge would be of sign opposite to the vorticity of the point vortex at
the other edge. It could thus be possible to roughly model the error field as two virtual
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point vortices of opposite vorticity at both edges of the ellipse.
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Figure 3.2: Streamline of a flow past a 20:1 ellipse for the potential flow
solution
Observing the velocity field off the boundary defined by the boundary vortices in figure
3.6, one can see that the velocity is in the same direction but with a larger magnitude
than the corresponding potential solution velocity. It can be deduced that the vorticity
of these virtual vortices behaves like an added vorticity to the potential solution. This
indicates an overestimation of the strength of the blob vortices placed at the ellipse tips.
The normal velocity in figure 3.4 is characterized as (
−→
Vb .
−→n )/
∣∣∣−→U∞∣∣∣ with −→n the nor-
mal unit vector. Again due to the distance of the vortices from the wall, the velocity
is not taken directly on the wall surface, but at the boundary defined by the vortices.
With the current parameters (20:1 ellipse, 1200 boundary blob vortices) the distance
between the control points and the wall is very small, approximately δN = 8.37.10−4
or δN ' b/30 ' a/600, where b is half the maximum thickness of the ellipse and a half
the length of the ellipse. Note also that figure 3.5 shows that the velocity field remains
continuous in this transition region. It then indicates that the two surfaces (physical
and the one defined by the boundary vortices) may be considered equivalent.
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If one examine the “leakage” (nonzero local normal velocity) in figure 3.4, one can see
some rapid fluctuation along the boundary. These fluctuations in normal velocity mag-
nitude observed in figure 3.4 originate from the wavy pattern of the streamlines near
the wall (figure 3.5). Additionally, considering the velocity around θ/pi = 1 in figure
3.4(b), one can see a smooth evolution of the local leakage. The leakage is in fact not
fluctuating but smooth along the boundary. The fluctuations are caused by the wavy
pattern, as well as the scale chosen for the abscissa. Indeed, with the boundary model
used, more boundary vortices are used at the edges of the ellipse. Not unexpectedly
and following the previous observations on the velocity error plot, this leakage is more
important in the region of high curvature, i.e. at the tips of the ellipse (figures 3.3 and
3.4). The maximum leakage is then equal to about O(10−3.5)×
∣∣∣−→U∞∣∣∣ b.
The error can be reduced by putting more vortices in the region of interest. How-
ever as a rule of thumb the ratio between the smallest and largest distance separating
vortices should not be greater than two. Otherwise, the matrices resulting from equa-
tion 2.30 become ill-conditioned and the solution is unstable. Thus the main parameter
one can adjust to improve the velocity accuracy near the wall is preferably the number
of boundary vortices.
Interestingly in the case of an asymmetric body, such as with the plate with 45o in-
cidence, the global leakage is a bit more important than at 90o. If one integrate the
normal velocity around the surface, the total leakage at 45o appears to be three times
that of 90o. However, the value of this integral remains very small, of order O(10−10)
or O(10−8)×
∣∣∣−→U∞∣∣∣ b which is close to the machine precision. Therefore, the zero total
leakage boundary condition remains correctly verified in both cases with the blob vortex
boundary model.
The blob vortex method has shown to provide a reasonable inviscid non-lifting solution
for the range of positions of which the ellipse will be allowed to rotate. Nevertheless,
there is still a residual error in velocity near the wall, which for the current geometry is
largest near the tips of the ellipse. Despite this error due in part to a wavy local velocity
pattern, the local leakage remains at an acceptable level. This cannot be changed unless
one use another kind of boundary elements such as a constant vortex sheet.
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(a) α = 45o
(b) α = 90o
Figure 3.3: Log10(ε) distribution in the grid for the 20:1 ellipse and uniform
translation
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Figure 3.4: Logarithm of the normal velocity at the boundary for
two incidence angles α
Etienne Sourdille 93
Numerical study of the fluid structure interaction for a flat plate in a transverse flow
0 2 4 6 8
x 10−3
0.986
0.988
0.99
0.992
0.994
0.996
0.998
1
1.002
1.004
(a) Streamlines close to the
tip of the ellipse
0 2 4 6 8
x 10−3
0.986
0.988
0.99
0.992
0.994
0.996
0.998
1
1.002
1.004
(b) Velocity vectors close to
the tip of the ellipse
Figure 3.5: Velocity and streamline between the boundary vortices and the
wall for 90o incidence
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Figure 3.6: Comparison of the velocity induced by the blob vortices (red vec-
tor) and the velocity from the exact potential solution (blue line). The wall
is marked by a black line, and the boundary vortices are marked by green
crosses.
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3.2.1.2 Stationary ellipse steady flow field rotation
In this subsection, the case study will be the steady plate rotation with no crossflow.
As for the steady crossflow case, a comparison will be made between the vortex blob
and potential solution (figures 3.7, 3.8 and 3.9), and also a normal velocity plot on the
surface so as to assess the leakage (figure 3.10). The frame used for the plot is fixed
to the plate, that is to say the flow is rotating around the plate at a constant angular
velocity of Ω.
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Figure 3.7: Streamline of a flow past a 20:1 ellipse for the blob vortex method
Again the potential solution is provided by Milne and Thompson ([40]). Using the
convention from section 3.2.1.1, and the transformation defined by equation 3.2, one
obtain for the complex velocity:
dw
dz
=
2B
Cζ(λ− ζ2) , (3.3)
with B defined as B = (i/4)Ω(a2−b2), while C and λ are defined by the transformation
in equation 3.2.
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From the streamline plots in figure 3.7, the solution is again broadly similar to the
inviscid steady solution (see figure 3.8). There still remains some leakage through the
boundary as is shown in the plot of normal velocity in figure 3.10. Again, it is more
important in the region of high curvature. Note however that over the whole bound-
ary the leakage is ten times less pronounced than in the steady inviscid crossflow case.
Some irregularities are visible on the streamlines near the body wall but this a problem
related to the streamline extraction and does not involve the simulation characteristics.
−0.6 −0.4 −0.2 0 0.2 0.4 0.6
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
x*
y*
Figure 3.8: Streamline of a flow past a 20:1 ellipse for the potential flow solution
Like in section 3.2.1.1, to compare solution, a uniform 200 × 200 cartesian grid was
used. The velocity magnitude error ε(x, y) is defined in the case of the steady rotation
as ε(x, y) = |−→Vb −−→Vp |/(Ωa). The normal velocity in figure 3.10 is computed in the same
manner as in section 3.2.1.1.
As for the non rotating case, errors appear concentrated in the high curvature region
of the ellipse if one compare figure 3.9 and the steady crossflow case in figure 3.3. The
similar error pattern simply illustrates that the same source of error applies, e.g. the
spacing of the vortices which is large regarding the curvature and the wavy nature of
the streamlines near the wall.
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Figure 3.9: Log10(ε) distribution in the grid for the 20 : 1 ellipse and uniform rotation
The solution for the steadily rotating flow has proven to give a good broad approx-
imation for the velocity field, similarly to the steady translating crossflow. Thus, one
may be confident that the rotating ellipse can effectively be smoothly implemented us-
ing blob vortices as boundary elements. Thanks to the additivity property from the
linear system (equation 2.30), the combination of the two kinds of flow does not pose
any problem. The existing error at the tips of the ellipse is a result of the boundary
vortex distribution off the wall surface and can be reduced for example by using a
higher number of boundary vortices, although one must be careful not to have a too
high computer cost.
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Figure 3.10: Normal velocity at the boundary
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3.2.2 Influence of the global number of vortices
The global number of vortices N is of primary importance in the Spalart code as it
determines the spatial resolution of the method. The global number of vortices includes
the boundary blob vortices (the number of boundary vortices is denoted Nb) and the
free blob vortices. As stated in section 2.3.8, N is a simulation parameter independent
of time, determining the maximum global number of vortices. The actual global num-
ber of vortices is actually varying during the simulation. At t = 0, there are only the
Nb boundary vortices required to enforce the no-penetration boundary conditions. The
actual number of blob vortices increases afterwards with the release of Nb boundary
vortices into the flow at each time step and then stabilizes later around N using the
merging algorithm. Remark that in figure 3.11 (whose scale is given in figure 3.12), N
is given as individual figure title, while the actual number of blob vortices is written
above the window. The “number of vortices in the window” corresponds to the actual
number of vortices within the plot limits.
Thus specific to the Spalart code, the influence of N in the flow was studied for a
fixed plate in a parallel crossflow. Parameters were then fixed: the number of bound-
ary vortices, the time step, and D0, whereas N and α values were changed to be sure
that the behaviour remains the same as the incidence angle evolves. A standard set of
variables was chosen for this simulation, which is also used in section 3.2.3, ∆t∗ = 0.05,
Nb = 1200, D0 = 4 a and 2048 time steps for α = [45, 50, 60, 70, 80, 90] degrees, and
N = [1200, 1800, 2400, 4800, 6000, 8400].
As indicators for the comparison, the time averaged normal force coefficient and tan-
gential force coefficient were used as defined in equation 3.4, because they represent an
integration over the most basic flow variables. They are however not sufficient, as the
integration leave space for “fortuitous” results deriving from a cancellation of errors. A
spectral analysis of the force coefficient history was thus also used, and the Strouhal
number S = f U∞/(2 a), with f the frequency of the vortex shedding. In the case of
a bluff body with a vortex method, the Strouhal is generally taken as the peak in the
frequency spectra of the aerodynamic forces coefficient variation in time. Performing
a Fast Fourier Transform (FFT) of the force history then yields not only spectral fre-
quency characteristics but also the Strouhal number.
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Regarding the non-dimensionalization, the ellipse chord 2 a was used for both codes.
Henceforth, for this section and unless specified otherwise, this convention will be used
throughout this chapter. The force and moment coefficients are defined as
Cn =
Force normal to the ellipse major axis
1
2
ρ 2aU2∞
, (3.4)
Ct =
Force tangential to the ellipse major axis
1
2
ρ 2aU2∞
, (3.5)
Cm =
Moment
1
2
ρ a2U2∞
, (3.6)
where Cn is the normal force coefficient, Ct the tangential force coefficient and Cm the
moment coefficient.
In figures 3.13 and 3.14 are plotted Cn and Ctrespectively, both averaged over time,
while in figure 3.15 the Strouhal number S was plotted. In figure 3.15, note that the
Strouhal number cannot be plotted for N = [1200, 1800] as the flow becomes erratic
(figure 3.11) and vortex shedding no longer takes place. To compare the blob vortices
distribution, the blob vortices were plotted at α = 50o and t∗ = 51.5 for different N in
figure 3.11. Although it does not give as much insight as the streamline plots, it does
provide some underlying information such as the vortex positions and thus can help to
assess the degree of clustering of the vortices. To better differentiate the different re-
gions of vorticity, the vortices are plotted according to their sign. For example, in figure
3.11(f), a regular vortex shedding and the roll-up of sheets of vorticity can be visualized.
From the vortices plot in figure 3.11, it is clear that the simulation quickly converges to
a vortex shedding regime as N is raised. Remarkably, when N ≥ 2Nb or N ≥ 2400 here,
the flow structure is on the whole unchanged, which is remarkable considering the lack
of vortex core overlap. Indeed as one lower N , the vortex core radius remains the same
– it depends only on Nb. Therefore, with low N value, one also lower the spatial reso-
lution as the vortices keep a low core radius, which affects greatly the local velocity field.
A look at the force coefficients and Strouhal number plots in figures 3.13, 3.14, and
3.15 confirms that the overall flow dynamic is relatively insensitive to the global num-
ber of vortices for N ≥ 2Nb. Furthermore, the various angles used and the similarities
in the results also show that the incidence angle α is not as important as choosing a
proper N .
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A vortex shedding solution has been shown to exist and the basic flow dynamics prop-
erly captured for N past N = 2Nb for this set of parameters σ, Nb and ∆t
∗. Below
this level, the main cause in the loss of accuracy is presumed to be the blob vortices
merging which is designed to least affect, in term of velocity, asymptotically distant
points from the merging vortices. It is an otherwise noisy process for the local velocity
and vorticity fields, but it remains indispensable if one wishes to keep the computing
cost under control. It was chosen to not expend much effort investigating the problem
as it was not central to the work, and as the broad flow dynamics is of more interest
for the project.
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Figure 3.11: Blob vortices plot for t∗ = 51.5 and α = 50 with various global
number of vortices N using the Spalart code. See figure 3.12 for the scale.
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Figure 3.12: Scale for figure 3.11.
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Figure 3.13: Cn for various angle of incidence and global number of vortices N
Etienne Sourdille 103
Numerical study of the fluid structure interaction for a flat plate in a transverse flow
2000 3000 4000 5000 6000 7000 8000
−1.5
−1
−0.5
0
0.5
1
1.5
2
N
Ct
α = 90
α = 80
α = 70
α = 60
α = 50
α = 45
Figure 3.14: Ct for various angle of incidence and global number of vortices N
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Figure 3.15: S for various angle of incidence and global number of vortices N
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3.2.3 Plate at fixed angles
As stated previously, in order to test the solution produced by both codes (Spalart
based code and the Sarpkaya-like code) the case study chosen is the well studied prob-
lem of an impulsively started flow over a flat plate. In this section, the focus will be
on the non-rotating plate problem over a range of incidence angles and on a long term
basis. The objective is to compare both codes with the few experimental results avail-
able.
Therefore, an analysis will be made of the force coefficients and the Strouhal number.
Then the flow geometry will be studied through the use of streamline visualization. As
no experiment provides the aerodynamic moment, they are not investigated quantita-
tively here. Some of the frequency characteristics of the forces will also be provided for
the fixed plate, as the objective of the control will be to stabilize the plate. The general
setup for the simulation is presented in figure 3.16. Generally in this section, the terms
vortex and eddy do not refer to the individual blob vortices but to the actual vortex
structures shed into the flow.
Figure 3.16: Measures characterizing the flow
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Concerning the aerodynamic forces, long term results will be plotted using equation
2.59 for the Sarpkaya-like simulation, and equation 2.45 for the Spalart code. While
both formula are akin to an integration, note that formula 2.59 used for the Sarpkaya-
like code utilizes data from each free vortices in the formula, whereas equation 2.45 uses
data only from boundary vortices. Thus equation 2.45 effectively introduces a grid for
the force calculation, which in return induces a noisier result. It is however not possible
to use formula 2.59 with the Spalart code because of the merging which means that
the time-dependent coefficient cannot be evaluated properly. Therefore to smooth the
results, for the time plots and formula 2.45 a simple three-point filter was used of the
form:
−→
Fs,i =
−−→
Fi−1 + 2
−→
Fi +
−−→
Fi+1
4
, (3.7)
where
−→
Fs is the smoothed force,
−→
F is the original force, and the subscript i represents
the measure taken at the ith time step.
As stated in an earlier section, because those two formula are integrations over a given
domain (whether at the surface boundary for formula 2.45 or outside the boundary
for formula 2.59), the results provide only broad insight of the flow, but local errors
can occur and cancel each other. That is why a region-by-region analysis is necessary,
however it is difficult here due to the lack of experimental data. In addition to the
history plot of the force, the time averaged force coefficient will also be used in order
to compare it with the data from Fage and Johanssen [16]. The forces are given in the
fixed body frame (−→x ,−→y ), which has the −→x axis aligned with the ellipse major axis as
in figure 2.1.
The normal force coefficient Cn and the tangential force coefficient Ct (related to the
−→y and the −→x axis respectively) were used according to the definitions in section 3.2.2,
except that the ellipse chord 2a was used instead of a for both codes. This non-
dimensionalization convention applies for every parameter. Therefore the nondimen-
sional coordinates corresponds to x∗ = x/(2a) and y∗ = y/(2a). Note that in this
chapter, the ∗ denotes nondimensional variables.
Simulations using the Spalart code were done with an inviscid flow, ∆t∗ = 0.05,
Nb = 1200, D0 = 4 a and a total of 8400 vortices in the flow (including the bound-
ary vortices) after 2048 time steps in order to have a long term solution available. The
Etienne Sourdille 106
Numerical study of the fluid structure interaction for a flat plate in a transverse flow
time averaged force coefficients are taken from the 1024th time step so that the simula-
tion can be almost certainly in a stabilized semi-periodic regime. Similarly, the power
spectrum was taken from the 1024th time step to the end of the simulation using a FFT.
Indeed, the peak frequency of the Ct FFT over different time windows is steadily de-
creasing from the simulation beginning until it reaches a stable frequency at a variable
time depending on the incidence angle. This particular point will be discussed later in
the chapter.
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Figure 3.17: Vortex plot at a given time step from the Spalart code. Vortex are
blue crosses, the body is black, the direction of the ellipse motion is indicated
by the arrow
Sarpkaya [50] noted that the shedding frequency is about equal to the frequency of the
force fluctuations. The Strouhal has thus been taken as the peak in the tangential force
coefficient power spectrum, that is to say the force main period. In order to verify the
data, the Strouhal number has also been extracted by using plots of vortices such as
the one shown in figure 3.17. Although the plot here is only a crude representation
of the vortex shedding, the blob vortices pattern clearly indicates a vortex shedding
from the lower tip of the plate. The vortex shedding frequency can then be quickly
extracted by noting the time where the individual vortex shedding takes place in these
plots. Comparison will be made with experimental results by Fage and Johanssen.
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Now concerning the Sarpkaya-like simulation, one problem was that as the incidence
decreases from 90 to 45 degrees the simulation becomes more and more unstable un-
til eventually the vortex shedding breaks down. The instabilities are manifesting by
a breakdown in vortex structure as the vortices are fed with vorticity near the plate
leading to an irregular shedding. This is due to equation 2.37 whose resolution is done
using a Broyden algorithm [64].
After the first vortex shedding and as the simulation approaches the next shedding,
blob vortices shed from one edge comes closer to the other edge as the vortex grows.
Two problems then arise, first because there are also blob vortices of opposing circu-
lation it creates some singularities locally where the nascent vortices are introduced.
Secondly one has seen in figure 3.5 that the velocity fluctuation is smooth but irreg-
ular near the ellipse wall. The Broyden algorithm has proven to be sensitive to these
two problems. Furthermore, the different parameters required (initial points position,
tolerance for position, function error tolerance) for equation 2.37 have an important
influence on the simulation long term stability. Regarding these parameters, the only
robust way to improve the simulation was found to reside in decreasing the time step.
This solution is also limited as, due to computing power required, it is difficult to use
more than 2000 time steps, hence limiting the usable time range.
Consequently, a good compromise has been to use a time step of ∆t∗ = 0.04 for the
Sarpkaya-like simulation. However, using ∆t∗ = 0.01, the simulation remains stable for
a longer time.
Again because there are fluctuations in the nascent vortices strength, a more restricted
time range was used for the power spectrum. The initial time step is taken at the begin-
ning of the vortex shedding (typically at t∗ = 8), and the latest time step is the 1000th
time step (t∗ = 40 with ∆t∗ = 0.04), except in the case α = 90o, because separation
occurs after a longer time. For that case, as for the Spalart code, the power spectrum
was taken from the 1024th time step to the end of the simulation. The time-averaged
force coefficient used the same ranges.
As for the Spalart code, the Strouhal number was extracted as the frequency of the
peak in the tangential force coefficient spectrum. As a complement and similarly to
Sarpkaya [50], the actual strength of the nascent blob vortices released into the flow
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was also plotted. A typical plot of this kind is presented in figure 3.18. As described in
section 2.3.4, it represents the actual vorticity released into the flow at each timestep.
Note that with the Sarpkaya-like code, in figure 3.18 the zero shed vorticity means that
the blob vortex has been erased because of a too strong vorticity after its creation.
The comments show how one can then relate the nascent vortex strength to the vortex
shedding.
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Figure 3.18: Nascent vortices strength shed from the ellipse for α = 80o. The
filter is defined by equation 3.7.
Now concerning the streamline plots, despite the different time step used for the Sarpkaya-
like simulation, whenever possible the same timestep was used for the streamlines plot.
In general, t∗ was taken as 51.5 except for α = [80, 90]. This is because for α = 80o
the vortex shedding breaks down past t∗ = 40, and thus it seemed preferable to show
the streamline when a stable vortex shedding was present. As for α = 90o, the vortex
street only takes place after a longer time, and again it seemed preferable to show how
the code handles the vortex street once the vortex shedding has taken place.
For the streamlines plots in figures 3.19, 3.20, 3.21 and 3.22 the streamline values
range was defined as [−2.66, 2.66] × (2aU∞) with a concentration around 0. In figure
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3.23 the streamline values range is [−9.63, 9.63]× (2aU∞) with a concentration around
0. Note that with these values, not all streamlines are visible.
Concerning the Spalart code simulations, one can see from the streamlines plot 3.19
and 3.20 that the vortex street is seemingly becoming irregular at the end of the plot,
e.g. at x∗ ' 12. However, larger streamline plots, such as those in figure 3.23, reveal
past x∗ ' 12 a slight upward trajectory of the vortex pairs as they flow downstream.
This is a symptom of flow instability, as several shedding modes can occur. Such phe-
nomena has also been observed by Clarke [11] with a vortex method for a flow over a
cylinder with Reynolds number of 5000 and 31700.
He proposed that this flow asymmetry is a consequence of the nonlinearity of the
Navier-Stokes equations. This is consistent with the Sarpkaya-like simulation condi-
tions as asymptotically an inviscid flow can be considered as a flow with a very high
Reynolds number. Furthermore, a blob vortices merging process was used which is
numerically very noisy.
According to Clarke : “a simple consequence of vortex dynamics is that two concen-
trated regions of opposite-sign vorticity may convect each other, causing a flow pattern
similar to a dipole. We note that placing side walls on an experiment will tend to
suppress side motions. Finite difference boundary conditions will probably have a sim-
ilar effect.”. Remark that the fact that both codes show asymmetry implies that this
phenomenon is indeed physical.
At this incidence, the flow has proven to be relatively insensitive to numerical parame-
ters except the incidence angle α. However, as the incidence angle varies from 50 to 90
degrees the flow becomes more and more symmetric. At 90 degrees, the vortex street
is fully symmetric and shows no transverse vortex motion. Thus, the asymmetry seems
to be linked to the body asymmetry compared to the flow. As for the blob vortices
merging process, it can only be conjectured that it introduces numerical noise farther
downstream from the body owing to the implementation which tends to emphasize the
near-body wake. As this is not the main subject here, this particular point is left to
future studies.
To summarize, there is a clear tendency for transverse motion of the vortices, that
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is, there is an angle between the general vortex direction and the freestream flow direc-
tion. This angle tends to be more pronounced as the angle evolves from 90 to 45 degrees
(with the vortex street symmetric at α = 90 degrees). It marks the influence of the
body asymmetry. Indeed, the freeflow incidence causes a nonzero average circulation
around the body which in turn influences the vortex shedding. Remarkably, the added
circulation to the body is independent of the numerical parameters and is found to be
equal to Γ ' 0.24U∞ 2 acos(α).
The streamline plots from the C code are presented in figures 3.21 and 3.22. Overall,
one can see the streamlines pattern are similar to those from the Spalart code. Indeed,
for α = [45, 50, 60, 70]o (see also figure 3.23), the vortices also exhibit the transverse
asymmetry mentioned above. However in this case, as there is no merging process, the
numerical noise presumably comes primarily from the nascent vortices strength deter-
mination. Again, the flow becomes more symmetric as the incidence angles approaches
90o, and the asymmetry is essentially gone at α = 90o.
Therefore, it can be concluded that the C code and Spalart code produces similar
qualitative results as far as the overall velocity field is concerned.
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(a) α = 45o
(b) α = 50o
(c) α = 60o
Figure 3.19: Streamline of the flow for the Spalart code at t∗ = 51.5 with
α = [45, 50, 60]
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(a) α = 70o
(b) α = 80o
(c) α = 90o
Figure 3.20: Streamline of the flow for the Spalart code at t∗ = 51.5 with
α = [70, 80, 90]
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(a) α = 45o
(b) α = 50o
(c) α = 60o
Figure 3.21: Streamline of the flow for the C code at t∗ = 51.2 with α =
[45, 50, 60]
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(a) α = 70o
(b) α = 80o
(c) α = 90o
Figure 3.22: Streamline of the flow for the C code at t∗ = 51.2 for α = 70o,
t∗ = 40 for α = 80o and t∗ = 72 for α = 90o
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Figure 3.23: Enlarged streamline plot at t∗ = 51.5 for the Spalart code for
α = 50 (the black line represents the end of the streamline plots in fig 3.19
and 3.20)
To turn to the aerodynamic forces coefficient, from table 3.1, the Spalart method
overestimates Cn by an average of 75%. This is consistent with his previous simulations
(see reference [57]) for a flat plate at 90 degrees incidence, where Cn was found to be
too large by 60%. This can be explained by the fact that the vortices shed are much
stronger than those found in experiment. Indeed vortex shedding along a flat plate is a
mainly three dimensional (3D) process, and furthermore the actual vortices also have a
slight oscillation motion spanwise which helps diffuse the vorticity, whereas the vortex
simulations here are purely two dimensional (2D) and there is no mechanism to account
for the spanwise diffusion of vorticity or viscous diffusion.
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Fage and Johansen data [16] Spalart code C code
α
Cn Ct Strouhal S Cn Ct Strouhal S Cn Ct Strouhal S
45 1.53 N/A 0.205 2.83 -0.06 0.155 2.42 0.0461 0.198
50 1.63 N/A 0.196 2.84 -0.044 0.140 2.67 0.0516 0.184
60 1.76 N/A 0.173 2.97 -0.05 0.127 2.9 0.011 0.207
70 1.84 N/A 0.156 3.23 -0.016 0.123 2.75 -0.014 0.171
80 1.86 N/A 0.152 3.29 -0.018 0.118 3.3 0.033 0.154
90 1.85 N/A 0.146 3.29 -0.003 0.113 2.93 -0.01 0.141
Table 3.1: Normal force and Strouhal number for the Spalart and C code
More interestingly, the Strouhal number is equal to S sin(α) = 0.1119 ± 0.006 and is
less than the S sin(α) = 0.148 ± 0.003 found by Fage and Johansen. Several elements
may explain this discrepancy. First, it could be a consequence of the error observed
in section 3.2.1.1. In the steady state case, the velocity error was more pronounced on
the ellipse edge following a pattern similar to that of two point vortices placed at the
edges of the ellipse. Therefore although the added circulation resulting from this error
is zero, there is actually an increase in the vorticity shed from both tips. Then one
could expect an effect similar to that found by Sarpkaya and Shoaff [55] for the circular
cylinder, for which the larger the strength of the vortices in the near wake, the smaller
the Strouhal number and vice versa.
From trials with varied core radius values, boundary blob vortices distance from the
wall and time-step, it appears that the blob vortex core radius σ is a key parameter in
ensuring a correct Strouhal number, though it has little effects on the force coefficients.
Additionally, the core radius value is also important for the characterization of the other
parameters. Indeed, σ is one of the main parameters representative of the degree of
blob vortex core overlapping.
The σ influence is illustrated in figure 3.24, where the product σ
√
N enables to com-
pare different core-radius-to-grid ratio σ / h. h represents the length of a square cell
in a uniform grid defining the approximate flow domain simulated. It was chosen to
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approximate the flow domain by a 27 a×12 a window, which is a window similar to that
of those in figure 3.19. This window encompasses 80% of the actual number of vortices
once the actual number of vortices is stabilized around N . As the area of an individual
square cell of length h is h2, it enables to compute the approximate flow domain area
as 0.8N h2 = 27 a× 12 a. This leads to establish the relationship h ∝ (1/√N). These
simulations were all done for α = 50o, and the Strouhal error is given in % relative
to the experimental Strouhal at this angle. Otherwise, the Strouhal number data in
figure 3.24 were obtained with the same procedure as for the Spalart code described
in above paragraphs. Note that despite some cases where the Strouhal number error
is less than 5%, it does not mean that S will be correct with the same parameters for
other incidences. As a reference, in a test case from Blevins [7] for a circular cylinder
which produced correct Strouhal number, he used σ
√
N = 0.51.
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Figure 3.24: σ and (σ)
√
N influence on the Strouhal number for α = 50o using
the Spalart code. Both variables units are in meter.
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When the core radius is too small and the total number of vortices N is too small,
the simulation tends to act similarly to a smoothed point vortex method. As the core
radius further decreases there is then more and more leakage between the wall control
points and larger velocity variation near the boundary (figure 3.5), raising the velocity
field error near the boundary. Consequently, the leakage and velocity field error tend
to create an artificial vorticity diffusion near the boundary (similarly to a random-walk
method). This is visible when σ
√
N < 0.1 in figure 3.24, as in this range the simulation
tends to converge toward the correct Strouhal number.
Conversely, a too large σ value, relatively to N , has two effects. First, the numerical
boundary layer – defined as the space between the wall control point and the boundary
blob vortices – is too thick, thus artificially lowering the Reynolds near the wall. More
generally, a large σ value generates additional vorticity diffusion once the blob vortices
are shed. These cases can be seen in the upper right corner of figure 3.24.
Both effects imply a lower Strouhal number S than for experimental results, but the
amplitude of S in the thin ellipse case has been unexpected, especially since it is rec-
ognized that in a vortex method S is typically insensitive to the numerical parameters.
Note that the overlap condition is that the convergence is attained when N → ∞,
h → 0, σ → 0 but σ not as fast as h (Spalart [57]). When values of σ are bounded –
as is the case here due to the boundary model – and recalling that h is related to σ
√
N ,
one must raise N in order to lower h so that, for example, when one uses a lower core
radius C σ for a given N (with C < 1 is a real constant), one uses a total number of
vortices (1/C)nN with n > 2. Thus, one has Cn/2 < C.
Despite many trials, it has seemed impossible to find a set of parameters ∆t, σ, δN and
N able to produce a satisfying Strouhal for a range of flow incidence α = [50, 60, 80, 90]
degrees. However, this only influences the flow shedding frequency, as the vortex street
is present at all times. Note that it has been possible to find a good set of parameters
in the case of the cylinder, suggesting that in that case a proper set of parameters does
exist with a dramatic increase in the number of vortices.
In figures 3.25, 3.26, 3.27 the forces coefficient history are presented for the Spalart
code. Each time the Cn and Ct follow a similar evolution. After a starting phase at
early timestep, both force coefficient then set into a stabilized phase. This is especially
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visible at α = 45o in figure 3.25(a), where the starting phase is visible up to t∗ ' 35.
In both phases, the force coefficient evolution is periodic which is not surprising as it
reflects the fact that the flow is always in vortex shedding mode. Note that the duration
of this starting phase is reduced as the incidence angle is increased to α = 90o.
From the Ct plot, one can see that generally during the starting phase, the frequency is
actually higher than during the periodic regime. Again, this is best visible at α = 45o
in figure 3.25(a). During this phase the Strouhal number has been found to be actually
closer to the experimental Strouhal number than during the stabilized periodic phase.
It is not clear why there are such discrepancies between the starting phase and the sta-
bilized periodic phase, or even why there is a starting phase reduction when incidence
angle increases. In the absence of experimental results (Fage and Johanssen study [16]
was about the periodic behavior), one cannot clearly part the physical-flow behavior
from the numerical induced effects. Nevertheless, from the Ct frequency evolution in
figure 3.25(a) and 3.25(b) (Strouhal number closer to the experimental number in the
starting phase than in the stabilized periodic phase), it can again be conjectured that
this is another consequence from the lack of overlap.
As for the C code, from table 3.1, one can see that it also overestimates the Cn by
an average of 62%, although this is better than for the Spalart code. As explained
above, this is mainly attributable to the 2D nature of the simulation which is unable
to take into account for the three-dimensionality of the flow. On the other hand, the
Strouhal number is in much better agreement on average with the Fage and Johansen
value S sin(α) = 0.14 ± 0.04, note however that the deviations around the mean S are
larger than for the Spalart code.
From the forces coefficient history plots in figures 3.28, 3.29, and 3.30 one can see
that the Ct plots are significantly different from the ones coming from the Spalart code
although they both have a near zero mean value. Namely, in the C code the Ct tends
to have a transition period where after a peak value, the Ct tends to stagnate near a
zero value for some time before reaching another peak. Conversely, for the Spalart code
there is no such period and the Ct crosses the zero with a constant slope.
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This is again a problem related to the nascent blob vortices strength and position de-
termination. For instance, at α = 80o, the plot in figure 3.18 shows that the simulation
has difficulties in determining a nascent blob vortices strength when a vortex is shed.
During this phase, the nascent blob vortices are introduced close to the ellipse tips al-
most symmetrically, and their strengths are also about equal. From equation 2.51 one
can see that the closer the vortex is to the ellipse tip, the greater its influence on the
force coefficients along the ellipse main axis. Therefore, it is easy to see that Ct will be
close to zero when the nascent blob vortices are in the situation described above. More
generally, the difficulties in determining the nascent blob vortices result in noisier force
coefficient time plot than those coming from the Spalart code. FFT spectra histories,
however, are able to clearly distinguish a single large-amplitude low frequency mode
with which to calculate the Strouhal number.
Otherwise, in almost every Cn history plot except for α = 90
o one can see some vertical
lines. This is actually some noise due to a very high value of Cn. This is related to the
same problem as for the Ct determination, that is the nascent blob vortices strength and
position determination. For example, at α = 80o (figure 3.30(a)), at around t∗ = 25,
there is single vertical line. Now figure 3.18 shows that around this time there is a vor-
tex shedding with nascent vortex strength fluctuation (notice the high vortex strength
around t∗ = 25), moreover it is probable that a nascent vortex has been introduced too
closely to the ellipse edge which provokes this Cn singularity.
Nevertheless, the Cn and Ct are similar to those originating from the Spalart code
(figures 3.25, 3.26, 3.27) with a starting phase and a stabilized periodic phase except
that the starting phase is almost nonexistent. Yet remark at α = 90o, the Ct and Cn
evolution is slightly different from the other forces coefficient history for the C code.
Indeed, there seems to be a long starting phase up to t∗ ' 23 before the flow reaches a
stabilized periodic phase. This simply because up to t∗ ' 23, there are two symmetric
eddies originating from both edges (similarly to the start of a flow over an impulsively
started cylinder).
Afterwards, the flow becomes asymmetric and stabilizes into a vortex street. As stated
previously, this flow sequence is similar to that of a flow regime over an impulsively
started cylinder and is predictable. It does not occur with the Spalart simulation, be-
cause the separation is triggered from the simulation beginning through a negligible
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circulation injection on the body wall. It was not used with the C code, because it
favors the kind of noise in the Cn and Ct seen for the Cn as described in an earlier
paragraph.
From this comparison, it is clear that although the discrete blob vortices provide better
quantitative results than the Spalart code for the current test case, its introduction of
numerical noise – mainly due to the nascent blob vortex strength determination algo-
rithm – is more important than for the Spalart code, as can be seen from the Strouhal
number results. On the other hand, the Spalart code, despite poor quantitative per-
formance, still manages to enable a consistent vortex street for all incidence angles
considered. Note that the Spalart results could be improved by injecting many more
vortices and using different core radius, but as no formal procedure exists to find a set of
parameters where the simulation converges toward the correct Strouhal number, it can
only be found empirically. Maybe optimization methods such as Monte-Carlo algorithm
could help optimize the set of parameters, but these come with a high computing cost.
Additionally, to help control the blob vortices vorticity (and thus have a better control
over the introduction of vorticity), it would be more efficient to use a viscosity mecha-
nism such as the ones used by Clarke [11] and Takeda [59]. As a last remark, note that
it is difficult to make a meaningful comparison concerning the streamlines owing to the
lack of experimental results. However, both codes are sufficiently accurate to suggest
that it is reasonable to use them in the control strategies discussed bellow.
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Figure 3.25: Normal and tangential force coefficients time plot for the Spalart
code with α = [45, 50]o
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Figure 3.26: Normal and tangential force coefficients time plot for the Spalart
code with α = [60, 70]o
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Figure 3.27: Normal and tangential force coefficients time plot for the Spalart
code with α = [80, 90]o
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Figure 3.28: Normal and tangential force coefficients time plot for the C code
with α = [45, 50]o
Etienne Sourdille 126
Numerical study of the fluid structure interaction for a flat plate in a transverse flow
0 10 20 30 40 50 60 70 80
0
1
2
3
4
5
Nondimensional time t*
C n
 
an
d 
C t
 
fo
rc
e 
co
ef
fic
ie
nt
s
Normal force coefficient Cn
Tangential force coefficient Ct
α = 60
(a) α = 60o
0 10 20 30 40 50 60 70 80
0
1
2
3
4
5
Nondimensional time t*
C n
 
an
d 
C t
 
fo
rc
e 
co
ef
fic
ie
nt
s
Normal force coefficient Cn
α = 70
Tangential force coefficient Ct
(b) α = 70o
Figure 3.29: Normal and tangential force coefficients time plot for the C code
with α = [60, 70]o
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Figure 3.30: Normal and tangential force coefficients time plot for the C code
with α = [80, 90]o
Etienne Sourdille 128
Numerical study of the fluid structure interaction for a flat plate in a transverse flow
3.2.4 Moving plate simulations
In order to assess the accuracy and feasibility of the rotating rigid plate case for the
two codes, different cases were tested such as a sudden change of angle from 0 to 30
degrees incidence, reproducing simulations from Ham [23], in section 3.2.4.1 a rotating
ellipse in a parallel flow using simulations from Lugt and Ohring [35], and in section
3.2.4.2 the vertical oscillations of a cylinder in a parallel flow as in Blevins [7].
In the first case, the Spalart code appeared to be unable to provide a correct solu-
tion with a 30 degrees incidence flow. This is because vortices near the wall generate
noise in the velocity field which tend to scatter them. With higher incidence the sepa-
ration is triggered by the high velocity induced at the edges of the ellipse, but at this
incidence angle the noise is predominant and tends to scatter the blob vortices away
from the wall along the plate, whereas separation should occur farther along the wall.
That is to say the pure vortex method only predicts separation induced by an adverse
pressure gradient. To avoid this effect, Spalart [57] used a separate method to predict
the point of separation, and then intervenes into the dynamic of the vortices to delay
their separation. An alternative method suggested by Professor Sergei Chernyshenko
from the University of Southampton has been to simply use a Tikhonov regularization
to solve the boundary condition equation 2.30. Results comparable to those of Spalart
[57] have been obtained by A.Bouferrouk for a flat plate at low incidence. However,
since both methods involve the use of ad hoc parameters, they were not implemented,
as the current project is not related to the plate at low incidences.
In the first two cases, the C code was unable to provide a solution without additional
modifications, the discrete shedding from both tips being inappropriate in both cases.
Now for the last case, Blevins [7] has implemented a slightly modified version of the
Spalart code to account for the vertical oscillations of a body; similar modifications
were applied to the Spalart code. Concerning the C code, because it has been designed
with a flat plate as a model it cannot be applied here directly and requires extensive
modifications. Nonetheless, Sarpkaya has successfully developed a method based on
potential flow and boundary-layer interaction, rediscretization of the shear layer, and
blob vortices circulation dissipation to emulate the characteristics of a flow with cylin-
der oscillations transverse to the freeflow (see reference [51]).
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Overall, these tests have shown that it is difficult to apply the discrete vorticity methods
–or Sarpkaya-like simulation– to these moving body cases, and almost impossible for a
rotating plate without extensive modification of the vorticity introduction.
3.2.4.1 Rotating ellipse in a parallel freestream flow
The Spalart and Sarpkaya-like simulations will be compared with numerical sim-
ulations from Lugt and Ohring [26], who used a finite difference scheme to solve the
2D Navier-Stokes equations using a ψ − ω formulation. Their numerical analysis was
carried out using DuFort-Frankel and Hockney techniques. The grid was 96× 97, with
an average distance from the plate wall to the far grid boundary of about 26 a with a
half the chord value. The simulations were applied to a constantly rotating rigid plate
placed in a uniform freestream flow. They used an ellipse with a length to thickness
ratio of 10. To characterize the flow they used the Rossby number Ro = U∞/(aΩ)
and the Reynolds number Re = 2aU∞/ν with U∞ the norm of the freestream veloc-
ity. They chose Ro = 2, and Re = 200. Due to the lack of experimental results, the
results were compared with theirs using streamlines, force and moment plots in order
to have a qualitative reference. In a previous article [34], Lugt and Haussling tested
their simulation for a stationary ellipse with a length to thickness ratio of 10 at a 45
degrees incidence in a flow with a Reynolds number of 200, and compared it to results
from Honji [27]. It showed good agreement regarding the flow geometry near the body
surface, and appropriate decay of the central vorticity of the initial vortex shed.
Only the Spalart code was tested, because the Sarpkaya-like code is not valid for θ < 45o
and for large values θ˙. More specifically, the mechanism of introduction of discrete vor-
ticity is not proper for flows with α < 20 degrees of incidence, as the interpretation
of the Kutta condition used for the discrete vorticity introduction is no longer valid.
The vorticity thus needs to be shed through other mechanisms than those described
in section 2.3.4.1. Other difficulties arise as the Sarpkaya-like code is unable to cope
with large angular velocities, and becomes unstable before α = 45o, mainly due to the
resolution requirement from equation 2.37. Indeed, the difficulty comes from the close
vicinity of the previously shed blob vortices that create local disturbances which the
solver has difficulties coping with. The problem is less acute for an oscillating rigid plate
provided one limit the rotation angle and velocity. That is, as the oscillation amplitude
have a zero mean, the incidence angle stays on average over time at a value appropriate
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for the Sarpkaya-like code if one use the incidence angle range used in section 3.2.3.
In that case, one can put θ(t) on the form θ = α + θA sin($θt) with θA the oscillation
amplitude, and $θ (rad/s) the oscillations frequency.
To implement the viscous effect for the Spalart code, a simple random walk scheme
was used. The method implementation is inherently linked to the viscous splitting
algorithm. It is based on splitting the momentum equation 2.9 into two parts:
∂ω
∂t
= −−→u .∇ω, (3.8)
∂ω
∂t
= ν∇2ω. (3.9)
Note that equation 3.8 is actually the Euler equation and equation 3.9 is the viscous
diffusion equation. The two equations are then solved consecutively rather than simul-
taneously like in equation 2.9, with the vorticity established after the convection step
(eq. 3.8) used as initial condition for the diffusion equation (eq. 3.9). The solution to
equation 3.8 is obtained with the inviscid Spalart code. In turn equation 3.9 can be
solved by adding a random walk drawn from a Gaussian distribution with zero mean
and variance 2∆t/Re (where ∆t is the time-step of the simulation) to the position of
each vortex at every time step (cf Wax (1954) [63]). Statistically, the random walk
is equivalent to the viscous diffusion of equation 3.9. It was introduced by Chorin [9]
for the simulation of slightly viscous flows by vortex methods. Koutsoumakos [13] pro-
vides a proof of the convergence of the method. There is also the usual convergence
requirement that the mean spacing between vortices is much smaller than the variance
2∆t/Re. Therefore, the main disadvantage is that it requires a large number of vortices
to converge to the analytic diffusion solution. Obviously, a smaller number of vortices
introduces noise in the velocity field. Some equivalence can be drawn to the method as
the Spalart code with simulation parameters identical to those in section 3.2.3 would
be equivalent to a random-walk with Re ' 3000.
For the non-dimensionalization, Lugt and Ohring used the ellipse half length a. There-
fore for convenience, the force and moment coefficients will be defined specifically in
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this section by:
Cd =
Drag
1
2
ρaU2∞
, (3.10)
Cl =
Lift
1
2
ρaU2∞
, (3.11)
Cm =
Moment
1
2
ρa2U2∞
, (3.12)
with Cd the drag coefficient, Cl the lift coefficient and Cm the moment coefficient. The
non-dimensionalization convention for time was also changed by using t∗ = t(U/a). Re-
sults were obtained for the plate at fixed angle in conditions similar (in terms of Re),
using a small flow comparison with experimental streakline from Honji [27] in figure
3.31, as well as Lugt and Ohring [34] results for plate at a fixed angle in figure 3.32.
This part will be developed in a later paragraph. For the rotating plate case, results
comparison is also made with Lugt and Ohring [35] in figure 3.33.
Note that the streamlines in figures 3.35, 3.36 and 3.37 were plotted in a frame fixed
to the body regarding the translation but the body rotates relative to it. This kind of
frame is useful as the streamlines are then equivalent to fictitious instantaneous stream-
lines observed in a wind tunnel for a rotating body. In all these plots, the freeflow
is going from right to left. The relevant streamlines plots have been reproduced with
permission from Lugt and Ohring in reference [35]. The scale of the streamline plot is
provided in figure 3.34.
The Spalart simulations were done using a time step ∆t∗ = 0.05, D0 = a, Nb = 1200,
Re = 200, Ro = 2 for 340 time steps. The total number of blob vortices N used was
of 6000, because as shown in section 3.2.2, N has little influence on the flow dynamics
once it is greater than about twice the number of boundary points Nb. Furthermore, the
simulations are run over a shorter time span, and there is less influence from the merg-
ing procedure to the nearby wake as the initial blob vortices move off the body. Note
that the force and moment coefficients are filtered in the same manner as in section 3.2.3.
First, a comparison is given of the two codes for the viscous flow over a stationary
plate (i.e. Ro → ∞), the simulation was then ran for the case of an ellipse with a
length to thickness ratio of 10 with Re = 200, using the same set of parameters men-
tioned above. Lugt and Haussling [34] made numerical simulations with the same Re,
ellipse geometry, α and time-span using the same scheme as for the rotating ellipse.
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A streamline plot is produced for qualitative comparison with the experimental streak-
line result from Honji [27] at a given time step in figure 3.31. On the other hand, the
force and moment coefficients were compared with those of Lugt and Haussling [34] in
figure 3.32.
From figure 3.31, one can see that the general structure of the flow is well rendered
with one eddy already shed at the end of the plot, and another eddy being shed near
the plate at about the same distance as in the Honji experiment. The nearby wake is
more difficult to assess because of the experimental picture quality near the body. One
can also see some non-smooth behavior in the Spalart streamline plot due to the small
core radius of the blob vortices. Otherwise, the streamlines curvature seem generally
higher than for Honji experimental streaklines. Although direct comparisons between
streamlines and streaklines are difficult in unsteady flow cases, it would be not be sur-
prising as it indicates a stronger vorticity for the eddies, which would be in phase with
the results found in section 3.2.3.
The forces and moment histories in figure 3.32 show that the code tends to overes-
timate these quantities compared to the Lugt simulation. As for the inviscid case
(section 3.2.3), this is thought to originate from an overestimation of the vorticity in
the center of the eddies, owing mainly to the absence of 3D vorticity dissipation, due
to the intrinsic 2D nature of the simulation. This also confirms the previous stream-
lines and experimental streaklines comparison in the above paragraph. Another finding
from the Cm plot is that the first vortex shedding occurs earlier with the Spalart code,
and that both coefficient evolution periods are about equal. The previous experience
with the constant incidence case leads to think that the simulation has a Strouhal close
to the experimental value at early timesteps and then stabilizes on another incorrect
frequency at later times.
Overall, the simulation shows that it is able to reproduce successfully the broad features
of the flow and the viscous vortex street dynamics. However in light of the aerodynamic
forces and moment coefficients, one see that the agreement is only qualitative because of
too strong shed vorticity in the absence of the 3D vorticity dissipation mechanism. Fi-
nally, there remains the question of the convergence of the long-term simulation, which
is difficult to address here, owing to the short timespan used.
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Turning toward the rotating case, figure 3.33 shows that the forces and moment coeffi-
cients are in good agreement with Lugt and Ohring results ([35]). In order to compute
the time-averaged values, data were taken from θ0 = pi. Similarly to the stationary el-
lipse case, the code overestimates the time-averaged forces coefficients, compared to the
Lugt simulation, albeit to a lesser extent than in the stationary ellipse case. The differ-
ences are of 14% for the aerodynamic forces coefficient, and 11% for the time-averaged
moment. Otherwise, the force and moment coefficients from both cases exhibit a simi-
lar period and are found to be in better agreement than in the stationary ellipse case.
However since Lugt and Ohring also did their study in 2D their results are also expected
to overestimate the shed vorticity, neglecting the 3D effects as already mentioned in
section 3.2.3. It can be concluded that the Spalart simulation behaves consistently with
other 2D methods.
The streamlines plots (whose scale is provided in figure 3.34) in figures 3.35, 3.36, and
3.37 reveal that although the Spalart code captures the overall flow features, it again
yields the non-smooth behaviour mentioned above when discussing the stationary case.
This is also thought to originate from the relatively small blob vortex core radius, as
well as the vortex merging process and the random walk method. The latter has also
been found in the random-walk method used by Clarke [11] for the stationary cylin-
der, indicating an insufficient number of vortices. However, because the random-walk
method has a slow convergence, the computing cost of the increased number of vortices
needed to produce a smoothed flow structure is expected to be prohibitive.
It can thus be deduced from the rotating and non rotating cases that the Spalart
code, in the absence of boundary layer separation control, is well suited to these two
flows, and more generally for massively separated flow. It is not as well suited to the
cleaner problem of a plate at α = 90o where the flow can be modeled by discrete in-
troduction of vorticity. However given the lack of relevant experimental results, one
can only conclude that the Spalart simulation behaves consistently in 2D when there
is a rotation. More particularly, the basic flow features and dynamics are preserved
throughout the computation, but the force and moment coefficients are overestimated,
presumably because of the absence of vorticity diffusion inherent to the 3D nature of
the real flow.
Etienne Sourdille 134
Numerical study of the fluid structure interaction for a flat plate in a transverse flow
(a) Honji [27] experiments
−0.5 0 0.5 1 1.5 2 2.5
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
x*
y*
(b) Spalart code simulation
Figure 3.31: Streaklines and streamlines sequence for an impulsively started
flat plate at Re = 200, α = 45o. The streamfunction values in (b) range from
[−1.13, 1.13]× (2aU∞) with a concentration around 0 at t∗ = 6.78
Etienne Sourdille 135
Numerical study of the fluid structure interaction for a flat plate in a transverse flow
0 5 10 15 20 25 30
0
1
2
3
4
5
6
7
8
t*
CD (Spalart simulation)
CL (Spalart simulation)
−CD (Lugt simulation)
−CL (Lugt simulation)
(a) Drag and lift coefficients
0 5 10 15 20 25 30
−2
−1
0
1
2
3
t*
CM (Spalart simulation)
−CM (Lugt simulation)
(b) Moment coefficient
Figure 3.32: Force and moment coefficients for a stationary ellipse in a parallel
freestream flow at 45 degrees with Re = 200
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(a) Coefficients from Lugt and Ohring [35]
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(b) Coefficients from Spalart code
Figure 3.33: Force and moment coefficients for a rotating ellipse in a parallel
freestream flow (for subfigure 3.33(b) the dotted line represents the forces and
moment coefficients from Lugt and Ohring).
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(a) θ between pi/2 + pi/6 and pi + pi/2
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(b) θ between pi + pi(2/3) and pi + pi/3
Figure 3.34: Plot scale for the streamline plots in figure 3.35, 3.36 and 3.37.
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(a) θ = pi/2 + pi/6 (b) θ = pi/2 + pi/6.29
(c) θ = pi/2 + pi/3 (d) θ = pi/2 + pi/2.99
(e) θ = pi (f) θ = 0.99pi
(g) θ = pi + pi/6 (h) θ = pi + pi/5.95
(i) θ = pi + pi/3 (j) θ = pi + pi/3.06
Lugt and Ohring computations [35] Spalart code
Figure 3.35: See figure 3.37 for the caption and figure 3.34(a) for the scale.
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(a) θ = pi + pi/2 (b) θ = pi + pi/1.99
(c) θ = pi + pi(2/3) (d) θ = pi + pi(2/3.03)
(e) θ = pi + pi(5/6) (f) θ = pi + pi(5/5.98)
(g) θ = 2pi (h) θ = 1.99pi
(i) θ = 2pi + pi/6 (j) θ = 2pi + pi/5.89
Lugt and Ohring computations [35] Spalart code
Figure 3.36: See figure 3.37 for the caption and figure 3.34(a) for the scale.
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(a) θ = 2pi + pi/3 (b) θ = 2pi + pi/3.04
Lugt and Ohring computations [35] Spalart code
Figure 3.37: Sequence of streamlines around a rotating ellipse in a parallel
flow for Re = 200, Ro = 2, and an initial incidence of pi/2. In contrast to
every other sections, the freeflow is flowing from right to left. See figure 3.34
for the scale.
3.2.4.2 Transversely oscillating cylinder
Blevins [7] applied the Spalart code to the flow over a rigid circular cylinder allowed
to move transversely to a parallel freestream. He compared results to experiments by
Feng [18]. He found that the method was able to predict a lock-in, albeit in a narrower
band than for experimental results, and that the vertical oscillation peak clearly exhibits
an increase near resonance. The too-narrow frequency-band problem is apparently re-
lated to the phase between the structural motion and fluid forces being not sufficiently
accurate.
The governing equation of motion for the cylinder section is:
m
d2Y
dt2
+ 2mξ$n
dY
dt
+ k Y = FY , (3.13)
where Y (t) is the vertical displacement in the stationary frame (
−→
X ,
−→
Y ), m is the struc-
tural mass of the section, ξ is the structural damping with k the spring constant, and
FY is the aerodynamic force in the
−→
Y direction. He used as parameters a circular
cylinder of radius R, a damping ξ of 0.02, a reduced damping of 2m(2piξ)/(ρD2) (ρ
being the fluid density and D the cylinder diameter). The Reynolds number, based on
cylinder diameter, was 20, 000, the time step ∆t = 0.05, Nb = 50 boundary vortices,
global number of vortices N = 350 and σ one half the average distance between control
points (cf section2.3.2), i.e. σ ' 0.06R. The cylinder is kept stationary for 1000 time
steps, then allowed to move vertically for 8192 time steps. He then compared it to
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experimental data from Feng [18].
To illustrate the ability and the properties of the vortex method for such a case, the ex-
act same conditions were used except for Nb = 150, N = 1050 and σ = δ0/4 = 0.01R.
In the result table 3.2, fs refers to the peak of FY spectrum, and fn refers to the spring
damped cylinder natural frequency of vibration.
U/(Dfn) 2 3 4 4.5 5 5.5 6 7 8
Ymax/D
Feng
N/A N/A 0.0051 0.0062 0.021 0.124 0.172 0.012 N/A
Ymax/D
Blevins
0.0097 0.041 0.2 0.21 0.19 0.23 0.3 0.22 0.27
Ymax/D
present
0.011 0.046 0.1325 0.2508 0.3656 0.409 0.3574 0.3454 0.4725
fs/fn
Feng
N/A N/A 0.8 0.92 0.99 1.0 1.0 1.38 N/A
fs/fn
Blevins
0.4 0.67 1.0 1.0 1.0 0.82 1.0 1.4 1.6
fs/fn
present
0.44 0.69 1.07 1.08 1.123 1.1548 1.4 1.68 1.83
Table 3.2: Vortex induced vertical oscillation of a cylinder
The results are very similar to those obtained by Blevins. The vortex method success-
fully predicts a lock-in frequency, however it occurs at a lower frequency than for Feng
experiments. Again, the lock-in band is much narrower, as can be seen from the maxi-
mum amplitude Ymax. The differences in amplitude and in lock-in frequency compared
with Blevins simulations can be explained by the larger number of boundary blob vor-
tices, and the smaller core radius used here. Again, as already noted in case of the plate
at fixed incidence in section 3.2.3, it may be a consequence of the small core radius as
it implies an insufficient blob vortices overlap causing a too-low Strouhal. Additionally,
it can be conjectured that similarly to section 3.2.3 it also causes stronger vorticity for
the shed eddies. As the flow dynamics remains broadly the same this means that the
forces are again overestimated, which in turn explains the higher cylinder amplitude.
It is however possible to obtain similar results to Blevins by raising the value of σ and
N . Since a correct set of parameters can only be found empirically, a long time must
be dedicated to finding such a set. Finally it seems the same problems as for Blevins
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(described earlier paragraph in this section) arise, which is not surprising as the code
based on Spalart differs mainly by the simulation parameters used. The results do not
significantly differ otherwise.
Again, the vortex method has shown that it was able to simulate the qualitative behav-
ior of an interacting fluid-structure system. Good quantitative results are also possible,
but only after a careful and time-consuming search of the numerical parameters, and
possibly very expensive calculation. Therefore, in the case of angular, rather than trans-
verse, oscillations, one may assume that as the flow is likely to be massively separated
(as in section 3.2.4.1), and since the method reproduces the coupled mechanical/flow
system frequency characteristics for the cylinders, the vortex scheme will also be able
to simulate the relevant dynamics of the target flow.
3.3 Angular oscillation of a plate
In this part, the behavior is studied for a spring damped rigid plate hinged about its
centerpoint, and placed in a uniform transverse flow. The setup of the plate is shown
in figure 3.38.
Figure 3.38: Illustration of the system ellipse and fluid
The added features of the code are characterized by simulating the oscillations of a
plate with no freeflow, in section 3.3.1. Then, the influence of the different mechanical
parameters will be investigated for a spring-damped plate placed the freeflow, in section
3.3.2. In chapter 4, an identification of a simplified flow model will be implemented in
order to use a model-based design. Afterwards, in chapter 5, an assessment will be made
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about the efficiency of the control of the system composed of this oscillating plate/flow
system using results in this section.
For the plate model, the equation of motion is
J θ¨ = −µ θ˙ − k θ +M, (3.14)
with θ the angular position of the plate from the rest position of the torque spring
(that is θ 6= α), J the angular inertia, µ the damping at the center of rotation, k the
constant of the torsional spring, M the external torque, i.e. the resulting aerodynamic
moment (which has units of torque here), finally the overdot indicates a time derivative.
In the most used form, it is written
Jθ¨ + µθ˙ + kθ = M, (3.15)
One should recall the properties of this kind of system are determined by the natural
frequency $n =
√
k/J and the reduced damping ξ = (µ/2k)$n = (µ/2k)
√
k/J which
are used to assess the properties of the system transfer function:
L(s) =
CG
1 + 2 ξ ( s
$n
) + ( s
$n
)2
. (3.16)
where CG = 1/k is the steady-state gain of the function.
One then has as options:
1. ξ = 0 : no damping; the roots are purely imaginary, the s`ystem behaves as a pure
oscillator of frequency $n.
2. 0 < ξ <
√
2
2
: a resonance frequency exists; there are two complex roots.
3.
√
2
2
≤ ξ < 1 : two complex roots but no resonance frequency; the system is then
a low pass filter of order two.
4. ξ > 1 : two real roots, the system can then be reduced to two low-pass filter of
order one in series.
For the current work, the cases considered are without external damping, or with little
natural damping and weak spring. Therefore, during this study, only options 1. and 2.
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are of concern.
In order to define a parameter space for the study of the angular oscillations of the
ellipse, the equation of motion has to be put into non dimensional form. Traditionally,
for the transverse oscillations of a cylinder, authors have used the natural frequency of
the mechanical system in the belief that the mechanical frequency governs the response
as well as the cylinder diameter. However, this is not appropriate for certain limiting
cases, for instance if k = 0. Thus following recommendations by Shiels [56], it was
chosen to use instead the magnitude of the flow freestream velocity
−→
U∞, and the ellipse
chord 2 a to form the nondimensional variables, which are indicated by the ∗ superscript:
t∗ = t
|−→U∞|
L
, (3.17)
θ∗ =
θ
pi
, (3.18)
Cm = M
∗ =
M
1
2
ρL2 U2∞
, (3.19)
where M is the dimensional aerodynamic moment, L the chord of the ellipse, and ρ
the fluid density. Note that with the definition of θ, the incidence angle α is equal to
α = α0 + θ with α0 the ellipse incidence angle at t
∗ = 0. The equation of motion 3.14,
thus becomes in the inertial frame:
J∗ d
2θ∗
dt∗ 2
+ µ∗ dθ
∗
dt∗
+ k∗ θ∗ = Cm, (3.20)
J∗ = J 2pi
ρL4
, µ∗ = µ 2pi
ρL3U∞
, k∗ = k 2pi
ρL2U2∞
. (3.21)
For an ellipse, the angular inertia (or moment of inertia) J is equal to:
J = ρb
pi
4
a b (a2 + b2), (3.22)
where ρb is the body density, and a and b are respectively the major and the minor axes
of the ellipse.
It is sometimes more practical when J∗ 6= 0 and k∗ 6= 0 to rewrite equation 3.20 in
a form that highlights the mechanical properties of the spring damped plate:
J∗ d
2θ∗
dt∗ 2
+ 2J∗ξ∗$∗n
dθ∗
dt∗
+ J∗$∗ 2n θ
∗ = Cm, (3.23)
$∗n =
√
k∗
J∗
, ξ∗ = µ
∗
2
√
J∗ k∗
, (3.24)
$∗n = $n
L
U∞
, ξ∗ = ξ. (3.25)
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The aerodynamic moment coefficient Cm(t) is computed in the flow simulation and takes
into account the effects of the plate motion. The plate position is the updated using
equation 3.23 using the Cm between two flow simulation timesteps (see also section 2.4).
Note that from equation 3.23, it appears that an important parameters to assess the
fluid influence on the oscillation is J∗. It helps to relate the body moment of inertia to
the fluid moment of inertia due to the fluid added mass. For bodies of significant volume
such as circular cylinders the added mass is taken as proportional to the displaced fluid
mass but for thin bodies such as plates it is proportional to (actually approximately
equal to) the mass of a circular cylinder of fluid having the same diameter as the plate.
Thus for the thin ellipse case, the parameter would be:
J
1
32
ρ pi L4
= 16 pi2 J∗ =
ρb b(a
2 + b2)
2 ρa3
, (3.26)
considering L = 2 a in our case.
As a step toward implementing the angular plate oscillations in the flow with the C code,
experiments were done by first considering a plate in a uniform flow with prescribed
forced oscillations. It has proven very difficult to obtain a stable simulation for this
case. The problem seems to come from the equations related to the determination of
the nascent blob vortices strength and position. When the plate pivots back and forth,
the edges approach closely the blob vortices generated during the previous timesteps,
thus creating local singularities in the velocity field near the plate tips, and undermining
the nascent vortices position determination. In turn, this affects the nascent vortices
strength determination, which then affects the nascent vortices position, and so forth.
A filter was then applied on the nascent vortex strength in order to limit the fluctua-
tions in strength, and in other trials a filter on the nascent vortices position. However,
it turns out that it introduces far too much numerical damping, lowering the Strouhal
number for a plate at steady angle by about 20%. Indeed, the damping slows down
the nascent blob vortices evolution, which means the shedding eddies are fed for longer
times with vorticity from the shear layer (see section 2.3.4).
On the other hand, despite a lower Strouhal number error compared to the C code
with filtered nascent vortex strength, the Spalart code has proven to behave well in
term of the qualitative flow dynamics in the case of moving bodies. Furthermore, the
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aerodynamic force coefficients obtained with the C code with filtered strength are also
noisy for the plate case at fixed angle (presented below in section 3.2.3). This has
prompted to use, for the remainder of the chapter, instead of the C code (or Sarpkaya-
like code) with discrete vorticity introduction a translation of the Spalart code in C.
The results are equivalent between the C and the Fortran simulations, except that the
C simulation runs more slowly, probably due to the compiler (visual C/C++).
Finally in the streamline plotting procedure, note that this is the same fixed body
reference frame as in section 3.2.4.1, it is thus normal to see streamlines crossing the
body as they denote the body motion.
3.3.1 Oscillations of a spring damped plate with no freeflow
This test is done in inviscid flow at α = 90o with a reduced damping ξ∗ = 0, a time
step ∆t∗ = 0.05, a body density ρb = 1200 kg.m−3, a fluid density ρ = 1.2kg.m−3,
and a fluid at rest (U∞ = |−→U∞| = 0). Otherwise, the same parameters were used as
for the simulation in section 3.2.3.
The natural frequencies chosen were f ∗n = [0.5, 0.25, 0.125] with f
∗
n = $
∗
n/(2pi) us-
ing for the non-dimensionalization of the variables a virtual U∞ = 0.72. This U∞
value was chosen so as to better relate results in this section to results in section 3.2.3
and 3.3.2. Therefore, the f ∗n correspond to f
∗
n = [3.4, 1.7, 0.86] ∗ S the experimental
Strouhal number for the plate at α = 90o, as in section 3.2.3. S is defined here by
S = f (2 a)/U∞ using the virtual U∞.
The equation of motion 3.23 of the ellipse would lead without taking into account
the flow influence (Cm = 0) to the solution:
θ = θ0 cos($n t), (3.27)
θ˙ = − θ0$n sin($n t), (3.28)
θ¨ = − θ0$2n cos($n t). (3.29)
In these trials, the initial ellipse incidence angle α0 was set at 90
o, with an offset to
account for an initial spring angle θ0. Therefore, the initial incidence angle of the plate
is α = α0 + θ0. At t
∗ = 0, the spring damped ellipse is released in the quiescent fluid.
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Angle evolution for θ0 = −1o and θ0 = 1o are presented for f ∗n = 1/2 in figures 3.40
and 3.41 respectively. The angle evolution results is also presented for θ0 = −1o and
θ0 = 1
o for f ∗n = 1/2 and f
∗
n = 1/8 in figures 3.42 and 3.43 respectively. Cases are also
presented with θ0 = −2.5o and f ∗n = 1/[2, 0.8] in figure 3.44.
Summarily, the angle evolution does not change significantly when f ∗n or θ0 varies,
except of course for the θ oscillations frequency and amplitude. Thus every plot follows
a similar pattern with the oscillations decreasing with time, due to the damping asso-
ciated with the “added mass” inertia of the fluid. Note that with the frequency values
used, lowering the timestep value up to ∆t∗ = 0.04 does not change significantly the
results.
However, for 1/f ∗n = 8, the simulation becomes unstable after the 1024
th timestep
(figures 3.42 and 3.43). The simulation also shows some remaining non negligible os-
cillations (about 20% of θ0 after 400 timestep) for θ0 = −2.5o and f ∗n = 2. These
oscillations are more or less randomly distributed as can be seen from figure 3.44(a).
This instability is probably due to the absence of a freeflow in conjunction with the
merging process.
The simulation being inviscid, there is no explicit viscous mechanism through which
the vorticity can be dissipated, instead, there are other mechanisms intrinsic to the
simulation. First, there is the blob vortex wall model (see section 2.3.5), which delete
the blob vortices colliding with the wall and reinject their vorticity in the simulation
through equation 2.31. In this case, the sum in equation 2.31 of vortex strength is no
longer equal to zero but to the strength sum of the blob vortices erased. There is a
second dissipation mechanism which is due to the numerical error due to the integration
of equation 2.27 (see section 2.2.3). Finally, there another source of numerical errors
coming from the merging process in the Spalart code (see section 2.3.8). Remark that
the first two mechanisms are linked to the blob vortices motion. Therefore in the ab-
sence of freeflow, or when the body motion does not predominate over the numerical
noise, the vorticity field is and remains very noisy. This is what happens when the plate
does not rotate quickly enough.
When the plate is moving it is shedding blob vortices, and if the plate is oscillating
quickly enough the blob vortices are either absorbed and their vorticity redistributed
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to the boundary blob vortices (through the mechanism described in the above para-
graph) or they move naturally with the plate motion. This is visible for 1/f ∗n = 2 in
the streamline plots in figures 3.45(a), 3.46(a), 3.45(c) and 3.46(c). At t∗ = 25 (fig-
ures 3.45(a) and 3.46(a)) the vortices pattern along the body wall is clearly visible. At
t∗ = 60, this pattern remains although there are some strong vortices visible for example
behind the ellipse, which implies a non-zero mean Cm. This explains why there is body
motion at this time in figure 3.40 and 3.41.
On the other hand, if the motion is not quick enough, the blob vortices tends to stagnate
and then, due to the merging process, concentrate into strong vortices far enough from
the plate to not be influenced by the plate motion but close enough to affect the aero-
dynamic force evaluation, making the simulation blow up. This is visible for 1/f ∗n = 8
in the streamlines plots in figure 3.45(c), 3.46(c), and 3.45(d). While at t∗ = 25 (figures
3.45(b) and 3.46(b)), there have been few oscillations, and vortices have been shed in a
symmetrical manner at both tips of the ellipse. At t∗ = 60 (figure 3.45(d)) one can see
a large eddy which has been formed at the lower ellipse edge.
Despite the numerical noise introduced in the vorticity field, the merging process re-
mains necessary. This is mainly because the merging criterion D0 does not allow a
very fine control of the merging distance. Therefore, raising D0 nullifies the merging
process, so that it is no longer effective. Other simulations with D0 = 2 a (instead of
a) have shown that the blob vortices number is no longer kept under control and is
increasing steadily with time, while not having much influence on the effective damping
ξ∗s introduced by the flow on the plate motion. With D0 = 1.5 a, the number of vortices
stabilizes. In this case, with f ∗n = 0.5, ξ
∗ = 0. and θ0 = −1o, the effective damping
ξ∗s and f
∗
n,s are equivalent (up to the third digit) to those found forD0 = a (see table 3.3).
However the main problem is not so much the merging distance but rather the physics
of the flow. The trial with D0 = 2 a has also shown that in the first angular oscilla-
tions period, the vortices tend to stay close to the plate wall while the motion does
not differ significantly from the motion with the merging process (difference of 0.6%
of the maximum of the plate angular velocity when D0 = 1 a). This shows that it is
difficult to apply the blob vortices merging mechanism as it implies that one introduces
some noise near the boundary. The merging may perhaps be enhanced by putting the
emphasis on the blob vortex strength, but due to the lack of time it was not possible
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to implement such a mechanism, remark though that the application in this paragraph
is quite specific and not directly to the project.
An explicit vorticity diffusion mechanism such as a PSE mechanism would help to
solve this problem by diffusing and controlling the vorticity in a more natural way. As
a complement to the blob vortices merging mechanism, it could thus help to reduce the
numerical noise introduced.
Remark that the solution at t∗ = 60 is different for θ0 = 1o and 1/f ∗n = 8 as shows
figure 3.46(d). For this last case, there are two large eddies on both ellipse edges, plus
an additional one at the upper edge on the plate right side. Proof of numerical noise is
then also coming from this asymmetry in the flow simulations visible when comparing
figures 3.45 and 3.46. In particular in the case where the simulation produce a stable
solution for 1/f ∗n = 2, if one compares figures 3.45(c) and 3.46(c), similar stagnating
vortices are visible behind the plate but at a similar location, whereas there should have
been a central symmetry with respect to the ellipse inertia center.
From other trials with varied fn and θ0, it seems that the simulation stability is depen-
dent upon fn / θ0. That is to say, if a simulation is stable for a given fn / θ0, then for
different fn and θ0 the simulations will be stable if fn / θ0 remains constant. The fn / θ0
value can be regarded as a “sweeping frequency”, and simply illustrates how quickly
the ellipse is sweeping the surface defined by the ellipse position between −θ0 and θ0.
Due to a lack of time, the varying parameters did not include the timestep. Nonetheless,
it would be interesting to assess the ∆t∗ influence in the study. Even in the absence of
data, it can be conjectured that ∆t∗ influence could be introduced by using the modified
criterion fn∆t
∗ / θ0 which corresponds to a “swept distance” parameter. In other words,
the criterion corresponds to the ratio between the surface swept during one timestep
compared to the surface defined by the ellipse position between −θ0 and θ0. It would
be interesting to confirm this stability criterion influence as well as to see if it would be
possible to extrapolate it to other vortex method simulations.
After looking at these criteria, also remark that the frequency at which the ellipse
is oscillating is more important than the maximum angular velocity, as from equation
3.27 the maximum angular velocity is dependent on the product θ0 fn.
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Results in table 3.3 are for timesteps ranging from 1 to 1024. The results concern the
evolution of the effective f ∗n and ξ
∗ of the θ(t) results produced by the coupled mechan-
ical/flow system, they are noted respectively f ∗n,s and ξ
∗
s .
f ∗n 0.5 0.25 0.166 0.125
f ∗n,s 0.435 0.208 0.147 0.11
ξ∗s 0.019 0.017 0.014 0.011
CJ 0.321 0.445 0.275 0.291
µs 1.35 1.26 0.978 0.773
$as,n 1.74 1.66 1.77 1.76
Table 3.3: Effective f ∗n and ξ
∗ for a spring damped plate with various f ∗n for
an initial angle θ0 = −1o and ξ∗ = 0
where CJ represents the “added mass” from the fluid inertia and is defined by:
CJ =
J∗s
J∗
− 1 = f
∗
n
f ∗n,s
− 1, (3.30)
where J∗s = k
∗/$∗n,s is the effective nondimensional inertia.
µs is the effective damping of the spring-damped ellipse system using an alternative
non-dimensionalization. That is to say the maximum angular velocity in the vacuum
Umax was used instead of the arbitrary U∞ = 0.72, or to relate Umax to the physical
system: Umax = a θ0$n. This nondimensional space is denoted by the superscript
a.
Thus µs is equal to:
µs = 2 ξ
a
s J
a
s $
a
s,n, (3.31)
with $as,n = 2 pi fn L/(a θ0$n). From this table, it is apparent that ξ
∗
s introduced by the
simulation decreases with f ∗n in a quadratic manner, while f
∗
n,s is systematically lower
than the one prescribed in the simulation. Under these conditions, f ∗n is proportional
to the prescribed f ∗n, and can be approximated by f
∗
n,s = 0.87 f
∗
n, this is also reflected
in the $as,n and CJ evolution, where on can see that $
a
s,n and CJ are almost constant.
The ξ∗s evolution is confirmed by the µs evolution which shows that the damping de-
creases faster than f ∗n,s. The presence of a ξ
∗
s in the ellipse flow simulation is not
unexpected and can be attributed to the effective viscosity of the simulation as well as
the fluid inertia induced damping. As the initial angular velocity varies in a similar
fashion to the prescribed f ∗n (see equation 3.27), one can also deduce that ξ
∗
s is very
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sensitive the angular velocity. Indeed, it seems that ξ∗s increases very quickly with f
∗
n
to stabilize afterwards around 0.02 for f ∗n ≥ 0.25. The evolution of f ∗n,s is difficult
to interpret and would require to further assess the motion influence. As a prelimi-
nary analysis, it can nevertheless be stated that, despite a discrepancy for f ∗n = 0.25,
the fluid inertia influence seem relatively constant as can be deduced from the CJ values.
Further trials with other initial angles show the ξ∗s increases and the f
∗
n,s decreases
(albeit to a lesser degree than ξ∗s) when θ0 increases. It follows the analogy with the
added mass for the f ∗n,s, and the additional viscosity for the ξ
∗
s . However, it is difficult
to assess those parameters past θ0 = −2.5o, because as there is no freeflow, the blob
vortices tend to stagnate around the plate and provoke a similar instability observed
at f ∗n = 8 for θ0 = −1o. The origin of this instability is already explained in an above
paragraph and has been seen to be linked to an fn / θ0 criterion. This criterion implies
that to have a stable simulation, if one raises θ0, one must raise fn in a similar manner.
However, one can only raise fn up to a limit related to the timestep chosen. This limit
is due to the differential equation integration and can only be changed by lowering the
timestep. This would imply that another parameter is introduced which is beyond the
scope of the present study.
Generally, these variations of ξ∗ and f ∗n were not unexpected since even for a trans-
lation motion in a quiescent fluid the additional damping is nonlinear (see Blevins [7]).
Concerning the numerical effects, it can be conjectured that because there is inadequate
blob vortices overlap, the simulation behaves like a point vortex method except that the
blob vortices core radius is big enough to introduce artificially a viscosity, as explained
in section 3.2.3.
Results in table 3.4 concern the evolution of the effective ξ∗ and f ∗n (titled respec-
tively f ∗n,s and ξ
∗
s) produced by the ellipse/flow system for a varying ξ∗ with θ0 = −1o
and f ∗n = 0.5.
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ξ∗ 0. 0.02 0.04 0.08 0.2
f ∗n,s 0.435 0.432 0.435 0.479 0.431
ξ∗s 0.019 0.0398 0.0562 0.0955 0.1993
Table 3.4: Effective f ∗n and ξ
∗ for a spring damped plate with various ξ∗ for
an initial angle θ0 = −1o and f ∗n = 0.5
One can see that for low values of prescribed ξ∗, there is an additional damping of about
0.02, similarly to what has been noted above for f ∗n = 0.5 and ξ
∗ = 0. On the other
hand for much higher value of ξ∗, this additional damping disappears. Remark that the
ξ∗ variations have little influence on f ∗n,s. It also confirms the influence of the maximum
angular velocity, as Umax stays constant here.
Now looking to at early times of the simulation –just after the ellipse is set in motion–
streamline are plotted using simulation with θ0 = −1o and 1/f ∗n = 2. It is then easy
to see the flow evolution as the ellipse is moving. At t∗ = 2.5, figure 3.47(a), there has
been one pseudo-period (the ellipse has been rotated once counterclockwise and once
clockwise) and is now rocking counterclockwise. Here, the ellipse has a near zero angu-
lar velocity. Predictably, there are two eddies present at both ellipse tips. The upper
eddy has a counterclockwise circulation, while the lower one has a clockwise circulation.
Both eddies are therefore now opposing the ellipse motion. Slightly above these eddies,
one can see the eddies shed from the initial ellipse counterclockwise motion. The coun-
terclockwise ellipse motion is also noticeable due to the streamline drawn toward the
ellipse on the lower edge. A slight streamline asymmetry also appears which denotes a
slight asymmetry in the vortices position and vorticity.
At t∗ = 8., figure 3.47(b), the ellipse has had four pseudo-periods and is in the middle of
the fifth. After a counterclockwise motion, its angular velocity is now close to 0. Nev-
ertheless, the streamlines crossing the body denote a slight clockwise body motion. At
both tips, there are eddies shed from the previous timesteps. Here the flow asymmetry
has developed, and is continuing as the ellipse is rotated clockwise at t∗ = 8.6 (figure
3.47(c)), which illustrates that the angular velocity is near a peak. As the ellipse edges
reach the previous shed vortices, one can see how the eddies closer to the edges are dif-
fused while the surrounding eddies are passing round this eddy. At this point it seems
that these last eddies force one eddy to stay near the edge. Furthermore, during one
Etienne Sourdille 153
Numerical study of the fluid structure interaction for a flat plate in a transverse flow
pseudo period, at each edge two eddies of opposing strength are generated. From those
two effects, it follows that while the motion is still shedding vortices at each oscillation,
the newly created vortices have less and less circulation.
Therefore, here is a flow mechanism as the body is set in motion which, independently
from the simulation shortfall, explains part of the damping introduction. As the shed
vortices oppose the ellipse motion, it may also partly explain why there is a diminution
of θ oscillation frequency, because the shed eddies strength is directly linked to the
ellipse angular velocity during the oscillation, their strength being increased with the
angular velocity and vice versa.
In conclusion, the flow dynamics introduce some additional damping, but the numerical
simulation has been seen to also add some further modifications. A flow added mass
diminishes f ∗n, as well as a nonlinear ξ
∗ which is dependent on the angular velocity of
the plate. Concerning this “effective ξ∗”, the evolution is due not only to the flow added
mass but also the simulation effective viscosity. Other trials have shown that even when
using ξ∗ = 0.2, there is still an effect due to damping introduced by the simulation,
and that non zero U∞ introduces further modifications to the “effective ξ∗”. However,
further tests are necessary to better assess to which extent the simulation influences the
effective ξ∗ and f ∗n, especially concerning the influence of viscosity on the system.
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Figure 3.39: Scale for the streamline plot in figures 3.45, 3.46, and 3.47.
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(b) Close-up view of the time evolution
Figure 3.40: Time evolution of the angle of the plate θ for a spring damped
plate with f ∗n = 1/2, ξ
∗ = 0 and starting with an initial angle θ0 = −1o.
Etienne Sourdille 155
Numerical study of the fluid structure interaction for a flat plate in a transverse flow
0 10 20 30 40 50 60 70 80 90 100
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
t* = t U
∞
 / (2a) 
θ 
/ θ
0
(a) Time evolution
0 5 10 15 20 25 30 35 40 45 50
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
t* = t U
∞
 / (2a) 
θ 
/ θ
0
(b) Close-up view of the time evolution
Figure 3.41: Time evolution of the angle of the plate θ for a spring damped
plate with f ∗n = 1/2, ξ
∗ = 0 and starting with an initial angle θ0 = 1o.
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Figure 3.42: Time evolution of the angle of the plate θ for a spring damped
plate with f ∗n = 1/8, ξ
∗ = 0 and starting with an initial angle θ0 = −1o.
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Figure 3.43: Time evolution of the angle of the plate θ for a spring damped
plate with f ∗n = 1/8, ξ
∗ = 0 and starting with an initial angle θ0 = 1o.
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(a) Time evolution for f∗
n
= 1/2
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(b) Time evolution for f∗
n
= 1/0.8
Figure 3.44: Time evolution of the angle of the plate θ for a spring damped
plate with ξ∗ = 0 and starting with an initial angle θ0 = −2.5o.
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(a) f∗
n
= 1/2, t∗ = 25 (b) f∗
n
= 1/8, t∗ = 25
(c) f∗n = 1/2, t
∗ = 60 (d) f∗n = 1/8, t
∗ = 60
Figure 3.45: Streamlines comparison of the flow for the Spalart code with
θ0 = −1o and f ∗n = 1/[2, 8]. Streamfunction values range is [−0.066 , 0.066]×
(2aU∞). It corresponds to [−0.0423 , 0.0423] × (2aUmax) for f ∗n = 1/2, and
[−0.169 , 0.169] × (2aUmax) for f ∗n = 1/8 (Umax varies with f ∗n see equation
3.27). In every cases, values are concentrated around 0. See figure 3.39 for the
scale.
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(a) f∗
n
= 1/2, t∗ = 25 (b) f∗
n
= 1/8, t∗ = 25
(c) f∗n = 1/2, t
∗ = 60 (d) f∗n = 1/8, t
∗ = 60
Figure 3.46: Streamlines comparison of the flow for the Spalart code with
θ0 = 1
o and f ∗n = 1/[2, 8]. Streamfunction values range is [−0.066 , 0.066] ×
(2aU∞). It corresponds to [−0.0423 , 0.0423] × (2aUmax) for f ∗n = 1/2, and
[−0.169 , 0.169] × (2aUmax) for f ∗n = 1/8 (Umax varies with f ∗n see equation
3.27). In both cases, values are concentrated around 0. See figure 3.39 for the
scale.
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(a) t∗ = 2.5
(b) t∗ = 8 (c) t∗ = 8.6
Figure 3.47: Streamline of the flow for the Spalart code with θ0 = −1o and f ∗n =
1/2. Streamfunction values range is [−0.066 , 0.066]× (2aU∞). It corresponds
to [−0.0423 , 0.0423]×(2aUmax). Values are concentrated around 0. See figure
3.39 for the scale.
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3.3.2 Spring damped plate with angular oscillations
Several important simulation parameters are to be considered for the study of the
spring damped plate in a uniformly translating freeflow: the Reynolds number, the body
to fluid density ratio, the reduced damping and the natural frequency of the torsional
spring damped plate. As inviscid flows are studied here, the Reynolds number is not to
be considered. However, the density ratio needs to be carefully chosen. Indeed, it con-
ditions which part of the coupled system is dominant as well as the angular amplitude.
This last criterion is important because in contrast to the transversely moving cylinder,
the Spalart simulation is only able to simulate incidence angles α ranging from 45 to
135 degrees without modification1 ,thus limits the maximum amplitude (sections 3.2.4
and 3.2.4.1). From equation 3.23 in the nondimensional space, one can see that the
maximum angular amplitude for the spring-damped ellipse motion is indirectly related
to this ratio through the body angular inertia and the Cm. Also, in order to restrict the
number of parameters, it was chosen to focus on the natural frequency and the reduced
damping. The body density will be of ρb = 1000ρ, with ρ the fluid density (keeping in
mind the remark related to equation 3.26).
Even with such a body density, the maximum angle amplitude is close to the simu-
lation limit, but this kind of flow with a rotating body is better suited to a vortex
method, as shown in section 3.2.4.
The simulations were done using the Spalart code. The rest position of the spring
(θ = 0o ) is chosen at an incidence angle of α = 80o in order to have an asymmetric
loading concerning the aerodynamic moment to start the oscillations. The timestep is
∆t∗ = 0.05, and unless otherwise specified 2048 iterations were used per simulation.
The body motion is initiated at t∗ = 12.8 (256th time-step) in order to have a stabilized
flow when starting the simulation.
3.3.2.1 Influence of the reduced damping
To study the influence of the reduced damping three values were used,
ξ∗ = [0.01, 0.02, 0.04], and three reduced frequencies f ∗n = [1/4, 1/8, 1/11]. That is to
say, if one consider the Strouhal number found in the experiment S for the flow at
1That is considering that the plate may be in the limit case of very small oscillations, meaning one
has to keep in mind the validity of the simulation for the plate at fixed angle.
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α = 80o, it would correspond to f ∗n = [1.64, 0.82, 0.59]S, or with the actual simulation
Strouhal number Ss found in section 3.2.3, f
∗
n = [2.12, 1.05, 0.77]Ss. This allows to have
one f ∗n greater than the value of Strouhal number of the flow, one f
∗
n near S, and one
f ∗n smaller than S. Otherwise, in order to obtain the nondimensional flow shedding fre-
quency f ∗s , the Strouhal number extraction was made in the same manner as in section
3.2.3.
The main focus here was to choose a reduced damping low enough to allow a sharp
resonance of the spring-damped ellipse, but larger than the damping due to the numer-
ical simulation. That is why, this range of ξ∗ was chosen.
1/f ∗n 4 8 11
ξ∗ 0.01 0.02 0.04 0.01 0.02 0.04 0.01 0.02 0.04
f ∗s /f
∗
n 0.4842 0.471 0.4689 1.0937 1.1069 1.1171 1.3564 1.3753 1.4269
θmax(radian) 0.1199 0.097 0.0785 0.5765 0.5453 0.5223 0.4564 0.3973 0.3725
Table 3.5: Summary of the simulations detailing the variations of the shedding
frequency f ∗s and the maximum amplitude of angle oscillation regarding the
nondimensional natural frequency f ∗n.
From the various time plots (figures 3.48, 3.49, 3.50), it is obvious that in this range the
reduced damping has little influence on the dynamic behaviour of the plate/flow sys-
tem. This is confirmed by tables 3.5. Indeed, the evolution of both shedding frequency
of the flow and maximum amplitude remains roughly the same as the reduced damping
is changed. Three cases can then be defined:
• Mode 1: Little influence from the plate fluctuation on the vortex shedding process,
for example at 1/f ∗n = 4
• Mode 2: Resonance with a noticeable increase in θmax and f ∗s /f ∗n ' 1
• Mode 3: Past this lock in range, the θmax remains high compared to mode 1, and
f ∗s /f
∗
n is larger than 1. It seems the flow imposes the frequency.
From table 3.5, one can observe that the reduced damping ξ∗ has specific effects on the
broad behaviour which seems defined by f ∗n. For a given f
∗
n, when one lower ξ
∗ the ratio
f ∗s /f
∗
n gets closer to 1, that is to say there tends to be better synchronization between
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the flow frequency and the spring damped plate system as one lower the reduced damp-
ing. Conversely, the maximum amplitude tends to diminish for higher ξ∗. Overall, this
seems to indicate that there is less coupling between the flow dynamics and the spring
damped ellipse as one increase ξ∗.
Otherwise, the variations from ξ∗ = 0.02 to ξ∗ = 0.01 and 0.04 are about ± 3% for
the f ∗s /f
∗
n ratio, and for the maximum amplitude θmax at most ± 20%, with minimal
variation of θmax at f
∗
n = 8 . Thus, in the parameter range considered, ξ
∗ has little
influence concerning the flow shedding frequency.
As a conclusion, the reduced damping ξ∗ does not seem to be a major parameter for
the dynamic behaviour of the combined flow/plate system. Indeed, it is expected to
broaden the lock-in range as ξ∗ is lowered but not to fundamentally change the dif-
ferent modes occurring as f ∗n evolves, nor the mean f
∗
n where the lock in takes place.
Nevertheless, further tests would be required to fully know the effects of the reduced
damping on the system with a bigger range of parameters, in particular with lower J ∗.
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Figure 3.48: Time plot of the angle evolution for f ∗n = 1/4 with various ξ
∗
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Figure 3.49: Time plot of the angle evolution for f ∗n = 1/8 with various ξ
∗
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Figure 3.50: Time plot of the angle evolution for f ∗n = 1/11 with various ξ
∗
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3.3.2.2 Influence of the natural frequency
To investigate the influence of the natural frequency, a given reduced damping
ξ∗ = 0.02 was used with values of reduced frequencies f ∗n = [1/4, 1/7, 1/9, 1/11], which
correspond respectively to [1.64, 0.94, 0.73, 0.6]S or [2.12, 1.21, 0.94, 0.77]Ss. Again, this
enables to investigate the dynamic behaviour of the system around a frequency equal to
the Strouhal number of the flow with a thin ellipse at a fixed 80o incidence. Otherwise,
in order to obtain the nondimensional flow shedding frequency f ∗s , the Strouhal number
extraction is the same as in section 3.2.3, except that the Cm power spectral density
(PSD or PXX
2) was preferred as it is less sensitive to the body motion than Ct, and
is thus better suited to extract the flow shedding frequency. The simulation each used
4096 iterations.
Incidentally, note that the range for the sequence used for the PSD is taken from the time
where the spring damped plate is freed until the 4096th iterations (or t∗ = [12.8, 204.8]),
in contrast to the range used for extracting the flow frequency f ∗s , which starts at
t∗ = 51.2 or iteration 1024. This enables to look at the frequency characteristics from
the start of the motion.
Using angle θ(t) evolution plots (figures 3.51(a), 3.52(a), 3.53(a), 3.54(a)), one see
that the mean value of the angle θ is very close to zero; the minimum is reached when
1/f ∗n = 4 with θ¯ = −0.002o (max(|θ|) ' 5o) and the maximum at 1/f ∗n = 11 with
θ¯ = 0.57o (max(|θ|) ' 28o). Overall, the mean value is increasing with 1/fn, but is
nevertheless remaining low compared to the maximum amplitude. One can thus con-
clude that the spring damped ellipse/flow system tends to stabilize around the zero
spring deflection rest position.
2The PXX represents the signal power per frequency in the spectrum hence the term power spectrum
density.
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(a) Time plot of the angle θ(t) evolution. Vertical lines indicate bound-
aries of phase A, B and C described in text
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Figure 3.51: Angle evolution θ(t) and PSD plot for θ∗ and Cm (for t∗ =
[12.8, 204.8]) in the case ξ∗ = 0.02 and 1/f ∗n = 4. The crosses in the PSD are
the main harmonics represented in θ∗(t)
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(a) Time plot of the angle θ(t) evolution
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Figure 3.52: Angle evolution θ(t) and PSD plot for θ∗ and Cm (for t∗ =
[12.8, 204.8]) in the case ξ∗ = 0.02 and 1/f ∗n = 7. The crosses in the PSD are
the main harmonics represented in θ∗(t)
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(a) Time plot of the angle θ(t) evolution
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Figure 3.53: Angle evolution θ(t) and PSD plot for θ∗ and Cm (for t∗ =
[12.8, 204.8]) in the case ξ∗ = 0.02 and 1/f ∗n = 9. The crosses in the PSD are
the main harmonics represented in θ∗(t)
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(a) Time plot of the angle θ(t) evolution
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Figure 3.54: Angle evolution θ(t) and PSD plot for θ∗ and Cm (for t∗ =
[12.8, 204.8]) in the case ξ∗ = 0.02 and 1/f ∗n = 11. The crosses in the PSD are
the main harmonics represented in θ∗(t)
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The PSD plots3 (figures 3.51(b), 3.52(b), 3.53(b), 3.54(b)) show that θ∗(t) contains
two harmonics. It is visible for example for 1/f ∗n = 4 (figure 3.51), one can see one
harmonics originating from the spring damped ellipse/flow system. As in section 3.3.1,
it is generally lower than the prescribed f ∗n. There is also another harmonic, this one
associated with the vortex shedding. Note that in the θ(t) PSD, the harmonic associ-
ated with f ∗n is weaker than the harmonics associated with the flow shedding frequency.
The flow shedding frequency, which can be directly evaluated from the Cm(t) PSD,
shows that there is mainly one shedding frequency. The behaviour differs slightly at
1/f ∗n = 7, with a flow frequency f
∗
s which is continuously varying around 0.155 in the
range f ∗s = [0.13, 0.18]. In every case, there is always a simple vortex shedding, with
the ellipse motion simply superimposed upon the shedding frequency.
T ∗ = 1/f∗n 4 6.5 7 8 9 11
f∗n 0.25 0.1538 0.1429 0.125 0.1111 0.0909
12.8
12.8 + 3T ∗
0.2239 0.1531 0.1403 0.1256 0.1262 0.1318
51.25
102.4
0.2377 0.1552 0.1574 0.1387 0.133 0.1247
102.4
Time
range
used
for PSD
(start t∗
end t∗)
204.8
0.1159 0.1279 0.1549 0.1392 0.1367 0.1306
Table 3.6: Frequency f ∗θ of the main harmonics of θ(t) in the time range considered
In table 3.6, PSD was used to extract the main harmonic frequency f ∗θ of the signal
θ(t) for different time ranges. This illustrates three phases characterizing the evolution
of the flow once the plate is set in motion, and which are visible for 1/f ∗n = 4 in figure
3.51. Prior to t∗ = 12.8, when the ellipse is kept fixed, the main harmonic of Cm(t) is
at a nondimensional frequency of 1/f ∗s = 6.45. The Strouhal number for a fixed ellipse
at angle of 80o is Ss = f
∗
s = 0.118. Therefore, during the starting regime (Phase A in
figure 3.51), the coupled spring damped ellipse/flow θ frequency is dominated by the
spring damped plate reduced frequency f ∗n. Then, during a transition regime (Phase
B), two main harmonics are acting in the flow: one associated with f ∗n, and the other
3Using a numerical extraction of the power spectral density in Matlab, the resulting PXX is always
divided by the sampling frequency, that is the sample time.
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one representing the resulting frequency of the coupled system and mainly dependent
on S and Ss. Finally, in a near-periodic regime (Phase C) there remains one domi-
nant harmonic in the coupled system, which mainly depends on S and Ss. The latter
conforms to the mechanical response of a spring-damped ellipse forced with a periodic
torque. These different phases are most obvious for the lower values of f ∗n.
When 1/f ∗n is around 7, the phases are slightly different and as there is another cy-
cle present, which is due to the interaction of the spring-damped ellipse system and
the flow. During a first cycle, at first there are actually the three phases albeit barely
distinguishable because the two frequency (f ∗n and f
∗
s ) are very close. Then, it tends to
provoke a Cm reduction through phase opposition as the frequency of f
∗
s evolves. The
motion amplitude then decreases, and as Cm increases as the motion is slowed and the
flow recovers, another cycle begins. This process is described in the paragraphs below
presenting some example of flow evolution.
Here are some examples of the stabilized flow evolution for the spring damped el-
lipse/flow system using different 1/f ∗n by plotting streamlines in phase C for one period
of vortex shedding. The scale of those streamline is given in figure 3.55. 1/f ∗n = 4
was used in figures 3.56, 3.57, 3.58, 3.59 with t∗ = [174.83, 184.32], 1/f ∗n = 7 in fig-
ures 3.60, 3.61, 3.62 with t∗ = [134.87, 142.36], and 1/f ∗n = 11 in figures 3.63, 3.64,
and 3.65 with t∗ = [154.85, 162.34]. The streamfunction value range had values of
[−1.19, 1.19] (2aU∞) with a concentration of values around 0.
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Figure 3.55: Scale plot for figures 3.57, 3.58, 3.56, 3.59, 3.61, 3.62, 3.64, 3.65
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Figure 3.56: History of θ and Cm in phase C for 1/f
∗
n = 4
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(a) t∗=174.8, θ=2.08o (b) t∗=175.3, θ=2.13o
(c) t∗=175.8, θ=1.85o (d) t∗=176.3, θ=1.29o
(e) t∗=176.8, θ=0.59o (f) t∗=177.3, θ=−0.08o
(g) t∗=177.8, θ=−0.68o (h) t∗=178.3, θ=−1.40o
Figure 3.57: Streamlines for the flow in phase C for 1/f ∗n = 4 with t
∗ =
[174.8, 178.3] (see figure 3.56). The scale is in figure 3.55.
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(a) t∗=178.8, θ=−2.11o (b) t∗=179.3, θ=−2.52o
(c) t∗=179.8, θ=−2.40o (d) t∗=180.3, θ=−1.76o
(e) t∗=180.8, θ=−0.78o (f) t∗=181.3, θ=0.14o
(g) t∗=181.8, θ=0.64o (h) t∗=182.3, θ=0.73o
Figure 3.58: Streamlines for the flow in phase C for 1/f ∗n = 4 with t
∗ =
[178.8, 182.3] (see figure 3.56). The scale is in figure 3.55.
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(a) t∗=182.8, θ=0.84o (b) t∗=183.3, θ=1.23o
(c) t∗=183.8, θ=1.87o (d) t∗=184.3, θ=2.34o
Figure 3.59: Streamlines for the flow in phase C for 1/f ∗n = 4 with t
∗ =
[182.8, 184.3] (see figure 3.56). The scale is in figure 3.55.
From the streamline plot figures 3.57, 3.58, and 3.59, phase C of the flow for 1/f ∗n = 4
is characterized by a vortex street with little influence from the ellipse angular motion.
Recall that for the fixed plate case with α0 = 80
o, there is a slightly positive circula-
tion around the thin ellipse due to the flow asymmetry (see figure 3.20(b)). Here this
circulation is now varying with the ellipse angular velocity. Indeed, a clockwise angular
velocity introduces negative circulation around the plate and vice versa.
The angular velocity influence can first be seen around t∗ = 176.8 (figure 3.57(e) and
3.57(f)), when the ellipse is moving clockwise at near maximum velocity. It ensues a
slight deformation of the lower part of the nascent eddy4, due to the ellipse rotation.
Note also that the zero value streamfunction is slightly off the ellipse body due to the
added circulation around the ellipse. While also occurring when the ellipse is fixed, it
4The nascent eddy lower part is convected by the body motion. The reader must remember that
the nascent eddy is composed of blob vortices. The nascent eddy “deformation” –or nascent eddy lower
part convection– is thus the consequence of the blob vortices convection due to the body rotation.
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happens faster here. The eddy then continues to be fed until t∗ = 179.3 (figure 3.58(b))
where separation occurs. At t∗ = 181.8 (figure 3.58(g)), it is near maximum angular
velocity, this time counterclockwise. A small secondary eddy appear at the upper edge
of the ellipse. Again, while this is also visible for a fixed ellipse, the eddy is slightly
stronger here. Meanwhile on the lower tip a nascent eddy is still fed by the upper
shear layer. Afterwards, the vortex shedding process continues until the separation at
t∗ = 184.3 (figure 3.59).
In figure 3.56, one can see that the evolution of θ is to be similar to that for Cm
as they both reach their maximum and minimum at around the same time. There is
also a delay between the two curves, which can be explained by the fact that the θ curve
is mainly composed of two harmonics (one originating from the flow and the other from
the spring damped ellipse), whereas there is only one harmonics in Cm (two eddies are
shed per period). Overall, one can conclude that when 1/f ∗n = 4, the spring damped
ellipse and the flow simulation are more or less independent of each other.
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Figure 3.60: History of θ and Cm in phase C for 1/f
∗
n = 7
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(a) t∗=135,θ=−28.8o (b) t∗=135.3,θ=−21.2o
(c) t∗=136, θ=−9.1o (d) t∗=136.4, θ=4.8o
(e) t∗=137, θ=17.7o (f) t∗=137.4, θ=26.9o
(g) t∗=138, θ=30.4o (h) t∗=138.4, θ=27.4o
Figure 3.61: Streamline for the flow in phase C for 1/f ∗n = 7 with t
∗ =
[135 138.4] (see figure 3.60). The scale is in figure 3.55.
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(a) t∗=139, θ=18.7o (b) t∗=139.4, θ=6.2o
(c) t∗=140, θ=−7.3o (d) t∗=140.4,θ=−19.2o
(e) t∗=141,θ=−27.2o (f) t∗=141.4,θ=−29.4o
(g) t∗=142,θ=−25.1o (h) t∗=142.4,θ=−15.5o
Figure 3.62: Streamline for the flow in phase C for 1/f ∗n = 7 with t
∗ =
[139 142.4] (see figure 3.60). The scale is in figure 3.55.
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From figures 3.60, 3.61, and 3.62, during phase C of the flow for 1/f ∗n = 7, the flow
and ellipse motion enter a time range where there is phase opposition between θ and
Cm evolutions. This mode is actually specific to this time range, as it is temporary for
this f ∗n value. Indeed, this mode is preceded by an increase of the amplitude value of
θ(t), and is followed by a decrease of the amplitude of θ(t) due to a decrease of Cm
values. Thus, the two values do not stay in phase opposition as the shedding frequency
evolves with θ(t) oscillations amplitude. Another consequence is that it introduces a
third harmonic (the other two being linked to f ∗n and the flow shedding frequency f
∗
s )
in θ(t) as the flow recovers after the θ amplitude decrease.
At t∗ = 135 (figure 3.61(a)), an eddy has just been shed from the upper ellipse edge.
On the lower edge, there is a growing eddy and the ellipse is beginning to move coun-
terclockwise. It is then at t∗ = 136 (figure 3.61(c)), that one can first see the effects
of the high angular velocity. Here, the angular velocity is just prior to a maximum.
Due to the angular motion, the shed eddy is slightly drawn toward the upper edge of
the ellipse. The added circulation around the ellipse has the side effect of injecting
more vorticity into the fed eddy. Afterwards, at t∗ = 136 (figure 3.61(d)), another
nascent eddy appears on the upper edge of the ellipse, while on the lower edge the
eddy continues to be fed. The two eddies then grows while the plate is moving un-
til t∗ = 138.4 (figure 3.61(h)) where the lower eddy begins to be shed into the flow, at
which point the angular velocity is at a minimum and the upper eddy continues to grow.
As the plate starts to move again, but this time clockwise, reaching a near maximum
velocity at t∗ = 139.36 (figure 3.62(b)), similarly to t∗ = 135.87 a second nascent vortex
is generated at the lower edge of the ellipse. Again the two vortices continues to grow
simultaneously and while the upper eddy is mainly fed by the upper shear layer, the
lower eddy is fed by the ellipse angular motion vorticity. As the plate slows down its
motion, both vortices begin to be fed mainly by the shear layers. Again, when the an-
gular velocity reaches a minimum value at t∗=142.4 (figure 3.62(h)), the upper vortex
begins to shed.
Note that the blob vortices introduce some local flow perturbations, as can be seen
from the jaggedness in the contours, for example in figures 3.61(c), and 3.61(d). As
explained in section 3.2.4.1, this can be attributed to the lack of overlap of the blob
vortices.
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One can thus conclude that for this value of 1/f ∗n, there is a lock-in mechanism whereby
the mechanical system and flow become coupled and the flow frequency adjusts to f ∗n
through modifications of the vortex feeding and generation process. Typically, at a
given timestep a primary nascent vortex is formed at one ellipse tip, and the plate is
then rotated toward this nascent vortex. As the plate gains angular velocity, it creates
another secondary nascent vortex at the opposite ellipse edge fed by the resulting el-
lipse rotation. The ellipse angular velocity also results in the weakening of the primary
nascent vortex. Afterwards, the primary vortex is shed into the flow, and as the ellipse
rotation slows down the secondary vortex now becomes the primary vortex and is fed
by the shear layer corresponding to the ellipse edge from which it is shed.
This phenomenon has two effects: first the vortex shedding is now faster due to the cre-
ation of this secondary nascent vortex, and second the aerodynamic moment coefficient
is lowered by the secondary nascent vortex on the opposite edge of the primary shed
vortex, and by the diminution of the vorticity feeding the primary nascent vortex. The
ellipse angular oscillations are thus able to raise the flow shedding frequency through this
secondary nascent vortex creation; there is also a mechanism limiting the flow shedding
frequency, as if the shedding frequency is too high it lowers the aerodynamic moment
coefficient considerably. This explains part of the flow vortex shedding synchronization
mechanism. It means that for lower 1/f ∗n (compared to the obvious resonance point),
the flow shedding frequency can be raised, one example is at 1/f ∗n = 11. On the other
hand, for higher mechanical frequency the flow shedding frequency can be lowered; this
happens for 1/f ∗n < S in figure 3.66. Note that this mechanism is very dependent on
the angular velocity attained in the early timestep.
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Figure 3.63: History of θ and Cm in phase C for 1/f
∗
n = 11
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(a) t∗=154.8,θ=−11.8o (b) t∗=155.3,θ=−7.7o
(c) t∗=155.8, θ=−2.3o (d) t∗=156.3, θ=3.8o
(e) t∗=156.8, θ=9.8o (f) t∗=157.3, θ=15o
(g) t∗=157.8, θ=18.4o (h) t∗=158.3, θ=19.6o
Figure 3.64: Streamline for the flow in phase C for 1/f ∗n = 11 with t
∗ =
[154.8 158.3] (see figure 3.63). The scale is in figure 3.55.
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(a) t∗=158.8, θ=18.5o (b) t∗=159.3, θ=15.3o
(c) t∗=159.8, θ=10.3o (d) t∗=160.3, θ=4.4o
(e) t∗=160.8, θ=−1.7o (f) t∗=161.3, θ=−7.3o
(g) t∗=161.8,θ=−11.3o (h) t∗=162.3,θ=−13.4o
Figure 3.65: Streamline for the flow in phase C for 1/f ∗n = 11 with t
∗ =
[158.8 162.3] (see figure 3.63). The scale is in figure 3.55.
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From figures 3.63, 3.64, and 3.65, during the phase C of the flow for 1/f ∗n = 11,
Cm and θ enter a time range where there is phase opposition. The process is similar
to that of 1/f ∗n = 7 presented previously. However, in contrast to the 1/f
∗
n = 7 case,
the phase opposition is here a stable mode and the coupled spring-damped ellipse/flow
system stays in this mode afterwards. It is thought that because the flow frequency is
unable to adjust to f ∗n, the angular velocity does not reach a value sufficient to interfere
too much with the shedding process as for 1/f ∗n = 7. Still as the process is similar to
that of 1/f ∗n = 7, there is an adjustment in frequency as the vortex shedding process is
slightly modified.
The sequence is started at t∗ = 154.8 (figure 3.64(a)), when the angular velocity is
very low and the eddy originating from the upper edge of the ellipse is about to be
shed. Similarly to 1/f ∗n = 7, at t
∗ = 155.3 (figure 3.64(b)) the eddy from the upper
edge of the ellipse is shedding and one can see a small eddy on the upper edge of the
ellipse as it rotates counterclockwise. Afterwards, as the lower nascent eddy develops
and is fed by the lower shear layer, another nascent eddy is created on the upper edge
of the ellipse at t∗ = 156.3 (figure 3.64(d)). At t∗ = 159.8 (figure 3.65(c)), this eddy
continues to grow and another nascent vortex is created at the lower ellipse tip as the
ellipse rotates clockwise and accelerates. The same process as for the counterclockwise
rotation repeats until the lower nascent is shed at t∗ = 162.3 (figure 3.65).
Therefore, from the 1/f ∗n = 11 case, it can be deduced that the ellipse system is able to
reach a stable state when a certain angular velocity (or more precisely a certain angular
oscillation frequency) is reached. In this state, θ(t) and Cm(t) are in phase opposition,
and the ellipse motion then enables to generate nascent eddies at earlier times than
in the fixed ellipse case. Two nascent vortices coexist at the same time, one primary
nascent vortex feeding from the flow shear layer on one ellipse edge, and on the other
edge a secondary nascent vortex initially fed in vorticity by the ellipse rotation. The
limit seems to stem from the fact that as the ellipse is rotating, it is decreasing the
amount of vorticity feeding the primary nascent eddy. The flow is then able to change
its shedding frequency. However, as is signaled in section 3.2.3, there is an insufficient
blob vortices overlap with the current parameters which renders difficult any assess-
ment of the exact limit of this kind of mechanism and its influence on the flow shedding
frequency.
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Finally note that with this value of 1/f ∗n, the spring-damped ellipse is more sensitive
to Cm than for 1/f
∗
n = 4, which explains why the system is able to reach higher angu-
lar velocity. That is to say the mechanical system transfer function H(s) has a lower
value H(0) in the case 1/f ∗n = 4. Indeed, H(0) (and thus the maximum amplitude of
the spring damped ellipse) is proportional to 1/(J ∗$∗ 2n ) as can be deduced from equa-
tion 3.16 in section 3.3. This dependence on the maximum reachable amplitude–and
therefore the maximum angular velocity–also illustrates how sensitive the flow shedding
frequency is to the angular velocity.
Now with figures 3.66, 3.67, 3.68, 3.69, for the various 1/f ∗n are plotted the flow shedding
frequency (f ∗s ), the maximum amplitude angle, and the mean and standard deviation,
which is noted for convenience rms. Each item concerns the different forces and moment
coefficients in order to present a summary of the spring damped ellipse/flow system.
As for the standard deviation, the definition is:
rms(x) =
√√√√ N∑
1
1
N − 1 (xi − x¯)
2, (3.32)
where x is a member of the set of N values, and x¯ the mean value of x. Note that
considering the amount of values in the set, the standard deviation definition is not
very important.
Figure 3.66 provides a summary of the system response. One can see a transition
occurring around 1/f ∗n ' 6.8 (equivalent to the experimental Strouhal number), where
the flow frequency f ∗s /f
∗
n and the maximum amplitude angle θmax abruptly increase.
Afterwards, θmax starts to decrease, while f
∗
s /f
∗
n increases more steadily. In the range
1/f ∗n = [6.8, 7.5], there seems to be a lock-in between the flow frequency and the spring
damped plate natural frequency, even if f ∗s is slightly higher than f
∗
n. It is more no-
table with θmax, as it stays at near a maximum value in this range and then decreases.
Recalling that the flow shedding frequency is 1/f ∗s = 6.45, it is not surprising to see
that the lock-in range is close to the spring-damped ellipse resonance frequency. As in
section 3.2.3, the discrepancies in f ∗s /f
∗
n can be attributable to the simulation errors
when integrating equation 2.26 with too few blob vortices, which makes it difficult to
predict the influence of the simulation on f ∗n,s.
Generally, figures related to the force coefficients and flow shedding frequency (3.66,
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3.67, 3.68 and 3.69) generally show a sharp increase around 1/f ∗n = 6.8, suggesting
a resonance. Blevins [7] found also large amplitudes for transverse oscillations of a
cylinder in a uniform freestream flow and interestingly a narrower lock-in band than
in experiments (see also section 3.2.4.2). He attributed it to the phase between the
structural motion and the flow simulation which does not model accurately the syn-
chronization effect. It can be conjectured that there is a similar effect here, as well as
errors due to the lack of overlap of blob vortices which impede the lock-in band.
4 5 6 7 8 9 10 11 12
0
0.5
1
1.5
1/f*
n
f s*
/f n*
1/S 1/Ss 
f*
s
 /f*
n
 
θ
max
 
0 
28.65 
57.3 
85.94 
θ m
ax
 
(in
 de
gr
ee
)
Figure 3.66: Summary of the simulations detailing the variations of the shed-
ding frequency f ∗s and the maximum amplitude of angle oscillation regarding
the nondimensional natural frequency f ∗n
As is also apparent from table 3.6, at 1/f ∗n = 4 the end f
∗
θ (f
∗
θ for the last PSD range)
is very close to the Spalart simulation Strouhal number Ss for a fixed ellipse at α = 80
o.
Conversely, for 1/f ∗n = 7, f
∗
θ = 0.155 which is the same frequency as found at an ear-
lier timestep, and equally very close to the experimental Strouhal number for a steady
plate at α = 80o (S = 0.154). Note that the end f ∗θ generally coincides with the flow
frequency f ∗s as seen in the PSD plots (figures 3.51, 3.52, 3.53, 3.54). Changing the
motion starting time of the ellipse at t∗ = 102, the flow frequency prior to the motion
is now f ∗s = 0.118 and the coupled system (spring-damped ellipse and flow simulation)
shows the same pattern with a lock-in around 1/f ∗n = 7 but a lower end f
∗
s at around
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0.139 with θmax = 0.63 rad = 36
o.
Aside from the lock-in problem, figure 3.66 also implies the end flow frequency f ∗s
is linked to θmax with the lower the θmax, the closer f
∗
s is to Ss. On the other hand,
the higher the θmax, the closer f
∗
s is to S. Also recall that it has been observed in
sections 3.3.1 and 3.2.4.1 that the ellipse angular velocity influences the numerical flow
behavior and the coupled spring-damped ellipse/flow system vortex shedding frequency.
Consequently a transition point around 1/f ∗n = 6.8 suggests that the maximum el-
lipse angular velocity during the ellipse angular oscillations influences the lock-in region
as well as the end value of f ∗s , whereas the flow shedding frequency when the plate
motion is initiated influences the end f ∗s . However, given the simulation sensitivity to
the angular velocity, it is difficult to generalize this analysis to real flows without further
experimental results.
Concerning the force coefficients Ct(t) and Cn(t), from figures 3.67(a) and 3.68(a) one
can see that their mean values are lower than that of a plate with steady incidence
angle, while the aerodynamic moment Cm(t) in figure 3.69(a) is higher in most cases
except around 1/f ∗n = 7 (at about the same value it is changing sign). Conversely the
rms of Ct(t) and Cn(t) (figures 3.67(b) and 3.68(b)) are higher than for the steady plate
case, while the moment rms is lower (figures 3.69(b)). For the Ct and Cm, their mean
coefficient values are always much lower than their rms, which suggests that they are
less representative than the standard deviation and moreover that the flow dynamics
remains in vortex shedding mode.
In the absence of vorticity plots, it is difficult to assess what has been the exact in-
fluence of the flow. However, from the general evolution of the aerodynamic forces and
moment coefficients, one can deduce that at all times there is a vortex shedding, and
that the forces are less dependent on 1/f ∗n than the moment. If confronted with the θmax
values (figure 3.66), these results mean that generally higher fluctuations imply a low-
ered moment coefficient compared to the fixed ellipse case. This effect is due notably to
the phase opposition between Cm(t) and θ(t) which takes place with the rotating ellipse
oscillations as exposed previously. Note that the fluctuations past 1/f ∗n = 6.8 in the Ct
rms plot 3.68(b) can be attributable to the vorticity change at both tips of the ellipse
as rotations occur. Indeed, as already presented in section 4.2, as the plate rotates
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the boundary blob vortex strength increases at one tip and decreases at the other tip.
Using Spalart formula for forces calculation (2.45), one can see that this increase in Ct
rms is a consequence of the increase in the oscillation amplitude.
Generally, due to the spring-damped ellipse/flow interactions the aerodynamic moment
coefficient magnitude range is lowered, while it raises the range of the aerodynamic
drag and lift coefficient. The mechanism of diminution of the moment has already been
explained. It seems that the drag (Ct) and lift (Cn) coefficients are raised through
the presence of a secondary nascent vortex as well as the circulation around the body
induced by the angular rotations.
In conclusion, variations in 1/f ∗n mainly influence the frequency characteristics of the
flow with a flow having one or two harmonics while retaining a vortex-street flow regime.
Therefore, not much difficulty is expected in stabilizing the spring-damped ellipse angle
using a fuzzy logic controller (as it has shown to be very robust). However, it could
prove more problematic for the optimal controller, as the controller implementation is
reliant on the system characterization, which here is based on a stable system. These
topics are taken in next chapter.
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3.4 Summary
Through this chapter, the blob vortex simulations have been studied against various
test cases for a given set of parameters in section 3.2 and shown to converge broadly
for the plate in a translating crossflow (section 3.2.3 and 3.2.4.1)). Indeed, one con-
serves the broad flow features at least qualitatively to the flow parameters considered,
although there is an overestimation of the forces coefficient and an underestimation of
the Strouhal number. Nevertheless, section 3.2.3 has also presented some of the dif-
ficulties in adjusting properly the simulation parameters in order to obtain converged
results and the necessity for a high number of vortices.
The introduction of section 3.2.4 has explained the inadequacy of the Sarpkaya-like
code. Thus, any simulation made with a moving plate uses the code derived from
Spalart. Afterwards, using the same set of simulation parameters, the cases of the
vertically oscillating cylinder has shown that the Spalart simulation is able to repro-
duce a lock-in, albeit in a narrower band than for experimental results (section 3.2.4.2).
Finally, section 3.2.4.1 has mainly shown that the modified Spalart code behaves con-
sistently to other numerical 2D simulations. Again, it cannot be stressed enough that
for this kind of method, a proof of the convergence is difficult to establish for a given
set of parameters.
In the second part of this chapter in section 3.3, the case of the oscillating plate in
a uniformly translating crossflow has been studied through different cases after defining
some study parameters. The case of a plate allowed to oscillate in rotation with no
freeflow has been simulated in section 3.3.1 in order to assess the influence of the simu-
lation but also to investigate the flow reaction. It shows that though the flow dynamics
introduce some additional damping, the numerical simulation has been seen to also add
some further modifications. Namely there is introduction of a flow added mass which
diminishes f ∗n, as well as a nonlinear ξ
∗ which is dependent on the angular velocity of
the plate. Concerning the influence on ξ∗, the evolution is due not only to the flow
added mass but also the simulation effective viscosity. Other trials have shown that
non zero U∞ introduces further modifications to the flow/plate system.
Finally, the plate allowed to oscillate in rotation in a uniform translating crossflow
has be studied first considering the influence of the reduced damping (section 3.3.2.1).
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This section has shown that the spring damped plate reduced damping was not one of
the main parameters for the flow reaction within the range chosen and has rather shown
the influence of f ∗n. Then the reduced resonance frequency (section 3.3.2.2) has helped
assessed the behavior of the coupled flow/plate system. It has shown that variations
in 1/f ∗n mainly influence the frequency characteristics of the flow with a flow having
one or two harmonics while retaining a vortex-street flow regime. Therefore, not much
difficulty is expected in stabilizing the spring-damped ellipse angle using a fuzzy logic
controller. Although, it could be more problematic for the optimal controller, as the
controller implementation is reliant on the system characterization, which is based on
the plate in a uniformly translating crossflow in chapter 4.
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Plate and flow system modeling
4.1 Outline
Chapter 3 has shown in section 3.2 that the flow simulation converges broadly toward
the right parameters using different tests cases (fixed plate in a uniformly translating
crossflow, vertically oscillating cylinder in a crossflow, rotating plate in a translating
crossflow).
In particular for the fixed plate in a uniformly translating crossflow (section 3.2.3),
it has also enabled to remind of the behaviour of the forces coefficient as the angle of
attack rises. As the angle increases, the forces coefficient level and main harmonics are
influenced but their function in time remain quite similar from one angle to the other.
In sections 3.3.2.1 and 3.3.2.2, it has been shown that it was mainly f ∗n which was
influencing the simulation behaviour and that the flow forces coefficients presented a
rather consistent behaviour when f ∗n with mainly two harmonics in their spectrum. This
brings here to the flow/structure interaction.
The main aim in this chapter is to proceed to a flow identification in order to en-
able the control design especially for the classical and optimal controller in section 5.2.3
and 5.2.4. In section 4.2, an overview of the flow/structure interaction and modeling
is first provided to complement the data. Afterward, in section 4.3.1the strategy is
presented while the fuzzy logic theory is given in section 4.3.2. The general flow model
for a fixed plate at a given angle of attack is then described in section 4.3.5. Finally,
while section 4.3.6 provides the model for the spring damped plate, section 4.4 gives a
short study of the couple flow/plate properties.
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4.2 Introduction
Interactions between a flow and a moving bluff body are of interest because of the need
to understand and predict the behavior of such complex coupled systems. There are
many examples where such a need rises for structures with a circular or otherwise bluff
cross section such as a cable. The prediction of the behavior of such a structure is
hindered by the nonlinear nature of the flow around the bluff body, and the way it is
affected by the reaction of the structure.
Many studies involving interaction between an oscillating body and vortex shedding
have been achieved for the case of transverse oscillations of a 2D cylinder. Considering
a uniform flow, the cylinder is allowed only to move in the crosstream direction. The
motion of the body is modeled as a spring and viscous damper system. On the other
hand, little has been carried out on torsion reaction to the freestream flow, although in
some cases the flow induced moment on the body cross-section becomes non negligible.
Therefore this study involves the control of flow/structure vibrations along an axis of
rotation, with a body considered to be of infinite stiffness fixed on an axis with a tor-
sional spring and damping, as illustrated in figure 3.38. The plate was chosen (modeled
here as a thin ellipse) because in the case of a cylinder rotation, the moment mainly
derives from the skin friction (i.e. dependent on viscosity). Conversely, in the case of
the flat plate, the moment derives primarily from the pressure forces. As the pressure
is strongly related to the vortices strength, the interaction between shed vorticity and
body rotation is stronger than with the cylinder. This distinction between circular and
non circular bodies does not exist when considering the translational motion of a body.
Furthermore, the plate problem is much cleaner and less dependent on the Reynolds
number than the cylinder.
From section 3.3, the equation for the rotation of a two dimensional (2D) body is:
Jθ¨ + µθ˙ + kθ = M, (4.1)
with J the angular inertia of the body, µ the torsional damping, k the torsional spring
coefficient, and M the flow induced moment on the body. One advantage of the ellipse
is that when one uses b = a (cf figure 2.1) the ellipse becomes a cylinder, and conversely
when b  a the ellipse is similar to a flat plate. Thus, a large range of geometry is
available.
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In addition to the flow analysis in section 3.3, on the basis of equations (2.68) and
(2.31), it is possible to produce a qualitative analysis of the aerodynamic forces and
moments induced by a rotating body. With this algorithm, this means that in a steady
flow with constant incidence angle, if the thin ellipse rotates, at the next time step one
can expect a decrease in absolute value of the vorticity shed at one tip and an increase
at the other tip of about the same magnitude due to the rate of introduction of vorticity
mechanics described in sections 2.3.4.1 and observed in section 3.3.2.
Then using the different aerodynamic forces and moment formula, and, as a first step,
Blasius extended formula (equations (C.8) and (C.55)) and their subsequent develop-
ment (equations (C.28), (C.45), (C.49), (C.54) for the forces, and equations (C.59),
(C.60), (C.67) for the moment), one can deduce that the closer a shed blob vortex,
the more important it is to the force magnitude, and the same applies to the moment
magnitude; in other words the influence of a blob vortex decreases as the inverse of its
distance to the body surface. Also looking at Wu’s formula and especially to the forces
equation (2.65) (see also Appendix D), one can see that the rotation has no direct effect
on the forces, as the second term in the equation is null for a pure body rotation. This
result still holds for a translation combined with a rotation. In fact, only the aerody-
namic moment is directly influenced by a rotation, as can be deduced from the second
term in formula (2.66). These still hold for Spalart’s Formula as both are derivable
from one another.
Using these various formula and from the previous remarks, one can conclude that
at times just past the motion the forces do not change significantly, and the moment
shows much stronger variations than for a nonrotating plate because the rotation term
does not influence the aerodynamic forces formula as opposed to the moment. Con-
sequently, forces are influenced only by the change of flow pattern as the body moves
in the flow. However in the C code, this mechanism is limited by the fact that the
vorticity of the ellipse at low angular velocity is shed only from its tips, as opposed to
the Spalart code where the vorticity is shed uniformly from the body surface. A similar
analysis for a vertical motion of an ellipse at low angle of attack would reveal a similar
action on the vertical component of the force and thus an analogy can be drawn with
the moment introduction provided that one consider the wake as not too affected.
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The flow reactions to a bluff body motion can be predicted only with difficulty. As
little work exists for such an oscillation, extrapolation can be made from the vertical
oscillations of a cylinder in order to assess the approach used here. As emphasized by
Shiels (1998) [56], most studies attempt to obtain an analytical model of the behavior
of the resulting aerodynamic forces from the body motion. Therefore, attention has
focused on extracting models from experiments and simulations. Unfortunately, the
sheer number of spatial and dynamic parameters and the number of possible combina-
tion hinders the definition of a model usable for the prediction of flow characteristics.
In the case of the translational oscillation of a cylinder, some have tried to develop a
mathematical model for the wake prediction, as described in the review by Sarpkaya
(1979) [51]. However these are limited to a precise motion and for a precise geometry,
and cannot be used elsewhere.
One can distinguish two main approaches for the study of the coupled system. The
first one is characterized by using forced body motion to attempt to predict the behav-
ior of similar free-body motion. Forced motion can be a satisfactory way of evaluating
fluid-dynamic damping/excitation when the response of a system is periodic, however
with more complex response (modulated or transients occur) it is not satisfactory. In-
deed in that case, such an attempt is limited because it neglects the link between the
body motion and the flow dynamics.
The second approach, which is followed in the current work, is to directly study the cou-
pled fluid-structure system through experiments or simulations (through section 3.2.4
notably). Again, this limits the validity of the predictions to a specific configuration.
Indeed, the force and moment responses are particular to a motion type. This is visible
for example, if one looks at the extended Blasius’ theorem (Appendix C), where one can
see the effect on the force is different whether the motion is a translation or a rotation.
Of course, this is also dependent upon the body geometry and freeflow.
Using the latter methodology, Feng (1968) [18] described in a set of experiments the
behavior of the transverse oscillations of a cylinder for a given set of parameters at low
Reynolds number (Re ≈ 200). He found an hysterisis in the flow frequency depending
on the cylinder’s natural frequency as well as a lock-in phenomenon whereby the flow
frequency matches the natural frequency of the cylinder. Some explanations have been
proposed, for example by Sarpkaya 1979 [51], who suggested a mechanism where the
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vorticity at the tip exposed to the “leading edge” of the cylinder moving upwards be-
comes more important through velocity orientation and the cylinder proximity. In the
meantime, as the cylinder moves upward, the influence of the motion on the velocity di-
rection moves the upper separation point further downstream, and conversely the lower
separation points moves further upstream compared to a stationary cylinder. Finally,
he observed that the rates of vorticity at the lower and upper separation points do
not reach respectively their maximum and minimum simultaneously as for a stationary
cylinder.
Thus on the edge toward which the cylinder is moving, the vorticity shed in the flow be-
comes higher more quickly than on the other edge. Furthermore, the instantaneous net
circulation around the cylinder increases as a result of the motion. The net effect is that
the lift tends to synchronize with the cylinder motion. The absence of synchronization
is then said to come from intrinsic flow characteristics, for example a high fluid inertia
may damp the increase in the vorticity rate. However, Shiels (1998) [56] pointed out
that these results on the cylinder motion were only part of the parameter space, as il-
lustrated by the much wider range of cylinder response observed by Gharib et al (1997).
Early studies such as Hartlen and Currie (1970) [24] offer a mathematical model, using
for example a van der Pole-type oscillator. However, these are limited to the case of the
cylinder oscillation, and even then the model lacks generality for other types of flow.
Thus they fail to obtain the functional relationship between basic parameters which
could provide a better understanding of the phenomenon.
A slightly different approach was chosen in modeling the effect of a moving body, namely
a ’black-box’ model based on linearization of the aerodynamic moment, with additional
effects due to rotation and oscillation introduced through interpolation between differ-
ent linear models. These latter models being defined through identification methods.
This introduces complications in the model because it is difficult to assess the effect of
real time interpolation from one function to another as they evolve in time, all the more
since each function interacts differently with the body motion. This problem can be
overcome by choosing smooth functions of similar shape. Nevertheless, it is expected
that the use of different interpolation functions will help to generalize the method to
other kinds of flow. The idea is then simply to use the superposition of functions to
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predict the response from the flow and thus to predict oscillating behavior. This has
the advantage of breaking down the complicated physics into simpler more manageable
functions. This is somewhat similar to a Takagi-Sugeno or a gain-scheduling approach.
The main aim of this project is then to be not only able to assess the aerodynamic
effect of such oscillation on the crossflow, but also assess how a simplified flow model
(rather than the simulation) could help in designing a controller in order to control the
motion of the cylinder/ellipse. Therefore, using a simple linear flow model based for
example on the angle of attack, one can now use classical technics such as pole posi-
tioning or optimal controller theory in order to stabilize the plate. Such methods can
be compared to adaptive methods such as the model reference scheme.
As a last point, the use of a coupling between a controller implementation in Mat-
lab with the vortex simulation in C shall facilitate the validation and development of
the method. This enables to check directly the viability of the controller. Thanks to the
computing time due to the vortex simulation (with the Spalart code used in chapter 3),
the cost is minimal on modern computers. It avoids doing experiments, although the
precision is limited during the controller design phase by the number of interpolation
functions used by the simplified flow model.
It was thus planned to proceed as in figure 4.1 to develop the control, that is first
identify a model of the transfer function of the flow dynamic with the moment as an
output and the plate position as an input. Then, the controller development will be
continued. And, finally the link between Matlab and the flow simulation will be imple-
mented in order to assess the control validity.
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Figure 4.1: Plan for the system modeling
4.3 Flow model identification
4.3.1 Strategy for the identification
For this implementation, the emphasis is put chiefly on devising a model appro-
priate for the flow at steady angle of attack, and then on focusing on a flow about a
rotating plate. Nevertheless, the two objectives are not incompatible since for small
oscillation amplitude, around a fixed angle of attack one can consider the evolution
due to the oscillation to be caused by an additional unsteady term. Finally, the model
is to stay valid for a limited time period as it will be applied for the controller validation.
As the main aim of the controller is the stabilization of the plate, during a first step
the angle of attack α was chosen as the input for the signal, and the moment coefficient
Cm as an output. Of course, other input vectors are possible and could be desirable
considering the nature of the fuzzy logic box which for better efficiency demands for a
given input value, a unique output value (similarly to a bijective function). It means
that one must not attempt to model an hysterisis with a unique input and a unique
output. For instance, one could use the angle of attack as well as its derivative as
inputs if there is an hysterisis in Cm, depending upon whether the plate is pitching up
or down. Furthermore, the angle of attack is a very convenient variable because it is
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easy to extract and more representative of the state of the system compared to other
variables such as static pressure at given points, for example.
The signal is considered to be deterministic, i.e. without previous characterization
of the noise introduced by the simulation onto the response. Indeed, this noise depends
not only on the time step chosen for the simulation, but also on the angle of attack,
as the system is fundamentally nonlinear, thus impairing the characterization of the
signal. Given the model input and output, identification had to be done on the transfer
function characterizing the relationship between the Cm response to an angle input α.
Then the data from the simulation are used and the angle of attack function as input.
Obviously, the sampling time is taken as the timestep of the simulation. These data
are then used to obtain a frequency response through a fast Fourier transform (FFT)
of the signal. However, the frequency resolution is hindered by the sampling frequency.
As stated in the previous section, the intent is to use several base “blackbox” func-
tions, and then fuzzy logic boxes to interpolate them according to the system kinetic
state, keeping the angle of attack α as an input. In extracting the model one make
the assumption that there is a low angle oscillation, and thus it is acceptable to take
as base functions for the interpolation the transfer function from the input α to the
aerodynamic moment Cm at a given angle, so that Cm = f(α, t). Note that model non-
linearities can also be introduced through introduction of nonlinearities in the input,
which enables the flow model to be fully linear; however this is not sufficient in this
case where the model frequency response evolves depending on the angle of attack; e.g.
considering the output to be a sine function for a step input, then depending on the
end value of the step the frequency of the sine wave will change.
From the simulations results (section 3.2.3) and from Fage and Johansen’s (1927) [16]
experiments, it has been shown that for a flat plate in the range of angle of attack
45 to 90 degrees, the aerodynamic forces and moment magnitude and frequency are
dependent solely upon the angle of attack. The drag increases with the angle of attack,
and the lift decreases. The frequency increases with the angle of attack; however as
pointed out by Fage and Johansen (1927) it is mainly dependent on the projected area
“seen” by the freeflow, which is proportional to sin(α). Therefore, the system is non-
linear because the time and space scale of reference changes with the angle of attack.
Hence the idea of implementing an interpolation based on both Cm and the shedding
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frequency providing an interpolation not only in magnitude but also in frequency in
order to avoid simply having a superposition of the base functions mentioned above.
Figures 4.2 and 4.3 provides an illustration of such an interpolation for a simplified
case as well as a comparison with the magnitude interpolation alone. As an example,
y is denoted as the output of a process, x the input of a process and f the transfer
function of a process.
In figure 4.2, two transfer functions f1(x) and f2(x) are used which are actually process
output y models for constant inputs at two different levels x1 and x2 respectively. At
x1 and x2, the transfer function f1 and f2 produce the output Y1 and Y2 respectively.
Figure 4.2: Starting transfer functions for the magnitude and frequency interpolation
in figure 4.3.
Now in figure 4.3, a resulting output from these two transfer functions is given at xr.
Note that for simplicity sake, a constant input is used.
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Figure 4.3: Magnitude interpolation only compared to magnitude and frequency inter-
polation for a constant input xr. Functions f1 and f2 are presented in figure 4.2.
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Through this example has been applied for sine functions, it is possible to do the
same for a Cm model identification. Using such frequency interpolation, one can build
a simple Cm(α, t) model for a plate with a constant angle of attack at a low comput-
ing cost, and using only simulation data with a limited number of angle of attack (see
sections 4.3.4 and 4.3.5). That is to say, if one wants to obtain a model of the Cm
with steady angle of attack, the simplest would be to proceed using an interpolation
in magnitude of various Cm(α, t) model identified for a given angle of attack. In that
case, the number of angles of attack would be large in order to limit the influence of
the magnitude interpolation when α is at a value between two identified models. The
frequency interpolation then enables partially to raise this kind of issue.
In order to implement the frequency interpolation, one way would be for a given α,
such that α1 < α < α2 with αi the angle of attack of a given Cm,i model, to compute
the corresponding shedding frequency (which for a plate at steady angle is equivalent
to Cm main frequency), and then implement for the Cm,1 and Cm,2 models a change
of frequency such that they both have this desired frequency. The calculus used to
implement this change in the Cm models frequency is shown in section 4.3.3.
Remark that the frequency change mainly consists in a individual change of timescale
for the modeling transfer functions f1 and f2. It is possible here because each transfer
function can be seen as narrow band-pass filter, therefore the model dynamics can be
defined using a single frequency per transfer function. However, with more complex
motion, such model would no longer be appropriate. Because the main aim is to model
the resulting Cm for a stable plate, i.e. with small variation of the input, this modeling
is still applicable.
This mechanism of frequency adjustment can also be used to model a frequency lock-
in, as one only has to change the interpolation functions for the model frequency. As
a downside, it implies in return that one make extensive study across the parameter
space to be sure to accurately capture this phenomenon. It has then not been used here.
Here is not taken into account the transition part at the beginning of the simulation,
because in the case of the vortex method it is dependent upon the time step chosen.
Cm is not monitored over the entire simulation time, but only when the simulation sta-
bilizes, i.e. when T ∗ > 5.8 (using here T ∗ = T × a/U). For the Spalart code, this is the
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time required for the simulation to reach the vortex shedding, that is a quasi periodic
stationary state. Figure 4.4 illustrates the time range used.
Figure 4.4: Example of simulation time range retained
Additionally, the signal has had the mean value of Cm removed in order to ease the
identification of a basic transfer function.
Generally in this case (transfer function identification, deterministic signal, discrete
linear identification, parameterized model), identification is done by means of the ref-
erence model method. It consists basically of the minimization of an error criterion
formed from the output signals from the process and the reference model. The general
scheme of the method is shown in figure 4.5.
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Figure 4.5: General diagram for identification method (courtesy of G.Zwingelstein)
4.3.2 Fuzzy logic theory
It is not intended here to redevelop the fuzzy logic theory but simply to offer a quick
review of the method, and of its main governing principles. The main resources include
reference [41], Kosko [31], and Jenkins and Pasino [29] provides a good introduction on
the topic.
It is similar to an expert system, because it specifies a general behavior for the output
given an input and it is not a function. It is therefore much simpler to handle than a
nonlinear system, and is open to a broader variety of system characteristics. However,
it is ill adapted to be used in an algebraic loop as it cannot reproduce periodic behavior
from a constant input. It is thus not suited for modeling a system like the linear model
implemented in sections 4.3.4 and 4.3.5 for Cm(α, t), but it is ideal for prediction (for
example for some industrial process).
For prediction use in a control, the identification is achieved similarly to that for a
linear model except that the focus is on data-set identification: which input is associ-
ated with which output through which syntactical rules, rather than model parameters.
For example, consider a dataset A1 = [0 1] associated with input number 1: u1, a
dataset A2 = [0 1] associated with input number 2: u2, and a particular output value
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y1 of the output y. The value y1 is then associated with A1 and A2 such as that
(u1 ∈ A1)AND(u2 ∈ A2) ⇒ (y = yi). Identification thus consists of defining for each
input different datasets which cover their range of definition, the same procedure is
applied for the output. Simultaneously, the rules are defined to fit the output from
the input as effectively as possible. Note that there can be further complexities with
different weight for the rules, but usually it is not used for identification. The degree of
membership of an input (or output) to an associated dataset is defined by a member-
ship function. Before identification (or control design), the shape of these membership
function is generally fixed.
Using these notions, one can distinguish three major steps in a fuzzy system design:
• Fuzzification of the problem. This consists in the definition of a fuzzy dataset and
membership functions for the inputs as well as for the outputs.
• Inference using fuzzy rules. One establish these according to the degree of mem-
bership of the input to draw conclusions about the state of the output and its
degree of membership to a fuzzy dataset.
• Defuzzification. According to the degree of membership of the output to each
rule, one allocate one value to the control output.
4.3.2.1 Example of fuzzy logic implementation
As an example, consider the system with two inputs u1, u2 and one output y defined
in figure 4.6.
Figure 4.6: General example for fuzzy logic
Fuzzification: The first step is defining a domain for each variable. For instance, one
can consider u1 is bounded by the domain [−10, 10], and u2 by [−10, 10]. In the case
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of an error signal this could mean that above a certain error level, the system can no
longer be controlled. As for the output y, assume that the output remains within the
domain [−20, 20].
Then one must define membership functions, and a subset in each domain. For u1,
one can choose as membership functions triangle-type function, and three fuzzy sets:
• N : u1 is considered as negative, u1 ∈ [−10, 0]
• Z : u1 is considered as zero, u1 ∈ [−10, 10]
• P : u1 is considered as positive, u1 ∈ [0, 10]
The first input u1 fuzzy sets are illustrated in figure 4.7.
Figure 4.7: Fuzzy set for u1
As the membership functions represent the degree of membership corresponding to a
u1 value, their value (along the ordinate axis) is always within the range [0, 1]. This is
true for every membership function.
One can then proceed similarly for u2 and y, except for y where further sets VN and
VP are introduced for “very negative” and “very positive” cases (figure 4.8).
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Figure 4.8: Fuzzy set for u2 and y
Inference : Now one must establish the fuzzy rules mapping the inputs to the outputs
through their datasets. One can consider the signal u1 and u2 time derivative of u1, and
specify that y must follow the evolution of u1. In this simple case, one can establish
rules build on premises such as “IF (input 1 is in state A) AND (input 2 is in state
B) THEN (output state is C)” using intuitive reasoning such as “if u1 is positive and
increasing (u2 is positive) then y must be very positive”. One can then state:
1. if (u1 is N) AND (u2 is N) THEN (y is VN)
2. if ((u1 is N) AND (u2 is Z)) OR ((u1 is Z) AND (u2 is N)) THEN (y is N)
3. if ((u1 is Z) AND (u2 is Z) OR ((u1 is P) AND (u2 is N)) OR ((u1 is N) AND (u2
is P)) THEN (y is Z))
4. if ((u1 is P) AND (u2 is Z)) OR ((u1 is Z) AND (u2 is P)) THEN (y is P)
5. if (u1 is P) AND (u2 is P) THEN (y is VP)
Or one can draw the inference table for all these rules, which is clearer and serves as a
rules summary. As there are three states for u1 and three states for u2, then there are
nine cases as presented in figure 4.9.
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Figure 4.9: Example of inference table
There is not one unique way to apply the AND or OR operator, so one can use for
example the intuitive assumption that AND is the min operator, and OR is the max
operator. The THEN operator applies the result of the fuzzy rule to the consequent
of the rule through an implication operation; it can take several forms, the simplest
of which is the min operator. The consequent is the output dataset after the THEN
operation is applied. For example, for the second rule, the consequent would be the
dataset N after the THEN operator as illustrated in figure 4.10. There can be several
rules activated at once, to decide how to make the final “decision”. The aggregation
of the rules is achieved through the max operator.
To illustrate the use of these rules and how the operators are used, the inputs are
fixed at u1 = −6 and u2 = −2. Using the current example with u2 = −2, one see from
figure 4.8, that there are two states concerned : the set (u2 is N) and the set (u2 is
Z). If one use the value −2 to determine the degree of membership to one set with the
membership function defined in figure 4.8, one can see that the degree of membership
is thus:
• (u2 is N) : 0.21
• (u2 is Z) : 0.8
• (u2 is P) : 0
1To simplify one could say that when u2 = −2, u2 belongs at 20% to the set N, or that the statement
“u2 is N” is 20% true according to the current definition.
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Similarly proceed in the same manner for u1 = −6 using figure 4.7, the degree of
membership to each set is then:
• (u1 is N) : 0.6
• (u1 is Z) : 0.4
• (u1 is P) : 0
Using AND as the min operator, and OR as the max operator, the result of the second
rule is shown in figure 4.10. The degree of membership to the different statements are:
• ((u1 is N) AND (u2 is Z)) : min(0.6, 0.8) = 0.6
• ((u1 is Z) AND (u2 is N)) : min(0.4, 0.2) = 0.2
• ((u1 is N) AND (u2 is Z)) OR ((u1 is Z) AND (u2 is N)) : max(0.6, 0.2) = 0.62
Thus the ordinate of the set (y is N) is leveled at a value of 0.6 as shown in figure
4.10. The same inputs are applied to the other rules, and one can proceed with the
aggregation of the rules in figure 4.11.
Figure 4.10: Example of inference for one fuzzy rule
2Recall that means the second rule is 60% true according to the current definition.
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Figure 4.11: Results from all the fuzzy rules, and aggregation
Note that applying the fuzzy set notion to the output is related to the Mamdani
method [36], but there are other methods like the Sugeno method [58], where the output
is considered as a singleton or as a function of the input; see section 4.3.2.2 afterwards
for a comparison between these two methods.
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Defuzzification: Following the inference, the defuzzification consists of attributing a
real value to the surface attributed to the previous output. There are several methods of
defuzzification, but one of the most commonly used is that of the center of gravity. This
method implies simply the calculation of the center of gravity of the surface obtained,
and then taking the abscissa as the output as is illustrated in figure 4.12.
Figure 4.12: Defuzzification using the centroid method
Other methods exist, which are less computationally intensive. Among others, there
are:
• Bisector of the surface
• Maxima average
• Smallest maxima in absolute value
• Largest maxima in absolute value
The latest two methods have the advantage of having the lowest computational cost.
4.3.2.2 Sugeno and Mamdami method
During the preceding sections, the Mamdami method [36] was implicitly used to illus-
trate the fuzzy logic method. The main differences with the Sugeno method [58] lies in
the definition of the output variable and in the defuzzification method.
The fuzzification of the input variable remains the same as the Mamdami method.
One proceed in the same manner for the fuzzification of the outputs, i.e. definition
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of datasets for each variables. On the other hand, for the Sugeno method, instead of
defining membership functions for the outputs datasets, one use either a constant value
(singleton) independent of the input, or a linear combination of the input.
In the Sugeno method during the defuzzification, this output will be weight averaged
by its degree of membership to the inputs, each weight being determined by the fuzzy
rules. The weight determination therefore amounts to the implication operation. The
agregation being done through the weight-averaged output.
The advantages of the Sugeno Method are that it is:
• computationally efficient
• works well with linear techniques (e.g.., PID control)
• works well with optimization and adaptive techniques
• guaranteed continuity of the output surface
• well-suited to mathematical analysis
The advantages of the Mamdani Method include:
• intuitive
• widespread acceptance
• well-suited to human input
4.3.3 Model frequency change
As already stated in section 4.3.1, from the simulation results and from Fage and
Johansen’s (1927) [16] experiments for a flat plate in the range of angle of attack 45 to
90 degrees, one know that for a flat plate with a steady angle the shedding frequency is
mainly dependent upon the angle of attack, more precisely on the projected area “seen”
by the freeflow, which is proportional to sin(α).
Now remind that the general flow model is based on several black boxes which are
models of Cm taken at a given α. The shedding frequency being directly linked to the
Cm main frequency, the idea here is to implement an interpolation using not only the
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Cm model magnitude for a given α but also the shedding frequency in order to avoid
simply having a superposition of the base functions magnitude mentioned above such
as illustrated in the example shown in figure 4.3.
Through this example has been applied for sine functions, it is possible to do the same
for a Cm model identification. Using such frequency interpolation, one can build a sim-
ple Cm(α, t) model for a plate with a constant angle of attack at a low computing cost,
and using only simulation data with a limited number of angle of attack (see sections
4.3.4 and 4.3.5). That is to say one would use various Cm,i taken at a finite number of
angle of attack αi.
In order to implement the frequency interpolation, one way would be for a given α,
with α1 < α < α2, to first compute the corresponding shedding frequency (which for
a plate at steady angle is equivalent to Cm main frequency), and then implement for
the Cm,1 and Cm,2 models a change of frequency such that they both have this desired
Cm(α, t) frequency. In truth, it is not actually a model frequency change, but a change
of timescale for the identification model used, which produces a model close to a gain-
scheduling approach.
As the frequency has to be changed at will without impairing time continuity one
has several options :
1. A time varying function to adjust the new time scale to the previous one, i.e. use
t′ = f(t) t.
2. Consider the change of timescale to be sufficiently small so as to adjust directly
via a scalar k, such that t′ = k t.
The first implementation has the advantage that the time continuity of the simula-
tion is guaranteed; however as a side effect this implies that there are some further
dynamics introduced into the model. The second implementation has the advantage
of being immediate but there can be some discontinuity if one raise k too quickly. As
a further remark, as discrete systems are used here (section 4.3.4), if the delay of the
first implementation is smaller than the timestep, then it amounts to the same as the
second implementation. Conversely, if the timestep is large enough, one can consider
the second implementation as a linear adjustment of the timestep. Therefore, another
problem parallel to the choice of implementation is how small the delay and timestep
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should be.
For the delay, one can compare the transition duration in these models, in order to
set a value which is less than the transition period. Hence, first one has to determine
the minimum transition time, and from this find a reasonable delay for the timescale
change.
Eventually, provided that the delay is properly adjusted, the first solution seems to
be the most appropriate. Taking the Laplace transform (for causal system) of the
response yields
H(s) =
∫ ∞
0
h(t)e−stdt, (4.2)
where H(s) is the Laplace transform of h(t), s a complex variable, and t the time. If
one introduces now the new timescale t′ = f(t) t in this expression, one obtains
H ′(p) =
∫ ∞
0
h(t′)e−pt
′
dt′, (4.3)
or in terms of t:
H ′(p) =
∫ ∞
0
h(f(t)t)e−pf(t)t
dt′
dt
dt, (4.4)
which is difficult to develop from a single model H(s), apart from the special case where
f(t) = k, i.e. a constant.
An alternative is to use the fact that in state space form, the system can be written as
X˙ = A.X +B.U (4.5)
Y = C.X, (4.6)
with X the state vector, U the input vector, Y the output vector, A, B, C the system
matrices, and ˙ = d/dt. Then using the relationship t′ = f(t) t and the chain rules for
derivatives:
d
dt′
=
1
f˙ t+ f
d
dt
. (4.7)
Equation (4.5) becomes when one changes the timescale from t to t′:
1
f˙ t + f
X˙ = A.X +B.U, (4.8)
Y = C.X. (4.9)
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To smoothly modify the timescale while the model is running, a simple timescale change
function f was first chosen such that
f = k1(t− t0) + k0, (4.10)
where t0 is the time where the time change is begun, k0 is the timescale at time t0 and
k1 is the slope of the timescale change. The implementation is done using a Matlab
function, and then inserted in Simulink.
However, this implementation poses some difficulty as one has to choose at which speed
one want to modify the frequency, which essentially amounts to add another layer to
the model. At this point, remind that the identification is considering the Cm variation
according to α, and that this is an attempt to model the case of the continuous motion
of the plate in a flow. Therefore, α is smoothly varying, and so is the desired frequency
of the Cm model. Considering this remark, it was found to be sufficient to use as a
function f (with t′ = f(t) t):
f = k, (4.11)
which means in fact Cm(α, t
′) is used in Simulink, after having replaced t by t′ in the
identified model. To compute the new value of the timescale, consider that at the end
of the change of the timescale one obtains eventually t′ = k.t. To calculate k, the
frequency is taken as fo at the previous timestep of the periodic transfer function. Now
to change it to a new frequency f1 one then has to use k = fo/f1.
This brings further complications as the form chosen for the model was the ARX model,
which is a discrete state-space model. In Matlab/Simulink the ARX models are the sim-
plest form of a numerical model. They can be expressed for a SISO (Single Input Single
Output) model as:
y(t)+a1 y(t−1.ts)+ . . .+ana y(t−na.ts) = b1 u(t−1.ts)+ . . .+bnb u(t−(nk+nb−1).ts),
(4.12)
with y(t) the output, u(t) the input, ts the sampling time (as a numerical model is
described here). This equation relates the current output y(t) to a finite number of
past outputs y(t − k) and inputs u(t − k). na then represents the number of poles,
nb − 1 the number of zeros, and nk is a pure time delay in the system (similarly to a
dead time). Note that for identification purpose, the form of the ARX model is slightly
different as is shown in equation 4.14.
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It is then simple to proceed by converting the ARX model into continuous state-space
form, as it is easier and more intuitive to apply the timescale change in that case.
4.3.4 Basic linear model identification
As stated previously, each individual model is based on the flow simulation at a
steady angle, such that the input is the fixed angle at a given time step. For this, the
Spalart code was used, as it is quicker than the Sarpkaya-like method, with the following
parameters:
• Number of timesteps: 600.
• Freestream velocity: |−→U∞| = 0.72m.s−1.
• Ellipse half width: a = 0.1045m.
• Ellipse half thickness: b = a/20 (approximating a flat plate).
• Timestep: ∆t∗ = ∆t |−→U∞|/(2a) = 0.1.
• Inviscid flow.
These conditions worked well for simulating the steady rotating plate and considering
the resulting flow-induced moment. As for the choice of angle, as a first step a relatively
simple set was chosen between 45 and 90 degree: [45, 50, 60, 70, 80, 90]. Other values
could be chosen to improve the accuracy of the interpolation of the mean variation
of Cm, which is not linear. Only six increments were chosen because of a limitation
imposed by the fuzzy logic toolbox under Matlab. Note that fuzzy logic identification
was tested, and in such case the absolute limitation is seven inputs. The fuzzy model
would then encompass the six incidence angles plus as the seventh input the incidence
angle itself. Eventually, as explained in section 4.3.2, it was not possible to use this
method here.
Concerning the choice of the model structure, using the Matlab Identification toolbox,
a relatively simple one was chosen: the ARX model whose determination of parameters
is achieved through a least-square method. As a brief summary of the ARX model,
the general equation for a discrete linear system with input U and output Y with an
exterior disturbance E (taken as a white noise) is
A(z)Y (t) =
nu∑
i=1
[Bi(z)/Fi(z)] ui(t− nki) + [C(z)/D(z)]E(t), (4.13)
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where nu is the number of input, ui denotes the i
th input, nki is the delay associated to
the ith input, and A,Bi, C,D and Fi are polynomial in the shift operator z. The general
structure is defined by giving the time delays nk and the order of these polynomials
(A,Bi, Fi), as well as those related to the disturbance model (C,D). With the ARX
model, the equation is simplified as (similarly to the form of equation 4.12):
A(z)Y (t) = B(z)U(t− nk) + E(t). (4.14)
Another comparable alternative is the continuous-state-space model in innovations form
(or single source of error (SSOE) state space model):
X(t+ 1) = AX(t) +BU(t) +KE(t), (4.15)
Y (t) = CX(t) +DU(t) + E(t). (4.16)
After trials with the model structure at different angles the ARX model was eventually
chosen over others such as ARMAX (structure 4.13 with C 6= 1, D = 1), as there
seemed to be no need for a more sophisticated model for the disturbance. Furthermore,
in this case, the disturbance is linked to the modeling of the velocity field close to the
wall, so that effectively for the current simulation the external disturbance is linked to
the geometry, the vortex core radius, and the timestep. The main alternative would
then have been the state-space model, for it is more suitable to model multiple input,
and it is structurally easy to manipulate. Eventually, the simplest model was chosen,
i.e. the ARX with a least-square method option as first step, and the instrumental
variables option (iv under Matlab) method thereafter to refine the model.
Certain modifications were applied to the data in order to make the model more effi-
cient. To ease the ARX identification, the time-averaged value from the output signal
was used (this was not required for the input as it is constant). An anti-aliasing filter
was also used so as to limit spectral overlap due to the sampling. Finally, the time range
retained for the simulation was selected so as to avoid the artificial start-up transition
period of the simulation; this is especially important when the angle of attack is near
90 degrees. As the model is required only for a constant angle, there is less need in
this case for splitting the data in two sets (one for the evaluation of the system and
the other for the validation) as the input is always the same, and as the intermediary
Matlab flow model is aimed at being precise for constant angle.
For the validation the emphasis was put on the output by the model, compared to
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that from the simulation, regarding the frequency response and the time evolution.
The aim here is to obtain as close a match as possible with the simulation output, both
for the moment history and the power spectrum. This is because due to the noise,
it is difficult to have reliable phase information. This is also due to the limitation in
sampling time which must be equal to the simulation timestep. Nevertheless, having a
meaningful power spectrum is necessary for future integration with the plate dynamics.
Additionally, the ARX models identified are in general stable and have a faster decrease
in amplitude than for the actual flow simulation, thus limiting their validity in time.
For a given angle, the box-diagram of a model is presented in figure 4.13.
Figure 4.13: General linear model for the flow at a steady angle
For the validation, a FIT number was used which is provided by Matlab to see how
well the model represented the simulation on the time interval. It is defined by:
FIT = 100
[
1−
√ ∑N
i=1(Cm,i − Cma,i)2∑N
i=1(Cm,i −mean(Cm,i))2
]
, (4.17)
where Cm,i denotes the Cm value from the simulation at the i
th timestep, and Cma,i
the approximated Cm at the i
th timestep. It is effectively the percentage of the output
variations faithfully reproduced by the model.
The filter used to limit the effect of aliasing (or spectral overlap due to the sampling)
is a pass-band Butterworth filter of order five provided directly in its interface. The
first frequency is rejected in the low frequency range, here of order 10−2 Hz, in order
to have the filter act like a highpass filter; the second frequency is then a cutoff frequency.
In figures 4.14, 4.15, 4.16, the results are presented for the plate at fixed stationary
angles.
Etienne Sourdille 223
Numerical study of the fluid structure interaction for a flat plate in a transverse flow
Figure 4.14: Validation results for a plate with steady incidence angles α = 45, 50
degrees
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Figure 4.15: Validation results for a plate with steady incidence angles α = 60, 70
degrees
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Figure 4.16: Validation results for a plate with steady incidence angles α = 80, 90
degrees
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The models can be improved by raising the order of the ARX model, however the
high frequency part of the model then becomes erratic. Furthermore, this is an asymp-
totic improvement as it is limited in accuracy. For example, in the case of α = 50
degrees the FIT (equation (4.17)) with a sixth-order model was 67, whereas with order
36 the FIT becomes 74. Other models with more sophisticated treatment of the noise
did not fare better.
The other remark on the models is sometimes there is a “hump” on the model frequency
response amplitude diagram, which is partly due to the filter if the cutoff frequency is
too high and the sampling frequency too low. The sampling frequency can be expressed
as fsamp = 1/∆t and thus related to the timestep of the simulation, which is slightly
too large. Decreasing the timestep of the simulation changes the simulation output. As
for the cutoff frequency, it was kept high because at certain angles, it was impossible to
obtain a stable model otherwise. The main consequence of this hump is that the tran-
sient regime has some additional perturbations at frequency of order 10 Hz, however
they decrease rapidly after about 0.5 s. Furthermore, this does not have much effect on
the approximated output FIT value if one change the filter cutoff frequency.
As for the model frequency response phase, on average the model is behaving like a
classical non-minimal delay model, i.e the phase is following the slope of the amplitude
in the Bode plots (negative phase with a decreasing amplitude and conversely positive
phase with increasing amplitude).
To conclude, the general trend for every model is to act similarly to band-pass fil-
ter, albeit with an almost singular peak at a given frequency. This is not surprising
considering the quasi-sinusoidal aspect of the simulation output under a constant input.
4.3.5 Steady-angle flow model
So far, the model considered is purely linear and based on the oscillation amplitude.
For the global model, this simple interpolation considering the angle of two models is
not satisfactory because in this form it is tantamount to the addition of two sinusoids
of two different periods. Other nonlinearities have to be taken into account when the
plate is moving.
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The third implementation therefore consisted of using a global semi-linear model and
adjusting the frequency for the input (as presented in section in section 4.3.3). Using
fuzzy logic for interpolation in amplitude and to obtain base functions for the linear
models, it is possible easily to develop a model for the plate at fixed stationary an-
gles. To extract the frequency and mean function, look-up boxes were used which are
basically interpolants for the given fixed data. The global model for flow at steady
angles for α = [40; 90] degrees thus uses box model representation and is presented
in figure 4.17. The functions used in the box “frequency determination corresponding
to the angle” and “mean variation corresponding to the angle” are presented figure 4.18.
To avoid a phase problem when utilizing the different functions, a delay was added
to the models so that the beginning of the period of each model is the same. To in-
terpolate the model frequency fm, data were taken from the Spalart simulation. This
was done even though these data slightly differ from Fage and Johansen’s [16]; similar
behaviour was expected from Spalart’s simulation and the Sarpkaya simulation, since
both are vortex methods with the same boundary conditions and vortex elements (see
also section 3.2.3). As for the mean value mean(Cm), data were also taken from the
Spalart simulation. Both functions fm (α) and mean(Cm) (α) have been developed for
α between 45 and 90 degrees. In case α > 90o, the functions fm (α) (which is used
as the box “frequency determination corresponding to the angle” in figure 4.17) and
mean(Cm) (α) (which is used as the box “mean variation corresponding to the angle”
in figure 4.17) then extrapolates from the functions values given for α ≤ 90o. These
functions are shown in figure 4.18.
The fuzzy logic box is of Sugeno type and the input membership functions are de-
fined only for the angle of attack. An interpolation of the signals is implemented during
the simulation, hence in order to determine fuzzy rules only the angle of attack is
needed. Triangular functions are used to represent the membership functions of the
angle, except for the α = 45o and 90o functions for which z-shaped functions were used.
This is because in this case, these functions are the end functions for the angle domain.
The triangular function is a well-rounded function as it provides a smooth weighed
interpolation while being simpler to use than an exponential function.
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Figure 4.17: Global model for the plate at steady angles
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Figure 4.18: Frequency and mean interpolation function
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The membership functions for the angle are defined in figure 4.19. In this figure,
mf45 denotes the membership function of the input incidence angle α for the state-
ment “α is at 45 degrees”. ui designates the i
th input with u1 the angle input α, u2
the output from the linear model based on α = 45 degrees, u3 the output from the lin-
ear model based on α = 50 degrees, etc. The variable y is the output of the fuzzy model.
The fuzzy rules are defined as:
1. IF (u1 is mf45)[i.e. the angle is 45 degrees] THEN (y = u2)[the output is that of
the linear model at 45 degrees].
2. IF (u1 is mf50) THEN (y = u3).
3. IF (u1 is mf60) THEN (y = u4).
4. IF (u1 is mf70) THEN (y = u5).
5. IF (u1 is mf80) THEN (y = u6).
6. IF (u1 is mf90) THEN (y = u7).
The result is a model similar to the one obtained for steady angle discussed in section
4.3.4. However, at angles intermediate between the fixed values, one obtains an inter-
polation of the different linear models.
In order to compare the model and the flow simulation, the intermediary angle of
55 degrees was chosen, with the same conditions as those used for the identification of
the models (i.e. 600 timesteps, |−→U∞| = 0.72m.s−1, ∆t∗ = ∆t |−→U∞|/(2a) = 0.1, inviscid
flow). The simulation Cm and approximation Cma are compared in figure 4.20. Note
that the starting period of the flow simulation is not plotted in the figure.
A delay was also added to the approximated model so that the permanent regime
of both moment coefficients begins approximately at the same time. This adjustment
is necessary as the model has a different transition history, and is tuned to approximate
the permanent part of the simulation. As for the frequency response, the PSD was
plotted using a periodogram for the simulation and the model approximation in figure
4.21.
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Figure 4.19: Membership functions of α
The FIT value (cf equation 4.17) is 18, and the results are shown in table 4.1.
Simulation Model approximation
Mean value -0.0185 -0.0696
σ = 1
N
∑N
1 (fi −mean(fi))2 0.0757 0.0565
Maximum amplitude 0.454 0.3556
Minimum amplitude -0.5387 -0.436
Table 4.1: Output values comparison between simulation and steady plate
model for α = 65 degrees. Here N is the number of samples used.
The discrepancies between the simulation and approximated data are due to the flow
simulation taking some time to stabilize for this angle. This was not expected as the
simulation was tested for other angles and did not appear to have this kind of behav-
ior. Indeed (see section 3.3.2.1), the simulation Cm signal goes through roughly three
different regimes in amplitude and frequency. It takes place around the angle of attack
where the biggest change in Strouhal number occurs for the flow with the stationary
plate (α = 55 degrees corresponds to 0.31 rad/pi in figure 4.18(a)). Thus better results
are attained at α = 65 degrees for example where the FIT value is 67.
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It was chosen to keep this model as this problem arises mainly near a given angle. A
solution would be to increase the number of models, especially near this critical α; the
cost would be an increase of the complexity of the controller. Furthermore, as can be
seen from figure 4.21, the periodogram3 around the peak frequency is on average very
similar, which is what interests for the control design. The control has to be designed
so as to be robust enough to advert this problem.
3As in section 3.3.2.2, using numerical extraction of the power spectral density in Matlab, the
resulting PXX is always divided by the sampling frequency, that is the inverse of the sample time
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Figure 4.20: Comparison between simulation and steady plate model for α =
55 degrees, output history plot.
Figure 4.21: Comparison between simulation and steady plate model using a
periodogram. PXX is the power spectral density (PSD) of the signal x(t) or
–for this figure– Cm.
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4.3.6 Plate model and equations of motion
The nondimensional equation of motion for a spring-damped pivoting rigid el-
lipse, equation 3.23, is implemented using Simulink. This involves using the non-
dimensionalized timescale, t∗ = t
∣∣∣−→U∞∣∣∣ /L. Note that in order to specify initial condi-
tions, Simulink uses the state-space formulation of the system. Due to the simplicity of
the rotating plate system, this causes no problem.
The system description was chosen to be continuous, despite the vortex flow simu-
lation being considered as discrete by Simulink. This allows a different timestep for
the system simulation and the flow simulation; furthermore it is easier to define and
describe the plate spring/damping system this way.
This yields as state space equations for the spring damped plate system :
−→˙
X = A
−→
X +BU (4.18)
Y = C
−→
X, (4.19)
with
−→
X =
(
θ
θ˙
)
,
−→
Y = θ,
and A =
(
0 1
− k∗
J∗
−µ∗
J∗
)
, B =
(
0
1
J∗
)
, C =
(
1 0
)
.
The block-diagram Simulink representation of the system dynamics is presented in figure
4.22.
Figure 4.22: Plate dynamics model
For the plate density, the assumption is that the plate is either made of aluminium or
polystyrene in order to consider two extremes for the angular inertia (see section 4.4 for
the density values). Note that (as stated with equation 3.26) the ratio “plate to fluid
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density” per se is not the main parameters for the oscillations, but rather J ∗ to asses
the influence of the fluid added. The emphasis is put here on ρb/ρ because the same
kind of ellipse is kept throughout the study (except for section 3.2.4.1), however its use
would be abusive for a broader study. The parameters µ and k will be set to very low
values, so that one always has 0 ≤ ξ  √2/2 but keep a wide range for $n.
4.4 Coupled plate and flow characteristics
In order to provide an overview of the plate model coupled to the stationary plate
flow model, six cases are considered. As a basis, the natural frequency of the spring
damped plate $n is taken as equal to the predominant frequency in the Cm spectrum
for the flow simulation for a stationary plate at α = 60, so that there is a resonance
when α = 60 in the model; ξ is also fixed as equal to ξ = 0.01
√
2/2 to have very low
damping. The rest position of the spring (θ = 0) is then fixed at α = 50, α = 60 and
α = 70, i.e. the model considered is the plate placed at angles of attack of respectively
50, 60 and 70 degrees. To set the angular inertia of the plate, the density used are
those of aluminium and extruded polystyrene, that are respectively of ρb = 2700 kg/m
3
and ρb = 35 kg/m
3. The ellipse is assumed to be 20 to 1 (major axis twenty times the
length of the minor axis). This covers most of the situations to be coped with by the
controller, and enables to assess not only the influence of the inertia of the plate, but
also the behavior of the plate on the coupled system. Implicitly, the flow characteristics
are inherited of the flow simulation in chapter 3.
Note that the resonance obtained is artificial and results from the linear model of the
flow at steady angle. Therefore, it does not necessarily correspond to the behavior of
the true system, nor guarantee the control efficiency. Other nonlinearities are not taken
into account like possible variations in flow characteristics with high amplitude θ, or
with varying $n (see section 3.3.2.2); furthermore the flow damping is not represented
here. Again, the controller is to stabilize the plate so that the flow coupled with the
spring-damped plate behaves like a flow with a stationary plate.
P (s) is the Laplace transfer function of the plate with spring and damper, and F (s) the
transfer function of the flow system, and α is assumed to be constant, then the coupled
system transfer function G(s), which can be extracted from figure 5.1 will be:
G(s) =
P
1− F P . (4.20)
Etienne Sourdille 236
Numerical study of the fluid structure interaction for a flat plate in a transverse flow
P1 and P2 denote the plate transfer function corresponding to respectively polystyrene
and aluminium. Concerning the flow model, Fi denote the flow transfer function from
the linear model at α = i. Finally Gi,j designates the coupled model of the Pi plate
transfer function and the Fj flow transfer function.
The different transfer function are shown in figure 4.23, 4.24, 4.25, 4.26, 4.27 and 4.28
using Bode diagrams.
Etienne Sourdille 237
Numerical study of the fluid structure interaction for a flat plate in a transverse flow
Figure 4.23: Coupled plate and flow model Bode diagram at α = 50o using polystyrene
Etienne Sourdille 238
Numerical study of the fluid structure interaction for a flat plate in a transverse flow
Figure 4.24: Coupled plate and flow model Bode diagram at α = 50o using aluminium
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Figure 4.25: Coupled plate and flow model Bode diagram at α = 60o using polystyrene
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Figure 4.26: Coupled plate and flow model Bode diagram at α = 60o using aluminium
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Figure 4.27: Coupled plate and flow model Bode diagram at α = 70o using polystyrene
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Figure 4.28: Coupled plate and flow model Bode diagram at α = 70o using aluminium
At infinite frequency the resulting coupled system is similar to that of the conjugate
of the plate frequency characteristics. This means that now the system has non minimal
delay, and also that the frequency at infinity is well attenuated. However, one can see
that the transformation from discrete – the linear flow model was identified assuming
discrete systems – to continuous has not had an adverse effect on the model.
Although system stability is difficult to deduce using for example the transfer func-
tions in figures 4.27 and 4.28. Nevertheless, after computing the gain and phase margin
and plotting the Nyquist plot of F P in the conditions used in figures 4.27 and 4.28, the
system appears to be stable albeit with a very low phase margin of O(10−1) degrees.
This means that the system reaches a steady state after about two minutes. In every
other case the system is unstable. It appears that if the flow frequency is lower than
the plate frequency, the system is stable. This is mainly because the plate transfer
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function is of second order with a very low damping, and the flow frequency is above
$n. Thus the effect of coupling both systems is that there is a low value peak on the
global transfer function after $n, implying that the gain margin is positive, with a
positive phase margin. It is then obvious that a simple proportional controller is suffi-
cient to have a stable closed loop system, even though the phase margin is still very low.
There is also a predictable system tendency of being more influenced by the flow as
the inertia of the plate diminishes. But this effect is less important than that concern-
ing the angle. It is also clear from the figures that ξ has minimal influence on the final
system from a control point of view. Indeed, it would not change a system from stable
to unstable like a change of $n, and the problem remains within the same class. There-
fore it can be deduced that the influence of $n is dominant over that of the angular
inertia.
Because the linear flow model at a given angle is close to a pure oscillator, once this
model is inserted into the loop, it renders the system more difficult to control – although
some results can be obtained using root locus techniques.
One must also remember that using this system for analysis is only partially correct as
it evolves with changing θ, and thus is only true as long as the control sufficiently sta-
bilizes the system. Without this assumption, the system would be much more difficult
to characterize, making it impossible to use classical techniques. Finally, the system is
of rank zero, that is to say there is always a static error.
4.5 Summary
With this chapter, the difficulties in flow/structure modeling have first been outlined
in section 4.2. Then, section 4.3.1 has outlined the strategy for the design of the iden-
tified model namely a model based on the fixed plate in a crossflow at different angle
of attack. One linear model (whose identification is described in section 4.3.4) is used
per angle of attack, and the transition between the model is ensured through a fuzzy
logic controller (section 4.3.2) enabling magnitude and frequency interpolation (section
4.3.3) with an approach similar to gain-scheduling method.
The final model is presented in section 4.3.5 and shows that for a given angle of attack
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it manages to broadly reproduces the spectrum characteristics of the numerical simula-
tion which is essential for the controller design. Part of the problem could be overcome
by a better angle of attack distribution for the final model. This problem could also
attenuated by verifying the controller robustness after its design.
Finally, section 4.4 has shown the properties of such plate coupled with the simpli-
fied flow model. With such flow model, the reduced damping for the spring/damped
plate is of less importance, especially compared to the influence of the $n which is
a property similar to that observed in section 3.3. Otherwise, with a plate density of
ρb) = 1200 kg/m
3 the system would be stable on the long term, although the flow linear
model being close to that of a pure oscillator means that the coupled flow/plate system
would be difficult to control regarding the system dynamic. Nevertheless, one should
keep in mind the limit of this exercise as the flow model here is linear as opposed to the
physical system which evolves with changing θ, and thus is only broadly true as long
as the control sufficiently stabilizes the system.
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Coupled plate/flow system control
5.1 Outline
In chapter 4, the development of a flow model (section 4.3.5)based on the magnitude
and frequency interpolation (section 4.3.3) of several linear model. Each of this linear
model is based on the identification on the flow at a given angle of attack (section 4.3.4).
In section 4.4, a short study of this flow model has shown the properties of this flow
model coupled with the plate, the most important being the importance of $n, and the
fact that for ρb) = 1200 kg/m
3 the system is stable. The dynamic of the system is then
the most difficult part to control.
Analysis from the Spalart flow simulation for the oscillating plate in section 3.3 also
confirm this analysis. It has also shown that despite the inherent nonlinearity, the pa-
rameters did not affect wholly the forces coefficient as they retain a similar spectrum
within the parameter space considered.
In this chapter, first the control approach will be described in section 5.2.1 and then
the controller design objectives in section 5.2.2. Afterwards, after having proceeded to
the design of the controller, a comparison is given between a classical controller 5.2.3,
an optimal controller 5.2.4 –both similar to a Takagi-Sugeno controller– and a fuzzy
logic controller in section 5.2.5. Every controller were compared using a step input as
the test case and the steady angle flow model from section 4.3.5.
Finally, in the second par of the chapter (section 5.3), results are presented for the
different controller coupled with the Spalart flow simulation for three test cases. The
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first test case in section 5.4.1 aims at assessing the plate stabilizing for a given angle
of attack. The second in section 5.4.2.1 shows the response for a step-input type com-
mand. The last test case in section 5.4.2.2 submit the flow and controller to a sine input
with a sine frequency corresponding to the f ∗n of the spring/damped plate.
5.2 Control Development
The controller here is developed with a similar approach to the “model based de-
sign” used in the industry. That is to say, here the controller design is based on a
linear model of the physical process. The identification for the linear flow model has
been realized in section 4.3.5, and the model for the plate rotational motion has been
presented in section 4.3.6. In this section is thus presented the approach for the con-
troller design based on this flow and plate dynamic model. Section 5.2.1 presents the
general approach for the controller design, section 4.4 presents a small analysis of the
coupled flow and plate system based on the linear models. Sections 5.2.3, 5.2.4 and
5.2.5 present the results obtained using respectively classical design, an optimal con-
troller, and a fuzzy controller using these linear models for the plate and flow dynamics.
5.2.1 General approach for the control design
The aim of the controller is to control the angle of the system, for example in a
typical sequence: bring the plate into the desired position and keep it there. The
system is the plate coupled with the aerodynamic forces, and is thus based on equation
(3.14) with modification to account for the input from the controller:
J θ¨ + µ θ˙ + k θ = M(t) + Ca(t), (5.1)
where Ca is the torque coming from the actuator. This is a SISO system. The block
diagram of the plate/flow system is shown in figure 5.1.
Here θ is again the angular position of the plate from the rest position of the tor-
sion spring. This is because it is more sensible to use the plate position compared to
the spring rest position as opposed to the plate angle of attack α. Nonlinearities due to
high spring deflection value are not taken into account, and the plate is assumed to be
perfectly rigid with infinite stiffness. In figure 5.2, the full system is represented under
these conditions.
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The first approach was to implement a strategy similar to that used in aircraft con-
trol, that is to stabilize the plate such that it would be insensitive to perturbations.
However, the external flow perturbations considered in flight conditions are of the white-
noise type, or a delta function (for a gust). Furthermore, the aircraft is assumed to be
in steady flight condition whereas the plate is in stall. Therefore, the aircraft-control
analogy is ill adapted to this case, which involves periodic excitation bringing constantly
energy from outside the structure.
The closest analogy in aircraft control would be a flutter controller. But there, the
vibrations involved originate from structural flexibility as well as aerodynamic forces,
in contrast to the rigid plate assumed here. The same applies for flexural vibration
suppression control, some of which involves modal control (Ballas 1978 [4]).
Robust control applied to a nonlinear system can also be found, but Theolis 1994 [60]
points out its computational complexity. Aside from the complexity, a control where
the robustness is explicitly taken into account does not seem necessary as the measures
taken either directly from the simulation, or from the Simulink model from section 4.3.5,
are not very noisy.
As noted in the previous section, the resulting aerodynamic moment itself is nonlinear,
so that the plate coupled with the flow model is inherently nonlinear. Thus, comparison
is made here between three implementations. Firstly, because they sometimes provide
good first insight into the nature of the system, classical control techniques are consid-
ered.
The second is an a optimal based controller with α (or θ) as the control parameter.
Similar to the strategy outlined in section 4.3.5, a given set of fixed angles and design is
employed for each angle an optimal controller that is linearly interpolated for interme-
diary angles using a fuzzy box; this is an approach similar to the Takagi-Sugeno models.
Indeed, one can assume that if the plate is able to stay stable around a given angle –
with the controller maintaining the position – the system is close to a linear one at
that angle. Athans [3] emphasized that the Takagi-Sugeno model produces results that
were less satisfying than a gain-scheduling control for MIMO design, the main weak-
ness being that all mismatched control/systems (control specific to an angle applied to
a model based on another angle) are not guaranteed to be stable. However, he did not
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precise the exact kind of gain-scheduling design he used, nor does it appear clearly in
the proposed literature review in its debate [3].
The third implementation was a fuzzy-logic controller, which if prescribed for stabi-
lization and command, is much more appropriate for a nonlinear system. Its advantage
over adaptive or neural control lies in its implementation simplicity, as it does not re-
quire an extensive study of the system. However, it does not explicitly take into account
stability and robustness, and thus is mainly heuristic in nature. Remark that certain
method are using robust control parameters and methodology (the circle criterion for
example) in order to find optimized set for the membership functions (see Jenkins and
Pasino [29] for example).
Figure 5.1: Coupled plate and flow model
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Figure 5.2: Controller, Coupled plate and flow model
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5.2.2 Controller specifications
When specifying the controller properties, the goal was mainly to use specifications
compatible with the properties of the flow simulation when the controller is coupled with
the Spalart flow simulation as in section 5.3. This has stressed to take into account the
limitation due to the simulation timestep. Indeed, as presented in section 5.2.5 and
in section 4.3.4, the flow simulation can be taken as a discrete model with a sampling
frequency, whose internal variables are updated at the given simulation timestep.
It has been found that a large angular velocity can cause problems in equation (2.68),
and more generally it creates some singularities in the vorticity field as the body rotates
in the flow. Therefore a limitation must be placed on the magnitude of the angular ve-
locity. Due to a lack of time, it was not possible to quantify the limit angular velocity
compared to the timestep with flow simulation experiment. Instead, based on the sim-
ulation in section 3.2.4.1 the Rossby number Ro was used to define a limiting velocity.
First, Ro is taken here as Ro = |−→U∞|/(a ∗ Ω) = 2 with Ω = θ˙ the angular velocity as
the simulation has shown a coherent behavior with this parameter. Implicitly, it does
also limit the angular acceleration by imposing a limit velocity, but again it was not
possible to specify explicitly the angular acceleration due a lack of time. Another limi-
tation comes from the linear flow model, because the controller design uses the model
defined in section 4.3.5 which is limited to plate angle of 45 to 90 degrees. These two
limitations have mainly be used for the rise time specification.
To come back to the controller specifications, the performance criteria was chosen with
the objective of designing a motion control for the plate. Still, as both optimal control
techniques and fuzzy-logic control are to be used, the exact specifications for each cri-
teria are not always explicitly taken into account for the controller design. Thus, the
criteria stated here are objectives of the design rather than explicit specifications.
The criteria are:
• Minimal rise time tr, which is the time for the output value to go from 10% to
90% of the input with a step input. It should be chosen so that it is consistent
with the flow variables, i.e. mainly the simulation timestep. As seen in section
2.3.7, and section 3.3.2, the used timestep range is between ∆t∗ = 0.05 and
∆t∗ = 0.04 (see section 5.4). The maximum angle command intended to be used
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is ∆α = 10 degrees. Using the previous Ro definition and limit, it can be found
that tr = 0.17 a/U∞.
• Peak response in percent D%, which is the value of the first maximum with a step
input. The maximum peak must be of 1 degree, which since the largest value of
α in the range of the control is 90 degrees, corresponds to D% ≈ 1%.
• Minimal settling time t5%, which is defined as the time after which the output is
within 5 percent of the input value, assuming the whole system as stable with a
step input. Considering the specified peak response this is equivalent to twice the
rise time.
• Zero positioning error εp = 0.
• Zero velocity error εv = 0.
Other criteria arise in the case of classical control design, but they will not be detailed
here, since the classical control plays only a secondary, illustrative role in this study.
In order to quantify the power provided by the controller, the following formula was
used :
Pc(t) = Ca(t)× θ˙(t), (5.2)
with Pc the power (in W ) provided by the system, and Ca the torque provided by the
controller, θ˙ is the angular velocity. It is an expression of the instantaneous power
and with the controls used here, the power can be negative. Physically, it is similar
to the power used by an electrical engine using AC voltage, that is to say when the
power is negative it simply means that the engine is giving back stored energy to the
environment. To calculate an energy used by the control, the definition is used:
Ec(T1, T2) =
∫ T2
T1
[Pc(t)]
2dt, (5.3)
where Ec can be considered as the effective energy used by the controller between the
instant T1 and T2. Remark that this equivalent to writing:
Ec(T1, T2) =
|−→U∞|
L
×
∫ T ∗
2
T ∗
1
[Pc(t
∗)]2dt∗, (5.4)
That is to say Ec(T
∗
1 , T
∗
2 ) = (L/|
−→
U∞|)∗Ec(T1, T2). The average power Pa is then defined
as Pa(T1, T2) = Ec(T1, T2)/(T2 − T1). Another parameters which is useful is the signal
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analysis signal energy Es(T1, T2):
Es(T1, T2) =
∫ T2
T1
[Pc(t)]
2dt =
|−→U∞|
L
×
∫ T ∗
2
T ∗
1
[Pc(t
∗)]2dt∗, (5.5)
However, this is only partly related to the physical energy and hence removes part of
the physical meaning related to the power and energy, however it does provides some
insight regarding the power peak and the smoothness of the power curve.
To provide a wider scope for comparison it is useful to compare this value with the
incident flow power impinging on the plate of chord L which can be expressed by
Cp = (1/2)ρU
3
∞ L for a 2D plate. It is interesting to note the similarity with another
factor that could be used for dimensionalization by using (1/2)ρ(2a)2U2∞ (see equation
3.4) and U∞/a (in reference to the Rossby number). The number used is then similar
to the flow power provided by a moment applied to on ellipse tip, the factor can then
be written as (1/2)ρ(2a)2U2∞ × U∞/a = 2 ρ aU 3∞ = 2Cp. This lead us to the definition
to get a nondimensional power P ∗c , signal energy E
∗
s and energy E
∗
c :
P ∗c =
Pc
Cp
, (5.6)
E∗c (T
∗
1 , T
∗
2 ) =
∫ T ∗
2
T ∗
1
[P ∗c (t
∗)]2dt∗, (5.7)
E∗s (T
∗
1 , T
∗
2 ) =
∫ T ∗
2
T ∗
1
[P ∗c (t
∗)]2dt∗ (5.8)
For commodity reason, the intermediary definition for the energy is also used:
Ec,p(T1, T2) =
∫ T2
T1
[P ∗c (t)]
2dt, Es,p(T1, T2) =
∫ T2
T1
[P ∗c (t)]
2 (5.9)
Ec,p could be defined as the energy provided by the nondimensional power in real time,
the same is true for Es,p.
5.2.3 Classical control theory
Using the plate and flow system used in sections 4.3.5, 4.3.6 and presented in sec-
tion 4.4, trials were done with several methods: root locus, simple pole placement,
PI (Proportional Integral), PID (Proportional Integral Derivative), PI coupled with a
derivative feedback, and proportional controller. For those cases, Simulink was used
with the SISO design tool provided with Matlab.
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Other methods of pole placements, such as the model following, for example, are not
attempted here because they are equivalent to more modern optimal control techniques,
and Matlab functions are not available for these older techniques.
The robustness of the controller obtained is evaluated using the gain margin and the
phase margin. One could also use other methods involving sensitivity function (magni-
tude of 1/(1 + C(s).G(s)) with C(s) the control transfer function) magnitude plots to
assess the robustness of the method.
Considering the cases in section 4.4, the PI, and PID techniques were not sufficient
to ensure stability for each individual case. A typical classical root locus technique was
then used with one real pole, three real zeros and two integrators so as to ensure zero
position error, and zero velocity error. The different poles and zeros were not affected
by pole compensation, except for the resonance case. Because the final coupled system
was with non minimal delays, it was sometimes difficult to assess whether it was stable
or not considering only the Bode diagram, so that the root-locus diagram had also to
be used. Additional difficulties appeared when the Cm frequency corresponded to $n.
However, this turned out to be a side effect due to the Cm linear model. In most cases,
the sensitivity function plot was satisfactory. There remains however for future studies
the question of whether the control is physically reasonable, since the poles tend to be
rejected far away in frequency.
For one simplified closed loop system, that is a control and the coupled plate/flow
model described in section 4.4, one can then obtain:
• εp = 0 and εv = 0 due to the two integrators
• tr = O(10−2) s
• D% < 1%
• t5% = O(10−2) s
However, the relevance of these characteristics is difficult to assess as the coupled
plate/flow system is not linear, and since there remains the simulation of the full gain
scheduling option with the flow model used in section 4.3.5. Also refer to table 5.1 and
its comment at the end of the section for further result characterization.
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This flow model used the polystyrene plate parameter. Then as stated in section 5.2.1,
when using classical control techniques, the control used was similar to a Takagi-Sugeno
global controller; i.e. there are several linear controllers designed for each of the angles
of attack considered (50, 60 and 70 degrees here) which are afterwards linearly inter-
polated (no model frequency change described in section 4.3.3) using a fuzzy logic box.
The full control setup is shown in figure 5.3.
More precisely, each controller has thus been designed based on the flow model identi-
fication at a given angle used for the steady angle flow model in section 4.3.5. Every
controller have transfer functions with the same structure (rational function with order
3 polynomials). The controller interpolation was done using a similar technique to that
used for the steady flow model without the model frequency change. Like in section
4.3.5, a fuzzy logic box was used as an interpolation routine for the classical controller.
The different controllers are interpolated as a function of the angle of attack α. Note
that the “fuzzy box” in figure 5.3 is only the fuzzy logic box used for the interpolation.
It is totally different from the fuzzy controller used in section 5.2.5.
Afterwards, in order to test this controller, a control was designed and used for an
angle of 55 degrees and ρb = 35 kg/m
3/ 1 Afterwards, a step input of one degree was
applied as a reference signal. The full systems (control and coupled plate/flow system)
setup is given in figure 5.4. The results for the θ (theta in Simulink diagram) values
are presented in figure 5.5 for a step input of 10o at t = 5s, the error signal is plotted
in figure 5.6 and the resulting control signal u is illustrated in figure 5.7.
For the sake of precision, the control torque minus the torque required by the spring is
also plotted 5.8, in that case there is little difference compared to the other controller
case (in section 5.2.4 and 5.2.5). This is simply due to the calculus of k which requires
a value of ρb to obtain the correct $n, remember that the value used in the other case
for the simulation is ρb = 1200 to compare with ρb = 35 in this section. In order to
compare with result of section, the definition and parameters of section 5.4 are used as
well as the torque definition for Ce in equation 5.19.
1At the time of the thesis writing, is has not been possible to modify the control so as to take into
account the case ρ = 1200.
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Figure 5.3: Classical based, linear controller block diagram
Figure 5.4: Control and system closed loop block diagram for the classical
controller.
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Finally, the power divided by Cp (using the definition in section 5.2.2) is shown in
figure 5.9 so as to provide an estimate of the power used by the control in that case. A
result summary is provided in table 5.1
From figures 5.5 and 5.6, one can see that the control is successfully able to stabi-
lize the plate with a precision of roughly ± 0.0036o once the step has been passed which
is confirmed to the RMS value in table 5.1 when t > 5.2s. Astonishingly –considering
the RMS– the control precision seems better during the motion than when the plate
is stabilized, however this must be tempered because it is then close to the simulation
precision.
To complete the power plot (in figure 5.9), one should use table 5.1 in order to as-
sess the amount of power used, the energy and how the power is used.
time t (s)
t = [0, 30]s t = [0, 5]s t = [5, 5.2]s t = [5.2, 30]s
ErrorRMS
(in degree)
0.013383 0.002897 0.15785 0.0021883
−3.4228× 10−7 −619.54 3.0833× 10−5
Ec,p −619.54 5.52× 10−8% > 99% −4.98× 10−6%
P ∗a −20.651 −6.8457× 10−8 −2961.7 2.4877× 10−11
6.7539× 10−10 6.4785× 1011 6.1671× 10−10
Es,p 6.4785× 1011 1.04× 10−19% > 99% 9.52× 10−20%
Table 5.1: Summary of the control results for the classical controller. The
power and energy are calculated from the power divided by Cp and t (see
equations 5.6 and 5.9). The % are compared to the total energy. The rms is
the common RootMeanSquare formula.
Observe that the negative Ec,p and E
∗
c originate from the energy “given back” by the
coupled spring damped plate/flow to the system. Also remark the high Es,p and E
∗
s
values, this is not that surprising considering that the motion asked is precisely asking
for infinite power (the derivative would be a Dirac). Although the controller manages
to give good results regarding the precision , one should also consider the energy Es,p,
E∗s , Ec,p and E
∗
c and power during the motion (t = [5, 5; 2]s) as it shows that there is
large power peak during the motion and that much of the power is also coming from
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the spring as shown by the negative average power. As spring nonlinearities are not
implemented, it is difficult to assess the exact physical reaction of the system. It mainly
means that there would be here a physical limitation due to the physical environment
rather than the controller and that it may induce a lot of stress on the spring/damped
plate. Finally, remark that for stabilization (t < 5s and t > 5.2s), the power remain
remarkably low which seems normal as there is very little plate motion.
Incidentally, to provide a comparison regarding section 5.3, those values are also given
using t∗ in table 5.2.
Time t∗ using T ∗ = T × a/U and section 5.4.2 parameters
t∗ = [0, 103.4] t∗ = [0, 17.2] t∗ = [17.2, 17.9] t∗ = [17.9, 103.4]
−1.1803× 10−6 −2136.3 0.00010632
E∗c −2136.3 5.52× 10−8% > 99% −4.98× 10−6%
P ∗a −20.651 −6.8457× 10−8 −2961.7 2.4877× 10−11
2.3289× 10−9 2.234× 1012 2.1266× 10−9
E∗s 2.234× 1012 1.04× 10−19% > 99% 9.52× 10−20%
Table 5.2: Summary of the control results. The power and energy are calcu-
lated from the power divided by Cp and t
∗ (see equations 5.6). The % are
compared to the total energy. The rms is the common RootMeanSquare
formula.
It thus appears that at this angle, the system is stable and does comply with the speci-
fications, with tr = 1.25e
−4 s, D% = 0.18%, and no static error. In this particular case,
a single linear control is sufficient. However, it is not known if this controller would be
physically feasible, as it would be certainly requires to integrate explicitly an actuator
model.
Etienne Sourdille 258
Numerical study of the fluid structure interaction for a flat plate in a transverse flow
0 5 10 15 20 25 30
−2
0
2
4
6
8
10
12
Time (s)
θ 
(d
eg
re
e)
Output angle
Input angle
Figure 5.5: Output of the closed loop system for a step input for the classical
controller.
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(b) Close-up view of the error
Figure 5.6: Error of the closed loop system for a step input for the optimal
controller.
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(b) Close up of the control signal
Figure 5.7: Control signal evolution in time for the classical controller (the
vertical line is actually a control input peak due to the step input). Cf Ce
definition in eq. 5.19.
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(b) Close up of the control signal minus the torque due to the spring
Figure 5.8: Control signal evolution in time for the classical controller without
taking into account the torque due to the spring. Cf Ce definition in eq. 5.19
for the non-dimensionalization.
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(b) Close up of the power signal
Figure 5.9: Power signal evolution in time for the classical controller. The
power is divided by (1/2)ρU 3∞L
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5.2.4 Optimal control
As for the previous method, this is a Takagi-Sugeno control, but this time for each
angle of reference optimal control theory is used to design the control according to the
plate and flow models used in sections 4.3.5, 4.3.6 and presented in section 4.4. More
specifically, a LQR (Linear Quadratic Regulator) technique was used with an optimal
regulator and an estimator with full state feedback.
Using the separation principles, one first design the regulator:
U = Rc −KX, (5.10)
where U is the command signal, X the state signal, and both are vectors; K is the gain
matrix, and Rc the reference command signal, a column vector. In a SISO system, u
and r are a scalar and K a line vector. The LQR design simply consists of finding K
such that the criterion:
JLQR =
∫ ∞
0
X
′
(t)QX(t) + U
′
(t)RU(t)dt, (5.11)
is minimized, where (using for simplicity SISO system notation) x
′
(t)Qx(t) is the state
cost, and u
′
(t)Ru(t) the control cost. One call Q and R respectively the state and cost
penalty matrices. It was chosen to put Q in the form Q = λC
′
C with C defined in the
system under state-space form:
X˙ = AX +B U
Y = C X, (5.12)
where Y is the output signal. For SISO system, y is a scalar and C a line vector.
Therefore, Q = λC
′
C enables to write X
′
(t)QX(t) = λY
′
(t)Y (t). The choice was
made of norm(Q) > norm(R) because as the system is close to auto-oscillation and
also the plate/flow system can be unstable, the effort in terms of control of the output
is justified in order for the system to meet the specification.
The following estimator was used:
X˙e = AXe +B U + L (Y − Ye)
Ye = C Xe, (5.13)
where L is the selectable gain matrix. L was tuned such that the poles of the polynomial
Φ0(s) = det(I s − A + LC) are mapped to that of a Bessel polynomial scaled so that
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the dynamics of the estimator is faster than the system dynamics, i.e. the estimation
error is cancelled faster than the system dynamics. Note that when this method fails to
produce a useful estimator – it leads to a stiff compensator function –, a Kalman filter
was used to account for the fact that some noise is introduced in the true system. This
is represented by the formula:
X˙ = AX +B U +BW,
Y = C X + V , (5.14)
where W is the process noise, while V is the sensor noise; they are column vectors with
the same number of rows as respectively X and Y . Consequently, in a SISO system both
are scalars. Rw is noted as the covariance of W , and Rv as the covariance of V . Then
usually to produce a correct system, one needs Rw > Rv. This is because it produces a
high bandwidth estimator, thus the estimator dynamics are actually quicker than the
system dynamics. A side effect is that it assumes there is relatively little noise from
the output sensor, therefore the actual implementation may require some adjustments.
Nevertheless, the Kalman filter approach enables to easily design the estimator. There
are other methods for the design of an optimal estimator (see MacLean 1990 [38], MIT
course [28]), but it was not deemed necessary to consider them because the Kalman
filter approach lead to an acceptable design.
For the full compensator, use was made of an approach from the MIT [28]. The com-
pensator is then implemented using the formula:
X˙c = AcXc + LY +BNcRc.
U = −KXc +NcRc. (5.15)
with Xc the state variable of the controller which is a vector equivalent to Xc ≡ Xe, Ac
is a matrix equal to Ac = A− BK − LC, and Nc is designed so that
Y
R
, [C 0]

−
[
A −B.K
L.C Ac
]−1
[
B
B
]
Nc = 1. (5.16)
Such a design enables for a given model a zero steady-state error, and better tran-
sient characteristics (thanks to the elimination of the estimator dynamics). To have an
equivalence with the steady-state Cm model, the angles considered were: 45, 50, 60,
70, 80, and 90 degrees. Using the case with ρb = 35 from section 4.4 for each angle,
it was impossible to attain the D% criterion unless norm(Q)  norm(R). The εp = 0
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specification could be met, but εv = 0 cannot be matched exactly unless an integral
feedback is added. However, the other specifications were met.
Like the classical controller implementation in section 5.2.3, the control is similar to
a Takagi-Sugeno global controller to cover several angles of attack. There are several
linear controllers designed for each of the angles of attack considered (50, 60 and 70
degrees here) which are afterwards linearly interpolated (no model frequency change
described in section 4.3.3) using a fuzzy logic box. The fuzzy logic box (in figure 5.10)
is only used as an interpolation routine for the different optimal controllers and is dif-
ferent from the fuzzy controller used in section 5.2.5. The controllers are interpolated
as a function of the angle of attack α. Again, every controller have transfer functions
with the same structure. The control setup is illustrated in figure 5.10 and the full
setup (control and flow/plate model) is presented in figure 5.11.
To test the controller, a slightly different case was used compared to the previous
section in order to better compare these results with results in section 3.3.2 and 5.4.
Thus here the angle is of 55 degrees with a step input of 10 degrees and an intermediary
body density of ρb = 1200 kg/m
3. f ∗n was chosen as f
∗
n = Ss, which enables to have
the flow near the spring-damped plate resonance frequency even when the plate is kept
stable.
A short results summary is provided in tables 5.3 and 5.4. In order to provide a frame
for comparison with results of section 5.3, the table results using t∗ is also given in table
5.4. The results concerning θ values are shown in figure 5.12 for a step input of 10o
at t = 5s. Note the input angle (dash line in figure 5.12) representing the prescribed
angle, it is simply here for the sake of clarity. The error between the prescribed angle
output and the angle input is shown in figure 5.13.
The corresponding control signal u is presented in figure 5.14. To remove the con-
stant torque required by the spring, the controller torque minus the torque spring is
also plotted in 5.15. In order to compare with result of section, the definition and pa-
rameters from section 5.4 are used as well as the torque definition for Ce in equation 5.19.
Finally, the power divided by Cp is plotted in figure 5.16. Other trials with ρb = 35
kg/m3 have shown very similar results, in particular the residual oscillation visible in
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5.13 seems to be closely linked to the flow system rather than to the spring damped
plate.
Note the control signal peak in figure 5.14 and 5.15, this is actually due to the step
input, as there is no angular velocity limit here. In other words, the angular velocity
is at the time t = 5s of the step input: θ˙(t = 5s) = ∞. As the plate/flow system
is controlled with a torque input, theoretically an infinite amount of power would be
necessary for the angular motion. The reason why the peak is not strictly vertical and
does not go to infinity is because of the frequency bandwidth limitation of the controller
(similarly to a band-pass filter), and the plot resolution. This peak was thus expected.
Consequently, the −10o angular error in figure 5.13 peak simply represents the fact that
in contrast to the prescribed signal, the response is not instantaneous.
Once the influence from the spring is removed, the differences are most noticeable in
figures 5.14(b) and 5.15(b) where one can see the permanent torque due to the spring.
However it does not influence much the torque during the motion as it is only linked to
the plate position and not to the plate angular velocity. Hence its influence is somewhat
reduced in the current study.
One can remark a slight steady state error past the step input. Otherwise, the system
seems to have well followed the step. The rise time is tr = 0.05 s and D% ≈ 4%. Further
tests show that the system remains stable over 1600 seconds, although there remains
a small oscillation of amplitude of about ±0.02 degrees as well as a position error (or
steady state error) of −0.002 degrees. The remaining oscillations simply reflect the lin-
ear model used for the flow model which is close to a lightly damped harmonic oscillator.
Indeed, the compensator reduces the harmonic influence by using pole compensation,
but because the pole causing the harmonic is very lightly damped it is difficult to fully
compensate it hereby causing small oscillations but not affecting the system stability.
The position error is mainly a numerical effect as it is computed as an average over
the time range shown in figure 5.12. It is thus simply a consequence of the decreasing
oscillations.
When regarding tables 5.3 and 5.4, first considering the power P ∗a , it is considerably
reduced during the motion compared to the classical controller as well as the fuzzy
controller. Again, P ∗a is negative which denotes that the controller uses part of the
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spring. Also regarding Es (Es,p and E
∗
s ), it shows that there is less fluctuations in the
power which is somewhat more realistic than for the classical controller. The negative
power indicate is to be put in parallel to the torque plot and the peak torque observed.
It denotes that past the peak torque, the controller is mainly controlling the spring
provided by the spring rather than from the controller.
time t (s)
t = [0, 30]s t = [0, 5]s t = [5, 5.2]s t = [5.2, 30]s
ErrorRMS
(in degree)
0.29153 0.012034 3.5713 0.01047
−2.7365× 10−5 −0.20576 −6.5998× 10−5
Ec,p −0.20586
0.0133% > 99% 0.0321%
P ∗a −0.0068619 −5.4729× 10−6 −1.0307 −2.6612× 10−6
1.2338× 10−9 26.521 5.6513× 10−7
Es,p 26.521 4.65× 10−9% > 99% 2.13× 10−6%
Table 5.3: Summary of the control results for the optimal controller. The
power and energy are calculated from the power divided by Cp and t (see
equation 5.6 and 5.9). The % are compared to the total energy. The rms is
the common RootMeanSquare formula.
Now regarding the small remaining oscillations there are about 10 times larger than for
the classical controller. It is also visible if one consider the error RMS which is 0.01047o
compared to 0.0021883o for the classical controller (tables 5.3 and 5.2). It thus seems
at first that there is a tradeoff to be expected between the power used –instantaneous
but also the average power– and the precision.
As for the energy used during the motion (again using the power divided by Cp), one
obtain a total energy Ec,p of −0.206 and Es,p = 26.521 with an energy used between
t = 5 and t = 5.2 of more than 99% of the total energy. Past t = 5.2, Ec,p and
Es,p becomes both about O(10
−5). In that respect, the classical controller was a bit
more efficient for stabilization as the signal energy Es (Es,p and E
∗
s ) was much more
concentrated around t = [5, 5.2]s. It is nevertheless difficult to judge due to the huge
power peak in this range which impairs artificially the calculus (the ratio comes close
to the machine precision). As for the classical controller, the average power Pa used for
stabilization remains very small compared to Cp.
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Time t∗ using T ∗ = T × a/U and section 5.4.2 parameters
t∗ = [0, 103.4] t∗ = [0, 17.2] t∗ = [17.2, 17.9] t∗ = [17.9, 103.4]
−9.4361× 10−5 −0.70953 −0.00022758
E∗c −0.70985 0.0133% > 99% 0.0321%
P ∗a −0.0068619 −5.4729× 10−6 −1.0307 −2.6612× 10−6
4.2546× 10−9 91.45 1.9487× 10−6
E∗s 91.45 4.65× 10−9% > 99% 2.13× 10−6%
Table 5.4: Summary of the control results. The power and energy are cal-
culated from the power divided by Cp and t
∗ (see equation 5.6). The % are
compared to the total energy. The rms is the common RootMeanSquare
formula.
Like the fuzzy logic controller, it is difficult here to assess fully the stability and robust-
ness of the controller shown in figure 5.10 as the control law is effectively the weighed
mean value of two controller outputs because of the interpolation. This means that the
full controller does not take into account the variation in frequency of the plate/flow
model or the effect of transition from one compensator model 2 to another within the
controller (figure 5.11). Nonetheless, as for the flow model (figure 4.17), the transition
from one compensator to another is done smoothly. Furthermore, all the flow models
are based on a lightly damped harmonic oscillator, thus the compensators are all based
on the same kind of regulator, that is a combination of a “lead” compensator and pole
compensation at the harmonic frequency. It is then reasonable to assume that the
nonlinearities will have reduced influence on the system stability, and that it will more
likely affect the system performance such as the remaining oscillation amplitude or the
rise time. Comparison tests over 1600 seconds with step input of 10 and 30 degrees
for different initial angles and angular velocity have shown that this idealized system
remains stables over different conditions.
This approach is similar to the Takagi-Sugeno models – use of multiple linear mod-
els and weighed means to determine the output – and leads to results less satisfying
than when using gain scheduling (see section 5.2.1 and Athans [3]). Usually for a gain-
scheduling controller, one usually adjust the different parameters of the controller, that
2The compensator model is actually the name of the individual controller in figure 5.10.
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is to say for example for a controller of the form :
G(s) = Kc
(
1 +
1
Ti s
+ Td s
)
, (5.17)
where Kc, Ti, and Td are the parameters of a classical PID controller, Kc(x), Ti(x), and
Td(x) would be adjusted according to a variable x adapted to the controlled system. In
the current case, such a variable would be α for example. Now, for a Takagi-Sugeno
controller, one do not adjust the controller output but interpolate the output magnitude
considering a variable x adapted to the controlled system. Thus, such an implemen-
tation neglects the variation in frequency or the variation of the natural mode of the
controlled system. A remedy would be to modify the timescale, i.e apply the mod-
ification described in section 4.3.3 to the compensator system matrices described in
equation 5.15 in order to try to follow the frequency evolution. Remark that this would
then be equivalent to gain scheduling method. As the focus is on the fuzzy control, the
frequency change feature was not implemented for the full controller (figure 5.10).
Figure 5.10: Optimal, linear controller block diagram
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Figure 5.11: Control and system closed loop block diagram for the optimal
controller.
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Figure 5.12: Output of the closed loop system for a step input for the optimal
controller.
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Figure 5.13: Error of the closed loop system for a step input for the optimal
controller.
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Figure 5.14: Control signal evolution in time for the optimal controller (the
vertical line is actually a control input peak due to the step input). Cf Ce
definition in eq. 5.19.
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(b) Close up of the control signal minus the torque due to the spring
Figure 5.15: Control signal evolution in time for the optimal controller without
taking into account the torque due to the spring. Cf Ce definition in eq. 5.19
for the non-dimensionalization.
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Figure 5.16: Power signal evolution in time for the optimal controller. The
power is divided by (1/2)ρU 3∞L
Etienne Sourdille 275
Numerical study of the fluid structure interaction for a flat plate in a transverse flow
5.2.5 Fuzzy logic controller
For the general principle linked to the fuzzy logic controller implementation, readers
are referred to the overview given in section 4.3.2. As in section 5.2.4, the fuzzy logic
controller has been developed according to the plate and flow models used in sections
4.3.5, 4.3.6 and shown in section 4.4. The general structure used here is presented in the
example section 4.3.2.1, as well as a typical set of rules [41], although some adjustments
were made on the output value. The number of the fuzzy set was increased for better
precision. In fact, it is similar to the fuzzy controller presented in section 4.3.2.1, and
the main difference is that the Sugeno method is used here instead of the Mamdami
method. The two method uses different defuzzification methods, and section 4.3.2.2
provides a general comparison. Later in the section, an example is provided of how the
fuzzy controller implement the output to be compared with the Mamdami example in
section 4.3.2.1.
The fuzzy controller involves two inputs, the error signal e, and the error signal deriva-
tive e˙, and one output Ca. The membership functions for e (in Matlab diagram, it is
named “error”) are composed of three membership functions:
• negative: triangular function, parameters : [-10;-5;0] ([beginning;middle;end]).
• zero: triangular function, [-0.01;0;0.01].
• positive: triangular function, parameters : [0;5;10].
The membership functions for e˙ (in Matlab diagram, it is named “derror”) are composed
of three membership functions:
• negative: trapezoidal function, parameters : [-17189;-11459;-229;0] ([beginning;beginning
of the flat part;end of the flat part;end]).
• zero: triangular function, [-57;0;57].
• positive: trapezoidal function, parameters : [0;229;11459;17189].
Note that the membership function parameters of e and e˙ are respectively in units of
degrees and degrees/s. Their representation is shown in figure 5.17.
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Figure 5.17: Membership functions of the input
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The membership functions for Ca (the Matlab name is Ca) are composed of five
constants:
• V N (Very Negative): -300.
• N (Negative): -150.
• A (Average): 0.
• P (Positive): 150.
• V P (Very Positive): 300.
The inference table is represented in figure 5.18.
Figure 5.18: Inference table for the fuzzy control
Note that every output in the inference table is the result of an “AND” rule that is to
say there are nine rules. To illustrate the table one these rules can be specified as:
1. if (e is N) AND (e˙ is N) THEN (Ca is VN)
The inference is done using the min operator for the “AND” and the max operator for
the “OR”. It is otherwise done in the same manner as in section 4.3.2.1. That is to say,
using the simple example where e = −2.5 and e˙ = −229 the degree of membership is
thus for e using figure 5.17(a):
• (e is N) : 0.5
• (e is Z) : 0
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• (e is P) : 0
One can proceed in the same manner for e˙ using figure 5.17(b), the degree of membership
to each set is :
• (e˙ is N) : 1
• (e˙ is Z) : 0
• (e˙ is P) : 0
Therefore, every rule produce a zero result using the min operator except the rule “if
(e is N) AND (e˙ is N) THEN (Ca is VN)” which gives min(0.5, 1) = 0.5. This is the
degree of membership to the result “Ca is VN”. Remind that the result V N is asso-
ciated to the constant value −300, thus the output of this rule is 0.5 ∗ V N = −150,
and the output for every other rule is 0. The defuzzification is much simpler than
for the Mamdami method, and consists simply in adding every rule output. With
this example, it leads for the global output Ca of this fuzzy controller to the result :
Ca = −150 + 0 + 0 + 0 + 0 + 0 + 0 + 0 + 0 = −150.
This design is ideally suited for stabilization and can be adapted to a wide variety
of plate and flow conditions. Nevertheless, these current membership function albeit
leading to a stable has shown small remaining auto-oscillation as well as a very high
computing time which is actually due to those remaining oscillations. This problem
has prompted to use relaxed fuzzy sets which will use for the trial with the true flow
simulation, these sets are:
• negative : triangular function, parameters : [-91;-45;0] ([beginning;middle;end]).
• zero : triangular function, parameters : [-1;0;1].
• positive : triangular function, parameters : [0;45;91].
As for e˙, there are now three triangular membership functions:
• negative : triangular function, parameters : [-916;-458;0]
• zero : triangular function, parameters : [-114;0;114].
• positive : triangular function, parameters : [0;458;916]
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This helps to reduce the computing time with a minimal loss regarding the performance.
Otherwise, The fuzzy control was used in the same conditions as in section 5.2.4 and
tested it at α = 55 degrees and with f ∗n = Ss. The control setup is given in figure
5.19. The results concerning θ are presented in figure 5.20 for a step input at t = 5s.
A comparison between the error from the optimal controller versus the error from the
fuzzy controller is shown in figure 5.21 while the error signal (difference between the
prescribed angle output and the angle input) is presented in figure 5.22. The control
signal u is shown in figure 5.23. Again, the controller torque minus the torque spring
is plotted in 5.16. In order to compare with result of section, the definition and pa-
rameters from section 5.4 are used as well as the torque definition for Ce in equation 5.19.
Lastly, figure 5.25 shows the power divided by Cp. A short result summary was also
provided in table 5.5 (to compare with table 5.3). Again, to provide a frame for com-
parison with results of section 5.3, the table results using t∗ is also given in table 5.6.
Note that in tables 5.5 and 5.6, the results used were those resulting from simulations
with a relative calculus precision of 10−6 which are the results in figure 5.27. Further
precision on this subject in later paragraph. Similarly to the optimal controller, trials
with ρb = 35 kg/m
3 have been conducted leading to results similar to the case ρb = 1200
kg/m3.
Further tests have shown that the system remains stable even for large simulation
time. The performance is given by tr = 0.0653, D% = 0.0114%. Regarding the D%,
one should temper this better value compared to both the classical controller and the
optimal controller, using the root mean square of the error in the range t = [5, 5.2]
(tables 5.1, 5.3 and 5.5) one obtain (in term of % of 10o) :
• fuzzy controller : 37.8%
• fuzzy controller with higher calculus precision : 38.3%
• optimal controller : 35.7%
• classical controller : 1.5%
Overall, the motion precision is a little better with the optimal controller. A compari-
son between the two controller error is given in figure 5.21, it shows that the maximum
difference is of −2.5o and that both control are equivalent past t ' 5.6. Note also that
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if the optimal controller is slightly faster it tends to overshoot as well.
Like the optimal controller in section 5.2.4, there are remaining oscillations of amplitude
of about O(10−3) degrees, and a mean position error (which is also called permanent
error) is of O(10−4) degrees. Other plate parameters have led to similar results, so that
for this problem the fuzzy control has proven to be the most versatile of the controls
considered and the easiest to design. On the downside is the fact that with Matlab the
computational cost is higher than for a linear system. Furthermore, there is no way
other than trial and error to measure the robustness and stability of the control, if one
does not want to use model based parameters. Nonetheless, some method do exists (see
Jenkins and Pasino [29]) based for example on robust control design methodology.
One can see in the torque plots (figure 5.23 and in particular figure 5.24), that there are
still some small oscillations remaining after the motion was set. This is interesting as
it shows again that the effect of too tight input fuzzy sets. Indeed, this effect combined
with a relaxed calculus precision (the parameter for relative precision was 10−3)lead to
a system which tends to create some very small auto-oscillations. Although not visible
due to the scale, these auto-oscillation are also present for the angular velocity. This
can be remedied under Simulink by choosing a tighter relative precision.
Figures 5.26 and 5.27 shows the result with a relative calculus of 10−6. The order
of magnitude for both variables has not been regarding the maximum limits. The per-
formance is now given by tr = 0.072, and D% = 0.011%. From the torque plot in figure
5.26(b) one can see there is no longer any oscillations in the Torque signal. Due to
the tighter precision, the calculus is slightly longer for on timestep but the smoother
evolution makes up for this effect. This shows the sensitivity of the fuzzy controller to
numerical effect as no effect due to the calculus is visible with the optimal control.
Similarly to the optimal control case, note the peaks in the control input in figures
5.23, 5.24, 5.26(b), the error signal 5.22 and the power signal 5.25. Again, it is due
to the step input, which means that at some point the angular derivative is infinite.
Because of the fuzzy-logic control intrinsic characteristics, the system is “out of con-
trol” for a limited time, about 0.01 second. This time is dependent upon the simulation
timestep used so that it is difficult to assess the period for which an actual system would
go outside the boundary of the membership functions.
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Turning now to the power analysis in figure 5.25 and 5.27, the instantaneous power is
higher during the motion, afterwards it becomes much lower. Once the plate position is
stabilized, it is in the worst case in figure 5.25 about half those of the optimal controller,
and it is better with improved calculus precision 5.25. There however higher than for
the classical controller. It is hard to explain why there is a discrepancy past t = 5.2s,
and why one find 2.21% regarding the total energy. But as the total motion energy Ec
(Ec,p and E
∗
c ) is about ten times lower (in absolute value) than the total energy Ec of
the optimal controller, it can be conjectured that it is simply a numerical effect.
Turning to tables 5.5 and 5.6, one can see now that the average power during each
phase of the simulation (before, during and after the motion)is now positive although
the precision during plate stabilization and during the motion remains comparable to
the optimal controller (about ten times better for the motion). Before and after the
plate motion, if the power P ∗a and energy Ec (Ec,p and E
∗
c ) remain positive, they are
however at very low values so that the distinction is difficult with the calculus precision.
Looking now at Es (Es,p and E
∗
s ), it shows that the power has higher peak than for the
optimal controller, and that almost every peak is concentrated during the motion.
time t (s)
t = [0, 30]s t = [0, 5]s t = [5, 5.2]s t = [5.2, 30]s
ErrorRMS
(in degree)
0.31335 0.0010297 3.8335 0.0055909
−3.4598× 10−6 0.013265 0.00029917
Ec,p 0.013561 −0.0255% 97.8% 2.21%
P ∗a 0.00045203 −6.9195× 10−7 0.066196 1.2064× 10−5
9.1971× 10−12 151.12 4.6885× 10−7
Es,p 151.12 6.09× 10−12% > 99% 3.1× 10−7%
Table 5.5: Summary of the control results for the fuzzy logic controller. The
power and energy are calculated from the power divided by Cp and t (see
equation 5.6 and 5.9). The % are compared to the total energy. The rms is
the common RootMeanSquare formula.
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Time t∗ using T ∗ = T × a/U and section 5.4.2 parameters
t∗ = [0, 103.4] t∗ = [0, 17.2] t∗ = [17.2, 17.9] t∗ = [17.9, 103.4]
−1.193× 10−5 0.045742 0.0010316
E∗c 0.046761 −0.0255% 97.8% 2.21%
P ∗a 0.00045203 −6.9195× 10−7 0.066196 1.2064× 10−5
3.1714× 10−11 521.12 1.6167× 10−6
E∗s 521.12 6.09× 10−12% > 99% 3.1× 10−7%
Table 5.6: Summary of the control results for the fuzzy logic controller. The
power and energy are calculated from the power divided by Cp and t
∗ (see
equation 5.6). The % are compared to the total energy. The rms is the
common RootMeanSquare formula.
Despite the higher energy used during the motion by the fuzzy logic controller, the
optimal controller has a higher tr compared to the fuzzy controller, nonetheless the
precision during the motion remains comparable between the two controllers even if the
optimal controller is slightly faster. The higher energy Ec (Ec,p and E
∗
c ) of the fuzzy
logic controller can be justified by the better D%, even though the response time tr and
error RMS are comparable between the optimal controller. Overall, it tends to indicate
that the optimal controller follows more quickly the motion but with less precision. Past
the motion, the fuzzy is then comparable as it ensures a similar precision –even a bit
better with half the optimal controller value– with a similar power.
This analysis shows that the fuzzy logic controller is more power consuming than
the optimal controller. It must be pondered though by several facts, first of all the
range t = [5, 5.2]s has been chosen regarding the optimal controller fluctuation past the
motion. A more appropriate range for the fuzzy logic controller would have been to
decompose this set into several sets. Secondly, this case is not favorable to the fuzzy
controller as it is relatively “out of control” at the start of motion (as seen in a previous
paragraph). The resulting peak visible in the torque plot (figure 5.23) is thus a by prod-
uct of a failure mode than truly a control torque. It would thus be interesting to push
the parameter regarding the derror fuzzy sets negative and positive. The simulation
cases in section 5.4.2 would also be a better reflection of physical system. Finally, the
fuzzy logic controller is more versatile as it does not need to be changed for a range
of f ∗n whereas the optimal controller has been designed with particular spring/damped
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plate parameters.
Thus for the fuzzy controller, there seems to be a tradeoff in power compared to the
optimal controller where the tr is degraded as well as the motion precision, albeit to a
lesser extent, in favor of the precision and efficiency of the stabilized state of the plate.
Maybe a better optimization of the fuzzy sets would help overcome this problem and
further experiments would be required as well as a wider exploration of the parameter
space.
Figure 5.19: Control and system closed loop block diagram for the fuzzy logic
controller.
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Figure 5.20: Output of the closed loop system for a step input for the fuzzy
logic controller.
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Figure 5.21: Error from the optimal controller minus the error from the fuzzy
controller with relative calculus precision of 10−6.
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(b) Close-up view of the error
Figure 5.22: Error of the closed loop system for a step input for the fuzzy logic
controller.
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(b) Close up of the control signal
Figure 5.23: Control signal evolution in time for the fuzzy logic controller (the
vertical line is actually a control input peak due to the step input). Cf Ce
definition in eq. 5.19.
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(b) Close up of the control signal minus the torque due to the spring
Figure 5.24: Control signal evolution in time for the fuzzy logic controller
without taking into account the torque due to the spring. Cf Ce definition in
eq. 5.19 for the non-dimensionalization.
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(b) Close up of the power signal
Figure 5.25: Power signal evolution in time for the fuzzy controller. The power
is divided by (1/2)ρU 3∞L
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(b) Close up of the control signal minus the torque due to the spring
Figure 5.26: Control signal and angular error evolution in time for the fuzzy
logic controller with relative calculus precision of 10−6. Cf Ce definition in eq.
5.19 for the non-dimensionalization.
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Figure 5.27: Power signal evolution in time for the fuzzy controller with relative
calculus precision of 10−6. The power is divided by (1/2)ρU 3∞L.
5.3 Integrated Controller/Flow simulation
5.3.1 Using the Matlab interface
The Matlab/C interface for the vortex simulation has been successfully implemented.
It has been implemented in two ways, one function being fully compiled under Matlab,
while the other goes through an intermediary Matlab function (it is easier to change
the parameter entries for the latter).
Due to the fact that the flow simulation only gives data at given time steps independent
of the Matlab simulation, it has been decided to interpret the flow simulation data as
discrete, although the time step of the flow simulation is usually much smaller than
that of Matlab, which leads to an almost continuous behavior of the system. However,
the intrinsic implementation of system simulations implies that it is difficult to couple
fully the two simulations therefore this compromise was chosen.
One should note that the slowdown due to the interface is not noticeable during the
global simulation. Nevertheless, due to the time taken by the flow simulation, it was
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preferred to use the approximations made under Matlab (linear flow model at given in-
cidence angle where their timescale is changed depending on the incidence angle, with
fuzzy logic boxes for the transition between the models) as in sections 4.3.5 to design
the controller; the interfaced Matlab/C flow simulation is then used to validate the
controller.
5.3.2 Direct implementation in the Spalart simulation
Considering the structure of the fuzzy logic controller and optimal controller (with
the state-space form), it is possible to implement them directly into the Spalart Vortex
method to integrate the plate position from one time-step to another. Nevertheless,
due to a lack of time it has not been possible.
5.4 Flow/plate and controller system
The flow simulation is done using the translated Spalart code coupled with the
Simulink controller. Unless otherwise stated, the Simulink torque input will be started
at the flow simulation beginning. The plate is freed to rotate at t∗ = 12.8. Finally, note
that θ is again the angle from the rest position of the spring, and α is the incidence
angle, such that α = α0 + θ, with α0 the initial angle at t
∗ = 0. Here, α0 was taken as
α0 = 55
o. In order to use the results from section 3.3.2, the plate density was kept at
ρb = 1200 kg/m
3.
For the Simulink part of the simulation, a discrete simulation was used for the fuzzy
logic controller (Simulink parameters: constant integration time-step, Discrete integra-
tion/Flow simulation parameters: constant time-step, Adams-Bashforth of order 2).
On the other hand, because of Simulink limitation concerning the optimal controller
implementation, a continuous integration was used for the optimal controller (Simulink
parameters: variable integration time-step, Dormand-Price algorithm vs Flow simula-
tion parameters: constant time-step, Adams-Bashforth of order 2). In the latter case,
this continuous implementation, as opposed to the discrete output provided by the flow
simulation, creates some additional problems by creating artificially some delays be-
tween the torque input and the torque taken into account by the flow simulation, thus
generating nonlinearities.
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The effect is difficult to reproduce exactly using Simulink alone, most notably because
they are not actual delays but rather a dephasing between the input Ca applied to
the flow simulation and the flow simulation output in the feed back loop (controller
inputs variable Alpha and theta y in figure 5.11). Indeed, as previously stated the
continuous implementation under Simulink means that the Simulink models use a vari-
able timestep while the flow simulation is using a constant timestep. Therefore certain
Simulink timestep tends to be slightly different from the simulation timestep, meaning
that the flow simulation output is slightly dephased from the Simulink input as Simulink
is computing the Ca before the flow simulation has provided the Alpha and theta y
corresponding to the previous input. The reciprocal effect is also true. At this point,
this means that the simulations dephasing can be simplified as a delay in the feedback
loop. Nevertheless, such delay would actually be varying with the simulation, it is thus
very difficult to assess.
Trial were made to estimate an “average delay” which would cause a system insta-
bility with an experiment using the steady flow model from section 4.3.5, a and a pure
delay in feedback loop (such as the feedback loop presented in figure 5.11). The setup
is presented in figure 5.28. It is thus possible to show at least to show that this delay
is slightly inferior to the timestep used for the flow simulation considering the results
in figures 5.33 and 5.34. Due to a lack of time, it was not possible to deepen the study
on this effect, all the more since it was found from trials using different parameters
with the coupled flow simulation/Simulink model and the setup in figure 5.28 that this
problem could easily be overcome by simply decreasing the flow simulation timestep
from ∆t∗ = 0.05 to ∆t∗ = 0.04. With this ∆t∗ modification, the continuous optimal
controller was able to control successfully the plate as if the flow simulation was contin-
uous. The fuzzy-logic controller was less affected with such problems, even when using
the same continuous Simulink implementation as the optimal controller, showing the
controller robustness.
Note that in the following sections, the input torque provided by Simulink will be
denoted Me, and the nondimensional input torque Ce is
Ce =
Me
1
2
ρL2 |−→U∞|2
. (5.18)
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Figure 5.28: Control and system closed loop block diagram for the optimal
controller with an average delay at the flow simulation output.
5.4.1 Plate stabilization
In this section, the plate must be stabilized at α = 55o by using the fuzzy controller
and optimal controller designed above. Slight modifications were applied to the fuzzy
logic controller to take into account a larger range of incidence angles α. Keeping the
nomenclature used in section 5.2.5, the fuzzy sets for the input (named e and e˙) are
also less tight in order to speed up the computation.
The new membership functions for e are:
• negative : triangular function, parameters : [-91;-45;0] ([beginning;middle;end]).
• zero : triangular function, parameters : [-1;0;1].
• positive : triangular function, parameters : [0;45;91].
As for e˙, the membership functions have also been modified to compensate for the
changes of the e membership functions. The former e˙ membership functions slowed
down enormously the controller output computation and introduced some oscillations
in the Torque output (section 5.2.5). There are now three membership functions:
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• negative : triangular function, parameters : [-916;-458;0]
• zero : triangular function, parameters : [-114;0;114].
• positive : triangular function, parameters : [0;458;916]
As in section 5.2.5, the membership function parameters of e and e˙ are respectively in
unit of degree and degree/s. The output fuzzy sets for Ca are the same as those defined
in section 5.2.5.
The flow simulation will be carried out using the same parameters as in the sections
3.3.2.1 and 3.3.2.2 except for ∆t∗ which was chosen as equal to ∆t∗ = 0.04 for the
optimal controller and ∆t∗ = 0.05 for the fuzzy logic controller. More specifically, the
reduced damping was chosen as ξ∗ = 0.02, and the plate motion is started at the 256th
iteration. Nevertheless, in both cases, controllers are activated from the simulation be-
ginning. Note, that as the controllers are dependent on plate motion variables θ and θ˙,
and as up to the 256th iteration θ = 0, θ˙ = 0 and the motion is commanded at zero the
output Ca is equal to zero up to the 256
th iteration so that it does not interfere with
the plate motion. Two different reduced frequencies were chosen: f ∗n = Ss and 1.5 ∗ Ss
corresponding to 0.77 ∗S and 1.16 ∗S, with Ss and S respectively the Strouhal number
resulting from the numerical simulation and the experimental Strouhal number for a
fixed ellipse at α = 55o. Thus, there is one case where the reduced frequency f ∗n is close
to the fixed-plate simulation Strouhal number, and another case where f ∗n is close to
the experimental Strouhal number.
From section 3.3.2.2, it has been shown that the likely lock-in f ∗n would be around
S if the ellipse was free to oscillate without a controller. Therefore, this choice allows
to examine potentially troublesome cases where if the plate is not stabilized by the con-
troller, the vortex shedding dynamics is slightly changed (as in the case 1/f ∗n = 11 in
section 3.3.2.2) and thus so are the coupled spring damped ellipse/flow characteristics.
It will then enable to assess the controller robustness.
As noted earlier, the fuzzy-logic controller is able to handle successfully the nonlin-
earities caused by the discrete nature of the signal provided by the flow simulation3,
3One of the problem when dealing with the coupling between a numerical simulation inserted into a
Simulink flow model is how to synchronize two parallel numerical resolution. The simplest solution is
to define the flow simulation output signal (θ and θ˙) as discrete to Matlab. See introduction of section
5.4
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∆t∗ = 0.05 was then used to test the fuzzy logic controller. Results are shown in fig-
ures 5.29 and 5.30 respectively for f ∗n = Ss and f
∗
n = 1.5Ss, which can be compared
with the optimal controller using ∆t∗ = 0.04 in figure 5.31 and 5.32 respectively for
f ∗n = Ss and f
∗
n = 1.5Ss. For the sake of comparison, results are also provided for the
optimal controller using ∆t∗ = 0.05 in figures 5.33, 5.34 and 5.35. Power plots were
not used here because it has been shown that it is not truly representative of the con-
troller behavior. Indeed, it is lacking the dynamic part which is linked to a plate motion.
Note that “input torque” in the torque plot denotes the Ce fed to the flow simulation
provided by the control (Torque output is essentially the same and simply designates
the torque output signal from the controller). Ce is then defined by:
Ce =
Ca
1
2
ρL2 U2∞
, (5.19)
with Ca defined in equation 5.1 is the input in N.m of the controller.
The fuzzy-logic controller shows less good performance than the optimal controller
for the stabilized position, although the system remains stable in every case. Indeed,
from figures 5.29(a) and 5.30(a), one can see that θ is stabilized at 0.04 ± 0.16 degrees
independently of f ∗n compared to 0 ± 0.075 degrees for the optimal controller in figures
5.31(a) and 5.32(a). The fuzzy-logic controller performance is apparently due to the
fuzzy set definition. This is because by choosing a larger range for the definition of the
zero fuzzy set for the input e of the fuzzy logic controller, the angle precision constraint
was relaxed. Therefore, the performance can be improved by choosing a tighter zero
fuzzy sets of e, but it requires adjusting in return e˙ and these tighter sets require much
more computing power. It is possible to find optimal sets for the fuzzy-logic controller,
however they can only be found empirically due to the lack of intrinsic convergence proof
in the method, otherwise some methodology exists but they explicitly use a plate/flow
model which was not the original purpose in this thesis (see section 4.3.2).
These trials show nevertheless the robustness of the fuzzy logic controller, as it re-
mains unchanged throughout the different f ∗n. Conversely, the optimal controller must
be designed for a specific f ∗n.
As for the torque plots related to the fuzzy logic controller in figures 5.29(b) and 5.30(b),
when comparing it to the optimal controller plot in figures 5.31(b) and 5.32(b), once the
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spring-damped ellipse/flow and control system is stabilized to a periodic regime, one can
see that both have similar values, with Ce ' 0.0276 ± 0.225 (mean(Ce) ± std(Ce), std()
being the standard deviation also noted rms) for the fuzzy-logic controller as compared
to Ce ' 0.029 ± 0.26 for the optimal controller. It is logical to have less torque to stabi-
lize the ellipse in the fuzzy-logic case, since there is less prescribed precision. Note the
initial constant additional torque in the fuzzy-logic torque plots (5.29(b) and 5.30(b)),
which is due to the default torque output of the fuzzy logic controller. However, it has
no effect on the ellipse motion as the simulation does not use the torque input until the
256th iteration, after which the input becomes normal once the ellipse motion is allowed.
In the example provided for ∆t∗ = 0.05, the optimal-based controller is unable to
stabilize the ellipse in figures 5.33(a) and 5.34(a). The torque input provides a smooth
input for the coupled ellipse/flow system, but nevertheless its maximum value is about
two thirds of the maximum value provided by the fuzzy logic controller for the same
conditions. Furthermore, it seems that there is an added delay in the response due to
the timestep. Comparing figure 5.33(b) and 5.29(b), the optimal controller is seen to
produce an initial torque output opposite of what is required according to the fuzzy con-
troller output. It then induces a high initial angular velocity response, further amplified
by the initial torque output from the optimal controller. Due to the delay, the optimal
controller becomes unable to control the motion. Additionally, the high-amplitude oscil-
lations also imply a change in the flow dynamics, and more especially the flow frequency
as described in section 3.3.2.2. In return, this means that the system characterization
of the spring-damped ellipse/flow system is no longer valid.
It is possible to improve the performance of the optimal controller with ∆t∗ = 0.05
by using a Kalman estimator, using as in section 5.2.4 a state penalty matrix such
that Q ' 10000R, whereas here Q ' 100R in the case of the combined optimal
controller. A high state covariance noise was also used, which in this case is about
10 times that of the output covariance noise. This means that the actual process is
imprecise and not well characterized, and these modified parameters thus improve the
robustness of the controller. The results were much better, as can be seen in figure
5.35 (where f ∗n = 1.5Ss), albeit still not ideal with θ = 0.12 ± 7.4 degrees, compared
to θ = 1.47 ± 23.35 degrees for the previous optimal controller design. Better results
could be presumably be obtained by raising the state covariance noise when designing
the Kalman estimator.
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To further illustrate the stabilization ability of the fuzzy logic controller, after allowing
plate oscillation in the flow with f ∗n = Ss activation of the controller was delayed until
the 1023th iterations (∆t∗ = 0.05). As can be seen from figure 5.36, the controller has
successfully stabilized the ellipse with the same performance as in the case of the fuzzy
logic controller active from the simulation beginning (figure 5.30). The torque plot (fig-
ure 5.37) confirms the similarities once the ellipse is stabilized around a rest position
(figure 5.30(b)).
The transition is shown in figure 5.38, which lasts 0.85 nondimensional time units.
Again the time limitation in the recovery from such a position is due to the fuzzy
logic input e˙ fuzzy sets definition, which limits the maximum reachable velocity. At
t∗ = 51.15, θ is at a maximum; the controller is enabled at this time it then commands
a first torque input in order to initiate a motion back to θ = 0o (the first positive spike
in figure 5.38(b)). As the ellipse reaches θ = 0o, the controller counters the inertia in
order to stay around this position (negative spike and second positive spike in figure
5.38(b)). As stated in the previous paragraph, once the ellipse is stabilized, the torque
output reaches an evolution similar to the torque dictated by the fuzzy-logic controller
that is enabled from the beginning of the motion (figure 5.30).
Recalling that α = α0 + θ with α0 = 55, this example is not feasible for the cur-
rent implementation of the optimal controller, as the initial θ oscillations are too big
and thus out of range for the α interpolation (section 5.2.4).
From these results, one may conclude that the fuzzy-logic controller is very flexible
and has proven more versatile for the plate stabilization despite the nonlinearities.
Nevertheless, its performance is dependent on the fuzzy sets definitions. As the sets
are not independent one from another, optimal fuzzy sets can only be found empiri-
cally using the fuzzy logic controller and the physical system (section 4.3.2). Otherwise,
various methods for adjusting and optimizing the fuzzy logic parameters exists based
for example on method used usually on method used for robust control. Jenkins and
Pasino [29] presents an introduction on such method, and Zhiqiang Gao et al [66] pro-
vide an example of more sophisticated method. However, such methods using a model
of the system to control remove some of the advantages of the fuzzy logic controllers.
Conversely, the optimal controller is more difficult of use but for conditions for which
it is valid it performs better than the non optimized fuzzy-logic controller.
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Figure 5.29: Time plot of the angle evolution and controller torque
input for the flow/plate system controlled by the fuzzy logic con-
troller with f ∗n = Ss and ∆t
∗ = 0.05
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Figure 5.30: Time plot of the angle evolution and torque input for
the flow/plate system controlled by the fuzzy logic controller with
f ∗n = 1.5Ss and ∆t
∗ = 0.05
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Figure 5.31: Time plot of the angle evolution and torque input
for the flow/plate system controlled by the optimal controller with
f ∗n = Ss and ∆t
∗ = 0.04
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Figure 5.32: Time plot of the angle evolution and torque input
for the flow/plate system controlled by the optimal controller with
f ∗n = 1.5Ss and ∆t
∗ = 0.04
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Figure 5.33: Time plot of the angle evolution and torque input
for the flow/plate system controlled by the optimal controller with
f ∗n = Ss and ∆t
∗ = 0.05
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Figure 5.34: Time plot of the angle evolution and torque input
for the flow/plate system controlled by the optimal controller with
f ∗n = 1.5Ss and ∆t
∗ = 0.05
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Figure 5.35: Time plot of the angle evolution and torque input
for the flow/plate system controlled by the optimal controller with
f ∗n = 1.5Ss and ∆t
∗ = 0.05
Etienne Sourdille 305
Numerical study of the fluid structure interaction for a flat plate in a transverse flow
0 10 20 30 40 50 60 70 80 90 100
−40
−30
−20
−10
0
10
20
30
40
t*
θ 
(d
eg
re
e)
Output angle θ
Input angle
(a) θ(t)
0 10 20 30 40 50 60 70 80 90 100
−0.2
−0.1
0
0.1
0.2
0.3
0.4
0.5
t*
θ 
(d
eg
re
e)
Output angle θ
Input angle
(b) θ(t) Detail
Figure 5.36: Time plot of the angle evolution for the flow/plate
system with f ∗n = Ss, ∆t
∗ = 0.05 and the fuzzy-logic controller
enabled at t∗ = 51.2
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Figure 5.37: Time plot of the torque input for the flow/plate system
with f ∗n = Ss, ∆t
∗ = 0.05 and the fuzzy-logic controller enabled at
t∗ = 51.2
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Figure 5.38: Time plot of the angle evolution and torque input for
the flow/plate system with f ∗n = Ss, ∆t
∗ = 0.05 and the fuzzy-logic
controller enabled at t∗ = 51.2 during transition
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5.4.2 Prescribed plate motion
In this section, the fuzzy controller and then the optimal controller have the same
design as tested in sections 5.2.2 and 5.4.1.
5.4.2.1 Step input
The controllers will be tested with a sudden step input. Because the fuzzy-logic con-
troller needs a finite angular velocity and in order to reproduce a step input of 10o, the
plate is first stabilized at α = 55o, and then will be commanded with an angular velocity
of θ˙ = 100 degrees/s until α = 65o. The optimal controller uses the same design as the
controller used in section 5.2.4, and thus integrates the Kalman filtering.
The flow simulation uses the same parameters as in section 5.4.1. Thus the reduced
damping was chosen as ξ∗ = 0.02. The motion is started at the 256th simulation iter-
ation, and both controllers are activated from the simulation beginning. In that case,
the prescribed motion is commanded at zero up to the 256th iteration, so that as the
plate is blocked up to the 256th iteration (θ = 0 and θ˙ = 0) the output Ca is equal
to zero up to the 256th iteration and the controller does not interfere with the plate
motion. Again, two different reduced frequencies were taken at f ∗n = Ss and 1.5Ss or
0.77S and 1.16S with Ss and S respectively the Strouhal number from the numerical
simulation and the experimental Strouhal number for a fixed ellipse with α = 55o.
First, tables 5.7 and 5.8 also provide a quick summary for result comparison between
the two controllers. In these tables, one must note that the Error rms past 20.69 must
be tempered by the fact that there is a permanent error remaining with the fuzzy con-
troller as will be seen in later paragraphs and figures 5.39 and 5.41. If on removes the
influence of this permanent error, one obtain for the fuzzy logic controller a Error rms
of 0.049 and 0.086 for fn = 1.5Ss and fn = Ss respectively which are more similar to
the optimal controller values even if a little better for the optimal controller.
Then, results are presented for the fuzzy logic controller by plotting for f ∗n = Ss the
angular response, the angular error and the controller torque input in figures 5.39, 5.41
and 5.42 respectively. In figure 5.43 is plotted the power divided by Cp (see section
5.2.2) for this particular case. The results are then shown using f ∗n = 1.5Ss with the
same controller with again the angular response, the angular error, the controller torque
input as well as the power divided by Cp in figures 5.40, 5.44, 5.45 and 5.46 respectively.
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To compare these, results for the optimal controller are presented with the same kind
of plot, that is the angle response, the angular error, the controller torque input and
the power divided by Cp respectively for f
∗
n = Ss in figures 5.47, 5.49, 5.50 and 5.51.
The same results are also given for f ∗n = 1.5Ss in figures 5.48, 5.52, 5.53 and 5.54. Note
that in the angle response plot in figure 5.39, 5.40, 5.47 and 5.48 θ was plotted which
is linked to the ellipse incidence angle α by α = α0 + θ with α0 = 55
o here.
Fuzzy logic controller Optimal controller
f ∗n = Ss f
∗
n = 1.5Ss f
∗
n = Ss f
∗
n = 1.5Ss
Error rms in degree
for t∗ = [13.79, 20.69]
0.4 0.5 0.89 0.88
Error rms in degree
for t∗ > 20.69
0.23 0.4 0.049 0.043
D% 14.69% 14.72% 42.3% 42.7%
Table 5.7: Error rms and D% for the optimal and fuzzy logic controller. The
rms is the common RootMeanSquare formula. The % are relatively to the
end value of the input θ.
From tables 5.8, 5.7 and figures 5.39, 5.40 one can see that the fuzzy logic controller
successfully manages to stabilize the ellipse throughout the step input also there re-
mains a position error after the step input4). The origin of this position error will be
detailed in a later paragraph. Figures 5.47 and 5.48 show that this also holds true the
optimal controller also stabilize the ellipse for the same conditions, but without the
constant position error. Nevertheless, remark that the fuzzy logic controller is faster at
following the prescribed θ than the optimal controller through the step input. This is
also apparent when comparing the angular error plots in figures 5.41(a), 5.44(a) for the
fuzzy logic controller and figures 5.49(a) and 5.52(a) for the optimal controller. One can
see that around the time where the step input takes place, there is a large angular error
∆θ ' 4.5o in figure 5.49(a) where f ∗n = Ss, whereas the corresponding θ plot (figure
5.47) shows that the maximum θ overshoot (compared to the prescribed 10o) is about
2o. The same result is obtained for f ∗n = 1.5Ss (see figures 5.48 and 5.52(a)). When
4The constant position error can be seen through two ways: the angle evolution plot with the
difference in value between the input θ and the output θ; and the non-zero mean value of the error
plot. Indeed, the input θ being the prescribed position for the ellipse, thus the error is equal to: input
θ - output θ
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comparing the corresponding plots for the fuzzy logic controller (figures 5.39 and 5.41(a)
for f ∗n = Ss , figures 5.40 and 5.44(a) for f
∗
n = 1.5Ss ), one sees that this difference is
of less consequence.
However, as with the stabilized fixed angle case (section 5.4.1) there remains a con-
stant position error of about 0.5o for f ∗n = 1.5Ss and 0.3
o for f ∗n = Ss for the fuzzy logic
controller (see difference between the input θ and output θ). This also appears with the
error RMS in table 5.7. Indeed in table 5.7, although the RMS past the motion seems
to be much larger than for the optimal controller, this is in fact due to the permanent
error for the fuzzy logic controller. When one removes the mean value of the error past
the motion, the error RMS becomes for the fuzzy logic controller : 0.049o and 0.08o
for f ∗n = 1.5Ss and f
∗
n = Ss respectively. These values are comparable to the optimal
controller.
It was not possible to find the exact cause for this error as section 5.2.5 has shown
a quasi-zero position error. One can postulate that it is due to the e and e˙ zero fuzzy
sets definition. Indeed, if the ranges defined are a bit too large and in conjunction
with the ∆t∗ induced delay, this might imply that once θ is within the range of the e
zero fuzzy set and θ˙ within the range of the e˙ zero fuzzy set, the controller is stabilized
around the first value close enough to the prescribed value. Reducing ∆t∗ to ∆t∗ = 0.04
has produced results equivalent to those found in figure 5.39, 5.41 and 5.42. Further
tests with lower ∆t∗ would be interesting to assess the timestep influence on the fuzzy-
logic controller.
Otherwise, the average range of angular error oscillation is the same for the fuzzy
logic controller and the optimal controller, with an amplitude of 0.1o (also observable in
table 5.7 when one removes the mean error value for the fuzzy logic controller). While
for the optimal controller this value is similar to the one found in the stabilized ellipse
case (figures 5.31 and 5.32), this is an improvement for the fuzzy logic controller (figures
5.29 and 5.30). Again, recall that there is no dependence on f ∗n to design the fuzzy logic
controller, in contrast to the optimal controller.
Finally in table 5.7, the error RMS and D% during t∗ = [13.79, 20.69] shows that
during the motion the fuzzy logic controller enables a slightly better control of the
motion with an error RMS lower than for the corresponding optimal controller. The
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change in D% enables to draw a similar conclusion.
When comparing the torque plots related to the fuzzy logic controller in figures 5.42(a)
and 5.45(a) and the torque plots related to the optimal controller in figures 5.50(a) and
5.53(a), one can see that the torque produced during the step input by the fuzzy logic
controller is larger than for the optimal controller. It is difficult to have a precise math-
ematical analysis of the fuzzy logic controller with the fuzzy sets used here, however it
can be postulated that this is due to the narrow fuzzy set defined at zero. This and
the fact that the other input fuzzy sets were tightened implies that the transition from
one rule to another is less smooth. This enables a higher torque input to be fed to the
system from the beginning of the step input. On the other side, it also implies that
the slight positive and negative angle overshoot (in figure 5.41 for example) could be
overcome by a broader zero fuzzy set for e˙. Nonetheless, the high torque also helps to
have a faster rise time for the fuzzy logic controller during the angle change. Again,
the behavior of the fuzzy logic controller could be sharpened by tuning the fuzzy sets,
but there is a trade-off to be expected between speed and precision with the input and
fuzzy sets chosen here.
Note though that when the plate is slightly oscillating after the step input (quasi peri-
odic motion), when comparing figures 5.42(b) and 5.45(b) (for the fuzzy logic controller)
and figures 5.50(b) and 5.53(b) (for the optimal controller), the torque oscillations range
is the same for both controllers. This means that both have reached a similar state,
which is already visible through the angle plots.
Another remark comes as one can see the remaining oscillations in figures 5.41(b) and
5.49(b) are larger than when using the identified flow model with f ∗n = Ss (figures
5.13(b) and 5.22(b)). This can be an effect of the time discretization applied to the
system (the optimal controller instability when using dt∗ = 0.05 is also a symptom of
such problem). This does not seem to be due to an underestimation of the flow-induced
moment applied to the plate, as in both cases the flow model and simulation Cm re-
mains comparable in magnitude and frequency. It is difficult to assess and would require
further inquiry by using different simulation timestep and by a better understanding of
the computation link between the simulation and the Simulink model. An easy way to
decrease the influence of the discretization would be to lower the ∆t∗, but this would
Etienne Sourdille 312
Numerical study of the fluid structure interaction for a flat plate in a transverse flow
require an adjustment in the simulation parameters (see section 3.2.3). Beside the dis-
cretization problem, the frequency of the remaining oscillations indicates that they are
mainly related to the flow-induced moment on the plate, the spring damped plate fn
having little effect on the frequency of these oscillations (see figures 5.41(b) and 5.44(b)
for example).
Now regarding the power used by both controller (figure 5.43 and 5.46 for the fuzzy
logic controller and 5.51 and 5.54 for the optimal controller) and using table 5.8. One
can see that independently of the fn, the fuzzy logic controller has higher power peak
during the motion even if they last during a slightly shorter time. Past the motion (for
example past t∗ = 21), the two power amplitude are very similar. The signal energy
Es (Es,p and E
∗
s ) in table 5.8 during and past the motion lead to a similar conclusion,
although it seems that the optimal controller has slightly less power fluctuations past
the motion.
Fuzzy logic controller Optimal controller
f ∗n = Ss f
∗
n = 1.5Ss f
∗
n = Ss f
∗
n = 1.5Ss
Total
Energy E∗c
−871.9 −862.72 −176.57 −164.9
Energy E∗c −871.42 −862.71 −176.36 −164.7
for t∗ = [13.79, 20.69] 99.94% 99.99% 99.87% 99.89%
Energy E∗c −0.5 −0.0089 −0.158 −0.134
for t∗ > 20.69 0.057% 0.0001% 0.089% 0.084%
Total
average power P ∗a
−8.5 −8.42 −2.15 −2.01
Average power P ∗a
for t∗ = [13.79, 20.69]
−126.3 −125.03 −25.6 −23.92
Average power P ∗a
for t∗ > 20.69
−0.006 −0.00011 −0.0026 −0.0023
Energy E∗s
for t∗ = [13.79, 20.69]
4.8009× 106 4.6849× 106 2.7279× 105 2.6211× 105
Energy E∗s
for t∗ > 20.69
0.374 0.63 0.218 0.553
Table 5.8: Energy for the optimal and fuzzy logic controller. The energy
is calculated from the power divided by Cp (see equation 5.6). The % are
compared to the total energy.
Overall remark that fn has little influence on the controller performance. Now using
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Ec (Ec,p and E
∗
c ), what emerges from the table 5.8 is that the fuzzy logic controller now
produces a negative energy absorbed which means there is a better use of the global
system –spring damped plate and flow– power. One also find a negative energy Ec (Ec,p
and E∗c ) for the optimal, albeit at a lower level (4 times less considering absolute value)
than for the fuzzy logic controller. For the optimal controller, this results combined
with the θ plot (figures 5.49 and 5.52)tends to indicate that the flow inertia is largely
underestimated. After the motion, both controller show similar power level.
The average power P ∗a in table 5.8 provides further insight as it shows that although the
spring is predominant for the fuzzy logic controller the error and power plots show that
the motion is better “kept under control” than for the optimal controller as show the
smaller angle oscillations and power fluctuations past the motion. This is also observ-
able in table 5.7, where the Error RMS for t∗ = [13.79, 20.69] as well as the D% show
that the error for the fuzzy is lower during the motion than for the optimal controller.
Afterwards the level of precision is about the same notwithstanding the permanent error
of the fuzzy logic controller and so is the level of energy Ec (Ec,p and E
∗
c ).
Finally, considering the power, the results are not quite consistent for both controller
with what has been found in section 5.2.2 with the fuzzy logic controller using far less
power absorbing than the optimal controller and with a better precision along the com-
manded motion. Regarding the optimal controller, this shows the limit of the strict
magnitude interpolation design and the need for a similar frequency interpolation. The
design of the optimal controller being based on the flow model, this also show the need
for an improved flow and plate model maybe by introducing an additional flow damping
and flow inertia dependent on the plate angle in parallel to the steady flow model in
order to take into account the flow properties. The flow model used in section 5.2.2
would also explain that now there is better use of power of the fuzzy logic controller.
For example, using results of sections 3.3.1 and 3.3.2, one could set and additional
damping ξf and inertia Jf to a complementary flow model using:
Mf = −Jf θ¨ − µf θ˙, (5.20)
Although it can be observed from sections 3.3.1 and 3.3.2 that the evolution of both
coefficient would be nonlinear and dependent upon θ. This would have the advantage
of producing little interference with the steady angle flow model when the plate is not
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moving and keeping the analogy with the spring damped plate. Furthermore, in the
case of the spring damped plate it also enables to keep a physical meaning to the flow
model. However due to a lack of time, this approach has not been implemented or tested
and there remains that it would be related to introducing further ad-hoc parameters.
It turn, this would mean a full related methodology just to determine those parameters
for more generalized cases.
To conclude, despite a slight constant position error, the fuzzy-logic controller has
proven that with no modification for f ∗n, it was able to adjust to the command sig-
nal faster than with a gain-scheduling type control, while keeping the spring damped
ellipse/flow system stable. Moreover trials with ρb/ρ < 1 have led to results where
the fuzzy-logic controller was able to handle the system, in contrast to the optimal
controller. This may be attributable to a high-sensitivity of the spring damped ellipse
system once placed in the closed loop, but one must not neglect the numerical effect
due to the Simulink/flow simulation coupling. Finally, remark that the performance of
the optimal controller are actually slightly degraded here due to the discretization of
the signal in Matlab, and that some improvement should be applied to the Matlab/C
link in order to have a more effective assessment.
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Figure 5.39: Time plot of the angle evolution for the flow/plate system motion
controlled by the fuzzy-logic controller with f ∗n = Ss
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Figure 5.40: Time plot of the angle evolution for the flow/plate system motion
controlled by the fuzzy-logic controller with f ∗n = 1.5Ss
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(a) Angular error
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(b) Expanded view of the angular error
Figure 5.41: Time plot of the error evolution for the flow/plate system motion
controlled by the fuzzy-logic controller with f ∗n = Ss
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(a) Controller torque
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(b) Expanded view of controller torque history
Figure 5.42: Time plot of the controller torque input for the flow/plate system
motion controlled by the fuzzy logic controller with f ∗n = Ss
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(a) Controller power
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(b) Expanded view of controller power history
Figure 5.43: Time plot of the power signal evolution in time for the fuzzy logic
controller with f ∗n = Ss. The power is divided by (1/2)ρU
3
∞L.
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(a) Angular error
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(b) Expanded view of the angular error
Figure 5.44: Time plot of the error evolution for the flow/plate system motion
controlled by the fuzzy-logic controller with f ∗n = 1.5Ss
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(a) Controller torque
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(b) Expanded view of controller torque history
Figure 5.45: Time plot of the controller torque input for the flow/plate system
motion controlled by the fuzzy-logic controller with f ∗n = 1.5Ss
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(a) Controller power
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(b) Expanded view of controller power history
Figure 5.46: Time plot of the power signal evolution in time for the fuzzy logic
controller with f ∗n = 1.5Ss. The power is divided by (1/2)ρU
3
∞L.
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Figure 5.47: Time plot of the angle evolution for the flow/plate system motion
controlled by the optimal controller with f ∗n = Ss
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Figure 5.48: Time plot of the angle evolution for the flow/plate system motion
controlled by the optimal controller with f ∗n = 1.5Ss
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(b) Expanded view of the angular error
Figure 5.49: Time plot of the error evolution for the flow/plate system motion
controlled by the optimal controller with f ∗n = Ss
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(a) Controller torque
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(b) Expanded view of controller torque history
Figure 5.50: Time plot of the torque input for the flow/plate system motion
controlled by the optimal controller with f ∗n = Ss
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(a) Controller power
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(b) Expanded view of controller power history
Figure 5.51: Time plot of the power signal evolution in time for the optimal
controller with f ∗n = Ss. The power is divided by (1/2)ρU
3
∞L.
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(b) Expanded view of the angular error
Figure 5.52: Time plot of the error evolution for the flow/plate system motion
controlled by the optimal controller with f ∗n = 1.5Ss
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(a) Controller torque
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(b) Expanded view of controller torque history
Figure 5.53: Time plot of the torque input for the flow/plate system motion
controlled by the optimal controller with f ∗n = 1.5Ss
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(b) Expanded view of controller power history
Figure 5.54: Time plot of the power signal evolution in time for the optimal
controller with f ∗n = 1.5Ss. The power is divided by (1/2)ρU
3
∞L.
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5.4.2.2 Oscillating input
In a second set of tests, both controller were tried for f ∗n = Ss and f
∗
n = 1.5Ss but
instead of a step input, applied an oscillation input from t∗ = 13.78 with the ellipse
motion allowed from t∗ = 12.8. That is, a zero input was applied up to t∗ = 13.78, and
then past this time a command signal whose time function is f(t) = 20 sin(2pi f ∗n t
∗)
(in degree). Note that due to a lack of time, the case f ∗n = 1.5Ss with the fuzzy logic
controller was done with dt∗ = 0.05 instead of dt∗ = 0.04for every other cases.
Tables 5.9 and 5.10 provide a quick summary for result comparison between the two
controllers.
Then, results are presented for the fuzzy logic controller by plotting for f ∗n = Ss the
angular response, the angular error and the controller torque input in figures 5.55, 5.57
and 5.58 respectively. In figure 5.59 is plotted the power divided by Cp (see section
5.2.2) for this particular case. The results are then shown using f ∗n = 1.5Ss with the
same controller with again the angular response, the angular error, the controller torque
input as well as the power divided by Cp in figures 5.56, 5.60, 5.61 and 5.62 respectively.
To compare these, results for the optimal controller are presented with the same kind
of plot, that is the angle response, the angular error, the controller torque input and
the power divided by Cp respectively for f
∗
n = Ss in figures 5.63, 5.65, 5.66 and 5.67.
The same results are also given for f ∗n = 1.5Ss in figures 5.64, 5.68, 5.69 and 5.70. Note
that, as in the previous section in the angle response plot in figure 5.55, 5.56, 5.63 and
5.64 θ was plotted which is linked to the ellipse incidence angle α by α = α0 + θ with
α0 = 55
o here.
From figures 5.55, 5.56, 5.63 and 5.64 one can see that both controllers manage to
roughly follow the oscillations after the transition. However, again the optimal con-
troller has a longer transition period than the fuzzy logic controller as well as a larger θ
error. This is especially visible in the error plots in figures 5.57 and 5.60 for the fuzzy-
logic controller and figures 5.65 and 5.68 for the optimal controller. As shown in table
5.9, the maximum errors are larger for the optimal controller than for the fuzzy-logic
controller. Remark though that the performance of the optimal controller are actually
slightly degraded here due to the discretization of the signal in Matlab. Every maxima
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occur when the oscillation input begin at t∗ = 13.78. The detailed error plots (figures
5.57(b), 5.60(b) for the fuzzy-logic controller and figure 5.65(b), 5.68(b) for the optimal
controller) also show that this time there is no mean position error for the fuzzy-logic
controller. Also observe that during and past the transition period, the error is about
half that of the optimal controller (also see the error RMS in table 5.9). After the
transition part, the error falls within [−0.5, 0.5] degrees for the fuzzy logic controller,
and [−2, 2] degrees for the optimal controller.
Observe that figure 5.64 for the optimal controller at f ∗n = 1.5Ss is normal and sim-
ply illustrate the fact that the controller has less difficulties than when controlling the
plate/flow system at f ∗n = Ss. It is also visible through power analysis in later para-
graph. It can be added that past the motion transition the angular error are similar as
shown by the RMS in table 5.9 and figures 5.63, 5.64.
Fuzzy logic controller Optimal controller
f ∗n = Ss f
∗
n = 1.5Ss f
∗
n = Ss f
∗
n = 1.5Ss
Error rms in degree
for t∗ = [13.79, 25]
2.78 0.5 5.12 1.639
Error rms in degree
for t∗ > 25
0.12 0.15 0.969 1.41
D% 5.838% 9.56% 246.41% 28.99%
Table 5.9: Error rms and D% for the optimal and fuzzy logic controller and
oscillating input. The rms is the common RootMeanSquare formula. The %
are relatively to the end value of the input θ.
From the torque history plots (figures 5.58(b), 5.61(b) for the fuzzy logic controller and
5.66(b), 5.69(b) for the optimal controller), it is immediately visible that the torque fed
to the spring-damped ellipse is much higher for the optimal controller past the transition
period, with the torque ranging between about −3 and 3. There seems to be also for the
optimal controller much oscillations with a shorter period than the motion itself. Note
also the constant torque input for the fuzzy logic controller before the motion has been
set, it has been found that this was due to a slight error in the torque Ca membership
functions for A.
During the transition period, the torque plots (figures 5.58(a), 5.61(a) for the fuzzy
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logic controller and figures 5.66(a), 5.69(a) for the optimal controller) reveal that the
optimal controller has more difficulties at controlling the ellipse motion than is the
fuzzy-logic controller during the transition phase (−13.78 < t∗ < 25) as can be visible
from the many torque oscillations during this period as well as the signal energy dur-
ing transition in table 5.9. Similarly to the remaining oscillations past the transition
period, it seems that they have a shorter time period than the motion. Thus, it can be
deduced that these oscillations are actually symptomatic of the flow model used for the
optimal controller design in section 5.2.3 as the fuzzy controller shows no such limitation.
From table 5.10 and the different power plot (figures 5.59, 5.62 for the fuzzy logic
controller and figures 5.67, 5.70 for the optimal controller), one can first observe that
in most cases the energy used Ec (Ec,p and E
∗
c ) is negative after the transition period
(t∗ > 25). The only exception is the case f ∗n = Ss for the fuzzy logic controller. This
especially noticeable after the motion has been set.
Fuzzy logic controller Optimal controller
f ∗n = Ss f
∗
n = 1.5Ss f
∗
n = Ss f
∗
n = 1.5Ss
Total
Energy E∗c
2.086 −294.76 −3247 −1666.7
Energy E∗c −78.59 −252.1 −2811.8 −49.5
for t∗ = [13.79, 25] −3.77x103% 85.53% 86.6% 29.71%
Energy E∗c 80.71 −41.66 −435.34 −1171.3
for t∗ > 25 3.87x103% 14.14% 13.4% 70.3%
Total
average power P ∗a
0.0254 −3.6 −39.6 −20.3
Average power P ∗a
for t∗ = [13.79, 25]
−7.02 −22.51 −250.9 −44.2
Average power P ∗a
for t∗ > 25
1.41 −0.731 −7.64 −20.57
Energy E∗s
for t∗ = [13.79, 25]
3.8540× 105 1.1856× 106 7.116× 107 1.09× 106
Energy E∗s
for t∗ > 25
555.72 915.64 1.195× 104 6.985× 104
Table 5.10: Energy for the optimal and fuzzy logic controller and oscillating
input. The energy is calculated from the power divided by Cp (see equation
5.6). The % are compared to the total energy.
Also observe that the values are much higher value (in term of absolute value) than
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in the previous section. This is simply a reflection of the fact that this time the plate
is continually set in motion past the transition and that the controller use the energy
from the coupled spring damped plate/flow system. Indeed, one can see the positive
oscillation power amplitude past t∗ > 25 from the power plots. Unsurprisingly, the
signal energy Es (Es,p and E
∗
s ) confirms that the oscillations are much higher and more
numerous for the optimal controller than for the fuzzy logic controller.
In general, there is a clear difference from f ∗n = Ss to f
∗
n = 1.5Ss for both types of
controller. For the fuzzy logic controller, the energy E∗c has been raised from f
∗
n = 1.5Ss
to f ∗n = Ss and that correspondingly the error RMS has been raised as well in every
part of simulation. Furthermore, the power P ∗a has become positive past the transition
for f ∗n = 1.5Ss. A similar behavior is encountered with the optimal controller, although
Pa has increased in absolute value but remains negative, whether during or after the
motion has been set. Again, the error RMS has increased at least during the motion
while remaining at a similar level after the transition. This behavior could come from
the influence of the flow because it has been seen in section 3.3.2.2 and in particular
with figure 3.66 that around f ∗n = [S, Ss] there tended to be an increase in the oscillation
amplitude which pointed out to a lock-in type phenomenon. Furthermore, from figure
3.66, it is visible that as f ∗n increases –equivalent to 1/f
∗
n decreases– the oscillations
(and thus the flow forces coefficient) decrease as can be seen from figure 3.69. This in
turn shows the limitation of the design method whereby the flow nonlinearities are not
taken into account.
Otherwise during the transition (−13.78 < t∗ < 25), the average power P ∗a is much
lower (in term of absolute value) for the fuzzy logic controller than for the optimal con-
troller while remaining negative in every case. This tend to show that if the controllers
use energy from the coupled spring damped plate/flow system, the smaller error RMS
in the fuzzy logic controller cases imply that for this controller there is better use of this
energy and that the behavior of the coupled spring damped plate/flow system is less
predominant on the full system. It also shows that the analysis of power alone would
not be sufficient for such a system and is not in itself a sufficient indicator.
Now examining Es (Es,p and E
∗
s ) for this time period, it shows that the level of ampli-
tude are overall slightly equivalent for f ∗n = 1.5Ss, and much higher for the optimal
controller than for the fuzzy controller for f ∗n = Ss, which is not surprising regarding
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the corresponding torque evolution.
This is only an example of ellipse oscillation, and it would be however interesting to
test this configuration with other types of flow (translating freeflow with oscillating
U∞ for example) or motion (with other frequencies for the sine commanded motion
for instance), in order to assess how the flow phenomenon described in section 3.3.2.2
interferes with the controller performances. Also, from this test case, what also emerges
is that f ∗n has shown to have more influence on the controller reaction than previously.
This shows the interest of using such case for assessing controller design methods. In
that respect, it would be interesting to make test with controller designed for one f ∗n
and to simply test them with a wider range of input oscillation frequency. This task is
left for future studies.
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Figure 5.55: Time plot of the angle evolution for the flow/plate system motion
controlled by the fuzzy-logic controller with f ∗n = Ss and oscillating input
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Figure 5.56: Time plot of the angle evolution for the flow/plate system motion
controlled by the fuzzy-logic controller with f ∗n = 1.5Ss and oscillating input
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(b) Expanded view of the angular error
Figure 5.57: Time plot of the error evolution for the flow/plate system motion
controlled by the fuzzy-logic controller with f ∗n = Ss and oscillating input
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(a) Controller torque
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(b) Expanded view of controller torque history
Figure 5.58: Time plot of the controller torque input for the flow/plate system
motion controlled by the fuzzy logic controller with f ∗n = Ss and oscillating
input
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(b) Expanded view of controller power history
Figure 5.59: Time plot of the power signal evolution in time for the fuzzy
logic controller with f ∗n = Ss and oscillating input. The power is divided by
(1/2)ρU3∞L.
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(b) Expanded view of the angular error
Figure 5.60: Time plot of the error evolution for the flow/plate system motion
controlled by the fuzzy-logic controller with f ∗n = 1.5Ss and oscillating input
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(b) Expanded view of controller torque history
Figure 5.61: Time plot of the controller torque input for the flow/plate system
motion controlled by the fuzzy-logic controller with f ∗n = 1.5Ss and oscillating
input
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(b) Expanded view of controller power history
Figure 5.62: Time plot of the power signal evolution in time for the fuzzy
logic controller with f ∗n = 1.5Ss and oscillating input. The power is divided
by (1/2)ρU 3∞L.
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Figure 5.63: Time plot of the angle evolution for the flow/plate system motion
controlled by the optimal controller with f ∗n = Ss and oscillating input
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Figure 5.64: Time plot of the angle evolution for the flow/plate system motion
controlled by the optimal controller with f ∗n = 1.5Ss and oscillating input
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(b) Expanded view of the angular error
Figure 5.65: Time plot of the error evolution for the flow/plate system motion
controlled by the optimal controller with f ∗n = Ss and oscillating input
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(b) Expanded view of controller torque history
Figure 5.66: Time plot of the torque input for the flow/plate system motion
controlled by the optimal controller with f ∗n = Ss and oscillating input
Etienne Sourdille 344
Numerical study of the fluid structure interaction for a flat plate in a transverse flow
0 10 20 30 40 50 60 70 80
−300
−200
−100
0
100
200
t*
P c*
(torque × angular velocity)/(0.5 ρ U3 chord)
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(b) Expanded view of controller power history
Figure 5.67: Time plot of the power signal evolution in time for the opti-
mal controller with f ∗n = Ss and oscillating input. The power is divided by
(1/2)ρU3∞L.
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(b) Expanded view of the angular error
Figure 5.68: Time plot of the error evolution for the flow/plate system motion
controlled by the optimal controller with f ∗n = 1.5Ss and oscillating input
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(b) Expanded view of controller torque history
Figure 5.69: Time plot of the torque input for the flow/plate system motion
controlled by the optimal controller with f ∗n = 1.5Ss and oscillating input
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(b) Expanded view of controller power history
Figure 5.70: Time plot of the power signal evolution in time for the optimal
controller with f ∗n = 1.5Ss and oscillating input. The power is divided by
(1/2)ρU3∞L.
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5.5 Summary
First in sections, 5.2.4, and 5.2.5, it was shown that the fuzzy logic was more precise
during the motion although with a slightly higher response time by testing the optimal
controller (actually closer to a Takagi-Sugeno controller) and a fuzzy controller against
the steady angle flow model defined in section 4.3.5. It was also shown that past the
motion, both controller were comparable albeit with a slightly more precise optimal
controller. The fuzzy logic controller compares less favorably to the classical controller
(section 5.2.3) but it does not require a control design per angle of attack and ρb. Over-
all it has shown a good robustness in this first part.
These results have been confirmed when coupled with Spalart code flow simulation
in section 5.3. First the plate stabilization test in section 5.4.1 has shown that the
fuzzy logic and optimal controllers have similar stabilization properties although the
fuzzy has slightly bigger error range as well as a permanent error. This error is conjec-
tured to be coming from the global system nonlinearities due to numerical parameter,
in particular the flow simulation timestep. Observe that the timestep also affects the
optimal controller effectiveness.
Finally, in sections 5.4.2.1 and 5.4.2.2, the fuzzy logic controller has shown that for
a controlled motion it was more robust and overall more precise throughout the mo-
tion, even though past the motion there remain a constant error similar to the one seen
for the stabilized plate case. Note however that after removing this error, the level of
error is similar between the two controllers.
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Conclusion and Discussion
Here a study is made about the ability of a controller to command the position of
a spring-damped thin rigid ellipse on a central pivot (a mechanical system) in a 2D
inviscid transverse flow (a flow system), with the two systems able to interact through
a software interface. A blob-vortex method was used in order to model the flow. A thin
20 : 1 ellipse has been chosen as an analogy to a flat plate, allowing a clean well-defined
flow separation. This coupled simulation has permitted an investigation of the spring
damped plate/flow dynamics over a restricted range of parameters. A fuzzy-logic con-
troller was used and has demonstrated its robustness compared to a controller similar
to a gain-scheduling controller. This control successfully maintains the angular position
of the plate from which vortices are shed in the 2D flow simulation. Cases where the
control is applied to the plate both suddenly released from rest as well as impulsively
moved to another angle of position were considered.
The numerical method was initially a scheme based on the discrete introduction of
vorticity through discrete vortices at the points of separation of the flow at both edges
of the ellipse. This was based on a vortex method scheme using a complex potential
solution. The strength of the nascent vortices is found through an approximation of
the shear layer near the separation, and the position of the nascent discrete vortices is
determined afterwards using Kutta’s condition.
Improvement for this scheme was then sought through the use of blob vortices as flow
elements in order to smooth the velocity field, and thereby address one of the main
shortfall of the discrete vortex method. The technique is thus based on a model of
unbounded flow with inviscid fluid, and the use of potential theory to model the bound-
aries. Blob vortices are used to model the boundaries in a manner similar to a panel
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element, and obtained similar results to the exact potential solution for the steady flow
around a fixed ellipse. The aim was to obtain a method that was fast but nevertheless
accurate enough to model the flow dynamics.
This scheme produced results in qualitative agreement with experiments in the case
of the fixed ellipse at a high angle of incidence in an impulsively started flow, the first
test problem. Because the incidence angle is high, the flow is in a dynamic stall state.
However, although the code is able to model the dynamics of the flow in the case of a
fixed body, it produces noisy aerodynamic forces and moment coefficients. Moreover,
it has proved ill-suited to use with a moving thin ellipse. These two limitations are
mainly due to the resolution of the equations linked to the nascent vortex strength de-
termination, and singularities in the velocity field around the edges as the ellipse rotates
back and forth in the case of oscillations or as blob vortices approach the ellipse edges.
The strength determination disturbances also impede the nascent-vortex position de-
termination. Filtering the strength does not lead to satisfying results as it damps the
vorticity fluctuation, and leads to shed vortices with too strong vorticity.
As an alternative to this scheme, a blob vortex method developed by Spalart has been
used and which was modified to take into account for a moving body. As with the
previous method, it is based on a model of unbounded inviscid flow, and the use of
potential theory to model the boundaries. With this code the nascent vortices are now
the boundary vortices shed after each timestep into the flow. The higher number of
vortices, the constant vortices distribution along the wall and the absence of position
determination algorithm enable to remove the Sarpkaya-like code limitations. A vor-
tex merging algorithm then permits to limit the computing power required. The main
modifications to the Spalart code for the moving body code concern the boundary con-
dition, the effect of the body motion on the velocity field, and the aerodynamic force
and moment computation. This method is in fact quite fast, but requires good blob
vortices overlap to converge correctly. It is also sensitive to timestep variations. Its
main downside is that, although the simulation never blows up, there is no criteria that
enables the user to choose a set of ad hoc parameters which ensure the correct solution.
In the first test problem, although the Spalart code simulation is able to reproduce
the vortex street dynamics, it is only in qualitative agreement with experiment after
the first vortices shedding. The lack of viscous vorticity diffusion and the intrinsic 3D
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nature of this kind of flow means the shed vorticity is overestimated. Moreover, with
this set of parameters, the overlap is insufficient to preclude any quantitative errors as
the simulation demands a larger number of vortices to converge than the computing
resources allowed.
The second test problem is an ellipse with a constant angular velocity in a uniform
transverse flow, for which the agreement is much better quantitatively and the flow
dynamics is still respected. Thus the simulation is better suited to massively separated
flow. However, the lack of experimental results in this case impedes the full determina-
tion of the simulation validity.
Generally if the flow geometry and dynamics are preserved, the aerodynamic forces and
moment coefficient are overestimated, while the Strouhal number is underestimated.
These flaws are mainly due to the absence, in both test problems, of vorticity diffusion
inherent to the 3D real flow, the lack of an explicit viscous diffusion mechanism, as well
as an insufficient blob vortices overlap. Finally, the merging of the blob vortices intro-
duces some velocity field perturbation in the far field. These effects are more visible
for long term simulation where the blob vortices have been convected by the uniform
freeflow for longer times.
In a third test problem, an oscillating cylinder was implemented in a uniform freeflow.
The cylinder is allowed to oscillate transversely to the flow. The simulation predicts
correctly the oscillation-shedding lock-in frequency, although its range is too narrow
and there is less sharp increase in the lock-in range than in previous literature. In this
case, the problem lies in the phase between the cylinder motion and the flow dynamics,
which is incorrectly predicted.
Then, it then proceeded with the study of characteristics of a spring damped ellipse
oscillating about a central pivot in a fluid. Compared to the fluid (air), a large body
density was chosen, in order to keep the ellipse angular oscillations amplitude within a
given range, to aid the controller design.
The first case study examined was that of an ellipse released in an initially quies-
cent fluid (i.e. no free flow) and no damping of the torsional spring. The ellipse zero
deflection position of the spring is set at a slight initial angle, so that it oscillates after
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it is released. The flow dynamics has been shown to introduce some additional damping
through the creation at the ellipse edges of vortices of circulation adverse to the ellipse
motion as the body oscillates clockwise and counterclockwise. This also affects the os-
cillation frequency as it affects the ellipse angular velocity. This effect is encountered
even when a high spring damping is used.
Therefore, the flow simulation effectively introduces an added mass which diminishes
the angular oscillation frequency similar to a real added mass due to flow unsteadiness.
There is also an additional damping as a result of the effective viscosity of the simula-
tion as well as the fluid inertia induced damping. However, the simulation added some
numerical noise affecting the added mass and damping evaluation through the lack of
blob vortices overlap, the blob vortices merging mechanism (used to reduce computa-
tion time), as well as the simulation lack of explicit viscous diffusion mechanism. With
adverse parameters, this can lead to the creation of one eddy with strong circulation
due to blob vortices aggregation. Experiments are again necessary to better assess to
which extent the simulation influences the resulting angular oscillation damping and
frequency especially concerning the influence of viscosity on the system.
In another test case, an analysis was made about the influence of the reduced damping
of the spring-damped ellipse on the behavior of the coupled spring damped ellipse/flow
system. The ellipse was set in a transverse uniform freeflow without a initial spring
angle. The ellipse is kept fixed at a high incidence angle previously to this time in order
to initiate the flow separation before letting the ellipse pivot.
It has emerged that the reduced damping of the spring damped ellipse system is not
a critical parameter for the dynamic behaviour of the combined flow/plate system.
Indeed, it is expected to broaden the lock-in range as it is lowered but not to funda-
mentally change the different modes occurring, nor the mean reduced frequency of the
spring-damped system where the oscillation-shedding lock-in takes place.
In a final test case, the coupled ellipse/flow system characteristics was examined by
using a similar setup as in the previous case but with a fixed reduced damping. The
damping was set at a value high enough so as to expect less interference from the nu-
merical simulation, but low enough not to impede too much the coupling between the
mechanical and the flow system. The mechanical system frequency was then varied in
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order to study the coupled flow/structure dynamics.
Generally the rotating-ellipse/flow system exhibits a narrow lock-in band near the flow
shedding frequency present at the motion start. Before this reduced mechanical fre-
quency lock-in range, the mechanical system is driven by the flow dynamics, that is
the two systems behave as if they were independent of each other, and the angular
oscillations have little effects on the flow.
As can be expected, in the lock-in band, the ellipse and the flow are coupled near
the mechanical system resonance frequency so that the ellipse oscillations are greatly
increased by the additional torque provided by the flow. However, if there still remains
a vortex shedding, the flow dynamics is little changed by the ellipse oscillations. Typi-
cally, at a given timestep a primary nascent vortex is formed at one ellipse tip, and the
plate is then rotated toward this nascent vortex. As the plate gains angular velocity,
it creates another secondary nascent vortex at the opposite ellipse tip which is fed by
the resulting ellipse rotation. The ellipse angular velocity also results in the weakening
of the primary nascent vortex. Afterwards, the primary vortex is shed into the flow,
and as the ellipse rotation slows down the secondary vortex now becomes the primary
vortex and is fed by the shear layer corresponding to the ellipse tip from which it is
shed, and another shedding cycle begins.
This phenomenon has two effects. First the vortex shedding is now faster due to the
creation of this secondary nascent vortex, and second the aerodynamic moment coeffi-
cient is lowered by the secondary nascent vortex on the opposite edge of the primary
shed vortex, and by the diminution of the vorticity feeding the primary nascent vortex.
The angular oscillations are thus able to raise the flow shedding frequency through this
secondary nascent vortex creation. There is also a mechanism limiting the shedding
frequency as if it is too high it lowers the aerodynamic moment coefficient considerably
through the previously described interaction mechanism. This explains part of the vor-
tex shedding synchronization mechanism; it means that for lower prescribed mechanical
frequency (compared to the obvious resonance point), the shedding frequency can be
raised, and for higher mechanical frequency the flow shedding frequency can be low-
ered. Note that this mechanism is very dependent on the angular velocity attained in
the early part of the simulation.
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Generally, due to the rotating-ellipse/flow interaction the aerodynamic moment co-
efficient range is lowered, while it increases the aerodynamic drag and lift coefficient
value range. The mechanism of diminution of the moment has already been explained.
It seems that the drag and lift coefficients are raised through the presence of the sec-
ondary nascent vortex as well as the circulation around the body induced by the angular
rotation.
Concerning the controller implementation, first the flow was characterized by imple-
menting a rotating-ellipse/flow model based on the moment coefficient from the Spalart
simulation of the fixed ellipse for different incidence angles in a uniform freeflow. For
the flow characteristics model, the incidence angle was taken as the input, and the aero-
dynamic moment as the output. For each incidence angle, a coupled spring damped
ellipse/flow model was then constructed based on the linear moment coefficient output
model, as well as the linear model associated with the angular pivoting-ellipse. The
two models are coupled as a closed loop system. Then the models associated with the
different incidence angles are interpolated according to the incidence angle value. The
different models are interpolated not only in output amplitude but also in frequency.
This enable to have the equivalent of a flow model with an aerodynamic moment coef-
ficient mainly comprised of one harmonic, which conforms to the experimental moment
coefficient evolution for a plate at fixed incidence angle. The input of the coupled spring
damped ellipse/flow model is then an external torque while the output is the ellipse an-
gle position.
This system characterization is intended as a simple model for a pivoting-ellipse whose
angular position is stabilized in a transverse uniform freeflow. It is thus not an accurate
model for a moving ellipse in a flow. This model characterization has permitted the
design of two different kinds of controller. The first one is based on fuzzy logic, while
the second is more classical and is similar to Takagi-Sugeno models (use of multiple
linear models and weighed means to determine the output). Both controllers have been
tested with the coupled spring-damped ellipse/flow model and have shown that they
are able to stabilize the ellipse position around a prescribed position, or to apply a step
input from one angle position to another.
The fuzzy-logic controller design has been very easy and has shown good robustness
compared to the gain-scheduling controller. It is also independent of the spring-damped
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ellipse mechanical frequency. Its main downside is a high computing cost and the fact
that there is no way other than trial and error to measure the robustness and stability of
this kind of control without explicitly taking into account the coupled plate/flow model.
The second controller, similar to Takagi-Sugeno models, is based on optimal control
theory. Like the coupled spring-damped plate/flow model, each optimal controller out-
put has been interpolated regarding the ellipse incidence angle. In contrast to the
previous controller, the stability is guaranteed when applied to a linear system. More-
over, its robustness has been increased through the use of a Kalman filter. However,
the interpolation makes it difficult to predict the ideal stabilization. Note that the
Takagi-Sugeno design is slightly different of a gain scheduling method in that it does
not involve changing parameters from a compensator with a fixed transfer function,
but rather the interpolation between different controller output. It has also been noted
in the literature that this kind of design has lead to results less satisfying than when
using gain scheduling. This is because such an implementation neglects the variations
in frequency or the variations of the natural mode of the controlled system.
Concerning the coupling, a discrete simulation was used for the fuzzy-logic controller,
but due to a Simulink constraint a continuous integration was chosen for the optimal
controller. In the latter case, this continuous implementation (as opposed to the dis-
crete output provided by the flow simulation) has created some additional problems by
creating artificially delays between the torque input and the torque taken into account
by the flow simulation, thus creating nonlinearities. The delays are linked to Simulink
and flow simulation dephasing due to a difference in the differential equation integration
scheme (variable timestep for Simulink, and discrete timestep for the flow simulation).
On average, the delay is estimated to be inferior to the flow simulation timestep but is
difficult to asses exactly. This problem could easily be overcome by simply decreasing
the flow simulation timestep. Under these conditions, the optimal controller was able
to successfully control the plate as if the flow simulation was continuous. The fuzzy-
logic controller was less affected due with such problems, even when using the same
continuous Simulink implementation as the optimal controller, showing the controller
robustness.
As the controllers are added to the coupled ellipse/flow simulation, both have shown
their ability to stabilize the ellipse position. And although the optimal controller has
Etienne Sourdille 356
Numerical study of the fluid structure interaction for a flat plate in a transverse flow
shown better precision than the fuzzy logic controller when stabilizing the plate, the
fuzzy logic controller has proven more versatile notably for the stabilization of an ellipse
left oscillating with a spring damped ellipse frequency fixed near resonance. Further-
more, its implementation is independent of the mechanical system frequency. However,
its performance is dependent on the fuzzy set definitions. As the sets are not indepen-
dent one from another and, as stated earlier, an optimal definition of the fuzzy sets can
only be found empirically. Conversely, the Takagi-Sugeno controller is more difficult of
use as it must be redesigned for a given mechanical system frequency. It has performed
better here as the fuzzy logic controller is not optimized.
When tested with an input similar to a smoothed step input, the fuzzy logic has proven
that with no modification regarding f ∗n and despite a slight constant position error, it
was able to adjust to the command signal faster than with a Takagi-Sugeno type control,
while keeping the ellipse/flow system stable. Surprisingly, the fuzzy-logic controller has
shown better performance for a varying signal. Note that in both cases, the controllers
were able to command the plate position. Note also that step input smoothing was
required because the fuzzy controller needs a finite angular velocity as an input due to
the fuzzy set definition.
Overall, the fuzzy controller as well as the Takagi-Sugeno controller have shown good
ability to stabilize this nonlinear system. However, in light of its implementation almost
independent of the mechanical system characteristics and its robustness to a variety of
situation, the fuzzy-logic controller might be preferred. Its main shortfall is the lack of
theory to prove the robustness with given fuzzy sets. Note, though, that if one consid-
ers the angular accuracy as the main performance criterion, then the optimal controller
would be preferred. Nevertheless, here the fuzzy logic control parameters have not been
optimized. Various methods for adjusting and optimizing the fuzzy logic parameters
exists based for example on method used usually on method used for robust control.
Jenkins and Pasino [29] presents an introduction on such method, and Zhiqiang Gao
et al [66] provide an example of more sophisticated method. However, such methods
using a model of the system to control remove some of the advantages of the fuzzy
logic controllers by using explicitly a model for the controller design similarly to robust
control design.
For both the optimal controller and the fuzzy logic controller, remaining oscillations
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can be noticed in the angle plot. The frequency of the remaining oscillations indicates
that they are mainly related to the flow-induced moment on the plate, the plate fn
having little effect on the frequency of these oscillations. The remaining oscillations
are larger when using the flow simulation than when using the identified flow model.
They may be a side effect of the time discretization applied to the system (the opti-
mal controller unstability when using dt∗ = 0.05 is also a symptom of such problems).
Further analysis show that this does not seem to be due to an underestimation of the
flow-induced moment applied to the plate, as in both cases the flow model and simula-
tion Cm remain comparable in magnitude and frequency.
One could improve the fuzzy logic controller, for example by adding an input using
the time-integration of the error. With this complementary input, the fuzzy logic con-
troller is then similar to a PID controller regarding the inputs used for the calculation
of the output. Under this configuration though, the fuzzy sets are much harder to pa-
rameter, and the full controller tends to lead to an overestimation of the output torque.
Furthermore, it does not help to dampen the remaining oscillations.
As precised earlier, the remaining oscillations are mainly due to the flow. One can
then remark that the identified model has only been identified over a given period of
time which limits the representativity of the system in time. It also means that the
model can introduce artificially some damping in the coupled spring damped plate/flow
system. This is visible for example for the optimal controller where the decrease in
oscillations amplitude is in fact related to a damping introduced by the identified flow
model. Moreover, long term oscillation of period T ∗ ' 300 are also modulating the
signal magnitude, which looks similar to a damping with a limited time window. Thus
this can have an effect on the controller design especially in the case of the optimal
controller as it uses flow and spring damped plate models.
Another additional remark comes from the study of the plate at steady angles of attack.
When the plate is at a given angle of attack, one can see that the flow-induced moment
is not behaving, when the angle is stable, similarly to a spring-damped oscillator with
very light damping (positive or negative as the system is identified), but rather like a
system with a narrow bandwidth and no damping. Indeed, the constant transverse flow
is constantly bringing some energy to the system notably through the vortex street, and
when the body moves the motions also brings some energy to the vortex street. The
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consequence is that with the spring damped plate/flow system, when the plate is not
moving, there are still some energy brought in, thus it is not only the plate motion that
must be controlled but also the introduction of vorticity to the flow.
This shows the limitation of this approach, and emphasize the need to better take
into account the flow. Indeed, implicitly the flow model is based on Cm = f(α, t) for
the identification, but a more appropriate approach would be to use Cm = f(α, α˙, t).
Then, one could use a Cm estimator to be taken into account explicitly by the fuzzy
logic controller. Remark that the optimal controller design already use an estimator but
based on Cm = f(α, t). This tantamounts to a rather phenomological approach of the
vorticity introduction due to the plate motion. Maybe more appropriate would be an
approach based on flow control using a controller designed for minimizing a synthetic
criterion using the vorticity introduced at both edges by the plate position and motion
(to use explicitly α, α˙, t) and using as well the position error. This would be especially
useful for the fuzzy logic controller as in its current implementation it tends to minimize
mainly the velocity error.
Finally, the flow simulation has shown to model qualitatively the flow dynamics for
massively separated flow for a fixed and moving body, and the coupling between this
flow simulation and the controller through the software interface has enabled to make
a better assessment of the controllers performance in a situation qualitatively close to
the real-life environment. However, there are some limitation due to the integration of
both model in Simulink.
It would thus be necessary to make further experiments to assess the exact extent of
the numerical flow simulation influence, and to improve the Simulink/flow simulation
integration. An easy way would be to simply lower the ∆t∗ but this would require an
adjustment in the simulation parameters. The current implementation is a compromise
which enable to still take the simulation partly as a continuous function (deliver contin-
uous output but at given timestep). Nonetheless, it would be possible to improve the
Simulink/simulation link by a better adaptation of the simulation to Simulink standard
function in order to enable a continuous implementation. It was not possible due to a
lack of time as it asks for partly rethinking the simulation timestep iteration.
It would also be interesting to examine a broader range of mechanical parameters,
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for example using body density over fluid density which are of the order of or less than
unity in order to generalize results. It has been found from the literature that with
such parameters, the behavior of a transversely oscillating cylinder in a uniform flow
can be vastly changed. Additionally, it would be interesting to find an indicator to
better characterize the coupled body/flow system behavior, as it has been shown that
the effective oscillation damping and frequency can be changed depending on the flow
interaction.
This study could be expanded by assessing the fuzzy logic controller performances for
more challenging situation, such as helicopter blade position control, or even turbine
blade position control with influence from multiple bodies separation. Another exten-
sion would be to implement one of the turbulence treatment which exists for vortex
methods, or better still a use of fully 3D vortex method code. This last improve-
ment would require much computing power, and may prove impractical. Nonetheless
this could lead eventually to improvements in the body/system characterization in a
qualitative and quantitative sense.
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Appendix A
Streamline function of the flow
elements
With the blob vortex method, there are two streamline functions, There are the
streamline function related to the blob vortices, and the streamline function related to
the freeflow. In all subsequent formula, the streamline function are computed at the
point
−→
P = (x, y).
The streamline function for one blob vortex with a algebraic core is:
ψ
(−→
P
)
=
Γ
4pi
ln(‖−→P − −→xv‖2 + σ2), (A.1)
with a core radius σ, −→xv the vortex position.
The streamline function for a uniform stream at incidence α is:
ψ∞
(−→
P
)
= U∞(x cos(α) + y sin(α)). (A.2)
The streamline function for a pure rotation at an angular velocity of Ω is:
ψΩ
(−→
P
)
= −Ω
2
(x2 + y2). (A.3)
Note that although there is an associated streamline function to the rotation, there is
no potential.
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Appendix B
Derivatives for vortex induced
velocity
In order to find the solution of the Kutta condition (dV = 0), one must get the
derivatives of the components of the velocity induced by a blob vortex in the stationary
frame coordinates.
The velocity induced by a single blob vortex with an algebraic core function and unit
strength is:
uX =
1
pi σ2
rY
2
(
1 + r
2
σ2
) = 1
2 pi
rY
σ2 + r2X + r
2
Y
, (B.1)
uY = − 1
pi σ2
rX
2
(
1 + r
2
σ2
) = − 1
2 pi
rX
σ2 + r2X + r
2
Y
, (B.2)
where −→r = −→P −−→x v =
−−−−−→
(rX , rY ) with
−→x v the vortex position and −→P the point position
where we are calculating the velocity, uX and uY respectively the
−→
X and
−→
Y velocity
component of −→u , the induced velocity at the point −→P , σ the vortex core radius size,
and r = |−→r | the vector norm.
The different derivatives are then for uX :
∂uX
∂X
= − 1
pi
rX rY
(σ2 + r2X + r
2
Y )
2
, (B.3)
∂uX
∂Y
=
1
2 pi
σ2 + r2X − r2Y
(σ2 + r2X + r
2
Y )
2
. (B.4)
(B.5)
362
Numerical study of the fluid structure interaction for a flat plate in a transverse flow
For uY , the derivatives are:
∂uY
∂X
= − 1
2 pi
σ2 − r2X + r2Y
(σ2 + r2X + r
2
Y )
2
, (B.6)
∂uY
∂Y
=
1
pi
rX rY
(σ2 + r2X + r
2
Y )
2
. (B.7)
(B.8)
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Appendix C
Force and moment calculus using
complex images
In order to calculate the force and moment applied to the ellipse, one can use the
extended Blasius formula as developed in Milne and Thompson (1968) [40]. This implies
with the simulation that all the vortex elements are considered as point vortices, which
because of their small core radius σ compared to the scale of the flow (in this case σ is
of order a × 10−4) is still consistent. Like in section 2.3.6 with equation 2.50, one can
use a conformal transformation to map the ellipse into a unit circle through the use of:
z = f (ζ) = C
(
ζ +
λ
ζ
)
, (C.1)
with C = (a + b)/2, λ = (a2 + b2)/(4C2), z is the complex physical coordinate, and ζ
the image coordinate in the unit circle. Note that this transformation is only conformal
outside the ellipse. Afterwards, one can denote Cel the contour of the cylinder in the
physical plane (i.e. the ellipse), and C the contour in the image plane (the cylinder).
The geometry of the problem is presented in figure C.1.
In the calculation, one must distinguish between the complex freeflow velocity and
the flow potential. Using this convention, the complex velocity potential in the ζ space
for a uniform flow and a doublet at the origin to simulate the cylinder is:
w =
B
ζ2
− CU∞ 1
ζ
eiα +
n∑
k=0
iΓk
2pi
ln(ζ − ζk)−
n∑
k=0
iΓk
2pi
ln
(
ζ − 1
ζ∗k
)
, (C.2)
with U∞ the freeflow magnitude, α the angle of attack, Γk and ζk respectively the
strength and position in the ζ space of the kth vortex; ∗ indicates a complex conjugate,
n is the number of vortices and B/ζ2 denotes the potential due to the rotation [40].
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Figure C.1: Conformal transformation illustration
Here B = (i/4)Ω(a2 + b2) with Ω = θ˙ the angular velocity (refer to figure 2.1 for defi-
nition of a and b).
On the other hand, the velocity due to freeflow velocity is:
dwf
dz
= −U∞e−iα − i ∗ Ωz. (C.3)
The velocity in the physical plane z due to w is:
dw
dz
=
dw
dζ
dζ
dz
=
dw
dζ
(
dz
dζ
)−1
. (C.4)
Using equation C.1, one has then:(
dz
dζ
)−1
=
ζ2
C(ζ2 − λ) . (C.5)
One should the note that as λ < 1, there is a singularity inside the cylinder defined by
a circle of radius
√
λ when computing the physical velocity. Although not important
to compute the velocity of the vortices, problems arises when one wishes to integrate
inside Cel.
Outside Cel, i.e. outside C, w is finite everywhere and analytical thus the velocity
due to the potential is:
dw
dζ
= −2B
ζ3
+ CU∞
eiα
ζ2
+
n∑
k=0
Γk
2ipi
1
ζ − ζk −
n∑
k=0
Γk
2ipi
1
ζ − 1
ζ∗
k
. (C.6)
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The total velocity in the physical plane is then
dwt
dz
=
dwf
dz
+
dw
dζ
(
dz
dζ
)−1
. (C.7)
Note that due to the sign convention used in the velocity formulation, the sign applied
to vortices is inverted for the forces formula when one uses algebraic vortices.
C.1 Force calculus
For a cylinder, the extended theorem of Blasius for the forces states that the forces
are equal to, if the ellipse is centered in z = 0:
X − iY = 1
2
iρ
∮
Cel
(
dw
dz
)2
dz + Ωρ
∮
Cel
z∗dw∗ − iρ ∂
∂t
∮
Cel
w∗dz∗
−2piκρiW ∗ − iρA
{
ΩW ∗ + i
dW ∗
dt
}
, (C.8)
where W = U∞eiα, κ is the circulation around the cylinder, A is the surface of the
contour Cel, and Ω = θ˙ is the angular velocity. One can then distinguish the integrals:
X − iY = I1 + I2 + I3 + I4 (C.9)
I1 = X1 − iY1 = 1
2
iρ
∮
Cel
(
dw
dz
)2
dz (C.10)
I2 = X2 − iY2 = −iρ ∂
∂t
∮
Cel
w∗dz∗ (C.11)
I3 = X3 − iY3 = Ωρ
∮
Cel
z∗dw∗ (C.12)
I4 = X4 − iY4 = −2piκρiW ∗ − iρA
{
ΩW ∗ + i
dW ∗
dt
}
. (C.13)
C.1.1 Integral I1
For the first integral, one can use a development provided by Milne and Thompson
(1968) [40], but adapted to the ellipse; more details on the complex formulation can be
found in their textbook. One consider the basic integral:
X1 − iY1 = 1
2
iρ
∮
Cel
(
dw
dz
)2
dz. (C.14)
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One can also write it:
X1 − iY1 = 1
2
iρ
∮
Cel
(
dw
dζ
)2
dζ
dz
dζ. (C.15)
There are two options. One is to integrate directly around Cel, but as noted earlier there
is a singularity inside which is the circle of center 0, and of radius
√
λ, thus calculating
the integral inside Cel could prove complicated. Thus, an alternative way was chosen.
Using Cauchy’s theorem for a function which is holomorphic almost everywhere except
at singularity points, one can enlarge the contour Cel to S a circle with a very large
radius, as in fig C.2. γk is a small contour drawn around the k
th vortex.
Figure C.2: Complex decomposition of contour
The equation then becomes:
X1 − iY1 = 1
2
iρ
∮
Cel
(
dw
dz
)2
dz =
1
2
iρ
∮
S
(
dw
dz
)2
dz −
n∑
k=0
1
2
iρ
∮
γk
(
dw
dz
)2
dz. (C.16)
In order to ease the resolution use for both integrals, one could choose the form of
equation C.15 for the integral around S, and the form of equation C.14 for the integrals
around γk. For the integral around S, one can further simplify the complex velocity (eq.
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C.6), since |z| → ∞  |ζ| → ∞, and one can then expand 1/(ζ − ζk) and 1/(ζ − 1ζ∗
k
) in
powers of 1/ζ:
dw
dζ
= −2B
ζ3
+ CU
eiα
ζ2
+
n∑
k=0
iΓk
2pi
1
ζ
(
1 +
ζk
ζ
+
ζ2k
ζ2
+ ...
)
−
n∑
k=0
iΓk
2pi
1
ζ
(
1 +
ζ ′k
ζ
+
ζ ′2k
ζ2
+ ...
)
, (C.17)
with ζ ′k = 1/ζ
∗
k the image vortex of the k
th vortex inside C. Furthermore, one has:
(
dz
dζ
)−1
=
ζ2
C(ζ2 − λ) '
1
C
as |ζ| → ∞. (C.18)
Therefore one can write on S:(
dw
dζ
)2
=
4B2
ζ6
+
(CUeiα)2
ζ4
− 4BCU∞ e
i∗α
ζ5
−4B
n∑
k=0
iΓk
2pi
1
ζ4
(
1 +
ζk
ζ
+
ζ2k
ζ2
+ ...
)
+4B
n∑
k=0
iΓk
2pi
1
ζ4
(
1 +
ζ ′k
ζ
+
ζ ′2k
ζ2
+ ...
)
+2CU∞e
iα
n∑
k=0
iΓk
2pi
1
ζ3
(
1 +
ζk
ζ
+
ζ2k
ζ2
+ ...
)
−2CU∞eiα
n∑
k=0
iΓk
2pi
1
ζ3
(
1 +
ζ ′k
ζ
+
ζ ′∗2k
ζ2
+ ...
)
+2
n∑
j=0
n∑
k=0
ΓjΓk
4pi2
1
ζ2
(
1 +
ζk
ζ
+
ζ2k
ζ2
+ ...
)(
1 +
ζ ′k
ζ
+
ζ ′2k
ζ2
+ ...
)
−
n∑
k=0
Γ2k
4pi2
1
ζ2
(
1 +
ζk
ζ
+
ζ∗2k
ζ2
+ ...
)2
−
n∑
k=0
Γ2k
4pi2
1
ζ2
(
1 +
ζ ′k
ζ
+
ζ ′∗2k
ζ2
+ ...
)2
. (C.19)
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One can further reduce this to:(
dw
dζ
)2
=
4B2
ζ6
+
(CU∞eiα)2
ζ4
− 4BCU∞e
i∗α
ζ5
−4B
n∑
k=0
iΓk
2pi
1
ζ4
[(
ζk
ζ
+
ζ2k
ζ2
+ ...
)
−
(
ζ ′k
ζ
+
ζ ′2k
ζ2
+ ...
)]
+2CU∞e
iα
n∑
k=0
iΓk
2pi
1
ζ3
[(
ζk
ζ
+
ζ2k
ζ2
+ ...
)
−
(
ζ ′k
ζ
+
ζ ′∗2k
ζ2
+ ...
)]
+2
n∑
j=0
n∑
k=0
ΓjΓk
4pi2
1
ζ2
(
ζk
ζ
+
ζ2k
ζ2
+ ...
)(
ζ ′k
ζ
+
ζ ′2k
ζ2
+ ...
)
−
n∑
k=0
Γ2k
4pi2
1
ζ2
[(
ζk
ζ
+
ζ∗2k
ζ2
+ ...
)2
+
(
ζ ′k
ζ
+
ζ ′∗2k
ζ2
+ ...
)2]
.
That is, this equation has the form:(
dw
dζ
)2
=
a3
ζ3
+
a4
ζ4
+ . . . .
Now if one multiply this equation by equation C.18, one has:(
dw
dζ
)2
dζ
dz
=
1
C
[
a3
ζ3
+
a4
ζ4
+ . . .
]
.
And thus by applying the residue theorem inside S one can see that the integral C.15
becomes:
1
2
iρ
∮
S
(
dw
dζ
)2
dζ
dz
dζ = 0. (C.20)
If one wants to add a circulation term, one has to add a term i(κ/2pi) ln(ζ) to w in the
ζ plane for a circulation κ around the ellipse. The complex velocity becomes:
dw
dζ
= −2B
ζ3
+ CU∞
eiα
ζ2
+ i
κ
2pi
1
ζ
+
n∑
k=0
iΓk
2pi
1
ζ
[(
ζk
ζ
+
ζ2k
ζ2
+ ...
)
−
(
ζ ′k
ζ
+
ζ ′2k
ζ2
+ ...
)]
.
Using then the same development, it is easy to see that in this case the result is un-
changed and thus:
1
2
iρ
∮
S
(
dw
dζ
)2
dζ
dz
dζ = 0. (C.21)
The other integrals are a bit simpler to develop. One can concentrate on the integrals
I1,k which are the components of I1. At a given k :
I1,k = −1
2
iρ
∮
γk
(
dw
dz
)2
dz. (C.22)
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One can rewrite the complex velocity as:
dw
dz
= f(z) +
iΓk
2pi
1
z − zk , (C.23)
where f(z) =
d
dz
[
w − iΓk
2pi
ln(z − zk)
]
. (C.24)
Hence, the function f(z) represents the complex velocity obtained by omitting the kth
vortex from the original potential, and f is holomorphic within the contour γk. Then,
the complex velocity can be written:(
dw
dz
)2
= (f(z))2 + 2f(z)
iΓk
2pi
1
z − zk −
Γ2k
4pi2
1
(z − zk)2 . (C.25)
Now by Taylor’s theorem, near zk :
f(z) = f(zk) + (z − zk)df
dz
(zk) + . . . . (C.26)
Then again, using the residue theorem for γk, one obtains:
I1,k = −1
2
iρ
∮
γk
(
dw
dζ
)2
dζ
dz
dζ = iρΓk(uk − ivk). (C.27)
Thus, integral I1 is equal to:
I1 =
n∑
k=0
iρΓk(uk − ivk). (C.28)
Note that crucially uk − ivk is equal to the complex velocity in the fixed frame (or
inertial frame), that is the freeflow velocity is excluded, and thus:
uk − ivk = dw
dζ
(
dz
dζ
)−1
. (C.29)
C.1.2 Integral I2
This integral is slightly easier to calculate:
I2 = X2 − iY2 = −iρ ∂
∂t
∮
Cel
w∗dz∗. (C.30)
It is more convenient to consider:
I∗2 = X2 + iY2 = iρ
∂
∂t
∮
Cel
wdz. (C.31)
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If one chose to decompose the integral by parts:
I∗2 = iρ
∂
∂t
{
[wz]pc −
∮
Cel
z
dw
dz
dz
}
, (C.32)
where [wz]pc is the difference between the value of wz at the beginning and end of the
plate contour. Since there is no jump in the stream function along the contour, and
since the nascent vortices are not connected by the vortex sheet to the edge of the
ellipse, this term is identically equal to 0. Then, the remaining integral can be put on
the form∮
Cel
z
dw
dz
dz =
∮
C
z
dw
dζ
dζ
dz
dz
dζ
dζ =
∮
C
z
dw
dζ
dζ =
∮
C
C
(
ζ +
λ
ζ
)
dw
dζ
dζ, (C.33)
with the conformal transformation of z described by equation C.1. Then using the
complex velocity as defined in equation C.6, one has:∮
Cel
z
dw
dz
dz =
∮
C
C
(
ζ2 + λ
ζ
)(
−2B
ζ3
CU∞
eiα
ζ2
+
n∑
k=0
Γk
2ipi
1
ζ − ζk −
n∑
k=0
Γk
2ipi
1
ζ − ζ ′k
)
dζ. , (C.34)
which can be rewritten:∮
Cel
z
dw
dz
dz =
∮
C
{
C2U∞
eiα
ζ2
ζ2 + λ
ζ
}
dζ
−
∮
C
{
C
2B
ζ3
ζ2 + λ
ζ
}
dζ
+
∮
C
{
n∑
k=0
C
iΓk
2pi
1
ζ − ζk
ζ2 + λ
ζ
}
dζ
−
∮
C
{
n∑
k=0
C
iΓk
2pi
1
ζ − ζ ′k
ζ2 + λ
ζ
}
dζ. (C.35)
Then inside Cel, the first integral has one pole in 0 of order three, the second integral
has one pole in 0 of order four, the third integral has one pole in 0 of order one, and
the last integral has two poles of order one in 0 and ζ ′k. Therefore, using the residue
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theorem one obtain for the different integrals :∮
C
{
C2U∞
eiα
ζ2
ζ2 + λ
ζ
}
dζ
= C2U∞e
iα
∮
C
(
1
ζ
+
λ
ζ3
)
dζ, (C.36)
−
∮
C
{
C
2B
ζ3
ζ2 + λ
ζ
}
dζ
= −2BC
∮
C
(
1
ζ2
+
λ
ζ4
)
dζ, (C.37)
∮
C
{
n∑
k=0
C
iΓk
2pi
1
ζ − ζk
ζ2 + λ
ζ
}
dζ
= 2iCpires(f2, 0) = 2iCpi lim
ζ→0
ζf2 (C.38)
with f2 =
n∑
k=0
C
iΓk
2pi
1
ζ − ζk
ζ2 + λ
ζ∮
C
{
n∑
k=0
C
iΓk
2pi
1
ζ − ζ ′k
ζ2 + λ
ζ
}
dζ
= 2iCpi {res(f3, 0) + res(f3, ζ ′k)} = 2iCpi
{
lim
ζ→0
ζf3 + lim
ζ→ζ′
k
(ζ − ζ ′k) f3
}
(C.39)
with f3 =
n∑
k=0
C
iΓk
2pi
1
ζ − ζ ′k
ζ2 + λ
ζ
.
The results are:∮
C
{
C2U∞
eiα
ζ2
ζ2 + λ
ζ
}
dζ = 2ipiC2U∞e
iα (C.40)
−
∮
C
{
C
2B
ζ3
ζ2 + λ
ζ
}
dζ = 0 (C.41)
∮
C
{
n∑
k=0
C
iΓk
2pi
1
ζ − ζk
ζ2 + λ
ζ
}
dζ = C
n∑
k=0
Γk
λ
ζk
(C.42)
∮
C
{
n∑
k=0
C
iΓk
2pi
1
ζ − ζ ′k
ζ2 + λ
ζ
}
dζ = −C
n∑
k=0
Γkζ
′
k. (C.43)
Thus equation C.35 is the equal to:
∮
C
z
dw
dz
dz = 2ipiC2U∞e
iα + C
n∑
k=0
Γk
(
λ
ζk
+ ζ ′k
)
, (C.44)
and I∗2 is equal to
I∗2 = −2piρC2
∂
∂t
[
U∞e
iα
]
+ iρC
∂
∂t
[
n∑
k=0
Γk
(
λ
ζk
+ ζ ′k
)]
. (C.45)
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Note that if one add a circulation κ to the potential w as in section C.1.1, it is easy to
see that the integral remains unchanged.
C.1.3 Integral I3
This term is:
I3 = X3 − iY3 = Ωρ
∮
Cel
z∗dw∗. (C.46)
Again, to suppress the conjugate terms, one can write:
I∗3 = X3 + iY3 = Ωρ
∮
Cel
zdw. (C.47)
This in turn, similar to the development for I2 for equation C.33, is equal to:
I∗3 = X3 + iY3 = Ωρ
∮
Cel
z
dw
dz
dz = Ωρ
∮
C
z
dw
dζ
dζ
dz
dz
dζ
dζ
= Ωρ
∮
C
z
dw
dζ
dζ = Ωρ
∮
C
C
(
ζ +
λ
ζ
)
dw
dζ
dζ, (C.48)
with the conformal transformation described by equation C.1. Then, I3∗ is equal to:
I∗3 = Ωρ
[
2ipiC2U∞e
iα + C
n∑
k=0
Γk
(
λ
ζk
+ ζ ′k
)]
. (C.49)
And as for I2, the integral is unchanged with an additional circulation.
C.1.4 Integral I4
The last term is equal to
I4 = X4 − iY4 = −2piκtρiW ∗ − iρA
{
ΩW ∗ + i
dW ∗
dt
}
, (C.50)
where κt represents the total circulation around the cylinder, A the surface of the cross-
section of the cylinder, Ω the angular velocity of the flow, and W ∗ the complex freeflow
velocity at infinity. Then, for an ellipse :
A = piab. (C.51)
W ∗ = U∞e
−iα. (C.52)
Hence
I4 = −2piκtρiU∞e−iα − iρA
{
ΩU∞e
−iα + i
dU∞e−iα
dt
}
. (C.53)
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Note that with the w formulation in equation C.2, there is a circulation −∑nk=0 Γk/(2pi)
in the ellipse due to the image vortices. This is consistent with Kelvin’s theorem as
exposed in equation 2.20, and thus is actually the same. Equation C.53 becomes:
I4 = iρU∞e
−iα
n∑
k=0
Γk − CκρiU∞e−iα − iρA
{
ΩU∞e
−iα + i
dU∞e−iα
dt
}
. (C.54)
C.2 Moment calculus
For a cylinder, the extended theorem of Blasius for the moment states that the
moment is equal to the real part of:
M + iN = −1
2
ρ
∮
Cel
z
(
dw
dz
)2
dz − ρW ∗
∮
Cel
zdw + ρ
∂
∂t
∮
Cel
zwdz∗,
where the ellipse being centered in z = 0. One can then distinguish the integrals:
M + iN = M1 +M2 +M3, (C.55)
M1 = −1
2
ρ
∮
Cel
z
(
dw
dz
)2
dz, (C.56)
M2 = −ρW ∗
∮
Cel
zdw, (C.57)
M3 = ρ
∂
∂t
∮
Cel
zwdz∗. (C.58)
While M1 and M2 are fairly straightforward to calculate, M3 has proven to be much
more difficult because of the presence of the conjugate inside the integral.
C.2.1 Integral M1
The integralM1 is calculated in the exact same manner as integral I1 in section C.1.1.
That is one decomposes the integral into several circular contours S where z →∞, and
several small contours γk around the vortices. The end result is consequently with a
circulation κ and n vortices in the flow:
M1 =
i
2
ρκ2 − ρ
n∑
k=0
zkΓk(uk − ivk). (C.59)
One can use as a potential for a circulation κ : i[κ/(2pi)] ln(ζ).
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C.2.2 Integral M2
Integral M2 can be deduced directly from I
∗
2 and one thus obtains:
M2 = −ρW ∗
[
2ipiC2U∞e
iα + C
n∑
k=0
Γk
(
λ
ζk
+ ζ ′k
)]
. (C.60)
C.2.3 Integral M3
Because of the conjugate, this is the most complicated integral and it obliges to
decompose M3 into several parts. The basic integral is:
M3 = ρ
∂
∂t
∮
Cel
zwdz∗. (C.61)
One can rewrite it as:
M3 = ρ
∂
∂t
∮
C
z
dz∗
dζ
wdζ. (C.62)
On a unit cylinder, one has the relation ζ∗ = 1/ζ. Hence dz∗/dζ becomes:
z∗ = C
(
ζ∗ +
λ
ζ∗
)
= C
(
1
ζ
+ λζ
)
, (C.63)
dz∗
dζ
= C
(
λ− 1
ζ2
)
. (C.64)
And thus equation C.62 becomes:
M3 = ρ
∂
∂t
∮
C
C2
(
ζ +
λ
ζ
)(
λ− 1
ζ2
)
wdζ. (C.65)
Expanding the integrand leads to:
M3 = ρ
∂
∂t
∮
C
C2
(
λζ +
λ2 − 1
ζ
− λ
ζ3
)
wdζ. (C.66)
Using w from equation C.2, one has:
M3 = ρ
∂
∂t
∮
C
C2
(
λζ +
λ2 − 1
ζ
− λ
ζ3
)
×[
B
ζ2
− CU∞e
iα
ζ
+
n∑
k=0
iΓk
2pi
ln(ζ − ζk)−
n∑
k=0
iΓk
2pi
ln (ζ − ζ ′k)
]
dζ. (C.67)
One can then decompose this integral into three parts M3,1, M3,2, and M3,3 such that:
M3,1 = ρC
2 ∂
∂t
∮
C
(
λζ +
λ2 − 1
ζ
− λ
ζ3
)[
B
ζ2
− CU∞ e
iα
ζ
]
dζ, (C.68)
M3,2 = ρC
2 ∂
∂t
∮
C
(
λζ − λ
ζ3
)[ n∑
k=0
iΓk
2pi
ln(ζ − ζk)−
n∑
k=0
iΓk
2pi
ln (ζ − ζ ′k)
]
dζ, (C.69)
M3,3 = ρC
2 ∂
∂t
∮
C
(
λ2 − 1
ζ
)[ n∑
k=0
iΓk
2pi
ln(ζ − ζk)−
n∑
k=0
iΓk
2pi
ln (ζ − ζ ′k)
]
dζ. (C.70)
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Integral M3,1 is easy to develop using the definition of the residus and produces:
M3,1 = ρC
2 ∂
∂t
∮
C
{
λB
ζ
− CU∞ e
iα
ζ3
+ (λ2 − 1)
(
B
ζ3
− CU∞ e
iα
ζ2
)
− λB
ζ5
+ CU∞
eiα
ζ4
}
dζ,
that is M3,1 = ρC
22ipi
∂
∂t
(λB) . (C.71)
Integral M3,2 is more tricky and requires an intermediary development using an inte-
gration by parts:
M3,2 = ρC
2 ∂
∂t
[(
λ
ζ2
2
− λ
2ζ2
){ n∑
k=0
iΓk
2pi
ln(ζ − ζk)−
n∑
k=0
iΓk
2pi
ln (ζ − ζ ′k)
}]
C
−ρC2 ∂
∂t
∮
C
(
λ
ζ2
2
− λ
2ζ2
){ n∑
k=0
iΓk
2pi
1
ζ − ζk −
n∑
k=0
iΓk
2pi
1
ζ − ζ ′k
}
dζ. (C.72)
The first part of this formula is obviously zero as there are no potential discontinuities
over the boundary and using the residues theorem with the remaining of the formula,
one obtains:
M3,2 = −ρC2λ
2
n∑
k=0
Γk
{
ζ ′2k −
1
ζ2k
}
. (C.73)
Finally, in integral M3,3 (equation C.68) although it is easy to see that as ln(ζ − ζk)
is continuous on (C) the first term of the integral can be obtained with the residues
theorem and therefore it is equal to:
ρC2
∂
∂t
∮
C
(
λ2 − 1
ζ
)[ n∑
k=0
iΓk
2pi
ln(ζ − ζk)
]
dζ = −ρC2(λ2−1) ∂
∂t
n∑
k=0
Γk ln(−ζk). (C.74)
Conversely the second term requires a change of variable because ζ ′k is inside C; at the
kth vortex one can then use Zk = ζ − ζ ′k, and thus the second term becomes:
ρC2
∂
∂t
∮
C
λ2 − 1
ζ
n∑
k=0
iΓk
2pi
ln (ζ − ζ ′k) dζ = ρC2(λ2−1)
∂
∂t
n∑
k=0
iΓk
2pi
∮
Ck
(
1
Zk + ζ
′
k
)
ln(Zk)dζ.
(C.75)
For the kth vortex, the contour Ck is defined by figure C.3.
Then using Cauchy theorem, one has on the different parts of the contour in the Zk
plane, for a given k:∮
Ck
(
1
Zk + ζ ′k
)
ln(Zk)dζ +
∫ ε
dk
ln(re2ipi)
r + ζk
dr
+
∫ 0
ϕ=2pi
ln(εeiϕ)
εeiϕ + ζk
d(εeiϕ) +
∫ dk
ε
ln(r)
r + ζk
dr
= 2ipires(
1
Zk + ζ
′
k
ln(Zk),−ζ ′k), (C.76)
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Figure C.3: Contour Ck description
with res(f, x) denoting the residue of f in x. As ε → 0, the third term of expression
C.76 disappears, and one get:
iΓk
2pi
∮
Ck
(
1
Zk + ζ ′k
)
ln(Zk)dζ
=
iΓk
2pi
{
2ipi
∫ dk
0
1
r + ζk
dr + 2ipires(
1
Zk + ζ
′
k
ln(Zk),−ζ ′k)
}
= −Γk[ln(dk + ζ ′k)− ln(ζ ′k) + ln(−ζ ′k)]. (C.77)
Therefore, M3,3 is equal to:
M3,3 = −ρC2(λ2 − 1) ∂
∂t
{
n∑
k=0
Γk ln(−ζk)
}
−ρC2(λ2 − 1) ∂
∂t
{
n∑
k=0
Γk[ln(dk + ζ
′
k)− ln(ζ ′k) + ln(−ζ ′k)]
}
, (C.78)
or more simply
M3,3 = (C.79)
−ρC2(λ2 − 1) ∂
∂t
{
n∑
k=0
Γk[ln(−ζk) + ln(dk + ζ ′k)− ln(ζ ′k) + ln(−ζ ′k)]
}
.
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Appendix D
Force and moment calculus using
Wu method
Because the simulations are done in two dimensions (2D), all calculus presented
hereafter are carried out in 2D. They can be generalized to 3D cases but it is beyond
the scope of this thesis.
Well adapted for unbounded flows, Wu [65] presented a formula to compute the force
−→
F as a function of the rate of change of vorticity for a finite domain:
−→
F = −ρ d
dt
∫
R∞
−→
P × −→ω dr + ρ d
dt
∫
Rs
−→vsdr, (D.1)
where
−→
P is a position, −→ω = ω−→K is the local vorticity, with −→K a unit vector orthogonal
to the (−→x ,−→y ) plane, R∞ is a limitless region jointly occupied by the solid body and
the fluid, Rs is the region occupied by the solid body, and
−→vs is the velocity of the body.
A similar formula is used for the aerodynamic moment:
−→
M =
ρ
2
d
d t
∫
R∞
P 2−→ω dr + ρ d
dt
∫
Rs
−→
P × −→vs dr, (D.2)
where P = |−→P |.
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D.1 Force calculus
It is convenient to separate first the formula in equation D.1 into two terms:
(D.3)
−→
F =
−→
F1 +
−→
F2 (D.4)
−→
F1 = −ρ d
d t
∫
R∞
−→
P × −→ω dr, (D.5)
−→
F2 = ρ
d
d t
∫
Rs
−→vs dr. (D.6)
With a blob vortex method, the integral in
−→
F1 can be rewritten as:∫
R∞
−→
P × −→ω dr =
∫
R∞
−→
P ×
[∑
Γj
−→
K γ(
−→
P − −→xv,j )
]
dr, (D.7)
with −→xv,j and Γj the position and strength of the jth vortex, respectively. For an alge-
braic core vortex, as σ tends to zero and as the domain is limitless, one can approximate
the core function as a two dimensional Dirac function:
Γj
−→
K γ(
−→
P − −→xv,j) = Γj −→K δ2(−→P − −→xv,j ) = Γj −→K δ(x− xj)δ(y − yj). (D.8)
Thus equation D.7 becomes:∫
R∞
−→
P × −→ω dr =
∫
R∞
−→
P ×
[∑
Γj
−→
K δ(x− xj)δ(y − yj)
]
dr. (D.9)
Using the properties of the dirac function, the integral becomes simply:∫
R∞
−→
P × −→ω dr =
∑ −→xv,j × (Γj −→K ) . (D.10)
Now, one simply obtains for
−→
F1:
−→
F1 = −ρ d
d t
[∑ −→xv,j × (Γj −→K )] . (D.11)
As for the integral
−→
F2, one can use a body velocity
−→vs = −→U∞ + −→Ω × −→P , (D.12)
with Ω an angular velocity and
−→
Ω = Ω
−→
K , and
−→
U∞ a linear velocity. In equation
D.12, both terms are time dependent but uniform in R∞. For an ellipse, there are two
parameters: a half the length of the ellipse on its major axis, and b half the length of
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the ellipse on its minor axis (see figure 2.1 in chapter 2). Then in cylindrical coordinates
one has x = a s cos(θ) and y = b s sin(θ) and
−→
F2 can be rewritten as:
−→
F2 = ρ
d
d t
[−→
U∞
∫
Rs
dr +
∫ 2pi
0
∫ 1
0
−→
Ω × −→P s ds dθ
]
, (D.13)
which leads to:
−→
F2 = ρpiab
d
−→
U∞
d t
. (D.14)
Finally, one obtains:
−→
F = −ρ d
d t
[∑ −→xv,j × (Γj −→K )]+ ρpiabd
−→
U∞
d t
. (D.15)
This formula is only valid if the calculation is done in an inertial frame (static in time).
If one is working in the body fixed frame, the added term depends on the transforma-
tion; if one only applies a translation, there is no additional term. Conversely, there are
some modifications if one applies a rotation to the velocity field.
D.2 Moment calculus
As for the force, it is convenient to separate first the formula in equation D.2 into
two terms:
(D.16)
−→
M =
−→
M1 +
−→
M2, (D.17)
−→
M1 =
ρ
2
d
d t
∫
R∞
P 2−→ω dr, (D.18)
−→
M2 = ρ
d
dt
∫
Rs
−→
P × −→vs dr. (D.19)
For
−→
M1 , developing the calculus in the same manner as for
−→
F1, one can find that around
the centroid of the ellipse which is also the origin:
−→
M1 =
−→
K
ρ
2
d
d t
[∑
x2v,j Γj
]
. (D.20)
Again, for
−→
M2, developing the calculus in the same manner as the second part of the
integral in equation D.13 for
−→
F2, one finds:
−→
M2 =
−→
K
piρ
4
(a2 − b2)d Ω
d t
. (D.21)
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Therefore,
−→
M is equal to:
−→
M =
−→
K
ρ
2
d
d t
[∑
x2v,j Γj
]
+
−→
K
piρ
4
a b (a2 + b2)
d Ω
d t
. (D.22)
As for the force, this formula is also only valid if the calculation is done in an inertial
frame. Thus, if one is working in the body fixed frame, one has to add a term to take
into account the additional effect. Therefore, the formula becomes:
−→
M =
−→
K
ρ
2
d
d t
[∑
x2v,j Γj
]
− −→Kρ
[∑
Γl
−→
Pl .
−→
U∞
]
+
−→
K
piρ
4
a b (a2 + b2)
d Ω
d t
, (D.23)
with l an indices going through every vortex except the boundary vortices.
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