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ABSTRACT 
IMPACTS OF THREE-DIMENSIONAL NON-UNIFORM GROUNDWATER FLOWS FOR 
QUANTIFYING GROUNDWATER-SURFACE WATER INTERACTIONS USING HEAT AS 
A TRACER 
 
SEPTEMBER 2015 
JONATHAN M. REEVES, B.A., SKIDMORE COLLEGE 
M.S., UNIVERSITY OF MASSACHUSETTS AMHERST 
Directed by: Professor Christine E. Hatch 
 
 Heat-as-a-tracer has become a common method to quantify surface water-groundwater 
interactions (SW/GW). However, the method relies on a number of assumptions that are likely 
violated in natural systems. Numerical studies have explored the effects of violating these 
fundamental assumptions to various degrees, such as heterogeneous streambed properties, two-
dimensional groundwater flow fields and uncertainty in thermal parameters for the 1-dimensional 
heat-as-a-tracer method. No work to date has addressed the impacts of non-uniform, three-
dimensional groundwater flows on the use of heat-as-a-tracer to quantify SW/GW interactions. 
Synthetic temperature time series were generated using COMSOL Multiphysics for a three-
dimensional cube designed to represent a laboratory setup of homogeneous, isotropic sand with a 
sinusoidal temperature variation applied to the top. We compare temperature-derived fluxes to 
model-generated fluxes to assess the performance of methods using temperature to quantify 1D 
vertical fluxes in response to multi-dimensional groundwater flows. Both increasingly non-
uniform and non-vertical groundwater flow fields result in increasing errors for both amplitude-
ratio-derived groundwater flux and temperature-derived effective thermal diffusivity. For losing 
   v 
flow geometries, errors in temperature-derived effective thermal diffusivity are highly correlated 
with errors in temperature-derived flux and can be used to identify if underlying assumptions 
necessary for heat-as-a-tracer for quantifying groundwater flows have been violated. For this 
model set-up, when groundwater flows are non-uniform, the thermal method generally calculates 
fluxes outside the range occurring between temperature sensor pairs. When errors are low (15% 
of flux calculations), temperature derived fluxes more closely match the minimum magnitude 
flow occurring between the sensors.  
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INTRODUCTION 
 Surface water-groundwater (SW/GW) interactions play an important role in contaminant 
transport (e.g. Elliot and Brooks 1997, Marzadri et al. 2011, Schmidt et a. 2011), biogeochemical 
processes (e.g. Boano et al. 2010, Findlay 1996) and ecological habitat (Baxter and Hauer 2000, 
Brunke and Gonser 1997, Stanford and Ward 1988, 1993). With the trend toward more extreme 
variations in precipitation distribution,  hydrogeologists must improve their tools for quantifying 
gaining and losing stream reaches (Scibek et al. 2007, Zhou et al. 2014). Understanding these 
interactions will help land use managers maintain sustainable use of water resources during 
extended dry spells as well as address the impacts on water quality during large precipitation 
events (Constantz 2008, Pulido Velasquez et al. 2006).  
 Flux across streambeds is difficult to quantify due to several factors, including: 1) it is a 
point scale measurement that varies spatially (i.e. Keery et al. 2007); 2) it can vary temporally 
(i.e. Constantz et al. 1994; Winter et al. 1998); and 3) the substrate must not be disturbed for an 
accurate measurement (Rosenbury and Morin 2004). Heat-as-a-tracer has become a popular 
method for quantifying SW/GW interactions and can be used to verify the point scale 
measurements of conventional hydraulic measurements such as seepage meters, piezometers and 
the reach scale measurements of differential gauging and tracer tests (e.g. Hatch et al. 2006, Lautz 
2012, Briggs et al. 2014). 
 Temperature has proven to be an inexpensive, easily and accurately measured, robust 
tracer, allowing calculations of seepage without requiring inclusion of difficult-to-quantify 
hydraulic conductivity (Johnson et al. 2005, Hatch et al. 2006). Additionally, technological 
advances have enable the development of easy to use, inexpensive automated temperature loggers 
with improved accuracy for continuous, remote data collection (Anderson 2005).  
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 The thermal method for calculating one-dimensional flux is limited by both spatial and 
temporal resolution and requires assumptions to perform this analysis on natural systems. 
Applications of heat-as-a-tracer to estimate velocity (Hatch et al. 2006, Keery et al. 2007, 
McCallum et al. 2012, Luce et al. 2013) require that: (1) fluid flow is one-dimensional and 
vertical, (2) hydraulic and thermal properties are homogeneous for both the fluid and porous 
medium, (3) there exists no thermal gradient with depth, (4) the diurnal temperature signal at the 
upper boundary is sinusoidal, and (5) there is a thermal equilibrium between the fluid and the 
porous media for any point in space and time (Stallman 1965). Each of these assumptions can be 
violated to some degree in natural systems. However, the use of thermal methods for calculating 
flux is another tool for researchers to use to quantify SW/GW interactions.   
 Current thermal methods assume flow in the vertical direction only, which is not 
necessarily the case in nature (Bhaskar et al. 2012). Swanson and Cardenas (2010) and Rau et al. 
(2010) showed that streams gaining from aquifers are likely to contain a significant non-vertical 
component. Hyporheic flows, or short length flow paths into and out of the streambed, may be 
parallel or oblique to surface water flow (Bhaskar et al. 2012) and can frequently converge or 
diverge at the sediment-water interface (Cuthbert and Mackay 2013). 
 Both model and field studies have effectively produced results for calculating 
groundwater flux in the vertical direction (e.g. Goto 2005, Hatch et al. 2006, Lautz 2012). 
Experimental and modeling studies have shown that non-vertical flow can greatly reduce the 
accuracy of 1D solutions (Roshan et al. 2012, Lautz 2010). Lautz (2010) showed that higher 
ratios of vertical to horizontal velocity magnitude lead to larger percent errors in flux estimations, 
indicating that SW/GW interactions are a multi-dimensional problem. The idea of non-vertical 
flows being a source of error was ubiquitous in the heat-as-a-tracer literature until Cuthbert and 
Mackay (2013) showed that nonparallel flow fields are more likely to be responsible for errors 
than non-vertical flow alone. In an idealized steady-state system with a sinusoidal upper 
  
3 
 
temperature boundary, a homogenous substrate, parallel multi-dimensional groundwater flow 
paths and low enough Darcy velocities to ignore hydrodynamic dispersion, 1D heat-as-a-tracer 
methods should be able to extract the vertical component of groundwater flow (Cuthbert and 
Mackay 2013). At any given point in this system, heat is transported horizontally and vertically 
via advection, and vertically via conduction. Since groundwater flows are parallel, the amount of 
heat advected horizontally into any given point in the system is identical to the amount of heat 
advected horizontally away from that point. Thus, there is no horizontal temperature gradient, the 
horizontal component of flow can be neglected and a 1D analytical model can be applied to the 
system to solve for vertical conduction and advection. 
 To date, no work to our knowledge has explored the effects of three-dimensional, non-
uniform flow fields on the performance of heat-as-a-tracer to quantify 1D vertical fluxes. 
However, three-dimensional groundwater flow patterns have been observed in the field (e.g. Derx 
et. al. 2010). Roshan et al. (2010), Lautz (2010) and Cuthbert and Mackay (2013) have explored 
the effects of two-dimensional flows on the performance of the Hatch et al. (2006) equations for 
both two-dimensional transverse and longitudinal to surface flow conditions. In natural systems, 
regional groundwater gradients or changes in bank storage may cause groundwater flow paths to 
contain both a longitudinal and transverse flow component. These multi-dimensional flow fields 
can result in non-horizontal isotherms, thus violating the 1D groundwater flow assumption. When 
groundwater flows contain a significant horizontal flow component that does not change with 
depth, three-dimensional flow fields can be modeled in two dimensions using radial coordinates 
(e.g. Lautz 2010, Cuthbert and Mackay 2013). However, flow fields may not be parallel in natural 
systems (Cuthbert and Mackay 2013). Non-uniform flow fields, where velocity vectors change 
with depth, may lead to temperature gradients, not necessarily parallel to the advective thermal 
front, causing 2D models to be a potential oversimplification of natural systems.  
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In order to address the impacts of multi-dimensional flow fields, we present a partially 
coupled model of groundwater flow and heat transport. The purpose of this research is 1) to test 
how well 1D thermal methods for quantifying SW/GW interactions perform in the presence of 
nonvertical, and drastically non-uniform flow fields, and 2) to determine if any multi-dimensional 
information can be extracted from 1D temperature records in a laboratory setup with a 
homogenous substrate. The results from this model will be used to inform experiments in a 
laboratory setup.  
I.1 Theory 
 The 1D transport of heat in a saturated, homogeneous, porous media is governed by (e.g., 
Carslaw and Jaeger 1959, Bredehoeft and Papadopulos 1965, Stallman 1965): 
 
𝜕𝑇
𝜕𝑡
=  𝜅𝑒
𝜕2𝑇
𝜕𝑡2
− 𝑞
𝜌𝑤𝑐𝑤
(𝜌𝑐)𝑏
𝜕𝑇
𝜕𝑧
  (1) 
where T is temperature that can vary with time, t, and depth, z. q is the Darcy flux, κe is the 
effective thermal diffusivity, and ρw and cw are the density and specific heat capacity of the fluid, 
respectively. (ρc)b is the bulk volumetric heat capacity defined as: (ρc)𝑏 = 𝑛𝜌𝑤𝑐𝑤 + (1 −
𝑛)𝜌𝑠𝑐𝑠 where n is porosity and subscripts w and s denote properties of the fluid and solid matrix, 
respectively. Ignoring the effects of dispersion, κe is calculated as (modified from Ingebritsen and 
Sanford, 1998): 
 κe =
λ0
(ρc)b
 (2) 
where λ0 is the effective thermal conductivity of the saturated system, λ0 =  λ𝑤
𝑛 λ𝑠
(1−𝑛)
 where 
λw and λs are the thermal conductivities of the fluid and porous solid, respectively (Hatch et al. 
2006). The closed-form, transient, analytic solution to equation 1 in the presence of a sinusoidal 
  
5 
 
temperature signal at the surface and vertical fluid flow is (modified from Stallman, 1965 and 
Goto 2005): 
 T(z, t) = A exp (
vtz
2κe
−
z
2κe
 √
α+vt2
2
) cos (
2πt
P
−
z
2κe
 √
α−vt2
2
) (3) 
where A is the amplitude and P is the period of the sinusoidal temperature forcing at the surface, 
𝛼 = √𝑣𝑡4 + (
8𝜋𝜅𝑒
𝑃
)
2
 and vt is the advective thermal front velocity defined as 𝑣𝑡 = 𝑞
𝐶𝑤
𝐶𝑏
 where 
𝑐𝑏 = 𝑐𝑤 ∗ 𝑛 + 𝑐𝑠 ∗ (1 − 𝑛) (Briggs et al. 2014). We use the convention of positive values of q to 
indicate downward flow, and negative, upward (e.g. Briggs et al. 2014). 
 Stallman’s (1965) work marked an important historic contribution turning heat from 
exclusively a water quality parameter to a measurable input for quantification of flux (Rau et al. 
2014). Hatch et al. 2006 separated the diurnal signal from filtered temperature time series into 
two separate components, ratio of amplitude attenuation, 𝐴𝑟 =
𝐴𝑑𝑒𝑒𝑝
𝐴𝑠ℎ𝑎𝑙𝑙𝑜𝑤
 , and phase shift, ∆𝛷 =
 𝛷𝑑𝑒𝑒𝑝 − 𝛷𝑠ℎ𝑎𝑙𝑙𝑜𝑤, to iteratively solve for fluid velocity:  
 Ar =  exp {
∆z
2κe
(vt − √
α+vt
2
2
)} (4) 
 ∆Φ =  
P∆z
4πκe
(vt − √
α−vt
2
2
) (5) 
Equations 4 and 5 can be rearranged to solve for Darcy velocity:  
 qAr =  
(ρc)b
ρwcw
(
2κe
∆z
ln Ar + √
α+vt
2
2
)  (6) 
 |q∆Φ| =  
(ρc)b
ρwcw
√α − 2 (
4π∆Φκe
P∆z
)
2
 (7) 
 This method has become common-practice to extract fluid velocity from temperature 
records at multiple depths (Rau et al. 2010; Swanson and Cardenas 2010; McCallum et al. 2012). 
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When dispersivity is ignored, Equations 4 and 5 become identical to the solutions presented in 
Keery et al. (2007). Recent work has developed equations to solve for fluid flow and effective 
thermal diffusivity using both amplitude and phase information from temperature signals 
(McCallum et al. 2012, modified from Luce et al. 2013):  
 qAr∆Φ =
(ρc)b
ρwcw
ωη∆z
−ln(Ar)
(
1−η2
1+η2
) =
(ρc)b
ρwcw
ω∆z
∆Φ
(
1−η2
1+η2
) (8) 
 κe =  
ω∆z2
∆Φ2(
1
η
+η)
=
ωη2∆z2
ln2(Ar)(
1
η
+η)
 (9) 
 where: η =
− ln(𝐴𝑟)
∆𝛷
 and ω is the angular frequency such that ω = 2π/P. Temperature derived 
effective thermal diffusivity can be used as a metric for violation of the assumptions of 1D heat-
as-a-tracer methods for calculating flux (McCallum et al. 2012). McCallum et al. (2012) used a 
similar formulation for effective thermal diffusivity as Luce et al. (2013) and showed that a 
transient head boundary resulted in erroneous results for κe. Violation of the assumptions used for 
temperature-derived estimates of 1D flux results in changes in the way the diurnal signal 
propagates through the subsurface (e.g. Cuthbert and Mackay 2013, Briggs et al. 2014). Equation 
9 uses the same phase and amplitude information from temperature time series as Equations 6, 7 
and 8, so that when temperature derived κe estimates are erroneous, estimates of flux can be 
unreliable as well. Using effective thermal diffusivity as a metric for violation of the assumptions 
of temperature-derived estimates of 1D flux only works when we know the true value of effective 
thermal diffusivity. Calculating this parameter becomes more difficult in heterogeneous natural 
systems.  
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CHAPTER 1 
METHODS 
 Synthetic temperature time series at multiple depths from multi-dimensional flow fields 
were generated using the finite element solver, COMSOL Multiphysics, in a one-meter cube of 
fully-saturated, homogeneous coarse quartz sand (Figure 1, Figure 2). COMSOL is designed to 
solve systems of differential equations under a variety of boundary conditions (COMSOL, Inc., 
Burlington, MA, USA; see www.comsol.com). The model contains 60,500 mesh elements with a 
minimum mesh element edge length of 1.6 cm (Figure 2). The mesh selected is finest near the 
inflow boundaries and through a center column extending 55 cm into the model to capture the 
highest temperature gradient and to refine the grid in the section of the model where the data 
analysis is taking place. This refinement allows for a maximum RMS error to be less than 
0.003°C along the vertical centerline of the model when compared to the 1D analytical solution to 
Equation 3 with the same boundary conditions (Appendix D). For this comparison, the maximum 
Darcy velocity observed in any model run was used to verify model stability and accuracy with 
the known analytical solution. The error in the model due to interpolation between mesh elements 
is well within the accuracy range of typical temperature sensors used in the field. Onset 
Stowaway and Hobo Tidbit temperature sensors only have a reported accuracy of 0.15°C. A time 
step of 15 minutes was selected to maintain a high frequency sampling rate while still 
maintaining less than 0.003°C error when compared to Equation 3. Thermal and hydraulic 
properties of the sediment and fluid are outlined in Table 1. 
1.1 Generate Groundwater Flow Fields 
 We modeled steady-state groundwater flow in a laboratory setup to simulate a streambed 
by solving Darcy’s law coupled with the continuity equation:  
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 0 = 𝑆
δh
δt
= 𝐾∇2ℎ = 𝐾 [
𝛿2ℎ
𝛿𝑥2
+
𝛿2ℎ
𝛿𝑦2
+
𝛿2ℎ
𝛿𝑧2
] (10) 
where S is storativity, K is hydraulic conductivity, h is hydraulic head, t is time and x, y and z are 
the orthogonal axes of the model. We assume that the laboratory streambed system we are 
modeling is homogeneous and isotropic. Although this is possible in a laboratory setup, it is 
unlikely in a natural setting. This allows us to independently investigate the effects of multi-
dimensional groundwater flows and generate consistent non-uniform groundwater flows without 
preferential flow paths. We used volumetric displacement and a standard Darcy column 
experiment to determine an initial estimate of porosity and hydraulic conductivity, respectively, 
using a coarse, well-sorted filter-pack sand to be added to a laboratory setup (Table 1). The sand 
has a median diameter of 3 mm and is 99% quartz in composition. 
 Groundwater flow fields were generated by specifying a constant hydraulic head of 20 
cm to three sides of the cube, and specifying various outlet fluxes to the remaining three sides of 
the volume. These boundary conditions were selected based on the design of a laboratory setup to 
simulate groundwater flow. Specific outlet velocities exiting the model are outlined in Appendix 
A for the 11 losing and 10 gaining simulations. This set of hydraulic boundary conditions 
generates a range of horizontal and vertical velocities such that qx, qy and qz change with depth, 
creating three-dimensional non-uniform flow fields. Both gaining and losing conditions were 
tested to compare the use of the heat-as-a-tracer methods for quantifying flow under a range of 
fluxes, which could potentially occur in a natural system (e.g. Briggs et al. 2012, Gordon et al. 
2013, Rau et. al. 2010). Since the heat-as-a-tracer method for quantifying flow assumes a 1D 
uniform flow field, increasing horizontal velocities and changing flow fields with depth should 
cause error for temperature derived estimates of flux.  
1.2 Apply Diurnal Temperature Variations 
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 After solving for fluid flow in COMSOL, transient heat flow was simulated in the 
volume consistent with assumptions of previous work (Irvine et al. 2015, Cuthbert and Mackay 
2013) using the advection-diffusion equation in three dimensions:  
 
δT
δt
= 𝜅𝑒∇
2T − 𝑞
𝜌𝑤𝑐𝑤
(𝜌𝑐)𝑏
∇T (11) 
 Diurnal temperature variations of a stream system were modeled by applying a sinusoidal 
temperature variation to the top of the cube: 𝑇 = 𝐴 cos (
2𝜋𝑡
𝑃
) + 𝑇0. The initial temperature 
condition of the model, T0, is 19.85°C and the amplitude A used for all model runs was 2°C. We 
assumed no change in groundwater temperature at depths greater than 1 m and a constant 
temperature boundary was specified at the bottom of the cube of T0. Thermal insulation 
temperature boundaries are set to the remaining four sides of the cube such that ?̂? ∙ (κ𝑒∇𝑇) = 0 
and no heat flux occurs across the model boundary where ?̂? is the normal vector to that boundary. 
These thermal conditions were selected such that the thermal conditions in the model match up 
with the assumptions used for quantifying flux from temperature time-series. Each model run 
lasts for 10 days allowing the model to equilibrate to “quasi-steady state” so that the amplitude 
and phase shift at each observation node has equilibrated to a constant value. We assumed local 
thermal equilibrium between solid and liquid phases and ignored the effect of temperature on 
fluid density, despite its known impact on hydraulic conductivity (Lautz 2012). This was justified 
because the maximum and minimum temperatures occurring at any point in the model differed by 
less than 4° C, causing density impacts to be negligible for the purposes of this study (Appendix 
E). We ignored hydrodynamic dispersion since thermal Peclet numbers were less than 0.078 for 
each model run (Appendix F) (Rau et al.2012). The thermal Peclet number is a dimensionless 
parameter which describes the ratio of convective heat transport to conductive heat transport. 
Peclet numbers less than one generally indicate conduction dominated systems (Huysmans and 
Dassargues 2005). Literature values for the thermal properties of the saturated sediment are 
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outlined in Table 1. The laboratory sand used to calculate hydraulic conductivity and porosity 
was 99% quartz in composition. As a result, we used the thermal properties of quartz for our 
simulations (Table 1). The thermal conductivity of the saturated porous media is 2.92 W/(m°C) 
and agrees with literature values (Tarnaski et al. 2011). 
1.3 Calculate Temperature Derived Fluxes 
 We extracted temperature time series at observation nodes at depths of 10, 20, 25, 40 and 
50 cm from the surface along the vertical centerline of the model (Figure 2). We extracted phase 
and amplitude information from temperature time-series from pairs of observation nodes using 
VFLUX and resampled into two-hour intervals creating 8 temperature derived flux estimations 
per time step per trial and 168 calculations of flux total (Gordon 2012). VFLUX is a MATLAB 
script that filters temperature time series using dynamic harmonic regression, via the Captain 
Toolbox, to extract phase and amplitude information to calculate vertical groundwater fluxes 
(Taylor et. al 2007). In order to avoid filtering artifacts, we used a sampling rate of 12 samples 
per period of the diurnal temperature signal, in this case, 12 2-hour samples per each day (Gordon 
et al. 2012). We averaged the last day of flux calculations, consisting of 12 time steps, to 
eliminate any effects of the initial conditions of the model. When the modeled amplitude at each 
temperature observation node changed by less than our selected tolerance of 0.003°C, we 
concluded that model runs had reached equilibrium. This occurred within the first 9 days for all 
model runs.  
1.4 Compare Temperature Derived Fluxes to Known Fluxes and Error analysis 
 We compare thermally derived Darcy velocities using Equations 6, 7 and 8 to the known 
modeled Darcy velocity at the center depth between two observation nodes. The center depth for 
each analysis was set as the arithmetic mean of the absolute depths of the two temperature 
observations nodes. Error was calculated as 𝐸𝑟𝑟𝑜𝑟 =  𝑞𝑀 − 𝑞𝑇 where the subscripts M and T 
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refer to the knwon vertical Darcy velocity at the midpoint between the two temperature 
observation nodes in the model and the temperature derived vertical flux between those same 
nodes, respectively. We compare the performance of Equations 6, 7 and 8 in response to the 
degree of non-uniformity, and the magnitude of horizontal flow. We can use the amount of 
convergence or divergence of a flow field between two sensors, 
𝑑𝑞
𝑑𝑧
 as a metric for flow non-
uniformity: 
 
𝑑𝑞
𝑑𝑧
=
|𝑞𝑑|−|𝑞𝑠|
𝑧𝑑− 𝑧𝑠
=
√(𝑞𝑥2+𝑞𝑦2+𝑞𝑧
2)𝑑−√(𝑞𝑥2+𝑞𝑦2+𝑞𝑧
2)𝑠
𝑧𝑑− 𝑧𝑠
 (12) 
where q is the Darcy velocity and z is the depth of the observation node. The subscripts s and d 
refer to the shallow and deep observation nodes for a given flux calculation, respectively, and x, 
y, and z refer to the orthogonal axes of the model. Equation 12 is used to quantify how much a 
given groundwater flow field changes over the vertical distance between two temperature 
observation nodes. Increasing values of 
𝑑𝑞
𝑑𝑧
 indicate larger changes in the velocity vectors between 
two temperature observation nodes, and thus, increasing non-uniformity for a given flow field. 
The magnitude of the horizontal Darcy velocity, qh, can be calculated as 𝑞ℎ = √𝑞𝑥2+𝑞𝑦
2.  
Thermally derived κe, calculated using Equation 9, was compared to the “true” (model-input) 
value of κe as:  
 𝑃𝑒𝑟𝑐𝑒𝑛𝑡 𝐸𝑟𝑟𝑜𝑟 κ𝑒 =
κ𝑒𝑀−κ𝑒𝑇
κ𝑒𝑀
∗ 100% (13) 
where κe M and κe T are the modeled and thermally-derived effective thermal diffusivity, 
respectively.  
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CHAPTER 2 
RESULTS 
 From the COMSOL-generated steady state flow fields, we extracted the vertical Darcy 
flux, qz, occurring at the midpoint between temperature observation nodes. For the 21 flow fields 
and 8 different spacings of temperature observation nodes, we generated 168 estimates of 
temperature-derived flux and effective thermal diffusivity. Values of qz ranged from -0.85 m/d for 
gaining flow geometries to 1.57 m/d for losing flow geometries. Horizontal Darcy fluxes at the 
same locations, qh, ranged from 0.03 to 1.03 m/d (Figure 3). Larger magnitudes for upwelling 
fluxes (greater than ~0.4 m/d) were not tested since the diurnal temperature signal was 
extinguished below the model resolution at depths of 50 cm or greater. 
 We then compared thermal derived velocities using the amplitude ratio (Equation 6), 
phase shift (Equation 7), and the combined amplitude ratio phase shift methods to the COMSOL-
generated velocities (Equation 8). In general, the phase shift method (Equation 7) did not 
accurately calculate fluxes. When Darcy velocities approach zero, the phase shift curves have a 
shallow slope and are less sensitive to changes in Darcy velocity (Figure 4b). The amplitude ratio 
curves have a higher slope, and thus a greater sensitivity than the phase shift over the range of 
vertical fluxes tested (Figure 4a). Equation 8 matched known Darcy velocities better than the 
phase shift derived velocities but substantially worse than amplitude ratio derives velocities. This 
is most likely due to the decreased sensitivity of the phase shift over the Darcy velocities tested 
(Figure 4b). 96% of the calculations using Equation 6 had lower errors than the combined 
amplitude ratio-phase shift method (Equation 8).  
 The remainder of the results will focus on amplitude ratio derived fluxes, since Equation 
6 performs consistently better than Equations 7 and 8 (Figure 5). For losing flow geometries, both 
Equations 6 and 8 consistently under predicted the vertical Darcy flux (Figure 6). For gaining 
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flow conditions, the magnitude of the temperature derived Darcy flux was also consistently less 
than the modeled Darcy flux between the two observation nodes. The maximum errors for flux 
calculations using Equation 6 were  1.1 m/d for losing flow geometries and 0.59 m/d for gaining 
flow geometries. For losing conditions, increasing horizontal Darcy flux magnitude is correlated 
with increasing error in flux estimates for both the amplitude ratio method (R2=0.81) and the 
combined amplitude ratio phase shift method (R2=0.87). For the gaining fluxes tested, the 
correlation is much weaker for both Equation 6 (R2=0.22) and Equation 8 (R2=0.21). 
 Amplitude ratio derived flux calculations were ignored when they inaccurately predicted 
the direction of flow. This occurred only in the case of the most strongly gaining flow field where 
the vertical velocity ranged from -0.78 m/d at 15 cm depth to  
-0.514 m/d at 45 cm depth. For this trial , the amplitude of the diurnal temperature signal at 
temperature observation nodes 40 cm depth or greater was less than 0.01°C. Thus, 5 calculations 
of flux were ignored reducing the total number of estimations used in our analysis to 163.  
 
 
2.1 Non-uniform flow as a source of error 
 When flow fields are uniform, 1D heat-as-a-tracer methods can extract the vertical 
component of flow (Cuthbert and Mackay 2013). Conversely, there should be more error when 
the flow field becomes more non-uniform. Figure 7 shows a correlation of increasing error with 
increasing magnitude of 
𝑑𝑞
𝑑𝑧
 for both losing (R2= 0.80) and gaining (R2= 0.86) flow fields. The 
three gaining data points with the largest 
𝑑𝑞
𝑑𝑧
, and largest error, had upwelling magnitudes greater 
than 0.5 m/d and horizontal magnitudes of 0.8 m/d. The maximum magnitude of 
𝑑𝑞
𝑑𝑧
 calculated 
was 3.8 d-1, equivalent to an 18.2% change in Darcy velocity magnitude between the shallow and 
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deep observation nodes. However, the maximum change in Darcy velocity magnitude between 
two observation nodes was 44.8%. 
2.2 Effective thermal diffusivity as a metric for violation of heat-as-a-tracer assumptions 
 In the case of losing flow geometries, a strong linear trend (R2= 0.94) exists between 
Darcy velocity error (in meters per day) and percent error in effective thermal diffusivity 
(Equation 13) (Figure 8). For gaining stream systems, there almost no correlation. Temperature 
derived κe from gaining groundwater flow fields consistently over predicted κe by up to 62%, 
while losing flow fields, under predicted by as much as 240%. Figure 9 shows a general trend of 
increasing error in κe with increasing magnitude of horizontal flow for losing flow geometries 
(R2= 0.67). Error for κe is more sensitive to changes in horizontal flow magnitude for losing flow 
geometries than for gaining flow geometries.  
2.3 Do thermal methods reproduce modeled fluxes?  
Figure 10 shows flux calculations where the amplitude ratio derived flux is within the range of 
fluxes occurring between the shallow and deep observation nodes. Calculations where qAR is less 
than 0.006 m/d different from the maximum or minimum velocities occurring in that range were 
also included in Figure 10. This tolerance was selected since it is the maximum amount of error 
introduced by VFLUX over this range of vertical velocities (Appendix I). ~93% of the 
temperature-derived fluxes using Equation 6 calculate a vertical Darcy velocity outside the range 
of the modeled velocity of the shallow and deep observation nodes. When the tolerance of 0.006 
m/d is included, the number of amplitude ratio derived fluxes outside the range of vertical 
velocities at the shallow and deep sensor reduces to ~85%.  
For this 15% of flux calculations where the amplitude ratio derived velocity is within 0.006 m/d 
of the range of known modeled velocities between the shallow and deep observation node; qh 
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ranged from  0.03 to 0.88 m/d at the center depth, qz at the center depth ranged from -0.16 to 0.3 
m/d at the center depth and dq/dz ranged from -0.19 to 0.64 (d-1).  
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CHAPTER 3 
DISCUSSION 
 When quantifying 1D flux from temperature time series, two unanswered questions are, 
1) can heat-as-a-tracer be used in practice when field conditions rarely meet the assumptions of 
the methods used? And 2) can 1D methods be used to extract any useful information about multi-
dimensional flow paths? When temperature time series are collected as field data, substantial, 
additional hydrologic information is required to determine whether a 1D temperature model is 
appropriate. However, it is possible that 1D temperature records may contain some information 
about the multi-dimensionality of a given flow field. We examined the performance of 1D heat-
as-a-tracer methods in response to non-vertical, non-uniform groundwater flows.  
Over the range of vertical Darcy velocities tested, the phase shift method has a decreased 
sensitivity to changes in Darcy velocity (Figure 4b). This poses a problem since for a given phase 
shift extracted from two temperature time series, minor variations in the phase shift will result in 
drastically different Darcy velocities. As a result, we focused on the performance of Equation 4. 
3.1 Non-uniform flow as a source of error 
 In natural systems, we can expect groundwater flow paths to converge or diverge at the 
sediment-water interface (Cuthbert and Mackay 2013). Deep groundwater flows driven by 
regional gradients interact with shorter length flow paths, driven by stream morphology, such as 
pool-riffle sequences (Swanson and Cardenas 2010) and channel bedforms (Janssen et al. 2012). 
These interactions of varying length scale flows can result in non-uniform groundwater flow 
paths. Within this framework at a finer spatial scale, changes in streambed hydraulic conductivity, 
due to changes in clast size or organic materials, can cause preferential and non-parallel 
groundwater flow paths (e.g. Sawyer et al. 2012, Irvine et al. 2015). The flow fields generated 
were drastically non-uniform such that there are large changes in velocity, and thus large thermal 
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variations in a small space. These flow fields generate represent extreme conditions and can be 
considered a worst case scenario for flow non-uniformity.   
For gaining conditions, the correlation between qh and the magnitude of error is weaker 
(Figure 5). In the case of upwelling, advective heat transport is moving in opposition to 
conductive heat transport (Briggs et al. 2014). The unique physics of gaining flow fields may be 
responsible for this weaker correlation. The three gaining data points with the largest errors are 
visible in Figures 5, 7, 8 and 9. This flow geometry is expected to produce larger errors since 
there is a large horizontal velocity component and a high degree of flow non-uniformity. 
 For losing conditions, in the presence of non-uniform multi-dimensional groundwater 
flow paths, both the magnitude of the horizontal velocity component and the degree of non-
uniformity are correlated with errors in temperature-derived fluxes (Figure 7). Thus, the presence 
of a horizontal velocity component, leading to a multi-dimensional flow field, is likely to cause 
inaccurate temperature derived fluxes since it is improbable that non-vertical, parallel 
groundwater flow paths exist in surface water settings (Cuthbert and Mackay 2013). Many 
calculations had greater horizontal flow magnitudes than vertical magnitudes, but this was not a 
controlling factor on the amount of error. Additionally, VFLUX can introduce errors in flux by up 
to 0.006 m/d (Appendix I). Although this would not effect the general trends presented above, the 
filtering and resampling process used in VFLUX could easily alter relative magnitudes of error by 
up to 0.006 m/d for vertical fluxes between -0.1 and 1 m/d. For fluxes outside this range, VFLUX 
may introduce larger errors. 
3.2 Effective thermal diffusivity as a metric for violation of heat-as-a-tracer assumptions 
 Identifying a multi-dimensional groundwater flow field at a given field site can be used to 
determine that a 1D estimate of flux generated using heat-as-a-tracer may be erroneous. However, 
measuring the magnitude of horizontal velocity in the field relies on estimating hydraulic 
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conductivity and is difficult to validate. Fortunately, effective thermal diffusivity (κe) derived 
from temperature time series has potential to work as a test for violation of the underlying 
assumptions used to calculate flux from temperature time-series. Since effective thermal 
diffusivity can be constrained relatively well in the field (Goto 2005, Shanafield et al. 2011), 
large variations in temperature-derived κe over time when κe should be relatively constant may 
indicate changes in stage of the river system (McCallum et al. 2012). When temperature derived 
κe is relatively constant but significantly different from known values, non-uniform, non-vertical 
groundwater flow fields may be responsible for inaccurate values of temperature-derived κe. It is 
worth noting that other violations of the assumptions used to calculate groundwater velocity from 
temperature time-series, such as the presence of a thermal gradient with depth (Briggs et al. 2014) 
or a heterogeneous substrate (Irvine et al. 2015), could cause errors in temperature derived κe. For 
both losing and gaining modeled flow geometries, errors in temperature-derived κe are strongly 
correlated with errors in amplitude ratio derived fluxes. Therefore, we can use errors in 
temperature-derived κe, in addition to measurement of horizontal flux, as another line of evidence 
for the presence of non-vertical flows, and thus, inaccurate temperature derived fluxes.  
 For 10% of the flux calculations, VFLUX incorrectly identified correlated peaks in the 
thermal records resulting in negative phase shifts. Flux (Equation 8) and effective thermal 
diffusivity calculations (Equation 9) were ignored in our analysis when VFLUX extracted 
negative phase shift values from the temperature time series. These failures in the solver were 
likely as a result of forward biasing in the dynamic harmonic regression process (Rau et al. 2015). 
This occurred in vertical flow fields, as well as multi-dimensional flow fields (Appendix I). Over 
the range of fluxes tested, VFLUX may introduce errors of up to 3.2% for temperature derived κe.  
3.3 Do thermal methods reproduce modeled fluxes?  
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 When a pair of temperature sensors is used to extract a fluid velocity, the sensors 
integrate the thermal conditions of the saturated sediment system over the distance between the 
two sensors. When vertical velocities change between the temperature sensor pair, the 1D 
uniform flow field assumption is violated. Only 7% of temperature derived fluxes were within the 
range of known fluxes between the maximum and minimum temperature observation nodes. Over 
this range of vertical velocities tested, VFLUX can introduce errors in flux estimates which under 
estimate the magnitude of flux by up to 0.006 m/d (Appendix I). If a tolerance of 0.006 m/d is 
used, up to 15% of amplitude-ratio derived fluxes could potentially fall within the range of the 
velocities occurring between the shallow and deep temperature observation node. For the purpose 
of calculating error for our analysis, we assume that temperature derived velocities are equivalent 
to the Darcy velocity at the midpoint between the two temperature observation nodes (Irvine et al. 
2015). However, when errors are low for temperature-derived velocities, Equation 6 produces 
fluxes which more closely resemble the lesser magnitude flux occurring between two observation 
nodes. This suggests that in the presence of multi-dimensional groundwater flow fields, the 
amplitude ratio method may integrate the thermal transport properties of the saturated system as a 
harmonic mean, and the weakest magnitude velocity found within the temperature sensor pair 
may be the controlling factor for propagating the surface temperature signal (Figure 10). An 
alternative explanation is that since both losing and gaining modeled flow geometries result in an 
under-prediction of the known flux, these thermal derived estimates may trend towards the 
minimum of the range occurring between the shallow and deep temperature observation nodes.  
 For this series of multi-dimensional, non-uniform flow fields, even with a pure, 
sinusoidal temperature upper boundary and a homogeneous, isotropic substrate, temperature 
derived velocities rarely fall within the range of actual velocities occurring between a given pair 
of temperature sensors. It is worth noting that the flow fields modeled here are drastically non-
uniform. Changes in the vertical velocity throughout the model cause the thermal front (i.e. 
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isotherms) to propagate through the model non-horizontally. These sloped thermal contours, 
caused by a non-uniform flow field, represent a violation of the 1D uniform flow field assumption 
and are responsible for causing the errors in these 1D estimates of flux. In the flow geometries 
resulting in high errors for thermally-derived estimates of flux, measuring a temperature profile 
30 cm away would generate a different thermally derived estimate of flux. It is possible that some 
of these temperature profiles may vary spatially more than one would expect in a field setting. 
Therefore, it is crucial for these results to be tested in a controlled laboratory setting before 
applying the results of this study to field data.   
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CONCLUSIONS 
 This study attempts to quantify the ability of  methods employing heat-as-a-tracer to 
quantify 1D flows for SW/GW interactions in three dimensional, non-uniform flow geometries. 
By comparing known groundwater fluxes in the model to fluxes extracted from temperature 
records at pairs of depths, we assessed the effects of the magnitude of  horizontal velocity and the 
degree of convergence or divergence for a given groundwater flow field. We found that the 
presence of a horizontal flux component in addition to some degree of convergence or divergence 
for a given flow field is correlated with the amount of error for both gaining and losing modeled 
flow geometries. When a substantial horizontal velocity component exists, erroneous values of 
temperature-derived effective thermal diffusivity appeared to result in errors in amplitude ratio 
derived Darcy velocities. In the presence of drastically non-uniform, multi-dimensional 
groundwater flow fields, temperature derived fluxes rarely fall within the range of velocities 
between a given pair of temperature sensors. Further studies can verify our preliminary 
impression that heat-as-a-tracer methods integrate the thermal properties of the saturated system 
as a harmonic mean to determine where temperature sensor pairs calculate fluxes. The results of 
our simulations should now be tested in a controlled laboratory setting before applying these 
results to field data.  
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Figure 1: Model domain with color map slice showing temperature (°C) at time t=10 days 
for a given flow field, boundary conditions and the orthogonal axis of the model (bottom 
left). All sides of the cube are 1 m in length. Black arrows indicate flow direction. Columns in the 
center of the model and rectangles at the edge indicate areas where mesh is refined. A diurnal 
temperature signal (orange arrow) is applied to the top of the model and a constant temperature 
boundary is applied to the bottom. Sides of the model are set as no heat flux. Constant head 
boundaries are applied to three sides of the model (yellow arrows) with specified outlet velocities 
applied to the remaining three sides (blue arrows). Note that for gaining conditions, a constant 
head is applied to the bottom, and a specified flux exits the top of the model.  
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Figure 2: 2D cross sections through the center of the model showing mesh discretization. 
Each cross section has dimensions 1 m by 1 m. The left image is on a center plane through the 
model parallel to the X-axis and the right image is parallel to the Y-axis. Color map represents 
hydraulic head in meters and arrows indicate flow direction for the same example flow field as 
Figure 1. To generate this flow field, a constant head of 0.2 m was applied to the top and left side 
of the model and outlet fluxes of 1 m/d were applied to the bottom and right side of the model. 
Mesh is refined on the inlet sides of the model and through a center column where the data 
analysis takes place. Green circles indicate depths (10, 20, 25, 40 and 50 cm) at which 
temperature time series were extracted.  
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Table 1: Values for hydraulic and thermal model parameters. 
 
Parameter Value 
Hydraulic conductivity1 240 m/d 
Porosity1 0.4 
Density water2 998 kg/m3 
Specific heat capacity water2 4184 J/kg*K 
Density quartz2 2650 kg/m3 
Specific heat capacity quartz2 800 J/kg*K 
Thermal conductivity quartz2 8.4 W/m*K 
Thermal conductivity water2  0.6 W/m*K 
 
Note: Parameter values were either estimated via laboratory experiments1 or taken from van Wijk 
and de Vries (1966)2. 
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Figure 3: Range of known horizontal (qh) and vertical (qz) Darcy velocities in the model. 
Darcy velocities were recorded at the center depth between observation nodes for losing (red 
triangle) and gaining (blue diamond) conditions. Negative values of qz indicate gaining conditions 
and positive values indicate losing conditions. 
 
 
 
  
n=163 
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Figure 4: Solution space for amplitude ratio (A), phase shift (B), and combined amplitude 
ratio/phase shift parameter η (C) for the maximum (red line) and minimum (blue line) 
spacing between observation nodes tested. Darcy velocities tested in this study are outlined in 
gray. Negative values of Darcy velocity indicate gaining conditions and positive values indicate 
losing conditions.η is not sensitive to changes in Δz. 
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Figure 5: Performance of amplitude ratio, qAR and combined amplitude ratio/phase shift, 
qArΔΦ, heat-as-a-tracer methods compared to horizontal Darcy velocity 
magnitude, qh, for both gaining and losing flow geometries. 
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Figure  6: Known Darcy velocity compared to amplitude ratio derived flux (qAr) (top) and 
combined amplitude ratio and phase shift derived flux (qAr∆ϕ) (bottom) separated by center 
depth between temperature observation nodes. Black diagonal lines are the 1 to 1 lines. 
Temperature derived fluxes are calculated from temperature time series extracted at depths of 10, 
20, 25, 40 and 50 cm. 
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Figure 7: Error response for amplitude ratio derived fluxes as a function of degree of flow 
non-uniformity dq/dz for losing (red triangles) and gaining (blue diamonds) groundwater 
flows.  
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Figure 8: Percent error in temperature derived effective thermal diffusivity, κe, 
compared to amplitude ratio derived Darcy velocity error for gaining (blue diamond) and 
losing (red triangle) groundwater flow paths. Percent error κe is positive when temperature 
derived κe under predicts actual modeled . Negative values of Percent error κe indicate over 
predicted temperature derived κe. 
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Figure 9: Percent error in temperature derived effective thermal diffusivity, κe, 
compared to horizontal Darcy flux magnitude for gaining (blue diamond) and losing (red 
triangle) groundwater flow paths. 
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Figure 10: Range of horizontal velocities where the amplitude ratio derived flux (yellow 
diamonds) falls within the range of the actual modeled Darcy flux between the shallow (blue 
square) and deep (black line) observation nodes. Only ~7% of the 163 temperature derived 
velocities fall within the range of velocities occurring between the shallow and deep observation 
node. ~15% of the 163 flux calculations (pictured here) fall within 0.006 m/d of this range. 
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APPENDIX A 
HYDRAULIC BOUNDARY CONDITIONS 
 Specified Darcy velocities at the X, Y and Z outlets for 11 losing (1) and 10 gaining (2) 
groundwater flow fields for all 21 simulations ordered by vertical Darcy velocity. A constant 
head boundary of 0.2 m was applied to the remaining three sides of the cube (X inlet, Y inlet, Z 
inlet). Flow enters the model from the top for losing simulations and enters from the bottom for 
gaining simulations. For gaining conditions, a constant head is applied to the bottom of the model 
and the outlet velocity boundary condition is applied to the top. For losing conditions, a constant 
head boundary is applied to the top of the model and an outlet velocity boundary is applied to the 
bottom.  
Table A.1: Losing Groundwater flow fields 
Trial qz (m/d) qx (m/d) qy (m/d) 
1 0.06 0.45 0.5 
2 0.1 0.8 0.6 
3 0.1 1 0.1 
4 0.1 0.1 0.1 
5 0.1 0.1 0.5 
6 0.2 1 0.8 
7 1 1 1 
8 1 0.1 1 
9 1 0.1 0.1 
10 2.6 0.01 0.01 
11 5 0.2 0.2 
 
Table A.2: Gaining Groundwater flow fields 
Trial qz (m/d) qx (m/d) qy (m/d) 
12 -0.1 0 0.1 
13 -0.1 0.1 0.1 
14 -0.1 0.1 1 
15 -0.1 1 1 
16 -0.15 0.5 0.7 
17 -0.15 0.7 0.4 
18 -0.2 0.2 0.1 
19 -0.2 0.4 0.6 
20 -0.2 0.7 0.6 
21 -1 0.1 1 
Note: The specified outlet fluxes are correlated to the velocity in the center of the model, but are 
not identical. 
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APPENDIX B 
VERTICAL MESH ELEMENT LENGTH 
 
Figure B.1: Vertical mesh element length along the vertical centerline of the model. Depth of 
0 m corresponds to the top of the model and 1 m corresponds to the bottom of the model. 
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APPENDIX C 
SAMPLE MODEL OUTPUTS 
 The following cross-sections (Figure C.1) contain the same information as Figure 2, but 
occur in additional locations in the model.  
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Cross-sections parallel to X-axis: 
  
10 cm from X-inlet hydraulic head boundary 50 cm from X-inlet hydraulic head boundary 
 
 
75 cm from X-inlet hydraulic head boundary  
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Cross-sections parallel to Y-axis: 
  
10 cm from Y-inlet hydraulic head boundary 50 cm from Y-inlet hydraulic head boundary 
 
 
75 cm from Y-inlet hydraulic head boundary  
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Cross-sections parallel to top of model: 
  
10 cm depth from top of model 50 cm depth from top of model 
 
 
75 cm depth from top of model  
 
 
 
Figure C.1: Model cross sections showing hydraulic head (m), mesh discretization and flow 
direction for a sample trial. The color surface represents hydraulic head in meters and the blue 
arrows indicate flow direction for a sample model run (Trial 7, Appendix A). The black 
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wireframe indicates mesh discretization and is constant across all models runs. All cross-sections 
are a 1 m by 1 m slice exported from the model.  
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 Temperature time series were extracted for each model run. Figure C.2 shows 
temperature time series at depths of 10 cm (blue), 20 cm (red) and 50 (orange) cm as well as the 
diurnal temperature forcing at the surface (black) for a sample model run (Trial 7). Note that the 
modeled temperature time series and the surface temperature forcing do not line up within the 
first day of the model. The entire model is equal to T0 of 19.85 at the time of 0 days. This period 
of time before the model equilibrated to steady state was ignored in our error analysis.  
 
Figure C.2: Temperature time series at depths of 10 cm (blue), 20 cm (red) and 50 (orange) 
cm and the diurnal temperature forcing at the surface (black) for a sample model run (Trial 
7). 
 
 Figure C.3 shows temperature time series with depth for the last day for the same sample 
model run (Trial 7). Note that the temperature envelope approaches the mean temperature of 
19.85°C as depth increases due to the constant temperature boundary at the bottom of the model. 
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Since the constant temperature boundary is equivalent to the mean of the temperature forcing on 
the surface, no additional thermal gradient with depth is introduced into the system (Briggs 2014).  
 
Figure C.3: Temperature time series with depth for the last day of a sample model run 
(Trial 7). Each black line represents the temperature with depth at a 2-hour time step. 
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APPENDIX D 
COMPARISON OF MODEL TO 1D SOLUTION 
 In order to verify that the model was functioning properly, modeled temperature time 
series were compared to the 1D analytic equation (Equation 3) with the same boundary conditions 
and thermal parameters. For any model run, the largest downward flux occurring in the center 
column, where the temperature time series are extracted from, was 1.57 m/d (Figure 1). The 
largest downward flux occurring anywhere in the model was 5 m/d. Larger velocities result in 
greater chances of model instability and higher numerical error (Hans Johnston, personal 
communication). Thus, a maximum bound of error can be achieved anywhere within the center 
column by using a velocity greater than the largest fluxes occurring in any model run. For this 
comparison, a 1D vertical flow field with a downward Darcy velocity of 5 m/d was used. The 
maximum error occurring in the last day of the trial was 0.0028°C. Thus, we set out maximum 
error with the 1D analytic solution to 0.003°C as a conservative estimate. 
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Figure D.1: Comparison of model to 1D analytical solution for a 5 m/d downward vertical 
flow field.     
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APPENDIX E 
TEMPERATURE EFFECTS ON HYDRAULIC CONDUCTIVITY 
 We ignored temperature impacts on hydraulic conductivity (K). Temperature changes the 
density and viscosity (μ) of water, resulting in changes in hydraulic conductivity. Temperature 
variations within the model were less than 4°C at any given point and variations in hydraulic 
conductivity are less than 5%.  
 A 5% change in K will result in a 5% change in Darcy velocity. We can neglect these 
effects since the maximum and minimum temperatures occurring at the surface will not propagate 
deep into the subsurface. Especially in the case of gaining conditions, the amplitude of the diurnal 
signal will be greatly diminished within the first 10 cm of the model. Thus, the actual range of 
temperatures occurring in the model is much smaller than 2°C, and temperature will have a lesser 
effect on K.  
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Table E.1: Parameters used for temperature effects on hydraulic conductivity analysis  
Parameter Minimum Average Maximum 
T (°C) 17.85 19.85 21.85 
Viscosity (
𝑘𝑔
𝑠∗𝑚
 ) 1.06E-03 1.01E-03 9.58E-04 
Density water (kg/m3) 998.2 998.0 997.8 
K input in model (m/d) 240 240 240 
Permeability (m2) =
𝐾μ
ρg
 2.85E-10 2.85E-10 2.85E-10 
K with temperature effects (m/d) =
𝑘ρg
μ
 228.5 240 251.7 
Change in K (%) 4.80 0 4.91 
Note: k is permeability (m2) and g is gravity (9.81 m/s2). 
  
46 
 
APPENDIX F 
THERMAL PECLET NUMBER ANALYSIS 
 The thermal Peclet number can be defined as (Rau 2010): 
 𝑃𝑒𝑐𝑙𝑒𝑡 𝑛𝑢𝑚𝑏𝑒𝑟 =  
ρ𝑤c𝑤𝑞𝐿
λ0
 (14) 
where L is the characteristic length, in this case the mean grain size. We used a mean grain size of 
3 mm. Increasing Darcy flux is directly correlated with larger Peclet numbers. Thus, the 
maximum and minimum Peclet number for our system can be estimated using the maximum and 
minimum Darcy velocities. The range of vertical Darcy velocities occurring in the center column 
was 0.05 to 1.57 m/d. The largest velocity occurring anywhere in the model for any model run 
was 5 m/d. In any case, the Peclet number was less than 0.5 and dispersivity can be ignored (Rau 
et al. 2010). 
Table F.1: Thermal Peclet numbers for the range of Darcy velocities used in all model runs.  
Darcy Flux (m/d) Peclet number 
0.05 0.0025 
1.57 0.08 
5 0.25 
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APPENDIX G 
SUMMARY TABLES OF RESULTS 
 Summary tables of Darcy velocity magnitudes and error analysis for temperature derived 
flux and effective thermal diffusivity separated by center of sensor depth for all 21 flow fields, 
ordered by Trial Number. Dashed lines indicate a non-real number prediction for effective 
thermal diffusivity and thus non-numeric κe error. 
Table G.1: 15 cm Depth, 10 cm Spacing between Temperature Observation Nodes 
Trial 
qz 
(m/d) 
qx 
(m/d) 
qy 
(m/d) 
qh 
(m/d) 
dq/dz 
(d-1) 
qAR 
(m/d) 
qArΔΦ 
(m/d) 
qAR 
Error 
(m/d) 
κe Error 
(%) 
1 0.26 0.09 0.09 0.13 -0.15 0.25 0.22 0.02 12.9 
2 0.39 0.12 0.14 0.19 -0.23 0.34 0.32 0.05 23.2 
3 0.31 0.07 0.14 0.16 -0.22 0.28 0.25 0.03 17.8 
4 0.07 0.02 0.02 0.03 -0.05 0.08 0.07 -0.01 2.4 
5 0.36 0.11 0.11 0.16 -0.26 0.33 0.31 0.03 18.0 
6 0.51 0.16 0.18 0.24 -0.31 0.42 0.39 0.10 36.7 
7 0.72 0.22 0.22 0.31 -0.52 0.54 0.54 0.18 55.5 
8 0.48 0.18 0.10 0.20 -0.42 0.42 0.40 0.06 27.5 
9 0.25 0.06 0.06 0.08 -0.28 0.24 0.23 0.00 6.2 
10 0.51 0.10 0.10 0.15 -0.67 0.48 0.47 0.03 17.8 
11 1.07 0.23 0.23 0.33 -1.33 0.79 0.89 0.28 77.4 
12 -0.08 0.05 0.07 0.08 0.12 -0.07 -0.06 -0.01 -2.5 
13 -0.08 0.09 0.09 0.12 0.10 -0.07 -0.06 -0.01 -1.5 
14 -0.12 0.26 0.45 0.52 0.11 -0.11 -0.09 -0.01 -4.5 
15 -0.15 0.62 0.62 0.88 0.16 -0.14 -0.09 -0.02 -9.7 
16 -0.16 0.38 0.42 0.56 0.14 -0.14 -0.10 -0.02 -8.3 
17 -0.13 0.23 0.21 0.31 0.13 -0.12 -0.10 -0.01 -5.0 
18 -0.16 0.15 0.13 0.20 0.23 -0.14 -0.11 -0.02 -6.3 
19 -0.19 0.33 0.37 0.50 0.17 -0.17 -0.12 -0.02 -9.9 
20 -0.20 0.45 0.43 0.62 0.17 -0.18 -0.12 -0.02 -12.0 
21 -0.78 0.50 0.69 0.85 1.22 -0.52 -0.05 -0.26 -64.5 
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Notes: dq/dz is calculated from Darcy velocity magnitudes at 10 and 20 cm depth. qAR and 
percent error κe are calculated from temperature time series extracted at 10 and 20 cm depth.  
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Table G.2: 17.5 cm Depth, 15 cm Spacing between Temperature Observation Nodes 
Trial 
qz 
(m/d) 
qx (m/d) 
qy 
(m/d) 
qh 
(m/d) 
dq/dz 
(d-1) 
qAR 
(m/d) 
qArΔΦ 
(m/d) 
qAR 
Error 
(m/d) 
κe Error 
(%) 
1 0.26 0.11 0.10 0.15 -0.17 0.24 0.21 0.02 14.3 
2 0.38 0.14 0.16 0.22 -0.25 0.32 0.29 0.06 25.9 
3 0.30 0.08 0.16 0.18 -0.25 0.27 0.23 0.04 19.7 
4 0.07 0.03 0.03 0.04 -0.06 0.08 0.07 -0.01 2.4 
5 0.36 0.13 0.13 0.18 -0.29 0.32 0.29 0.04 20.1 
6 0.50 0.19 0.21 0.28 -0.34 0.39 0.35 0.11 40.1 
7 0.71 0.26 0.26 0.36 -0.58 0.51 0.49 0.21 61.3 
8 0.48 0.20 0.12 0.24 -0.47 0.40 0.38 0.08 30.4 
9 0.25 0.07 0.07 0.10 -0.32 0.25 0.23 0.00 6.2 
10 0.52 0.12 0.12 0.17 -0.78 0.48 0.47 0.04 21.8 
11 1.09 0.27 0.27 0.39 -1.54 0.76 0.85 0.33 91.9 
12 -0.07 0.05 0.07 0.08 0.12 -0.06 -0.05 -0.01 -2.5 
13 -0.08 0.09 0.09 0.12 0.11 -0.07 -0.06 -0.01 -2.5 
14 -0.12 0.26 0.45 0.51 0.12 -0.11 -0.08 -0.01 -5.4 
15 -0.16 0.62 0.62 0.87 0.19 -0.14 -0.09 -0.03 -10.9 
16 -0.16 0.37 0.41 0.56 0.16 -0.14 -0.10 -0.02 -9.2 
17 -0.13 0.23 0.21 0.31 0.14 -0.11 -0.09 -0.02 -5.6 
18 -0.15 0.15 0.13 0.20 0.23 -0.13 -0.10 -0.02 -6.8 
19 -0.19 0.33 0.37 0.49 0.19 -0.16 -0.11 -0.03 -10.9 
20 -0.20 0.45 0.43 0.62 0.20 -0.17 -0.10 -0.03 -13.1 
21 -0.75 0.49 0.68 0.84 1.20 -0.39 0.00 -0.35 -62.3 
 
Notes: dq/dz is calculated from Darcy velocity magnitudes at 10 and 25 cm depth. qAR and 
percent error κe are calculated from temperature time series extracted at 10 and 25 cm depth.  
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Table G.3: 22.5 cm Depth, 5 cm Spacing between Temperature Observation Nodes 
Trial 
qz 
(m/d) 
qx 
(m/d) 
qy 
(m/d) 
qh 
(m/d) 
dq/dz 
(d-1) 
qAR 
(m/d) 
qArΔΦ 
(m/d) 
qAR 
Error 
(m/d) 
κe Error 
(%) 
1 0.24 0.13 0.13 0.18 -0.21 0.21 0.18 0.03 16.9 
2 0.36 0.18 0.20 0.27 -0.31 0.28 0.23 0.08 30.9 
3 0.29 0.10 0.20 0.23 -0.29 0.24 0.19 0.05 22.6 
4 0.07 0.03 0.03 0.05 -0.07 0.08 0.07 -0.01 2.4 
5 0.35 0.16 0.16 0.23 -0.36 0.30 0.26 0.05 24.1 
6 0.48 0.24 0.26 0.35 -0.42 0.34 0.28 0.14 45.7 
7 0.70 0.33 0.33 0.46 -0.71 0.44 0.38 0.26 70.9 
8 0.48 0.26 0.16 0.30 -0.58 0.37 0.33 0.11 37.1 
9 0.26 0.09 0.09 0.12 -0.40 0.25 0.24 0.01 8.2 
10 0.55 0.16 0.16 0.23 -1.00 0.48 0.46 0.07 30.2 
11 1.14 0.35 0.35 0.50 -1.95 0.71 0.77 0.43 120.5 
12 -0.07 0.04 0.06 0.08 0.12 -0.05 -0.04 -0.02 -2.5 
13 -0.07 0.08 0.08 0.12 0.11 -0.06 -0.05 -0.01 -2.5 
14 -0.13 0.25 0.44 0.51 0.16 -0.11 -0.07 -0.02 -7.0 
15 -0.18 0.61 0.61 0.86 0.25 -0.13 -0.07 -0.05 -13.2 
16 -0.17 0.36 0.41 0.55 0.20 -0.13 -0.08 -0.03 -11.0 
17 -0.13 0.22 0.20 0.30 0.16 -0.10 -0.07 -0.03 -6.8 
18 -0.14 0.15 0.13 0.19 0.23 -0.11 -0.08 -0.03 -7.9 
19 -0.19 0.32 0.36 0.48 0.22 -0.14 -0.08 -0.04 -12.8 
20 -0.20 0.44 0.42 0.60 0.24 -0.15 -0.08 -0.05 -15.2 
21 -0.69 0.47 0.66 0.81 1.18 -0.10 0.13 -0.59 -59.9 
 
Notes: dq/dz is calculated from Darcy velocity magnitudes at 20 and 25 cm depth. qAR and 
percent error κe are calculated from temperature time series extracted at 20 and 25 cm depth.  
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Table G.4: 30 cm Depth, 20 cm Spacing between Temperature Observation Nodes 
Trial 
qz 
(m/d) 
qx 
(m/d) 
qy 
(m/d) 
qh 
(m/d) 
dq/dz 
(d-1) 
qAR 
(m/d) 
qArΔΦ 
(m/d) 
qAR 
Error 
(m/d) 
κe Error 
(%) 
1 0.22 0.17 0.16 0.23 -0.23 0.18 0.13 0.05 18.5 
2 0.33 0.23 0.26 0.35 -0.35 0.22 0.15 0.11 32.7 
3 0.26 0.13 0.26 0.29 -0.32 0.19 0.14 0.07 23.6 
4 0.07 0.04 0.04 0.06 -0.08 0.07 0.06 0.00 1.4 
5 0.33 0.21 0.21 0.30 -0.42 0.25 0.20 0.08 27.6 
6 0.44 0.31 0.33 0.45 -0.47 0.25 0.16 0.19 47.0 
7 0.67 0.42 0.42 0.59 -0.84 0.35 0.24 0.32 73.8 
8 0.47 0.33 0.20 0.39 -0.69 0.32 0.26 0.15 42.9 
9 0.28 0.12 0.12 0.16 -0.52 0.26 0.24 0.02 10.1 
10 0.60 0.22 0.22 0.31 -1.31 0.48 0.46 0.13 46.8 
11 1.24 0.48 0.48 0.67 -2.54 0.62 0.61 0.62 165.7 
12 -0.06 0.04 0.06 0.07 0.11 -0.05 -0.03 -0.02 -3.6 
13 -0.07 0.08 0.08 0.11 0.11 -0.05 -0.04 -0.02 -3.8 
14 -0.14 0.24 0.42 0.49 0.20 -0.11 -0.07 -0.03 -9.1 
15 -0.22 0.59 0.59 0.83 0.32 -0.14 -0.07 -0.08 -15.5 
16 -0.18 0.35 0.39 0.53 0.25 -0.12 -0.07 -0.05 -12.8 
17 -0.13 0.21 0.19 0.29 0.18 -0.10 -0.06 -0.03 -8.1 
18 -0.13 0.14 0.12 0.18 0.22 -0.09 -0.06 -0.04 -8.7 
19 -0.19 0.30 0.35 0.46 0.26 -0.13 -0.06 -0.06 -14.2 
20 -0.21 0.42 0.40 0.58 0.29 -0.14 -0.06 -0.08 -16.5 
21 -0.61 0.62 0.61 0.87 -1.11 0.01 0.13 -0.62 38.1 
 
Notes: dq/dz is calculated from Darcy velocity magnitudes at 20 and 40 cm depth. qAR and 
percent error κe are calculated from temperature time series extracted at 20 and 40 cm depth. 
VFLUX predicted the wrong direction of flux for Trial 21. 
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Table G.5: 32.5 cm Depth, 15 cm Spacing between Temperature Observation Nodes 
Trial 
qz 
(m/d) 
qx 
(m/d) 
qy 
(m/d) 
qh 
(m/d) 
dq/dz 
(d-1) 
qAR 
(m/d) 
qArΔΦ 
(m/d) 
qAR 
Error 
(m/d) 
κe Error 
(%) 
1 0.24 0.14 0.13 0.20 -0.24 0.16 0.12 0.08 19.0 
2 0.36 0.19 0.22 0.29 -0.36 0.20 0.13 0.15 33.0 
3 0.28 0.11 0.22 0.24 -0.33 0.17 0.12 0.11 23.6 
4 0.07 0.04 0.04 0.05 -0.09 0.07 0.06 0.00 1.4 
5 0.35 0.17 0.17 0.25 -0.44 0.24 0.18 0.11 28.6 
6 0.47 0.25 0.28 0.38 -0.49 0.23 0.13 0.24 46.8 
7 0.69 0.35 0.35 0.49 -0.89 0.32 0.20 0.37 73.8 
8 0.48 0.27 0.17 0.32 -0.72 0.31 0.24 0.17 43.9 
9 0.26 0.09 0.09 0.13 -0.56 0.26 0.24 0.00 10.1 
10 0.56 0.17 0.17 0.24 -1.41 0.48 0.46 0.08 53.0 
11 1.16 0.38 0.38 0.54 -2.74 0.59 0.55 0.57 179.9 
12 -0.07 0.04 0.06 0.08 0.11 -0.04 -0.03 -0.02 -3.9 
13 -0.07 0.08 0.08 0.12 0.11 -0.05 -0.03 -0.02 -4.1 
14 -0.13 0.25 0.44 0.50 0.22 -0.11 -0.07 -0.02 -9.9 
15 -0.19 0.60 0.60 0.85 0.35 -0.14 -0.06 -0.05 -16.3 
16 -0.17 0.36 0.40 0.54 0.26 -0.12 -0.06 -0.05 -13.4 
17 -0.13 0.22 0.20 0.30 0.19 -0.09 -0.06 -0.03 -8.6 
18 -0.14 0.14 0.12 0.19 0.22 -0.09 -0.05 -0.05 -8.9 
19 -0.19 0.32 0.36 0.48 0.27 -0.12 -0.06 -0.06 -14.6 
20 -0.20 0.43 0.41 0.60 0.31 -0.13 -0.05 -0.07 -16.9 
21 -0.67 0.65 0.67 0.93 -1.09 0.05 0.13 -0.72 26.8 
 
Notes: dq/dz is calculated from Darcy velocity magnitudes at 25 and 40 cm depth. qAR and 
percent error κe are calculated from temperature time series extracted at 25 and 40 cm depth. 
VFLUX predicted the wrong direction of flux for Trial 21. 
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Table G.6: 35 cm Depth, 30 cm Spacing between Temperature Observation Nodes 
 
 
Notes: dq/dz is calculated from Darcy velocity magnitudes at 20 and 50 cm depth. qAR and 
percent error κe are calculated from temperature time series extracted at 20 and 50 cm depth. 
VFLUX predicted the wrong direction of flux for Trial 21.  
Trial 
qz 
(m/d) 
qx 
(m/d) 
qy 
(m/d) 
qh 
(m/d) 
dq/dz 
(d-1) 
qAR 
(m/d) 
qArΔΦ 
(m/d) 
qAR 
Error 
(m/d) 
κe Error 
(%) 
1 0.21 0.19 0.18 0.26 -0.24 0.15 NaN 0.06 - 
2 0.31 0.26 0.29 0.39 -0.36 0.18 0.10 0.13 32.3 
3 0.25 0.15 0.29 0.32 -0.32 0.16 NaN 0.09 - 
4 0.07 0.05 0.05 0.07 -0.09 0.07 NaN 0.00 - 
5 0.33 0.24 0.24 0.34 -0.45 0.23 0.17 0.10 28.8 
6 0.41 0.35 0.38 0.51 -0.49 0.20 0.10 0.21 45.2 
7 0.65 0.48 0.48 0.67 -0.90 0.29 0.16 0.36 72.9 
8 0.47 0.38 0.24 0.44 -0.75 0.30 0.22 0.18 45.8 
9 0.29 0.14 0.14 0.19 -0.60 0.27 NaN 0.02 - 
10 0.65 0.26 0.26 0.36 -1.53 0.48 0.45 0.18 61.7 
11 1.33 0.56 0.56 0.79 -2.96 0.57 0.49 0.76 193.0 
12 -0.06 0.04 0.06 0.07 0.11 -0.04 NaN -0.01 - 
13 -0.07 0.08 0.08 0.11 0.11 -0.05 NaN -0.02 - 
14 -0.15 0.23 0.41 0.47 0.23 -0.11 NaN -0.04 - 
15 -0.24 0.57 0.57 0.80 0.37 -0.15 NaN -0.10 - 
16 -0.19 0.34 0.38 0.51 0.27 -0.12 NaN -0.06 - 
17 -0.13 0.20 0.18 0.28 0.19 -0.10 NaN -0.03 - 
18 -0.12 0.13 0.11 0.17 0.21 -0.09 NaN -0.04 - 
19 -0.19 0.29 0.33 0.45 0.28 -0.12 NaN -0.07 - 
20 -0.22 0.41 0.39 0.56 0.32 -0.13 NaN -0.09 - 
21 -0.57 0.59 0.57 0.82 -1.06 0.01 0.10 -0.58 25.8 
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Table G.7: 37.5 cm Depth, 25 cm Spacing Between Temperature Observation Nodes 
Trial 
qz 
(m/d) 
qx 
(m/d) 
qy 
(m/d) 
qh 
(m/d) 
dq/dz 
(d-1) 
qAR 
(m/d) 
qArΔΦ 
(m/d) 
qAR 
Error 
(m/d) 
κe Error 
(%) 
1 0.20 0.20 0.19 0.28 -0.24 0.14 0.09 0.06 18.7 
2 0.30 0.27 0.31 0.41 -0.37 0.16 0.08 0.13 32.2 
3 0.24 0.16 0.30 0.34 -0.33 0.14 0.08 0.09 23.6 
4 0.06 0.05 0.05 0.07 -0.09 0.07 0.06 0.00 1.4 
5 0.32 0.25 0.25 0.36 -0.47 0.22 0.15 0.11 29.6 
6 0.40 0.36 0.40 0.54 -0.50 0.18 0.07 0.22 44.3 
7 0.65 0.50 0.50 0.71 -0.94 0.26 0.12 0.38 71.9 
8 0.47 0.40 0.25 0.47 -0.78 0.28 0.20 0.19 46.8 
9 0.30 0.15 0.15 0.21 -0.64 0.27 0.25 0.03 13.0 
10 0.68 0.28 0.28 0.39 -1.64 0.48 0.44 0.21 69.1 
11 1.38 0.60 0.60 0.86 -3.17 0.54 0.42 0.84 205.9 
12 -0.05 0.04 0.06 0.07 0.10 -0.04 -0.02 -0.01 -4.3 
13 -0.07 0.07 0.07 0.10 0.11 -0.05 -0.03 -0.02 -4.6 
14 -0.16 0.23 0.41 0.46 0.25 -0.11 -0.07 -0.05 -10.5 
15 -0.15 0.56 0.56 0.79 0.39 -0.15 NaN -0.11 - 
16 -0.19 0.33 0.37 0.50 0.29 -0.12 NaN -0.07 - 
17 -0.13 0.20 0.18 0.27 0.20 -0.09 -0.06 -0.04 -8.8 
18 -0.12 0.13 0.11 0.17 0.21 -0.08 -0.04 -0.04 -8.9 
19 -0.19 0.29 0.33 0.44 0.29 -0.12 NaN -0.07 - 
20 -0.22 0.40 0.38 0.55 0.33 -0.13 NaN -0.10 - 
21 -0.56 0.58 0.56 0.80 -1.04 0.03 0.08 -0.59 14.1 
 
Notes: dq/dz is calculated from Darcy velocity magnitudes at 25 and 50 cm depth. qAR and 
percent error κe are calculated from temperature time series extracted at 25 and 50 cm depth. 
VFLUX predicted the wrong direction of flux for Trial 21. 
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Table G.8: 45 cm Depth, 5 cm Spacing between Temperature Observation Nodes 
Trial 
qz 
(m/d) 
qx 
(m/d) 
qy 
(m/d) 
qh 
(m/d) 
dq/dz 
(d-1) 
qAR 
(m/d) 
qArΔΦ 
(m/d) 
qAR 
Error 
(m/d) 
κe Error 
(%) 
1 0.17 0.23 0.22 0.31 -0.25 0.10 0.05 0.08 18.1 
2 0.26 0.31 0.35 0.47 -0.37 0.10 0.01 0.16 30.3 
3 0.21 0.18 0.34 0.39 -0.32 0.10 0.04 0.11 21.7 
4 0.06 0.06 0.06 0.08 -0.10 0.06 0.06 0.00 0.4 
5 0.32 0.29 0.29 0.41 -0.51 0.18 0.11 0.13 30.6 
6 0.36 0.41 0.45 0.61 -0.51 0.11 -0.01 0.25 39.5 
7 0.63 0.58 0.58 0.82 -1.01 0.19 0.03 0.44 66.1 
8 0.48 0.46 0.30 0.55 -0.86 0.25 0.15 0.24 50.6 
9 0.33 0.18 0.18 0.25 -0.76 0.29 0.26 0.05 16.8 
10 0.79 0.34 0.34 0.48 -1.98 0.47 0.41 0.31 97.4 
11 1.57 0.74 0.74 1.04 -3.81 0.47 0.22 1.10 239.8 
12 -0.05 0.03 0.05 0.06 0.10 -0.04 -0.02 -0.01 -4.9 
13 -0.06 0.07 0.07 0.10 0.11 -0.05 -0.03 -0.02 -5.2 
14 -0.18 0.21 0.38 0.44 0.28 -0.12 -0.07 -0.06 -11.4 
15 -0.30 0.52 0.52 0.74 0.45 -0.16 -0.08 -0.14 -16.6 
16 -0.21 0.31 0.35 0.47 0.32 -0.13 -0.06 -0.09 -13.5 
17 -0.13 0.19 0.17 0.25 0.21 -0.09 -0.05 -0.04 -9.1 
18 -0.11 0.12 0.10 0.16 0.20 -0.07 -0.04 -0.04 -8.9 
19 -0.20 0.27 0.31 0.41 0.31 -0.11 -0.05 -0.09 -13.8 
20 -0.24 0.37 0.35 0.51 0.37 -0.12 -0.06 -0.12 -15.3 
21 -0.51 0.53 0.51 0.74 -0.96 0.01 -0.03 -0.52 9.6 
 
Notes: dq/dz is calculated from Darcy velocity magnitudes at 40 and 50 cm depth. qAR and 
percent error κe are calculated from temperature time series extracted at 40 and 50 cm depth. 
VFLUX predicted the wrong direction of flux for Trial 21. 
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APPENDIX H 
COMPARISON OF LOW AND HIGH ERROR TRIALS 
 For the purpose of verifying what determines the amount of error when calculating 
thermal derived flux or effective thermal diffusivity, we compare the model outputs of a trial with 
relatively low, and relatively high error. Trial 5 had comparatively low error where as Trial 11 
had relatively higher errors than the other losing flow geometries tested. Both trials were 
subjected to the same thermal boundary conditions, but different hydraulic boundary conditions. 
The hydraulic boundary conditions for these two trials are outlined in Appendix A.  
 For the 8 pairs of temperature observation nodes used to calculate flux and effective 
thermal diffusivity, Trial 5 had a average error for amplitude ratio derived fluxes of 0.13 m/d and 
an average of 49% error for thermally derived effective thermal diffusivity. Trial 11 had an 
average amplitude ratio derived flux error of 0.62 m/d and an average error of effective thermal 
diffusivity of 159.2%. This is due to the higher degree of non-uniformity, and higher horizontal 
velocity magnitude of Trial 11. For the 8 pairs of temperature observation nodes, the average 
𝑑𝑞
𝑑𝑧
 
was -1.3 and -2.5 d-1 for Trials 5 and 11, respectively. The average qh was 0.29 m/d and 0.64 m/d 
for Trials 5 and 11, respectively.  
 Figure H.1 shows the difference in hydraulic head between the two model runs. Trial 5 
had heads ranging from 0.1993 to 0.2 m, while Trial 11 had heads from 0.19 to 0.2 m. Trial 11 
had a greater head gradient, and thus larger groundwater velocity magnitudes in the x, y and z 
directions. Figure H.2 shows the Darcy velocity magnitude through cross sections through the 
middle of the model. We can define the magnitude of the Darcy velocity at any given point in the 
model as:  
|𝑞| =  √𝑞𝑥2 + 𝑞𝑦2+𝑞𝑧
2 
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 In all model runs, areas of high velocity exist along any edge of the model where an inlet 
(i.e. head boundary) meets an outlet boundary. This is visible in the bottom left corner in the cross 
sections parallel to the X and Y axis for both trials (Figure H.2). Since temperatures were 
extracted from the center column of the model, these zones of high velocity did not effect our 
analysis. 
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Trial 5 Trial 11 
Parallel to X axis, 0.5 m from X-head boundary/X-outlet 
  
Parallel to Y axis, 0.5 m from Y-head boundary/X-outlet 
  
Parallel to top of model, 0.5 m from top head boundary/ bottom outlet 
  
Figure H.1. Head contours (m) for cross sections through center of the model for Trial 5 
(left column) and Trial 11 (right column). Blue arrows indicate groundwater flow magnitude 
and direction. 
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 Figure H.3 shows temperature time series for both model runs. Trial 11 has a higher 
vertical velocity magnitude causing the surface temperature to propagate deeper into the 
subsurface, resulting in a greater amplitude with depth. Trial 5 has a weaker downward velocity 
component, and thus a greater delay in phase with depth. Since the downward velocity is slower, 
the timing of each peak at any given depth occurs later. The difference in 
𝑑𝑞
𝑑𝑧
 is visibile between 
Trials 5 and 11. Near the center column of the model, there is a much greater change in Darcy 
velocity magnitude in Trial 11 than in Trial 5. 
 In a saturated system with vertical fluid flow with the same thermal boundary conditions, 
temperature contours will be horizontal within the model. In the presence of a non-uniform, 
multi-dimensional flow field, the thermal signal is propagated with depth at different rates 
throughout the model, causing temperature contours to be non-horizontal. Trial 11 has a 
substantially higher horizontal velocity component, as well as a higher degree of flow non-
uniformity, resulting in the thermal signal propagating at a greater angle compared to Trial 5.   
  
60 
 
A. 
 
  
Parallel to X axis, 0.5 m from X-head 
boundary/X-outlet 
Parallel to top of model, 0.5 m from top head 
boundary/ bottom outlet 
 
 
Parallel to Y axis, 0.5 m from Y-head 
boundary/X-outlet 
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B. 
Figure H.2: Color map showing Darcy velocity magnitude (|q|) in three cross sections 
through the center of the model for Trial 5 (A) and Trial 11 (B). Black arrows indicate 
groundwater flow direction. Arrow length is proportional to velocity magnitude within the same 
trial. The scale factor for Trial 11 has been reduced so that the arrows would fit on the image.  
  
Parallel to X axis, 0.5 m from X-head 
boundary/X-outlet 
Parallel to top of model, 0.5 m from top head 
boundary/ bottom outlet 
  
Parallel to Y axis, 0.5 m from Y-head 
boundary/X-outlet 
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A. 
 
B. 
 
Figure H.3: Temperature time series for Trial 5 (A) and Trial 11 (B) at depths of 10, 20 and 
50 cm. The surface temperature forcing (black line) is included as a reference and is identical in 
both figures.  
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A. 
t = 9 days t = 9 days 18 hours 
   
t = 9 days 6 hours t = 10 days  
  
t = 9 days 12 hours  
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B.  
t = 9 days t = 9 days 18 hours 
   
t = 9 days 6 hours t = 10 days  
  
t = 9 days 12 hours  
 
Figure H.4: Temperature cross sections in the middle of the model, parallel to the Y-axis, 
for Trials 5 (A) and 11 (B). Time steps begin a t=9 days and end at t=10 days with a 6 hour 
interval. Black arrows indicate groundwater flow direction. Arrows are proportional to velocity 
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within each trial. Due to differences in the velocity magnitude between trials 5 and 11, a different 
scale factor was used so that the arrows would be visible.  
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APPENDIX I 
PERFORMANCE OF VFLUX UNDER VERTICAL FLOW CONDITIONS 
VFLUX uses dynamic harmonic regression (DHR) to extract amplitude ratio information from 
temperature time series. In order to quantify the amount of error VFLUX introduces into our 
thermally derived calculations of flux, we ran 5 vertical flow simulations at 2.5, 1.0, 0.1, -0.1 and 
-1.0 m/d through the 3D model. For losing conditions (qz>0 m/d) a hydraulic head of 0.2 m was 
applied to the top of the model and a specified outlet velocity was applied to the bottom of the 
model. For gaining conditions, (qz<0 m/d) a hydraulic head of 0.2 m was applied to the bottom of 
the model and a specified outlet velocity was set for the top of the model. For this analysis, the 
same thermal boundary conditions were used as in the bulk of the thesis. VFLUX performance 
was determined by calculating the amplitude ratio derived flux and thermal-derived κe using each 
pair of temperature observation nodes used in our model runs and comparing to the known 
modeled velocity and model input κe for each of the 5 vertical flow simulations. 
Relatively large errors for both thermal-derived flux and effective thermal diffusivity 
occurred for the -1 m/d gaining flow field at depths when the deeper  temperature observation 
node was at 40 cm depth or greater, resulting in the amplitude of surface diurnal signal being 
extinguished at the deeper temperature sensor beneath the resolution of the model. Therefore, we 
can ignore error estimates for both flux and temperature-derived κe for center depths greater than 
25 cm when the vertical flux is -1 m/d. The maximum error occurred at 22.5 cm depth when 
vertical velocity in the model was 2.5 m/d. This larger error is a result of a high losing velocity 
and a sensor spacing of only 5 cm. The fast downward velocity propagates the surface signal such 
that the amplitude does not change (within the model resolution) between temperature 
observation nodes of 20 and 25 cm. We can ignore both error estimates at this depth since the 
sensor spacing is not large enough to capture the rapid downward propagation of the surface 
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temperature signal. For the thermal parameters and observation node spacings used in this study, 
when the downward velocities approach 2.5 m/d, the slope of the amplitude ratio solution space 
curves approach 0 (Figure 4a). Due to the decreased sensitivity of the amplitude ratio solution at 
this velocity, the errors are expected to be higher than for Darcy fluxes where the amplitude ratio 
solution space curves have a higher slope. Therefore, errors occurring as a result of vertical Darcy 
velocities between 
-1 and 1 m/d are more indicative of the errors introduced by VFLUX throughout this thesis.  
The maximum error for losing simulations where qz is less than or equal to 1 m/d was 
0.006 m/d which occurred at a purely vertical flux of 0.1 m/d, and was calculated using 
temperature observation nodes at 20 and 25 cm depth (Table I.1). The maximum error for gaining 
simulations was 0.008 m/d and occurred when a gaining velocity of -1 m/d was calculated using 
temperature observation nodes of 20 and 25 cm. Absolute errors in flux estimates for vertical 
velocities of -0.1 m/ d to 1 m/d were less than 0.006 m/d. This is a more representative value of 
the amount of error introduced since it more closely matches the range of fluxes analyzed in this 
thesis. 
Errors in effective thermal diffusivity for these trials ranged from -28% occurring at a 
center depth of 22.5 cm for a 2.5 m/d velocity to 8.5% occurring at a center depth of 45 cm and a 
vertical velocity of -1 m/d (Table I.2). For fluxes ranging from -0.1 m/d to 1 m/d, errors in 
thermally-derived effective diffusivity were less than 3.2%. This error introduced is more 
representative for the calculations used in this thesis. 
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Figure I.1: Error (m/d) introduced by VFLUX for the range of purely vertical fluxes tested 
versus the center depth between the temperature observation nodes. 
 
 With the exception of the -1 m/d vertical flow field, there does not appear to be a 
correlation between center depth and error. For the strongest gaining flow field, error increases 
with center depth between temperature observation nodes. This is due to the surface signal being 
effectively extinguished at depths greater than 40 cm for this upward velocity. The largest errors 
occurred when the modeled velocity was 2.5 m/d. Errors in effective thermal diffusivity follow a 
similar trend (Table I.2) in that the largest errors occurred for the losing flow field with a 
downward velocity of 2.5 m/d. There is an increasing trend of larger percent error κe with 
increasing center depth when the upward velocity is 1 m/d. In summary, over the range of 
velocities tested, we expect VFLUX introduces errors up to 0.006 m/d for flux and up to 3.2% 
error for thermally derived effective thermal diffusivity. 
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Table I.1. Error in flux (m/d) introduced by VFLUX at center depth between temperature 
observation nodes at a range of fluxes. Red text indicates calculations where the amplitude of 
the surface signal does not propagate to the depth of the deeper temperature observation node. 
Green text indicates a temperature observation node spacing too narrow to capture the known 
modeled velocity. 
Known modeled 
velocity (m/d) 
Center depth of temperature observation nodes (m)  
  
  0.15 0.175 0.225 0.25 0.3 0.325 0.35 0.375 0.45 
2.5 -0.001 0.054 0.137 0.029 0.039 0.008 0.033 0.011 0.019 
1 0.004 0.005 0.006 0.004 0.005 0.004 0.004 0.004 0.004 
0.1 -0.004 -0.005 -0.006 -0.003 -0.003 -0.002 -0.002 -0.002 -0.002 
-0.1 -0.006 -0.005 -0.004 -0.003 -0.002 -0.001 -0.002 -0.002 -0.002 
-1 0.002 0.004 0.008 0.019 0.028 0.034 0.037 0.043 0.056 
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Table I.2. Percent error in thermally derived effective thermal diffusivity introduced by 
VFLUX at center depth between temperature observation nodes at a range of fluxes. Red 
text indicates calculations where the amplitude of the surface signal does not propagate to the 
depth of the deeper temperature observation node. Green text indicates a temperature observation 
node spacing too narrow to capture the known modeled velocity. 
Known modeled 
velocity (m/d) 
Center depth of temperature observation nodes (m)  
  
  0.15 0.175 0.225 0.25 0.3 0.325 0.35 0.375 0.45 
2.5 2.0 -7.3 -28.0 -4.2 -7.0 -1.7 -1.7 -5.4 -2.4 
1 -1.7 -1.9 -2.2 -1.7 -1.7 -1.5 -1.5 -1.6 -1.4 
0.1 -1.2 -1.1 -0.9 - -0.1 0.2 0.8 - 1.8 
-0.1 -0.5 -0.4 -0.4 - 0.9 1.3 2.0 - 3.2 
-1 2.0 2.4 3.3 4.8 6.2 7.2 7.7 7.0 8.5 
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APPENDIX J 
VALIDATION OF MODEL BOUNDARY CONDITIONS 
In order to validate that the thermal boundary conditions are not controlling the results of the 
model simulations, we can show that the distance to the boundary of the model is not impacting 
the results at the center of the model. By showing that distance to the model boundary does not 
change the temperature distribution, we are effectively showing that cube of sand modeled in this 
study could be extended horizontally in either the x or y direction, without changing the results of 
the study. This validates the dimensions of the model, despite being smaller in size than similar 
numerical studies in two dimensions (e.g. Irvine et al. 2015, Cuthbert and Mackay 2013). 
To validate the thermal boundary conditions used in this study, we show that the temperature 
profiles and velocity estimates of a 10 m by 1 m and a 1 m by 1 m 2D model are identical within 
model resolution. The 1 m by 1 m model overlaps the 10 m model between 5 and 6 m from the 
left boundary. The 10 m model was refined to 1 cm grid spacing in the top 55 cm of the model for 
the first 6 m from the left boundary. The 1 m model was refined for the top 55 cm for the entire 
model, such that both models have effectively identical grid spacing. This refinement was 
selected to match the mesh discretization used in the bulk of this thesis as well as to limit 
computation time. 
 
10 m model 
1 m model 
1 cm grid spacing 
= temperature 
observation node 
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Figure J.1: Mesh discretization (black wireframe), flow direction (red arrows) and 
temperature observation node location (green circles) used for validation of model 
boundary conditions. 
Groundwater flow is generated by specifying a horizontal Darcy velocity, and a vertical Darcy 
velocity which varies linearly across the model. Scenario 1 had a horizontal velocity of 0.4 m/d 
and Scenario 2 had a horizontal velocity of 0.8 m/d. Vertical Darcy velocity ranged from 0.25 
m/d to 1.25 m/d for the 10 m model and from 0.75 m/d to 0.85 m/d for the 1 m model. The 
vertical velocity at 5 and 6 m from the left boundary for the 10 m model was 0.75 m/d and 0.85 
m/d, respectively.  
  
Figure J.2: Darcy velocity magnitude (m/d) across model for Scenarios 1 and 2. 
The 2D model is setup with the same thermal boundary conditions as the 3D model used for this 
thesis. The top boundary for both models is a diurnal sinusoidal temperature variation with 
Boundaries of 1 m 
by 1 m model 
x 
x 
y 
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amplitude of 2°C. Thermal boundary conditions of the model are set as no heat flux on the sides 
of the model and a constant temperature is applied to the bottom of the model. The following 
graphics show COMSOL outputs for the last day of the model with 6 hour time steps for 
Scenarios 1 and 2. Results from the 1 m model are shown below the 10 m model. Temperature in 
degrees Celsius is shown via the color map with the maximum and minimum temperatures 
occurring at that time step above and below the temperature scale, respectively. 
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Figure J.3: Model temperature for the last day of the 20 day model run with a 6 hour time-
step for Scenarios 1 and 2.   
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For both scenarios, the thermal isotherms have roughly the same slope, despite having different 
horizontal velocity magnitudes. This is due to the downward velocity playing a larger role in 
controlling the location of the isotherms. Increasing vertical velocities transport heat downwards. 
As vertical velocity changes across the model, the depth of each isotherm also changes. This 
creates the slope of the isotherm, rather than the magnitude of the horizontal velocity. 
Within the overlapping sections of the model, temperature time series were compared at 5 
locations. Temperature time series were extracted at depths of 0, 10 and 50 cm on the left 
boundary of the 1 m model (5 m across the 10 m model) and depths of 10 cm and 50 cm in the 
center of the 1 m model (5.5 m across the 10 m model) for both Scenarios. Temperature time 
series from the 1 m model were subtracted from the corresponding locations in the 10 m model. 
For Scenario 1 with 0.4 m/d horizontal velocity, the maximum difference in temperature at the 5 
extracted temperature time series was 0.03°C once the model equilibrated to quasi-steady state.  
For Scenario 2 with 0.8 m/d horizontal velocity, the maximum difference in temperature at the 5 
extracted temperature time series was 0.035°C once the model equilibrated to quasi-steady state. 
Differences in temperature were largest at the left boundary of the 1 m model (5 m across the 10 
m model) at a depth of 50 cm. We suspect this is due to slight changes in mesh discretization. In 
the 1 m model, this location occurs on an edge of the model, whereas this point occurs in the 
center of the 10 m model. However, for the purpose of the thesis, temperature time series were 
extracted from the center of the 3D model, and the errors presented here represent a maximum 
potential error as a result of the boundary conditions.  
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Scenario 1: 
 
Scenario 2: 
 
Figure J.4: Temperature time series recorded  at all temperature observation nodes used 
for validation of model boundary conditions for Scenarios 1 and 2. 
Temperature time series were then analyzed in VFLUX using the same methods used for the 3D 
model. Predicted fluxes between the 10 m and 1 m model differed by less than 0.03 m/d. This 
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difference is low enough such that it is within the resolution of the 2D model. Additionally, 
VFLUX could have introduced additional error in the filtering process. 
Table J.1: Calculations and error analysis used for validation of model boundary 
conditions. 
Model Size (m) 10 1 10 1 10 1 10 1 
qh (m/d) 0.4 0.4 0.4 0.4 0.8 0.8 0.8 0.8 
Distance across 
model (m) 5.0 0.0 5.5 0.5 5.0 0.0 5.5 0.5 
Actual qz (m/d) 0.75 0.75 0.85 0.85 0.75 0.75 0.85 0.85 
Average qAr for last 
day of flux 
calculations (m/d) 0.69 0.71 0.73 0.74 0.68 0.71 0.72 0.73 
Error (m/d) 0.06 0.04 0.12 0.11 0.07 0.04 0.13 0.12 
Percent Error  8.0 5.3 14.6 12.9 9.0 5.6 15.6 13.8 
Difference in error 
between 10 m 
model, and 1 m 
model (m/d) 
0.020 
  
0.015 
  
0.025 
  
0.015 
  
 
Since the temperature distributions are nearly identical for the 10 m and 1 m model, we can 
conclude that the thermal boundary conditions are not driving the results of this study.  
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APPENDIX K 
RESULTS FIGURES USING ONLY ADJACENT TEMPERATURE OBSERVATION 
NODES 
This appendix contains Figures 5, 6, 7, 8 and 9 using thermal calculations from exclusively 
adjacent temperature observation nodes. The figures are separated by center depth between the 
two observation nodes to show how hydraulic and thermal conditions are changing with depth in 
the model.  
 
Figure K.1: Performance of amplitude ratio, qAR and combined amplitude ratio/phase shift, 
qArΔΦ, heat-as-a-tracer methods compared to horizontal Darcy velocity magnitude, qh, for 
both gaining and losing flow geometries.  
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Figure K.2: Known Darcy velocity compared to amplitude ratio derived flux (qAr) (top) and 
combined amplitude ratio and phase shift derived flux (qAr∆ϕ) (bottom) separated by center 
depth between temperature observation nodes. Black diagonal lines are the 1 to 1 lines. 
Temperature derived fluxes are calculated from temperature time series extracted at depths of 10, 
20, 25, 40 and 50 cm. 
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Figure K.3: Error response for amplitude ratio derived fluxes as a function of degree of 
flow non-uniformity dq/dz for losing (red triangles) and gaining (blue diamonds) 
groundwater flows.  
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Figure K.4: Percent error in temperature derived effective thermal diffusivity, κe, compared 
to amplitude ratio derived Darcy velocity error for gaining (blue diamond) and losing (red 
triangle) groundwater flow paths. Percent error κe is positive when temperature derived κe 
under predicts actual modeled . Negative values of Percent error κe indicate over predicted 
temperature derived κe. 
  
84 
 
 
Figure K.5: Percent error in temperature derived effective thermal diffusivity, κe, compared 
to horizontal Darcy flux magnitude for gaining (blue diamond) and losing (red triangle) 
groundwater flow paths. 
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