We focus on gait recognition for criminal investigation. In criminal investigation, person authentication is performed by comparing target data at the crime scene and multiple gait data with slightly different views from that of the target data. For this task, we propose fusion of direct cross-view matching. Cross-view matching generally produces worse result than those of same-view matching when view-variant features are used. However, the correlation between cross-view matching with different view pairs is low and it provides improved accuracy. Experimental results performed utilizing large-scale dataset under settings resembling actual criminal investigation cases, show that the proposed approach works well.
Introduction
Recently, many closed-circuit television (CCTV) surveillance cameras have been set up around the world, and are capturing video continuously. These CCTV surveillance cameras could by chance record incidents at a crime scene or at a place near the crime scene. Therefore, such video footage can provide clues in identifying the perpetrators of the crime. Perpetrators can be identified based on their faces if the quality of the footage including resolution and contrast is adequate. However, the resolution of facial images in CCTV footage tends to be low in many cases, while the image contrast may also be low owing to poor illumination conditions. Moreover, the perpetrator may attempt to hide his/her face by wearing a mask for example, to avoid being identified. In these cases face recognition does not work even if the perpetrator appears in the footage, and thus gait recognition is used instead [2] , [8] , [9] .
Gait recognition is a method for biometric person authentication using the shape and motion of the person walking acquired from the footage [12] . Different from many biometrics, gait recognition is possible at a considerable distance from the camera because it works well even if the resolution of the target image sequence is relatively low (e.g., a height of 30 pixels). The accuracy of gait recognition is however, often degraded by several covariates (e.g., views, clothes, and belongings) [13] . Of the covariates, view differences are the most problematic and hence in this paper, we focus on the view issue in gait recognition.
At least two image sequences are necessary for person authentication. These two images sequences are the gallery and the probe. Both the gallery and probe can be captured in controlled * 1 or limited environments for access control application, but they are generally captured in uncontrolled environments for surveillance applications. However, situations for criminal investigation applications are different from those for access control/surveillance applications. In the case of a criminal investigation, once a gait image sequence of the perpetrator associated with the criminal scene is given as a gallery and suspects have been identified, the criminal investigators set out to collect multiple gait image sequences of the suspects in a confidential fashion as probes. Considering the nature of the crime scene, the gallery cannot be captured in a controlled environment, and in the worst case only a single image sequence associated with a single gait cycle from a single view may have been recorded.
Probes can be collected in partially controlled environments in the case of a criminal investigation. A probe is acquired after the crime by the criminal investigators so that the view of the probe is similar to that of the gallery. Although criminal investigators apply their best efforts to achieve that in multiple trials, there are some real limitations because the data must be acquired in a confidential fashion. Consequently, multiple gait image sequences from close but different (not exactly the same) views may be collected. Figure 1 shows a schematic of a typical setting of a * 1 In gait recognition, the term control means we can set a view that is the relationship between the walking direction and camera position/pose and/or data acquisition settings, which include the type of camera used, and resolution of images.
c 2013 Information Processing Society of Japan criminal investigation. In this setting, several approaches are possible. A simple approach is to use only the gait feature pair of gallery and probe with the closest (or, if possible, the same) view [4] . This approach works well if the associated views are the same or relatively close. However, a limitation of this approach is that the accuracy degrades if the view difference becomes large. Moreover, this approach discards data from the other close views.
Another approach is to use not only the gait feature pair with the closest view, but also gait feature pairs with different views after transforming the different views to the same view using a view transformation technique, such as the discrete view transformation model (VTM) [6] or arbitrary VTM [11] , and to compare the gait feature pairs with the same views. Thereafter, several matching scores are fused for improvement [14] . Although this approach is reasonable and makes use of all the available data, it has certain limitations associated with the applicable view or camera calibration. In the case of applying a discrete view transformation, the applicable views are limited to only several discrete views for which training gait data for the VTM has been collected; this severely limits the applicable criminal scenes. However, although arbitrary VTM is free of view limitations, troublesome camera calibrations are required in all the scenes associated with the gallery and probes.
To solve these problems, we propose a different approach in this paper. In the proposed method, gait features from different views are matched without using a VTM, and the matching scores are fused for authentication. Cross-view matching using viewdependent gait features [3] , [7] , [10] generally results in worse accuracy than same-view matching, we observe, however, that direct cross-view matching scores are relatively uncorrelated owing to the view-dependent nature of gait features. Since score-level fusion generally works more efficiently with lower score correlations, we make full use of these relatively uncorrelated scores to improve the accuracy.
The contributions of this paper are summarized in the following two points.
Accuracy improvement in a criminal investigation setting
Our method works well in settings resembling criminal investigation cases, where views of the gallery and those of the probe sets are close, but slightly different. Owing to the relatively uncorrelated scores obtained from different pairs of cross-view matching, the fusion works efficiently.
High usability
Our method does not require troublesome camera calibrations for every scene, because data with different views are directly matched without using an arbitrary VTM.
Fusion of Direct Cross-view Matching Scores

Correlations between Scores
Since the key to success in the proposed method depends on how uncorrelated the scores are for cross-view matching, we first observe score distributions for cross-view matching * 2 . Figure 2 shows the scatter plots of positive (genuine-genuine matching) and negative (genuine-imposter matching) scores associated with cross-view matching of three different view pairs with and without (w/wo) view transformation. From these figures, we observe that the correlations of matching scores with view transformation are higher than those without view transformation. This observation shows that the improvement in fusing scores without view transformation is likely to be larger than that of fusing scores with view transformation.
Algorithm
After preprocessing and feature extraction, view-dependent gait features are extracted and the extracted probe gait features are directly matched with that of the gallery. The calculated multiple scores are then converted into a single final score using the fusion scheme.
Let x G and x P = (x P 1 , ..., x P N ) be the gallery gait feature and probe gait feature set from N views, respectively. First, we calcu-
We then calculate the final score S (x G , x P ) by fusing the elements of the distance vector by
where F f usion (·; Θ) is a fusion function with parameter Θ. Using the final score, a decision is made. * 2 Explanations of the matching score calculation and database used are given respectively in Sections 3 and 4.
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Implementation
Gait Features
We selected frequency-based features (FDFs) [10] as gait features. The FDFs are generated from a silhouette image sequence in a gait cycle by applying a discrete Fourier transform of the temporal axis. In this paper, we use 0-, 1-and 2-times frequency elements.
Fusion Function
As the final score, we consider the posterior probability that the suspect is indeed the perpetrator.
Let ζ ∈ {S (same), D(di f f erent)} be a label, and d(x G , x P ) be the normalized scores. We set the final score by
We consider the linear logistic regression (LLR) of the posterior probability
and calculate the posterior probability as
Parameter Θ = (θ 0 , θ 1 , . . . , θ N ) is set through training to minimize the objective function proposed in Ref. [1] .
Experiment
Database
We used a subset of the OU-ISIR database [5] for accuracy evaluation because it includes gait image sequences from different views. Both the gallery and probes in the database consist of image sequences collected from the same 1,912 subjects, with each image sequence divided into four subsets based on the observation angles. From these sequences, we used the subset with observation angle 65 [deg] as the gallery, and subsets with observation angles 55, 65, 75, and 85 [deg] as probes.
Experimental Settings
We performed two experiments, a preliminary and a main experiment. The purpose of the preliminary experiment was to confirm that utilizing the VTM as a benchmark improves the accuracy of individual cross-view matching against the database, while that of the main experiment was to evaluate the accuracy of the proposed method compared with that of other methods.
In the main experiment, we considered the four settings associated with criminal investigations as given in Table 2 .
In settings A and B, gait features with exactly the same gallery view were not available; instead, gait features with similar, but different views associated with both sides of the gallery view were used. In settings C and D, gait features with exactly the same gallery view were included in the probe gait features.
In all the experiments, we randomly divided the data into two sub-groups, and performed two-fold cross-validation. To eliminate the impact of the grouping, we repeated the cross-validation five times. Table 1 gives the equal error rates (EER) and rank-1 identification rates (referred to as Rank-1 in this paper), while Fig. 3 shows the receiver operating characteristic (ROC) curve depicting the tradeoff between the false acceptance rate (FAR) and false rejection rate (FRR), and the cumulative matching characteristic (CMC) curve showing the relationship between the rank and cumulative matching rates. From these results, we observe that: 1) the EER and Rank-1 improve when applying the VTM, and 2) the EER and Rank-1 for the same view are better than those for the cross-view despite application of the VTM.
Preliminary Experiment
Main Experiment
In Table 2 , Fig. 4, and Fig. 5 , we show the EERs and Rank-1 values, ROC curves, and CMC curves, respectively, for the proposed method in several settings together with those of the closest view and fusions of a cross-view with the VTM using sum rule [14] and LLR. As for the closest view associated with settings A and B, we select the view with the better accuracy.
According to these results, the proposed method achieved the best results in almost all the settings. Experimental results from settings A and B show that the proposed method achieves comparable or better accuracy than that of the same-view matching (see Table 1 ) even though a probe with exactly the same view as the gallery is not available. Moreover, the proposed method improves the accuracy obtained in setting D, which includes probe data with exactly the same view as the gallery. This result shows that the direct cross-view matching scores are relatively uncorrelated with the same-view scores, and that fusion of these scores works efficiently.
The accuracy of fusion with cross-view matching using the VTM is better than that of the closest view in settings A and B where exactly the same view as the gallery is not available but accuracy is worse than that of the proposed method. In settings C and D, the accuracy of fusion with cross-view matching using the VTM is almost the same as that of the closest view, and worse than that of the proposed method in setting D, despite the c 2013 Information Processing Society of Japan fact that the VTM improves the accuracy of individual cross-view matching as shown in the preliminary experiment (see Fig. 3 and Table 1 ). These results imply that even though the accuracy of individual cross-view matching is improved by the VTM, fusion of the same-view matching scores with the cross-view matching score by the VTM does not always improve the accuracy, since these scores are highly correlated.
Conclusions and Future Work
In this paper, we focus on gait recognition for criminal investigation and propose a method to fuse direct cross-view matching scores.
Experimental results show that individual direct cross-view matching cannot achieve higher accuracy than cross-view matching by the VTM, whereas multiple direct cross-view matching does contribute to improving the accuracy by fusion owing to the relatively uncorrelated scores. Consequently, the proposed method achieved either the best or comparable accuracy. Moreover, the proposed method has another advantage in that it can be applied to any criminal scene without troublesome camera calibrations, which is also important when considering usage in criminal investigations.
Our method assumes that views of the probe are different, but close to that of the gallery. However, if the view difference becomes large, the proposed method does not work well because individual direct cross-view matching does not achieve acceptable accuracy. This is a limitation on the proposed method caused by the tradeoff between accuracy degradation of cross-view matching and uncorrelation among the cross-view matching scores. We need to further analyze which view differences are acceptable for applying the proposed method to improve accuracy.
In this paper, we only focused on view difference between the gallery and probes, and evaluated cases where azimuth angles are different in the experiments. We also need to consider other covariates that influence the accuracy of gait recognition such as tilt angle and speed changes. We believe the proposed approach has the potential to be applied to these covariates. This will be evaluated in a future work.
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