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Recent advances in quantum resource theories have been driven by the fact that many quantum information
protocols make use of different facets of the same physical features, e.g. entanglement, coherence, etc. Resource
theories formalise the role of these important physical features in a given protocol. One question that remains
open until now is: How quickly can a resource be generated or degraded? Using the toolkit of quantum speed
limits we construct bounds on the minimum time required for a given resource to change by a fixed increment,
which might be thought of as the power of said resource, i.e., rate of resource variation. We show that the derived
bounds are tight by considering several examples. Finally, we discuss some applications of our results, which
include bounds on thermodynamic power, generalised resource power, and estimating the coupling strength with
the environment.
Introduction — Quantum information theory, over the past
four decades and more, has unambiguously demonstrated that
there are quantum information tasks without any classical
counterparts. There are several physical quantum features re-
sponsible for such phenomena. For example, quantum en-
tanglement is known to be a necessary resource for quantum
communication protocols such as quantum teleportation [1],
dense coding [2], and unconditional quantum encryption [3].
It is also (highly likely to be) the key resource for quantum
computing [4]. Quantum discord [5, 6], a type of nonclas-
sical correlation, plays an important role in noisy quantum
information processes, e.g. noisy quantum metrology [7–9].
There many other important quantum features, such as coher-
ence [10], magic states [11], and non-thermal states [12].
The multitude of quantum resources is not surprising. How-
ever, to organise the vast untapped resource fields, researchers
have embarked on categorising quantum resources [13] using
mathematical frameworks that are called quantum resource
theories (QRTs). The core task of a QRT is to provide a
quantitative understanding of a quantum feature, which is then
used to identify the operations that generate, preserve, or de-
grade the resource, as well as the protocols that are required
for its detection and effective application [13]. The success
of this mathematical framework, which lies in its ability to
reveal the common underlying structure of seemingly differ-
ent resources, has sparked the rapid development of QRTs for
a wide range of quantum features, such as asymmetry [14],
coherence [15], stabilizer and magic-state quantum computa-
tion [16, 17], non-Gaussianity [18], continuous variable non-
classicality [19], quantum measurements [20], quantum pro-
cesses [21–23], and generalised probability theories [24].
Suppose we are given a quantum machine that runs on some
quantum resource. Then an important operational problem
is to quantify the rate of variation (production or degrada-
tion) of the resource in the quantum machine. For instance,
Refs. [25, 26] bound the rates of purity and coherence, re-
spectively. More generally, is it possible to bound the rate of
change in an arbitrary resource? This is akin to computing
bounds on the maximum power of a thermal machine. One
approach is to bound the minimal time required to degrade or
generate a fixed amount of resource. This can be done using
a kind of time-energy uncertainty relation known as a quan-
tum speed limit (QSL) [27]; these have been used to study the
limits of the rate of information transfer and processing [28],
charging and extraction power [29], and other quantum infor-
mation processing tasks [30–34], and have proven to be suc-
cessful not only for applied quantum information [35, 36], but
also from a foundational standpoint [37, 38].
In this Letter, we combine the framework of QRTs with
the methods generally used for the derivation of QSLs to ob-
tain two independent bounds on the minimal time required to
vary a quantum resource, which we dub the resource speed
limit (RSL). Our results are general, in that they make use of
the quantum relative entropy (QRE) or Kullback-Leiber di-
vergence measure, a universal measure for a large family of
QRTs. We discuss the operational interpretation of our bounds
and show how they naturally incorporate a penalty term in the
form of the changes to the system’s entropy. We then show
how our bound can be used to obtain a traditional QSL and
juxtapose its interpretation with that of our main results us-
ing quintessential resource theories, such as those of entan-
glement, coherence, and athermality. Within these examples,
we show that the derived RSLs are tight, and can also outper-
form a QSL. We interpret such results in terms of the resource
manifold and discuss their relevance and applicability.
Relative entropy as resource measure — For a given sys-
tem with associated Hilbert space H, a QRT is formally de-
fined by a set of free states and free operations [13, 39]. Nat-
urally, the free states are those not owning the resource, i.e.,
those readily available; let their set be denoted by F ⊂ S(H),
with the latter the set of all quantum states. The resourceful
states form the complement of F ; their set is usually denoted
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2by R = S(H) \ F . The set of free operations O is a unique
collection of completely positive and trace-preserving (CPTP)
operations on S(H) that cannot be used to increase a resource.
The task of quantifying a resource is accomplished by in-
troducing a figure of merit to measure the value of a state [13,
40, 41]. A well defined resource measure M : S(H) → R+
is usually restricted by the following conditions: (i) M van-
ishes for free states and is positive for resource states, i.e.,
M(σ) = 0 ↔ σ ∈ F and M(ρ) > 0 ↔ ρ ∈ R; (ii) M
is a strong monotone, i.e.,
∑
n pnM (ρn) ≤ M (ρ) for any
trace-decreasing free maps Kn : ρ → ρn = Kn(ρ)/pn with
pn = Tr[ρn] and
∑
nKn is trace preserving; and (iii) M is
convex, i.e.,
∑
n qnM (%n) ≥ M (ρ) for ρ =
∑
n qn%n with
qn ≥ 0 and
∑
n qn = 1. The above conditions imply that
the resource can neither increase under the action of free op-
erations on average nor as a result of post-selection [13], i.e.,
cherry-picking of the outcomes of a measurement.
There are many different monotones to quantify the re-
source corresponding to a given a certain quantum feature. A
particularly well-known monotone is the QRE [42], because
it induces a well-defined resource measure independently of
the chosen quantum feature:
M(ρ) := min
σ∈F
S (ρ‖σ) = −S(ρ)− Tr[ρ log σH], (1)
where S(ρ) = −Tr[ρ log ρ] is the von Neumann entropy, and
where σH ∈ F represents the free state that minimises the
QRE with respect to the considered state ρ. For example, if
F denotes the set of separable states, M is the QRE of entan-
glement [43]. Similarly, QRE can quantify other resources
in non-classical states [44], coherent states [45], and non-
Gaussian states [46, 47]. It can be easily checked that any
quantum resource can be consistently characterised, subject
to (i)–(iii), using QRE in this way [48]. We therefore choose
to work with QRE in this Letter. While our results are theory-
independent, they can still be generalised to a larger class of
metrics, e.g. α−Re´nyi relative entropies [49].
Resource speed limit — We begin by considering the QRE
as a resource monotone, represented by Eq. (1). Let us denote
the available set of initial states as I = {ρ0}. For general-
ity, we let the system evolve according to the dynamics ρ˙t =
Lt(ρt) prescribed by the quantum Liouvillian super-operator
Lt, which can describe both unitary evolution and dissipative
dynamics (Markovian or non-Markovian) [50]. The allowed
dynamics map the initial set of states to a set of destination
states
D =
{
ρτ = ρ0 +
∫ τ
0
dt Lt(ρt) : ρ0 ∈ I, τ ∈ R+
}
. (2)
We will relate the dynamics to the change in the resource and
the von Neumann entropy
∆M := M(ρτ )−M(ρ0), ∆S := S(ρτ )− S(ρ0), (3)
to present our first result.
Theorem 1. Starting from a state ρ0 ∈ I, the time τ required
to arrive at a state ρτ ∈ D with difference in resource value
∆M , by means of the dynamics generated by the Liouvillian
Lt is bounded as τ ≥ TM (ρ0, ρτ ), with
TM (ρ0, ρτ ) :=
|∆M |〈
| − Tr[Lt(ρt) log σHx ]− S˙(ρt)|
〉
t
, (4)
where x = τ when ∆M ≤ 0 and x = 0 when ∆M ≥ 0.
Proof. First we consider the case where ∆M ≤ 0. Substitut-
ing the inequality S(ρ0‖σHτ ) > S(ρ0‖σH0 ) into the expression
for −∆M we get
−∆M 6 S(ρ0‖σHτ )− S(ρτ‖σHτ ), (5)
= ∆S +
∫ τ
0
dt Tr
[Lt(ρt) log σHτ ]. (6)
The final line is obtained by using Eq. (2). We move ∆S =∫ τ
0
dt S˙ into the integral and take the absolute value of the
integrand. Multiplying by τ/τ and rearranging, we obtain
bound (4).
For the ∆M ≥ 0 case, we take S(ρτ‖σH0 ) > S(ρτ‖σHτ ).
The remainder of the proof follows similarly. 
We now derive another RSL that is similar to the one in
Th. 1. Here, the total entropy variation appears in the numera-
tor rather than the denominator. We will later use this form to
derive a QSL based on the QRE as a measure of distinguisha-
bility between states.
Corollary 2. In the same settings as in Th. 1, the time τ is
bounded as τ ≥ T˜M with
T˜M (ρ0, ρτ ) :=
|∆M + ∆S|
〈|Tr[Lt(ρt) log σHx ]|〉t
, (7)
where x = τ when ∆M + ∆S ≤ 0 and x = 0 when ∆M +
∆S ≥ 0.
The proof of this corollary follows as the proof of Th. 1, with
the exception that ∆S is moved to the LHS of the inequality,
instead of inside the integral.
A few remarks are in order: First, we have heuristically
observed that the bound (7) is often looser than bound (4).
However, the two bounds coincide for unitary dynamics, and,
in general, for nonunitary dynamics are independent [51].
Second, for fixed ρ0 and ρτ , ∆M and ∆S are well de-
fined, and one can use any QSL to bound τ , including τ ≥
TM (ρ0, ρτ ). However, the two RSLs above allow us to de-
termine the absolute minimum time required to change a re-
source by some value ∆M = µ by minimising over all pairs
of initial states ρ0 ∈ I and final states ρτ ∈ D
Tµ := min{ρ0∈I, ρτ∈D: ∆M=µ}
TM (ρ0, ρτ ). (8)
As an example, this expression answers the question of how
long it takes to generate µ ebits of entanglement. It is worth
3FIG. 1. Entanglement and entropy generation — A global uni-
tary evolution Ut drives an initial free state σ =
⊗
k |0〉〈0| to a re-
sourceful state ρτ = Uτ [σ] = UτσU†τ , while keeping the entropy
of the system S(ρt) ≡ 0 throughout the evolution. A non-unitary
evolution Λt takes σ to another resourceful state ρτ ′ with resource
M(ρτ ) ≈M(ρτ ′) comparable to that of ρτ , but with higher entropy
S(ρτ ) < S(ρτ ′). However, the latter evolution, in this depiction,
is faster, i.e., τ > τ ′ at the expense of increased entropy. Instanta-
neous and total entropy variations are accounted for by the bounds of
Eq. (4) and Eq. (7). On the right, a Bloch-sphere representation of the
protocol for a 2-qubit system, with σ = |00〉〈00|, and ρτ = |ψ〉〈ψ|,
with |ψ〉 = (|01〉+ |10〉)/√2.
contrasting the above result with typical QSLs, where the nu-
merator represents a notion of distinguishability (often using
a distance measure) between the initial and the final state. In
Th. 1 and Cor. 2, the numerator quantifies a resource variation,
while the denominator quantifies the rate of resource variation
with respect to the nearest free state.
Third, for a unitary process, the term vx(t) =
−Tr[Lt(ρt) log σHx ], in both RSLs above, can be interpreted as
the instantaneous speed of an evolution on an isentropic man-
ifold of the state space. However, when entropy production
cannot be avoided along the evolution, e.g. a non-unitary pro-
cess, a penalty function, S˙(ρt), is subtracted from the speed
vx(t) for bound (4). Analogously, for bound (7) the penalty
function appears in the numerator as the change in the sys-
tem’s entropy. Moreover, in general, generating a resource
will have an associated cost, which appears here as a change
in entropy. To interpret the penalty we direct the reader to
Figure 1. Here, we aim to construct an entangled state using a
quantum process. Our RSLs already show that this cannot be
done instantaneously [52]. In this example, we have a noisy
computer that runs faster than a less noisy one. That is, to gen-
erate a fixed amount of entanglement, using program Uτ will
have a lower entropy cost than using program Λ. However,
the run-time for U is longer than that of Λτ ′ , i.e., τ ≥ τ ′.
Resource generation, degradation, and quantum speed
limit — Now we consider two special cases that are of physi-
cal importance. First, we derive a bound on the time required
to generate a resource. Next, we bound the time that is re-
quired to degrade the same resource. These cases correspond
to experimental reality: the first case exemplifies the start of
an experiment, which is initially in a fiducial state; the second
case exemplifies its end, where the system will relax back to
the fiducial state.
Let us consider a resource theory where there is only one
free state σ. Moreover, let the initial state ρ0 = σ. We want to
know how long it takes to reach a resourceful target state ρτ .
From Corollary 2 we can obtain a bound on the time required
to reach such resourceful state ρτ , by imposing the condition
σH0 = σ
H
τ = σ = ρ0 into Eq. (7), to obtain
Corollary 3 (Resource generation). The minimal time re-
quired to construct a resourceful state ρτ , starting from the
free state σ = ρ0 is bounded from the below by
Tg(σ, ρτ ) :=
|S(ρτ‖σ) + ∆S|
〈|Tr[Lt(ρt) log σ]|〉t
. (9)
Within the same resource theory, suppose that instead we
start from a resourceful state ρ0, and we let our system evolve
towards the free state σ = ρτ . Like for Cor. 3, we can obtain
a bound on the time required for the resource to degrade, by
imposing the condition σH0 = σ
H
τ = σ = ρτ into Eq. (7), to
obtain
Corollary 4 (Resource degradation). The minimal time re-
quired to degrade a resource from state ρ0 to the free state
ρτ = σ is bounded from below by
Td(ρ0, σ) :=
|S(ρ0‖σ)−∆S|
〈|Tr[Lt(ρt) log σ]|〉t
. (10)
The proof of Cor. 3 follows trivially substituting ρ0 = σH0 =
σHτ = σ into Eq. (7). Similarly, the proof of Cor. 4 follows
trivially substituting ρτ = σH0 = σ
H
τ = σ into Eq. (7).
Let us notice that, for some free states, the degradation
(generation) process can take an infinitely long time. For
example, while entanglement can vanish suddenly, i.e., in a
finite time, other resources such as discord, coherence, and
athermality may not vanish in finite time. In this case, the
bounds of Eqs. (9) and (10) can end up being loose. To cir-
cumvent this problem, one can select a final state ρτ 6= σ
such that M(ρτ ) > M(σ), or an initial state ρ0 6= σ such that
M(ρ0) > M(σ), for Eqs. (9) and (10), respectively. Now, the
numerators of Eqs. (9) and (10) change by a small quantity for
small deviations from the free state σ.
The above two corollaries imply a QSL for the evolution
between any two states ρ0 and ρτ by interpreting the states as
the unique free state of two resource theories. The QSL can
be taken as the maximum of the two bounds of the corollar-
ies above, Tg(ρ0, ρτ ) and Td(ρ0, ρτ ). While the QRE is not a
distance [53], it is a valid a measure of distinguishability be-
tween two quantum states [54]. We can take advantage of the
asymmetry of the QRE to express the QSL using
T (ρ0, ρτ ) :=
|S(ρ0||ρτ )−∆S|
〈|Tr[Lt(ρt) log ρτ ]|〉t . (11)
4Corollary 5 (Quantum speed limit). The time τ required to
evolve between any two states ρ0 and ρτ = σ by means of the
dynamics generated by the Liouvillian Lt is bounded as
τ ≥ max{T (ρ0, ρτ ), T (ρτ , ρ0)}. (12)
In the next section, we consider some important exam-
ples of resource degradation dynamics to calculate the
bounds (4), (7), and (12), and discuss their tightness, attain-
ability, and interpretation.
Examples: Entanglement, discord, and coherence —
For our first example, we study entanglement degradation
working within the QRT of entanglement. To this end, we
compute (analytically and numerically) the two RSL bounds
TM in (4) and T˜M in (7), as well as the QSL T in (12). For ref-
erence, we compare these bounds to the tight QSL TD intro-
duced in Ref. [55], which has been shown to outperform other
QSLs for open quantum evolution. Each bound is compared
with the evolution time τ . Note that it is only meaningful to
compare RSLs and QSLs for a given process.
To be specific, we consider a two-qubit system initialised
in the Werner state
ρW (p) :=
p
4
1 + (1− p)|φ+〉〈φ+|, (13)
where |φ+〉 = (|00〉 + |11〉)/√2. The separable state σW (p)
that minimises the QRE with respect to ρW (p) is obtained
by dephasing the above state in the computational basis [56].
The closest separable state to a Werner state is also the clos-
est classically correlated state and the closest incoherent state.
Hence, our example automatically includes the cases of QRE
of discord and coherence.
Dephasing. To model resource degradation, we first con-
sider the pure dephasing channel with action ρt = Λνt [ρ0]
parameterised by ν(t) = exp[−γt], where γ is the phase-
relaxation rate [57]. The action of this channel on the initial
state being the Werner state can be simply described by the
decay of the off-diagonal terms 〈11|ρt|00〉 = 〈00|ρt|11〉 =
ν(t)(1 − p). As this channel leads to the most direct re-
source degradation, we expect our bounds to reveal the op-
timality of such resource variation dynamics. Indeed, upon
analytically calculating the aforementioned bounds we obtain
TM = T˜M = T = TD = τ . These results confirm that these
bounds are tight and attainable [58].
Depolarisation. We next consider the pure depolarisation
channel to model entanglement degradation. This channel
maps Werner states onto Werner states and can be simply
defined in terms of a time-dependent mixedness parameter
p(t) = 1 − exp[−γt + log(1 − p0)], where γ is the depo-
larisation rate. The QSL between pairs ρW (p0) and ρW (pτ )
can be analytically shown to be T = TD = τ , i.e., both QSLs
are tight. We numerically computer the RSL bounds and find
T˜M < TM < T = TD = τ (for all values of p0 and γ), as
shown in Fig. 2 (top right). As opposed to the case of pure de-
phasing, the lack of tightness for the RSLs indicates the pure
depolarisation channel is not the most direct way of degrading
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FIG. 2. Examples — Numerical evaluation of RSL and QSL bounds
for (top left) non-monotonic dephasing with γ = 0.2, k = 4, p = 0.5
(hierarchy holds for any value of the parameters, TM depends on the
mixedness parameter p, while T and T˜M are insensitive to it); (top
right) pure depolarisation with γ = 1, p = 0.9 (hierarchy holds for
any value of the parameters); (bottom left and right) thermalisation
with ρ0 = (1 + σy)/2, ω = 4, γ = 2, β = 1/5 (hierarchy depends
on the parameters).
entanglement. This is in spite of the fact that this process does
naturally correspond to the fastest evolution between a pair of
ρW states, as indicated by the tightness of the QSLs.
Non-Markovian processes. For both channels considered
above, the decay rate is constant and the decay is mono-
tonic. We now relax this condition and reconsider the above
two channels with non-monotonic decay rates, i.e., non-
Markovian processes. The lack of a clear connection between
QSLs and non-Markovianity was recently argued in Ref. [59].
This agrees with Ref. [55], which showed that the path be-
tween two states can be shorter or longer for non-Markovian
processes when compared to the shortest Markov process.
For the case of non-monotonic dephasing, for which ν(t) =
exp[−γ(t + sin2(kt)/k)] with k > γ, we numerically cal-
culate the bounds to obtain T˜M = T = TD < TM < τ
(for non-trivial choices of parameters γ and k), as shown in
Fig. 2 (top left). These results confirm that the bounds TM
and T˜M are able to single out sub-optimal resource variation
orbits. Finally, for the case of non-monotonic depolarisation,
where p(t) = (1 − exp[−γ(t + sin2(kt)/k) + log(1 − p0)])
with k > γ, we calculate all the bounds numerically to obtain
T˜M < TM < T = TD < τ (for all non-trivial choices of
parameters p0, γ, and k > γ).
Example: Thermal states — We now briefly look at the
5resource theory of athermality, for which the free states cor-
respond to thermal states, i.e., the Gibbs canonical ensemble.
For simplicity, we consider a single two-level system with in-
ternal Hamiltonian H0 = ω σz , that evolves under the effect
of a large heat bath at inverse temperature β. The dynamics of
the system is governed by the Lindblad master equation
ρ˙t = −i[H0, ρt] +
∑
j={+,−}
Γj
(
2σjρtσ
†
j + {σ†jσj , ρt}
)
, (14)
where σ± = (σx ± iσy)/2, Γ+ = γN2 and Γ− = γN+12
with N = (exp{2 ω/β} − 1)−1. Here, the rate γ is analogue
to the rate of spontaneous emission for an atom-cavity inter-
action [50]. The dynamical map ρt = Λ
β
t [ρ0] obtained from
Eq. (14) asymptotically maps any initial state ρ0 to the thermal
state Gβ = exp{−βH0}/Z , with Z = Tr[exp{−βH0}].
As before, we calculate bounds numerically to obtain TD ≤
T ≤ TM = T˜M = τ , where the equal sign for the first
inequality holds when [ρ,H0] = 0, and the strict inequality
holds for any initial state that does not commute with the inter-
nal Hamiltonian, even though T and τ can be arbitrarily close
for the right choice of ρ0. These results are of straightforward
interpretation: The dynamics described by Λβt monotonically
decreases the athermality of any initial state in the most direct
way (due to the tightness of RSLs TM and T˜M ) but does not
connect ρ0 to ρτ in the most direct way (due to the looseness
of QSL T , as well as TD of Ref. [55]). We have depicted this
in Fig. 2 (bottom left and right).
Conclusions. — The above examples clarify the role of
the RSL bounds derived in this Letter, and contrast them with
traditional QSls, such as that in Ref. [55] and the one derived
here. Our examples show that the RSLs are tight and attain-
able when the system traverses on an orbit that varies the re-
source in the most direct way. For the pure dephasing exam-
ple, where the orbit is time-optimal, the RSLs coincide with
QSLs. In contrast, pure depolarisation exemplifies when the
QSLs outperform the RSLs. Namely, when the evolution be-
tween two states is optimal but the variation of the resource
is sub-optimal. This example highlights that a pure depolar-
isation channel is not the fastest way of degrading entangle-
ment, discord, or coherence. These examples may suggest that
QSLs are generally tighter than RSLs, However, our third ex-
ample shows otherwise. For thermalisation, the RSLs reveal
that every orbit generated by the dynamics given in Eq. (14)
is optimal for degrading athermality. In this case, the RSLs
outperform traditional QSLs when the initial state is not al-
ready thermal. This is because QSLs evaluate the minimal
time required to cover the geodesic connecting the initial and
final states, rather than the variation ∆M of the considered
resource, which follows the spiral path shown in Fig. 2.
The differing roles and performance of RSLs and QSLs
can be traced back to their the construction. QSLs are typ-
ically formulated upon a notion of distance on the space of
states, which operationally corresponds to a measure of dis-
tinguishability [37, 55, 60]. While they reveal the optimality
of an evolution between two quantum states with respect to
the considered metric [37, 55], they do not necessarily pro-
vide the minimal time required for varying a resource under
some quantum dynamical process. In contrast, saturating the
RSL indicates that the underlying process is optimal at vary-
ing said resource. And, in such instances, an RSL will yield a
better estimate for minimal time than any QSL.
There are several distinct directions in which the studies of
RSLs can be extended. The rate of variation of the resource
can be thought of as the resource power. By the same logic we
may think of resource generation and degradation in Corrs. 3
and 4 as ‘resource work’ and ‘resource heat’. Such construc-
tions pave the path for defining efficiency in using or creating
a resource a` la thermodynamics. Our methods are easily ex-
tendable, so that the RSLs can be generalised to the full class
of α-Re´nyi relative entropies [49], which form a family of sec-
ond laws of thermodynamics [12]. Another research avenue
could involve designing analytical and numerical methods to
look for fast and efficient resource variation protocols, simi-
larly to the approaches in Refs. [34, 61] for the case of unitary
evolution. The RSLs may also help to bound the coupling
strength with the environment by estimating the rate of degra-
dation for some resources (e.g. entanglement or coherence).
Finally, there are several classical resource theories, which in
conjunction with classical speed limits [62–64], can be used
to develop classical RSLs.
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