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Abstract
We solve the Skorokhod embedding problem for a class of stochastic processes satisfying
an inhomogeneous stochastic differential equation (SDE) of the form dAt “ µpt, Atqdt `
σpt, AtqdWt. We provide sufficient conditions guaranteeing that for a given probability
measure ν on R there exists a bounded stopping time τ and a real a such that the solu-
tion pAtq of the SDE with initial value a satisfies Aτ „ ν. We hereby distinguish the cases
where pAtq is a solution of the SDE in a weak or strong sense. Our construction of embed-
ding stopping times is based on a solution of a fully coupled forward-backward SDE. We use
the so-called method of decoupling fields for verifying that the FBSDE has a unique solution.
Finally, we sketch an algorithm for putting our theoretical construction into practice and
illustrate it with a numerical experiment.
Keywords: Skorokhod embedding, decoupling fields, FBSDE.
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1 Introduction
Let ν be a probability measure on R, let µ, σ : r0,8qˆRÑ R be continuous in both arguments
and let pAtqtě0 be a stochastic process satisfying the inhomogeneous stochastic differential equa-
tion (SDE)
dAt “ µpt, Atqdt` σpt, Atq dWt, (1.1)
where W is a Brownian motion. In this article we consider the Skorokhod embedding problem
(SEP) for ν in pAtq. More precisely, we provide sufficient conditions on µ, σ and ν guaranteeing
the existence of a stopping time τ and a real number a such that the solution of the SDE (1.1),
in a weak or strong sense, with initial condition A0 “ a satisfies Aτ „ ν.
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We solve the embedding problem by reducing it to the forward-backward stochastic differ-
ential equation (FBSDE)
X
p1q
s “ xp1q `Ws
X
p2q
s “ xp2q `
şs
0
Z2r
σ2pX
p2q
r ,Yr`X
p3q
r q
dr
X
p3q
s “ xp3q `
şs
0 µpX
p2q
r , Yr `X
p3q
r q
Z2r
σ2pX
p2q
r ,Yr`X
p3q
r q
dr
Ys “ gpX
p1q
1 q ´X
p3q
1 ´
ş1
s Zr dWr
(1.2)
for s P r0, 1s and pxp1q, xp2q, xp3qq P R3, where g is a real function chosen such that gpW1q „ ν.
Notice that the FBSDE (1.2) is fully coupled, i.e. the second and third forward equation depend
on the solution components Y and Z of the backward equation; and, vice versa, the backward
equation depends on the forward components Xp1q and Xp3q.
It is a longstanding challenge to find conditions guaranteeing that a fully coupled FBSDE pos-
sesses a solution. Sufficient conditions are provided e.g. in [MPY94], [PT99], [MY99], [PW99],
[Del02], [MWZZ15] (see also references therein). The method of decoupling fields, developed
in [Fro15] (see also the precursor articles [MYZ12], [FI13] and [MWZZ15]), is convenient for
determining whether a solution exists. A decoupling field describes the functional dependence
of the backward part Y on the forward component X. The decoupling field for the particular
FBSDE (1.2) is, roughly speaking, a function u such that for all s P r0, 1s
ups,Xp1qs , X
p2q
s , X
p3q
s q “Ys. (1.3)
Under some nice conditions on the parameters of the FBSDE, there exists a maximal non-
vanishing interval possessing a solution triplet pX,Y, Zq and a decoupling field with nice reg-
ularity properties. The method of decoupling fields consists in analyzing the dynamics of the
decoupling field’s gradient in order to determine whether the FBSDE has a solution on the whole
time interval r0, 1s.
We use the method of decoupling fields to prove that, under some suitable conditions on µ,
σ and g, the FBSDE (1.2) has a unique solution on r0, 1s for every initial value. By using the
particular solution with initial value pxp1q, xp2q, xp3qq “ 0, we then construct a weak solution of
the SDE (1.1) and a stopping time τ embedding ν. Indeed, the second component Xp2q of the
forward part in (1.2) can be interpreted as a random time change. One can show that the time
change is invertible, say with inverse clock γptq. Moreover, there exists a filtration pGtq and a
pGtq-Brownian motion B such that, first, Xp2q1 is a pGtq-stopping time and, second, under the
inverse clock the solution component Y together with B solve the SDE (1.1) in a weak sense.
By the very construction the time changed process Yγp¨q at X
p2q
1 is equal to gpW1q, and hence
X
p2q
1 is a stopping time embedding ν into a weak solution of (1.1).
In a further step we characterize the embedding stopping time Xp2q1 in terms of a four di-
mensional Lipschitz SDE driven by the constructed Brownian motion B. The SDE establishes a
mapping from the paths of B to Xp2q1 , and hence allows to find stopping times embedding ν into
strong solutions of the SDE (1.1).
A major idea of our approach for solving the SEP is to change the time of a stochastic process
that has the wanted distribution at the deterministic time 1. This idea goes back to Bass [Bas83]
who solves the SEP for Brownian motion. Indeed, our approach generalizes Bass’s solution
method. If µ is zero and σ constant equal to one, then the component Xp3q of (1.2) vanishes
and the solution part Y of the backward equation coincides with the martingale of conditional
expectations of gpW1q, which is the process used by Bass. Moreover, the time change Xp2q
coincides with the quadratic variation of Y , the time change used in [Bas83].
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The time change idea has been employed in several further articles. In [AHI08] the solution
of a quadratic BSDE is time changed in order to solve the SEP for the Brownian motion with
drift. The FBSDE (1.2) simplifies to the BSDE of [AHI08] if A is a Brownian motion with
drift. [AHS15] uses a time change argument to construct stopping times embedding a given
distribution into a stochastic process solving a homogeneous SDE. In [FIP15] a fully coupled
FBSDE is solved and then time changed to obtain a stopping time embedding a distribution into
a Gaussian process satisfying an SDE with deterministic coefficients. [FIP15] also relies on the
method for decoupling fields for proving existence of a solution of the FBSDE.
There are more recent articles that are inspired by or related to Bass‘ time-change approach
for solving the SEP for the Brownian motion. E.g. the article [BCHK17] proves optimality of the
Bass solution, among all solutions of the SEP for Brownian motion, for some minimization prob-
lems formulated in terms of associated measure-valued martingales. [DGPR17] solve the SEP
for a class of Levy processes via an analytic approach and by extending Bass’ time-change argu-
ments. The process of conditional expectations of gpXp1q1 q, used by Bass, is shown in [VBHK19]
to minimize a martingale transport problem.
To the best of our knowledge there do not exist any articles that consider the SEP for general
inhomogeneous diffusions of the type (1.1). There are various contributions to the SEP for
homogeneous diffusions. The article [PP01] classifies the distributions that can be embedded
into homogeneous diffusions. The survey [Obł04] collects results on the SEP, including results
for homogeneous diffusions. We remark that in the homogeneous case where the coefficients of
the SDE (1.1) do not depend on time, the FBSDE (1.2) can be decoupled. We explain this in
Section 8 below.
The manuscript is organized as follows: In Section 2 we present our main results. In Section
3 we explain the decoupling fields technique. In Sections 4 and 5 we compute the dynamics
of the decoupling field gradient process and derive some estimates allowing to conclude the
existence of an FBSDE (1.2) on the whole interval. In Sections 6 and 7 we present the weak and
strong solution for the SEP. Illustrative numerical results can be found in Section 8.
2 Main results
Our goal is to solve the Skorokhod embedding problem (SEP) for a stochastic process A solving
the SDE (1.1). More precisely, for a given probability measure ν on R we aim at finding an
integrable stopping time τ and a real a such that the solution A of (1.1), in a weak or strong
sense, with intial condition A0 “ a fulfills Aτ „ ν. Let Fν be the cumulative distribution function
of ν. We set
g :“ gν :“ F
´1
ν ˝ Φ,
where Φ is the cumulative distribution function of the standard normal distribution and F´1ν
the right-continuous generalized inverse of Fν . In the following, for a differentiable function
f : Rn Ñ R we denote by Bxif its partial derivate with respect to the ith coordinate.
Assumption 2.1. Let g, µ and σ be differentiable, σ ě ε ą 0 and g1, µ
σ2
, Btµ
σ2
, Baµ
σ2
, Btσσ as well as
Baσ
σ be bounded. Furthermore, let
inf
pθ,xqPR`ˆR
σ ¨ Baµ´ 2Baσ ¨ µ
σ3
pθ, xq ą ´
1
2}g1}28
(2.1)
and one of the following conditions be satisfied:
i) Baσ ” 0
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ii) Baσ ě 0, 2Btσ ¨ µ´ σ ¨ Btµ ě 0 or
iii) Baσ ď 0, 2Btσ ¨ µ´ σ ¨ Btµ ď 0.
Our main results are the following theorems.
Theorem 2.2. Let Assumption 2.1 be satisfied. Then there exists a complete filtered probability
space pΩ,F , pGtqtě0,Pq, a pGtq-Brownian motion pBtq, a bounded pGtq-stopping time τ and a real
number a such that for the strong solution A of the SDE (1.1) with driving Brownian motion B
and initial condition A0 “ a we have Aτ „ ν. Furthermore, τ can be chosen such that
τ ď ε´2
ˆ
1
}g1}28
` 2 min
"
0, inf
pθ,xqPR`ˆR
ˆ
σ ¨ Baµ´ 2Baσ ¨ µ
σ3
˙
pθ, xq
*˙´1
a.s. (2.2)
Remark 2.3. In the following we refer to the tupel
`
pGtq, pBtq, τ, a
˘
as a weak solution of the SEP.
Theorem 2.4. Let Assumption 2.1 be satisfied and assume furthermore that σ, 1g1 the first, second
and third derivatives of g, µ and σ are bounded. Let B be a Brownian motion on a probability space
pΩ,F , P q and denote by pFtq the augmented Brownian filtration. Then there exists a P R and a
bounded pFtq-stopping time τ satisfying (2.2) such that for the strong solution A of the SDE (1.1)
with driving Brownian motion B and initial condition A0 “ a we have Aτ „ ν.
Remark 2.5. We refer to the pair pτ, aq as a strong solution of the SEP.
Remark 2.6. Note that the combination of Assumption 2.1 and σ being bounded already implies
that µ is bounded as well.
Remark 2.7. We now comment on Assumption 2.1. In particular, we relate the assumption to some
conditions appearing in the literature that have been shown to be sufficient for a bounded solution
of the SEP to exist.
a) The assumption that g1 is bounded entails that there exists a compact set outside of which the tails
of ν are dominated by the tails of a normal distribution. If, as in Theorem 2.4, we additionally
have that g1 is bounded from below by a positive constant, then the tails of ν also dominate the
tails of a normal distribution. For a precise statement, see Lemma A.1 in the appendix.
Furthermore, observe that the left hand side of Condition (2.1) is equal to Ba
`
µ
σ2
˘
and in the
cases iiq and iiiq the term 2Btσ ¨ µ ´ σ ¨ Btµ equals ´σ3Bt
`
µ
σ2
˘
; hence Assumption 2.1 imposes
conditions on the growth of µ
σ2
.
b) Theorem 3.1 in [AS11] states that the boundedness of g1 is sufficient for the SEP for the BM,
possibly with a constant drift, to possess a bounded solution. Notice that for σ ” 1 and constant
µ Inequality (2.2) simplifies to
τ ď }g1}28,
and hence coincides with the estimate on the embedding stopping time provided in Theorem
3.1 in [AS11]. Moreover, observe that if σ and µ are constant, then all the other properties of
Assumption 2.1 are satisfied trivially.
c) The ratio on the left-hand side of (2.1) is equal to Ba
`
µ
σ2
˘
. Thus, (2.1) is somewhat weaker than
requiring that µ
σ2
is non-decreasing in x. For some mean-reversion processes, e.g. the Ornstein-
Uhlenbeck process, Ba
`
µ
σ2
˘
is unbounded from below. A mean reversion effect can imply that
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at any time the tails of the diffusion A are lighter than the tails of ν; in this case ν can not be
embedded into A in bounded time.
A condition related to (2.1) appears in Theorem 6 of the article [AHS15] studying the SEP in
the special case where µ and σ do only depend on x. The theorem states that if ´2µσ ` σ
1 is non-
increasing and g
1
σpgq is bounded, then there exists a bounded solution of the SEP. Note that if, in
addition, σ is constant, the assumption of Theorem 6, [AHS15], coincides with our Assumption
2.1.
d) In [FIP15] the authors consider the special case when µ, σ do not depend on a, but on time only.
To obtain weak solutions for the SEP using the FBSDE approach the authors of that work assume
that σ is bounded away from zero as well as that g1 and δ1 are bounded, where δ1prq “ µpH
´1prqq
σ2pH´1prqq
and where H´1 is the inverse of the mapping t ÞÑ
şt
0 σ
2psqds. This boundedness of δ1prq is
equivalent to our assumption that µ
σ2
is bounded.
In order to derive Theorem 2.2 and 2.4 we consider the FBSDE (1.2). To this end let W
be a Brownian motion on a probability space pΩ,F ,Pq and denote by pFtqtě0 the associated
augmented Brownian filtration. In Section 4 and 5 we show that under Assumption 2.1 there
exists a unique solution of the FBSDE (1.2) with initial condition pXp1q0 , X
p2q
0 , X
p3q
0 q “ p0, 0, 0q.
We then use this solution and a time transformation to prove Theorem 2.2 (see Section 6 and in
particular Theorem 6.1). More precisely, we construct a filtration pGtq, a pGtq-Brownian motion
pBtq, a bounded pGtq-stopping time τ and find a real number a such that for the strong solutionA
of the SDE (1.1) with driving Brownian motion B and initial condition A0 “ a we have Aτ „ ν.
In order to find a strong solution of the SEP, we transform the FBSDE (1.2) via a time change
into an SDE driven by the new Brownian motion B. The new SDE allows to characterize the
stopping time τ as a path functional of B, and hence to prove Theorem 2.4 (see Section 7 and
in particular Theorem 7.1 and Proposition 7.7).
In Section 8 we show that solving the system
Ws “
ż s
0
σpX
p2q
r , Yr `X
p3q
r q
Zr
dB
X
p2q
r
Xp2qs “
ż s
0
Z2r
σ2pX
p2q
r , Yr `X
p3q
r q
dr
Xp3qs “
ż s
0
µpXp2qr , Yr `X
p3q
r q
Z2r
σ2pX
p2q
r , Yr `X
p3q
r q
dr
Ys “gpW1q ´X
p3q
1 ´
ż 1
s
Zr dWr (2.3)
for all s P r0, 1s and setting τ :“ Xp2q1 also yields a strong solution. Furthermore, we propose a
scheme, based on the system (2.3), to numerically simulate a solution of the SEP (see Section
8).
In the next section we recall some facts concerning decoupling fields and explain the method
we use for proving the existence of a unique solution for the FBSDE (1.2).
3 The method of decoupling fields
In this section we briefly summarize the key results of the abstract theory of Markovian decoup-
ling fields, we rely on later in the paper. The presented theory is derived from the SLC theory
(standing for Standard Lipschitz Conditions) of Chapter 2 of [Fro15] and is proven in [FIP15].
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We consider families pM,Σ, fq of measurable functions, more precisely
M : r0, T s ˆRn ˆRm ˆRmˆd ÝÑ Rn,
Σ : r0, T s ˆRn ˆRm ˆRmˆd ÝÑ Rnˆd,
f : r0, T s ˆRn ˆRm ˆRmˆd ÝÑ Rm,
where n,m, d P N and T ą 0. Let further pΩ,F ,Pq be a probability space with a d-dimensional
Brownian motion pWtqtPr0,T s and denote by pFtqtPr0,T s the augmented Brownian filtration.
For x P Rn and measurable ξ : Rn Ñ Rm we consider the FBSDE
Xt “ x`
ż t
0
Mps,Xs, Ys, Zsq ds`
ż t
0
Σps,Xs, Ys, ZsqdWs
Yt “ ξpXT q `
ż T
t
fps,Xs, Ys, Zsqds´
ż T
t
Zs dWs.
The aim is to study existence and uniqueness properties of the above FBSDE. The basic idea
is to find a ”good” function u such that Yt “ upt,Xtq, thereby establishing a pathwise relation
between the processes X and Y .
Note that contrary to Chapter 2 of [Fro15] we allow deterministic mappings M,Σ, f and
ξ : Rn Ñ Rm only. In this, so-called Markovian, case we can somewhat relax the Lipschitz
continuity assumptions of Chapter 2 of [Fro15] and still obtain local existence together with
uniqueness. What makes the Markovian case so special is the property
”Zs “ uxps,Xsq ¨ Σps,Xs, Ys, Zsq”
which comes from the fact that u will also be deterministic. This property allows us to bound Z
by a constant if we assume that Σ and ux are bounded. This boundedness of Z in the Markovian
case motivates the following definition, which allows to develop a theory for non-Lipschitz prob-
lems.
For a stochastic process A : Ω ˆ I Ñ RN , where I is an interval in r0, T s and N P N, we
introduce the norm
}A}8,I :“ ess supps,ωqPIˆΩ |Aspωq|
with regard to the product measure λˆP and for a function f : I ˆRN Ñ RM with N,M P N
we define
}f}8,I :“ sup
sPI
sup
xPRN
|fps, ¨q|.
We simply write }A}8,t1 and }f}8,t1 if I “ rt1, T s and }A}8 and }f}8 if I “ r0, T s.
Definition 3.1. Let ξ : Rn Ñ Rm be measurable and let t P r0, T s. We call a function u :
rt, T s ˆ Rn Ñ Rm with upT, ¨q “ ξ a Markovian decoupling field for pξ, pM,Σ, fqq on rt, T s if
for all t1, t2 P rt, T s with t1 ď t2 and any Ft1 - measurable Xt1 : Ω Ñ Rn there exist progressive
processes X,Y, Z on rt1, t2s such that
• Xs “ Xt1 `
şs
t1
Mpr,Xr, Yr, Zrq dr `
şs
t1
Σpr,Xr, Yr, ZrqdWr a.s.,
• Ys “ Yt2 ´
şt2
s fpr,Xr, Yr, Zrqdr ´
şt2
s Zr dWr a.s.,
• Ys “ ups,Xsq a.s.
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for all s P rt1, t2s and such that }Z}8,rt1,t2s ă 8 holds. In particular, we want all integrals to be
well-defined and X,Y, Z to have values in Rn, Rm and Rmˆd respectively.
Furthermore, we call a function u : pt, T sˆRn Ñ Rm a Markovian decoupling field for pξ, pM,Σ, fqq
on pt, T s if u restricted to rt1, T s is a Markovian decoupling field for all t1 P pt, T s.
We refer to the stated property that Ys “ ups,Xsq a.s. as the decoupling condition.
In the following we work with weak derivatives. This allows us to obtain variational differ-
entiability (i.e. w.r.t. the initial value x P Rn) of the processes X,Y, Z for Lipschitz (or locally
Lipschitz) continuous M,Σ, f, ξ. We start by fixing notation and giving some definitions:
If x P Rmˆd or x P Rnˆd, the expression |x| denotes the Frobenius norm of the linear
operator x, i.e. the square root of the sum of the squares of its matrix coefficients.
We denote by Sn´1 :“ tx P Rn | |x| “ 1u the pn ´ 1q - dimensional sphere. If x P Rnˆn or
x P Rmˆn or x P Rmˆdˆn or x P Rnˆdˆn, we define |x|v :“ |x ¨ v| for all v P Sn´1, where ¨ is
the application of the linear operator x to the vector v such that x ¨ v is in Rn or Rm or Rmˆd or
Rnˆd respectively. We refer to supvPSn´1 |x|v as the operator norm of x.
For a measurable map ξ : Rn Ñ Rm we define
Lξ :“ inf
 
L ě 0 | |ξpxq ´ ξpx1q| ď L|x´ x1| for all x, x1 P Rn
(
,
where infH :“ 8. We also set Lξ :“ 8 if ξ is not measurable. Lξ ă 8 implies that ξ is Lipschitz
continuous. For a map u : rt, T s ˆRn Ñ Rm we define Lu,x :“ supsPrt,T s Lups,¨q.
Now, consider a mapping X : M ˆ Λ Ñ R, where pM,A, ρq is some measure space with
finite measure ρ and Λ Ď RN is open, N P N. We say that X is weakly differentiable w.r.t. the
parameter λ P Λ, if for almost all ω PM the mapping Xpω, ¨q : Λ Ñ R is weakly differentiable.
This means that there exists a mapping BλX : Mˆ Λ Ñ R1ˆN such that
ż
Λ
ϕpλqBλXpω, λqdλ “ ´
ż
Λ
Xpω, λqBλϕpλqdλ, (3.1)
for any real valued test function ϕ P C8c pΛq, for almost all ω P M. In particular, Xpω, ¨q and
the weak derivative BλXpω, ¨q have to be locally integrable for a.a. ω. This of course includes
measurability w.r.t. λ for almost every fixed ω.
We remark that weak differentiability for vector valued mappings is defined component-wise.
We refer to Section 2.1.2 of [Fro15] for more on weak derivatives.
Note that if Lu,x ă 8 is satisfied and, therefore, u is Lipschitz continuous in x then u is
weakly differentiable in x (see e.g. Lemma A.3.1. of [Fro15]) and even classically differentiable
almost everywhere. If not otherwise specified we refer to Bxu : rt, T s ˆ Rn Ñ Rmˆn as the
particular version of the weak derivative which is identical to the classical derivative in all
points for which a classical derivative exists and is zero in all other points. See for instance the
statement and proof of Lemma A.3.1. of [Fro15] for details.
We denote by LΣ,z the Lipschitz constant of Σ w.r.t. the dependence on the last component
z (and w.r.t. the Frobenius norms on Rmˆd and Rnˆd), by which we mean the minimum of all
Lipschitz constants or 8 in case Σ is not Lipschitz continuous in z. In case LΣ,z ă 8 we denote
by L´1Σ,z “
1
LΣ,z
the value 1LΣ,z if LΣ,z ą 0 and 8 otherwise.
We write Et,8rXs for ess sup ErX|Fts in the following definition:
Definition 3.2. Let u : rt, T s ˆ Rn Ñ Rm be a Markovian decoupling field to pξ, pM,Σ, fqq. We
call u weakly regular, if Lu,x ă L´1Σ,z and supsPrt,T s |ups, 0q| ă 8.
Furthermore, we call a weakly regular u strongly regular if for all fixed t1, t2 P rt, T s, t1 ď t2,
the processesX,Y, Z arising in the defining property of a Markovian decoupling field are a.e. unique
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for each constant initial value Xt1 “ x P R
n and satisfy
sup
sPrt1,t2s
Et1,8r|Xs|
2s ` sup
sPrt1,t2s
Et1,8r|Ys|
2s ` Et1,8
„
ż t2
t1
|Zs|
2 ds

ă 8 @x P Rn. (3.2)
In addition X,Y, Z must be measurable as functions of px, s, ωq and even weakly differentiable w.r.t.
x P Rn such that for every s P rt1, t2s the mappings Xs and Ys are measurable functions of px, ωq
and even weakly differentiable w.r.t. x such that
ess supxPRn sup
vPSn´1
sup
sPrt1,t2s
Et1,8
«
ˇ
ˇ
ˇ
ˇ
B
Bx
Xs
ˇ
ˇ
ˇ
ˇ
2
v
ff
ă 8,
ess supxPRn sup
vPSn´1
sup
sPrt1,t2s
Et1,8
«
ˇ
ˇ
ˇ
ˇ
B
Bx
Ys
ˇ
ˇ
ˇ
ˇ
2
v
ff
ă 8,
ess supxPRn sup
vPSn´1
Et1,8
«
ż t2
t1
ˇ
ˇ
ˇ
ˇ
B
Bx
Zs
ˇ
ˇ
ˇ
ˇ
2
v
ds
ff
ă 8, (3.3)
where Sn´1 is the pn´ 1q - dimensional sphere.
We say that a Markovian decoupling field u on rt, T s is strongly regular on a subinterval rt1, t2s Ď
rt, T s if u restricted to rt1, t2s is a strongly regular Markovian decoupling field for pupt2, ¨q, pM,Σ, fqq.
Furthermore, we say that a Markovian decoupling field u : pt, T s ˆRn Ñ Rm
• is weakly regular if u restricted to rt1, T s is weakly regular for all t1 P pt, T s,
• is strongly regular if u restricted to rt1, T s is strongly regular for all t1 P pt, T s.
For the following class of problems an existence and uniqueness theory is developed:
Definition 3.3. We say that ξ,M,Σ, f satisfy modified local Lipschitz conditions (MLLC) if
• M,Σ, f are
– Lipschitz continuous in x, y, z on sets of the form r0, T sˆRnˆRmˆB, whereB Ă Rmˆd
is an arbitrary bounded set
– and such that }Mp¨, 0, 0, 0q}8, }fp¨, 0, 0, 0q}8, }Σp¨, ¨, ¨, 0q}8, LΣ,z ă 8,
• ξ : Rn Ñ Rm satisfies Lξ ă L´1Σ,z.
The following natural concept introduces a type of Markovian decoupling field for non-
Lipschitz problems (non-Lipschitz in z), to which nevertheless standard Lipschitz results can be
applied.
Definition 3.4. Let u be a Markovian decoupling field for pξ, pM,Σ, fqq. We call u controlled in
z if there exists a constant C ą 0 such that for all t1, t2 P rt, T s, t1 ď t2, and all initial values
Xt1 , the corresponding processes X,Y, Z from the definition of a Markovian decoupling field satisfy
|Zspωq| ď C, for almost all ps, ωq P rt, T s ˆ Ω. If for a fixed triple pt1, t2, Xt1q there are different
choices for X,Y, Z, then all of them are supposed to satisfy the above control.
We say that a Markovian decoupling field u on rt, T s is controlled in z on a subinterval
rt1, t2s Ď rt, T s if u restricted to rt1, t2s is a Markovian decoupling field for pupt2, ¨q, pM,Σ, fqq
that is controlled in z.
Furthermore, we call a Markovian decoupling field on an interval ps, T s controlled in z if it is
controlled in z on every compact subinterval rt, T s Ď ps, T s (with C possibly depending on t).
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Definition 3.5. Let IMmax Ď r0, T s for pξ, pM,Σ, fqq be the union of all intervals rt, T s Ď r0, T s such
that there exists a weakly regular Markovian decoupling field u on rt, T s.
Theorem 3.6 (Existence and uniqueness on a maximal interval, Theorem 3.21 in [FIP15].). Let
M,Σ, f, ξ satisfy MLLC. Then there exists a unique weakly regular Markovian decoupling field u on
IMmax. This u is also controlled in z, strongly regular and continuous.
Furthermore, either IMmax “ r0, T s or I
M
max “ pt
M
min, T s, where 0 ď t
M
min ă T .
Existence of weakly regular decoupling fields implies existence and uniqueness of classical
solutions:
Lemma 3.7 (Theorem 3.18 in [FIP15].). Let M,Σ, f, ξ satisfy MLLC and assume that there exists
a weakly regular Markovian decoupling field u on some interval rt, T s.
Then for any initial condition Xt “ x P Rn there is a unique solution pX,Y, Zq of the FBSDE on
rt, T s such that
sup
sPrt,T s
Er|Xs|
2s ` sup
sPrt,T s
Er|Ys|
2s ` }Z}8,t ă 8.
The following result basically states that for a singularity tMmin to occur Bxu has to "explode"
at tMmin. It is the key to showing well-posedness for particular problems via contradiction.
Lemma 3.8 (Lemma 3.22 in [FIP15].). Let M,Σ, f, ξ satisfy MLLC. If IMmax “ pt
M
min, T s, then
lim
tÓtMmin
Lupt,¨q “ L
´1
Σ,z,
where u is the unique weakly regular Markovian decoupling field from Theorem 3.6.
In the following sections we will use the aforementioned theoretical results to study the
solvability and regularity of system (1.2). This FBSDE naturally implies parameter functions
M,Σ, f and ξ such that n “ 3, d “ m “ 1 and T “ 1. Note that in our case f vanishes, while
Σ is, in some sense, degenerate. We have LΣ,z “ 0 and L´1Σ,z “ 8. Our aim is to rigourously
conduct the following steps and arguments: Considering the maximal interval IMmax associated
with our problem, we employ Theorem 3.6 to obtain a decoupling field u on an arbitrary non-
empty interval rt, T s Ď IMmax such that u is Lipschitz continuous in x with a Lipschitz constant
possibly depending on t. By studying the object Bxu ps,Xsq we derive a bound for the Lipschitz
constant of u which is independent of t. The final step is to use Lemma 3.8 to conclude that the
case IMmax “ pt
M
min, T s cannot be fulfilled and hence, by Theorem 3.6, I
M
max “ r0, T s must hold,
which means that our FBSDE has a solution.
4 Gradient dynamics of the decoupling field
In this section we investigate the dynamics of the spatial gradient of the decoupling field for the
FBSDE (1.2). Based on the findings of this section we will derive, in the subsequent section, a
uniform bound for the Lipschitz constant of the decoupling field.
Let g, µ and σ be differentiable, σ ě ε ą 0 and g1, µ
σ2
, Btµ
σ2
, Baµ
σ2
, Btσσ as well as
Baσ
σ be bounded.
It is straightforward to verify that the associated FBSDE satisfies (MLLC) such that the theory
of the previous section is applicable. By Theorem 3.6 the maximal interval IMmax contains an
interval rt, 1s with t ă 1. Let x P R3 and denote by X “ pXp1q, Xp2q, Xp3qqJ, Z, Y the solution
of the FBSDE (1.2) on rt, 1s with initial condition pXp1qt , X
p2q
t , X
p3q
t q “ x. Moreover, denote by u
the decoupling field associated to the FBSDE (1.2). From Theorem 3.6 we also know that the
partial derivatives Bx1u, Bx2u, Bx3u and the process Z are bounded on rt, 1s.
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For shorter notation we define for all s P rt, 1s
σs :“ σpX
p2q
s , Ys `X
p3q
s q, µs :“ µpX
p2q
s , Ys `X
p3q
s q,
σt,s :“ BtσpX
p2q
s , Ys `X
p3q
s q, σa,s :“ BaσpX
p2q
s , Ys `X
p3q
s q,
µt,s :“ BtµpX
p2q
s , Ys `X
p3q
s q, µa,s :“ BaµpX
p2q
s , Ys `X
p3q
s q
and
up1qs :“ Bx1ups,X
p1q
s , X
p2q
s , X
p3q
s q,
up2qs :“ Bx2ups,X
p1q
s , X
p2q
s , X
p3q
s q,
up3qs :“ Bx3ups,X
p1q
s , X
p2q
s , X
p3q
s q.
In the following we refer to up1q, up2q, up3q as the gradient processes associated to the inital value
x at time t. The next result describes the dynamics of the gradient processes. For its derivation
we first argue that the processes are Itô processes and then match the coefficients appropriately.
In contrast to the approach of [FIP15], we do not explicitly compute the dynamics of the inverse
of the Jacobi matrix of X.
Lemma 4.1. Let g, µ and σ be differentiable, σ ě ε ą 0 and g1, µ
σ2
, Btµ
σ2
, Baµ
σ2
, Btσσ as well as
Baσ
σ be
bounded. Then the gradient processes up1q, up2q and up3q have the dynamics
up1qs “ g
1
´
X
p1q
1
¯
`
ż 1
s
up1qr
Z2r
σ2r
ˆ
up3qr
ˆ
µa,r ´ 2µr
σa,r
σr
˙
´ 2up2qr
σa,r
σr
˙
dr ´
ż 1
s
Z̃p1qr d
ĂWr
up2qs “
ż 1
s
up3qr
Z2r
σ2r
´
up2qr µa,r ` µt,r
¯
´ 2
Z2r
σ2r
ˆ
σt,r
σr
` up2qr
σa,r
σr
˙
´
up2qr ` u
p3q
r µr
¯
dr ´
ż 1
s
Z̃p2qr d
ĂWr
up3qs “ ´1`
ż 1
s
´
up3qr ` 1
¯ Z2r
σ2r
ˆ
up3qr µa,s ´ 2
σa,r
σr
´
up2qr ` u
p3q
r µr
¯
˙
dr ´
ż 1
s
Z̃p3qr d
ĂWr, (4.1)
for all s P rt, 1s, where Z̃p1q, Z̃p2q, Z̃p3q are locally square integrable processes. Moreover, the process
ĂWs :“Ws ´
ż s
t
2
Zr
σ2r
´
up2qr ` u
p3q
r µr
¯
dr
is a Brownian motion under an equivalent probability measure, and the Jacobi matrix
BxXs :“
¨
˚
˝
Bx1X
p1q
s Bx2X
p1q
s Bx3X
p1q
s
Bx1X
p2q
s Bx2X
p2q
s Bx3X
p2q
s
Bx1X
p3q
s Bx2X
p3q
s Bx3X
p3q
s
˛
‹
‚
is invertible for every s P rt, 1s almost surely.
Proof. For x1 “ px11, x
1
2, x
1
3q
J P R3, y, z P R we define
M
`
x1, y, z
˘
:“
¨
˚
˝
0
z2
σ2px12,y`x
1
3q
µ px12, y ` x
1
3q
z2
σ2px12,y`x
1
3q
˛
‹
‚
, Σ :“
¨
˝
1
0
0
˛
‚
and
ξ
`
x1
˘
:“ gpx11q ´ x
1
3.
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Then
Xs “ x`
ż s
t
M pXr, Yr, Zrqdr `
ż s
t
Σ dWr
and
Ys “ ξ pX1q ´
ż 1
s
Zr dWr.
Now, define a stopping time τ via
τ :“ infts P rt, 1s|det pBxXsq ď 0u ^ 1.
Notice that τ ą t since detpBxXtq “ 1. For all s P rt, τq we have that BxXs is invertible with
pBxXsq
´1 being an Itô process. By setting
Us :“ Bxu ps,Xsq “
`
Bx1u, Bx2u, Bx3u
˘
ps,Xsq
which is the gradient process we get
BxYs “ Us ¨ BxXs
for all s P rt, τq by the chain rule in Lemma A.3.1 in [Fro15]. Hence, Us “ BxYs ¨ pBxXsq´1 is an
Itô process and thus there exist pbsq and pZ̃sq such that
Us “ U1 `
ż τ
s
br dr ´
ż τ
s
Z̃r dWr
for all s P rt, τq.
For the following we also introduce for an Itô process Is “ I0 `
şs
0 ir dr `
şs
0 jr dWr the two
operators Dt and Dw defined via pDt Iqs :“ is and pDw Iqs :“ js. Using this notation we have
BxZs “ D
w BxYs
“ Dw pUs ¨ BxXsq
“ Us ¨D
w BxXs `D
w Us ¨ BxXs.
Since Dw BxXs “ 0, we further obtain BxZs “ Z̃s ¨ BxXs and thus we get
Z̃s “ BxZs ¨ pBxXsq
´1
for all s P rt, τq. Also,
Bx rM pXs, Ys, Zsqs
“ BxM pXs, Ys, Zsq BxXs ` ByM pXs, Ys, Zsq BxYs ` BzM pXs, Ys, Zsq BxZs
“ BxM pXs, Ys, Zsq BxXs ` ByM pXs, Ys, ZsqUsBxXs ` BzM pXs, Ys, Zsq Z̃sBxXs
and
0 “ Dt BxYs “ D
tpUsBxXsq “ ´bs ¨ BxXs ` Us ¨ Bx rM pXs, Ys, Zsqs
yielding
bs “ Us
”
BxM pXs, Ys, Zsq ` ByM pXs, Ys, ZsqUs ` BzM pXs, Ys, Zsq Z̃s
ı
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for all s P rt, τq with
BxM px, y, zq “
¨
˚
˝
0 0 0
0 ´2z2 Btσpx2,y`x3q
σ3px2,y`x3q
Btµpx2,y`x3q¨z2
σ2px2,y`x3q
´ 2z2 Btσpx2,y`x3qσpx2,y`x3q
µpx2,y`x3q
σ2px2,y`x3q
0 ´2z2 Baσpx2,y`x3q
σ3px2,y`x3q
Baµpx2,y`x3q¨z2
σ2px2,y`x3q
´ 2z2 Baσpx2,y`x3qσpx2,y`x3q
µpx2,y`x3q
σ2px2,y`x3q
˛
‹
‚
T
,
ByM px, y, zq “
¨
˚
˝
0
´2z2 Baσpx2,y`x3q
σ3px2,y`x3q
Baµpx2,y`x3q¨z2
σ2px2,y`x3q
´ 2z2 Baσpx2,y`x3qσpx2,y`x3q
µpx2,y`x3q
σ2px2,y`x3q
˛
‹
‚
,
BzM px, y, zq “
¨
˚
˝
0
2z
σ2px2,y`x3q
2z µpx2,y`x3q
σ2px2,y`x3q
˛
‹
‚
being the derivatives of M .
Next we turn our attention to the question whether BxX is invertible. We use that on the
interval rt, 1s the processes U and Z as well as the functions 1σ ,
µ
σ2
, Btµ
σ2
, Baµ
σ2
, Btσσ and
Baσ
σ are
bounded, giving that BxM pXr, Yr, Zrq, ByM pXr, Yr, ZrqUr and BzM pXr, Yr, Zrq are bounded,
too. Thus, there exist some bounded processes α and β depending on U , X, Y and Z, such that
for every stopping time τ̃ ă τ , i “ 1, 2, 3 and s P rt, 1s the process upiq¨^τ̃ has dynamics
u
piq
s^τ̃ “ u
piq
t `
ż s
t
´
αpiqr ` β
piq
r ¨ Z̃
piq
r
¯
1trăτ̃u dr `
ż s
t
Z̃piqr 1trăτ̃u dWr.
Standard results on linear BSDEs (see e.g. Theorem A.1.11 in [Fro15]) yield, for every stopping
time τ̃ ă τ and i “ 1, 2, 3, that Z̃piq has a bounded BMO(P)-norm which is independent of τ̃ .
Hence,
E
„
ż τ
t
|Z̃r|
2 dr

ă 8. (4.2)
Now observe that
BxXs “ Id`
ż s
t
Bx rM pXr, Yr, Zrqs dr
“ Id`
ż s
t
”
BxM pXr, Yr, Zrq ` ByM pXr, Yr, ZrqUr ` BzM pXr, Yr, Zrq Z̃r
ı
BxXr dr
implying that
BxXs “ exp
ˆ
ż s
t
”
BxM pXr, Yr, Zrq ` ByM pXr, Yr, ZrqUr ` BzM pXr, Yr, Zrq Z̃r
ı
dr
˙
.
Together with Inequality (4.2) this implies that BxXs is invertible for all s P rt, τ s, which again
yields that τ “ 1 and BxX is invertible on the whole interval rt, 1s.
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What remains to do is to calculate the explicit dynamics of U . Observe that
bs “Us
”
BxM pXs, Ys, Zsq ` ByM pXs, Ys, ZsqUs ` BzM pXs, Ys, Zsq Z̃s
ı
“
´
up1qs , u
p2q
s , u
p3q
s
¯
»
—
–
¨
˚
˝
0 0 0
0 ´2Z
2
s
σ2s
σt,s
σs
´2Z
2
s
σ2s
σa,s
σs
0 µt,s
Z2s
σ2s
´ 2µs
Z2s
σ2s
σt,s
σs
µa,s
Z2s
σ2s
´ 2µs
Z2s
σ2s
σa,s
σs
˛
‹
‚
`
¨
˚
˝
0
´2Z
2
s
σ2s
σa,s
σs
µa,s
Z2s
σ2s
´ 2µs
Z2s
σ2s
σa,s
σs
˛
‹
‚
´
up1qs , u
p2q
s , u
p3q
s
¯
`
¨
˚
˝
0
2Zs
σ2s
2Zs
σ2s
µs
˛
‹
‚
´
Z̃p1qs , Z̃
p2q
s , Z̃
p3q
s
¯
fi
ffi
fl
“
¨
˚
˚
˚
˝
´2u
p1q
s u
p2q
s
Z2s
σ2s
σa,s
σs
` u
p1q
s u
p3q
s
Z2s
σ2s
´
µa,s ´ 2µs
σa,s
σs
¯
´2u
p2q
s
Z2s
σ2s
σt,s
σs
` u
p3q
s
Z2s
σ2s
´
µt,s ´ 2µs
σt,s
σs
¯
´ 2
´
u
p2q
s
¯2
Z2s
σ2s
σa,s
σs
` u
p2q
s u
p3q
s
Z2s
σ2s
´
µa,s ´ 2µs
σa,s
σs
¯
´2u
p2q
s
Z2s
σ2s
σa,s
σs
` u
p3q
s
Z2s
σ2s
´
µa,s ´ 2µs
σa,s
σs
¯
´ 2u
p2q
s u
p3q
s
Z2s
σ2s
σa,s
σs
`
´
u
p3q
s
¯2
Z2s
σ2s
´
µa,s ´ 2µs
σa,s
σs
¯
˛
‹
‹
‹
‚
T
`
¨
˚
˚
˚
˝
2Zs
σ2s
´
u
p2q
s ` u
p3q
s µs
¯
Z̃
p1q
s
2Zs
σ2s
´
u
p2q
s ` u
p3q
s µs
¯
Z̃
p2q
s
2Zs
σ2s
´
u
p2q
s ` u
p3q
s µs
¯
Z̃
p3q
s
˛
‹
‹
‹
‚
T
Using that Y1 “ ξpX1q and hence U1 “ ∇ξpX1q we obtain for the gradient processes the dynam-
ics
up1qs “ g
1
´
X
p1q
1
¯
`
ż 1
s
up1qr
Z2r
σ2r
ˆ
up3qr
ˆ
µa,r ´ 2µr
σa,r
σr
˙
´ 2up2qr
σa,r
σr
˙
dr ´
ż 1
s
Z̃p1qr d
ĂWr
up2qs “ 0`
ż 1
s
up3qr
Z2r
σ2r
´
up2qr µa,r ` µt,r
¯
´ 2
Z2r
σ2r
ˆ
σt,r
σr
` up2qr
σa,r
σr
˙
´
up2qr ` u
p3q
r µr
¯
dr ´
ż 1
s
Z̃p2qr d
ĂWr
up3qs “ ´1`
ż 1
s
´
up3qr ` 1
¯ Z2r
σ2r
ˆ
up3qr µa,s ´ 2
σa,r
σr
´
up2qr ` u
p3q
r µr
¯
˙
dr ´
ż 1
s
Z̃p3qr d
ĂWr,
where ĂWs :“Ws ´
şs
t
2Zr
σ2r
´
u
p2q
r ` u
p3q
r µr
¯
dr for all s P rt, 1s. Since furthermore
2Zs
σ2r
´
u
p2q
s ` u
p3q
s µs
¯
is bounded for all s P rt, 1s, where t P IMmax, we get by Girsanov’s theorem
that ĂW is a Brownian motion for an equivalent probability measure. 
5 Bounding the gradient of the decoupling field
In this chapter we use the notations and definitions of Chapter 4.
In the following we derive bounds for the gradient processes that do not depend on the
starting time t P IMmax and initial value x P R
3. In particular, we obtain global estimates for the
space derivatives Bxiu, i P t1, 2, 3u, of the decoupling field u. By appealing to Lemma 3.8, we
then conclude that FBSDE (1.2) has a solution on the whole interval r0, 1s.
Lemma 5.1. Assume that g, µ and σ are differentiable, σ ě ε ą 0 and g1, µ
σ2
, Btµ
σ2
, Baµ
σ2
, Btσσ ,
Baσ
σ
are bounded. Let u be the unique decoupling field to FBSDE (1.2) on IMmax.
Furthermore, let t P IMmax, x P R
3 and pXp1q, Xp2q, Xp3q, Y, Zq be the solution of FBSDE (1.2)
with initial condition x at time t, and let up1q, up2q, up3q be the associated gradient processes. Then
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for s P rt, 1s
|Zs| ď sup
rPps,1s
sup
xPR3
|Bx1upr, xq| a.s.
and in particular }Z}8,t ď }Bx1u}8,t.
Furthermore, if the weak derivative Bx1u has a version whose restriction to the set rt, 1q ˆR
3 is
continuous in the first two components t and x1, and Bx1u is bounded, then
Zspωq “ Bx1u
´
s,Xp1qs pωq, X
p2q
s pωq, X
p3q
s pωq
¯
“ up1qs pωq
for almost all ps, ωq P rt, 1s ˆ Ω.
Proof. Observe that with Itô’s formula we get for h ą 0 and s, s` h P rt, 1s
1
h
E rYs`hpWs`h ´Wsq|Fss “
1
h
E
„
ż s`h
s
Yr dWr `
ż s`h
s
pWr ´WsqZr dWr `
ż s`h
s
Zr dr
ˇ
ˇ
ˇ
ˇ
Fs

“
1
h
E
„
ż s`h
s
Zr dr
ˇ
ˇ
ˇ
ˇ
Fs

Ñ Zs a.s. for hÑ 0.
On the other hand we get, using the decoupling condition Yr “ u
´
r,X
p1q
r , X
p2q
r , X
p3q
r
¯
, that
Ys`hpWs`h ´Wsq
“u
´
s` h,X
p1q
s`h, X
p2q
s`h, X
p3q
s`h
¯
pWs`h ´Wsq
“u
´
s` h,X
p1q
s`h, X
p2q
s , X
p3q
s
¯
pWs`h ´Wsq (5.1)
`
´
u
´
s` h,X
p1q
s`h, X
p2q
s`h, X
p3q
s
¯
´ u
´
s` h,X
p1q
s`h, X
p2q
s , X
p3q
s
¯¯
pWs`h ´Wsq
`
´
u
´
s` h,X
p1q
s`h, X
p2q
s`h, X
p3q
s`h
¯
´ u
´
s` h,X
p1q
s`h, X
p2q
s`h, X
p3q
s
¯¯
pWs`h ´Wsq.
At first let us take a look at the third summand on the right hand side of (5.1). Since u is Lipschitz
continuous in its fourth argument on rt, 1s with some constant Ltu,x3 that might depend on t and
since furthermore Xp3qs`h “ X
p3q
s `
şs`h
s µr
Z2r
σ2pX
p2q
r ,Yr`X
p3q
r q
dr we can estimate the absolute value
of the third summand against
1
h
ˇ
ˇ
ˇ
E
”´
u
´
s` h,X
p1q
s`h, X
p2q
s`h, X
p3q
s`h
¯
´ u
´
s` h,X
p1q
s`h, X
p2q
s`h, X
p3q
s
¯¯
pWs`h ´Wsq
ˇ
ˇ
ˇ
Fs
ıˇ
ˇ
ˇ
ď
1
h
E
”ˇ
ˇ
ˇ
u
´
s` h,X
p1q
s`h, X
p2q
s`h, X
p3q
s`h
¯
´ u
´
s` h,X
p1q
s`h, X
p2q
s`h, X
p3q
s
¯ˇ
ˇ
ˇ
|Ws`h ´Ws|
ˇ
ˇ
ˇ
Fs
ı
ď
1
h
E
«
Ltu,x3
ˇ
ˇ
ˇ
ˇ
ˇ
ż s`h
s
µr
Z2r
σ2pX
p2q
r , Yr `X
p3q
r q
dr
ˇ
ˇ
ˇ
ˇ
ˇ
|Ws`h ´Ws|
ˇ
ˇ
ˇ
ˇ
ˇ
Fs
ff
ď
1
h
Ltu,x3h
›
›
›
µ
σ2
›
›
›
8
}Z}28,tE r |Ws`h ´Ws||Fss ,
which clearly goes to 0 as hÑ 0 because } µ
σ2
}8 and }Z}8,t are finite on rt, 1s.
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With analogous arguments we also get that
1
h
ˇ
ˇ
ˇ
E
”´
u
´
s` h,X
p1q
s`h, X
p2q
s`h, X
p3q
s
¯
´ u
´
s` h,X
p1q
s`h, X
p2q
s , X
p3q
s
¯¯
pWs`h ´Wsq
ˇ
ˇ
ˇ
Fs
ıˇ
ˇ
ˇ
ď
1
h
E
”
ˇ
ˇ
ˇ
u
´
s` h,X
p1q
s`h, X
p2q
s`h, X
p3q
s
¯
´ u
´
s` h,X
p1q
s`h, X
p2q
s , X
p3q
s
¯ˇ
ˇ
ˇ
|Ws`h ´Ws|
ˇ
ˇ
ˇ
Fs
ı
ď
1
h
E
«
Ltu,x2
ˇ
ˇ
ˇ
ˇ
ˇ
ż s`h
s
Z2r
σ2pX
p2q
r , Yr `X
p3q
r q
dr
ˇ
ˇ
ˇ
ˇ
ˇ
|Ws`h ´Ws|
ˇ
ˇ
ˇ
ˇ
ˇ
Fs
ff
ď
1
h
Ltu,x2h}Z}
2
8,tε
´2E r |Ws`h ´Ws||Fss
Ñ 0 a.s. for hÑ 0,
where Ltu,x2 is the Lipschitz constant of u in the third argument on the time interval rt, 1s.
Now consider the remaining first term on the right hand side of Equation (5.1). For this
remember
• Xp1qs , X
p2q
s , X
p3q
s are Fs measurable,
• Xp1qs`h “ X
p1q
s ` pWs`h ´Wsq,
• Ws`h ´Ws is independent of Fs,
• u is deterministic, i.e. is a function of ps, xp1q, xp2q, xp3qq P rt, 1s ˆRˆRˆR only.
Using integration by parts these properties imply
E
”
u
´
s` h,X
p1q
s`h, X
p2q
s , X
p3q
s
¯
pWs`h ´Wsq
ˇ
ˇ
ˇ
Fs
ı
“
ż
R
u
´
s` h,Xp1qs ` z
?
h,Xp2qs , X
p3q
s
¯
z
?
h
1
?
2π
e´
1
2
z2 dz
“
ż
R
Bx1u
´
s` h,Xp1qs ` z
?
h,Xp2qs , X
p3q
s
¯
h
1
?
2π
e´
1
2
z2 dz.
Hence
ˇ
ˇ
ˇ
ˇ
1
h
E
”
u
´
s` h,X
p1q
s`h, X
p2q
s , X
p3q
s
¯
pWs`h ´Wsq
ˇ
ˇ
ˇ
Fs
ı
ˇ
ˇ
ˇ
ˇ
“
ˇ
ˇ
ˇ
ˇ
ż
R
Bx1u
´
s` h,Xp1qs ` z
?
h,Xp2qs , X
p3q
s
¯ 1
?
2π
e´
1
2
z2 dz
ˇ
ˇ
ˇ
ˇ
ď
ż
R
sup
xPR3
|Bx1ups` h, xq|
1
?
2π
e´
1
2
z2 dz
“ sup
xPR3
|Bx1ups` h, xq|.
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Putting everything together we get
|Zs| “ lim
hŒ0
ˇ
ˇ
ˇ
ˇ
1
h
E
„
ż s`h
s
Zr dr
ˇ
ˇ
ˇ
ˇ
Fs
ˇ
ˇ
ˇ
ˇ
“ lim
hŒ0
ˇ
ˇ
ˇ
ˇ
1
h
E rYs`hpWs`h ´Wsq|Fss
ˇ
ˇ
ˇ
ˇ
“ lim
hŒ0
ˇ
ˇ
ˇ
ˇ
1
h
E
”
u
´
s` h,X
p1q
s`h, X
p2q
s , X
p3q
s
¯
pWs`h ´Wsq
ˇ
ˇ
ˇ
Fs
ı
`
1
h
E
”´
u
´
s` h,X
p1q
s`h, X
p2q
s`h, X
p3q
s
¯
´ u
´
s` h,X
p1q
s`h, X
p2q
s , X
p3q
s
¯¯
pWs`h ´Wsq
ˇ
ˇ
ˇ
Fs
ı
`
1
h
E
”´
u
´
s` h,X
p1q
s`h, X
p2q
s`h, X
p3q
s`h
¯
´ u
´
s` h,X
p1q
s`h, X
p2q
s`h, X
p3q
s
¯¯
pWs`h ´Wsq
ˇ
ˇ
ˇ
Fs
ı
ˇ
ˇ
ˇ
ˇ
ď lim sup
hŒ0
sup
xPR3
|Bx1ups` h, xq| ` |0| ` |0|
ď sup
rPps,1s
sup
xPR3
|Bx1upr, xq|.
If we have that Bx1u is continuous in the first two arguments, we can derive, by using dom-
inated convergence since up1q is bounded on rt, 1s, the more precise result
Zs “ lim
hŒ0
1
h
E
”
u
´
s` h,X
p1q
s`h, X
p2q
s , X
p3q
s
¯
pWs`h ´Wsq
ˇ
ˇ
ˇ
Fs
ı
“
ż
R
lim
hŒ0
Bx1u
´
s` h,Xp1qs ` z
?
h,Xp2qs , X
p3q
s
¯ 1
?
2π
e´
1
2
z2 dz
“Bx1u
´
s,Xp1qs , X
p2q
s , X
p3q
s
¯
almost surely. 
To obtain estimates for the gradient processes we use the following result.
Lemma 5.2 (See [MPF91], p. 362). Let the function f be continuous and non-negative on J “
rα, βs, a, b ě 0, and n be a positive integer pn ě 2q. If
fptq ď a` b
ż t
α
fnpsq ds, t P J,
then
fptq ď a
„
1´ pn´ 1q
ż t
α
an´1bds

1
1´n
, α ď t ď βn,
where βn “ sup
!
t P J : pn´ 1q
şt
α a
n´1bds ă 1
)
.
Lemma 5.3. Assume that g, µ and σ are differentiable, σ ě ε ą 0 and g1, µ
σ2
, Btµ
σ2
, Baµ
σ2
, Btσσ ,
Baσ
σ are
bounded. Let u be the unique decoupling field of the FBSDE (1.2). Then for any t P IMmax and initial
condition pXp1qt , X
p2q
t , X
p3q
t q “ x P R
3 the associated gradient process up3q satisfies for all s P rt, 1s
up3qs “ ´1.
If we additionally assume that σa,s ¨ u
p2q
s ě 0 a.s. for all s P rt, 1s and
inf
pθ,xqPR`ˆR
σ ¨ Baµ´ 2Baσ ¨ µ
σ3
pθ, xq ą ´
1
2}g1}28
,
16
then it also holds that
0 ď up1qs ď
ˆ
1
}g1}28
` 2 min
"
0, inf
pθ,xqPR`ˆR
ˆ
σ ¨ Baµ´ 2Baσ ¨ µ
σ3
˙
pθ, xq
*˙´ 1
2
ă 8
for all s P rt, 1s.
Proof. By interpreting (4.1) as a system of BSDEs we get for up3q the trivial solution up3qs “ ´1
for all s P rt, 1s as the unique bounded solution of this BSDE.
Also note that g1 ě 0 since g “ F´1ν ˝Φ and Fν as well as Φ are non-decreasing. Thus ǔs “ 0
is the trivial and unique solution to
ǔs “ 0`
ż 1
s
´ǔr
Z2r
σ2r
ˆ
´µa,r ` 2µr
σa,r
σr
´ 2up2qr
σa,r
σr
˙
dr ´
ż 1
s
Z̃p1qr d
ĂWr,
which implies by comparison that 0 “ ǔs ď u
p1q
s for all s P rt, 1s.
For the upper bound of up1q remember that up1qs “ Bx1ups,X
p1q
s , X
p2q
s , X
p3q
s q for all s P rt, 1s
and in particular for any fixed t P IMmax and all starting conditions x “ px
p1q, xp2q, xp3qq P R3 we
have
Bx1upt, xq “ u
p1q
t “ g
1
´
X
p1q
1
¯
´
ż 1
t
up1qr
Z2r
σ2r
ˆ
µa,r ´ 2µr
σa,r
σr
` 2up2qr
σa,r
σr
˙
dr ´
ż 1
t
Z̃p1qr d
ĂWr.
Using this and that Z is bounded on every interval rt, 1s Ă IMmax, we get
u
p1q
t “ E
”
u
p1q
t
ˇ
ˇ
ˇ
Ft
ı
“ E
„
g1
´
X
p1q
1
¯
´
ż 1
t
up1qr
Z2r
σ2r
ˆ
µa,r ´ 2µr
σa,r
σr
` 2up2qr
σa,r
σr
˙
dr
ˇ
ˇ
ˇ
ˇ
Ft

ď E
„
g1
´
X
p1q
1
¯
´
ż 1
t
up1qr
Z2r
σ2r
ˆ
µa,r ´ 2
σa,r
σr
µr
˙
dr
ˇ
ˇ
ˇ
ˇ
Ft

for all t P IMmax and px
p1q, xp2q, xp3qq P R3, where we use that σa,r ¨ u
p2q
r ě 0. Next we use the
inequality
´
σsµa,s ´ 2σa,sµr
σ3s
ď max
"
0,´ inf
pθ,xqPR`ˆR
ˆ
σ ¨ Baµ´ 2Baσ ¨ µ
σ3
˙
pθ, xq
*
“: β
and the estimate from Lemma 5.1 for Z to obtain
u
p1q
t ď }g
1}8 ` β
ż 1
t
sup
xPR3
Bx1upr, xq sup
θPrr,1s
sup
xPR3
pBx1uq
2
pθ, xqdr.
Thus we can derive the inequality
sup
ρPrt,1s
sup
xPR3
Bx1upρ, xq ď }g
1}8 ` β sup
ρPrt,1s
#
ż 1
ρ
sup
xPR3
Bx1upr, xq sup
θPrr,1s
sup
xPR3
pBx1uq
2
pθ, xq dr
+
ď }g1}8 ` β
ż 1
t
sup
θPrr,1s
sup
xPR3
pBx1uq
3
pθ, xq dr.
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Note that infpθ,xqPR`ˆR
σ¨Baµ´2Baσ¨µ
σ3
pθ, xq ą ´ 1
2}g1}28
implies β ă 1
2}g1}28
. Hence, we obtain by
setting fptq “ supρPrt,1s supxPR3 Bx1upρ, xq and applying Lemma 5.2 that
sup
ρPrt,1s
sup
xPR3
Bx1upρ, xq ď
ˆ
1
}g1}28
´ 2βp1´ tq
˙´ 1
2
and thus,
}up1q}8,t ď }Bx1u}8,t ď
ˆ
1
}g1}28
´ 2β
˙´ 1
2
ă 8.

Theorem 5.4. Let g, µ and σ fulfill Assumption 2.1. Then, for FBSDE (1.2), we have IMmax “ r0, 1s
and there exists a unique, strongly regular Markovian decoupling field u on the whole interval r0, 1s.
This u is a continuous function on r0, 1s ˆR3.
Furthermore let pXp1q, Xp2q, Xp3q, Y, Zq be the solution of FBSDE (1.2) with an arbitrary initial
condition x P R3 and up1q, up2q, up3q be the associated gradient processes on r0, 1s. Then we have
up3q ” ´1 and the finite estimates
0 ď up1q ď
ˆ
1
}g1}28
` 2 min
"
0, inf
pθ,xqPR`ˆR
ˆ
σ ¨ Baµ´ 2Baσ ¨ µ
σ3
˙
pθ, xq
*˙´ 1
2
, (5.2)
›
›
›
up2q
›
›
›
8
ď exp
„
}Z}28
ˆ›
›
›
›
Baµ
σ2
›
›
›
›
8
` 2
ˆ›
›
›
›
Baσ
σ
›
›
›
›
8
›
›
›
µ
σ2
›
›
›
8
`
1
ε2
›
›
›
›
Btσ
σ
›
›
›
›
8
˙˙
¨ }Z}28
ˆ
2
›
›
›
›
Btσ
σ
›
›
›
›
8
›
›
›
µ
σ2
›
›
›
8
`
›
›
›
›
Btµ
σ2
›
›
›
›
8
˙
(5.3)
and
}Z}8 ď
›
›
›
up1q
›
›
›
8
ď
ˆ
1
}g1}28
` 2 min
"
0, inf
pθ,xqPR`ˆR
ˆ
σ ¨ Baµ´ 2Baσ ¨ µ
σ3
˙
pθ, xq
*˙´ 1
2
. (5.4)
Proof. Using Lemma 3.8 we only need to show that the weak derivative of u with regard to
the initial value x P R3 is bounded by some constant which is independent of the time interval
rt, 1s Ă IMmax on which it is defined. Then it follows that I
M
max “ r0, 1s and hence t can be chosen
to equal 0 and the estimates (5.2), (5.3) and (5.4) hold true for corresponding processes on the
whole interval r0, 1s.
For now fix t P IMmax and x P R
3 and let up1q, up2q, up3q be the associated gradient processes.
Lemma 5.3 yields up3q ” ´1. In order to derive Estimate (5.2) we show that σa,s ¨ u
p2q
s ě 0 a.s.
for all s P rt, 1s which then allows us to apply Lemma 5.3 yielding the estimate. Consider the
three cases iq, iiq and iiiq of Assumption 2.1: With Baσ ” 0 of case iq this is obviously true. For
the remaining two cases observe that
up2qs “
ż 1
s
Z2r
σ2r
„
´
up2qr
¯2
ˆ
´2
σa,r
σr
˙
` up2qr
ˆ
´µa,r ` 2
σa,r
σr
µr ´ 2
σt,r
σr
˙
`
ˆ
2
σt,r
σr
µr ´ µt,r
˙
dr
´
ż 1
s
Z̃p2qr d
ĂWr.
Because up2qr is bounded on every interval rt, 1s Ă IMmax, we can view u
p2q as fulfilling a Lipschitz
BSDE. This allows us to use the comparison theorem by changing 2σt,rσr µr´µt,r to zero and hence
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compare with the trivial solution which is constantly 0. Thus in the case iiq we have up2q ě 0
and in case iiiq up2q ď 0. Therefore, we have Baσ ¨ up2q ě 0 for the cases iiq and iiiq as well.
Hence we can apply Lemma 5.3 to obtain, for s P rt, 1s,
0 ď up1qs ď
ˆ
1
}g1}28
` 2 min
"
0, inf
pθ,xqPR`ˆR
ˆ
σ ¨ Baµ´ 2Baσ ¨ µ
σ3
˙
pθ, xq
*˙´ 1
2
.
In addition with Lemma 5.1 this yields
}Z}8,t ď }u
p1q}8,t ď
ˆ
1
}g1}28
` 2 min
"
0, inf
pθ,xqPR`ˆR
ˆ
σ ¨ Baµ´ 2Baσ ¨ µ
σ3
˙
pθ, xq
*˙´ 1
2
ă 8.
Since, as stated before, in case iiq we have up2q ě 0 and Baσ ě 0 and in case iiiq up2q ď 0 and
Baσ ď 0, we again can apply the comparison theorem to see that in case iiq we have 0 ď up2q ď ū
and in case iiiq ū ď up2q ď 0, where ū is the solution of the linear BSDE
ūs “
ż 1
s
ūr
Z2r
σ2r
ˆ
´µa,r ` 2
σa,r
σr
µr ´ 2
σt,r
σr
˙
`
Z2r
σ2r
ˆ
2
σt,r
σr
µr ´ µt,r
˙
dr ´
ż 1
s
Z̄r dĂWr.
In case iq we have that up2q “ ū giving that up2q is bounded by ū as well.
By estimating
|ūs| “
ˇ
ˇ
ˇ
ˇ
E
„
ż 1
s
exp
ˆ
ż r
s
Z2r
σ2r
ˆ
´µa,r ` 2
σa,r
σr
µr ´ 2
σt,r
σr
˙
dρ
˙
Z2r
σ2r
ˆ
2
σt,r
σr
µr ´ µt,r
˙
dr
ˇ
ˇ
ˇ
ˇ
Fs
ˇ
ˇ
ˇ
ˇ
ď exp
„
}Z}28
ˆ›
›
›
›
Baµ
σ2
›
›
›
›
8
` 2
ˆ›
›
›
›
Baσ
σ
›
›
›
›
8
›
›
›
µ
σ2
›
›
›
8
`
1
ε2
›
›
›
›
Btσ
σ
›
›
›
›
8
˙˙
¨ }Z}28
ˆ
2
›
›
›
›
Btσ
σ
›
›
›
›
8
›
›
›
µ
σ2
›
›
›
8
`
›
›
›
›
Btµ
σ2
›
›
›
›
8
˙
we have found a finite bound for up2q that is independent of t.
Thus up1q, up2q and up3q are bounded independently of t. Hence there exists a solution on
the whole interval r0, 1s “ IMmax. Therefore, we also have that all bounds are valid on this
interval. 
6 Weak solution
In this section we show that a weak solution of the SEP can be obtained from the solution of the
FBSDE (1.2). Recall that if Assumption 2.1 is fulfilled, then by Theorem 5.4 FBSDE (1.2) has a
solution on the whole interval r0, 1s and the gradient processes are bounded.
In the following we sometimes use the fact that for two Itô processes A and B and a time
change γ, in the sense of Definition 1.2 in Chapter V, [RY13], it holds that
ż γptq
0
Ar dBr “
ż t
0
Aγprq dBγprq
(see e.g. Proposition 1.4, Chapter V, [RY13]).
The next theorem is a version of Theorem 2.2 with an explicit weak solution of the SEP.
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Theorem 6.1. Let g, µ and σ fulfill Assumption 2.1. Furthermore let pXp1q, Xp2q, Xp3q, Y, Zq be
the solution of the FBSDE (1.2) with initial value pXp1q0 , X
p2q
0 , X
p3q
0 q “ p0, 0, 0q. Define the random
time
τ̃ :“ X
p2q
1 ,
the time change
γptq :“
#
inf
!
s ě 0|X
p2q
s ą t
)
if 0 ď t ă τ̃ ,
1 if t ě τ̃ ,
the filtration Gt :“ Fγptq and the process At :“ Yγptq `X
p3q
γptq on r0, τ̃ s.
Then τ̃ is a pGtq-stopping time satisfying
τ̃ ď ε´2
ˆ
1
}g1}28
` 2 min
"
0, inf
pθ,xqPR`ˆR
ˆ
σ ¨ Baµ´ 2Baσ ¨ µ
σ3
˙
pθ, xq
*˙´1
a.s.
Furthermore, on r0, τ̃ s, the process Bt :“
şt
0
1
σpX
p2q
γprq
,Yγprq`X
p3q
γprq
q
dYγprq is a pGtq-Brownian motion, A
fulfills the SDE
At “ Y0 `
ż t
0
µ pr,Arq dr `
ż t
0
σpr,Arq dBr
and we have
Aτ̃ „ ν.
Proof. By standard results it follows that τ̃ is a pGtq-stopping time (see e.g. Proposition 1.1,
Chapter V, [RY13]). With
γ´1psq :“ Xp2qs (6.1)
for all s P r0, 1s we have for all t P r0, τ̃ s that Xp2qγptq “ γ
´1pγptqq “ t. Therefore, and because
dYr “ Zr dWr, we obtain
xB,Byt “
ż γptq
0
Z2r
σ2pX
p2q
r , Yr `X
p3q
r q
dr “ γ´1pγptqq “ t.
By Levy’s characterisation of Brownian motion we get that pBtq is a pGtq-Brownian motion on
r0, τ̃ s.
Note that for all ω P Ω the function γ is λ-a.e. differentiable on r0, τ̃ s with
γ1ptq “ ppγ´1q´1q1ptq “
1
pγ´1q1pγptqq
“
σ2pX
p2q
γptq, Yγptq `X
p3q
γptqq
Z2γptq
(6.2)
and hence
At “ X
p3q
γptq ` Yγptq ´ Y0 ` Y0
“ Y0 `
ż γptq
0
µ
´
Xp2qr , Yr `X
p3q
r
¯ Z2r
σ2pX
p2q
r , Yr `X
p3q
r q
dr `
ż γptq
0
σpX
p2q
r , Yr `X
p3q
r q
σpX
p2q
r , Yr `X
p3q
r q
dYr
“ Y0 `
ż t
0
µ
´
X
p2q
γprq, Yγprq `X
p3q
γprq
¯
dr `
ż t
0
σ
´
X
p2q
γprq, Yγprq `X
p3q
γprq
¯
dBr
“ Y0 `
ż t
0
µ pr,Arqdr `
ż t
0
σpr,ArqdBr
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for all t P r0, τ̃ s. Also
Aτ̃ “ Yγpτ̃q `X
p3q
γpτ̃q “ Y1 `X
p3q
1 “ gpW1q „ ν.
The bound for τ̃ follows with the bound for }Z}8 stated in Theorem 5.4 and by σ ě ε. 
The next lemma characterizes the stopping time τ̃ “ γ´1p1q of Theorem 6.1 in terms of
the solution of an FBSDE driven by the Brownian motion B. We use the lemma later to show
existence of strong solutions of the SEP.
Lemma 6.2. Assume g, µ and σ to fulfill Assumption 2.1. Let the decoupling field u of the FBSDE
(1.2) have a continuous weak derivative Bx1u ą 0. Also let pX
p1q, Xp2q, Xp3q, Y, Zq, γ and B be
defined as in Theorem 6.1. Moreover, let B̂ be any Brownian motion coinciding with B on r0, Xp2q1 s.
Then γ, W , Xp3q and Y solve the system
γptq “
ż t
0
σ2
´
r, Yγprq `X
p3q
γprq
¯
pBx1uq
2
pγprq,Wγprq, r,X
p3q
γprqq
dr
Wγptq “
ż t
0
σ
´
r, Yγprq `X
p3q
γprq
¯
Bx1upγprq,Wγprq, r,X
p3q
γprqq
dB̂r (6.3)
X
p3q
γptq “
ż t
0
µ
´
r, Yγprq `X
p3q
γprq
¯
dr
Yγptq “ Y0 `
ż t
0
σ
´
r, Yγprq `X
p3q
γprq
¯
dB̂r
for all t ě 0 such that γptq ď 1. Additionally, for γ´1 defined as in (6.1) we have
γ´1p1q ď
}Bx1u}
2
8
ε2
ď ε´2
ˆ
1
}g1}28
` 2 min
"
0, inf
pθ,xqPR`ˆR
ˆ
σ ¨ Baµ´ 2Baσ ¨ µ
σ3
˙
pθ, xq
*˙´1
.
(6.4)
Proof. Note that Theorem 5.4 implies the bound (6.4). Since Bx1u is continuous we get with
Lemma 5.1 that Zs “ Bx1ups,X
p1q
s , X
p2q
s , X
p3q
s q ą 0 for all s P r0, 1s and hence both γ and γ´1 are
strict monotone increasing and continuous. Moreover, Lemma 5.1, Equation (6.2) and the fact
that Xp2qγptq “ t yield
γ1ptq “
σ2
´
X
p2q
γptq, Yγptq `X
p3q
γptq
¯
Z2γptq
“
σ2
´
t, Yγptq `X
p3q
γptq
¯
pBx1uq
2
´
γptq, X
p1q
γptq, X
p2q
γptq, X
p3q
γptq
¯
for all 0 ď t ď γ´1p1q.
Furthermore, Xp1qs “Ws yields that
Wγptq “
ż t
0
1 dWγprq “
ż t
0
σ
´
X
p2q
γprq, Yγprq `X
p3q
γprq
¯
Zγprq
dB̂r
“
ż t
0
σ
´
r, Yγprq `X
p3q
γprq
¯
Bx1u
´
γprq, X
p1q
γprq, X
p2q
γprq, X
p3q
γprq
¯ dB̂r
“
ż t
0
σ
´
r, Yγprq `X
p3q
γprq
¯
Bx1u
´
γprq,Wγprq, r,X
p3q
γprq
¯ dB̂r.
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Also
Yγptq “ Y0 `
ż γptq
0
Zr dWr “ Y0 `
ż t
0
Zγprq dWγprq
“ Y0 `
ż t
0
σ
´
r, Yγprq `X
p3q
γprq
¯
dB̂r,
X
p3q
γptq “
ż γptq
0
µ
´
Xp2qr , Yr `X
p3q
r
¯ Z2r
σ2pX
p2q
r , Yr `X
p3q
r q
dr
“
ż t
0
µ
´
X
p2q
γprq, Yγprq `X
p3q
γprq
¯ Z2γprq
σ2
´
X
p2q
γprq, Yγprq `X
p3q
γprq
¯
σ2
´
X
p2q
γprq, Yγprq `X
p3q
γprq
¯
Z2γprq
dr
“
ż t
0
µ
´
r, Yγprq `X
p3q
γprq
¯
dr
and
γptq “
ż t
0
γ1prqdr “
ż t
0
σ2
´
r, Yγprq `X
p3q
γprq
¯
pBx1uq
2
´
γprq, X
p1q
γprq, X
p2q
γprq, X
p3q
γprq
¯ dr
“
ż t
0
σ2
´
r, Yγprq `X
p3q
γprq
¯
pBx1uq
2
´
γprq,Wγprq, r,X
p3q
γprq
¯ dr
for all t P r0, γ´1p1qs. 
7 Strong solution
We use the definitions and constructions of the former chapters. In particular let u be the unique
strongly regular decoupling field of the FBSDE (1.2) which exists on the whole interval r0, 1s if
Assumption 2.1 is fulfilled.
Theorem 7.1. Let g, µ and σ fulfill Assumption 2.1 and µ, σ and their derivatives be bounded.
Denote by u the decoupling field of FBSDE (1.2) and assume the partial derivative Bx1u with respect
to the first space variable to be Lipschitz continuous in every argument and Bx1u ě δ ą 0. Let
B be an arbitrary Brownian motion and denote by pFBq “ pFBs qsPr0,8q the augmented filtration
generated by B. Then there exists a bounded stopping time τ with respect to the filtration FB such
that for the process A given by
At “ Y0 `
ż t
0
µ pr,Arq dr `
ż t
0
σpr,Arq dBr,
for all t P r0, τ s, we have that Aτ „ ν and the stopping time τ satisfies
τ ď ε´2
ˆ
1
}g1}28
` 2 min
"
0, inf
pθ,xqPR`ˆR
ˆ
σ ¨ Baµ´ 2Baσ ¨ µ
σ3
˙
pθ, xq
*˙´1
a.s.
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By solving the Lipschitz SDE
γprq “
ż r
0
σ2ps,Θs `∆sq
pBx1upγpsq,Γs, s,∆sqq
2 ds
Γr “
ż r
0
σps,Θs `∆sq
Bx1upγpsq,Γs, s,∆sq
dBs (7.1)
∆r “
ż r
0
µps,Θs `∆sqds
Θr “ Y0 `
ż r
0
σps,Θs `∆sq dBs
for all r ě 0 such that γprq ď 1 and where Y0 is the starting value of the process Y in the FBSDE
(1.2) and setting τ :“ inftr ě 0|γprq “ 1u we can obtain such a stopping time.
Proof. Since any solution of FBSDE (1.2) has a unique distribution independent of the driving
Brownian motion, we know that the constant Y0 is always the same and does not depend on the
driving Brownian motion.
Let us take a look at the system (7.1). Note that for all a, b P r0, 1s ˆR3
ˇ
ˇ
ˇ
ˇ
1
Bx1upaq
´
1
Bx1upbq
ˇ
ˇ
ˇ
ˇ
“
ˇ
ˇ
ˇ
ˇ
Bx1upbq ´ Bx1upaq
Bx1upaq ¨ Bx1upbq
ˇ
ˇ
ˇ
ˇ
ď
Lu,x1
δ2
|b´ a|,
yielding that pBx1uq
´1 is Lipschitz continuous. Since hence both pBx1uq
´1 and σ are Lipschitz
continuous and bounded we get that σ ¨ pBx1uq
´1 and σ2 ¨ pBx1uq
´2 are Lipschitz and bounded as
well. Thus, we have that all coefficients of the system (7.1) are Lipschitz continuous. Therefore
there exists a unique solution pγ,Γ,∆,Θq of (7.1) which is progressively measurable w.r.t. pFBt q.
Hence τ :“ inftr ě 0|γprq “ 1u is a stopping time w.r.t. pFBt q because γ is continuous.
Furthermore, the systems (6.3) and (7.1) just differ by notation and the driving Brownian
motion. By the principle of causality (see [KS91]) the distributions of pγ,Wγ , X
p3q
γ , Yγq from
Lemma 6.2 and pγ,Γ,∆,Θq are the same. Hence, we immediately have the bound for τ as
stated in Lemma 6.2 and also for At :“ ∆t `Θt that
Aτ “ ∆τ `Θτ “ ∆γ´1p1q `Θγ´1p1q „ X
p3q
γpγ´1p1qq
` Yγpγ´1p1qq “ X
p3q
1 ` Y1 “ gpW1q „ ν
and
At “ ∆t `Θt “ Y0 `
ż t
0
µps,∆s `Θsqds`
ż t
0
σps,∆s `Θsq dBs
“ Y0 `
ż t
0
µps,Asqds`
ż t
0
σps,AsqdBs.

What remains to do is to find sufficient conditions for the assumptions of Theorem 7.1 to
hold true. For this we use that the decoupling field u of FBSDE (1.2) is three times weakly
differentiable. To show this we extend FBSDE (1.2) by the dynamics of the gradient processes
and view this system as a extended FBSDE, for which we can show the weak differentiability of
its decoupling field.
Let a :“ max
`
}Bx1u}8, }Bx2u}8, }Bx3u}8
˘
and define the truncation operator T : R Ñ R by
T pzq :“ minpmaxpz,´aq, aq. Note that the map T is uniformly Lipschitz. Assume that g, µ, σ
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and their first derivatives are Lipschitz continuous and consider the FBSDE
Xp1qs “ x
p1q `
ż s
t
1 dWr,
Xp2qs “ x
p2q `
ż s
t
pZ
p0q
r q
2
σ2r
dr,
Xp3qs “ x
p3q `
ż s
t
µr
pZ
p0q
r q
2
σ2r
dr,
Y p0qs “ gpX
p1q
1 q ´X
p3q
1 ´
ż 1
s
Zp0qr dWr,
Y p1qs “ g
1pX
p1q
1 q `
ż 1
s
T
´
Y p1qr
¯
pZ
p0q
r q
2
σ2r
ˆ
T
´
Y p3qr
¯
ˆ
µa,r ´ 2µr
σa,r
σr
˙
´ 2T
´
Y p2qr
¯ σa,r
σr
˙
dr
`
ż 1
s
2
Z
p0q
r
σ2r
T
´´
Y p2qr
¯
` T
´
Y p3qr
¯
µr
¯
Zp1qr dr ´
ż 1
s
Zp1qr dWr
Y p2qs “ 0`
ż 1
s
´2
pZ
p0q
r q
2
σ2r
ˆ
σt,r
σr
` T
´
Y p2qr
¯ σa,r
σr
˙
´
T
´
Y p2qr
¯
` T
´
Y p3qr
¯
µr
¯
dr
`
ż 1
s
T
´
Y p3qr
¯
pZ
p0q
r q
2
σ2r
´
T
´
Y p2qr
¯
µa,r ` µt,r
¯
dr
`
ż 1
s
2
Z
p0q
r
σ2r
´
T
´
Y p2qr
¯
` T
´
Y p3qr
¯
µr
¯
Zp2qr dr ´
ż 1
s
Zp2qr dWr
Y p3qr “ ´1`
ż 1
s
´
T
´
Y p3qr
¯
` 1
¯
pZ
p0q
r q
2
σ2r
ˆ
T
´
Y p3qr
¯
µa,s ´ 2
σa,r
σr
´
T
´
Y p2qr
¯
` T
´
Y p3qr
¯
µr
¯
˙
dr
`
ż 1
s
2
Z
p0q
r
σ2r
´
T
´
Y p2qr
¯
` T
´
Y p3qr
¯
µr
¯
Zp3qr dr ´
ż 1
s
Zp3qr dWr
(7.2)
with the decoupling condition
Y p0qs “ u
p0qps,Xp1qs , X
p2q
s , X
p3q
s q,
Y p1qs “ u
p1qps,Xp1qs , X
p2q
s , X
p3q
s q,
Y p2qs “ u
p2qps,Xp1qs , X
p2q
s , X
p3q
s q,
Y p3qs “ u
p3qps,Xp1qs , X
p2q
s , X
p3q
s q,
where
µr :“ µ
´
Xp2qr , Y
p0q
r `X
p3q
r
¯
, σr :“ σ
´
Xp2qr , Y
p0q
r `X
p3q
r
¯
and
µt,r :“ Btµ
´
Xp2qr , Y
p0q
r `X
p3q
r
¯
, µa,r :“ Baµ
´
Xp2qr , Y
p0q
r `X
p3q
r
¯
,
σt,r :“ Btσ
´
Xp2qr , Y
p0q
r `X
p3q
r
¯
, σa,r :“ Baσ
´
Xp2qr , Y
p0q
r `X
p3q
r
¯
.
Lemma 7.2. Let g, µ and σ fulfill Assumption 2.1. In addition, suppose that g, µ and σ are
twice differentiable and that the second derivatives are bounded. Then, for the FBSDE (7.2),
24
we have IMmax “ r0, 1s and there exists a unique, strongly regular Markovian decoupling field
pup0q, up1q, up2q, up3qq on the whole interval r0, 1s. Furthermore,
up0q “ u, up1q “ Bx1u, u
p2q “ Bx2u and u
p3q “ Bx3u,
a.e., where u is the unique decoupling field to FBSDE (1.2). In particular, u is twice weakly differ-
entiable w.r.t. the initial value x with uniformly bounded derivatives.
Proof. It is straightforward to verify that FBSDE (7.2) satisfies (MLLC), and hence Theorem
3.6 is applicable. Let upiq, i “ 0, 1, 2, 3 be the corresponding unique weakly regular Markovian
decoupling field on IMmax. u
piq, i “ 0, 1, 2, 3, are continuous functions on IMmax ˆ R
3. In order to
show that IMmax “ r0, 1swe again need to prove that every partial derivative of u
piq for i “ 0, 1, 2, 3
is bounded independently with regard to the interval rt, 1s Ă IMmax where we consider it.
Let t P IMmax. For an arbitrary initial condition x̄ P R
3 consider the corresponding processes
Xp1q, Xp2q, Xp3q, Y p0q, Y p1q, Y p2q, Y p3q, Zp0q, Zp1q, Zp2q, Zp3q
on rt, 1s. Note that Xp1q, Xp2q, Xp3q, Y p0q, Zp0q solve FBSDE (1.2), which implies that they co-
incide with the processes Xp1q, Xp2q, Xp3q, Y, Z from (1.2) since strong regularity of Markovian
decoupling fields guarantees uniqueness. Now Y p0q “ Y implies upt1, x1q “ up0qpt1, x1q for all
t1 P rt, 1s, x1 P R3.
Note that a truncation with T does not effect any gradient process of FBSDE (1.2). Thus,
pY
p1q
s q, pY
p2q
s q, pY
p3q
s q fulfill the same dynamics resp. BSDEs as the gradient processes pu
p1q
s q,
pu
p2q
s q, pu
p3q
s q in (4.1). Therefore, we can apply the same arguments and conclude that they also
satisfy the estimates (5.2), (5.3) and (5.4) (see Theorem 5.4). In particular Y p3qs “ ´1 “ u
p3q
s
for all s P rt, 1s and therefore also Zp3qs “ 0 “ Z̃
p3q
s . Hence,
Y p2qs ´ u
p2q
s “
ż 1
s
ˆ
´
Y p2qr
¯2
´
´
up2qr
¯2
˙
pZ
p0q
r q
2
σ2r
ˆ
´2
σa,r
σr
˙
dr
`
ż 1
s
´
Y p2qr ´ u
p2q
r
¯
pZ
p0q
r q
2
σ2r
ˆ
´µa,r ` 2
σa,r
σr
µr ´ 2
σt,r
σr
˙
dr
`
ż 1
s
2Z
p0q
r
σ2r
´´
Y p2qr ´ µr
¯
Zp2qr ´
´
up2qr ´ µr
¯
Z̃p2qr
¯
dr ´
ż 1
s
´
Zp2qr ´ Z̃
p2q
r
¯
dWr
“
ż 1
s
ˆ
´
Y p2qr
¯2
´
´
up2qr
¯2
˙
pZ
p0q
r q
2
σ2r
ˆ
´2
σa,r
σr
˙
dr ´
ż 1
s
´
Zp2qr ´ Z̃
p2q
r
¯
dWr
`
ż 1
s
´
Y p2qr ´ u
p2q
r
¯
pZ
p0q
r q
2
σ2r
ˆ
´µa,r ` 2
σa,r
σr
µr ´ 2
σt,r
σr
˙
dr
`
ż 1
s
2Z
p0q
r
σ2r
´´
Y p2qr ´ u
p2q
r
¯
Zp2qr `
´
up2qr ´ µr
¯´
Zp2qr ´ Z̃
p2q
r
¯¯
dr
Since 2Z
p0q
r
σ2r
´
u
p2q
r ´ µr
¯
is bounded we have that ĂWs :“ Ws ´Wt ´
şs
t
2Z
p0q
r
σ2r
´
u
p2q
r ´ µr
¯
dr, s P
rt, 1s, is a Brownian motion under some probability measure equivalent to P. Under the new
measure the process pair pY p2qs ´u
p2q
s , Z
p2q
s ´ Z̃
p2q
s q is a solution of the following linear BSDE with
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bounded coefficients
Ŷs “
ż 1
s
Ŷr
´
Y p2qr ` u
p2q
r
¯
pZ
p0q
r q
2
σ2r
ˆ
´2
σa,r
σr
˙
dr
`
ż 1
s
Ŷr
pZ
p0q
r q
2
σ2r
ˆ
´µa,r ` 2
σa,r
σr
µr ´ 2
σt,r
σr
˙
dr
`
ż 1
s
Ŷr
2Z
p0q
r
σ2r
Zp2qr dr ´
ż 1
s
Ẑr dĂWr.
Note that p0, 0q is the unique solution of the previous BSDE. Consequently, Y p2q and up2q are
indistinguishable and Zp2q “ Z̃p2q, λb P -almost everywhere on rt, 1s ˆ Ω.
Similarly we can show that Y p1q and up1q as well as Zp1q and Z̃p1q coincide. Thus we have
Bx1u
p0qps,Xp1qs , X
p2q
s , X
p3q
s q “ Bx1ups,X
p1q
s , X
p2q
s , X
p3q
s q “ u
p1q
s “ Y
p1q
s ,
Bx2u
p0qps,Xp1qs , X
p2q
s , X
p3q
s q “ Bx2ups,X
p1q
s , X
p2q
s , X
p3q
s q “ u
p2q
s “ Y
p2q
s ,
Bx3u
p0qps,Xp1qs , X
p2q
s , X
p3q
s q “ Bx3ups,X
p1q
s , X
p2q
s , X
p3q
s q “ u
p3q
s “ Y
p3q
s
a.e. on rt, 1s.
It remains to show that IMmax “ r0, 1s. Define for x “ px1, x2, x3q
T P R3, y “ py0, y1, y2, y3qT P
R4, z “ pz0, z1, z2, z3qT P R4
X̄s :“
¨
˚
˝
X
p1q
s
X
p2q
s
X
p3q
s
˛
‹
‚
, Ȳs :“
¨
˚
˚
˚
˝
Y
p0q
s
Y
p1q
s
Y
p2q
s
Y
p3q
s
˛
‹
‹
‹
‚
, Z̄s :“
¨
˚
˚
˚
˝
Z
p0q
s
Z
p1q
s
Z
p2q
s
Z
p3q
s
˛
‹
‹
‹
‚
M̄ px, y, zq :“
¨
˚
˝
0
z20
σ2px2,y0`x3q
µ px2, y0 ` x3q
z20
σ2px2,y0`x3q
˛
‹
‚
, Σ̄ :“
¨
˝
1
0
0
˛
‚, ξ̄ pxq :“
¨
˚
˚
˝
g px1q ´ x3
g1 px1q
0
´1
˛
‹
‹
‚
and
F̄ px, y, zq
:“
¨
˚
˚
˚
˚
˝
0
y1
pz0q2
σ2px2,y0`x3q
´
Baµ px2, y0 ` x3q ´ 2µ px2, y0 ` x3q
Baσpx2,y0`x3q
σpx2,y0`x3q
` 2y2
Baσpx2,y0`x3q
σpx2,y0`x3q
¯
2 pz0q
2
σ2px2,y0`x3q
´
Btσpx2,y0`x3q
σpx2,y0`x3q
` y2
Baσpx2,y0`x3q
σpx2,y0`x3q
¯
py2 ´ µ px2, y0 ` x3qq
0
˛
‹
‹
‹
‹
‚
`
¨
˚
˚
˚
˝
0
0
pz0q2
σ2px2,y0`x3q
py2Baµ px2, y0 ` x3q ` Btµ px2, y0 ` x3qq
0
˛
‹
‹
‹
‚
`
¨
˚
˚
˚
˝
0
´ 2z0
σ2px2,y0`x3q
py2 ´ µ px2, y0 ` x3qq z1
´ 2z0
σ2px2,y0`x3q
py2 ´ µ px2, y0 ` x3qq z2
0
˛
‹
‹
‹
‚
.
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Then
X̄s “ x̄`
ż s
t
M̄
`
X̄r, Ȳr, Z̄r
˘
dr `
ż s
t
Σ̄ dWr
and
Ȳs “ ξ̄
`
X̄1
˘
´
ż 1
s
F̄
`
X̄r, Ȳr, Z̄r
˘
dr ´
ż 1
s
Z̄r dWr.
By setting
Ūs :“ Bx
¨
˚
˚
˝
up0q
up1q
up2q
up3q
˛
‹
‹
‚
`
s, X̄s
˘
“
¨
˚
˚
˝
up1q up2q up3q
Bx1u
p1q Bx2u
p1q Bx3u
p1q
Bx1u
p2q Bx2u
p2q Bx3u
p2q
Bx1u
p3q Bx2u
p3q Bx3u
p3q
˛
‹
‹
‚
`
s, X̄s
˘
we get
BxȲs “ Ūs ¨ BxX̄s.
Since pBxX̄sq´1 is a multidimensional Itô process on rt, 1s (see Lemma 4.1 and its proof) we get
that Ūs “ BxȲs ¨ pBxX̄sq´1 is also an Itô process and hence there exist pbsq and pẐsq such that
Ūs “ Ū1 ´
ż 1
s
br dr ´
ż 1
s
Ẑr dWr.
For the following we also introduce for an Itô process Is “ I0 ´
şs
0 ir dr ´
şs
0 jr dWr the two
operators Dt and Dw via pDt Iqs :“ is and pDw Iqs :“ js. Using this notation we have
BxZ̄s “ D
w BxȲs
“ Dw
`
Ūs ¨ BxX̄s
˘
“ Ūs ¨D
w BxX̄s `D
w Ūs ¨ BxX̄s
“ Ẑs ¨ BxX̄s,
Bx
“
F̄
`
X̄s, Ȳs, Z̄s
˘‰
“ Dt BxȲs
“ Dt
`
Ūs ¨ BxX̄s
˘
“ Ūs ¨D
t BxX̄s `D
t Ūs ¨ BxX̄s `D
w Ūs ¨D
w BxX̄s
“ Ūs ¨ Bx
“
M̄
`
X̄s, Ȳs, Z̄s
˘‰
` bs ¨ BxX̄s,
where we can further specify
Bx
“
M̄
`
X̄s, Ȳs, Z̄s
˘‰
“ BxM̄
`
X̄s, Ȳs, Z̄s
˘
BxX̄s ` ByM̄
`
X̄s, Ȳs, Z̄s
˘
BxȲs ` BzM̄
`
X̄s, Ȳs, Z̄s
˘
BxZ̄s
“ BxM̄
`
X̄s, Ȳs, Z̄s
˘
BxX̄s ` ByM̄
`
X̄s, Ȳs, Z̄s
˘
ŪsBxX̄s ` BzM̄
`
X̄s, Ȳs, Z̄s
˘
ẐsBxX̄s
and likewise
Bx
“
F̄
`
X̄s, Ȳs, Z̄s
˘‰
“ BxF̄
`
X̄s, Ȳs, Z̄s
˘
BxX̄s ` ByF̄
`
X̄s, Ȳs, Z̄s
˘
ŪsBxX̄s ` BzF̄
`
X̄s, Ȳs, Z̄s
˘
ẐsBxX̄s.
Thus we get
Ẑs “ BxZ̄s ¨
`
BxX̄s
˘´1
and
bs “ BxF̄
`
X̄s, Ȳs, Z̄s
˘
` ByF̄
`
X̄s, Ȳs, Z̄s
˘
Ūs ` BzF̄
`
X̄s, Ȳs, Z̄s
˘
Ẑs (7.3)
` Ūs
”
BxM̄
`
X̄s, Ȳs, Z̄s
˘
` ByM̄
`
X̄s, Ȳs, Z̄s
˘
Ūs ` BzM̄
`
X̄s, Ȳs, Z̄s
˘
Ẑs
ı
,
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where the derivatives of M̄ and F̄ are bounded due to the assumptions made. Therefore, we see
that the dynamics of Ū are linear with exception to the quadratic terms ŪsByM̄pX̄s, Ȳs, Z̄sqŪs
and BzM̄
`
X̄s, Ȳs, Z̄s
˘
Ẑs. However, we claim that we can reduce the dynamics of Ū to a linear
BSDE.
It is straightforward to see that
ByM̄pX̄s, Ȳs, Z̄sq “
¨
˚
˚
˝
0 0 0 0
´2 pZ
p0q
s q
2
σ2s
σa,s
σs
0 0 0
pZ
p0q
s q
2
σ2s
µa,s ´ 2
pZ
p0q
s q
2
σ2s
σa,s
σs
µs 0 0 0
˛
‹
‹
‚
.
Note that α :“ ´2 pZ
p0q
s q
2
σ2s
σa,s
σs
and β :“ pZ
p0q
s q
2
σ2s
µa,s ´ 2
pZ
p0q
s q
2
σ2s
σa,s
σs
µs are both uniformly bounded,
and we have
ByM̄
`
X̄s, Ȳs, Z̄s
˘
Ūs “
¨
˚
˝
0 0 0
α ¨ u
p1q
s α ¨ u
p2q
s α ¨ u
p3q
s
β ¨ u
p1q
s β ¨ u
p2q
s β ¨ u
p3q
s
˛
‹
‚
,
which is bounded independently of rt, 1s (cf. in Theorem 5.4).
Moreover, note that
BzM̄
`
X̄s, Ȳs, Z̄s
˘
“
¨
˚
˚
˝
0 0 0 0
2Z
p0q
s
σ2s
0 0 0
µs
2Z
p0q
s
σ2s
0 0 0
˛
‹
‹
‚
only depends on the solution components pXp2q, Xp3q, Y p0q, Zp0qq. Hence, together with the
estimates of Theorem 5.4, we conclude that BxM̄pX̄s, Ȳs, Z̄sq is bounded. Since Ū is bounded on
rt, 1s, the term ŪsBzM̄
`
X̄s, Ȳs, Z̄s
˘
Ẑs in Equation (7.3) can be shifted, via a Girsanov measure
change, into the Brownian motion W . Similary, the term BzF̄
`
X̄s, Ȳs, Z̄s
˘
Ẑs in Equation (7.3)
can be shifted into W . To sum up, there exists a Brownian motion Ŵ under an equivalent
probability measure such that pŪ , Ẑq solves the BSDE on rt, 1s driven by Ŵ with linear driver
fps, y, zq “ BxF̄
`
X̄s, Ȳs, Z̄s
˘
` ByF̄
`
X̄s, Ȳs, Z̄s
˘
y ` y
“
BxM̄
`
X̄s, Ȳs, Z̄s
˘
` ByM̄
`
X̄s, Ȳs, Z̄s
˘
Ūs
‰
and terminal condition ∇ξ̄pX̄1q. Observe that the terminal condition and all coefficients are
bounded by some constant independent of t and x. Therefore, also Ū is bounded independently
of t and x. By Lemma 3.7 this yields that IMmax “ r0, 1s. 
Remark 7.3. The second and third derivatives do not have to be bounded. It would suffice if the
second and third derivatives of µ divided by σ2 and the second and third derivatives of σ divided by
σ are bounded.
Lemma 7.4. Let g, µ and σ fulfill Assumption 2.1 and their second and third derivatives be
bounded. Then the decoupling field u of FBSDE (1.2) is three times weakly differentiable w.r.t.
to the initial condition x P R3 with uniformly bounded derivatives.
Proof. This proof is completely analogous the proof of Lemma 7.2. Therefore, we only give a
sketch.
Extend the system (7.2) by the dynamics of Ȳ pijq :“ upijq :“ Bxju
piq for all i, j P t1, 2, 3u as
obtained in the proof of Lemma 7.2 and by the corresponding entries in the decoupling field.
Then argue analogously to the proof of Lemma 7.2 that for every i P t0, 1, 2, 3u the upiq of FBSDE
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(7.2) coincides with the upiq of the extended system. Redefine, if necessary, the vectors X̄, Ȳ ,Z̄
and the functions M̄ , Σ̄, ξ̄, F̄ such that for the extended system we have
X̄s “ x`
ż s
t
M̄
`
X̄r, Ȳr, Z̄r
˘
dr `
ż s
t
Σ̄ dWr
and
Ȳs “ ξ̄
`
X̄1
˘
´
ż 1
s
F̄
`
X̄r, Ȳr, Z̄r
˘
dr ´
ż 1
s
Z̄r dWr.
Also define Ūs as the partial derivatives of the decoupling field ups, X̄sq of the extended system
for all s P rt, 1s. Again there exist pbsq and pẐsq such that
Ūs “ Ū1 ´
ż 1
s
br dr ´
ż 1
s
Ẑr dWr.
By the same calculation as in the proof of Lemma 7.2 we obtain that
Ẑs “ BxZ̄s ¨
`
BxX̄s
˘´1
and
bs “ BxF̄
`
X̄s, Ȳs, Z̄s
˘
` ByF̄
`
X̄s, Ȳs, Z̄s
˘
Ūs ` BzF̄
`
X̄s, Ȳs, Z̄s
˘
Ẑs
` Ūs
”
BxM̄
`
X̄s, Ȳs, Z̄s
˘
` ByM̄
`
X̄s, Ȳs, Z̄s
˘
Ūs ` BzM̄
`
X̄s, Ȳs, Z̄s
˘
Ẑs
ı
.
Analogous to the proof above, BxF̄ , ByF̄ , BzF̄ , BxM̄ , ByM̄ and BzM̄ are bounded while addition-
ally ByM̄ only has entries in the first column which allows us to conclude that ByM̄pX̄s, Ȳs, Z̄sqŪs
is bounded. Furthermore every coefficient in front of Ẑ is bounded on every Interval rt, 1s Ă IMmax
and can therefore be transformed away with Girsanov’s Theorem. Hence we have linear dynam-
ics for Ū with bounded coefficients which yields that it is bounded independently of the interval
rt, 1s, giving IMmax “ r0, 1s. 
Lemma 7.5. Let g, µ and σ fulfill Assumption 2.1, their first and second derivatives be bounded
and g1 ě δ ą 0. Then the weak derivative Bx1u of the decoupling field u from the FBSDE (1.2)
fulfills
›
›
›
›
1
Bx1u
›
›
›
›
8
ď
›
›
›
›
1
g1
›
›
›
›
8
` }Bx1u}8
ˆ
›
›
›
›
Baµ
σ2
›
›
›
›
8
` 2
›
›
›
µ
σ2
›
›
›
8
›
›
›
›
Baσ
σ
›
›
›
›
8
`
2
ε2
}Bx2u}8
›
›
›
›
Baσ
σ
›
›
›
›
8
˙
(7.4)
and in particular Bx1u is bounded away from 0.
Proof. By Lemma 7.2 the decoupling field of the FBSDE (1.2) exists on the whole interval r0, 1s
and is twice weakly differentiable. In particular Bx1u is continuous (see e.g. Theorem 4.2.17
in [Fro15]), and hence we can apply Lemma 5.1 yielding Zp0qr “ Bx1u
´
r,X
p1q
r , X
p2q
r , X
p3q
r
¯
for
all r P r0, 1s. Also using Lemma 5.3 we know that up1q is bounded by some constant for every
starting time t P IMmax “ r0, 1s and every initial value x P R
3.
Now we set Vr :“ 1
Bx1u
´
r,X
p1q
r ,X
p2q
r ,X
p3q
r
¯ for all r P pt0, 1s where t0 :“ inftt ě 0|Bx1upt, xq “
0 for at least one x P R3u with the convention that infH “ 0. We immediately get that 1Vr ď
}Bx1u}8 ă 8 and the dynamics
Vs “
1
g1pX
p1q
1 q
´
ż 1
s
˜
V 3r
´
Zp1qr
¯2
´
1
Vr
µa,r ´ 2µr
σa,r
σr
` 2u
p2q
r
σa,r
σr
σ2r
¸
dr ´
ż 1
s
´Zp1qr V
2
r d
ĂWr
“
1
g1pX
p1q
1 q
´
ż 1
s
1
Vr
˜
´
Ẑr
¯2
´
µa,r ´ 2µr
σa,r
σr
` 2u
p2q
r
σa,r
σr
σ2r
¸
dr ´
ż 1
s
Ẑr dĂWr,
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where up2qr :“ Bx2u
´
r,X
p1q
r , X
p2q
r , X
p3q
r
¯
, Ẑr :“ ´Z
p1q
r
V 2r
and W̃ is defined as in the proof of Lemma
7.2.
Using that 1Vs ď }Bx1u}8 we can apply Corollary 2.2 of [Kob00] to obtain
}V }8 ď
›
›
›
›
1
g1
›
›
›
›
8
` }Bx1u}8
ˆ
›
›
›
›
Baµ
σ2
›
›
›
›
8
` 2
›
›
›
µ
σ2
›
›
›
8
›
›
›
›
Baσ
σ
›
›
›
›
8
`
2
ε2
}Bx2u}8
›
›
›
›
Baσ
σ
›
›
›
›
8
˙
ă 8
because Bx1u and Bx2u are bounded by Theorem 5.4. Since this bound is independent of s we
also get that
Bx1u
´
s,Xp1qs , X
p2q
s , X
p3q
s
¯
“
1
Vs
ě
1
}V }8
ą 0
for all s where V is defined. Because, as stated above, Bx1u is continuous, we get that t0 “ 0
and that hence Equation (7.4) holds true. 
Lemma 7.6. Let g, µ and σ fulfill Assumption 2.1 and their second derivatives be bounded. Then
for the problem (7.2) it holds for all s P r0, 1s almost surely that
|Zp1qs | ď }Bx1u
p1q}8 ă 8.
Proof. Note that this proof runs on similar lines as the proof of Lemma 5.1.
Remember that Lemma 7.2 yields that for problem (7.2) there exists a unique solution on
the whole interval r0, 1s for every initial condition in R3. Observe that with Itô’s formula we get
for h ą 0 and s, s` h P r0, 1s
1
h
E
”
Y
p1q
s`hpWs`h ´Wsq
ˇ
ˇ
ˇ
Fs
ı
“
1
h
E
„
ż s`h
s
Y p1qr dWr `
ż s`h
s
pWr ´Wsq dY
p1q
r `
ż s`h
s
1 ¨ Zp1qr dr
ˇ
ˇ
ˇ
ˇ
Fs

“
1
h
E
„
ż s`h
s
Zp1qr dr `
ż s`h
s
Y p1qr dWr `
ż s`h
s
pWr ´WsqZ
p1q
r dWr
`
ż s`h
s
pWr ´Wsq
˜
´
pZ
p0q
r q
2
σ2r
Y p1qr
ˆ
Y p3qr
ˆ
µa,r ´ 2µr
σa,r
σr
˙
´ 2Y p2qr
σa,r
σr
˙
¸
dr
`
ż s`h
s
pWr ´Wsq
˜
´
2Z
p0q
r
σ2r
´
Y p2qr ` Y
p3q
r µr
¯
Zp1qr
¸
dr
ˇ
ˇ
ˇ
ˇ
ˇ
Fs
ff
ÑZp1qs a.s. as hÑ 0.
On the other hand we get by using the decoupling condition that
Y
p1q
s`hpWs`h ´Wsq
“up1q
´
s` h,X
p1q
s`h, X
p2q
s`h, X
p3q
s`h
¯
pWs`h ´Wsq
“up1q
´
s` h,X
p1q
s`h, X
p2q
s , X
p3q
s
¯
pWs`h ´Wsq (7.5)
`
´
up1q
´
s` h,X
p1q
s`h, X
p2q
s`h, X
p3q
s
¯
´ up1q
´
s` h,X
p1q
s`h, X
p2q
s , X
p3q
s
¯¯
pWs`h ´Wsq
`
´
up1q
´
s` h,X
p1q
s`h, X
p2q
s`h, X
p3q
s`h
¯
´ up1q
´
s` h,X
p1q
s`h, X
p2q
s`h, X
p3q
s
¯¯
pWs`h ´Wsq.
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At first let us take a look at the third summand at the right hand side of (7.5). Since up1q is
Lipschitz continuous in its fourth argument with some constant Lt
up1q,x3
and since furthermore
X
p3q
s`h “ X
p3q
s `
ż s`h
s
µr
pZ
p0q
r q
2
σ2r
dr
we can estimate
1
h
ˇ
ˇ
ˇ
E
”´
up1q
´
s` h,X
p1q
s`h, X
p2q
s`h, X
p3q
s`h
¯
´ up1q
´
s` h,X
p1q
s`h, X
p2q
s`h, X
p3q
s
¯¯
pWs`h ´Wsq
ˇ
ˇ
ˇ
Fs
ıˇ
ˇ
ˇ
ď
1
h
E
«
Ltup1q,x3
ˇ
ˇ
ˇ
ˇ
ˇ
ż s`h
s
µr
pZ
p0q
r q
2
σ2r
dr
ˇ
ˇ
ˇ
ˇ
ˇ
|Ws`h ´Ws|
ˇ
ˇ
ˇ
ˇ
ˇ
Fs
ff
ď
1
h
Ltup1q,x3h
›
›
›
µ
σ2
›
›
›
8
}Zp0q}28E r |Ws`h ´Ws||Fss ,
which clearly goes to 0 as hÑ 0 because µ
σ2
and Zp0q are bounded by Theorem 5.4. Analogously
we get, with Lt
up1q,x2
being the Lipschitz constant of up1q in the third argument, that
1
h
ˇ
ˇ
ˇ
E
”´
up1q
´
s` h,X
p1q
s`h, X
p2q
s`h, X
p3q
s
¯
´ up1q
´
s` h,X
p1q
s`h, X
p2q
s , X
p3q
s
¯¯
pWs`h ´Wsq
ˇ
ˇ
ˇ
Fs
ıˇ
ˇ
ˇ
ď
1
h
Ltup1q,x2h}Z
p0q}28ε
´2E r |Ws`h ´Ws||Fss
Ñ 0 a.s. for hÑ 0.
Now consider the remaining first term on the right hand side of Equation (7.5). Using
integration by parts we obtain
E
”
up1q
´
s` h,X
p1q
s`h, X
p2q
s , X
p3q
s
¯
pWs`h ´Wsq
ˇ
ˇ
ˇ
Fs
ı
“
ż
R
up1q
´
s` h,Xp1qs ` z
?
h,Xp2qs , X
p3q
s
¯
z
?
h
1
?
2π
e´
1
2
z2 dz
“
ż
R
Bx1u
p1q
´
s` h,Xp1qs ` z
?
h,Xp2qs , X
p3q
s
¯
h
1
?
2π
e´
1
2
z2 dz.
Since Bx1u
p1q is bounded as proved in Lemma 7.2 we have
ˇ
ˇ
ˇ
ˇ
1
h
E
”
up1q
´
s` h,X
p1q
s`h, X
p2q
s , X
p3q
s
¯
pWs`h ´Wsq
ˇ
ˇ
ˇ
Fs
ı
ˇ
ˇ
ˇ
ˇ
“
ˇ
ˇ
ˇ
ˇ
ż
R
Bx1u
p1q
´
s` h,Xp1qs ` z
?
h,Xp2qs , X
p3q
s
¯ 1
?
2π
e´
1
2
z2 dz
ˇ
ˇ
ˇ
ˇ
ď }Bx1u
p1q}8.
Putting the derived estimates together we get
ˇ
ˇ
ˇ
Zp1qs
ˇ
ˇ
ˇ
“
ˇ
ˇ
ˇ
ˇ
lim
hŒ0
1
h
E
”
Y
p1q
s`hpWs`h ´Wsq
ˇ
ˇ
ˇ
Fs
ı
ˇ
ˇ
ˇ
ˇ
ď
›
›
›
Bx1u
p1q
›
›
›
8
.
By Lemma 7.2, }Bx1u
p1q}8 ă 8, which further implies the result. 
Proposition 7.7. Let g, µ and σ fulfill Assumption 2.1, let their first, second and third derivatives
as well as σ and 1g1 be bounded. Then the requirements of Theorem 7.1 are fulfilled.
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Proof. Remember that the derivative Bx1u of the decoupling field of FBSDE (1.2) equals u
p1q
of the decoupling field of FBSDE (7.2) by Lemma 7.2 and which, by Lemma 7.5, is bounded
from below by a δ ą 0. Hence, it only remains to show that Bx1u which equals u
p1q is Lipschitz
continuous. Since we already know that the derivatives w.r.t. the space variables are bounded
(by Lemma 7.2) we only need to prove that up1q is Lipschitz continuous in the time variable.
Consider FBSDE (7.2) for a starting time t P r0, 1q on the interval rt, 1s with initial condition
`
X
p1q
t , X
p2q
t , X
p3q
t
˘
“ pxp1q, xp2q, xp3qq “ x P R3. Let s P pt, 1s. Using the triangle inequality several
times gives
ˇ
ˇ
ˇ
up1qps, xq ´ up1qpt, xq
ˇ
ˇ
ˇ
ď
ˇ
ˇ
ˇ
up1qps, xq ´ E
”
up1q
´
s,Xp1qs , x
p2q, xp3q
¯ıˇ
ˇ
ˇ
`
ˇ
ˇ
ˇ
E
”
up1q
´
s,Xp1qs , x
p2q, xp3q
¯ı
´ E
”
up1q
´
s,Xp1qs , X
p2q
s , x
p3q
¯ıˇ
ˇ
ˇ
`
ˇ
ˇ
ˇ
E
”
up1q
´
s,Xp1qs , X
p2q
s , x
p3q
¯ı
´ E
”
up1q
´
s,Xp1qs , X
p2q
s , X
p3q
s
¯ıˇ
ˇ
ˇ
`
ˇ
ˇ
ˇ
E
”
up1q
´
s,Xp1qs , X
p2q
s , X
p3q
s
¯
´ up1q
´
t,X
p1q
t , X
p2q
t , X
p3q
t
¯ıˇ
ˇ
ˇ
.
We take a closer look at every summand on the right hand side starting with the first one. By
defining
ϕpzq :“ up1qps, xp1q, xp2q, xp3qq ´ up1qps, xp1q ` z, xp2q, xp3qq
we see that the first summand equals |ErϕpWs ´Wtqs|. Furthermore, ϕp0q “ 0 and by Lemma
7.4, ϕ is two times weakly differentiable with derivatives bounded by some constant LBxup1q ă 8.
Hence, the inequality
ˇ
ˇ
ˇ
ş
R
ϕpa ¨ zq 1?
2π
e´
1
2
z2 dz
ˇ
ˇ
ˇ
ď 12a
2}ϕ2}8 holds true (see e.g. Lemma 4.3.11 in
[Fro15]). Therefore,
ˇ
ˇ
ˇ
up1qps, xq ´ E
”
up1q
´
s,Xp1qs , x
p2q, xp3q
¯ıˇ
ˇ
ˇ
“ |E rϕpWs ´Wtqs| ď
ps´ tq
2
¨ LBxup1q .
For the second summand we use the Lipschitz constant of up1q denoted by Lup1q to get
ˇ
ˇ
ˇ
E
”
up1q
´
s,Xp1qs , x
p2q, xp3q
¯
´ up1q
´
s,Xp1qs , X
p2q
s , x
p3q
¯ıˇ
ˇ
ˇ
ďLup1qE
ˇ
ˇ
ˇ
Xp2qs ´ x
p2q
ˇ
ˇ
ˇ
“Lup1qE
ˇ
ˇ
ˇ
ˇ
ˇ
ż s
t
pZ
p0q
r q
2
σ2r
dr
ˇ
ˇ
ˇ
ˇ
ˇ
ďLup1q}u
p1q}28ε
´2ps´ tq
since |Zp0q| ď }up1q}8 ă 8 by Theorem 5.4.
The third summand can be estimated similarly by
ˇ
ˇ
ˇ
E
”
up1q
´
s,Xp1qs , X
p2q
s , x
p3q
¯
´ up1q
´
s,Xp1qs , X
p2q
s , X
p3q
s
¯ıˇ
ˇ
ˇ
ď Lup1qE
ˇ
ˇ
ˇ
ˇ
ˇ
ż s
t
µr
pZ
p0q
r q
2
σ2r
dr
ˇ
ˇ
ˇ
ˇ
ˇ
ď Lup1q
›
›
›
µ
σ2
›
›
›
8
}up1q}28ps´ tq.
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For the last summand we use the decoupling condition and Y p3q¨ “ ´1 to obtain
ˇ
ˇ
ˇ
E
”
up1q
´
s,Xp1qs , X
p2q
s , X
p3q
s
¯
´ up1q
´
t,X
p1q
t , X
p2q
t , X
p3q
t
¯ıˇ
ˇ
ˇ
ď
ˇ
ˇ
ˇ
E
”
Y p1qs ´ Y
p1q
t
ıˇ
ˇ
ˇ
“
ˇ
ˇ
ˇ
ˇ
ˇ
E
«
ż s
t
Y p1qr
pZ
p0q
r q
2
σ2r
ˆ
µa,r ´ 2µr
σa,r
σr
` 2Y p2qr
σa,r
σr
˙
´
2Z
p0q
r
σ2r
´
Y p2qr ´ µr
¯
Zp1qr dr
ffˇ
ˇ
ˇ
ˇ
ˇ
ď
„
}up1q}38
ˆ
›
›
›
›
Baµ
σ2
›
›
›
›
8
` 2
›
›
›
µ
σ2
›
›
›
8
›
›
›
›
Baσ
σ
›
›
›
›
8
`
2
ε2
}up2q}8
›
›
›
›
Baσ
σ
›
›
›
›
8
˙
`2}up1q}8
´
ε´2}up2q}8 `
›
›
›
µ
σ2
}8
¯
}Bx1u
p1q}8
ı
ps´ tq
where we applied Theorem 5.4 and Lemma 7.6. Thus, the last summand is Lipschitz continuous
by Theorem 5.4 and Lemma 7.2, too.
Putting all estimates together we arrive at |up1qps, xq ´ up1qpr, xq| ď Lps ´ tq for some finite
constant L which is independent of s and t. Hence up1q is Lipschitz continuous in the time
variable.

Observe that Proposition 7.7 and Theorem 7.1 imply Theorem 2.4.
8 Numerics
We now illustrate numerically an example of an embedding using the methodology developed.
This is done by numerically approximating the solution of the FBSDE
Ws “
ż s
0
σpX
p2q
r , Yr `X
p3q
r q
Zr
dB
X
p2q
r
Xp2qs “
ż s
0
Z2r
σ2pX
p2q
r , Yr `X
p3q
r q
dr (8.1)
Xp3qs “
ż s
0
µpXp2qr , Yr `X
p3q
r q
Z2r
σ2pX
p2q
r , Yr `X
p3q
r q
dr
Ys “gpW1q ´X
p3q
1 ´
ż 1
s
Zr dWr.
To the best of our knowledge no literature exists able to deal directly with approximations of
(8.1) and hence, inspired by known literature, we propose a numerical scheme whose rigor-
ous study is left for future research. FBSDE (8.1) is a fully coupled quadratic growth FBSDE
which we deal with as follows: from [IDRZ10] we inject the theoretical a priori hard bounds in
the coefficients, reducing FBSDE (8.1) to a uniformly Lipschitz fully-coupled one, then apply a
decoupling technique based on Picard iterations [BZ08] to reduce the problem to the iterative
simulation of uniformly Lipschitz fully-decoupled FBSDE. The final approximation step is car-
ried out using a classic explicit Euler scheme discretization [BZ08] while the approximation of
the conditional expectations is done via projection over basis functions [GLW05]. The final out-
come is the approximation of the embedding stopping time and the verification that the stopped
process does embed the target distribution.
From a mathematical point of view, the only step of the described numerical approximation
that cannot be fully justified is the convergence of the Picard iteration step. The results of [BZ08]
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do not apply if the diffusion coefficient σ depends on Z. We stress, however, that for some special
cases the algorithm outlined below can be shown to converge, e.g. in the homogeneous case (see
Remark 8.5 below).
8.1 The problem, its conditions and the hard bounds
At first we show that FBSDE (8.1) has a unique solution from which we can construct a strong
solution of the SEP.
Proposition 8.1. Let the assumptions of Theorem 7.1 or Proposition 7.7 be satisfied. Denote by
u the decoupling field of FBSDE (1.2). Let B be an arbitrary Brownian motion and denote by
pFBq “ pFBs qsPr0,8q the augmented filtration generated by B. Then there exist unique square-
integrable processes pW,Xp2q, Xp3q, Y q solving the FBSDE (8.1). Moreover, τ :“ Xp2q1 is an pFBt q-
stopping time bounded as in (2.2), W is a Brownian motion on r0, 1s and the pair pτ, Y0q is a strong
solution of the SEP.
Proof. Remember that by Theorem 7.1 the SDE (7.1) has a unique solution pγ,Γ,∆,Θq. We
introduce the time change γ´1ptq “ inftr ě 0 : γprq ě tu for t P r0, 1s. Observe that γ´1 has the
dynamics
γ´1ptq “
ż t
0
`
Bx1ups,Γγ´1psq, γ
´1psq,∆γ´1psqq
˘2
σ2pγ´1psq,Θγ´1psq `∆γ´1psqq
ds.
By setting Zs :“ Bx1ups,Γγ´1psq, γ
´1psq,∆γ´1psqq for s P r0, 1s, replacing the dynamics of γ by the
dynamics of γ´1 and applying the time change γ´1 to all other processes, we can rewrite the
system (7.1) as
γ´1ptq “
ż t
0
pZsq
2
σ2pγ´1psq,Θγ´1psq `∆γ´1psqq
ds
Γγ´1ptq “
ż t
0
σpγ´1psq,Θγ´1psq `∆γ´1psqq
Zs
dBγ´1psq
∆γ´1ptq “
ż t
0
µpγ´1psq,Θγ´1psq `∆γ´1psqq
pZsq
2
σ2pγ´1psq,Θγ´1psq `∆γ´1psqq
ds
Θγ´1ptq “ Y0 `
ż t
0
Zs dΓγ´1psq
for all t P r0, 1s. Here it is straightforward to see that with γ´1ptq “ Xp2qt , Γγ´1ptq “ Wt,
∆γ´1ptq “ X
p3q
t and Θγ´1ptq “ Yt we exactly have the system (8.1). Thus the system (8.1) has a
solution pW,Xp2q, Xp3q, Y, Zq which fulfills that τ :“ Xp2q1 “ γ
´1p1q “ inftr ě 0|γprq “ 1u is a
stopping time with regard to pFBt q bounded as in (2.2) and that Aτ „ ν.
It remains to show the uniqueness of this solution. Now take an arbitrary square integrable
solution pW,Xp2q, Xp3q, Y, Zq of (8.1). Define the time change
γ̄ptq :“
#
infts ě 0 : X
p2q
s ě tu, t ď X
p2q
1
1, t ą X
p2q
1
and observe that by
xW,W yt “
ż X
p2q
t
0
σ2
´
r, Yγ̄prq `X
p3q
γ̄prq
¯
Z2γ̄prq
dr “
ż t
0
σ2
´
X
p2q
r , Yr `X
p3q
r
¯
Z2r
dXp2qr “
ż t
0
1 dr “ t
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W is a Brownian motion on r0, 1s. Thus the processes pW,Xp2q, Xp3q, Y, Zq solve FBSDE (1.2)
for the initial value 0. Due to Theorem 3.6 and Lemma 3.7 this solution of FBSDE (1.2) is
unique. 
Remark 8.2. If one is only interested in a weak solution, then only FBSDE (1.2) needs to be
solved, where W is given, and the Brownian motion B can be calculated afterwards, as described
in Theorem 6.1. Aside from simplifying the system that needs to be simulated, this also has the
advantage of being valid for more general coefficients µ and σ (compare the assumptions of Theorem
2.2 and Theorem 2.4).
By the combination of Lemma 7.5, Lemma 5.1 and Theorem 5.4 we have for Z the λ ˆ P
a.s. bounds 0 ă qZ ď Z ď pZ ă 8, which are
pZ “
ˆ
1
}g1}28
` 2 min
"
0, inf
pθ,xqPR`ˆR
ˆ
σ ¨ Baµ´ 2Baσ ¨ µ
σ3
˙
pθ, xq
*˙´ 1
2
and
qZ “
ˆ›
›
›
›
1
g1
›
›
›
›
8
` qZ
ˆ›
›
›
›
Baµ
σ2
›
›
›
›
8
` 2
›
›
›
µ
σ2
›
›
›
8
›
›
›
›
Baσ
σ
›
›
›
›
8
`
2
ε2
}Bx2u}8
›
›
›
›
Baσ
σ
›
›
›
›
8
˙˙´1
with
}Bx2u}8 ď exp
„
pZ2
ˆ›
›
›
›
Baµ
σ2
›
›
›
›
8
` 2
ˆ›
›
›
›
Baσ
σ
›
›
›
›
8
›
›
›
µ
σ2
›
›
›
8
`
1
ε2
›
›
›
›
Btσ
σ
›
›
›
›
8
˙˙
¨ pZ2
ˆ
2
›
›
›
›
Btσ
σ
›
›
›
›
8
›
›
›
µ
σ2
›
›
›
8
`
›
›
›
›
Btµ
σ2
›
›
›
›
8
˙
.
Therefore, we have that
qZ2
}σ}28
ď
Z2s
σ2pX
p2q
s , Ys `X
p3q
s q
ď
pZ2
ε2
, λˆP a.s.
and in particular
qZ2
}σ}28
ď τ “ X
p2q
1 ď
pZ2
ε2
a.s. (8.2)
Example 8.3 (Embedding a Normal distribution into a Brownian motion with drift). For µ ”
m P R, σ ” 1 and ν “ N p0, α2q for α ą 0 we know that τ “ α2 and A0 “ ´m ¨ α2 solves the
SEP. In this case we have that gpxq “ αx and the above bounds for Z become the explicit values
α ď Z ď α and the system (8.1) simplifies to
Ws “
ż s
0
1
α
dB
X
p2q
r
, Xp2qs “
ż s
0
α2dr, Xp3qs “
ż s
0
m ¨ α2dr,
Ys “αW1 ´X
p3q
1 ´
´
B
X
p2q
1
´B
X
p2q
s
¯
giving that τ “ Xp2q1 “ α
2 a.s. which equals the above mentioned stopping time. We immediately
find the correct value for A0 since
A0 “ Y0 “ E rY1|F0s “ E
„
αW1 ´
ż 1
0
mα2 dr ´B
X
p2q
1
`B
X
p2q
0
ˇ
ˇ
ˇ
ˇ
F0

“ ´mα2.
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Example 8.4. Again let ν “ N p0, α2q for α ą 0. Furthermore, set
σpt, aq “ pσ1 `
pσ2
1` e´t
`
pσ3
1` e´a
and µpt, aq “ pµ1 `
pµ2
1` e´t
`
pµ3
1` e´a
for the vectors pσ, pµ P R3 containing parameters such that
ε :“ pσ1 `minp0, p
σ
2 q `minp0, p
σ
3 q ą 0,
2pσ2p
σ
3p
µ
1 ´ p
σ
1p
µ
2 `minp0, p
σ
2p
σ
3p
µ
2 q `minp0, 2p
σ
2p
σ
3p
µ
3 ´ pp
σ
3 q
2pµ2 q ą 0
and
1
α2
`
pσ1p
µ
3 ´ 2p
σ
3p
µ
1 `minp0, p
σ
2p
µ
3 ´ 2p
σ
3p
µ
2 q ´maxp0, p
σ
3p
µ
3 q
2ε3
ą 0.
Then observe that all conditions of Proposition 7.7 and therefore also of Proposition 8.1 are fulfilled,
pZ ď
ˆ
1
α2
`
pσ1p
µ
3 ´ 2p
σ
3p
µ
1 `minp0, p
σ
2p
µ
3 ´ 2p
σ
3p
µ
2 q ´maxp0, p
σ
3p
µ
3 q
2ε3
˙´ 1
2
ă 8
and also qZ can be directly obtained since
}σ}8 “ p
σ
1 `maxp0, p
σ
2 q `maxp0, p
σ
3 q,
}µ}8 “ max pp
µ
1 `maxp0, p
µ
2 q `maxp0, p
µ
3 q,´p
µ
1 ´minp0, p
µ
2 q ´minp0, p
µ
3 qq ,
}Baσ}8 “ |p
σ
3 |, }Btσ}8 “ |p
σ
2 |, }Baµ}8 “ |p
µ
3 |, }Btµ}8 “ |p
µ
2 |.
8.2 Iterative procedure
To numerically approximate (8.1) we first embed the hard bounds for Z, as found above, in the
system, then create a Picard-type approximative sequence converging to (8.1) and numerically
approximate the terms of said sequence. Since we have a coupled system of FBSDEs with a
truncated quadratic growth component, we combine [IDRZ10] and [BZ08].
Since Xp2q is increasing and
X
p2q
1 ď ε
´2
ˆ
1
}g1}28
` 2 min
"
0, inf
pθ,xqPR`ˆR
ˆ
σ ¨ Baµ´ 2Baσ ¨ µ
σ3
˙
pθ, xq
*˙´1
a.s. as stated in Equation (8.2), we only need a trajectory of B untill this point.
Furthermore, choose any starting value for Z between the lower and upper bounds qZ, pZ
respectively. Here we set the starting value Zp0q “ }g1}8 since qZ ď } 1g1 }
´1
8 ď }g
1}8 ď pZ.
Moreover, we define a truncation operator to incorporate the hard bounds for Z, namely, let
T : RÑ R such that given qZ, pZ, we define T pzq :“ minpmaxpz, qZq, pZq. The map T is uniformly
Lipschitz.
For the other starting conditions we choose Y p0q “ Xp2q,p0q “ Xp3q,p0q “ 0. Then we do the
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following iterations for k P N0:
Xp2q,pk`1qs “
ż s
0
´
T
`
Z
pkq
r
˘
¯2
σ2
´
X
p2q,pk`1q
r , Y
pkq
r `X
p3q,pk`1q
r
¯ dr
Xp3q,pk`1qs “
ż s
0
µ
´
Xp2q,pk`1qr , Y
pkq
r `X
p3q,pk`1q
r
¯
´
T
`
Z
pkq
r
˘
¯2
σ2
´
X
p2q,pk`1q
r , Y
pkq
r `X
p3q,pk`1q
r
¯ dr
W pk`1qs “
ż s
0
σ
´
X
p2q,pk`1q
r , Y
pkq
r `X
p3q,pk`1q
r
¯
T
`
Z
pkq
r
˘
dB
X
p2q,pk`1q
r
Y pk`1qs “gpW
pk`1q
1 q ´X
p3q,pk`1q
1 ´
ż 1
s
σ
´
Xp2q,pk`1qr , Y
pkq
r `X
p3q,pk`1q
r
¯
dB
X
p2q,pk`1q
r
.
Under the conditions imposed on µ, σ (Lipschitz and bounded) and T , all the coefficient maps
of the truncated FBSDE system are Lipschitz continuous. It is currently not clear how to show
that the iterative system converges to the solution of (8.1) where one could possibly use a result
similar to [BZ08, Theorem 2.1]; this difficulty stems from the fact that the [BZ08] methodology
does not allow for either random drift or diffusion coefficients or σ depending on Z. Note that
in the limit (k Ñ8) the truncation does not affect the system as qZ ď Z ď pZ .
8.3 Numerical procedure (time discretization)
We introduce the time discretization π “ t0 “ t0, . . . , tn “ 1u for n P N and define |π| :“
maxi“0,¨¨¨ ,n |ti`1 ´ ti| as the mesh’s modulus. The numerical approximation of the iterative sys-
tem, for each k P N follows [BT04] (or [BZ08]). We apply an explicit Euler type approximation
to the integrals and let throughout ti P πztt0u. At first
X
p2q,pk`1q
t0
“0, X
p3q,pk`1q
t0
“ 0
X
p2q,pk`1q
ti`1
“X
p2q,pk`1q
ti
` pti`1 ´ tiq
˜
T
`
Z
pkq
ti
˘
σpX
p2q,pk`1q
ti
, Y
pkq
ti
`X
p3q,pk`1q
ti
q
¸2
X
p3q,pk`1q
ti`1
“X
p3q,pk`1q
ti
` pti`1 ´ tiq
µ
´
X
p2q,pk`1q
ti
, Y
pkq
ti
`X
p3q,pk`1q
ti
¯´
T
`
Z
pkq
ti
˘
¯2
σ2
´
X
p2q,pk`1q
ti
, Y
pkq
ti
`X
p3q,pk`1q
ti
¯ ,
then
W
pk`1q
t0
“ 0, W
pk`1q
ti`1
“W
pk`1q
ti
`
σpX
p2q,pk`1q
ti
, Y
pkq
ti
`X
p3q,pk`1q
ti
q
T
`
Z
pkq
ti
˘
ˆ
B
X
p2q,pk`1q
ti`1
´B
X
p2q,pk`1q
ti
˙
and
Y
pk`1q
tn “g
´
W
pk`1q
1
¯
´X
p3q,pk`1q
1
Y
pk`1q
ti´1
“E
”
Y
pk`1q
ti
ˇ
ˇ
ˇ
Fti´1
ı
Z
pk`1q
ti´1
“
1
ti ´ ti´1
E
”´
Y
pk`1q
ti
´ E
”
Y
pk`1q
ti
ˇ
ˇ
ˇ
Fti´1
ı¯
`
Wti ´Wti´1
˘
ˇ
ˇ
ˇ
Fti´1
ı
.
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The time discretization expression for Zpk`1qti´1 is somewhat non-standard when compared with
the [BT04] scheme. The inner term with the conditional expectation of Y pk`1qti is a variance re-
duction trick which has been discussed in several places, e.g. [LdRS15, Section 5.4.2]; independ-
ently, the scheme’s convergence (for fixed k as hŒ 0) follows via [BT04, Theorem 3.1] yielding
a convergence rate of order h1{2 (the formulation associated to [BZ08, Theorem 2.2] would de-
liver the same convergence). In the calculation of Z we use that
ş1
s σpX
p2q
r , Yr `X
p3q
r qdBXp2qr
“
ş1
s Zr dWr for all s P r0, 1s and hence for small h ą 0
Zt «
1
h
E
„
ż t`h
t
Zr dr
ˇ
ˇ
ˇ
ˇ
Ft

“
1
h
E
„
pYt`h ´ Ytq pWt`h ´Wtq ´
ż t`h
t
pYr ´ Yt ` pWr ´WtqZrq dWr
ˇ
ˇ
ˇ
ˇ
Ft

“
1
h
E rYt`h pWt`h ´Wtq|Fts
“
1
h
E r pYt`h ´ E rYt`h|Ftsq pWt`h ´Wtq|Fts .
For the calculation of W we implicitly assume that the value of B is known for every Xp2q,pkqti for
all k ě 0 and ti P π. This problem is more involved if the trajectory of B is to be calculated at
the beginning of the simulation. However, it can be eliminated by calculating the trajectory of
B just in time for the points needed by the method of Brownian bridge and storing all thereby
obtained points. It is well known that the distribution of a Brownian bridge B at time t1 under
the condition of the values of B at the times t0 ă t1 and t2 ą t1 is
Bt1 |Bt0 , Bt2 „ N
ˆ
Bt0 ¨
t2 ´ t1
t2 ´ t0
`Bt2 ¨
t1 ´ t0
t2 ´ t0
,
pt2 ´ t1qpt1 ´ t0q
t2 ´ t0
˙
,
see e.g. [KS91]. Thus the simulation of B at the exact points of time is straightforward as
well. Lastly, the conditional expectations are computed via Least-Squares regression functions
as shown in [GLW05]; we project over 3-dimensional polynomials up to degree 2.
After finishing the simulation of the FBSDE we can use the simulated trajectory of B to
simulate our process A and apply the stopping time τ to see if Aτ has the desired distribution.
Remark 8.5. For time homogeneous coefficients µ and σ the FBSDE (1.2) simplifies to the decoupled
FBSDE
Xp2qs “
ż s
0
Z2r
σ2pȲrq
dr, Ȳs “ gpW1q ´
ż 1
s
µpȲrq
Z2r
σ2pȲrq
dr ´
ż 1
s
Zr dWr.
For this decoupled system one can use the same trick as above and inject in the BSDE the hard
bounds on Z. Once truncated and using the condition on µ, σ, the driver of the BSDE, say fRpy, zq “
T 2pzqµpyq{σ2pyq using the notation from before, is a standard uniformly Lipschitz driver in y, z for
which it is known ([BT04], [BZ08], [GLW05]) that the Euler explicit scheme converges to the true
solution. For weak solutions (see Remark 8.2) of the SEP this explicit scheme is equivalent to the
scheme we propose here. Hence, we have a special case where the convergence of our scheme is
known.
8.4 Numerical testing for Example 8.4
For the parameters α “ 1, pσ “ p2, 0.5, 2q and pµ “ p1.5,´2.5, 0.5q such that ν “ N p0, 1q,
σpt, aq “ 2`
0.5
1` e´t
`
2
1` e´a
and µpt, aq “ 1.5`
´2.5
1` e´t
`
0.5
1` e´a
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we get ε “ 2, }σ}8 “ 4.5, pZ ď
b
8
5 and qZ ě 0.111 giving 6ˆ 10
´4 ď τ ď 0.4. A simulation with
105 paths, 20 time steps and 50 iterations yielded values for τ in the interval r0.061; 0.161s and
the starting value Y0 “ ´0.042.
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Figure 8.1: On the left, Histogram of 105 samples of Aτ against the density of the N p0, αq; on
the right, the Histogram of the corresponding samples of τ and at x “ 0.0055 and x “ 0.4 the a
priori hard bounds for the stopping time.
We simulated Aτ with initial condition A0 “ Y0 “ ´0.042. In Figure 8.1 one finds the histo-
gram of the simulated values of the Aτ (left) and the stopping time τ (right). The histogram of
Aτ indicates that our algorithm generates the sought normal distribution (with the appropriate
characteristics). Also, D’Agostino and Pearson’s [D’A71,DP73] test for normality, applied to the
simulated data Aτ , yielded a p-value of 0.37. Given such a high p-value we do not reject the
hypothesis of normality at any reasonable significance level.
A Appendix
Lemma A.1. For x P R define gpxq :“ F´1ν pΦpxqq for Fν and Φ being the cumulative distribution
functions of ν and the standard normal distribution, and additionally define Φ0,σpxq “ Φpxσ q for
any σ ą 0. If }g1}8 ă 8, then there exist K ą 0 and σ ą 0 such that
• for all x ă ´K we have Fνpxq ď Φ0,σpxq “ Φpxσ q and
• for all x ą K we have Fνpxq ě Φ0,σpxq “ Φpxσ q.
If additionally there exists a constant c ą 0 such that 0 ă c ď g1 then there exist K ą 0 and
σ1, σ2 ą 0 such that
• for all x ą K we have Φ0,σ1pxq “ Φp
x
σ1
q ď Fνpxq ď Φ0,σ2pxq “ Φp
x
σ2
q and
• for all x ă ´K we have Φ0,σ2pxq “ Φp
x
σ2
q ď Fνpxq ď Φ0,σ1pxq “ Φp
x
σ1
q.
Proof. Select K,σ, ε ą 0 such that for all x ą K we have gpxσ q ď x and for all x ă ´K we have
gpxσ q ´ ε ě x, which is possible since 0 ď g
1 ď C ă 8. Then
for x ą K : Fνpxq “ Fνpσxσ q ě Fνpgp
x
σ qq “ FνpF
´1
ν pΦp
x
σ qqq ě Φp
x
σ q “ Φ0,σpxq,
for x ă ´K : Fνpxq “ Fνpσxσ q ď Fνpgp
x
σ q ´ εq “ FνpF
´1
ν pΦp
x
σ qq ´ εq ď Φp
x
σ q “ Φ0,σpxq.
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If additionally 0 ă c ď g1 then we can choose K2 ą 0 and some σ2 ą 0 such that for all x ą K2
we have gp xσ2 q ´ ε ě x and for all x ă ´K2 we have gp
x
σ2
q ď x. By an analogous argumentation
as above we then obtain the remaining estimates. Setting K as the maximum of K from above
and K2 and furthermore σ1 :“ σ we have proved the statement. 
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