Some Remarks on the Approximation of Transitional Density in Stochastic Differential Equations by Hurn, Aubrey et al.
This is the author’s version of a work that was submitted/accepted for pub-
lication in the following source:
Hurn, Stan, Jeisman, Joseph, & Lindsay, Ken (2006) Some Remarks on
the Approximation of Transitional Density in Stochastic Differential Equa-
tions. In Dungey, M & Bardsley, P (Eds.) Econometric Society, ESAM06, 4
- 7 July 2006, Australia, Northern Territory, Alice Springs.
This file was downloaded from: http://eprints.qut.edu.au/25234/
Notice: Changes introduced as a result of publishing processes such as
copy-editing and formatting may not be reflected in this document. For a
definitive version of this work, please refer to the published source:
Some remarks on the approximation of transitional
density in stochastic differential equations
A. S. Hurn and J. Jeisman
School of Economics and Finance, Queensland University of Technology
K.A. Lindsay
Department of Mathematics, University of Glasgow
Abstract
Aı¨t-Sahalia (2002) introduced a method to estimate transitional probability densities of diffusion
processes by means of Hermite expansions with coefficients determined by means of Taylor series.
This note describes a numerical procedure to find these coefficients based on the calculation of
moments. One advantage of this procedure is that it can be used effectively when the mathematical
operations required to find closed-form expressions for these coefficients are otherwise infeasible.
1 Introduction
The principle of maximum likelihood (ML), either directly of indirectly, often plays an important role
in the estimation of the parameters of stochastic differential equations (SDEs) from real data. The ML
procedure is particularly effective when a closed-form expression for transitional probability density
is available, but even when no such expression is known, numerous strategies for the approximation
of this density have been proposed. One such procedure due to Aı¨t-Sahalia (2002) approximates
the unknown transitional probability density function (PDF) by a closed-form expansion in Hermite
polynomials. This approach has been shown to be both accurate and computationally efficient (see
the surveys in Jensen and Poulsen (2002) for the computation of likelihoods involving transitions
of relatively short duration that are typically of real data, but it does suffer from two potential
drawbacks. First, the approximate transitional PDF is infeasible to calculate without the aid of a
symbolic algebraic manipulation package, a feature of the algorithm that undoubtedly undermines its
simplicity of implementation. Second, the procedure is not readily generalisable to arbitrary SDEs.
For example, the efficacy of the procedure for many SDEs stems from the fact that the integrations
to be performed involve anti-differentiable functions.
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2 Mathematical preliminaries
Let f(x1, · · · , xn, t;θ) be the transitional PDF of the process X = (x1, · · · , xn) with sample space Ω
satisfying the system of n time-homogeneous SDEs
dxk = µk(x;θ) dt+
m∑
α=1
Bkα(x;θ) dWα , k = 1, 2, · · · , n , (1)
where dW1, dW2, · · · , dWm are the increments in the Wiener processesW1,W2, · · · ,Wm with constant
covariance matrix Q where E [dWα dWβ] = Qαβ dt. It is well known that f satisfies
∂f
∂t
+ divq = 0 (2)
where q = (q1, · · · , qn), the probability flux density vector, is given by the constitutive formula
qk(f) = µkf − 12
n∑
j=1
∂(gkjf)
∂xj
, gkj =
m∑
α,β=1
BkαBjβ Qαβ . (3)
In particular, if the process with trajectories satisfying equation (2) has a stationary probability
density function f̂(x1, · · · , xn;θ), then this function is the solution of div q̂ = 0 where q̂ = (q̂1, · · · , q̂n)
with q̂k = qk(f̂). Of course, the stationary state is not usually achieved with qk(f̂) ≡ 0, but this
scenario will occur when the diffusion matrix is non-singular, and there exists ψ(x1, · · · , xn) such that
the drift and diffusion specifications satisfy
∂ψ
∂xk
= g−1kr
(
2µr −
n∑
m=1
∂grm
∂xm
)
, k = 1, · · · , n
where g−1kr denotes the (k, r)-th entry of the inverse of the diffusion matrix. When such a function
ψ can be found, the stationary probability density is proportional to eψ and we shall say that the
stationary distribution is fully stationary by which is meant that the stationary state is supported by
a zero probability flux density vector. For example, the stationary distribution for a one-dimensional
SDE is always fully stationary, and in general the stationary state in a system of n SDEs will be fully
stationary provided the consistency condition
∂
∂xj
[
g−1kr
(
2µr −
n∑
m=1
∂grm
∂xm
)]
=
∂
∂xk
[
g−1jr
(
2µr −
n∑
m=1
∂grm
∂xm
)]
is satisfied for all combinations of j and k.
2.1 Infinitesimal generator
The infinitesimal generator underlying equation (2) is defined by
A(φ) =
n∑
k=1
µk
∂φ
∂xk
+
1
2
n∑
k=1
n∑
j=1
gkj
∂2φ
∂xk∂xj
(4)
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and has the important property that if φ(x1, · · · , xn) is any suitably differentiable function of the
state variables then
dE [φ]
dt
=
d
dt
∫
Ω
φf dV =
∫
Ω
f A(φ) dV .
Furthermore, the form of this property indicates that the process may be applied recursively, that is,
drE [φ]
dtr
=
∫
Ω
f Ar(φ) dV , r = 1, 2, · · · .
Theorem 2.1 states two important properties of the eigenfunctions and eigenvalues of the infinitesimal
generator defined in (4).
Theorem 2.1 Suppose that φ(1), φ(2) · · · are the eigenfunctions of the infinitesimal generator A(φ)
of the system of stochastic differential equations
dxk = µk(x;θ) dt+
m∑
α=1
Bkα(x;θ) dWα , k = 1, 2, · · · , n (5)
where the increments dW1, dW2, · · · , dWm in theWiener processesW1,W2, · · · ,Wm satisfy E [dWα dWβ] =
Qαβ dt, and let λ1, λ2 · · · be their corresponding eigenvalues, then
(i) the non-zero eigenvalues of infinitesimal generator A(φ) of equation (5) are negative;
(ii) the eigenfunctions corresponding to distinct eigenvalues of the infinitesimal operator A(φ) of
equation (5) are mutually orthogonal with respect to the stationary probability density f̂ pro-
vided the steady state with probability density f̂ is fully stationary.
Proof (i) Let φ(x1, · · · , xn) be an eigenfunction of the infinitesimal generation A with eigenvalue λ
then A(φ) = λφ and consider the identity formed by multiplying this equation by f̂ φ and integrating
the result over Ω to obtain
λ
∫
Ω
f̂ φ2 dV =
∫
Ω
f̂ φ
( n∑
k=1
µk
∂φ
∂xk
+
1
2
n∑
k=1
n∑
j=1
gjk
∂2φ
∂xk∂xj
)
dV
where f̂ is the stationary distribution underlying the trajectories of equation (5). This identity is
first reworked into the form
λ
∫
Ω
f̂ φ2 dV =
∫
Ω
n∑
k=1
[
µk f̂ φ
∂φ
∂xk
− 1
2
∂φ
∂xk
n∑
j=1
∂(gjkf̂ φ)
∂xj
+
1
2
n∑
j=1
∂
∂xj
(
gjkf̂ φ
∂φ
∂xk
) ]
dV (6)
and Gauss’s Theorem is then used to express the right hand side of equation (6) in the form
λ
∫
Ω
f̂ φ2 dV =
∫
Ω
n∑
k=1
[
µk f̂ φ
∂φ
∂xk
− 1
2
∂φ
∂xk
n∑
j=1
∂(gjkf̂ φ)
∂xj
]
dV +
1
2
n∑
k=1
∫
∂Ω
f̂ φ
∂φ
∂xk
n∑
j=1
njgjk dA (7)
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where n = (n1, · · · , nn) is the usual outward unit normal to the boundary surface ∂Ω of the sample
space Ω. In order to eliminate the boundary term in this identity, the eigenvalue problemA(φ) = λφ is
particularised to a Dirichlet problem by requiring all eigenfunctions to satisfy the boundary condition
φ = 0 for x ∈ ∂Ω. With this particularisation of the eigenvalue problem for the infinitesimal operator,
it follows immediately from identity (7) that
λ
∫
Ω
f̂ φ2 dV =
∫
Ω
n∑
k=1
[
µk f̂ φ
∂φ
∂xk
− 1
2
∂φ
∂xk
n∑
j=1
∂(gjkf̂ φ)
∂xj
]
dV .
The divergence operator is now applied to the term gjkf̂ φ, regrouped as the product (gjkf̂)φ, to
deduce that
λ
∫
Ω
f̂ φ2 dV =
∫
Ω
n∑
k=1
q̂k φ
∂φ
∂xk
dV − 1
2
∫
Ω
f̂
n∑
k=1
n∑
j=1
gjk
∂φ
∂xk
∂φ
∂xj
dV (8)
where q̂1, · · · , q̂n are the components of the probability flux density vector in the stationary state.
Since q̂ is a divergence-free, or solenoidal, vector then Gauss’s theorem again yields∫
Ω
n∑
k=1
q̂k φ
∂φ
∂xk
dV =
1
2
∫
Ω
div (q̂φ2) dV =
1
2
∫
∂Ω
φ2
n∑
k=1
nk q̂ dA = 0 .
The final conclusion of this analysis is therefore that the eigenvalue λ is given by the Rayleigh quotient
λ = −
∫
Ω
f̂
n∑
k=1
n∑
j=1
gjk
∂φ
∂xk
∂φ
∂xj
dV
2
∫
Ω
f̂ φ2 dV
. (9)
However, the diffusion is a positive-definite1 matrix by construction, and therefore the quadratic
form defining the integrand of the numerator of this ratio is positive whenever φ is non-trivial.
Consequently the eigenvalues of the infinitesimal operator of the process (5) are negative
(ii) The proof of the second part of the theorem requires the steady state distribution to be fully
stationary, that is, the steady state is attained with zero probability flux density. Let λr and λs
be distinct eigenvalues of the infinitesimal generator with associated eigenfunctions φ(r) and φ(s)
respectively then
A(φ(r)) = λrφ(r) , A(φ(s)) = λrφ(s) .
In order to establish the orthogonality property of the eigenfunctions of the infinitesimal generator,
1Although it is in theory possible for gjk to be a positive semi-definite matrix, the problem would be degenerate in
this case and so this possibility is ignored.
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first consider the calculation∫
Ω
f̂ φ(s)A(φ(r)) dV =
∫
Ω
f̂ φ(s)
n∑
k=1
(
µk
∂φ(r)
∂xk
+
1
2
n∑
j=1
gkj
∂2φ(r)
∂xj∂xk
)
dV
=
∫
Ω
n∑
k=1
∂φ(r)
∂xk
[
µkφ
(s)f̂ − 1
2
n∑
j=1
∂
∂xj
(
gkj φ
(s)f̂
) ]
dV
+
1
2
∫
∂Ω
n∑
k=1
n∑
j=1
gkj φ
(s)f̂
∂φ(r)
∂xk
nj dA
(10)
where n = (n1, · · · , nn) is the outward unit normal to the surface ∂Ω of the n-dimensional region Ω.
The contribution of the boundary integral to the right hand side of expression (10) vanishes since
φ(r) = 0 on ∂Ω. Furthermore, the identity
µkφ
(s)f̂ − 1
2
n∑
j=1
∂
∂xj
(
gkj φ
(s)f̂
)
= φ(s)q̂k − 12 gkj f̂
∂φ(s)
∂xj
.
may be used to simplify the first term on the right hand side of equation (10) so that this equation
now becomes ∫
Ω
f̂ φ(s)A(φ(r)) dV =
∫
Ω
n∑
k=1
[
φ(s)q̂k
∂φ(r)
∂xk
− 1
2
gkj f̂
∂φ(s)
∂xj
∂φ(r)
∂xk
]
dV . (11)
This equation, in combination with the identity
(λr − λs)
∫
Ω
f̂ φ(s)φ(r) dV =
∫
Ω
f̂ [φ(s)A(φ(r))− φ(r)A(φ(s)) ] dV ,
now gives immediately that
(λr − λs)
∫
Ω
f̂ φ(s)φ(r) dV =
∫
Ω
n∑
k=1
q̂k
[
φ(s)
∂φ(r)
∂xk
− φ(r)q̂k ∂φ
(s)
∂xk
]
dV . (12)
Although q̂ is divergence free, this property is now insufficient to ensure that the integral appearing
on the right hand side of equation (13) is zero, and must now be replaced by the stronger condition
that the steady state is fully stationary, in which case q̂ = 0. With this property of the steady state
in place, it now follows immediately from equation (13) that∫
Ω
f̂ φ(s)φ(r) dV = 0 (13)
so that eigenfunctions corresponding to distinct eigenvalues are orthogonal with respect to the sta-
tionary probability density function.
¥
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Theorem 2.1 Suppose that φ(1), φ(2) · · · are the eigenfunctions of the infinitesimal generator A(φ)
of the system of stochastic differential equations
dxk = µk(x;θ) dt+
m∑
α=1
Bkα(x;θ) dWα , k = 1, 2, · · · , n (14)
where the increments dW1, dW2, · · · , dWm in theWiener processesW1,W2, · · · ,Wm satisfy E [dWα dWβ] =
Qαβ dt, and let λ1, λ2 · · · be their corresponding eigenvalues, then
(i) if φ(1), φ(2), · · · are the eigenfunctions of the infinitesimal generator with respective eigenvalues
λ1, λ2, · · · then the function
f(x1, · · · , xn; t) = f̂(x1, · · · , xn)
[
1 +
∞∑
k=1
ηk φ
(k)(x1, · · · , xn) eλkt
]
(15)
converges to the stationary density of equation (14) and encloses unit probability density;
(ii) the Kolmogorov equation corresponding to equation (14) has general solution
f(x1, · · · , xn; t) = f̂(x1, · · · , xn)
[
1 +
∞∑
k=1
ηk φ
(k)(x1, · · · , xn) eλkt
]
provided the steady state is fully stationary, and in this case the coefficients η1, η2, · · · may be
derived from initial data f(x1, · · · , xn; 0) by means of the formula
η r =
∫
Ω
f(x1, · · · , xn; 0)φ(r) dV∫
Ω
f̂ φ(r) φ(r) dV
, r = 1, 2, · · · .
Proof (i) It has already been demonstrated that the non-zero eigenvalues of the infinitesimal gen-
erator A of the diffusion underlying equation (14) are strictly negative. Therefore
lim
t→∞ f(x1, · · · , xn; t) = f̂(x1, · · · , xn)
[
1 +
∞∑
k=1
ηk φ
(k)(x1, · · · , xn) lim
t→∞ e
λkt
]
= f̂(x1, · · · , xn) .
To establish the result that f(x1, · · · , xn; t) encloses unit probability density, first note that∫
Ω
f(x1, · · · , xn; t) = 1 +
∞∑
k=1
ηk e
λkt
∫
Ω
f̂(x1, · · · , xn) φ(k)(x1, · · · , xn) dV (16)
where the fact that it is known a priori that f̂(x1, · · · , xn) is the steady state probability density
function has been used. Let φ be an eigenfunction of the infinitesimal generator with non-zero
eigenvalue λ then
λ
∫
Ω
f̂ φ dV =
∫
Ω
f̂
( n∑
k=1
µk
∂φ
∂xk
+
1
2
n∑
k=1
n∑
j=1
gjk
∂2φ
∂xk∂xj
)
dV
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where f̂ is the steady state probability density function underlying the trajectories of equation (14).
This identity is first reorganised into the form
λ
∫
Ω
f̂ φ dV =
∫
Ω
n∑
k=1
[
µk f̂
∂φ
∂xk
− 1
2
∂φ
∂xk
n∑
j=1
∂(gjkf̂ )
∂xj
+
1
2
n∑
j=1
∂
∂xj
(
gjkf̂
∂φ
∂xk
) ]
dV (17)
and Gauss’s Theorem is now used to express the right hand side of equation (17) in the form
λ
∫
Ω
f̂ φ dV =
∫
Ω
n∑
k=1
(
µk f̂ − 12
n∑
j=1
∂(gjkf̂ )
∂xj
) ∂φ
∂xk
dV +
1
2
n∑
k=1
∫
∂Ω
f̂
∂φ
∂xk
n∑
j=1
njgjk dS (18)
where n = (n1, · · · , nn) is the outward unit normal to ∂Ω. It is now assumed that the combination of
terms appearing in the integral over ∂Ω vanishes pointwise so that this integral makes no contribution
to the right hand side of equation (18). In now follows immediately from equation (18) and the
definition of q̂k that
λ
∫
Ω
f̂ φ dV =
∫
Ω
n∑
k=1
q̂k
∂φ
∂xk
dV =
∫
Ω
n∑
k=1
∂(φq̂k )
∂xk
=
∫
∂Ω
φ
n∑
k=1
nkq̂k dA = 0 . (19)
Consequently, equation (16) gives immediately that the integral of f(x1, · · · , xn; t) over Ω is one.
(ii) In order to demonstrate that the proposed function satisfies the Kolmogorov equation, let ψ =
f̂ φ(r)(x1, · · · , xn) eλrt and consider first the calculation of qk(ψ) from formula (3) to get
qk(ψ) = µkf̂ φ(r) eλrt − e
λrt
2
n∑
j=1
∂(gkj f̂ φ(r) )
∂xj
= eλrt
[ (
µkf̂ − 12
n∑
j=1
∂(gkj f̂)
∂xj
)
φ(r) − 1
2
n∑
j=1
(f̂ gkj)
∂φ(r)
∂xj
]
= eλrt
[
q̂kφ
(r) − 1
2
n∑
j=1
(f̂ gkj)
∂φ(r)
∂xj
]
.
This expression for qk(ψ) is now used to calculate the contribution to divq from the term in
f(x1, · · · , xn; t) arising from the eigenfunction φ(r). The result of this calculation is
divq(ψ) = eλrt
n∑
k=1
∂
∂xk
(
q̂kφ
(r) − 1
2
n∑
j=1
(f̂ gkj)
∂φ(r)
∂xj
)
= eλrt
[ n∑
k=1
( ∂q̂k
∂xk
φ(r) + q̂k
∂φ(r)
∂xk
)
− f̂
2
n∑
k=1
n∑
j=1
gkj
∂2φ(r)
∂xj∂xk
− 1
2
n∑
k=1
n∑
j=1
∂(f̂ gkj)
∂xk
∂φ(r)
∂xj
]
Since q̂ is divergence free and gjk is a symmetric matrix, the previous expression for the divergence
7
of the probability flux density vector further simplifies to give
divq(ψ) = eλrt
[ n∑
k=1
q̂k
∂φ(r)
∂xk
− f̂
2
n∑
k=1
n∑
j=1
gkj
∂2φ(r)
∂xj∂xk
− 1
2
n∑
j=1
n∑
k=1
∂(f̂ gkj)
∂xj
∂φ(r)
∂xk
]
= eλrt
[ n∑
k=1
q̂k
∂φ(r)
∂xk
− f̂
2
n∑
k=1
n∑
j=1
gkj
∂2φ(r)
∂xj∂xk
+
n∑
k=1
(q̂k − µkf̂) ∂φ
(r)
∂xk
]
= eλrt
[ n∑
k=1
2q̂k
∂φ(r)
∂xk
− f̂
2
n∑
k=1
n∑
j=1
gkj
∂2φ(r)
∂xj∂xk
−
n∑
k=1
µkf̂
∂φ(r)
∂xk
]
= eλrt
[ n∑
k=1
2q̂k
∂φ(r)
∂xk
− λr f̂ φ(r)
]
in view of the definition of the infinitesimal generator. The final result is obtained by summing the
contributions to f from all the eigenfunctions to get
∂f
∂t
+ divq = 2
∞∑
r=1
eλrt
n∑
k=1
q̂k
∂φ(r)
∂xk
. (20)
For the right hand side of this equation to be zero, it is necessary for the steady state to be fully
stationary. When this is the case, expression (15) is the general solution of the n-dimensional Kol-
mogorov equation.
To take advantage of the orthogonality of the eigenfunctions of the infinitesimal generator of the
diffusion (14), expansion (15) is first multiplied by φ(r) and the resulting equation integrated over Ω
to obtain∫
Ω
f(x1, · · · , xn; t)φ(r) dV =
∫
Ω
f̂(x1, · · · , xn)φ(k) dV +
∞∑
k=1
ηk e
λkt
∫
Ω
f̂ φ(k) φ(r) dV
= ηr eλrt
∫
Ω
f̂ φ(r) φ(r) dV .
Since ηk is constant, then its value is obtained from this equation by setting t = 0 to obtain
η r =
∫
Ω
f(x1, · · · , xn; 0)φ(r) dV∫
Ω
f̂ φ(r) φ(r) dV
. (21)
¥
Corollary 2.1 Suppose that φ(1), φ(2) · · · are the eigenfunctions of the infinitesimal generator A(φ)
of the one-dimensional stochastic differential equations
dx = µ(x;θ) dt+
√
g(x;θ) dW (22)
where dW is the increment in the Wiener processes W (t), and let λ1, λ2 · · · be the corresponding
eigenvalues, then
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(i) the non-zero eigenvalues of the infinitesimal generator A(φ) of equation (22) are negative;
(ii) the eigenfunctions corresponding to distinct eigenvalues of the infinitesimal operator A(φ) of
equation (22) are mutually orthogonal with respect to the stationary probability density f̂ ;
(iii) the Kolmogorov equation corresponding to equation (22) has general solution
f(x; t) = f̂(x)
[
1 +
∞∑
r=1
ηr φ
(r)(x) eλrt
]
which converges to the steady state probability density function of equation (2.1) and encloses
unit probability density at all times;
(iv) the coefficients η1, η2, · · · are derived from the initial data f(x; 0) by means of the formula
η r =
∫
Ω
f(x; 0)φ(r)(x) dx∫
Ω
f̂(x) φ(r)(x)φ(r)(x) dx
, r = 1, 2, · · · .
Proof The results quoted in this corollary come directly from Theorems 2.1 and 2.1 taking ac-
count of the fact that if the one-dimensional stochastic differential equation (22) has a steady state
probability density f̂(x) then this steady state is necessarily fully stationary.
Discussion The key observation from the results of these theorems is that for intervals of inter-
mediate to long duration, the solution of the Kolmogorov equation is expressed mathematically as
a spectral series in the eigenfunctions of the infinitesimal generator and the steady state probability
density of the diffusion, assuming that this equation has a steady state solution. This spectral so-
lution is also valid in the vicinity of the initial condition, but as the initial condition is approached,
a solution based on an orthogonal expansion about the steady state probability density will exhibit
increasingly poor convergence characteristics as the initial condition is approached. In the vicinity
of the initial state X, the transitional probability density function diffuses rapidly from a product of
delta functions in accordance with the Kolmogorov equation defined by the SDEs. Close to t = 0
this equation takes the approximate form
∂f
∂t
=
n∑
j=1
∂f
∂xj
(1
2
n∑
k=1
gjk(X)
∂f
∂xk
− µj(X)f
)
with the standard solution
∝ 1√
t
exp
[
− 1
2t
n∑
j=1
n∑
k=1
(xj −Xj − tµj)g−1jk (xk −Xk − tµk)
]
.
9
If L = [ljk] is the lower triangular matrix underlying the Choleski factorisation of [gjk], under the
change of variable from x to ξ = L−1(x−X)/√t, one suitable density (not unique) about which to
perform a spectral expansion of the transitional probability density function near t = 0 is
f̂ (x; t) =
1
(2pi)n/2
√
t
√
det g
exp
[
− ξ
T ξ
2
]
≡ f̂ (ξ) = 1
(2pi)n/2
exp
[
− ξ
T ξ
2
]
.
Moreover, it is clear that the extent to which the true transitional probability density departs from
f̂ (x; t) may be described by a regular expansion in
√
t. The orthogonal functions in this case are
simply products of Hermite polynomials. For example, the approximation of the true transitional
probability density of equation (1) based on a Hermite expansion of order m in each state variable is
f(ξ; t) = f̂(ξ)
n∏
k=1
m∑
j=0
η
(k)
j (t)Hj(ξk) , ξ = (ξ1, · · · , ξn) .
2.2 Orthogonal polynomial expansion
Suppose that φ(x) is a PDF with sample space S. The polynomials (functions) P0(x), P1(x), · · · form
a mutually orthogonal family of polynomials (functions) with respect to φ(x) whenever∫
S
φ(x)Pn(x)Pm(x) dx =
 0 n 6= m
Cn n = m.
(23)
In particular, if Pk(x) is a monic polynomial of degree k (coefficient of xk has value one), then property
(23) determines uniquely each polynomial of the family once φ(x) is specified. Some familiar examples
of such families of polynomials are Legendre polynomials for the uniform distribution over [−1, 1],
generalised Laguerre polynomials for Gamma distributions and modified Hermite polynomials for the
standard Gaussian distribution.
In general, given a PDF φ(x) with sample space S, the crucial observation is that
f̂(x) = φ(x)
∞∑
n=0
ηnPn(x) (24)
is a function which integrates to unity over S for all values of the coefficients η1, η2, · · · provided
η0 = 1 and the polynomials P0(x), P1(x), · · · satisfy property (23). This idea has practical value in
that it suggests a strategy by which a user-supplied trial PDF φ(x) may be used as the basis of
an approximation of an unknown PDF f(x) by making a judicious choice of the coefficients of the
expansion (24).
This idea has been used to great effect by Aı¨t-Sahalia to approximate the short term solutions of
stochastic differential equations. In this context the user-supplied density is φ(z), the probability
density function of the standard Normal distribution, and the underlying monic polynomials are the
(modified) Hermite polynomials Hn(z) defined by the generating relation
Hn(z) =
1
φ(z)
dnφ(z)
dzn
n ≥ 0 (25)
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with orthogonality property
∫ ∞
−∞
φ(z)Hn(z)Hm(z) dz =
 0 n 6= m
n! n = m.
(26)
For example, if the true transitional density is approximated by the spectral expansion
f̂(z;χ) = φ(z)
∞∑
n=0
ηn(χ)Hn(z) (27)
the coefficients of this approximation are derived from f̂(z; · · ·) by means of the formulae
ηn(χ) =
1
n!
∫ ∞
−∞
Hn(z)f̂(z;χ) dz (28)
where χ lists all other parameters and variables associated with the density, one of which may be the
elapsed time from the initial state. There are typically two problems to be addressed; one concerns
the determination of the values of the coefficients ηn(χ) and the other concerns the evaluation of the
probability density function f̂(z;χ) by summation of the series (27).
3 Evaluation of the spectral coefficient
It follows directly from expression (28) that ηn(χ) = E [Hn(z)]. Aı¨t-Sahalia’s proposed that the
infinitesimal generator of the diffusion could therefore be used to construct the generalised MacLaurin
series expansion of these coefficients in the form
ηn(χ) =
1
n!
∞∑
m=0
tm
m!
lim
h→0+
dηmn (h)
dtm
=
1
n!
∞∑
m=0
lim
h→0+
E [Amθ [Hn(z) ] ]
tm
m!
. (29)
This expectation is straight forward to compute since the underlying initial density is a delta function,
or in the multivariate case a product of delta functions. The conclusion is that the coefficients of the
expansion of the transitional density can themselves be expanded as MacLaurin series in
√
t where t
is the elapsed time from the initial condition. Moreover, the coefficients of this MacLaurin series are
obtained by multiple applications of the infinitesimal operator to Hermite polynomials and evaluating
the result of this operation at the initial state.
Although conceptually a straight forward process, the devil, as usual, lies in the detail. The algebraic
complexity involved in the calculation of the coefficients of the MacLaurin series for the MacLaurin
coefficients grows exponentially as the order of the coefficient increases. In practice, the successful
calculation of relatively low order coefficients requires the use of a symbolic manipulation package
such as Mathematica or Maple. However, the accuracy of the procedure is such that an expansion
involving seven Hermite polynomials resolved to an accuracy of o(t7/2) is usually adequate to treat
data with frequently occurring observations.
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3.1 Series solution
As has already been noted, the solution of the Kolmogorov equation in the vicinity of the initial
condition is well approximated by the Greens function of the parabolic partial differential equation
formed by approximating the full Kolmogorov equation by that formed by assigning constant values
to the drift and diffusion specifications taken from the values of these functions as the initial state.
For example, in the case of a one-dimensional diffusion process starting at X = R at time t = 0, the
appropriate representation of the full solution is
f(x, t) =
1
g(x)
√
2pit
exp
[ ∫ x
R
µ(u)du
g(u)
− (x−R)
2
2t v(x)
] ∞∑
m=0
tm
m!
cm(x) (30)
where v(x) describes the rate of generation of variance defined by
1√
v(x)
=
1
x−R
∫ x
R
du√
g(u)
. (31)
It is a matter of straight forward but tedious Calculus to show that the coefficients c0(x), c1(x), · · ·
satisfy the recursive procedure
cm(x) =
g1/4
∫ x
R
[ 1
g3/4
(∫ x
R
du√
g(u)
)m−1(g
2
d2cm−1(x)
dx2
+ λ(x)cm−1(x)
)]
(∫ x
R
du√
g(u)
)m m ≥ 1. (32)
in which the auxiliary function λ(x) and the initial coefficient c0(x) are respectively
λ(x) =
µ
2g
(∂g
∂x
− µ
)
− 1
2
∂µ
∂x
, c0(x) =
( g(x)
g(R)
)1/4
. (33)
Unit generation of variance Consider now the special case in which g = 1, that is, variance is
generated by the stochastic process at the rate of one unit. This may be achieved either naturally
by the process or may be achieved by using Ito’s lemma to change the dependent variable of the
stochastic differential equation. The particularisation of equations (34-36) are
f(x, t) =
1√
2pit
exp
[ ∫ x
R
µ(u) du− (x−R)
2
2t
] ∞∑
m=0
tm
m!
cm(x) (34)
since now v(x) = 1. Furthermore, the coefficients c0(x), c1(x), · · · now satisfy the recursive relation
cm(x) =
∫ x
R
(1
2
d2cm−1(x)
dx2
+ λ(x)cm−1(x)
)
(x−R)m−1 dx
(x−R)m
m ≥ 1 (35)
in which the auxiliary function λ(x) and the initial coefficient c0(x) are respectively
λ(x) = −1
2
(
µ2 +
∂µ
∂x
)
, c0(x) = 1 . (36)
This solution is identical to that quoted by Aı¨t-Sahalia for the solution of the Kolmogorov equation
in the case of unit diffusion in one dimension.
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3.2 Moment-based approach to the finite Hermite expansion
This section describes a way to evaluate the coefficients η1, · · · of the finite Hermite expansion (??)
using a procedure based on the calculation of moments. This fact has been noted previously by
Bakshi and Ju (2005) who derive explicit expressions for η1, . . . , η6 in terms of the moments of Z.
However their procedure, as with that of Aıt-Sahalia, is restricted to η1, . . . , η6 and is not easily
generalisable to give higher levels of accuracy should this become necessary. An algorithm is now
developed by which the coefficients η1, · · · , η 2N are computed from the moments m1, · · · ,m 2N where
mk(t) =
1
k!
∫ ∞
−∞
(x−R)kfZ(x, t;θ) dx
=
tk/2
k!
∫ ∞
−∞
zkfZ(z, t;θ) dz =
tk/2
k!
2N∑
m=0
ηm(t)
∫ ∞
−∞
φ(z) zkHm(z) dz
(37)
where x−R = z√t and fX(x, t;θ) and fZ(z, t;θ) are respectively the transitional densities of X and
Z for the process starting at X = R. By construction, η0(t) = 1 and m0(t) = 1. Furthermore, m
applications of integration by parts to the integral on the right hand side of equation (37) gives
∫ ∞
−∞
φ(z) zkHm(z) dz = (−1)m
∫ ∞
−∞
φ(z)
dm(zk)
dzm
dz =
 k! (−1)
m
2ii!
k = m+ 2i i ≥ 0 ,
0 otherwise .
This identity may be used in combination with the definition of the moments in equation (37) to
deduce that the coefficients η1, · · · , η 2N are constructed from the moments m1, · · · ,m 2N by solving
the simultaneous equations
m2k+1(t) = −tk+1/2
k∑
i=0
η2i+1(t)
2k−i(k − i)! , m2k(t) = t
k
k∑
i=0
η2i(t)
2k−i(k − i)! (38)
where k takes all integer values conforming with the restriction that no index can exceed 2N . Clearly
the odd coefficients are determined exclusively by the odd moments while the even coefficients are
determined exclusively by the even moments. Furthermore, each systems of equations in (38) has a
lower triangular matrix, and therefore these equations can be solved for the coefficients by forward
substitution (high numerical efficiency) given values for the moments.
Although not immediately obvious, equations (38) can be inverted to obtain explicit expressions for
the coefficients of the Gauss-Hermite expansion of the transitional probability density function in
terms of its moments, thereby eliminating the need to solve equations (38) by numerical means. The
algebraic details are omitted but it can be shown that
η2k(t) =
k∑
r=0
(−2)k−r
(k − r)!
m2r(t)
tr
, η2k+1(t) =
k∑
r=0
(−2)k+1−r
(k − r)!
m2r+1(t)
tr+1/2
. (39)
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To complete this approach it remains to show how moments may be calculated at any time t. The
properties of the infinitesimal operator (??) assert that
dmk
dt
=
∫ ∞
−∞
(
µ(z;θ)
zk−1
(k − 1)! +
g(z;θ)
2
zk−2
(k − 2)!
)
f(z, t) dz . (40)
Suppose that µ(z;θ) and g(z;θ) have power series expansions
µ(z;θ) =
∞∑
j=0
zj
j!
djµj
dxj
∣∣∣
z=0
=
∞∑
j=0
µj
j!
zj , g(z;θ) =
∞∑
j=0
zj
j!
djgj
dxj
∣∣∣
z=0
=
∞∑
j=0
gj
j!
zj , (41)
then it follows directly from equation (40) that
dm1
dt
=
∞∑
j=0
µj
∫ ∞
−∞
zj
j!
f(z, t) dz ,
dmk
dt
=
∞∑
j=0
µj
(j + k − 1)!
j! (k − 1)!
∫ ∞
−∞
zj+k−1
(j + k − 1)! f(z, t) dz
+
∞∑
j=0
gj
2
(j + k − 2)!
j! (k − 2)!
∫ ∞
−∞
zj+k−2
(j + k − 2)! f(z, t) dz ,
k ≥ 2 . (42)
The definition of the moments are now introduced and lead to the final equations
dm1
dt
=
∞∑
j=0
µjmj ,
dmk
dt
=
∞∑
j=0
µj
(
j + k − 1
j
)
mj+k−1 +
∞∑
j=0
gj
2
(
j + k − 2
j
)
mj+k−2 , k ≥ 2 .
(43)
These equations are to be integrated with initial conditions m0(0) = 1, mk(0) = 0 for k ≥ 1 and
provide a simple procedure by which accurate estimates of an arbitrary number of moments of Z
may be computed. These moments could be used as the basis of a method of moments technique,
but here they are used to provide a more general procedure for obtaining the coefficients of a finite
Hermite expansion.
4 Conclusion
This article has investigated short term and long term representations of the solution of the Kol-
mogorov equation underlying the evolving distribution of the state of a system of n ordinary stochas-
tic differential equations. When the transitional probability density function of the system has a
steady state, it is shown that there is an important distinction between systems for which the steady
state is fully stationary, that is the stationary probability flux vector is identically zero, and equa-
tions for which only the divergence of the stationary probability flux vector is zero. In particular, if
a one-dimensional SDE has a steady state then this state is always fully stationary.
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Several procedures for approximating the transitional probability density function in the vicinity of
the initial state are also considered. In particular, the ideas underling the procedures proposed by
Aı¨t-Sahalia (2002) are described, and in the case of the infinite sequence of Hermite polynomials,
generalised to the case in which the SDE is treated without scaling the dependent random variable
using Ito’s lemma. When the coefficients of the approximate transitional probability density function
are infeasible to calculate by the methods of Aı¨t-Sahalia (2002), it is shown how these coefficients
may be computed by a different strategy based on the calculation of the time courses of moments of
the transitional density.
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