Abstract-Recently it was shown, that proposed simplicial partition based DISIMPL algorithm gives very competitive results to well known DIRECT algorithm for standard test functions and performs particularly well when the search space and the numbers of local and global optimizers may be reduced by avoiding symmetries. However, the simplicial partition has a cost (except for the case where the original feasible region is a simplex): in order to use simplicial partitions hyper-rectangular feasible region should be covered by simplices. After initial covering 2 n objective function evaluations is performed for DISIMPL-V and n! for DISIMPL-C. This limits DISIMPL method to rather small dimensional problems. To increase the applicability of the DISIMPL algorithm to higher dimensional problems a parallel DISIMPL for multicore computers was created and investigated in this paper. The efficiency of the developed parallel algorithm is investigated solving up to 55 dimensional optimal design of grillage-type foundations "blackbox" optimization problem.
I. INTRODUCTION
The general problem considered in the paper can be formulated as searching for the minimum value f * of a multidimensional multiextremal function and the points x * such that
where the feasible region D = [l, u] = {x ∈ R n : l i ≤ x i ≤ u i , i = 1,...,n}, and the real-valued objective function f is Lipschitz-continuous over the feasible region, i.e., for every x, y ∈ D there exists a constant 0 < L < ∞, such that
Traditionally, such problems were solved by Lipschitz optimization methods [1] , [2] , [3] , [4] , [5] , [6] . The Lipschitz global optimization method requires only a few parameters and this is the major reason why they are ideal for "blackbox" optimization problems. Furthermore, the convergence of Lipschitz-based global optimization algorithms can be easily proved by assuming the knowledge of a Lipschitz constant. However the standard Lipschitz optimization methods has two important drawbacks. First it is the requirement to provide the Lipschitz constant of the objective function which is usually unknown and mostly hard to estimate, especially in practice. Inaccurately estimated Lipschitz constant leads to other problems, as overestimated constant results in a slow convergence. Secondly, the computational complexity increases with the dimension, so that applicability can be restricted to problems with a small number of variables.
These practical issues motivated Jones et al. [7] to develop a new Lipschitz-based optimization algorithm (DIRECT) which is guaranteed to converge to the global optimum without the knowledge of the Lipschitz constant. Algorithm named according to one of the primary operations in the procedure -DIviding RECTangles. At each iteration, instead of only one value of the Lipschitz constant L, DIRECT effectively uses all possible values of the Lipschitz constant and adopts a strategy to balance global and local search in an attempt to efficiently find the global optimizer by selecting only 'potentially optimal' hyper-rectangles to be further explored. Moreover, DIRECT uses center-sampling partition strategy which considerably reduces the computational complexity in high-dimensional spaces. Due to its simplicity and efficiency, DIRECT algorithm has received a great attention from the optimization community and a large number of novel ideas and concepts have been proposed in the last decade [8] , [9] , [10] . With fair success, DIRECT algorithm has been widely used to solve a modern large-scale, multidisciplinary engineering global optimization problems [11] , [12] , [13] , [14] . However, versatility of DIRECT comes at a cost: the algorithm suffers from a curse of dimensionality that according to Jones [9] limits its applicability to mostly low-dimensional problems (n ≤ 20). On the other hand, availability of modern large scale parallel systems offers potential for solving higher dimensional problems. Unfortunately, the nature of the DIRECT algorithm presents difficulties for a efficient parallel implementation. It is known few parallel DIRECT implementations. First, in [15] a master-slave paradigm was adopted to parallelize only the function evaluations part in the DIRECT algorithm. A fully distributed version of DIRECT is proposed in [16] , which was used to solve a 28-dimensional problem on a 256 processor supercomputer. Finally, improved parallel scheme was proposed and experimentally tested on a 2,200 processor cluster in [17] . As the authors state, this scheme have been used in the largest application of DIRECT-solving 143-dimensional optimization problems on up to 320 processors in parallel.
Although almost all papers devoted to DIRECT method use hyper-rectangular partitions, other types of partitions may be more suitable for some problems. There are a lot of important optimization problems where the feasible region is either already a simplex (for example, optimization problems over the standard simplex [18] , [19] , [20] ) or may be reduced to one or a manageable number of simplices (for example, when the objective function has symmetries and problems with linear constraints [21] ). Therefore in [22] two versions of the DISIMPL (DIviding SIMPLices) algorithm was proposed: DISIMPL-C when function values are evaluated on the centers and DISIMPL-V when evaluations are performed on the vertices of the simplices.
Experimental investigation reveals that DISIMPL algorithm gives very competitive results to well known DIRECT algorithm [7] for standard test functions and performs particularly well when the search space and the numbers of local and global optimizers may be reduced by avoiding symmetries.
However, the simplicial partition has a cost (except for the case where the original feasible region is a simplex): in order to use simplicial partitions hyper-rectangular feasible region should be covered by simplices. After initial covering 2 n objective function evaluations is performed for DISIMPL-V and n! for DISIMPL-C. This limits DISIMPL method (especially DISIMPL-C version) to rather small dimensional problems. To increase the applicability of the DISIMPL algorithm to higher dimensional problems a parallel DISIMPL version for multicore computers has been created and investigated in this paper. In these versions the main attention is paid to implement parallel algorithm for covering by simplices. The efficiency of the developed parallel DISIMPL algorithm is investigated solving some standard test functions for global optimization and optimal design of grillage-type foundations problem [23] .
The paper is organized as follows. A description of sequential DISIMPL-C and DISIMPL-V is presented in Sect. II. A parallel version for multicore computers is presented in Sect. III. The experimental investigation solving grillagetype foundation optimization problems is presented in Sect. IV. Finally, conclusions and future work are drawn in Sect. V.
II. SEQUENTIAL DISIMPL ALGORITHM
In this section we describe both versions a sequential simplicial global optimization DISIMPL (DIvidig SIMPLices) algorithm presented in [22] . In one version, the function values are evaluated at the centers (DISIMPL-C) and in another, function values are evaluated at the vertices of the simplices (DISIMPL-V). The complete description of sequential DISIMPL is shown in Algorithm 1. Identify the set P ⊂ S of potentially optimal simplices. 6: while P = / 0 do 7:
Take P j ∈ P. Set P = P\{P j }.
8:
DISIMPL-V: Divide P j into two new simplices S 1 and
Update f min .
10:
end while
Update pe. Set t = t + 1. 12: end while
In step 1 both versions of DISIMPL begin the optimization by scaling the feasible region of the problem D into the ndimensional unit hyper-cube
similarly as it is done in DIRECT algorithm. DISIMPL continues to work in this normalized space D, referring to the original space D only when evaluating function values. In step 2 DISIMPL algorithm cover the normalized feasible region D by simplices by using general combinatorial face to face vertex triangulation [24] . This approach is deterministic. It is based on enumeration of all permutations starting from the first lexicographic permutation of the digits from 1 to n (τ 1 = {1,...,n}). The number of simplices is known in advance and equal to n!. All simplices are of equal hyper-volume, i.e. 1/n! of the hyper-volume of the hyperrectangle. The diagonal of the hyper-rectangle is an edge of all simplices.
In step 3 DISIMPL evaluates the objective function values at the centers (DISIMPL-C) or vertices (DISIMPL-V) of the simplices. Therefore, if the initial hyper-cubic feasible region is covered by n! simplices using combinatorial vertex triangulation, 2 n objective function evaluations at the vertices of the hyper-cube are performed using DISIMPL-V or n! evaluations at the centers of the simplices using DISIMPL-C. In steps 4 to 12, DISIMPL algorithm begins its main loop of identifying potentially optimal simplices and dividing them appropriately until some termination criteria is not satisfied. When f * is known in advance, DISIMPL is terminated (step 4) once the percent error (pe) is lower than a given tolerance
there f min is best found function value at some point in the search. It is also terminated after maximal number of function evaluations (M max ) or maximal number of iterations (T max ) have been completed. Fig. 1 shows a partitioned scaled search space D by using DISIMPL-V and DISIMPL-C algorithms on a well-known standard two-dimensional Branin test problem. The yellow simplices highlight potentially optimal simplices, which are divided next. DISIMPL-V uses Definition 1 and DISIMPL-C uses Definition 2 to determine if a simplex is potentially optimal.
Definition 1: Let S be the set of all simplices created by DISIMPL-V after k iterations, ε > 0 be a positive constant and f min be the currently known best function value. A simplex S j ∈ S is said to be potentially optimal if there exists some rate-of-change constantL > 0 such that
Where δ j denotes a measure for this simplex -the length of its longest edge and V (S j ) is the vertex set of the simplex S j . Definition 2: Let S be the set of all simplices created by DISIMPL-C after k iterations, ε > 0 be a positive constant and f min be the currently known best function value. A simplex S j ∈ S is said to be potentially optimal if there exists some rate-of-change constantL > 0 such that
In this definition,
the geometric center (centroid) of simplex S j and a measure δ j is the maximal distance from c j to its vertices. In both definitions the parameter ε is a "balance parameter" used in order to min
best function value by a non-trivial amount (ε = 0.0001) similarly as in the case of DIRECT. Fig. 2 shows a geometric interpretation of Definitions 1-2. Each point on the graph represents a simplex in S with corresponding measure on x axis and obtained function value on y axis. Equations (3)- (4) and (5) DISIMPL-V algorithm divides each simplex into two by an hyper-plane passing through the middle point of the longest edge and the vertices which do not belong to the longest edge. DISIMPL-C divides each potentially optimal simplex into three simplices dividing the longest edge in such a way that the center of the divided simplex remains the center of one of the new simplices. After the subdivision of simplices DISIMPL-V algorithm evaluates the objective function f (x) only in new vertices. If the function value at a point was evaluated in any previous iteration, DISIMPL-V avoids the re-evaluation of the function and uses the previously stored value. Balanced binary tree is used as storage in DISIMPL-v version to save access time to the vertex data structure. DISIMPL-C algorithm uses trisection strategy and evaluates function values at the geometric centers (centroids) of the new simplices. Since the centroid of one of the new sub-simplices is the same as the centroid of the original simplex, we only need to evaluate the function at two new centroid points. Note that using DISIMPL-C the current number of generated simplices is always equal to the number of function evaluations (trial points).
III. PARALLEL DISIMPL ALGORITHM
The number of initial simplices grows very fast with the dimension of the problem when combinatorial triangulation is used. Therefore sequential DISIMPL can be effectively used only when the number of variables is small.
In order to solve higher dimension test problems in this section we describe our parallel DISIMPL implementation for multicore computers by using OpenMP. Note that in the sequential DISIMPL algorithm (see Algorithm 1) there are four stages of possible parallelism: covering D by simplices (step 2), function evaluations at covered simplices (step 3), the main inner loop (steps 4-12) and the function evaluations inside the inner loop (step 8). In this first approach to parallelize DISIMPL algorithm we fully parallelize steps 2, 3 and partially main inner loop (steps [4] [5] [6] [7] [8] [9] [10] [11] [12] . As the number of simplices for combinatorial triangulation is known in advance, efficient parallel enumeration of all simplices may be performed. There is a natural mapping between the integers 0,...,n! − 1 and permutations of n elements in lexicographical order, when the integers are expressed in factorial form.
Therefore, to perform initial covering of n dimensional hyper-cube by using a given number of threads (NT h), it is sufficient to find correct lexicographical permutation for each of them. After that all processors (threads) can work independently with n!/NT h different permutations.
After parallel combinatorial triangulation, DISIMPL-V performs 2 n and DISIMPL-C performs n! objective function evaluations in parallel. After this part, both versions of DISIMPL begin the main loop of the algorithm. This part in the both versions is parallelized partially. The complete parallel DISIMPL algorithms for multi-core computers are presented in Algorithms 2, 3.
IV. EXPERIMENTAL INVESTIGATIONS
Grillage-type foundations are the most conventional and effective scheme of foundations, especially in the case of weak grounds. Grillage consists of separate beams, which are supported by piles or reside on other beams. As piles may reach length of tens meters, reducing the number of piles will lead to substantial savings. The optimal scheme of grillage should possess the minimum possible number of piles. Theoretically, reactive forces in all piles should approach the limit magnitudes of reactions for them [23] . This goal can be achieved by choosing appropriate pile positions. Therefore, the piles should be positioned minimizing the largest difference between the reactive forces and the limit magnitudes of reactions.
A designer may get at an acceptable pile placement scheme by engineering test algorithms. However, obtaining optimal schemes is likely only in case of simple geometries, simple loadings and a limited number of design parameters. Practically, this is difficult to achieve for grillages of com- Evaluate f (v k ) 7: end for 8: Find f min and pe. Set m = 2 n , t = 0, tol = 10 −2 . 9: while pe > tol and m < M max (t < T max ) do 10: Identify the set P ⊂ S of potentially optimal simplices.
11:
#pragma omp parallel for 12: for j = 1 to |P| do 13: Divide P j into two new simplices S 1 and S 2 .
14:
Evaluate f (v j ).
16:
#pragma omp critical (m,V (S))
17:
Set m = m + 1.
19:
end if 20: #pragma omp critical (S) 21: Set S = S ∪ {S 1 , S 2 }.
22:
end for
24:
Update pe. Set t = t + 1. Identify the set P ⊂ S of potentially optimal simplices. 10: #pragma omp parallel for 11: for j = 1 to |P| do 12: Divide P j into three new simplices S 1 , S 2 , and S 3 .
13:
Find new centers {c j1 , c j2 , c j3 }. Evaluate f at new centers. 14: #pragma omp critical (m, S) 15: Set m = m + 2. Set S = S ∪ {S 1 , S 2 , S 3 }. 16: end for 17: Update f min . 18: Update pe. Set t = t + 1. 19 : end while plex geometries. To be safe, the number of piles in design schemes is usually overestimated.
Optimization problems of pile placement may be approached using global optimization [25] . These optimization problems are "black box" type: the values of the objective function are evaluated by an independent package which models reactive forces in the grillage using finite element method. The number of piles is n, usually n ≥ 10. The position of a pile is defined by a real number, which is mapped to a two-dimensional position by the modelling package. Possible values are from zero to the sum of length of all beams l. The feasible region of the problems is [0, l] n .
If characteristics of all piles are equal, their interchange does not affects to the value of the objective function. The problem may be constrained to avoid equivalent subregions of the feasible region:
In this case the search space is a simplex
In this way, the search space and the numbers of local and global minimizers are reduced n! times with respect to the original feasible region. We perform investigation of DISIMPL using the problem instances taken from [26] . The problem sizes are from n = 17 to n = 55. The definition of the problems may be found in [26] .
Experiments were performed using the following hardware and software system: The parallelization was measured using speedup and efficiency criteria. The plots of the results on pile placement problem are given in Fig. 3 . The results show that efficiency of parallelization is good. It can also be seen that the efficiency of parallelization is better for larger problems.
Pile placement problem is symmetric and taking this into account the algorithm begins with one initial simplex. For problems where the search space is a hyper-rectangle, initial covering can also be parallelized. We investigate this step using well-known Rosenbrock test problem for global optimization. The results are given in Fig. 4 , where the speedup of the first part of the algorithm (covering of the hyper-rectangle by simplices using face to face vertex Both figures reveal also, that efficiency and speedup are very similar in both DISIMPL versions. However for Rosenbrock problem the results are slightly better for DISIMPL-C. This is due to the fact that in initial steps DISIMPL-C performs n! function evaluations, while DISIMPL-V performs 2 n . If the objective function was more computationally expensive, the difference would be bigger.
V. CONCLUSIONS AND FUTURE WORKS
This paper presents two version of parallel DISIMPL algorithm for Lipschitz optimization. The algorithm has been implemented using C++ and OpenMP. The efficiency of the parallel algorithm was experimentally investigated solving 10 different optimal design of grillage-type foundations optimizations problems up to 55 dimensionality.
The investigation showed that the efficiency of parallelization is better for difficult test functions -when the computational cost of function evaluation at a point is large.
In future research in parallel DISIMPL a fully distributed version should be implemented for distributed memory clusters.
