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0. Introduction
Let G be a finite unitary group generated by complex reflections. As in [ST] such
a group G, or several such groups, will be denoted by “u.g.g.r.” In considering a u.g.g.r.,
it suffices to assume that it is irreducible. These irreducible u.g.g.r. have been classified in
[ST], an alternative treatment may be found in [C]. Only one from each pair of complex
conjugates is listed in these papers.
The classification in [ST] consists of 37 types of groups. Types 4–37 each consist of
a unique group (up to isomorphism). Let Gj be a group of type j for j = 4, . . . ,37. All
types 3–37 consist of primitive groups.
Let G be a u.g.g.r. The group G consists of matrices generated by complex reflections.
Let F be a field containing Q(G). Let R be the ring of integers in F and let V denote the
underlying vector space. As Serre has pointed out Q(G) is the field of the character. This
is easily seen as follows: a reflection s has a unique characteristic value distinct from one.
Thus by Frobenius reciprocity, the reflection representation occurs with multiplicity 1 in
the representation induced from the faithful linear representation of 〈s〉. Hence the Schur
index is 1.
The fields Q(G) for types 4–37 are listed in Table 1, see [Be]. By inspection it can be
seen that for types 4–37, the class number of Q(G) is always 1. This simplifies the proofs
in this paper considerably.
In particular, if F = Q(G), a basis of the underlying vector space V can be chosen so
that G can be written as a group of matrices with entries in R. This can be seen as follows:
let v = 0 be a vector in V and let L be the R module generated by all the images of v by
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Table 1
Type Q(G)
4,5 Q3
6,7,10 Q12
8 Q4
9,13 Q8
11,15 Q24
12 Q(√−2)
14 Q3(
√−2)
16 Q5
17 Q20
18 Q15
19 Q60
20 Q3(
√
5 )
21 Q12(
√
5 )
22 Q4(
√
5 )
23 Q(√5 )
24 Q(√−7 )
25,26,32,33,34 Q3
27,30 Q3(
√
5 )
28,35,36,37 Q
29,31 Q4
Table 2
Type dim Group Q(G) Prime N(G)
4–5 2 Q3 2 2
6–7 2 Q12 2 3
23 3 I3 =A5 ×Z2 Q(
√
5 ) 2 2
25 3 Hessian Q3 3 2
26 3 G25×Z2 Q3 3 2
28 4 W(F4) Q 2 2
33 5 PSp(4,3)×Z2 Q3 2 2
36 6 W(E6) Q 3 2
37 7 W(E7) Q 2 2
Table 3
(m,k,n) (m,k,n) F r
(ps,pt , n), n > 2, p  n Q(εm) 3
(ps,1, n), n > 2, p | n Q(εm) 3
(ps,pt , n), n > 2, t > 0, p | n Q(εm) 3+ p
(2,1,2) Q 2
(ps,pt ,2), t < s, (ps,pt ,2) = (2,1,2) Q(εm) 3
(2ps,2pt ,2), t < s, p odd Q(εm) 3
(ps,ps ,2) Q(εm + εm) 2
(2ps,2ps ,2), p odd Q(εm + εm) 2
The table contains (m,k,n), F = Q(G(m,k,n)), and r =
N(G(m,k,n))/h(F,n) in all cases where r > 1. p is a prime. It is
assumed that G is irreducible, i.e., G =G(2,2,2).
elements of G. As R is a principal domain, the “fundamental theorem of Abelian groups”
implies that L has an R basis. Write the matrices of G with respect to this basis.
Type 1 consists of all symmetric groups Sm+1 in dimension m.
Type 3 consists of all cyclic groups G in dimension 1.
Hence for all types other than 2 and Q(G) ⊆ F , G can be written as a group of
matrices with entries in R. This is also the case for type 2, see Sections 9 and 12. Such
a representation of G is called a reflection representation of G. Let N(G,F) denote the
number of R-equivalence classes of R-representations of G which are F -equivalent to
a reflection representation. Let N(G)=N(G,Q(G)).
In case Q(G) = Q, G is a Weyl group and this question was considered in [F]. As in
that paper, the proofs are constructive and all R-equivalence classes are described up to the
ideal class group of R. See [N] for related results.
Sections 3–7 are based on matrix computations, the details of which are omitted.
Various isomorphisms which are used below can be found in the ATLAS [A].
The groups of types 4–37 are handled in Sections 3–8.
Table 2 contains a list of all types 4–37 for which N(G) > 1. In each case, Table 2
contains Q(G), the prime p such that G is reducible modp (there is always only one such
rational prime) and N(G).
Type 1 consists of all symmetric groups Sm+1 in dimension m. Then N(S2) = 1 and
N(Sm+1) is the number of divisors of m+ 1. See [Cr] or [F, Theorem A].
As Type 3 consists of all cyclic groups G in dimension 1, N(G)= 1.
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The remainder of the paper is concerned with groups of type 2. Section 9 contains
a description of the groups of type 2. Section 10 contains properties of a certain lattice
related to each group. Sections 11 and 12 contain the relevant computations. The results
are listed in Table 3.
The proof of Theorem 10.3 below is closely related to the proof of [F, Theorem A].
See also [M, p. 168] where this method first appeared. This approach can be used to prove
[F, Theorem A] without using [F, Lemma 5]. Then an argument similar to that in [F] can
be used to get the corrected (see next paragraph) results in [F] in case n > 2. If n= 2 the
argument in Section 12 is perhaps more natural than that in [F], but to get explicit matrices
the computations in [F] are needed.
I wish to thank Gabriele Nebe for her careful reading of this paper, especially for
finding a serious error in the original argument which also affects the results in [F].
N(W(D2n))= 5, not 3 or 4 as stated in [F, Theorem A], see Table 3 where G(2,2, n)≈
W(Dn).
The notation is as in [ST,C], in particular εm = e2π i/m, Qm = Q(εm), and Zm = Z[εm]
is the ring of integers in Qm. Also i = ε4 and ω = ε3. As usual, − denotes complex
conjugation.
1. R-lattices
Let F be an algebraic number field and let R be the ring of integers in F . Let V be
a finite-dimensional F -space. An R-lattice L is a finitely generated free R-module L⊆ V
which contains a basis of V . The space V is called the ambient space of L. The rank of L
is the dimension of V .
If A is a fractional ideal of F let [A] denote the ideal class containing A. For a natural
number n let H(F,n) denote the group of all ideal classes whose nth power is the principal
ideal class. Let h(F,n)= |H(F,n)|, the order of H(F,n).
Let L be an R-lattice of rank n > 0. Let A be a fractional ideal in F . By Steinitz’s
Theorem [J, Theorem 10.14], AL is an R-lattice if and only if [A] ∈H(F,n).
Consider the following conditions:
(∗) (i) L is an R-lattice of rank n > 0 with ambient space V .
(ii) There exists a finite group G which acts on L and acts absolutely irreducibly
on V . Hence L is an R[G] module.
(iii) B is a nonzero G-invariant Hermitian form on V . Thus B is unique up to scalar
multiplication.
Suppose that (∗) holds. For any R-lattice M in V let disc(M) denote the ideal of R
which is the discriminant of M with respect to the form B . As usual GL(n,R) denotes the
group of n by n matrices with entries in R and determinant a unit in R.
The lattice L defines an R-representation ρ of G. If L′ is another G-invariant lattice
in V , L is G-equivalent to L′ if the corresponding representation ρ′ of G is R-equivalent
to ρ, i.e., there exists U ∈ GL(n,R) such that UρU−1 = ρ′. Observe that if U ∈ GL(n,R)
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and c ∈ F× then cUL is G-equivalent to L as cUρU−1c−1 = ρ′ is the representation
corresponding to cUL.
Let T be a finitely generated torsionR-module, then T is isomorphic toRz1⊕· · ·⊕Rzn,
where Rzi ≈ R/Ai for nonzero ideals with An ⊆ · · · ⊆ A1. Furthermore, these ideals are
uniquely determined [J, Theorem 10.15]. We will say that these ideals belong to T .
Theorem 1.1. Suppose that (∗) holds. Let A be a fractional ideal of F with [A] ∈H(F,n).
(i) There exists U ∈ GL(n,F ) with UL= AL and UGU−1 acting on AL. Furthermore
An = (det(U)), and if A is an integral ideal then [L :AL] = |Norm(det(U))|.
(ii) Let L and L′ =UL be G-equivalent G-invariant R-lattices. Then U = cU0 for some
c ∈ F×, U0 ∈ GL(n,R), and disc(L′) = (cc¯)n disc(L). If furthermore L′ ⊆ L then
c ∈R and [L :L′] = |Norm(c)|n.
(iii) The lattice AL is G-equivalent to L if and only if A is principal.
(iv) Let P be a prime ideal in R such that L/PL is an irreducible R[G]-module. Assume
that U ∈ GL(n,R) and U ≡ 0 (modP). Then det(U) ≡ 0 (modP).
Proof. (i) As L is an R-lattice. The first statement is clear by definition. To prove the
second statement it is sufficient to handle the case that A is a prime ideal. In that case the
results follow by localizing at A.
(ii) Let ρ,ρ′ be R-representations of G with underlying lattices L,L′, respectively.
There exists U ∈ GL(n,F ) with UL = L′ and UρU−1 = ρ′. As L and L′ are G-
equivalent there exists U0 ∈ GL(n,R) with U0ρU−10 = ρ′. By the absolute irreducibility
of G on V , U−10 U = cI for some c ∈ F . If furthermore L′ = cU0L ⊆ L then c ∈ R and[L :L′] = |Norm(c)|n.
(iii) If A= (c) then AL= cL is G-equivalent to L. Conversely suppose that AL is G-
equivalent to L. Replacing A by a prime ideal in its ideal class, it may be assumed that A
is a prime ideal of R. By (ii) AL= cUL for some c ∈ R and U ∈ GL(n,R). By (i) and the
unique factorization of ideals A= (c).
(iv) The irreducibility of L/PL implies that U is invertible modP. ✷
Corollary 1.2. Suppose that for every nonzero prime idealP in R (∗) holds and L/PL is
an irreducible R[G]-module. Then N(G,F)= h(F,n).
Proof. Let L′ be a G invariant lattice in V . Replacing L′ by a suitable scalar multiple, it
may be assumed that L′ ⊆ L.
Let L′ =Mk ⊆ · · · ⊆M1 = L be a composition series of G-invariant R-modules. Then
for each i , PiMi ⊆ Mi+1 for some prime ideal Pi . Hence PiMi = Mi+1 as G acts
irreducibly on Mi/PiMi . Therefore AL= L′ for some ideal A and so [A] ∈H(F,n).
LetB ∈H(F,n) with BL a G-invariant lattice. By Theorem 1.1(iii), AL is equivalent
toBL if and only if [A] = [B]. The result follows. ✷
The following hypothesis will be relevant below.
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(∗∗) Suppose that (π) is a principal prime ideal of R and (∗) holds. Assume that L/PL
is an irreducible R[G]-module for every prime ideal P = (π) of R.
Theorem 1.3. Suppose that (∗∗) holds. Let M be a G-invariantR-lattice. Then there exists
an ideal A with [A] ∈H(F,n) such that AM ⊆ L, R belongs to L/AM and all the ideals
belonging to L/AM are powers of (π).
Proof. Replacing M by aM for a suitable a ∈ F , it may be assumed that M ⊆ L. Let
M =Mr ⊆ · · · ⊆M1 = L be a composition series of R[G]-modules. Then for each i either
the ideals belonging to Mi/Mi+1 are powers of π , and copies of R or Mi+1 =PiMi for
a prime ideal Pi = (π). Hence the ideals belonging to L/M are all of the form (π)cB
for some ideal B. As M is an R-lattice (π)dBn is principal for a suitable d and so
[B] ∈H(F,n). Choose A= (π)bB−1 so that R belongs to L/AM . ✷
Theorem 1.4. Suppose that (∗∗) holds. Assume that there exists u ∈ L − πL such that
(Ru + πL)/(πL) is the unique proper G-invariant subspace mod πL. There exists
a largest integer d so that for some v ∈ L, u − v ∈ πdL, and (Rv + πdL)/(πdL) is
G-invariant mod πdL. Let Mj = πjL + vR for 0  j  d . Let M be a G-invariant R-
module in L such that the ideals belonging to L/M are (π)j for some j and n− 1 copies
of R. Then M =Mj for some j with 0 j  d .
Proof. The existence of d follows from the absolute irreducibility of V . As (Ru +
πL)/(πL) is unique, the result follows by induction on j . ✷
Corollary 1.5. Suppose that the hypotheses of Theorem 1.4 hold. Let M be a G-invariant
R-lattice. Let d and Mj be defined as in Theorem 1.4. Then there exists an ideal A such
that AM is G-equivalent to Mj for some j with 0 j  d .
Proof. This is clear by Theorems 1.3 and 1.4. ✷
Corollary 1.6. Suppose that n = 2 and the hypotheses of Theorem 1.4 hold. Let m be
a power of a prime p. Suppose that Q(G)⊆ Q(εm). Let π = 1 − εm. Assume that d = 2
in Corollary 1.5, and v in Theorem 1.4 can be chosen so that {v,w} is a basis of L for
suitable w. Then each Mj is an R-lattice and N(G,Q(εm))= 3h(Q(εm),2).
Proof. {v,πjw} is a basis of Mj as [L : 〈v,πjw〉] = [L :Mj ] and 〈v,πjw〉 ⊆Mj . Then
U = ( 10 0πj ) maps L onto Mj and U = cB with B ∈ GL(2,R). Therefore Mj and AMi
are not G-equivalent for A an ideal and i = j by Theorem 1.1(iii), so N(G,Q(εm)) =
3h(Q(εm),2). ✷
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2. A lemma
Lemma 2.1. Let R be a principal domain and let F be the field of fractions of R. Let ρ1
and ρ2 be R-representations of rank n of the finite group G which are F -equivalent. Let
U ∈ GL(n,F ) such that Uρ1(x)U−1 = ρ2(x) for all x in G.
(i) There exists c ∈ F so that cU has entries in R but cU ≡ 0 (mod P) for any prime
ideal P in R.
(ii) If ρ1 (and hence ρ2) is irreducible modP for some prime ideal P, then det(cU) ≡ 0
(modP).
(iii) If ρ1 and ρ2 are irreducible modP for every prime idealP in R, then ρ1 and ρ2 are
R-equivalent.
Proof. (i) Since R is principal, there exists c ∈ F so that cU has entries in R, and the
greatest common divisor of the entries in cU is a unit. Thus cU has the desired property.
(ii) Let c be as in (i). The result follows from Theorem 1.1(iv).
(iii) By (ii) det(cU) is a unit in R and so cU ∈ GL(n,R). ✷
3. Types 4–7
The matrices
s =
(
0 1
−1 0
)
, t =
(−ω2 1
0 −ω
)
generate a group H isomorphic to 2A4, the double cover of A4, hence they define a
representation ρ of 2A4. For j = 4, . . . ,7,Gj can be chosen so that it is generated by scalar
multiples of s and t in Q12 (see [ST]) and Q(Gj)= Q3 for j = 4,5 and Q(Gj)= Q12 for
j = 6,7.
Let π = 1 + i . Then π is a prime in Z12 and 2 = −iπ2. The representation ρ is
irreducible modulo every prime in Z3 or Z12, which does not divide 2, hence modulo any
prime ideal other than (2) or (π). Let v = (1,−1). Corollary 1.5 applies and N(Gj) = 2
for j = 4,5 and N(Gj)= 3 for j = 6,7.
4. Types 8–22
Let 8  j  15. Then Gj is derived from a double cover 2S4 of the symmetric group
S4 by multiplying certain elements by scalars. As 2S4 is irreducible modulo every prime
in Z4, Lemma 2.1 implies that N(Gj )= 1.
Suppose that 16  j  22. Then Gj is derived from the double cover 2A5 of A5 by
multiplying certain elements by scalars. As 2A5 is irreducible modulo every prime in
Z4[α], where α = (−1+
√
5)/2, Lemma 2.1 implies that N(Gj )= 1. Direct inspection in
[ST] shows that Q(Gj ) is as in Table 1.
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5. Type 23
Let α = (−1+√5)/2. Define
t1 =
(−1 0 0
α 1 0
0 0 1
)
, t2 =
( 1 α 0
0 −1 0
0 1 1
)
, t3 =
(1 0 0
0 1 1
0 0 −1
)
.
Let H = 〈t1, t2, t3〉 be the group generated by the reflections t1, t2, t3. Then H ≈
A5 ×Z2 ≈G23 and Q(H)= Q(α). Furthermore, H is irreducible modulo any prime ideal
other than (2).
Define
U =
( 2 −α 0
−α 2 −1
0 −1 2
)
.
Then U conjugates H into its contragredient ρ. Since Norm(det(U))= 4, (det(U)) is not
a cube and so U = aB for B ∈ GL(3,Z[α]). Hence the reflection representation is not
G-equivalent to its contragredient ρ. Thus N(G23) 2.
For ρ, u = (1,0,−1) is a fixed vector mod 2L and there is no fixed vector mod 4L.
Therefore N(G23)= 2 by Corollary 1.5.
6. Types 25 and 26
Define
t1 =
(
ω2 0 0
ω2 1 0
0 0 1
)
, t2 =
(1 ω 0
0 ω 0
0 ω 1
)
, t3 =
(1 0 0
0 1 ω2
0 0 ω2
)
.
Let H = 〈t1, t2, t3〉 be the group generated by the complex reflections t1, t2, t3. Then
H ≈G25, G26 ≈G25 ×Z2 and Q(H)= Q3. Let P be an extra-special group of order 27
and exponent 3. Then H ≈ SL(2,3)P . This is related to the Hessian group. Furthermore,
H is irreducible modulo any prime ideal other than (1−ω).
Define
U =
( 2 −1+ω 1
−1+ω2 3 −1+ω2
1 −1+ω 2
)
.
Then U conjugates H into its contragredient ρ. Since det(U)= 3, (det(U)) is not a cube
and so U = aB for B ∈ GL(3,Z[ω]). Hence a reflection representation is not G-equivalent
to ρ. Thus N(G25) 2.
For ρ, u= (1,0,−1) is a fixed vector mod (1−ω)L and there is no fixed vector mod 3L.
Therefore N(G25)= 2 by Corollary 1.5.
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7. Type 33
Define
s1 =


−1 1 0 ω 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1

 , s2 =


1 0 0 0 0
1 −1 1 ω2 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1

 ,
s3 =


1 0 0 0 0
0 1 0 0 0
0 1 −1 0 0
0 0 0 1 0
0 0 0 0 1

 , s4 =


1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
ω2 ω 0 −1 −1
0 0 0 0 1

 ,
s5 =


1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 −1 −1

 .
Let H = 〈s1, s2, s3, s4, s5〉 be the group generated by the complex reflections sj with
1  j  5. Then H = G33 ≈ PSp(4,3)× Z2 [A, p. 26] and Q(H) = Q3. Furthermore,
H is irreducible modulo any prime other than (2).
Define
U =


2 −1 0 −ω 0
−1 2 −1 −ω2 0
0 −1 2 0 0
−ω2 −ω 0 2 1
0 0 0 1 2

 .
ThenU conjugates the reflection representation ρ into its contragredient. Since det (U)= 2,
(det(U)) is not a fifth power and so U = aB for B ∈ GL(5,Z[ω]). Hence ρ is not
G-equivalent to its contragredient. Thus N(G33) 2.
For ρ, u = (1,0,1,0,−ω2) is a fixed vector mod 2L and there is no fixed vector
mod 4L. Therefore N(G33)= 2 by Corollary 1.5.
8. All types other than 2
If G is of type 1,28,35,36,37 then it is a Weyl group and the result is proved in [F].
Type 3 consists of cyclic groups in dimension 1. Types 4–22 are handled in Sections 3
and 4. Types 23, 25, 26, 33 are dealt with in Sections 5–7. The remaining types other than
2 satisfy the conditions of Lemma 2.1(iii) and so N(Gj )= 1 for these types.
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9. The groups G(m,k,n)
Suppose that m > 1, k | m, and n > 1. The group G(m,k,n) is the extension of the
group A by the symmetric group Sn where
A= {(c1, c2, . . . , cn) ∣∣ cmi = 1, (c1, c2, . . . , cn)m/k = 1}
and Sn acts as a permutation group on the coordinates. Then |G(m,k,n)| = (mn)n!/k. The
groups G(m,k,n) are precisely the groups of type 2 up to isomorphism [ST, Section 2].
Lemma 9.1. (i) G(2,2, n)=W(Dn).
(ii) G(2,1, n)=W(Bn).
(iii) G(6,6,2)=W(G2)≈W(A2)×Z2.
(iv) If m = 2m0 with m0 odd and k = 2k0, let G = G(2m0,2k0,2) and G0 =
G(m0, k0,2). Then G=G0 ×Z2. Furthermore, Q(G)= Q(G0) and N(G)=N(G0).
Proof. These statements follow directly from the definition. ✷
Lemma 9.2. (i) G(m,m,2) is a dihedral group of order 2m and Q(G(m,m,2)) =
Q(εm + εm).
(ii) If (m, k,n) = (m,m,2) then Q(G(m,k,n))= Qm.
Proof. This follows directly from the definition. See also [ST, Section 2]. ✷
Lemma 9.3. (i) G(2,2,2)=W(D2)≈Z2 ×Z2 is reducible.
(ii) If (m, k,n) = (2,2,2) then G(m,k,n) is irreducible.
(iii) Let p be a prime. If p |m then G(m,k,n) is irreducible modulo every prime in the
ring of integers of Q(G(m,k,n)) which does not divide p unless p = 2, n= 2, m= 2m0
with m0 odd and k = 2k0.
Proof. (i) and (ii) follow directly from the definition.
(iii) If m = m1m2 with (m1,m2) = 1, then G(m1, k1, n) ⊆ G(m,k,n) where k1 =
(k,m1). Thus G=G(ps,pt , n) ⊆G(m,k,n) for some natural numbers t  s. If ps > 2,
then G is irreducible in any field of characteristic not p. Also G(2, k, n) for n > 2 and
G(2,1,2) are irreducible in any field of odd characteristic. ✷
Theorem 9.4. G(m,k,n) is irreducible modulo every prime in the ring of integers of
Q(G(m,k,n)) except in the following cases.
(i) m= ps for some prime p and some natural number s.
(ii) m= 2ps for some odd prime p, k is even, and n= 2. (Possible s = 0.)
Proof. Suppose that n > 2. If two distinct primes divide m the result follows from
Lemma 9.3. If n = 2 then Lemma 9.3 also implies that the conditions in (ii) yield the
only possible counter examples. ✷
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Corollary 9.5. If neither (i) nor (ii) of Theorem 9.4 hold then
N
(
G(m,k,n)
)= h(Q(G(m,k,n), n)).
Proof. This is a direct consequence of Theorem 9.4 and Corollary 1.2. ✷
In the remainder of this paper the cases (i) and (ii) of Theorem 9.4 will be considered.
Lemma 9.1(iv) and Corollary 9.5 imply that in order to evaluate N(G(m,k,n)), it suffices
to consider the case that m = ps for some prime p and some natural number s, but
(m, k,n) = (2,2,2).
10. A lattice related to G(m,k,n)
Let G=G(m,k,n). Let ε = εm and let F = Q(ε), then D = Z[ε] is the ring of integers
in F . Let V be an n-dimensional vector space over F . Let {e1, e2, . . . , en} be a basis of V
such that G acts on V as a group of monomial matrices with respect to this basis. Define
the positive definite Hermitian formB on V so that {e1, e2, . . . , en} is an orthonormal basis.
Thus G preserves the form B .
Let αi = ei − ei+1 for 1  i  n− 1 and let αn = en−1 − εen. Let L be the D-lattice
with basis {α1, α2, . . . , αn} [C, p. 388].
For 1 i  n let si be the reflection of order 2 corresponding to αi . For v ∈ V , si (v)=
v −B(v,αi )αi for 1 i  n. Then si (ei)= ei+1 for 1 i  n− 1 and sn(en)= εen−1.
Let s0 be the linear transformation on V defined by s0(en) = εen, s0(ei) = ei for
1 i  n− 1, then s0 is a complex reflection of order m.
Define L∞ to be the D-lattice with basis {e1, . . . , en}.
Theorem 10.1. (i) G=G(m,k,n)= 〈sk0 , s1, . . . , sn〉.
(ii) If k′ < k, G(m,k,n)G(m,k′, n).
(iii) L∞ is a G-invariant lattice.
Proof. For (i) and (ii), see [C, p. 388]. Direct computation proves (iii). ✷
For the remainder of this section assume that n > 2.
By Lemma 9.2(iii), F = Q(G).
Let L∗ be the dual module of L, i.e., L∗ = {v | v ∈ V,B(v,αi ) ∈D for all i}. L∗ is a
D-lattice as a dual basis of {α1, α2, . . . , αn} is a basis of L∗. As L is a G-invariantD-lattice
and G preserves B , also L∗ is a G-invariant D-lattice.
Define
βj = e1 + · · · + ej for 1 j  n− 2,
βn−1 = (e1 + e2 + · · · + εen)/(1− ε),
βn = (e1 + · · · + en)/(1− ε).
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Lemma 10.2. (i) L=
{
x1e1 + · · · + xnen
∣∣∣ xi ∈D, n∑
1
xi ≡ 0 (mod (1− ε))
}
.
(ii) {β1, . . . , βn} is the dual basis of {α1, . . . , αn} in L∗.
Proof. (i) By subtracting multiples of α1, . . . , αn−2 from u= x1e1 + · · ·+ xnen, we get an
element of the form xen−1 + yen with x + y ≡ 0 (mod (1− ε)); this equals(
x − (x + y)/(1− ε))αn−1 + ((x + y)/(1− ε))αn.
(ii) Direct computation. ✷
If m= 2 then ε =−1 and {α1, . . . , αn} is a simple system of roots of type Dn. Thus L
is the lattice of roots and L∗ is the lattice of weights in this case, {β1, . . . , βn} is the set of
fundamental weights. See [B, pp. 256–257].
Theorem 10.3. Let M be a finitely generated G-invariant torsion free D-module. Then
there exists a fractional ideal A such that L⊆AM ⊆ L∗.
Proof. Replacing M by cM for suitable c ∈ F , it may be assumed that L ⊆M . Then
T =M/L is a torsion D-module. Let An ⊆ · · · ⊆ A1 be the ideals belonging to T . Then
A1M is a G-invariant D-module. Replacing M by A1M it may be assumed that L ⊆M
and D =A1 is one of the ideals belonging to T .
Suppose that M is not contained in L∗. There exists u ∈ M such that for some i
B(u,αi )= a is not in D. For v ∈ V si(v) = v − B(v,αi )αi . Then si(u) = u− aαi ∈M ,
and so aαi ∈ M . Thus sj (aαi) = aαi − B(aαi,αj )αj ∈ M , and so aB(αi,αj )αj ∈ M .
B(αj ,αj+1)=−1 for 1 j  n− 2, B(αn−2, αn)=−1, and so aαj ∈M for 1 j  n
and aL⊆M .
As (a)=A/B for relatively prime integral ideals, it follows that AL⊆BM . Since a is
not inD,B =D. LetP be a prime ideal dividingB. Let T0 =M/AL and let S =M/BM ,
then S is a homomorphic image of T0. However, S/PS is an n-dimensional space over the
field D/P, while the dimension of T0/PT0 is at most n − 1 as D is one of the ideals
belonging to T . This contradicts the fact that B = D. Therefore (a) = A and so a ∈ D,
contrary to assumption. ✷
Suppose that m= ps for some p. Then p is totally ramified in D. For 0 j  p− 1 let
γj =
(
e1 + · · · + en−1 + εj en
)/
(1− ε) and Lj = 〈γj ,L〉.
Theorem 10.4. Assume that m= ps for some prime p. Then [L∗ :L] = p2 .
(i) If p  n then L∗/L is a cyclic group. L∞ is the only module M with LM  L∗.
(ii) If p | n then L∗/L≈ Zp ×Zp . There are p+ 1 modules M with LM  L∗. They
are Lj where j =∞ or 0 j  p− 1.
(iii) Let 0  i  p − 1. If p | n then sj0 (L0) = Li where i ≡ j (mod p). If pt > 1 then
every Li is G-invariant.
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Proof. The prime p is totally ramified in D. Thus [D : (1−ε)D] = p. By Lemma 10.2(ii),
L∗ = 〈L∞, βn〉 and so [L∗ :L] = p2.
(i) (1− ε)γj is not in L. Hence L∗/L contains an element of order greater than p. Thus
L∗/L is cyclic. The result follows as L∞ is not in L and γ0 is not in L∞.
(ii) As (1 − ε)γj ∈ L, but γj is not in L, it follows that [Lj : L] = p. If Li = Lj for
0 i, j  p− 1 then
γi − γj =
(
εi − εj )/(1− ε)en ∈L
and so εi − εj ≡ 0 (mod (1− ε)2), hence i ≡ j (mod p) and so i = j . 〈L∞,Lj 〉 = L∗ for
0 j  p− 1. Therefore L∞ = Lj for 0 j  p− 1.
(iii) sj0 (γ0) = γj for 0  j  p − 1 by definition. By Theorem 10.1(ii) it suffices
to show that L0 is G-invariant. By definition, sj (γ0) = γ0 for 1  j  n − 1, and
γ0 − sn(γ0)= en−1 − εen ∈L. The last statement follows as
γ0 − sp0 (γ0)=
1− εp
1− ε and
1− εp
1− ε ≡ 0 (mod (1− ε)). ✷
Theorem 10.5. Assume that m= ps for some prime p, pt > 1 and p | n. Let
η=
(
n∑
1
εi−1ei
)/
(1− ε).
(i) Lj is a G-invariant D-lattice for 0 j  p− 1.
(ii) If p is odd or 4 | n then {η,α2, . . . , αn} is a D-basis of L0.
(iii) If p = 2 and n≡ 2 (mod 4) then {η,α2, . . . , αn} is a D-basis of L1.
Proof. By Theorem 10.4(iii), (ii) and (iii) imply (i), so that it is sufficient to prove (ii) and
(iii).
γ0 − η=
n∑
2
xiei where xi =
(
1− εi−1)/(1− ε)= 1+ · · · + εi−2.
Thus
n∑
2
xi ≡
n∑
2
(i − 1)≡ 1
2
n(n− 1) (mod (1− ε)).
If p is odd then η ∈ L0 as p | n. If p = 2 and 4 | n then 12n(n− 1) is even and η ∈ L0 also
in this case. Suppose that p = 2 and n≡ 2 (mod 4). By definition γ0 − γ1 = en. Hence
γ1 − η=
n∑
2
xiei − en.
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As 12n(n− 1)− 1 is even, η ∈ L1.
To complete the proof it suffices to show that α1 ∈ 〈η,α2, . . . , αn〉. Direct computation
shows that α1 = y1η+ y2α2 + · · · + ynαn, where
y1 = (1− ε), yj =−
j−1∑
0
εi for 2 j  n. ✷
Corollary 10.6. Assume that m = ps for a prime p and p | n. Let M be a G-invariant
D-lattice. Then there exists a fractional idealA with [A] ∈H(F,n) so thatL⊆AM ⊆ L∗.
Proof. By Theorems 10.4 and 10.5(i) everyD-moduleM with L⊆M ⊆ L∗ is a D-lattice.
The result follows from Theorem 10.3. ✷
Lemma 10.7. Let G=G(ps, k, n).
(i) L and L∗ are not G-equivalent.
(ii) If LM  L∗ then M is not G-equivalent to L or L∗.
Proof. Since n > 2 this follows from Theorem 1.1(ii). ✷
Lemma 10.8. Let G=G(ps, k, n) with p | n and k > 1. Let η be as in Theorem 10.5. Let
U ∈ GL(n,F ) be defined by Ue1 = η and Uej = αj for 2 j  n. Then
{Li | 0 i  p− 1} =
{
s
j
0UL∞
∣∣ 0 j  p− 1}.
Furthermore, (det(U))=D and U(−en−1 + en)= (1− ε)en.
Proof. By Theorem 10.5, UL∞ = L0 or L1. Thus by Theorem 10.4(iii),
{Li | 0 i  p− 1} =
{
s
j
0UL∞
∣∣ 0 j  p− 1}
and sp0 UL∞ is G-equivalent to UL∞. As [L∗ :L∞] = [L∗ :Li ], Theorem 1.1 implies that
(det(U))=D. The last statement is a direct computation. ✷
Theorem 10.9. Let G=G(ps, k, n) with p | n and k > 1. If 0 j  p− 1 then Lj is not
G-equivalent to L∞.
Proof. If Lj is G-equivalent to L∞, then by Lemma 10.8 L∞ is G-equivalent to si0UL∞
for some i . By Theorem 1.1(ii), csi0U ∈ GL(n,D) for some c ∈ F and so cU ∈ GL(n,D).
By Lemma 10.8, (c)=D and so U ∈ GL(n,D), contrary to the definition of U . ✷
Theorem 10.10. Let G=G(ps, k, n) with p | n and k > 1, then Li is not G-equivalent to
Lj for 0 i = j  p− 1.
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Proof. Let U be as in Lemma 10.8. If si0UL∞ is G-equivalent to s
j
0UL∞ for some
0  i = j  p − 1 then U−1sj−i0 UL∞ is G-equivalent to L∞; thus by Theorem 1.1(ii),
cU−1sj−i0 U ∈ GL(n,D) for some c ∈ F . Since det(U−1sj−i0 U)= det(sj−i0 ) is a unit in D,
U−1sj−i0 U ∈ GL(n,D). The converse is clear. As p is a prime, every U−1sk0U is a power
of U−1sj−i0 U . This implies that either Li and Lj are G-equivalent for all i, j or no two
distinct ones are G-equivalent.
Suppose that the result is false. Then U−1s−10 U ∈ GL(n,D) and so U−1s−10 UL∞ =
L∞. By definition,
s−10 η− η=
(
εn−2 − εn−1)en/(1− ε)= εn−2en.
Hence by Lemma 10.8,
U−1s−10 Ue1 =U−1s−10 η=U−1
(
η+ εn−2en
)= e1 + εn−2(−en−1 + en)/(1− ε),
which is not in L∞, a contradiction. ✷
11. G(m,k,n) with n > 2
The notation of Section 10 will be used. In this section it will be assumed that n > 2.
Define
r = r(m, k,n)=N(G(m,k,n))/h(Q(G(m,k,n), n)).
Assume that r > 1. By Theorem 9.4 it is sufficient to consider the case that m = ps
where p is a prime.
Let G=G(ps, k, n) and let F = Q(G). By Lemma 9.2(iii), F = Q(ε).
Theorem 11.1. N(G(2, k, n)) is as in Table 3.
Proof. Since G(2,2, n) ≈ W(Dn) and G(2,1, n) ≈ W(Bn) the result follows from
Theorems 10.9, 10.10, and [F, Theorem A]. ✷
Theorem 11.2. Suppose that ps > 2 and r > 1. Then r is as in Table 3.
Proof. Let M be a G-invariant D-lattice. By Corollary 10.6, L⊆AM ⊆ L∗ for a suitable
ideal A with [A] ∈H(F,n). By Theorem 1.1(ii), it may be assumed that L⊆M ⊆ L∗.
Assume first that p  n. By Theorem 10.4(i), M = L,L∞ , or L∗. Then r = 3 by
Theorem 10.4(i) and Lemma 10.7.
Assume now that p | n.
Suppose that k = 1. By Theorem 10.4, Li is not G-invariant for 0 i  p − 1 and so
r = 3 by Theorem 10.4(iii) and Lemma 10.7, as in the previous case.
Suppose that k > 1. Then each Lj is G-invariant. Hence r = 3+p by Lemma 10.7 and
Theorems 10.9 and 10.10. ✷
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12. G(m,k,2)
The notation of Section 10 will be used. Define
r = r(m, k,2)=N(G(m,k,2))/h(Q(G(m,k,2),2)).
Assume that r > 1.
Observe that G(2,2,2) is reducible and G(2,1,2)≈W(B2).
Theorem 12.1. r(2,1,2)= 2 as in Table 3.
Proof. See [F, Theorem A]. ✷
From now on assume that m> 2. Thus ε = ±1. Let F = Q(G(m,k,2)). Define
S =
(
0 −1
1 ε+ ε
)
, T =
(
1 ε+ ε
0 −1
)
, T1 = εkI.
G(m,k,2)≈ 〈S,T ,T1〉 and so G(m,m,2)≈ 〈S,T 〉. T has order 2, T1 has order m/k, and
since ε = ±1, S has order m. This defines the reflection representation ρ of G.
F =
{Q(ε) if k <m/2,
Q(ε+ ε) if k m/2.
Let D be the ring of integers in F . Then D = Z[ε],Z[ε + ε] for F = Q(ε),Q(ε + ε),
respectively. Let L be the underlying D-lattice for ρ.
By Lemma 9.2(ii) and Corollary 9.5, it may be assumed that m= ps . Hence k = pt for
t  s. Let π = 1− ε.
Theorem 12.2. Let G= 〈S,T ,T1〉. Then G is irreducible modulo every prime in D which
does not divide p. If M is a G-invariant D-lattice, then there exists an ideal A with
[A] ∈ H(F,2) and an integer d , such that AM ⊆ L and the ideals belonging to L/AM
are D and πj for some j with 0 j  d . Furthermore,
d = 1 if t = s, so F = Q(ε+ ε);
d = 2 if t < s, so F = Q(ε)
In all cases r = d + 1, as in Table 3.
Proof. By the definition of S and T ,
ST =
(
0 1
1 0
)
and G= 〈T ,ST ,T1〉.
By Theorem 1.3 there exists an ideal A with [A] ∈H(F,2) such that AM ⊆ L and the
ideals belonging to L/AM are D and (π)j for some j . Replacing AM by M , it may be
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assumed thatM ⊆ L and the ideals belonging to L/M are D and (π)j for some j . Suppose
that j > 0.
Characteristic vectors of ST are (1,1), (1,−1) and characteristic vectors of T are (1,0),
(ε+ε,−2). Let v = (1,−1). As ε+ε ≡ 2 (mod π), (Rv + πL)/(πL) is the unique proper
G-invariant subspace mod πL.
If p is odd, ε = ε2i for some i . Hence ε + ε − 2 = (εi − εi)2. Therefore ε + ε ≡
2 (mod π2) but ε+ ε ≡ 2 (mod π3). As Sv − v = (0,−π2), we get
Sv ≡ v (mod π2), Sv ≡ v (mod π3). (12.3)
If p = 2 then ε + ε ≡ 2 ≡ 0 (mod π2) and −Sv − v = (−2, ε + ε). If ps = 4,
ε + ε ≡ 0 (mod π3) and (12.3) holds. If ps = 4 then (2) = (π2) and also in this case
(12.3) holds.
Therefore (Rv + πjL)/(πjL) is G-invariant for 0  j  2 but not for j = 3. If
F = Q(ε+ ε) then (ππ¯) is a prime ideal in D. Thus, by Corollary 1.5, d has the required
value in all cases.
Let Mj = πjL+ vR for 0  j  d . It suffices to show that if i < j , then Mj = AMi
for any ideal A with [A] ∈H(F,2).
Suppose that F = Q(ε + ε), then [M0 :M2] = p and so M2 = AM0 for any ideal A.
Therefore r = d + 1 = 2.
If F = Q(ε) apply Corollary 1.6 to get r = d + 1 = 3. ✷
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