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ABSTRACT
We present a new model of the extragalactic background light (EBL) and corresponding γγ opacity for inter-
galactic gamma-ray absorption from z = 0 up to z = 10, based on a semi-analytical model of hierarchical galaxy
formation that reproduces key observed properties of galaxies at various redshifts. Including the potential con-
tribution from Population III stars and following the cosmic reionization history in a simplified way, the model
is also broadly consistent with available data concerning reionization, particularly the Thomson scattering op-
tical depth constraints from WMAP. In comparison with previous EBL studies up to z∼ 3–5, our predicted γγ
opacity is in general agreement for observed gamma-ray energy below 400/(1 + z) GeV, whereas it is a factor
of∼ 2 lower above this energy because of a correspondingly lower cosmic star formation rate, even though the
observed UV luminosity is well reproduced by virtue of our improved treatment of dust obscuration and direct
estimation of star formation rate. The horizon energy at which the gamma-ray opacity is unity does not evolve
strongly beyond z ∼ 4 and approaches ∼ 20 GeV. The contribution of Population III stars is a minor fraction
of the EBL at z = 0, and is also difficult to distinguish through gamma-ray absorption in high-z objects, even at
the highest levels allowed by the WMAP constraints. Nevertheless, the attenuation due to Population II stars
should be observable in high-z gamma-ray sources by telescopes such as Fermi or CTA and provide a valuable
probe of the evolving EBL in the rest-frame UV. The detailed results of our model are publicly available in
numerical form at the URL http://www.slac.stanford.edu/%7eyinoue/Download.html.
Subject headings: cosmology: diffuse radiation – gamma rays : theory – galaxies: evolution
1. INTRODUCTION
The extragalactic background light (EBL), the diffuse,
isotropic background radiation from far-infrared (FIR) to ul-
traviolet (UV) wavelengths, is believed to be predominantly
composed of the light from stars and dust integrated over the
entire history of the Universe (see Dwek & Krennrich 2012,
for reviews). The observed spectrum of the local EBL at z = 0
has two peaks of comparable energy density. The first peak
in the optical to the near-infrared (NIR) is attributed to di-
rect starlight, while the second peak in the FIR is attributed to
emission from dust that absorbs and reprocesses the starlight.
The precise determination of the EBL has been a difficult
task. Direct measurements of the EBL in the optical and NIR
bands have been hampered by bright foreground emission
caused by interplanetary dust, the so-called zodiacal light (see
Hauser & Dwek 2001, for reviews). Recently, Matsuoka et al.
(2011) reported measurements of the EBL at 0.44 µm and
0.65 µm from outside the zodiacal region using observational
data from Pioneer 10/11. On the other hand, integration over
galaxy number counts provide a firm lower bound on the EBL,
and the observed trend of the counts with magnitude indi-
cates that the EBL at z = 0 has been largely resolved into dis-
crete sources in the optical/NIR bands (e.g. Madau & Pozzetti
2000; Totani et al. 2001; Keenan et al. 2010), even when the
effect of incomplete detection due to cosmological dimming
of surface brightness is taken into account (Totani et al. 2001).
E-mail: yinoue@slac.stanford.edu
The EBL can also be probed indirectly through obser-
vations of high-energy gamma rays from extragalactic ob-
jects (e.g. Gould & Schréder 1966; Jelley 1966; Stecker et al.
1992; Mazin & Raue 2007). Gamma-rays propagating
through intergalactic space can be attenuated by photon-
photon pair production interactions (γγ → e+e−) with low-
energy photons of the EBL. For gamma-rays of given energy
Eγ , the pair production cross section peaks for low-energy
photons with energy
ǫpeak ≃ 2m
2
ec
4
Eγ
≃ 0.5
(
1 TeV
Eγ
)
eV, (1)
where me is the electron mass and c is the speed of light. In
terms of wavelength, λpeak ≃ 2.5(Eγ[TeV]) µm. Measuring
the resultant attenuation features in the spectra of extragalac-
tic GeV-TeV sources would offer a valuable probe of the EBL
that is indirect, yet unique in being redshift-dependent. Al-
though this method can be limited by incomplete knowledge
of the intrinsic spectra of the source before attenuation, by
assuming a plausible range for such spectra, observations of
blazars by current ground-based telescopes have been able
to place relatively robust upper limits to the EBL at z = 0
and up to z ∼ 0.5 (e.g. Aharonian et al. 2006a; Albert et al.
2008). This has been complemented by Fermi observations
of blazars and gamma-ray bursts (GRBs) that placed upper
limits on the γγ opacity up to z = 4.35 (Abdo et al. 2009,
2010a). The energy density of the local EBL has been con-
strained to be < 24 nW m−2 sr−1 at optical wavelengths, and
2< 5 nW m−2 sr−1 between 8 µm and 31 µm (Meyer et al.
2012). Combined with the lower limits from galaxy counts,
the total EBL intensity at z = 0 from 0.1 µm to 1000 µm is
inferred to lie in the range 52–99 nW m−2 sr−1 (Horiuchi et al.
2009). Very recently, HESS has succeeded in positively mea-
suring the imprint of the local EBL in the spectra of bright
blazars, assuming only that their intrinsic spectra have smooth
shapes (Abramowski et al. 2013). Fermi has also positively
detected the redshift-dependent signature of EBL attenuation
up to z = 1.5, utilizing the collective spectra of a large num-
ber of blazars (Ackermann et al. 2012). However, the EBL at
higher redshifts is still highly uncertain.
Currently available theoretical models for the EBL can be
broadly categorized into three types. First, in backward evo-
lution models, one starts from the observed properties of
galaxies in the local Universe and describes their evolution
by extrapolating backwards in time in a parameterized fash-
ion (e.g. Malkan & Stecker 1998; Totani & Takeuchi 2002;
Stecker et al. 2006; Franceschini et al. 2008). This extrapo-
lation entails uncertainties in the properties of the EBL that
inevitably increase at high redshifts. Nevertheless, based on
the observed, rest-frame K-band luminosity function (LF)
of galaxies from z = 0 up to z = 4, Domínguez et al. (2011)
were able to model the EBL without any assumptions for the
LF. Helgason & Kashlinsky (2012); Stecker et al. (2012) con-
structed evolving EBL models in a relatively robust way by
utilizing multiwavelength photometric survey data.
Secondly, in forward evolution models, the basis is a de-
scription for the cosmic star formation history (CSFH), over
which models for the spectral energy distribution (SED) of
the stellar population are convolved to obtain the evolving
EBL (e.g. Kneiske et al. 2004; Finke et al. 2010). However,
such models cannot follow the detailed evolution of key
physical quantities such as the metallicity and dust content,
which can significantly affect the spectral shape of the EBL.
Furthermore, although most forward evolution models em-
ploy the CSFH of Hopkins & Beacom (2006), it is known
that this CSFH model overproduces the stellar mass density
(Fardal et al. 2007; Choi & Nagamine 2012), and is also in-
consistent with the observed rate of core-collapse supernovae
(Horiuchi et al. 2011). Recent studies by Kobayashi et al.
(2013) show that Hopkins (2004); Hopkins & Beacom (2006)
may have overestimated the CSFH at z> 1, arising from over-
correction for dust obscuration effects and in conversion from
luminosity to star formation rate.
Finally, rooted in the modern cosmological framework of
large-scale structure formation driven by cold dark matter,
semi-analytical models of hierarchical galaxy formation
account for the merging history of dark matter halos as
well as the physical evolution of the baryonic component,
including the effects of gas cooling, star formation, metal
enrichment, feedback heating, etc. (Primack et al. 2005;
Gilmore et al. 2009; Younger & Hopkins 2011; Gilmore et al.
2012b). Such models successfully reproduce various ob-
served properties of galaxies from the local Universe
up to z ∼ 6 (see e.g., Kauffmann et al. 1993; Cole et al.
1994; Nagashima et al. 1999; Somerville & Primack
1999; Nagashima & Yoshii 2004; Baugh et al. 2005;
Nagashima et al. 2005; Kobayashi et al. 2007, 2010;
Somerville et al. 2012). At present, semi-analytical models
can be considered the most detailed and well-developed
models for the EBL over a wide range of redshifts.
A subject that has yet to be fully explored in the context of
the EBL and gamma-ray absorption is the epoch of cosmic
reionization above z ∼ 6. Measurements of NIR absorption
troughs in the spectra of high-z quasars, together with those
of anisotropies in the polarization of the cosmic microwave
background (CMB), prove that the majority of intergalactic
hydrogen in the Universe has been reionized somewhere be-
tween z ∼ 30 and z ∼ 6 (see e.g. Robertson et al. 2010). Al-
though the most widely suspected source of reionization is
UV photons emitted by early generations of massive stars, the
observational constraints are still very limited, so that the ac-
tual sources, history and topology of cosmic reionization re-
main largely unknown. A closely related topic is the possi-
ble existence and formation history of Population III (Pop-
III) stars, very massive stars that are expected to originate
in nearly metal-free conditions, particularly for the very first
generation of stars appearing in the Universe, and their poten-
tial role in cosmic reionization (see e.g. Bromm & Yoshida
2011; Glover 2012, and references therein).
Since the current observational constraints on reionization
mostly concern the neutral or ionized intergalactic gas, it
would be very valuable and complementary to obtain inde-
pendent information on the evolving, UV intergalactic ra-
diation field itself. A unique and promising approach may
be offered by the effects of gamma-ray absorption in-situ in
high-energy sources at z > 6. UV radiation fields with suffi-
cient intensities to cause cosmic reionization may induce sig-
nificant gamma-ray absorption at observer energies above a
few tens of GeV (Oh 2001; Inoue et al. 2010a). Based on
a semi-analytical model of galaxy formation that includes
Pop-III stars and reproduces a variety of reionization-related
observations(Choudhury & Ferrara 2006; Choudhury 2009),
the recent study by Inoue et al. (2010a) suggested that ap-
preciable attenuation may be expected above ∼ 12 GeV at
z ∼ 5 and down to ∼ 6 − 8 GeV at z & 8 − 10, mainly caused
by Pop-II stars at these epochs. However, the relative con-
tribution of Pop-III stars was found to be difficult to dis-
cern observationally. On the other hand, without addressing
the implications for reionization, some studies have concen-
trated on the prospects for constraining Pop-III star formation
through gamma-ray absorption in objects at lower redshifts
(e.g. Gilmore 2012).
The Fermi gamma-ray space telescope (Atwood et al. 2009,
Fermi) may eventually detect blazars at z > 6 (Inoue et al.
2011), and the Cherenkov Telescope Array (Actis et al. 2011,
CTA) may possibly do the same for gamma-ray bursts (GRBs)
(Inoue et al. 2013). Therefore a deeper investigation into the
above issues is worthwhile and timely. The above studies (Oh
2001; Inoue et al. 2010a; Gilmore 2012) have not accounted
consistently for the EBL resulting from galaxy formation
at lower redshifts. For example, the model of Inoue et al.
(2010a) was optimized to describe the reionization epoch and
did not include the contribution from Pop-I stars or dust, and
thus could only evaluate the gamma-ray opacity above z = 4.
In this paper, we present a new study of the EBL and con-
sequent gamma-ray opacity, covering the entire redshift range
from z = 0 up to z = 10 within a consistent framework, ac-
counting for the process of cosmic reionization, and includ-
ing Pop-III stars in a simplified way. As a baseline model,
we adopt the Mitaka model1 of semi-analytical galaxy for-
mation (Nagashima & Yoshii 2004). The model can repro-
duce various observed properties of galaxies such as their lu-
1 Named after the city of Mitaka where the model was mainly developed
at the National Astronomical Observatory of Japan.
3minosity function (LF), luminosity density (LD), and stellar
mass density (Nagashima & Yoshii 2004), as well as the LFs
of high-redshift Lyman-break galaxies (LBGs) and Lyman-α
emitters (LAEs) up to z∼ 6 (Kobayashi et al. 2007, 2010). As
regards Pop-III stars, in view of the presently large theoreti-
cal uncertainties on their formation efficiency, metal produc-
tion, conditions for transition to Pop-II star formation, etc., we
choose not to fully incorporate them into our semi-analytical
scheme. Instead, their formation history is characterized in
a simple, parameterized way, which we constrain by model-
ing the cosmic reionization process and comparing with avail-
able observations, particularly the Thomson scattering opti-
cal depth measured by the Wilkinson Microwave Anisotropy
Probe (WMAP).
We introduce our semi-analytical model in §2. Cosmic
reionization is modeled and compared with observations in
§3. §4 presents the results of our EBL models. The con-
sequent gamma-ray opacity and comparison with current
gamma-ray observations are described in §5. We conclude
in §6. Throughout this paper, we adopt the standard cos-
mological parameters of (h,ΩM,ΩΛ) = (0.7,0.3,0.7), and a
Salpeter initial mass function (IMF; Salpeter 1955) within a
mass range of 0.1 – 60 M⊙.
2. SEMI-ANALYTICAL GALAXY FORMATION MODEL
In the framework of the Mitaka semi-analytical model of
galaxy formation, we follow the merger history of dark mat-
ter halos and the evolution of baryonic components. The
evolution of the baryons within halos is modeled with physi-
cally motivated, phenomenological prescriptions for radiative
cooling, star formation, supernova feedback, chemical enrich-
ment, and galaxy merging. We can compute a variety of
physical and observational quantities for individual galaxies
as well as the global average over the Universe at any red-
shift, such as the CSFH, and LFs and dust content of galax-
ies. A mock catalog of galaxies can be generated that can
be compared with different observations. More details of the
Mitaka model are described in Nagashima & Yoshii (2004);
Kobayashi et al. (2007, 2010). Several free parameters in the
prescriptions for baryons are fixed so that they fit a number of
observed properties of local galaxies, such as their B-band and
K-band LFs, neutral gas fraction, and gas mass-to-luminosity
ratio as a function of B-band luminosity (Nagashima & Yoshii
2004). For simplicity and consistency, we keep these param-
eters unchanged throughout this paper.
2.1. Cosmic Star Formation History
Fig. 1 shows the CSFH expected in the Mitaka model
over z = 0 − 18 in different ranges of metallicity. Pop-III
stars are expected to form from gas with metallicity below
a critical value, such that the gas can only cool rather ineffi-
ciently through rotational transitions of molecular hydrogen,
which leads to fragmentation into relatively massive proto-
stellar clouds, and ultimately the formation of very massive
stars. Once the metallicity exceeds this value, the gas can
cool more efficiently via metal emission lines, and a tran-
sition to the formation of less massive, Population II (Pop-
II) stars is thought to take place (e.g. Mackey et al. 2003;
Bromm & Loeb 2003; Yoshida et al. 2004). However, the ex-
act value of this critical metallicity has been debated, rang-
ing from Z = 10−6 Z⊙ = 10−7.7 (Schneider et al. 2006) to Z =
10−5
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FIG. 1.— Cosmic star formation history. Solid curve shows the total in the
baseline Mitaka model, while the dashed, dotted, dot-dashed and double-dot-
dashed curves show the fractional contributions from stars with metallicity
Z/Z⊙ < 5×10−3, 5×10−3 ≤ Z/Z⊙ < 2×10−2 , 2×10−2 ≤ Z/Z⊙ < 1, and
Z/Z⊙ ≥ 1, respectively. We also plot the observational data compiled by
Hopkins (2004), that deduced from LBGs (Ouchi et al. 2004; Bouwens et al.
2007; Mannucci et al. 2007; Verma et al. 2007; Bouwens et al. 2008), and
that inferred from GRBs (Yüksel et al. 2008; Kistler et al. 2009). For the
LBG sample, limiting luminosities adopted by each author are indicated in
the corresponding legend in term of the characteristic luminosity L∗ of the
luminosity function.
10−2 Z⊙ = 10−3.7 (Aykutalp & Spaans 2011)2. In this paper,
we consider stars with metallicity Z < 10−4 = 5× 10−3 Z⊙
to correspond to Pop-III stars. We adopt a Salpeter IMF in
the mass range of 0.1 − 60M⊙ for all types of stars. Re-
cent radiation-hydrodynamics simulations of Pop-III star for-
mation suggest that their typical masses may be limited to
. 40M⊙ due to radiative feedback effects (Hosokawa et al.
2011), which would be in accord with our choice of the the
maximum mass for Pop-III stars.
We also plot the data compiled by Hopkins (2004);
Pascale et al. (2009); Rodighiero et al. (2010); Karim et al.
(2011); Cucciati et al. (2012), that deduced from LBGs,
(Ouchi et al. 2004; Bouwens et al. 2007; Mannucci et al.
2007; Verma et al. 2007; Bouwens et al. 2008, 2011b), and
that inferred from GRBs (Yüksel et al. 2008; Kistler et al.
2009). Above z > 4, each LBG data point is obtained by inte-
grating its LF down to a certain limiting luminosity which is
parameterized by the characteristic luminosity L∗ of the LF,
whose choice often differ among authors. Our model shows
the star formation in all galaxies, down to the faintest lumi-
nosities.
There is an apparent discrepancy between our model and
the observed CSFH data at 1 < z < 5. In our semi-analytical
model, we directly estimate the star formation rate for each
galaxy and evaluate the CSFH by integrating over all galax-
ies. The CSFH data points are converted from the observed
galaxy LFs and involve uncertainties in the faint-end slope
of the LF, dust obscuration correction from UV data, con-
tamination from old stellar populations to the IR luminosity,
total IR luminosity modeling, and a conversion factor from
luminosity to star formation rate. For the CSFH parameter-
izations of Hopkins (2004) and Hopkins & Beacom (2006),
there are inconsistencies with other observational information
such as the stellar mass density (e.g. Choi & Nagamine 2012),
core collapse supernovae rate (Horiuchi et al. 2011) and con-
2 We adopt Z⊙ ≃ 0.02 (Anders & Grevesse 1989; Grevesse & Sauval
1998), although an updated value of Z⊙ ≃ 0.0134 has been given by
Asplund et al. (2009).
4straints from gamma-ray observations (Raue & Meyer 2012).
Recently, Kobayashi et al. (2013) have shown that this dis-
crepancy arises from overcorrection in dust obscuration and
star formation rate conversion, which leads to a factor of
∼2–3 overestimation of the CSFH (Kobayashi et al. 2013).
The discrepancy does not adversely affect our results, since
our model can reproduce various other observed properties of
galaxies. The comparison of the CSFH correction methods
between Hopkins (2004) and Kobayashi et al. (2013) is dis-
cussed in Appendix A.
2.2. Stellar and Dust Emission
The cosmic emissivity due to stellar and reprocessed dust
emission at a given frequency ν and redshift z is given by the
sum of their respective emissivities jstar(ν,z) and jdust(ν,z),
j(ν,z) = jstar(ν,z) + jdust(ν,z). (2)
We calculate jstar(ν,z) from the CSFH using stellar pop-
ulation synthesis models that provide the SEDs as a func-
tion of metallicity and dust attenuation, namely the models of
Bruzual & Charlot (2003) for Z ≥ 10−4 and Schaerer (2003)
for Z < 10−4 (Pop-III); note that the latter metallicity range
is not covered by Bruzual & Charlot (2003). We adopt the
Salpeter IMF for the models with a correction for the IMF
mass range used in our model. Thus,
jstar(ν,z) =
∫ ∞
z
∣∣∣∣ dtdz′
∣∣∣∣dz′
∫ ∞
0
dZ
∫ ∞
0
dAV fescρ˙star(z′,Z,AV )
× ε(ν′,z′,z,Z)exp[−τISM(ν′,AV)× τIGM(ν,z′,z)],(3)
where AV is the interstellar dust attenuation strength in the
V-band, ρ˙star(z,Z,AV ) is the CSFH for stars with metal-
licity Z and dust attenuation AV at redshift z in units of
M⊙ yr−1 Mpc−3, ε(ν,z′,z,Z) is the intrinsic emissivity at fre-
quency ν at z from stars with metallicity Z born at z′ in units of
erg s−1 Hz−1 M−1⊙ given by stellar population synthesis mod-
els, and ν′ = (1+z′)ν/(1+z). τISM and τIGM are the attenuation
opacities in the interstellar medium (ISM) and the intergalac-
tic medium (IGM), respectively. We adopt the ISM dust at-
tenuation law of Calzetti et al. (2000) and the IGM opacity of
Yoshii & Peterson (1994). fesc is the escape fraction of pho-
tons from galaxies with energy above the threshold for ion-
ization of hydrogen, E = 13.6 eV; non-ionizing photons with
lower energies are assumed to escape freely.
Various observations have constrained the UV LD up to z∼
6 (Wyder et al. 2005; Schiminovich et al. 2005; Dahlen et al.
2007; Bouwens et al. 2007; Reddy et al. 2008). Fig. 2 com-
pares the UV LD from our model with the observed LD
data at a rest-frame wavelength of 1500 Å. All the data
agree well with our semi-analytical model. Comparison with
other kinds of data are shown in Nagashima & Yoshii (2004);
Nagashima et al. (2005); Kobayashi et al. (2007, 2010).
Dust emits mid-IR (MIR; 5 ∼ 30 µm) and FIR (∼ 30 ∼
1000 µm) photons by reemitting the absorbed starlight. For
dust emission, we also utilize a new implementation in the
Mitaka model (see Makiya et al. in preparation, for details).
We set the total dust emissivity Jdust(z) =
∫∞
0 dν jdust(ν,z) to
be equivalent to the total starlight energy absorbed by dust in
the ISM,
Jdust(z) =
∫
dν
∫ ∞
z
∣∣∣∣ dtdz′
∣∣∣∣dz′
∫ ∞
0
dZ
∫ ∞
0
dAVρ˙star(z′,Z,AV )
× ε(ν′,z′,z,Z){1 − exp[−τISM(ν′,AV)]}. (4)
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FIG. 2.— Luminosity density at rest-frame wavelength 1500 Å. Solid
curve is the result from the baseline Mitaka model. The observed data
at various redshifts are also shown as indicated in the figure (Wyder et al.
2005; Schiminovich et al. 2005; Dahlen et al. 2007; Bouwens et al. 2007;
Reddy et al. 2008).
To determine jdust(ν,z), we utilize the model of dust emission
SED by Dale & Helou (2002), where the IR SED shape is
defined by the exponent α of their Eq. 1. We adopt α = 1.2
for all galaxies in our model in order to reproduce the peak
wavelength of the FIR EBL. Different α parameters result in
different positions of the FIR peak wavelength.
Although our dust emissivity model can reproduce the
local Herschel galaxy luminosity function (Vaccari et al.
2010), the redshift evolution of the IR luminosity func-
tion (e.g. Rodighiero et al. 2010) had yet to be reproduced
(Makiya et al. in preparation). Thus, we predict an IR EBL
at z = 0 that is lower than the current lower limits to the EBL
by a factor of two. To remedy this, here we set the dust emis-
sivity in our model to be three times more luminous than in the
version of the Mitaka model by Makiya et al. (in preparation).
Our model predictions in the MIR–FIR is therefore uncertain,
while it should be more reliable in the UV-NIR band. We
also note that the gamma-ray opacity due to the dust emis-
sion should be important only above several TeV in the local
Universe (see Eq. 1).
3. COSMIC REIONIZATION HISTORY
After the epoch of cosmic recombination, the Universe en-
tered the so-called dark ages, a period with no significant
sources of radiation. As the initially small fluctuations in the
matter density field grew by gravitational instability and col-
lapsed to form dark matter halos, the baryons that fell into suf-
ficiently massive halos are expected to have cooled efficiently
to form the first stars and galaxies (Bromm & Yoshida 2011;
Glover 2012). Such stars and galaxies should generate UV
radiation that ionize their environments to create the first H
II regions, which eventually grow and overlap to reionize the
entire intergalactic medium. Observationally, cosmic reion-
ization is known to have proceeded at least partially by z∼ 10
and been essentially completed by z ∼ 6. However, the ac-
tual history, nature and sources of reionization are still largely
unconstrained (see Barkana & Loeb 2001; Fan et al. 2006, for
reviews). In this section, we discuss how we model the reion-
ization history of the Universe with our Mitaka model.
3.1. Ionizing Photon Emission Rate
First we evaluate the emissivity of photons with energies
greater than 13.6 eV that can ionize hydrogen atoms. A key
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plot the estimated ionizing photon emissivity that is required for maintain-
ing the ionization of hydrogen in the IGM (Madau et al. 1999) for clumping
factors of C = 1, 3, and 10, from bottom to top.
uncertainty is the escape fraction fesc of ionizing photons from
galaxies, which we assume here to be a constant value of 0.2
at all redshifts. This is motivated by the numerical simulations
of Yajima et al. (2009, 2011), although they also showed that
fesc can depend on halo mass. Observationally, fesc ≃ 0.05
is found in LBGs at z ∼ 3 (Shapley et al. 2006; Iwata et al.
2009), but values at z ≥ 4 have not been determined yet.
Ono et al. (2010) have set upper limits of fesc . 0.6 at z = 5.7
and fesc . 0.9 at z = 6.6 for LAEs.
Fig. 3 shows the ionizing photon emissivity dnion/dt
in units of s−1 Mpc−3, compared with various observations.
We set fesc = 0.2 for interpretation of all the observed data
as well. The observed ionizing emissivities were derived
by Ouchi et al. (2009) from galaxy UV LFs at z = 4 − 7
(Yoshida et al. 2006; Bouwens et al. 2008; Ouchi et al. 2009,
filled symbols in Fig. 3). The conversion from LF to ionizing
photon emissivity is based on Eq. 5 in Ouchi et al. (2009),
where continuous star formation history is assumed for all
galaxies. The data are integrated down to L = 0. We also show
the ionizing photon rate inferred from the Lyα forest by com-
bining hydrodynamical simulations with measurements of the
Lyα opacity of the IGM (Bolton & Haehnelt 2007, open sym-
bols in Fig. 3).
As shown later, the baseline Mitaka model does not pro-
duce enough ionizing photons to account for the Thomson
scattering optical depth measured by WMAP, although it can
reionize the Universe sufficiently at z . 8. In order to achieve
consistency with observations, we extend the baseline model
by considering an additional potential contribution of ion-
izing photons from Pop-III stars in a simplified way. Al-
though ideally one would like to incorporate Pop-III stars self-
consistently into our semi-analytic scheme, this is currently
precluded by very large uncertainties in their formation effi-
ciency, metal yield, etc. Instead we introduce two new param-
eters and simply enhance the total ionizing photon emissivity
of the baseline Mitaka model by a constant factor ξ above
a critical redshift zc, and attribute such an additional com-
ponent to Pop-III stars. An alternative procedure might be
to enhance the emissivity of only the stellar population with
Z < 10−4 in the baseline model (Figs.1 and 3), but this will
not be more satisfactory in any way as the actual evolution of
the metallicity would be altered. Thus we choose to simply
enhance the total ionizing emissivity. In Fig. 3, we show the
cases with (ξ,zc) = (50.0,10.0) and (50.0,10.0), referred to as
the lower-Pop-III model and the upper-Pop-III model, respec-
tively. Also shown is the contribution of stars with Z < 10−4 in
the baseline model with (ξ,zc) = (1.0,0.0). The corresponding
star formation rates of Pop III stars at z = 10 will be 4.5×10−4,
4.4×10−2, and 8.8×10−2 M⊙ Mpc−3 yr−1 for the baseline, the
lower-Pop-III, and the upper-Pop-III model, respectively.
Although the overall behavior of our ionizing photon emis-
sivity at 2 < z < 7 is similar to that derived from the observed
data, we overpredict the ionizing photon emissivity by about
a factor of 2. We note that the data points are very sensitive to
the assumed spectral index of the ionizing emission αion (see
Eq. 5 in Ouchi et al. 2009), which is set to be 3.0 for the data
in Fig. 3 but is actually not well determined. If αion = 1.5, it
will double the data derived from the galaxy UV LF and the
Lyα forest opacity, bringing it into closer agreement with the
model.
Fig. 3 also shows dnion/dt that is required to balance the
recombination of intergalactic hydrogen based on the formu-
lation of Madau et al. (1999),
dnion
dt =
n0H
trec(z) ≃ 10
47.4C(1 + z)3 [s−1Mpc−3] (5)
where n0H is the total number density of intergalactic hydrogen
atoms (in both HI and HII phases), trec(z) is the recombination
time scale at z, and C = 〈n2H〉/n¯2H is a time-dependent,volume-
averaged clumping factor, for which the cases of C = 1,3, and
10 are shown. Note that C = 1 corresponds to a uniform IGM.
All our models have a sufficient budget of photons to ionize
the Universe at z≤ 7−8. However, the baseline model can not
do so above z = 8, in contradiction with WMAP observations
that constrain the reionization redshift to be z = 10.6± 1.2 if
it was instantaneous (Komatsu et al. 2011). Even if reioniza-
tion occurred gradually, more ionizing photons may actually
be necessary above z ∼ 8 than is implied by the estimates of
Madau et al. (1999).
3.2. Probing the Cosmic Reionization History
Important observational indicators of the reionization
history are the optical depth to electron scattering and
the neutral fraction of intergalactic hydrogen. Following
Barkana & Loeb (2001), we compute the reionization history
of the Universe. The equation of ionization equilibrium in
terms of the volume filling factor QHII of HII regions is given
by
dQHII
dt =
1
n0H
dnion
dt −αB
C
a(t)3 n
0
HQHII, (6)
where t is the cosmic time, n0H = XHn0B is the present-day num-
ber density of hydrogen with n0B as the present-day baryon
number density and XH = 0.76 as the mass fraction of hydro-
gen, dnion/dt is the production rate of ionizing photons (see
Fig. 3), and αB = 2.6× 10−13 cm3s−1 is the recombination
rate of hydrogen at temperature T = 104 K. The recombina-
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tion time scale trec(z) in Eq. 5 is given by a(t)3/αBCn0H , where
a(t) is the cosmic scale factor.
Assuming a constant clumping factor C, Equation 6 can be
solved to give (see Barkana & Loeb 2001, for details)
QHII(z0) =
∫ ∞
z0
dz
∣∣∣∣ dtdz
∣∣∣∣ 1n0H
dnion
dt e
F(z,z0), (7)
where dt/dz is calculated from the Friedmann equation in the
standard, flat universe cosmology as
dt
dz =
1
(1 + z)H0
√
ΩM(1 + z)3 +ΩΛ
. (8)
Once QHII reaches 1, the IGM is fully ionized, and ionizing
photons propagate freely in intergalactic space. The function
F(z,z0) accounts for recombination and is given by
F(z,z0) = − 23
αBn
0
H√
ΩMH0
C[ f (z) − f (z0)], (9)
where f (z) is defined as
f (z) =
√
(1 + z)3 + 1 −ΩM
ΩM
. (10)
For the purpose of calculating QHII, we set C = 3.0, moti-
vated by the numerical simulations of Pawlik et al. (2009).
We do not change C as a function of redshift. We also as-
sume QHeII = QHII for the volume filling factor of HeII regions
and neglect the free electrons in HeIII regions for computing
the optical depth to electron scattering. The number density
of free electrons at z is then
ne(z) =
(
QHII(z)XH + QHeII(1 − XH)4
)
n0B(1 + z)3
=
1 + 3XH
4
QHII(z)n0B(1 + z)3. (11)
The optical depth to electron scattering is
τe(z0) =
∫ z0
0
dz dldzσT ne(z), (12)
where σT is the Thomson cross section and dl/dz is the cos-
mological line element for a standard, flat universe cosmology
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given by
dl
dz = c
dt
dz =
c
(1 + z)H0
√
ΩM(1 + z)3 +ΩΛ
. (13)
Fig. 4 shows the Thomson scattering optical depth of
the Universe, together with the range of τe = 0.088± 0.015
derived from the 7-year WMAP data (Komatsu et al. 2011).
As mentioned above, the baseline model can not reproduce
the WMAP data, despite managing to reionize the Universe
at z . 8. The results of the lower-Pop-III and upper-Pop-
III models are close to the lower and upper limits from
WMAP, respectively, implying that 50-100 times more ion-
izing photons are necessary at z & 10 than is conserva-
tively expected from our semi-analytical galaxy formation
model that successfully accounts for various observations at
z . 8. The fact that the ionizing photon budget estimated
from galaxy populations directly observed so far are insuf-
ficient to account for the WMAP τe is well documented (e.g.
Stark et al. 2007; Chary 2008; Oesch et al. 2009; Ouchi et al.
2009; Pawlik et al. 2009; Bunker et al. 2010; Labbé et al.
2010; Robertson 2010; Bouwens et al. 2011a, 2012).
Fig. 5 shows xHI = 1 − QHII, the neutral fraction of inter-
galactic hydrogen, compared with constraints from analysis of
Gunn-Peterson (GP) troughs (Gunn & Peterson 1965) in the
spectra of quasars (Mesinger & Haiman 2007; Mortlock et al.
2011) and a GRB (Totani et al. 2006). Also shown are con-
straints from LFs and clustering amplitudes of LAEs by
(Ouchi et al. 2010). They derived xH < 0.40 at 1σ confidence
level by comparing the observed LAE LFs at z = 6.6 with
a theoretical model including Lyα transmission through the
IGM, but the limit varies from 0.1 to 0.53 depending on the
model (see §6.1.1. in Ouchi et al. 2010, for details). They also
derived xH . 0.50 by comparing the angular correlation func-
tions and bias of their LAE samples at z = 6.6 with the theoret-
ical predictions of McQuinn et al. (2007) and Furlanetto et al.
(2006).
We have not attempted a detailed comparison with GP mea-
surements of quasars at z . 6 (e.g. Fan et al. 2006). Such ef-
fects depend rather sensitively on the detailed distribution of
regions with low neutral gas density, which is not essential for
our purposes of modeling the EBL.
Our baseline model that was inconsistent with WMAP is
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also seen to contradict the LAE constraints on the neu-
tral fraction (Ouchi et al. 2010) (which are rather model-
dependent as discussed above). In contrast, both the lower-
Pop-III and the upper-Pop-III models are generally consis-
tent with the current observational limits, although the lat-
ter may be in marginal conflict with the GP constraints of
Mesinger & Haiman (2007). Our simplifying assumption of
a large enhancement of the ionizing photon emissivity only
above z = zc in these two models leads to their nontrivial evo-
lution of xHI, with a dip at z ∼ 10 due to reionization by Pop
III stars alone, followed by a peak at z ∼ 7 − 8 due to par-
tial recombination after Pop III termination, and then finally
complete reionization by Pop II stars (c.f. Cen (2003)). More
realistic modeling with a smoother transition from Pop-III to
Pop-II populations may make such features less pronounced.
Besides a large contribution from Pop-III stars, we note
that various other aspects may be important in achieving suf-
ficient ionizing photons at z & 8 to account for the WMAP
data (e.g. Haardt & Madau 2012; Kuhlen & Faucher-Giguère
2012). These include steeping of the faint-end slope
of the LF (Bouwens et al. 2012), smaller clumping factor
(Bolton & Haehnelt 2007; Pawlik et al. 2009), larger escape
fraction (Yajima et al. 2011), harder initial mass function
(McKee & Tan 2008), and X rays from accreting black holes
(Ricotti & Ostriker 2004; Mirabel et al. 2011).
4. EXTRAGALACTIC BACKGROUND LIGHT
The background intensity I(ν0,z0) at redshift z0 and fre-
quency ν0 is computed by integrating the radiation from all
sources between z = z0 and the maximum redshift of the
source distribution zmax (see e.g. Peacock 1999),
I(ν0,z0) = 14π
∫ zmax
z0
dz dldz j(ν,z), (14)
where j(ν,z) is the comoving volume emissivity at redshift
z and frequency ν = ν0(1 + z), calculated by combining our
CSFH and stellar population synthesis models. We set zmax =
20.
From Eq. 14, the specific radiation energy density (in units
of erg s−1 cm−3 Hz−1) in the proper volume is
ρ(ν0,z0) = 4π
c
(1 + z0)3I(ν0,z0) (15)
The photon proper number density is
dn(ǫ0,z0)
dǫ0
=
ρ(ν0,z0)
ǫ0
, (16)
where ǫ0 = hpν0 is the photon energy and hp is the Planck
constant.
Fig. 6 plots the proper photon number density for our mod-
els. The proper photon number density increases from z = 10
up to z ∼ 1 − 3 where the CSFH reaches a peak and then de-
creases toward the local Universe. Once we increase the Pop-
III component, the UV photon density at high redshifts be-
comes higher and comparable to that at z = 1. Although the
IR photon density also increases, it is not as significant as the
UV since there is little dust at high redshifts.
The EBL intensity at z = 0 for the baseline model is dis-
played in Fig. 7 as a function of wavelength λ. We also show
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other theoretical models for comparison (Kneiske et al. 2004;
Stecker et al. 2006; Franceschini et al. 2008; Gilmore et al.
2009; Finke et al. 2010; Kneiske & Dole 2010; Gilmore et al.
2012b), together with current measurements of the EBL and
the integrated brightness of galaxies. Detailed predictions for
the proper photon number density and the local EBL intensity
is publicly available at our website3.
The overall shape of our EBL model is consistent with the
observational data. Our model is in good agreement with the
3 http://www.slac.stanford.edu/%7eyinoue/Download.html
observations by Pioneer 10/11 (Matsuoka et al. 2011, open
pentagon symbols in Fig. 7) which directly measured the EBL
from outside the zodiacal region. It also does not violate the
limits from gamma-ray observations (Aharonian et al. 2006a;
Albert et al. 2008).
Compared to other models, we tend to predict more pho-
tons at λ ≤ 0.4µm and less photons at λ > 0.4µm. In the
UV range, all other models except for Stecker et al. (2006)
are consistent with the GALEX data (Xu et al. 2005), while
ours are consistent with the HST data (Gardner et al. 2000).
Both observational data points show the galaxy counts in-
tegrated down to zero luminosity. One reason for this dif-
ference may be in the treatment of dust obscuration. The
Calzetti law (Calzetti et al. 2000) that we use was shown
by Somerville et al. (2012) to result in more UV photons
compared to the multi-dust component model adopted by
Gilmore et al. (2012b); Somerville et al. (2012). We also note
that the data points by Madau & Pozzetti (2000) are galaxy
counts integrated down to the detection limit of the HST, im-
plying a weaker lower-limit to the EBL.
At 0.4µm < λ < 10µm, our model is in reasonably
good agreement with Kneiske & Dole (2010) who provide
lower-limits to the EBL. The CSFHs in our model and in
Kneiske & Dole (2010) are a factor of two to three lower than
that of Hopkins & Beacom (2006) that were used in most pre-
vious studies. We note that Kneiske & Dole (2010) only dis-
cussed the global average over the Universe and did not ac-
count for the distributions of metallicity and dust attenuation
in different galaxies.
Fig. 8 shows the Pop-III contribution to the EBL in our
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models, which are all ≤ 0.03 nW m−2 sr−1 and less than
0.5% of the total NIR background radiation. It is far too
low to explain the IRTS data (Matsumoto et al. 2005), even
at the highest levels allowed by the reionization constraints
(c.f. Fernandez et al. 2012). Moreover, even if the ionizing
photons from Pop III stars that are absorbed inside galaxies
are converted to Ly–α photons, the NIR flux will increase by
only 15% in case B recombination. Therefore, the NIR back-
ground is unlikely to provide strong constraints on Pop III
stars, at least in the framework of our model. Note that our
Pop-III EBL spectrum shows two peaks, the one in the opti-
cal caused by the minor population at low z, and one in the
NIR due to the redshifted, enhanced population at z > zc = 10.
For the upper-Pop-III model, the contribution from dust in the
FIR can be a few percent of the total FIR EBL at λ& 1000µm.
5. GAMMA-RAY ATTENUATION
5.1. Gamma-ray Opacity
From the redshift-dependent intensity of the EBL as given
in §4, we can compute the opacity for high-energy gamma
rays to γγ pair production interactions. The cross section for
this process is (Heitler 1954)
σγγ(Eγ , ǫ, θ ) = 3σT16 (1 −β
2)
×
[
2β(β2 − 2) + (3 −β4) ln
(
1 +β
1 −β
)]
, (17)
where ǫ is the energy of the background photon, Eγ is the
energy of the propagating high energy photon, and β is
β ≡
√
1 −
2m2ec4
ǫEγ(1 − cosθ) ; µ≡ cosθ. (18)
where θ is the angle between the two colliding photons. The
photon energy for which the cross section peaks is given by
Eq. 1.
For a photon emitted by a source at redshift zs and observed
at z = 0 with energy Eγ , the contribution to the γγ optical
depth between zs and z0 (0 < z0 < zs) is
τγγ(Eγ ,z0,zs) =
∫ zs
z0
dz
∫ 1
−1
dµ
∫ ∞
ǫth
dǫdldz
1 −µ
2
×dn(ǫ,z)dǫ σγγ(Eγ(1 + z), ǫ,θ), (19)
where ǫth is the pair production threshold energy,
ǫth =
2m2ec4
Eγ(1 + z)(1 −µ). (20)
Fig. 9 shows the γγ optical depth as a function of
the observed gamma-ray energy Eγ for sources at selected
redshifts z = 0 − 10, compared with various previous mod-
els (Kneiske et al. 2004; Franceschini et al. 2008; Finke et al.
2010; Gilmore et al. 2012b; Inoue et al. 2010a). For all mod-
els, z0 = 0 in Eq. 19, except for Inoue et al. (2010a) where
10
0.01
0.1
1
10 z=0.1
O
pt
ic
al
 D
ep
th
 τ γ
γ
z=0.3 z=1.0
101 102 103
z=3.0
0.01
0.1
1
10
101 102 103
z=5.0
Baseline Model
All (Stars + Dust)
All (Stars)
Pop-I Stars
Pop-II Stars
Pop-III Stars
101 102 103
z=7.0
Energy (GeV)10
1 102 103
z=10.0
FIG. 10.— Same as Fig. 9, but separately for each stellar population. Solid, dashed, dotted, dot-dashed, and double dot-dashed curves show the contributions
to the baseline model from all stars plus dust, all stars, Pop-I stars, Pop-II stars, and Pop-III stars, respectively. The contribution of Pop-III stars is small and does
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z0 = 4, the minimum redshift in this model. For our model,
only the baseline case is shown, since the Pop-III contribu-
tion turns out to be nearly indistinguishable (see below and §.
4). The detailed output for the γγ optical depth are publicly
available at our website4. Absorption by the CMB photons
is not included here. As described in §. 2.2, there are uncer-
tainties in the redshift evolution of our dust emissivity model
in the MIR–FIR, and consequently also in τγγ above several
TeV at z = 0. However, at these energies, the opacity due to
stellar emission is already of order ∼ 10 (See Fig. 10) and
will likely mask such uncertainties.
Our model is consistent with the measurements of gamma-
ray opacity by Fermi at z ≈ 1 at the 95% confidence
level (Ackermann et al. 2012). Although it is also gener-
ally consistent with previous models (Kneiske et al. 2004;
Franceschini et al. 2008; Finke et al. 2010; Gilmore et al.
2012b) at Eγ . 400/(1 + z) GeV for z ≤ 5, the opacity above
Eγ ∼ 400/(1 + z) GeV is a factor of ∼ 2 lower. We recall that
our local EBL is lower at λ > 0.4 µm (Fig. 7), correspond-
ing to γγ interactions preferentially with & 300 GeV photons
(Eq. 1).
For very high-redshift sources at z & 6, we expect spec-
tral attenuation above ∼20 GeV. This is appreciably higher
than in the model of Inoue et al. (2010a), who suggested∼ 12
GeV at z ∼ 5 and ∼ 6 − 8 GeV at z & 8 − 10. Their basis was
the models of cosmic reionization by Choudhury & Ferrara
(2006); Choudhury (2009), which included Pop III stars as
well as QSOs and were developed to explain essentially all
4 http://www.slac.stanford.edu/%7eyinoue/Download.html
observational constraints related to reionization, including τe
from WMAP and xHI from GP measurements. However, being
optimized for the reionization epoch, they focused on z ≥ 4
and did not account for Population-I stars with Z > 0.02Z⊙
nor dust. While a thorough comparison between the two mod-
els is not feasible, the principal difference appears to be in the
CSFH for Pop-II stars, which is a factor of ∼ 3 − 10 higher at
z & 6 in Inoue et al. (2010a) compared to our baseline model
here. This demonstrates that such differences in the CSFHs
can be clearly distinguishable through future gamma-ray ob-
servations.
The highest redshifts of high-energy gamma-ray sources
known so far are z ∼ 3 for blazars and z = 4.35 for GRBs.
Based on a model for the gamma-ray luminosity function of
blazars, Inoue et al. (2011) proposed that Fermi may even-
tually detect blazars up to z ∼ 6. GRBs are known to oc-
cur at z > 6 (Kawai et al. 2006; Greiner et al. 2009), at least
up to z ∼ 8.2 (Tanvir et al. 2009; Salvaterra et al. 2009), and
probably out to the epoch of first star formation in the Uni-
verse (Bromm & Loeb 2006). If a bright burst similar to
GRB 080916C (Abdo et al. 2009) occurs at such redshifts,
CTA may be able to measure its spectrum up to z ∼ 7 −
10 (Inoue et al. 2013) (and possibly even higher, see e.g.
Toma et al. (2011)), offering a unique probe of the EBL dur-
ing cosmic reionization.
Fig. 10 shows the γγ opacity due to each stellar
population separately for the baseline model: Pop-I stars
(10−2.5 ≤ Z), Pop-II stars (10−4 ≤ Z < 10−2.5), and Pop-
III stars (Z < 10−4). Here we have chosen the dividing
metallicity between Pop-II halo stars and Pop-I disk stars
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to be Z = 10−2.5, as the distinction between the two popu-
lations is known to occur at [Fe/H]≃ −1, corresponding to
Z ≃ 10−2.7 − 10−2.3 (Wheeler et al. 1989; McWilliam 1997;
Prochaska et al. 2000). Although the gamma-ray attenuation
signature of Pop-III stars seems difficult to discern, that due
to Population II stars should be observable in future obser-
vations of high-z gamma-ray sources and will provide a valu-
able probe of the evolving UV EBL in the cosmic reionization
epoch. The detection of even one photon from such redshifts
will impose useful limits on cosmic reionization models as
well as Pop III stars.
Fig. 11 shows the differential contributions to the γγ op-
tical depth dτγγ/dz with respect to redshift in our models.
Since the Pop-III component is enhanced only at z > 10, its
effect at z . 6 is insignificant, while at z & 6, differences can
been seen of∼3%,∼10% and∼20% at 20 GeV relative to the
baseline model at z = 6, 8, and 10, respectively. Discrimina-
tion between the models would be possible only if differences
of ∼ 10% in flux can be identified.
5.2. Comparison with Current GeV & TeV data
Gamma-ray astronomy has seen enormous progress dur-
ing the last decade, led by new generation facilities such
as Fermi, H.E.S.S., MAGIC, and VERITAS, among oth-
ers. Further progress is anticipated in the near future with
CTA. CTA is expected to detect > 100 blazars up to z ∼
2.5 (Inoue et al. 2010b; Inoue for the CTA Consortium 2011;
Sol et al. in press). It is also expected to detect GRBs at a
rate of order a few per year, possibly out to much higher red-
shifts (Kakuwa et al. 2012; Gilmore et al. 2012a; Inoue et al.
2013). Such observations will allow us to greatly clarify the
evolution of the EBL in the UV-NIR bands. Detailed obser-
vations of TeV blazars at low z will also be crucial for prob-
ing the FIR EBL, which would not be possible with high-z
sources. Starburst galaxies have also been suggested as alter-
native targets for studying the FIR EBL (Dwek & Krennrich
2012), even though internal gamma-ray absorption may limit
their usefulness (e.g. Inoue 2011b).
The gamma-ray horizon energy at which τγγ = 1 as
a function of z, known as the Fazio–Stecker relation
(Fazio & Stecker 1970), is shown in Fig. 12 in comparison
with other models (Kneiske et al. 2004; Franceschini et al.
2008; Finke et al. 2010; Gilmore et al. 2012b; Inoue et al.
2010a). We also plot the maximum energies of photons de-
tected from a sample of blazars (see Finke & Razzaque 2009,
for a list and references) as well as GRB 080916C (Abdo et al.
2009). The inset in Fig. 12 is a blow up for z = 5 − 10 to em-
phasize the differences among our models with and without
Pop-III stars.
The highest photon energies for many blazars lie in regions
considerably above the τγγ = 1 curves for all EBL models, in-
dicating that their spectra are likely to be highly attenuated.
It is also clear that GRB 080916C provides an important con-
straint on the EBL at z ∼ 4. Our model predicts that the Uni-
verse is transparent below 20 GeV even at z > 4.
Figs. 13 and 14 show the observed spectra of TeV
blazars at z ≤ 0.15 and z > 0.15, respectively, together with
their intrinsic spectra before attenuation by the EBL, assum-
ing our baseline model. If the TeV emission from these
sources originate from electrons accelerated according to the
simplest, test-particle theory of diffusive shock acceleration
(Blandford & Eichler 1987), the hardest spectrum is expected
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to be of photon index Γint = 1.5. Although the intrinsic spectra
inferred here are generally consistent with Γint ≥ 1.5, some
sources such as 1ES 0229+20 and 1ES 1101-232 show evi-
dence of harder spectra above several hundred GeV (see also
Finke et al. 2010).
To explain such intrinsically hard spectra, some authors
have recently suggested secondary cascade components gen-
erated by very high energy cosmic-rays or gamma-rays, which
may also offer a probe of intergalactic magnetic fields (e.g.
Essey & Kusenko 2010; Essey et al. 2011; Essey & Kusenko
2012; Murase et al. 2012; Aharonian et al. 2012). Others have
proposed effects of time-dependence, stochastic acceleration
or multiple emission components (Lefa et al. 2011b,a). Fu-
ture CTA observations of these objects with high energy and
time resolution will elucidate such issues.
The signature of EBL absorption has not been seen in the
spectrum of the extragalactic gamma-ray background (EGB)
above 100 GeV (Ackermann et al. 2011), even though it is
naturally expected if its origin is cosmological (Inoue 2011a;
Inoue & Ioka 2012). By considering the effects of cascade
emission, Inoue & Ioka (2012) have recently shown that if the
EGB at <100 GeV (Abdo et al. 2010b) is entirely composed
of known types of sources whose spectra are well constrained
by existing observations, the measured EGB at >100 GeV
would be inconsistent with this hypothesis, even for a low
EBL such as proposed here. Further detailed spectral stud-
ies of extragalactic gamma-ray sources are required to resolve
this issue.
6. CONCLUSIONS
We have developed models for the EBL over the redshift
range z = 10 to z = 0 on the basis of a semi-analytical model of
hierarchical galaxy formation, into which Pop-III stars were
incorporated in a simplified fashion. Our baseline model is
consistent with a wide variety of observational data for galax-
ies below z ∼ 6 (Nagashima & Yoshii 2004; Kobayashi et al.
2007, 2010), and is also capable of reionizing the Universe
by z < 8. However, in order to account for the Thomson
scattering optical depth measured by WMAP, the ionizing
photon emissivity is required to be 50-100 times higher at
z > 10. This is line with recent observations of galaxy can-
didates at z ∼ 8, as long as the contribution from faint galax-
ies below the sensitivity of current telescopes is not large (e.g.
Bouwens et al. 2012). The “missing” ionizing photons may
possibly be supplied by Pop-III stars forming predominantly
at these epochs in sufficiently small galaxies.
The EBL intensity at z = 0 in our model is generally not
far above the lower limits derived from galaxy counts. Our
model is also in good agreement with the data from Pioneer
(Matsuoka et al. 2011) directly measured from outside the zo-
diacal region. The Pop-III contribution to the NIR EBL is
≤ 0.03 nW m−2 sr−1, less than 0.5 % of the total in this band,
even at the maximum level compatible with WMAP mea-
surements. The putative NIR EBL excess (Matsumoto et al.
2005), which also conflicts with the upper limits from gamma-
ray observations (Aharonian et al. 2006a), may have a zodia-
cal origin rather than Pop-III stars.
Up to z ∼ 3–5, the γγ opacity in our model is compa-
rable to that in the majority of previously published mod-
els (Kneiske et al. 2004; Franceschini et al. 2008; Finke et al.
2010; Gilmore et al. 2012b) below Eγ ∼ 400/(1 + z) GeV,
while it is a factor of ∼ 2 lower above this energy. The Uni-
verse is predicted to be largely transparent below 20 GeV even
at z > 4.
Estimates based on the observed gamma-ray luminosity
function of blazars show that Fermi may detect blazars up to
z∼ 6 (Inoue et al. 2011). CTA may possibly detect GRBs up
to similar redshifts (Inoue et al. 2013). However, the contri-
bution of Pop-III stars may be difficult to discern in the at-
tenuated spectra of high-redshift gamma-ray sources, even at
the highest levels allowed by the WMAP constraints. Never-
theless, the signature of Population II stars is expected to be
observable in high-z gamma-ray sources, providing a unique
and valuable probe of the evolving EBL in the rest-frame UV.
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APPENDIX
COSMIC STAR FORMATION HISTORY
In this appendix, we briefly review the method of conversion to the CSFH from the measurement of the 1500 Å UV LD ̺obs(z),
for which there are two steps (see Kobayashi et al. 2013, for details). One is the correction for dust obscuration to derive the
intrinsic LD ̺int(z) and the other is the conversion of the intrinsic LD to the star formation rate density ρ˙star(z). Dust obscuration
correction and star formation rate conversion are given by
̺int(z) =Cdust(z)̺obs(z), (A1)
ρ˙star(z) =CSFR(z)̺int(z). (A2)
Hopkins (2004) assumed redshift-independent Cdust and CSFR, while Bouwens et al. (2007) and Cucciati et al. (2012) assumed
redshift-dependent Cdust but with redshift-independent CSFR (see Bouwens et al. 2007; Cucciati et al. 2012, for details). How-
ever, these simple assumptions for all redshifts can cause an overestimation of the CSFH. Kobayashi et al. (2013) have recently
proposed a new redshift dependent conversion method based on their semi-analytical galaxy formation model as
Cdust(z) = 2.983exp[−0.3056(1 + z)] + 1, (A3)
CSFR(z) = 10−28.01[1 − 5.915× 10−5(1 + z) + 7.294×10−4(1 + z)2] M⊙ yr−1 (erg s−1 Hz−1)−1. (A4)
Fig. 15 shows the CSFH converted from the observed 1500 Å LD using the methods developed by Hopkins (2004),
Bouwens et al. (2007), Cucciati et al. (2012), and Kobayashi et al. (2013). The 1500 Å UV LD data used in Hopkins (2004)
are from Giavalisco et al. (2004) and Massarotti et al. (2001). The expected CSFH from our baseline Mitaka model fits well to
the CSFH following Kobayashi et al. (2013).
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FIG. 15.— Cosmic star formation history. The solid curve shows the total in the baseline Mitaka model. Square, triangle, circle, and diamond symbols show the
expected CSFH from the observed 1500 Å LD by Giavalisco et al. (2004), Massarotti et al. (2001), Bouwens et al. (2007), and Cucciati et al. (2012) respectively.
Open symbols are based on the conversion method by Hopkins (2004) for square and triangle symbols, by Bouwens et al. (2007) for circle symbols, and by
Cucciati et al. (2012) for diamond symbols. Filled symbols are based on the method by Kobayashi et al. (2013). We converted the cosmology assumed in the
original references to that assumed here.
