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NEW APPROXIMATIONS FOR THE HIGHER ORDER COEFFICIENTS IN
AN ASYMPTOTIC EXPANSION FOR THE BARNES G-FUNCTION
AZIZ ISSAKA
Abstract. In this paper, we provide new formulas for determining the coefficients appear-
ing in the asymptotic expansion for the Barnes G-function n → +∞ for certain classes of
asymptotic expansion for the Barnes G-function.
1. Introduction and main results
Barnes [2, 3, 4, 5] introduced the multiple gamma functions Γn(z) which is a generalization of
the classical gamma function Γ(z). A special case of this multiple gamma functions defined by
G(z) = 1/Γ2(z) is called the double gamma function or the Barnes G-function. Barnes G-function
[1, 22, 32, 33] has wide range of applications in pure and applied mathematics and in theoretical
physics. The G-function appears in the theory of p-adic L-functions [22, 24], in the study of
determinants of the Laplacians on the n-dimensional unit sphere [13, 22, 27, 28, 29, 31, 32]. The
Barnes G-function also appears in the study of random matrix theory and in analytic number
theory [1, 23]. The G-function is also know to satisfy the following functional equation
G(z + 1) = Γ(z)G(z), z ∈ C,
G(0) = G(2) = G(3) = 1.
It is well known that the Barnes G-function is an entire function and posses the following Weis-
trass canonical product represented by
G(z + 1) = (2π)z/2 exp
(−z(z + 1)/2− γz2/2) ∞∏
k=1
[(
1 +
z
k
)k
exp
(
(−z + z2/(2k))] ,
where γ = 0.5772166 . . . is the Euler-Mascheroni constant [1]. Ferreira and Lo´pez [15] pre-
sented the following asymptotic expansion of logarithm of the Barnes G-function in terms of the
Bernoulli numbers
logG(z + 1) ∼ 1
4
z2 + z log Γ(z + 1)−
(
1
2
z(z + 1) +
1
12
)
log z − logA (1.1)
+
∑
n≥1
B2n+2
2n(2n+ 1)(2n+ 2)z2n
,
as z → +∞ in the sector | arg(z)| < π − δ with any fixed 0 < δ ≤ π. The constant A first
appeared in the articles of Kinkelin [1, 18] and Glaisher [1, 16] on the asymptotic expansion of
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as n → +∞, where m ∈ N. The constant A is called Galisher–Kinkelin constant and can be
defined by
logA =
γ + log(2π)
12
− ζ
′(2)
2π2
=
1
12
− ζ = 0.24875447 . . . ,
where ζ is the Riemann zeta function. Here and throughout the entire paper log denotes the prin-
cipal value of the logarithm. Chen [11] proved the following two general asymptotic expansions
for the Barnes G-function
G(z + 1) ∼ A−1z 12 z2+ 12 z+ 112 e z
4
4 (Γ(z + 1))z

1 +∑
n≥1
bn
zn


zℓ/r
, (1.2)
G(z + 1) ∼ A−1z 12 z2+ 12 z+ 112 e z
4
4 (Γ(z + 1))z

1 + ln

1 +∑
n≥1
an
zn




zℓ/r
, (1.3)
for z → +∞ and | arg(z)| < π, where r is a nonzero real number, ℓ nonnegative integer and the
coefficients bn(ℓ, r)(n ∈ N) and an(ℓ, r)(n ∈ N) are given by
bn(ℓ, r) =
∑
(1+ℓ)k1+(2+ℓ)k2+···+(n+ℓ)kn=n
rk1+k2+···+kn
k1!k2! · · · kn! ·
(
B3
1 · 2 · 3
)k1
·
(
B4
2 · 3 · 4
)k2
· · ·
(
Bn+2
n · (n+ 1) · (n+ 2)
)kn
, (1.4)
and
an(ℓ, r) =
∑
k1+2k2+···+nkn=n
1
k1!k2! · · · kn!b
k1
1 (ℓ, r)b
k2
2 (ℓ, r) · · · bknn (ℓ, r). (1.5)
Xu and Wang [32] proved that the Barnes G-function has the following asymptotic expansion
G(z + 1) ∼ A−1z− 12 z2− 12 z− 112 e z
4
4 Γz(z + 1)

1 +∑
n≥1
bn(r)
z2n


1/r
(1.6)
for z → +∞ and | arg(z)| < π, where r is a nonzero real number and the coefficients bn(r) satisfy
the recurrence relation
b0(r) = 1, bn(r) =
r
2n
n−1∑
j=0
B2n−2j+2
(2n− 2j + 1)(2n− 2j + 2)bj(r), n ≥ 1. (1.7)
In this paper Bn denotes the nth Bernoulli number. Throughout this paper we denote the
Stirling numbers of the first and second kind by s(n, ν) and S(ν, k) respectively and we define
them by their double generating function (see, Comtet [14, p. 50]), [20] and [30]:
xk
(1 − x)(1 − 2x) · · · (1 − kx) =
∑
ν≥k
S(ν, k)xν , (1.8)
{(1 + z)x − 1}k :=
∑
n≥k
n∑
ν=k
k!S(ν, k)s(n, ν)
xj
n!
zn (1.9)
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for |z| < 1 and k ≥ 1 is a natural number. It known that the Stirling numbers of the second
kind can be computed explicitly using the following expression [19]
S(ν, k) =
1
k!
k∑
j=0
(−1)k
(
k
j
)
(k − j)ν .
The Stirling coefficients γn are given by the following asymptotic expansion:
ν! ∼
(ν
e
)ν √
2πν
∑
n≥0
γn
νn
(1.10)
as ν → +∞. Nemes [19] proved that the Stirling coefficients have the following representation
γn =
Γ(3n+ 32 )√
π
2n∑
k=0
2n+k+1
(2n+ 2k + 1)((2n− 2k)
k∑
j=0
(−1)k−jS(2n+ 2k − j, k − j)
j!(2n+ 2k − j)! .
Motivated by the paper of Nemes [20] for the Gamma function and the fact that the Barnes
G-function is a natural extension of Gamma function and has many properties analogous to that
of the Gamma function. Also since the calculation of the higher order terms by the recurrence
relations(1.4), (1.5), (1.7) can be somewhat very difficult to compute and knowing the exact value
of the later terms in the theory of asymptotic expansions is not necessary and accurate numerical
approximations of the higher terms are enough for application purposes [20]. We present various
formulas for determining the coefficients appearing in the asymptotic expansion for the Barnes
G-function n → +∞. These formulas can be used for numerical computations of the Barnes
G-function. Our result in this paper is analogous to the paper of Nemes [20] for the Gamma
function.
Now we are ready to formulate our main results.
Theorem 1.1. Let r 6= 0 be a real number. The Barnes G-function has the following asymptotic
expansion:
G(z + 1) ∼ A−1z 12 z2+ 12 z+ 112 e z
4
4 (Γ(z + 1))z

1 +∑
n≥1
bn(r)
zn


1
r
(1.11)
for z → +∞ and | arg(z)| < π, where the coefficients bn(r)(n ∈ N) are given by
bn(r) =
m−1∑
k=0
bk(r)
rB2n−2k+2
(2n− 2k)(2n− 2k + 1)(2n− 2k + 2)+O
(
rB2n−2m+2
(2n− 2m)(2n− 2m+ 1)(2n− 2m+ 2)
)
(1.12)
for every integer m > 0 as n→ +∞.
Theorem 1.2. The coefficients bn(r) in (1.11) have the following asymptotic expansion
bn(r) ∼ (−1)nr(2n− 1)
(
n− 1
πe
)2n−2√
n− 1
π7
∑
k≥0
Ik,n(r)
(n− 1)k (1.13)
as n→ +∞, where I0,n = 1/4 and
Ik,n(r) =
γk
2k+2
+
1
(2n− 1)
k∑
j=1
⌊ j+1
2
⌋∑
ν=1
(−1)ν22ν−k−2π2νbν(r)γk−jS(j − 1, 2ν − 2)
for k ≥ 1.
4 A. ISSAKA
Theorem 1.3. Let θ 6= 0, κ be fixed complex numbers and r 6= 0 be a real number, if
G(z + 1) ∼ A−1z 12 z2+ 12 z+ 112 e z
4
4 (Γ(z + 1))z

1 +∑
n≥1
bn(θ, κ, r)
zn


1
θr+κ
for z → +∞ and | arg(z)| < π then
bn(θ, κ, r) ∼ (−1)n 2(θr + κ)(2n− 1)!
(2π)2n+2
(1.14)
as n→ +∞.
Theorem 1.4. Let r 6= 0 be a given real number and ℓ ≥ 0 be a given integer. If the Barnes
G-function has the following asymptotic expansion:
G(z + 1) ∼ A−1z 12 z2+ 12 z+ 112 e z
4
4 (Γ(z + 1))z

1 +∑
n≥1
bn(ℓ, r)
zn


zℓ
r
for z → +∞ and | arg(z)| < π then
bn(ℓ, r) ∼ (−1)n 2r(2n− 1)!
(2π)2n+2
(1.15)
as n→ +∞.
Theorem 1.5. Let r 6= 0 be a given real number and ℓ ≥ 0 be a given integer. If the Barnes
G-function has the following asymptotic expansion:
G(z + 1) ∼ A−1z 12 z2+ 12 z+ 112 e z
4
4 (Γ(z + 1))z

1 + ln

∑
n≥1
an(ℓ, r)
zn




zℓ
r
(1.16)
for z → +∞ and | arg(z)| < π then
an(ℓ, r) ∼ (−1)n 2r(2n− 1)!
(2π)2n+2
(1.17)
as n→ +∞.
The rest of the paper is organized as follows. In Section 2, we prove the formulas in Theorem
1.1–1.5. In Section 3, we provide numerical examples based on the proposed approximations.
2. The proof of the Theorems
To prove the formulas, we need several lemmas. The first two theorems about the asymptotics
of the coefficients of certain formal power series.
Theorem 2.1 (E. A. Bender, [6]). Suppose that
α(x) =
∑
n≥1
αnx
n, F (x, y) =
∑
i,j≥0
fijx
iyj ,
β(x) = F (x, α(x)) :=
∑
n≥0
βnx
n, D(x) =
∑
n≥0
dnx
n =
∂F (x, y)
∂y
∣∣∣
y=α(x)
.
Assume that F (x, y) is analytic in x and y in a neighborhood of (0, 0), αn 6= 0 and
(1) αn−1 = o(αn) as n→ +∞,
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(2)
n−m∑
k=m
|αkαn−k| = O(αn−m) for some m > 0 as n→ +∞,
(3) |fijαn−i−j+1| ≤ K(δ)δi+j |αn−m| when n ≥ i+ j > m and δ > 0 for some K(δ).
Then
βn =
m−1∑
k=0
dkαn−k +O(αn−m) as n→ +∞.
We remark that the assumptions on F are automatically satisfied if F is analytic at the origin
(see Odlyzko [25, p. 116]).
Theorem 2.2 (E.A. Bender and L.B. Richmond, [7]). Let α(x) be a formal power series with
coefficients αk where α0 6= 0. Let pn be the coefficient of xn in (1 + α(x))θn+κ where θ 6= 0 and
κ are fixed complex numbers. If
(1) nαn−1 = o(αn) as n→ +∞,
then pn ∼ (θn+ κ)αn as n→ +∞.
The following two lemmas are easy consequences of the well-known formula [17]
B2n+2 = (−1)k 2(2n+ 2)!
(2π)2n+2
(
1 +
1
22n+2
+
1
32n+2
+ · · ·
)
.
Lemma 2.3. For any n ≥ 0 we have that
2(2n+ 2)!
(2π)2n
< |B2n+2| < 4(2n+ 2)!
(2π)2n+2
.
Lemma 2.4. We have
(1− 2−1−2n)B2n+2 ∼ B2n+2 ∼ (−1)n 2(2n+ 2)!
(2π)2n+2
,
as n→ +∞.
Proof of formula 1.12. After a simple algebraic manipulations of (1.1), we obtain(
G(z + 1)
A−1z
1
2
z(z+1)+ 1
12 e
z2
4 (Γ(z + 1))z
)r
∼ exp

 ∞∑
n≥1
rB2n+2
2n(2n+ 1)(2n+ 2)z2n


which holds in the sector | arg(z)| < π − δ, 0 < δ ≤ π as z → +∞. Using (1.11) we have the
following formal expansion
exp

∑
n≥1
rB2n+2
2n(2n+ 1)(2n+ 2)z2n

 ∼∑
n≥0
bn(r)
z2n
.
From this we have the following formal generating function
exp

∑
n≥1
rB2n+2
2n(2n+ 1)(2n+ 2)
xn

 =∑
n≥0
bn(r)x
n
We apply Theorem 2.1 to the formal power series
α(x) =
∑
n≥1
rB2n+2
2n(2n+ 1)(2n+ 2)
xn,
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and
F (x, y) = ey =
∑
n≥0
yn
n!
.
This implies that we have
B(x) = D(x) =
∑
n≥0
bn(r)x
n.
Applying Lemma 2.4 to the sequence
αn(r) =
rB2n+2
2n(2n+ 1)(2n+ 2)
,
we obtain
2|r|(2n− 1)!
(2π)2n+2
< |αn(r)| < 4|r|(2n− 1)!
(2π)2n+2
,
for every n ≥ 1. Since αn(r) 6= 0 and
0 ≤ lim
n→+∞
∣∣∣an−1(r)
an(r)
∣∣∣ < lim
n→+∞
4π2
(2n− 1)(2n− 2) = 0,
we have
an−1(r) = o(an(r)) as n→ +∞.
Hence condition (1) of Theorem 2.1 holds. Also condition (2) of Theorem 2.1 holds for every
integer m > 0 since for n > 2m
n−m∑
k=m
|αk(r)αn−k(r)| <
n−m∑
k=m
4|r|(2k − 1)!
(2π)2k+2
4|r|(2(n− k)− 1)!
(2π)2(n−k)+2
=
2r2(2n− 2m− 1)!
(2π)2n−2m+2
n−m∑
k=m
4(2k − 1)!
(2π)2k+2
4(2(n− k)− 1)!
(2π)2(n−k)+2
(2π)2n−2m+2
2(2n− 2m− 1)!
< |αn−m(r)| 8|r|
(2π)2m+2(2n− 2m− 1)!
n−m∑
k=m
(2k − 1)!(2n− 2k − 1)!
< |αn−m(r)| 8
(2π)2r+2(2n− 2m− 1)! (2(2n− 2m− 1)!(2m− 1)!
+ (n− 2m− 1)(2m+ 1)!(2n− 2m− 3)!)
< |αn−m(r)| 8|r|
(2π)2m+2(2n− 2m− 1)! (2(2m− 1)! + (2m+ 1)!)
Because F (x, y) = ey is analytic in x and y, it follows that
bn(r) =
m−1∑
k=0
bk(r)
rB2n−2k+2
(2n− 2k)(2n− 2k + 1)(2n− 2k + 2)+O
(
rB2n−2m+2
(2n− 2m)(2n− 2m+ 1)(2n− 2m+ 2)
)
for every integer positive integer m as n→ +∞.
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Proof of formula 1.13. Substituting
rB2n+2
2n(2n+ 1)(2n+ 2)
= (−1)n 2r(2n− 1)!
(2π)2n+2
ζ(2n+ 2)
in (1.12), we obtain
bn(r) = (−1)n 2(2n− 1)!
(2π)2n+2
ζ(2n+ 2)
(
m−1∑
k=0
(−1)k(2π)2kbk(r)r(2n + 2k − 1)!
(2n− 1)!
ζ(2n− 2k + 2)
ζ(2n+ 2)
+O
(
r(2n− 2m− 1)!
(2n− 1)!
))
Since
ζ(2n− 2k + 2)
ζ(2n+ 2)
= 1 +O
(
1
4n−k+1
)
as n→ +∞, it follows that
bn(r) = (−1)n 2(2n− 1)!
(2π)2n+2
ζ(2n+2)
(
m−1∑
k=0
(−1)k(2π)2kbk(r)r(2n − 2k − 1)!
(2n− 1)! +O
(
r(2n− 2m− 1)!
(2n− 1)!
))
for every integer m > 0 as n→ +∞. We can write this expression as
bn = (−1)n 2r(2n− 1)!
(2π)2n+2
ζ(2n+ 2)
(
m−1∑
k=0
(−1)k(2π)2kbk(r)
(2n− 1)2k +O
(
1
(2n− 1)2m
))
where
(x)i =
{
x(x − 1) · · · (x− i+ 1), i ≥ 1,
1, i = 0
is the falling factorial. The leads us to the formal asymptotic series of the coefficients in (1.13)
bn(r) ∼ (−1)n 2r(2n− 1)!
(2π)2n+2
ζ(2n+ 2)
∑
k≥0
(−1)k(2π)2kbk
(2n− 1)2k (2.1)
which holds as n→ +∞. Using the Stirling formula (1.10) we obtain
(−1)n 2r(2n− 1)!
(2π)2n+2
ζ(2n+ 2) ∼ (−1)nr(2n− 1)
(
n− 1
πe
)2n−2√
n− 1
π7
∑
k≥0
γk
2k(n− 1)k . (2.2)
Using the generating function of the Stirling numbers of the second kind (1.8) one can easily
show that
1
(2n− 1)2k =
1
(2n− 1)
∑
ν≥2k−1
S(ν − 1, 2k − 2)
2ν
1
(n− 1)ν
for k ≥ 1. Hence (2.1) simplifies to the following expression
∑
k≥0
(−1)k(2π)2kbk(r)
(2n− 1)2k = 1 +
∑
k≥1
(−1)k(2π)2kbk(r)
(2n− 1)
∑
ν≥2k−1
S(ν − 1, 2k − 2)
2ν
1
(n− 1)ν
∼ 1 +
∑
ν≥1


⌊ ν+12 ⌋∑
k=1
(−1)k(2π)2kbk(r)
(2n− 1)
S(ν − 1, 2k − 2)
2ν

 1
(n− 1)ν
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as n→ +∞. After substituting this expression and (2.2) into (2.1) and performing the product
of the asymptotic series, we have
bn(r) ∼ (−1)nr(2n− 1)
(
n− 1
πe
)2n−2√
n− 1
π7
∑
k≥0
Ik,n(r)
(n− 1)k
as n→ +∞, where
Ik,n(r) =
γk
2k+2
+
1
(2n− 1)
k∑
j=1
⌊ j+1
2
⌋∑
ν=1
(−1)ν22ν−k−2π2νbν(r)γk−jS(j − 1, 2ν − 2)
for k ≥ 1.
Proof of formula 1.14. Our starting point is with the following expression
1 + exp

∑
n≥1
B2n+2
2n(2n+ 1)(2n+ 2)
xn




θr+κ
=

1 +∑
n≥1
bn(1)x
n


θr+κ
=
∑
n≥0
bn(θ, κ, r)x
n.
Using the general asymptotic expression (1.12) and Lemma 2.4 obtain
bn(1) ∼ (−1)n 2(2n− 1)!
(2π)2n+2
, (2.3)
as n→ +∞. Because
lim
n→+∞
nbn−1(1)
bn(1)
= lim
n→+∞
−n(2π)2
(2n− 1)(2n− 2) = 0,
we have that the condition (1) of Theorem 2.2 holds. Thus, we can conclude that
bn(θ, κ, r) ∼ (θr + κ)bn(1) ∼ (−1)j 2(θr + κ)(2n− 1)!
(2π)2n+2
(2.4)
as n→ +∞.
Proof of formula 1.15. Consider the following well-known power series expansion related the
Stirling number of the first and second kind from (1.9)
G(x, y) = (1 + y)x − 1 =
∑
i≥1
i∑
j=1
S(j, 1)s(j, i)
xjyi
j!
. (2.5)
To prove formula (1.15), we apply Theorem 2.1 to the formal power series
α(x) =
∑
n≥1
bn(1)x
n :=
∑
n≥1
αnx
n.
Using the general asymptotic expression (1.12) and Lemma 2.4, we obtain
αn ∼ (−1)n 2(2n− 1)!
(2π)2n+2
,
as n → +∞. This further implies that condition (1) and condition (2) in Theorem 2.1 are
satisfied. Using (2.5), we apply Theorem 2.1 to the function
F (x, y) := G(rxℓ, y) = (1 + y)rx
ℓ − 1,
where ℓ ≥ 0 is an integer and r 6= 0 is a real number. It follows that
B(x) = F (x, α(x)) = (1 + α(x))rx
ℓ − 1
BARNES G-FUNCTION 9
and
D(x) =
∑
n≥0
dnx
n =
∂F (x, y)
∂y
|y=α(x).
We have that
c1
2(2n− 1)!
(2π)2n+2
< |αn| < c2 2(2n− 1)!
(2π)2n+2
,
for some constants c1 > c2 > 0. It is clear that condition (1) and (2) of Theorem 2.1 hold. Since
αn 6= 0 and ∣∣∣∣fijαn−i−j+1αn−1
∣∣∣∣ < s(j, i)(2n− 2i− 2j)!(2π)2nj!(2π)2(n−i−j)+4(2n− 4)! < C (2π)
2(i+j)
(2π)4
,
for n > i + j > 1 and for some constant C > 0. This implies that condition (3) of Theorem 2.1
is satisfied with δ = 4π2. Hence we conclude that
bn(ℓ, r) ∼ rbn(1) ∼ (−1)n 2r(2n− 1)!
(2π)2n+2
,
as n→ +∞.
Proof of formula 1.17. Consider the following as a formal power series
∑
n≥0
an(ℓ, r)x
n = exp

∑
n≥1
bn(ℓ, r)x
n

 .
We apply Theorem 2.1 to the function
α(x) =
∑
n≥1
bn(ℓ, r)x
n,
and
F (x, y) := ey.
It follows that
β(x) = F (x, α(x)) =
∑
n≥0
an(ℓ, r)x
n.
Since
bn(ℓ, r) ∼ (−1)n 2r(2n− 1)!
(2π)2n+2
,
as n→ +∞, the conditions of Theorem 2.1 are satisfied. Hence we conclude that
an(ℓ, r) ∼ f1bn(ℓ, r) ∼ (−1)n 2r(2n− 1)!
(2π)2n+2
,
as n→ +∞.
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3. Numerical examples
In this section we present numerical examples to support our proposed approximations for
the coefficients appearing in the Barnes G-function. We use the relative error as a measure of
numerical performance. The relative error E in approximating some value b with baprrox can be
defined as
E =
∣∣∣b− bapprox
b
∣∣∣.
Table 1 and 2 show the numerical performance of our proposed approximation for r = 1, n =
25, 100 and m = 0, 5, 10, 15. Because it is exceedingly time consuming to compute the exact
value of bn(r) for r = 1 with n = 100 using (1.7), we present in Table 1 and 2 approximations of
bn(r) for r = 1 with n = 100 and with varying m using (3.2) and (3.3). We compute the exact
value of bn(r) for n = 25, r = 1 using the following recurrence relation given in (1.7)
b0(r) = 1,
bn(r) =
r
2n
n−1∑
j=0
B2n−2j+2
(2n− 2j + 1)(2n− 2j + 2)bj(r), n ≥ 1. (3.1)
From (1.12) we have the following approximation formula
bn(r) ≈
m−1∑
k=0
bk(r)
rB2n−2k+2
(2n− 2k)(2n− 2k + 1)(2n− 2k + 2) . (3.2)
Another family of approximation comes from (1.13)
bn(r) ≈ (−1)nr(2n− 1)
(
n− 1
πe
)2n−2√
n− 1
π7
m∑
k=0
Ik,n(r)
(n− 1)k . (3.3)
Table 1. Comparison of the proposed approximation b25(r) and b100(r) for
r = 1 with varying m using the formula given in (3.2).
Exact numerical value of b25 −3.80007230719156835910256254456 · 1021
Value of m 5
Approximation for b25(1) −3.80007230718902365313203214270 · 1021
Error 6.6964672375170116 · 10−13
Value of m 10
Approximation for b25(1) −3.80007230719156771563759457627 · 1021
Error 1.6932966426732 · 10−16
Value of m 15
Approximation for b25(1) −3.80007230719156866209504749935 · 1021
Error 7.973334727905 · 10−17
Value of m 5
Approximation for b100(1) 4.61908374472303072173133108815 · 10211
Value of m 10
Approximation for b100(1) 4.61908374472303072283311502200 · 10211
Value of m 15
Approximation for b40(1) 4.61908374472303072283311502201 · 10211
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Table 2. Comparison of the proposed approximations b25(r) using the formula
given in (3.3) with the exact value of b25(r) given (3.1) for r = 1 with varying
m.
Exact numerical value of b25 −3.80007230719156835910256254456 · 1021
Value of m 0
Approximations for b25(1) 6.33074088722195169216683415959 · 1051
Error 0.00175791307020942925009466724
Value of m 5
Approximations for b25(1) 6.33756452414766391085569297216 · 1051
Error 1.4172474493114293334 · 10−10
Value of m 10
Approximations for b25(1) 6.33756452414766391085569297216 · 1051
Error 2.3185329355423978 · 10−13
Value of m 15
Approximations for b25(1) 6.33756452417493516317685647070 · 1051
Error 4.28765594345131 · 10−15
Value of m 5
Approximations for b100(1) 4.61908374472300370530218866881 · 10211
Value of m 10
Approximations for b100(1) 4.61908374472303072280261149658 · 10211
Value of m 15
Approximations for b100(1) 4.61908374472303072283311468702 · 10211
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