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MEMORYLESS SCALAR QUANTIZATION FOR RANDOM FRAMES
KATERYNA MELNYKOVA, O¨ZGU¨R YILMAZ
Abstract. Memoryless scalar quantization (MSQ) is a common technique to quantize frame coefficients
of signals (which are used as a model for generalized linear samples), making them compatible with our
digital technology. The process of quantization is generally not invertible, and thus one can only recover an
approximation to the original signal from its quantized coefficients. The non-linear nature of quantization
makes the analysis of the corresponding approximation error challenging, often resulting in the use of a
simplifying assumption, called the “white noise hypothesis” (WNH) that simplifies this analysis. However,
the WNH is known to be not rigorous and, at least in certain cases, not valid.
Given a fixed, deterministic signal, we assume that we use a random frame, whose analysis matrix has
independent isotropic sub-Gaussian rows, to collect the measurements, which are consecutively quantized via
MSQ. For this setting, numerically observed decay rate seems to agree with the prediction by the WNH. We
rigorously establish sharp non-asymptotic error bounds without using the WNH that explain the observed
decay rate. Furthermore, we show that the reconstruction error does not necessarily diminish as redundancy
increases. We also extend this approach to the compressed sensing setting, obtaining rigorous error bounds
that agree with empirical observations, again, without resorting to the WNH.
1. Introduction
We consider the problem of quantizing generalized linear measurements of finite dimensional signals, both
in the overdetermined (frame theory) setting and in the underdetermined (compressed sensing) setting. We
focus on memoryless scalar quantization (MSQ) which is arguably the most intuitive quantization strategy
and can be easily implemented in practice. To be more specific, let qδ : R 7→ δZ be the uniform scalar
quantizer with stepsize δ > 0, where qδ(x) := nδ if x ∈ (nδ − δ/2, nδ + δ/2]. The associated uniform MSQ
with stepsize δ is QMSQδ : R
m 7→ (δZ)m such that the jth component of QMSQδ (u) satisfies (QMSQδ (u))j =
qδ(uj).When there is no ambiguity we shall use Q to denote Q
MSQ
δ .
Suppose that the signal to be acquired is x ∈ Rk, and let us restrict our attention to the frame theory
setting. Accordingly, let E ∈ Rm×k be (the analysis matrix of) a frame for Rk (where m ≥ k) and denote
the generalized samples, i.e., the frame coefficients, of x by y = Ex. Since E is a frame, x can be recovered
exactly from y via E˜y = E˜Ex = x, where E˜ is any left inverse, i.e., dual, of E. On the other hand, if the
frame coefficients are quantized, say using Q = QMSQδ , then the recovery is, in general, inexact and results
in an approximation E˜Q(Ex) with non-zero reconstruction error ‖x− E˜Q(Ex)‖.
The non-linear nature of the quantizer Q makes the analysis of the reconstruction error challenging.
Accordingly, even though the error expression is deterministic once x and E are fixed, it is customary to rely
on the so-called white noise hypothesis (WNH) for its analysis. The WNH, originally proposed by Bennett
in [4] in the context of scalar quantization, asserts that, for a fixed deterministic measurement matrix E,
if the signal x is random, then the quantization error Ex−Q(Ex) is a random vector with independent,
identically distributed (i.i.d.) entries that are uniformly distributed over (−δ/2, δ/2]. Unfortunately, the
WNH is not rigorous and does not hold, at least in certain cases, e.g., [3, 32,45].
In this paper, we consider the reconstruction error when the generalized samples of a fixed, deterministic
signal x are obtained via a sub-Gaussian random frame E. (This choice is motivated by the use of such
random matrices in compressed sensing.) While an appropriately modified WNH simplifies the error analysis,
as we show in Section 3, this hypothesis is also non-rigorous and provably not valid, for example, when E
is a Gaussian random frame. Instead, we provide a rigorous methodology to establish rigorous error bounds
in this setting. Furthermore, our approach can be generalized to compressed sensing setting, yielding error
bounds that match with empirical observations.
Throughout, ‖ · ‖ refers to `2-norm and C, c1, c2, ... indicate constants. The Moore-Penrose pseudoinverse
of a matrix E with full column-rank is denoted by E† and given by E† = (ETE)−1ET . For x ∈ RN , xT ∈ Rk
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is the restriction of x to T when T ⊂ {1, 2, ..., N} with #T = k. For Φ ∈ Rm×N , ΦT denotes the m × k
submatrix of Φ obtained by its restriction to the columns indexed by T .
For a sub-Gaussian random variable z, ‖z‖ψ2 = supp≥1 p1/2 (E|z|p)1/p is the sub-Gaussian norm of z.
Note that ‖ · ‖ψ2 is a norm on the Banach space of sub-Gaussian random variables – see, e.g., [10].
A random vector Y ∈ Rn is called sub-Gaussian if the one-dimensional marginals 〈Y, z〉 are sub-Gaussian
for all z ∈ Rn. The sub-Gaussian norm of such a vector Y is defined as
‖Y ‖ψ2 = sup
z∈Sn−1
‖〈Y, z〉‖ψ2 .
For any sub-Gaussian Y = (y1, y2, ..., yn), ‖Y ‖ψ2 ≥ maxi ‖yi‖ψ2 and ‖YT ‖ψ2 ≤ ‖Y ‖ψ2 for any T ⊆ {1, . . . , n}.
A random vector Y ∈ Rn is called isotropic if E〈Y, z〉2 = ‖z‖2 for all z ∈ Rn. For example, random vectors
whose entries are independent random variables with mean zero and variance one are isotropic. Note that if
Y is isotropic, so is YT for any T ⊆ {1, . . . , n}.
This paper is organized as follows: Section 2.1 reviews basic properties of frames. Section 2.2 gives a
summary of the literature regarding the use of MSQ in the frame theory setting and explains how WNH
helps, albeit in a non-rigorous fashion, with the analysis of the reconstruction error. After reviewing basics of
compressed sensing and quantization in Section 2.3, we present our main contributions in frame quantization
in Section 3 and the extensions of these results to the compressed sensing setting in Section 4. Preliminary
facts and lemmas are stated in Section 5. Proofs of all results may be found in Section 6. Finally, we present
numerical experiments Section 7.
2. Background and setting
Our focus is on MSQ in the settings of frame theory and compressed sensing. Next, we provide a brief
description of these problems, how they are related to each other, and the state-of-the-art.
2.1. Frame theory. In various applications, signals can be modeled as elements in a (separable) Hilbert
space H such as Rd, `2, or L2(Rd). Accordingly, any signal x in H can be represented discretely, for example,
by choosing an orthonormal basis {bn} for H and computing (or measuring) xn = 〈x, bn〉. Alternatively,
one can use frames, which generalize the notion of bases by allowing “controlled” redundancy. Specifically,
{en} ⊂ H is a frame for H if there exists positive constants A ≤ B, called the frame bounds, such that for
all x ∈ H,
A‖x‖2 ≤
∑
|〈x, en〉|2 ≤ B‖x‖2.
If {en} is a frame for H, there exist scalars {yn} such that x =
∑
ynen. If {en} is overcomplete, i.e., the
frame is redundant, the choice of yn in this decomposition is not unique. This can be exploited in applications
to reduce the error introduced by lossy operations like transmission over a noisy channel or quantization.
One common special case is H = Rk, which is our main focus in this paper. Let m ≥ k be positive
integers and let {ej}m1 be a collection of vectors in Rk. Denote by E the m × k matrix whose jth row is
eTj . Then {ej}m1 is a frame for Rk if and only if E is full rank. In this case, all k singular values of E are
positive and the frame bounds A and B are the squares of the smallest and largest singular values of E,
respectively. Any left inverse E˜ of E (whose columns also form a frame for Rk) is said to be a dual of E; the
Moore-Penrose pseudo-inverse is called the canonical dual. Note that E has infinitely many duals if m > k,
in which case we say that E is redundant. Throughout, we shall use E to denote both the frame and the
associated analysis matrix as defined above.
2.2. MSQ for frames and the WNH. Suppose that our signals of interest are in Rk, and let E ∈ Rm×k
be the analysis matrix of a frame for Rk. The vector of frame coefficients of a signal x is given by y = Ex,
which we interpret as measurements of x. Clearly, x can be recovered from y exactly by means of linear
reconstruction methods, i.e., x = Fy where F is any left-inverse of E. However, when we have quantized
measurements q = Q(y), we can recover only an approximation x˜ to x and we wish the reconstruction error
‖x − x˜‖ (in an appropriate norm) to be as small as possible. Such approximations can be obtained using
consistent reconstruction methods, which are nearly optimal in terms of accuracy, but computationally
expensive [18, 19, 26, 39]. For frames consisting of (nearly) equal-norm vectors, the lower bound for the
reconstruction error (over all reconstruction methods) is Ω(λ−1) [25] where λ := m/k.
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Alternatively, one can employ linear reconstruction techniques by using an appropriate left inverse of E.
In what follows, we restrict our attention to a common approach in the literature where one uses linear
reconstruction using the Moore-Penrose pseudo-inverse E† of E and measures the approximation error in `2-
norm. Note that among all left-inverses of E, E† has the smallest operator norm. Thus, if the measurement
error y−Q(y) has no assumed structure1 (which can be motivated using WNH, e.g., see [24]), E† minimizes
the `2 reconstruction error.
Next, set x˜ = E†Q(y) = E†Q(Ex). The corresponding reconstruction error is
(1) E(x) := ‖x− x˜‖ = ‖x− E†Q(Ex)‖ = ‖E†(Ex−Q(Ex))‖.
The aim is to identify the dependence of E(x) on δ, k, and m for a given infinite family of frames parametrized
by m and k. It is often of interest to understand the worst-case error over a compact set K of signals, i.e.,
supx∈K E(x), average Lp error over such a set K, i.e., ‖E‖Lp(K), or the expected error when the signal is
drawn randomly from K, i.e., E E(x). The analysis of these error terms is not straight-forward, especially
when m > k. Perhaps the most common simplifying approach is to use the WNH: If E is fixed and x is
random, the entries of the vector Ex−Q(Ex) are assumed to be i.i.d. random variables, uniformly distributed
in (−δ/2, δ/2] (so, with mean 0 and variance δ2/12) [4], cf. [26,27,32]. Indeed, if we assume that the WNH
holds, it is straight-forward to show that
(2) E E2(x) = ‖E†‖2F δ2/12,
where ‖ · ‖F denotes the Frobenius norm. Finally, recall that ‖E†‖F ≤
√
k‖E†‖ = √k (σmin(E))−1 and for a
vast class of matrices (e.g., matrices with independent isotropic sub-Gaussian random rows), σmin(E) ≥ C
√
m
(with high probability). For such matrices, the WNH allows us to conclude
(3) EE2(x) ≤ C k
m
δ2
where C is independent of m and k. The class of matrices for which (3) holds includes random partial
Fourier matrices [40] and all matrices with independent isotropic sub-Gaussian random rows, e.g., [44, p. 232],
including random matrices with i.i.d. standard Gaussian or Bernoulli entries. Note that (3) becomes an
equality if E is a unit-norm tight frame; therefore, for at least such frames, the error bound is sharp under
the WNH.
The WNH is rather successful for predicting the reconstruction error associated with hard-to-analyze
quantization schemes [27,32,38,46] and can be (approximately) justified in special cases ( [6,27,32]. Yet, the
WNH is not rigorous and, at least in certain cases, not valid—see, e.g., [32], [34], [3], [46]. To our knowledge,
there are only a few results in the literature that provide a rigorous analysis of E(x) that is not based on
the WNH. In [46] and [47], the authors consider MSQ with a fixed δ > 0 for quantizing expansions with
respect to asymptotically equidistributed unit-norm tight frames for Rk. Specifically, they investigate the
decay of the reconstruction error E(x) as more measurements are taken, i.e., as m increases. An analysis
based on the WNH would suggest that the error should vanish as m goes to infinity. However, [47] shows
that for any given signal x ∈ Rk, if the quantizer step size δ is sufficiently small (depending on ‖x‖ and k,
but independent from m),
lim
m→∞ E(x) ≥ C
δ
k+1
2
‖x‖ k−12
,
where C = C(k) > 0, implying that the error does not always tend to zero as m→∞. This shows that the
WNH does not hold, at least in this particular setting.
While the WNH is not rigorous and not valid for all cases, its statement can be heuristically justified based
on the asymptotic behavior of Ex−Q(Ex) as δ approaches 0. For example, consider a deterministic full rank
matrix E ∈ Rm×k and a random signal x with absolutely continuous distribution of its entries with respect to
the k-dimensional Lebesgue measure. Then, 1δ (Ex−Q(Ex))→ [−1/2, 1/2)m in distribution as δ → 0+ [6,32].
Furthermore, the entries of 1δ (Ex−Q(Ex))→ [−1/2, 1/2)m are asymptotically uncorrelated [45].
Note that the results above are asymptotic as δ → 0, and therefore, they can be applied for high-resolution
settings where δ > 0 is extremely small. However, in practice, δ is often not very small – sometimes as
1It is worth to note, though, that when y−Q(y) is “shaped”, other left inverses such as “Sobolev duals” may yield significantly
better reconstructions, e.g., [5, 28,33].
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big as the infinity norm of the signal x (corresponding to one-bit quantization). Thus, non-asymptotic
reconstruction error analysis must be performed to understand the actual behavior of the reconstruction
error.
2.3. Compressed sensing and quantization. While our main focus is on the use of MSQ for random
frame expansions, a major application is MSQ for compressed sensing (CS) measurements. We explain this
after briefly reviewing relevant facts in the theory of CS and quantization.
2.3.1. Basics of CS. Motivated by the empirical observation that various classes of signals encountered in
practice, such as audio and images, admit (nearly) sparse approximations using an appropriate basis or
frame, CS has now been established as an effective sampling theory [12, 14, 15, 20]. Let x be in ΣNk , i.e., a
k-sparse vector in RN . In CS, one collects non-adaptive linear measurements of x, given by y = Φx. It can
be shown that if Φ ∈ Rm×N , with m N , is an appropriate matrix, e.g., if it satisfies the restricted isometry
property (RIP) of order k with a sufficiently small constant δk, see, e.g., [14,15,20], then the solution of the
`1-minimization problem given by
minimize‖z‖1 subject to Φz = y
yields x ∈ ΣNk exactly (or when compressible, an approximation that is nearly as accurate as the best
k term approximation of x). Even though RIP is a deterministic condition, checking for RIP becomes
computationally intractable as the size of the matrix grows [2, 43]. Fortunately, broad classes of random
matrices are known to satisfy RIP with overwhelming probability. In particular, consider Φ ∈ Rm×N whose
rows are independent isotropic sub-Gaussian random vectors (note unusual normalization where we do not
normalize based on the number of rows). If m ≥ C−2k ln(eN/k), where C > 0 depends only on the sub-
Gaussian norm of the rows, 1√
m
Φ satisfies the RIP of order k with δk <  for any  ∈ (0, 1) with probability
at least 1− 2 exp(−c2m); see, e.g., [44].Therefore, such matrices is of interest in CS.
2.3.2. Quantization for CS. As in the case of frame expansions, it is crucial that the compressed measure-
ments are quantized given that our technology is almost exclusively digital. While the focus of the early
literature on CS virtually neglected the issue of quantization (and compression in the sense of source cod-
ing), recent work focused on two alternative quantization approaches. In the first approach, one considers
quantization methods that “shape” the approximation error in a way so that it can be “filtered out” dur-
ing reconstruction. Such methods are called noise-shaping quantizers and have recently been shown to be
effective in CS quantization [16, 22, 28, 33, 41, 42], cf. [17]. In fact, one can achieve exponentially accurate
approximations (with respect to the total bit budget) if one incorporates a post-Σ∆-quantization coding
stage, i.e., one achieves nearly optimal encoding – see [41] for details.
While noise-shaping quantizers provide superior approximations, their implementation requires “memory”.
In applications where the measurements are obtained sequentially or all at once, e.g., when acquiring an
audio signal or an image, this is not an important issue. However, if the measurements are obtained, say,
by a distributed sensor network, implementing noise-shaping quantizers may be challenging if the sensors
cannot communicate with each other efficiently. On the other hand MSQ is easy to implement in any setting
and it remains to be the most popular approach in CS quantization; see, e.g., [9,23,35]. Specifically, various
reconstruction methods have been proposed that aim to improve the approximation obtained from the MSQ-
quantized compressive measurements [29,30,36,48]. In this paper, we also focus on the use of multi-bit MSQ
in the CS framework.2 That is, we will quantize the compressed measurements y, as defined above, by Q(y),
where Q = QMSQδ . One may interpret the associated quantization error y−Q(y) as “noise” that is bounded
by δ/2 in `∞-norm (and consequently, by
√
mδ/2 in `2-norm). Such an approach allows us to apply classical
robust recovery results in CS. Specifically, x̂ given by
(4) x̂ := arg min ‖z‖1 subject to ‖Φz −Q(y)‖ ≤
√
mδ/2
satisfies
(5) ‖x− x̂‖ ≤ Cδ
2Note that one-bit MSQ provides a yet simpler quantization method. The analysis of the one-bit MSQ turns out to be
significantly different from the multi-bit MSQ and is not within the scope of this paper, e.g., see [1, 8, 37].
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with high probability when λ = mk is sufficiently large and Φ is appropriately normalized as m increases
(which is crucial to ensure that the constant C in (5) does not depend on m – see [13] and [28]). Note, that
while the approximation error in (5) scales linearly with the step size δ (as expected), it does not tend to
zero as the “redundancy” λ increases; this is observed also in numerical experiments in [28].
While the above mentioned approach follows naturally from the basic robust recovery results in CS, the
reconstruction can be improved by employing alternative techniques that provide more accurate estimates,
see, e.g., [9, 28, 30] and also [7, 31, 37] for the 1-bit case. One such alternative is the use of the “two-stage
framework” as devised in [28], which can be used to adopt any given frame quantization technique to the
CS setting to improve the reconstruction. Next we describe this framework.
Let Φ be an m × N CS measurement matrix, and let y = Φx be the compressive samples of x ∈ ΣNk .
Suppose that T is the support of x, i.e., T := {j : x(j) 6= 0} with #T = k. Then, ΦT is the analysis matrix
of a frame for Rk that consists of m vectors and the compressive samples satisfy y = ΦTxT , i.e., the entries
of y are the frame coefficients of xT with respect to ΦT =: E. Note that if, for example, Φ is a random
matrix with i.i.d. sub-Gaussian entries, then ΦT is a random frame with i.i.d. sub-Gaussian entries. This
observation motivates the use of any frame quantization method, in our case MSQ, along with a two-stage
reconstruction scheme, as proposed in [28].
Two-stage reconstruction scheme for MSQ in CS. Let q = Q(y) with Q = QMSQδ . In Stage 1, we
recover a coarse approximation x#MSQ by solving (4), from which the support T of x can be extracted with
high probability under some additional conditions on x – see [28]. In Stage 2, we obtain a refined estimate
xMSQ of xT by using a reconstruction method tailored to the underlying frame quantization problem. Our
focus in Stage 2 will be the use of linear reconstruction methods. Specifically, the refined estimate will be
obtained via xMSQ = Φ
†
T q. Our goal is to analyze the approximation error ‖x− xMSQ‖2 as λ increases.
The error analysis for this two-stage scheme raises the following question in random frame theory: For
an m × k random matrix E with m > k and for a deterministic signal x ∈ Rk, how does ‖x − E†Q(Ex)‖
decay as λ grows? We focus on random matrices with independent, isotropic, sub-Gaussian rows. While the
technique of [28] can be generalized to this case, it yields only a (non-zero) constant error bound independent
of λ. On the other hand, the WNH “predicts” an approximation with O(λ−1/2)δ error, which appears to
agree with numerical experiments as seen, for example, in Figure 4a. Here, we tighten both the result in [28]
as well as the prediction using the WNH. Specifically, we prove that the reconstruction error behaves like
v +O(λ−1/2)δ, where v > 0 is a small number that is barely noticeable in applications; this constant term,
however, can not be removed from the error bound. We also extend this result to the CS setting when the
recovery is performed using the two-stage algorithm stated above.
3. MSQ for random frames
Let m ≥ k and let E ∈ Rm×k be a sub-Gaussian random matrix with independent isotropic rows.
Suppose that x ∈ Rk is deterministic and fixed, and Q = QMSQδ . We wish to control the reconstruction error
E(x) = ‖x − E†Q(Ex)‖ by establishing upper and lower bounds. First, since ‖Ex − Q(Ex)‖∞ ≤ δ/2 and
σmin(E) ≥ c
√
m with overwhelming probability [44, p. 23 and p. 36], a rough product bound yields
(6) ‖x− E†Q(Ex)‖ ≤ (σmin(E))−1
√
mδ/2 ≤ Cδ
with overwhelming probability. Note that this bound captures the dependence of the error on the quantizer
resolution δ; but it does not depend on m, the number of measurements. Intuitively, we expect the error to
decrease as we obtain more measurements, i.e., more information about x. This motivates further analysis
of the approximation error E(x).
A heuristic bound. Before we refine this bound rigorously in Section 3.1 we present a heuristic estimate
based on a modified version of the WNH that shows that approximation error decays as m increases. As we
showed in Section 2.2, such a decay can be “justified” using the WNH when the frame E is deterministic while
the signal is random. In our current setting the frame is random, so the WNH is not directly applicable:
On one hand, since x is deterministic and the random matrix E has independent rows, the entries of
u := Ex − Q(Ex) are independent random variables; if we additionally assume that the rows of E are
identically distributed, the entries of u are identically distributed as well. This observation coincides in part
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with the WNH. On the other hand, (2) does not hold anymore since E† is random in our setting. One way
to go around this is to introduce a modified WNH as follows.
Modified WNH (m-WNH): Let E be a random matrix. Assume that the signal x is also random and
independent of E. The m-WNH assumes that the conditional random variable (Ex−Q(Ex)) |E has i.i.d.
entries that are uniformly distributed in (−δ/2, δ/2].
Implications of m-WNH: Set E† = (e†ij), u := (Ex−Q(Ex)), and suppose that m-WNH holds. Then
E
{‖x− E†Q(Ex)‖2|E} = E{‖E† · (Ex−Q(Ex))‖2|E}
=
k∑
i=1
m∑
j=1
m∑
s=1
e†ije
†
isE {ujus|E} =
k∑
i=1
m∑
j=1
m∑
s=1
e†ije
†
isE
{
u2j |E
}
1[j=s]
=
k∑
i=1
m∑
j=1
(e†ij)
2 δ
2
12
=
δ2
12
‖E†‖2F
≤ kδ
2
12
‖E†‖2 = kδ
2
12
(σmin(E))
−2
.
Finally, using the law of total expectation,
E‖x− E†Q(Ex)‖2 = E (E{‖x− E†Q(Ex)‖2|E})
≤ Ekδ
2
12
(σmin(E))
−2
≤ kδ
2
12
· Cm−1(7)
In the last inequality, we used that σmin(E) ≥ c
√
m with overwhelming probability. In this case,
(
E{E2(x)})1/2 ≤
Cδ
√
k/m provided that both x and E are random and the m-WNH holds.
Numerical experiments in Section 7 appear to agree with the heuristic calculation above: the empirical
reconstruction error isO(λ−1/2)δ, as predicted in (7) when E is drawn from various random matrix ensembles.
On the other hand, WNH is a special case of m-WNH, thus m-WNH is also not fully rigorous and not valid
at least in certain cases. For example, in Corollary 3.9, we show that in the case when the matrix E has
i.i.d. standard Gaussian random entries (we often say such an E is a Gaussian random matrix), m-WNH
does not hold. This motivates our error analysis in the rest of the paper that does not rely on m-WNH.
3.1. Error estimates without WNH – main results. From here on, let E ∈ Rm×k with m > k, δ > 0,
Q := QMSQδ , and λ := m/k. We seek to estimate the reconstruction error E(x) = ‖x−E†Q(Ex)‖ for x ∈ Rk.
Theorem 3.1. Let k ≥ 3 and let x ∈ Rk be fixed. Suppose that λ > 1 and E ∈ Rm×k is a random matrix
with independent isotropic sub-Gaussian rows whose ψ2-norm does not exceed K. Then, there is an absolute
constant C > 0 such that for every c2 ∈ (0, 1), setting c1 = CK
√
ln(e2c−12 ) > 0, we have
(8) E(x) < A
(
µ+ c1
√
log kλ−1/2δ
)
and
(9) E(x) > A′
(
µ− c1
√
log kλ−1/2δ
)
,
with probability at least 1−c2−2 exp(−c3m). Here µ = 1m‖EET (Ex−Q(Ex))‖, A = (1/2−cKλ−1/2)−2 > 0,
A′ = (3/2 + cKλ−1/2)−2 > 0, cK > 0 depends only on K, and c3 > 0 is an absolute constant.
Remark 3.2. The probability of failure contains a constant term c2. This constant is unavoidable, but it
may be chosen to depend on m and/or λ. Note that such a change will affect c1.
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The error bounds in (8) are composed of (constant multiples of) two summands: µ = 1m‖EET (Ex −
Q(Ex))‖ and √log kλ−1/2δ. As the decay rate of the latter agrees with that predicted by the m-WNH, we
will focus on the first term, i.e., µ, for random matrices E with identically distributed rows.
Proposition 3.3. Assume that the conditions of Theorem 3.1 hold and, in addition, the rows eTi of E are
identically distributed. Then,
EET (Ex−Q(Ex)) = mEe1(eT1 x−Q(eT1 x)).
This implies
µ = ‖Ee1(eT1 x−Q(eT1 x))‖.
Proof. Fix x ∈ Rk. Then,
EET (Ex−Q(Ex)) =
m∑
i=1
Eei(e
T
i x−Q(eTi x)),
where the summands on the right hand side are identical vectors all equal to, say, Ee1(e
T
1 x − Q(eT1 x)). It
follows that
µ =
1
m
‖EET (Ex−Q(Ex))‖ = ‖Ee1(eT1 x−Q(eT1 x))‖
which completes the proof. 
Remark 3.4. Proposition 3.3 shows that, if matrix E has i.i.d. isotropic sub-Gaussian rows, then µ in
Theorem 3.1 is a constant that does not depend on m. Thus, in cases when µ 6= 0, e.g., when E is a
Gaussian matrix – see Corollary 3.9, E(x) = O(1), rather than O(m−1) which is what the m-WNH predicts.
Next, we establish an upper bound for µ.
Proposition 3.5. In the setting of Theorem 3.1, µ ≤ δ2 (1 + cK
√
k
m ).
Proof.
µ =
1
m
‖EET (Ex−Q(Ex))‖ ≤ 1
m
E
(
σmax(E
T )‖Ex−Q(Ex)‖)
≤ 1
m
E
(
σmax(E
T )
δ
2
√
m
)
≤ δ
2
(1 + cK
√
k
m
).
For the bound on Eσmax(E
T ), we used Theorem 5.2. 
The above estimate implies that, in the worst-case scenario, µ is bounded by δ/2 +  as m→∞. Indeed,
the bound of order δ/2 is observed numerically if the random frame E is a submatrix of the first k columns
of a sufficiently large Fourier matrix with m randomly selected rows, see Figure 3. The following artificial
scenarios illustrate (provably) that the reconstruction error indeed does not always decay to zero but may
tend to a non-zero constant, possibly (nearly) as big as the upper bound in Proposition 3.3.
(A) [Bernoulli frame, one-dimensional signal] Let k = 1, i.e., x ∈ R, and let E ∈ Rm×1 be a ±1 Bernoulli
frame. Then each individual sample is either x or −x, i.e., more samples do not bring any additional
information. Thus, the optimal reconstruction from quantized measurements Q(Ex) is x˜ = Q(x).
Accordingly, if Q(x) 6= x, which is the case for almost all x, the reconstruction error |x− x˜| is non-zero
and in fact it can be as big as δ/2. Note that the same discussion applies if we consider a Bernoulli
random frame with k > 1 and set x = c(1, 0, 0, ..., 0) ∈ Rk.
(B) [Bernoulli frame, a class of high-dimensional signals] Let the frame E ∈ Rm×k be a ±1 Bernoulli frame.
Consider all x = (x1, x2, ..., xk) such that
(10) |xi −Q(xi)| < δ
2k
Using that all entries of E = (eij) are ±1, we get that for all i ∈ {1, 2, ..,m},
−δ/2 + (EQ(x))i < (Ex)i < δ/2 + (EQ(x))i
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This, together with the fact that (EQ(x))i ∈ δZ, implies that Q(Ex) = EQ(x) for all x satisfying (10).
Accordingly, for two signals x1 and x2 such that Q(x1) = Q(x2) and (10) holds, Q(Ex1) equals Q(Ex2),
and thus the reconstruction will be identical, yielding an `2 reconstruction error as big as
δ
2
√
k
.
(C) [Bernoulli random frame, m > 2k] Consider a ±1 Bernoulli matrix E ∈ Rm×k and any signal x ∈ Rk
where m > 2k. Note that such a Bernoulli matrix can have at most 2k distinct rows, i.e., if we exclude
repetitive rows, we get at most 2k different measurements. Once the frame E contains all 2k distinct
rows, more measurements do not bring any additional information. Therefore, unless Ex = Q(Ex), the
reconstruction error will saturate at a non-zero constant.
(D) [Fourier random frame, a class of high-dimensional signals] Consider the discrete Fourier transform
(DFT) matrix F ∈ RN×N . We select the first d columns of F and we draw rows uniformly at random.
Suppose that the signal x = (c, 0, 0, ..., 0). Then, all samples of the signal will be identical, and similar
to the case A, the reconstruction error for some such signals is very close to δ/2.
While some of these scenarios attain (nearly) the bound of Proposition 3.5, this bound is not tight, at
least for some “nice” ensembles. In Corollary 3.9, we show that µ is not zero when E is Gaussian, but µ it
is very small in any practically relevant setting, which we prove in the next section.
3.1.1. Gaussian random matrices. Next, we obtain sharp bounds for ‖EET (Ex − Q(Ex))‖ when E is a
Gaussian random matrix. These, in turn, yield bounds for the reconstruction error E(x) = ‖x−E†Q(Ex)‖.
Theorem 3.6. Let x ∈ Rk be fixed and let E ∈ Rm×k be a random matrix with isotropic sub-Gaussian rows.
Furthermore, assume that the entries of E are i.i.d. whose density function φ is a Schwartz function. Then
the ith entry of EET (Ex−Q(Ex)) satisfies
(11)
(
EET (Ex−Q(Ex)))
i
= m
xi + xi∑
p∈Z
(−1)pĝ( |xi|
δ
p)
∏
s6=i
φ̂
(
xssign(xi)
δ
p
) ,
where g(z) := Ee111{e11≤z} =
∫ z
−∞ tφ(t)dt.
In particular, if E is a Gaussian matrix,(
EET (Ex−Q(Ex)))
i
= −2mxi
∞∑
p=1
(−1)p exp(−2pi
2‖x‖2p2
δ2
),
which implies
(12) 2‖x‖
(
exp(−2pi
2‖x‖2
δ2
)− exp(−8pi
2‖x‖2
δ2
)
)
< µ < 2‖x‖ exp(−2pi
2‖x‖2
δ2
),
where µ = 1m‖EET (Ex−Q(Ex))‖ as in Theorem 3.1.
Remark 3.7. The right-hand side of (11) may be to calculate exactly. On the other hand, since φ is a
Schwartz function (and so are φ̂ and ĝ), it may be accurately approximated by truncating the series to its
first few terms.
Remark 3.8. For Gaussian random matrices, the term µ is not larger than 2‖x‖ exp(− 2pi2‖x‖2δ2 ), which is
typically very small. For example, if ‖x‖ = 1 and δ = 0.5, this bound is approximately 2.05× 10−34.
We end this section by combining Theorem 3.1 and Theorem 3.6 to state the lower and upper bounds on
the approximation error for Gaussian frames.
Corollary 3.9 (Reconstruction error for Gaussian frames). Let k ≥ 3, x ∈ Rk, and suppose that E is an
m × k Gaussian matrix (i.e., its entries are i.i.d. standard Gaussian). Then, there is an absolute constant
C > 0 such that for every c2 ∈ (0, 1), setting c1 = C
√
ln(e2c−12 ) > 0, we have
(13) E(x) < A
(
2‖x‖e− 2pi
2‖x‖2
δ2 + c1
√
log kλ−1/2δ
)
and
(14) E(x) > A′
(
2‖x‖e− 2pi
2‖x‖2
δ2 − 2‖x‖e−8pi
2‖x‖2
δ2 + c1
√
log kλ−1/2δ
)
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with probability at least 1 − 2e−m/8 − c2 for every m ∈ N such that λ > 4. Here A = (1/2 − λ−1/2)−2 and
A′ = (3/2 + λ−1/2)−2.
4. An important extension: MSQ for compressed sensing
To generalize Theorem 3.1 to the CS setting, we follow the procedure that is described in detail in [28]:
Suppose x ∈ ΣNk is the signal to be acquired and Φ ∈ Rm×N , m  N , is a CS measurement matrix whose
rows are independent isotropic sub-Gaussian random vectors with sub-Gaussian norm at most K. The goal
is to recover a k-sparse signal x from its quantized compressive measurements Q(y) = Q(Φx).
We adopt the two-stage approach as summarized in Section 2.3.2. Recall that in Stage 1 we recover the
support of x by using the coarse approximation x̂MSQ obtained as in (4), which satisfies ‖x− x̂MSQ‖ ≤ Cδ,
where C is independent of m. Thus, setting k′ = k, η = Cδ, and x′ = x̂MSQ in [28, Proposition 4.1], we
observe that the support of x is fully recovered from the indexes of the largest (in-magnitude) entries of
x˜MSQ if |xj | >
√
2Cδ for all j in the support of x.
Theorem 4.1. Let α ∈ [0, 1/2) be arbitrary and let K > 0. Fix x ∈ ΣNk be such that minj∈supp(x) |xj | ≥ Cδ,
where C depends only on k and K. Suppose that Φ ∈ Rm×N whose entries are i.i.d. sub-Gaussian with
sub-Gaussian norm not exceeding K, k ≥ 3, and λ = m/k ≥ c4 logN where c4 = c4(k, α,K) is a constant.
Then, with xMSQ obtained using the two-stage method, there are constants c5, c6, c7 > 0 that depend only on
k, K, and x such that with probability at least 1− c5 exp(−c6λα) on the draw of Φ, the reconstruction error
satisfies
‖xMSQ − x‖ ≤ A
(
1
m
‖EET (Ex−Q(Ex))‖+ c7
√
log kλ−(1−α)/2δ
)
,
where E = ΦT , T = supp(x), has i.i.d. sub-Gaussian entries, which are copies of the entries of Φ.
Like before, we can calculate ‖EET (Ex−Q(Ex))‖ if Φ, thus E, is a Gaussian random matrix.
Corollary 4.2. In the setting of Theorem 4.1, suppose that Φ ∈ Rm×N is a Gaussian matrix. Then with
probability at least 1− c5 exp(−c6λα) on the draw of Φ, the reconstruction error satisfies
‖x̂MSQ − x‖ ≤ A
(
2‖x‖ exp(−2pi
2‖x‖2
δ2
) + c7
√
log kλ−(1−α)/2δ
)
.
Above the constants are as in Theorem 4.1.
5. Preliminaries.
The following will be instrumental for the proofs, which we present in the next section.
Theorem 5.1 (Hoeffding inequality, see, e.g., [44, p. 220]). Let X1, X2,..., Xk be independent centered
sub-Gaussian random variables, and let K = maxi ‖Xi‖ψ2 . Then for every a = (a1, a2, ..., ak) ∈ RN and
every t ≥ 0, we have
P
{∣∣∣∣∣
k∑
i=1
aiXi
∣∣∣∣∣ ≥ t
}
≤ e · exp
(
− ct
2
K2‖a‖2
)
,
where c > 0 is an absolute constant.
Below σmax(E) and σmin(E) denote the largest and smallest singular values of a random matrix E.
Theorem 5.2 ( [44, p. 232]). Suppose that E is an m× k matrix with independent isotropic sub-Gaussian
rows whose ψ2-norm does not exceed K. Then, for every t ≥ 0, with probability at least 1− 2 exp(−c3t2),
√
m− cK
√
k − t ≤ σmin(E) ≤ σmax(E) ≤
√
m+ cK
√
k + t.
Here cK > 0 depends on K only, and c3 > 0 is an absolute constant. If E is a Gaussian matrix, cK = 1.
Plugging t =
√
m/2 in Theorem 5.2 provides the following corollary.
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Corollary 5.3. For a matrix E that satisfies the conditions of Theorem 5.2, with probability at least 1 −
2 exp(−c3m),
A′
1
m
≤ σmin(
(
ETE
)−1
) ≤ σmax(
(
ETE
)−1
) ≤ A 1
m
,
where A = (1/2− cKλ−1/2)−2 > 0 and A′ = (3/2 + cKλ−1/2)−2 > 0. If E is a Gaussian matrix, cK = 1.
Remark 5.4. For the choice of t =
√
m/2 in Theorem 5.2, λ should exceed (2cK)
2, which is 4 for Gaussian
case, to ensure that 1/2− cKλ−1/2 > 0.
We will use the following theorem to control the RIP constants of sub-Gaussian matrices.
Theorem 5.5 ( [44, p. 254]). Let Ψ be an m×N sub-Gaussian random matrix with independent isotropic
rows whose ψ2-norms do not exceed K and let Ψ =
1√
m
Ψ. For  ∈ (0, 1) such that m ≥ c˜4−2k ln(eN/k), Ψ
satisfies the RIP of order k with constant δk ≤ , with probability at least 1−2 exp(−c˜K2m). Here c˜4 = c˜4(K)
and c˜K > 0 depend only on K.
Plugging  = 1/
√
2 in the theorem above and using it for estimating the RIP constant δ2k leads to the
following corollary. Let C¯ = 4c˜4 and c¯K =
1
2 c˜K .
Corollary 5.6. Let Ψ be an m × N sub-Gaussian random matrix with independent isotropic rows whose
ψ2-norm does not exceed K and let Ψ =
1√
m
Ψ. For m ≥ C¯k ln(0.5eN/k), Ψ satisfies the RIP of order 2k
with constant δ2k ≤ 1/
√
2, with probability at least 1 − 2 exp(−c¯Km). Here C¯ = C¯(K) and c¯K > 0 depend
only on K.
Finally, we also need the Poisson summation formula.
Theorem 5.7 ( [21, p. 287]). Let f : R 7→ R be a Schwartz function. For any a > 0 and b ∈ R,
(15)
∑
n∈Z
f(an+ b) =
∑
p∈Z
1
a
f̂
(p
a
)
exp(2pii
p
a
b),
where f̂(ω) =
∫
exp(−2piitω)f(t)dt is a Fourier transform of f .
6. Proofs.
First, we provide a road map for obtaining the upper bound in Theorem 3.1. Note that the reconstruction
error satisfies
E(x) = ‖x− E†Q(Ex)‖ = ‖m (ETE)−1 · 1
m
ET (Ex−Q(Ex))‖
≤ (mσmax((ETE)−1))(µ+ 1
m
‖ET (Ex−Q(Ex))− EET (Ex−Q(Ex))‖
)
,(16)
where µ = 1m‖EET (Ex − Q(Ex))‖. Here, the term mσmax((ETE)−1) is controlled using Corollary 5.3. In
addition we need to estimate the deviation of ET (Ex−Q(Ex)) from its mean EET (Ex−Q(Ex)). This can
be done entrywise using the following observations: Consider the ith entry of 1mE
T (Ex − Q(Ex)), say αi,
given by
(17) αi =
1
m
m∑
j=1
(
ejiF (
k∑
s=1
ejsxs)
)
where F (z) := z − Q(z) for all z ∈ R. Each summand in (17) depends only on the jth row of E. Thus,
since E has independent rows, the summands in (17) are independent. Furthermore, they are sub-Gaussian
random variables whose sub-Gaussian norms do not exceed Kδ/2. So, we can control the deviation of this
sum from its mean as ∣∣∣ 1
m
m∑
j=1
(
ejiF (
k∑
s=1
ejsxs)− EejiF (
k∑
s=1
ejsxs)
)∣∣∣ ≤ C2√ 1
m
with probability at least 1 − e exp(−C3C22 ). Finally, 1m‖ET (Ex − Q(Ex)) − EET (Ex − Q(Ex))‖ can be
bounded using these entrywise estimates. Next we provide the full proof.
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6.1. Proof of Theorem 3.1. Observe that m > k implies that that E is a full rank matrix with over-
whelming probability, thus E† is well-defined. Also by Corollary 5.3,
A′ ≤ (mσmin(ETE)−1) ≤ (mσmax(ETE)−1) ≤ A
with probability at least 1 − 2 exp(−c3m), where A,A′, and c3 are as in Corollary 5.3. This, together with
(16), gives
E(x) ≤ A
(
µ+
1
m
‖ET (Ex−Q(Ex))− EET (Ex−Q(Ex))‖
)
A similar calculation (using the reverse triangle inequality this time) yields the lower bound
E(x) ≥ A′
(
µ− 1
m
‖ET (Ex−Q(Ex))− EET (Ex−Q(Ex))‖
)
To finish the proof, we need to bound 1m‖ET (Ex−Q(Ex))−EET (Ex−Q(Ex))‖ =
(∑k
i=1(αi−Eαi)2
)1/2
,
where αi is as in (17), from above and below. As outlined before, we will achieve this by controlling αi−E(αi)
for each i.
Observe that αi is an average of m terms (ejiF (
∑k
s=1 ejsxs)) that are independent because each term
depends on jth row of matrix E only, and according the conditions of the theorem, rows of E are independent.
Therefore, to bound αi we use Hoeffding inequality - see Lemma 6.1 below. Combining the observations
above and Lemma 6.1 finishes the proof.
Lemma 6.1. Let x ∈ Rk and E be an m × k matrix with independent rows such that its entries eij are
sub-Gaussian whose ψ2-norms do not exceed K. Suppose that αi is as in (17). Then,
(i) Fix 1 ≤ i ≤ k. With any precision c2 ∈ (0, 1), with probability at least 1− 1k c2,
|αi − Eαi| ≤ c1
√
log k
√
1
m
Kδ.
(ii) With any precision c2 ∈ (0, 1), with probability at least 1− c2, we have
1
m
‖ET (Ex−Q(Ex))− EET (Ex−Q(Ex))‖ ≤ c1
√
log k
√
k
m
Kδ.
Here c1 = C
√
log(e2c−12 ) and C is an absolute constant.
Proof of Lemma 6.1. Note that
1
m
‖ET (Ex−Q(Ex))− EET (Ex−Q(Ex))‖ =
( k∑
i=1
(αi − Eαi)2
)1/2
and, therefore, the second statement of Lemma 6.1 follows from the first one using straight-forward union
bound on the first inequality. Therefore, we focus on the proof of the first statement of the lemma.
Fix 1 ≤ i ≤ k, and consider
αi − Eαi = 1
m
m∑
j=1
(
ejiF (
k∑
s=1
ejsxs)− EejiF (
k∑
s=1
ejsxs)
)
.
Note that we aim to bound the sum of m random variables Zj := ejiF (
k∑
s=1
ejsxs)−EejiF (
k∑
s=1
ejsxs). Claim:
Given that E has independent, isotropic, sub-Gaussian random rows,
(a) Zj are independent.
(b) Zj are centered, sub-Gaussian random variables whose ψ2-norm does not exceed Kδ.
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Suppose this claim holds (it is proved below). Then, Hoeffding inequality, as stated in Theorem 5.1, with
t := c1
√
log k
√
mKδ, where c1 > 0 is a constant to be determined later, implies that
(18) P
(
|αi − Eαi| ≤ c1
√
log k
√
1
m
Kδ
)
≥ 1− e exp (−cc21 · log(k)m) ,
where c > 0 is an absolute constant. Simplifying the probability of failure, we have
P
(
|αi − Eαi| ≤ c1
√
log k
√
1
m
Kδ
)
≥ 1− ek−cc21 .
One can simplify the expression for probability of failure further to obtain the statement in the lemma.
Specifically, if cc21 > 1 (which can be guaranteed by choosing c2 ∈ (0, 1) and then picking c1 such that
c2 = e
2−cc21), then, for k ≥ 3, the probability of failure may be bounded from above by ek−cc21 ≤ 1k c2.
The proof of the lemma will be complete once we prove the claim above.
Proof of the claim. Since the rows of E are independent, so are {ejiF (
∑k
s=1 ejsxs)}, j = 1, 2, ..,m, which,
in turn, implies (a). Next note that Zj are centered by definition, so to prove (b), it suffices to show that
ejiF (
∑k
s=1 ejsxs) and EejiF (
∑k
s=1 ejsxs) are sub-Gaussian. The latter term is a constant, and
‖Zj‖ψ2 ≤ ‖ejiF (
k∑
s=1
ejsxs)‖ψ2 +
∣∣E[ejiF ( k∑
s=1
ejsxs)
]∣∣
≤ ‖ejiF (
k∑
s=1
ejsxs)‖ψ2 + E
∣∣ejiF ( k∑
s=1
ejsxs)
∣∣ ≤ 2‖ejiF ( k∑
s=1
ejsxs)‖ψ2
≤ 2‖F (
k∑
s=1
ejsxs)‖∞‖eji‖ψ2 ≤ 2 · 0.5δ‖eji‖ψ2 ≤ δK
Here we used basic properties of ψ2-norm together with the fact that the range of F is (−δ/2, δ/2] and the
sub-Gaussian norm of eji does not exceed the sub-Gaussian norm of the jth row of E, which is at most K.
This finishes the proof of the claim, consequently the proof of Lemma 6.1, and hence the proof of Theo-
rem 3.1. 
6.2. Proof of Theorem 3.6.
1
m
E
 m∑
j=1
ejiF (
k∑
s=1
ejsxs)
 = E(e1iF ( k∑
s=1
e1sxs)
)
= E
(
e1i(
k∑
s=1
e1sxs)
)
− E
(
e1iQ(
k∑
s=1
e1sxs)
)
= Exie
2
1i + E
∑
s 6=i
xse1ie1s − E
(
e1iQ(
k∑
s=1
e1sxs)
)
= xi − E
(
e1iQ(
k∑
s=1
e1sxs)
)
In the last equality we used the facts that E has isotropic rows, so each entry has mean 0 and variance 1,
and its entries are independent.
If xi = 0, then, using the fact that random variables e1i and
∑
s6=i e1sxs are independent,
E
(
e1iQ(
k∑
s=1
e1sxs)
)
= Ee1iEQ(
k∑
s=1
e1sxs) = 0.
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Then, Ee1iF (
∑k
s=1 e1sxs) = xi = 0, and the statement of the theorem holds.
Now assume that xi 6= 0. There are two possibilities, namely, xi > 0 and xi < 0. We join them into the
one case for a potentially different set of xi’s using the oddity of Q. Let xs := xssign(xi), s = 1, 2, ..., k.
Then,
(19) E
(
e1iF (
k∑
s=1
e1sxs)
)
= xi − sign(xi)E
(
e1iQ(
k∑
s=1
e1sxs)
)
.
Note that xi = xisign(xi) = |xi| which is positive because xi 6= 0. Therefore, it suffices to estimate
E
(
e1iQ(
∑k
s=1 e1sxs)
)
.
Let 1 be an indicator function of a Boolean variable, taking the value 1 if its argument is true and 0
otherwise. Using this notation and the definition of Q, we have
(20) E
(
e1iQ(
k∑
s=1
e1sxs)
)
=
∑
n∈Z
Ee1i · nδ · 1{
k∑
s=1
e1sxs ∈ (nδ − δ
2
, nδ +
δ
2
]}.
Let ηi :=
∑
s 6=i e1sxs. Note that
1{
k∑
s=1
e1sxs ∈ (nδ − δ
2
, nδ +
δ
2
]} =
{
1, if e1i ∈ (nδ−δ/2−ηixi ,
nδ+δ/2−ηi
xi
]
0, otherwise
.
Therefore, one may rewrite the summands on the right hand side of (20) as
Ee1inδ1{
k∑
s=1
e1sxs ∈ (nδ − δ
2
, nδ +
δ
2
]}(21)
= Ee1inδ1{e1i ≤ nδ + δ/2− ηi
xi
} − Ee1inδ1{e1i ≤ nδ − δ/2− ηi
xi
}.
Next, let g(z) := Ee1i1{e1i ≤ z} for z ∈ R. Since all entries of E are distributed identically, g does not
depend on i. We claim that g is a Schwartz function. Indeed,
g(z) =
∫ z
−∞
tφ(t)dt,
where φ is the density function of e11. Note that by our hypothesis φ is a Schwartz function. So, clearly,
g ∈ C∞. In addition, since φ(t) = O(|t|−n−2) for all n as t → −∞, g(z) = O(|t|−n) for all n as t → −∞.
Now recall that the rows of E are isotropic, so the mean value of each entry is 0. Then,
g(z) = Ee11 −
∫ ∞
z
tφ(t)dt = −
∫ ∞
z
tφ(t)dt.
By similar arguments, g(z) = O(|t|−n) as z →∞. Therefore, g is a Schwartz function.
In what follows, we will have random arguments for g. Specifically, for a random variable η that is
independent of e1i, let
g(η) := E [e1i1{e1i ≤ η} | η] .
Note that this definition of g agrees with the previous one when one takes η = z a.e. (which is independent
of e1i). Using the law of total expectation for each term in (21) and the definition of g, we get
Ee1inδ1{e1i ≤ nδ + δ/2− ηi
xi
} = E
[
E
[
e1inδ1{e1i ≤ nδ + δ/2− ηi
xi
} | ηi
]]
= nδEg(
nδ + δ/2− ηi
xi
)
and, similarly,
Ee1inδ1{e1i ≤ nδ − δ/2− ηi
xi
} = nδEg(nδ − δ/2− ηi
xi
).
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Therefore, (21) may be rewritten as follows,
Ee1inδ1{
k∑
s=1
e1sxs ∈ (nδ − δ/2, nδ + δ/2]} = nδEg(nδ + δ/2− ηi
xi
)− nδEg(nδ − δ/2− ηi
xi
),
which, in turn, allows us to rewrite the original expression E
(
e1iQ(
∑k
s=1 e1sxs)
)
as
E
(
e1iQ(
k∑
s=1
e1sxs)
)
= E
∑
n∈Z
(
nδ(g(
nδ + δ/2− ηi
xi
)− g(nδ − δ/2− ηi
xi
))
)
= E
∑
n∈Z
(
nδg(
nδ + δ/2− ηi
xi
)− ((n− 1) + 1)δg( (n− 1)δ + δ/2− ηi
xi
))
)
Splitting the series and shifting the index of summation by 1 leads to
(22) E
(
e1iQ(
k∑
s=1
e1sxs)
)
= E
(
−δ
∑
n∈Z
g(
nδ + δ/2− ηi
xi
)
)
.
Here splitting the series can be justified by using Fubini-Tonelli theorem twice together with the fact that g
is a Schwartz function, which implies g(z) = O(|z|−3) as |z| → ∞. Therefore, ∑n∈Z nδg(nδ ± δ/2 − ηi) is
convergent for any value of ηi in R.
Next, we will estimate the mean value of the series, where we use the Poisson summation formula
(15), which may be applied as g is a Schwartz function. Denote the Fourier transform of g by ĝ(ω) :=∫
exp(−i2pitω)g(t)dt. Then,∑
n∈Z
g(n
δ
xi
+
δ/2− ηi
xi
) =
∑
p∈Z
xi
δ
ĝ(
xi
δ
p) exp(i2pi
xip
δ
δ/2− ηi
xi
)
=
xi
δ
∑
p∈Z
(−1)pĝ(xi
δ
p) exp(−i2pip
δ
ηi)
Plugging the last formula into (22) gives us the following equation:
E
(
e1iQ(
k∑
s=1
e1sxs)
)
= E
−δ xi
δ
∑
p∈Z
(−1)pĝ(xi
δ
p) exp(−i2pip
δ
ηi)
 .
We want to interchange the expectation and infinite sum. To do this, we need to verify the conditions of
dominated convergence theorem. Note that
|(−1)pĝ(xi
δ
p) exp(−i2pip
δ
ηi)| = |ĝ(xi
δ
p)|.
Since g is a Swartz function, so is ĝ, and therefore,
E
∑
p∈Z
|(−1)pĝ(xi
δ
p) exp(−i2pip
δ
ηi)| = E
∑
p∈Z
|ĝ(xi
δ
p)| =
∑
p∈Z
|ĝ(xi
δ
p)|
is convergent. Note that the last equality holds because we consider the expected value of a deterministic
expression, so the expected value is redundant. Using Fubini-Tonelli theorem, we interchange the expected
value and the infinite sum, and obtain
(23) E
(
e1iQ(
k∑
s=1
e1sxs)
)
=
−δ xi
δ
∑
p∈Z
(
(−1)pĝ(xi
δ
p)E exp(−i2pip
δ
ηi)
) .
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Moreover, since ηi =
∑
s 6=i e1sxs and {e1s} is a collection of independent random variables,
E exp(−i2pip
δ
ηi) = E
∏
s6=i
exp(−i2pip
δ
xse1s)
=
∏
s 6=i
E exp(−i2pip
δ
xse1s)
=
∏
s 6=i
φ̂(
p
δ
xs)
where φ is the density function of e1s (recall that all entries of matrix E are identically distributed). Plugging
the result above into (23) and then plugging into (19), we get
E
(
e1iF (
k∑
s=1
e1sxs)
)
= xi − sign(xi)
−xi∑
p∈Z
(−1)pĝ(xi
δ
p)
∏
s6=i
φ̂(
p
δ
xs)
 ,
= xi + xi
∑
p∈Z
(−1)pĝ( |xi|
δ
p)
∏
s6=i
φ̂(
xssign(xi)
δ
p)

where φ is a density function of e11 and g(z) = Ee111{e11 < z} =
∫ z
−∞ tφ(t)dt. To finish the proof of the
first statement of the Theorem,
E
 m∑
j=1
ejiF (
k∑
s=1
ejsxs)
 = mE(e1iF ( k∑
s=1
e1sxs)
)
= m
xi + xi∑
p∈Z
(−1)pĝ( |xi|
δ
p)
∏
s6=i
φ̂(
xssign(xi)
δ
p)

which coincides with (11).
Next, assume that entries of E are i.i.d. standard Gaussian random variables. Then, the density function
φ and its Fourier transform φ̂ are given by
φ(z) =
√
1
2pi
exp
(
−z
2
2
)
, φ̂(ω) = exp(−2pi2ω2).
Consequently,
g(z) :=
∫ z
−∞
tφ(t)dt =
∫ z
−∞
t ·
√
1
2pi
exp(−t2/2)dt = −
√
1
2pi
e−
z2
2 .
and its Fourier transform is ĝ(ω) := − exp(−2pi2ω2). Plugging the exact values of φ̂ and ĝ into (11),
E
 m∑
j=1
ejiF (
k∑
s=1
ejsxs)
 = m
xi + xi∑
p∈Z
(−1)p(−e−2pi2 x2i p2δ2 )∏
s6=i
e−2pi
2 x
2
sp
2
δ2

= m
xi + xi∑
p∈Z
(
−(−1)pe−2pi2
∑k
s=1 x
2
s
δ2
p2
)
= m
xi − xi∑
p∈Z
(−1)pe−2pi2 ‖x‖
2
δ2
p2
 .
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Note that terms of the series are even with respect to p, i.e., the value of the terms for p and −p are identical.
When p = 0, the term is 1. Therefore, one may simplify the series as follows.
E
 m∑
j=1
ejiF (
k∑
s=1
ejsxs)
 = m(xi − xi − 2xi ∞∑
p=1
(−1)pe−2pi2 ‖x‖
2
δ2
p2)
= −2mxi
∞∑
p=1
(−1)pe−2pi2 ‖x‖
2
δ2
p2 .
This is an alternating series, so one may bound the sum using the first two terms of the series. To be
more precise, the exact value of the series E
(∑m
j=1 ejiF (
∑k
s=1 ejsxs)
)
lies between 2mxi exp(−2pi2 ‖x‖
2
δ2 )
and 2mxi exp(−2pi2 ‖x‖
2
δ2 )− 2mxi exp(−8pi2 ‖x‖
2
δ2 ), which implies (12) and finishes the proof. 
6.3. Proof of Theorem 4.1. The proof is similar to the proof of Theorem B in [28]. In this section, we
only reproduce the main ideas of the proof.
Proof of Theorem 4.1. Let x ∈ ΣNk and let T be the support of x. Without loss of generality, we assume that
#T = k. Denote the measurement matrix by Φ ∈ Rm×N whose rows are independent isotropic sub-Gaussian
vectors whose sub-Gaussian norm does not exceed K.
We use the two-stage reconstruction method. Accordingly, in Stage 1, we recover a coarse estimate x#MSQof
x via
(24) x#MSQ = arg min ‖z‖1 subject to ‖Φz − y‖ ≤ 0.5δ
√
m.
If x is sufficiently sparse, x#MSQ will be a good approximation of the original signal x. Indeed, if
1√
m
Φ satisfies
the RIP of order k with δ2k <
√
2/2, then [11]
‖x#MSQ − x‖ ≤ Cδ.
Recall that this is the case with overwhelming probability, for example, if Φ is an m × N sub-Gaussian
matrix with independent isotropic rows whose ψ2-norm does not exceed K and m &K k log(N/k) – see
Corollary 5.6.
The coarse estimate x#MSQ can be improved in the Stage 2 of the reconstruction. The key idea is that T ,
the support of x, can be recovered from x#MSQ with high probability provided that all non-zero entries of x
exceed
√
2Cδ– see [28, Proposition 4.1].
The next step is to recover the non-zero entries of x using the support T , or, equivalently, to recover xT .
Note that Q(y) = Q(Φx) = Q(ΦTx). Recall that rows of Φ are independent isotropic sub-Gaussian random
vectors with sub-Gaussian norm at most K, and so are the rows of ΦT . Therefore, the conditions of Theorem
3.1 are satisfied for the frame ΦT .
In the setting of Theorem 3.1, let α ∈ [0, 1/2), λ = m/k, and let c2 := e2 exp(−λα). Then, c1 =
C
√
ln(e2c−12 ) = Cλ
α/2 and by Theorem 3.1, for a given xT ∈ Rk, with probability exceeding 1− 2e−c3m − e2 exp(−λα),
we have
(25) ‖Φ†TQ(ΦTxT )− xT ‖ < A
(
2‖x‖ exp
(
−2pi
2‖x‖2
δ2
)
+ c7
√
log kλ−1/2+α/2δ
)
,
where A = (1/2− cKλ−1/2)−2.
To guarantee the fine recovery in the stage 2 of reconstruction, each m × k submatrix of Φ must satisfy
the conditions of Theorem 3.1 which would imply the validity of (25). In other words, we need to show
that the rows of ΦT are independent isotropic sub-Gaussian random vectors for all #T ≤ k. Recall that the
rows of m×N matrix Φ are independent sub-Gaussian isotropic random vectors. Since k rows of matrix Φ
are chosen based on the support of the signal x, these rows are independent. Moreover, these rows remain
isotropic and sub-Gaussian. Therefore, for each fixed choice of k rows, (25) holds with probability at least
1− 2 exp(−c3m)− e2e−λα . Finally, applying the result of Theorem 3.1 finishes the proof. 
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Figure 1. The numerical behavior (in log-log scale) of the mean of the reconstruction error,
as a function of λ = m/k, for a fixed unit-norm signal x and an m×k random matrix E with
i.i.d. standard Gaussian entries (A), with i.i.d Bernoulli entries (B), and with independent
rows, uniformly distributed on the sphere of radius
√
k (C). For each δ = 0.1, 0.05, 0.01, we
draw 1000 realizations of the random matrixE, compute the quantized frame coefficients of
x, and reconstruct using E†. We plot the average reconstruction error for each δ.
7. Numerical experiments.
Experiment 1. MSQ for frame theory. This first set of experiments illustrates the error decay for
the MSQ quantizer (with various quantizer stepsizes δ) for various classes of measurement matrices. To
that end, we fix a unit-norm signal x ∈ Rk where k = 20 and consider m × k random frames E, where m
varies between 20 and 2000 (i.e., λ ∈ [1, 100]). For each m, we pick 1000 realizations of E and calculate the
reconstruction error E(x) = ‖x−E†(QMSQδ (Ex))‖. We perform this for three distinct values of the quantizer
resolution δ, specifically δ ∈ {0.01, 0.05, 0.1}. For each δ, we report the average value of E(x) over the 1000
realizations of E. Figure 1 shows the outcomes in three different scenarios: when E is a Gaussian matrix
(A), a Bernoulli matrix (B), and when the rows of E are drawn independently from the uniform distribution
on the sphere with radius k1/2 (C). The observed error decay rates seem to be consistent with m-WNH,
which predicts a decay like δλ−1/2, as well as with Theorem 3.1, which shows that the error would behave
like C1 +C2δλ
−1/2, where C1 is a generally non-zero, but possibly very small constant, at least in the case of
Gaussian random matrices. So, assuming that C1 is small for the other random ensembles as well, the error
in these experiments is far from saturating at the level of C1. Next, we will design a numerical experiment
that allows us to observe C1.
Experiment 2. Lower bound for the decay rate. This experiment aims to provide numerical illustration
of the result of Theorem 3.1. Consider a deterministic unit-norm signal x and random frame E that satisfy
the conditions of Theorem 3.1. Then, Theorem 3.1 states that the reconstruction error E(x) satisfies
A′
(
µ− c1K
√
kλ−1/2δ
)
≤ E(x) ≤ A
(
µ+ c1K
√
kλ−1/2δ
)
with probability at least 1−c2−2 exp(−c3m) where µ = 1m‖EET (Ex−Q(Ex))‖, A and A′ are some positive
constants, c2 ∈ (0, 1), and c1 = c1(c2) as in Theorem 3.1. According to Proposition 3.3, we expect the term
µ to be of order O(1) as m → ∞. In particular, if µ is not zero, the reconstruction error should tend to
a value between A′µ and Aµ as λ = m/k → ∞. Note that this does not contradict with the outcomes of
Experiment 1. For example, in the Gaussian case, in Theorem 3.6 we provide a rigorous estimate of the
value of µ, which is extremely small when δ < 1. Therefore, in the experiments with Gaussian frames, we
can only observe the term Ac1K
√
kλ−1/2δ for the given range of λ.
In order to actually observe the influence of the constant term, we now set δ := 4 (thus creating an
artificial set-up) and repeat the Experiment 1 for Gaussian matrices, Bernoulli matrices, and matrices whose
rows are randomly drawn from the uniform distribution on the sphere, with λ ∈ [10, 1000] this time. The
outcomes are shown in Figure 2. Specifically, in Figure 2a, we observe that when E is Gaussian, the error
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Figure 2. The numerical behaviour of the reconstruction error in the setting identical to
that described in Figure 1; this time δ = 4 and λ ∈ [10, 1000]. The results shown are the
outcomes for Gaussian matrices (A), Bernoulli matrices (B), and matrices whose rows are
randomly drawn from the uniform distribution on the sphere (C).
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Figure 3. The numerical behaviour of the reconstruction error in the setting identical to
that described in Figure 1; this time E is an m × k random Fourier matrix obtained by
restricting the N ×N DFT matrix (with N = 100000) to its first k = 20 columns and then
selecting m random rows. Here δ = 0.01 and λ ∈ [10, 1000].
settles down to a value between 2‖x‖(exp(−2pi2‖x‖2/δ2)− exp(−8pi2‖x‖2/δ2)) and 2‖x‖ exp(−2pi2‖x‖2/δ2),
as predicted. In Figure 2b, we observe that the behaviour of the error in the Bernoulli case is similar in that
it settles to a value that is comparable with the Gaussian case. While we do not have a sharp estimate for
the bounds in this case, the experiment suggests that, like the Gaussian case, µ is a non-zero, but small,
constant when E is a Bernoulli matrix. Finally, Figure 2c shows that a similar conclusion can be drawn for
the case when E is with random rows, drawn independently from the uniform distribution on the sphere
with radius k1/2.
Finally, we consider random submatrices of the Discrete Fourier Transform (DFT) matrix whose rows
and columns are drawn in the following way: We pick the first k columns of the N × N Fourier matrix,
with N = 100000. Note that this results in a harmonic frame for Ck. Next, we fix m < N ; we randomly
draw m rows of this harmonic frame, resulting in an m× k random frame E. As above, for each m, we pick
1000 realizations of E and calculate the average of the reconstruction error E(x) = ‖x − E†(QMSQδ (Ex))‖
with δ = 0.01 over these realizations. The results are reported in Figure 3 which suggest that the average
reconstruction error approaches a constant approximately equal to δ/2. Note that this is qualitatively
different from the other random matrix ensembles we considered in Experiment 1 in that we observe the
constant term in the error bounds in a realistic setting (with δ = 0.01) rather than the artificial setting with
δ = 4 above.
Experiment 3. Compressed sensing setting. This experiments focuses on CS and is designed to
observe the error decay shown in Theorem 4.1 when the 2-stage reconstruction scheme described in Section 4
18
is used to reconstruct a sparse x from its quantized (by MSQ) compressed measurements. Let the signal
x ∈ ΣNk , where N = 1000 and k = 20 and let Φ be m × N . We will quantize compressed measurements
of x, given by Φx, using MSQ. Here is a list of various parameters in our experiments: Φ will be Gaussian
(Figure 4a), Bernoulli (Figure 4b), or a random matrix whose rows are drawn i.i.d. from the sphere of radius√
N. (Figure 4c). We will vary m between 100 and 500, corresponding to λ ∈ [5, 25]. The quantization
stepsize is δ ∈ {0.01, 0.05, 0.1}. Finally, to ensure the condition of Theorem 4.2 for successful support
recovery is satisfied, we choose the non-zero entries of x randomly from {±1/√k}. It turns out that this
condition is not satisfied when Φ is Bernoulli and δ = 0.1, so in the Bernoulli case we restrict our experiments
to δ = 0.01 and δ = 0.05. The outcomes are given in Figure 4, where we observe that, in each case, the
decay of the reconstruction error agrees with the result of Theorem 4.1.
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Figure 4. The numerical behaviour of the reconstruction error in the CS setting. The
results shown are the outcomes for Gaussian measurement matrices (a), Bernoulli mea-
surement matrices (b), and matrices whose rows are randomly drawn from the uniform
distribution on the sphere (c). Here x ∈ ΣNk , where N = 1000 and k = 20, the measurement
matrix Φ is m×N , where m varies between 100 and 500, corresponding to λ varying between
5 and 25.
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