Understanding stress-strain behavior of asphalt pavement under repetitive traffic loading is of critical importance to predict pavement performance and service life. For viscoelastic materials, the stress-strain relationship can be represented by the dynamic modulus. The dynamic modulus test in indirect tension mode can be used to measure the modulus of each specific layer of asphalt pavements using representative samples. 
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Introduction
In order to predict pavement performance and service life, stress-strain behavior of asphalt pavement under repetitive traffic loading should be studied.
One of the fundamental material properties of viscoelastic materials is the dynamic modulus which relates stress to strain [1, 2, 3, 4, 5] . Dynamic modulus is accepted by most pavement engineers as a critical parameter for flexible pavement design. As a stiffness indicator parameter, dynamic modulus is used in the Mechanistic-Empirical Pavement Design procedure [6, 7, 8] .
The dynamic modulus test can be performed in two different test configurations, the uniaxial and indirect tension mode configurations. Both of these tests can be used in performance evaluation of the existing pavements. The uniaxial test configuration has the benefit of being simpler and less time consuming, while the indirect tension mode of testing is performed on a specific layer of a pavement section when the performance evaluation of a specific layer is of importance. Due to the multi-layer structure of the pavements, uniaxial text configuration is unable to evaluate each layer performance separately. Another issue with the uniaxial test configuration is the geometry requirement of the specimen. The test requires 6 inch tall specimens. Obtaining field cores with this dimension may not be possible in some cases with less than 6 inch thick Hot Mix Asphalt (HMA). Although indirect tension mode of testing can overcome this barrier, it is time consuming due to the manual tuning procedure and also the higher likelihood of damaging the specimens especially at higher temperatures.
Developing predictive models for dynamic modulus is always important and several predictive models are currently being used widely [9] . The basic concept of these models is predicting dynamic modulus value based on material components' properties including binder, aggregate, and mixture volumetric properties [9, 10, 11, 12, 13] . FE analysis is one way to develop such predictive models.
Finite element analysis has been used in modeling asphalt mixture with both elastic and viscoelatic assumptions [14, 15, 16, 17, 18] . Researchers have developed two-dimensional and three-dimensional FE programs to simulate asphalt mixture behavior [9, 19] . Finite element analysis is used to compare the material response with elastic and viscoelastic assumptions. Results indicate that the viscoelatsic assumption provides a more accurate estimation of pavement response [20, 21] . Although it has been shown that the finite element method is a powerful tool to simulate the viscoelastic behavior of asphalt mixtures [22, 23, 24] , there has been a limited effort to use the application of FE modeling to simulate and further the understanding of the dynamic modulus test in the indirect tension mode.
In order to perform FE analysis, component properties of the pavement is required. Modeling viscoelastic behavior of asphalt mixtures requires defining both viscous and elastic properties of the material [22] . Elastic modulus can be used to describe the elastic behavior of the pavement as an input in FE analysis. In the absence of the test results this property can be back-calculated using pattern recognition techniques. Modern pattern recognition techniques can learn and recognize trends in data contributing to their current widespread use [25, 26] . These techniques learn the pattern from experimental data and design the computational models. One such approach, Artificial Neural Network (ANN), is an interconnected network of many simple processors [27, 28, 26, 29, 30] . Figure 1 presents the schematic architecture of a network with three layers.
All networks consist of a set of processing units or neurons classified as input, hidden, and output neurons. Input neurons receive inputs from external sources and transfer it to the rest of the network. Hidden neurons receive input and transmit their computed output to the processing units within the network without any outside contact. Output neurons receive the input from the rest of the network and transform and send it to external receivers. The network can be trained by adjusting the network's weights and biases. Once the network learns the inputs/output(s) relationship, it can be used for further predictions [27] . This manuscript is organized as follows: the database creation procedure is presented in Section 2. Section 3 covers the model development. Results and discussion are presented in Section 4, followed by conclusions and recommendations in Section 5.
Database creation
Two separate databases are created for this research. The first one, database (a), is created using dynamic modulus values, complex shear modulus values, aggregate gradation, and mixture volumetric properties of twenty-seven field cores from nine different asphalt mixtures collected from five districts in the State of Minnesota. The summary information for each of these nine pavement sections is presented in Table 1 .
The field samples for dynamic modulus testing are 6 inches (152.4-mm) in diameter and about 1.5 inches (38.1-mm) in thickness. The dynamic modulus test in indirect tension mode is performed at three temperatures (0.4, 17.1, and 33.8
• C) and nine loading frequencies (25, 20, 10, 5, 2, 1, 0.5, 0.2, 0.1 Hz) [1, 31] . In order to obtain binder properties for each pavement group, binder extraction is done according to ASTM D7906(2014). The extracted binder then is recovered for testing following ASTM D2172(2011). A random number generator is used to select one sample from each pavement section for the binder 
where P 0 is the amplitude of the sinusoidal load and ω is the loading frequency.
Due to the load, a specimen will have a vertical and horizontal displacement which can be obtained from Eq. 2 and Eq. 3, respectively
where V 0 and U 0 are the constant amplitudes of vertical and horizontal displacement, respectively. The dynamic modulus can be obtained from Eq. 4
where β 1 , β 2 , γ 1 and γ 2 are geometric coefficients which depend on the specimen size and gage length and are obtained from Eq. 5 to Eq. 8 [33] .
where,
where y and x are the vertical and horizontal distances from the specimen center respectively, R is the specimen radius, α is the radial angle, and l is half of the gage length.
The second database, database (b), is created using field cores taken from 20 different pavement sections in the States of Iowa, Wisconsin, and Minnesota. This database is used to back-calculate the elastic modulus based on the material components' properties. Dynamic modulus testing was performed on these specimens at four different temperatures and five loading frequencies. The interconversion method between linear viscoelastic material properties [34] is used and presented in Eq. 13
where E is the storage modulus, |E * | is the dynamic modulus, and φ is the phase angle. The storage modulus is an indicator of elastic behavior of the material and is used as an estimation of the elastic modulus. Aggregate gradation, asphalt binder shear properties, and volumetric properties of the mixture are retrieved from historical documents and a total of 240 data points for elastic modulus, aggregate, asphalt binder, and mixture properties are developed.
Model Development

Back-calculation of the asphalt mixture elastic modulus in database (b)
An ANN is an interconnected collection of processing elements [35] and can be trained to approximate a complex, nonlinear function through repeated exposure to produce meaningful solutions to the problem [28, 36, 37, 38] . The multi-layer structure of the network ensures non-linear mapping of inputs to outputs.
A useful application of neural networks is in back-calculation procedures where it can be trained to approximate the inverse function by repeatedly showing it forward problem solutions. Once a network has learned the pattern of inputs/output(s) relationship, it can predict new conditions [27] .
Using database (b), a three-layer feed-forward error-back propagation network is trained. The network is composed of an input layer, an output layer and one hidden layer and developed using the MATLAB program [39] . Figure 3 presents the schematic architecture of the network having eight neurons (nodes)
in the input layer, 10 neurons in the hidden layer and one neuron in the output layer. Selection of the number of hidden neurons is based on a trial-and-error optimization procedure balancing between the cost function and computational time. Selection of the input variables is based on the existing literature. There are several predictive models for dyanmic modulus that can predict the modulus value using material components' properties [6, 11, 10, 32] . Researchers developed a network which is able to predict the value of dynamic modulus more accurate than modified Witczak model [32] . Their predictive models use the same input variables as modified Witczak model. The input variables are including aggregate gradation, binder shear properties, binder content, and air void. In the present study, same input variables are used with an additional step of converting dynamic modulus to the elastic modulus.
Database (b) is randomly divided into three categories. Seventy percent of the data points is presented to the network during the training procedure. The
Levenberg-Marquardt method is used as the training algorithm [40] . Fifteen percent of the data points is used for the validation of the fitting, and the rest of the data is used for testing. The training procedure starts with adjusting the initial values of the network's weights and biases to obtain a reasonable output and continue to modify the network by minimizing the mean squared residuals (MSE). The input of each processing element (x i ) is multiplied by an adjustable connection weight (w ij ). At each processing element, the weighted input signals are summed and a threshold value (B 0 ) is added. This combined input is then passed through a non-linear transfer function (f (.)) to produce the output of the first layer (ν j ), forming the input to the next layer. The network adjusts its weights on the presentation of a training dataset and uses a learning rule to find a set of weights that will produce the input/output mapping that results in the smallest possible error. This process is called "learning" or "training". In order to prevent overfitting, supervised learning procedure is used by means of having a validation subset. Once the training phase of the model has been successfully accomplished, the performance of the trained model must be validated using an independent validation set. After applying modifications and adjustments to the network's weights and biases the performance of the network will be examined by an independent testing set [27, 41, 42] .
The output ν j from the j th hidden nodes is given by
and the single outputŷ is:ŷ
Then the expression ofŷ as a function of x becomes a complicated nonlinear regression function with the j sets of weights, as parameters. and for each j,
So a general form of the feed forward neural network is described in Eq. 17:
where B 0 is bias at output layer (just one neuron at this layer), W j is weight of connection between neuron j of the hidden layer and output layer neuron, B Hj is bias at neuron j of the hidden layer (for j = 1 to 10), W ij is weight of connection between input variable i (for i = 1 to 8) and neuron j of the hidden layer, x i is input parameter i, f 1 (t) is transfer function of the hidden layer, and f 2 (t) is transfer function of the output layer.
Both transfer functions f 1 (t) and f 2 (t) used in this research are sigmoid functions as defined by Eq 18:
For the training set, the training procedure starts with adjusting the initial values of the network's weights and biases to obtain a reasonable output and continue to modify the network by minimizing the value of the MSE. The iteration continues until the convergence criterion is met as previously described.
Once the network is trained and learns the pattern, it will be used to predict the elastic modulus values using database (a). The predicted elastic modulus will be used as an input in the finite element analysis.
Finite element analysis
Finite element analysis is performed using a multi-purpose FE software, ABAQUS [43] . ABAQUS has a module for viscoelastic materials which can be used for modeling asphalt mixture. A disk-shape geometry with the same dimensions as the laboratory HMA samples is created. The specimen is restricted at the bottom from movement and rotation in all directions and a sinusoidal uniform pressure is applied on top of the specimen via a loading strip. In order to determine the load magnitude, different load amplitudes are studied and adjusted so that the observed horizontal and vertical strains in the center area of the specimen remain between 60 and 80 micro-strain and below 100 micro-strain, respectively [1] . The mesh element type used for this model was from a 3D stress family, an eight-node linear brick, with reduced integration and hourglass control (C3D8R). Figure 4 shows the model geometry, boundary conditions, and mesh.
There are several methods to define material properties in ABAQUS. Asphalt binder complex shear modulus test results are used in this paper. ABAQUS has a built-in function which transforms the shear modulus into a Prony series. The
Prony series is an exponential expansion often used to describe the relaxation modulus of a viscoelastic material [44] . The data is normalized as the ratio of the modulus at individual times to the long-term modulus.
The material temperature dependency should be defined in the model. Temperature dependency is defined using the shift factors obtained from WilliamsLandel-Ferry (WLF) equation [14, 44, 45] which is presented by Eq. 19.
where α T is the WLF shift factor, T is the temperature of each individual test, was conducted and the results demonstrated a very negligible effect exists. As described earlier in the previous section, the elastic modulus of the material is predicted using the trained neural network. The predicted elastic modulus is used in the model as an input. 
Results and discussion
Results of the laboratory tests, elastic modulus back-calculation, and finite element analysis are presented in this section. The capability and accuracy of the developed model in predicting dynamic modulus values is also evaluated.
Laboratory testing
The results of complex shear modulus test, dynamic modulus test, aggregate gradation, and mixture volumetric measurements are presented in this section.
Complex shear modulus values are determined and are used to create master curves. The master curves for the nine groups are presented in Fig. 5 .
To calculate dynamic modulus test results geometric coefficients, β 1 , β 2 , γ 1 , γ 2 , are calculated for specimen diameter of 152.4 mm (6") and gage length of 65 mm (2.56") and presented in Table 2 . The average dynamic modulus values for three specimens per group for the nine pavement groups are presented in Table 3 .
As described earlier, the results of dynamic modulus testing, complex shear modulus testing, aggregate gradation, and volumetric properties are used to develop database (a). Mixture volumetric properties are presented in Table 4 . 
Back-calculation of the asphalt mixture elastic modulus in database (b)
The database (b) is created using elastic modulus (converted from dynamic modulus), asphalt binder properties, aggregate gradation, and mixture volumetric properties. The database is used to develop a neural network. A summary of the input variables used in the network and a descriptive measurement of them is presented in Table 5 .
As mentioned previously, the successfully trained three-layer ANN can be presented as in Eq. 17. For ease of use and wider reproduction, the connection weights and biases are presented using the following matrices: 
Accuracy of the network is evaluated and the results are presented in this section.
The performance evaluation is based on the r f it which is defined in Eq. 20
where r f it is the correlation coefficient, E is the elastic modulus, andÊ is the predicted elastic modulus. Figure 6 presents the performance of the network for training, validation and testing subsets in terms of r f it . The r f it of 0.99 for testing, validation and testing subsets indicates that the ANN is capable of predicting the elastic modulus value of asphalt mixtures. The fact that the values of r f it for all of the subsets are close assures that the over-fitting is not likely to happen in the supervised training procedure.
Finite element analysis
Results of finite element analysis is presented in this section. The deformed shape of the HMA specimen due to sinusoidal loading with the loading frequency of 25 Hz is presented in Fig. 7 .
Vertical and horizontal stresses, S 22 and S 11 , and deformations, U 2 and are calculated for each frequency using Eq. 21.
where S 11 is the horizontal stress along the x-axis, S 22 is the vertical stress along the x-axis and E 11 is the horizontal strain along the x-axis. The obtained modulus from Eq. 21 is the complex modulus of the material along the x-axis which is assumed to be not very different from the modulus along the y-axis.
The dynamic modulus value is the amplitude of the complex modulus wave is presented in Eq. 23
where i is the imaginary number and φ is the phase angle. The predicted values of dynamic modulus were calculated and compared with laboratory test results. Figure 8 indicates a comparison between master curves obtained from experimental results and the ones obtained from the FE analysis. For all of the nine groups, the FE analysis was able to predict the dynamic modulus value.
Element size is an important factor in determining the accuracy of solution in the FE method. To converge the solution to the correct value, the mesh The result of the convergence study for the first group of asphalt mixtures is presented. Figure 9 represents a log-log scale of the relative error versus the number of elements for different loading frequencies. Based on the convergence study results, the relative error will converge to a specific value by increasing the number of elements or decreasing the mesh size.
The relative errors between simulation results and laboratory data for different loading frequencies and for different pavement sections were less than 20%, which indicates that FE modeling is a capable tool to estimate dynamic modulus and performance evaluation of asphalt concrete. Larger amount of error was observed for groups 7, 8 and 9 which means that the assumption of homogeneity for asphalt mixture is not accurate although the predicted value is not far from the laboratory measurements.
Assessing the prediction performance: Receiver Operating Characteristics (ROC)
A receiver operating characteristics (ROC) graph is a technique for visualizing, organizing and selecting classifiers based on their performance. The ROC graphs are used widely in medical decision making as well as machine learning and data mining research [46] . The ROC curves plot the false positive rate on the x-axis and the true positive rate on the y-axis. A classifier performs well if the ROC curve climbs rapidly towards the upper left-hand corner. Random guessing on the other hand, will result in the diagonal line (y = x). The more the curve deviates from the y = x behavior, the better the prediction is [47] .
The ROC curve can be used to visualize the performance of a predictive model by plotting the error tolerance on the x-axis and the accuracy of the prediction on the y-axis. Accuracy is defined as the percentage of points that are fit within the tolerance [48] . In case of having zero tolerance, those points that the function fits exactly would be considered accurate. The obtained prediction accuracy is plotted for different error tolerances (margins) in Figure 10 . The obtained curve is monotonically non-decreasing curve which climbs towards the upper left-hand corner (which is the desired situation) which shows that the predictive model performs well.
Model validation
Considering each pair of the measured and predicted dynamic modulus values, their differences are obtained from Eq. 23:
where y i is the measured dynamic modulus value, y i is the predicted values, and d i is a random error term which assumed to be normally distributed with a mean of zero and unknown variance σ 2 for i = 1, . . ., n, where n is the number of input vectors. Many types of model inadequacies and violations of the should contain no obvious pattern [49] . The plot of the difference against the predicted values is presented in Figure. 11. Since there is no obvious pattern in this plot, the assumption of equal variances seems acceptable. Figure 12 represents the linear relationship between experimental results and simulation results with the correlation coefficient of 0.98.
A histogram with a bell-shaped model over the differences (d i ) is created and presented in Figure 13 . The distribution appears to be more clustered around zero than normal plot. Experimental and simulated dynamic modulus values are ploted against their mean values in Figure. 14. According to this plot although spread increases as the order of the data increase, the spread of experiment is greater than the simulation spread or the simulation method is not adding any more variation to the existing variation caused by the experiment.
Conclusions and recommendations
The present study used the material components' properties to estimate the dynamic modulus value by means of finite element method (FEM). Two sep- properties were used as inputs in the finite element analysis. Simulation results were compared to the experimental data in terms of the dynamic modulus master curves. Based on this comparison, FE is a capable tool in predicting dynamic modulus of asphalt mixture. In the absence of field data. ANN is able to predict/back-calculate the elastic modulus of asphalt mixture. Larger database could be more liable to be used in such predictive modeling. Although running simulation instead of performing the laboratory testing is cost effective, developing predictive models by means of machine learning techniques could be even more efficient. A larger database with more variety (location, pavement mix design, etc.) should be used in future predictive modelings.
