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Electron interactions are usually probed indirectly, through their impact on transport coefficients.
Here we describe a direct scheme that, in principle, gives access to the full angle dependence of carrier
scattering in 2D Fermi gases. The latter is particularly interesting, because, due to the dominant
role of head-on collisions, carrier scattering generates tightly focused fermionic jets. We predict a
jet-dominated signal for the magnetic steering geometry, that appears at classically weak B-fields,
much lower than the free-particle focusing fields. The effect is “anti-Lorentz” in sign, producing a
peak at the field polarity for which the free-particle focusing does not occur. The steering signal
measured vs. B yields detailed information on the angular structure of fermionic jets.
Do particle collisions in an interacting many-body sys-
tem always erase its memory of initial state? It is of-
ten taken for granted that, unless the system is inte-
grable, the answer to this question is in the affirmative
[1–3]. In particular, it is usually assumed that noninte-
grable many-body systems are ergodic, i.e. after just a
few collisions they transition to a local thermodynamic
equilibrium. Here we show that in a well-studied non-
integrable system—interacting fermions confined to two
dimensions (2D), with generic two-body momentum con-
serving interactions—a strikingly different behavior can
occur. As we will see, collisions between quasiparti-
cles give rise to a surprising dynamical memory effect:
fermion retroreflection in which an injected particle is
converted into a backscattered hole.
Multiple collisions, rather than leading to chaos, pro-
duce repeated retroreflections which transform particles
to holes and vise versa, while velocity orientation is pro-
tected by fermion exclusion[4–7]. Thermodynamic equi-
librium settles in only through many such collisions, af-
ter velocity direction is randomized. Retroreflections are
unique to 2D, where, unlike 3D, fermion exclusion and
kinematic constraints enhance the role of head-on colli-
sions (see Eq.(8)). A wide variety of 2D fermion systems
is currently available, such as electron gases in graphene
and GaAs, as well as trapped cold atom gases [8–11], in
which this behavior can be realized and explored.
Retroreflection can be probed by injecting a test
fermionic particle in the system and scattering it off the
background particles (Fig.1). We will see that scatter-
ing is dominated by the processes which strongly deplete
particle population in the counterpropagating direction.
Such depletion leads to a sharp negative resonance in the
scattering crosssection σ(θ) (marked “backscattered hole
jet” in Fig.1), along with a positive forward resonance:
σ(θ) ≈
{
λT 2
|θ| , θT < |θ| < 1
− λT 2|θ−pi| , θT < |θ − pi| < θ1/2T
, (1)
where T is temperature and θT = T/EF ; the constant
λ depends on the interaction strength and temperature.
The divergence in 1|θ| and − 1|θ−pi| saturates at δθ ∼ θT .
FIG. 1. Angular distribution of scattered electrons and holes,
produced by an injected test beam, Eqs.(12),(14) (parameters
used: T = 10−2EF , 1 = 0, α = 2). A large fraction of
particles is scattered at oblique angles in the near forward and
backward directions, θ ≈ 0, pi. Negative values at θ ≈ pi are
due to depletion of electron population through retroreflection
and formation of tightly focused hole jets. Inset: scattering
processes 1′, 2′ → 1, 2 with momentum transfer k  kF and
k ≈ 2kF that contribute to the hole jets (see text).
The crosssection σ(θ), representing the angular distri-
bution of scattered particles (see Eqs.(5),(6) below), in
general takes values of both positive and negative sign,
since it accounts for a joint contribution of the incident
particle and the background particles (being fermions,
they are indistinguishable). Negative sign of σ at θ ≈ pi
arises because the background particles are blocked from
scattering in this direction, i.e. they are scattered as
holes. The total crosssection, defined as
∫
σ(θ)dθ, ex-
hibits a log enhancement familiar from the studies of the
quasiparticle lifetime in 2D Fermi liquids [12–16].
Memory effects arise due to backscattered holes retrac-
ing the paths of particles. Such retracing behavior, as
well as particle-to-hole conversion in retroreflection, re-
sembles Andreev scattering at interfaces between normal
metals and superconductors. Similar to Andreev scatter-
ing, our retroreflection is a current-conserving process,
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2since a hole with momentum −p carries the same cur-
rent as an electron with momentum p. Yet, the physics
is of course quite different, since our retroreflection pro-
cesses are stochastic rather than phase-coherent. The
backreflected hole jets also resemble classical retroreflec-
tion effects in a corner reflector or Luneburg lens [17], as
well as the coherent backscattering of optical waves by
disordered media [18–21]. However, in contrast to these
effects, fermionic retroreflection arises due to fermion ex-
clusion and is unique to 2D systems.
The memory effects due to jets can be tested using
a magnetic steering setup (Fig.2), in which carriers are
injected in a 2D Fermi liquid which plays the role of a
target. Carrier collisions generate hole jets pointing di-
rectly towards the injector. The jets can be detected
by steering them with magnetic field towards a nearby
probe. This proposal is distinct from the fermionic col-
lider proposal [22], where electrons are injected from two
separate sources and the Fermi sea plays a passive role.
The setup in Fig.2 can be used to probe the detailed
angular dependence σ(θ). In particular, it can access the
most interesting part of σ(θ), i.e. the backscattered jets.
The negative sign of the peak in σ(θ), corresponding to
holes, translates into a negative particle flux detected by
the probe. The latter features an exceptionally strong
B dependence because even a weak field can split the
electron and hole trajectories, steering holes towards the
probe. In the ballistic regime, when the electron-electron
(ee) scattering mean free path lee exceeds the injector-
probe separation, lee  a, the backscattered holes can
be diverted to the probe by a classically weak field δB
such that the cyclotron radius is on the order
δB : Rc ∼ l2ee/a. (2)
A signature of memory effects is a steep B dependence,
that is a small width δB, occurring when lee is large. As
illustrated in Fig.2 inset, the hole-steering peak arises at
B of an “anti-Lorentz” sign, such that electron trajecto-
ries are bent by the Lorentz force away from the probe.
The anti-Lorentz field sign and the negative voltage sign
provide clear signatures of the hole jets.
In support of this picture we present microscopic anal-
ysis of the angular distribution σ(θ) for ee scattering (see
schematic in Fig.1 inset). The rate of change of the oc-
cupancy of a given state is given by the Fermi’s golden
rule as a sum of the gain and loss contributions:
df1
dt
=
∑
21′2′
(w1′2′→12 − w12→1′2′)
w1′2′→12 =
2pi
~
|V12,1′2′ |2δδp(1− f1)(1− f2)f1′f2′
(3)
describing a test particle 2′ scattering off a background
particle 1′. The gain and loss contributions are related by
the symmetry 12↔ 1′2′. Here V12,1′2′ is the two-body in-
teraction, properly antisymmetrized to account for Fermi
FIG. 2. Detecting fermionic jets by magnetic steering: cur-
rent is injected into a halfplane at a point marked I, and
drained at infinity; voltage is detected at a probe electrode
marked P, positioned at a distance a from the injector. Shown
is voltage at the probe vs. B (not to scale). Arrows point to
sharp features due to the free-particle magnetic focusing [23]
(left) and backscattered hole jets (right). The two contribu-
tions have opposite signs, and require B fields of opposite
signs. Focusing occurs when the Lorentz force bends orbits
towards the probe, whereas magnetic steering arises at clas-
sically weak B fields of an “anti-Lorentz” sign, Eq.(2).
statistics. Interaction V12,1′2′ depends on momentum
transfer k on the k ∼ kF scale. Since kF is much greater
than the relevant momentum transfer values found be-
low, this k dependence is inessential. The delta functions
δ = δ(1+2−1′−2′), δp = δ(2)(p1+p2−p1′−p2′) ac-
count for the energy and momentum conservation. The
sum over momenta 2, 1′, 2′ is discussed below.
For the states weakly perturbed away from equilib-
rium, Eq.(3) can be linearized using the standard ansatz
f = f0 − ∂f0∂ χ. After some algebra, this gives f0(1 −
f0)
dχ1
dt = Ieeχ, with the operator Iee defined as
Ieeχ =
∑
21′2′
2pi
~
|V |2Fδδp (χ1′ + χ2′ − χ1 − χ2) (4)
Here |V |2 is a shorthand for |V12,1′2′ |2, and the quantity
F denotes the product of the equilibrium Fermi functions
(1− f0,1)(1− f0,2)f0,1′f0,2′ .
We will be interested in the scattering of a test beam
injected into the system. Namely, we wish to evaluate
the angular distribution
σ(θ) = Iees(θ), s(θ) = δ(θ − θ0) (5)
where θ parameterizes the Fermi surface, and s(θ) repre-
sents the test beam incident at an angle θ0. The quantity
σ(θ) has the meaning of the transition rate per unit angle,
with the dimensionality of sec−1rad−1. It is constrained
by momentum and particle conservation in ee collisions,∮
dθσ(θ) =
∮
dθ cos θσ(θ) =
∮
dθ sin θσ(θ) = 0. (6)
3In general σ(θ) is a sign-changing function, with σ(θ) < 0
corresponding to the emission of holes.
We now proceed to analyze the operator Iee. It will be
convenient to factor the sum over momenta 2, 1′, 2′ as a
product of the sums over the radial and angular variables
pi = (pi cos θi, pi sin θi):∑
21′2′
= ν3
∫∫∫
d2d1′d2′
∮ ∮ ∮
dθ2dθ1′dθ2′
(2pi)3
, (7)
where ν is the density of states at the Fermi level, which
we will treat as a constant. Combining with Eq.(4), we
see that the Fermi functions in F121′2′ constrain the ener-
gies i to a narrow band of states near the Fermi level, as
expected from fermion exclusion. This is in agreement
with the intuition that in a degenerate system all the
action is taking place at the Fermi surface.
We first consider, as a zero-order approximation, the
case when all momenta have equal moduli, |pi| = pF ,
i = 1, 2, 1′, 2′. The 2D delta function δp = δ(2)(p1 +p2−
p1′ − p2′) then enforces pairwise anticollinear arrange-
ments p1 = −p2, p1′ = −p2′ . This condition means that
the collisions are of a perfect head-on kind. The quantity
σ(θ) then must include a sum of the delta functions
Aδ(θ − θ0) +A′δ(θ − θ0 − pi), A′ < 0. (8)
The first term describes the mundane effect of particle
loss from the incident state; the second term is more in-
teresting: it represents the hole jet arising due to the
head-on collisions. While the above argument clearly
hints at a jet structure in σ(θ), it does not predict the
correct angular dependence. To capture that, we have to
analyze angular displacements by going beyond the zero-
order approximation in T/EF . The resulting behavior is
unique to 2D fermions and proves to be quite surprising.
The configuration space, labeled by three angles and
three energies in Eq.(7), which are constrained by the
three delta functions δδp is fairly cumbersome. To make
progress, we focus on the states which form two approx-
imately head-on pairs, p1 ≈ −p2, p1′ ≈ −p2′ . We an-
alyze the case when the momenta p1 and p1′ , as well
as p2 and p2′ , are nearly collinear, i.e. the angular dis-
placements of p1′ and p2′ are small (see Fig.1 inset). This
assumption will be justified later. Choosing, without loss
of generality, θ0 = 0, we parameterize the angles as
θ = pi + x1, θ1′ = pi + x1′ , θ2 = x2, θ2′ = x2′ , (9)
with |xi| < pi/2. Now, we will use the smallness of x1...x2′
to simplify the momentum delta function δp by writing
it in components pi,x = pi cos θi, pi,y = pi sin θi and ex-
panding to lowest nonvanishing order in xi to obtain
δp = δ
(
pF ω˜ − pF
2
(x21 − x22 − x21′ + x22′)
)
δ(pF (x1
− x2 − x1′ + x2′)), ω˜ = (p1 − p2 − p1′ + p2′)/pF .
Plugging this relation in Eq.(4), we focus on the backscat-
tering contribution σ(|θ − pi| < pi2 ), described by θ, θ1′ ≈
pi. Since in this case only θ2 and θ2′ are positioned near
θ = 0, the quantity χ1′ + χ2′ − χ1 − χ2 can be replaced
with χ2′ − χ2 = δ(x2′)− δ(x2).
To evaluate σ(θ) in a closed form, we first express it as
σ(θ) =
∑

∫∫∫
dx2dx1′dx2′e
−α2 (x22+x21′+x22′ )
× (δ(x2′)− δ(x2)) δ(x1 − x2 − x1′ + x2′)
× δ (ω˜ − (x21 − x22 − x21′ + x22′)/2) ,
(10)
where
∑
 is a condensed notation for the energy part
of the sum, to be analyzed later. The gaussian factors
with α & 1 are added to enforce the condition xi  1 in
a soft manner, allowing the xi integration to be carried
out over −∞ < xi < ∞. The three delta functions can
now be integrated over x2, x2′ and x1′ , giving
σ(θ) =
∑

eαω˜−
α
2 x
2
1
[2Θ (x21 − 4ω˜)
(x21 − 4ω˜)1/2
− e
−αω˜2/x21
|x1|
]
, (11)
where Θ(x) is the Heaviside step function. To evaluate
the sum
∑
, we split the energy delta function by in-
troducing the energy transfer variable, δ =
∫
dωδ(1 −
1′ + ω)δ(2 − 2′ − ω). The quantity ω˜ then equals
2ω/pF v = ω/EF . Plugging in this value and using the
identity
∫
d2(1 − f0(2))f0(2 − ω) = ω/(eβω − 1) to
simplify the integrals of the Fermi functions, we find
σ(θ) =
∫
dωωλAω(x1)f0(−1)f0(1 − ω)N(ω),
Aω(x1) = e
αω˜−α2 x21
[2Θ (x21 − 4ω˜)
(x21 − 4ω˜)1/2
− e
−αω˜2/x21
|x1|
]
,
(12)
where we defined, for conciseness, λ = ν
3|V |2
(2pi)2~ . Here
f0() =
1
eβ+1
, N(ω) = 1
eβω−1 are the Fermi and Bose
functions. The integral
∫
dωω yields a T 2 temperature
dependence, as expected. Besides the process consid-
ered above (near-collinear 1, 1′ and 2, 2′), an identical
contribution of the same order arises from the process
with 1′ and 2′ interchanged (see Fig.1 inset). For these
contributions the ee interaction V must be taken at the
momentum transfer small (k  kF ) and large (k ≈ 2kF ),
respectively, giving |V |2 = |V (q ≈ 0)|2 + |V (q ≈ 2kF )|2.
The angular dependence of the two terms in Eq.(12)
is quite different. Since typical energy transfer values ω˜
are on the order θT = T/EF , the last, negative, term
gives a −1/|x1| dependence in a wide range of angles
θT . x1 . 1 (the apparent divergence at x1 → 0 is
regulated by the exponential factor). The sign of this
term matches that of holes. The first term is twice larger
than the last term at x1 &
√
θT , however it saturates
to a constant at x1 .
√
θT ; the sign of this term cor-
responds to electrons. Therefore, the last term domi-
nates at oblique angles x1 . θT , whereas the first term
4dominates at larger angles. This dependence describes a
tightly focused backscattered hole jet and a wider-angle
electron component, clearly seen in Fig.1.
Scattering in the near-forward direction (|θ| < pi/2 in
Fig.1) can be handled in an analogous manner. In this
case it is convenient to parameterize the angles as
θ = x1, θ1′ = x1′ , θ2 = pi+ x2, θ2′ = pi+ x2′ , (13)
with |xi| . 1. The value x1 = 0 now corresponds to the
forward direction. Repeating the above analysis yields a
sum of a delta function and of a term identical, up to a
sign, to the last term in Eq.(11):
σ(θ) = −γδ(θ) +
∑

e
−α4 x21−α
(
ω˜
x1
− x12
)2 1
|x1| (14)
The delta function describes particle loss in the injected
beam at a net rate γ, the second term describes added
particle population as a result of the ee scattering.
The rate γ can be found from the sum rule, Eq.(6),
which links γ to the integral of the smooth part of σ(θ).
The T dependence can be inferred by noting that the sum∑
 involves three energy integrals and one delta function,
giving the scaling T 3 ·1/T = T 2. The integral over angles
and energies therefore gives a log-enhanced Fermi-liquid
rate γ ∼ T 2 ln(1/θT ), which agrees with the analysis of
quasiparticle lifetimes in 2D [12–16]. The log dependence
provides justification of the small-xi approximation. In-
deed, the number of particles scattered at the oblique
angles, θ ≈ 0 and pi, by a log factor exceeds the number
of “stray” particles scattered at the angles θ ∼ 1. Our
analysis is therefore valid provided that log(EF /T ) 1.
Next, we demonstrate that magnetic steering (Fig.2)
provides a direct probe of retroreflections and hole jets.
Namely, a small voltage probe placed close to current
injector yields a response vs. B field that can be linked
to the angular dependence of the crosssection σ(θ).
The injected carriers are described by a distribution in
a four-dimensional phase space parameterized by particle
coordinates and velocity components. The distribution
function obeys a classical Liouville equation with a col-
lision term added to account for the ee scattering that
transfers particles between different cyclotron orbits:
(v · ∇r + e(v ×B) · ∇p − Iee)f(r,v) = δ(r)S(v), (15)
where Iee is a linearized collision integral, which is iden-
tical to our σ(θ). The point source describes the injector
with an angular dependence S(v).
In the absence of collisions, Iee = 0, and at first ignor-
ing boundaries and voltage probes, Eq.(25) is satisfied by
a steady-state distribution describing cyclotron orbits of
radius Rc = mv/B originating at the source:
δf(r,v) =
S(θv − 12ωτ)
vr
√
1− r2/4R2c
δ (θv − θr − ωτ) . (16)
Here θv and θr are azimuthal angles for v and r; and
we introduced the angle by which B field deflects ve-
locity, ωτ = arcsin r2Rc . The denominator accounts for
the spreading of trajectories originating from the source
at slightly different initial angles. The divergence at
r → 2Rc occurs when v is nearly perpendicular to r, so
that the radial velocity is tiny (magnetic focusing [23]).
The signal measured by the probe is found from the
phase-space density as current into the edge times the
probe resistance, V = R
∫ 0
−pi dθvev sin θvf(v) [25]. We
use perturbation expansion of f(r,v) in powers of Iee, in
which each subsequent collision adds a fictitious source
term with the angular dependence σ(θ). At first-order in
Iee the response is given by an integral over all points r
where ee scattering may occur (for details, see [24]):
δV =
eR
v
∫
d2r
sin(θ′+)S(φ−)σpi(θ − θB)e−γ(τ1+τ2)
r1r2
√
(1− r21/4R2c)(1− r22/4R2c)
. (17)
Here σpi(θ) is a shorthand for σ(θ − pi), φ− = φ− ω2 τ1 is
the injection angle, θ′+ = θ
′ + ω2 τ2 is the incidence angle
at the probe. The factor e−γ(τ1+τ2) describes depletion of
the injected beam by ee scattering. The angle at which
σ(θ) is evaluated is shifted by θB =
ω(τ1+τ2)
2 to account
for velocity deflection by B field.
The sharpness of the jet angular dependence at θ ≈ pi
translates into the steepness of the steering B depen-
dence. It is interesting to compare the latter with the
free-particle contribution obtained from Eq.(16), which
is of a familiar focusing form [23]. Both contributions
are plotted in Fig.2; we used the source model S(φ) =
S0 sinφ, which describes emission through a slit from a
reservoir with an isotropic velocity distribution. The fo-
cusing peak occurs at B such that Rc = vm/eB = a/2,
i.e. at B/Ba = 2 with Ba = vm/ea. For graphene car-
rier density n = 1012cm−2 and a = 1µm, this gives Ba
on the order of 0.1-0.2T. The steering signal, in contrast,
occurs near B = 0 and features B dependence at much
weaker fields δB ∼ (a/lee)2Ba, see Eq.(2). Under realis-
tic conditions, this translates into an extremely steep B
dependence with characteristic δB values of about 1−10
millitesta. For graphene samples of a few-µm size, the
corresponding cyclotron radius Rc values can exceed the
system size, i.e. the steering effect will not be obscured
by other magnetotransport effects.
As a closing remark, we note that an observation of
an anomalously strong magnetotransport at classically
weak fields in a geometry similar to that in Fig.2 was
reported recently in Ref.[26]. The negative sign of the
observed voltage response, as well as the anti-Lorentz
sign of its B dependence, resemble that for our mag-
netic steering effect. However, temperature values above
100K discussed in Ref.[26] translate into lee shorter than
the injector-probe separation. In this regime, multiple
retroreflections will give rise to a tomographic dynam-
ics with particle-to-hole switchbacks occurring along one-
5dimensional rays, with velocity orientation protected by
the long-time memory effects. Because of such quasibal-
listic behavior at distances r  lee, the essential features
of the steering response are expected to remain unaf-
fected, suggesting a connection between the results re-
ported in Ref.[26] and fermionic jets.
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SUPPLEMENTARY INFORMATION
Here we provide the details of the kinetic equation ap-
proach used in the main text to describe collisions in the
presence of a magnetic field. This analysis links the ee
scattering crosssection σ(θ) angular dependence to the
magnetic steering response measured by a voltage probe
placed at system boundary near current injector.
As a first step, we recall the basics of the collisionless
Hamiltonian transport in magnetic field. The evolution
of particle distribution in a four-dimensional phase space
parameterized by particle coordinates and velocity com-
ponents, ξ = (r,v), is described by
(∂t + ξ˙∂ξ)f(ξ, t) = J(ξ), ξ˙ = (v1, v2,−ωv2, ωv1) (18)
where J is a time-independent particle source represent-
ing the electron injector. The last two components of
ξ˙ represent the Lorentz force expressed through the cy-
clotron frequency ω = emB. For a generic point source
at the origin,
J(r,v) = δ(r)S(v), (19)
Eq.(18) is satisfied by a steady-state distribution given
by a sum of the contributions due to trajectories η(t) =
(r(t),v(t)) with all possible initial conditions,
η˙(t) = ξ˙, η(t = 0) = η′. (20)
Namely,
f(ξ) =
∫ ∞
0
dte−δt
∫
d4η′δ(4)(ξ − η(t))J(η′) (21)
where the positive-t integration domain accounts for the
cause-effect relation in the dynamics, Eq.(18), with a
small δ > 0 added to assure convergence of the inte-
gral over t. Physically, the value δ−1 represents the time
6FIG. 3. a) Trajectory of a particle injected into an electron
system from a current source at r = 0, and propagating over
a cyclotron orbit to point r. Particle velocity direction at r,
described by the angle θv, is determined by the radius vector
r and magnetic field, as given in Eq.(23). b) Particles injected
in the electron system propagate away from the injector and,
after scattering off the background electrons, propagate to the
probe placed at a distance a from the source. Shown are the
quantities used in the analysis.
scale after which the free-particle picture becomes inap-
plicable e.g. due to particles escaping the system through
contacts or colliding with other particles, phonons, or dis-
order. In the limit δ → 0, Eq.(21) is in agreement with
the Liouville theorem which asserts that the phase-space
distribution function is constant along the trajectories of
the system.
We consider a point-like source, represented by a delta
function in space and a broad angular distribution of ve-
locity the injected particles
J(r,v′) = δ(r)S(v′), (22)
where without loss of generality we place the source at
the origin of the coordinate system. In this case, the
four-dimensional delta function δ(4)(ξ−η(t)), after being
integrated over t and the two components of v′, gives a
one-dimensional delta function. The latter can be repre-
sented as a delta-function of the velocity v deflected by
magnetic field. Namely, the angle θv is such that there
exists a classical trajectory that makes it from 0 to r and
passes through r at that angle. Accordingly, the phase
space density f(ξ), defined in Eq.(21), equals
f(ξ) = A(r)S(v)δ(θv − θr − θB), (23)
where θB = arcsin(r/2Rc) is the magnetic deflection an-
gle, with Rc = mv/B the cyclotron radius. The prefactor
A(r) =
1
vr cos(θB)
=
1
vr
√
1− r2/4R2c
. (24)
accounts for the spreading of trajectories originating from
the source at slightly different initial angles. The diver-
gence in the phase-space density for r ≈ 2Rc (magnetic
focusing) occurs when the velocity is nearly perpendicu-
lar to r, so that the radial velocity is tiny. The inverse
square-root divergence has a simple meaning: Because
of the Lorentz force particles cannot go away from the
injector by more than 2Rc, after reaching that distance
they must turn around and come back. Thus at dis-
tances r ≈ 2Rc velocity is nearly perpendicular to the
radius vector r. The small value of the radial velocity
causes a divergence in the phase-space density f(ξ).
This scheme can now be extended to describe an in-
teracting system in which particles propagate along cy-
clotron orbits between collisions, with the collisions caus-
ing abrupt switching between different orbits. To account
for collisions which transfer particles between cyclotron
orbits, we add in Eq.(18) a collision term as
(∂t + ξ˙∂ξ − Iee)f(ξ, t) = J(ξ), ξ˙ = (v1, v2,−ωv2, ωv1)
(25)
where Iee is a linearized collision integral (for details, see
Ref.[25]). We will be interested in the signal measured
by a probe placed at the boundary at a distance a from
the source (see Fig.3). By combining the above treat-
ment of the free-particle problem with the perturbation
expansion of the phase-space density f(ξ) in powers of
Iee, developed in Ref.[25], yields a closed-form expression
for the particle flux into the probe.
We will focus on the contribution first-order in Iee,
which gives the measured voltage signal
δV = evR
∫
d2re−γ(t1+t2) sin(θ′+)A(r1)A(r2)σpi(θ−θ˜B)S(v)
(26)
where σpi(θ) is a shorthand for σ(θ − pi) less the delta
function term −γδ(θ − pi), θ′+ is the incidence angle at
the probe shown in Fig.3, R is the probe inner resistance,
the times t1(2) are given by ωt1(2) = arcsin (r1(2)/2Rc),
and γ is the scattering rate, defined implicitly via Eq.(14)
and Eq.(6).
In the above derivation, the delta function contribution
to σ(θ) of the form −γδ(θ) has been moved from Iee to
the transport operator. After combining it with the v∇
term, the perturbation expansion in Iee can be carried
out in a straightforward manner. In doing so, the decay
rate γ will replace the fictitious decay rate δ in Eq.(21),
generating the exponential decay factor in Eq.(26).
The scattering angle, at which the crosssection is eval-
uated, is shifted by a sum of two deflection angles
θ˜B =
ωt1
2
+
ωt2
2
= arcsin
(
r1
2Rc
)
+arcsin
(
r2
2Rc
)
. (27)
The two terms account for the change of the particle
velocity orientation due to cyclotron motion before and
after scattering, as illustrated in Fig.3. Eq.(26) describes
the magnetic steering response in a wide range of pa-
rameters. It was used to generate the dependence of the
steering signal plotted in Fig.2 of the main text.
