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Markov processes with stochastic resetting towards the origin produce non-equilibrium steady-
states. Long dynamical trajectories can be thus analyzed via the large deviations at level 2.5 for the
joint probability of the empirical density and the empirical flows, or via the large deviations of semi-
Markov processes for the empirical density of excursions between consecutive resets. The general for-
malism is described for the three possible frameworks, namely discrete-time/discrete-space Markov
chains, continuous-time/discrete-space Markov jump processes, and continuous-time/continuous-
space diffusion processes, and is illustrated with examples based on the Sisyphus Random Walk.
I. INTRODUCTION
The recent interest into stochastic resetting (see the review [1] and references therein) can be explained via its many
applications : within the field of intermittent search strategies (see the review [2] and references therein), the resetting
procedure is clearly the simplest one; jump-diffusions processes have been also much studied in mathematical finance
[3, 4]), in biology for integrate-and-fire neuronal models [5, 6] and in ecology to describe fires [7] or soil moisture [8, 9].
Besides all the possible applications, another motivation to study stochastic resetting is that the resetting procedure
towards the origin will induce a non-equilibrium steady state localized around the origin [1], even if the process without
resetting does not converge towards a stationary state. In the present paper, our goal will be thus to characterize
Markov processes with stochastic resetting via the so-called large deviations at level 2.5 that describes the joint
probability of the empirical density and the empirical flows along very long dynamical trajectories. While the theory
of large deviations has a long history (see the reviews [10–12] and references therein), the explicit forms of rate functions
at level 2.5 has been analyzed more recently for discrete-time/discrete-space Markov chains [12–15], for continuous-
time/discrete-space Markov jump processes [13, 16–25] and for continuous-time/continuous-space diffusion processes
[19, 25–27]. This ’Level 2.5’ formulation plays an essential role, because any time-additive observable of the dynamical
trajectory can be reconstructed via its decomposition in terms of the empirical density and of the empirical flows. It
is thus closely related to the studies focusing on the generating functions of time-additive observables via deformed
Markov operators, that have attracted a lot of interest recently in various models [28–41]. Finally, the idea that the
theory of large deviations is the appropriate language to analyze non-equilibrium dynamics has been emphasized from
various perspectives (see the reviews [28, 37, 38, 42–45] and the PhD Theses [13, 25, 46, 47] or HDR Thesis [48]).
In the field of stochastic resetting, large deviations have been already considered for time-additive functionals of
various processes [1, 49–52]. In particular, the studies [49, 52] are based on the decomposition of the dynamical
trajectory into excursions between resets, in order to relate the generating functions with and without resetting. As
a consequence, besides the analysis of large deviations at level 2.5 for the empirical density and of the empirical flows
mentioned above, we will also consider the large deviations for the empirical excursions between two consecutive
resets, in order to discuss the link between the two approaches on examples based on the Sisyphus Random Walk [53].
The paper is organized as follows. In section II, we describe the general formalism to analyze the large deviations
properties for Markov Chain in discrete time and discrete space with resetting, while applications to the Sisyphus
Random Walk are given for the Cayley Tree in section III and for the one-dimensional chain in section IV. The large
deviation formalism is given for Markov Jump processes in continuous time and discrete space with resetting in section
V, with the application to the one-dimensional Sisyphus Jump process in section VI. Finally, the case of diffusion
processes in continuous time and continuous space with resetting is considered is section VII, with the one-dimensional
Sisyphus example in section VIII. The conclusions are summarized in section IX.
II. MARKOV CHAIN IN DISCRETE TIME AND DISCRETE SPACE WITH RESETTING
A. Models and notations
In this section, we focus on the Markov Chain dynamics for the probability Py(t) to be at position y at time t
Px(t+ 1) =
∑
y
[Wx,y(1−Ry) + δx,0Ry]Py(t) (1)
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2with the following physical meaning. When the particle is at position y at t, two types of moves are possible to obtain
the new position x at time t+ 1 :
(i) with probability Ry ∈]0, 1[, the particle is reset at the origin x = 0, i.e. it makes a non-local spatial move.
(ii) with the complementary probability (1 − Ry), the particle follows the spatially-local Markov Chain described
by the kernel Wx,y, i.e. it jumps towards the some neighboring position x of y with probability Wx,y, with the
normalization ∑
x
Wx,y = 1 (2)
Although the case of uniform resetting probabilities Ry = R is the most studied in the literature, it is also
interesting to consider the case of space-dependent resetting probabilities, where Ry depends on the position y either
deterministically or randomly [6, 7, 9, 53–56] since this is very relevant in many applications [6]. In this paper, we
will thus consider that the resetting probability is space-dependent (except in the example of section VI).
B. Empirical density and empirical flows
The empirical 2-point density characterize the flows between two consecutive positions in a very long trajectory
x(0 ≤ t ≤ T )
ρ(2)x,y ≡
1
T
T∑
t=1
δx(t),xδx(t−1),y (3)
It contains the information on the empirical 1-point density that can be obtained via the sum over the first or the
second position (up to a boundary term of order 1/T that is negligible for large duration T → +∞)
ρx ≡ 1
T
T∑
t=1
δx(t),x =
∑
y
ρ(2)x,y =
∑
y
ρ(2)y,x (4)
with the normalization ∑
x
ρx = 1 (5)
The empirical 1-point density ρx allows to reconstruct any additive functional AT of the trajectory x(t) of the
following form based on some function αx
AT ≡ 1
T
T∑
t=1
αx(t) =
∑
x
αxρx (6)
while the empirical 2-point density ρ
(2)
x,y allows to reconstruct any additive functional BT of the trajectory x(t) of the
following form based on some function βx,y
BT ≡ 1
T
T∑
t=1
βx(t),x(t−1) =
∑
x
∑
y
βx,yρ
(2)
x,y (7)
C. Large deviations at level 2.5 for the empirical density and the empirical flows
For this discrete-time/discrete-space Markov chain framework, the joint probability to see the empirical 2-point
and 1-point densities follows the large deviation form [12–15]
PT (ρ
(2)
.,. ; ρ.) '
T→+∞
C(ρ(2).,. ; ρ.)e
−TI(ρ(2).,. ;ρ.) (8)
with the constraints of Eqs 5 and 4
C(ρ(2).,. ; ρ.) = δ
(∑
x
ρx − 1
)∏
x
[
δ
(∑
y
ρ(2)x,y − ρx
)
δ
(∑
y
ρ(2)y,x − ρx
)]
(9)
3while the rate function involves the effective kernel W effx,y = [Wx,y(1−Ry) + δx,0Ry] of Eq. 1
I(ρ(2).,. ; ρ.) =
∑
x
∑
y
ρ(2)x,y ln
(
ρ
(2)
x,y
[Wx,y(1−Ry) + δx,0Ry] ρy
)
(10)
Then one needs to discuss the possible empirical flows ρ
(2)
x,y due to the Markov chain Wx,y and to the resetting
procedure in order to obtain more explicit expressions, as explained on the specific examples of sections III and IV.
D. Empirical density of excursions between two consecutive resets
A very long dynamical trajectory x(0 ≤ t ≤ T ) starting at x0 = 0 can also be analyzed via its decomposition into
excursions between resets. Let us note tk with k = 0, 1, .., N − 1 the times where a reset towards the origin occurs
x(tk) = 0, with t0 = 0. It is convenient to introduce the durations of these excursions
τk ≡ tk+1 − tk (11)
and the corresponding internal trajectory for s = 1, .., τk − 1
y(k)(s) ≡ x(tk + s) (12)
between y(k)(s = 0) = x(tk) = 0 and y
(k)(τk) = x(tk + τk) = x(tk+1) = 0.
For large time T , there will be a large number N of excursions, and we may neglect the fact that the last excursion
does not finish exactly at time T , in order to analyze the empirical density of excursions of duration τ and internal
trajectory y(1 ≤ s ≤ τ − 1)
n[τ ; y(1 ≤ s ≤ τ − 1)] ≡ 1
T
N−1∑
k=0
δτk,τ
(
τ−1∏
s=1
δy(k)(s),y(s)
)
(13)
The total density of excursions is then
n ≡ N
T
=
+∞∑
τ=1
∑
y(1≤s≤τ−1)
n[τ ; y(1 ≤ s ≤ τ − 1)] (14)
while the normalization is given by the total duration of the excursions
+∞∑
τ=1
τ
∑
y(1≤s≤τ−1)
n[τ ; y(1 ≤ s ≤ τ − 1)] = 1
T
N−1∑
k=0
τk = 1 (15)
Any additive functional of the form of Eq. 6 can be rewritten in terms of the empirical density of excursions as
AT ≡ 1
T
T∑
t=1
αx(t) =
1
T
N−1∑
k=0
t=tk+1−1∑
t=tk
αx(t) =
1
T
N−1∑
k=0
τk−1∑
s=0
αy(k)(s)
=
+∞∑
τ=1
∑
y(1≤s≤τ−1)
n[τ ; y(1 ≤ s ≤ τ − 1)]
[
τ−1∑
s=0
αy(s)
]
(16)
E. Large deviations for the empirical density of excursions between two consecutive resets
For the dynamics of Eq. 1, the probability to have an excursion of duration τ and of internal trajectory y(1 ≤ s ≤
τ − 1) reads
P exc[τ ; y(1 ≤ s ≤ τ − 1)] = Ry(τ−1)Wy(τ−1),y(τ−2)(1−Ry(τ−2))...Wy(1),0(1−R0)
= Ry(τ−1)
[
τ−1∏
s=1
Wy(s),y(s−1)(1−Ry(s−1))
]
(17)
4For τ = 1 corresponding to a consecutive reset towards the origin, there is no-internal trajectory y(1 ≤ s ≤ τ − 1)
and the probability reduces to
P exc[τ = 1] = R0 (18)
The framework of semi-Markov processes [13, 15, 57–60] allows to write the large deviations properties of empirical
intervals as follows. The probability to see the empirical density n[τ ; y(1 ≤ s ≤ τ − 1)] of excursions between resets
and the total density n follows the large deviation form
PT (n[.; ..], n) '
T→+∞
C(n[.; ..], n)e−TI(n[.;..],n) (19)
with the constraints of Eqs 13 and 15
C(n[.; ..], n) = δ
+∞∑
τ=1
∑
y(1≤s≤τ−1)
n[τ ; y(1 ≤ s ≤ τ − 1)]− n
 δ
+∞∑
τ=1
τ
∑
y(1≤s≤τ−1)
n[τ ; y(1 ≤ s ≤ τ − 1)]− 1
(20)
and the rate function that involves the probability of excursions (Eq. 17)
I(n[.; ..], n) =
+∞∑
τ=1
∑
y(1≤s≤τ−1)
n[τ ; y(1 ≤ s ≤ τ − 1)] ln
(
n[τ ; y(1 ≤ s ≤ τ − 1)]
P exc[τ ; y(1 ≤ s ≤ τ − 1)]n
)
(21)
F. Simplifications for uniform reset probability Ry = R
When the reset probability is uniform Ry = R, the probability of excursions of Eq. 17 becomes factorized
P excuniform[τ ; y(1 ≤ s ≤ τ − 1)] = pgeo(τ)pconfigτ [y(1 ≤ s ≤ τ − 1)] (22)
into the geometric distribution that describes the probability of the duration τ = 1, 2, .. of the excursion independently
of the internal trajectory y(1 ≤ s ≤ τ − 1)
pgeo(τ) = R(1−R)τ−1 (23)
while
pconfigτ [y(1 ≤ s ≤ τ − 1)] =
τ−1∏
s=1
Wy(s),y(s−1) (24)
represents the probability of the internal trajectory y(1 ≤ s ≤ τ − 1) once the duration τ is fixed, and coincides with
the probability of the unperturbed Markov Chain of kernel Wx,y starting at y(0) = 0. This decoupling is at the origin
of most results obtained for the case of uniform resetting. In particular, the statistical properties of the durations of
the intervals between resets is completely independent from the configurational part. For instance, the probability of
the total density n = NT of excursions simply follows the Bernoulli distribution with its corresponding large deviation
form
PBinomialT (n) =
T !
(nT )!((1− n)T )!R
nT (1−R)(1−n)T '
T→+∞
e
−T
[
n ln
( n
R
)
+ (1− n) ln
(
1− n
1−R
)]
(25)
On the contrary, whenever the reset probability Ry depends on the position y, the duration τ and the internal
trajectory y(1 ≤ s ≤ τ − 1) are coupled via Eq. 17.
III. APPLICATION TO THE SISYPHUS RANDOM WALK ON THE CAYLEY TREE
In this section, we focus on the generalization of the one-dimensional Sisyphus Random Walk [53] for the geometry
of the Cayley tree of branching ratio b, while the one-dimensional model can be recovered as the special case b = 1
and is discussed in section IV.
5A. Model and notations
We consider a tree of branching parameter b, starting at the root (0), with b sites labelled by i1 = 1, 2, .., b at the
first generation g = 1, b2 sites labelled by (i1, i2) at the second generation g = 2, i.e. the b
g sites of generation g will
be labelled by the g indices (i1, i2, .., ig) containing the information on the whole line of ancestors.
In the absence of resetting, a particle on site (i1, .., ig) at time t can only jump towards one of its b children, so one
can use the simplified notation for the corresponding probabilities W(i1,i2..,ig,ig+1),(i1,i2,...,ig) ≡Wi1,i2..,ig,ig+1 with the
normalization
1 =
b∑
ig+1=1
Wi1,...,ig,ig+1 (26)
The simplest example corresponds to the uniform case, where each of the b children is chosen with equal probability
1/b at each step
Wuniformi1,...,ig,ig+1 =
1
b
(27)
but other choices are also interesting, so we will continue the analysis for the general case.
In the presence of resetting towards the origin, the dynamics of Eq. 1 reads for the root and for the sites of other
generations g ≥ 1 respectively
P0(t+ 1) =
+∞∑
g=0
∑
i1,..,ig
Ri1,..,igPi1,..,ig (t)
Pi1,..,ig+1(t+ 1) = Wi1,...,ig,ig+1(1−Ri1,..,ig )Pi1,..,ig (t) (28)
B. Empirical density and empirical currents with their constraints
The empirical 2-point density of Eq. 3 contains two types of contributions, namely the non-local reset currents
from any point (i1, .., ig) of any generation g ≥ 0 towards the origin
Ji1,...,ig ≡ ρ(2)0,(i1,..,ig)
J0 ≡ ρ(2)0,0 (29)
and the local currents arriving at any point (i1, .., ig) of any generation g ≥ 1 from its ancestor (i1, .., ig−1)
ji1,...,ig ≡ ρ(2)(i1,..,ig),(i1,..,ig−1)
ji1 ≡ ρ(2)i1,0 (30)
As a consequence, the consistency constraints of Eq. 4 involving the 1-point density become for the origin
ρ0 = J0 +
+∞∑
g=1
∑
i1,..,ig
Ji1,...,ig = J0 +
∑
i1
ji1 (31)
and for the other points of generation g ≥ 1
ρi1,..,ig = ji1,...,ig = Ji1,..,ig +
∑
ig+1
ji1,..,ig,ig+1 (32)
6C. Large deviations at level 2.5 for the joint probability of the empirical density and the empirical currents
The large deviations at level 2.5 of Eqs 8 9 10 yield that the joint probability to see the empirical density ρ. and
the empirical currents j. and J. read
PT (ρ., j., J.) '
T→+∞
δ
ρ0 + +∞∑
g=1
∑
i1,..,ig
ρi1,..,ig − 1
 δ
J0 + +∞∑
g=1
∑
i1,..,ig
Ji1,...,ig − ρ0
 δ(J0 +∑
i1
ji1 − ρ0
)
+∞∏
g=1
∏
i1,..,ig
δ (ji1,...,ig − ρi1,..,ig) δ
Ji1,..,ig + ∑
ig+1
ji1,..,ig,ig+1 − ρi1,..,ig

e
−T
∑
i1
ji1 ln
(
ji1
Wi1(1−R0)ρ0
)
+
+∞∑
g=2
∑
i1,..,ig
ji1,..,ig ln
(
ji1,..,ig
Wi1,..,ig (1−Ri1,..,ig−1)ρi1,..,ig−1
)
e
−T
J0 ln( J0
R0ρ0
)
+
+∞∑
g=1
∑
i1,..,ig
Ji1,..,ig ln
(
Ji1,..,ig
Ri1,..,igρi1,..,ig
)
(33)
The first constraints on the second line shows that all the local currents j. can be eliminated in terms of the density
ji1,...,ig = ρi1,..,ig (34)
so that Eq. 33 becomes for the joint distribution of the density ρ. and the non-local reset currents J.
PT (ρ., J.) '
T→+∞
δ
ρ0 + +∞∑
g=1
∑
i1,..,ig
ρi1,..,ig − 1
 δ
J0 + +∞∑
g=1
∑
i1,..,ig
Ji1,...,ig − ρ0
 δ(J0 +∑
i1
ρi1 − ρ0
)
+∞∏
g=1
∏
i1,..,ig
δ
Ji1,..,ig + ∑
ig+1
ρi1,..,ig,ig+1 − ρi1,..,ig

e
−T
∑
i1
ρi1 ln
(
ρi1
Wi1(1−R0)ρ0
)
+
+∞∑
g=2
∑
i1,..,ig
ρi1,..,ig ln
(
ρi1,..,ig
Wi1,..,ig (1−Ri1,..,ig−1)ρi1,..,ig−1
)
e
−T
J0 ln( J0
R0ρ0
)
+
+∞∑
g=1
∑
i1,..,ig
Ji1,..,ig ln
(
Ji1,..,ig
Ri1,..,igρi1,..,ig
)
(35)
One can now further use the constraints to obtain the large deviations for the empirical density alone or for the
non-local reset currents alone, as described in the following two subsections.
D. Large deviations for the empirical density ρ. alone
The constraints on the second line of Eq. 35 can be used to eliminate the non-local reset currents associated to
generations g ≥ 1 in terms of the empirical density
Ji1,..,ig = ρi1,..,ig −
∑
ig+1
ρi1,..,ig,ig+1 (36)
while the third constraint on the first line of Eq. 35 gives the similar equation for the origin
J0 = ρ0 −
∑
i1
ρi1 (37)
7Then the second constraint on the first line of Eq. 35 is automatically satisfied, so that Eq. 35 yields for the large
deviations for the empirical density ρ. alone
PT (ρ.) '
T→+∞
δ
ρ0 + +∞∑
g=1
∑
i1,..,ig
ρi1,..,ig − 1
 (38)
e
−T
∑
i1
ρi1 ln
(
ρi1
Wi1(1−R0)ρ0
)
+
+∞∑
g=2
∑
i1,..,ig
ρi1,..,ig ln
(
ρi1,..,ig
Wi1,..,ig (1−Ri1,..,ig−1)ρi1,..,ig−1
)
e
−T
(ρ0 −∑
i1
ρi1
)
ln
(
ρ0 −
∑
i1
ρi1
R0ρ0
)
+
+∞∑
g=1
∑
i1,..,ig
ρi1,..,ig −∑
ig+1
ρi1,..,ig,ig+1
 ln(ρi1,..,ig −∑ig+1 ρi1,..,ig,ig+1
Ri1,..,igρi1,..,ig
)
One may further simplify the rate function of the two last lines to obtain
PT (ρ.) '
T→+∞
δ
ρ0 + +∞∑
g=1
∑
i1,..,ig
ρi1,..,ig − 1
 (39)
e
−T
−ρ0 ln(ρ0)−∑
i1
ρi1 ln (Wi1(1−R0))−
+∞∑
g=2
∑
i1,..,ig
ρi1,..,ig ln
(
Wi1,..,ig (1−Ri1,..,ig−1)
)
e
−T
(ρ0 −∑
i1
ρi1
)
ln
(
ρ0 −
∑
i1
ρi1
R0
)
+
+∞∑
g=1
∑
i1,..,ig
ρi1,..,ig −∑
ig+1
ρi1,..,ig,ig+1
 ln(ρi1,..,ig −∑ig+1 ρi1,..,ig,ig+1
Ri1,..,ig
)
E. Large deviations for the empirical reset currents J. alone
If one wishes instead to eliminate the empirical density in terms of the empirical reset currents J. via
ρi1,..,ig = Ji1,..,ig +
+∞∑
g′=g+1
∑
ig+1,...,ig′
Ji1,..,ig,ig+1,...,ig′
ρ0 = J0 +
+∞∑
g=1
∑
i1,...,ig
Ji1,..,ig (40)
Eq. 39 yields for the large deviations for the empirical reset currents J. alone
PT (J.) '
T→+∞
δ
J0 + +∞∑
g=1
(g + 1)
∑
i1,..,ig
Ji1,..,ig − 1
 δ
J0 + +∞∑
g=1
∑
i1,..,ig
Ji1,..,ig − ρ0

e
−T
−ρ0 ln(ρ0)− +∞∑
g=1
∑
i1,..,ig
Ji1,..,ig ln
 g∏
g′=1
Wi1,..,i′g (1−Ri1,..,ig′−1)

e
−T
J0 ln( J0
R0
)
+
+∞∑
g=1
∑
i1,..,ig
Ji1,..,ig ln
(
Ji1,..,ig
Ri1,..,ig
)
(41)
One may further simplify the rate function of the two last lines to obtain the more compact form
PT (J.) '
T→+∞
δ
J0 + +∞∑
g=1
(g + 1)
∑
i1,..,ig
Ji1,..,ig − 1
 δ
J0 + +∞∑
g=1
∑
i1,..,ig
Ji1,..,ig − ρ0

e
−T
J0 ln( J0
R0ρ0
)
+
+∞∑
g=1
∑
i1,..,ig
Ji1,..,ig ln
 Ji1,..,ig
Ri1,..,ig
(∏g
g′=1Wi1,..,i′g (1−Ri1,..,ig′−1)
)
ρ0

(42)
8in order to make the link with the large deviations for excursions between two consecutive resets as explained in next
subsection.
F. Large deviations for the empirical density of excursions between two consecutive resets
For the Sisyphus Random Walk on the Cayley tree, the simplification in Eq. 17 is that the internal trajectory
y(1 ≤ s ≤ τ − 1) of an excursion is ballistic along one branch of the tree, and can be thus labelled only by its
end-point y(τ − 1) = (i1, .., iτ−1), so that its probability of Eq. 17 becomes
P exc[τ ; (i1, .., iτ−1)] = Ri1,..,iτ−1Wi1,..,iτ−1(1−Ri1,..,iτ−2)...Wi1,i2(1−Ri1)Wi1(1−R0)
= Ri1,..,iτ−1
 τ−1∏
g′=1
Wi1,..,i′g (1−Ri1,..,ig′−1)
 (43)
As a consequence, the probability to see the empirical density n[τ ; (i1, .., iτ−1)] of excursions between resets and
the total density n follows the large deviation form of Eqs 19 21 20
PT (n[.; ..], n) '
T→+∞
δ
+∞∑
τ=1
τ
∑
i1,..,iτ−1
n[τ ; i1, .., iτ−1]− 1
 δ
+∞∑
τ=1
∑
i1,..,iτ−1
n[τ ; i1, .., iτ−1]− n

e
−T
+∞∑
τ=1
∑
i1,..,iτ−1
n[τ ; i1, .., iτ−1] ln
 n[τ ; i1, .., iτ−1]
Ri1,..,iτ−1
[∏τ−1
g′=1Wi1,..,i′g (1−Ri1,..,ig′−1)
]
n

(44)
The correspondence with Eq 42 is now obvious with the following dictionary : the empirical density at the origin
ρ0 corresponds to the empirical density n of excursions
ρ0 = n (45)
while the non-local reset current Ji1,..,ig corresponds to the empirical density of excursions of duration τ = g+ 1 with
end-point (i1, .., iτ−1) = (i1, .., ig)
Ji1,..,ig = n[g + 1; i1, .., ig] (46)
IV. APPLICATION TO THE SISYPHUS RANDOM WALK ON THE HALF LINE
The Sisyphus Random Walk on the half line [53] can be obtained from the previous section as the special case of
the Cayley tree branching b = 1, where the generation g corresponds to the position x = 0, 1, 2, .. on the half line.
The dynamics of Eq. 28 becomes
Px(t+ 1) = (1−Rx−1)Px−1(t) + δx,0
(
+∞∑
y=0
RyPy(t)
)
(47)
It is important to stress that in this one-dimensional model, the kernel
Wx,y = δx,y+1 (48)
corresponds to deterministic motion between resets, in contrast to the tree version where the kernel W produces
fluctuations between the different branches of the tree at each node (Eq. 26).
A. Large deviations for the empirical density ρ. alone
Eq. 39 simplifies into
PT (ρ.) '
T→+∞
δ
(
+∞∑
x=0
ρx − 1
)
e
−T
[
−ρ0 ln(ρ0)−
+∞∑
x=1
ρx ln (1−Rx−1) +
+∞∑
x=0
(ρx − ρx+1) ln
(
ρx − ρx+1
Rx
)]
(49)
9B. Large deviations for the empirical reset currents J. alone
Eq. 42 becomes
PT (J.) '
T→+∞
δ
(
+∞∑
x=0
(x+ 1)Jx − 1
)
δ
(
+∞∑
x=0
Jx − ρ0
)
e
−T
J0 ln( J0
R0ρ0
)
+
+∞∑
x=1
Jx ln
 Jx
Rx
(∏x−1
y=0(1−Ry)
)
ρ0

(50)
C. Large deviations for the empirical density of excursions between two consecutive resets
Eq. 17 for the probability of excursion now only involves its duration τ
P exc[τ ] = Rτ−1(1−Rτ−2)...(1−R1)(1−R0) = Rτ−1
[
τ−2∏
s=0
(1−Rs)
]
(51)
so that Eq. 44 for the probability to see the empirical density n[τ ] of excursions between resets and the total density
n reduces to
PT (n[.], n) '
T→+∞
δ
[
+∞∑
τ=1
τn[τ ]− 1
]
δ
[
+∞∑
τ=1
n[τ ]− n
]
e
−T
+∞∑
τ=1
n[τ ] ln
(
n[τ ]
P exc[τ ]n
)
(52)
and coincides with Eq 50 via the correspondence of Eqs 45 and 46
ρ0 = nJx = n[τ = x+ 1]
V. MARKOV JUMP PROCESS IN CONTINUOUS TIME AND DISCRETE SPACE WITH RESETS
A. Models and notations
In this section, we focus on the continuous dynamics in discrete space defined by the Master Equation
∂Px(t)
∂t
= − [woutx + rx]Px(t) +∑
y 6=x
wx,yPy(t) + δx,0
(∑
y
ryPy(t)
)
(53)
The rates per unit time wx,y from y to x 6= y and the total escape rates
woutx ≡
∑
y 6=x
wy,x (54)
describes the Markov Jump Process that would exist without resetting, while the resetting procedure takes place with
the resetting rates ry from y towards the origin 0.
Note that the reset rate r0 from the origin to itself disappears from the dynamical Eq. 53 for x = 0, since it does
not produce a change of position
∂P0(t)
∂t
= − [wout0 + r0]P0(t) +∑
y 6=0
w0,yPy(t) +
r0 +∑
y 6=0
ryPy(t)

= −wout0 P0(t) +
∑
y 6=0
w0,yPy(t) +
∑
y 6=0
ryPy(t)
 (55)
However the rate r0 is important for the book-keeping of the number of resets. For instance, if one chooses r0 = 0 in
order to suppress the possibility of resets from the origin to itself, the whole statistics of resets will be coupled to the
time spent at the origin. As a consequence, it is useful to keep the possibility of r0 > 0 to remain more general, as we
have also considered the possibility of positive reset probability R0 > 0 from the origin to itself in the Markov Chain
framework described in the previous sections.
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B. Empirical density and empirical flows with their constraints
For this continuous-time jump process, the empirical density
ρx ≡ 1
T
∫ T
0
dt δx(t),x (56)
satisfies the normalization ∑
x
ρx = 1 (57)
and allows to reconstruct any additive functional of the trajectory x(t) of the form
AT ≡ 1
T
∫ T
0
dt αx(t) =
∑
x
αxρx (58)
while the jump density from y to x 6= y
qx,y ≡ 1
T
∑
t:x(t−)6=x(t+)
δx(t+),xδx(t−),y (59)
satisfies the following stationarity constraint (for any x, the total incoming flow should be equal to the total outgoing
flow) ∑
y
qx,y =
∑
y
qy,x (60)
and allows to reconstruct any additive functional of the trajectory x(t) of the form
BT ≡ 1
T
∑
t:x(t−)6=x(t+)
βx(t+),x(t−) =
∑
x
∑
y
βx,yqx,y (61)
C. Large deviations at level 2.5 for the empirical density and the empirical flows
The joint probability distribution of the empirical density ρ. and flows q. satisfy the following large deviation form
at level 2.5 [13, 16–25]
PT [ρ.; q.,.] ∝
T→+∞
C[ρ.; q.,.]e
−TI[ρ.;q.,.] (62)
with the constraints of Eqs 57 and 60
C[ρ.; q.,.] = δ
(∑
x
ρx − 1
)∏
x
[∑
y
qx,y −
∑
y
qy,x
]
(63)
whiles the rate function involves the effective rates weffx,y = wx,y + δx,0ry
I[ρ.; q.,.] =
∑
x
∑
y
[
qx,y ln
(
qx,y
[wx,y + δx,0ry] ρy
)
− qx,y + [wx,y + δx,0ry] ρy
]
(64)
Again one needs to discuss the possible empirical flows qx,y due to the local rates wx,y and to the resetting procedure
in order to obtain more explicit expressions, as explained on the specific example of section VI.
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D. Large deviations for the empirical density of excursions between two consecutive resets
For the dynamics of Eq. 53, the probability to have an excursion of duration τ and of internal trajectory y(0 ≤ s ≤ τ)
with the initial condition y(0+) = 0 fixed by the reset and the end-position y(τ) being the last position before the
reset leading to y(τ+) = 0 reads
P exc[τ ; y(0 ≤ s ≤ τ)] = ry(τ)e−
∫ τ
0
ds[wouty(s)+ry(s)]
∏
s:y(s−)6=y(s+)
wy(s+),y(s−) (65)
To be more precise, the internal trajectory y(0 ≤ s ≤ τ) will contain a certain number M of jumps m = 1, ..,M
occurring at times s0 = 0 < s1 < ... < sM < τ = sM+1 between the successive positions (y(0 ≤ s < s1) = 0; y(s1 ≤
s < s2) = z1; ...y(sM ≤ s < τ) = zM ) with zm+1 6= zm that are visited between these jumps. The probability of this
trajectory reads
P exc[τ ; (y(0 ≤ s < s1) = 0; y(s1 ≤ s < s2) = z1; ...y(sM ≤ s < τ) = zM )]
= rzM e
−
M∑
m=0
(sm+1 − sm)
[
woutzm + rzm
]
M∏
m=1
wzm,zm−1 (66)
while the special case M = 0 where the reset occurs while the particle is still at the origin reads (see the discussion
around Eq. 55)
P exc[τ ; (y(0 ≤ s < τ) = 0] = r0e−τ[w
out
0 +r0] (67)
The normalization over all possible excursions reads, first in compact form and then in a more explicit form
1 =
∫ +∞
0
dτ
∑
y(0≤s≤τ)
P exc[τ ; y(0 ≤ s ≤ τ)]
=
∫ +∞
0
dτP exc[τ ; (y(0 ≤ s < τ) = 0] +
∫ +∞
0
dτ
+∞∑
M=1
∫ τ
0
dsM
∫ sM
0
dsM−1...
∫ s2
0
ds1
∑
zM 6=zM−1
...
∑
z2 6=z1
∑
z1 6=0
P exc[τ ; (y(0 ≤ s < s1) = 0; y(s1 ≤ s < s2) = z1; ...y(sM ≤ s < τ) = zM )] (68)
The probability to see the empirical density n[τ ; y(0 ≤ s ≤ τ)] of excursions between resets and the total density n
follows the large deviation form analog to Eq. 19
PT (n[.; ..], n) '
T→+∞
δ
∫ +∞
0
dτ
∑
y(0≤s≤τ)
n[τ ; y(0 ≤ s ≤ τ)]− n
 δ
∫ +∞
0
dτ
∑
y(0≤s≤τ)
τn[τ ; y(0 ≤ s ≤ τ)]− 1

e
−T
∫ +∞
0
dτ
∑
y(0≤s≤τ)
n[τ ; y(0 ≤ s ≤ τ)] ln
(
n[τ ; y(0 ≤ s ≤ τ)]]
P exc[τ ; y(0 ≤ s ≤ τ)]n
)
(69)
where the sums over trajectories can be written in more explicit form as in Eq. 68.
As in the discrete time context (Eq. 16), any additive functional of the trajectory x(t) of the form of Eq. 58 can
be rewritten in terms of the empirical density of excursions
AT ≡ 1
T
∫ T
0
dt αx(t) =
∫ +∞
0
dτ
∑
y(0≤s≤τ)
n[τ ; y(0 ≤ s ≤ τ)]
[∫ τ
0
dsαy(s)
]
(70)
VI. SISYPHUS JUMP PROCESS IN CONTINUOUS TIME ON THE HALF LINE
In this section, we apply the general formalism described in the previous section to the following Sisyphus Jump
process defined on the half-line x = 0, 1, 2, ..
∂P0(t)
∂t
= − [w + r]P0(t) + r
+∞∑
x=0
Px(t) = −wP0(t) + r
+∞∑
x=1
Px(t)
∂Px(t)
∂t
= − [w + r]Px(t) + wPx−1(t) for x ≥ 1 (71)
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Note that we have chosen uniform rates wx+1,x = 1 and uniform resetting rates ry = r in order to simplify some
discussions.
A. Empirical density and empirical currents with their constraints
The empirical jump density of Eq. 59 contains two types of contributions, namely the non-local reset currents from
any point x towards the origin (even x = 0 as discussed around Eq. 55)
Jx ≡ q0,x (72)
and the local currents arriving at any point x ≥ 1 from its left neighbor (x− 1)
jx ≡ qx,x−1 (73)
For any position x ≥ 1 the constraint of Eq. 60 reads
jx = Jx + jx+1 (74)
For the origin x = 0, the constraint of Eq. 60
+∞∑
x=1
Jx = j1 (75)
can be recovered by summing Eq. 74 over x = 1, 2, .. so that it is sufficient to impose Eq. 74.
B. Large deviations at level 2.5 for the empirical density and the empirical currents
As a consequence, the large deviation at level 2.5 for the empirical density and the empirical currents of Eqs 62 64
63 become
PT [ρ., j., J.] ∝
T→+∞
δ
(
+∞∑
x=0
ρx − 1
)
+∞∏
x=1
δ (Jx + jx+1 − jx)
e
−T
(
+∞∑
x=1
[
jx ln
(
jx
wρx−1
)
− jx + wρx−1
]
+
+∞∑
x=0
[
Jx ln
(
Jx
rρx
)
− Jx + rρx
])
∝
T→+∞
δ
(
+∞∑
x=0
ρx − 1
)
+∞∏
x=1
δ (Jx + jx+1 − jx)
e
−T
(
w + r +
+∞∑
x=1
[
jx ln
(
jx
wρx−1
)
− jx
]
+
+∞∑
x=0
[
Jx ln
(
Jx
rρx
)
− Jx
])
(76)
C. Large deviations for the empirical density ρ. and the local currents j.
The last constraints on the first line of Eq. 76 can be used to eliminate the non-local reset currents Jx for x ≥ 1 in
terms of the local currents
Jx = jx − jx+1 (77)
while the reset current J0 from the origin to itself remains. So Eq. 76 yields the following large deviations for the
empirical density ρ. and the local currents j.
PT [ρ., j., J0] ∝
T→+∞
δ
(
+∞∑
x=0
ρx − 1
)
e
−T
(
w + r +
[
J0 ln
(
J0
rρ0
)
− J0
])
e
−T
(
+∞∑
x=1
[
jx ln
(
jx
wρx−1
)
− jx
]
+
+∞∑
x=1
[
(jx − jx+1) ln
(
jx − jx+1
rρx
)
− jx + jx+1
])
(78)
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D. Large deviations for the empirical density ρ. and the non-local reset currents J.
If one wishes instead to eliminate the local currents in terms of the reset currents J. via
jx =
+∞∑
y=x
Jy (79)
one obtains the following large deviations for the empirical density ρ. and the reset currents J.
PT [ρ., J.] ∝
T→+∞
δ
(
+∞∑
x=0
ρx − 1
)
e
−T
(
w + r +
+∞∑
x=1
[(
+∞∑
y=x
Jy
)
ln
(∑+∞
z=x Jz
wρx−1
)
−
+∞∑
y=x
Jy
]
+
+∞∑
x=0
[
Jx ln
(
Jx
rρx
)
− Jx
])
(80)
E. Large deviations for excursions between two consecutive resets
For the dynamics of Eq. 53, the simplifications in Eq. 66 are that the internal trajectory y(0 ≤ s ≤ τ) can only
involve the positions zm = m, and that the rates w and r do not depend on the position. So the probability of Eq.
66 does not explicitly depend on the jump times sm, but only on their number M
P exc[τ ; (y(0 ≤ s < s1) = 0; y(s1 ≤ s < s2) = 1; ...y(sM ≤ s < τ) = M)] = re−τ(w+r)wM (81)
this expression being also valid for M = 0 (Eq 67).
Here since the resetting rate ry = r does not depend on the position y, one obtains the factorization analogous to
Eq. 22
P exc[τ ; (y(0 ≤ s < s1) = 0; y(s1 ≤ s < s2) = 1; ...y(sM ≤ s < τ) = M)]
= pexp(τ)pconfigτ [(y(0 ≤ s < s1) = 0; y(s1 ≤ s < s2) = 1; ...y(sM ≤ s < τ) = M)] (82)
into the exponential distribution that describes the probability of the duration τ of the excursion independently of
the internal trajectory (and replaces the geometric distribution of Eq. 23 of the discrete-time framework)
pexp(τ) = re−rτ (83)
and the probability of the internal trajectory once its duration τ is given
pconfigτ [(y(0 ≤ s < s1) = 0; y(s1 ≤ s < s2) = 1; ...y(sM ≤ s < τ) = M)] = e−wτwM (84)
that characterizes the process without resetting based on the rate w.
It is interesting to introduce now the probability to have an excursion of duration τ and of end-point M by
integrating Eq 81 over the M internal times sm=1,..,M satisfying 0 ≤ s1 < s2 < .. < sM < τ
P exc,end[τ ; y(τ) = M ] ≡
∫ τ
0
dsM
∫ sM
0
dsM−1...
∫ s2
0
ds1
P exc[τ ; (y(0 ≤ s < s1) = 0; y(s1 ≤ s < s2) = 1; ...y(sM ≤ s < τ) = M)]
= re−rτe−wτ
(wτ)M
M !
(85)
with the normalization ∫ +∞
0
dτ
+∞∑
M=0
P exc,end[τ ;M ] = 1 (86)
The probability to see the empirical density n[τ ;M ] of excursions of duration τ and end-point M and the total
density n follows the large deviation form
PT (n[.; ..], n) '
T→+∞
δ
[∫ +∞
0
dτ
+∞∑
M=0
n[τ ;M ]− n
]
δ
[∫ +∞
0
dττ
+∞∑
M=0
n[τ ;M ]− 1
]
e
−T
∫ +∞
0
dτ
+∞∑
M=0
n[τ ;M ] ln
(
n[τ ;M ]
P exc,end[τ ;M ]n
)
(87)
14
VII. DIFFUSION PROCESSES IN A FORCE FIELD IN DIMENSION d WITH RESETS
A. Models and notations
In this section, we turn to the continuous time/continuous space framework. We focus on the dynamics described
by the Fokker-Planck equation in the force field ~F (~x) in dimension d, with space-independent diffusion coefficient D
and where the reset from ~x towards the origin is governed by the rate r(~x)
∂Pt(~x)
∂t
= −~∇.
[
Pt(~x)~F (~x)−D~∇Pt(~x)
]
− r(~x)Pt(~x) + δ(d)(~x)
∫
dd~y r(~y)Pt(~y) (88)
B. Empirical density and the empirical currents with their constraints
The empirical density
ρ(~x) ≡ 1
T
∫ T
0
dt δ(d)(~x(t)− ~x) (89)
satisfies the normalization ∫
dd~x ρ(~x) = 1 (90)
and allows to reconstruct any additive functional of the trajectory ~x(0 ≤ t ≤ T ) of the form
AT ≡ 1
T
∫ T
0
dt α(~x(t)) =
∫
dd~x α(~x)ρ(~x) (91)
The non-local reset currents J(~x) ≥ 0 measuring the non-local jumps from ~x 6= ~0 towards the origin ~0
J(~x) ≡
∑
t:~x(t+)=~06=~x(t−)
δ~x(t−),~x (92)
allows to reconstruct any additive functional of the trajectory ~x(0 ≤ t ≤ T ) involving these reset jumps
BT ≡ 1
T
∑
t:~x(t+)=~0 6=~x(t−)
β(~x(t−)) =
∫
dd~x β(~x)J(~x) (93)
Finally the local current field ~j(~x) characterizing the diffusion process in the force field
~j(~x) ≡ 1
T
∫ T
0
dt
d~x(t)
dt
δ(d)(~x(t)− ~x) (94)
allows to reconstruct any additive functional of the trajectory x(t) of the form
~ΓT ≡ 1
T
∫ T
0
dt
d~x(t)
dt
γ(~x(t)) =
∫
dd~x γ(~x)~j(~x) (95)
Here the stationarity constraint for all positions ~x 6= ~0 yields that the non-local reset currents J(~x) are related to
the divergence of the local current field ~j(~x)
J(~x) = −~∇.~j(~x) (96)
that replaces the standard divergence-free condition for diffusion processes without resetting.
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C. Large deviations at level 2.5 for the empirical density and the empirical currents
The joint distribution of the empirical density ρ(.), the empirical local currents ~j(~x) and the empirical non-local
reset currents J(~x) satisfy the large deviation form
PT [ρ(.),~j(.), J(.)] '
T→+∞
δ
(∫
dd~xρ(~x)− 1
)∏
~x6=~0
δ
(
J(~x) + ~∇.~j(~x)
)
e
−T
(
1
4D
∫
dd~x
ρ(~x)
(
~j(~x)− ρ(~x)~F (~x) +D~∇ρ(~x)
)2
+
∫
dd~x
[
J(~x) ln
(
J(~x)
r(~x)ρ(~x)
)
− J(~x) + r(~x)ρ(~x)
])
(97)
with the constraints of Eqs 90 and 96, while the rate function contains two contributions : the first contribution
involving the local current field ~j(~x) corresponds to the usual rate function for continuous-time/continuous-space
diffusion processes [19, 25–27], while the second contribution involving the non-local reset current J(~x) from ~x to the
origin ~0 corresponds to the usual rate function for jump processes, that we have already seen in Eq. 64.
D. Large deviations for the empirical density ρ(.) and the empirical local currents ~j(.)
The constraints of Eq. 96 can be used to eliminate all the non-local reset currents to obtain the large deviations
for the empirical density ρ(.) and the empirical local currents ~j(.)
PT [ρ(.),~j(.)] '
T→+∞
δ
(∫
dd~xρ(~x)− 1
)
(98)
e
−T
 1
4D
∫
dd~x
ρ(~x)
(
~j(~x)− ρ(~x)~F (~x) +D~∇ρ(~x)
)2
+
∫
dd~x
(−~∇.~j(~x)) ln

(
−~∇.~j(~x)
)
r(~x)ρ(~x)
+ ~∇.~j(~x) + r(~x)ρ(~x)

E. Large deviations for the empirical density ρ(.) and the empirical reset currents J(.) in dimension d = 1
In arbitrary dimension d > 1, the constraints of Eq. 96 cannot be explicitly inverted to obtain the local current
field in terms of the non-local reset currents. However in dimension d = 1, the constraints of Eq. 96 become for all
x 6= 0
J(x) = −dj(x)
dx
(99)
i.e. the positive non-local reset current J(x) ≥ 0 determines the gradient of the local current j(x), that can be thus
reconstructed as follows. In the region x > 0, the local current will thus positive j(x) > 0 and given by
j(x) =
∫ +∞
x
dyJ(y) (100)
while in the region x < 0, it will be negative j(x) < 0 and given by
j(x) = −
∫ x
−∞
dyJ(y) (101)
In particular, the discontinuity of the local current at the origin will correspond to the integral of all the reset currents
j(0+)− j(0−) =
∫ +∞
0+
dyJ(y) +
∫ 0−
−∞
dyJ(y) =
∫ +∞
−∞
dyJ(y) > 0 (102)
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Using Eqs 100 and 101, the local currents can be eliminated from Eq. 97 to obtain the following large deviations
for the empirical density ρ(.) and the empirical reset currents J(.)
P
(d=1)
T [ρ., , J.] '
T→+∞
δ
(∫ +∞
−∞
dxρ(x)− 1
)
e
−T
∫ +∞
−∞
dx
[
J(x) ln
(
J(x)
r(x)ρ(x)
)
− J(x) + r(x)ρ(x)
]
(103)
e
−
T
4D
[∫ 0
−∞
dx
ρ(x)
(
−
∫ x
−∞
dyJ(y)− ρ(x)F (x) +Ddρ(x)
dx
)2
+
∫ +∞
0
dx
ρ(x)
(∫ +∞
x
dyJ(y)− ρ(x)F (x) +Ddρ(x)
dx
)2]
F. Large deviations for excursions between two consecutive resets
The probability to have an excursion of duration τ and of internal trajectory ~y(0 ≤ s ≤ τ) with the initial condition
~y(s = 0) = ~0 fixed by the reset and the end-position ~y(s = τ) being the last position before the next reset leading to
~y(τ+) = ~0 reads
P exc[τ ; ~y(0 ≤ s ≤ τ)] = r(~y(τ)) e
−
∫ τ
0
dsr(~y(s))− 1
4D
∫ τ
0
ds
(
d~y(s)
ds
− ~F (~y(s))
)2
− 1
2
∫ τ
0
ds ~∇. ~F (~y(s))
(104)
The normalization over all possible excursions involves the integration over the duration τ and the path-integral
over the internal trajectory y(0 ≤ s ≤ τ)
1 =
∫ +∞
0
dτ
∫
y(0)=0
Dy(0 ≤ s ≤ τ) P exc[τ ; y(0 ≤ s ≤ τ)] (105)
The probability to see the empirical density n[τ ; y(0 ≤ s ≤ τ)] of excursions between resets and the total density n
follows the large deviation form
PT (n[.; ..], n) '
T→+∞
δ
[∫ +∞
0
dτ
∫
y(0)=0
Dy(0 ≤ s ≤ τ) n[τ ; y(0 ≤ s ≤ τ)]− n
]
δ
[∫ +∞
0
dτ
∫
y(0)=0
Dy(0 ≤ s ≤ τ) τ n[τ ; y(0 ≤ s ≤ τ)]− 1
]
e
−T
∫ +∞
0
dτ
∫
y(0)=0
Dy(0 ≤ s ≤ τ) n[τ ; y(0 ≤ s ≤ τ)] ln
(
n[τ ; y(0 ≤ s ≤ τ)]]
P exc[τ ; y(0 ≤ s ≤ τ)]n
)
(106)
VIII. SISYPHUS PROCESS IN CONTINUOUS TIME AND CONTINUOUS SPACE
In this section, we consider the dynamics of Eq. 88 in dimension d = 1, in the absence of diffusion D = 0, in the
constant force field of value unity F (x) = 1 : this Sisyphus process taking place on the half-line x ∈ [0,+∞[
∂Pt(x)
∂t
= −∂Pt(x)
∂x
− r(x)Pt(x) + δ(x)
∫ +∞
0
dyr(y)Pt(x) (107)
is the continuous time/continuous space analog of the one-dimension Sisyphus Random Walk [53] discussed in section
IV. It also corresponds to the diffusionless model of the neuronal integrate-and-fire studied in Ref [6].
A. Large deviations for the density ρ(.) and the non-local reset currents J(.)
In the limit of vanishing diffusion D → 0, the first contribution of the rate function of Eq. 97 becomes the constraint
j(x) = ρ(x) (108)
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between the local current j(x) and the density ρ(x), as it should since the motion is deterministic and ballistic between
resets. Eq. 108 is the analog of Eq. 34. As a consequence, Eq. 97 yields for the joint distribution of the density ρ(.)
and the non-local reset currents J(.)
PT [ρ(.), J(.)] '
T→+∞
δ
(∫ +∞
0
dxρ(x)− 1
)∏
x>0
δ
(
J(x) +
dρ(x)
dx
)
e
−T
∫ +∞
0
dx
[
J(x) ln
(
J(x)
r(x)ρ(x)
)
− J(x) + r(x)ρ(x)
]
(109)
B. Large deviations for the density ρ(.) alone
One may use the last constraints of the first line of Eq. 109 to eliminate all the non-local reset currents
J(x) = −dρ(x)
dx
(110)
and one obtains the large deviations of the density ρ(.) alone
PT [ρ(.)] '
T→+∞
δ
(∫ +∞
0
dxρ(x)− 1
)
e
−T
∫ +∞
0
dx
−dρ(x)
dx
ln

(
−dρ(x)dx
)
r(x)ρ(x)
+ dρ(x)
dx
+ r(x)ρ(x)

'
T→+∞
δ
(∫ +∞
0
dxρ(x)− 1
)
e
−T
∫ +∞
0
dx
(
−dρ(x)
dx
)
ln

(
−dρ(x)dx
)
r(x)
+ ∫ +∞
0
dx
d
dx
[ρ(x) ln(ρ(x))] +
∫ +∞
0
dxr(x)ρ(x)

'
T→+∞
δ
(∫ +∞
0
dxρ(x)− 1
)
e
−T
∫ +∞
0
dx
(
−dρ(x)
dx
)
ln

(
−dρ(x)dx
)
r(x)
− ρ(0) ln(ρ(0)) + ∫ +∞
0
dxr(x)ρ(x)

(111)
C. Large deviations for the non-local reset currents J(.) alone
One may instead eliminate the empirical density
ρ(x) =
∫ +∞
x
dyJ(y) (112)
to translate Eq. 111 into the large deviations for the non-local reset currents J(.) alone
PT [ρ(.)] '
T→+∞
δ
(∫ +∞
0
dxxJ(x)− 1
)
δ
(∫ +∞
0
dxJ(x)− ρ(0)
)
e
−T
[∫ +∞
0
dxJ(x) ln
(
J(x)
r(x)
)
− ρ(0) ln(ρ(0)) +
∫ +∞
0
dxJ(x)
∫ x
0
dyr(y)
]
'
T→+∞
δ
(∫ +∞
0
dxxJ(x)− 1
)
δ
(∫ +∞
0
dxJ(x)− ρ(0)
)
e
−T
∫ +∞
0
dxJ(x) ln
(
J(x)
r(x)e−
∫ x
0
dyr(y)ρ(0)
)
(113)
The compact form of the last line allows to make the link with the large deviations for the excursions between two
consecutive resets as explained below.
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D. Large deviations for the excursions between two consecutive resets
Here the internal trajectory of an excursion between to resets is deterministic and ballistic
y(0 ≤ s ≤ τ) = s (114)
so that the probability for an excursion of Eq. 104 can be labelled by its duration τ only and reduces to
P exc(τ) = P exc[τ ; y(0 ≤ s ≤ τ) = s] = r(τ)e
−
∫ τ
0
dsr(s)
= − d
dτ
e
−
∫ τ
0
dsr(s)
(115)
The large deviation form for the empirical density n(τ) of excursions of duration τ and the total density n of
excursions
PT (n(.), n) '
T→+∞
δ
[∫ +∞
0
dτn(τ)− n
]
δ
[∫ +∞
0
dττn(τ)− 1
]
e
−T
∫ +∞
0
dτn(τ) ln
(
n(τ)
P exc(τ)n
)
'
T→+∞
δ
[∫ +∞
0
dτn(τ)− n
]
δ
[∫ +∞
0
dττn(τ)− 1
]
e
−T
∫ +∞
0
dτn(τ) ln
(
n(τ)
r(τ)e−
∫ τ
0
dsr(s)n
)
(116)
thus coincides with Eq. 113 with the following dictionary analogous to Eqs 45 and 46 : the empirical density at the
origin ρ(0) corresponds to the empirical density n of excursions
ρ(0) = n (117)
while the non-local reset current J(x) corresponds to the empirical density of excursions of duration τ = x
J(x) = n(τ = x) (118)
IX. CONCLUSIONS
In order to characterize the non-equilibrium steady-states of Markov processes with stochastic resetting towards
the origin, we have described the large deviations at level 2.5 for the joint probability of the empirical density and
the empirical flows, as well as the large deviations for the empirical density of excursions between consecutive resets
within the three possible frameworks : discrete-time/discrete-space Markov chains, continuous-time/discrete-space
Markov jump processes, and continuous-time/continuous-space diffusion processes. In each case, we have illustrated
the general formalism via simple examples based on the Sisyphus Random Walk.
We hope that this point of view will be useful to analyze the specific models that appear in the various applications
mentioned in the Introduction, and will be complementary to other approaches of the field [1].
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