We present a polynomial-sized linear program (LP) for the n-city TSP drawing upon "complex flow" modeling ideas by the first two authors who used an O(n 9 ) × O(n 8 ) model*. Here we have only O(n 5 ) variables and O(n 4 ) constraints. We do not model explicit cycles of the cities, and our modeling does not involve the city-to-city variables-based, traditional TSP polytope referred to in the literature as "The TSP Polytope." Optimal TSP objective value and tours are achieved by solving our proposed LP. In the case of a unique optimum, the integral solution representing the optimal tour is obtained using any LP solver (solution algorithm). In the case of alternate optima, an LP solver (e.g., an interior-point solver) may stop with a fractional (interior-point) solution, which (we prove) is a convex combination of alternate optimal TSP tours. In such cases, one of the optimal tours can be trivially retrieved from the solution using a simple iterative elimination procedure we propose. We have solved over a million problems with up to 27 cities using the barrier methods of CPLEX, consistently obtaining all integer solutions. Since LP is polynomially solvable and we have a model which is of polynomial size in n, the paper is thus offering (although, incidentally) a proof of the equality of the computational complexity classes "P " and "N P
Introduction
The traveling salesman problem (TSP), with its many variants, is one of the most widely studied problems in Operations Research. A good review of natural formulations which have been proposed for the more general (asymmetric) version is given inÖncan et al. (2009) . These formulations all 3. City "0" has been designated as the starting and ending point of the travels.
Definition 2
We refer to the order in which a given city is visited after city 0 in a given TSP tour as the "time-of-travel" of that city in that TSP tour. In other words, if city i is the r th city to be visited after city 0 in a given TSP tour, then we will say that the time-of-travel of city i in the given tour is r. 6. Ext(·): Set of extreme points of (·).
Our overall approach consists of formulating the TSP as a generalized flow problem over the APbased digraph illustrated in Figure 1 . We refer to this graph as the "TSP Flow Graph (TSPFG)." The nodes of the TSPFG correspond to (city, time-of-travel ) pairs. The arcs of the graph link nodes at consecutive times-of-travel and represent travel legs. The graph notation is formalized below.
Notation 4 (TSPFG formalisms) 1. ∀r ∈ S, N r := M = {1, . . . , m} (Set of cities that can be visited at time r); 2. N := {(i, r) : r ∈ S, i ∈ N r } (Set of nodes of the TSPFG. We will, henceforth, write (i, r) ((i, r) ∈ N ) as [i, r] in order to distinguish it from other doublets);
3. ∀r ∈ S, ∀i ∈ N r , 
5.
A : {(i, r, j), r ∈ R, i ∈ N r , j ∈ F r (i)} (Set of arcs of the TSPFG. We will, henceforth, write (i, r, j) ((i, r, j) ∈ A) as [i, r, j] in order to distinguish it from other triplets); Remark 5 It follows directly from the definitions in Notations 4.3-4.5 that: ∀(i, j) ∈ M 2 , ∀r ∈ R, [i, r, j] ∈ A =⇒ i = j. That is, no arc in the TSPFG connects a city with itself between consecutive times-of-travel, as illustrated in Figure 2 below. Definition 6 ("stages," "levels," "TSP paths")
1. We refer to the set of nodes of the TSPFG corresponding to a city as a "level" of the graph.
(The set of levels is denoted M in Notation 3.4);
2. We refer to the nodes of the TSPFG corresponding to a given time-of-travel of the TSP as a "stage" of the graph. (The set of stages is denoted S in Notation 3.5);
3. We refer to a path of the TSPFG that includes exactly one node of each level of the graph as a "TSP path."
A TSP path is illustrated in Figure 2 .
Theorem 7 There exists a one-to-one correspondence between TSP paths (of the TSPFG) and TSP tours.
Proof. Trivial, since each level, i, of the TSPFG can be visited only once, and the number of levels is equal to the number of stages. We will first state the LP model. Then, we will illustrate each its classes of variables and constraints and provide further intuition on the modeling approach. Finally, we will discuss the objective function. Hence, our modeling variables respectively are comprised of an arc (for the y-variables), and a combination of an arc and a node (a "dash" and a "dot") of the TSPFG, as illustrated in Figure  3 below.
Modeling Variables

Model Constraints
Our Linear Programming (LP) model of TSP paths consists of the five main classes of constraints described below. We will subsequently fully explain each of these and the objective function. ∀i, j = 1, . . . , m : i = j; ∀r = 1, . . . , m − 2.
(2) • Node-pair Reciprocities ∀i, j = 1, . . . , m : i = j; ∀r = 1, . . . , m − 2; ∀s = r + 3, . . . , m.
• Flow Consistencies
• Visit Requirements for Arcs ∀i, j, u = 1, . . . , m : i = j = u; ∀r = 1, . . . , m − 1.
• Visit Requirements for Nodes 
∀i, u = 2, . . . , m : i = u; ∀r = 1, . . . , m. x [1,r] [l,q,2] = 0; ∀u = 3, . . . , m; ∀r = 1, . . . , m.
• Implicit Zeros
x [i,r][j,s,k] = 0 if ((i = k) or (j = k) or (s = r and i = j) or (s = r − 1 and i = k)) ; ∀i, j, k = 1, . . . , m; ∀r, s = 1, . . . , m.
• Nonnegativities
x [i,r][j,s,k] ≥ 0; ∀i, j, k = 1, ..., m; ∀r = 1, ..., m; ∀s = 1, ..., m − 1.
The overall logic of the model is described in eight steps below.
1. We have a model built over an Assignment flow graph. Constraint (1) creates an initial flow in x.
Constraints
(2)-(5) are a set of Kirchoff Equations in x, keeping flow moving across stages in a connected and "balanced" mannner, as illustrated in Figure 4 3. Constraints (6)- (7) stipulate that each pair of assignments induced by a y-variable elicits a "flow in = flow out" condition over a set of arcs (via the x-variables) for the nodes comprising the variable. These are illustrated in Figures 5 and 6. (8) and (9), together, ensure that flow on a given arc, [i, r, j], is "recognized" in the same way when viewed from either the tail node, [i, r], or the head node, [j, r + 1], of the arc. This is illustrated in Figure 7 below.
5.
Each set of consecutive assignment pairs must "visit" each stage via constraints (10) . Figure  8 below illustrates this condition, which is that the total amount of flow a given arc, [i, r, j], has in common with nodes at a given stage, s, is the the same for all s. (In other words, the sum of x-variables involving nodes at stage s and arc [i, r, j] equals the flow from node [i, r] to node [j, r + 1] (y-variable ) for all s).
Also, flow traversing a given arc, [i, r, j], must "visit" (i.e., share value with) each level of the flow graph (city of the TSP) via constraints (11) . This is illustrated in Figure 9 .
6. A given node, [i, r], must share the same amount of flow with every level, u, of the TSPFG. (6) Constraints (12) enforce this condition for the case in which i = 1 by setting the total amount of flow shared with each u / ∈ {1, i} equal to the total amount of flow shared with level "1". When i = 1, the condition is enforced by constraints (13) in which the total amount of flow shared with each u / ∈ {1, 2} is set equal to the total amount of flow shared with level "2". These are illustrated in Figures 10 and 11. 7. Constraints (14)-(15) are used to restrict variables which by themselves would imply repeating a level (city) or a stage, or flow which is "broken" (by not "going out" of the node into which it "came in" at a stage involved in the variable). We call these "implicit zeros." In implementation, these variables are just not created.
8. Finally, constraints (16) and (17) are the usual nonnegativity constraints.
Intuition behind the model
A non-mathematical intuition for the idea of our modeling approach (to be formally described in the remainder of this paper) may be gained through the following observation. Assume that no part of a flow which traverses a given arc of the TSPFG can subsequently "re-visit" either of the levels (cities) of the graph that are involved in that arc. Then, flow can propagate forward through the graph, only in a "pattern" that consists of a convex combination of TSP paths. That is, we will show that each positive variable must lie on a TSP path. An x-variable being positive may be interpreted as a "communication" between the corresponding node and arc. The constraints are such that a node which has positive flow through it is made to "communicate" with pairs of nodes which are at consecutive stages at different parts of the network (through the x-variables) only along paths which are TSP paths of the network. As a result, feasible solutions of our proposed model are such that the total flow on each arc is a convex combination of flows along TSP paths (7) only. This does not mean that every feasible solution to the model is a convex combination of flows along TSP paths only. The reason for this is that the model (the Overall Polytope) also has non-integral extreme points, due to the fact that the "pattern" of the y-variables may not be consistent with a single realization of the x-variables. We will show that the "flow pattern" of the y-variables is sufficient for being able to solve any TSP as a LP by utilizing an appropriate cost function which involves the y-variables only.
Objective Function
Our developments to follow in the remainder of this paper show that our approach is guaranted to correctly solve the TSP only when the travel costs are captured through the y-variables only.
The reason for this is that our developments only show the integrality of the y-Polytope. Many variations of the objective function may be possible. The simplest one is used here placing the cost of traveling from city i to city j on the y-variables representing the total flows on the arcs. Two additional terms are added to account for node 0 being the starting and ending point of the travels. This is accomplished by adding the cost from node 0 to the first and last arcs chosen, connecting cities at stages 1 and 2 and cities at stages m − 1 and m, respectively. The objective function we use is as follows:
4 Model structure 3. We denote the projection of Q onto the space of the y-variables by "Y ," and refer to it as the "y-Polytope." In other words, we refer to Y := y ∈ R ξy : ∃x ∈ R ξx : x y ∈ Q as the "y-Polytope."
Our objective in this section is to show that the y-Polytope is integral with extreme points corresponding to TSP tours. Note that this integrality does not imply the integrality of the Overall Polytope, even though the converse is true. The proof requires some preliminary notions and results which we will first discuss.
Definition 10 Let
x y ∈ Q.
1. For (r, s) ∈ R 2 : s > r, we say that a set of nodes at consecutive stages of the TSPFG, {i r , . . . , i s }, (or the set of arcs, {[i r , r, i r+1 ], . . . , [i s−1 , s − 1, i s }, linking them in the TSPFG) is a "(r-to-s) TSP walk (of y)" if i r , . . . , i s are pairwise distinct and y ip,p,i p+1 > 0 for p = 1, . . . , m − 1.
2. We refer to a TSP walk of y which spans the set of stages of the TSPFG as a "TSP path (of y)" (since, clearly, every such spanning TSP walk of y corresponds to exactly one TSP path of the TSPFG). Theorem 12 V := x y ∈ Q : ∃(i 1 , . . . , i m ) ∈ M m : ∀(p, q) ∈ R 2 : p = q, (i p = i q ; and y ip,p,i p+1 = 1, p = 1, . . . , m − 1 ⊆ Ext(Q).
Proof. We have: 
(20) implies:
It is easy to verify that:
(21) and (22) imply:
Clearly, 0 and 1 (respectively) cannot be represented as non-trivial convex combinations of numbers on the interval [0, 1]. It follows from the combination of this with (22) and (23) Theorem 12 shows that even though a TSP path for x y ∈ Q is defined in terms of conditions on y only, its (mathematical) correspondence to an extreme point of Q is preserved. Our aim in this section is to show that each extreme point of the y-Polytope (Y ) is a TSP path for a x y ∈ Q (and therefore, corresponds to a TSP path of the TSPFG (and therefore, to a TSP tour)). Note that, as we have indicated above, the integrality of Y does not imply that of Q. The reason for this is that an extreme point of Q may project to a non-extreme point of Y . A conceptual illustration of this fact is given in Figure 12 .
Remark 13 An observation which can be made from Figure 12 is that the y-component of any point of "Q" (in the figure) must be a convex combination of the extreme points of "Y " (in the figure) . The y-components of "C", "D", "E", and "F" in particular, must respectively be convex combinations of "A" and "H". Hence, as can be also seen from the figure, provided the objective function in an LP over "Q" (in the figure) is expressed in terms of the y-variables only, at least one the extreme points of "Y " (either "A" or "H" (or both) in the figure) must be optimal. In this way, for our purposes in this paper, the integrality of the projection of the Overall Polytope onto the space of a class of its variables happens to be sufficient for the optimizatin problem at hand. This sufficiency is the consequence of the combination of the fact that the projection is integral with the fact that it is possible to correctly capture TSP tour costs using the variables being "projected to" only in our modeling.
The following notation is needed in order to develop the subsequent three lemmas (Lemmas 15-17) which establish some "connectivity" conditions between a node and an arc of the TSPFG which share flow in our model (through the x-variables). Lemma 17 is the "main" lemma (among the three) and shows the existence of a TSP walk for every (node, arc) pair of the TSPFG which share flow. Lemmas 15 and 16 provide the foundation for the induction used in proving Lemma 17.
Notation 14 Let
x y ∈ Q. We define the following:
Then, the following is true:
Proof. Assume 
(25) contradicts (8)- (10) . Hence, we must have:
Then, we have: (26) and (14)- (15) , and applying (2)-(5) recursively)
(27) contradicts (8)- (10) . Hence, we must have:
Lemma 17 Let x y ∈ Q. Then, the following are true:
. . , i s+1 } 2 : p = q, i p = i q ; and y ip,p,i p+1 > 0, p = r, . . . , s .
. . , i r } 2 : p = q, i p = i q ; and y ip,p,i p+1 > 0, p = s, . . . , r − 1 .
Proof.
Observe that because of constraints (6)-(9), the two statements of the lemma are equivalent. Hence, it is suffucient to prove only one of the two statements. We will provide the proof for statement 1. (14)- (15) =⇒:
Statement 1 of the lemma for this case follows from (28) directly.
Case 2: s = r + 1.
(10) and (14)- (15) =⇒:
Also, (6) implies:
Using (10), we have:
Statement 1 of the lemma for this case follows from (29)-(31) directly.
The proof for this case is inductive. We will show that if the theorem holds for (r, r + δ) ∈ R 2 , then the lemma must also hold for (r,
Assume that, for a given δ, we have the following:
y ip,p,i p+1 > 0 for p = r, . . . , r + δ ; and (32)
We will show that there must exist a r-to-(r + δ + 2) TSP walk of y.
Using (2), (5), (7), (10) , and (14)- (15), (33) implies:
From "Case 2" and the definitions in Notation 14, we must have:
. . , r + δ + 1} 2 : p = q, u p = u q ) ; and y up,p,u p+1 > 0 for p = r, . . . , r + δ . (Where i r and i r+δ+1 have been relabled as u r and u r+δ+1 , respectively).
Similarly, we must also have:
. . , r + δ + 2} 2 : p = q, v p = v q ) ; and y vp,p,v p+1 > 0 for p = r + 1, . . . , r + δ + 1 . (Where i r+δ+1 and i r+δ+2 have been relabled as v r+δ+1 and v r+δ+2 , respectively).
Conclusion. By (11)-(12), at least one of the r − to − (r + δ + 1) TSP walks specified in (39) and one of the (r + 1) − to − (r + δ + 2) TSP walks specified in (40) must overlap in their components between stages (r + 1) and (r + δ + 1). (If not, constraints (11)-(13) would be violated for nodes i r and i r+δ+2 , and arc [i r+δ+1 , r + δ + 1, i r+δ+2 ] when r = 1 and δ = m − 3, in particular.) Statement 1 of the lemma follows from this directly.
We will now discuss some topological properties of Q and Y which will be needed in order to prove our main result, which is the integrality of Y .
Definition 18
Let λ be a scalar on the interval (0, 1].
1. We refer to Q λ :=
x y ∈ R ξx+ξy :
x y satisfies (41), and (2)- (17) as the "λ-scaled Overall Polytope," where (41) is specified as:
2. We refer to the projection of Q λ onto the space of the y-variables as the "λ-scaled y-Polytope,"
and denote it by Y λ . In other words, we refer to
1. Q λ and Q µ are homeomorphic;
2. Y λ and Y µ are homeomorphic.
Proof.
1. Q λ and Q µ are homeomorphic.
It is easy to see (by observing the result of the multiplication of each of the constraints of Q by a (same) constant, for example) that:
Hence, the point-to-point mapping
is bijective. Also, clearly, ∀α ∈ (0, 1], h α is bicontinuous (see Gamelin and Greene (1999, pp. 26-27) , or Panik (1993, pp. 267-268)). Hence, ∀α ∈ (0, 1], h α is a homeomorphism (see Gamelin and Greene (1999, pp. 27, 67) , or Panik (1993, pp. 253-257) ). The homeomorphism between Q λ and Q µ follows directly from the equivalence property of homeomorphisms (since Q λ and Q µ are respectively homeomorphic to Q).
Clearly, the conditions expressed in (42)-(43) are applicable to the y-component vector of x y ∈ Q. The lemma follows from this, in a similar way as for Part (1) of the proof above.
A direct result of the combination of Lemmas 17 and 19 is the following. 4. ∀t ∈ T λ (y), w λ,t (y) : Characteristic vector of P λ,t (y) ( w λ,t (y) is obtained by setting the y-variable for each arc involved in P λ,t (y) to "1", and setting the y-variable for each arc not involved in P λ,t (y) to "0".).
We have the following results.
Lemma 22
Let λ ∈ (0, 1] and y ∈ Y λ . Then, the following is true:
From (42) in the proof of Lemma 19 and the fact that w λ,t (y) is a point of Y , we must have:
By the convexity of Y λ , (45) implies:
From (46), we have:
Hence, it suffices to set ε = 1 in order for the lemma to hold when y = λ · w λ,t (y). Now, consider t ∈ T λ (y) : y = λ · w λ,t (y). Using (46), we have:
Letting αλ = ε, we get from (48) that:
The lemma follows directly from the combination of (47) and (49).
Our main result for this section will now be discussed.
Theorem 23
The y-Polytope is integral with each extreme point corresponding to a TSP path of a point of Y . In other words, every extreme point of Y is integral and corresponds to a TSP path of a point of Y .
Proof. Let λ ∈ (0, 1], y ∈ Y λ . ∀t ∈ T λ (y), let:
Then, clearly, from Lemma 22, we must have:
Now, consider the "Iterative Elimination (IE)" procedure below:
Step 0 (Initialization) Clearly, it follows directly from the combination of (51) and Lemma 22 above that this procedure must stop.
Letting the number of iterations of the procedure when it stops be ν, we must have:
Also, clearly, we have:
It follows from the combination of the Minkowski-Weyl Theorem (Minskowski (1910); Weyl (1935); see also Rockafellar (1997, pp.153-172)) that (52)-(53) imply that every extreme point of Y is the characteristic vector of a TSP path of a point of Y . The theorem follows from this directly.
Corollary 24
The optimization model comprised of Objective Function (18) and Constraints (1)-(17) correctly solves the TSP.
Proof. For
x y ∈ Q, write Objective Function (18) as c t · y. Denote the value of the optimization problem by V * and let x * y * be an optimal solution. Clearly,
x y ∈ Q implies that y is a convex combination of extreme points of Y . Hence, there must exist p (p ≥ 1) extreme points of Y, y 1 , . . . , y p , and scalars α 1 , . . . , α p (α i ∈ (0, 1], i = 1 . . . , p; p i=1 α i = 1) such that the following are true:
Now, by Theorem 23, each y i (i = 1, . . . , p) in (54)-(55) corresponds to a TSP path of a point of Y, and therefore (by Theorem 7 and Remark 11) to a TSP tour.
Remark 25
Clearly, because of Theorem 23, any off-the-shelf, standard LP solver can be used in order to solve our model. When the TSP at hand has a unique optimum, then any solver would stop with that optimum. On the other hand, when there are multiple optima and an interior-point method is used (or, perhaps, due to numerical issues), the solution obtained may be a convex combination of those optima. In such a case, formal procedures exist, which can be used in order to obtain a vertex optimum (which, according to Theorem 23, would correspond to exactly one of the optimal tours of the TSP at hand). In particular, the "Normal Perturbation" approach of Mangasarian (1984) can be used in order to perturb the LP costs, and thereby "make" the LP into one in which one of the alternate optima becomes the unique optimum. A polynomial-time interior-point method which stops at a vertex solution only (see Wright (1997;  pp. 137-157) could be used also, perhaps in combination with the Normal Pertubation approach. In our substantial emprical testing (to be described in the next section), we used a heuristic implementation of the IE procedure described in the proof of Theorem 23 above. In all cases, this heuristic implementation was successful at "retrieving" at least one of the optimal TSP tours comprising the solution.
Example 26 We illustrate Theorem 23 and Remark 25 using a 8-city TSP we solved using the barrier method of CPLEX without crossover and thus stopping on a face, as follows:
• Travel costs:
• Optimal solution obtained: -Solution Value: 281.000.
-Postive y-variables:
• TSP tours "retrieved" using the IE procedure-based heuristic:
• Illustration on the TSPFG:
Model size and empirical testing
We have run over a million test problems using the interior point (barrier) methods of CPLEX. In all of the cases with multiple optima, our heuristic implementation of the Iterative Elimination procedure described above (in the proof of Theorem 23) was sufficient in "retrieving" at least one of the optimal TSP tours comprising the final LP solution obtained. The optimal TSP tour lengths were also verified by using the Miller-Tucker-Zemlin (1960) model and solving the corresponding integer program using CPLEX. Through our empirical experimentations we found that either constraints (11) or constraints (12) (but not both at the same time) could be left out of the model and still have it solve correctly. Since, the number of the constraints (12) is much smaller than that of constraints (11), we only used constraints (12) in all of the computational experiments we are reporting in this paper. We solved the problems using the CPLEX option of barrier without crossover as it results in much faster solution times, the reason being that even if we stop on a face our iterative procedure is much faster than having CPLEX use crossover and try to get to a vertex. The figures below represent problems solved on a Dell Precision Tower 5810 XCTO Base (210-ACQM)--64GB (4x16GB) 2133MHz DDR4 RDIMM ECC (370-ABWB) -Integrated Intel AHCI chipset SATA controller (6 x 6.0Gb/s) SW RAID 0/1/5/10 (403-BBGV). Table 2 shows the size and solutions times of problems with 7 to 22 cities. (Although, not reported in this poaper, using a higher-memory (but slower) computer, we were able to solve problems as large as 27 cities.) Each of the times shown in Table 2 is the average of five (5) problems. These problems were symmetric euclidean distance based randomly generated problems. In detail, we used a 100 by 100 grid and modified the distances to between 90%-110% of their true values and rounded distances to be integer. Similar results were obtained using exact euclidean distances, using uniform distributions for distances, and choices of symmetric/asymmetric/integer or non-integer values. Figure 15 shows how the number of constraints grows with respect to the number of variables.
While the complexity order of size of the model is O(n 5 ), we found that a regression equation using a polynomial of order n 3 fits the model size with coefficients of determination which are close to 1.000 (greater that 0.999, to be more precise). This is likely due to the many "implicit zero" variables in the model. We also note that the number of constraints grows more slowly than the number of variables as can be seen in Figure 15 . We certainly recognize that while this model is not computationally competitive with other approaches, it does provide motivation to explore other models/algorithms with the knowledge that the complexity classes "P " and "N P " are equal. Also, further research may uncover ways to streamline the proposed LP, enough to make it practical. The model presented here can be modified in many ways. For example, clearly, a straightforward alternate model could be obtained by substituting out the y-variables, resulting in a model described in x-variable space only. What we have shown here is the model we found easiest to describe and understand.
Conclusions
We have presented a polynomial-sized linear program for the n-city TSP drawing upon "complex flow modeling" ideas. We used an Assignment problem-based abstraction of tours not employing the traditional city-to-city variables of the standard TSP formulation. Integer solutions were obtained in the case of unique optima, and a simple iterative procedure was used to obtain one or more of the optimal TSP routes in the case of alternate optima. We have solved more than one million problems with up to 27 cities using the barrier methods of CPLEX, consistently obtaining all integer solutions, consistent with our theoretical developments. Our work complements our earlier affirmation resolving the important "P versus N P " question. It accomplishes this with a much smaller model than that developed previously by the first two authors.
Paraphrasing/quoting from Diaby and Karwan (2016a), we conclude: 'Our developments (and their incidental consequence of "P = N P ") remove the exponential shift in complexity, but do not suggest a collapse of the "continuum of difficulty," nor any change in the sequence along that continuum. In other words, our developments do not imply (or suggest) that all of the problems in the NP class have become equally "easy" to solve in practice. The suggestion is that, in theory, for NP problems, the "continuum of difficulty" actually ranges from low-degree-polynomial time complexity to increasingly-higher-degree-polynomial time complexities.
However, from a theoretical perspective, we believe that these results make it necessary to reframe the computational complexity question away from: "Does there exist a polynomial algorithm for Problem X?" to (perhaps): What is the smallest-dimensional space in which Problem X has a polynomial algorithm?'
A.1. Alternate abstraction of the TSP Optimization Problem
Theorem 27 Consider the TSP defined on the set of cities Ω := {0, . . . , n − 1}. Assume city "0" has been designated as the starting and ending point of the travels. For the sake of greater clarity, let M := Ω\{0} be the set of the remaining cities to be sequenced, and S := {1, . . . , m}, the index set of the travel legs to cities "1" through "n − 1" (where m := n − 1). Then, there exists a one-to-one correspondence between TSP tours and extreme points of
Proof. Using the assumption that city "0" is the starting and ending point of travel, it is trivial to construct a unique TSP tour from a given extreme point of AP, and vice versa (i.e., it is trivial to construct a unique extreme point of AP from a given TSP tour).
Example 28
We illustrate some of the differences between the city-stage Assignment-based modeling of this paper and the traditional (city-to-city) modeling which induces the standard TSP polytope (i.e., "The TSP polytope") using a 6-city problem with node set {0, 1, 2, 3, 4, 5}.
• Assignment Problem representation of TSP tours:
• Illustration of the Assignment Problem representation on the TSP Graph:
• Illustration of the standard (city-to-city) representation on the TSP Graph:
Remark 29 1. It is not possible to make the city-to-stage Assignment representation induce TSP tours per se by adding a "dummy" city to the set of TSP cities and using it as the starting and ending point of the travels. The reason for this is that the cycle then obtained would not necessarily be a cycle in the actual TSP cities, as the begining and ending cities in that sequence may be different. Hence, the city-to-stage Assignment representation and the traditional (city-to-city) representation of TSP tours cannot be made to become equivalent using constraints expressed in the city-to-stage variables only. In other words, the equivalence (i.e., "making" the cityto-stage Assignment representation induce TSP tours per se) cannot be done mathematically while preserving the ("nice") AP structure.
2. As concerns the extended formulations "barriers" works (Yannakakis (1991); Fiorini et al. (2011; 2012; 2015) ), it is important to observe that AP is also a TSP polytope, since a oneto-one correspondence can be established between its extreme points and TSP tours, and that its mathematical charateristics are unrelated to those of "The TSP Polytope."
According to the Minkowski-Weyl Theorem (Minskowski (1910); Weyl (1935) ; see also Rockafellar (1997, pp.153-172)), every polytope can be equivalently described as the intersection of hyperplanes (H-representation/external description) or as a convex combination of (a finite number of) vertices (V-representation/internal description). "The TSP Polytope" is easy to state in terms of its V-representation. However, no polynomial-sized H-representation of it is known. On the other hand, the H-representation of AP is well-known to be of (low-degree) polynomial size (see Burkard et al. (2009)), and it is trivial to state its V-representation also.
The vertices of AP are Assignment problem solutions, whereas the vertices of "The TSP Polytope" are Hamiltonian cycles. Hence, even though the extreme points of AP and those of "The TSP Polytope" respectively correspond to TSP tours, the two sets of extreme points are different kinds of mathematical objects, with unrelated mathematical characterizations, and there does not exist any a priori mathematical relation between the two polytopes. In other words, AP and "The TSP Polytope" are simply alternate abstractions of TSP tours.
Or, put another way, AP is (simply) an alternate TSP polytope from "The TSP Polytope", and vice versa (i.e., that the "The TSP Polytope" is (simply) an alternate TSP polytope from AP ).
3. As illustrated in Example 28 and also in the first point above, we do not attempt to induce TSP tours per se in this paper. Instead, we develop a higher-dimensional reformulation of city-to-stage Assignment representation, "building" enough information in the modeling variables themselves that the "judicious manipulation" of the costs called for in order to "complete" the abstraction from an overall optimization point-of-view is possible. Hence, we "side-step" (altogether) the issue of having to derive linear constraints that induce explicit TSP tours (which is at the crux of the difficulty in developing an H-description of "The TSP polytope"). In other words, we do not deal with the issue of describing "The TSP polytope" in this paper. Rather we simply perform a reformulation of the city-to-stage Assignment representation discussed above in a higher-dimensional space. Clearly, since we are not modeling cycles/TSP tours per se, this approach can become a complete abstraction of the overall TSP optimization problem only if a proper/judicious objective function to apply to the reformulated-AP solutions can be developed. Note that the issue of a proper objective function to apply in "The TSP polytope" (traditional) modeling approach is a trivial one.
4. Somewhat more philosophically, the most fundamental subtlety to grasp may be the fact that there exists no a priori mathematical relationship (projective or otherwise) between our proposed AP-based model and "The TSP polytope." The associations which can be made between the two conceptualizations are cognitive only, and not "mathematical" a priori. This can be seen, for example, by considering the fact that one could not infer the existence of a (TSP) node "0" from the statement of our constraints only, as indicated in Example 28 above. From a general/common-sense perspective, if the addition of something changes conditions for what was added to, then whatever was added cannot have been "redundant," since that would be a contradiction of the definition of the term "redundant." In the context of this paper in particular, the extended formulations relationships that can be created through additions of redundant variables and constraints to our model can be degenerate ones only, from which it is not possible to make any meaningful inference (see Diaby and Karwan (2016a) and Diaby and Karwan (2016b), respectively, for formal developments of these).
A.2. Non-applicability of the Fiorini et al. (2015) results
Extended formulations (EFs) have been the dominant theory which has been used in deciding on the validity of proposed LP models for hard combinatorial problems. All of the developments are predicated on the model being evaluated projecting to the "natural" polytope of the specific problem at hand. For the TSP that polytope is the one stated in terms of the natural, standard city-to-city variables, and is referred to in the literature as "The TSP Polytope." We show in Diaby and Karwan (2016a) that the generalized version of the model proposed in this paper is not symmetric. Hence, among other reasons, the results in the seminal Yannakakis ) work. We do this by exhibiting polytopes of dimensions greater than zero which refute key foundation results in Fiorini et al. (2015) . For convenience, we will start with a statement of the standard definition of an "extended formulation" as well as those of the alternate definitions used Fiorini et al. (2015) . Then, we will discuss our numerical example. Our numerical example will now be discussed. 
We now discuss some key results of Fiorini et al. (2015) which are refuted by X and U.
1. Refutation of the validity of Definition 31.
(a) Note that the following is true for X and U :
For example,
Hence, U is not an extended formulation of X according to Definition 32.
(b) Observe that the following is also true for X and U :
In other words, X is the image of U under the linear map A. Hence, U is an extended formulation of X according to Definition 31.
(c) It follows from (a) and (b) above, that Definitions 31 and 32 are in contradiction of each other with respect to X and U . Hence X and U are a refutation of the validity of Definition 31 (since it is easy to verify the equivalence of Definition 32 to Definition 30, which is the "standard" definition). 
Refutation of "
each inequality in Ax ≤ bis valid for all points of Q. ..."
The equivalent of (61) in terms of X and U is:
Clearly, (62) is not true, as we have illustrated in Part (1.a) above. Hence, the proof of "Lemma 9. Let P, Q, and F be polytopes. Then, the following hold:
(i) if F is an extension of P, then xc(F) ≥ xc(P);. . . "
The proof of this is stated as follows:
"Proof. The first part is obvious because every extension of F is in particular an extension of P. . . . "
The notation "xc(·)" stands for "extension complexity of (·)," which is defined as (p. "...the extension complexity of P is the minimum size (i.e., the number of inequalities) of an EF of P."
The refutation of these for X (as shown in (56) above) and U (as shown in (57) above) is as follows.
As shown in Part (1) above, U is an extension of X according to Definition 31 (which is central in Fiorini et al. (2015) ). This means that U is an extended formulation of every one of the infinitely-many possible H-descriptions of X. This would be true in particular for the H-description below for X:
Clearly, however, we have that:
Hence, X and U are a refutation of "Lemma 9" of Fiorini et al. (2015) , being that U is the extension, and X, the projection, according to definitions used in Fiorini et al. (2015) . Fig. 4") , their "Theorem 3" and "Lemma 9" play pivotal, foundational roles in the rest of their developments. Hence, we believe we have offered a simple-yet-complete refutation of their developements when polytopes are described in terms of disjoint sets of variables, as is the case for the model in this paper in relation to "The TSP Polytope." Hence, no part of the Fiorini et al. (2015) developments is applicable to the model developed in this paper.
A.3. Meaning of the existence of a linear transformation
We will now provide some insights into the correct meaning/consequence of the existence of an affine map establishing a one-to-one correspondence between two polytopes that are stated in disjoint variable spaces, as brought to our attention in private e-mails by Yannakakis (2013) . The linear map stipulated in Fiorini et al. (2012; 2015) in particular, is a special case of the affine map. In the case of polytopes stated in disjoint variable spaces, if the constraints expressing the affine transformation are redundant for each of the models/polytopes, the implication is that one model can be used in an "auxiliary" way, in order to solve the optimization problem over the other model, without any reference to/knowledge of the H-description of that other model. This is shown in Remark 34 below.
Remark 34
• Let: x ∈ R p and y ∈ R q be disjoint vectors of variables;
• If B T B is nonsingular, then L can be re-written in the form: 
Hence, the linear map stipulated in Definition 31 is simply a special case of L in which b = 0 and B T B is nonsingular.
• Assume that:
-L = ∅ exists, with constraints that are redundant for X and Y , respectively;
the non-negativity requirements for x and y are included in the constraint sets of X and Y , respectively; and that:
(This is equivalent to assuming that the more general (affine map) version of the linear map stipulated in Definition 31 exists.)
• Then, the optimization problem:
Problem LP 1 :
Minimize:
is equivalent to the smaller linear program:
Problem LP 2 :
• Hence, if L is the graph of a one-to-one correspondence between the points of X and the points of Y (see Beachy and Blair (2006, pp. 47-59) ), then, the optimization of any linear function of x over X can be done by first using Problem LP 2 in order to get an optimal y, and then using Graph L to "retrieve" the corresponding x. Note that the second term of the objective function of Problem LP 2 can be ignored in the optimization process of Problem LP 2 , since that term is a constant.
Hence, if L is derived from knowledge of the V-representation of X only, then this would mean that the H-representation of X is not involved in the "two-step" solution process (of using Problem LP 2 and then Graph L), but rather, that only the V-representation of X is involved.
Hence, the existence of a linear map between points of the model in this paper and points of "The TSP Polytope" would simply imply that our model can be used in an "auxiliary" way, in order to solve the TSP optimization problem without any reference to/knowledge of the H-description of "The TSP Polytope" since, as we have discussed above, our modeling is independent of the traditional variables of "The TSP Polytope" and the linear map could only be inferred from our knowledge of the V-description of "The TSP Polytope." Hence, there does not exist any meaningful extension relationship between our constraint sets and an H-description of "The TSP Polytope." Hence, the developments of Fiorini et al. (2012; 2015) in particular, which are predicated on the existence of such a linear map, are not applicable to the developments in this paper. Also, with respect to the developments in Fiorini et al. (2015) specifically, note that the Boolean Satisfiability Problem can be formulated, in a straightforward manner, as a linear program using the more generalized, generic version of the model in this paper developed in Diaby and Karwan (2016a).
Appendix B:
Software Implementation
• General Description and Interface
A software package, TSP LP Solver, has been submitted as supplementary files to this paper. TSP LP Solver builds linear programming (LP) models for the traveling salesman problem and calls CPLEX to solve them as LPs. The interface has been designed to run multiple replications of the chosen problem and run control settings at a time. With this tool, users can: (1) randomly generate or read a TSP cost matrix in multiple ways; (2) directly solve the TSP or only build the LP models; (3) adjust CPLEX settings for different tests; (4) show solutions (optimal objective, variables, routes) in different formats. The MTZ model is available for the purposes of verifying the correctness of the solutions obtained using our LP model. It is solved as an Integer Program, and only its objective function value is displayed. A screenshot of the TSP LP Solver is shown in Figure 16 . TSP LP Solver is written in C# with .NET framework 4 and calls CPLEX 12.5 to solve models. For those with CPLEX 12.5, all functions in this program are available. For those with different versions of CPLEX, problems may happen when calling CPLEX to solve. If so, users need to adjust references in the source code to rebuild the program. Users who do not wish to use CPLEX or to modify the source code can choose the Model Only button in order to build a .lp file (no requirement to use CPLEX) which they can then solve using the software of their choice.
• Data
There are two ways to input data to the solver: randomly generate and read cost data from files. For either way, users can check "Export all replications in XML format" to export cost files in XML format for every replication.
Randomly generating data supports the testing of multiple replications of a problem in a single run. Users input # of Cities (number of cities) and # of Replications. Cost values are generated based on either Euclidean distances or uniformly distributed random numbers. If the Euclidean distance option is chosen, the program will first randomly generate coordinates within a (0, 100) x (0, 100) square plane, and then randomly generate costs within the given percentage range of Euclidean distances. If (absolute) interval limits is chosen, the program will directly randomly generate costs within the given range, not based on Euclidean distances. Other options include whether the cost matrix is asymmetric or not (checked or unchecked), whether the cost matrix is integer or not (checked or unchecked), and whether the triangle inequality holds or is not required (checked or unchecked).
Reading cost files supports XML and CSV formats as input file formats. The required data format can be found in the attached Sample.xml and Sample.csv. The XML data format follows the classic TSPLIB.
• Modelers and Solvers -Modeler Settings
If the Model Only button is chosen, the program will build an .lp file without the requirement to use CPLEX. If the Miller-Tucker-Zemlin (MTZ) model is chosen to be solved, the program will call CPLEX to build and solve the model and display the optimal objective value for reference. If the N5 LP model is chosen to be solved, the program will call CPLEX to build and solve the model and display the solution time, optimal objective value and other solution information depending on which are chosen among the show y solutions, show x solutions and show routes options.
-CPLEX Settings
If users have the correct CPLEX version on their machines, they can adjust CPLEX parameters with this tool and solve the model with different algorithmic settings. For details of each adjustable parameter, please refer to a CPLEX Parameters Reference from IBM.
• Results
All output files are located in the "Results" subfolder of the folder containing the TSP LP Solver executable ("TSPsolvers.exe"), including the XML cost files, .lp files and solution text files.
The solution text file is named as "Tests on #-node random cases.txt" for randomly generated problems and "Tests on given cost files.txt" for tests with reading cost files. This file may include the MTZ objective value, along with the N5 LP model objective value, solution time, number of variables, number of constraints, values of the non-zero y variables, values of the non-zero x variables, and optimal routes.
The optimal routes are retrieved using our iterative elimination procedure. In the case that many alternate optimal TSP routes are involved in the solution (e.g. when a non-crossover interior-point method stops on a face due to alternate optima), the program will display all or a subset of these routes for reference. If it is desired that all of the alternate optimal routes in the solution be always displayed, users need to adjust the source code. We provide two versions of the iterative elimination in the source code: SplitRoutesByY() is a greedytype implementation; EnumerSplitByY() involves an enumeration scheme for "tracing" the TSP paths through the y-variables with positive values in the solution. EnumerSplitByY() is more robust to avoid failure due to numerical issues, but is time-consuming. Besides these two methods, users can also apply perturbation means (Mangasarian, 1984) to make one the alternate optima the unique LP optimum, or a polynomial-time interior-point method which stops at a vertex optimum such as described in Wright (1997) .
If any one of the following two cases is found, the program will create XML cost files for records for further analysis: (1) MTZ and N5 LP models result in different optimal objective values (this has never happened in our more than 1 million tests); (2) There are many optimal routes and the program only displays a subset of them.
