A new version of the fast Gauss transform (FGT) is introduced which is based on a truncated Chebyshev series expansion of the Gaussian. Unlike the traditional fast algorithms, the scheme does not subdivide sources and evaluation points into multiple clusters. Instead, the whole problem geometry is treated as a single cluster. Estimates for the error as a function of the dimension d and the expansion order p will be derived. The new algorithm has order`d +p+1 d´( N +M ) complexity, where M and N are the number of source-and evaluation points. For a fixed p, this estimate is only polynomial in d. However, to maintain accuracy it is necessary to increase p with d. The precise relationship between d and p is investigated analytically and numerically.
Introduction
The Gauss transform is important in many applications, ranging from financial calculus [4] , image processing [5, 14] , multivariate data analysis [11] , machine learning [15, 9] and approximation by radial basis function [8] , to name only a few. The task is to find the potentials Φ(x i ), 1 ≤ i ≤ N , for given sources q j , 1 ≤ j ≤ M , such that
where x i ∈ R d is the location of the i-th evaluation point, y j ∈ R d is the location of the j-th source, δ > 0 is the variance, d is the dimension and |·| is the Euclidean norm. We assume that the scaling is such that all sources and evaluation points are located in the unit cube C d := [−1 , 1] d . The direct computation of the sum at every evaluation point is an O(N M ) algorithm which is prohibitively large even for moderate values of N and M . However, it was recognized early on that a variant of the fast multipole method can be used to evaluate the potentials in optimal O(N + M ) complexity. This is the fast Gauss transform, introduced by Greengard and Strain [6] .
The algorithm subdivides the unit cube into smaller cubes and approximates interactions between the small cubes using moments-to-local (MtL) translation operators. The complete algorithm consists of computing the moments, computing the MtL translations, and evaluating the truncated series to obtain the potentials. The fast Gauss transform is simpler than the tree codes developed for potential theory in that it suffices to have only one level of interacting cubes.
The cost of the fast Gauss transform depends on the complexity of one MtL translation and the number of interacting cubes. Since the Gauss kernel decays exponentially, only nearby interactions have to be computed, thus it is possible to choose the parameters (number of cubes in a linear direction, number of expansion terms) such that the complexity is optimal and independent of the variance.
The fast algorithm computes only an approximation of the potential, because the Gauss kernel is replaced by a truncated series expansion. The conventional approach is to work with the Taylor series of the Gaussian. This is also known as the Hermite expansion since derivatives of the Gaussian involve Hermite polynomials. After the original papers, several optimizations and extensions of this algorithm have been discussed, e.g., [2, 7, 10, 12, 14] .
In addition to the original papers, there is a number of papers that discuss the error that is introduced by the truncation of the Hermite expansion, e.g., [3, 13] . From these papers it is evident that it is difficult to obtain realistic error estimates in dimensions larger than one.
In this article we are primarily interested in case of high dimensions. Although the optimal O(N + M ) complexity of the original FGT holds in any dimension, the constants grow exponentially with d and thus the algorithm suffers from the curse of dimensionality. There are two aspects of the algorithm that contribute to this exponential dependence. The first is that if the domain is subdivided into L cubes in each direction then the number of interacting cubes grows at least like L d , assuming that the distribution of sources and evaluation points is fairly uniform. The second aspect is that the number of terms that have to be retained in the expansion grows exponentially with the dimension.
To address the first issue, more efficient space subdivision schemes have been considered [10] . In our work we avoid the first problem altogether by using only one cube that contains all sources and evaluation points. In this setting it is necessary to have an expansion of the Gauss kernel that converges rapidly in the whole unit cube, especially for small values of the variance. It is well known that the Hermite expansion converges rapidly only in a neighborhood of the expansion point. On the other hand, we will show that the Chebyshev expansion has good global convergence properties.
To address the second issue, we retain the terms in the multivariate Chebyshev series where the sum of the orders is less than p. A similar approach been considered for the Taylor series expansion in [10] . Thus the number of terms is d+p d , which grows only like polynomial in d. Furthermore, we will show how to exploit the Kronecker product form to compute the MtL translation using less than d(p + 1)
multiplications. Thus for a given order the algorithm has polynomial complexity.
However, in the complexity estimates it is important to take approximation error under consideration. Our analysis shows that to control the error of the potential in a weighted L 2 -norm it is necessary that the order must be proportional to the dimension. Thus the complexity still has an exponential dependence on the dimension. However, our numerical results suggest that this dependence is very mild and hence we are able to compute Gauss transforms in dimensions as high as 28 on an eight gigabyte workstation.
The outline of the paper is as follows. In Section 2 we derive the approximation theory of the Gaussian using Chebyshev expansions. and demonstrate that the expansion coefficients can be represented in closed form using Bessel functions. Then in Section 3 we describe the one-dimensional fast Gauss transform. Section 4 extends the methodology to arbitrary dimensions and describes how to write the MtL transform in Kronecker product form. Error and complexity estimates for the multidimensional case are derived in Sections 5 and 6. Section 7 concludes with numerical results.
Chebyshev Expansion of the Gaussian
We consider the expansion of the one-dimensional Gaussian in Chebyshev polynomials. It is well known that the Chebyshev polynomials
where γ 0 = 1 and γ n = 2 for n ≥ 1. Thus the Gaussian has the expansion exp − r
with coefficients
The integral can be expressed in closed form, using Bessel functions. To see this, recall Formulas 9.1.44 and 9.1.45 of [1] , which can be combined as
Here J n denotes the Bessel function of order n. If we replace θ → 2θ, set z = i/(2δ) and multiply by exp(−1/(2δ)), we obtain
If r = cos θ then the left hand side is the Gaussian, and the right hand side is the expansion in Chebyshev polynomials. Thus the coefficients in (2) are
To obtain error bounds of the truncated series in (2), we need to estimate the coefficients. Since it is hard to find uniform bounds for Bessel functions of arbitrary order and argument, it is more promising to work with the integral definition of the coefficients in (3). The estimate below depends on the following technical result.
Lemma 2.1 Let
Proof. It is easily checked that
Lemma 2.2 For every a > 0 the estimate
Proof. After change of variables x = cos θ the integral in (3) becomes
This integrand is periodic with period 2π and is an entire function in the complex θ-plane. By the Cauchy integral theorem, the contour of integration can be moved byã units in the upper imaginary half plane. Hence
and we may estimate
Elementary manipulations lead to
Re cos
where a = exp(ã). Thus
where I(b) was defined in Lemma 2.1 and
Because of 1
the assertion can be derived from Lemma 2.1. Since the estimate of Lemma 2.2 is valid for any positive a, we can choose a that minimizes the last estimate. Simple calculus shows that the optimal value of a is
where
The function κ(t) is monotonically increasing for t ≥ 0, furthermore
We denote the p-term expansion of the Gaussian by G p , i.e.,
and the remainder by R p . Since
Using estimate (6) and the remainder of the geometric series the following bound can be derived
wherep = p + 2 if p is odd andp = p + 3 if p is even. The second step is justified because κ(·) is monotonically increasing. If δ is fixed and p → ∞ then we obtain from the asymptotic (8) that
Thus the convergence is super-exponential, which has to do with the fact that the Gauss kernel is an entire function. Furthermore, the estimate makes clear that the convergence is slower when δ gets smaller. The Chebyshev coefficients and their estimates are shown in Figure 1 .
One Dimensional Gauss Transform
The fast Gauss transform described below depends on a truncated series expansion of the Gauss kernel, which is the exponential in (1) considered as a function of the x-and the y-variable. We will consider two different truncation methods, the first is to truncate the Chebyshev expansion in both variables, the other is to truncate the expansion of the Gaussian in the r-variable and then use an addition theorem of the Chebyshev polynomials. 
where the coefficients are
Unlike the case of the Gaussian, there does not appear to be a closed-form expression for the coefficients of the Gauss kernel. Thus the integrals have to be computed by quadrature when the method is implemented. We will comment on this issue in Section 7. The expansion (14) is truncated by retaining all terms smaller than a given order p, the resulting approximation is denoted bỹ
and the remainder is denoted byR p (x, y). By orthogonality,G p is the best approximation in the L 2 w × L 2 w -norm.
Expansion based on an Addition Theorem
An alternative way to obtain an approximation of the Gauss kernel is based the following addition theorem of Chebyshev polynomials.
Lemma 3.1 There are coefficients a (n)
k,l such that
For any p ≥ n, the coefficients are given by
Proof. Since T n is a polynomial of degree n it follows that T n 1 2 (x − y) is a linear combination of the monomials
is also a basis for this subspace assertion (16) follows. By orthogonality, the coefficients are given by
If the integrals are replaced by the p-th order Gauss-Chebyshev quadrature rule, which is exact for this integrand when p ≥ n, then assertion (17) follows. To approximate the Gauss kernel, begin with the expansion of the Gaussian in equation (9) exp
where, by the addition theorem,
The coefficients are given by
and the remainder of the truncated series of the Gauss kernel is
The convergence results of Section 2 apply since |x|, |y| ≤ 1.
Fast Gauss Transform
To compute the sum in (1) efficiently, replace the Gauss kernel by one of the two truncated Chebyshev series expansions described above. Thus the potential at the evaluation points Φ(x i ) is approximated by Φ p (x i ), given by
Here, E k,l = E k,l (δ) in the case of the two-variate expansion and
k,l (δ) in case of expansion with the addition theorem. Rearranging the order of summation, we see that the approximate potential has an expansion in terms of Chebyshev polynomials
where the expansion coefficients are
Here µ l are the moments of the sources, which are given by
Instead of evaluating the exact potentials Φ(x i ) via the sum in (1), we use the following procedure for computing the approximate potentials Φ p (x i ).
Fast Gauss Transform 
Approximation Error
If the Gauss kernel is approximated with the addition theorem, error estimates for the potential follow directly from the previously derived estimates for the remainder of the Gaussian. The case of the L 2 w -orthogonal expansion is more difficult, since it is hard to estimate the magnitude of the coefficients in the twovariate Chebyshev series (13) . Instead of finding bounds for these coefficients, we will use the optimality of the approximation in the L 2 w -norm. Since this type of argument will reappear in the analysis of the multi-dimensional transform, we will discuss the details below.
In view of (20) the error of the potential when using the L 2 w -orthogonal expansion can be expressed by Chebyshev series
where the expansion coefficients arê
By orthogonality, it follows that
To estimate the l 2 w -norm ofλ we apply the Cauchy-Schwarz inequality to (23)
Multiplying by π γ k and adding over k leads to
The expression in the brackets is the L 2 w -norm of the residual. Since the L 2 worthogonal approximation is optimal, we can use the approximation based on the addition theorem as the upper bound, hence,
Combining the last estimate with (24), (25) and (11) leads to
Multidimensional Transforms
If the sources and evaluation points are located in a d-dimensional Euclidean space then the Gauss kernel separates
Expanding each term in the product shows that the expansion of the multivariate Gauss kernel are products of single-variate expansion coefficients
Here and in the following we use the usual multi index notation α = (α 1 , . . . , α d ), |α| = α 1 + . . . + α d , and define the multivariate Chebyshev polynomial by
) and the multivariate coefficients by
We seek an approximation of the Gauss kernel in the space of 2d-variate polynomials of degree p 
L 2 w -orthogonal approximation
In analogy to the one-dimensional case we can simply truncate the Chebyshev series, and obtainG
The corresponding residual is denoted byR p (x, y). By orthogonality of the Chebyshev polynomials, (28) is the best approximation of the Gauss kernel in Π 2d p with respect to the L 2 w -norm, and the residual is L 2 w -orthogonal toG p . Furthermore, the coefficients are products of the single-variate coefficients, which will be important for efficient MtL translations. Thus the approximation (28) will be the starting point for the multivariate fast Gauss transform.
Because of the products in (27) it is difficult to estimate the approximation error. Therefore we will consider a second approximation scheme to the multivariate Gauss kernel, for which the error estimates for the one-dimensional Gaussian apply.
Radially symmetric approximation
The derivation of the radially symmetric approximation begins with the onedimensional Chebyshev series of the Gaussian
where R p is the remainder of the Gaussian, defined in (10), and
Note that if x, y ∈ C d then the argument to the Chebyshev polynomials is less than unity, therefore the estimates of the remainder derived in Section 2 apply. Furthermore, because of (4), the sum contains only terms of even order, thus (29) is in Π 2d p . This follows directly from the following lemma.
Lemma 4.1 If n is even then
Proof. For even n, T n (z) is a polynomial in z 2 , hence there are coefficients a k such that
From the binomial formula it follows that
Combining the last two results implies the assertion.
Because of the Lemma, we have coefficients E (p)
α,β such that
Unfortunately, the coefficients E (p) α,β are not products of single-variate coefficients, thus the tensor-product form of the Chebyshev series is lost, and therefore the radially-symmetric approximation is not attractive for numerical computations. It will be important for error estimates, which will be discussed in Section 6.
Multivariate Fast Gauss Transform
Replacing the Gauss kernel in (1) byG p leads to the multidimensional Gauss transform. Similar to the one-dimensional case, the potential has the expansion
The expansion coefficients are determined by the MtL-translation
where the moments are given by
We illustrate the issues of evaluating the MtL-translation for the case of three dimensions. Writing out all indices explicitly, the translation is
The expansion coefficients can be computed by a sequence of one-dimensional transforms. Set λ (0) = µ and compute
α1,α2,α3,β3 , then λ = λ (3) . Unfortunately, λ (1) has five indices and λ (2) has four indices instead of just three. Thus their computation is expensive because of the large number of terms that have to be computed. It is possible to better exploit the Kronecker product form of the Gauss kernel by including more terms in the computation of the λ's. In the three-dimensional case this can be accomplished by evaluating the following expression
In this case λ (1) depends only on three indices
.
p it is sufficient to compute the λ (0) 's for indices in S 3 p , since the indices in the above sum satisfy
If the λ (2) 's are computed for indices (α 1 , α 2 , β 3 ) ∈ S 3 p then by the same token, we only need the coefficients of λ (1) 
α1,α2,β3 .
As before, an inspection of the upper bound in the summation shows that we only need the coefficients of λ (2) in S QtM and LtP translations. The computation of the moments is done by a straightforward evaluation of the sum (32). Likewise, the computation of the potentials is done by evaluation of the sum (30) for every evaluation point. Hence the complexities for these operations are
respectively, where N T is the cost to compute T α (x) for a given x and α ∈ S d p . The obvious method for evaluating the multivariate Chebyshev polynomial is the following algorithm.
Direct computation of T
Step 1 is of lower order and will be be neglected. The main contribution comes from Step 2 which entails
Since T α must be computed once for every source-and every evaluation point it is worthwhile to optimize this calculation. An alternative algorithm is based on the observation that multi indices can be generated by recurrence. From the definitions it is clear that
This motivates the following algorithm. 
Set T
(1)
To assess the complexity of this algorithm we count the number of multiplications in Step 3.
In lines 3 and 5 of the above calculation we have used a well known property of binomial coefficients, [1] , Formula 24.1.1. Comparing the direct computation of T α (x) and the computation by recurrence leads to the ratio
, which shows that the computation by recurrence can be significantly faster than the direct computation. Neglecting lower order terms, the total cost of the fast Gauss transform is
In a typical situation N, M d, p, thus the cost of computing the QtM and LtP translations dominates over the cost of computing the MtL transform.
Multivariate Approximation Error
To estimate the error introduced by the fast Gauss transform we precede in a similar manner as in Section 3.4. We begin with the expansion of the error
With a calculation similar to the one-dimensional case in Section 3.4 we obtain
whereR p is the residual grow algebraically in the dimension. In fact, estimate (35) implies that the growth is exponential #S
with constants
and µ 2 = (1 + µ) 1 + 1 µ µ .
Numerical Results
We have implemented the fast Gauss transform for arbitrary dimension and expansion order. The code was written in C, compiled with the gcc compiler and tested on a single core of a dual core AMD Opteron with 2400 MHz clock speed. The system's memory of eight Gbyte was sufficient to run all examples described below in core memory. We compute the Gauss transform for the case that the source-and evaluation points coincide. Their location and the source strengths are generated randomly with the C-library routine rand(). The output of the random number generator is normalized such that the points are in C d and the source strengths are in the interval [0, 1]. We do not re-seed this routine between successive runs which ensures that we obtain the same sources when comparing results with different parameters.
To assess the accuracy we compute the potentials at the source points using the direct O(N 2 ) algorithm and compute the maximal relative error on the node points
Note that our theoretical results mostly pertain the L 2 w -error. However, this quantity is not directly available and hence we resort to the maximal error.
Since the expansion coefficients of the Gauss kernel E k,l have no closed-form expression, we investigated computing the integrals (14) by Gauss-Chebyshev quadrature and replacing the coefficients by E (p) k,l defined (18). This resulted in only marginal differences in the results.
To illustrate the behavior of the fast Gauss transform, we have performed three experiments, which are described as follows.
1. Test of the error as a function of the variance δ and expansion order.
The results are shown in Figure 2 . The dimension is three and there are 10,000 points. The error decreases super-exponentially with the order and the rate of decrease deteriorates if the variance is reduced. Thus the behavior is similar to the Chebyshev coefficients illustrated in Figure 1 . 2. Dependence of the CPU time as a function of the number of points and the dimension for variance δ = 0.5 fixed. We select the expansion order such that the relative error is not greater than 0.02. By experimentation we find empirically that this can be accomplished if the orders are chosen as in Table 1 . The results in Figure 3 clearly show the linear scaling in Dimension 4 6 8 10 Order 6 8 10 12 Figure 3 .
the number of points for a given dimension. For a higher dimension the constant factor is larger, resulting in parallel lines on the logarithmic plot. The figure also displays the quadratic scaling of the direct evaluation.
Here the constant factor depends in a much weaker way on the dimension. As a result, the fast Gauss transform is only faster if the number of points is sufficiently large, especially in high dimensions. As it is evident from the plot, the cross over for dimensions less or equal eight occurs before 2, 000 and for dimension ten at about N = 30, 000. 3. Dependence of the CPU time as a function of the dimension for a fixed number of points and fixed expansion order. To compensate for bigger errors in higher dimensions we increase the variance by the formula δ = 0.2d. According to the theory, the L 2 w -error for a fixed expansion order should still increase with the dimension. However, as Figure 4 suggests, the relative maximum does not appear to grow. According to our complexity estimates the CPU time should grow like a polynomial. This is well reproduced in the logarithmic plot, that shows that the curve for the CPU time approximates a straight line well when the dimension is high enough. 
