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Abstract— Diabet Diagnosis is a very problematic issue in 
medical diagnosis. Diabetes is a dangerous and complex 
disease with different characteristics. Therefore, so much 
effort has been put into developing various methods and 
final diagnosis. So trying to use many different methods and 
final diagnosis has been developed. Nowadays, many clinical 
trials, which are relatively complex, are carried out. Early 
diagnoses of diabetes dramatically reduce injuries and 
damage caused by the infection in community. Perhaps the 
most important methods of diagnosis are perfomed, in early 
stages of the disease. In this study, a method for correct 
proper diagnosis based on the optimal features of the 
disease was introduced. By Using a combined artificial 
intelligence methods, including search algorithms (PSO1) to 
explore or search and select the best features, Data mining  
methods (SVM2) got to classify and categorize data (patient 
characteristics led to the diagnosis of non-patient) Nero fuzzy 
adaptive systems (ANFIS3) for modeling or detec tion and 
identification of structural parameters of the disease, 
diabetic patient has been detected. The proposed system 
using a combination of these methods was successful to 
achieve 91.18% in precision for diabetic patient 
identification. Accurate detection by combination and 
interaction of these methods based on the optimal 
appearance and laboratory features, introduced by the 
proposed algorithm from the database (PID4) that Compared 
with the common methods of detection and diagnosis of 
patients with one side and artificial methods of the 
authorities on the other hand, its kind and even more 
accurate than other methods, the result is a smart 
combination. It's kind and has better than even more 
intelligent system answer that had been introduced, given in 
this document. 
 
 Index Terms— Diabet, Insulin, Features, intelligent 
Processing 
I. INTRODUCTION 
Diabetes is one of the most common diseases in the 
world. According to the reports, about 220 million 
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people around the world suffer from this disease [1, 2, 
and 3]. Diabetes is a kind of disease which body's insulin 
production or consumption is disturbed. That is mainly 
diagnosed by blood (Plasma Glucose Fasting) and saliva 
tests. Diabetes is divided into three types; type I, type II 
and type III. Type 1 Diabetes or insulin dependent 
diabetes mellitus (IDDM) mostly are seen in children or 
at earlier age. In this type of disease, body is not able to 
produce insulin. Only 5% of people suffer from this type. 
Type II diabetes or non insulin dependent diabetes 
mellitus (NIDDM) is observed in 90% to 95% of diabetic 
patients [3]. Insulin is secreted in this type, but body is 
resistance to use insulin. This type of diabetes is 
common in adults, obese and equally in both women 
and men. The third type of diabetes occurs in pregnant 
women and it mainly becomes type II diabetes after 
pregnancy [4]. In recent years, so much attention has 
been paid to medical data mining method. So that, if 
the information is in several categories, it would be 
better to combine them to gain higher accuracy [5] and 
provide more accurate results than any of them [6-12]. 
Each Data category or method has its own abilities and 
weaknesses that may act, well on a data set or 
elsewhere the desired result [13]. So to achieve stable 
and favorable answer, has been provided composition 
of desire a smart way because diagnosis diabetes a big 
help on controlling in disease progress and faster 
treatment. So far, most research in many ways different 
from GRNN [14], neural networks such as RBF [14, 15], 
data mining methods such as PCA [14], kth near 
neighborhood [16] and using a hybrid PCA-ANFIS [14] 
has been done on the disease for diagnosis. We first 
describe the general approach, Then according to the 
flowchart (1), review the contents. 
Proposed an Intelligent System for Diabet Diagnosis Based on 
Combined Intelligent Algorithm  
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II.  IMPORTANCE OF FEATURES IN SELECTION AND 
EXTRACTION 
First you need to select and extract the proper  
features in selection problem. In fact, feature selection 
Problem; Select the best features that have Maximum 
power at output prediction [18]. Definition of optimal 
subset depends on the problem that we want to solve 
[19]. At taht Methods, eigenvalues of the vectors are 
represented. Accentuate to all  features on this basis is 
not always proper. The Eigen vectors do not always 
contain useful information. As reported by (Xiang. T) 
[20], it is expected to have more, better results but in 
practice can be seen that this leads to reduction in 
accuracy [21]. Therefore, to achieve a suitable 
representation, it is essential to choose the best feature 
vector or simplified feature vector. A common pattern 
recognition system consists of 4 sections, Feature 
extraction, Feature selection, Designing and training 
classifier, and the final step is a test. Binary Particle 
Swarm Optimization in this study, is algorithms for 
search and selecting effective features, support vector 
machine algorithm for a simplified features, and 
adaptive Neuro Fuzzy system is used for the 
classification of test data [15, 3, 22] and diagnostic 
modeling system 
III. METHODS AND PROPOSED ALGORITHM 
At first, Data are extracted from [14, 17] (database), and 
then will  be delivered to Binary PSO that Support Vector  
Machine which is in cost function. According to cost 
function considered, Classification algorithm (SVM) and 
repeating the optimization process by PSO algorithm, 
four effective and optimal features selected (Due to 
travel restrictions in the input fuzzy adaptive systems) in 
classification and classify patterns of non-ill  patients is 
done by this algorithm. Until  obtained 4 Optimized 
features in detec tion and classification. Finally, the 
fourth feature vector corresponding to the diagnostic 
database, Delivered Neuro-Fuzzy inference systems for 
modeling and identification of the final diagnosis. 
IV. DATA BASE 
The data used to test the proposed system, are from 
PID data set on [14, 17] reference. This data contain 
eight features of 768 women who are at least 21 yea rs 
old. Out of 768 patients, 500 healthy cases and 268 
cases are suffering from diabetes. 8 features that 
defined by the World Health Organization are: A: Age 
and B: The history of diabetes, C: Body mass index 
(kg/m2), D: Two-hour serum insulin (mu U / ml), E: 
Brachial triceps skin thickness (mm), G: Blood pressure 
(mm gh), H: The two-hour plasma glucose concentration 
























     Figure 1: Proposed Algorithm 
 
V. PARTICLE SWARM OPTIMIZATION 
Particle Swarm Optimization Algorithm is one of 
parallel search algorithms that is based on population 
and it was introduced in 1995 By Eberhart & Kennedy 
[23, 24]. That starts to work by a group of random 
solutions (Particle or Birds). In each step of swarms 
movement, place of each swarm is updated by two 
quantity of the best. In each iteration, Algorithm will 
update every bird according to equations (1, 2) as 
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Figure 1: updating X and V in PSO 
 
In equation (1), W (by considering *25+) is “Inertia 
coefficient” that exists in domain *0-1.25]. C1 and C2, 
rate of individual and swarms experience select in 
domain [0-1.5]. Regularly, 1.2 or 1.5 quantities are used 
for both of them [26, 27]. Two numbers of r1 and r2 are 
also random numbers in domain [0-1]. Also speed final 
quantity of each swarm limits to avoid the algorithm 
divergence to one domain, and V is a member of [Vmin, 
Vmax] domain [2, 7 and 17] scope. (2) Equation also 
updates vector of swarm's present situation in regard to 
new speed. Change the binary Algorithm update 
equation is done in two steps, Using (3) equation to 
change the speed. (B) Apply sigmoid function in (4) 
equation to l imit speed at [0, 1].  
If (rand ( ) < S(Vij[t+1])) Then  Xij [t+1] =1 Else Xij 










tvijs          (3,4) 
For considering a 4-bit binary string that contains only 
4 active bits or "1" in it that we use Binary PSO. (To find 
only 4 effective features) In BPSO each particle starts by 
a vector such as under vector. 
 
 
"0" indicates that the feature is removed and "1" 
indicates that the feature is selected. It seems that 
accurate identification is more important than small 
subset selection. Although between two sets that lead 
to same result, smaller set is preferred Thus  according 






                                     (3) 
Which in it |n| is Number of Features and |s| is number 
of selected Features. First sentence is accurately 
identified coefficient and second, is the rate coefficient 
of reduced features. Sum of α and β coefficients are 
fixed and get equal to 100. Now, according to the 
importance of careful identification and to reduce the 
number of features used in the diagnosis, α and β 
Coefficients are set. Due to the importance of accurate 
identification and fewer features that are used in 
diagnosis, α and β Coefficients are set. Certainly in this 
problem, detection accuracy is very important and 
therefore the α (here 99) will  be Larger  than β (here 1). 
BPSO algorithm parameters according to Table (1) are 
set. Cost function Struthers shown in figure (2) 
TABLE I. BPSO PROPERTIES 
 
Clearly, BPSO starts with random set; in fact it tries to 
introducing us the best subset by maximum power in 
pattern recognition. Some subset by most useful 
information reduces feature vectors that are 









Figure 2: BPSO Cost function in proposed algorithm 
VI. SVM" CLASSIFICATION ALGORITHM 
SVM is a supervised learning algorithm in applications 
such as separation and classification of data that can be 
used [3]. This algorithm can be divided training data into 
2 sets. Essentially, the data are separated by a Printable 
line. And otherwise the algorithm tries to map features 
by φ function to higher dimensions and separate data 
by an acquired page with more precision that shown in 
(Figure 3). 
1 1 0 1 0 0 1 0 
Optimization Algorithm BPSO 
Initial Population 20 Particle 
Maxiter 300 iter 
C1 1.5 
C2 20 
W inertia 1.2 
Vmax +4V[18] 
Vmin -4V[18] 
BPSO Cost Function 
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Figure 3: map data from input space to feature space  
Equation (5) is the data classification acquired page. 
(6 and 7) Equation about parallel acquired page is the 
relationship based on marginal maximum conditions. 
0b-x× w  (5) ,   1-b-x× w (6) ,  1b-x× w  (7) 
In drawing these simple functions, 
w
2  is the distance 
between the two margins. In this relation x is the input 
variable, w is normal vector of line, and b is the 
intercept of l ine. Here, SVM, are classing the BPSO 
algorithm output. In order to expedite and reduce the 
calculations in this article linear function of SVM to 
separate healthy of sick people, is used. With applies 
SVM Algorithm on the second feature at [22] database 
Figure 4 is obtained [3].  
 
Figure 4: Applied SVM Algorithm on first two features database [3] 
After “1000” times performance final and proposed 
Algorithm, Four desired features are determined. These 
features (most optimal features), during the identified 
process iteration, have been most fr equently identified 
From SVM and BPSO algorithms. It is easy to decide 
which features must deliver to adaptive neuro fuzzy 
system, shown in fig (5). 
 
Figure 5: obtaining 4 optimal features in 1000 iter in optimized 
features and searching process  
VII. ADAPTIVE NEURO FUZZY INFERENCE SYSTEM 
Try by using the idea of Algorithms BPSO and SVM 
combining a desirable feature of the disease were 
selected and simplified. Then by using the optimal 
patterns that made by an adaptive neuro fuzzy 
algorithm (ANFIS) diagnosis of diabetes should be 




Figure 6: neuro Fuzzy by sys Derived from [28] 
 
In these systems by using data input-output as training 
data, a fuzzy inference system as sugeno type is 
created, its membership function parameters are 
adjusted by using back propagation algorithm and least 
squares method [28]. ANFIS structure in Figure (6), 
circles are fixed nodes and rectangles are adaptive 
nodes. If a sugeno fuzzy system with two inputs (x and 











(8, 9)  
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TABLE II. ANFIS PROPERTIES 
  
The ANFIS Algorithm used in this study, adapted from 
[28] in Table 2 is expressed. 
Nero fuzzy adaptive systems, can be generalized A 
neural network by fuzzy system as 5 layers. First layer: 
This layer is input layer. Which amount awarded to each 
input of different fuzzy range is specified, and is defined 
as follows. Can be any fuzzy memb ership function, For 
example, if Gaussian membership function is used. 












σi and ci are the parameters of the Gaussian 
membership function according to their forms. Layer 2: 
values in this layer, each input into each node multiplied 
together and obtained second rule. Output of each 
node represents power of a law. Layer 3: Nodes in this 
layer, is calculating relative weight of the law. Layer  4: 
This layer is called the law, Rules; Results of operations 
on signals are entered to the layer. Following 
parameters are known. The Set consists of {(p1, q1, r1), 
(p2, q2, r2), ...} then call  S2. To this parameters set, 
called the RHS. Layer 5: in this layer is the last layer in 
network that consists of a node. Only nodes in this 
layer, Sum all  inputs to this node will  be performed 
[33].As mentioned above, in structure of ANFIS model, 
S1 set are Adaptive parameters, And S2 are set 
following parameters. When simulation is performed 
correctly, so that both of these parameters are 
estimated, the model error function Value, will  be in 
minimum at education and experience. Usually the 
value of these parameters are obtained in two steps. In 
first step, called a step forward, S1 parameters are 
assumed constant And S2 parameters are calculated by 
using Mean Squares Algorithm errors (MSE) (shown in 
Fig (7)). In the second step, which is called a step 
backward, S2 parameters are assumed constant and S1 
parameters are obtained by using reduced gradient 
algorithm. In the second step, which is called a step 
backward, S2 parameters are assumed constant and S1 
parameters are obtained by using reduced gradient 
algorithm.  
 
Figure 7: MSE error histogram 
 These operations calculated in training phase or epoch. 
With calculating set of model parameters, Output value, 
obtained Per arranged pair as training data that deliver 
to model . This value that is predicted by the model, 
compared with real value that are calculated by ANFIS 
training error model. In every epoch of training, model 
parameters have been changed, and subsequently, 
changed model the experimental and training error and 
to be added to model training epoch number, reduce 
the less amount of model training error, until, test error 
curve begins to swing it or increases. In such 
circumstances, so-called model has been in over  
education situation. The iterative optimal is elected, in 
which model is Not entered over education. This 
situation should be avoided in training ANFIS models 
[33]. In following diagram, neuro fuzzy inferenc e system 
error value and behavior are specified. So, fuzzy 
inference system prediction error is shown in Figure (8).  
 
 
Figure 8: fuzzy inference system prediction error 
 
epoch 500 
Error in Training 0.02 
Initial Step 0.02 
Percent in Reduction Initial Step 0.9 
Percent in Improvement Initial Step 1.1 
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In general, can stated all  the process that led to the 
diabet diagnosis so involves BPSO and SVM selected 
that "4" effective and optimized features According to 
objective function, search process optimization or 
search algorithm. Then In order to final diagnosis those 
features delivered to adaptive neuro fuzzy systems. 
Finally, neuro fuzzy system inputs, doing accurate 
modeling to correct diagnosis. These inputs are vector 
or features of samples. Features such as the following 
vector: 
 
These effective and optimal features in individuals are 
these: A: age (first feature), B: the history of diabetes 
(second feature), C: Two-hour serum insulin (feature 
fourth) and D: plasma glucose concentration in two 
hours (feature seventh). MATLAB is used as simulation 
to demonstrate the capabilities of the proposed system, 
Cross-validation process 10 -fold (Adapted from [26]) 
was implemented on database by 569 sample parts. 
Those were divided into 10 categories. 9 parts with 77 
samples and 1 part with 75 samples, so each section 
contains a combination of sick and healthy. At cross-
validation - 10 fold, 9 parts of the data for training and 
the remainder was used for testing. The training and 
testing process is performed 10 times in a row So that 
each time different parts of the test are excluded. 
Results are listed in Table 3 For better comparison, we 
compared results with following results in Table that are 
in table (3). Reference [3], led to the identification of 
221 people, in [14] evaluation 239 people, in [15] 
evaluation 202 people In [16] evaluation 182 people 
And in proposed system which 246 of 268 patients were 
identified.  
 
TABLE III. SIMULATION AND EVALUATION RESULTS 
 
According to the table (3) you can easily decided about 




In this opportunity, also by comparing relatively similar 
systems performance (not found similar system As far 
as authors know) determined that the proposed hybrid 
system can act more closely. Finally, according to the 
results in Table 3 and comparison with the ANFIS 
algorithm with other intelligent methods in previous 
studies [3, 14, 15, 16] such as Combining Algorithms 
SVM and  ANFIS, Systems combining ANFIS-PCA, RBF 
neural networks and the neighborhood With more 
accuracy in the diagnosis and also by less Patterns 
Which for applies binary optimization Al gorithm and 
Support Vector Machine We seek to do more practice 
because by more accuracy (Due to a reduction 8 into 4 
features only those features Which have more impact in 
medical science really) and speed, it can be used as a 
tool for the diabetes diagnosis. Of course main goal of 
this research is to achieve 100% accuracy, to ensure 
that artificial intelligence systems and give them 
practical aspects. If you have a high knowledge, 
adequate control and understanding on intelligent 
system and data mining and disease then achieving such 
a goal is possible, In the not too distant future That God 
would want. 
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