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Abstract
Over twenty percent of amino acids are ionized under biological conditions, and the sub-
sequent electrostatic interactions have substantial effect on protein crystallization, binding,
catalyzation, and recognition. These electrostatics along with other intermolecular forces
create a delicate balancing act of repulsive and attractive forces. This thesis explores the
effects of electrostatics on the formation of dense ordered structures.
In dense protein aggregates the repulsive electrostatics are dominated by the entropic
cost of compressing salt ions in the electrostatic screening layer. A non-local electrostatic
interaction was derived to describe this behavior, and was used to examine the interplay of
attractive energies and repulsive entropy on protein colloid stability and the crystallization
process.
Using a simple analytical model it was predicted that the derived electrostatic effects
describe a finite window in phase space in which crystallization can occur. This simple
model was expanded upon via computational methods simulating hard spherical particles
aggregating under short-ranged attractive interactions and the repulsive electrostatics.
From the computational simulations phase and dynamical data was extracted to con-
firmed the initial insight of the analytical model. The simulations also introduced new in-
formation not described by the simple model, most notably a metastable amorphous phase
caused by the competition of energies and entropies.
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Chapter 1
Introduction
A colloid is a two phase dispersion of particles, in which the particles being dispersed are
referred to as the dispersed phase, and the medium in which they are being dispersed is
known as the continuous phase. The dispersed phase is composed of particles with one
dimension that is at least one nanometer and less than one micrometer, such as proteins
and nanoparticles1. As proteins are commonly on the scale of several nanometers2, globular
in shape3, and charged under biological conditions4 5, this paper will consider proteins as
charged spherical colloidal particles.
The effects of electrostatics on the stability of protein solutions, and the ability of salts
to increase or decrease the solubility of a solution (salting in/out) has been recognized for
over one hundred years.6 7 Derjaguin, Landau, Verwey, Overbeek (DLVO) theory is the
classic attempt to describe this effect for charged colloid systems. DLVO theory considers
two interactions, an attractive Van der Walls attraction between particles and repulsive
electrostatics.8 1 In this model charged particles attract salt counter-ions and repel salt co-
ions. This creates a charged shell around each particle which quickly decays in intensity
to that of the neutral bulk solution. The thickness of this charged sphere is described as
the screening length, and corresponds to an electrostatically screened volume around each
colloidal particle referred to as the screening layer. The colloidal particles described by
1
DLVO theory are assumed to be much larger in size than their screening length.9
In this theory, the Van der Walls potential, created by dipole-dipole, induced-dipole, and
dispersion forces, causes these particles to aggregate.10 As two particles move closer to each
other, there is an overlap, or rather compression, of their charged shells. This compression
decreases the volume around the particles accessible to salt counter-ions; creating an entropic
penalty towards aggregation. These two interactions create an opposing set of forces that
dictate the colloid’s stability.
For solutions with low salt concentrations, the screening volume around each particle
is large enough that the interaction between particles is dominated by pair-wise Coulomb
interactions. In these dilute solutions a linear approximation to the electrostatics known
as the Debye-Hu¨ckel equation is often used, rather than an exact solution to the Poisson-
Boltzmann equation. However it has been shown in Schmit, Whitelam, Dill 201111, that in
dense aggregates that this assumption is not only incorrect, but that the repulsive forces are
dominated by non-pairwise entropic forces.
For example consider building a dense crystalline structure around a stationary central
particle, one particle at a time. As each particle is removed from the dispersed phase and
added to the central structure, there must be an attractive interaction binding the particles
together. This attractive interaction is necessary to prevent the immediate reversibility of
this addition to the crystal due to random thermal motion and internal repulsive forces from
electrostatics.
However, as each particle is added, the volume around the central particle which salt
counter-ions are allowed to occupy is further decreased. This results in each subsequent
particle facing a higher entropic cost than the prior. This higher entropic cost results in
greater internal repulsive forces and a greater tendency toward the reversal of the addition
process.10 As further particles are added to the system, the non-pairwise electrostatics, which
are again negligible in sparse systems, become the dominant repulsive interaction between
particles.
2
Due to the decreasing stability, and increasing propensity for a particle to reenter the
dispersed phase, there exists an intricate balance between attractive energies driving the
system towards a crystalline like state, and entropy favoring a dispersed or open gel-like
phase. Together the energy and entropy dictate the stability of colloids, and create a finite
window in phase space in which crystallization can occur.12
Experimentally precipitating crystals is a tedious process of scanning a complex param-
eter space that includes, but is not limited to, temperature, salt and protein concentrations,
and pH.12 This thesis will approach the concepts of non-local electrostatics as described
above via computational means. This will first be done by deriving a non-local interac-
tion between protein molecules. Phase and dynamics data will then be collected from both
Debye-Hu¨ckel and the derived interaction. Direct comparison will be made between these
two models to identify the effects of non-local electrostatics on the crystallization process.
3
Chapter 2
Nonlocal Electrostatics
2.1 Poisson-Boltzmann
In a protein salt solution, the total electrostatic energy, fes, is given by the sum of the
coulomb potential energy, fcoulomb, and the free energy of the salt solution, fsalt; in which ρ
is the local charge density in the solution, Ψ the electrostatic potential, and S the entropy
of the salt solution.5
fcoulomb =
1
2
∫
V
ρ (r) Ψ (r) dV
fsalt = −TS
fes = fcoulomb + fsalt
(2.1)
The electrostatic potential is found as a solution to the Poisson equation given in equation
2.2.
∇2Ψ = −ρ (2.2)
The Boltzmann distribution defines the local ion concentration of a solution by the prob-
ability of a salt ion existing at a given energy level within an electric field. This is shown in
equation 2.3, in which c0 is the bulk solution concentration, z is the valency of the salt ion,
4
and q is the fundamental electron charge.
ρ ∝ c =
∑
i
c0e
−zqiΨ/kT (2.3)
The combination of these two equations results in the non-linear partial differential equa-
tion known as the Poisson-Boltzmann equation. There are various approaches to approxi-
mating a solution to this equation, the likely most well known of which for spherical charges
is the Debye-Hu¨ckel approximation given by equation 2.413, in which Udh is the electrostatic
potential energy.
Udh (r) = γ`d
er/`d
r
(2.4)
`2d =
kT
4pi
∑
i ci0ziq
2
(2.5)
In this equation `d is referred to as the Debye screening length and is calculated in
equation 2.5, where subscript i denotes ion species. The following sections will derive a
non-local solution to the Poisson-Boltzmann equation, for which this solution will serve as
a base point of reference and comparison.
2.2 Free energy
Figure 2.1 depicts a protein represented as a spherical particle of radius R surrounded by an
electrostatic screening layer of thickness a. In a salt solution, aggregation of neutrally charged
proteins occurs without penalty from the electrostatics in the solution. Aggregation becomes
entropically unfavorable for charged proteins due to the local enrichment of counterions
within the screening layer. This penalty is given by the chemical potential caused by the
change in local ion concentration, c, from the fixed solution concentration, cs, as shown in
equation 2.611 14 15.
5
aR
Figure 2.1: Illustration of a single protein monomer represented as a hard sphere (solid)
surrounded by a spherical electrostatic screening layer (dashed).
∆S
kB
= ln (c)− ln (cs) = ln
(
c
cs
)
(2.6)
The entropy for a monovalent solution is obtained by first integrating equation 2.6 from
the bulk solution concentration to the local positive and negative ion concentrations, and
then integrating over the solvent accessible volume in the screening layer.
S
kB
=
∫
V
d3r ∑
i=(+,−)
∫ ci
c
ln
(
c′
cs
)
dc′
 (2.7)
As previously posited the Coulomb energy as defined in equation 2.1 will be dominated
by the non-local interactions,11 and as such will be neglected from this point forward. The
total electrostatic free energy of fes will consist only of contributions from the salt entropy
of the solution, and will further be referenced simply as f .
f
kB
= −TS = T
∫
V
[
c+ln
(
c+
cs
)
− c+ + cs
]
+
[
c−ln
(
c−
cs
)
− c− + cs
]
d3r (2.8)
Equation 2.9 is then found by substituting the Boltzmann relation previously given in
6
equation 2.3 into equation 2.8.
f
kBT
= 2cs
∫
V
[Ψ′ sinh(Ψ′)− cosh(Ψ′) + 1] d3r (2.9)
Ψ′ =
eΨ
kBT
(2.10)
2.3 Screening effects
Using the assumption of charge neutrality, it is posited that a protein of charge Q must have
an equal ionic counter charge in its screening layer. This charge neutrality relation is given
by equation 2.11, in which v is the solvent accessible volume of the protein’s screening layer.
Q = −v (c+ − c−) = 2vcs sinh(Ψ¯′) (2.11)
The free energy given in equation 2.12 is derived under the approximation that at high
protein concentrations the electrostatic potential can be considered constant, in which Ψ¯′ is
the average electrostatic potential in the screening region (Jellium approximation)16. Using
this approximation the integral in equation 2.9 becomes trivial. Combining equations 2.11
and 2.9 the following solution is found.17
f (ζ)
kBT
= Q
(
sinh−1
(
1
ζ
)
−
√
1 + ζ2 + ζ
)
(2.12)
ζ (v,Q, cs) =
2vcs
Q
(2.13)
The solvent accessible volume, v, is given by equation 2.14; in which vt is the volume of
a sphere with radius Rd = R+ a (see Figure 2.1), vp is the protein volume given by a sphere
of radius R, and ve the volume excluded from the solution due to the overlap of screening
layers.
7
ve
Figure 2.2: The excluded volume ve created via the overlap of electrostatic screening layers.
v = vt − vp − 1
2
ve (2.14)
For a protein i with n neighbors with centers within a sphere of radius 2Rd from the
center of i, the excluded volume is given by equation 2.1518.
vei =
n∑
j=1
4pi
3
R3d
[
1− 3rij
4Rd
+
1
16
(
rij
Rd
)3]
(2.15)
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Figure 2.3: (left) Free energy from screening effects for varying protein charges, Q. (right)
Relation of free energy and protein charge for varying concentrations charges cs. Both are
presented at a static volume of v = 0.5. Values represented are unitless.
Asymptotically this free energy vanishes as the protein becomes more neutral. This is
8
expected due to the lack of local ion enrichment around the neutrally charged proteins. This
behavior is demonstrated in Figure 2.3 which also shows the initial non-linear response in
the free energy in relation to small protein charges.
The width of the screening layer, a, is inversely proportional to the square root of concen-
tration, cs; creating an implicit relationship between cs and v. For this reason the relationship
between f and cs and the corresponding limits should be considered with care.
2.4 Phase Diagrams
Consider three ideal states: a single particle monomer, a linear gel, and a dense FCC or HCP
crystal. These states will serve as the basis for a simple model, however are unrealistic due
to the constraints on growth and dimensionality. These states will be allowed to develop in
a salt solution that provides some inter-particle attraction FA and a repulsive interaction f .
In this system there exists a pseudo-equilibrium between the monomer and crystal states
described by f =  and a pseudo-equilibrium between the monomer and gel states described
by f << . The area between these two equilibria defines the region in parameter space
in which crystallization can occur. These boundary conditions have been previously been
derived in Schmit, Whitelam, Dill 201111 for FA given as a Van der Waals potential, and is
shown in figure 2.4.
These phase diagrams are idealized and the structure of the corresponding aggregates
unrealistic. However, this model is useful in gaining initial intuition into the complex forces
at work. The next chapter will discuss building a computational model in which to simulate
crystalline growth from the derived free energy. This computational modeling will provide
two key advantages over this ideal model. The first being that aggregates will be allowed
to grow freely in three dimensions, rather than being dimensionally restricted. The second
advantage being the inclusion of random motion via Brownian Dynamics.
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Figure 2.4: Ideal phase diagrams for a three state system, showing the relationship between
protein charge Q and concentration ρ with attractive potential energy .
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Chapter 3
Computational Methods and
Techniques
3.1 Equations of Motion
A particle system consisting of spherical particles of uniform radius evolving under the
influence of one or more systematic forces (Fi (r)), a stochastic force (Ri (r)), and viscous
drag (Γ) was used to examine protein crystallization processes. This system was defined by
the Langevin equation as shown in equation 3.1.19
mir¨i = Fi(r)−miΓr˙i +Ri(t) (3.1)
The viscous drag term describes the linear drag experienced by particles due to motion
through the solvent, in which Γ describes the strength of the drag.
Here the stochastic term is used to simulate the random walk of particles through the
solvent due to Brownian motion. It is described by a stationary Gaussian satisfying the
following two conditions where bracketed terms denote an ensemble average.20
〈Ri〉 = 0 (3.2)
11
〈Ri(t)Rj(t)〉 ∝ δijδ(t) (3.3)
This stochastic force is also created such that it does not have any correlation between
previous velocities or systematic forces, requiring two additional constraints on this force to
be met for anytime greater than zero.20
〈r˙Ri(t)〉 = 0 (3.4)
〈r¨Ri(t)〉 = 0 (3.5)
In this simulation the systematic force can be subdivided into two forces. The first
being a short ranged attractive interaction with a hard core repulsion (Fa (r)), and the other
being the repulsive non-local electrostatic term (Fes (r)). The short range attractive force
encompasses H-Bond, Van der Waals, and hydrophobic effects, and was modeled using an
extended Lennard-Jones potential of the form shown in equation 3.6, in which the particle
diameter σ = 1, KbT = 1, and the term  is used as a control variable to tune the attractive
strength of the force.
Va (r) = −
∫
Fa (r) dr = 4KbT
[(σ
r
)50
−
(σ
r
)25]
(3.6)
3.2 Parameter Space
The effect of equation 2.12 was examined at a one molar salt concentration. This high salt
concentration results in screening layers which are small enough to only produce binary over-
lap in highly ordered crystals. Here binary overlap describes two screening layers overlapping
in a given region of space. More complex higher order overlaps would involve three or more
screening layers. These complex overlaps begin to occur once the thickness of screening
12
layers are approximately 15% of the particle diameter. This overlapping of screening layers
can be seen in the Figure 3.1
Figure 3.1: (Left) Excluded volume formed via binary interactions involving only two screen-
ing layers. (Right) A complex excluded volume (highlighted in red) is created from the
overlap of three or more screening layers.
The system examined contained 2500 uniform spherical particles in a square box at a
volume concentration of 9.5%. The particles evolved through the integration of the equa-
tions of motions provided in section 3.1 with a time-step of 0.001 (unit-less). During this
integration periodic boundary conditions were implemented across all surfaces. Integration
was halted for all trials after 108 integration cycles. Simulations were run adjusting the
attractive potential strength,  (Equation 3.6) in 0.25KBT increments. The entire set of
unit-less computational values can be found in appendix A.
3.3 Seeding and Placement
To assist in the initial nucleation of crystalline and gel structures a 4x4x4 primitive cubic seed
crystal was placed in the center of each box at the beginning of each simulation. Moreover
to ensure the possibility of valid comparison between simulations each box was seeded with
an identical initial state of particle positions and velocities.
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3.4 Linear Comparison
The derived electrostatics differs from the linear interaction described by Debye-Hu¨ckel in
two important ways. The first being that the cost of adding a particle to an aggregate via
Debye-Hu¨ckel is constant, where as it increases with each subsequent particle under non-local
electrostatics. Second Debye-Hu¨ckel describes a screening layer which smoothly decays to the
solution equilibrium, whereas the non-local electrostatics are derived under the assumption
of a ’hard shell screening layer’ which can be described by a step function. That is to say
that the non-local interaction has a hard cutoff at the end of its screening layer.
A way was needed to compare the costs of these two interactions when building dense
ordered structures. To do this consider a distance Rc = 2R, which is the distance at which
two particles are directly in contact. Using this fixed distance the excluded volume in
equation 2.15 can be rewritten as follows, in which a is the thickness of the screening layer
as shown in Figure 2.1.
vei (n) = npia
2
[
4a
3
+Rc
]
(3.7)
This allows the electrostatic free energy of a particle to be thought as a function of its
charge, salt concentration, and the number of particles it is in contact with, n.
f (ζ)→ f (n,Q, cs) (3.8)
The comparison point between Debye-Hu¨ckel and the non-local electrostatics can then
be made at n = 1. In this special case for the non-local interaction, the cost of binding this
one particle to another is only determined by the particle itself, and not those previously
added. Combining equations 2.4 and 3.8 results in the following solution for the equivalent
magnitude of the Debye-Hu¨ckel potential for a given non-local electrostatic energy.
f (1, Q, cs) = Udh (Rc, a) (3.9)
14
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n
1
2
3
4
f(n,q,130) Q=5
Q=10
Q=15
Q=20
Figure 3.2: The functional behavior of the electrostatic energy f when consider as a function
of coordination for varying protein charges q in a one molar salt solution.
γ = KbT
Rc
a
eRc/af (1, Q, cs) (3.10)
In this equation a is kept constant and Q and cs are left as free variables for the electro-
statics. Such that the Debye-Hu¨ckel potential can be simply thought as:
Udh (r) = γ (Q, cs) a
er/a
r
(3.11)
15
Chapter 4
Numerical Results
4.1 Phase Definitions
Three phases were uniquely identified via a histogram of their coordination number shown in
figure 4.1. The solution phase was characterized by a peak coordination number of three or
less. A gel was defined as an aggregate that is more structured than a solution, but the inner
quartile range of the coordination numbers does not contain twelve21. Likewise a crystal
would be a structure in which the IQR does contain twelve. Examples of these histograms
are shown in figure 4.1.
A fourth phase, not recognized in the idealized model described in chapter 2, was iden-
tified and from here on will be referred to as the amorphous phase. The distribution of
coordination number throughout its structure would classify the phase as a gel, however
the amorphous phase is qualitatively different than a gel. Examples of these histograms are
shown in figure 4.1. The time evolution of the mean coordination number of these phases
can be found in Appendix B Figure B.2.
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(d) Crystal
Figure 4.1: Typical distribution of coordination number for specified aggregate phases.
(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 4.2: The structure of the four characterized phases shown in both a per particle view
(a-d) and a surface overlay (e-h). Solution (a,e). Amorphous (b,f). Gel (c,g). Crystal (d,h).
Periodic boundary conditions apply to all images.
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As seen in figure 4.2, visually the amorphous phase is opaque, consuming most of the
volume accessible to it, much like the liquid phase. Though the gel phase favors an open
structure, maximizing surface area, and therefor consuming more volume than a crystal,
it does this in a way such that particles are organized. In contrast the amorphous phase
lacks any discernible structure. To quantitatively define the amorphous phase, describe its
structure, or rather lack thereof, and distinguish it from the other three phases, local bond
order parameters were calculated22 23.
A bond order parameter for a particle i with n nearest neighbors is calculated by a
weighted projection of the spherical harmonics of the n neighbors in respect to particle i.
qlm (i) =
1
n (i)
n(i)∑
j=1
Ylm (rij) (4.1)
ql (i) =
√√√√ 4pi
2l + 1
l∑
m=−l
|qlm (i) |2 (4.2)
The averaged bond orders q¯lm (i) is found by averaging the harmonic projections of par-
ticle i with those of the neighboring n particles. This is shown in equation 4.4.
q¯lm (i) =
1
n (i)
n(i)∑
k=0
qlm (k) (4.3)
q¯l (i) =
√√√√ 4pi
2l + 1
l∑
m=−l
|q¯lm (i) |2 (4.4)
This analysis was performed for harmonics l = 6, identified by q6. It was found from
this analysis that structures appearing to be amorphous showed no defined structure in their
bond order parameters. This unordered structure is characterized the lack of well defined
peaks at q6 = 0.57 (fcc) and q6 = 0.48 (hcp), which can be seen in figure 4.3. This lack of
structure will be used as the primary metric for defining the amorphous region in the phase
diagram.
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Further examination of the local bond order parameters shown in figure 4.4 shows that
the amorphous phase exists in a region of q¯6q¯4 space that typically describes a liquid phase.
The gel and crystalline phases exist in the region Q¯6Q¯4 space corresponding to FCC, HCP,
and BCC structures. Interestingly the amorphous phase and liquid phase have significant
overlap within this space.
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Figure 4.3: Example of an amorphous structure showing no defined fcc (q6 = 0.57) or hcp
(q6 = 0.48) indicators in local bond order, and a gel aggregate displaying both fcc and hcp
indicator spikes.
4.2 Phase Diagrams
The phase diagram of the solution shows that the non-linear interaction has the same crystal
and gel boundaries as the pair-wise model, satisfying previously stated expectations. The
width of the crystallization window is 1 which corresponds to the prediction of the idealized
model shown in figure 2.4. The width of this window also shrinks with respect to Q. This
behavior is also predicted in the idealized model as described in Schmit, Whitelam, Dill
201111. In this diagram the crystalline phase vanishes past Q = 15, suggesting that the
width of the crystallization window is less than the scanning increment of 0.25kT or zero.
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Figure 4.4: Averaged local bond order parameters q¯6 and q¯4 for charge Q = 15. Ordered
structures roughly correspond to the region of 0.3 < Q¯6 < 0.6 and 0 < Q¯4 < 0.2
(a) Debye-Hu¨ckel
Solution
(b) Non-linear
Figure 4.5: Phase diagram for the non-linear and Debye-Hu¨ckel interactions. Sampling of
data point occurs at 5Q and 0.25 increments. See appendix B.
4.3 Structure and Dynamics Analysis
The set of aggregate structures generated for the systems corresponding to charge Q = 15
was used to examine the growth dynamics and behavior. These systems were chosen as
they express all four identified phases. Figure 4.6 show the growth of the average number of
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particles in each cluster < N >. The number of unaggregated monomers is then calculated
as < Nm >= N− < N >.
In figure 4.6 it can be seen that the stable crystalline and gel states iterate between
several energy minima (represented by horizontal lines), before reaching a final equilibrium.
The liquid state rapidly fluctuates as many small clusters form and fall apart in the dense
solution (9.5% volume concentration). The amorphous phase shares behavior of both of
these phases. Rapid fluctuations as in the liquid phases is seen, however the fluctuations
transition between metastable states.
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(a) Liquid:  = 3.75
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(b) Amorphous:  = 4.0
	0
	500
	1000
	1500
	2000
	2500
	0 	25000 	50000 	75000 	100000
Pe
rc
en
t	A
gg
re
ga
te
d
Time
ε	=	4.25κΤ
(c) Amorphous:  = 4.25
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(d) Crystal:  = 4.5
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(e) Crystal:  = 4.75
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(f) Gel:  = 5.0
Figure 4.6: The dynamics of the average number of particles in each cluster in time for
charge Q = 15.
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Chapter 5
Conclusion
5.1 Summary
The observed behavior of the electrostatics is consistent with intuition gained from the ideal-
ized model of chapter 3, while exposing new structure and dynamics that this simple model
cannot describe. The observed metrics also provide evidence for the unique and characteris-
tically different behavior of non-local electrostatics in comparison to Debye-Hu¨ckel. Specifi-
cally the electrostatics have predicted a finite region in Q−  space in which crystallization
can occur.
The divergence in behavior of the electrostatics examined in this paper, to those of Debye-
Hu¨ckel are repercussions of the non-pairwise interactions of the non-local electrostatics. The
increasing cost to aggregation makes dense structures entropically unfavorable; creating a
finite window for crystal precipitation, and a preference toward open gel-like structures.
The electrostatics also introduces an interesting non-equilibrium amorphous phase. Ag-
gregates of this phase possess no defined structure and embody the underlaying concept of
competition between attractive energies and repulsive entropies. In these amorphous struc-
tures, attractive potentials draw particles closer together, reducing the volume accessible to
salt counter-ions, until the entropic cost of reducing this volume causes the aggregate to fall
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apart.
The analysis of structure, phase, and dynamics of the electrostatics, along with the
fundamental work laid out in Schmit, Whitelam, Dill 201111, indicates that when forming
dense structures the entropic effects of the screening layer cannot be ignored; and that colloid
stability is driven by the competing nature of energies and entropies.
5.2 Future Work
This thesis has provided a brief inspection of the presented non-local electrostatic interaction
and its effect on protein crystallization. Improving the computational algorithms to handle
complex overlaps of screening regions would allow for these electrostatics to be examined at
lower salt concentrations. The simulated proteins were spherically symmetric, which could
be removed by adding rotational binding sites, such that it is energetically favorable for
particles to bind in certain rotational orientations with respect to each other.
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Appendix A
Computational Units
The computational units are based on the protein diameter, σ, the protein mass, m, and
KBT all being equal to one.
KBT = 1
m = 1
σ = 1
(A.1)
with this the unit of time for the system is then given by
t = σ
(
m
KBT
) 1
2
(A.2)
Using the following physical values for the system of interest, in which ηh is the viscosity
of water, and c the salt concentration of the solution.
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ηh = 0.001
kg
m · s
m = 5 · 10−23kg
σ = 6 · 10−9m
T = 300K
c = 1M
(A.3)
The viscosity Γ defined in equation 3.1 is then solved via the Stoke-Einstein equation.
Γ = 3piησ (A.4)
Arising to the computation value of
Γ = 735 (A.5)
Likewise the computational unit of the salt concentration defined in equation 2.13 is
found be to
c = 130 (A.6)
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Appendix B
Extended Figures And Plots
(a) Debye-Hu¨ckel
Solution
(b) Non-linear
Figure B.1: Phase diagram for the non-linear and Debye-Hu¨ckel interactions. Sampling of
data point occurs at 5Q and 0.25 increments. Sampled data marked as circles.
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Figure B.2: The time evolution of the average coordination number of the four identified
phases associated with non-local electrostatics
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