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In [6] und [9] zeigten Kelly und MacLane, da13 sich Kohiirenz in einer 
(symmetrischen) monoidalen Kategorie aus nur zwei (vier) Kommutativittits- 
bedingungen ergibt [6, Th. 3’, 5’1. Hier wird bewiesen, da0 sich Kohiirenz in 
einer Kategorie mit (abelscher) Gruppenstruktur aus nur drei (sechs) 
Kommutativitatsbedingungen folgern la&; damit liegt ein wesentlich 
einfacherer Sachverhalt als bei den geschlossenen Kategorien vor [8, 121. Als 
Anwendung ergibt sich, dalj die Picard-Kategorie QidR A einer Algebra A 
tiber einem kommutativen Ring R kohiirent ist und da13 die Kategorie B(GR) 
der kommutativen Galois-Erweiterungen von R mit einer endlichen abelschen 
Gruppe G koharent ist. 
I. 
Zu einer Kategorie Q seien drei Funktoren 
“ . ” :q2-SF, S:Q+Q, -1: 5F-tQ, (1) 
S der konstante Funktor zu einem Q-Objekt S, und folgende natiirliche 
Transformationen gegeben, deren Komponenten Isomorphismen seien: a von 
SF3 +(‘*I) e2 -P’ Q auf @Y3+(‘*‘) Q2-b’ Q, e van @7A Q2 -+(l*‘) Q2 -+’ Q 
auf I&, f von V --tA %Y2 +(‘*i) V2 +’ %Y auf Id,, i von ‘B +A Q2 +(i*-‘) 
~2~‘~aufS,jvonQ~A~2~(-‘~1)~2~.~ auf S, wobei A: Q --+ V2 die 
Diagonale sei. Die Kategorie V mit Funktoren (1) und natiirlichen Trans- 
formationen a, e, J i, j heiljt Kategorie mit Gruppenstruktur. 
Kategorien mit 3ihnlich definierten Strukturen werden in [I, 3, 71 unter- 
sucht, wobei jedoch stets such Symmetrie vorausgesetzt wird.’ 
’ Siehe jedoch such: I. Bucur, Springer Lecture Notes 108, 28-54, 1969. 
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BEISPIEL. Es sei A eine Algebra iiber einem kommutativen Ring R mit 1 
und SY = 9;~ R A die Kategorie der invertierbaren A-Bimoduln uber R, cf. 
[2,p. 721. Ein SY-Morphismus ist ein Isomorphismus von A-Bimoduln. Das 
Produkt “ . ” ist das Tensorprodukt fiber A. Der Funktor - ‘: @Y -+ @ bildet 
ein Objekt P aus 59 auf Hom,(P, A) ab, P und A als Rechtsmoduln 
aufgefa&, und einen Morphismus h: P + Q auf h-‘: P-’ -+ Q- ’ mit’ 
h-‘(g)= h*g fur g aus P-l, h*: Q + P die Umkehrabbildung zu h. Die 
Morphismen a: (P @A Q) aa N+ P aA (Q @A N), e: P aa A + P, f : A 0, 
P + P und j: Horn, (P, A) @A P + A sind kanonisch definiert, j(h @ y) = h(y); 
i: P @A Hom,(P, A) + A ist die komposition der kanonischen Isomorphismen 
P@,Hom,(P,A) -+ Hom,(P,P)-+A, so da13 fur x,yEP und 
h E Hom,(P, A) gilt 
xh( y) = ip(x @ h) y. (2) 
Q heiljt koharent, wenn jeder Automorphismus in Q, der sich mit den 
Operatoren 
* 9 -‘, o (Komposition), * (Umkehrung) (3) 
aus den Komponenten der natiirlichen Transformationen a, e, f, i, j erzeugen 
la&, wobei jedoch keine Besonderheiten der Kategorie Q eingehen sollen, die 
Identitat ist.’ Wir werden zeigen, da0 fur die Kohlrenz von 59 auDer den 
Bedingungen von MacLane nur noch die Kommutativitiit des folgenden 
Diagramms verlangt werden muD. 
(PP- ‘)P A P(P- ‘P) 
i. 1 
I I 
1.j (P in Oh(Q)). 
SPLP.ePS 
II. 
Wir prlzisieren zuniichst unseren intuitiven Kohiirenzbegriff. Dazu 
benutzen wir die folgende Kategorie X. Oh(X) sei die kleinste Menge von 
Wiirtern tiber dem Alphabet 
(J, -l, s, 1,2, 3,..., (4) 
fur die gilt (1) s, 1,2,... sind in Oh(X), (2) mit u, w sind such (u)(w) und 
(v)-’ in Oh(X). Wir bezeichnen (v)(w) mit VW und (v)-’ mit v-‘. Als 
’ Hier und im folgenden wird die Komposition von Morphismen a: u + v und p: v + w mit 
a/? (erst (I, dann /3) bezeichnet. 
* Kohiirenz besagt hier Gleichheit von Q-Morphismen und nicht Gleichheit von natiirlichen 
Transformationen; wir folgen mit dieser Auffassung Szabo [lo]. 
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Morphismen in 3’ wahlen wir bestimmte Folgen (/3, D ,,..., v,) mit V, ,..., u, 
aus Oh(X), n > 1, und /3 ein Wort iiber dem Alphabet 
a, e, f, Lj, (A . , -l, *. (5) 
Sei zunachst J die Menge aller solcher Folgen; wir erzeugen Mor(X’) in J 
mit gewissen Operatoren aus den Elementen 
1, = (a u>, au,u,w = (a, (uu) w, u(vw)), e, = (e, us, v), 
f, = (C su, v>, i, = (i, VU-‘, s), j, = ij, v-*21, s), 
(6) 
mit u, u, w aus Oh(X), w das leere Wort. Fur g = (u, u1 ,..., u,) und 
h = (J, u, )...) 21,) aus J sei 
g * If = ((a * P), u, U,,‘.‘, u,u,, u,uz,..., UmUn), (7) 
h-l = ((p)-‘, v;‘,..., u;‘>, (8) 
II* = (@>*, U”,..., u,), (9) 
und im Fall u, = ui sei 
$9 = (4 u1 Y..., u,, u2,..., on>. (10) 
1st /.I, bzw. a und p das leere Wort w, so sei die erste Komponente von (8) 
und (9), bzw. (7) ebenfalls das leere Wort o. 
Mor(.X) c&T sei nun die Hiille von (6) unter den Operatoren (7~(10). 
Die Elemente h = (/3, ui ,..., u,J aus Mar(Z) fassen wir als Morphismen 
h: u, + u, auf mit der Komposition (10). 
X ist nun nicht nur eine Kategorie, sondern eine Algebra mit den 
einstelligen Operatoren - ‘, * und den zweistelligen Operatoren . und o 
(Komposition); hierbei fassen wir Ob(.X) als Unteralgebra von 3’ auf. 
Benutzt man bei der Komposition nicht die Morphismen I,, so ist jeder 
nicht-identische Morphismus in X auf genau eine Weise aus dem 
Erzeugendensystem (6) ableitbar. Durch Einsetzen der entsprechenden P- 
Morphismen erhllt man daher Algebra-Homomorphismen .T + B. Das 
hei&, zu jeder Abbildung I von N = {s, 1,2,...} nach Ob(‘Z) mit z(s) = S 
existiert genau ein Homomorphismus 
1:X+5T’, (11) 
mit 0,) = L G,,,,,) = ~Lu,,v,lw~ W = erv7 @J =.A,, G,> = L 
I&) = j,, fur alle u, u, w aus Ob(.X’); insbesondere ist z(uw) = r(v) l(w) und 
z(u-1) = i(u)-‘. 
Q heiljt nun kohiirent in bezug auf a, e, f, i, j, wenn unter den so 
konstruierten Homomorphismen I:3’ --t Q jeder Endomorphismus aus X 
die Identitlt ergibt. 
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SATZ 1. 59 ist genau dann kohdrent in bezug auf a, e, f, i, j, wenn fCr 
alle Objekte P, Q, N, M aus Q gelten’: 
aPQ,N,MaP,Q,NM = caP,Q,N ’ ‘hf) aP,QN,M(lP ’ QQ,N,Mh (12)P,Q,N,M 
aP,s,Q(lP ’ fQ) = eP ’ lQ3 (13)P,Q 
a p,p-l,p (1, . jp)ep = tip . lp)fp. (141, 
Bevor wir Satz 1 beweisen, bemerken wir, da0 (2) fur 9&,A die 
Bedingung (14) ist. Demnach gilt: 
KOROLLAR. Ftir jede Algebra A Cuber einem kommutativen Ring R mit 1 
ist 3% R A kohiirent in bezug auf a, e, f, i, j. 
III. 
Fur den Beweis von Satz 1 fiihren wir folgende 5?-Morphismen ein; fiir 
P, Q aus Oh(g) seien tpqQ: P(P-‘Q) -+ Q, ?p,Q: P-‘(PQ) --) Q, pp: P-‘-l -+ P, 
u: S-’ -+ S, kp,Q: (PQ)-’ --) Q-‘P-l definiert durch 
‘P,Q = aP*,P-l,Q(iP ’ ‘Q)fQ? ‘P,Q = aP*-l,P,Q(jP ’ ‘Q>fQ 
pp = e,*-l-l(lp-l~I . jp)*fpp-I,p, u = e&js 
kp,o = &I(lQ-I ’ ((.f,& ’ lx-i)*ap-i,x,x-i(lp~i ’ ix> ep-l)) 
mit X = PQ. 
LEMMA 1. 5, i,p und k sind nattirliche Transformationen (zwischen den 
passenden Funktoren). 
Dies folgt daraus, dal3 a, e,f, i, j nattirliche Transformationen sind. 
Es ist nun vorteilhafter, anstelle der Kategorie Z die folgende Kategorie 
P zu benutzen, die zusatzlich Reprlsentanten fiir die r, ?, p, u, k enthalt und 
in der die Operatoren . , -I, * stark eingeschrlnkt sind. Die Objekte von 9 
seien dieselben wie die von X’, Ob(9) = Oh(X). Die Morphismen in 9 
sind gewisse Folgen @, or ,..., v,) mit v, ,..., v, aus Oh(Y), n > 1, und ,L? ein 
Wort iiber dem Alphabet (5) vereinigt mit 
t, Q, P, 0, k. (15) 
Die Menge 8’ bestehe aus den Elementen (6) und aus den Folgen 
t 11.U = (t, u(u-‘v), v), Q,,, = (Q, u-‘(w), v), 
Pv= (P, u-‘-1, v), fJ=(o,s-‘,s), k,,, = (k, (uv)-I, v-W’> 
(16) 
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mit U, u aus Ob(L.8). Wir konstruieren Mar(Y) mit den Operatoren 
-l, *, O, detiniert wie in (7~(lo), auf folgende Weise. 8* sei die Menge 
de; h*, h E 8’, und 8 die Hiille von 8 U 8’* unter dem Operator -I. Ferner 
sei E die Hiille von 8 unter den Operatoren 
1,. h und ha l,, 
mit u E Ob(iP). Fur die bis jetzt erzeugten @, U, ,..., v,) gilt immer noch 
n < 2. Mar(9) bestehe nun aus allen Kompositionen (10) von Elementen 
aus E. 9 ist wie 3’ eine Algebra mit den Operatoren . , -I, * und 0; doch 
sind jetzt alle Operatoren nur noch partiell ausfiihrbar. Zum Beispiel ist * 
nur auf den Morphismen aus B erkllrt. Auch in 9 ist jeder nicht-identische 
Morphismus auf genau eine Weise aus dem Erzeugendensystem C?ableitbar, 
wenn man bei der Komposition nicht Identitken benutzt. Daher existiert zu 
jeder Abbildung E: N + Ob(GY) mit E(S) = S genau ein Homomorphismus 
partieller Algebren 
(17) 
mit ~(1,) = l,,, ~(a,,,,,) = aru,rv.cw9 &J = erv9 E&J =f,,, %J = i,,, 
dj,) = j,,, ~(7u.J = r,u,sv, W,,,) = L,,,~ E(P,) =P,“? +J) = 0, ~(k,,,) = 
k ~u,~t’ fur alle u, u, w aus Ob(Lf). 
Es seien nun Homomorphismen I:X’+ 0 und E: Y + Q wie in (11) und 
(17) fest gegeben mit I(U) = E(U) fur alle u E N. Dann ist z(v) = E(U) fur alle 
u aus Ob(LP) = Oh(X), denn I und E respektieren . und - ‘. 
LEMMA 2. Zu jedem Morphismus h: v + w aus X existiert ein 
Morphismus d: v -+ w aus 9 mit t(h) = c(d) in Q. 
Beweis (algebraische Induktion). Fur h aus (6) ist nichts zu zeigen. Die 
Behauptung sei richtig fur festes g: u -+ z und h: v + w aus r, dann ist sie zu 
zeigen fur g . h, h-l, h* und gh, wobei jedoch der Fall gh (mit z = v) klar ist. 
Nach Voraussetzung existieren Morphismen p: u -+ z und q: v + w in Lf mit 
r(g) = E(P) und l(h) = e(q). Jeder Morphismus aus 9 ist eine Komposition 
von Elementen aus E; daher kann man wegen der Funktorialitlt von . , -’ 
und * in 59 ohne Einschrinkung annehmen, da13 p und q in E sind. Dann ist 
r(g. h) = 69 s 0) = E(P) . E(q) = E((P - l,)(l, * 4)). 
Fur den Fall h-’ beachte man zunlchst l(h-‘)= z(h)-’ =&(q)-‘. Die 
Behauptung folgt nun daraus, dal3 fur jedes q: v -+ w aus E ein b: v-i -+ w-l 
in 9 existiert mit c(q)-’ = e(b). Dies gilt sicher, wenn q in 8 ist: setze 
b = q-l. 1st nun q: v -+ w irgendein Element aus E mit c(q).-’ = c(b) fur ein 
b: v-’ -+ w-’ aus LP, so gilt fur jedes x aus Ob(Y’) 
&Cl, * 41-l = Hk,,,(b . 1x-J k:,,) 
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auf Grund der Natiirlichkeit von k in Q, und ebenso ist e(q . 1,))’ = 
e(k(1 . b)k*). Den Fall h* behandelt man entsprechend mit den Gleichungen 
&) ** = c(q), (c(q)-‘)* = (c(q)*)-‘, ~(1 . q)* = 1 . e(q)* und c(q - l)* = 
E(q)* * 1. 
Nach Lemma 2 ist %? genau dann kohgrent, wenn jeder Endomorphismus 
aus 9 unter den Homomorphismen E die Identitat ergibt. Sei E: .!Y + %? 
weiterhin fest gegeben. Wir werden eine Induktion nach einem gewissen 
Rang durchfiihren, cf. [9]. Zu ZI aus Oh(Y) sei zunachst rz, 2 1 die Anzahl 
der Kopien von s, 1,2,... enthalten in v; r, > 0 sei der Produktrang von v, 
rekursiv deliniert durch qv = 0 fur v aus N, vu-, = qa und 
quv = vu + vu + n, - 1. Der Inversenrang yu > 0 von u sei rekursiv definiert 
durch yu = 0 fur u E N, yuu = y,, + yv und y+ = yv + n:. Auf Grund des 
Exponenten 3 gilt fiir alle u, u aus Oh(Y) die Ungleichung 
Y (uv) -’ - Yv-lu-l > n, - n, + {(n:, - nuJ (18) 
die wir jedoch erst in Abschnitt IV verwenden werden. Der Gesamtrang 
rg(u) > 1 von u aus Oh(g) sei erklart als 
Q?(u) = n, + ‘Iv + Yc * (19) 
Es sei h ein Element aus E, erzeugt aus einem p aus 8; wenn h nicht aus p* 
erzeugt ist, nennen wir h eine Expansion von p oder von dessen erster 
Komponente /3; andernfalls nennen wir h eine Expansion von p* oder von 
/I*. 1st h: w + z eine Expansion von a, e,..., o, k, so ist rg(w) > rg(z); wenn h 
Expansion von k ist, gilt dies wegen rg((uv)-‘) - rg(u-‘u-l) = (q(uu)ml - 
r,-,,-J + (Y(~~)-,  y,-,,-J = (n, - n,) t (3n:n, + 3n,n$ > n,, und sonst 
ist dies klar. Offenbar ist rg(w) < rg(z), wenn h Expansion von a*, e”,..., k* 
ist. 
Sei nun h = h,h, ..a h, ein Endomorphismus aus 9 mit h,: u, -+ u,, r aus 
E, also u, =u,+,. Wir beweisen e(h) = id mit Induktion nach 
x(h) = mfx(rg(u,)). 
Im Fall rg(h) = 1 ist jedes h, gleich l,% und die Behauptung richtig wegen 
~(1,~) = id. Sei nun rg(h) > 1, und sei s(g) = id fur alle Endomorphismen g 
mit rg(g) < rg(h) richtig. Ohne Einschrankung gelte h, # luz. Sei u, zum 
Beispiel eines der maximalen Elemente unter den u, ,..., u,. Wir beweisen im 
folgenden, dal3 stets eine Komposition g = g, g, . . a g,: u, + u, von 
Morphismen g,: u, -+ u,+, aus E existiert, derart da13 
Q4 0,) = c(g) 
und rg(u,) < rg(u,), 0 <K < m + 1, gilt. Wendet man dies auf alle 
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maximalen Elemente unter den u i ,..., u, an, so wird die Behauptung s(h) = id 
auf die Induktionsvoraussetzung zuriickgefiihrt. 
Da u, maximal ist, ist rg(ui) > rg(uJ und rg(ul) > rg(u,). Demnach ist h, 
die Expansion eines Elementes p*, p E 8. Das Element h,: ui + u, aus E 
werde aus p auf die gleiche Weise erzeugt wie h, aus p*, so dal3 also E(ho) = 
E(h,)* in Q ist. Der bequemeren Notation wegen ersetzen wir h, durch h, 
und mtissen dann jeweils e(h,,) E(g) = e(hl) zeigen. Die Quelle von p ist 
enthalten in ul. Wir betrachten zuerst den Fall, dal3 h, nicht die Quelle von p 
verlindert, wie zum Beispiel bei h, = h(,, . 1 und h, = 1 . h(,, oder im Fall h, 
gleich e;‘-‘: (us)-‘-‘+ u-l-’ und h, gleich p: (us))-~ -+ us; hier 
verandert h, = p nicht die Quelle us von p = e,. Tatsiichlich iiberlegt man 
sich leicht, dal3 in jedem solchen Fall eine Expansion &: u2 + w von p 
existiert mit .s(hl) E(&) = e(h,,) s(&i), wobei &: u, -+ w aus h, dadurch 
entsteht, da13 man in Quelle und Ziel die Quelle von p ersetzt durch das Ziel 
von p. Dies folgt einfach aus der Funktorialitlt von . und -- ’ in Q und aus 
der Natiirlichkeit von a, e ,..., k. 
Damit brauchen wir den Fall, da13 h, die Quelle von p nicht vertindert, 
nicht weiter zu betrachten. Dasgleiche gilt aus Symmetriegriinden, wenn h, 
Expansion von q E i5 ist und h, die Quelle von q nicht verlndert. Wir 
kdnnen einige weitere Falle ausschlieljen. Sei nlmlich zum Beispiel h, = i, 
und h, = h(,, . l,-, oder h, = 1,. h$ mit h(,,: u+ w aus E; wegen der 
Natiirlichkeit von i gilt dann s(i,) = e(h(,) . h;:) s(i,), und es ist nichts mehr 
zu zeigen. Allgemeiner lost man auf diese Weise, wenn h, Expansion von 
i,, j,, ru,- oder i,,- ist, stets den Fall, in dem h, Expansion von q E 8 ist 
und die Quelle von q enthalten ist in u. 
Wir brauchen ferner nicht den Fall zu betrachten, in dem h, und h, 
Expansionen von a, e, f sind. Denn dann folgt die Behauptung wie in [6,9]. 
Von den dort bewiesenen Gleichungen werden wir oft die folgenden 
benutzen: 
a S,P,QfPQ = fP * IQ7 cw*.a 
ap,Q.s(lp ’ eQ) = ePQ (21)P,Q 
fiir P, Q aus Oh(g). Unmittelbare Folgerungen hieraus sind: 
'P,Q * ‘N = 'P,P-'Q,N@P * aP-',Q,N) 'P,QN, 
t p,s = (1, . ep-J i,, 
I 
‘P,Q ’ ‘N = aP-‘,PQ.N(lP-l * ‘P.Q,N) ‘P,QN, 
fp,s = (lp-, . ep)jp, 
(22)P,Q,N 
(23), 
(24)P,Q,N 
(25 )p 
fur P, Q, N aus Ob(%Y). (22) folgt nach Einsetzen der Definition von rp,Q 
und ‘P,QN aus ( 12)p,p-l,Q,N zusammen mit app -l,Q,N(ip . l,,) = 
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((ip. Ia). 1,J us,*,,, und (20)a,N. Ebenso gilt (23) wegen (ipa 1,) es = 
epp-,ip und (21)p,p-,. Entsprechend sieht man (24) und (25). 
Die unten folgende Liste enthllt fur jede feste Wahl “hO Expansion von p” 
jeweils: (A) alle Miiglichkeiten “h, Expansion von 4,” in denen sowohl h, die 
Quelle von p als such h, die Quelle von q verdndert bis auf folgende 
Ausnahmen: (1) p (bzw. q) = i,, j,, rv,- oder To,,- und die Quelle von q 
(bzw.p) ist enthalten in v, (2) h, und h, Expansionen von a, e, f, (3) (h,, h,), 
wenn bereits (h,, h,) vorgekommen ist, (4) h, = h,; (B) die Beweise fir 
c(hJ e(g) = &(h,) bei impliziter Wahl von g fur die unter (A) aufgefihrten 
Moglichkeiten. Da13 die Rangbedingung erfiillt ist, wird jeweils unmittelbar 
klar sein und bedarf daher keiner Erwahnung. 
Die Beweise fur s(h,J e(g) = s(hl) bestehen durchweg darin, dal3 groBe 
Diagramme in kleinere zerlegt werden, urn die Kommutativitlt aus den 
Voraussetzungen zu gewinnen. Wegen der GrbBe und der hohen Zahl der 
Diagramme geben wir diese jedoch implizit an. Dazu fiihren wir folgende 
Bezeichnungen ein. Sind a und /I Morphismen aus 57 mit Quelle P, bzw. Q, 
so bedeutet 
die Gleichung (a . la)(lp . p) = (1, e P)(a . 1,) (Funktorialitlit des 
Produkts), beziehungsweise das entsprechende Diagramm. 1st a: F + F eine 
nattirliche Transformation zwischen Funktoren F, E: Q -+ Q, und ist t: P -+ Q 
ein 9-Morphismus, so bezeichne 
die Gleichung a&t) = F(t)ao. Zum Beispiel [cz~,~, _ , t] bedeutet 
a,,,,,(l, . (1, . t)) = (l,, . t) CZ~,~,~, und [i, t] bedeutet i, = (t . t-‘)i, = 
(t . l&(lc f t-‘)io. 
Urn die Gleichheit von @-Morphismen zu zeigen, verwenden wir After die 
folgende Kiirzungsregel: 
LEMMA 3. Fur Q-Morphismen h: P + Q und g, g’: N+ M sei h * g = 
h . g’ als Morphismen PN + QM. Dann ist g = g’. 
Beweis. Mit h. g= ha g’ gilt such (hh’ . (ha l,))(l,-, . (la. g)) = 
(lp-, - (1,. g’))(h-’ . (h . 1,)) von P-‘(PN) nach Q-‘(QM). Verbindet man 
dies mit [fpp,-, g], [?c,-, g’], [Q-,N, h] und [?-,+,, h], so erhalt man g= g’. 
Entsprechend folgt g = g’ aus g. h = g’ . h. Wir werden Lemma 3 
meistens mit h = 1, und g = 1, anwenden, urn zu zeigen, daB g’ die Identitlt 
ist. 
Wir beginnen jetzt mit den eigentlichen Fallunterscheidungen. Es seien 
stets u, v, w,... Objekte in Y und M, N, P ,... Objekte in Q. 
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h, Expansion van i: ww-’ -+ s 
A. h, Expansion von a: (UU).Z --t u(uz); (1) ww--’ = (UU)Z, (2) 
ww -’ = UU. h, Expansion von e: us + v; 0. h, Expansion von f: SO + U; 
ww-’ = SO. h, Expansion von i: VU-’ -+ s oder j: u-lu --) s; 0. h, Expansion 
von k: (uu))‘+u-‘u-r; (1) ww-r = (uu)(uu)-‘, (2) ww-* =UU. h, 
Expansion von T:U(U-‘u)+u; ww-‘=u-lu. h, Expansion von 
z^: U-‘(uu)+ u; ww-l = UU. h, Expansion von p: u-‘-‘+ u; ww-‘= 
U -‘u-‘~‘. h, Expansion von (I: SC’ -+ s; ww-’ = ss-‘. 
B. Fur den Fall a, (I), beweisen wir 
i,, = ap,Q,~pQ~-l(lp . (la . kp,Q))(lp - rQ,p-l)ip. (26) 
Dabei wird benutzt 
z P,PQ = ‘P * ‘P,Q* (27),,, 
Dies erhalt man, indem man die Teile (14), . l,, (12)p,p-l~p,Q, [a-,p,Q, ip], 
[aP.-,Q9jP19 (20)P,Q und (13)P,Q zusammensetzt. Die rechte Seite von (26) 
wird nun folgendermaBen zu ix umgeformt, X = PQ. Man setze zunachst die 
Definition von k,,, ein. Nach (27) ist 1, . (1, . &-,) = 1, . rQ,QX-,, und die 
iibrigen k,,, detinierenden Morphismen lassen sich mit tQ,Qx-, vertauschen: 
lp ’ [rQ,-, fp,Q ’ 1x-l]T lP ’ [rQ,-? aP-l,X,X-l]9 lP ’ [rQ,-vlp-l ’ &I? 
1, . [rQ,-, ep-,I. Den ersten Morphismus ap,Q,x-, veriindere man nun mit 
[aP,-,X-Iy fP,Ql und (27)P,Q ’ l,-,. Indem man jetzt noch (22),,,,,_,, 
[tp, _ , ix] und (23), anfiigt, erhalt man wie gewiinscht ix. 
Fur den Fall a,(2), wurde 7 eingefiihrt. Fur f wird gezeigt 
i, = fs-,a. (28) 
Dies ergibt sich durch Zusammensetzen von (14),, [f,j,], [e, i,], (21)s,s_, 
und [f, e,-l]; man beachte fs = e,. Der Fall k, (l), ist klar mit (26) und 
[a p,Q,-, k,,,]; denn danach ist 
iPQ = tlPQ ’ kP,Q) aP,Q,Q-lP-I(lP ’ tQ,P-l)iPe t2’)P,Q 
Als Hilfsmittel fur den Fall k, (2), verwenden wir 
i, = (1, . c)es, (30) 
das mit [f, i,] wegen f, = e,, fss-, = 1, . f,-, und (28) gilt. Wir beweisen fiir 
k P), 
ii’u = k,,,-, j,-,. (311, 
Nach Lemma 3 geniigt es, lpp-, . (31) zu zeigen; dies folgt aber aus 
(29)p,p-,, indem man folgende Teile anfiigt: [ap,p-,,-, jp-,I, 
1, . (14),-,,[i, ip], (ip, a), (30), [e, ip], (21)p.p-I. 
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Bevor wir den Fall t behandeln, zeigen wir 
i*-, = (lp-I * pp>jp. (32)P 
Dies gilt nach Definition von pP wegen (23),-1, [rP-,,_, jP] und (27),-l,, . 
AUS [zp,-, pp], 1, . (32) und (14), folgt nun 
(1, * &)e, = s~,~-~-~P~, 
womit der Fall T erledigt ist. Den Fall f l&en wir durch 
(l,-, . iP) ePm, = ?P,P-,. (33) 
Wegen 1, . fP,P-, = rP,PPm,, (27), setzt sich 1, . (33) zusammen aus It,,-, iP] 
und (23),. 
Die Falle p und o sind bereits mit (32) und (30) gel&t. 
h, Expansion von j: w-lw -t s 
A. h, Expansion von a: (UV)Z+U(VZ); w-‘w= UV. h, Expansion 
von e: us + v; w-‘w = vs. h, Expansion von f: sv -+ v oder j: v-‘U -+ s; 0. h, 
Expansion von k: (uv)-‘-+ v-‘u-l; (1) w-‘w = (uv))‘(uv), (2) w-‘w = uv. 
h, Expansion von 7’: U(U-Iv)+ v; w-r w = U-‘21, cf. (14). h, Expansion von 
i: U-‘(uv)+ v; w-‘w = UV. h, Expansion von p: v-‘-‘+ v; wmlw = 
u-‘-‘u-~. h, Expansion von o: SC’ -+ s; w-‘w = SC’S. 
B. Fur die FBlle a und e wurden r^ und u eingefiihrt. Als Hilfsmittel 
fur den Fall k, (1), benotigen wir 
t PQ.N= bQ ’ ckp,Q . ‘N)) a(1p ’ ((‘Q ’ a) 5Q,P-~N)) ‘P,N’ (34)P,Q,N 
Setzt man die Definition von r,,,, ein, so 1iiBt sich (34) mit folgenden 
Gleichungen auf (29) zurtickfiihren: [aPQ,-,Ny k~,Ql~ (12)~,Q,Q-~~-~,~~ 
I, ’ (22)Q,P- 1,Ny [aP,-,NT rQ,p-l19 (2g) ’ b’ 
Fur k, (l), wird nun bewiesen 
&Q = (kQ a bQ) aQ-l,p-l,pQ(lQ-l ’ %Q)jQ’ (35)P,Q 
Es geniigt, l,, + (35) zu zeigen, das sich aus (34)P,Q,PQ, (14),, und den 
folgenden Teilen zusammensetzt: [aP,Q,-, aQ-,P-,PQ], [aP,Q,-, l,-, . fP,Q], 
‘P ’ [‘a,-3 ‘Pp,Ql, ‘P ’ (14)Q, [‘F’,Q,-3 jQ1, (21>P,Q’ 
Fur den Fall k, (2), zeigen wir 
j;‘a = kp-l,pip-l. (36) 
Dies zerlegt sich in (32&l, (31)P-1, [kP-+,pPI, [.AP~I~ (3%. 
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Fur die iibrigen FIlle 1^, p, u beweisen wir: 
(lp-,-, a j,)@, . l,)e, = fp-l,p, (37) 
jp-I = @p * lp-l)iP, (38)p 
j, = (CT a l,)e,. (39) 
Ersetzt man in (37) auf der linken Seite (pP . l,)e, durch eP-I-IpP, so erhllt 
man die Definitionsgleichung fur pP; (37) ist daher erfiillt. l,-, . (38) setzt 
sich zusammen aus [~~-,,-,~-,,p~], (14),-,, (32)P. 1,-l und (33). Nach 
Definition von u ist e,-,a = j,; mit [e, u] besagt dies (39). 
h, Expansion van k: (WV)-’ + W’u-’ 
A. h, Expansion von a: (xy)z -x(yz); (VW)-’ = ((xy)z)-‘. h, 
Expansion von e: US + u; (VW)-’ = (US))l. h, Expansion von f: SU+ U; 
(VW))’ = (su)-‘. h, Expansion von k: (uz)-’ + z-%-l; 0. h, Expansion von 
T’: u(u-‘z) + z; (1) (VW)-’ = u-l, cf. (34), (2) (VW)-‘= (u(u-lz))-‘. h, 
Expansion von 3: U-‘(uz) + z; (1) (VW))’ = (u-‘(uz)))‘, (2) (uw))1 = U-‘. 
h, Expansion von p: u-‘-l + U; (VW)-’ = u-l. h, Expansion von (I: s-’ -+ s; 
0. 
B. Fur den Fall a wird bewiesen 
kP,,N(l . k,,,) = Gfi,&P.QN(kQ.N * 1) ~,-~,,-I,,~ 1. (40) P.Y,.Y 
Statt (40) direkt zu zeigen, ist es einfacher, wie folgt l,,cjN . (40) zu 
beweisen. Der Automorphismus 1 CPP)N . ((1 . k)*k*a-‘k(k . 1)~) von 
((pQ)N)(N-‘(Q-‘P-l)) 1ll.Q sich niimlich mit folgenden Gleichungen in das 
Bild einer Komposition von Expansionen von a umformen: [u~~,~,-, 
I,-, - kp,,lT (29)Pp,NV Ii, ~p,Q,N19 (G,~,~~ kQNh ~~~~~~~~ k,., . Lh 
(2%,QN9 [a~,~~,-~ kQ,, . iPm’iy lP e (~~)P,~,P-I~ wp,o? ‘PQ e h--, kp.d 
bP,Q,- 3 ?v,Q-v-J~ 
Als Hilfsmittel fur die Fllle e und f benutzen wir 
5 S,P = (1, * (0 - lP)MsPfp~ (411, 
f&P = (0 * lSP)fsPfp * (42) 
Die Gleichung (41) folgt nach Einsetzen der Definition von tS,p aus 
(20)s-,,P, (28). 1, und [Jam lP]; und (42) folgt aus [u-,~,~, a], (39). l,, 
P)S,P * Wir beweisen un 
k,,,(u . lP-,)fP-, = e;‘, (43) 
kS,p(lp-, . a) ep-] =f;l. (441, 
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Es l&fit sich l,, . (43) zerlegen in [i, e,], (29),,, , [aP,S, -, c . 1,~ I, 
[up,,,~,fp-,I, 1,. (41),-,, (13)P,P-I; und (44). I,, zerlegt man 
entsprechend in [I,&], (35&, [aP-,,--,SP, o], (13),-I,,,, l,-) . (42). 
Auch die Fiille t, (2), und Q, (l), entsprechen sich spiegelbildlich: 
kP,P-lQ(kP-LQ * lP-,) a(l,-, . jP-Jet-, = rp,;, 
kP-l,PQ(kP,Q * 1) ~~-,,~-,,~-,-,(1 - ip-,)eQ-, = f;,b. 
Die erste Gleichung erhiilt man, indem man (40),,,-,,c, [k-,c, iP], 
l,-, . (31), und (44), zusammensetzt, die zweite mit (40)P-l,P,Q, [k- ,c, jP], 
l,-, . (36) und (44)c. 
Fur ?, (2), wird gezeigt 
fPPQ,N = (kp,, * 1) up-l,P-l,(PQ)N(l * (1 * UP,Q,N)W * fP,QJ ~Q,‘v (45) 
Nachdem man die Definition von ?PQ,N eingesetzt hat, erhlilt man (45) aus 
[a- ,PQ,N’kQ& (35) * 1,9 WQ-1,P-‘,PQ,N9 IQ-1 * P4)9 [+-.A0 G.Ql. 
Fur den Fall p verwenden wir 
fp-l,Q = @P ’ ‘P-1,) ‘P,Q, (4(j),., 
das nach Einsetzen der Definition von fpp-,,Q und rp,Q aus [a-,,-,,,,p,] und 
(38) . 1, folgt. Es gilt nun 
PPQ = ki,;kQ-l,p-&‘p * PQ)’ (47) 
Wir zeigen (47) . 1 (pQj-,, indem wir den Automorphismus 
@*k-‘k@ . p)) . 1 (PQ) -’ ‘On (‘Q)cpQ)- ’ wie folgt zur Identitlt umformen: 
(3% 9 [j, kp,Q], (k,-,,,-I, kp,Q), @p . PQ? kp,,); hiermit haben wir 
iPQj&lp-l(k . l)(@ . p) . l)(l . k*) erhalten; bei j*(k . 1) fahren wir fort mit 
(35)Q-l,p-1, (38),, @p, fQ-~,p~l), [~-,-,p-~p-~~~p~~Ql, 1, * (46),,p-1 und 
erhalten nun mit (29) wie gewiinscht die Identitat. 
h, Expansion uon T: U(U-‘w) -+ w 
A. h, Expansion von a: (xy)z -+x(yz); (1) U(U-‘w) = (xy)z, (2) 
U(U -‘w) =xy, cf. (22). h, Expansion von e: us + u; u(u-‘w) = U(US), cf. 
(23). h, Expansion von f: sv-r v; ~(a-%)= su. h, Expansion von 
T: u(v-‘z)-+z; u(u-‘w) = u-‘z. h, Expansion von z^: v-‘(uz)+z; (1) 
u(u;:,!~;(u-~(u~)~, cf. _c,“7X,P(I2) u(u-‘w) = vz. h, Expansion, von 
p: v ; u(u w)= u (u w). h, Expansion von u: s --t s; 
u(u-‘w) = s(s-lw), cf. (41). 
B. Der Fall a, (l), wird gel&t durch (34) und [up,c,- , kpsQ * IN]. 
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Fur f gilt tS,p =f&a . lP)fP, das aus (41), und [Jo - lP] folgt. Wir 
behandeln un zuniichst den Fall p und zeigen 
5P-l,Q = tlP-1 ’ @P ’ lQ)) ?P,Q* (48) 
Nach Einsetzen der Definition von tp-I,Q und ?P,Q ergibt sich (48) mit 
[a, -,,-, ,,p,] und (32)P. 1,. Fur s gilt nun 
wie aus [rP,- , pP . la], 1, . (48) und (27) folgt. Fur den Fall Q, (2), ist zu 
zeigen lP-, . tp,Q = ?P,P-,Q. Dies folgt nach Einsetzen der Definition von rP,Q 
aus (24)p,p-,,Q, [ap-I,-,Q, ip], (33). 1Q und (13)p-l,Qe 
h, Expansion von 3: u-‘(w) -+ w 
A. h, Expansion von a: (xy)z --t x(yz); (1) u-‘(uw) = kJvt(xy)z)~ 
(2) u-‘&w) =xy, cf. (24). h, Expansion von e: us+ v; u-‘(1(w) = v-‘(us), 
cf. (25). h, Expansion von f: sv + v; u-‘(uw) = s-‘(SW). h, Expansion von 
r^: v-‘(vz) + z; u-‘(uw) = v-‘-‘(vz)). h, Expansion von p: v-‘-‘+ v; 
u-‘(uw) = v-‘-~(v-~w), cf. (46). h, Expansion von o: s-l + s; u-‘(uw) = 
s-‘(SW), cf. (42). 
B. Der Fall a, (l), ist klar mit (45) und (k,,,, a,,,,,) und der Fall f 
mit (42) und (a,fp). Fur den Fall r^ beachte man ?Pp-,,PQ = 
(1p-l-i ’ f&Q >Cpp - lQ), das aus (46)p,pQg (27)p,Q und Qp, fp,Q> fokt. 
h, Expansion von p: w-‘-‘-+ w 
A. h, Expansion von a, e,f; 0. h, Expansion von p: v-‘-I+ v; 
w-1-1 = v-l . h, Expansion von o: SC’ -+ s; w-l-l = s-i-‘. 
B. Indem man (32),-, und (38), aneinanderfiigt, sieht man wegen 
[i,ppl, da(J pp . PP’ = pP . pP-, gilt. Kiirzen von pP ergibt also pp’ = pP-,. 
Setzt man (38),, [j, a], (39), (a, u) und (30) zusammen, so erhalt man 
ps . l,-, = (a-‘~) . Is-‘, also ps = u-‘u. 
Der Fall “ho Expansion von o” bringt nun nichts Neues mehr. 
Damit ist der Beweis von Satz 1 beendet. 
IV. 
Im folgenden erg&Zen wir die vorangegangene Untersuchung fur den Fall, 
da8 GY eine abelsche Gruppenstruktur trtigt; das hei& da13 zusltzlich eine 
nattirliche Transformation 
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T die Transposition, gegeben ist, deren Komponenten cP,c: Z’Q- QP 
Isomorphismen sind. So ist zum Beispiel 5”;c R = 3~ R R abelsch, R ein 
kommutativer Ring mit 1, wenn man cP,c als die kanonische Isomorphie 
P OR Q + Q OR P definiert. 
%Y heirje koharent in bezug auf a, e,f, c, i, j, wenn jeder Automorphismus 
in P, der sich mit den Operatoren (3) aus den Komponenten der natiirlichen 
Transformation a, e, f, c, i, j erzeugen la&, und nicht durch Besonderheiten 
von g zustande kommt, die Identitat ist. Formal detinieren wir Koharenz 
wie in II, wobei wir (5) urn das Symbol c erglnzen und (6) urn die 
Morphismen (c, UV, VU) mit U, u aus Oh(X). 
SATZ 2. Q ist genau dam kohiirent in bezug auf a, e,f, c, i, j, wenn 
au&r (12) und (13) ftir alle P, Q, N aus Ob(@) gelten: 
C p,p = id 
CP,QCQ,P = id 
aP,Q.NCP,QNaQ,N,P - kP.Q * 'N) 'Q,P,N('Q * cP,N) 
cp,p-l j, = i,. 
Wir zeigen zunlchst (14), und zwar mit Hilfe von 
(49) 
(50) 
c51)P,Q,N 
(52) 
C P,P-1 * 1, = ~P,P-1,PcP,P-1P, (53) 
das wegen (51),,,-,,, und l,-, . cp,p = id gilt. (14) setzt sich nun zusammen 
aus (53), (52). l,, cp,sfp = ep und [cp,-, jp]. 
Fur den Beweis von Satz 2 nehmen wir auBer den natiirlichen Transfor- 
mationen r, f, p, (T, k noch die fY-Morphismen bp,Q,N: P(QN) -+ Q(PN), 
b = a*(c . l)a, zu Hilfe, die eine natiirliche Transformation von 
~3-+(‘~‘)~*-i’ @ auf q3+ (r-i) $Y3 +(l*‘)g* -t’ %? bilden. Wie in III 
konstruieren wir die partielle Algebra 4p = P(a, e,f, c, i, j), wobei wir (15) 
urn das Symbol b und (16) urn die Morphismen b,,,,, = (b, u(uw), V(UW)) 
ergiinzen; ohne Einschrlnkung sei aber fur c,,, und b,,,,, in Ip stets 
u,vinN,UN;‘,u#v,u#v-‘,v#u-’ mit N, = N\{ s}, 
N; ’ die Menge der z- ‘, z E N,. Trotz dieser Bedingung ist Lemma 2 such 
hier giiltig, wie sich aus den Gleichungen 
C P,Q-l-1 = (l, * PQ) cP,Q@; * 'Ph 
cP,(QN)-' = tl, ' k,,N) Cp,wlQ-'(kQ*,N * ~P)Y 
CP,QN = @,Q,N(~P,Q * ~NI ~Q,P,N(~c? * c~,~) a2;.~.~~ 
C p,s = ep.fZ cp,s-1= (1, .o> +fp*(o. IpI* 
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ergibt. Ferner ist es wegen (50) nicht notwendig, cz,, oder bz,,,, zu bilden. 
Es sei nun ein Homomorphismus E: 9-Q wie in (17) mit E(c,,,) = c,~,~“, 
mwv) = ~.U,EU,CW fur u, 21 E N, U N; ’ und w E Oh(P) fest gegeben. Es ist 
e(h) = id fur jeden Endomorphismus h aus .Y zu zeigen. Zu diesem Zweck 
benutzen wir auBer den GriiBen n, q, y aus III einen Ordnungsrang 6, den wir 
aus der in N gegebenen attirlichen Ordnung < herleiten. 
Zu u E Oh(Y) und iu E n\l, 1 <,u < n,, sei v(u) dasjenige N-Element, das 
in u an p-ter Stelle steht; S,,,+) sei die Anzahl natiirlicher Zahlen v, 
fl< v < q,, fur die v@) > v(v) > s gilt. Sei nun 6, = CE1: 1 6,(u) und 
rg(v) = nc + q*> +y,, + 6,. (54) 
Man beachte, daB jede Expansion von a, e, f, i, j, T, Q, p, u, k diesen Rang 
erniedrigt. Fur k folgt dies aus (18), denn n, -,u > S,@) ergibt 
y- 4 2 4 7 und nach (18) ist dann rg((uv)-‘) - rg(v-‘u-l) = (n, -n,) 
(uv)-l - rL,-l,-J + (B(uu)-I -S-l,-,> > f(n;u - nuv) + &c)-L - 6,~I,-, > 
&v) -I > 0. 
Es sei nun h =h,h, ... h,, n > 1, ein Endomorphismus aus 9, zusam- 
mengesetzt aus Expansionen h,: u, + u,, i von a, a*,..., k, k*, c, b. Die 
Behauptung s(h) = id la& sich analog wie in III durch Induktion nach 
rg(h) = max,(rg(v,)) beweisen. Sei etwa u, von maximalem Rang, und es 
gelte, da8 h,: u,, + u1 eine Expansion von c,,, oder b,,,,, ist, also u, v aus 
N,U N; ‘; h, llrjt den in III definierten Rang (19) invariant; und h, erhoht 
(54) genau dann, wenn u(l) < v(l) ist. 
Es werde h, aus c~,~, bzw. b,,,,, so erzeugt wie h, aus c,,~, bzw. b,,,,,, 
so dal3 E(h,-,) = e(h,)* ist wegen (50). Die folgende Liste enthllt alle 
Mdglichkeiten “hl Expansion von 4,” in denen sowohl h, die Quelle von q 
als such h, die Quelle vu, bzw. V(W) veriindert bis auf folgende Ausnahmen: 
(1) q = i,, j,, T,,-, 4,,- und vu, bzw. U(W) ist enthalten in z, (2) q = c und 
h, Expansion von b,,,,,, (3) h, = h,. 
Man beachte stets die Voraussetzungen u, 2, E N,u N;‘, u f u, u # u-‘, 
u-l # 0. 
h, Expansion van c: vu + uv 
h, Expansion von a: (zx)y + z(xy); vu = zx. h, Expansion von e: zs + z, 
von f: sz + z oder c: yx -+ xy; 0. h, Expansion von b: z( yx) + y(zx); 
uu = yx. h, Expansion von i: zz-’ -+ s; 0. h, Expansion von j: z-iz + s; 0. 
h, Expansion von k: (yx))‘+x-‘y-‘; vu = yx. h, Expansion von 
T: z(z-Ix)+ x; vu =z-‘x. h, Expansion von r^: z-‘(zx)+ x; vu = zx. h, 
Expansion von p: z-l-’ -+ z oder o: sP1 + s; 0. 
h, Expansion uon b: v(w) + u(w) 
h, Expansion von a: (zx)y + z(xy); V(W) = LX. h, Expansion von 
e: ts+ t; V(UW) = v(b). h, Expansion van F: st+ t; 0. h, Expansion van 
401/72/2-2 
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b: z(x~) + x(zy); V(UW) = xy, bzw. u(uw) = v(z(xy)). h, Expansion von 
i: tt-’ + s; u(uw) = u(tt-‘). h, Expansion von j: t-‘t+ s; V(UW) = v(t-‘t). h, 
Expansion von k: (yx)- ’ + x - ‘y- ‘; u(uw) = yx. h, Expansion von 
r:z(z-‘x)+x; (1) u(uw)=z-’ x, (2) u(uw) = u(z(z-‘x)). h, Expansion von 
r^: Z-'(zx) +x; (1) u(uw) = zx, (2) u(uw) = u(z-‘(zx)). h, Expansion von p 
oder a; 0. 
In allen Fallen ist jeweils klar, wie man Expansionen u, -+ u, + 
242 *** -+ U, + u2 tindet mit rg(u,) < rg(u,), 1 <K < m. Aber such die 
Kommutativitlitsbedingung ist nun stets so leicht einzusehen, da8 wir dies 
hier nicht auszufiihren brauchen. Die einzige Ausnahme ist der Fall (c, k) 
mit 
c~,%,,c,-v-~ = kQ,p (55) 
fur Q, P aus Oh(Q). Aus der Definition von & erhiilt man sofort 
A 
‘Q,P = (‘Q-1 * cQ,P) bQ-l,P,Q(lP *jQkP* (56) 
Man beweise nun (55). I,,, indem man den Automorphismus 
@;,pC-%,pC) ’ ‘QP mit folgenden Gleichungen in das Bild einer 
Komposition von Expansionen von a und c unforme: (35),,,, [j, c~,~], 
(kp,p9 ‘Q,Ph (35)P,Q9 kQ-l,-y fP,QIT (52)Qy (24)P.Q,Q-l’ rP,- 9 iQl3 (25)Qy 
lp-, . (56), 1,-t . (1,. (52)). 
Im folgenden sei R ein kommutativer Ring mit 1. Nach Satz 2 ist klar, 
dalj 9;~ R koharent ist, cf. [ll, Th. 3.181. Ein zweites Beispiel einer 
Kategorie mit einer kohlrenten abelschen Gruppenstruktur ist die Kategorie 
B(GR) der kommutativen Galois-Erweiterungen von R mit einer endlichen 
abelschen Gruppe G, cf. [4,5]. Zu Objekten A, B aus Q = B(GR) ist A e B 
der Fixring von {(a, a-‘) 1 c E G} in der G X G-Galois-Erweiterung A OR B 
von R. Als R-Algebra ist A-’ gleich A, tragt jedoch die G-Operation 
a(z) = u-‘(z), z E A-‘, u E G. Das Einsobjekt ist die 1 G]-fache direkte 
Summe GR = OrpG Re, der R-Algebra R mit sich selbst. GR ist Galois- 
Erweiterung von R vermoge u(e,) = ear fur u, r E G. Die nattirlichen 
Transformationen a und c werden von den kanonischen Isomorphismen 
(4 OR B) OR C + A OR (R OR C) und A OR B -+ B OR A induziert. Urn die 
natiirliche Tansformation e zu definieren, beachte man, da13 A . GR aus den 
Elementen 
zG r-‘(z)@e,, in A OR GR, 
z E A, besteht; eA: A . GR +A la& sich daher durch e,(C= r-‘(z) @ e,) = z 
erklken. Den Q-Morphismus iA: A . A-’ -+ GR detiniere man iiber die 
Restriktion des R-Algebraisomorphismus A OR A + A OR GR, x @ y -+ 
C, 4~) 0 e, 9 der A . A-’ nach R OR GR abbildet. Setzt man nun noch 
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fA =c,,,, eA undj,., =cA-+iA, so sieht man leicht, dal3 (12), (13), (50~(52) 
erfiillt sind. Urn noch c,,, = id zu zeigen, kan man ohne Einschrtikung 
annehmen, da13 R lokal ist, so da13 A eine Normalbasis (u(a)),,, mit einem 
a E A besitzt. Dann besteht A . A aus den Elementen CssG r-l(z) @ r(a), 
z E A, und 2, r-‘(z) @ r(a) = 2, t(a) @ T-‘(Z) ergibt sich nach Einsetzen 
von z = C,, t,a(a), t, E R. 
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