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Abstract 24 
Population size estimates are an integral part of any species conservation or management 25 
project. They are often used to evaluate the impact of management intervention and can be 26 
critical for making decisions for future management. Distance sampling and camera trapping 27 
of unmarked populations are commonly used for such a task as they can yield rapid and 28 
relatively inexpensive estimates of density. Yet, while accuracy is key for decision-making, 29 
the potential bias associated with densities estimated with each method have seldom been 30 
investigated and compared. We built a spatially-explicit individual based model to investigate 31 
the accuracy and precision of both monitoring techniques in estimating known densities. We 32 
used the wild boar population of the Forest of Dean, UK, as a case study because both 33 
methods have been employed in situ and offer the chance of using real life parameters in the 34 
model. Moreover, this is an introduced species in the UK that has the potential to impact 35 
natural and agricultural ecosystems. Therefore, improving the accuracy of density estimates 36 
is a priority for the species’ management. We found that both distance sampling and camera 37 
trapping produce biased density estimates for unmarked populations. Despite large 38 
uncertainties, distance sampling estimates were on average closer to known densities than 39 
those from camera trapping, and robust to group size. Camera trapping estimates were highly 40 
sensitive to group size but could be improved with better survey design. This is the first time 41 
that the amount of bias associated with each method is quantified. Our model could be used 42 
to correct estimated field-based densities from distance sampling and camera trapping of wild 43 
boar and other species with similar life-history traits. Our work serves to increase confidence 44 
in the results produced by these two commonly-used methods, ensuring they can in turn be 45 
relied upon by wildlife managers and conservationists. 46 
 47 
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Introduction 51 
Monitoring  population size fluctuations is a key aspect of any species conservation and/or 52 
management project (Nichols and Williams, 2006; Yoccoz et al., 2001). The aim is to 53 
monitor population trends over time in order to detect changes in abundance associated with 54 
management actions or potential threats (Li et al., 2010; Pollock et al., 2002; Smart et al., 55 
2004). This may involve any number of different monitoring techniques, including spot count 56 
surveys, distance sampling, camera traps (both of unmarked and marked individuals), and 57 
capture-mark-recapture. Among these methods, those that account for the variability in 58 
detectability of individuals are known to produce more robust estimates (Focardi et al., 2001; 59 
Pollock et al., 2002; Rosenstock et al., 2002). Capture-mark-recapture studies are generally 60 
considered state-of-the-art due to a large body of theoretical and empirical literature 61 
(Buckland et al., 2000; Karanth and Nichols, 1998; Lindberg, 2012). However, while capture-62 
mark-recapture offers reliable estimates of population density, it is applicable only when 63 
animals can be marked or have distinctive natural markings, it is not appropriate for all 64 
species.  65 
As a result, monitoring methods that require less time and investment are often favoured by 66 
managers. Distance sampling and camera trapping of individuals that cannot be uniquely 67 
identified, for example, can be used to estimate population density (Parrott et al., 2012; 68 
Roberts, 2011; Rovero and Marshall, 2009). Moreover, data collected with both techniques 69 
can be analysed with methods that account for the fact that the probability of detecting 70 
individuals present in the study site is almost always below one (Bartolommei et al., 2013). 71 
Distance sampling is usually implemented through point or transects surveys: one or several 72 
observers either staying in one spot (point survey) or moving along a pre-defined line in the 73 
study habitat (transect survey) record all individuals or groups of the target species they can 74 
spot, alongside the estimated distance between the transect and each animal detected. The 75 
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detectability function associated with the study site, is then defined in terms of the detection 76 
probability as a function of distance of the animal to the transect (e.g. Thomas et al. 2010) 77 
and the density is calculated taking into account this detectability function (see Thomas et al., 78 
2010). Camera trapping consists of placing cameras throughout the study site. Cameras take a 79 
picture each time their sensors are activated, i.e. when an individual pass through their 80 
detection field, whether it is from the species of interest or not. As a result, while the 81 
surveying is automated, data need to be processed to record instances of the target species. 82 
Then, by knowing the camera’s specifications (angle and radius of detection) and details of 83 
the species’ behaviour (group size and movement speed, estimated independently), density 84 
can be estimated for the study area (Rowcliffe et al., 2008). Both distance sampling and 85 
camera trapping have advantages and disadvantages. For example, the initial cost for camera 86 
trap equipment can be quite high, and replacing damaged or stolen cameras to complete a 87 
project, costly. However, this is a relatively inexpensive method in terms of staff time as it 88 
requires leaving the camera in situ and only returning to the site at the end of the monitoring 89 
period, usually lasting a few weeks. Conversely, distance sampling can be fairly inexpensive 90 
to set up with initial equipment costs being relatively low. However, the amount of effort 91 
required to carry out the survey can be quite high, as it requires returning to the same area 92 
multiple times and actively monitoring for hours on end.  93 
While distance sampling (Karanth et al., 2004; Ruette et al., 2003) and camera trapping (e.g. 94 
Ahumada et al., 2011; Kelly et al., 2008; Silver et al., 2004) are commonly used in the field, 95 
there is no empirical evidence as to which one yields the most accurate estimate of density. 96 
Moreover,  the bias associated with each method has been rarely quantified (Roberts, 2011). 97 
Comparisons of relative accuracy have been produced under experimental settings; e.g. only 98 
relative validity of camera trapping has been studied in situ in a multi-site studies (De Bondi 99 
et al., 2010; Rovero and Marshall, 2009). Yet, biases in density estimates from distance 100 
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sampling and camera trapping studies could have severe consequences on the management or 101 
conservation of species; for example, an underestimate of the true species density could lead 102 
to further unwarranted investment into their management, or to a failure to recognise 103 
management actions as successful; an overestimation of the density could see vital 104 
intervention being discontinued. In case of overabundant wildlife populations, over- or 105 
underestimation of densities could also lead to making the wrong decisions when planning 106 
the removal of animals from an area or when measuring the impact of actions aimed at 107 
population control. 108 
One way to estimate the potential bias in density associated with camera trapping and 109 
distance sampling is simulation modelling. While, in theory, a large scale field experiment 110 
could be created to test the accuracy and precision of both methods (i.e. by releasing a known 111 
number of individuals into an enclosed study site), it would be both costly and difficult. On 112 
the other hand, simulation modelling, offers the opportunity to create a virtual experiment, 113 
which can be repeated many times at negligible costs. Here, we created a spatially-explicit 114 
individual based model (IBM) that simulated a closed wildlife population and its monitoring 115 
using both camera trapping and transect-based distance sampling. We used the population of 116 
wild boar Sus scrofa (Linnaeus, 1758) in the Forest of Dean, UK, as a case study. This is 117 
because both camera trapping  and distance sampling through thermal imaging (Gill and 118 
Brandt, 2010) have been used to monitor this population in the wild and the ecology of the 119 
population has been extensively studied, allowing us to parameterise our model with data 120 
collected in the field. Moreover, the species has been recently expanding in the UK, due to 121 
escapes from farms and illegal releases after a c.300 years absence (Baker, 2010) and is 122 
known to be increasing in size in European countries (Massei et al., 2015). In comparison 123 
with other ungulates, wild boar have the highest reproductive rate  and expanding populations 124 
have the potential to affect both natural and agricultural ecosystems through predation and 125 
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competition, habitat modification and degradation, and disease transmission such as classical 126 
swine fever or foot and mouth disease (Engeman et al., 2013; Focardi et al., 2000; Massei and 127 
Genov, 2004; Rossi et al., 2005; Ruiz-Fons et al., 2008; Wilson, 2004). Wild boar are thus of 128 
management concern and require accurate monitoring of population trends.  129 
The aim of this paper was to quantify the potential bias in density estimated from distance 130 
sampling and camera trapping in the field, using simulations. We hypothesized that (H1) both 131 
methods would be sensitive to the size of the population (i.e. number of wild boar groups 132 
here) as it likely to be easier to accurately estimate density of large populations rather than 133 
small ones; (H2) both methods would be sensitive to the survey efforts (i.e. number of 134 
transects conducted for distance sampling and number of camera days for camera trapping); 135 
(H3) camera trapping estimates would be sensitive to group size as each individual has a 136 
chance to trigger the camera. Our results were used to make recommendations for the 137 
monitoring of unmarked wildlife populations. 138 
 139 
Methodology 140 
Model description 141 
We built an individual-based spatially explicit model using R (v3.2.3; see Appendix 1 in 142 
online supplementary material; R Core Development  Team, 2013).  The model process is 143 
illustrated in Figure 1. Briefly, a known number of wild boar groups (50, 100 and 200) were 144 
randomly assigned inside a single cell representing the habitat being monitored (c.56 km2 145 
study site). The time step was 1 min and the model was that of a closed population, i.e. birth, 146 
death, emigration or immigration were assumed not to occur during the study period; this was 147 
a realistic assumption due to the small time-frame of 15 days. At each time-step, wild boar 148 
groups were allowed to move in any direction, which was chosen randomly. The size of the 149 
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step was determined by the average observed speed for wild boar (Gill and Brandt, 2010), 150 
and set to 1m per minute during the day, and 4m per minute during the night. Initially, wild 151 
boar groups were allowed to move freely in the habitat; after 5 days, monitoring began. 152 
Camera traps were placed randomly inside the study site based on the survey design (Table 1) 153 
and were allowed to continuously record sightings during the whole survey period. We tried 154 
three common survey design: placing cameras throughout the whole site once at the 155 
beginning of the survey (i.e. 100% area covered), placing cameras in only part of the site 156 
(<100% covered) once at the beginning of the survey, and placing cameras in only part of the 157 
site (<100% covered) and rotating their locations every 2 days. Because of the social nature 158 
of wild boar, when camera trapping, pictures within 10 minutes of each other are considered 159 
of the same family group (Ferretti et al., 2014). To reproduce this in the model, we allowed a 160 
maximum of one picture per camera being taken within 10 minutes of monitoring. Moreover, 161 
the chance of triggering a camera will be dependent on the number of individuals within a 162 
group. Each group was assigned a size (i.e. number of individuals within it) depending on the 163 
simulation, which was randomly sampled on a normal distribution of mean group size (see 164 
Table 1) and standard deviation of 0.5. And at each time-step, for each group, we randomly 165 
assigned a unique position for each individual within 5 meters of the recorded position of the 166 
group. Each individual within the detection radius r of a camera had a probability of being 167 
detected. For simplicity, we calculated that probability as the area of the detection field of a 168 
camera, divided by the total area of a circle of radius r.  169 
During the survey period, distance sampling using line transects was also undertaken, during 170 
“night time” only. Each transect was 1km long and placed randomly in the study area. To 171 
simulate real monitoring, we modelled the observer as being in a car going at the speed of 172 
5km/h, a typical survey design for wild boar in forests; as a result, it took 12 time steps to 173 
conduct a single transect. At each time step, the probability of detecting a group p was 174 
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dependent on their perpendicular distance to the transect line. The chance of a group being 175 
seen was the highest (p=100%) if it was on the transect line, and decreased to c.0% after 176 
150m. The actual decline in detection probability followed a third degree polynomial 177 
function, which we obtained by fitting several possible models through observed detectability 178 
data (RMAG pers. comm.) and comparing them using the AICc; potential models tested were 179 
second, third and fourth degree polynomials, and inverse exponential (see Figure S1 in online 180 
supplementary material).  In the field, it is expected that group size affects the probability of 181 
detection by an observer (Marques et al., 2007; Peres, 1999; Plumptre, 2000). One of the 182 
main reasons is that the distance to larger groups tends to be over-estimated. Moreover, 183 
imperfect group size estimation also affects density estimates. In our model, the observer 184 
perfectly estimates distance to group and group size, which eliminates those issues. We also 185 
assume that the observer is as good as detecting a small group as a large one, which with 186 
experience and the right equipment (infrared binoculars for wild board for example) is 187 
plausible. When the target number of transects was reached, distance sampling stopped, even 188 
if cameras were still recording.  189 
 190 
Simulations 191 
We ran the model for simulations where 50, 100, and 200 groups (H1), composed of 1, 2.5, 192 
3.74 and 15 individuals on average, were present in the study site (H3) and survey effort was 193 
3 transects per km2 for distance sampling and 10 days of recording for camera trapping (field-194 
based values used as baseline effort; Gill and Brandt, 2010; Table 1). To evaluate how survey 195 
effort impacted estimates of density for both methods, we ran simulations where cameras 196 
were placed in 20 (in one place and rotating to a new place every two days) and 100% of the 197 
study site, there were 1and 10 camera per km2 and the number of transects was set at 1.5 and 198 
6 x 1km lines per km2 (H2).  199 
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At the end of each simulation, we estimated density from the camera traps record and 200 
transects record. For the former, we used the Random Encounter Method (REM) described in 201 
Rowcliffe et al. (2008). Values used in the formula are given in Table 1; for the movement 202 
speed, we use the average hourly speed across the day. As the REM method yields an 203 
estimate of density per iteration, but no errors around that estimate, we used bootstrapping to 204 
estimate the standard error and confidence interval around density estimated from camera 205 
trapping. For the latter, we used the package ‘Distance’ in R (Miller, 2014), which was 206 
developed for estimating density from distance sampling. This method accounts for the 207 
decreasing visibility, and thus detectability, as the distance to transect increases. Using 208 
‘unmarked’ we tested uniform, hazard rate and half-normal models with or without 209 
adjustments (cosine and polynomials of several orders) and compared them using the AICc 210 
(AIC for small datasets; Burnham and Anderson, 2002), choosing the best model from which 211 
to extract density estimates and their standard errors.  212 
We calculated the bias in estimated density compared to known density for each simulation 213 
iteration, and used linear mixed modelling (with the simulation ID as a random effect) to 214 
quantify how each survey design choice and population parameters impact the accuracy of 215 
estimates.  216 
 217 
Results 218 
As a first step, simulation iterations that failed to yield estimates of group density were 219 
removed from the final dataset, assuming that in a real life setting, a data curator would be 220 
able to discard surveys that failed. This resulted in c.18.1% of all simulation iterations being 221 
discarded, all from camera trapping; this was evenly distributed across group sizes, but more 222 
iterations were discarded from simulations with 50 groups (c.39%) than 100 groups (c.25%) 223 
or 200 groups (c.14.5%). 224 
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The average daily trapping rates (i.e. number of pictures per day) across 100 simulations 225 
ranged from 0.05 to 0.31 and increased with population size and group size. As far as 226 
distance sampling was concerned, on average c.40% of the groups were detected each time, 227 
regardless of the number of groups or their sizes. The most commonly selected models using 228 
AICc for each simulation were uniform with cosine adjustments (c.54%), hazard rate with no 229 
adjustments (c.29%), half normal with no adjustments (c.6.5%) and half normal with cosine 230 
adjustments (c.4.5%). 231 
Quantifying the bias in estimated densities with both methods 232 
We found that both camera trapping and distance sampling produced biased estimates of 233 
group density (Figures 2, 3 and 4). We calculated how often the true value (i.e. known 234 
density) was within the confidence interval of the estimated density for both methods, and 235 
found that it was c.61% of the iterations for camera trapping and c.85% for distance 236 
sampling. Overall, camera trapping estimates were less accurate than distance sampling ones, 237 
but there was more uncertainty surrounding estimates from the latter (except for groups of 15 238 
individuals; Figures 2, 3 and 4).  Moreover, the bias in estimated density from camera 239 
trapping was both negative (under-estimation) and positive (over-estimation) depending on 240 
group size (Figure 2).  241 
According to the linear mixed models, the bias in average estimated density using camera 242 
trapping was sensitive to all population parameters and survey design (Table 2). A larger 243 
group size significantly increased the bias in estimated density (H3), which explains the large 244 
difference in biases between populations with a group size of 1 and those with a group size of 245 
15. Conversely, the bias was reduced by monitoring a larger area, placing more cameras per 246 
km2, and including a rotating survey design (H2). Our model to account for camera trapping 247 
bias could be used to correct field-based estimates of group density (Table 2) as long as 248 
average group size is known. There was no relationship between bias from true density and 249 
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group size when using distance sampling (Table 3). Both camera trapping and distance 250 
sampling were sensitive to the number of groups, to an extent, as expected (H1): the bias of 251 
camera trapping estimates was slightly reduced, and the bias of distance sampling estimates 252 
was slightly increased, when there were more groups in the study site.  253 
 254 
Discussion 255 
Our work highlights the strengths and weaknesses of camera trapping (paired with the REM 256 
method; Rowcliffe et al., 2008) and distance sampling (paired with line transects) for 257 
estimating density from unmarked individuals. Our model showed that density estimated by 258 
both methods can be biased as neither method estimated known density with perfect 259 
accuracy. Distance sampling estimates were robust to group number, group size and survey 260 
effort. The robustness to group size is a result of our choice of observer with a perfect ability 261 
to estimate group size and the distance of groups to the transect line. While not ideal, there 262 
are quantitative estimates of the observer bias in the literature. However, the robustness of 263 
density estimates to other parameters is a general finding that confirms the utility of this 264 
method for field-based density estimation. Camera trapping estimates were robust to group 265 
number, which means that population size of non-social species does not affect estimates. 266 
However results of camera trapping were sensitive to other parameters, including group size 267 
and survey design. This shows that the REM method may not work well for social animals 268 
and yield biased estimates of density. Our results here could be used to correct for that bias 269 
however, of an estimate of average group size is available.  Moreover, we also showed that 270 
the choice of camera trap survey design could lead to a reduced bias in density estimates, 271 
although this interacts with group size. Our results are thus important for general ecological 272 
research and wildlife management; they contribute to improving our understanding of the 273 
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results from using distance sampling and camera trapping for estimating density of wild 274 
populations in general, and for the management of the wild boar in the UK in particular.  275 
Since their release in England, wild boar have been expanding their range (Goulding et al., 276 
2003; Wilson, 2003; Wilson, 2013). They are generalists which can thrive in a wide variety 277 
of habitats and feed on both animals and plants, including crops (Massei and Genov, 2004). 278 
The species has the highest reproductive rates among ungulates and is known to be potential 279 
carriers of a plethora of diseases that can threaten animal and human health, and livelihoods 280 
(Ruiz-Fons et al., 2008). As a result of high reproduction and relatively low mortality, wild 281 
boar numbers are increasing throughout Europe in parallel with their environmental and 282 
economic impact (Massei et al., 2015). Current monitoring practices of wild boar in England 283 
and in other European countries include both distance sampling, capture-mark-recapture,  284 
camera trapping and hunting bag statistics (Focardi et al., 2001; Franzetti et al., 2012; Gill 285 
and Brandt, 2010; Massei et al., 2015). Yet, with the only exception of  Franzetti et al. 286 
(2012)that compared distance sampling with capture-mark-recapture,  there was no 287 
quantitative assessment of how well different methods perform for estimating density, and 288 
how they compare with each other. The results presented here are thus extremely important 289 
for the management of this species as accurate estimates of densities are needed to manage 290 
populations and to monitor population trends. Such knowledge can be used to design efficient 291 
control and management strategies to protect the natural environment, crops, and livestock 292 
against the impact of wild boar and to measure the impact of population control on 293 
population size.  294 
Our results suggest that the least inaccurate density estimate can be obtained from distance 295 
sampling. However, distance sampling is much more time consuming that camera trapping 296 
for wild boar surveying, as it requires at least two people (a driver and an observer) to 297 
conduct the surveys during several nights. Camera trapping on the other hand, are placed in 298 
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the field at the beginning of the survey and left to record for a number of days, reducing the 299 
number of man hours. We demonstrate that they could be used to accurately estimate group 300 
density but this is dependent on the availability of a robust estimate of mean group size. For 301 
wild boar, this should be measured just before the camera trap census and in winter when 302 
piglets’ numbers are the lowest, in order to use the most appropriate value in the Rowcliffe et 303 
al. (2008) REM.  Our results highlight a weakness of the REM for density estimation as the 304 
formula only takes into account camera specifications and animal speed; for social species 305 
this may not be enough. On the other hand, we also show that the bias can be reduced with a 306 
better study design and more efforts (camera numbers and placement), which is encouraging.  307 
Our model carries some limitations, which could be addressed through further code 308 
development and by improving our knowledge of the species of interest through an 309 
experimental approach. For example, we assumed that habitat was homogeneous throughout 310 
the study site but this was unlikely to be true. However, introducing different types of 311 
habitats would have required habitat-specific data on the ecology of the wild boar (e.g. 312 
habitat use) and the habitat-specific accuracy of distance sampling methods and camera traps. 313 
Unfortunately, these data were not available at the time of model development. Moreover, 314 
cameras were placed randomly the habitat (a requirement of the REM), ignoring the fact that 315 
in the field, placement is often non-random, with cameras facing tracks, or at least not placed 316 
in areas where they have no chance of recording the presence of wild boar, and with cameras 317 
placed closely together more likely to capture the same animals. The assumption of random 318 
camera placement made in our model meant that every camera had an equal chance of 319 
recording animals. This is an unlikely situation in the field, which could be addressed by 320 
introducing an error term, i.e. stochasticity, in the probability that each camera captures 321 
individuals within their range. Alternatively accounting for non-random placement of 322 
cameras based on true landscape would be possible by stratifying for habitat type. Another 323 
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big assumption made in the model was that the movement of individuals was random. This 324 
should not be a problem for the camera trap estimates, as the REM (Rowcliffe et al. 2008) 325 
assumes the same thing. In fact, REM was found to not be sensitive to non-random and non-326 
independent movement of animals (Hutchinson and Waser, 2007; Rowcliffe et al., 2013) and 327 
we expected that the assumption made in our model did not significantly affect our results.  328 
Despite the aforementioned limitations and potential improvements, we are confident that our 329 
model is a good representation of the reality of wild boar monitoring. Our results could be 330 
used to directly inform wild boar management in England and elsewhere.  Moreover, our 331 
model can potentially be used to inform the management of any wild population for which 332 
marking individuals is either not possible or cost-effective. We have shown that despite 333 
biases, camera trapping and distance sampling perform reasonably well for estimating the 334 
density of unmarked populations. By quantifying, the difference between true density and 335 
estimated densities with both methods, we fill an important gap in ecological research and 336 
present the first step towards improving the robustness of field-based estimates of density. 337 
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Tables and Figures 460 
Table 1. Parameters used in the wild boar model baseline simulations. 461 
Parameter Value 
Group size in winter  1†, 2.5*, 3.74*, 15† 
Number of groups 50†, 100†, 200† 
Single transect length (km) 1 
Transect number (km per km2) 1.5†, 3*, 6† 
Winter day time speed (m/min) 1* 
Winter night time speed (m/min) 4* 
Camera traps density (per km2) 1†,  10* 
Percentage of study area with camera traps 
and design (%) 
static 20†, static 100† , 
rotating 20† 
Length of camera trap survey (days) 10† 
Camera radius r (m) 18.3 
Camera angle θ (rad) 0.698 
Grid (Forest of Dean; km2) 56 
*Values observed in the field or used for in situ monitoring; † Values to test the sensitivity of 462 
the results to number of groups, survey efforts and group size.  463 
464 
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Table 2. Results of the linear mixed model predicting the average bias of the density 465 
estimated with camera traps (on the log scale).  466 
Parameter Average Lower 95% CI Upper 95% CI 
Group size 0.1084 0.0964 0.1205 
Number of groups -0.0018 -0.0028 -0.0007 
20% static vs. 100% static 0.3971 0.2522 0.5421 
20% rotating vs 100% static 0.2894 0.0859 0.4929 
Number of cameras per km2 -0.0465 -0.0615 -0.0315 
 467 
 468 
469 
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Table 3. Results of the linear mixed model predicting the average bias of the density 470 
estimated with distance sampling (on the log scale).  471 
Parameter Average Lower 95% CI Upper 95% CI 
Group size -0.0009 -0.0040 0.0022 
Number of groups 0.0004 0.0002 0.0007 
Number of transects per km2 0.0189 0.0097 0.0281 
 472 
  473 
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 474 
Fig. 1. Conceptual flowchart of the IBM. Values for N, x1 and x2 vary accordingly to the 475 
simulation; see Table 1 for values.  476 
477 
27 
 
 478 
Fig 2. Percentage error from true density (on the log scale) yielded by 100 simulations of 479 
camera trap monitoring with (a) 1 camera per km2 and a static 20% of the area being 480 
surveyed, (b) 10 cameras per km2 and a static 20% of the area being surveyed, (c) 1 camera 481 
per km2 and a static 100% of the area being surveyed, (d) 10 camera per km2 and a static 482 
100% of the area being surveyed, (e)1 camera per km2 and a rotating 20% of the area being 483 
28 
 
surveyed, and (f) 10 camera per km2 and a rotating 20% of the area being surveyed, for 484 
population sizes of 50, 100 and 200 groups, with average group size of 1, 2.5, 3.74 and 15 485 
individuals. The upper and lower "hinges" correspond to the first and third quartiles (the 25th 486 
and 75th percentiles); the upper and lower whiskers extend from the hinge to the highest and 487 
lowest value, respectively, that is within 1.5 * interquartile range.  488 
489 
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 490 
Fig 3. Percentage error from known density (on the log scale) yielded by 100 simulations of 491 
distance sampling monitoring with (a) 1.5 transects per km, (b) 3 transects per km and (c) 6 492 
transects for km,  for population sizes of 50, 100 and 200 groups, with average group size of 493 
1, 2.5, 3.74 and 15 individuals. The upper and lower "hinges" correspond to the first and third 494 
quartiles (the 25th and 75th percentiles); the upper and lower whiskers extend from the hinge 495 
to the highest and lowest value, respectively, that is within 1.5 * interquartile range.  496 
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 497 
Fig 4. Average estimated density and their 95% confidence intervals for simulations using 498 
observed survey design: 3 transects per km2, 10 cameras per km2 and 20% of the habitat 499 
surveyed at one time-step (static and rotating (.r)).Shown are results for three population size 500 
(50, 100 and 200 groups) and four average group sizes (1, 2.5, 3.74 and 15) 501 
