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In this note, we give a polynomial algorithm for solving problem P | rj, pj = p | ∑ fj(Cj),
where fj is any non-decreasing function such that for any indices i and j, function fi − fj is
monotonic.
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1. Introduction
The problem considered can be stated as follows. There are n jobs J1, . . . , Jn which have to be processed on m identical
parallel machines. For each job Jj, j = 1, . . . , n, a processing time pj = p, which is equal for all the jobs, and a release
date rj are given. We assume that all pj and rj are non-negative integers. Each machine can process only one job at a time.
Preemption of processing is not allowed, i.e. the processing of any job started at time t on one of the identical machines
will be completed at time t + p on the same machine. We want to find a schedule such that the function∑ fj(Cj) takes
its minimal value, where fj(Cj) is the cost associated with job Jj completed at time Cj. Here we suppose that fj is any non-
decreasing function such that for any indices i and j, function fi − fj is monotonic. This problem is formally denoted by
P | rj, pj = p |∑ fj(Cj).
In this note, we present a polynomial time algorithm for solving the above problem. Known results for problems related
to our subject can be summarized as follows:
P | rj, pj = p,Dj | Cmax,∑ Cj – Simons [4] – O(n3 log log n) algorithm
P | rj, pj = p,Dj | Cmax,∑ Cj – Simons & Warmuth [5] – O(n2m) algorithm
P | rj, pj = p |∑wjCj – Brucker & Kravchenko [2] – Reducible to an LP problem
P | rj, pj = p |∑ Tj – Brucker & Kravchenko [3] – Reducible to an LP problem
Pm | rj, pj = p |∑ fj(Cj) – Baptiste [1] – O(n3m+4) algorithm.
Here Dj denotes a given deadline, dj is a given due date, wj is a given weight, Cmax = max{C1, . . . , Cn} denotes the
makespan, and
∑
Tj = ∑jmax{0, Cj − dj} denotes the total tardiness. In [1], a dynamic programming approach has been
used. In [2,3], like in this paper, linear programming models have been used, however without the graph model applied in
the following. In [5], the complexity of the algorithm given in [4] has been improved by using preprocessing.
This note presents a generalization of the results given in [1–3]. In the following sections we prove that parallel machine
scheduling problems with release dates and equal processing times can be polynomially solved for the sum objective
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function under the given assumption mentioned above. Thus, these parallel machine problems can be polynomially solved
even for such complex criteria as
∑
wjC2j or
∑
ewjCj which are both special cases of the optimization criterion under
consideration.
The remainder of this note is organized as follows. In Section 2, we give a linear programming (LP) formulation for a
relaxation of the scheduling problem under consideration. In Section 3, we present a polynomial algorithm for solving
the scheduling problem. This algorithm transforms any solution of the relaxed problem into an optimal solution of the
scheduling problem. The optimality proof for this algorithm is given in Section 4. Finally,we illustrate the algorithmdesigned
with a small example in Section 5.
2. LP formulation
An optimal schedule for problem P | rj, pj = p | ∑ fj(Cj) can be found in the class of schedules where each job is
processed in one of the following intervals of length p:
{[rj + kp, rj + kp+ p [ | k = {0, 1, 2, . . .}}.
The proof of this property can be found in [1]. On the other hand, if for some rk and for any index j < k the inequality
rj +∑rj≤ri<rk pi ≤ rk holds, then there is a time interval where all machines are idle and, therefore, the problem can be
decomposed into subproblems that can be solved independently from each other. Thus, without loss of generality, we can
suppose that in an optimal schedule at any time at least one machine is busy and, therefore, any job is processed within the
time interval [mini{ri},mini{ri} + 2np [. Thus, we will restrict the possible positions of the jobs to the set of intervals
{[rj + kp, rj + kp+ p [ | k ∈ Z, rj + kp ≥ min
i
{ri}, rj + kp+ p ≤ min
i
{ri} + 2np}.
Take all the different intervals from this set and enumerate them in increasing order of their left endpoints. Denote the
set obtained by {Ii | i ∈ {1, . . . , z}} and for each Ii, denote by D(Ii) the right endpoint of Ii and by R(Ii) the left endpoint of Ii.
One can see that there exists some q ≥ 1 such that Ii+1 ∩ · · · ∩ Ii+q 6= ∅ for any i ∈ {0, . . . , z − q} and, therefore,
if m jobs are processed in Ii+k, then no job can be processed in the other intervals Ii+1, . . . , Ii+k−1, Ii+k+1, . . . , Ii+q. Set
y = max{q | Ii+1 ∩ · · · ∩ Ii+q 6= ∅, i ∈ {0, . . . , z − q}}, i.e. y is the number of intersecting intervals.
Consider the following LP problem:
minimize
z∑
i=1
n∑
j=1
fj(D(Ii))xji (2.1)
subject to
z∑
i=1
xji = p, j = 1, . . . , n (2.2)
n∑
j=1
xj,i+1 +
n∑
j=1
xj,i+2 + · · · +
n∑
j=1
xj,i+y ≤ mp, i = 0, . . . , z − y (2.3)
xji = 0 if R(Ii) < rj, i = 1, . . . , z, j = 1, . . . , n (2.4)
xji ≥ 0, i = 1, . . . , z, j = 1, . . . , n. (2.5)
Any vector x = (x11, . . . , xnz) satisfying (2.2)–(2.5) describes a feasible solution of the LP problem. If we set xji equal to the
amount of job Jj processed in the interval Ii, then any feasible schedule for problem P | rj, pj = p |∑ fj(Cj) can be described
as a feasible solution of problem (2.1)–(2.5). On the other hand, if the solution obtained, x∗, for problem (2.1)–(2.5) has the
property that for any j ∈ {1, 2, . . . , n}, there exists an i ∈ {1, 2, . . . , z} such that x∗ji = p, then it is a solution of problem
P | rj, pj = p |∑ fj(Cj). In the following, we denote a solution x∗ with the above property as complete.
Further we will suppose that problem (2.1)–(2.5) has been solved and that the solution x∗ obtained is not complete.
Parallel to the notation xji, we will use xj,i to avoid confusion between the first index and the second one.
Moreover, suppose that the solution x∗ does not contain mixed jobs. By mixed jobs we mean two jobs, say Jy and Jz , such
that there exists a set of intervals Ia, Ib, Ic, Id with a < b < c < d; see Fig. 1(a), or a = b < c ≤ d, and with x∗ya 6= 0, x∗yc 6= 0,
x∗zb 6= 0, x∗zd 6= 0. Without loss of generality we suppose that x∗ya = x∗yc = x∗zb = x∗zd = δ. Now, if fz − fy is non-decreasing,
we change x∗ by setting x∗yc = 0, x∗yd = δ, x∗zd = 0, x∗zc = δ. All other values of x∗ are not changed. In this case the objective
function value will decrease by
δ
(
fz(D(Ic))− fy(D(Ic))
)− δ (fz(D(Id))− fy(D(Id))) .
However, if fz − fy is non-increasing, we change x∗ by setting x∗yc = 0, x∗yb = δ, x∗zb = 0, x∗zc = δ. In this case the objective
function value will decrease by
δ
(
fz(D(Ic))− fy(D(Ic))
)− δ (fz(D(Ib))− fy(D(Ib))) .
Thus, in any case we can avoid mixed jobs in the solution considered.
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Fig. 1. Transformation for the case when fz − fy is non-increasing.
3. Algorithm
In this section, we present a polynomial algorithm for the scheduling problem under consideration. Using the optimal
solution x∗ of problem (2.1)–(2.5), we determine all intervals where jobs are processed in an optimal schedule. With this
purpose, we calculate the value v(Ik) for each interval Ik as follows:
v(Ik) =
k∑
i=1
n∑
j=1
x∗ji, k = 1, . . . , z.
Note that v(Iz) =∑zi=1∑nj=1 x∗ji = np holds if the solution is feasible.
Since any interval can be occupied by at mostm jobs, we define the values
v1 = v(I1), . . . , vm = v(I1),
vm+1 = v(I2), . . . , v2m = v(I2),
. . .
v(z−1)m+1 = v(Iz), . . . , vzm = v(Iz),
i.e. we takem copies of each interval enumerated in non-decreasing order of their left endpoints.
Now, using v1, . . . , vzm, we mark all intervals where some jobs are processed in an optimal schedule. The marking
procedure is as follows:
Step 1: To select the first marked interval, one moves from v1 to vzm and takes the first vj such that vj > 0 · p holds. Denote
the corresponding interval by I∗1 , i.e. vj = v(I∗1 ).
Step 2: To select the second marked interval, one moves from vj = v(I∗1 ) to vzm and takes the first vg such that vg > 1 · p
holds. Denote the corresponding interval by I∗2 , i.e. vg = v(I∗2 ).· · ·
Step n: To select the n-th marked interval, one moves from v(I∗n−1) to vzm and takes the first vh such that vh > (n − 1) · p
holds. Denote the corresponding interval by I∗n , i.e. vh = v(I∗n ).
The marked intervals determine the places where the jobs are processed in an optimal schedule.
Consider the bipartite graph G = (V , E), where V = {J1, . . . , Jn} ∪ {I∗1 , . . . , I∗n }, E = {(Jj, I∗i ) | x∗ji 6= 0}. Any perfect
matching of G corresponds to a complete solution of problem (2.1)–(2.5) and therefore to an optimal schedule for problem
P | rj, pj = p |∑ fj(Cj).
4. Proof of optimality
In this section, we prove that the algorithm presented in Section 3 generates an optimal schedule for problem P | rj, pj =
p |∑ fj(Cj).
Lemma 1. Graph G contains a perfect matching.
Proof. To prove this lemma, we have to separate all x∗ji , i.e. if x
∗
ai 6= 0, x∗bi 6= 0, then we will consider in the interval Ii a
subinterval Iai with the length x∗ai and a subinterval Ibi with the length x
∗
bi. These subintervals are ordered in such a way that
no mixed jobs are created, i.e. if job Ja starts earlier than Jb in x∗, then subinterval Iai is located earlier than subinterval Ibi
in the interval Ii. Note that the marking procedure can be carried out for the subintervals since each of them appears with
some positive length, i.e. if the interval Ii contains the subintervals I1,i, I2,i, . . ., Ik,i in the given order, then we will count
v(Ii) =∑ig=1∑nj=1 x∗jg = v(I1,i)+v(I2,i)+· · ·+v(Ik,i), where v(I1,i) = v(Ii−1)+x∗1,i, . . . , v(Ik,i) = v(Ii−1)+x∗1,i+· · ·+x∗k,i.
If we apply themarking procedure to the set of subintervals, then eachmarked interval will contain onemarked subinterval.
Thus, for each marked interval I∗i we denote the marked subinterval by Iγ (i),i.
Now, since each marked subinterval Iγ (i),i corresponds to some job Jγ (i) such that x∗γ (i),i 6= 0, to prove the lemma, it
suffices to show that each job corresponds to one marked subinterval only. Suppose that job Ja corresponds to two marked
subintervals Iγ (i),i = Ia,i and Iγ (j),j = Ia,j. Let Ia,i be the (k + 1)-th marked subinterval and suppose that x∗a,i = ( + δ)p,
x∗a,j = βp, and v(Ia,i) = kp+ p, where  + δ < 1, and , δ, β > 0. Then v(Ia,i)− x∗a,i = kp− δp. Assume that z − 1 jobs are
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processed between the subintervals Ia,i and Ia,j. Then v(Ia,j)−x∗a,j = kp+(z−1)p+p, and therefore, Ia,j is the (k+z+1)-th
marked interval and v(Ia,j) = kp + (z − 1)p + p + βp > (k + z)p holds. However, since x∗a,i + x∗a,j = ( + δ + β)p ≤ p,
we have  + β < 1, and therefore job Ja cannot correspond to two marked subintervals. 
Note that a perfect matching corresponds to a complete solution. Denote this solution by x˜.
Lemma 2. x˜ is an optimal solution for problem (2.1)–(2.5).
Proof. To prove that x˜ is an optimal solution, we have to prove that
z∑
i=1
n∑
j=1
fj(D(Ii))x∗ji =
z∑
i=1
n∑
j=1
fj(D(Ii))x˜ji.
Suppose that
z∑
i=1
n∑
j=1
fj(D(Ii))x˜ji >
z∑
i=1
n∑
j=1
fj(D(Ii))x∗ji.
Consider the vector (1+ )x∗ − x˜. Now we show that one can find an  > 0 such that (1+ )x∗ − x˜ is a feasible solution
of problem (2.2)–(2.5).
Since x˜ji 6= 0 implies x∗ji 6= 0, we take 1 = min{x∗ji | x˜ji 6= 0}. Then (1 + 1)x∗ − 1x˜ satisfies (2.2), (2.4) and (2.5). Now
consider (2.3).
If
n∑
j=1
x∗j,i+1 +
n∑
j=1
x∗j,i+2 + · · · +
n∑
j=1
x∗j,i+y ≤
n∑
j=1
x˜j,i+1 +
n∑
j=1
x˜j,i+2 + · · · +
n∑
j=1
x˜j,i+y,
then
n∑
j=1
((1+ )x∗j,i+1 − x˜j,i+1)+
n∑
j=1
((1+ )x∗j,i+2 − x˜j,i+2)+ · · · +
n∑
j=1
((1+ )x∗j,i+y − x˜j,i+y) ≤ mp
holds for any .
If
mp >
n∑
j=1
x∗j,i+1 +
n∑
j=1
x∗j,i+2 + · · · +
n∑
j=1
x∗j,i+y >
n∑
j=1
x˜j,i+1 +
n∑
j=1
x˜j,i+2 + · · · +
n∑
j=1
x˜j,i+y,
then we take 2 such that
n∑
j=1
(1+ 2)x∗j,i+1 +
n∑
j=1
(1+ 2)x∗j,i+2 + · · · +
n∑
j=1
(1+ 2)x∗j,i+y = mp.
In this case, we get
(1+ 2)
(
n∑
j=1
x∗j,i+1 +
n∑
j=1
x∗j,i+2 + · · · +
n∑
j=1
x∗j,i+y
)
− 2
(
n∑
j=1
x˜j,i+1 +
n∑
j=1
x˜j,i+2 + · · · +
n∑
j=1
x˜j,i+y
)
< mp.
Finally, if
mp =
n∑
j=1
x∗j,i+1 +
n∑
j=1
x∗j,i+2 + · · · +
n∑
j=1
x∗j,i+y,
then
mp =
n∑
j=1
x˜j,i+1 +
n∑
j=1
x˜j,i+2 + · · · +
n∑
j=1
x˜j,i+y
holds since in the case of v(Ii+y) = v(Ii)+mp, there aremmarked intervals in the set Ii+1, . . . , Ii+y.
Thus, inequality (2.3) can also be satisfied by an appropriate selection of . So we obtain that for some , the vector
(1+ )x∗ − x˜ is a feasible solution of problem (2.2)–(2.5). However, in this case
z∑
i=1
n∑
j=1
fj(D(Ii))
(
(1+ )x∗ji − x˜ji
) = z∑
i=1
n∑
j=1
fj(D(Ii))x∗ji − 
(
z∑
i=1
n∑
j=1
fj(D(Ii))x˜ji − fj(D(Ii))x∗ji
)
<
z∑
i=1
n∑
j=1
fj(D(Ii))x∗ji,
i.e. x∗ is not an optimal solution of the LP problem, which is a contradiction to the assumption. 
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5. Example
Consider the following instance of problem P | rj, pj = 2 | ∑ Tj. Note that this objective function satisfies the required
monotonicity properties. There are two machines and four jobs with r1 = r2 = 0, r3 = 1, r4 = 2, d1 = 2, d2 = 4, d3 = 3,
d4 = 4. The possible places for the jobs are described by the following four intervals: I1 = [0, 2[, I2 = [1, 3[, I3 = [2, 4[,
I4 = [3, 5[.
Then the corresponding LP formulation is as follows:
minimize x12 + 2x13 + 3x14 + x24 + x33 + 2x34 + x44
subject to
x11 + x12 + x13 + x14 = 2
x21 + x22 + x23 + x24 = 2
x32 + x33 + x34 = 2
x43 + x44 = 2
x11 + x12 + x21 + x22 + x32 ≤ 4
x12 + x22 + x32 + x13 + x23 + x33 + x43 ≤ 4
x13 + x23 + x33 + x43 + x14 + x24 + x34 + x44 ≤ 4
x31 = x41 = x42 = 0
xij ≥ 0 for i, j = 1, . . . , 4.
The optimal objective function value for this problem is 2. One of the possible optimal solutions is x11 = 2, x21 = 1, x24 =
1, x32 = 1, x33 = 1, x43 = 2. This solution is not complete. But using this solution, we can determine all intervals that are
busy in an optimal schedule. With this purpose, we calculate v(I1) = 3, v(I2) = 4, v(I3) = 7, v(I4) = 8. Both copies of the
intervals I1 and I3 are marked. Then a perfect matching and an optimal solution is x11 = 2, x21 = 2, x33 = 2, and x43 = 2.
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