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A semi-linear second-order stochastic parabolic equation is considered with
coefﬁcients, free terms, and initial condition depending on a parameter. It is shown
that under some natural conditions the solution can be written as a power series in
the parameter. The equations for the coefﬁcients in the power series expansion are
derived and the convergence of the power series is studied. An example from
nonlinear ﬁltering of diffusion process is discussed. # 2002 Elsevier Science (USA)
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Analysis of stochastic differential equations with a parameter is a natural
area of research: such equations often arise in applications as small random
perturbations of corresponding deterministic systems. This analysis can be
divided into two parts, asymptotic expansion of the solution and large
deviations. Small perturbations of stochastic ordinary differential equations
have been studied by many authors: [1, 4, 5, 7, 8, 18–20], etc. These works
address both asymptotic expansion of the solution and large deviations.
Similar questions for stochastic partial differential equations are much
less studied. Most of the existing works [2, 3, 10, 17], etc. essentially use the
explicit formulas for the solution. As a result, the most popular model is the
one-dimensional heat equation with constant coefﬁcients, driven by space–
time white noise:
dueðt; xÞ ¼ ðauexxðt; xÞ þ bu
e
xðt; xÞ þ f ðt; x; u
eðt;xÞÞÞ dt
þ gðt; x; ueðt;xÞÞ dW ðt; xÞ; ð1:1Þ
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STOCHASTIC PARABOLIC EQUATIONS WITH PARAMETER 95Extension of the results to more general models, even to the same heat
equation, but with variable coefﬁcients, remains an open problem.
Another traditional source of stochastic partial differential equations is
the nonlinear ﬁltering problem. In this problem, there are many
possible models with a small parameter. For example, consider the model
with small correlation of state and observation noise. A simple model of
this type is described by the following system of nonlinear diffusion
equations:
dX ðtÞ ¼ bðt;X ðtÞÞ dt þ dwðtÞ þ e dvðtÞ;
dY ðtÞ ¼ hðt;X ðtÞÞ dt þ dvðtÞ; t > 0; Y ð0Þ ¼ 0:
It is assumed that the processes w and v are standard Wiener processes
independent of the initial state X ð0Þ and of each other. To further simplify
the presentation, assume that both X and Y are one dimensional. Then the
conditional distribution of the state X given the observations Y can be
written as follows:
PðX ðtÞ4cjY ðsÞ; s4tÞ ¼
R c
1 uðt;xÞ dxRþ1
1 uðt; xÞ dx
;
where the function u ¼ uðt;xÞ satisﬁes a linear stochastic parabolic
equation
duðt;xÞ ¼
ð1þ e2Þ
2
uxxðt;xÞ  ðbðt;xÞuðt;xÞÞx
 
dt
þ ðhðt;xÞuðt; xÞ  euxðt; xÞÞ dY ðtÞ; t > 0; ð1:2Þ
uð0;xÞ ¼ p0ðxÞ:
In (1.2), p0 is the distribution density of the initial state X ð0Þ. Equation (5.3)
is known as the Zakai equation.
Usually, Eq. (1.2) must be solved numerically, and when there is no
correlation between the state and observation noise, the numerical schemes
for the corresponding Zakai equation are much easier. Therefore, if e is
small, we might write u  uð0Þ, where uð0Þ is the solution of (1.2) with e ¼ 0:
duð0Þðt; xÞ ¼ ð1
2
uð0Þxxðt; xÞ  ðbðt;xÞu
ð0Þðt; xÞÞxÞ dt þ hðt;xÞu
ð0Þðt;xÞ dY ðtÞ;
uð0;xÞð0Þ ¼ p0ðxÞ: ð1:3Þ
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uðx; tÞ  uð0Þðt;xÞ þ
Xn
m¼1
emuðmÞðt;xÞ; ð1:4Þ
where the functions uðmÞ are determined recursively by certain linear
parabolic equations and the error of approximation is of order enþ1.
Moreover, for sufﬁciently small e, we actually have
uðx; tÞ ¼ uð0Þðt;xÞ þ
X1
m¼1
emuðmÞðt;xÞ: ð1:5Þ
Similar results hold for more general ﬁltering models under minimal
assumptions about the coefﬁcients. In particular, no time regularity of the
coefﬁcients is required and the coefﬁcients can depend on the observation
process.
The equation studied in this paper is
dueðt;xÞ ¼ ðaij;eðt;xÞDiDjue þ f eðt; x;Due; ueÞÞ dt
þ ðsik;eðt;xÞDiue þ gk;eðt;x; ueÞÞ dwkðtÞ; t > 0; x 2 R
d ; ð1:6Þ
ueð0;xÞ ¼feðxÞ;
which includes both (1.1) and (1.2) as particular cases. Note that the number
of the Wiener processes can be inﬁnite, the ﬁrst derivative is allowed in the
stochastic part, and all coefﬁcients can depend on o; t; and x. In (1.6) and
throughout the paper,
* Di ¼ @=@xi; i; j ¼ 1; . . . ; d, k ¼ 1; 2; . . . ; and summation over the
repeated indices is assumed;
* wk; k51; are independent standard Wiener processes, and the Itoˆ
stochastic differential is used;
* dependence of all functions on o is not shown.
The main result is that, under certain conditions,
ue ¼
Xn
m¼0
emuðmÞ þ oðenÞ; ð1:7Þ
where uðmÞ are deﬁned recursively as solutions of linear equations.
For a stochastic partial differential equation, there are many ways of
deﬁning the solution and, as a result, many ways of interpreting (1.7). More
speciﬁcally, there are different ways of estimating the remainder in (1.7). The
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parabolic equations for which existence and uniqueness of solution are
known. To achieve this generality, the solution is considered as an element
of the space LpðO
 ½0;T ;XÞ, where X is an Lp-type space of generalized
functions on Rd ; the remainder in (1.7) is then estimated in the norm of this
solution space.
Even though Eq. (1.7) can have a solution that is a continuous function,
the most general results are obtained when the solution is considered as a
generalized function. The use of generalized functions means that the
approach to studying Eq. (1.6) must be different from the one used by Arous
[1] and Wentzell and Freidlin [7] for ordinary differential equations. Now
many steps that are trivial in the Eucledian space must be carefully justiﬁed,
which often results in major technical difﬁculties. For example, consider the
following simple equation:
due ¼ ðDue þ f ðueÞÞ dt þ ewðtÞ ð1:8Þ
with some initial condition. It is natural to expect that, if the func-
tion f is sufﬁciently smooth, then ue ¼ uð0Þ þ euð1Þ þ e2uð2Þ þ oðe2Þ,
where duð0Þ ¼ ðDuð0Þ þ f ðuð0ÞÞÞ dt, duð1Þ ¼ ðDuð1Þ þ f 0ðuð0ÞÞuð1ÞÞ dt þ dwðtÞ,
duð2Þ ¼ ðDuð2Þ þ f 0ðuð0ÞÞuð2Þ þ f 0ðuð0Þðuð1ÞÞ2Þ dt. Clearly, if the solutions are
considered in Lp-type spaces, then u
ð1Þ, ðuð1ÞÞ2 will belong to different spaces
and f 0ðuð0ÞÞ must be a point-wise multiplier in both of those spaces. If the
coefﬁcients in the equation depend on e, similar care must be taken when
differentiating those coefﬁcients with respect to e. These complications do
not arise for ordinary differential equations.
The analytic theory of solution in Lp-type spaces for (1.6) was developed
in [14], and is summarized in Section 2. The ﬁrst-order approximation is
studied in Section 3. As mentioned above, in contrast with ordinary
differential equations, one has to begin by carefully deﬁning the derivative
for the coefﬁcients and free terms. In Section 4, a detailed study of the linear
equation is presented. It is shown that, under some natural assumptions, the
dependence of the solution on the parameter is analytic. The nonlinear
ﬁltering problem with small correlation is discussed in Section 5. Finally, in
Section 6, higher-order expansion is constructed for a nonlinear equation.
When the solution of Eq. (1.6) is a continuous function, the remainder in the
expansion can be estimated in the more natural sup-type norm using
embedding theorems.
Of course, all of the results of the paper apply to deterministic parabolic
equations. In particular, analysis of Eq. (1.6), with a suitable time change,
somewhat resembles the study by Khasminskii and Yin of the Kolmogorov
equation for a diffusion process with generator L1 þ e1L2, e! 0 [11]
(see also related papers [9, 12, 13, 21]). Still, the analysis of this singularly
SERGEY LOTOTSKY98perturbed equation in those papers goes beyond power series expansion
and is carried out under a lot more restrictive assumptions on the
coefﬁcients.
2. STOCHASTIC PARABOLIC EQUATIONS WITH A
PARAMETER
The notations and conventions introduced in this section will be used
throughout the rest of the paper. In particular, summation with respect to
repeated indices will be assumed everywhere. Typically, indices i and j range
from 1 to d, and index k, over all positive integers; Di stands for the partial
derivative with respect to xi.
Fix ðO;F; fFtg;PÞ, a stochastic basis with F and F0 containing all P-
null subsets of O; t, a stopping time, ð0; t] ¼ fðo; tÞ 2 O
 Rþ: 05t4tðoÞg;
P, the s-algebra of predictable sets; fwk; k51g, independent standard
Wiener processes. The Itoˆ stochastic calculus will be used.
For g 2 R and p51, denote by Hgp the space of Bessel potentials on R
d ,
and by Hgpðl2Þ, the corresponding space of l2-valued function [14]. Next, we
deﬁne the following spaces:
1. HgpðtÞ ¼ Lpðð0; t];P; H
g
pÞ; H
g
pðt; l2Þ ¼ Lpðð0; t];P; H
g
pðl2ÞÞ;
2. FgpðtÞ ¼ H
g1
p ðtÞ 
H
g
pðt; l2Þ, U
g
p ¼ LpðO;F0; H
gþ12=p
p Þ;
3. HgpðtÞ: the collection of processes from H
gþ1
p ðtÞ that can be written,
in the sense of distributions, as
uðtÞ ¼ fþ
Z t
0
f ðsÞ ds þ
Z t
0
gkðsÞ dwkðsÞ ð2:1Þ
or, equivalently,
du ¼ f dt þ gkdwk; ujt¼0 ¼ f ð2:2Þ
for some f 2 U gp and ðf ; gÞ 2F
g
pðtÞ; the norm in H
g
pðtÞ is deﬁned by
jjujjp
HgpðtÞ
¼ jjujjp
Hgþ1p ðtÞ
þ jjðf ; gÞjjp
FgpðtÞ
þ Ejju0jj
p
H
gþ12=p
p
: ð2:3Þ
Denote by Cn1;1ðRd Þ the set of functions from Cn1ðRdÞ
whose derivatives of order n  1 are uniformly Lipschitz continuous.
For g 2 R deﬁne g0 2 ½0; 1Þ as follows: if g is an integer, then g0 ¼ 0; if g is not
an integer, then g0 is any number from the interval ð0; 1Þ so that jgj þ g0 is not
an integer.
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Bg ¼
L1ðR
dÞ; g ¼ 0;
Cn1;1ðRd Þ; jgj ¼ n ¼ 1; 2; . . . ;
C jgjþg
0
ðRdÞ otherwise:
8>>><
>>:
ð2:4Þ
It is known (see [14, Lemma 5.2]) that, if u 2 Hgp and a 2 B
g, then
jjaujjHgp4Nðg; d; pÞjjajjBg jjujjHgp :
The spaces Bgðl2Þ are deﬁned similarly.
Let I be an open interval in R so that 0 2 I . Dependence of a function F
on e 2 I will be denoted by a superscript: F ¼ F e.
Consider the following stochastic parabolic equation:
dueðt;xÞ ¼ ðaij;eðt;xÞDiDjue þ f eðt;x;Due; ueÞÞ dt
þ ðsik;eðt; xÞDiue þ gk;eðt; x; ueÞÞ dwkðtÞ; t > 0; x 2 R
d ; e 2 I ;
ueð0;xÞ ¼feðxÞ: ð2:5Þ
Fix g 2 R and p52. For each e 2 I consider the following conditions.
Condition 2.2.1 (Coercivity). There exist positive numbers k1 and k2 so
that
k1jxj24ðaij;e  12s
ik;esjk;eÞxixj4k2jxj
2 ð2:6Þ
for all ðo; tÞ 2 ð0; t]; x 2 Rd , and x 2 Rd .
Condition 2.2.2 (Regularity of ae and se). For all i; j ¼ 1; . . . ; d and
k51, the functions aij and sik are PBðRdÞ measurable,
jjaij;eðtÞjjBg1 þ jjs
i;eðtÞjjBgðl2Þ4k2 ð2:7Þ
for all ðo; tÞ 2 ð0; t], and, in the case g ¼ 0; 1, for every r > 0, there exists
dr > 0 so that
jaij;eðt;xÞ  aij;eðt; yÞj þ jjsi;eðt; xÞ  si;eðt; yÞjjl24r ð2:8Þ
for all ðo; tÞ 2 ð0; t] and x; y 2 Rd with jx  yj5dr.
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ðf eð0; 0Þ; gð0ÞÞ 2FgpðtÞ; ð2:9Þ
and for every r > 0 there exists mr > 0 so that
jjðf eðDu; uÞ  f eðDv; vÞ; geðuÞ  geðvÞÞjjFgpðtÞ
4rjju  vjjHgpðtÞ þ mrjju  vjjHg1p ðtÞ; g15gþ 1 ð2:10Þ
for all u; v 2HgpðtÞ.
By deﬁnition, a process ue is a solution of Eq. (2.5) if and only if ue 2
HgpðtÞ for some g 2 R, Conditions 2.2.2 and 2.2.3 hold for this g, and
equality (2.5) holds in HgpðtÞ.
Theorem 2.1. If fe 2 U gp , t4T , and conditions 2.2.1–2.2.3 are fulfilled,
then Eq. (2.5) has a unique solution ue 2HgpðtÞ and
jjuejjHgp4Nðjjðf
eð0; 0Þ; geð0ÞÞjjFgpðtÞ þ jjf
ejjU gp Þ ð2:11Þ
with N depending only on d; g; k1; k2; p;T , and the functions d ¼ dr and
m ¼ mr.
Proof. This follows from Theorem 5.1 in [14]. ]
3. FIRST-ORDER APPROXIMATION
From now on it will be assumed that p52 and t5T . To study
asymptotical behavior of ue it is necessary to introduce a suitable notion of
derivative for the coefﬁcients, free terms, and the initial condition of the
equation. Fix g 2 R and n4g. The following notation will be used:
F ð0Þ ¼ F eje¼0: ð3:1Þ
Definition 3.1. A function ae 2 Bg is called g=n differentiable (at e ¼ 0)
if and only if e1jjae  að0ÞjjBn is uniformly bounded for e 2 I and there
exists a function að1Þ 2 Bn so that, for every z 2 C10 ðR
dÞ,
lime!0 e1jjðae  að0Þ  eað1ÞÞzjjHnp ¼ 0.
Even when n ¼ g, this deﬁnition provides a more general notion of
derivative than differentiation in Bg space. For example, if g ¼ 0, d ¼ 1, and
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að1Þ ¼ 1, even though e1jjae  að0Þ  eað1ÞjjB0 ¼ supy2R jy
1 tan1y  1j ¼ 1.
Since C10 ðR
dÞ is dense in every Hgp, we can replace z in the above
deﬁnition with an arbitrary u 2 Hnp. Indeed, if zn 2 C
1
0 ðR
d Þ and
limn!1 jjzn  ujjHnp ¼ 0, then, writing b
e for e1ðae  að0Þ  eað1ÞÞ, we ﬁnd
jjubejjHnp4jjznb
ejjHnp þ Cjju  znjjHnp , because by assumption jjb
ejjBn4C. It
remains to pass to the limit, ﬁrst, e! 0, then n !1.
Similarly, a function se 2 Bgðl2Þ is called g=n differentiable if and only if
e1jjse  sð0ÞjjBnðl2Þ is uniformly bounded for e 2 I and there exists a function
sð1Þ 2 Bnðl2Þ so that, for every z 2 C10 ðR
dÞ, lime!0 e1jjðse  sð0Þ
esð1ÞÞzjjHnpðl2Þ ¼ 0.
Next, we deﬁne differentiability for the free terms and initial conditions.
Definition 3.2. An operator ðf eðDu; uÞ; geðuÞÞ : ðHgpðtÞÞ
3 !FgpðtÞ is
called g=n differentiable if, for every u 2HgpðtÞ, there exist linear operators
Aui :H
g
pðtÞ ! H
n1
p ðtÞ; i ¼ 0; . . . ; d, B
u ¼ fBu;k; k51g :HgpðtÞ ! H
n
pðt; l2Þ
and a process ðf ð1ÞðDu; uÞ; gð1ÞðuÞÞ 2FnpðtÞ so that, for every v 2H
g
pðtÞ,
lim
e!0
e1 f eðDu þ eDv; u þ evÞ  f ð0ÞðDu; uÞ  e
Xd
i¼0
Aui v












 ef ð1ÞðDu; uÞ





Hn1p ðtÞ
¼ 0;
lim
e!0
e1jjgeðu þ evÞ  gð0ÞðuÞ  eBuv  egð1ÞðuÞjjHnpðt;l2Þ ¼ 0: ð3:2Þ
For example, if f eðDu; uÞ ¼ bi;eðt;xÞDiu þ ceðt;xÞu with suitable bi;e; ce,
thenAu0v ¼ c
ð0Þv; Aui v ¼ b
i;ð0ÞDiv; i ¼ 1; . . . ; d, f ð1ÞðDu; uÞ ¼ bi;ð1ÞDiu þ cð1Þu.
Definition 3.3. A function fe 2 U gp is called g=n differentiable if and
only if there exists a process fð1Þ 2 U np so that lime!0 e
1jjfe
fð0Þ  efð1ÞjjUnp ¼ 0.
Given Eq. (2.5), assume that the coefﬁcients, free terms, and the initial
condition are differentiable in the sense of the above deﬁnitions. Then we
can deﬁne processes uð0Þ and uð1Þ as follows:
duð0Þ ¼ ðað0ÞDiDjuð0Þ þ f ð0ÞðDuð0Þ; uð0ÞÞÞ dt
þ ðsik;ð0ÞDiuð0Þ þ gk;ð0Þðuð0ÞÞÞ dwkðtÞ; ð3:3Þ
uð0Þjt¼0 ¼f
ð0Þ;
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Xd
i¼0
Au
ð0Þ
i u
ð1Þ þ F
 !
dt
þ ðsik;ð0ÞDiuð1Þ þBk;u
ð0Þ
uð1Þ þ GkÞ dwkðtÞ; ð3:4Þ
uð1Þjt¼0 ¼f
ð1Þ;
where
F ¼ aij;ð1ÞDiDjuð0Þ þ f ð1ÞðDuð0Þ; uð0ÞÞ; Gk ¼ sik;ð1ÞDiuð0Þ þ gk;ð1Þðuð0ÞÞ: ð3:5Þ
The next theorem shows that, under natural assumptions, the processes
uð0Þ and uð1Þ are the ﬁrst two coefﬁcients in the expansion of ue in powers of e.
Theorem 3.1. For given n4g and p52, assume that
1. Conditions 2.2.1–2.2.3 hold for both g and n with numbers k1; k2 and
functions d ¼ dr;m ¼ mr independent of e.
2. For each i; j ¼ 1; . . . ; d, the process aij;e is ðg 1Þ=ðn 1Þ differenti-
able and si;e is g=n differentiable so that the norms e1jjaij;e  aij;ð0ÞjjBn and
e1jjsi;e  si;ð0ÞjjBnðl2Þ are uniformly bounded for e 2 I and ðo; tÞ 2 ð0; t] and the
processes aij;ð1Þ, si;ð1Þ are appropriately measurable with norms uniformly
bounded for ðo; tÞ 2 ð0; t].
3. The free term ðf e; geÞ and the initial condition fe are g=n
differentiable.
Then lime!0 e1jjue  uð0Þ  euð1ÞjjHnp ðtÞ ¼ 0, and we write
uð1Þ ¼
@ue
@e





e¼0
:
Proof. Deﬁne ve ¼ e1ðue  uð0Þ  euð1ÞÞ so that ue ¼ uð0Þ þ eðuð1Þ þ veÞ.
Then
dve ¼ ðaij;eDiDjve þ F eðDve; veÞÞ dt þ ðsik;eDive þ Gk;eðveÞÞ dwkðtÞ;
vejt¼0 ¼ e
1ðfe  fð0Þ  efð1ÞÞ; ð3:6Þ
where
F eðDve; veÞ ¼ e1ðaij;e  aij;ð0Þ  eaij;ð1ÞÞDiDjuð0Þ þ ðaij;e  aij;ð0ÞÞDiDjuð1Þ
þ e1

f eðDuð0Þ þ eðDuð1Þ þ DveÞ; uð0Þ þ eðuð1Þ þ veÞÞ
 f ð0ÞðDuð0Þ; uð0ÞÞ  e
Xd
i¼0
Au
ð0Þ
i u
ð1Þ  ef ð1ÞðDuð0Þ; uð0ÞÞ

;
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þ e1ðgeðuð0Þ þ eðuð1Þ þ veÞÞ  gð0Þðuð0ÞÞ  eBk;u
ð0Þ
uð1Þ
 egð1Þðuð0ÞÞÞ: ð3:7Þ
By assumption (1) of the theorem and by Theorem 2.1.
jjvejjHnpðtÞ4NðjjðF
eð0; 0Þ;Geð0ÞÞjjFnðtÞ þ jjv
ejt¼0jjU np Þ ð3:8Þ
with N independent of e. Assumptions (2) and (3) of the theorem then imply
that the right-hand side of the last inequality tends to zero as e! 0.
Theorem 3.1 is proved. ]
Example (See also Section 6). Consider the following equation in one
space variable:
dueðt;xÞ ¼ ðaðt; xÞuexx þ f ðu
eÞÞ dt þ egðueÞ dW ðt;xÞ;
dueð0;xÞ ¼ fðxÞ; ð3:9Þ
where
* For every x 2 R, the function a is predictable and there exist
numbers 05k15k2 so that, uniformly in ðo; tÞ; jjajjB24k2 and, uniformly in
ðo; t; xÞ, k14a4k2.
* The functions f ¼ f ðyÞ and g ¼ gðyÞ are nonrandom and Lipschitz
continuous, f ð0Þ ¼ gð0Þ ¼ 0, and the ﬁrst derivative f 0 ¼ f 0ðyÞ of f is
bounded and continuous.
* f 2 C10 ðRÞ.
* W ¼ W ðt;xÞ is space–time white noise.
It is known [14, Sect. 8] that Eq. (3.9) is a particular case of (2.5) and, for
every e 2 R, t5T , every k 2 ð0; 1=2, and every p52, there is a unique
solution ue 2H1=2kp ðtÞ. Conditions of Theorem 3.1 hold. In particular, by
the mean-value and dominated convergence theorems, we have for every
u; v 2H1=2kp ðtÞ,
lim
e!0
e1jjf ðu þ evÞ  f ðuÞ  ef 0ðuÞvjj
H
3=2k
p ðtÞ
4 lim
e!0
jjðf 0ðu þ yevÞ  f 0ðuÞÞvjjLpðtÞ ¼ 0: ð3:10Þ
Also,
lim
e!0
e1jjegðu þ evÞ  egðuÞjjLpðtÞ4 lime!0
CejjvjjLpðtÞ ¼ 0:
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lim
e!0
e1jjue  uð0Þ  euð1Þjj
H
1=2k
p ðtÞ
¼ 0; ð3:11Þ
where
duð0Þ ¼ ðaðt; xÞuð0Þxx þ f ðu
ð0ÞÞÞ dt; uð0Þð0;xÞ ¼ fðxÞ;
duð1Þ ¼ ðaðt; xÞuð1Þxx þ f
0ðuð0ÞÞuð1ÞÞ dt þ gðuð0ÞÞ dW ðt;xÞ; uð1Þð0; xÞ ¼ 0:
ð3:12Þ
From embedding theorems [14, Theorem 7.2] we further conclude that
E sup
05t5T ;x2R
jueðt ^ t;xÞ  uð0Þðt ^ t;xÞ  euð1Þðt ^ t;xÞjp ¼ oðepÞ: ð3:13Þ
4. LINEAR EQUATION
To study linear equation
due ¼ ðaij;eðt;xÞDiDjue þ bi;eðt;xÞDiue þ ceðt;xÞu þ f eðt; xÞÞ dt
þ ðsik;eðt;xÞDiue þ nk;eðt; xÞue þ gk;eðt;xÞÞ dwk; t > 0; x 2 R
d ;
ð4:1Þ
uejt¼0 ¼f
eðxÞ:
Condition 2.2.3 is replaced with the following two:
Condition 4.4.1. The functions bi;e; ce; nk;e are P
BðRdÞ measurable
and, for all ðo; tÞ 2 ð0; t],
jjbi;ejjBgb þ jjc
ejjBgc þ jjn
ejjBgn ðl2Þ4k2; ð4:2Þ
where (recall the deﬁnition of g0 from Section 2)
gb ¼ g 1þ g
0; g51; gb ¼ 0; 05g51; gb > g; g40;
gc ¼ g 1þ g
0; g51; gc ¼ 0; 15g51; gc > g 1; g4 1;
gn ¼ gþ g
0; g50; gn ¼ 0; 15g50; gn > g 1; g4 1;
ð4:3Þ
Condition 4.4.2. ðf e; geÞ 2FgpðtÞ.
If Conditions 2.2.1, 2.2.2, 4.4.1, and 4.4.2 hold for some g 2 R and e 2 I
and if fe 2 Ugp , t4T , then, according to Remark 5.6 in [14], Eq. (4.1) has a
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jjujjHgpðtÞ4Nðjjðf ; gÞjjFgpðtÞ þ jjf
ejjUgp Þ ð4:4Þ
with constant N depending only on d; g;k1;k2; p and the function d ¼ dr.
Definition 4.1. A function ae 2 Bg is called n times differentiable
(at e ¼ 0) if and only if there exist functions að1Þ; . . . ; aðnÞ from Bg and a
number AðnÞ so that
sup
e2I
en ae  að0Þ 
Xn1
m¼1
emaðmÞ
























Bg
4AðnÞ ð4:5Þ
and, for every z 2 C10 ðR
dÞ,
lim
e!0
en ðae 
Xn
m¼0
aðmÞemÞz
























H
g
p
¼ 0: ð4:6Þ
There is an obvious extension of this deﬁnition to Bgðl2Þ-valued functions.
As in Deﬁnition 3.1, function z can be replaced with an arbitrary v 2 Hgp .
Definition 4.2. A process ðf e; geÞ 2FgpðtÞ is called n times differentiable
if and only if there exist processes ðf ð1Þ; gð1ÞÞ; . . . ; ðf ðnÞ; gðnÞÞ fromFgpðtÞ so that
lim
e!0
en ðf e; geÞ 
Xn
m¼0
ðf ðmÞ; gðmÞÞem
























FgpðtÞ
¼ 0: ð4:7Þ
Differentiability of fe 2 U gp is deﬁned in a similar way.
Introduce the following notations:
Le ¼ aij;eDiDj þ bi;eDi þ ce; Mk;e ¼ sik;eDi þ nk;e;
LðnÞ ¼ aij;ðnÞDiDj þ bi;ðnÞDi þ cðnÞ; Mk;ðnÞ ¼ sik;ðnÞDi þ nk;ðnÞ: ð4:8Þ
Then Eq. (4.1) becomes
due ¼ ðLeue þ f eÞ dt þ ðMk;eue þ gk;eÞ dwk; uejt¼0 ¼ f
e: ð4:9Þ
Next, deﬁne processes uðrÞ, r ¼ 0; . . . ; n; by the following equations:
duð0Þ ¼ ðLð0Þuð0Þ þ f ð0ÞÞ dt þ ðMk;ð0Þuð0Þ þ gk;ð0ÞÞ dwk; uð0Þjt¼0 ¼ f
ð0Þ;
ð4:10Þ
SERGEY LOTOTSKY106duðrÞ ¼ Lð0ÞuðrÞ þ
Xr1
m¼0
LðrmÞuðmÞ þ f ðrÞ
 !
dt
þ Mk;ð0ÞuðnÞ þ
Xr1
m¼0
Mk;ðrmÞuðmÞ þ gk;ðrÞ
 !
dwk; ð4:11Þ
uðrÞjt¼0 ¼f
ðrÞ:
The following theorem shows that, under natural conditions, the
processes uðrÞ; r ¼ 0; . . . ; n are the ﬁrst n þ 1 coefﬁcients in the expansion
of ue in powers of e.
Theorem 4.1. Assume that, for some g 2 R,
1. Conditions 2.2.1, 2.2.2, 4.4.1, and 4.4.2 hold with numbers k1, k2 and
function d ¼ dr independent of e 2 I .
2. Functions aij;e; bi;e; ce;si;e; ne are n times differentiable so that the
corresponding numbers AðnÞ from Definition 4.1 do not depend on ðo; tÞ; and
all the derivatives are appropriately measurable with norms uniformly bounded
in ðo; tÞ.
3. The process ðf e; geÞ and the initial condition fe are n times
differentiable.Then
ue ¼ uð0Þ þ
Xn
m¼1
uðmÞem þ Ren with lime!0
enjjRenjjHgpðtÞ ¼ 0 ð4:12Þ
and we write
uðmÞ ¼
1
m!
@mue
@em





e¼0
: ð4:13Þ
If, in addition, assumptions (2) and (3) of the theorem hold for all n51 and
there is a number C0 > 0 so that, for all n51,
* for aij;e; bi;e; ce;si;e; ne the corresponding numbers AðnÞ from Definition
4.1 satisfy AðnÞ4Cn0 uniformly in ðo; tÞ;
* The process ðf e; geÞ and the initial condition fe satisfy
sup
e2I
en ðf e; geÞ 
Xn1
m¼0
ðf ðmÞ; gðmÞÞem
























FgpðtÞ
þ fe 
Xn1
m¼0
fðmÞem
























U
g
p
0
@
1
A
4Cn0 ; ð4:14Þ
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ue ¼ uð0Þ þ
X
m51
uðmÞem: ð4:15Þ
Proof. Using induction and Theorem 2.1 we conclude that the norms
jjuðrÞjjHgpðtÞ, r ¼ 0; . . . ; n are bounded. After that, direct calculations show that
the process ven ¼ e
nRen is the solution of the equation
dven ¼ L
even þ
Xn
r¼0
eðnrÞ Le 
Xnr
m¼0
emLðmÞ
 !
uðrÞ
 
þ en f e 
Xn
r¼0
erf ðrÞ
 !!
dt
þ Mk;even þ
Xn
r¼0
eðnrÞ Me;k 
Xnr
m¼0
emMk;ðmÞ
 !
uðrÞ
 
þ en gk;e 
Xn
r¼0
ergk;ðrÞ
 !!
dwk; ð4:16Þ
venjt¼0 ¼ e
n fe 
Xn
m¼0
fðmÞem
 !
:
Now assumptions (1) and (2) of the theorem and Theorem 2.1 imply that
lime!0 jjvenjjHgpðtÞ ¼ 0:
To prove (4.15), deﬁne
ur ¼ jjuðrÞjjHgpðtÞ: ð4:17Þ
Using the additional assumptions about the growth of the derivatives of the
coefﬁcients, free terms, and initial condition, we conclude from Eq. (4.11)
that
ur4N
Xr1
m¼0
Crk0 um þ C
r
0
 !
ð4:18Þ
with N independent of r, and so ur4Cr2, where C2 ¼ 4C0 maxðN; 1Þ. After
that we conclude from (4.16) that
jjven1jjHgpðtÞ4eN
Xn1
m¼0
Cnm0 C
m
2 þ C
n
0
 !
ð4:19Þ
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n
2 which means
that, for jej5minð1=C2; distð0; @IÞÞ, limn!1jjRenjjHgpðtÞ ¼ 0 and (4.15) holds.
Theorem 4.1 is proved. ]
The second part of Theorem 4.1 states that if the coefﬁcients, free terms,
and the initial condition of the linear equation are real analytic functions of
the parameter, then the solution is also a real analytic function of the
parameter. The proof provides an explicit bound on the radius of
convergence of the corresponding power series and does not involve
complex numbers.
5. AN EXAMPLE: OPTIMAL NONLINEAR FILTERING WITH
SMALL CORRELATION OF STATE AND OBSERVATION NOISE
Many numerical methods for nonlinear ﬁltering are based on replacing a
complicated model with a simpler one while using the original observations
in the resulting equations. One application of Theorem 4.1 might be proving
stability and improving accuracy of such procedures.
For example, consider the following system of nonlinear diffusion
equations:
dX ðtÞ ¼ bðt;X ðtÞ;Y ðtÞÞ dt þ aðt;X ðtÞ;Y ðtÞÞ dwðtÞ þ e0rðt;X ðtÞ;Y ðtÞÞ dvðtÞ;
dY ðtÞ ¼ hðt;X ðtÞ;Y ðtÞÞ dt þ dvðtÞ; t > 0; Y ð0Þ ¼ 0: ð5:1Þ
It is assumed that the processes w and v are standard Wiener processes
independent of the initial state X ð0Þ and of each other. To simplify the
presentation, assume that both X and Y are one dimensional. Assume also
that
There exist 05k15k2 so that k14a2ðt; x; yÞ4k2 uniformly in ðt;x; yÞ:
The functions a; b;r; h are deterministic; Borel measurable; and uniformly
bounded in ðt; x; yÞ; and are Lipschitz continuous in ðx; yÞ:
The functions ax; rx are continuous in y and Lipschitz continuous in x:
ð5:2Þ
Then the conditional distribution of the state X given the observations Y
can be written as follows:
PðX ðtÞ4cjY ðsÞ; s4tÞ ¼
R c
1 uðt;xÞ dxRþ1
1 uðt; xÞ dx
;
STOCHASTIC PARABOLIC EQUATIONS WITH PARAMETER 109where the function u ¼ uðt;xÞ satisﬁes a linear parabolic equation
duðt; xÞ ¼
a2ðt;x;Y ðtÞÞ þ e20r
2ðt;x;Y ðtÞÞ
2
uðt; xÞ
 
xx

 ðbðt;x;Y ðtÞÞuðt; xÞÞx

dt
þ ðhðt;x;Y ðtÞÞuðt;xÞ  e0ðrðt;x;Y ðtÞÞuðt; xÞÞxÞ dY ðtÞ; t > 0;
uð0;xÞ ¼ p0ðxÞ:
In (5.3), p0 is the distribution density of the initial state X ð0Þ. The
observation process Y is a Wiener process on a special probability space [16,
Chap. 6], which makes Eq. (5.3) of the type considered in the previous
section. In particular, if assumptions (5.2) hold and p0 2 H
22=p
p , then u 2
H1pðTÞ for every T > 0.
Equation (5.3) is known as the Zakai equation. The nonlinear ﬁltering
problem is considered solved if a suitable approximation of the function u is
computed, and when there is no correlation between the state and
observation noise, the numerical schemes for the corresponding Zakai
equation are much easier. Therefore, a natural approximation for u is uð0Þ
given by
duð0Þðt;xÞ ¼ ð1
2
ða2ðt;x;Y ðtÞÞuð0Þðt;xÞÞxx  ðbðt; x;Y ðtÞÞu
ð0Þðt;xÞÞxÞ dt
þ hðt;x;Y ðtÞÞuð0Þðt;xÞ dY ðtÞ; ð5:4Þ
uð0Þð0;xÞ ¼ p0ðxÞ:
Note that (5.4) is the Zakai equation for model (5.1) with e0, with the
exception that the original observation process Y is used.
We can now use the results of the previous section to derive a better
approximation of u. To this end, for e 2 R, deﬁne process ue by the following
equation:
dueðt;xÞ ¼
a2ðt; x;Y ðtÞÞ þ e2r2ðt;x;Y ðtÞÞ
2
ue
 
xx
ðbðt;x;Y ðtÞÞueÞx
 
dt
þ ðhðt;x;Y ðtÞÞue  eðrðt;x;Y ðtÞÞueÞxÞ dY ðtÞ; t > 0; ð5:5Þ
ueð0;xÞ ¼ p0ðxÞ
so that u ¼ ue0 .
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Theorem 4.1 we can deﬁne process uð1Þ by
duð1Þðt;xÞ ¼ ð1
2
ða2ðt;x;Y ðtÞÞuð1Þðt;xÞÞxx  ðbðt;x;Y ðtÞÞu
ð1Þðt;xÞÞxÞ dt
þ ðhðt;x;Y ðtÞÞuð1Þðt;xÞ  ðrðt;x;Y ðtÞÞuð0Þðt;xÞÞx dY ðtÞ;
uð1Þð0;xÞ ¼ 0 ð5:6Þ
and more generally, for n52; process uðnÞ
duðnÞðt;xÞ ¼ ð1
2
ða2ðt; x;Y ðtÞÞuðnÞðt; xÞÞxx  ðbðt;x;Y ðtÞÞu
ðnÞðt;xÞÞx
þ 1
2
ðr2ðt;x;Y ðtÞÞuðn2Þðt;xÞÞxxÞ dt
þ ðhðt; x;Y ðtÞÞuðnÞðt; xÞ  ðrðt; x;Y ðtÞÞuðn1Þðt; xÞÞxÞ dY ðtÞ;
uðnÞð0;xÞ ¼ 0; n52: ð5:7Þ
According to Theorem 4.1 we have
u  uð0Þ þ
Xn
m¼1
uðmÞem0 ; ð5:8Þ
and the error of approximation is of order enþ10 ; that is
u  uð0Þ 
Xn
m¼1
uðmÞem0
























H1pðTÞ
4Cenþ10 : ð5:9Þ
The proof of Theorem 4.1 provides an explicit bound on the constant C.
Furthermore, by embedding theorems,
E sup
05t5T ;x2R
uðt;xÞ  uð0Þðt;xÞ 
Xn
m¼1
uðmÞðt;xÞem0












p
4Ceðnþ1Þp0 : ð5:10Þ
Notice that, by the second part of Theorem 4.1, for sufﬁciently small e we
actually have ue ¼ uð0Þ þ
P1
m¼1 u
ðmÞem, and there is an explicit bound on the
radius of convergence.
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APPROXIMATION
Just as with the linear equation, we could apply Theorem 3.1 repeatedly to
a general nonlinear equation and get higher-order terms in the expansion of
ue. The obvious difﬁculty is that the formulas become very complicated very
quickly. As an example, consider the one-dimensional equation driven by
space–time white noise:
dueðt;xÞ ¼ ðaðt;xÞuexx þ bðt;xÞu
e
x þ f ðt;x; u
eÞÞ dt
þ egðt;x; ueÞ dW ðt;xÞ; t > 0; x 2 R; e 2 I ; ð6:1Þ
ueð0;xÞ ¼fðxÞ:
Recall [14, Sect. 8.3] that this equation is of type (2.5) with gk ¼ ghk, where
fhk; k51g is an orthonormal basis in L2ðRÞ, and for this equation
conditions 2.2.1–2.2.3 are replaced with the following.
Condition 6.6.2 (Regularity of the coefﬁcients). For every x 2 R, the
functions a, b are predictable and there exist numbers 05k15k2 so that,
uniformly in ðo; tÞ, jjajjB2 þ jjbjjB14k2 and, uniformly in ðo; t;xÞ; k14a4k2.
Condition 6.6.2 (Regularity of free terms). The functions f ¼ f ðt;x; yÞ
and g ¼ gðt; x; yÞ satisfy jf ðt;x; y1Þ  f ðt;x; y2Þj þ jgðt;x; y1Þ  gðt;x; y2Þj4k2
jy1  y2j uniformly in ðo; t; xÞ, gð; ; 0Þ 2 LpðtÞ ¼ H
0
pðtÞ for some p52, and
there is k 2 ð0; 1=2 so that f ð; ; 0Þ 2 H3=2kp ðtÞ.
It is known [14, Theorem 8.5] that, if conditions 6.6.1 and 6.6.2 hold and
if f 2 U1=2kp , t4T , then, for every e 2 R, Eq. (6.3) has a unique solution
ue 2H1=2kp ðtÞ and
jjuejj
H
1=2k
p ðtÞ
4Nðjjf ð; ; 0Þjj
H
3=2k
p ðtÞ
þ ejjgð; ; 0ÞjjLpðtÞ þ jjfjjU1=2kp Þ ð6:2Þ
with constant N depending only on k; k1; k2; p;T .
The starting point in the analysis is the zero-order approximation. Deﬁne
uð0Þ by
duð0Þ ¼ ðauð0Þxx þ bu
ð0Þ
x þ f ðu
ð0ÞÞÞ dt; t > 0; x 2 R;
uð0Þð0;xÞ ¼ fðxÞ: ð6:3Þ
It is obvious that lime!0 jjue  uð0ÞjjH1=2kp ðtÞ ¼ 0.
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f ð1Þðt;x; yÞ ¼ @f ðt;x; yÞ=@y
exists, is uniformly bounded and, for every ðo; t;xÞ; continuous in y. Then
we can deﬁne uð1Þ by
duð1Þ ¼ ðauð1Þxx þ bu
ð1Þ
x þ f
ð1Þðuð0ÞÞuð1ÞÞ dt þ gðuð0ÞÞ dW ðt; xÞ;
uð1Þð0;xÞ ¼ 0: ð6:4Þ
Then, similar to the example at the end of Section 3, we conclude from
Theorem 3.1 that lime!0 e1jjue  uð0Þ  euð1ÞjjH1=2kp ðtÞ ¼ 0:
To deﬁne higher-order terms in the expansion, we need an additional
construction. Denote by AmðnÞ the set of n-vectors ~a ¼ ða1; . . . ; anÞ with
nonnegative integer components so that
Pn
i¼1 ai ¼ m and
Pn
i¼1 iai ¼ n. Note
that if m ¼ 1, then an ¼ 1 and ai ¼ 0 for i ¼ 1; . . . ; n  1, whereas if m52,
then an ¼ 0. It is known [15, p. 36] that, for every sufﬁciently smooth
function F ,
1
n!
dnF ð
P
i50 cie
iÞ
den





e¼0
¼ cnF ð1Þðc0Þ
þ
Xn
m¼2
F ðmÞðc0Þ
X
~a2AmðnÞ
m!
a1!    an1!
ca11    c
an1
n1 ; ð6:5Þ
where F ðmÞ ¼ 1
m!
dmF ðtÞ
dtm
.
Assume now that all partial derivatives of f ðt; x; yÞ and gðt; x; yÞ with
respect to y exist and each one is uniformly bounded. Then we set
f ðnÞðyÞ ¼
1
n!
@nf ðt;x; yÞ
@yn
; gðnÞðyÞ ¼
1
n!
@ngðt;x; yÞ
@yn
ð6:6Þ
and deﬁne process uðnÞ; n52, as the solution of the equation
duðnÞ ¼ auðnÞxx þ bu
ðnÞ
x þ f
ð1Þðuð0ÞÞuðnÞ

þ
Xn
m¼2
f ðmÞðuð0ÞÞ
X
~a2AmðnÞ
m!
a1!    an1!
ðuð1ÞÞa1    ðuðn1ÞÞan1
!
dt
þ
Xn1
m¼1
gðmÞðuð0ÞÞ
X
~a2Amðn1Þ
m!
a1!    an1!
ðuð1ÞÞa1    ðuðn1ÞÞan1
 !
dW ðt;xÞ; ð6:7Þ
uðnÞð0;xÞ ¼ 0:
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LpðtÞ. Since this right-hand side consists of products of uðmÞ, m5n, we need
higher order integrability for uðmÞ. One way to ensure this integrability is to
require condition 6.6.2 to hold for all p52.
Theorem 6.1. Fix k 2 ð0; 1=2 and assume that
1. Conditions 6.6.1 and 6.6.2 hold for every p52.
2. For every n51, nth order partial derivatives of f and g with respect to
the last argument exist and are uniformly bounded.
Then, for every n50,
ue ¼ uð0Þ þ
Xn
k¼1
uðkÞek þ Ren; jjR
e
njjHgpðtÞ4Cjej
nþ1: ð6:8Þ
Proof. By Theorem 3.1 we have uð1Þ ¼ @u
e
@e je¼0. By changing e to eþ e0,
we conclude that, in fact, uð1Þ;e ¼ @ue=@e exists for every e 2 R and is the
solution of
duð1Þ;e ¼ ðauð1Þxx þ bu
ð1Þ
x þ f
ð1ÞðueÞuð1Þ;eÞ dt þ ðegð1ÞðueÞ þ gðueÞÞ dW ðt; xÞ;
uð1Þ;eð0;xÞ ¼ 0: ð6:9Þ
After repeatedly applying Theorem 3.1, we see that uðnÞ;e ¼ 1
n!
@nue
@en is deﬁned
for every n51 and e 2 R and is the solution of
duðnÞ;e ¼ auðnÞ;exx þ bu
ðnÞ;e
x þ f
ð1ÞðueÞuðnÞ;e

þ
Xn
m¼2
f ðmÞðueÞ
X
~a2AmðnÞ
m!
a1!    an1!
ðuð1Þ;eÞa1    ðuðn1Þ;eÞan1
!
dt
þ egð1ÞuðnÞ;e þ e
Xn
m¼2
gðmÞðueÞ
X
~a2AmðnÞ
m!
a1!    an1!
Yn1
l¼1
ðuðlÞ;eÞal
 
þ
Xn1
m¼1
gðmÞðueÞ
X
~a2Amðn1Þ
m!
a1!    an1!
Yn1
l¼1
ðuðlÞ;eÞal
!
dW ðt;xÞ;
uðnÞ;ejt¼0 ¼ 0: ð6:10Þ
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pi ¼ n=ðiaiÞ, we conclude by induction that, for all n51,
jjuðnÞ;ejjHgpðtÞ4ð1þ eÞC
Xn1
m¼1
X
~a2AmðnÞ
Yn
i¼1
jjuðiÞ;ejjaiLpk=iðtÞ4ð1þ eÞC; ð6:11Þ
where C depends on k;k1;k2; n; p;T , and the corresponding norms of
f ðt;x; 0Þ and gðt;x; 0Þ. Then (6.8) follows from the Taylor formula. ]
If conditions of Theorem 6.1 hold for every k 2 ð0; 1=2, then embedding
theorems for the space H1=2kp ðtÞ [14, Theorem 7.2] imply that the
remainder in (6.8) has the order jejnþ1 in the norm of the space
LpðO; C
1=4d;1=2d
t;x ð0; tÞÞ for every d 2 ð0; 1=4Þ; in particular,
E sup
04t4T ;x2R
ueðt ^ t; xÞ 
Xn
m¼0
uðmÞðt ^ t;xÞem












p
4Cjejðnþ1Þp: ð6:12Þ
Even if the functions f and g are real analytic in the last variable, the
H1=2kp ðtÞ norm of the remainder RnðeÞ in (6.8) will not in, general, tend to
zero as n !1 for any e > 0 due to the rapid growth of the moments of
W ðt; xÞ. This means that analyticity for nonlinear equation must be studied
in a setting different from the one used for the linear equation. In [1], a
similar analyticity question was studied for stochastic ordinary differential
equations. It was proved that, with probability one, the solution of an ODE
is an analytic function of the parameter as long as the coefﬁcients are
analytic. Almost sure convergence of RnðeÞ in (6.8) as n !1 remains an
open problem.
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