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ABSTRACT
List-wise learning to rank methods are considered to be the state-
of-the-art. One of the major problems with these methods is that
the ambiguous nature of relevance labels in learning to rank data is
ignored. Ambiguity of relevance labels refers to the phenomenon
that multiple documents may be assigned the same relevance label
for a given query, so that no preference order should be learned
for those documents. In this paper we propose a novel sampling
technique for computing a list-wise loss that can take into account
this ambiguity. We show the eectiveness of the proposed method
by training a 3-layer deep neural network. We compare our new loss
function to two strong baselines: ListNet and ListMLE. We show
that our method generalizes better and signicantly outperforms
other methods on the validation and test sets.
CCS CONCEPTS
•Computingmethodologies→Neural networks; •Information
systems →Learning to rank;
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1 INTRODUCTION
One of the most important components to any search engine is
the Learning to Rank (LTR) model. It considers dozens or even
hundreds of relevance signals and determines in what order to show
the documents to the user based on these signals. The following
three main directions have emerged in the eld of LTR:
(1) Point-wise [4–6]: Models the LTR problem as a (usually
probabilistic) regression problem.
(2) Pair-wise [1, 8]: Casts the LTR problem as a classication
problem and learns preferences between pairs of docu-
ments.
(3) List-wise [2, 3, 15]: Attempts to solve LTR by treating lists
of preferences as instances for learning; these methods are
considered to be the current state-of-the-art.
In this paper, we focus on list-wise LTR, since these methods are
the current state-of-the-art and are commonly used in conjunction
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with neural networks. In particular, we focus on ListNet [3] and
ListMLE [15]. One of the major diculties with these list-wise
methods is that there is no consideration for the ambiguity that
exists in LTR data that uses relevance scores.
In LTR we deal with relevance labels that score documents on a
nite ordinal scale. Let us consider an example in Figure 1.
Documents:
Relevance labels:
Correct rankings:
[  a   b     c   d   e   f     g   h   …   ]
[  2   2     1   1   1   1     0   0   …   ]
[  a   b     c   d   e   f     g   h   …   ]
[  b   a     c   d   e   f     h   g   …   ]
[  a   b     d   c   e   f     g   h   …   ]
[  a   b     f   e   d   c     h   g   …   ]
[  b   f     a   d   c   e     h   g   …   ]
[  b   a     d   f   g   e     c   h   …   ]
…
Incorrect rankings:
…
Figure 1: Relevance labels in LTR admitmany dierent “cor-
rect” rankings for the same query q. The colors indicate dif-
ferent relevance grades: green is highly relevant, blue is rel-
evant and red is not relevant.
There are typically more documents than relevance labels, which
necessarily introduces ambiguity in the rankings. Any documents
that share the same relevance label can freely be interchanged, thus
any permutation of documents with the same relevance label is
technically correct. As a consequence, there are many possible
rankings of the documents that would be considered “correct” for
the same query q. That brings us to the problem of label ambiguity
which is the phenomenon that multiple documents may be assigned
the same relevance label for a given query, so that no preference
order should be learned for those documents. Learning a preference
where none exists may lead to overtting or limitations in the
learner’s ability to generalize.
In ListNet, it is computationally too expensive to model label
ambiguity, because every possible permutation has to be consid-
ered. Cao et al. [3] address this problem by introducing a top-k
approximation. However, we argue that this largely mitigates the
major attractiveness of ListNet, namely its capability to learn from
the full ranked list. For ListMLE, Xia et al. [15] make a simplifying
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assumption by sampling one perfect ranking and assuming that
this is the ground truth. These drawbacks lead to our main research
question:
Can we learn a list-wise neural model while taking into
account the ambiguity of relevance labels in LTR data?
Our contributions are two-fold:
• We introduce a novel way to optimize a list-wise neural
LTR model, sampling learning instances directly from the
Plackett-Luce distribution [10, 12], to take into account the
ambiguity of relevance labels in an LTR setting.
• We publish the source code of our method, which uses
Chainer [14], a GPU-accelerated deep learning framework,
promoting future research in neural list-wise LTR meth-
ods.1
The remainder of this paper is organized as follows. Section 2 intro-
duces our notation and earlier work on list-wise LTR approaches.
Section 3 discusses in details the phenomena of label ambiguity.
We present our solution in Section 4. We present our experimental
results in Section 5. Finally, we conclude in Section 6.
2 RELATEDWORK
In this section we discuss several important works that our method
builds on. First, we introduce some notation that is used throughout
this paper (Section 2.1). Next, we briey discuss the Plackett-Luce
(PL) distribution (Section 2.2), followed by ListNet [3] (Section 2.3)
and ListMLE [15] (Section 2.4).
2.1 Preliminaries
We consider the scenario of Learning to Rank (LTR) where we are
given a collection of m queries Q = {q(1), . . . ,q(m)}. Each query
q(i) is associated with a set of n documents D(i) = {d(i)1 , . . . ,d
(i)
n }
and corresponding relevance labels Y(i) = {y(i)1 , . . . ,y
(i)
n }. Each
document d(i)j is a d-dimensional feature vector representing the
query-document pair. For the sake of brevity, we will drop the
superscript notation ·(i) for the remainder of this paper.
In LTR we use a scoring function f to score every document dj
and then sort the set of documents by these scores. Our objective is
to nd a function f for which the resulting ranking is optimal with
regards to the relevance labels. In other words, we wish to nd a
function f that assigns high scores to documents that have high
relevance and low scores to documents that have little relevance.
2.2 Plackett-Luce Distribution
The Plackett-Luce (PL) distribution [10, 12] is used extensively in
probabilistic list-wise LTR methods. It is based on the idea that a
ranking is drawn sequentially from a list of item-specic scores,
one item at a time. The PL distribution is a probability distribution
over all possible permutations of a set of item scores. Intuitively, it
assigns a high probability to permutations that place high-scoring
items at the top while assigning low probability to permutations
that place high-scoring items at the bottom. More formally, the
PL probability for a permutation pi = {pi1, . . . ,pin }, given a scoring
1https://github.com/rjagerman/shoelace
function f and a set of documents D = {d1, . . . ,dn } is dened as
follows:
PL (pi | D; f ) =
n∏
i=1
ϕ(f (dpii ))∑n
j=i ϕ(f (dpij )))
, (1)
where ϕ : R → R>0 is a function that maps real-valued scores
to positive numbers. In practice, this is usually chosen to be the
exponential function. For the sake of simplifying the derivations in
Section 4, we also choose the exponential function. Hence, we will
from now on assume ϕ(·) = exp(·).
We consider two LTR methods that build on the PL distribu-
tion: ListNet [3] and ListMLE [15]. It can be shown that the losses
associated with these methods are continuous, convex and dier-
entiable [15]. This makes them easy to optimize via Stochastic
Gradient Descent (SGD) and attractive in a neural setting.
2.3 ListNet
ListNet [3] is one of the earliest list-wise LTR methods. It considers
the following two PL distributions:
• PL (pi | D; f )
This is the PL distribution of the output of the network
f . Any permutation pi that places documents that gener-
ated large network scores at the top gets assigned high
probability.
• PL (pi | D;ψY)
This is the PL distribution of a mapping of the relevance
labels Y. The mappingψY generates a score vector of the
ground truth that retains the order of the relevance labels:
ψY(yi ) > ψY(yj ) ⇐⇒ yi > yj (2)
Any permutation pi that places documents with high rele-
vance at the top gets assigned high probability.
The optimization objective then becomes minimizing the Kullback-
Leibler divergence of these two distributions:
min
f
DKL (PL (pi | D;ψY) | | PL (pi | D; f )) (3)
This is equivalent to minimizing the cross entropy, giving rise
to the following loss function:
L (f (D),Y) = −
∑
pi ∈Ω
PL (pi | D;ψY) log (PL (pi | D; f )) , (4)
where Ω is the set of all possible permutations.
To compute this cross entropy loss, we have to consider every
possible permutation in Ω, which is of the size O(n!). Cao et al. [3]
resort to a top-k approximation, where k is usually 1, to make the
computation feasible.
A stochastic top-k ListNet variant has been proposed by Luo
et al. [11]. In this paper, the authors sample from within the top-k
subgroups to speed up training. This is dierent to our work, where
we completely eliminate the need for a top-k approximation.
2.4 ListMLE
ListMLE [15] replaces the optimization objective of ListNet with a
simpler form. The simplifying assumption is that a single permu-
tation pi ∈ {pi | ypii ≥ ypij ; i < j} is chosen and considered to be
the ground truth. It then directly optimizes the PL probability of
the network scores for this permutation and uses the negative log
probability as a loss:
L (f (D),Y) = − log PL (pi | D; f ) . (5)
One of the main drawbacks of ListMLE is that it assumes that a
single perfect ranking pi is known. This assumption however does
not hold for LTR data sets, where we have ambiguous relevance
labels.
To summarize, both ListNet and ListMLE build on the PL distri-
bution and provide elegant probabilistic ways to learn a list-wise
LTR model. The key distinction of our work compared to previous
eorts is that we introduce a new LTR method that properly deals
with the label ambiguity problem, which we will describe next.
3 THE AMBIGUITY OF RANKING
Existing work on list-wise approaches typically ignores the ambigu-
ity of the labels. For instance, ListMLE samples a single permutation
from the ground truth, whose ordering is then assumed to be the
ground truth ranked list. For example, take the following 8 docu-
ments with corresponding relevance scores:
D = [
Y = [
d1 d2 d3 d4 d5 d6 d7 d8
2 2 1 1 1 0 0 0
]
] (6)
What we wish to learn are the following preferences:
{d1 ↔ d2}  {d3 ↔ d4 ↔ d5}  {d6 ↔ d7 ↔ d8} . (7)
Instead, the optimization objective in ListMLE learns the following:
d1  d2  d3  d4  d5  d6  d7  d8. (8)
Thus, the learning algorithm will attempt to learn d1  d2. This
is problematic, because according to the ground truth, the relative
ordering of d1 and d2 is not meaningful. Attempting to learn such
overly specic relations is harmful to the generalization power of
the learning algorithm.
Next, we will present our method that overcomes the described
issue.
4 SAMPLING RANKINGS FROM THE
PLACKETT-LUCE DISTRIBUTION
Instead of naively choosing a single permutation of the documents
pi and considering that permutation to be the ground truth, we
propose a more sophisticated sampling method. The main idea is to
directly sample a ranking from the PL distribution of the relevance
labels during every stochastic update.
To motivate this decision from a theoretical point of view, let
us revisit the ListNet cross entropy loss function. We can rewrite
Equation 4 into the following form:
L (f (D),Y) =
∑
pi ∈Ω
PL (pi | D;ψY)︸           ︷︷           ︸
weight
(− log (PL (pi | D; f )))︸                      ︷︷                      ︸
loss
(9)
This loss can be interpreted as a stochastic variant of the ListMLE
loss. Here we sample a possible permutation pi with a corresponding
probability PL (pi | D;ψY). We can then use that sample to compute
a stochastic loss. We call this method ListPL:
L (f (D),Y) = − log (PL (pi | D; f ))
pi ∼ PL (pi | D;ψY) (10)
Deriving the stochastic gradient of this loss function follows the
same derivation as ListMLE. We include the derivative with respect
to the activation function here for completeness sake:
∂
∂ f (dpik )
[− log (PL (pi | D; f ))]
= − ∂
∂ f (dpik )
[
log
n∏
i=1
exp(f (dpii ))∑n
j=i exp(f (dpij ))
]
= − ∂
∂ f (dpik )

n∑
i=1
©­«f (dpii ) − log
n∑
j=i
exp(f (dpij ))ª®¬

=
n∑
i=1
1i≤k≤n
(
exp(f (dpik ))∑n
j=i exp(f (dpij ))
)
− 1
=
n∑
i=k
(
exp(f (dpik ))∑n
j=i exp(f (dpij ))
)
− 1 (11)
The resulting loss and corresponding gradient can then be used to
train a neural network via SGD.
A dierent way to look at ListPL is like a data set generation
method. We are essentially applying ListMLE to a data set that
contains all permutations pi of possible rankings and weighing each
one by PL (pi | D;ψY). Looking at the method from this perspective,
it is reasonable to assume we can do sampling-based SGD the usual
way: sample a ranking pi uniformly and then weigh the gradient
by PL (pi | D;ψY). However, this runs into a problem: the sample
space is enormous (O(n!)). With suciently many documents per
query, most uniformly sampled rankings will have a PL probability
that is close to 0 resulting in a very slow convergence rate.
In this section, we described our method, ListPL, which is able to
deal with the label ambiguity problem described in Section 3. Next,
we will present our experimental evaluation.
5 EXPERIMENTS AND RESULTS
To validate the eectiveness of our method, ListPL, we compare it
to ListNet (top-1) and ListMLE on the MSLR-WEB10k data set [13].
This data set contains 10,000 queries. It represents query-document
pairs as 136-dimensional feature vectors and grades them on a scale
from 0 (irrelevant) to 4 (perfectly relevant). We use 6,000 queries
for training, 2,000 for validation and 2,000 for testing.
The architecture of our network is a 3-layer fully connected
neural network with 80 ReLU activation units at each hidden layer.
We experimented with more than 3 layers and found only negligible
improvements. We keep the network architecture the same and
vary only the loss function:
• ListNet loss using a top-1 approximation (Equation 4)
• ListMLE loss (Equation 5)
• ListPL loss (Equation 10)
ADAM [9] is used as the optimizer with the default parameters
β1 = 0.9, β2 = 0.999 and a learning rate α = 10−5. The experiments
are run for 1000 epochs.
Figure 2 shows the results on the MSLR-WEB10k data set. We
evaluate the performance of the methods using nDCG@10 [7],
which is a natural evaluation metric for LTR in the Web-search set-
ting. We see that ListPL performs similar to ListNet during training,
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Figure 2: nDCG@10 performance on MSLR-WEB10K. The shaded areas indicate the standard deviation over the dierent
folds. On the test set, the performance improvements over ListNet and ListMLE are statistically signicant with p = 0.00078
and p = 0.00218 respectively (two-tailed t-test).
but outperforms both ListNet and ListMLE during validation and
testing. The performance degradations on the validation set and
test set for ListNet and ListMLE that occur after 100 epochs indicate
that these methods are overtting and are eectively learning noise
coming from label ambiguity. These results are in line with our
expectations because ListPL properly deals with the ambiguity in
the relevance scores and thus generalizes better.
The nDCG@10 performance on the test set is evaluated using 5-
fold cross validation. The performance improvement of ListPL over
ListNet is statistically signicant withp = 0.00078 (two-tailed t-test)
whereas the performance improvement over ListMLE is statistically
signicant with p = 0.00218 (two-tailed t-test).
To summarize, based on extensive experimentation with the MSLR-
WEB10k data set, we conclude that ListPL signicantly outperforms
strong baselines due to the fact that it handles the label ambiguity
problem well, and, hence, generalizes better.
6 CONCLUSION
The paper extends earlier work on list-wise approaches for LTR [2, 3,
15]. Specically, we have considered the problem of label ambiguity.
Our main research question was:
Can we learn a list-wise neural model while taking into
account the ambiguity of relevance labels in LTR data?
Our overall conclusion is that by introducing a sampling method
based on directly sampling from the Plackett-Luce (PL) distribution
of relevance labels, we are able to increase the ability to generalize
neural list-wise LTR methods while maintaining eciency. Speci-
cally, we used a modied loss function that can eciently mitigate
the problem of label ambiguity and thereby improve over existing
list-wise neural LTR methods.
Our extensive experimentation with the MSLR-WEB10k data
set showed that our method, ListPL, signicantly outperforms two
strong baselines: ListNet [3] and ListMLE [15]. Our method and
baselines are implemented using Chainer [14], a GPU-accelerated
deep learning framework. We are sharing the source code of ListPL
online2 (MIT licensed), which we hope is useful for future research
towards list-wise neural methods.
2https://github.com/rjagerman/shoelace
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