Abstract Let f (x) = x T Ax + 2a T x + c and h(x) = x T Bx + 2b T x + d be two quadratics having symmetric matrices A and B. The S-lemma with equality asks when the unsolvability of the system f (x) < 0, h(x) = 0 implies the existence of a real number µ such that f (x) + µh(x) ≥ 0, ∀x ∈ R n . The problem is much harder than the inequality version which asserts that, under Slater condition, f (x) < 0, h(x) ≤ 0 is unsolvable if and only if f (x) + µh(x) ≥ 0, ∀x ∈ R n for some µ ≥ 0. In this paper, we overcome the difficulty that the equality h(x) = 0 does not possess any Slater point and that both f and h may not be homogeneous. We show that the S-lemma with equality is always true unless the matrix A has exactly one negative eigenvalue; h(x) is a non-constant linear function (B = 0, b = 0); and one natural relation between A and b is met (Theorem 2). As an application, we can globally solve inf{f (x)|h(x) = 0} as well as the two-sided generalized trust region subproblem inf{f (x)|l ≤ h(x) ≤ u} without any assumption. Moreover, the convexity of the joint numerical range (f (x), h(x)) for f being nonhomogeneous and h linear can be characterized using the newly developed S-lemma with equality. 
Introduction
Our interest to study the S-lemma with equality arises from the observation that it is the key to solve the quadratic programming with a single quadratic equality constraint:
s.t. h(x) = 0.
While it is known that the inequality version inf{f (x)|h(x) ≤ 0} can be solved by an SDP relaxation with a rank-one decomposition procedure (e.g. [24, 29] ), the equality version (QP1EQC) can not be similarly done without various conditions. Moreover, since an optimal solution to (QP1EQC) even may not be a local minimum for the inequality version, the latter does not help much for solving the former. However, if we can understand completely the S-lemma with equality, it will then be easy to derive the strong duality and a tight SDP relaxation for (QP1EQC). A rank-one decomposition procedure can also apply immediately. The first variant of the S-lemma with equality was proposed by Finsler [9] in 1937. It states that the homogeneous system
has no solution if and only if there exists an µ ∈ R such that A+ µB is positive definite. Different proofs of Finsler's Theorem can be found in [10, 16] . In 1971, Yakubovich [27, 28] proved the fundamental S-lemma, a form extending from homogeneous equalities to nonhomogeneous inequalities. It may be stated as, under the Slater assumption, namely there is an x ∈ R n such that h(x) < 0, the quadratic system f (x) < 0, h(x) ≤ 0
is unsolvable if and only if there is a nonnegative number µ ≥ 0 such that
Since an optimization problem can be rephrased in terms of (4), whereas (5) can be solved more efficiently through the following linear matrix inequality (LMI): A + µB a + µb a T + µb T c + µd 0, the S-lemma becomes useful especially in control theory and robust optimization. See recent surveys in [5, 19] . The S-lemma (4)- (5) is also regarded as a form of the celebrated Farkas lemma [14] for a system of convex inequalities. However, to further extend the S-lemma so as to claim the validity of the S-lemma with equality for nonhomogeneous quadratics is by no means trivial. It asks, when the following two statements are equivalent?
(S 1 ) The system f (x) < 0, h(x) = 0 (6) is unsolvable; (S 2 ) There is a number µ ∈ R such that f (x) + µh(x) ≥ 0, ∀x ∈ R n .
Yakubovich's proof (see also [19] ) for the inequality version of the S-lemma had to rely on (i) a homogenization scheme to transform the nonhomogeneous system into a homogeneous one; (ii) the joint numerical range (f (x), h(x)) is convex if f and h are quadratic forms [6] ; and (iii) Slater's condition for applying the separation theorem to provide the existence of µ. But for h(x) = 0, there is no Slater point and the homogenization technique can only be partially valid for t = 0 (see Sect. 3). Yakubovich's scheme can not be further extended without making additional assumptions. For example, the assumptions in [19] read as follows.
Assumption 1 h(x) takes both positive and negative values, i.e., there are
Assumption 2 ( [19] ) h(x) is strictly concave (or strictly convex), i.e., B ≺ 0 (B is negative definite) or B ≻ 0 (B is positive definite).
Notice that, when f and h are homogeneous (i.e., a = b = c = d = 0), Assumption 2 can be removed but Assumption 1 is still needed. For this special case, a short proof based on Finsler's Theorem can be found in [16] . Interestingly, the same result in Hilbert spaces over the complex field was established much earlier in 1969 by Krein and Smuljan [15] .
Observe that Assumption 1 is violated if and only if min x h(x) = 0 or max x h(x) = 0, which happens if and only if h is convex(concave) and attains its minimum(maximum) at x * ∈ R n satisfying B ( )0 and Bx
It indicates that the set {x : h(x) = 0} is a linear variety consisting of all the minimizers (maximizers) of h(x). Specifically,
where B + is the Moore-Penrose generalized inverse of B, Z ∈ R n×m is a matrix basis of N (B). Then, the S-lemma with equality reduces to the relation among quadratic half-spaces f (x) ≥ 0 (plural because there might be several sheets) and a hyperplane h(x) = 0. Since the minimum (maximum) value of h(x) is
we have Proposition 1 Assumption 1 is violated if and only if
In Section 2, we derive the necessary and sufficient condition for the S-lemma with equality to hold when Assumption 1 is violated (i.e., under the condition (8)). The true complication comes from improving Assumption 2. In literature, there are at least three generalizations with efforts to relax the strict convexity of h (all under Assumption 1 that h takes both positive and negative values):
There is an η ∈ R such that A ηB.
Assumption 4 ([25], Corollary 6) h(x) is homogeneous.
Assumption 5 ( [17] ) h(0) = 0 and there exists ζ ∈ X = {x ∈ R n : h(x) = 0} such that ∀x :
We discuss the relations among Assumptions 2, 3, 4 and 5. For convenience, we may assume d = 0 so that h(0) = 0. Otherwise, choose 0 = x ′ ∈ {x ∈ R n : h(x) = 0} and change coordinates by replacing x with x + x ′ . Then, It is not difficult to verify that neither Assumption 3 nor Assumption 5 can imply each other [17] . Consequently, neither Assumption 3 nor Assumption 5 is necessary for the S-lemma with equality. In Section 3, we adopt the commonly used homogenization technique by introducing a new variable t, but pay much attention to the case t = 0 where the difficulty arises. Through a case-by-case analysis, we show that, under Assumption 1, the S-lemma with equality always holds unless the matrix A has exactly one negative eigenvalue, B = 0, b = 0, and
where
is the matrix basis of N (b). The above result indeed generalizes the S-lemma with inequality (4)- (5) and renders a very short proof for it. To see this, notice that the system (4) is equivalent to
where z ∈ R. It can be easily verified that Assumption 1 is satisfied since
By observing that B = ∇ 2 h = 0 where ∇ 2 h is the Hessian matrix of h, the S-lemma with equality holds, i.e., the system (4) is unsolvable if and only if there is a number µ ∈ R such that
We now establish the equivalence between (9) and (5). Let z → ∞ in (9), we have µ ≥ 0. Setting z = 0 in (9) yields (5). On the other hand, suppose (5) holds for some µ ≥ 0, then it is trivial to have (9) . Apart from the above generalization, the newly developed S-lemma with equality can be applied to solve globally (QP1EQC) (1)- (2) as well as the interval bounded generalized trust region subproblem (which had been detail studied in [21] by Pong and Wolkowicz under certain conditions):
The relation between (QP1EQC) and (GTRS) was mentioned in [17] . If f (x) is convex and ∇f (x) = 0, l ≤ h(x) ≤ u has a solution, then the optimal value v(GTRS) = min
In other words, (GTRS) can be reduced to (QP1EQC). In Section 4, we show how to apply the S-lemma with equality, SDP relaxation and the rank one decomposition procedure to solve (QP1EQC). In addition, we analyze under what circumstances (QP1EQC) as well as its (Lagrange) dual problem may be unattainable. We remark that (QP1EQC) has many applications. For example, the time of arrival geolocation problem [11] , the double well potential optimization problem [7, 26] and unbiased least squares optimization for system identification, see [18] and the references therein. Variations of (QP1EQC) have been extensively studied in the literature, see for example, [3, 4, 8, 16, 18] . Finally in Section 5, we can formulate the convexity of the joint numerical range (f (x), h(x)), when h is linear and f is a quadratic function, in terms of another quadratic system bearing the format of the S-lemma with equality. As a direct consequence, we obtain a necessary and sufficient description for the convexity of (f (x), h(x)) when h is linear. It is interesting to note that Dines' sufficient condition [6] on the convexity of a homogeneous numerical range (f (x), h(x)) was a key to prove the S-lemma, whereas we can now say something reversely from the S-lemma to the joint numerical range.
Throughout the paper, we always assume that {x ∈ R n |h(x) = 0} = ∅. Notation A ( )B denotes that the matrix A − B is positive (negative) semidefinite. A ≻ (≺)B means that the matrix A − B is positive (negative) definite. S n + represents the space of all n × n positive semidefinite symmetric matrices. A • B = Tr(AB) = n i,j=1 a ij b ij stands for the standard inner product of two symmetric matrices A, B. The null and range space of B is denoted by N (B) and R(B), respectively. Denote by I n the identity matrix of dimension n; and by Diag(a) the diagonal matrix with a being its diagonal vector. The notation v(·) denotes the optimal value of a particularly mentioned optimization problem (·).
The S-lemma with equality when Assumption 1 fails
We first discuss the case when h is homogeneous (i.e., b = 0 and d = 0). According to (8) , that Assumption 1 fails is equivalent to
where Z denote a matrix basis for N (B). Therefore, the system (6) in (S 1 ) is unsolvable if and only if f (Zy) ≥ 0, ∀y. Suppose f is also homogeneous (i.e., a = 0 and c = 0). The above inequalities can be recast as Z T AZ 0. (11) On the other hand, when f and h are quadratic forms, (S 2 ) is equivalent to
Therefore, suppose Assumption 1 is violated and both f and h are quadratic forms. The S-lemma with equality holds if and only if (11) is equivalent to (12) . Since (12) trivially implies (11) , it is sufficient to show that (11) implies (12) . Since B ≻ 0 means that Z = 0 in which case there is nothing to prove, we let B 0 but not definite, i.e., Z = 0. Then there are two possibilities.
(a) Suppose Z T AZ ≻ 0. For x T Bx = 0, we have x = Zy for some y and
In other words, the system 
In summary, if f, h are homogeneous and either h(x) ≥ 0 or h(x) ≤ 0, the S-lemma with equality holds for one of the following three situations:
. The result can be extended to establish the necessary and sufficient conditions for nonhomogeneous functions f and h without making Assumption 1. We first have the following proposition.
Proposition 2 Suppose Assumption 1 is violated. The system (6) in (S 1 ) is unsolvable if and only if
where Z is a matrix basis of N (B), and
Proof. Notice that the system (6) is unsolvable if and only if
Since Assumption 1 is violated, we have (7). Substituting (7) to (14) yields the following inequality for any y ∈ R m :
where W is defined in (13) . The matrix W must be positive semi-definite since, for any γ = 0,
and also for γ = 0,
It is worth mentioning that, when Assumption 1 is violated, h(x) is reduced to a linear variety so that the system (6) in (S 1 ) merges into just one quadratic inequality f (−B + b + Zy) ≥ 0. By lifting one more dimension, the nonhomogeneous version of (S 1 ) has a homogeneous representation by A. The condition (13) for the nonhomogeneous system (6) to be unsolvable is nothing but its homogeneous counterpart (11) . Now, we present the main result in this section.
Theorem 1 Suppose Assumption 1 is not satisfied and let the same notations as in Proposition 2 be adopted. Then, the S-lemma with equality holds if and only if one of the following conditions is satisfied
Proof. Since Assumption 1 fails, by (8),
has the following linear matrix inequality representation:
Using the invertible matrix
Notice that B 0 0 0 0 is not definite, the conclusion of the theorem follows immediately from the equivalence between (11) and (12).
The S-lemma with equality when Assumption 1 holds
Throughout this section, we always assume Assumption 1 that h takes both positive and negative values. It is frequent to consider the homogenized version by introducing a new variable t ∈ R as follows:
For t = 0, there is
Consequently, the validity of (S 2 ) implies that of its homogenized version:
and vice versa. By the S-lemma with equality for a homogeneous quadratic system under Assumption 1 (see Assumption 4), (S 2 ) is further equivalent to the homogenized version of (S 1 ):
However, the homogenized version of (S 1 ), (17) , is equivalent to (S 1 ) only when t = 0. This can be easily seen by writing
Comparing (17) with (18), if we are to guarantee that (S 1 ) implies (S 2 ), it amounts to finding conditions such that the following compound statement is true:
We first analyze the right hand side of (19) .
Proposition 3
The statement
is true if and only if one of the following three cases happens: T Ax + µx T Bx ≥ 0, ∀x ∈ R n . The proof is completed by setting η = −µ.
We now present and prove the necessary and sufficient conditions for the S-lemma with equality to be valid. We show that, if B = 0, (S 1 ) is true (i.e. the system (6) is unsolvable), but (20) fails (in which case (S 1 ) and (S 2 ) are not equivalent), then it implies that A has exactly one negative eigenvalue; b = 0; and the matrix in (21) is positive semi-definite. Conversely, if B = 0 and (20) fails, then we can prove that inf
f (x) = −∞ and therefore (S 1 ) is invalid. In other words, when B = 0, the S-lemma with equality is always correct. It fails only when B = 0; b = 0; A has exactly one negative eigenvalue; and the matrix in (21) is positive semi-definite.
We have the following main theorem:
Theorem 2 Under Assumption 1 that h(x) takes both positive and negative values, the S-lemma with equality holds except that A has exactly one negative eigenvalue, B = 0, b = 0 and
Proof. We first assume that B = 0 (i.e., h(x) is a linear function), (S 1 ) is true but (20) fails. Then, A 0. Since (S 1 ) holds, there must be
which can not be true when b = 0 because A 0. Therefore, b = 0. Notice that when B = 0, h is a linear variety of n − 1 dimension
being a particular solution of h(x) = 0 and V is a matrix basis of N (b). Then, (22) an unconstrained minimization problem
which gives (21) and V T AV 0. Since A 0, it must have exactly one negative eigenvalue.
Conversely, assume that B = 0 and (20) 
It implies that inf
f (x) is unconstrained along the line {x 0 +αZv|α ∈ R}.
we have inf
f (x) = −∞.
(ii) Suppose B 0 (or B 0) but b T Zv = 0. We first observe that, ∀y ∈ R n ,
In other words, the entire R n can be projected onto the hyper-surface h(x) = 0 along the direction Zv and the distance α between y and its projection depends on the function value of h at y. Therefore, minimizing f (x) on h(x) = 0 amounts to minimizing the composite function f (y− h(y) 2b T Zv Zv), a multi-variate polynomial of degree 4, over the entire R n . Specifically, we have
where the infimum is negative infinite since B = 0; the coefficient of the highest order
(2b T Zv) 2 < 0; and {h(y)|y ∈ R n } is unbounded.
Now we assume that (20) fails due to an indefinite B. Then, there is a v ∈ R n such that
As discussed in Assumption 5, we may assume that h(0) = d = 0. The proof for an indefinite B is more complicate as the quadratic hyper-surface may consist of several pieces (branches) or degenerate into a union of hyperplanes. A case-by-case analysis is provided.
(iii) (B is indefinite) Suppose v T Bv = 0, v T Av < 0 and b T v = 0. This is an analogy of case (i). It is easy to see that h(αv) = 0 for all α and
(iv) (B is indefinite) Suppose v T Bv = 0, v T Av < 0, Bv = 0 and b T v = 0. This is an analogy of case (ii). For any y ∈ R n , let
Then, y + αv satisfies h(y + αv) = h(y) + 2b T vα = 0, and
Without loss of generality, assume that B is diagonal. Otherwise, we apply the eigenvalue decomposition on B. Furthermore, we also assume that B = Diag(B ii ) where
It will soon be clear that only the signs of the entries matter. Since B is indefinite, both I and J are non-empty, i.e., #I ≥ 1 and #J ≥ 1. It follows that the rank of B is at least 2. When Rank(B) = 2, the homogeneous quadratic surface x T Bx = 0 is degenerate into the union of two verticallike hyperplanes (a type of cylindroid in geometry), which will be dealt with separately. When Rank(B) = 3, x T Bx = 0 is a second order cone (a double circular cone). When Rank(B) ≥ 3, it is sure that x T Bx = 0 is not the union of hyperplanes since there is at least one three-dimensional second order cone embedded as a cross section. (23) does not meet the requirement, since W = {w ∈ R n : w T Bw = 0} is not the union of hyperplanes, we can choose a sequence w k ∈ W approaching to v curvilinearly on W such that lim
Since w 
This w k0 is what we desire. Next, let e 1 , e 2 be the i 1 , j 1 -th column vectors of the identity matrix I respectively and define a straight line
Since x T β Bv = 0, ∀β ∈ R, the line x β and the vector v are conjugate with respect to B. By defining
and by the conjugacy, we see that
where the line x β is bent and sent by αv onto h(x) = 0. Along the curvilinear line x β + αv, f (x) is unbounded below since
where the coefficient
is a polynomial of degree 4 in β whereas f (x β ) is only of degree 2. Finally, we remark that when the diagonal elements of B are not just 0, 1, −1, the line x β defined in (24) can be adjusted through the linear combination of e 1 and e 2 to maintain the conjugacy to v and the rest of the proof follows immediately. (v-2) Suppose Rank(B) = 2 with B 11 = 1, B 22 = −1 and B ii = 0, for i ≥ 3.
In this subcase (v-2), we handle b = (b 3 , . . . , b n ) T = 0. Since x T Bx = 0 is the union of two cylindroid hyperplanes and b = 0, we show that there is an oblique cross section of h(x) = 0, which contains a straight line in the direction of v for any v satisfying (23) and Bv = 0. Since it must be v f (x) is unconstrained in the last n − 2 variables. Denote
where A 1 ∈ R 2×2 . Let A 3 = U T ΣU be the eigenvalue decomposition with U orthogonal and Σ = Diag(σ i ) diagonal. The Moore-Penrose generalized inverse of A 3 is A 
Then we have
Introducing the coordinate change
Obviously, due to B ii = 0, i ≥ 3 and b = (b 3 , b 4 , . . . , b n ) = 0, the variable y is unconstrained. If there is some σ i < 0 (in which case A 3 0); or some σ i = 0 but ( a y ) i = 0 (in which case at least one of the two columns of A T 2 is not in the range of A 3 ), the problem inf h(x)=0 f (x) is surely −∞. Therefore, we only have to concentrate on the case that, for all i ∈ {3, 4, . . . , n}, either σ i > 0 or σ i = ( a y ) i = 0. That is, the function y T Σy + 2 a T y y + c is a convex sum-of-squares quadratic with no pure linear terms, which has a global optimal solution y * = −Σ + a y . Substituting y * into (25) , it reduces to the following two-variate quadratic optimization problem:
in which the equation (27) can be used to solve either z 1 or z 2 . To this end, we may assume that b 1 ≥ b 2 . If not, simply replace h(x) with −h(x). Furthermore, we also assume b 2 = 0. Otherwise, by introducing
we can obtain
which does not have the linear term of z 2 . Then, with the simplification that b 2 = 0, (27) can be solved as
Denote A 1 = a 11 a 12 a 12 a 22 and substitute (28) into (26) . It becomes
where the last equality (= −∞) follows from (31) that a 11 − 2| a 12 | + a 22 < 0. The reason is argued below: For the v satisfying (23), perform the coordinate change v = W −T v which gives
Moveover, Bv = 0 implies that BW T v = B v = 0, i.e., either v 1 = 0 or v 2 = 0. From (29) , it must be v 1 = v 2 = 0 or v 1 = − v 2 = 0. It follows from (30) that one of the following equations holds:
Equivalently, we have
The proof is complete. In summary, we can interpret the S-lemma with equality in some geometric way. When h(x) takes both positive and negative values, the situation inf h(x)=0 f (x) ≥ 0 almost implies that there is a scalar µ to adjust the size and/or the direction of h such that the linear combination f (x) + µh(x) becomes convex with an attainable minimum (on the entire R n , not just on h(x) = 0). The only exception is when h(x) = 0 is a "flat" n − 1 dimensional hyperplane on which f is concave up (convex) while on the remaining dimension it is concave down.
Application to solve (QP1EQC)
For solving the quadratic programming with a single quadratic equality constraint (QP1EQC) (1)- (2), Moré in 1993 [16] published an early result on the saddle point optimality condition under mild conditions. It states: is a global minimizer of (QP1EQC) if and only if h(x * ) = 0 and there is a multiplier µ * ∈ R such that the Kuhn-Tucker condition
is satisfied with the second order condition A + µ * B 0.
However, it does not say when such a system (32) has a pair of solution (x * , λ * ), nor can it be solved generally when there is one. Algorithmic approach for solving (x * , λ * ) required a much stronger assumption such as the existence of a positive definite matrix pencil A+µB ≻ 0 (also known as the dual Slater condition), e.g. [16, 21, 23, 29] . In fact, the dual Slater condition is even stricter than the two matrices A and B being simultaneously diagonalizable via congruence (SDC) [12] . Even for the simpler inequality version inf h(x)≤0 f (x), when the (SDC) condition is not met, there are examples that are unbounded below; or have an unattainable optimal value; or possess an attainable minimum [13] .
As an application of Theorem 2, we can now solve (QP1EQC) directly by the standard SDP relaxation (because it is tight) and a rank-one decomposition procedure (if necessary) without resorting to the Kuhn-Tucker condition (32) and without any assumption. We can also enhance the strong duality result (Theorem 3) with a complete information to (QP1EQC), even though it may not be bounded below or may not be attainable.
In fact, when B = 0, (QP1EQC) is reduced to an unconstrained quadratic programming problem by the null space representation of 2b
T x+d = 0 and thus can be solved easily. When Assumption 1 fails, according to (10) , (QP1EQC) is reduced to an unconstrained quadratic programming problem once again. If B = 0 and Assumption 1 is satisfied, the S-lemma with equality is valid and applicable. We can recast (QP1EQC) as the following semidefinite programming problems (SDP):
= sup
where the S-lemma with equality is applied to obtain (34), which is also equivalent to the Lagrangian dual of (QP1EQC)
The equation (35) is the SDP reformulation of (38) and the equivalence between (35) and (38) is known as Shor relaxation scheme [22] . Moreover, (36) is the standard primal SDP relaxation for (QP1EQC) and the inequality (36) follows from the conic weak duality. Consequently, all inequalities above become equalities and they prove the strong duality (no duality gap between (QP1EQC) and its Lagrange dual), as well as the tight SDP relaxation. The strong duality result (33)-(37) obtained by the S-lemma with equality does not rely on the existence of an optimal solution x * to (QP1EQC) and thus it is much broader than Theorem 3 in a general sense. It is possible that the strong duality holds like v(QP1EQC) = v(LD) = −∞ in which case (QP1EQC) is unbounded below. Especially when it happens, the dual SDP reformulation (35) (or the Lagrange dual problem (LD)) is surely infeasible. The converse is also true. Suppose v(QP1EQC) > −∞, the dual feasible set of (35) can not be empty. Otherwise, there would be no µ satisfying
It follows that inf x∈R n L(x, µ) = −∞ for any µ and
which evidently leads to a contradiction against the strong duality. Moreover, when v(QP1EQC) > −∞, due to the tight SDP relaxation (36), an optimal solution x * of (QP1EQC) can be found if, and only if the primal SDP relaxation (36) attains the optimal solution at some X * ∈ S n + . Then we can employ the standard rank-one decomposition procedure [24] to generate a rank-one solution out of X * for (QP1EQC). Notice that the strong duality (33)-(37) does not warrant (QP1EQC) and its primal SDP relaxation (36) an attainable optimal solution though.
In contrast, we can show in Theorem 4 that, when v(QP1EQC) = v(LD) is a finite value, the dual SDP (35) is always attainable. Moreover, the primal problem (QP1EQC) is unattainable if and only if its dual has only one µ * satisfying (39) and at that µ * either (40) or (41) happens. We first prove a lemma for the dual attainment property.
Lemma 1 Under Assumption 1 and B = 0, if (QP1EQC) has an optimal solution x * , then the dual SDP (35) also has an optimal solution (s * , µ * ) such that the primal-dual pair (x * , µ * ) satisfies the Kuhn-Tucker condition (32).
Proof. Let x * be an optimal solution of (QP1EQC). According to Theorem 3, there is a µ * such that A + µ
and thus
, ∀x ∈ R n , the pair (s * , µ * ) is dual feasible to (35) (or to (34)). Suppose (s, µ) is any dual feasible pair such that s ≤ f (x) + µh(x), ∀x ∈ R n . There must also be A + µB 0, a + µb ∈ R(A + µB) and x(µ) = −(A + µB) + (a + µb) such that
Therefore, the dual SDP (35) has an optimal solution (s * , µ * ) and the primaldual pair (x * , µ * ) satisfies the Kuhn-Tucker condition (32).
Theorem 4 Under Assumption 1, B = 0 and v(QP1EQC) > −∞, the dual SDP (35) always has an optimal solution (s * , µ * ). Moreover, the infimum of (QP1EQC) is unattainable when, and only when the dual SDP (35) possesses a unique feasible µ * ; and at µ * the two functions f (x), h(x) satisfy
or
Proof. Since v(QP1EQC) > −∞ and by the argument followed after (39), the dual SDP (35) is feasible and the matrix pencil
is non-empty. Suppose I (A, B) is a single-point set {µ * }. Then, any dual feasible (s, µ * ) must satisfy
Then, (s * , µ * ) is the dual optimal solution. Moreover, when I (A, B) = {µ * }, all the Kuhn-Tucker points of (32) can be completely specified by
Observe that
In case of (40), h(x) restricted on the set of the Kuhn-Tucker points is convex and
It indicates that the quadratic equation h (x * (y)) = 0 has no solution. By Theorem 3, (QP1EQC) can not have an optimal solution. Since v(QP1EQC) > −∞, it is unattainable. The other case (41) can be analogously argued.
Next, we assume that I (A, B) is neither empty nor a single-point set. By the same argument in the proof of Theorem 5.1 in [16] , it is easy to see that I (A, B) is an interval with an interior point. Denote by
It is possible that µ min = −∞ and µ max = +∞. In the following we first show that (QP1EQC), if bounded below, must be attainable. After it is done, by Lemma 1, we can establish that the dual SDP (35) is always attained when v(QP1EQC) > −∞.
Since I (A, B) is an interval with a non-empty interior, by Theorem 3 (b) in [13] , we have
Let V ∈ R n×r be the basis matrix of N (A) ∩ N (B) and U ∈ R n×(n−r) be the orthonormal complementary subspace of V . Then we have
Let u ∈ R n−r . By A + µB 0, (u T U T )(A + µB)(U u) = 0 if and only if (A + µB)(U u) = 0. Since U is the orthogonal complement of V , it must be u = 0. In other words.
With the [U V ] n×n coordinate change and the notation 0 m×r for the m × r zero matrix; 0 n for the n−dimensional zero vector, we can recast the dual SDP (35) as
Since v(QP1EQC) > −∞, the dual SDP (35) is feasible. By (42), it implies that (43) admits a strict feasible point (µ, s) that satisfies the positive semidefinite constraint. By writing down the conic dual of (43):
and by the strong duality theorem, there must be
In particular, (UD) can be attained at an optimal solution, say (Y * , z * ). Let
We can verify that
In other words, X * is an optimal solution of the primal SDP (36). Employing the standard rank-one decomposition procedure [24] , we have shown that (QP1EQC) is attained. The proof is complete.
The following example is provided to illustrate the idea of Theorem 4. Obviously, µ * = 0 is the only feasible dual solution, which forces s ≤ 0. Then, the dual optimal value is 0, confirming the strong duality; and the dual optimal solution is (s * , µ * ) = (0, 0), confirming that the dual must be attainable if bounded from below.
Moreover, we can verify that
and hence
which confirms (41) that none of the Kuhn Tucher points are feasible.
Application to Convexity of Joint Numerical Range
Yakubovich's proof of the S-lemma with inequality relied on a result of Dines [6] in 1941 that the joint numerical range M = {(f (x), h(x)) : x ∈ R n } ⊆ R 2 is convex when f and h are quadratic forms. Nevertheless, Dines explained in the same paper [6] that his observation on the convexity of M was motivated by Finsler's theorem (S-lemma) [9] in 1937 because "it asserts the existence of a supporting line of the map M which has contact with M only at (0, 0). This suggests that the theorem is related to the theory of convex sets." Dines also described the shape of M to be either the entire x − y plane or an angular sector of angle less than π, provided f, h have no common zero except x = 0. Extension of Dines' result to the 2D image of nonhomogeneous functions f and h occurred much later in 1998 due to Polyak [20] . It may be stated as Theorem 5 ( [20] ) Let f, h ∈ R n be nonhomogeneous quadratic functions. Suppose that n ≥ 2 and there exists µ ∈ R 2 such that
Then the set M = {(f (x), h(x)) : x ∈ R n } ⊆ R 2 is closed and convex.
A counterexample was provided in the same paper [20] to show that the joint numerical range M is in general nonconvex for nonhomogeneous quadratic functions. Dines' theorem even fails an affine function. It happens that the newly developed S-lemma with equality can be used to give a theorem sufficiently enough to cover Example 2. That is, we are able to say something similar to what Dines had done in [6] from the S-lemma to the convexity of M .
to yield By considering all 2 × 2 principal minors including the 0 element in (52), we obtain
Therefore, µ = 0, δ = 0 and
Let W ∈ R n×(n−rank(V T A)) be the matrix basis of N (V T A) and express (54) as x u − x v = W z, for some z ∈ R n−rank(V T A) .
Then, (55) implies that
which, together with (53), completes the proof. We confirm Theorem 6 by the following example: 
Conclusion
The S-lemma with equality is certainly an important and difficult problem. The complication of the problem is reflected by numerous cases that are needed to analyze it piece by piece as shown in this paper. Our success means that there will be no more easy cases or hard cases for the (generalized) trust region subproblem henceforth, with the easy cases previously only devoted to the existence of a positive definite matrix pencil. Our analysis also relies on geometrical observations on quadratic manifolds, whereas most previous technique were primarily analytic. The relation between the S-lemma and the convexity of joint numerical range is now further strengthened by our result, indicating a step forward to the duality theory for non-convex optimization. We wish that the information provided in the lengthy proof of Theorem 2 can also sparkle new ideas for solving other hard problems in nonconvex quadratic programming.
