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Non-interacting single-impurity Anderson model:
solution without using the equation-of-motion method
Zakaria M.M. Mahmoud1,2 and Florian Gebhard2,∗
Ground-state properties of the non-interacting symmet-
ric single-impurity Anderson model (SIAM) are derived
from the corresponding eigenenergy equation. Explicit
formulae are given for the ground-state energy, the hy-
bridization, and the momentum distribution that are es-
sential quantities for variational approaches to the inter-
acting model. Various spectral functions, e.g., the total
density of states, the phase shift function, and the impu-
rity spectral function, are shown to agree with those ob-
tained from the equation-of-motion method (see supple-
mentary material). For a constant hybridization strength
and a semi-elliptic host density of states it is seen that
the impurity spectral function builds up weight at the
band edges.
1 Introduction
The single-impurity Anderson model [1] is one of the
fundamentalmany-body problems in condensed-matter
theory. Even its non-interacting limit poses a non-trivial
single-particle problembecause the electrons on a single
site hybridize with those from a conduction band with a
large (or infinite) number of degrees of freedom.
The non-interacting single-impurity Andersonmodel
can be solved exactly [1, 2]. Usually, we are interested
in the ground-state energy, the density of states, and
single-particle Green functions at zero temperature. In
textbooks [2, 3], these single-particle properties are cal-
culated from the equation-of-motion approach for the
single-particle Green functions. In this communication,
we derive them directly from the exact eigenstates and
eigenenergies. Apart from being instructive for begin-
ners in many-body theory, the direct approach facili-
tates a comparison with numerical approaches and cov-
ers all general cases (finite bandwidth of the conduction
band, bound and anti-bound states). Moreover, ground-
state expectation values are important for variational
approaches such as the Gutzwiller wave function, see,
e.g., [4, 5], so that it is important to have general expres-
sions available for the hybridization andmomentum dis-
tribution functions. To simplify the discussion, we focus
on the symmetric single-impurity Anderson model.
Our work is organized as follows. In chapter 2, we in-
troduce the model Hamiltonian. In chapter 3 we discuss
the single-particle Green functions and some of their
properties. In chapter 4, we solve the Schrödinger equa-
tionwherewe treat bound/anti-bound states and scatter-
ing states separately; we shall take the thermodynamic
limit where appropriate. In chapter 5 we derive a vari-
ety of ground-state quantities, namely the total energy,
the impurity occupancy, the hybridization energy, and
the momentum distribution. In chapter 6 we consider
the single-particle spectral properties andderive the den-
sity of states, the phase shift function, and the impurity
spectral function. For comparison, in the supplementary
material we re-derive all expressions from the standard
equation-of-motion approach. Short conclusions, chap-
ter 7, close our presentation.
2 Model and physical quantities
The Hamiltonian of the single-impurity Andersonmodel
consists of three parts, the host kinetic energy Tˆ , the im-
purity level Iˆ , and the hybridization Vˆ ,
Hˆ = Hˆ0+ Iˆ , Hˆ0 = Tˆ + Vˆ . (1)
The eigenstates of the model are denoted by |ψn〉. Their
energy is En ,
Hˆ |ψn〉 = En |ψn〉 , (2)
and |ψ0〉 is the ground state with energy E0.
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2.1 Host electrons
We consider a host system of non-interacting electrons
that is described by the host density of states ρ0(ǫ) in the
thermodynamic limit. Since the thermodynamic limit
can be delicate for a single impurity in a bath, we dis-
cretize the bath levels and describe the host electrons by
their kinetic energy
Tˆ =
∑
k ,σ
ǫ(k)cˆ+k ,σcˆk ,σ , (3)
where cˆ+
k ,σ
(cˆ
k ,σ
) creates (annihilates) a spin-σ electron
in the quantum state k (σ=↑,↓). For a finite system with
L states we have k = 0,1,2, . . . , (L−1), and we choose L to
be an odd number for convenience. The thermodynamic
limit corresponds to L →∞.
The band energies are given by the dispersion relation
ǫ(k)= f (−W /2+kW /(L−1)) , (4)
where f (−ε)=− f (ε) is an odd, differentiable and mono-
tonously increasing function that defines the symmetric
host density of states ρ0(ǫ)= ρ0(−ǫ),
ρ0(ǫ)=
1
f ′
(
f −1(ǫ)
) . (5)
Later, we shall work with dispersion relations that satisfy
f (±W /2)=±W /2 (6)
so thatW > 0 defines the host electron bandwidth. In the
followingwe shall useW ≡ 1 as our energy unit. Note that
f (0)= 0, i.e., there is a host state at k = (L−1)/2 with zero
kinetic energy, ǫ((L − 1)/2) = 0, and that the completely
filled host bandhas total energy zero,
∑
k ǫ(k)= 0 because
ǫ(L−1−k)=−ǫ(k).
Later, we shall give explicit results for a semi-elliptic
density of states,
ρse0 (ǫ)=
4
π
√
1− (2ǫ)2 , |ǫ| ≤ 1/2 (7)
with∫1/2
−1/2
dǫρse0 (ǫ)= 1 . (8)
The function fse(ε) that leads to the semi-elliptic density
of states (7) solves the implicit equation
πε= 2 fse(ε)
√
1−4[ fse(ε)]2+sin−1[2 fse(ε)] , (9)
where sin−1(z)= arcsin(z) is the inverse sine function. In
some cases we shall also give the result for a constant
density of states, fcons(ε) = ε, ρcons0 (ǫ) = 1 for |ǫ| ≤ 1/2.
Note, however, that the constant density of states has
some pathological features, e.g., a jump discontinuity at
the band edges.
2.2 Impurity level
The impurity level is described by the Hamiltonian
Iˆ = Ed
∑
σ
dˆ+σ dˆσ+U dˆ+↑ dˆ↑dˆ+↓ dˆ↓ . (10)
Here,Ed is the energy of the impurity level, andU is the d-
electrons’ Hubbard interaction. For the symmetric single-
impurity Anderson model, we place the impurity level at
the particle-hole symmetric energy
Ed =−U/2 . (11)
Later we only address the non-interacting case,U = 0.
2.3 Hybridization
The host electrons and the impurity level can hybridize
via
Vˆ =
√
1
L
∑
k ,σ
(
Vk ,σdˆ
+
σ cˆk ,σ+V ∗k ,σcˆ+k ,σdˆσ
)
, (12)
where the amplitude Vk ,σ parameterizes the hybridiza-
tion strength. We demand that the hybridization is inde-
pendent of spin, Vk ,σ ≡ Vk . Since ǫ(k) is a monotonous
function of k, we may equally write
Vk ≡V (ǫ(k)) . (13)
Furthermore, we demand that Vk is symmetric, Vk =
V ∗
L−1−k , in order to ensure particle-hole symmetry.
2.4 Particle-hole symmetry
We study the case of half band-filling where the total
number of electrons N =N↑+N↓ equals the total number
of levels in the system, N = L+ 1. For the paramagnetic
case of interest, we then have N↑ =N↓ =N/2= (L+1)/2.
The particle-hole transformation is defined by
τ˜ : cˆ
k ,σ
7→ cˆ+
L−1−k ,σ , cˆ
+
k ,σ
7→ cˆ
L−1−k ,σ ,
dˆσ 7→ −dˆ+σ , dˆ+σ 7→ −dˆσ . (14)
The transformation leaves theHamiltonian invariant, i.e.,
Hˆ 7→ Hˆ , because we have ǫ(L − 1− k) = −ǫ(k) and Vk =
V ∗
L−1−k . Consequently, the same applies to the ground
state, |ψ0〉 τ˜7→ |ψ0〉. Therefore, we can derive the following
relations at half band-filling for the ground-state expec-
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tation values
nk ,σ = 〈cˆ+k ,σcˆk ,σ〉 = 1−nL−1−k ,σ , (15)
〈dˆ+σ cˆk ,σ〉 = 〈cˆ+L−1−k ,σdˆσ〉 , (16)
nd,σ = 〈dˆ+σ dˆσ〉 = 1−nd,σ =
1
2
, (17)
where
〈Aˆ〉 = 〈ψ0|Aˆ|ψ0〉〈ψ0|ψ0〉
. (18)
Equation (17) proves that the d-level is half filled for any
dispersion relation and hybridization, nd,σ = 1/2. Note
that the relations (15)–(17) apply to the interacting case,
U ≥ 0.
3 Single-particle Green functions
3.1 Retarded, advanced, and causal Green functions
For Heisenberg operators (ħ≡ 1)
Aˆ(t )= eiHˆ t Aˆe−iHˆ t (19)
we consider the causal Green function
GcA,B (t )= (−i)〈T
(
Aˆ(t )Bˆ
)〉 , (20)
where T is the time-ordering operator,
T
(
Aˆ(t )Bˆ
)={ Aˆ(t )Bˆ for t > 0−Bˆ Aˆ(t ) for t < 0 . (21)
The sign applies for Fermion operators Aˆ, Bˆ . The retarded
and advanced Green functions are defined by
GretA,B (t ) = (−i)Θ(t )〈
[
Aˆ(t ), Bˆ
]
+〉 ,
GadvA,B (t ) = iΘ(−t )〈
[
Aˆ(t ), Bˆ
]
+〉 , (22)
whereΘ(t ) is the Heaviside step-function.
3.2 Fourier transformation
For later use we introduce the Fourier transformation
(FT)
f (t ) =
∫∞
−∞
dω
2π
e−η|ω|e−iωt f˜ (ω) ,
f˜ (ω) =
∫∞
−∞
dt e−η|t |eiωt f (t ) , (23)
where the factors exp(−η|ω|) and exp(−η|t |) with η = 0+
ensure the convergence of the integrals. They shall be set
to zero whenever the convergence of integrals or other
expressions is guaranteed at η= 0.
We use a complete set of eigenstates for the Hamilto-
nian Hˆ , see equation (2), to derive the Lehmann repre-
sentation of the causal and retarded Green functions,
G˜cA,B (ω) =
∑
n
[〈ψ0|Aˆ|ψn〉〈ψn |Bˆ |ψ0〉
E0−En +ω+ iη
+ 〈ψ0|Bˆ |ψn〉〈ψn |Aˆ|ψ0〉
En −E0+ω− iη
]
, (24)
G˜retA,B (ω) =
∑
n
[〈ψ0|Aˆ|ψn〉〈ψn |Bˆ |ψ0〉
E0−En +ω+ iη
+ 〈ψ0|Bˆ |ψn〉〈ψn |Aˆ|ψ0〉
En −E0+ω+ iη
]
. (25)
The Lehmann representation shows that the real parts of
the causal and retarded Green function agree and that
their imaginary parts differ in sign for ω < 0. Therefore,
we can derive the causal Green function from the re-
tarded Green function by the simple substitution
G˜cA,B (ω)= G˜retA,B (ω)
∣∣∣
ω+iη→ω+isgn(ω)η
(26)
in frequency space where sgn(u) = Θ(u)−Θ(−u) is the
sign function.
3.3 Spectral function and density of states
Finally, we define the spectral function for the Fermion
Green function as
D A,B (ω)=−
1
π
Im
(
G˜retA,B (ω)
)
. (27)
The Lehmann representation shows that it is positive
semi-definite if Aˆ = Bˆ+.
When we use the operators for single-particle eigen-
states of Hˆ0 with eigenenergies E(m), Aˆ = aˆm,σ and Bˆ =
aˆ+m,σ, see chapter 4, we find from the Lehmann represen-
tation
Dσ(ω)=
1
L
∑
m
Dm,σ;m,σ(ω)=
1
L
∑
m
δ(ω−E(m)) (28)
because we have Em = E(m)+E0 (Em = −E(m)+E0) for
a single-particle (single-hole) excitation of the ground
state for non-interacting particles. Apparently, Dσ(ω) de-
scribes the density of states for single-particle excitations
with spin σ.
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4 Solution of the Schrödinger equation
We analyze the non-interacting Hamiltonian Hˆ0 = Tˆ + Vˆ
for large but finite system sizes L. We shall take the ther-
modynamic limit, L →∞, where appropriate.
4.1 Derivation of the eigenvalue equation
Since Hˆ0 poses a single-particle problem, we may write
Hˆ0 =
L∑
m=0,σ
E(m)aˆ+m,σaˆm,σ , (29)
where
aˆ+m,σ = g∗m dˆ+σ +
√
1
L
L−1∑
n=0
λ∗m(n)cˆ
+
n,σ (30)
is the Fermion creation operator for an exact eigenmode
with energy E(m). The L + 1 energies are labeled in as-
cending order, E(m−1)< E(m), m = 1,2, . . . ,L.
The orthonormality condition[
aˆ+m,σ, aˆm′,σ′
]
+
= δσ,σ′δm,m′ (31)
implies
1= |gm |2+
1
L
L−1∑
n=0
|λm(n)|2 . (32)
Equation (29) can only hold if[
Hˆ0, aˆ
+
m,σ
]
− = E(m)aˆ
+
m,σ . (33)
To express this equation in terms of the original opera-
tors, see equation (30), we use
[
Tˆ , aˆ+m,σ
]
− =
√
1
L
L−1∑
n=0
λ∗m(n)ǫ(n)cˆ
+
n,σ , (34)
[
Vˆ , aˆ+m,σ
]
− =
√
1
L
g∗m
L−1∑
n=0
Vn cˆ
+
n,σ+
(
1
L
L−1∑
n=0
Vnλ
∗
m(n)
)
dˆ+σ .
(35)
A comparison with equation (33) leads to the conditions
E(m)g∗m =
1
L
L−1∑
n=0
Vnλ
∗
m(n) , (36)
E(m)λ∗m(n) = ǫ(n)λ∗m(n)+ g∗mV ∗n . (37)
We thus find
λm(n)= gm
Vn
E(m)−ǫ(n) (38)
with the energies from the eigenenergy equation [1,3]
E(m)= 1
L
L−1∑
n=0
|Vn |2
E(m)−ǫ(n) . (39)
The solutions of the eigenenergy equation provide all the
information about the finite-size system. The normaliza-
tion condition (32) reduces to
|gm |2 = |g (E(m))|2 =
(
1+ 1
L
L−1∑
n=0
|Vn |2
(E(m)−ǫ(n))2
)−1
. (40)
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), r
(E
)
Figure 1 Graphical solution of the eigenenergy equation (39)
for L = 11, V 2n /L = 0.01, and a linear dispersion relation,
ǫ(n)= −1/2+n/(L−1). The left-hand-side of equation (39),
l (E)= E , is shown as a straight, blue line, the right-hand-side
of equation (39), r (E) = ∑L−1n=0(V 2n /L)/[E − ǫ(n)], is shown
by the red lines. Their intersections, l (E(m)) = r (E(m)), the
eigenenergies, are encircled. For E <−1/2 (E > 1/2) we find
the (anti-)bound states, the scattering states lie in the interval
|E | < 1/2. The vertical dotted lines indicate the divergences of
r (E) at E = ǫ(n), n = 0, . . . ,L−1.
As an example, in figure 1 we show the graphical
solution of the eigenenergy equation (39) for L = 11
and V 2n /L = 0.01 and a linear dispersion relation, ǫ(k) =
−1/2+k/(L−1) (bandwidth W = 1). The figure displays
particle-hole symmetry, and bound/anti-bound states as
well as scattering states, aswe discuss in the remainder of
this section.
4.2 Particle-hole symmetry
If E(m) is a solution of the eigenenergy equation (39),
[−E(m)] also is a solution. This is easily shown with the
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help of particle-hole symmetry,
1
L
L−1∑
n=0
|Vn |2
−E(m)−ǫ(n) = −
1
L
L−1∑
n=0
|Vn |2
E(m)+ǫ(n)
= − 1
L
L−1∑
n=0
|VL−1−n |2
E(m)+ǫ(L−1−n)
= − 1
L
L−1∑
n=0
|Vn |2
E(m)−ǫ(n) =−E(m) , (41)
wherewe used the symmetry conditionsVn =V ∗L−1−n and
ǫ(n)=−ǫ(L−1−n). Therefore, using our energy labeling,
we find E(L−m)=−E(m) for m = 0,1, . . . ,L.
4.3 Bound/anti-bound states
Outside the band edges, bound and anti-bound states
can form. In the thermodynamic limit, their energies
Eb < −1/2 (Eab > 1/2) are obtained from the solution of
the integral equation
Eb/ab =
∫1/2
−1/2
dǫρ0(ǫ)
|V (ǫ)|2
Eb/ab−ǫ
. (42)
Their existence depends on the shape of the host den-
sity of states ρ0(ǫ) and of the hybridization V (ǫ). If the
density of states continuously goes to zero at the band
edges and the hybridization is well-behaved, there are no
bound/anti-bound states in the limit of small hybridiza-
tion, |V (ǫ)|2≪ 1.
For example, when we use the semi-elliptic density of
states (7) and a constant hybridization in equation (42)
we find the condition
1
4V 2
= 2−
√
4− 1
(E se
b/ab
)2
. (43)
For V < 1/4, the semi-elliptic density of states does
not support bound/anti-bound states. For V > 1/4, the
bound/anti-bound levels lie at E se
b/ab
= ±4V 2/
p
16V 2−1.
In contrast, for a constant density of states and a constant
hybridization, equation (42) leads to
Econsa/ab =V 2 ln
∣∣∣∣∣1+2E
cons
a/ab
1−2Econs
a/ab
∣∣∣∣∣ . (44)
For small V < 1/4, the bound/anti-bound levels lie at
Econs
b/ab
≈ ±(1/2+ exp[−1/(2V 2)]). The (anti-)binding en-
ergy is exponentially small but finite for small V .
The existence of (anti-)bound states influences the
energy levels in the vicinity of the band edges. Although
these effects often are negligibly small, in the follow-
ing we restrict ourselves to situations where bound/anti-
bound states are absent as for the semi-elliptic density of
states for a constant, small hybridization V < 1/4.
4.4 Scattering states
For all other states, the impurity scattering induces en-
ergy shifts of the order of 1/L. Therefore, in equation (39)
we set
E(m)= ǫ(m)+ x(ǫ(m))
L
, |x(ǫ(m))| =O (1) , (45)
where x(ǫ(m)) quantifies the scattering energy shift in-
troduced by the impurity. Note that x(ǫ) < 0 (x(ǫ) > 0)
for ǫ < 0 (ǫ > 0) because the impurity level at energy
ǫ = 0 repels the host energy levels. We shall show that
x(0+)= 1/(2ρ0(0)) so that x(ǫ) is discontinuous at ǫ= 0.
In order to solve the eigenvalue equation (39) for large
systems we start with the observation that the Taylor ex-
pansion for finite r ≪ L leads to the following approxima-
tion
L(ǫ(m+ r )−ǫ(m))≈ r f ′ ( f −1(ǫ(m)))= r
ρ0(ǫ(m))
, (46)
with corrections of the order 1/L, see equations (4), (5). In
the limit of large system size and not infinitesimally close
to the band edges, we can write
L−1∑
n=0
|V (ǫ(n))|2/L
E(m)−ǫ(n) = limR→∞
R∑
r=−R
|V (ǫ(m+ r ))|2
x(ǫ(m))−L(ǫ(m+ r )−ǫ(m))
+ΛV (E(m)) , (47)
where
ΛV (E)=P
∫1/2
−1/2
dǫρ0(ǫ)
|V (ǫ)|2
E −ǫ , (48)
and P denotes the Cauchy principal value integral. For
constant hybridization and the semi-elliptic density of
states we have for |E | < 1/2
Λ
se
V (E)= 8V 2E . (49)
This particularly simple form permits explicit calcula-
tions, see below.
For the derivation of equation (47) we singled out the
region |m−n| ≤ R (1≪ R ≪ L) from the sum over n be-
fore we employed the Euler-Maclaurin sum formula,
Nb∑
n=Na
h(n)=
∫Nb
Na
dnh(n)+ 1
2
(h(Na)+h(Nb))+ . . . (50)
that generates the contribution ΛV (E) in equation (47).
For the first term in equation (47) we use equation (46)
∞∑
r=−∞
|V (ǫ(m+ r ))|2
x(ǫ(m))−L(ǫ(m+ r )−ǫ(m)) ≈ |V (ǫ(m))|
2ρ0(ǫ(m))
×
∞∑
r=−∞
1
x(ǫ(m))ρ0(ǫ(m))− r
.
(51)
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Using equation (1.421,3) of Ref. [6] we find
∞∑
r=−∞
|V (ǫ(m+ r ))|2
x(ǫ(m))−L(ǫ(m+ r )−ǫ(m)) ≈πρ0(ǫ(m))|V (ǫ(m)|
2
×cot[πρ0(ǫ(m))x(ǫ(m))] .
(52)
Here we used the fact that V (ǫ) is a smooth function so
that |V (ǫ(m+r ))|2 ≈ |V (ǫ(m))|2+O (1/L). To leading order
in 1/L, the eigenvalue equation (39) leads to
x(ǫ)= 1
πρ0(ǫ)
cot−1
[
ǫ−ΛV (ǫ)
π|V (ǫ)|2ρ0(ǫ)
]
. (53)
This is the desired equation for the scattering energy
shifts; for a constant density of states, the derivation can
be found as equation (I-12) in Ref. [7].
For later use, we define
x(ǫ) = 1
2ρ0(ǫ)
(Θ(ǫ)−Θ(−ǫ))− y(ǫ) ,
y(ǫ) = 1
πρ0(ǫ)
tan−1
[
ǫ−ΛV (ǫ)
π|V (ǫ)|2ρ0(ǫ)
]
. (54)
Note that, for a smooth hybridization V (ǫ), the function
y(ǫ) is continuous in the interval |ǫ| ≤ 1/2.
5 Ground-state expectation values
According to equation (29) the ground state of Hˆ0 is given
by
|ψ0〉 =
∏
σ
(L−1)/2∏
m=0
aˆ+m,σ|vac〉 . (55)
5.1 Ground-state energy
We are interested in the change ∆E of the ground-state
energy due to the hybridization of the impurity and
the host electrons. In the absence of bound/anti-bound
states, it is given by
∆E
2
=
(L−1)/2∑
m=0
[E(m)−ǫ(m)] . (56)
Here we took into account that the (L+1)/2 states lowest
in energy are occupied for each spin species. Moreover,
ǫ((L−1)/2)= 0 and the impurity level is at Ed = 0 so that
they do not contribute in the case of vanishing hybridiza-
tion.
The Euler-Maclaurin formula (50) and the definition
of the host density of states (5) lead to
∆E
2
=
∫0
−1/2
dǫρ0(ǫ)x(ǫ)=
∫0
−1/2
dǫ
π
cot−1
[
ǫ−ΛV (ǫ)
π|V (ǫ)|2ρ0(ǫ)
]
(57)
in the thermodynamic limit where we inserted the scat-
tering energy shifts from equation (53).
Equation (57) can be evaluated further in the limit of
vanishingly small hybridization.We setV (ǫ)=V v(ǫ) with
v(0)= 1 and consider V → 0. Then,
∆E
2
≈ V
2
π
∫−cV 2
−1/2
dǫ
π|v(ǫ)|2ρ0(ǫ)
ǫ
(58)
with a low-energy cut-off, c = O (1). To leading order in
V 2 ln(1/V 2) we then find
∆E
2
(V → 0)=−ρ0(0)V 2 ln
(
1
V 2
)
+O (V 2) . (59)
For a constant hybridization and the semi-elliptic den-
sity of states we find for all |V | < 1/4
(∆E)se(V )
2
=− α
2π
tanh−1
[p
1−α2
]
p
1−α2
, α= 8V
2
1−8V 2 .
(60)
For small V this can be approximated as (ln(e)= 1)
(∆E)se(V )
2
= − 4
π
V 2
[
ln
(
1
4V 2
)
+8V 2 ln
(
1
4eV 2
)]
+O (V 6 ln(V 2))
= −Γ
π
[
ln
(
1
Γ
)
+8V 2 ln
(
1
eΓ
)]
+O (V 6 ln(V 2)) ,
Γ = πρ0(0)V 2 . (61)
For a constant hybridization and a constant density of
states, the small-V expansion of the ground-state energy
shift is given by
(∆E)cons(V )
2
= −V 2
[
ln
( e
2πV 2
)
+4V 2 ln
(
1
V 2
)]
+O (V 4)
= −Γ
π
[
ln
( e
2Γ
)
+4V 2 ln
(π
Γ
)]
+O (V 4) .
The comparison with the general low-V expansion (59)
shows that the correction of the order O (V 2) depends on
the shape of the host density of states.
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5.2 Impurity occupancy
With the help of[
dˆ+σ dˆσ, aˆ
+
m,σ′
]
−
= δσ,σ′g∗m dˆ+σ (62)
we find that
〈dˆ+σ dˆσ〉 =
(L−1)/2∑
m=0
|gm |2 . (63)
Equation (40) shows that |gL−m |2 = |gm |2 so that
L∑
m=0
|gm |2 = 2
(L−1)/2∑
m=0
|gm |2 = 2〈dˆ+σ dˆσ〉 . (64)
The expression on the left-hand side corresponds to the
probability to find the d-level occupied in a completely
filled system,
L∑
m=0
|gm |2 = 1 . (65)
Therefore we find the result
〈dˆ+σ dˆσ〉 =
1
2
(66)
as a consequence of particle-hole symmetry, in agree-
ment with equation (17).
It is instructive to derive equation (66) explicitly. From
equation (45) we find up to terms of O (1)
L−1∑
n=0
|V (n)|2/L
(E(m)−ǫ(n))2 =−
∂
∂x(ǫ(m))
[
L−1∑
n=0
|V (n)|2
E(m)−ǫ(n)
]
, (67)
so that from equation (52) we find
L−1∑
n=0
|V (n)|2/L
(E(m)−ǫ(n))2 = L
[πρ0(ǫ(m)|V (ǫ(m))|]2
sin2[πρ0(ǫ(m))x(ǫ(m))]
. (68)
Therefore, equations (40) and (53) give
|gm |2 =
1
L
|g (ǫ(m))|2 ,
|g (ǫ)|2 = |V (ǫ)|
2
[πρ0(ǫ)|V (ǫ)|2]2+ [ǫ−ΛV (ǫ)]2
, (69)
where we used equation (53) for x(E). Then, from equa-
tion (63)
〈dˆ+σ dˆσ〉 =
∫0
−1/2
dEρ0(E)|g (E)|2
=
∫0
−1/2
dE
ρ0(E)|V (E)|2
[πρ0(E)|V (E)|2]2+ [E −ΛV (E)]2
. (70)
Using ρ0(−E)= ρ0(E), |V (−E)|2 = |V (E)|2, and ΛV (−E)=
−ΛV (E) due to particle-hole symmetry, we can write
2〈dˆ+σ dˆσ〉 =
∫1/2
−1/2
dE
ρ0(E)|V (E)|2
[πρ0(E)|V (E)|2]2+ [E −ΛV (E)]2
= 1
(71)
because the integral in equation (71) gives the result for a
completely filled band. Therefore, we find 〈dˆ+σ dˆσ〉 = 1/2
again.
5.3 Hybridization
With the help of[
cˆ+k ,σdˆσ, aˆ
+
m,σ′
]
−
= δσ,σ′g∗m cˆ+k ,σ (72)
we find that
〈cˆ+k ,σdˆσ〉 =
√
1
L
(L−1)/2∑
m=0
g∗mλm(k)
=
√
1
L
(L−1)/2∑
m=0
|gm |2
Vk
E(m)−ǫ(k) . (73)
In the thermodynamic limit, this expression can be trans-
formed into
〈cˆ+k ,σdˆσ〉 ≡
Vkp
L
[G(ǫ(k))+H(ǫ(k))] , (74)
G(ǫ) = Θ(−ǫ)|g (ǫ)|2 [ǫ−ΛV (ǫ)]|V (ǫ)|2
= Θ(−ǫ) ǫ−ΛV (ǫ)[
πρ0(ǫ)|V (ǫ)|2
]2+ [ǫ−ΛV (ǫ)]2 , (75)
H(ǫ) =
∫0
−1/2
dE
E −ǫ
ρ0(E)|V (E)|2
[πρ0(E)|V (E)|2]2+ [E −ΛV (E)]2
,
(76)
where the integral on the right-hand side of equation (76)
must be understood as a principal value integral when
−1/2 < ǫ < 0. The derivation of G(ǫ) proceeds along the
lines developed in Sect. 4.4.
In general, H(ǫ) cannot be calculated analytically. In
the limit of vanishing hybridization, V (ǫ) = V v(ǫ) with
v(0)= 1 and V → 0, we find
H(ǫ,V → 0) ≈
∫0
−∞
dE
V 2ρ0(0)
[πρ0(0)V 2]2+E2
1
E −ǫ
= − ǫ
2[(πρ0(0)V 2)2+ǫ2]
+ρ0(0)V 2
ln
(|ǫ|/(πρ0(0)V 2))
(πρ0(0)V 2)2+ǫ2
. (77)
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Apparently, the hybridization matrix element is logarith-
mically divergent near ǫ = 0. This does not cause any
problems because 〈cˆ+
k ,σ
dˆσ〉 ∼ [G(ǫ(k))+H(ǫ(k))]/
p
L re-
mains bounded since the smallest accessible values for
ǫ(k) is of the order of 1/L. For a constant hybridization
and the semi-elliptic density of states, Hse(ǫ) can be cal-
culated analytically. The lengthy expressions agree very
well with H(ǫ,V → 0) for all V < 0.1.
The contribution of the hybridization to the ground-
state energy per spin is given by
〈Vˆ 〉
2
= 2
∫1/2
−1/2
dǫρ0(ǫ)|V (ǫ)|2 [H(ǫ)+G(ǫ)] . (78)
In the limit of vanishingly small hybridization, H(ǫ) does
not contribute to the hybridization energy. The first term
of H(ǫ) in equation (77) is odd and thus cancels out when
integrated over the whole band. The second term appar-
ently is of the orderV 4 ln(V 2) and thus smaller by a factor
ofV 2 than the leading-order term. Therefore, we have
〈Vˆ 〉
2
(V → 0) ≈ 2
∫0
−cV 2
dǫ
ρ0(0)V
2ǫ[
πρ0(0)V 2
]2+ǫ2
= −2Γ
π
ln
(
1
Γ
)
+O (V 2)= 2∆E
2
(V → 0) , (79)
see equation (61). The energy gain through the hybridiza-
tion is twice as large as the energy loss due to the distor-
tion of the Fermi sea, as we show next.
5.4 Momentum distribution
With the help of
[
cˆ+k ,σcˆk ,σ, aˆ
+
m,σ′
]
−
= δσ,σ′
√
1
L
λ∗m(k)cˆ
+
k ,σ (80)
we find that
〈cˆ+k ,σcˆk ,σ〉 =
1
L
(L−1)/2∑
m=0
|λm(k)|2
= 1
L
(L−1)/2∑
m=0
|gm |2
|Vk |2
(E(m)−ǫ(k))2 . (81)
The thermodynamic limit is more subtle than for the hy-
bridization matrix element because terms of order unity
appear next to terms of order 1/L. Proceeding along the
lines of Sect. 4.4 we find to leading order
〈cˆ+k ,σcˆk ,σ〉(0) ≡n(0)(ǫ(k))=Θ(−ǫ(k)) . (82)
The 1/L corrections are obtained as
L〈cˆ+k ,σcˆk ,σ〉(1) ≡ n(1)(ǫ(k))
= |Vk |2
∂
∂u
[
(L−1)/2∑
m=0
|gm |2
1
E(m)−u
]
u=ǫ(k)
= |Vk |2
[
G ′(ǫ(k))+H ′(ǫ(k))] (83)
with G(ǫ) and H(ǫ) from equations (75) and (76), re-
spectively. The total momentum distribution is given by
n(ǫ(k))=n(0)(ǫ(k))+n(1)(ǫ(k))/L.
Our analysis of the function H(ǫ) in the previous sub-
section shows that themomentumdistribution develops
a 1/ǫ singularity for ǫ→ 0 because H(ǫ) ∼ ln(|ǫ|) so that
H ′(ǫ) ∼ 1/ǫ for ǫ → 0. However, its strength is propor-
tional to V 4/L for small V so that, for the smallest acces-
sible value for ǫ(k), the contribution to the momentum
distribution actually remains small.
The contribution of the host electrons to the ground-
state energy is given by
∆T
2
= 〈Tˆ 〉−T0
2
=
∫1/2
−1/2
dǫǫρ0(ǫ)L (n(ǫ)−Θ(−ǫ))
=
∫1/2
−1/2
dǫǫρ0(ǫ)|V (ǫ)|2
[
G ′(ǫ)+H ′(ǫ)] ,
(84)
where
T0 = 2L
∫0
−1/2
dǫǫρ0(ǫ) (85)
is the energy of the undisturbed host band. As for the hy-
bridization energy, the function G(ǫ) gives the dominant
contribution in the limit of small hybridizations. We find
after a partial integration
∆T
2
(V → 0) ≈ V 2ρ0(0)
∫0
−cV 2
dǫG(ǫ)
= V 2ρ0(0)
∫0
−cV 2
dǫ
ǫ
(πρ0(0)V 2)2+ǫ2
= Γ
π
ln
(
1
Γ
)
=−E0
2
(V → 0) , (86)
including only the leading-order terms, of the order of
O
(
V 2 ln(1/V 2)
)
. Equation (86) shows that, indeed, the
host electrons’ loss in energy is half of the gain due
to their hybridization with the impurity, compare equa-
tion (79).
6 Spectral properties
In this chapter we derive the single-particle spectral pro-
perties. In the supplementary material, we use the equa-
801
O
rig
in
a
lp
a
pe
r
Z. M. M. Mahmoud and F. Gebhard: Non-interacting single-impurity Anderson model
tion-of-motion approach to derive the Green functions
and ground-state expectation values.
6.1 Density of states
We start with the density of states for the system without
hybridization. It is given by
D0(ω) = Dimp,0(ω)+Dhost(ω) ,
Dimp,0(ω) = δ(ω) ,
Dhost(ω) =
L−1∑
n=0
δ (ω−ǫ(n)) , (87)
where we simply added the contributions from the impu-
rity and the host electrons, see equation (28). Altogether
there are L+1 energy levels,
∫∞
−∞
dωD0(ω)= L+1 . (88)
Using the Euler-Maclaurin formula (50) we readily find in
the thermodynamic limit
Dhost(ω) =
∫L−1
0
dnδ (ω−ǫ(n))
+1
2
[δ(ω−ǫ(0))+δ(ω−ǫ(L−1)]
= (L−1)ρ0(ω)+
1
2
[δ(ω+1/2)+δ(ω−1/2)] .
Note that in D0(ω) we have to keep all corrections to or-
der unity.
From equation (28) we have for finite hybridization
Dσ(ω)=
L∑
m=0
δ (ω−E(m)) . (89)
The same steps as above lead to
Dσ(ω) = δ(ω)+
1
2
[δ(ω+1/2)+δ(ω−1/2)]
+(L−1)
(∫0−
−1/2
+
∫1/2
0+
)
dǫρ0(ǫ)δ(E(ǫ)−ω) , (90)
where we took special care of the step discontinuity of
x(ǫ) at ǫ= 0, see equation (54). Now that
E(ǫ)= ǫ+ x(ǫ)
L
, dǫ=dE
(
1− x
′(ǫ)
L
)
+O (1/L) , (91)
we find up to corrections in 1/L
Dσ(ω) = (L−1)
(∫0−
−1/2
+
∫1/2
0+
)
dEδ(E −ω)
×ρ0(E −x(E)/L)(1−x ′(E)/L)
+δ(ω)+ 1
2
[δ(ω+1/2)+δ(ω−1/2)]
= (L−1)ρ0(ω)+
1
2
[δ(ω+1/2)+δ(ω−1/2)]
+δ(ω)− d
dω
(
ρ0(ω)x(ω)
)
= Dhost(ω)+Dimp,σ(ω) . (92)
Since x(ω) is discontinuous at ω= 0, we find from (54)
Dimp,σ(ω)= δ(ω)−
d
dω
(
ρ0(ω)x(ω)
)= d
dω
(
ρ0(ω)y(ω)
)
.
(93)
Apparently, the δ-Peak of the uncoupled impurity level
broadens into a line of finite width.
Indeed, in the limit of small hybridizations V (ω) =
V v(ω) with V → 0 and v(0) = 1, we find from equa-
tion (93) using equation (54)
Dimp,σ(ω)≈
1
π
Γ
ω2+Γ2 , Γ=πV
2ρ0(0) . (94)
The impurity contribution to the density of states is a
Lorentzian line of half width Γ at half maximum, see
equation (61). For the semi-elliptic density of states and
constant hybridization, we can give an explicit result for
all hybridization strengths,
Dseimp,σ(ω) =
ρse0 (0)
ρse0 (ω)
1p
1−α2
(
1
π
∆
ω2+∆2
)
, |ω| < 1/2 ,
∆= α
2
p
1−α2
, α= 8V
2
1−8V 2 . (95)
This example shows that the Lorentzian line shape is cut
off by the band edges. In order to guarantee the sum rule
in the presence of a finite band-width, weight accumu-
lates close to the band edges. In the case of the semi-
elliptic density of states, the impurity density of states
displays square-root divergences at the band edges, see
figure 2.
6.2 Phase shift function and Friedel sum rule
In scattering theory, the phase shift function η(ǫ) and the
excess density of states are related by [2]
∆ρ(ǫ)= 1
π
∂η(ǫ)
∂ǫ
(96)
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Figure 2 Impurity spectral function for a semi-elliptic density
of states at V = 0.1W (W ≡ 1). The dominant Lorentzian line-
shape around ω= 0 turns into square-root divergences at the
band edges.
with the boundary condition η(−∞) = 0. In our case,
∆ρ(ǫ) = Dimp,σ(ǫ) and we see from equations (54), (93)
that
η(ǫ)= π
2
+ tan−1
[
ǫ−ΛV (ǫ)
π|V (ǫ)|2ρ0(ǫ)
]
. (97)
This equation shows that the Friedel sum-rule is fulfilled,
η(EF) = (π/2)nd, where EF = 0 is the Fermi energy and
nd = 2nd,σ = 1 is the impurity occupancy at half band-
filling.
6.3 Impurity spectral function
For non-interacting electrons, the d-electronGreen func-
tion is readily calculated from the Lehmann representa-
tion (25). For Aˆ = dˆσ and Bˆ = dˆ+σ only the eigenstates
|ψpm〉 = aˆ+m,σ|ψ0〉 and |ψhm〉 = aˆm,σ|ψ0〉 contribute.We use
for a particle excitation E
p
m = E(m)+E0
〈ψ0|dˆσaˆ+m,σ|ψ0〉 = 〈ψ0|
[
dˆσ, aˆ
+
m,σ
]
+ |ψ0〉 = g
∗
m , (98)
and likewise for a hole excitation with Ehm = −E(m)+E0
to find
G˜retd ,d (ω)=
1
L
∑
m
|g (E(m))|2
ω−E(m)+ iη (99)
for the retarded d-electron Green function. It is the sum
over poles in the lower complex plane at the exact excita-
tion energies E(m) with weight |gm |2.
The corresponding impurity spectral function follows
from the definition (27) as
Dd ,d (ω)=
1
L
∑
m
|g (E(m))|2δ(ω−E(m)) . (100)
To get further insight into the spectral function, we recon-
sider the eigenenergy equation (39),
E(m) = Λ˜V (E(m)) ,
Λ˜V (ω) =
1
L
∑
p
|Vp |2
ω−ǫ(p) ,
Λ˜
′
V (ω) = −
(
1
|g (ω)|2 −1
)
, (101)
where we used equation (40). In the vicinity of an eigen-
energy E(m)= Λ˜V (E(m)) we Taylor expand
ω− Λ˜V (ω) ≈ E(m)+ (ω−E(m))
−Λ˜V (E(m))− Λ˜′V (E(m))(ω−E(m)) , (102)
so that
1
ω− Λ˜V (ω)
= 1
1− Λ˜′
V
(E(m))
1
ω−E(m) =
|gm |2
ω−E(m) , (103)
where we used equations (100) and (101). Therefore, we
can equally write
Dd ,d (ω)=−
1
π
Im
(
1
ω− Λ˜V (ω)
)
(104)
for the impurity density of states. With the help of equa-
tion (69) we can explicitly evaluate equation (100) in the
thermodynamic limit,
Dd ,d (ω) =
∫1/2
−1/2
dǫρ0(ǫ)|g (ǫ)|2δ(ǫ−ω)
= ρ0(ω)|V (ω)|
2
(πρ0(ω)|V (ω)|2)2+ (ω−ΛV (ω))2
, (105)
which is the well-known result for the impurity spectral
function for the non-interacting single-impurity Ander-
son model.
7 Conclusions
In this work we started from the eigenvalue equations
to derive ground-state properties for the non-interacting
symmetric single-impurity Anderson model. We derived
the ground-state energy, the hybridization and momen-
tum distribution functions, and various spectral func-
tions such as the density of states, the phase-shift func-
tion and the impurity spectral function. For compari-
son, in the supplementarymaterial we used the standard
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equation-of-motion approach to derive the Green func-
tions and ground-state expectation values.
For a finite host bandwidth W , we demonstrate that
the impurity spectral function can display a finite weight
at the band edges. For a semi-elliptic density of states
and a constant hybridization, we give an explicit expres-
sion for the impurity spectral function for all hybridiza-
tion strengthsV <W /4, where no bound and anti-bound
states exists. The usual Lorentzian spectrum is recovered
in the weak-hybridization limit, V /W → 0.
Our work closes a gap in the analytical treatment
of the single-impurity Anderson model. Moreover, our
explicit expressions for ground-state expectation values
will be useful for variational approaches such as the
Gutzwiller wave function.
8 Supporting information
In the supporting information, we derive the Green func-
tions for the non-interacting single-impurity Green func-
tion from the equation-of-motion method. Using the
Green functions, we calculate the total density of states
and ground-state expectation values. The results agree
with those obtained from the direct calculations in the
previous sections.
8.1 Equation-of-motion approach
8.1.1 Time domain
We study the four retarded Green functions
Gretk ,p (t ) = (−i)Θ(t )〈
[
cˆk ,σ(t ), cˆ
+
p,σ
]
+
〉 , (106)
Gretd ,p (t ) = (−i)Θ(t )〈
[
dˆσ(t ), cˆ
+
p,σ
]
+
〉 , (107)
Gretk ,d (t ) = (−i)Θ(t )〈
[
cˆk ,σ(t ), dˆ
+
σ
]
+
〉 , (108)
Gretd ,d (t ) = (−i)Θ(t )〈
[
dˆσ(t ), dˆ
+
σ
]
+〉 , (109)
Taking the time derivative leads to
iG˙retk ,p (t ) = δ(t )δk ,p+ (−i)Θ(t )〈
[[
cˆk ,σ(t ), Hˆ0
]
−
, cˆ+p,σ
]
+
〉
= δ(t )δk ,p+ǫ(k)Gretk ,p (t )+
V ∗
kp
L
Gretd ,p (t ) , (110)
iG˙retd ,p (t ) = (−i)Θ(t )〈
[[
dˆσ(t ), Hˆ0
]
− , cˆ
+
p,σ
]
+
〉
=
∑
k
Vkp
L
Gretk ,p (t ) , (111)
iG˙retk ,d (t ) = (−i)Θ(t )〈
[[
cˆk ,σ(t ), Hˆ0
]
−
, dˆ+σ
]
+
〉
= ǫ(k)Gretk ,d (t )+
V ∗
kp
L
Gretd ,d (t ) , (112)
iG˙retd ,d (t ) = δ(t )+ (−i)Θ(t )〈
[[
dˆσ(t ), Hˆ0
]
− , dˆ
+
σ
]
+〉
= δ(t )+
∑
k
Vkp
L
Gretk ,d (t ) . (113)
Here, we used the anticommutation relations of the Fer-
mi operators and the commutation relations[
cˆk ,σ, Tˆ
]
−
= ǫ(k)cˆk ,σ ,
[
dˆσ, Tˆ
]
− = 0 ,[
cˆk ,σ,Vˆ
]
−
=
V ∗
kp
L
dˆσ ,
[
dˆσ,Vˆ
]
− =
∑
k
Vkp
L
cˆk ,σ . (114)
For non-interacting electrons, the equations of motion
lead to a closed set of differential equations (110)–(113).
8.1.2 Fourier transformation of time derivatives
The equation-of-motionmethod works in the frequency
domain. The Fourier transformation of the time deriva-
tive of retarded Green functions are given by
FT
{
iG˙retA,B (t )
}
(ω) =
∫∞
−∞
dt e−η|t |eiωt
(
iG˙ A,B (t )
)
= i
[
GretA,B (t )e
−η|t |eiωt
∣∣∣∞−∞
−
∫∞
0
dtGretA,B (t )
d
dt
(
e−ηt eiωt
)]
= (ω+ iη)
∫∞
−∞
dtGretA,B (t )e
−η|t |eiωt
= (ω+ iη)G˜retA,B (ω) , (115)
where we used partial integration in the first step and the
fact thatGretA,B (t < 0)= 0.
The Fourier transformation of a Green function’s time
derivative can also be done using contour integration. By
definition of the Fourier transformation, we have
iG˙retA,B (t )=
∫∞
−∞
dλ
2π
e−η2|λ|e−iλtλG˜retA,B (λ) . (116)
To find the Fourier transformation of the left-hand side
we multiply both sides with exp(−ηt + iωt ) and integrate
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over t from zero to infinity. Thus,
FT
{
iG˙retA,B (t )
}
(ω) =
∫∞
−∞
dλ
2π
e−η2|λ|λG˜retA,B (λ)
×
∫∞
0
dt e−iλt eiωt−ηt
=
∫∞
−∞
dλ
2πi
G˜retA,B (λ)e
−η2|λ| λ
λ−ω− iη
= (ω+ iη)
∫∞
−∞
dλ
2πi
G˜retA,B (λ)e
−η2|λ|
λ−ω− iη ,
(117)
where we used the fact that GretA,B (t = 0−) = 0 in the last
step. Now that G˜retA,B (λ) has only poles in the lower half of
the complex plane, we extend the integral over the real
axis in equation (117) to a contour integral with an arc
of infinite radius in the upper half of the complex plane.
SinceGret
A,B
(ω)∼ 1/ω as seen from the Lehmann represen-
tation, the arc does not give a finite contribution. Then,
the integral can be evaluated using the residue theorem.
The pole of strength unity atλ=ω+iη gives, letting η2= 0,
η= 0 where appropriate,
FT
{
iG˙retA,B (t )
}
(ω)= (ω+ iη)G˜retA,B (ω) , (118)
and we recover equation (115).
8.1.3 Explicit solution in the frequency domain
To solve the equations (110)–(113) we transformation
them into frequency space. We find
(
ω+ iη)G˜retk ,p (ω) = δk ,p +ǫ(k)G˜retk ,p (ω)+ V ∗kp
L
G˜retd ,p (ω) ,
(119)(
ω+ iη)G˜retd ,p (ω) = ∑
k
Vkp
L
G˜retk ,p (ω) , (120)
(
ω+ iη)G˜retk ,d (ω) = ǫ(k)G˜retk ,d (ω)+ V ∗kp
L
G˜retd ,d (ω) , (121)
(
ω+ iη)G˜retd ,d (ω) = 1+∑
k
Vkp
L
G˜retk ,d (ω) . (122)
Since we have obtained algebraic equations as a function
ofω, we are now in the position to transform the retarded
to the causal Green function, i.e., the equations of mo-
tion for the causal Green function in frequency space are
obtained by replacing η by ηsgn(ω) in eqs. (119)–(122).
The resulting set of equations is readily solved. We de-
fine the retarded and causal hybridization functions
∆
ret(ω) = 1
L
∑
k
|Vk |2
ω−ǫ(k)+ iη ,
∆
c(ω) = 1
L
∑
k
|Vk |2
ω−ǫ(k)+ iηsgn(ω) , (123)
and find
G˜ck ,p (ω) =
1
ω−ǫ(k)+ iηsgn(ω)
(
δk ,p
+ 1
L
VpV
∗
k
(ω−ǫ(p)+ iηsgn(ω))(ω−∆c(ω))
)
,
(124)
G˜cd ,p (ω)=
√
1
L
Vp
(ω−ǫ(p)+ iηsgn(ω))(ω−∆c(ω)) , (125)
G˜ck ,d (ω)=
√
1
L
V ∗
k
(ω−ǫ(k)+ iηsgn(ω))(ω−∆c(ω)) , (126)
and
G˜cd ,d (ω)=
1
ω−∆c(ω) . (127)
The equations for the retarded Green functions are ob-
tained by replacing ηsgn(ω) by η.
8.2 Spectral properties
8.2.1 Impurity spectral function
First, we re-derive the impurity spectral function from
the impurity Green function (127). We have
∆
ret(ω) =
∫1/2
−1/2
dǫ
ρ0(ǫ)|V (ǫ)|2
ω−ǫ+ iη
= ΛV (ǫ)− iπρ0(ω)|V (ω)|2 . (128)
The definition of the spectral function immediately gives
Dd ,d (ω) = −
1
π
Im
(
1
ω−∆ret(ω)
)
= ρ0(ω)|V (ω)|
2
(πρ0(ω)|V (ω)|2)2+ (ω−ΛV (ω))2
, (129)
as derived in Sect. 6.
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8.2.2 Density of states
We write the density of states in the form
Dσ(ω) = −
1
π
Im
(∑
m
〈aˆ+m,σ
1
ω− (Hˆ0−E0)+ iη
aˆm,σ〉
+〈aˆm,σ
1
ω− (Hˆ0−E0)+ iη
aˆ+m,σ〉
)
, (130)
where we used the fact that aˆ+m,σ (aˆm,σ) creates (annihi-
lates) an electron with energy E(m) in the ground state.
The sum over all m runs over all single-particle excita-
tions of the ground state and thus represents the trace
over all single-particle eigenstates,
Dσ(ω)=−
1
π
ImTr1
( 1
ω− (Hˆ0−E0)+ iη
)
. (131)
We can equally use the excitations cˆ+
k ,σ
|ψ0〉, cˆk ,σ|ψ0〉, and
dˆ+σ |ψ0〉, dˆσ|ψ0〉, respectively, to perform the trace over
the single-particle excitations of the ground state. There-
fore, we may write
Dσ(ω) = −
1
π
Im
[∑
k
(
〈cˆ+k ,σ
1
ω− (Hˆ0−E0)+ iη
cˆk ,σ〉
+〈cˆk ,σ
1
ω− (Hˆ0−E0)+ iη
cˆ+k ,σ〉
)
+〈dˆ+σ
1
ω− (Hˆ0−E0)+ iη
dˆσ〉
+〈dˆσ
1
ω− (Hˆ0−E0)+ iη
dˆ+σ 〉
]
= − 1
π
Im
[∑
k
Gretk ,k (ω)+Gretd ,d (ω)
]
. (132)
Equation (124) shows that the band Green function con-
sists of the undisturbed host Green function for Vk ≡ 0
and a 1/L correction due to the hybridization. Therefore,
using eqs. (124) and (127), the contributiondue to a finite
hybridization is given by
Dimp,σ(ω) = −
1
π
Im
[ 1
ω−∆ret(ω)
×
(
1+
∑
k
|Vk |2/L
(ω−ǫ(k)+ iη)2
)]
= − 1
π
Im
[
1− (∂∆ret(ω))/(∂ω)
ω−∆ret(ω)
]
= − 1
π
∂
∂ω
Im
[
ln
(
ω−∆ret(ω))] . (133)
We use equation (128) and find from the complex loga-
rithm
Dimp,σ(ω) = −
1
π
∂
∂ω
[
tan−1
(
πρ0(ω)|V (ω)|2
ω−ΛV (ω)
)]
= ∂
∂ω
[
ρ0(ω)y(ω)
]
, (134)
as derived in Sect. 6.
8.3 Ground-state expectation values
Lastly, we re-derive the ground-state expectation values
for the d-occupancy, the hybridization matrix element,
and the momentum distribution from the Green func-
tion approach.
8.3.1 Expectation values from Green functions
The Green functions permit the calculation of ground-
state expectation values. By definition, we have (η= 0+)
〈Bˆ Aˆ〉 = (−i)G A,B (t =−η)
=
∫∞
−∞
dω
2πi
e−η2|ω|eiηωG˜cA,B (ω) . (135)
We extend the integral over the real axis into a contour
integral in the complex plane where the closed contourC
runs over the real axis and an arc with infinite radius in
the upper complex plane. Due to the factor exp[iη(Re(z)+
iIm(z)], the arc does not contribute because Im(z)→+∞
on the arc. Therefore, we have
〈Bˆ Aˆ〉 =
∮
C
dz
2πi
G˜cA,B (z)e
izη . (136)
It is not always easy to do the integral because the Green
functions display branch cuts in the complex plane.
8.3.2 Ground-state energy
The ground-state energy can immediately be calculated
using the density of states,
∆E
2
=
∫0
−1/2
dωωDimp,σ(ω) . (137)
The result for the impurity density of states (134) and a
partial integration directly lead to the desired result for
the ground-state energy.
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8.3.3 Impurity occupancy
For the d-electron occupancy, Aˆ = dˆσ, Bˆ = dˆ+σ , we find
〈dˆ+σ dˆσ〉 =
∮
C
dz
2πi
eiηz
1
z−∆c(z) . (138)
∆
c(z) has a branch cut on the real axis that is infinitesi-
mally above the real axis for Re(z) =ω < 0 and infinitesi-
mally below the real axis for ω > 0. Since 1/(z−∆c(z)) is
otherwise analytic in the complex plane, we can deform
the contour C to C˜ where C˜ encloses the branch cut for
−1/2<ω< 0 at infinitesimal distance ξ. The corners of C˜
provide a vanishingly small contribution and only the in-
tegrals below and above the branch cut remain finite for
ξ→ 0,
〈dˆ+σ dˆσ〉 =
∮
C˜
dz
2πi
1
z−∆c(z)
=
∫0
−1/2
dω
2πi
1
ω−ΛV (ω)− iρ0(ω)|V (ω)|2
+
∫−1/2
0
dω
2πi
1
ω−ΛV (ω)+ iρ0(ω)|V (ω)|2
,
(139)
where we used
∆
c(ω− iξ) = ΛV (ω)+ iπρ0(ω)|V (ω)|2 ,
∆
c(ω+ iξ) = ΛV (ω)− iπρ0(ω)|V (ω)|2 (140)
infinitesimally below and above the branch cut. From
equation (139) we readily recover 〈dˆ+σ dˆσ〉 = 1/2.
8.3.4 Hybridization
The derivation of the hybridization matrix element pro-
ceeds along the same lines. We have
〈cˆ+k ,σdˆσ〉 =
∮
C
dz
2πi
1
z−ǫ(k)+ isgn(ǫ(k))
1
z−∆c(z) . (141)
For 0 < ǫ(k) < 1/2, there is a pole in the lower complex
plane that does not give a contribution to the contour in-
tegral. Following the same lines as for the impurity occu-
pancy we thus find
〈cˆ+k ,σdˆσ〉 =
Vkp
L
∫0
−1/2
dω
1
ω−ǫ(k)
× ρ0(ω)|V (ω)|
2
[ω−ΛV (ω)]2+ [πρ0(ω)|V (ω)|2]2
= Vkp
L
H(ǫ(k)) (142)
for ǫ(k) > 0 with H(ǫ) from the main text. This contribu-
tion is also present for −1/2 < ǫ(k) < 0 but the integral
must be understood as principal value integral to circum-
vent the singularity at ω = ǫ(k). For −1/2 < ǫ(k) < 0, our
contour C˜ also encloses the pole at z = ǫ+ iη. The pole
contributes at the real value ω = ǫ(k), i.e., on the branch
cut itself where
Re
(
1
ω−∆c(ω)
)
= ω−ΛV (ω)
[ω−ΛV (ω)]2+ [πρ0(ω)|V (ω)|2]2
.
(143)
Thus, we find
〈cˆ+k ,σdˆσ〉 =
Vkp
L
H(ǫ(k))
+ (Vk/
p
L)ρ0(ǫ(k))|V (ǫ(k))|2
[ǫ(k)−ΛV (ǫ(k))]2+ [πρ0(ǫ(k))|V (ǫ(k))|2]2
= Vkp
L
[H(ǫ(k))+G(ǫ(k))] (144)
for ǫ(k)< 0 withG(ǫ) from Sect. 5.
8.3.5 Momentum distribution
The calculation of the momentum distribution nk ,σ =
n(0)
k ,σ
+n(1)
k ,σ
/L requires the elementary integral
n(0)
k ,σ
=
∮
C
dz
2πi
eiηz
1
z−ǫ(k)+ isgn(ǫ(k)) =Θ(−ǫ(k)) . (145)
Here, we used the fact that there is a pole in the upper
complex plane of strength unity for ǫ(k) < 0 only. More-
over,
n(1)
k ,σ
= |Vk |2
∫∞
−∞
dω
2πi
eiηω
1
ω−∆c(ω)
× 1
[ω−ǫ(k)+ iηsgn(ω)]2
= |Vk |2
∂
∂ǫ(k)
[G(ǫ(k))+H(ǫ(k))]
= |Vk |2
[
G ′(ǫ(k))+H ′(ǫ(k))] , (146)
as derived in Sect. 5.
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