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ABSTRACT
HAO ZHANG.Asymptotic analysis of the Anderson parabolic problem and the
Moser’s type optimal stopping problem. (Under the direction of DR. STANISLAV
A. MOLCHANOV)
The central objects of the thesis are the Anderson parabolic problem and the
Moser’s type optimal stopping problem:
(1) In the lattice parabolic Anderson problem, we study the quenched and annealed
asymptotics for the solutions of the lattice parabolic Anderson equation in the situa-
tion in which the underlying random walk has long jumps and belongs to the domain
of attraction of the stable process.
The i.i.d random potential in our case is unbounded from above with regular
Weibull type tails. Similar models but with the local basic Hamiltonian (lattice
Laplacian) were analyzed in the very first work on intermittency for the parabolic
Anderson problem by J. Gärtner and S. Molchanov.
We will show that the long range model demonstrates the new effect. The annealed
(moment) and quenched (almost sure) asymptotics of the solution have the same
order in contrast to the case of the local models for which these orders are essentially
different.
(2) Concerning Moser’s problem, we study two related optimization problems for
i.i.d. random variables Xi, i = 1, 2, ..., n, referred to as the generalized Moser’s
problem: a) Find maxτ≤nEXτ (τ ≤ n are the stopping times). b) Find τ : P{Xτ =
Mn}=max, here Mn = max0≤i≤nXi. For the wide class of continuous distribution
functions FX(x) with regular tails, we will present the asymptotic formulas for the
optimal thresholds and analyze the relationship between the Moser’s type problem
and the classical secretary problem with information.
The present paper is structured as follows:
iv
The first two chapters contain preliminary information.
In Chapter 1, we summarize some important properties and results about slowly
varying functions.
In Chapter 2, we introduce the Anderson parabolic model, summarize some main
results, such as the uniqueness and existence and the asymptotic properties of of the
solution u(t, x), for the parabolic Anderson model on Zd and Rd with homogenous
potentials, and discuss some limit theorems for random walks with heavy-tailed long
jumps.
In Chapter 3, we prove several results on the annealed and quenched behavior of
u(t, x) as t → ∞ with Weibull’s potential. We will show that the long range model
demonstrates the new effect. The annealed (moment) and quenched (almost sure)
asymptotics of the solution have the same order in contrast to the case of the local
models for which these orders are essentially different.
In Chapter 4, we study Moser’s problem, present the asymptotic formulas for the
optimal thresholds of the wide class of continuous distribution functions FX(x) with
regular tails, and analyze the relationship between the Moser’s type problem and the
classical secretary problem with information.
v
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CHAPTER 1: SLOWLY VARYING FUNCTIONS AND A TAUBERIAN
THEOREM
This chapter contains a review of some technical tools that are important for the
applications in chapters 3 and 4.
1.1 Slowly varying functions
Recall that a slow varying function is a positive measurable function f satisfying
f(λx)
f(x)
→ 1 (x→∞), ∀λ > 0,
and a regularly varying function of index ρ is a measurable function f > 0 satisfying
f(λx)
f(x)
→ λρ (x→∞), ∀λ > 0,
alternatively written f ∈ Rρ. For details and further references see [Bingham et al.,
1989].
In the spirit of the paper [Ben Arous et al., 2005] on REM model, we will introduce
some essential technical developments of the pure Weibull case in chapters 3 and 4.
Specifically, we will study models when the tail probability of a random variable X
has a Weibull type distribution, that is,
P{X > x} = e−
xα
α
L(x), α > 0,
where L(·) is a slowly varying function with some additional regularity assumptions.
We will start with several definitions and propositions.
The following lemmas and definitions are fundamental to our paper and can be
found in [Bingham et al., 1989].
Lemma 1.1. (Uniform Convergence Theorem by Karamata and Korevaar et al.) If
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f(x) is slowly varying then f(λx)
f(x)
→ 1(x → ∞) uniformly on each compact λ-set in
(0,∞).
It is known (see [Bingham et al., 1989]) that a function f(x) ∈ Rρ iff f(x) admits
the Karamata representation
f(x) = c(x) exp
{∫ x
a
ρ+ ε(u)
u
du
}
(x ≥ a) (1.1)
for some a > 0, where c(·) and ε(·) are measurable functions and c(x) → c0 > 0,
ε(x)→ 0 as x→∞.
Definition 1.1. (After [Bingham et al., 1989]) The function f is a normalized reg-
ularly varying function, or f ∈ NRρ, if it can be represented in the form (1.1) with
c(·) = constant> 0.
One of the important properties of a normalized regularly varying function f(x),
f(x) ∈ NRρ, is provided by the following lemma (see [Bingham et al., 1989, page
24]).
Lemma 1.2. A positive measurable function f is a normalized regularly varying func-
tion, or f(x) ∈ NRρ, iff for every ε > 0 f(x)xρ−ε is ultimately increasing and
f(x)
xρ+ε
is
ultimately decreasing.
Another important property of a normalized regularly varying function f(x) ∈ NRρ
is given by the following lemma (see [Bingham et al., 1989, page 15]).
Lemma 1.3. Let f be a positive measurable function. Then f ∈ NRρ iff f is differ-
entiable (a.e.) and when x→∞,
xf ′(x)
f(x)
→ ρ.
1.2 A Tauberian Theorem
Kasahara-de Bruijn’s Tauberian theorem (see [Bingham et al., 1989, page 253]) is
fundamental to this paper. In the following, f←(y) is the generalized inverse function
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of f , defined f←(y) = inf{x : f(x) ≥ y}.
Theorem 1.1. (Kasahara-de Bruijn’s Tauberian Theorem). Let µ be a measure on
(0,∞) such that
M(λ) =
∫ ∞
0
eλxdµ(x) <∞
for all λ > 0. If 0 < α < 1, φ ∈ Rα, put ψ(λ) = λ/φ(λ) ∈ R1−α; then, for B > 0,
− lnµ(x,∞) ∼ Bφ←(x) (x→∞) (1.2)
if and only if
lnM(λ) ∼ (1− α)(α/B)α/(1−α)ψ←(λ) (λ→∞).
The following theorem (see [Bingham et al., 1989, page 78]) is critical for the
iteration of slowly varying functions.
Theorem 1.2. (See [Bingham et al., 1989]) If L(x) is a slowly varying function and
for some λ0 > 1, {
L(λ0x)
L(x)
− 1
}
lnL(x)→ 0 (x→∞) (1.3)
then
L(xLβ(x))/L(x)→ 1 (x→∞) locally uniformly in β ∈ R.
Remark 1.1. Examples of slowly varying functions that satisfy condition (1.3) are
(1) f(x) = lnβ x and (2) f(x) = ln lnβ x. Not every slowly varying function satisfies
condition (1.3). The function L(x) = eln
β x (0 < β < 1) satisfies the condition (1.3)
when 0 < β < 1
2
and does not satisfy this condition when β = 1
2
. As shown in [Bojanic
and Seneta, 1971], the recursive relationship for function f(x) = eln
β x(0 < β < 1) is
as follows:
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f(xfα(x))/f(x)→

1 if 0 < β < 1
2
exp(αβ) β = 1
2
0 if α < 0 and 1
2
< β < 1
∞ if α > 0 and 1
2
< β < 1.
(1.4)
The following lemma (see [Bojanic and Seneta, 1971] and [Bingham et al., 1989,
page 77, 78]) is also related to the iteration of slowly varying functions.
Lemma 1.4. (See [Bingham et al., 1989] and [Bojanic and Seneta, 1971]) If L(x)
is a non-decreasing slowly varying function, L(x) > 1, and L(x) is continuously
differentiable, then
xL′(x)
L(x)
lnL(x)→ 0 (1.5)
implies
L(xLα(x))/L(x)→ 1 (x→∞) locally uniformly in α ∈ R.
This lemma is very general and useful. Its main defect is the assumption that L(x)
is non-decreasing.
In the following discussion we assume that the slowly varying function L(x) satisfies
the condition that L(xLα(x))/L(x) → 1 (x → ∞) locally uniformly in α ∈ R.
Theorem 1.2 and Lemma 1.4 guarantee this assumption.
CHAPTER 2: THE ANDERSON PARABOLIC PROBLEM
The Anderson model originated in solid state physics. In the original Anderson
model, the movement of an electron in a disordered environment is described by the
non-stationary discrete Schrödinger equation
i~
∂u
∂t
(t, x) = (−~2∆ + V (x, ωm))u(t, x), (2.1)
in which the potential V (x, ωm) is independent of time.
Let us cite from [Molchanov, 1994] a different situation in which the Anderson
parabolic problem arises naturally. Consider the following population problem on the
lattice Zd. Suppose that at time zero the system contains a single particle, which
jumps according to the laws of a continuous time random walk. The model has the
following four properties:
(1) The infinitesimal transition probabilities of the random walk X(t), t ≥ 0 are :
 P{X(t+ dt) = x+ z|X(t) = x} = κdt, |z| = 1.P{X(t+ dt) = x|X(t) = x} = 1− 2dκdt. (2.2)
(2) During the time interval dt any particle at x ∈ Zd splits into two with proba-
bility ν(x)dt and dies with probability µ(x)dt.
(3) The staying time of each particle at any x ∈ Zd is exponentially distributed
with parameter 2dκ. We call the rate 2dκ the diffusion rate.
(4) Each descendent of a particle evolves according to the same law but indepen-
dently of all other particles.
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The moment generating function for the number of particles
Mz(t, x, y) = Exz
n(t,y)
satisfies the Skorokhod equation:
∂Mz
∂t
= LMz + ν(x)M2z − (ν(x) + µ(x))Mz + µ(x)
Mz(0, x, y) = 1 if x = y
Mz(0, x, y) = 1 otherwise,
(2.3)
where the Laplacian operator LMz(t, x, y) = κ
∑
|x′−x|=1
[Mz(t, x
′
, y)−Mz(t, x, y)].
Differentiating (2.3) at z = 1, we obtain the moment equation for the particle field
n(t, y). In particular, u(t, x) = Exn(t, 0) satisfies

∂u
∂t
= Lu+ V (x)u
u(0, x) = δ0(x),
(2.4)
where V (x) = ν(x)− µ(x) and Lu(t, x) = κ
∑
|x′−x|=1
[u(t, x
′
)− u(t, x)].
Next, we replace the term V (x) in the equation (2.4) with V (x, ωm). Here, the
random variable V (x, ωm) belongs to a new probability space (Ωm, Γm, Pm). More
precisely, our new model is:

∂u
∂t
= Lu+ V (x, ωm)u
u(0, x) ≡ ρ0 > 0,
(2.5)
where V (x, ωm) = ν(x, ωm) − µ(x, ωm) and the parameter ρ0 is the initial density of
the population..
For the nonnegative potential V (x, ωm), we also can interpret problem (2.5) as
a linearized model of chemical reactions. In this case, the solution of the equation
describes the evolution of the density of reactants u(t, x) under the influence of a cat-
alyst medium V (x, ωm). The interpretation of (2.5) as a linearized model of chemical
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kinetics is outlined in [Gärtner and Molchanov, 1990], Section 1.2.
Consider the case of the potential V (x, ωm) unbounded from above, i.e., P{V (·) >
a} > 0 for any a > 0. A typical example is i.i.d. N(0, 1) r.v.s. See [Molchanov, 1994]
for detailed analysis of the Gaussian case.
General study of the problem (2.5) in the particular case of local diffusion L = κ∆
was started in a paper by J. Gärtner and S. Molchanov (1990) and later was expanded
in many different directions by J. Gärtner and his collaborators. The central idea is
the justification of the intermittency phenomenon: the random environment leads to
a highly non-uniform population structure (see J. Gärtner and S. Molchanov (1990,
1998), J. Gärtner, W. König and S. Molchanov (2007), S. Molchanov (1994) , S.
Molchanov and H. Zhang (2011), J. Gärtner and W. König (2000)). Corresponding
effects are known in the physics literature [Molchanov et al., 1988].
2.1 The annealed and quenched asymptotics of u(t, x)
The probability measure P that determines the distribution of the random walk in
a given environment ω ∈ Ω is referred to as the quenched law, while the probability
measure Pm on the random media is referred to as the annealed law. We often use a
subindex to indicate the initial position of the walk, so that, e.g., Px{x0 = x} = 1.
Here, and in the future, the symbol 〈 〉 means the expectation with respect to the
probability measure Pm of the random media. The notation E or Ex will be used for
the expectation over the quenched probability measure P for the random walk and
fixed ωm.
2.2 Intermittency
Definition 2.1. (see [Molchanov, 1994]) Let u(t, x), t ≥ 0, x ∈ Zd be a family of
non-negative, homogeneous and ergodic-in-space random fields on a joint probability
space (Ωm, Γm, Pm). Suppose that all moment functions of order p, p = 1, 2, ... are
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finite for all t ≥ 0. In particular, the functions
Λp(t) = ln〈up(t, x)〉, x ∈ Zd, t ≥ 0
depend only on t.
If there exists some monotone increasing scale function A(t), the limits
γp = lim
t→∞
Λp(t)
A(t)
= lim
t→∞
ln〈up(t, x)〉
A(t)
are called the moment Lyapunov exponents with scale A(·).
Lemma 2.1. For any p ∈ N
γp
p
≤ γp+1
p+ 1
Proof. Applying Hölder’s inequality
E(fg) ≤ (Ef r)
1
r (Egs)
1
s
to f = u(t, x)p+1 and g = u(t, x)
p
p+1 , r = p+1
p
, s = p + 1, we have 〈u(t, x)p〉
1
p ≤
〈u(t, x)p+1〉
1
p+1 .
Definition 2.2. (see [Molchanov, 1994]) u(t, x) is asymptotically intermittent if
γ1 <
γ2
2
<
γ3
3
< ....
The concept of intermittency or intermittent random fields is very popular in several
branches of modern physics, such as statistical (turbulent) hydrodynamics and mag-
netohydrodynamics. Let us cite an explanation of intermittency from [Molchanov,
1994]: “... intermittency means that, in contrast with homogenization, the spatial
structure of u(t, ·) is highly irregular for large t. In one or another sense the essential
part of the solution is believed to consist of islands of high peaks which are located
far from each other. The sizes of these islands as well as the heights and shapes of
the corresponding peaks (both of the potential V (x, ωm) and the solution u(t, ·)) are
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crucial for different asymptotic questions related to our Anderson problem.... The
intermittent random fields are distinguished by the formation of strong pronounced
spatial structures: sharp peaks, foliations and others giving the main contribution to
the physical processes in such media.”
Intermittency corresponds to very irregular behavior of the solution u. In the case
of a stationary random field V (x, ωm), intermittency corresponds to the fact that
there are some small but more and more widely spaced peaks absorbing the total
mass of the solution u. See Gärtner and Molchanov (1990), Section 1.1, for a detailed
interpretation of intermittency in this case. A detailed understanding of the geometric
structure of intermittent solutions, therefore, would be extremely useful.
The Anderson parabolic model admits three essentially different variants with re-
spect to the media.
(a) Homogenous models. In this case, we mainly restrict ourselves to i.i.d. random
variables with restrictions on the tails log〈etV (0)〉 < ∞, ∀ t > 0. Here, the potential
V (x, ·) is independent of the time t and the position x . We mainly restrict ourselves
to the Gaussian case and more general Weibull type potentials.
(b) Stationary models. The characteristics of this situation are (1) The potentials
V (x, ·) V (x, ·) are dependent with covariance γ(x); (2) The potentials V (x, ·) V (x, ·)
do not depend on time. The Poissonian type shot noise potential was considered in
[Carmona and Molchanov, 1995].
(c) Non stationary models. The potential V (t, x, ωm) depends on t explicitly, and
time correlations decrease rapidly. See [Carmona and Molchanov, 1994] for details.
Definition 2.3. (see [Molchanov, 1994]) If there exists some monotone increasing
scale function a(t), the limits
γ̃ = lim
t→∞
lnu(t, x)
a(t)
(Pm − a.s.)
are called a.s. Lyapunov exponents or quenched Lyapunov exponents.
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We shall henceforth assume that the cumulant generating function of the V (x, ωm)
is finite on the positive half axis:
H(t) = log〈etV (0)〉 <∞, ∀ t > 0.
2.3 The Anderson parabolic problem on Zd with homogeneous random medium
2.3.1 The existence and uniqueness of the solution u(t, x)
We will assume throughout the section that that the potential V (·) consists of
independent, identically distributed random variables with continuous distribution
function F satisfying F (x) < 1 for all x (i.e. V (·) is unbounded from above a.s.). In
this paper we will discuss only a homogeneous environment.
Under the condition 〈eλV (·)〉 = Ψ(λ) <∞, ∀(λ ∈ R1), the particle field u(t, x) has
all statistical moments and
mk(t) = 〈uk(t, 0)〉 = 〈uk(t, x)〉, k = 1, 2, ....
Proposition 2.1. (Feynman-Kac formula) The integral over trajectories
u(t, x) = Exe
∫ t
0 V (xs)ds
is the solution of 
∂u
∂t
= Lu+ V (x, ωm)u
u(0, x) = 1,
where Xs, s ≥ 0, is a random walk on Zd with generator L and corresponding expec-
tation Ex.
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Proof. By definition,
u(t+ ∆t, x) = Exe
∫ t+∆t
0 V (xs)ds
= Exe
∫∆t
0 V (xs)dsEx∆te
∫ t+∆t
∆t V (xs)ds
= Exe
∫∆t
0 V (xs)dsu(t, x∆t)
= Ex(1 +
∫ ∆t
0
V (xs)ds+ ∆t)u(t, x∆t)
= (1− 2d∆κt)(1 + V (x)∆t+ o(∆t))u(t, x) + (1 +O(∆t))
∑
|x′−x|=1
u(t, x′)κ∆t
= u(t, x) + V (x)∆tu(t, x) + κ∆t
∑
|x′−x|=1
(u(t, x′)− u(t, x)) + o(∆t).
So, we have that
u(t+∆t,x)−u(t,x)
∆t
= κ
∑
|x′−x|=1
(u(t, x′)− u(t, x)) + V (x)u(t, x) + o(∆t)
∆t
.
As ∆t→ 0, the above equation is ∂u
∂t
(t, x) = κ
∑
|x′−x|=1
(u(t, x′)−u(t, x))+V (x, ωm)u(t, x).
Due to the proposition (2.1), the quenched representation of the first moment is
u(t, ωm, x) = Exe
∫ t
0 V (xs,ωm)ds.
At the same time,
m1(t, 0) = 〈E0e
∫ t
0 V (xs,ωm)ds〉 = E0〈e
∫ t
0 V (xs,ωm)ds〉
is the corresponding annealed first moment.
The existence and uniqueness of the solution u(t, x) for the Anderson parabolic
problem on Zd with homogeneous random medium are solved in [Gärtner and Molchanov,
1990]. To facilitate our discussion, we introduce the non-decreasing function
φ(r) := log
1
1− F (r)
, r ∈ R
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and its left-continuous inverse
ψ(s) := {min r : φ(r) ≥ s}, s > 0.
Note that ψ is strictly increasing and φ(ψ(s)) = s for all s > 0.
As is stated in [Gärtner and Molchanov, 1990], the problem (2.5) admits at most
one nonnegative solution. Existence of a nonnegative solution is equivalent to
u(t, x) = Exe
∫ t
0 V (xs)ds <∞. (2.6)
It is easily seen from the representation in (2.6) that assumption (2.6) is equivalent
to the fact that all moments and correlations of the u(t, x) are finite for all time.
To decide whether (2.6) is fulfilled, we need to compare the large deviation of the
position of the random walk (x(s), P ), or the speed of decay of the probability that
the random walk (x(s), P ) hits a point y in the time interval [0, t], with the speed of
growth of max
x(s),s<t
V (x).
We know that if the particle’s waiting time τ ∼ exp(κ), then the number of jumps
during time t has a Poisson distribution with parameter 2dκt, that is,
Px(N(t) = n) =
(2dκt)n
n!
e−2dκt.
We will use the following notation: x+ and x− denote the positive and negative
parts of x ∈ R, respectively. We let log+ x = log x if x > e and log+ x = 1 otherwise.
The class %0 of function θ : Z
d → R+ is defined as
%0 = {θ : lim sup
|x|→∞
log+ θ(x)
|x| log |x|
< 1}. (2.7)
The class u0 of function θ : Z
d → R+ is defined as
u0 = {θ : lim sup
|x|→∞
log log+ θ(x)
log |x|
< 1, a.s.}. (2.8)
Condition (2.8) is slightly stronger than condition (2.7).
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Theorem 2.1. (See [Gärtner and Molchanov, 1990]) Assume that the initial datum
ρ0 belongs to class %0 in (2.7) a.s.
a) If
〈( V+(0)
log+ V (0)
)d〉 <∞ with V+(0) = max {V (0), e},
then a.s. the Anderson parabolic problem (2.5) has a unique nonnegative solution u:
u(t, x) = Exe
∫ t
0 V (xs)dsρ0(x).
b) If
〈( ν
+
log+ V
)d〉 =∞
and either d ≥ 2 or d = 1 and 〈log(1 + µ−)〉 <∞
then a.s. there is no nonnegative solution to (2.5).
2.3.2 The annealed and quenched asymptotic properties of u(t, x)
The annealed and quenched asymptotic results can be summarized in the following
theorems.
Theorem 2.2. (See [Gärtner and Molchanov, 1990]) For every p ∈ N and every
t ≥ 0,
exp{H(pt)− 2κdpt}〈up0〉 ≤ 〈up(t, 0)〉 ≤ exp{H(pt)}〈u
p
0〉.
In particular, 〈up(t, 0)〉 < ∞ iff H(pt) < ∞. If H(t) < ∞ for all t > 0 and either
the random potential is unbounded from above (i.e. ess supV = ∞) or the random
variables V (x), x ∈ Zd, are independent and ess supV 6= 0, then
lim
t→∞
ln〈up(t, 0)〉
H(pt)
= 1, p ∈ N.
A more precise version of the above result is
ln〈up(t, 0)〉 = H(pt)− 2dpkt+ o(t).
Theorem 2.3. (See [Gärtner and Molchanov, 1990]) Under the above assumptions,
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with probability one for each x ∈ Zd the nonnegative solution u(t,x) to the random
Cauchy problem has the following asymptotic behavior as t→∞:
a) If
lim
s→∞
logψ(s)
s
=
1
γ
for some γ > d, then
φ(
log u(t, x)
t
) ∼ γ
γ − d
d log t.
b) If
lim
s→∞
logψ(s)
s
= 0
and
lim
s→∞
[ψ(θs)− ψ(s)] =∞ for each θ > 1,
then
φ(
log u(t, x)
t
) ∼ d log t.
c) If
lim
θ↓1
lim sup
s→∞
[ψ(θs)− ψ(s)] = 0,
then
log u(t, x)
t
= ψ(d log t) +O(1).
For problem (2.5) with a nonnegative homogeneous initial condition, the second
order asymptotics of the statistical moments 〈u(t, 0)p〉 and the almost sure growth of
u(t, 0) as t→∞ were studied in [Gärtner and Molchanov, 1998].
In the following, without loss of generality we take ρ0 = 1.
The particular case when the V (xs, ωm) are i.i.d. N(0, σ
2) r.v.s is also essential:
P{V (·) > a} = 1√
2πσ
∫ ∞
a
e−
x2
2σ2 dx ∼
a→∞
e−
a2
2σ2
a
√
2πσ
.
It is close to the Weibull situation with α = 2.
Let us formulate the annealed (moment) asymptotics and quenched (Pm-a.s.) asymp-
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totics of u(t, 0) in the Gaussian case and the random walk with Laplacian operator
Lf(x) = κ
2d
∑
|z−x|=1
[f(x+ z)− f(x)].
Theorem 2.4. (See [Gärtner and Molchanov, 1990] and [Molchanov, 1994])
(a) For every p ≥ 1 and every t ≥ 0,
exp {p
2t2
2
σ2 − pkt} ≤ 〈up(t, 0)〉 ≤ exp {p
2t2
2
σ2},
or
lim
t→∞
ln〈up(t, 0)〉
t2
=
p2
2
σ2.
A more precise version of (a) is
(a′) ln〈up(t, 0)〉 = p
2t2
2
σ2 − pkt+ o(t)
(b) Pm-a.s.: lim
t→∞
lnu(t,0)
t
√
ln t
=
√
2dσ.
Theorem 2.5. (See [Gärtner and Molchanov, 1990] and [Molchanov, 1994])
Pm-a.s.: and t→∞,
lnu(t, 0) = t
√
2d ln t− 2dkt+ o(t).
Let us stress that the annealed and quenched asymptotics have completely different
orders. It is a general feature of all models with the local basic Hamiltonian (see
[Gärtner and Molchanov, 1990], [Molchanov, 1994], etc.). We will see that for the
long range Hamiltonian the opposite situation obtains, that is, the annealed and
quenched asymptotics have the same order.
2.4 The random walk on Zd with heavy-tailed long jumps
The asymptotic analysis of the Anderson parabolic problem, the surrounding bi-
furcations (depending on the tail behavior of the random potential), the phenomenon
of the intermittency, etc., are the central topics of the remaining part of this chapter
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and Chapter 3.
We will assume that a(z) = a(−z) ≥ 0, a(0) = 0 and
∑
z 6=0 a(z) = 1, i.e., κ is the
rate of the exponentially distributed time that the underlying random walk spends
in each site x ∈ Zd. The random walk X(s), s ≥ 0 has the following infinitesimal
transition probabilities:
P{X(s+ ds) = x+ z|X(s) = x} = κa(z)ds, z 6= 0.
P{X(s+ ds) = x|X(s) = x} = 1− κa(z)ds.
(2.9)
We call the rate κ the “diffusivity.”
Let us introduce the operator L of this random walk and call it the basic Hamilto-
nian:
Lf(x) = κ
∑
|z|=1
[f(x+ z)− f(x)]a(z), (2.10)
where f ∈ l∞(Zd).
If Lf(x) = κ∆f(x) = κ
2d
∑
|z|=1
[f(x + z)− f(x)] is the lattice Laplacian then we can
call the underlying random walk the lattice diffusion with diffusivity κ > 0.
We will consider here the non-local random walk with long jumps:
Lf(x) = κ
∑
z 6=0
[f(x+ z)− f(x)]a(z). (2.11)
Regularity conditions on a(z) will be presented later in lemma 2.3.
Clearly, the transition probabilities p(t, x, y) depend on the difference z = y − x
(i.e., the process Xs has independent increments); due to the symmetry of a(z), they
are symmetric. Furthermore, it follows easily from (2.9) that
∂p
∂t
= κ(Lp)(t, 0, y), p(0, 0, y) = δ0(y). (2.12)
This equation is most easily analyzed using the Fourier transform (characteristic
function). To do so we use the following lemma.
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Lemma 2.2. Define L̂(ϕ) = κ
∑
z 6=0
(1− cos(ϕ, z))a(z).
Then, L̂f(ϕ) = −f̂(ϕ)L̂(ϕ).
Proof. By definition,
L̂f(ϕ) = κ
∑
x
ei(ϕ,x)
∑
z 6=0
a(z)(f(x+ z)− f(x))
= κ
∑
z 6=0
a(z)[e−i(ϕ,z)
∑
x
ei(ϕ,x+z)f(x+ z)−
∑
x
ei(ϕ,x)f(x)]
= κ
∑
z 6=0
a(z)(e−i(ϕ,z) − 1)f̂(ϕ) = −κf̂(ϕ)
∑
z 6=0
(1− cos(ϕ, z))a(z)
= −f̂(ϕ)L̂(ϕ).
In the subsequent discussion we use the following notation:
L̂f(ϕ) = f̂(ϕ)L̂(ϕ), f̂(ϕ) =
∑
x∈Zd
ei(ϕ,x)f(x), L̂(ϕ) = κ
∑
z 6=0
(1− cos(ϕ, z))a(z).
(2.13)
Operator L is bounded and self adjoint in L2(Zd). In the dual Fourier space L2(T d, dϕ)
it acts as the operator of multiplication by −L̂(ϕ).
The characteristic function of the random walk is
E0e
i(ϕ,Xt) =
∑
y∈Zd
p(t, 0, y)ei(ϕ,y) = p̂(t, 0, ϕ),
where ϕ ∈ [−π, π)2 = T 2. From (2.11) we have
∂p̂
∂t
= −κL̂(ϕ), p̂(0, 0, ϕ) = 1, (2.14)
which gives the explicit expression
p̂(t, 0, ϕ) = e−κtL̂(ϕ).
If
∑
z 6=0
a(z)|z|2 <∞, then L̂(ϕ) ≈ (Bϕ,ϕ)
2
, |ϕ| → 0. For fixed λ ∈ R2:
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Ee
i(λ
X(t)√
t
) →
t−→∞
Eei
κ(Bλ,λ)
2
i.e., Xts√
t
, s ∈ [0, 1], is asymptotically two-dimensional Brownian motion with correla-
tion matrix κB (calculation not shown). Here det B > 0 if Span(z : a(z) > 0) = Zd.
We are interested in the situation
∑
z 6=0
a(z)|z|2 =∞. As usual in the theory of stable
distributions we impose the regularity condition on a(z) given by (2.15).
Lemma 2.3. (See [Feng et al., 2010]) Suppose
a(z) =
h(θ)
|z|2+α
(
1 +O
(
1
|z|2
))
, z 6= 0 (2.15)
with 0 < α < 2, θ = arg z|z| ∈ [−π, π) = T
1, h ∈ C2(T 1), h > 0, and so satisfies the
heavy tails assumption. Then
a)L̂(ϕ) = cα|ϕ|αH(γ) +O(|ϕ|2) as ϕ→ 0,
where H(γ) =
π∫
−π
h(θ)| cos(θ − γ)|αdθ and cα =
∞∫
0
1−cos t
t1+α
dt,
b)P{x(t) = x} −−−→
t→∞
1
td/2
Stβ,H(
x
t1/α
)(1 + o(1)) uniformly in x ∈ Zd.
(2.16)
This lemma is the local form of the usual statement that
x(t)
t
1
α
law−−−→
t→∞
Stα,H(·)⇔ P{
x(t)
t
1
α
∈ Γ} =
∫
Γ
Stα,H(z)dz. (2.17)
In addition, this local form indicates the absence of “large deviations.” A similar
“global” theorem was published recently in [Molchanov et al., 2007]. We will give a
sketch of the proof following the idea of [Molchanov et al., 2007]. See [Feng et al.,
2010] for the detailed proof.
Proof. We have L̂(ϕ) =
∑
z 6=0
a(z)(1− cos(ϕ · z)).
Let us consider the following integral I(ϕ), which will give a good approximation
of L̂(ϕ), ϕ ∈ [−π, π)2 = T 2:
I(ϕ) =
∑
~n6=0 I~n(ϕ), where I~n(ϕ) =
∫
A(~n)
h( ~x|~x| )
|~x|2+α (1−cos(ϕ ·~x))d~x, A(~n) = {~x : |~x−~n|∞ ≤
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1
2
}.
For large |~n|, the leading term in the expansion of I~n(ϕ) is equal to
ψ~n(ϕ) :=
1
|~n|2+α
h
(
~n
|~n|
)
(1− cos(~n · ϕ)),
while the remaining terms in the expansion of I~n(ϕ) will give a contribution of order
O(|ϕ|2), |ϕ| → 0. With
∑
~n6=0
ψ~n(ϕ) = L̂(ϕ), we have
L̂(ϕ) = I(ϕ) +O(|ϕ|2), |ϕ| → 0.
Some calculations give
I(ϕ) =
∫
R2−A(0)
h( ~x|~x|)
|~x|2+α
(1− cos(ϕ · ~x))dx = cα|ϕ|αH(γ),
where H(γ) =
π∫
−π
h(θ)| cos(θ − γ)|αdθ, γ = argϕ, H(γ) ∈ C(T 1), H(γ) > 0 and
cα =
∞∫
0
1−cos t
t1+α
dt. Then: L̂(ϕ) = cα|ϕ|αH(γ) +O(|ϕ|2), |ϕ| → 0.
Corollary 2.1. Under our condition on a(z),
E0e
i(ϕ
X(t)
t1/α
) −→
t→∞
e−κcα|ϕ|
αH(Argϕ)
(a center symmetric distribution with parameter 0 < α < 2 and angular measure
H(γ), γ = argϕ).
Corollary 2.2. Under our condition on a(z), the random walk X(S) on Z2 is tran-
sient for any 0 < α < 2.
In fact:
p(t, 0, 0) =
1
(2π)2
∫
T 2
e−κtL̂(ϕ)dϕ⇒
∫ ∞
0
p(t, 0, 0)dt =
1
(2π)2κ
∫
T 2
dϕ
L̂(ϕ)
<∞.
Let us return to the problem (2.5) and impose some technical conditions on the
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function L(x) in the spirit of the paper [Ben Arous et al., 2005].
CHAPTER 3: THE PARABOLIC ANDERSON MODEL WITH LONG RANGE
BASIC HAMILTONIAN AND WEIBULL TYPE RANDOM POTENTIAL
In this chapter, we are concerned with the potential V (x, ωm) such that Ee
tV (·) <∞
for all t > 0 in the following two Weibull type forms:
P{V (·) > x} = exp{−h(x)} = exp{−x
α
α
}, (3.1)
and
P{V (·) > x} = exp{−h(x)} = exp{−x
α
α
L(x)} with α > 1, (3.2)
where L(x) is a slowly varying function with some restrictions (see below). The main
results in this chapter are published in [Molchanov and Zhang, 2012].
For a tail probability of the form P{V (·) > x} = exp{−xα
α
}, we have the annealed
asymptotic result of u(t, x) as follows.
3.1 The annealed asymptotic property of u(t, 0) with Weibull potential V (x, ωm)
:P{V (·) > x} = exp{−xα
α
}.
For a tail probability of the form P{V (·) > x} = exp {−xα
α
}, we have the following
annealed asymptotic result for u(t, x).
Theorem 3.1. For every p ∈ N and every t ≥ 0,
exp {p
α′tα
′
α′
− pκt+O(ln t)} ≤ 〈up(t, x)〉 ≤ exp {p
α′tα
′
α′
+O(ln t)},
i.e., for the scale A(t) = tα
′
,
γp = lim
t→∞
ln〈up(t, x)〉
tα′
=
pα
′
α′
, where
1
α
+
1
α′
= 1.
Remark 3.1. Except for the specific calculation of the Laplace transformation, this
theorem is the direct corollary of the corresponding general result from [Gärtner and
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Molchanov, 1990].
Proof. (a) Lower estimate of the annealed asymptotics of mp(t). The first moment
of the solution u(t, 0) is
m1(t) = 〈u(t, 0)〉 ≥ 〈etV (0)〉e−κt.
For the Weibull tail we calculate the term 〈etV (0)〉 as follows:
〈etV (0)〉 =
∫ ∞
0
etx−
xα
α xα−1dx.
Changing variables by setting x = tβy and selecting β : 1 + β = αβ gives
〈etV (0)〉 =
∫ ∞
0
et
α′ (y− y
α
α
)tαβyα−1dy,
where β = 1
α−1 , α
′ = α
α−1 = 1 + β.
The term y− yα
α
is maximal when y = 1. Then, using Laplace’s method, we obtain:∫ ∞
0
et
α′ (y− y
α
α
)tαβyα−1dy = e
tα
′
α′ +
α′
2
ln t+ 1
2
ln( 2π
α−1 )+o(1).
Thus, m1(t) ≥ e
tα
′
α′ −κt+
α′
2
ln t+ 1
2
ln( 2π
α−1 )+o(1). For the pth moment of the solution u(t, 0),
we have
〈up(t, x)〉 = 〈E0{exp(
p∑
i=1
∫ t
0
ξ(xis))}〉 ≥ exp{
pα
′
tα
′
α′
−pκt+α
′
2
ln t+
1
2
ln(
2π
α− 1
)+o(1)}
= exp{p
α′tα
′
α′
− pκt+O(ln t)}.
(b) Upper estimate of mp(t). We obtain the following results after applying Hölder’s
inequality, Jensen’s inequality and Fubini’s theorem.
〈up(t, x)〉 = 〈(E0 exp(
∫ t
0
ξ(xs)ds)
p〉 ≤ 〈(E0 exp(p
∫ t
0
ξ(xs)ds)〉 = E0〈(exp(p
∫ t
0
ξ(xs)ds)〉
≤ 1
t
∫ t
0
dsE0〈exp ptξ(xs))〉 = exp{
pα
′
tα
′
α′
+O(ln t)}.
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Combining the lower and upper estimates of the mp(t) of the solution u(t, 0), we get
the result.
Remark 3.2. Following the method in [Molchanov, 1994], a more precise upper es-
timate can be proved:
〈lnup(t, x)〉 = p
α′tα
′
α′
− pκt+O(ln t).
3.2 The quenched asymptotic property of u(t, 0) with Weibull potential V (x, ωm)
:P{V (·) > x} = exp{−xα
α
}.
For our discussion of the quenched asymptotic properties of the solution u(t, 0), we
need the following lemma concerning the asymptotics of max
|x|≤n
V (x) as n→∞ for the
potential P{V (x, ωm) > a} = exp {−a
α
α
}.
Lemma 3.1. Pm-a.s.,
max
|x|≤n
V (x) ∼
n→∞
(αd lnn)1/α. (3.3)
Proof. Using the Borel-Cantelli lemma for the eventA±x = {V (x) > (1±ε)(αd lnx)1/α},
|x| = |x1|+ ...+ |xk|, straightforward calculation proves the lemma.
Theorem 3.2. Pm-a.s. for t→∞,
lim sup
t→∞
lnu(t, 0)
tα′
≤ 1
α′
,
lim inf
t→∞
lnu(t, 0)
tα′
≥ 1
α′
(
d
d+ β
)
α′
α .
Proof. (a) Lower estimate for the quenched asymptotics of u(t, 0). To check the lower
estimate, let us consider the “almost optimal” trajectory xs, s ≥ 0. This trajectory
spends time t ≤ 1 at the origin, then jumps to the point x0 = x0(t, ωm) of the very
high local maximum of V (x, ·) and stays there until moment t (i.e., time at least
t− 1.)
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Assume that |x0| ∈ [R(1−δ
′
), R] for some R,R 1 and V (x0) ≥ (1−δ)(αd lnR)1/α.
Then, for R→∞,
u(t, 0) ≥ max
R
[e−κt · C2 ·
1
Rd+β
exp {(t− 1)(1− δ)(αd lnR)1/α]}
≥ C2e−κtmax
R
e−(d+β) lnR+t(1−δ
′′
)(αd lnR)1/α (because a(0, x0) ≥
C
|x0|d+β
).
Putting x = lnR we find
max
x
[−(d+ β)x+ t̃(αdx)1/α], t̃ = (1− δ′′)t.
The equation for the critical point gives:
t̃d(αdx0)
1/α−1 = d+ β ⇒ x0 =
1
αd
(
t̃d
d+ β
)α
′
.
The value at the critical point is
t̃α
′ 1
α′
(
d
d+ β
)
α′
α .
Because t̃ = (1− δ′′)t and δ′′ is arbitrarily small we have proved the lower estimate
lim inf
t→∞
lnu(t, 0)
tα′
≥ 1
α′
(
d
d+ β
)
α′
α .
(b) Upper estimate for the quenched asymptotics of u(t, 0). Consider V +(x, ωm) =
max(0, V (x)) ≥ V (x, ωm). Obviously
∫ t
0
V +(xs)ds ≥
∫ t
0
V (xs)ds, i.e., ũ(t, x, ωm) ≥
u(t, x).
It follows from the Kac-Feynman formula that ũ ↑ as a function of t for fixed ωm.
It means that for n ≤ t < n+ 1,
ũ(n, 0) ≤ ũ(t, 0) ≤ ũ(n+ 1, 0).
But ∀(ε > 0) and t = n or n+ 1,
P{ũ(t, 0) > e(1+ε)
tα
′
α′ } ≤ Eũ(t, 0)
e(1+ε)
tα
′
α′
≤ E exp (tV
+(0))
e(1+ε)
tα
′
α′
.
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Trivial calculation gives
E exp (tV +(0)) ∼ e
tα
′
α′
and, due to the Borel-Cantelli lemma, ∀(ε > 0)
ũ(t, 0) ≤ e(1+ε
′
) t
α′
α′ , t ≥ t0(ω),
first for integer t, then, due to the monotonicity of ũ(t, 0), for all t > t0(ω).
It means that
lim sup
t→∞
lnu(t, 0)
t
≤ lim sup
t→∞
ln ũ(t, 0)
tα′
≤ (1 + ε) 1
α′
.
Because ε can be arbitrarily small we have proved the upper estimate.
Now we will study models when P{V (·) > x} = exp {−xα
α
L(x)}, and L(·) is a
slowly varying function with some additional regularity assumptions. The lemmas
and definitions in Chapter 1 are fundamental to our paper.
To make use of the Tauberian Theorem, we restrict our attention to L(x) that
satisfy:
Assumption 3.3. The function L(x) in (3.2) is slowly varying and L(x) ∈ NR0,
that is,
xL′(x)
L(x)
→ 0 (x→∞).
With assumption 3.3, we see that xh
′(x)
h(x)
→ α when x → ∞, where h(x) = x
αL(x)
α
.
From lemmas 1.2 and 1.3, h(x) is a normalized regularly varying function and is
ultimately increasing.
This assumption is not completely sufficient for our analysis. To prove results
similar to theorems 3.1 and 3.2, we need the additional technical
Assumption 3.4. L(x) in (3.2) satisfies
L(xLα(x))/L(x)→ 1 (x→∞) locally uniformly in α ∈ R.
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We will use assumption 3.4 to control the critical point x0 in the application of
the Laplace method. Assumption 3.4 is fulfilled for all “ standard” slowly varying
functions, for example, L(x) = lnβ(2 + x), β ∈ R1, L(x) = ln lnγ(x + 4), γ ∈ R1
and L(x) = exp(lnβ(2 + x)), 0 < β < 1
2
. The function L(x) = exp(lnβ(2 + x)),
1
2
< β < 1, is slowly varying, but elementary calculations give lim
x→∞
L(xL(x))
L(x)
= +∞,
i.e., assumption 3.4 restricts the growth of L(x).
The theorem 1.2 is related to the sufficient condition for assumption 3.4.
3.3 The annealed asymptotic property of u(t, 0) with potential V (x, ωm):
P{V (·) > x} = exp{−xα
α
L(x)}.
The following theorem gives the annealed asymptotics of u(t, x) for the potential
P{V (x, ωm) > x} = exp {−x
α
α
L(x)}.
Theorem 3.5. Under assumptions 3.3 and 3.4, for every p ∈ N and t→∞,
〈eptV (0)〉e−κpt ≤ 〈up(t, x)〉 ≤ 〈eptV (0)〉
and
lim
t→∞
ln〈up(t, x)〉
tα′
L
1
α−1 (t
1
α−1 ) =
pα
′
α′
, where α′ satisfies
1
α
+
1
α′
= 1.
Proof. The first moment of the solution u(t, 0) with tail probability P{V (·) > x} =
exp {−h(x)}, where h(x) = xα
α
L(x), is
m1(t) = 〈u(t, 0)〉 ≥ 〈etV (0)〉e−κt. (3.4)
Using integration by parts, we get
〈etV (0)〉 = 1 + t
∫ ∞
0
etxP{V (0) > x}dx = 1 + t
∫ ∞
0
etx−
xα
α
L(x)dx,
i.e. we have to evaluate asymptotically
I(t) =
∫ ∞
0
etx−h(x)dx.
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The natural idea is to apply the Laplace method. One can do this under the addi-
tional assumption that L(x) ∈ C2loc and
x2L′′(x)
αL(x)
→ 0. On the level of the logarithmical
asymptotics, however, the initial assumption 3.4 is sufficient.
Fix the point x0 = (
t
L(t
1
α−1 )
)
1
α−1 (which is not exactly the extreme for tx − h(x))
and divide [0,∞) into the following intervals:
∆−1 = [0,
1
2
x0), ∆0 = [
1
2
x0, 2x0), ... , ∆n = [2
nx0, 2
n+1x0), ...
Since x0(t) → ∞ and L is slowly varying, there exists a function δ = δ(t) → 0,
t→∞ such that for x ∈ ∆n, n ≥ 0, we have
(1− δ)L(2nx0) ≤ L(x) ≤ (1 + δ)L(2nx0).
Finally, the exponent tx − h(x) is increasing on [0, 1
2
x0) and decreasing on [2x0,∞)
as the function of x.
Consider the integral I0(t) =
∫
∆0
etx−h(x)dx, then∫
∆0
etx−(1+δ)
xα
a
L(x0)dx ≤ I0 ≤
∫
∆0
etx−(1−δ)
xα
a
L(x0)dx.
The critical points here are x±(t) =
(
t
L(x0)
) 1
α−1 1
(1∓δ)
1
α−1
. The usual Laplace method
(L now is constant) gives
ln I0 ∼
t
α
α−1
L
1
α−1 (x0)
(1− 1
α
).
On ∆−1 we can use a very rough estimate:
I−1(t) =
∫
∆−1
etx−h(x)dx ≤ |∆−1| · et·
x0
2
−h(x0
2
)
≤ x0
2
e
tα/(α−1)
L1/(α−1)(x0)
( 1
2
−( 1
2
)α· 1
α
L(
x0
2 )
L(x0)
)
and I−1(t) is exponentially smaller than I0(t).
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Similarly, for n ≥ 1,
In(t) =
∫
∆n
etx−h(x)dx ≤ |∆n| · et·
2nx0
2
−h(2nx0)
≤ 2nx0 · e
tα/(α−1)
L1/(α−1)(x0)
(2n− 2
αn
α
·L(2
nx0)
L(x0)
· L
α/(α−1)(x0)
Lα/(α−1)(t1/(α−1))
)
(3.5)
≤ 2nx0 · e
tα/(α−1)
L1/(α−1)(x0)
(2n− 2
(α−δ)n
α
)
.
In (3.5) we use assumption 3.4, which provides that L(x0)/L(t
1/(α−1))→ 1.
Again,
∑
n≥1
In(t) is exponentially smaller than I0. Finally,
ln I(t) ∼
t→∞
t
α
α−1
L
1
α−1 (x0)
(1− 1
α
) ∼ t
α′
α′
1
L
1
α−1 (t
1
α−1 )
.
In the last step, we use assumption 3.4 again.
Remark 3.3. Under the additional assumption that L(x) ∈ C2loc and
x2L′′(x)
αL(x)
→ 0, we
can also use Laplace’s method to prove the theorem.
The first moment of the solution u(t, 0) for tail probability P{V (·) > x} = exp{−h(x)},
where h(x) = x
α
α
L(x), is
m1(t) = 〈u(t, 0)〉 ≥ 〈etV (0)〉e−κt,
〈etV (0)〉 =
∫ ∞
0
etx−h(x)h′(x)dx.
With assumptions 3.3 and 3.4 of the normalized regularly varying function, the func-
tion h(x) is ultimately increasing. So the point x0 that maximized the tx − h(x), or
tx− xα
α
L(x) is unique. The above equation can be written as
〈etV (0)〉 =
∫ x0−ε
0
etx−
xα
α
L(x)h′(x)dx+
∫ x0+ε
x0−ε
etx−
xα
α
L(x)h′(x)dx
+
∫ ∞
x0+ε
etx−
xα
α
L(x)h′(x)dx, (3.6)
in which the first and third items tend to 0.
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For convenience of notation, we define g(x) = tx− h(x) and notice
g′′(x0) = −(α− 1)xα−20 L(x0) < 0. (3.7)
By Laplace’s method for the second term of (3.6) and also considering (3.7), we get∫ x0+ε
x0−ε
etx−
xα
α
L(x)h′(x)dx ∼ Cetx0−
xα0
α
L(x0), (3.8)
where C = h′(x0)
∫ ε
−ε e
g′′(x)x2dx and x0 satisfies g
′(x0) = 0, that is,
t− xα−10 L(x0)(1 +
x0L
′(x0)
αL(x0)
) = 0.
As t→∞, x0 →∞, so, by assumption 3.3, the above equation is equivalent to
t = xα−10 L(x0) or x0 = (
t
L(x0)
)
1
α−1 .
To solve the iteration function for x0, we set the initial value of x0 as
x
(0)
0 = t
1
α−1 .
With theorem 1.2, lemma 1.4 and assumption 3.4, we get the solution x0 by iteration
as
x0 = (
t
L(t
1
α−1 )
)
1
α−1 (1 + o(1)) (3.9)
and by lemma 1.1 and theorem 1.2,
L(x0) = L(t
1
α−1 )(1 + o(1)). (3.10)
With (3.7), (3.9) and (3.10), (3.8) is
〈etV (0)〉 ∼ Ce
tα
′
α′
1
L
1
α−1 (t
1
α−1 )
(1+o(1))
,
where C = h′(x0)
∫ ε
−ε e
g′′(x0)x2dx. With (3.7), (3.9) and the form of h′(x0), we can
obtain further that
C ∼ eO(ln t).
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Now we can follow the proof of theorem 3.1.
3.4 The quenched asymptotic property of u(t, 0) with potential V (x, ωm):
P{V (·) > x} = exp{−xα
α
L(x)}.
For the quenched asymptotics of u(t, x), t→∞, as in the previous section we need
the asymptotics of max
|x|≤n
V (x) similar to lemma 3.1 .
Lemma 3.2. If function L(x) satisfies assumption 3.4, Pm-a.s., then
max
|x|≤n
V (x) ∼
n→∞
(
αd lnn
L(ln1/α n)
)1/α
.
Proof. (a) The lower estimate for V (x). For notational convenience, we define β(x) =
αd ln |x|
L(ln1/α |x|) . Consider the events Ax,δ = {ωm : V (x) > (1 + δ)β
1/α(x)}. Then, for any
δ > 0,
P (Ax,δ) = exp{−(1 + δ′) · β(x) ·
1
α
L(β1/α(x))}
=
1
|x|d(1+δ′)(1+o(1))
.
The last step follows from assumption 3.4.
Because
∑
x
1
|x|d(1+δ′)(1+o(1)) < ∞, we have that for |x| ≥ C(δ, ωm), V (x) ≤ (1 +
δ)β1/α(x), due to the Borel-Cantelli lemma.
(b) The upper estimate for V (x). We define β(Rn) =
αd lnRn
L(ln1/αRn)
. Let us split Zd
into Γn: Γn = {~x : Rn < ‖~x‖∞ ≤ Rn+1}, where Rn = (1 + γ)n and γ > 0, and
consider the event Bn,δ = {ωm : max
Γn
V (x) < (1 − δ)β1/α(Rn)}. The events Bn,δ are
independent for different n, and due to independence
P{Bn,δ} = P |Γn|{V (x) < (1− δ)β1/α(Rn)} =
(
1− P{V (x) ≥ (1− δ)β1/α(Rn)}
)|Γn|
∼ e−|Γn|P{V (x)>(1−δ)β1/α(Rn)}.
31
But with |Γn| ∼ γRn · (2Rn)d−1 and P{V (x) > (1− δ)β1/α(Rn)} ∼ c
R
d(1−δ′)
n
,
P{Bn,δ} ∼ e
−γRn·(2Rn)d−1· c
R
d(1−δ′)
n ≤ e−cγRδ
′d
n ,
∑
n
P{Bn,δ} <∞.
So, for n > n0(ω), max
Γn
V (x) ≥ (1− δ)β1/α(Rn). Thus, lemma 3.2 is proved.
Let us give some illustrations.
Corollary 3.1. If L(x) = lnβ x, Pm-a.s.:
max
|x|≤n
V (x) ∼
n→∞
(
αd lnn
ln lnβ n
)1/α
αβ/α.
Corollary 3.2. If L(x) = ln lnβ x, Pm-a.s.:
max
|x|≤n
V (x) ∼
n→∞
(
αd lnn
ln ln lnβ n
)1/α
.
Corollary 3.3. If L(x) = eln
β x, 0 < β < 1
2
, Pm-a.s.:
max
|x|≤n
V (x) ∼
n→∞
(
αd lnn
e(
ln lnn
α
)
β
)1/α
.
Proposition 3.1. If L(x) = e
√
lnx, with Pm-a.s.,
max
|x|≤n
V (x) ∼
n→∞
e
1
2α2
(
αd lnn
e
√
ln lnn
α
)1/α
.
Proof. Consider the events Ax,δ =
{
ωm : V (x) > (1 + δ)e
1
2α2
(
αd ln |x|
e
√
ln ln |x|
α
)1/α}
. Then,
for any δ > 0,
P (Ax,δ) = exp
{
−(1 + δ′)d ln |x|
(
1 +O(
1√
ln ln |x|
)
)}
=
1
|x|
d(1+δ′)
(
1+O( 1√
ln ln |x|
)
) .
Since
∑
x
1
|x|
d(1+δ′)
(
1+O( 1√
ln ln |x|
)
) <∞, we have that for |x| ≥ C(δ, ωm), V (x) ≤
(1 + δ)e
1
2α2
(
αd ln |x|
e
√
ln ln |x|
α
)1/α
, due to the Borel-Cantelli lemma.
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Similarly we can prove the upper limit of V (·). Proposition 3.1 is proved.
Remark 3.4. Assumption 3.4 is very important in establishing lemma 3.2. For ex-
ample, with the function L(x) = eln
1/β x, β ≥ 2, the max
|x|≤n
V (x) are different for the
different ranges β > 2 and β = 2 as shown in corollary 3.3 and proposition 3.1. The
difference in max
|x|≤n
V (x) arises in that L(x) = eln
1/β x satisfies assumption 3.4 when
β > 2 and does not when β = 2.
Using lemma 3.2, we can obtain the quenched asymptotics of u(t, x) for the poten-
tial P{V (x, ωm) > x} = exp {−x
α
α
L(x)}.
Theorem 3.6. Under assumptions 3.3 and 3.4, Pm-a.s., for t→∞:
lim sup
t→∞
lnu(t, 0)
tα′
L
1
α−1 (t
1
α−1 ) ≤ 1
α′
,
lim inf
t→∞
lnu(t, 0)
tα′
L
1
α−1 (t
1
α−1 ) ≥ 1
α′
(
d
d+ β
)
α′
α , where α′ satisfies
1
α
+
1
α′
= 1.
Proof. (a) The lower estimate for the quenched asymptotics of u(t, 0). Assume that
|x0| ∈ [R(1− δ
′
), R] for some R, R 1 and V (x0) ≥ (1− δ)
(
αd lnR
L(ln
1
α R)
)1/α
. Then, for
R→∞,
u(t, 0) ≥ max
R
[e−κt · C2 ·
1
Rd+β
exp{(t− 1)(1− δ)
(
αd lnR
L(ln
1
α R)
)1/α
]}
≥ C2e−κtmax
R
e
−(d+β) lnR+t(1−δ′′ )
(
αd lnR
L(ln
1
α R)
)1/α
.
Putting x = ln
1
α R we find
max
x
[−(d+ β)xα + t̃(αd)
1/αx
L
1
α (x)
], t̃ = (1− δ′′)t.
The equation for the critical point is:
t̂
1− x0L
′(x0)
αL(x0)
L
1
α (x0)
− α(d+ β)xα−10 = 0,
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where t̂ = t̃(αd)1/α. Under assumption 3.4
L
1
α (x0) =
t̂
α(d+ β)xα−10
,
or
x0 = (
t̄
L
1
α (x0)
)
1
α−1 , (3.11)
where t̄ = t̂
α(d+β)
.
We use the iterative method to solve equation (3.11) by setting the initial point
x0 = t̄
1
α−1 . We obtain
x0 ∼
t̄
1
α−1
L
1
α
1
α−1 (t̄
1
α−1 )
.
The value at the critical point is
t̄α
′ 1
α′
(
d
d+ β
)
α′
α
1
L
1
α−1 (t̄
1
α−1 )
.
Because δ
′′
is arbitrarily small, we have proved the lower estimate:
lim inf
t→∞
lnu(t, 0)
tα′
L
1
α−1 (t
1
α−1 ) ≥ 1
α′
(
d
d+ β
)
α′
α .
(b) The upper estimate for the quenched asymptotics of u(t, 0). Applying the upper
estimate of the quenched asymptotics of u(t, 0), theorem 3.2 and the result in theorem
3.5, we have
lim sup
t→∞
lnu(t, 0)
tα′
L
1
α−1 (t
1
α−1 ) ≤ 1
α′
.
Combining the lower and upper estimates of the quenched asymptotics of u(t, 0), we
obtain the result.
Let us emphasize that we did not find the exact quenched asymptotics but only
the upper and lower estimates of the same order. To find the true asymptotics we
need a better understanding of the a.s. behavior of the underlying random walk x(t),
t → ∞ (upper and lower functions, etc.). In the 1-d case the situation is clear, but
the multidimensional case is more difficult.
CHAPTER 4: MOSER’S PROBLEM
It is well known that the position of the maximal term in any sequence of r.v.s is
not a stopping time. Can one, however, guess the maximal term using the Markov
strategy? The answer to this question (in the case of i.i.d. r.v.s Xi, i = 1, 2, ..., n) is
closely related to the following optimal stopping problem.
Let {Xi, i ≥ 1} be non-negative i.i.d random variables with a continuous distribu-
tion function F (x) and EX <∞. We want to calculate
Sn = max
τ≤n
EXτ , (4.1)
where τ is the stopping time, i.e. I{τ≤k} = ϕ(X1, ..., Xk). The particular case when the
Xi, i ≥ 1, are uniformly distributed on [0, 1] is known as Moser’s problem. When the
distribution of Xk is known but not uniform on the interval [0, 1], we call the problem
the generalized Moser’s problem. The optimal stopping time τM can be defined in
terms of the thresholds hn > hn−1 > ... > h1 = 0. Here, τM = {min k : Xk > hn−k+1}.
In Moser’s problem, a decision maker wants to maximize the expected value of Xτ .
Moser’s problem is closely related to the well-known secretary problem, the goal of
which is to maximize the probability that the decision maker obtains Mn = max
1≤i≤n
Xi
or to minimize the rank of Xτ in the variational sequence X(1) > X(2) > ... >
X(n). Although considerable attention has been devoted to the secretary problem
and Moser’s problem, little attention has been given previously to the connection
between these problems. In our paper, we will illustrate the connection between
Moser’s problem and the secretary problem with full information. For convenience
of expression, we consider the random variables Xi with i = 0, 1, ..., n instead of
i = 1, ..., n. Correspondingly, the optimal rule is to stop when Xk > hn−k instead of
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when Xk > hn−k+1.
We first mention several results concernng the secretary problem and Moser’s prob-
lem. Bruss (2005) and Ferguson (1989a) present detailed surveys about the secretary
problem and Moser’s problem. Generally, there are four kinds of secretary problems:
(I) The classical secretary problem. A decision maker sequentially observes the rel-
ative rank of Xk without any information about X1, ..., Xn. The decision maker
wants to maximize P{Xτs = Mn,Mn = max
1≤i≤n
Xi}, where τs is the optimal stopping
time for this problem. The famous result for the classical secretary problem is that
lim
n→∞
P{Xτs = Mn,Mn = max
1≤i≤n
Xi} = 1e . See Dynkin and Yushkevich (1969) for details.
(II) The secretary problem with full information. The situation is as in problem (I)
except that the decision maker knows the distribution of Xk and that the Xi are
i.i.d. random variables. The optimal probability is πn = max
τf
P{Xτf = Mn,Mn =
max
1≤i≤n
Xi}, where τf is the optimal stopping time for this problem. J. Gilbert and
F. Mosteller (1966) obtained the following results: (a) lim
n→∞
πn = e
−c + (ec − c −
1)
∫∞
1
x−1e−cxdx ' 0.5801, and (b) the optimal probability πn is independent of the
distribution function and is strictly decreasing in n. Here, c ' 0.804352 is the solution
to
∑∞
j=1
cj
j!j
= 1. See Gilbert and Mosteller (1966) and Samuels (1991) for details.
(III) The expected rank problem without information. In this problem, the object of
the decision maker is to minimize the rank of Xτr , where τr is the stopping time, but
he has no information about the distribution of Xk. Chow(1964) obtained an optimal
limit value for problem (III) of 3.8695.
(IV) The expected rank problem with information. The decision maker wants to
minimize the rank of Xτr with full knowledge about the distribution of Xk. Problem
(IV) is referred to as Robbin’s problem.
Moser’s problem is different from every form of the secretary problem. The sec-
retary problems have (for i.i.d. r.v.s) a non-parametric nature. The answers in the
secretary problem are dimensionless. The answers in Moser’s problem depend essen-
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tially on the distribution of the r.v.s Xi, i = 1, ..., n, and have the same dimension as
the Xi.
Due to Moser, the optimal strategy for the optimization of EXτ , τ ≤ n depends
on the optimal thresholds hn−k+1 and τM = {min k : Xk > hn−k+1}. For random
variables with the uniform distribution on [0,1], the asymptotic result for hn is hn =
1
n+lnn+c
= 1
n
− lnn
n2
+ ..., c ' 1.76799.
Karlin (1962) estimated the thresholds hn for the standard exponential distribution
as hn = lnn+o(1) using hn+1 = hn+e
−hn . The corresponding equation was discussed
in Guttman (1960) for the normal distribution and in J. Gilbert and F. Mosteller
(1966) for the inverse power distribution .
The main contribution of our paper is the consideration not only of exponential,
power and other simple tails of the distributions but also of general regular tails
containing the slowly varying function L (with some minor technical restrictions).
We will derive formulas for the thresholds hk when the tail probability has a Weibull
type distribution, that is,
P{X > x} = e−
xα
α
L(x), α > 0. (4.2)
The exponential distribution P{X > x} = e−xIx≥0 belongs to this class.
We will discuss the asymptotic properties of hn for two additional cases:
A. β-type distribution. Here X ∈ [0, 1] and P{X > 1 − x} = xαL(x), x → 0, and
L(x) is a slowly varying function with additional technical restrictions. Case α = 1
corresponds to Moser’s models.
B. Heavy tails case X ≥ 1, P{X > x} = 1
xαL(x)
, α > 1. (We need α > 1 to
guarantee that EX <∞). The function L(x) here is slowly varying either for x→ 0
or x→∞.
For a β-type distribution and the heavy tails case, we only give asymptotic prop-
erties of hn with L(x) = ln
β x instead of the general result for the slowly varying
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function L(x).
In the last section, we will study the connection between Moser’s problem and
the secretary problem with full information: If a decision maker has full information
about the random variable Xk and follows the optimal rule for Moser’s problem, what
is the P{XτM = Mn,Mn = max
1≤i≤n
Xi}? We use πn to represent this probability. Here,
τM is the optimal stopping time for Moser’s problem. We get the limit for πn when Xk
has the standard exponential distribution or the uniform distribution on the interval
[0, 1]. In the following context, the stopping time τ refers to the optimal stopping
time τM for Moser’s problem.
4.1 Equations for hn and Sn
4.1.1 The recursive relationship for hn
Let us first derive the recursive relationship for hn. In Moser’s problem it is known
that the optimal stopping time τ can be defined in term of the thresholds hn > hn−1 >
... > h1 > h0 = 0. Here, τ = {min k : Xk > hn−k+1}. There is an obvious recursive
procedure for the calculation of hn:
Sn = max
h
[∫ ∞
h
xdF (x) + Sn−1
∫ h
0
dF (x)
]
= max
h
[∫ ∞
h
xdF (x) +
∫ h
0
Sn−1dF (x)
]
=
∫ ∞
0
xdF (x) + max
h
∫ h
0
(Sn−1 − x)dF (x),
while
∫ h
0
(Sn−1− x)dF (x) =
∫ Sn−1
0
(Sn−1− x)dF (x) +
∫ h
Sn−1
(Sn−1− x)dF (x). (4.3)
From (4.3), we see that
∫ h
0
(Sn−1 − x)dF (x) increases if h < Sn−1 and
∫ h
0
(Sn−1 −
x)dF (x) decreases if h > Sn−1, i.e. Sn obtains its maximum value when
h = hn = Sn−1, (4.4)
hn+1 = hn +
∫ ∞
hn
(x− hn) · dF (x) = hn +
∫ ∞
hn
P (X > x)dx. (4.5)
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Formulas (4.4) and (4.5) reduce the problem of optimal stopping to the analysis of the
iteration of an appropriate monotone function hn+1 = H(hn), H(h) = h+
∫∞
h
P (X >
x)dx.
L(x) in (4.2) is a slowly varying function with additional technical restrictions.
Assumption 4.1. The function L(x) in (4.2) is slowly varying and L(x) ∈ NR0,
that is,
xL′(x)
L(x)
→ 0 (x→∞).
With assumption 4.1, we see that xh
′(x)
h(x)
→ α when x → ∞, where h(x) = x
αL(x)
α
.
From lemmas 1.2 and 1.3, h(x) is a normalized regularly varying function and is
ultimately increasing.
This assumption is not completely sufficient for our analysis. We need the following
additional technical assumption.
Assumption 4.2. L(x) in (4.2) satisfies
L(xLβ(x))/L(x)→ 1 (x→∞) locally uniformly in β ∈ R.
Theorem 1.2 provides sufficient conditions for assumption 4.2.
4.1.2 Asymptotic results for hn for upper tail distributions with slowly varying
function L(x)
Theorem 4.3. Suppose we have a r.v. with cdf 1−F (x) = e−x
α
α
L(x), in which α > 0
and L(x) satisfies assumptions 4.1 and 4.2, with convergence rate r(x), i.e.,
L(xLβ(x)) −→
x→∞
L(x)(1 + r(x)), locally uniformly in β ∈ R,
where r(x) 6= 0 and r(x)→ 0 when x→∞. Then
(a) When r(x) ·O
(
lnn
ln lnn
)
= 1, the threshold
hn =
(
α lnn
L((α lnn)1/α)
)1/α
(1 +O(
ln lnn
lnn
)).
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(b) When r(x) · o
(
lnn
ln lnn
)
= 1, the threshold
hn =
(
α lnn
L((α lnn)1/α)
)1/α
(1 +O(r(n))).
Proof. Step 1: Let us find recursive relationships for hn and 1/hn. An iterative
relationship for hn can be derived as follows:
hn+1 = hn+
∫ ∞
hn
P (X > x)dx = hn+
∫ ∞
hn
e−
xα
α
L(x)dx = hn+
(∫ hn+ε
hn
+
∫ ∞
hn+ε
)
e−
xα
α
L(x)dx.
(4.6)
By the Laplace method,
∫∞
hn+ε
e−
xα
α
L(x)dx tends to 0 as hn →∞. Thus,
hn+1 = hn −
e−
hαn
α
L(hn)
(−xα
α
L(x))′|x=hn
(1 + o(1)) = hn + C
e−
hαn
α
L(hn)
hα−1n L(hn)
(1 + o(1)) .
The iterative relationship can be rewritten as :
h−1n+1 = h
−1
n − C
e−
hαn
α
L(hn)
hα+1n L(hn)
(1 + o(1)) .
Let xn =
1
hn
, then
xn+1 = xn −
Cxα+1n e
−
L( 1xn )
αxαn
L
(
1
xn
) (1 + o(1)). (4.7)
With iterative relationship (4.7), we see that ∃a0 such that the function
f(x) = x− Cx
α+1e−
L( 1x)
αxα
L
(
1
x
) (1 + o(1))
is monotonically increasing on the interval (0, a0].
Step 2: Case (a): r(x) ·O
(
lnn
ln lnn
)
= 1. Let us prove the following claim:
There exist positive K and N such that for all n > N the following is true: For
all x in the interval 0 < x <
(
α lnn
L((α lnn)1/α)
)−1/α (
1 +K ln lnn
lnn
)
< a0, we have that
0 < x− Cxα+1e
−
L( 1x )
αxα
L( 1
x
)
(1 + o(1)) <
(
α ln(n+1)
L((α ln(n+1))1/α)
)−1/α
(1 +K ln ln(n+1)
ln(n+1)
).
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In order to show this, put λn =
(
α lnn
L((α lnn)1/α)
)−1/α (
1 +K ln lnn
lnn
)
. Then,
λn+1 =
(
α ln(n+ 1)
L((α ln(n+ 1))1/α)
)−1/α(
1 +K
ln ln(n+ 1)
ln(n+ 1)
)
= λn−(
1
n
)1+(
1
α
+1) ln lnn
lnn
+o( ln lnn
lnn
).
L
(
1
λn
)
= L
(
(α lnn)
1
α
L
1
α ((α lnn)
1
α )
(1− K ln lnn
lnn
)
)
= L((α lnn)
1
α )
(
1 +O
(
ln lnn
lnn
))
,
or ∃M1,M2, such that L((α lnn)
1
α )
(
1 +M1
ln lnn
lnn
)
≤ L
(
1
λn
)
≤ L((α lnn) 1α )
(
1 +M2
ln lnn
lnn
)
.
Similarly, we have that
λα+1n
L( 1
λn
)
=
(
1
n
)(1+ 1
α
) ln lnn
lnn
+o( ln lnn
lnn
)
,
e
−
L( 1
λn
)
αλαn ≥ e− lnn(1−(αK−M2)
ln lnn
lnn
+o( ln lnn
lnn
)) =
(
1
n
)1−(αK−M2) ln lnnlnn +o( ln lnnlnn )
.
Then
λn+1 − λn +
Cλα+1n e
−
L( 1
λn
)
αλαn
L( 1
λn
)
(1 + o(1))
≥ ( 1
n
)1+(M2+
1
α
+1−αK) ln lnn
lnn
+o( ln lnn
lnn
) − ( 1
n
)1+(
1
α
+1) ln lnn
lnn
+o( ln lnn
lnn
).
From here we can see that when n is big enough and K is positive, it is true that
λn+1 > λn − Cλ
α+1
n e
−
L( 1
λn
)
αλαn
L( 1
λn
)
(1 + o(1)).
Case (b): r(x) · o
(
lnn
ln lnn
)
= 1. The proof is similar to that of case (a) except for
the following changes:
L
(
1
λn
)
= L((α lnn)
1
α ) (1 + r(n)) , λn = (
α lnn
L((α lnn)1/α)
)−1/α(1 +K · r(n)),
e
−
L( 1
λn
)
αλαn ≥
(
1
n
)1−(αK−M2)r(n)+O( ln lnnlnn )
,
λn+1 − λn +
Cλα+1n e
−
L( 1
λn
)
αλαn
L( 1
λn
)
(1 + o(1)) ≥ ( 1
n
)1−(αK−M2)r(n)+O(
ln lnn
lnn
) − ( 1
n
)1+O(
ln lnn
lnn
).
Thus, the claim of step 2 is proved. The proof of case (b) is similar to that of case
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(a) for the following steps, so we only write the proof for case (a).
Step 3: Let us find the upper estimate for xn.
Let k be chosen such that 0 < xk < (
α lnN
L((α lnN)1/α)
)−1/α(1 +K ln lnN
lnN
); this is possible
because xn tends to 0. Then, with step 2, we can prove by induction that 0 <
xk+m < (
α ln(N+m)
L((α ln(N+m))1/α)
)−1/α(1 + K ln ln(N+m)
ln(N+m)
). We get the upper estimate for xn as
xn < (
α lnn
L((α lnn)1/α)
)−1/α(1 +K ln lnn
lnn
) as n becomes sufficiently large.
Step 4: Let us find the lower estimate for xn.
In a similar fashion, we can find the lower bound for xn as xn > (
α lnn
L((α lnn)1/α)
)−1/α(1+
K ln lnn
lnn
) as n becomes sufficiently large.
Step 5: From the results for xn, we get that hn =
(
α lnn
L((α lnn)1/α)
)1/α
(1 +O( ln lnn
lnn
)).
Remark 4.1. In theorem 4.3, we present results only up to order ln lnn
lnn
. If r(n) =
o( ln lnn
lnn
), then we have to expand the recursive relationship (4.7) to higher orders to
get results. Technically the proof of theorem 4.3 shows all the details.
With L(x) = lnβ x, the rate of convergence r(x) = ln ln lnn
ln lnn
. By theorem 4.3, we get:
Corollary 4.1. For a r.v. with CDF 1 − F (x) = e−x
α
α
lnβ x, in which α > 0, the
thresholds hn = C0 ln
1
α n ln−
β
α lnn(1 +O( ln ln lnn
ln lnn
)), where C0 = α
1+β
α .
For a β-type distribution and the heavy tails case, we only give the asymptotic
properties of hn with L(x) = ln
β x instead of the general result for the slowly varying
function L(x).
Proposition 4.1. For a r.v. with CDF 1 − F (x) ∼ C(A − x)α lnβ 1
A−x , α > 0, the
thresholds A− hn ∼ C0n−
1
α ln−
β
α n, where C0 = (
(α+1)αβ−1
C
)
1
α .
Proposition 4.2. For a r.v. with CDF 1 − F (x) = C
xα lnβ x
, the thresholds hn ∼
C0n
1
α ln−
β
α n, where C0 = (
(α−1)α−β−1
C
)
1
α .
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4.2 The connection between the generalized Moser’s problem and the secretary
problem with information
In this section we will prove one particular result on the connection between the
generalized Moser’s problem and the secretary problem. Assume that random variable
X has an exponential distribution with pdf f(x) = e−x.
With pdf f(x) = e−x, the slowly varying function L(x) = 1, with convergence rate
r(x) = 0. So we can not apply theorem 4.3. We need the following lemma to obtain
the asymptotic results for hn.
Lemma 4.1. If random variable X has an exponential distribution with pdf f(x) =
e−x, the thresholds hn = lnn+
lnn
2n
+ o( lnn
n3
) as n→∞.
Proof. : For an exponential random variable X with pdf f(x) = e−1, we obtain the
following iterative relationship for the thresholds:
hn+1 = hn + e
−hn . (4.8)
After setting hn = lnn+
lnn
2n
· (1 + zn) and plugging the form of hn into (4.8), we have
zn+1 =
1
1 + 1
(n−1)·lnn
· zn + o(
1
n2
), or zn+k = (
k∏
m=n
1
1 + 1
(m−1)·lnm
) · zn + o(
1
n2
).
For
∑∞
m=1
1
m·ln(m+1) →∞,
∏k
m=n
1
1+ 1
(m−1)·lnm
→ 0. So, we have zn = o( 1n2 ) as n→∞.
Finally, we get that hn = lnn+
lnn
2n
+ o( lnn
n3
) as n→∞.
Theorem 4.4. If X0, X1, ... , Xn are i.i.d. exponential random variables with pdf
f(x) = e−xIx≥0, then limn→∞ P{Xτ = Mn,Mn = max
0≤i≤n
Xi} = (e − 2)
∫∞
1
e−x
x
dx + 1
e
.
Here τ is the optimal stopping time for the generalized Moser’s problem max
τ≤n
EXτ .
Proof. There are two cases for events {Xτ = Mn,Mn = max
0≤i≤n
Xi}: Case I: Xτ < hn
and Case II: hn < Xτ <∞.
Case I: When Xτ < hn, the range of Xτ is ∪
i
[hi, hi+1), i = 0, 1, 2, ..., n− 1.
If stopping time τ = q with hn−p < Xτ (or Xq) < hn−p+1, it is necessary that
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(1) Xi be less than its threshold hn−i for i = p, p+ 1, ..., q − 1.
(2) hn−p < Xq < hn−p+1. It is obvious that Xq is greater than its corresponding
thresholds hn−q.
(3) Xi < Xq if i < p or i > q. In the following discussion, we use α =
p
n
, β = q
n
,
where p, q = 0, 1, ..., n, to simplify the notation. It is clear that 0 ≤ α ≤ β ≤ 1.
Figure 4.1: Xτ < hn (left) and hn ≤ Xτ <∞ (right).
The Figure 1 (left) shows the idea behind the calculation for the P{Xτ = Mn,Mn =
max
0≤i≤n
Xi, Xτ < hn}.
P{Xτ = Mn,Mn = max
0≤i≤n
Xi, Xτ < hn}
=
∑
0≤β≤1
P{Xτ = Mn,Mn = max
0≤i≤n
Xi, hn−βn ≤ Xτ < hn−βn+1}
=
∑
0≤β≤1
∑
β≤α≤1
P{Xτ = Mn,Mn = max
0≤i≤n
Xi, hn−βn ≤ Xτ < hn−βn+1 and τ = αn},
while P{Xτ = Mn,Mn = max
0≤i≤n
Xi, hn−βn ≤ Xτ < hn−βn+1 and τ = αn}
=
∑
0≤β≤1
∑
β≤α≤1
∫ hn−βn+1
hn−βn
{
αn∏
i=βn
P (Xi < hn−i)} · F βn+n−αn(x)dF (x).
For an exponentially distributed random variable Xi with pdf f(x) = e
−xIx≥0 we
have that
P (Xi < hn−i) = 1− e−hn−i = e−e
−hn−i
+O(e−2hn−i) = ehn−i−hn−i+1 +O(e−2hn−i)
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=
n− i
n− i+ 1
(1 +O(
lnn
n2
)),
αn∏
i=βn
P (Xi < hn−i) =
1− α
1− β
(1 +O(
lnn
n2
)).
If hn−βn ≤ x < hn−βn+1, F (x) = e−
1
n−βn (1 + O( lnn
n2
)), F βn+n−αn(x) = e−
1−α+β
1−β (1 +
O( lnn
n
)),
hn−βn+1 − hn−βn =
1
n− nβ
(1 +O(
1
n
)), and dF (x) =
1
n− nβ
(1 +O(
lnn
n2
))dβ.
From the above approximation, the probability
P{Xτ = Mn,Mn = max
0≤i≤n
Xi, hn−βn ≤ Xτ < hn−βn+1 and τ = αn}
=
1
n2
1− α
(1− β)3
e−
1−α+β
1−β (1 +O(
lnn
n
)).
When n goes to infinity, the above probability can be written in double integral form
as
lim
n→∞
P{Xτ = Mn,Mn = max
0≤i≤n
Xi, Xτ < hn} =
∫ 1
0
∫ 1
β
1− α
(1− β)3
e−
1−α+β
1−β dαdβ
= (e− 2)
∫ ∞
1
e−x
x
dx ' 0.1576.
Case II: If stopping time τ = q with hn ≤ Xτ ( or Xi) < ∞, it is necessary that
(1) Xj be less than its threshold hn−j for j < i; (2)Xi > hn; (3) Xi > Xj if j > i.
Figure 1 (right) shows the idea behind the calculation for the P{Xτ = Mn,Mn =
max
0≤i≤n
Xi, hn ≤ Xτ <∞}.
P{Xτ = Mn,Mn = max
0≤i≤n
Xi, hn ≤ Xτ <∞}
=
∫ ∞
hn
F (n−1)(x)dF (x) +
n∑
i=2
i∏
j=n
F (hj)
∫ ∞
hn
F (i−2)(x)dF (x).
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To calculate P{Xτ = Mn,Mn = max
0≤i≤n
Xi, hn ≤ Xτ <∞}, we use the results:
F (hn) = 1−
1
n
+ o(
1
n2
) and
i∏
j=n
F (hj) =
i− 1
n
+ o(
1
n
).
So, lim
n→∞
P{Xτ = Mn,Mn = max
0≤i≤n
Xi, hn ≤ Xτ <∞} = lim
n→∞
1−{(1− 1
n
)−(1− 1
n
)n+1} = 1
e
.
Finally, we obtain the result:
lim
n→∞
P{Xτ = Mn,Mn = max
0≤i≤n
Xi} = (e− 2)
∫ ∞
1
e−x
x
dx+
1
e
' 0.5255.
Theorem 4.5. If X0, X1, ... , Xn are i.i.d. uniform random variables with pdf
f(x) = I0≤x≤1(x), then lim
n→∞
P{Xτ = Mn,Mn = max
0≤i≤n
Xi} = 12(e
2 − 5)
∫∞
2
e−x
x
dx +
1
4
+ 3
4e2
. Here τ is the optimal stopping time for the generalized Moser’s problem
max
τ≤n
EXτ .
Remark 4.2. Under the conditions Xτ ≤ hn or hn ≤ Xτ ≤ 1, we obtain the following
results: lim
n→∞
P{Xτ = Mn,Mn = max
0≤i≤n
Xi, Xτ ≤ hn} = 12(e
2 − 5)
∫∞
2
e−x
x
dx ' 0.0584,
lim
n→∞
P{Xτ = Mn,Mn = max
0≤i≤n
Xi, hn ≤ Xτ ≤ 1} = 14 +
3
4e2
' 0.3515 < 1/e, and
lim
n→∞
P{Xτ = Mn,Mn = max
0≤i≤n
Xi} ' 0.4099.
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asymptotics for reaction-diffusion in random media. Probability and mathematical
physics. 1-40, CRM Proc. Lecture Notes, 42, Amer. Math. Soc., Providence, RI.
Bingham, N. H., Goldie, C. M., and Teugels, J. L. 1989. Regular Variation.
Cambridge Univ. Press, Cambridge.
Bojanic, R. and Seneta, E. 1971. Slowly varying functions and asymptotic rela-
tions. J. Math. Anal. Appl. 34, 302–315.
Bruss, F. T. 2005. What is known about Robbins’ problem? Journal of Applied
Probability 42(1), 108–120.
Carmona, R. A. and Molchanov, S. A. 1995. Stationary parabolic Anderson
model and intermittency. Probab. Theory. Relat. Fields. 102, 433–453.
Carmona, R. A. and Molchanov, S. A. March 1994. Parabolic Anderson prob-
lem and intermittency (Memoirs of the American Mathematical Society). American
Mathematical society, Providence, RI.
Chow, Y. S., Moriguti, S., Robbins, H., and Samuels, S. 1964. Optimal
selection based on relative rank (the ‘Secretary Problem’). Israel J. Math. 2, 81–
90.
de Bruijn, N. G. 1981. Asymptotic Methods in Analysis. Dover Publications, New
York.
Dynkin, E. B. and Yushkevich, A. 1969. Markov Processes: Theorems and
Problems, 1st ed. Plenum, New York.
Feng, Y., Molchanov, S. A., and Whitmeyer, J. 2010. Random walks with
heavy tails and limit theorems for branching processes with migration and immi-
gration. Stochastics and Dynamics .
Ferguson, T. S. 1989a. Who solved the secretary problem? Statist. Sci. 4, 282–289.
47
Fleischmann, K. and Molchanov, S. A. 1990. Exact asymptotics in a mean
field model with random potential. Probab. Theory. Relat. Fields 86, 239–251.
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