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Abstract
Ab-initio molecular dynamics (MD) employs Newtonian mechanics to model and simulate the time evolution of particle trajectories in material
science ensembles using a differentiable potential function. Although commercial and free packages exist for MD, their heuristic nature prevents
dissection. This open-source C-language package arose out of the interest to study effects of embedded atoms in metallic face-centered cubic
structures (fcc) on a standalone computer. The algorithms use velocity–time integration to output instantaneous particle parameters for up to
several thousands of particles in the NVT ensemble. The functions are coded in a reusable and redistributable standalone header library file.
c⃝ 2016 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license (http://creativecommons.org/licenses/
by/4.0/).
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1. Introduction
Over the last decades atomistic and molecular simulation
(AMS) has emerged as a powerful method to develop
materials by postulating material properties that are difficult
or costly to study experimentally [1–5]. In AMS, macroscopic
material properties are aggregations of atomic interactions
and dynamics. Many properties, such as energetics [6–8],
diffusion [9,10], crack formation and propagation [11], the
impact of vacancy or adatom defects, the load-bearing capacity
can be better understood using simulation. There are two
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approaches to MD [12–14]: classical and ab-initio [15]. In
ab-initio MD, the starting point is a bounded mathematical
model. The temporal and spatial evolution of each system
particle defines the state trajectory. While in principle simple,
complexity increases with particle number, model efficacy
and the required computational accuracy. Better models and
computational algorithms are making it easier to simulate
materials on high-speed, super-computing clusters [5].
An ensemble is defined by the number of system particles
together with thermodynamical quantities. The dynamics of
the system are evaluated by the collective responses of its
particles to perturbations that are applied externally as forces
or changed ensemble parameters. Deductions of macroscopic
state parameters then follow. Numerical integration relies
cess article under the CC BY license (http://creativecommons.org/licenses/by/4.
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time steps δt . At each iteration, the computational end point
per particle is determined when the force Fi acting on the
i th particle is calculated. Since all numerical models are
approximations, outputs are accurate to a specified degree.
These trade-offs are made to reduce execution speed. Most
materials modeling and simulation is done by organizations
using large computational facilities.
2. Motivation and significance
The aim of this article is twofold. Firstly, it presents a toolkit
of functions to solve AMS equations of fcc crystalline struc-
tures using embedded atom methods (EAM). The algorithms
are coded in the C-language, which is easily ported to many
platforms. Secondly, it reduces the starting inertia for peers in-
terested in materials modeling and simulation by facilitating
first simulations without the detractions of deep coding. The
software will evolve as new functions are added and optimized.
A detailed, downloadable user guide presents the mathematical
basics and explains how to run the software, with a clear illus-
trative example. Finally, an example of the usage of the package
for scientific discovery is given.
3. Software description
The package implements a three-dimensional (3D) Sutton–
Chen (SC) form of the Finnis–Sinclair (FS) EAM potential
[16–19] in the canonical ensemble. EAM methods are less ac-
curate than first-order principles that consider all particle in-
teractions individually but are computationally cheaper, and
can handle larger time scales and more particles [20]. For a
monoatomic N -particle ensemble, the energy EAM Hamilto-
nian is expressed as [18,20,21]
Etot = 12
N
i j
V (ri j )+
N
i
F(ρ¯i ), (1)
where V = V (ri j ) is the pairwise interaction potential en-
ergy between particles i and j separated a distance ri j , and
F = F(ρ¯i ) is the embedding energy of atom i as a function
of the host electron density. According to SC, the FS total po-
tential energy for fcc metals is written in the translation and
rotation invariant form [11,16,22,23]
V = ε
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i=1
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and σ is a length parameter e.g. lattice constant of the fcc unit
cell, ε is an energy scaling factor for the system. The constants
c, m and n, where m < n, are fitting parameters. The force is a
gradient of the potential and can be written as
F = −∇V (r). (4)Hence the force on the i th particle can be expressed as
F i = ε
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
n
 σ
ri j
n
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where r¯i j = (x¯ j − x¯i ) is the vector between particles i and j ,
expressed in terms of particle positions. Discretization of the
continuous domain into a finite set of points achieves numer-
ical approximations that are useful to solve a variety of diffi-
cult differential equations. In MD such equations are derived
from the Schro¨dinger equation under specific boundary condi-
tions [12–14]. The continuous closed-form solutions may be
extremely difficult to solve analytically so that numerical ap-
proximations may be the only recourse. A necessary require-
ment in MD discretization is energy conservation i.e. the
Hamiltonian (H ) must not change over discrete steps [24].
However, discretization leads to unavoidable approximation er-
rors. Effort must then be spent to keep the variations in H
within acceptable bounds. A commonly used approach to dis-
cretize MD systems is the so-called velocity Sto¨rmer–Verlet
method. It is a discretization of Newtonian equations of mo-
tion [11,25,26]. In the variant of the method that is used in this
software, using the discretized notation p¯ni := p¯i (tn) which de-
scribes the vector p¯ sampled at the discrete nth time interval,
where p¯ = {x¯, v¯, F¯}, it follows that the approximation of p¯n+1i ,
i.e. on the next or (n + 1)st time interval or (t + δt) gives the
new positions
xn+1i = xn + δtvn+1i +
F
n
i
2mi
δt2. (6)
Similarly, the velocities at the (n + 1)st time interval are
vn+1i = vni +

F
n
i + Fn+1i
2mi

δt. (7)
The discretization error in the method is O(δt2). The method
requires starting values of positions and velocities for each par-
ticle. Therefore in the software the user-created ASCII text
file (data.txt) contains initial particle data in the 3D format:
mass x pos y pos z pos v x v y v z.
It is necessary to scale all variables to reference values and
dimensionless equations. The user then interprets the output
in that context [11]. The canonical ensemble is a statistical
arrangement of particles and their states in a mechanical
system that is in thermal equilibrium with a heat bath at fixed
temperature [20]. For a system of N particles, volume V and
temperature T , the system is said to be a NVT canonical
ensemble. Specifying T facilitates the estimation of the system
energies using the energy equipartition theorem (EPT) of
thermodynamics. Conversely, a knowledge of the energies
allows an estimate of the system temperature [11,27]. Thus,
the evolution of the macroscopic variables T , V and P that
portray system phases may be followed by considering particle
interactions. According to EPT, the kinetic energy Ek of a
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Ek = 32NkBT, (8)
where kB is Boltzmann constant.
3.1. Software architecture
The package is a combination of a compiled executable and
a C-style library file. The main header function library that
implements the foregoing MD functions is VSV 02.h and is
called from the main program main.c. It begins by defining
the particle structure which the program uses to dynamically
allocate memory in random access memory (RAM) for all
particle evolutions. Initial particle data is loaded from a
user-edited ASCII disk file containing masses, 3D coordinates
and initial velocity components of each particle. The code in
Listing 1 defines the particle structure in 3D.
Listing 1: 3D particle structure
t y p e d e f s t r u c t {
double m; / / mass
double x [DIM ] ; / / 3D p o s i t i o n
double v [DIM ] ; / / v e l o c i t y
double F [DIM ] ; / / f o r c e
double F o l d [DIM ] ; / / t h e o l d f o r c e
} P a r t i c l e ; / / 72 b y t e s / p a r t i c l e
/ / P a r t i c l e L i s t s t r u c t u r e f o r LCM
t y p e d e f s t r u c t P a r t i c l e L i s t {
P a r t i c l e p ;
s t r u c t P a r t i c l e L i s t ∗ n e x t ;
} P a r t i c l e L i s t ;
The central coding theme employed is function reusability
and a by-reference passable RAM-based particle array for
speedier computations. Reusable codes are readily adaptable to
new MD problems.
3.2. Software functionalities
Fig. 1 shows the main functionalities of the software in
pictorial form.
3.3. Main code snippets
All included functions (func) are declared in the form
return_type func(arrangement *particle, types
other_variables)
where arrangement can be either particle, particlelist or cell
array, the latter two being dedicated to the linked cell method
(LCM). The other variables can be summation indices, etc.
Stating the condition: ri j > rcut, where rcut is a cut-off radius,
improves calculation speed by ignoring interactions beyond
rcut.Table 1
Dimensionless initial position data [22] for copper. The initial velocities are all
zero.
m x y z
63 −0.5264206369 0.1019469049 0.0252070114
63 −0.8377547075 −0.1828574677 −0.4214018482
63 −0.2345929501 −0.0832085752 −0.4827850722
Table 2
Calculated potential energies in electron–volts for different (m–n) pairs on the
input data.
N 12–6 9–6 10–8
3 −1704.6905 −480.8560 −633.7771
Table 3
Calculated forces in pico-Newton per particle using the input data.
Atom Fi x Fiy Fi x Net force (F)
1 0 0 100 100
2 100 0 0 100
3 −100 0 0 100
4. Illustrative example
Doye & Wales [22] employed Monte Carlo minimiza-
tion [28,29] to calculate global energy minima for hyper-super
surfaces enclosing N -atom transition metal clusters using SC,
Lennard-Jones [30] and Morse [31] (12–6), (9–6) and (10–8)
pairwise potentials, for N ≤ 110. Energy minimum implies a
mechanically stable cluster. This example uses dimensionless
literature data, Table 1, as input data for force and energy cal-
culations by VSV. The lengths are normalized to a reference of
4.16 nm so that all calculated energies are for one mole. The
normalized energy, lattice and embedding constant are respec-
tively ε = 1, σ = 1 and c = 39.432.
Table 2 lists the software calculated potential energies based
on the input listed in Table 1. Using different (m–n) pairs
simulates the handling of different pairwise potentials. Table 3
lists the calculated forces in terms of force components and net
force per particle. The ensemble energetics are summarized in
Table 4 for the (9–6) pair.
The results suggest that although the atoms tend to fly apart
due to net force, the interplay of force components keeps the
arrangement in place, with identical particle potential energy.
The total potential energy is in exact agreement with Doye
et al. [22,30]. The additional information obtained by VSV is
that the cluster energy is predominantly cohesive than repulsive.
These results suggest a stable atom arrangement since the atoms
try to condense to within the lattice constant.
5. Impact
The code arose from personal experiences of the difficulty
of starting first computer-based experiments. By presenting
open software alongside the mathematical basis, progression
from simple to more advanced MD systems is easier.
110 R.O. Ocaya, J.J. Terblans / SoftwareX 5 (2016) 107–111Fig. 1. Pictorial depiction of the program showing input/output data paths and user interaction. The functions optionally calculate output statistics for individual
particles or linked cells.Table 4
Calculated energies for the example 3-particle ensemble.
Energy eV
Per atom −160.3
Repulsive 80.1
Cohesive 240.0
Total −480.9
The code allows thermodynamic molecular dynamics (MD)
equilibrium calculations on a particle ensemble defined
simply in mass, position and velocity format. Instantaneous
particle displacement, velocity, acceleration, kinetic and
potential energies, forces, pressure, temperature effects using
the energy equipartition theorem, diffusion, phase change,
expansion, melting and other properties can be calculated.
Additionally, material vacancies, faults and other defects can
be studied by perturbing the mass, position and velocity.
The code implements the Sutton–Chen version of the
Finnis–Sinclair (FS) method that composites a repulsive two-
body potential and an attractive energy density of state in
face-centered cubic (FCC) atomic arrays. The formulation
considers the energy needed to embed an atom into the
lattice relative to the host electron density under constant
Hamiltonian, the so-called ‘adatom’ concept. The results
of such perturbations are interpreted in the context of
solid state theory. Therefore, VSV is a good starting
point for many current condensed matter physics studies,
such as liquid phase viscosity and heat flow through
non-equilibrium techniques, postulation of defects such as
vacancy formation, clustering, fracture, surface interactions and
friction. Application of the techniques can allow probing of
larger systems such as proteins, and nano structures currently
at the forefront of research. The authors have calculated bulkand surface formation energetics down to single atoms, forces
on individual particles, diffusion coefficients, cluster formation
mechanisms, and so on for fcc metals. New knowledge is
expected to be generated by VSV in its present form and future
forms.
6. Conclusions
This article presents an evolving, open-source C-language
package that was written to allow first standalone experiments
in ab-initio molecular dynamics to be conducted with ease.
The software implements numerical EAM fcc simulation
models and concepts, and facilitates investigations of atom
level for up to several thousand atoms in an ensemble. The
ensemble parameters can be input to the program using
a simple, text based data format that also allows external
perturbations to be applied. This permits the simulation of
the effects of applied forces, particle interactions, temperature
fluctuations and defects such as vacancies and dislocations.
The interpretation of the responses of the system to these
perturbations then leads to meaningful deductions about the
material properties at the macroscale. The program codes have
been tested successfully on MS Windows 7 and Ubuntu Linux
with minimal modification. This applicability of the software
over many platforms is attractive for wider acceptance, higher
impact and value for standalone computer experimentation.
References
[1] Mendelev MI, Han S, Srolovitz DJ, Ackland GJ, Sun DY,
Asta M. Development of new interatomic potentials appropri-
ate for crystalline and liquid iron. Phil Mag 2003;83:3977–94.
http://dx.doi.org/10.1080/14786430310001613264.
[2] Sutton AP, Chen J. Long-range finnis–sinclair potentials. Phil Mag Lett
1990;61:139–56.
R.O. Ocaya, J.J. Terblans / SoftwareX 5 (2016) 107–111 111[3] Das A, Ghosh MM. MD simulation-based study on the melting and ther-
mal expansion behaviours of nanoparticles under heat load. Comput Mater
Sci 2015;101:88–95. http://dx.doi.org/10.1016/j.commatsci.2015.01.008.
[4] van der Walt C, Terblans JJ, Swart HC. Molecular dynam-
ics study of the temperature dependence and surface orienta-
tion dependence of the calculated vacancy formation energies
of Al, Ni, Cu, Pd, Ag, and Pt. Comput Mater Sci 2014;83:7077.
http://dx.doi.org/10.1016/j.commatsci.2013.10.039.
[5] Abraham MJ, Murtola T, Schulz R, Pa´ll S, Smith JC, Hess B, Lindahl E.
GROMACS: High performance molecular simulations through multi-
level parallelism from laptops to supercomputers. SoftwareX 2015;1–2:
19–25. http://dx.doi.org/10.1016/j.softx.2015.06.001.
[6] Smirnov BM. Energetics of clusters with a face centered-cubic structure.
Zh Eksp Teor Fiz 1995;107:2080–91.
[7] Terblans JJ. Calculating the bulk vacancy formation energy (Ev) for a
Schottky defect in a perfect Cu(111), Cu(100) and a Cu(110) single crystal.
Surf Interface Anal 2003;33:767–70. http://dx.doi.org/10.1002/sia.1451.
[8] Mattsson TR, Mattsson AE. Calculating the vacancy formation
energy in metals: Pt, Pd, and Mo. Phys Rev B 2002;66:214110.
http://dx.doi.org/10.1103/PhysRevB.66.214110.
[9] Sebastian IS, Aldazabal J, Capdevila C, Garcia-Mateo C. Diffu-
sion simulation of CrFe bcc systems at atomic level using a
random walk algorithm. Phys Status Solidi a 2008;205:1337–42.
http://dx.doi.org/10.1002/pssa.200778124.
[10] Jian-Min Z, Fei M, Ke-Wei X. Calculation of the surface energy of fcc
metals with modified embedded-atom method. Chin Phys 2004;13: 1009-
1963/2004/13(07)/1082-09.
[11] Griebel M, Knapek S, Zumbusch G, et al. In: Barth TJ, editor. Numerical
simulation in molecular dynamics. Texts in computational science and
engineering, vol. 5. Berlin: Springer; 2007.
[12] Car R, Parrinello M. Unified approach for molecular dynamics and density
functional theory. Phys Rev Lett 1985;55:2471–4.
[13] Car R, Parrinello M. The unified approach for molecular dynamics and
density functional theory. In: Loubeyre PP, Boccara N, editors. Simple
molecular systems at very high density. NATO ASI series, Series B,
Physics, vol. 186. NY: Plenum Press; 1989. p. 455–76.
[14] Remler DK, Madden PA. Molecular dynamics without effective potentials
via the Car-Parrinello approach. Mol Phys 1990;70:921–66.
[15] Tuckerman ME. Ab initio molecular dynamics: basic concepts, current
trends and novel applications. J Phys: Condens Matter 2002;14:
R1297–355. http://dx.doi.org/10.1088/0953-8984/14/50/202.[16] Finnis MW, Sinclair JE. A simple empirical N-body potential for
transition metals. Philos Mag A 1984;50:45.
[17] Daw MS, Foiles SM, Baskes MI. The embedded-atom method: a review
of theory and applications. Mater Sci Rep 1993;9:251–310.
[18] Daw MS. The embedded-atom method: derivation and application to
impurities, surfaces and other defects in metals, Baskes MI. Phys Rev B
1984;29:6443–53.
[19] Todd BD, Lynden-Bell RM. Surface and bulk properties of metals
modelled with Sutton-Chen potentials. Surf Sci 1993;281:191–206.
[20] Chamati H, Papanicolaou NI, Mishin Y, Papaconstantopou-
los DA. Embedded-atom potential for Fe and its application
to self-diffusion on Fe (100). Surf Sci 2006;600:1793–803.
http://dx.doi.org/10.1016/j.susc.2006.02.010.
[21] Mishin Y. In: Yip S, editor. Handbook of materials modeling. The
Netherlands: Springer; 2005. p. 459.
[22] Doye JPK, Wales DJ. Global minima for transition metal clusters
described by the Sutton-Chen potentials. New J Chem 1998;733–44.
[23] Swope W, Andersen H, Berens P, Wilson K. A computer simulation
method for the calculation of equilibrium constants for the formation
of physical clusters of molecules: Application to small water clusters.
J Chem Phys 1982;76:637–49.
[24] Landau L, Lifschitz E. Mechanics. Course of theoretical physics, vol. 1.
Oxford: Pergamon Press; 1976.
[25] Hockney R. The potential calculation and some applications. Methods
Comp Phys 1970;9:136–211.
[26] Verlet L. Computer experiments on classical fluids. I. Thermodynamical
properties of Lennard-Jones molecules. Phys Rev 1967;159:98–103.
[27] Chandler D. Introduction to modern statistical mechanics. New York:
Oxford University Press; 1987.
[28] Li Z, Scheraga HA. Monte Carlo-minimization approach to the multiple-
minima problem in protein folding. Proc Natl Acad Sci USA 1987;84:
6611–5.
[29] Doye JPK, Wales DJ, Berry RS. The effect of the range of the potential
on the structures of clusters. J Chem Phys 1995;103:4234–49.
[30] Wales DJ, Doye JPK. Global optimization by basin-hopping and the
lowest energy structures of Lennard-Jones clusters containing up to 110
atoms. J Phys Chem A 1997;101:5111–6.
[31] Doye JPK, Wales DJ. Structural consequences of the range of the
interatomic potential: A menagerie of clusters. J Chem Soc, Faraday Trans
1997;93:4233–43.
