Products of random matrices in the max-plus algebra are used as models of a wide range of discrete event systems, including train or queueing networks, job-shops, timed digital circuits or parallel processing systems. Several mathematical models such as timed event graph or task-resources models also lead to max-plus products of matrices.
Introduction
There are many applied probability models having dynamics that can be described by products of random matrices in the max-plus algebra. We can mention computer networks (Baccelli and Hong [3] ), train networks (Heidergott and De Vries [14] , Braker [5] ) or flexible production lines (Cohen et al. [7] ). Several mathematical models, such as queueing networks (Mairesse [16] , Heidergott [13] ), task-resources models (Gaubert and Mairesse [11] ) and timed Petri nets including events graphs (Baccelli [1] ) and 1-bounded Petri nets (Gaubert and Mairesse [12] ) also lead to max-plus products of matrices. Roughly, the max operator reflects the synchronization of different events and the plus operator corresponds to the passing of time. For more developments on the max-plus modelling power, see the books by Baccelli et al. [2] or Heidergott et al. [15] . In this paper, we review the queueing networks which are max-plus linear, following Heidergott [13] , and we study in detail the example of TCP window flow control, using a simplified version of the example presented in Baccelli and Hong [3] .
We have claimed that max-plus products are relevant to modelling real-life situations. Now, the natural question is whether this modelling can be used to derive results which are interesting from an applied point of view. For instance, max-plus linearity implies the existence of an asymptotic throughput. Unfortunately, it is in general very difficult to estimate it. A sufficient condition under which computational results were obtained is the so-called memory loss property (MLP) . It implies the convergence of waiting times to a unique stationary regime (Mairesse [16] ) and analyticity of the asymptotic throughput (Gaubert and Hong [10] ). Moreover, if a max-plus linear system has MLP and satisfy some integrability and stochasticity conditions, then the sequence of the dates of the events occuring in the systems satisfies a central limit theorem, a local central limit theorem, a renewal theorem and a large deviation principle. These results are stated formally in Section 3.1.
To the best of our knowledge, it is not known how to verify that the MLP holds. This brings us to the aim of this paper. When the sequence of matrices representing the model is i.i.d., we prove that the MLP is generic in the following sense: if the model does not have MLP, then the support of the common law of the random matrices is included in a union of finitely many affine hyperplanes. Moreover, the proof leads to an explicit, although not very tractable, condition that ensures that the MLP holds, see Remark 5.1.
This result implies that the TCP model of Section 2.2 has MLP, as soon as the processing times in the routers are non-degenerate random variables. Therefore, the throughput of the flow of packets satisfies limit theorems, the waiting times converge and the asymptotic throughput can be estimated with the methods developed in Gaubert and Hong [10] . The result also implies that aperiodic closed max-plus queueing networks have MLP, as soon as the processing times in the nodes and the communication times on the arcs are non-degenerate random variables. Again, the throughput satisfies limit theorems, the waiting times converge and the asymptotic throughput can be estimated with the methods developed in Gaubert and Hong [10] . If the network is simple enough, the formulation given in Remark 5.1 allows one to compute explicit conditions for the network to have MLP.
The proof of our main theorem is based on the interpretation of entries of products of matrices as weights of paths on a finite graph. Firstly, we define a change of basis, to make one of the matrices non-positive. Secondly, we use the non-positivity of the entries to construct a matrix M whose iterates ultimately have max-plus rank one. Since the MLP holds when products have rank one with positive probability, this concludes the proof for random matrices with discrete support. Finally, we show that products of sufficiently many matrices that are close to M also have rank 1, which concludes the proof in the general case.
An outline of this article is the following. In the first section, we introduce the max-plus algebra and illustrate its modelling power with the TCP example and a review of its applicability to queueing networks. In the second section, we define the MLP and explain its consequences in the models, then we state our results and comment on them. The asymptotic theory of matrices in the max-plus algebra is recalled in the third section, together with a useful extension. The main results are proved in the last section.
Modelling
2.1 Max-plus algebra Consider a stationary sequence of random matrices (A(n)) n∈N and a random vector X 0 valued in R k . We define a sequence of R k valued random variables (X n ) n∈N by the recurrence relation
Max-plus linear systems are those that can can be described by such a sequence.
These sequences are best understood by introducing the so-called max-plus algebra, which is actually a semiring.
Definition 2.1
The max-plus semiring R max is the set R ∪ {−∞}, equipped with the two operations max and +.
Observe that the operation + is distributive with respect to the operation max. So, the additive operation of the semiring is the max, while the multiplicative operation is the +. We materialize this by using the notations a ⊗ b = a + b and a ⊕ b = max(a, b). The identity elements are −∞ and 0.
We also use the matrix and vector operations induced by the semiring structure. For A, B with appropriate sizes (vectors are identified to matrices with one column), (A ⊕ B) ij = A ij ⊕ B ij = max(A ij , B ij ), (A ⊗ B) ij = l A il ⊗ B lj = max l (A il + B lj ), and for a scalar a ∈ R max , (a ⊗ A) ij = a ⊗ A ij = a + A ij . If V 1 and V 2 are sets of matrices, V 1 ⊗ V 2 will denote the set of all max-plus products of a matrix of V 1 by a matrix of V 2 . Given an integer n, we denote by [1, n] the set {1, · · · , n}. Definition 2.2 Let A = (A(n)) n∈N be a stationary sequence of random k × k-matrices with entries in R max and at least one finite entry in each row. The sequence
With this notation the random variable X n of equation (1) is exactly x A (n, X 0 ). For more background on this framework, the reader is referred to the books by Baccelli et al. [2] or Heidergott et al. [15] .
Practical situations
To illustrate the modelling power of max-plus products of random matrices, we present a simplified version of the model of TCP/IP window flow control mechanism proposed by Baccelli and Hong [3] . The analysis would work for more complex networks, as will be shown in Section 2.3 .
Baccelli and Hong [3] study a single source sending packets to a single destination over a path made of routers in series, the transmission of the packets of this reference flow being TCP controlled. Each router is represented by a single server queue. Each queue serves the packets of the reference flow as well as the ones of other flows, known as cross flows. Each router is assumed to be a FIFO queue for the packets of the reference flow. For the sake of simplicity, we will restrict our attention to the simplest case, with only two queues: the source and the destination (see Figure 1 ). 
Destination
The n-th packet of the reference flow requires service times σ and σ at the source and destination servers respectively. These service times capture the processing time of the packet by the router, the propagation delays as well as the delays induced by cross traffic. We will assume that σ and σ are deterministic, in order to allow explicit computations. The input rate is controlled by a size-varying window, which determines the maximum number of packets sent by the source that have not been acknowledged by the destination. Let us denote the size of the window viewed by n-th packet by w n and assume this number is bounded by w * . For more details about w n , which depends on the version of the TCP/IP protocol considered, see Baccelli and Hong [3] .
Let us denote by f (n) and l(n) the departure times of the n-th packet from the first and last queues respectively. At time f (n), packet number n + 1 enters the first server. At time f (n) + σ, it is ready to leave the first queue, but it has to wait for packet number n + 1 − w n+1 to be acknowledged by the last queue, which occurs at time l(n + 1 − w n+1 ). Therefore, we have the following equation:
Packet number n enters the last server as soon as it has arrived in the buffer of the queue (at time f (n)) and packet number n − 1 has leaved the server (at time l(n − 1)). Therefore, we have the following equation:
Thus, the w * -dimensional vectors X n = (f (n), l(n − 1), · · · , l(n − w * + 1)) satisfy equation (1), with matrices A(n) taking values A wn whose entries are equal to −∞ except for the ones defined below:
In our simplified model, the randomness lies only in w n but it would be possible to deal with random σ and σ .
Queueing networks
A queueing network is a system in which items (thought of as clients, packets or jobs) circulate between nodes, called queues. Each queue consists of a buffer and possibly several servers. If an item arrives at a node at which a server is available, it remains there until its service is completed. During this service time, the server is busy. Times for an item to go from one queue to the next one are called communication times. At some nodes, called join nodes, the service can only begin when one item from each of the upstream nodes has arrived and the upstream items merge into one item. At others, called fork nodes, an item can split into several items going to different nodes after completion of service. If an item arrives at a node at which all servers are busy, then it has to wait for service in the buffer until a server becomes available. If an item has to go to an already full buffer, it is blocked. (This is called a blocking after service scheme) To define the dynamics of the network, we still have to choose a queueing discipline (the order in which the items in the buffer are served) and a blocking discipline. (The order in which the nodes blocked by the same particular node are unblocked).
Heidergott [13] provides a detailed analysis of which queueing networks are max-plus linear and which ones are not. At the end of the present section, we summarize his main conclusion.
We say that there is internal overtaking if the order in which items leave a node is different from the order in which they entered the node. A resequencing node is such that an item whose service is completed remains in the server until the service of all items that entered the queue before this particular item is finished.
We say that there is no routing if the items reaching one node always originate from the same set of nodes, and the items leaving the node always go to the same set of nodes.
Moreover, we state the following definitions: Definition 2.3 For a queueing network with J nodes, we denote by x i (n) the time of the n-th departure from node i. We call the network max-plus if there exist an M ∈ N and a sequence of matrices A(n) with size JM such that the sequence of daters X n = (x(n),
T satisfies equation (1).
We consider the probabilistic version of the network, in which all inter-arrival, communication and service times are random and stationary.
We say that the network is max-plus with fixed support if for each (i, j), the entry A ij (n) is either finite-valued a.s. or equal to −∞ a.s.
Theorem 2.1 (Heidergott [13] ) A queueing network with only one class of items, no state-dependent service times, "first-come, first-served" queueing discipline and "first-blocked, first-unblocked" blocking discipline is max-plus with fixed support if and only if it admits no routing, no internal overtaking and all resequencing nodes have only finitely many servers.
As noticed in Heidergott [13] , other blocking schemes (including "blocking before service", or "general blocking mechanism", see [13] ) yield max-plus networks. On the other hand, networks with other queueing discipline or class-dependent and state-dependent service times are generally not max-plus. The main restriction is that, in a max-plus network, the departure time at a given node is determined by finitely many previous departure times. This is not the case with Bernoulli routings. For instance: if the items leaving node 1 are sent either to node 2 or 3, according to a Bernoulli routing, and their departure times are driven by acknowledgements from items going to node 2 only, then the n-th departure time from node one depends on the last departure to node 2. This departure is the (n − m) th departure from node 1, in which m is random and can be any positive integer.
3. Memory loss property 3.1 Preliminaries It has been known since Cohen [8] , that x A i (n, x 0 ) n∈N satisfies a law of large numbers, at least when the entries are finite and integrable. The limit of [19] ) and is called the Lyapunov exponent of (A(n)) n∈N .
This gives the first general result about max-plus networks: the asymptotic throughput rate is well defined: it is the inverse of the Lyapunov exponent. Two natural questions arise. How to compute or approximate this throughput? Is there a stationary regime for waiting times and are the waiting times converging to this regime? As far as we know, the answer to these questions is only known under the additional assumption that the sequence (A(n)) n∈N has the so-called memory loss property.
Before stating the MLP, we recall a few basic facts about matrices with entries in R max . All these facts can be checked by direct computation. We denote by R k×l max the set of matrices with k rows and l columns of entries in R max . i) A matrix A ∈ R k×l max is identified with the max-plus linear map from R l max to R k max given by:
and the product of the matrices corresponds to the composition of the maps. If A has at least one finite entry in each row, it also defines a map from R l to R k .
ii) The image of A is the set of max-plus linear combinations of the column vectors of A. More precisely,
Definition 3.2 Memory Loss Property
• A matrix A has rank 1 if there exist a and
We denote it by rk(A) = 1.
• A sequence (A(n)) n∈N of matrices is said to have memory loss property (MLP) if there exists an
• A pair (A, B) of matrices is said to have MLP if there is a matrix with rank 1 in the semigroup generated by A and B. The name "memory loss property" was introduced by Gaubert and Hong [10] for max-plus automata. It states that rk (A(n) ⊗ · · · ⊗ A(1)) = 1 if and only if, for every pair (i, j), the difference x
Let us review the three type of results that were proved under the MLP hypothesis.
Mairesse introduced the MLP to show the result below:
0 ) n∈N converge in total variation, uniformly in x 0 , and the limits do not depend on x 0 .
The other two results show that the MLP ensures a kind of stability for the max-plus Lyapunov exponent. It allows us to approximate the exponent, which is generally the best we can do, because the computation is very difficult. Indeed, Blondel, Gaubert, and Tsitsiklis [4] proved that approximating the max-plus Lyapunov exponent is NP-hard.
If A(1) takes only finitely many values, then the MLP obviously only depends on these values, and not on the law of A(1). Let (A 1 , · · · , A t ) be matrices in R k×k max with at least one finite entry in each row. For every probability vector p, let (
That being the case, we have the following result on the Lyapunov exponent: It has been proved in Merlet [17, 18] that, if A = (A(n)) n∈N has MLP and the A(n) are sufficiently integrable and mixing, then the sequence x A (n, X 0 ) n∈N satisfies a central limit theorem. If the A(n) are independent, then the sequence also satisfies a local central limit theorem, a renewal theorem and a large deviation principle.
We end this section by applying these results to the example of Section 2.2. When does the sequence A(n) taking values in the set of matrices A w defined by equation (2) have MLP? The asymptotic theory of max-plus matrices, recalled in Section 4.1, ensures that there is a power of A w * of rank 1, as soon as σ = σ . (Cf. Lemma 4.1) Therefore, the MLP is generic. On the other hand, let us show that, if σ = σ , then the sequence does not have MLP.
In this case, let us define the vectors u = (σ, σ, 2σ, 3σ, · · · , (w * − 1)σ) T and v = (σ, 2σ, 3σ, · · · , w * σ) T . For any w, A w maps u on σ ⊗ u and v on σ ⊗ v, thus the image of A(n) ⊗ · · · ⊗ A(1) always contains u and v, which are not in the same R max ⊗ a. Thus, A(n) ⊗ · · · ⊗ A(1) never has rank one.
Applying the results from Mairesse [16] , Gaubert and Hong [10] , and Merlet [17, 18] , we get the following result.
Proposition 3.1 In the model of TCP-controlled flow described in Section 2.2, if the window sizes are assumed to be i.i.d., and σ = σ , then the time between two consecutive packets at each router converges in total variation to a unique stationary distribution. Moreover, the asymptotic throughput is an analytic function of the distribution of the window's size, and the sequence of departure times satisfies a CLT with rate, a large deviation principle and a renewal theorem.
In more general models, such as the queueing networks described in Section 2.3, it is often unknown how to check the MLP. The aim of the present paper is to prove that it generically holds. We even derive some explicit sufficient conditions in Remark 5.1. Unfortunately, these conditions are not very tractable, because there are more than (k!) 2 conditions to check for a network of k queues and each of these conditions involves several communication or sevice times.
Statements of the results
Let M k denote the set of k × k matrices with entries in R max and at least one finite entry in each row and P k be the set of the primitive matrices, that is the matrices A ∈ M k such that there exists an integer n ∈ N such that A ⊗n has only finite entries.
Definition 3.3 For a finite set Q and α ∈ R Q , let f α be the function from R Q max to R max defined by: max . An hyperplane of M k (resp. P k ) is the intersection of an hyperplane of R k 2 max with M k (resp. P k ). An hyperplane of P k × M k is the intersection of an hyperplane of R (ii ) For a pair (A, B) outside these hyperplanes, any stationary sequence (A(n)) n∈N has MLP, provided it satisfies the following relation:
In order to state a similar result for continuous measures, we need to define the support of a measure. To this aim, we set the following distance on
Theorem 3.4 General case (i ) Let µ be a probability measure on M k with support S µ . If S µ ∩ P k is not included in a union of finitely many affine hyperplanes of P k , then a sequence of i.i.d. random matrices with law µ has MLP.
(ii )
4. Proof of the theorems 4.1 Asymptotic theory of matrices In this section, we briefly review the spectral and asymptotic theory of max-plus matrices. For a complete exposition, see Baccelli et al. [2] or Heidergott et al. [15] . Definition 4.1 A circuit on a directed graph is a closed path of the graph. Let A be a square matrix of size k with entries in R max .
i) The graph of A is the directed weighted graph whose nodes are the integers between 1 and k and whose arcs are the (i, j) such that A ij > −∞. The weight of (i, j) is A ij . The graph of A will be denoted by G(A) and the set of its elementary circuits by C(A).
ii) The weight of the path pth = (i 1 , · · · , i n , i n+1 ) is w(A, pth) := n j=1 A ij ij+1 . Its length is |pth| := n.
iii) The average weight of a circuit c is aw(A, c) := w(A,c)
|c| .
iv) The max-plus spectral radius of A is ρ max (A) := max c∈C(A) aw(A, c).
v) The critical graph of A is obtained from G(A) by keeping only the nodes and arcs which belong to circuits with average weight ρ max (A). It will be denoted by G c (A).
vi) The cyclicity of a strongly connected graph is the greatest common divisor of the length of its circuits. The cyclicity of a general graph is the least common multiple of the cyclicities of its strongly connected components. The cyclicity of A is the cyclicity of G c (A) and is denoted by c(A).
vii) The type of A is sccN-cycC, where N is the number of strongly connected components of G c (A) and where C is the cyclicity of A.
Remark 4.1 Interpretation of powers with G(A).
Observe that (A ⊗n ) ij is the maximum of the weights of the paths from i to j with length n.
Since the average weight of a circuit is an affine combination of the average weights of its minimal sub-circuits, the max-plus spectral radius is the maximum of the average weights of all circuits.
Let us recall the (max,+)-spectral theory. If λ ∈ R max and V ∈ R k max \{(−∞) k } satisfy the equation A ⊗ V = λ ⊗ V , we say that λ is an eigenvalue of A and V is an eigenvector.
For every A ∈ M k , the matrixÃ defined byÃ ij = A ij − ρ max (A) satisfies ρ max (Ã) = 0 and for every vector V , we have A ⊗ V = ρ max (A) ⊗Ã ⊗ V . In the sequel, we will therefore only deal with the case ρ max (A) = 0.
For every A ∈ R k×k max with ρ max (A) ≤ 0, we set:
Remark 4.2 Remark 4.1 implies that A
+ ij is the maximum of the weights of paths from i to j. Since ρ max (A) ≤ 0, all circuits have non-positive weights and removing circuits from a path makes its weight greater, thus
Proposition 4.1 Eigenvectors (Cohen et al. [6, 7] ) If c is a circuit on G c (A), then its average weight is ρ max (A). [6, 7] ) Assume G(A) is strongly connected, ρ max (A) = 0 and c(A) = 1. Then, there exists N ∈ N such that, for all n ≥ N , we have A ⊗n = Q, where Q is defined by
Q ij is the maximum weight of the paths from i to j that cross G c (A).
Since we are interested in matrices of rank 1, we will use the following consequence of Proposition 4.2 and Proposition 4.1.
Lemma 4.1 An scc1-cyc1 matrix with finite entries has a power of rank 1.
Proof.
LetÃ be the matrix defined byÃ ij = A ij − ρ max (A). Then, ρ max (Ã) = 0 and c(Ã) = c(A) = 1. By Proposition 4.2, when n is greater than some N ∈ N, the column vectors ofÃ ⊗n are max-plus eigenvectors ofÃ. Therefore, by Proposition 4.1, all these vectors are in the same max-plus line, thusÃ ⊗n has rank 1. But for every i, j ∈ [1, k], (A ⊗n ) ij = Ã ⊗n ij + nρ max (A), therefore A ⊗n also has rank 1.
We end this section with a simple but crucial lemma:
Lemma 4.2 For every A ∈ P k , there exists N ∈ N such that every path from i to j on G(A) with length n ≥ N , and weight A ⊗n ij crosses G c (A).
Since this lemma is implicit in the published proofs of Proposition 4.2 (Cohen et al. [7], Baccelli et al. [2]), we prove it for the sake of completeness:
Proof. Without loss of generality, we assume ρ max (A) = 0. Let c be a circuit on G c (A). By the definition of P k , there exists N 1 ∈ N such that A ⊗N1 has only finite entries. Then, A ⊗(N1+1) , A ⊗(N1+2) ,...,A ⊗(N1+|c|−1) also have only finite entries. Let M 1 be the minimum of the entries of those |c| matrices.
According to Proposition 4.1, there exists an index l ∈ [1, k] such that A ⊗|c| ll = |c|ρ max (A) = 0. For every n ≥ 2N 1 , let q and r be the quotient and the remainder of the euclidean division of n − 2N 1 by |c|. Then, for every i, j ∈ [1, k], we have:
Let − be the maximal average weight of circuits of G(A) not crossing G c (A). Let pth = (i 1 , · · · , i n ) be a path of G(A) not crossing G c (A). It splits into a path with length at most k and elementary circuits, with average weight at most − . Denoting by M 2 the greatest entry of A, we have:
Every N ≥ max(2N 1 , k|M2|−2M1 + k) thus satisfies the conclusion of the lemma.
Outline of the proof
Notation. We will denote a n-tuple of matrices by ( i A) i∈ [1,n] instead of (A i ) i∈ [1,n] to use indices for entries of matrices.
Since Lemma 4.1 states that scc1-cyc1 matrices have powers of rank 1, Theorem 3.3 readily follows from the next lemma. Lemma 4.3 For every pair (A, B) ∈ P k × M k outside a union of finitely many hyperplanes, there exist two integers m and n such that the matrix A ⊗m ⊗ B ⊗ A ⊗n has only finite entries and its critical graph has only one node. As a consequence, this matrix is scc1-cyc1.
The proof of this lemma is postponed to Section 5. Theorem 3.4 will be deduced from Lemma 4.3 and the following: Lemma 4.4 If A is a matrix with finite entries whose critical graph has only one node, then there exist a neighborhood V of A and an integer n such that:
Proof of theorem 3.4. Every hyperplane H given by Lemma 4.3 is the kernel of a linear form f H on P k × M k . This linear form can be written f and an integer N such that every matrix in V ⊗N has rank 1. Let V 1 × V 2 be a neighborhood of (A, B)
⊗N have rank 1. Since A and B are in the support of µ, we have:
Almost powers This section will be devoted to the proof of Lemma 4.4. This proof is based on ideas from the proofs of propositions 4.1 and 4.2.
To understand the powers of A, we considered their entries as the weights of paths on G(A), as explained in remark 4.1. We want to do the same for products of several matrices, which means the arcs weights can be different at each step.
From now on, G will be the complete directed graph whose nodes are the integers between 1 and k. For every finite sequence of matrices ( i A) i∈ [1,n] we set the following notations:
-The weight of a path pth = (i j ) j∈ [1,n+1] on G (with respect to ( i A) i∈ [1,n] ) is w(pth) := j∈[1,n] j A ij ij+1 -A path is maximizing if its weight is maximal among the weights of paths with the same origin, the same end, and the same length.
With this definition, (i j ) j∈ [1,n+1] is maximizing if and only if its weight is
Proof of Lemma 4.4. Since G c (A) has only one node, there exists l ∈ [1, k] such that: ∀c ∈ C(A)\{(l, l)}, A ll > aw(A, c). Thus, there exists > 0 such that
Let V be the open ball of R k×k with center A and radius for infinity norm and M be the maximum of the infinity norm on V .
Let us notice that every matrix B ∈ V has the same critical graph as A. LetB be the matrix with max-plus spectral radius 0 defined byB ij = B ij − B ll . Then, B −Ã ∞ < 2 and for any elementary circuit c = (l, l), the average weight of c satisfy aw(Ã, c) < −3 .
From now on, (
i A) i∈ [1,n] will be in V n and the weights of paths will always be with respect to (ĩ A) i∈ [1,n] .
Let pth = (i j ) j∈ [1,n+1] be a path with length n that does not cross l. It can split into a path with length less than k and elementary circuits. Since an elementary circuit c other than (l, l) has weight w(c) ≤ aw(Ã, c)|c| + 2|c| < −|c| , we have:
thus there exists N such that every maximizing path with length n ≥ N crosses l.
Let pth = (i j ) j∈ [1,n+1] be a maximizing path of length n ≥ 2N + 1. Since (i j ) j∈[1,N +1] is also maximizing, there exists j 0 ≤ N such that i j0 = l. Since (i j ) n−N ≤j≤n+1 is maximizing for ( j A) n−N ≤j≤n , there exists n − N ≤ j 1 ≤ n + 1 such that i j1 = l. The path (i j ) j0≤j≤j1 is a circuit, thus it can split into elementary circuits. Since elementary circuits have a negative weight, except for (l, l), the only sub-circuit of (i j ) j0≤j≤j1 is (l, l). Consequently, for every j between j 0 and j 1 , and in particular between N + 1 and n − N , we have i j = l, and therefore
This means that: i) The set of reduced matrices is a semigroup. So is the set of strictly reduced matrices.
ii) Every reduced matrix A has max-plus spectral radius 0 and G c (A) is made of the circuits of G(A) whose arcs have weight 0.
Proof. Point i) is obvious. Let us prove point ii). If A is reduced, its coefficients are non-positive, and so is ρ max (A). It is possible to build by induction a sequence (i j ) j∈N ∈ [1, k] N such that for every j ∈ N, A ij ij+1 = 0. This sequence takes twice the same value, say in j 1 and j 2 . Therefore, c = (i j ) j1≤j≤j2 is a circuit of G(A) with arcs of weight 0. In particular, w(A, c) = 0, thus ρ max (A) ≥ 0. This shows that ρ max (A) = 0, and, since the entries of A are non-positive, the last statement is obvious.
Definition 5.2
To every matrix A ∈ M k such that G(A) is connected, we associate:
(ii ) the smallest elementary circuit of G c (A) for the lexicographical order: c A .
(iii ) the smallest node in c A : κ(A).
(iv ) the matrixĀ defined by:
We define the hyperplanes of Lemma 4.3 by linear forms:
Definition 5.3 Let G be the complete directed graph whose nodes are the integers between 1 and k.
(i ) Let E 1 be the set of non-zero linear forms aw(., c 1 )−aw(., c 2 ), where c 1 and c 2 are two elementary circuits of G.
(ii ) Let E 2 be the set of linear forms w(., pth 1 ) − |pth 1 |aw(., c) − w(., pth 2 ) + |pth 2 |aw(., c),
where pth 1 and pth 2 are two elementary paths of G with the same initial node i and same final node κ = i, and where c is an elementary circuit of G that goes through κ.
Lemma 5.2
(i ) For every matrix A ∈ M k with strongly connected graph,Ā is reduced. In particular, the weights of the arcs of G c (Ā) are 0.
(ii ) If no linear form of E 1 ∪ E 2 vanishes at A, thenĀ is strictly reduced.
(iii ) The 0-form is not in E 1 ∪ E 2 .
Proof of Lemma 5.2.
(i) G(Ã) is strongly connected because so is G(A). Moreover G c (Ã) is the same non-weighted graph as G c (A), therefore κ(A) ∈ G c (Ã). Eventually, ρ max (Ã) = 0, and, by Proposition 4.1, the column vectorÃ
is an eigenvector ofÃ with eigenvalue 0. As already observed in CuninghameGreen [9] , this is equivalent to each of the following systems of equations:
The last system exactly means thatĀ is reduced.
(ii) Let us assume that no form in E 1 ∪ E 2 vanishes at A.
For every i ∈ [1, k], there exists a path pth 1 = (i 1 , · · · , i |pth1|+1 ) on G(Ã) from i to κ(A) with weightÃ + iκ(A) and with a minimal length among all paths with these properties. We will show that j = i 2 is the only solution of the equationĀ ij = 0, thereforeĀ is strictly reduced. This equation is equivalent to:
Let j ∈ [1, k] be a solution of this equation and let pth = (j 1 , · · · , j |pth|+1 ) be a path from j to κ(A) with weightÃ + jκ(A) and with a minimal length among all paths with these properties. Since ρ max (Ã) = 0, the circuits of G(Ã) have a non-positive weight, therefore the minimality of the lengths implies that pth 1 and pth are elementary. Since no linear form of E 2 vanishes at A, pth 1 = pth 2 , and i 2 = j, provided pth 2 is elementary.
Let us assume it is not. Then, there exists l ∈ [1, |pth| + 1] such that j l = i and we have:
, thus it can be split into elementary circuits on G c (A). Let c 1 be one of these circuits. Since aw(A, c 1 ) = ρ max (A) = aw(A, c A ) and no linear form of E 1 vanishes at A, it proves c 1 = c A . Therefore, κ(A) ∈ {j 1 , · · · , j l }. Since j l = i = κ(A), we have j |pth|+1 = κ(A) ∈ {j 1 , · · · j l−1 }, and pth is not elementary. Since we already noticed that pth is elementary, the assumption that pth 2 is not elementary is false, and this concludes the proof of point (ii). (iii) By definition, the zero-form is not an element of E 1 . Let us prove it is not one of E 2 either.
Let pth 1 = (i 1 , · · · , i |pth1|+1 ), pth 2 = (j 1 , · · · , j |pth2|+1 ) and c = (l 1 , · · · , l |c| , l 1 ) be elementary paths such that i 1 = j 1 = i, i |pth1|+1 = j |pth2|+1 = l 1 and i 1 = l 1 . Let us assume that f = w(., pth 1 ) − |pth 1 |aw(., c) − w(., pth 2 ) + |pth 2 |aw(., c) = 0 and show that pth 1 = pth 2 .
Since pth 1 and pth 2 are elementary and not circuits, l 1 appears only once in each: as last node. Thus, there is no arc leaving l 1 on pth 1 or on pth 2 and the component in A Since w(., pth 2 ) = w(., pth 1 ), it follows from the last statements that i 2 = j 2 and w(., (i 2 , · · · , i |pth1|+1 )) = w(., (j 2 , · · · , j |pth1|+1 )). By a finite induction, pth 1 = pth 2 .
Matrix with dominating diagonal
Let A ∈ P k and B ∈ M k be two matrices. By Lemma 5.2, we associate to A the reduced matrixĀ defined by equation (3) . We also defineB by:
Observe thatB also depends on A.
We will apply the next lemma toĀ andB. We will show that, if some linear forms to be defined later do not vanish at (A, B), thenĀ andB satisfy the hypotheses of this lemma. Lemma 5.3 Let A ∈ P k be a reduced matrix such that G c (A) is strongly connected. Let N be the integer given by Lemma 4.2 .
Let B ∈ M k be a matrix such that
Then, there exists s ∈ N such that for every p ∈ s+c(A)N,
Moreover, if A is strictly reduced, then G c A ⊗N ⊗ B ⊗ A ⊗p has exactly one node.
Proof. We first study the maximal entries of
is the weight of a path (i r ) r∈[1,N +p+2] from i to j (figure 2). Let l be i N +1 and m be i N +2 .
Since A is reduced, we define step by step a sequence of indicesĩ r for r between N + 2 and N + p + 2 such thatĩ N +2 = m and for every r, Aĩ If A is strictly reduced, so is A ⊗p . Therefore, there is only one i such that A ⊗p mi = 0 and G c (M ) has only one node and one arc.
We set the following definition: Definition 5.4 Let G be the complete directed graph whose nodes are the integers between 1 and k and A
• (resp. B • ) the function, that maps (A, B) ∈ P k × M k to A (resp. B).
We denote by E 3 the set of linear forms on P k × M k of the following type: 
where i 1 , i 2 , j 1 , j 2 , m 1 , m 2 and κ are nodes of G such that m 1 = m 2 and for every i ∈ {i 1 , i 2 , m 1 , m 2 , κ}, pth iκ is an elementary path of G from i to κ and for every l ∈ [1, 2], pth i l j l is a path of G from i l to j l with length at most |pth κκ |k. Now, we can state our last lemma.
Lemma 5.4
(i ) If no form in E 1 vanishes at A ∈ P k , then G c (Ā) is strongly connected.
(ii ) If no form in E 3 vanishes at (A, B) ∈ P k × M k , then (Ā,B) satisfy relation (6).
Proof.
(i) Since G c (A) and G c (Ā) are equal as non-weighted graphs, we only have to show that G c (A) is strongly connected. But the fact that no form in E 1 vanishes at A means that any two elementary circuits of G(A) have distinct weights. Therefore, G c (A) is an elementary circuit, thus it is strongly connected.
(ii) Let (A, B) ∈ P k × M k be such that (Ā,B) does not satisfy relation (6) With those notations, it follows from the definition ofĀ andB that the linear form f ∈ E 3 defined by formula (7) vanishes at (A, B).
Let us finish the proof of Lemma 4.3. According to Lemma 4.2, E 1 ∪ E 2 does not contain the zero-form. Obviously, E 3 does not contain it either. Therefore, we can take (A, B) ∈ P k × M k such that no linear form in E 1 vanishes at A and no linear form in E 3 vanishes at (A, B).
Lemma 5.4 states that matricesĀ andB defined by equations (3) and (5) satisfy the hypotheses of Lemma 5.3. Let us take the N and p given by this lemma as n and m.
Since A ∈ P k , we can choose n large enough to have A ⊗n ∈ R k×k , and therefore A ⊗m ⊗B⊗A ⊗n ∈ R k×k . Now, we know that G Let (A, B) ∈ P k × M k be such that no linear form in E 1 ∪ E 2 vanishes at A and no linear form in E 3 vanishes at (A, B) . Then, every sequence (A(n)) n∈N of i.i.d. random matrices taking values A and B with positive probability has MLP.
Let µ be a probability measure on M k with support S µ . If there exists A ∈ P k ∩ S µ at which no linear form in E 1 ∪ E 2 vanishes, and if S µ is not included in a union of finitely many sets of type {A ∈ M k |A ij − A κl = a}, with i, j, κ, l ∈ [1, k], j = l and a ∈ R, then every sequence (A(n)) n∈N of i.i.d. random matrices with law µ has MLP.
Those formulas are explicit but not very tractable, because the number of conditions to check is more than (k!)
2 .
