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Abstract—This paper proposes a tuning methodology for
proportional resonant (PR) controllers by using the design phi-
losophy of the Ziegler-Nichols forced oscillation method. Unlike
such related methods that are usual for PID design, and those that
have been recently proposed for PR controllers, the method in this
paper is not restricted to plants whose Nyquist diagram crosses
the negative real axis. It involves a feedback experiment with a
relay of adjustable phase, which allows the identification of the
most appropriate point of the frequency response for each class
of plants. The validation of the proposed method, which includes
the identification experiment and specific tuning formulas that
provide appropriate stability margins for each class of plants, is
performed by means of numerical examples in a large variety of
plants, showing its wide applicability.
Index Terms—Frequency domain controller design, process
control, proportional resonant (PR) controller, sinusoid tracking
and rejection, relay experiment with adjustable phase (RAP
experiment), Ziegler-Nichols (ZN) methods.
I. INTRODUCTION
T
HE internal model principle (IMP) [1] is a basic con-
cept in control systems. It basically establishes that to
asymptotically track a given reference, or to asymptotically
reject a given disturbance, assuming a stable closed loop, the
controller must have the nonvanishing modes of the reference
and disturbance inputs. When these inputs are steps, the
controller must have an integrator (a pole at the origin), like
the proportional-integral-differential (PID) controllers.
When these inputs are sinusoidal signals with frequency ωr,
the internal mode is formed by a pair of poles at ±jωr. This
characteristic leads to a controller with resonance frequency at
ωr, hence the denomination of resonant controller. This kind
of controller is widely applied in dc-ac inverters [2] [3] [4],
[5], high-precision positioning systems [6], vibration control
in flexible structures [7], and reduction of torque and flux
ripples of permanent magnet synchronous machines [8]. In
some applications, the so-called high-Q resonant controllers
are used, in which the controller poles are shifted to the left
half of the complex plane, improving robustness at the cost of
losing perfect tracking and rejection.
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In order to contribute to the applicability and enlarge the
dissemination of resonant controllers, whose parameters are
typically tuned considering the knowledge of the plant model,
a tuning method of a resonant structure for plants that have
an ultimate frequency (that is, whose Nyquist plot crosses the
negative real axis) has been proposed in [9]. This method can
be implemented experimentally in a straightforward manner,
through the same standard relay feedback experiment [10] that
is commonly applied to PID controllers. Then, the parameters
of the resonant structure can be calculated from simple tuning
formulas, similarly to the Ziegler-Nichols (ZN)-like methods.
On the other hand, a PID tuning method based on a modified
relay feedback experiment has been proposed in [11] for plants
with relative degree larger than one. Since it can be applied to
plants that are not amenable to the application of the traditional
ZN-like tuning methods – plants that have neither an ultimate
frequency nor an S-like reaction curve – the class of plants for
which ZN-like methods can be applied has been substantially
enlarged.
In this paper, a tuning method for proportional resonant (PR)
controllers is proposed that can be applied to quite general
linear time invariant plants, regardless of the existence of an
ultimate frequency, of order or relative degree. This method is
based on the modified relay feedback experiment presented in
[11], which enables the identification of a previously specified
point of the plant’s frequency response in a single experiment.
Then, similarly to [9], tuning formulas for the PR controller
are developed to place this point of the loop frequency
response at a specified location in the complex plane, chosen
to provide appropriate stability margins. A detailed analysis
and validation of the proposed method are performed in a
wide variety of plants, which demonstrate its applicability to
large amount of plants with different characteristics. Thus, this
method provides an alternative to tune PR controllers without
need of the plant model and with very little design effort.
This paper is organized as follows. In Section II, preliminary
concepts are presented. The tuning method of the PR controller
is proposed in Section III, where initially the control design
philosophy is introduced, then the PR tuning formulas are
developed based on the knowledge of the controller’s reso-
nance frequency and a particular point of the plant’s frequency
response. In Section IV, it is presented the modified relay
feedback experiment that allows obtaining this information
in a single experiment. The applicability of the proposed
tuning methodology is verified in a wide variety of plants,
a detailed analysis with three different plants is performed
in Section V, and results obtained in a large range of plants
are summarized in Section VI. Some concluding remarks are
drawn in Section VII.
2II. PRELIMINARIES
A. Plants
In this paper, linear time invariant causal (LTIC) plants are
considered, which are represented by
Y (s) = G(s)U(s), (1)
where U(s) and Y (s) are the Laplace transforms of the input
and the plant’s output (the controlled variable), respectively,
and G(s) is the plant’s transfer function, which is assumed
to be strictly proper and BIBO-stable. The plant is controlled
with unitary feedback by a LTIC controller, that is
E(s) = R(s)− Y (s), U(s) = C(s)E(s) (2)
where R(s) is the reference, E(s) is the tracking error, and
C(s) is the controller’s transfer function.
B. PR Controller
The controllers considered in this paper are Proportional-
Resonant (PR) controllers in the form
Cpr(s) = Kp +
Kr1s+Kr2
s2 + 2ξωrs+ ω2r
(3)
where ωr is the frequency that must be tracked and/or rejected,
ξ is the damping coefficient of the poles, and Kp, Kr1 , Kr2 ∈
R are the gains to be tuned.
A stable closed-loop system asymptotically tracks/rejects
a given sinusoidal signal with frequency ωr if the internal
mode formed by a pair of poles at ±jωr is present in the
loop, providing infinite gain at this frequency; this is achieved
by the PR controller (3) with damping coefficient ξ = 0. In
many situations positive values of the damping coefficient are
preferred [5] [6] [7] [8], which improves robustness and makes
the tuning task easier at the cost of losing perfect tracking. In
this paper we develop a tuning method for the general case -
i.e. arbitrary ξ ≥ 0.
C. Time-Domain Performance Assessment
To assess the control systems in a systematic and standard-
compliant way, performance criteria are evaluated in terms
of the system’s response to a sinusoidal reference signal: the
settling time ts and the maximum overshoot Mo, which are
defined as follows [9].
Let the reference be a sinusoidal signal, that is
r(t) = 0 ∀ t < 0, r(t) = ar sin (ωrt) ∀ t > 0 (4)
for some given amplitude ar > 0 and frequency ωr ∈ R. The
settling time is defined as the smallest time for the normalized
tracking error reach and stay within a user-defined tolerance,
that is
ts = min
t1
:
∣∣∣∣e(t)ar
∣∣∣∣ < ǫ ∀ t > t1, (5)
where ǫ is the user-defined tolerance - usually ǫ ∈ [0.02; 0, 05]
and in this paper is defined as ǫ = 0.02. Besides that, it may be
appropriate to represent the settling time in number of periods
of the reference instead of (or in addition to) time units, i.e.,
to use the following measure:
ns =
ωrts
2π
. (6)
The maximum overshoot is the amount the plant’s output
exceeds its steady-state value and it is defined as
Mo = max
{
ymax − yr
yr
, 0
}
× 100, (7)
where ymax = maxt<ts |y( t )| is the maximum absolute value
during transient response and yr = maxt>ts |y( t )| is the
maximum absolute value of y(t) in steady-state.
D. Tuning methods based on forced oscillation
There is a large amount of literature dedicated to PID
tuning rules, and several methods have been proposed and
successfully applied since the seminal work [12] – an overview
is given in [13]. Many of these methods constitute variations
to the closed-loop method originally presented in [12], which
in this paper is referred to as the classical forced oscillation
(CFO) method.
The CFO method is based on the knowledge of the ultimate
point of the plant’s frequency response. The ultimate point of
a given transfer function is the point at which its Nyquist
plot crosses the negative real axis – the point corresponding
to the lowest frequency where its phase is −π. This point is
characterized by the ultimate frequency ωu and the ultimate
gain Ku, which are defined as
ωu = min
ω≥0
ω : ∠G(jω) = −π, Ku =
1
|G(jωu)|
. (8)
These definitions allow to summarize the CFO method as
follows.
1) Identify the ultimate point of the plant’s frequency re-
sponse, that is, determine ωu and Ku.
2) Design the parameters of the controller such that
C(jωu)G(jωu) = p, or equivalently
C(jωu) = −Kup (9)
where p is a prespecified location in the complex plane.
The first step of the method is usually performed by means
of the relay feedback experiment, which consists in a closed-
loop experiment with the following nonlinear control action:
u(t) = d sign(e(t)) + b, (10)
where sign(·) is the sign function [sign(x) = 1 for positive x
and sign(x) = −1 for negative x], d ∈ R+ is a parameter to
be chosen, and b ∈ R is the bias. The parameter d regulates
the oscillation amplitude at the plant output and b must be
adjusted to obtain a symmetrical oscillation. Once a symmetric
oscillation is obtained, its amplitude Au and period Tu are
measured and the ultimate quantities are calculated from [10]
Ku =
4d
πAu
and ωu =
2π
Tu
. (11)
The second step of the method is fulfilled by solving (9) for
the controller’s gains Kp, Ti and Td with a chosen location p.
3Under the reasonable assumption that the frequency response
of the plant is sufficiently smooth, shifting the ultimate point
away from −1 in the complex plane implies that the whole
open-loop frequency response is shifted away from it, thus
leading to good stability margins. Over the years, different
locations p have been proposed, each one resulting in differ-
ent transient performance and stability margins. The tuning
formulas presented in [12] correspond to p = −0.4 + j0.08
for PI controllers and p = −0.6− j0.28 for PID controllers.
Plants that have no ultimate point are not amenable to the
application of the CFO method. This is the case of all the
minimum-phase stable second-order plants and most plants
with relative degree smaller than three, for instance. In order
to overcome this limitation, a PID tuning method based on a
modified relay feedback experiment was presented in [11] that
is applicable to a large class of plants that have no ultimate
point - the Extended Forced Oscillation (EFO) method. The
EFO can be applied to plants with relative degree larger
than one and requires only one experiment without designer
intervention, keeping the same simplicity of the CFO method.
On the other hand, these methods were classically limited
to the tuning of PID controllers. Regarding the tuning of PR
controllers, a method based on the CFO method has been
proposed in [9], where tuning formulas were developed by
solving (9) for a given resonant structure. Thus the controller
parameters can be obtained experimentally in a straightforward
manner through the relay feedback experiment and simple
tuning formulas, which depend on the plant’s ultimate point
and the frequency that must be followed and/or rejected.
Still, the tuning method and resulting tuning formulas were
restricted to plants whose frequency response possesses an
ultimate point.
In the following Section we present a tuning method for
PR controllers which is developed in the same spirit of the
methods mentioned previously and that can be applied to quite
generic plants, whether or not with an ultimate point, even of
first order.
III. GENERALIZED FORCED OSCILLATION METHOD
In the same spirit of the CFO and related methods, the
first step of the Generalized Forced Oscillation (GFO) method
consists in identifying the point of the plant’s frequency
response at which the phase reaches a previously specified
value ν. That is, determine the quantities ων and Mν defined
as
ων = min
ω≥0
ω : ∠G(jω) = ν and Mν = |G(jων)|, (12)
which can also be written as
G(jων) = Mν∠ν = Mν (cos (ν) + j sin (ν)) . (13)
In Section IV the modified relay feedback experiment that
yields ων and Mν will be presented. For the moment assume
that these quantities have somehow become available. Then,
design the controller parameters such that
C(jων)G(jων) = p = Mρ (cos (ρ) + j sin (ρ)) ,
or equivalently,
C(jων) =
Mρ
Mν
(cos(ρ− ν) + j sin(ρ− ν)) , (14)
where p is a previously specified location in the complex plane.
In what follows, PR tuning formulas will be proposed that
correspond to the solution of (14) for the controller transfer
function (3) with s = jων . We restrict our presentation to the
case where ωr < ων .
A. Defining ν and p
To proceed with the design, it is necessary to define what
point of the plant’s frequency response will be identified,
which corresponds to defining which value of ν to use. This
must be a value such that the identified point is relevant and
representative of the stability margins that will be obtained.
Then, it remains to specify what would be a reasonable phase
margin to achieve, which corresponds to defining the value
of p. Control textbooks suggest values of phase margin of
at least 45◦ to provide appropriate robustness and dynamic
performance for typical practical situations [14].
To make these definitions, PR controllers have been de-
signed for a wide array of plants, considering different iden-
tified points of the plant’s frequency response, and also with
different specifications of phase margin. Several values of ν
and p, which result in different close-loop performance and
stability margins, have been tested. Then, the resulting closed-
loop performance from the response to a sinusoidal reference
signal has been evaluated. The best values of ν and p for each
class of plants are presented next.
For plants with an ultimate point, this is clearly the point
that must be used, so the choice ν = −180o is self-evident
for this class of plants - which for future convenience we will
call Class A. In this particular case, (14) can be rewritten as
(9). Thus, for the plants in Class A, the ultimate point of the
plant’s frequency response is identified, that is,
ν = −180◦, ων = ωu = min
ω≥0
ω : ∠G(jω) = −180◦,
Mν = Mu = |G(jωu)| = 1/Ku.
(15)
As for the choice of the location to which the ultimate point
should be shifted, we took the classical Ziegler-Nichols point
for PI tuning (p = 0.4 + 0.08) as a first approximation and,
after numerous tests in numerous plants, we have found that
the following choice of p provides the best results:
p = 0.4 (cos(−183◦) + j sin(−183◦)) , (16)
for 0 < ωr/ωu < 0.5, and
p = 0.4 (cos(−181◦) + j sin(−181◦)) (17)
for 0.5 ≤ ωr/ωu < 1.
Consider now the plants that do not possess an ultimate
point. In previous work [11] it was found that ν = −120o
was the best choice for the tuning of PID controllers for plants
without an ultimate point. As for p, it has been proposed in
[11] to pick it such that a phase margin of 50o was achieved,
which corresponds to p = 1∠ − 130o. We have successfully
tested these same choices here for the tuning of PR controllers,
4so this is what we propose, provided that the plant’s frequency
response achieves this phase for some frequency. This set of
plants - that is, those that do not possess an ultimate point but
whose frequency response reaches −120o for some frequency
- will be called class B in this paper. Thus, for plants in Class
B we propose to use
ν = −120◦, ων = ω120 = min
ω≥0
ω :∠G(jω) = −120◦,
Mν = M120 = |G(jω120)|
(18)
and
p = 1∠− 130o = cos(−130◦) + j sin(−130◦). (19)
With these definitions the phase margin will be 50◦, provided
that the magnitude of the loop transfer function monotonically
decreases for frequencies higher than ω120.
Finally, consider those plants whose frequency response
never reaches −120o, which will be called Class C in this
paper. For them a different value of ν, and thus also of p, must
be used. This class of plants are the least problematic regarding
stability margins, since the loop frequency response of such a
plant with a PR controller is very unlikely to ever cross the
negative real axis. So, the choice of the design parameters ν
and p is not expected to be critical in this case; still, the best
choices must be made. After frequency response analysis of
the problem and a large number of tests, the best results were
obtained with the following values, which are thus the ones
recommended for Class C:
ν = −60◦, ων = ω60 = min
ω≥0
ω :∠G(jω) = −60◦,
Mν = M60 = |G(jω60)|
(20)
and
p = 1∠− 90◦ = cos(−90◦) + j sin(−90◦), (21)
which provide a phase margin of 90◦, assuming the monoton-
ically decrease of the loop transfer function for frequencies
higher than ω60.
In the following, a set of generic tuning formulas is devel-
oped from the solution of (14) with the proposed PR structure.
Then, particular sets of PR tuning formulas are proposed for
each of the classes of plants previously defined.
B. PR Tuning
The PR tuning formulas are obtained by substituting (3)
with s = jων into the tuning equation (14), which results in
Kp+
jωνKr1 +Kr2
ω2r−ω
2
ν+j2ξωrων
=
Mρ
Mν
(cos(ρ− ν) + j sin(ρ− ν)).
After simplifications, the last equation can be expressed as
Kp
(
ω2r − ω
2
ν
)
+Kr2 + jων (Kr1 + 2Kpξωr) =
Mρ
Mν
((
ω2r − ω
2
ν
)
cos(ρ− ν)− 2ωνξωr sin(ρ− ν)
)
+
j
Mρ
Mν
((
ω2r − ω
2
ν
)
sin(ρ− ν) + 2ωνξωr cos(ρ− ν)
)
.
(22)
It follows from real and imaginary parts of (22) that
Kp
(
ω2r − ω
2
ν
)
+Kr2 =
Mρ
Mν
((
ω2r − ω
2
ν
)
cos(ρ− ν)− 2ωνξωr sin(ρ− ν)
)
,
(23)
ων (Kr1 + 2Kpξωr) =
Mρ
Mν
((
ω2r − ω
2
ν
)
sin(ρ− ν) + 2ωνξωr cos(ρ− ν)
)
.
(24)
The expression in (23) can be rewritten as
Kp =
Kr2
ω2ν − ω
2
r
+
Mρ
(
ω2r − ω
2
ν
)
cos(ρ− ν)
Mν (ω2r − ω
2
ν)
−
−
2Mρωνξωr sin(ρ− ν)
Mν (ω2r − ω
2
ν)
,
(25)
where a degree of freedom in the tuning of the controller’s
parameter is verified, since this is a single equation with
two unknowns: Kp and Kr2 . A second equation involving
these unknowns is obtained by imposing the product of the
controller zeros to be equal to η2ω2r , where η>0 is a parameter
to be determined next. This additional constraint allows to
achieve controller zeros with absolute value ηωr when they
are complex conjugate, as detailed in the following.
The transfer function of the PR controller (3) can be
represented as
Cpr(s) = Kp
s2 +
(
2ξωr +
Kr1
Kp
)
s+
(
Kr2
ω2rKp
+ 1
)
ω2r
s2 + 2ξωrs+ ω2r
. (26)
The numerator of Cpr(s) expressed as a function of Kp and
its roots, say z1 and z2, is given by
Z(s) = Kp(s− z1)(s− z2) = Kp
(
s2 − (z1 + z2)s+ z1z2
)
.
From the additional constraint z1z2 = η2ωr, if the controller
has a pair of complex zeros, i.e. z1,2 = −a± jb, where a, b ∈
R, then z1z2 = a2 + b2 = η2ω2r and |z1,2| = ηωr. Thus, the
numerator of Cpr(s) can be rewritten as
Z(s) = Kp
(
s2 + 2as+ η2ω2r
)
. (27)
By comparing the expressions in (26) and (27), a second
equation involving the parameters Kp e Kr2 is achieved
Kp =
Kr2
(η2 − 1)ω2r
. (28)
From (25) and (28), the generic tuning formula for K2 is
obtained
Kr2 =
Mρ
(
ω2r − ω
2
ν
)
cos(ρ− ν)
(
η2 − 1
)
ω2r
Mν (η2ω2r − ω
2
ν)
−
−
2Mρωνξω
3
r sin(ρ− ν)
(
η2 − 1
)
Mν (η2ω2r − ω
2
ν)
.
(29)
Substitution of the previous equation into (28) gives the
generic tuning formula for Kp
Kp =
Mρ
((
ω2r − ω
2
ν
)
cos(ρ− ν)−2ωνξωr sin(ρ− ν)
)
Mν (η2ω2r − ω
2
ν)
. (30)
The generic tuning formula for Kr1 is obtained by substituting
the last expression into (24). Then, after simplifications, it
becomes the following expression.
Kr1 =
Mρ2ωνξω
3
r
(
η2 − 1
)
cos(ρ− ν)
Mνων (η2ω2r − ω
2
ν)
+
+
Mρ
((
ω2r − ω
2
ν
)(
η2ω2r − ω
2
ν
)
+4ξ2ω2uω
2
r
)
sin(ρ− ν)
Mνων (η2ω2r − ω
2
ν)
(31)
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sented in the equations (29) to (31), sets of particular tuning
formulas are obtained for each of the classes of plants previ-
ously defined. As mentioned before, this task was performed
by considering a wide array of plants and different identified
point of the plant’s frequency response (for those without
ultimate point), for several choices of locations p, damping
coefficient ξ, and parameter η.
The parameter η was set to 0.1 in order to achieve controller
zeros (when they are complex) a decade below than the
controller poles. The damping coefficient ξ is a parameter to
be chosen by the controller designer, considering that from
the IMP a stable closed-loop system asymptotically tracks a
given sinusoidal reference, or asymptotically rejects a given
sinusoidal disturbance, with frequency ωr if the PR controller
(3) with ξ = 0 is inserted in the loop.
For the Class A, the identified point of the plant’s frequency
response is given in (15) and there are two locations p depend-
ing on the relationship between ωr and ωu. Consequently,
two sets of tuning formulas of the PR controller (3) are
proposed considering (16) for 0 < ωr/ωu < 0.5 and (17)
for 0.5 ≤ ωr/ωu < 1. Thus, the set of tuning formulas of the
PR controller for 0 < ωr/ωu < 0.5 is:
Kp =
0.4
(
ω2u − ω
2
r
)
− 0.0140ωuξωr
Mu (ω2u − 0.01ω
2
r)
Kr1 =
0.00698
(
ω2u − ω
2
r
)
Muωu
+
0.0279ξ2ω2uω
2
r + 0.792ωuξω
3
r
Muωu (ω2u − 0.01ω
2
r)
Kr2 =
0.396
(
ω2r − ω
2
u
)
ω2r + 0.0138ωuξω
3
r
Mu (ω2u − 0.01ω
2
r)
,
(32)
whereas
Kp =
0.399
(
ω2u − ω
2
r
)
− 0.0419ωuξωr
Mu (ω2u − 0.01ω
2
r)
Kr1 =
0.0209
(
ω2u − ω
2
r
)
Muωu
+
0.0837ξ2ω2uω
2
r + 0.791ωuξω
3
r
Muωu (ω2u − 0.01ω
2
r)
Kr2 =
0.395
(
ω2r − ω
2
u
)
ω2r + 0.0414ωuξω
3
r
Mu (ω2u − 0.01ω
2
r)
(33)
must be applied when 0.5 ≤ ωr/ωu < 1.
For the Class B, the identified point of the plant’s frequency
response is given in (18) and the location p is presented in (19).
Hence, the set of tuning formulas of the PR controller for a
Class B plant is:
Kp =
0.985
(
ω2120 − ω
2
r
)
− 0.347ω120ξωr
M120 (ω2120 − 0.01ω
2
r)
Kr1 =
0.174
(
ω2120 − ω
2
r
)
M120ω120
+
0.695ξ2ω2120ω
2
r + 1.95ω120ξω
3
r
M120ω120 (ω2120 − 0.01ω
2
r)
Kr2 =
0.975
(
ω2r − ω
2
120
)
ω2r + 0.344ω120ξω
3
r
M120 (ω2120 − 0.01ω
2
r)
(34)
For the Class C, the identified point of the plant’s frequency
response is given in (20) and the location p is defined in (21).
Therefore, the set of tuning formulas of the PR controller for
a Class C plant is:
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Fig. 1. Frequency response of Ga(jω)=e−s/(s+1)2 and Ga(jω)Cpr(jω)
with ωr = 0.1ωu and ωr = 0.9ωu. Dashed lines are at ωu and at −180◦ .
Kp =
0.866
(
ω260 − ω
2
r
)
− ω60ξωr
M60 (ω260 − 0.01ω
2
r)
,
Kr1 =
0.5
(
ω260 − ω
2
r
)
M60ω60
+
2ξ2ω260ω
2
r + 1.71ω60ξω
3
r
M60ω60 (ω260 − 0.01ω
2
r)
Kr2 =
0.857
(
ω2r − ω
2
60
)
ω2r + 0.99ω60ξω
3
r
M60 (ω260 − 0.01ω
2
r)
(35)
The PR controller applied to a Class A plant is tuned using
two sets of tuning formulas because there is a compromise
between the controller’s contribution to the phase at the
plant’s ultimate frequency, stability margins, and closed-loop
performance. Moreover, a small change in the controller’s
contribution to the phase at this specific frequency significantly
changes the stability margins and the closed-loop performance.
Unlike the Classes B and C for which the PR controller guar-
antees the defined phase margins of 50◦ and 90◦, respectively.
A frequency response analysis helps to analyze the proposed
PR tuning. Fig. 1 presents the frequency response of the plant
Ga(jω)=e
−s/(s+1)2 and of the loop Ga(jω)Cpr(jω) with
two reference frequencies: ωr = 0.1ωu and ωr = 0.9ωu,
for which the controllers are tuned through (32) and (33),
respectively. For ωr = 0.1ωu, the controller’s resonance
frequency is much lower than the plant’s ultimate frequency,
appropriate stability margins are achieved, and good closed-
loop performance is expected. For ωr = 0.9ωu, the controller’s
resonance frequency is close to the plant’s ultimate frequency,
as consequence stability margins are much smaller than the
previous case. Thus, poor performance and even closed-loop
unstable systems are to be expected for ωr ≈ ωu, since the
controller structure presents very large gains in a range around
the plant’s ultimate frequency. It is important to notice that this
is not a limitation of the tuning rules just proposed; it is rather
a limitation of the controller structure.
Fig. 2 shows the frequency response of the Class B plant
Gb(jω) = 1/ (s+ 1)
2 and of the loop Gb(jω)Cpr(jω) with
the PR controller tuned through (34) having two reference
frequencies: ωr = 0.1ω120 and ωr = 0.9ω120. In the same
way, Fig. 3 presents the frequency response of the Class C
plant Gc(jω) = 1/ (s+ 1) and of the loop Gc(jω)Cpr(jω)
with the PR controller tuned through (35) having two reference
6−100
−50
0
50
100
M
a
g
n
it
u
d
e
(d
B
)
 
 Gb(jω)
ωr = 0.1ω120, Cpr(jω)Gb(jω)
ωr = 0.9ω120, Cpr(jω)Gb(jω)
−200
−100
0
100
200
10−5 10−4 10−3 10−2 10−1 100 101
Frequency (rad/s)
P
h
a
se
(d
eg
)
Fig. 2. Frequency response of Gb(jω) = 1/ (s+ 1)
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−130◦ .
−100
−50
0
50
100
M
a
g
n
it
u
d
e
(d
B
)
 
 Gc(jω)
ωr = 0.1ω60, Cpr(jω)Gc(jω)
ωr = 0.9ω60, Cpr(jω)Gc(jω)
−100
−50
0
50
100
10−5 10−4 10−3 10−2 10−1 100 101
Frequency (rad/s)
P
h
a
se
(d
eg
)
Fig. 3. Frequency response of Gc(jω) = 1/ (s+ 1) and Gc(jω)Cpr(jω)
with ωr = 0.1ω60 and ωr = 0.9ω60. Dashed lines are at ω60 and at −90◦ .
frequencies: ωr = 0.1ω60 and ωr = 0.9ω60. For plants of the
Classes B and C, poor performance is also to be expected
for ωr ≈ ων , but closed-loop unstable systems are not to
be expected since the defined phase margin is guaranteed for
ωr < ων .
IV. RELAY EXPERIMENT WITH ADJUSTABLE PHASE
The formulas for tuning of PR controllers presented in the
previous Sections require knowledge of a previously specified
point of the plant’s frequency response. In this Section a
procedure to obtain this information from a simple experiment
is described.
The relay feedback experiment described in Section II-D
is a classical way to experimentally determine the ultimate
point of a plant, but a slight change in this experiment allows
to identify other points of the plant’s frequency response
[13]. When a known transfer function, say F (s), is inserted
in the loop in addition to the relay, as in Fig. 4, if the
self-oscillation behavior is obtained then it will have the
ultimate frequency of the transfer function F (s)G(s), that is,
at ω1 :∠F (jω1)G(jω1) = −180◦. Thus, the plant’s magnitude
R(s) Y (s)F (s) G(s)
+ E(s) U(s)
−
Fig. 4. Relay experiment with Adjustable Phase (RAP experiment) for
identification of the ultimate point of F (s)G(s).
and phase at this frequency can be calculated as [11]:
|G(jω1)| =
πA
4d |F (jω1)|
, ∠G(jω1) = − 180
◦ − ∠F (jω1),
(36)
since F (jω1) is known.
In order to implement the proposed tuning method, it
is necessary to identify the point of the plant’s frequency
response whose phase is ν. If the identification is performed
through the ultimate point of F (s)G(s), a transfer function
F (s) whose phase is
γ , −180◦ − ν (37)
at the frequency ων must be chosen. But this frequency is not
known in advance since it is one of the two quantities that the
experiment aims at identifying.
To overcome this difficulty, the use of a transfer function
F (s) with (almost) constant phase - that is, ∠F (jω) = γ ∀ω
- has been proposed in [11]. A system that has a transfer
function with a flat phase frequency response that is not
necessarily an entire multiple of −90◦ is an fractional order
integrator (FOI) and it is represented by
FOI(s) =
1
sm
, (38)
where it can be verified that
∠FOI(jω) = −∠
(
j
ω
)m
= −∠
(
e
jpi
2
ω
)m
= −
π
2
m. (39)
Defining m = −γ/90◦ in (39) yields ∠FOI(jω) = γ ∀ω
and, for example, choosing γ = −30◦ results in m = 1/3 and
for γ = −60◦ is obtained m = 2/3.
Fractional-order systems are usually approximately imple-
mented by integer order systems. To obtain transfer functions
that approximate the magnitude and phase characteristics of
a desired FOI, the MATLAB package FOMCON [15], [16]
was used. The transfer function presented in (40) with the
two sets of coefficients shown in Table I represents two FOIs
approximations with magnitude characteristics of −m × 20
dB/decade and constant phase value of −m×90◦ form = 1/3
and 2/3, considering the range of frequencies from 10−3 to
103 rad/s.
Fˆ (s) =
∑11
k=0 bks
k∑11
k=0 aks
k
(40)
Fig. 5 presents the frequency response of these two FOIs
approximations with magnitude and phase curves having:
−6.66 dB/decade and −30◦; −13.33 dB/decade and −60◦.
On the other hand, a transfer function with constant phase
of −120◦ can be obtained from the −30◦ FOI approximation
by adding an integrator. These are the transfer functions we
7TABLE I
COEFICIENTS OF Fˆ (s)
m = 1/3 for γ = −30◦ m = 2/3 for γ = −60◦
k ak bk ak bk
0 0 0.3452 0 0.7152
1 111.1 1309 11.11 1446
2 8.49× 104 5.4× 105 1.097 × 104 4.387× 105
3 1.15× 107 4.302× 107 1.918 × 106 2.678× 107
4 3.232 × 108 7.22 × 108 6.963 × 107 3.473× 108
5 1.942 × 109 2.598× 109 5.403 × 108 9.672× 108
6 2.509 × 109 2.013× 109 9.016 × 108 5.799× 108
7 6.986 × 108 3.36 × 108 3.24× 108 7.487× 107
8 4.195 × 107 1.211× 107 2.506 × 107 2.08× 106
9 5.462 × 105 9.508× 104 4.164 × 105 1.238× 104
10 1569 167.8 1466 15.45
11 1 0.06905 1 0.003576
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Fig. 5. Frequency response of the FOI approximations.
actually use in our design - that is, taking F (s) = Fˆ (s)
with the parameters in the second column of Table I and
F (s) = Fˆ (s)/s with the parameters in the first column of
Table I .
The desired point of the plant’s frequency response is
properly identified if Fˆ (s) has phase γ in the self-oscillation
frequency obtained in the relay feedback experiment with the
approximated FOI. Thus, considering the frequency responses
of Fˆ (jω) presented in Fig. 5, the desired point of the plant’s
frequency response will be properly identified as long as
10−3 ≤ ων ≤ 10
3 rad/s. Thus, care must be exercised in
picking the range of frequencies for which the integer di-
mension function Fˆ (s) properly approximates the FOI, which
is achieved by taking an approximation of sufficiently large
order.
To identify a particular point of the plant’s frequency
response, the proposed experiment employs an element that
can be seen as a relay of adjustable constant phase for a
defined range of frequencies. This experiment, whose block
diagram is shown in Fig. 4, was baptized Relay experiment
with Adjustable Phase (RAP experiment), and it is described
TABLE II
PARAMETERS FOR THE RAP EXPERIMENT AND Ga(s)
d b A γ ν |F (jωu)| Mu ωu (rad/s)
1.3 1 0.598 0◦ −180◦ 1 0.391 1.32
as follows.
The RAP experiment is started with a 0◦ phase relay, i.e., the
traditional relay experiment is performed. If a self-oscillatory
behavior is obtained and the plant’s output is a well-defined
signal, that is, its oscillation’s amplitude and period are well
defined, then, the plant will belong to the Class A, as stated
in Section III, and its ultimate point will be identified. If the
self-oscillatory behavior is not obtained in the RAP experiment
with 0◦, the plant has no ultimate point.
In this case, the relay’s phase is decreased and the RAP
experiment with −60◦ is performed. If a self-oscillation con-
dition is obtained, the point of the plant’s frequency response
whose phase is −120◦ will be identified and the plant will
belong to the Class B, as stated in Section III. If, once again,
the self-oscillation condition is not achieved, the phase of the
plant’s frequency response does not reach either −180◦ or
−120◦.
In this case, the relay’s phase is decreased for the last
time and the RAP experiment with −120◦ is performed.
If a self-oscillatory behavior is obtained, then the point of
the plant’s frequency response whose phase is −60◦ will be
identified, and the plant will belong to the Class C, as stated
in Section III.
Thus, the RAP experiment enables an automatic procedure
for identification of the relevant point of the plant’s frequency
response – whether having or not ultimate point – in a single
experiment without designer intervention.
V. BENCHMARK CLASS OF PLANTS
In order to evaluate the proposed tuning methodology, three
different plants will be considered. These plants represent
cases of each of the three classes of plants considered in
Section III. For each of them, a detailed analysis will be done
and all steps of the controller design will be presented.
A. Class A plant
The first plant considered is described by the following
transfer function:
Ga(s) =
e−s
(s+ 1)2
. (41)
The starting point of tuning methodology is to identify
a particular point of the plant’s frequency response. Since
the plant Ga(s) has ultimate point it belongs to the Class
A, then a self-oscillatory behavior is achieved in the RAP
experiment with 0◦, and the plant’s ultimate point is identified.
The signal presented in Fig. 6 represents the plant’s output
in this experiment considering as reference input a step with
amplitude one and the obtained parameters are summarized in
Table II.
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Fig. 6. Closed loop response for the RAP experiment applied to the plant
Ga(s).
TABLE III
TUNING PARAMETERS AND PERFORMANCE MEASURES FOR Ga(s)
ωr (rad/s) ξ Kp Kr1 Kr2 ts (s) ns Mo (%)
0.1ωu = 0.132 0 1.01 0.0699 −0.0174 125.7 2.6 9.9
0.7ωu = 0.924 0 0.524 0.0120 −0.443 58 8.5 23
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Fig. 7. Closed-loop response of Ga(s) with PR controller.
The second step is to design the PR controller (3) for a
given reference frequency ωr using the identified point of the
plant’s frequency response. For a Class A plant, the controller
gains are calculated depending on the relationship between ωr
and ωu: if 0 < ωr/ωu < 0.5 the PR controllers must be tuned
through (32); whereas, if 0.5 ≤ ωr/ωu < 1 the PR controllers
must be tuned through (33).
In this numerical example, the reference is a sinusoidal
signal with frequencies ωr = 0.1ωu and ωr = 0.7ωu. The
damping coefficient ξ is chosen equal to zero in order to
achieve asymptotically tracking of the reference signal. The
set of controller’s parameters and performance measures are
summarized in Table III. The reference and the output signals
for each set of controller’s parameters are shown in Fig. 7.
A frequency response analysis is useful to analyze the
system stability. Nyquist diagrams of the plant’s transfer
function Ga(s) and of the loop transfer function Cpr(s)Ga(s)
TABLE IV
PARAMETERS FOR THE RAP EXPERIMENT AND Gb(s)
d b A γ ν |F (jω120)| M120 ω120 (rad/s)
2.4 0 0.589 −60◦ −120◦ 0.757 0.255 1.69
TABLE V
TUNING AND PERFORMANCE PARAMETERS FOR Gb(s)
ωr (rad/s) ξ Kp Kr1 Kr2 ts (s) ns Mo (%)
0.1ω120 = 0.169 0 3.82 1.14 −0.108 76.9 2.1 7.9
0.9ω120 = 1.52 0 0.740 0.220 −1.69 26.3 6.4 3.0
are presented in Fig. 8(a) for ωr = 0.1ωu and in Fig. 8(b) for
ωr = 0.7ωu, where it can be seen that for both reference fre-
quencies the Nyquist diagrams of Cpr(s)Ga(s) do not encircle
the point −1+ j0. For ωr = 0.1ωu, the frequency response is
smooth enough around the negative real axis so that shifting
the ultimate point away from −1+j0 guarantees good stability
margins. Unlike for ωr = 0.7ωu, where proximity of ωr and
ωu implies that the distance between the loop transfer function
and −1 + j0 is decreased. In this case, shifting the plant’s
ultimate point away from −1 + j0 does not guarantee good
stability margins, since the nearby points are not shifted along
because the frequency response is not sufficiently smooth in
this range of frequencies. As a consequence, stability margins
are much smaller than the case ωr = 0.1ωu and, therefore,
poorer transient response is expected for reference frequencies
nearest to the plant’s ultimate point. Recall that this is a
limitation imposed by the controller structure and not by the
tuning method.
B. Class B plant
The second plant considered has the following transfer
function:
Gb(s) =
1
(s+ 1)
2 . (42)
The plant described by Gb(s) belongs to the Class B, since
it has no ultimate point and its frequency response does cross
the −120◦ phase line. An oscillatory condition is obtained for
the RAP experiment with −60◦, then it is identified the point
of the plant’s frequency response whose phase is ν = −120◦.
In Fig. 9 it is shown the plant’s output in this experiment
considering as reference input a step with amplitude one,
where from 0 to 10 s it is performed the RAP experiment with
0◦, and self-oscillatory behavior is not obtained. Thus, at 10 s
the relay’s phase is changed to −60◦ and the self-oscillation
condition is achieved, as expected. The parameters obtained
from this experiment are summarized in Table IV.
The controller gains are calculated from (34) considering
ξ = 0 and two frequencies: ωr = 0.1ω120, and ωr = 0.9ω120.
The sets of controllers’ parameters and performance measures
are summarized in Table V. The reference and the output
signals for each set of controllers’ parameters are shown in
Fig. 10.
The Nyquist diagram of Gb(s) and of the loop transfer func-
tion Cpr(s)Gb(s) for both ωr are shown in Fig. 11. For both
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Fig. 8. Nyquist diagrams Ga(s) and Cpr(s)Ga(s).
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Fig. 9. Closed loop response for the RAP experiment applied to the plant
Gb(s).
reference frequencies the Nyquist diagrams of Cpr(s)Gb(s) do
not encircle the point −1 + j0 since the frequency response
of the loop transfer function is smooth enough around the
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Fig. 10. Closed-loop response of Gb(s) with PR controller.
TABLE VI
PARAMETERS FOR THE RAP EXPERIMENT AND Gc(s)
d b A γ ν |F (jω60)| M60 ω60 (rad/s)
1.6 0 0.532 −120◦ −60◦ 0.522 0.500 1.68
negative real axis. As desired, the controller’s magnitude and
phase at the plant’s frequency ω120, respectively, 1/M120 and
−10◦, guarantee phase margin of 50◦.
C. Class C plant
The third plant considered is described by the following
transfer function:
Gc(s) =
1
s+ 1
. (43)
The plant Gc(s) has no ultimate point and its frequency
response does not cross the −120◦ phase line but it does cross
the −60◦ phase line, thus it belongs to the Class C. A self-
oscillatory behavior is obtained for the RAP experiment with
−120◦, thus the point of the plant’s frequency response whose
phase is ν = −60◦ is identified. Fig. 12 presents the plant’s
output considering as reference input a step with amplitude
one, where from 0 to 5 s it is implemented the RAP experiment
with 0◦, at 5 s the relay’s phase is changed to −60◦, and
self-oscillation condition is not observed. Therefore, at 10 s
the RAP experiment with −120◦ is performed and a self-
oscillatory behavior is achieved. The parameters obtained from
this experiment are summarized in Table IV.
The controller gains are calculated from (35) using ξ = 0
and two frequencies: ωr = 0.1ω60, and ωr = 0.9ω60. The
sets of controllers’ parameters and performance measures are
summarized in Table VII. The reference and the plant’s output
signals for each set of controllers’ parameters are shown in
Fig. 13.
The corresponding Nyquist diagrams are presented in
Fig. 14, where it can be seen that the diagram of Cpr(s)Gc(s)
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Fig. 11. Nyquist diagrams Gb(s) and Cpr(s)Gb(s). Dashed lines are at
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Fig. 12. Closed loop response for the RAP experiment applied to the plant
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do not encircle the point −1+ j0. The controller’s magnitude
TABLE VII
TUNING AND PERFORMANCE PARAMETERS FOR Gc(s)
ωr (rad/s) ξ Kp Kr1 Kr2 ts (s) ns Mo (%)
0.1ω60 = 0.168 0 1.71 1.66 −0.0479 93.9 2.5 6.3
0.9ω60 = 1.51 0 0.332 0.319 −0.751 24.1 5.8 0
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Fig. 13. Closed-loop response of Gc(s) with PR controller.
and phase at the plant’s frequency ω60, respectively, 1/M60
and −30◦, guarantee phase margin of 90◦.
VI. TEST BATCH
The proposed methodology has also been applied for tuning
of the PR controller in the following classes of plants1 from
the test batch proposed in [11] and [13]:
G1(s) =
e−sL
(Ts+ 1) (T1s+ 1)
, (44)
G2(s) =
1
(s+ 1) (Ts+ 1)
2 , (45)
G3(s) =
1
s+ 2αs+ 1
, (46)
G4(s) =
α
s+ α
. (47)
Different values of model parameters (L, T , T1 and α) have
been considered for these classes of plants, and tests have
been made for different frequencies of the sinusoidal reference
ωr. As the previous examples, initially the RAP experiment
has been performed for each of plant, then the closed-loop
response to a sinusoidal reference has been evaluated to assess
the performance.
For the plant of Class A represented by the transfer function
G1(s) with T = 1, L = T1 = 0.5, the ultimate frequency and
1Other fourteen classes of plants with different model parameters were
considered in the development of the GFO method, but just few results are
presented in this paper for lack of space.
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Fig. 14. Nyquist diagrams Gc(s) and Cpr(s)Gc(s). Dashed line is at unitary
magnitude, the identified point of Gc(s) is marked an x.
magnitude are ωu = 2.27 rad/s and Mu = 0.282. The results
are shown in Table VIII. Another set of test was realized for
G1(s) considering T = 10, L = T1 = 0.5, which leaded to
ωu = 1.75 rad/s and Mu = 0.0444. In this case, the results
are summarized in Table IX.
For the plant of Class A represented by the transfer function
G2(s) two sets of tests were performed with T = 0.05 and
T = 5. For T = 0.05 were identified ωu = 20.5 rad/s and
Mu = 0.0234, and ωu = 0.650 rad/s and Mu = 0.0718 were
obtained for T = 5. The results are presented in Table X and
XI.
For the plant of Class B represented by the transfer function
G3(s) also two sets of tests were performed with α = 0.1 and
α = 0.7. For α = 0.1, the plant’s magnitude and frequency
TABLE VIII
TUNING AND PERFORMANCE FOR G1(s) WITH T = 1, L = T1 = 0.5
ωr (rad/s) ξ Kp Kr1 Kr2 ts (s) ns Mo (%)
0.1ωu = 0.227 0 1.4 0.166 −0.0714 60 2.2 11
0.3ωu = 0.681 0 1.29 0.153 −0.591 18 2 5.6
0.5ωu = 1.13 0 1.07 0.0421 −1.36 9.9 1.8 6.8
0.7ωu = 1.59 0 0.726 0.0286 −1.81 37 9.3 27
0.9ωu = 2.04 0 0.272 0.0107 −1.12 405 132 70
TABLE IX
TUNING AND PERFORMANCE FORG1(s) WITH T = 10, L = T1 = 0.5
ωr (rad/s) ξ Kp Kr1 Kr2 ts (s) ns Mo (%)
0.1ωu = 0.175 0 8.89 0.816 −0.271 57 1.6 7.7
0.3ωu = 0.526 0 8.18 0.75 −2.24 9.3 0.77 3.9
0.5ωu = 0.877 0 6.77 0.207 −5.15 20 2.8 18
0.7ωu = 1.23 0 4.61 0.14 −6.88 63 12 38
0.9ωu = 1.58 0 1.72 0.0523 −4.25 564 142 72
TABLE X
TUNING AND PERFORMANCE FOR G2(s) WITH T = 0.05
ωr (rad/s) ξ Kp Kr1 Kr2 ts (s) ns Mo (%)
0.1ωu = 2.05 0 16.9 18.2 −70.6 6.2 2 6
0.3ωu = 6.16 0 15.5 16.7 −584 1.5 1.5 1.9
0.5ωu = 10.3 0 12.8 4.6 −1343 2.4 4 25
0.7ωu = 14.4 0 8.76 3.13 −1794 7.4 17 47
0.9ωu = 18.5 0 3.27 1.16 −1108 70 205 78
TABLE XI
TUNING AND PERFORMANCE FORG2(s) WITH T = 5
ωr (rad/s) ξ Kp Kr1 Kr2 ts (s) ns Mo (%)
0.1ωu = 0.065 0 5.5 0.187 −0.023 126 1.3 12
0.3ωu = 0.195 0 5.06 0.172 −0.19 68 2.1 5
0.5ωu = 0.325 0 4.19 0.0474 −0.437 82 4.2 26
0.7ωu = 0.455 0 2.85 0.0322 −0.584 241 17 48
0.9ωu = 0.585 0 1.07 0.012 −0.361 2262 210 78
TABLE XII
TUNING AND PERFORMANCE FOR G3(s) WITH α = 0.1
ωr (rad/s) ξ Kp Kr1 Kr2 ts (s) ns Mo (%)
0.1ω120 = 0.106 0 0.239 0.0447 −0.00265 192 3.2 2
0.3ω120 = 0.318 0 0.22 0.0411 −0.022 193 9.8 16
0.5ω120 = 0.53 0 0.181 0.0339 −0.0504 168 14 24
0.7ω120 = 0.741 0 0.124 0.023 −0.0673 133 16 24
0.9ω120 = 0.953 0 0.0462 0.00858 −0.0416 76 12 13
at the point of ν = −120◦ are, respectively, ω120 = 1.06
rad/s and M120 = 4.08, whereas for α = 0.7 the identified
quantities are ω120 = 1.46 rad/s and M120 = 0.422. In these
cases, the results are presented in Table XII and XIII.
Finally, for the plant of Class C described by the transfer
function G4(s) also two sets of tests were performed with
α = 0.1 and α = 100. For α = 0.1, the plant’s magnitude
and frequency at the point of ν = −60◦ are, respectively,
12
TABLE XIII
TUNING AND PERFORMANCE FOR G3(s) WITH α = 0.7
ωr (rad/s) ξ Kp Kr1 Kr2 ts (s) ns Mo (%)
0.1ω120 = 0.146 0 2.31 0.597 −0.0489 66 1.5 9.3
0.3ω120 = 0.439 0 2.13 0.549 −0.405 24 1.6 7.4
0.5ω120 = 0.731 0 1.76 0.452 −0.928 18 2.1 7.7
0.7ω120 = 1.02 0 1.2 0.307 −1.24 11 1.8 6.3
0.9ω120 = 1.32 0 0.447 0.115 −0.766 30 6.3 3.2
TABLE XIV
TUNING AND PERFORMANCE FOR G4(s) WITH α = 0.1
ωr (rad/s) ξ Kp Kr1 Kr2 ts (s) ns Mo (%)
0.1ω60 = 0.0169 0 1.72 0.167 −0.000484 937 2.5 6.3
0.3ω60 = 0.0506 0 1.58 0.154 −0.00401 159 1.3 7.3
0.5ω60 = 0.0843 0 1.31 0.127 −0.00919 50.3 0.68 0.48
0.7ω60 = 0.118 0 0.891 0.0863 −0.0123 80.4 1.5 0
0.9ω60 = 0.152 0 0.333 0.0321 −0.00758 240 5.8 0
TABLE XV
TUNING AND PERFORMANCE FOR G4(s) WITH α = 100
ωr (rad/s) ξ Kp Kr1 Kr2 ts (s) ns Mo (%)
0.1ω60 = 16.8 0 1.71 166 −476 0.94 2.5 6.3
0.3ω60 = 50.3 0 1.58 152 −3942 0.16 1.3 7.3
0.5ω60 = 83.8 0 1.3 126 −9040 0.051 0.67 0.5
0.7ω60 = 117 0 0.887 85.4 −12078 0.081 1.5 0
0.9ω60 = 151 0 0.331 31.8 −7462 0.24 5.8 0
ω60 = 0.169 rad/s and M60 = 0.498, whereas for α = 100,
ω60 = 168 rad/s and M60 = 0.500 are obtained. In these
cases, the results are summarized in Tables XIV and XV.
It is observed in the results presented in these last two
sections that:
1) For most cases good performance and robustness was
obtained. The resulting transient performance is similar
to what is typically achieved with the celebrated CFO
method for PI tuning.
2) For the Class A, performance deteriorates as the reference
frequency approaches the plant’s ultimate frequency, as
expected from the analysis, since the phase margin is
reduced in this situation, but appropriate performance is
obtained provided that ωr < 0.9 ωu.
3) For the Classes B and C, performance does not deteriorate
so significantly as the reference frequency approaches
the identified frequency since the chosen phase margin
is guaranteed for both classes of plants, and appropriate
performance is obtained for all ωr < 0.9 ω120 (for Class
B) or ωr < 0.9 ω60 (for Class C).
VII. CONCLUSION
This paper has proposed a tuning method for PR controllers
including both plants that have an ultimate point and plants
that do not. The methodology is based on the identification of
a particularly relevant point of the plant’s frequency response
through the RAP experiment. Four sets of tuning formulas
have been developed to obtain appropriate stability margins
for each of the considered classes of plants. The proposed
methodology, which includes the identification experiment and
the developed tuning formulas, was validated considering a
wide variety of plants and also different reference frequencies
below the plant’s identified frequency. For all such cases good
performance and robustness have been obtained. Thus, the
proposed methodology is an alternative to experimentally tune
a PR controller without the plant model and also without
the use of advanced control system techniques, that should
contribute to the applicability and enlarge the dissemination
of resonant controllers. Possible extension of this work is
development of the tuning method for proportional multi-
resonant controllers.
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