can be found such that λ(f ) = (f * g)(1) for all f ∈ A. Here (f * g)(z) = ∞ k=0 a k (f )a k (g)z k is the convolution (Hadamard product). In the sequel the correspondence between λ and g will be denoted as λ := g.
For V ⊂ A 0 we define, in accordance with [3] , the dual of V as V * = {g ∈ A 0 : (f * g)(z) = 0, ∀z ∈ D, ∀f ∈ V }. We shall call V a dual class if V = W * for some W ⊂ A 0 . Various well known classes of functions can be represented in terms of the duality, thus new criteria for univalence, starlikeness, convexity etc. arising. The dual hull of V is the class V * * = (V * ) * which is the smallest of all dual classes containing V. We state the duality principle (see [4] ) which characterizes the dual hull for certain restrictions on V.
Theorem B. Let V ⊂ A 0 be compact and satisfy the condition
where
In the present paper we obtain some new representations for duals and dual hulls. The duality principle is shown to be valid even under somewhat weakened conditions as compared with [3] and [4] . Finally, we introduce and consider subsets U ⊂ V with U * = V * (and U * * = V * * , resp.).
The principal results
In accordance with a definition from [4] , we shall say that aa set V ⊂ A 0 , satisfying the condition (1), is complete. Define the complete hull of V as a class cm(V ) = ∪ x∈D P x (V ) = {P x f : f ∈ V, x ∈ D}, being the smallest of all complete sets containing V. It is easy to see that cm(V ) coincides with the class V ′ , introduced in [3] . It was shown there that Theorem B holds true when (1) is replaced by a weaker condition
We state here without proof some elementary properties of the complete hull (for arbitrary sets U, V ⊂ A 0 ):
V is complete, then the completeness of V T easily follows but the converse is not true. In a similar way, for U ⊂ A 0 (D) introduce the class U ⊥ = {h ∈ A 0 : (g * h)(1) = 0 for all g ∈ U }. Now we state the principal results of the paper. Theorem 1. For V ⊂ A 0 we have V * = (cm(V )) T , the closure being taken in the space A.
Theorem 2. Let V be a compact subclass of A 0 , besides V T is complete. Then for any λ ∈ Λ we have λ(V ) = λ(V * * ), moreover, the equivalence (2) if valid. Theorem 3. Under the conditions of the previous theorem there holds:
The proof of the principal results
To begin with, let us prove several auxiliary assertions. Lemma 1. If a sequence f n , n = 1, 2, . . . , converges to f in the space
Proof. Assume that z ∈ D ρ , where 0 < ρ < R 1 R 2 . Choose ρ 1 < R 1 , ρ 2 < R 2 so that ρ < ρ 1 ρ 2 < R 1 R 2 . The convergence f n → f in A(D R 1 ) implies the uniform convergence of f n to f in D ρ 1 , therefore, in its turn, the uniform boundedness of {f n } follows in D ρ 1 . By virtue of the Cauchy inequalities for coefficients we can write
In the same way for the sequence {g n } ∞ n=1 we get
By applying the estimates (4)- (7), for all z ∈ D ρ we have
The last expression tends to 0 as n → ∞, thus the proof is complete. Lemma 2. Let V be a compact subset of
Proof. Consider an arbitrary sequence of functions of the form f n * g, n = 1, 2, . . . , where f n ∈ V. By the compactness of V a subsequence f n k can be chosen to converge locally uniformly in
, and, therefore, U is compact. Lemma 3. Let V be a compact set in A(D R ), R > 1, and in addition f (1) = 0 for any f ∈ V. Then σ ∈ (1, R) can be found such that f (σ) = 0 for all f ∈ V.
Proof. Assuming the contrary, fix a decreasing number sequence {x n } ∞ n=1 , 1 < x n < R, n = 1, 2, . . . , converging to 1. Then for any n ≥ 1 a function f n ∈ V can be found with f n (x n ) = 0. Since V is compact, then, choosing, if necessary, a subsequence, we may assume that
hence, by virtue of Lemma 1, f n * g n → f * g locally uniformly in the same disk. In particular, we have
whence f (1) = 0, thus contradicting to the conditions of the Lemma.
Lemma 4. Let V ⊂ U ⊂ A 0 , besides for any λ ∈ Λ, λ := g, we have g(0) ∈ λ(V ). Then the following assertions are equivalent:
Proof. The implication a) ⇒ b) is trivial. Assume that the condition b) holds. Then for g ∈ V T , λ := g, we have 0 ∈ λ(V ), therefore, 0 ∈ λ(U ), i.e., λ(f ) = (g * f )(1) = 0 for all f ∈ U, thus g ∈ U T . Together with the obvious converse inclusion
This is equivalent to the fact that w ∈ λ(U ), in other words,
Observe that the condition a) for U = cm(V ) coincides with (3). Show that for compact V the additional assumption g(0) ∈ λ(V ) may be discarded.
Let us prove the lemma by contradiction. Suppose that for some λ ∈ Λ, λ := g, we have g(0) ∈ λ(V ). By the compactness of V and continuity of λ the set λ(V ) is compact and a ε > 0 can be found such that
, then, by reasoning as in the proof of Lemma 4, we deduce (8) with U = cm(V ). Thus, for all f ∈ V, x ∈ D we have 0) is an isolated point of the image (g * f )(D) for any fixed function f ∈ V. By the domain preservation principle, (g * f )(z) is constant in D and even in a somewhat larger disk. But then λ(f ) = (g * f )(1) = g (0), what contradicts to the assumption. We remark that V T is complete if and only if
thus, g ∈ (cm(V )) T . Since V ⊂ cm(V ), then by the above proved it follows that V T = (cm(V )) T . Conversely, if the latter equality holds, then for any g ∈ V T , in view of (9) with arbitrary f ∈ V and x ∈ D we conclude that
Proof of Theorem 1. Let g ∈ V * . Consider an increasing sequence {r n } ∞ n=1 such that 0 < r n < 1, n ∈ N, and r n → 1, n → ∞. Put g n (z) = (P rn g)(z) = (1 − r n z) −1 * g(z). Since 0 < r n < 1, we have g ∈ A 0 (D), n = 1, 2, . . . . It is easy to show that (1 − r n z) −1 → (1 − z) −1 in A, hence, by Lemma 1, we deduce that g n → g, n → ∞. If f ∈ V, x ∈ D, then (g n * P x f )(1) = (g * f )(r n x) = 0, because g ∈ V * . Therefore, g n ∈ (cm(V )) T , and g ∈ (cm(V )) T .
Conversely, let g ∈ (cm(V )). Then for any f ∈ V, x ∈ D we have (g * f )(x) = (g * P x f )(1) = 0, i.e., g ∈ V * . The inclusion (cm(V )) T ⊂ V * in view of the closedness of V * in A (see [3] ) implies that (cm(V )) T also lies in V * .
Similar reasoning yield the following result, too.
Proof of Theorem 2. By Lemmas 4 and 5 to prove the first assertion of the Theorem it suffices to verify that
Then g ∈ A(D R ), R > 1, and for any function f ∈ cm(V ) we have (g * f )(1) = 0. In view of the compactness of cm(V ) in A, we conclude from Lemmas 2 and 3 that for certain σ, 1 < σ < R, the inequality (g * f )(σ) = 0 holds for all f ∈ cm(V ). Now, by setting h = P σ g, we have h ∈ A(D), and (h * f )(1) = 0, provided that f ∈ cm(V ). Thus, h ∈ (cm(V )) T , and, by Theorem 1, h ∈ V * . Hence, for an arbitrary k ∈ V * * we have (g * k)(1) = (P 1/σ h * k)(1) = (h * k)(1/σ) = 0, therefore g ∈ (V * * ) T .
We prove now the second part of the Theorem. As it was proved earlier, for all λ ∈ Λ we have λ(V ) = λ(V ), and f ∈ V * * implies λ(f ) ∈ λ(V ). Conversely, let for a function f ∈ A 0 there holds λ(f ) ∈ λ(V ) for all λ ∈ Λ. Fix an arbitrary g ∈ V T , λ := g. By the completeness of V T we have λ(P x h) = (g * P x h)(1) = 0, whatever h ∈ V, x ∈ D. Put λ x := P x g. For h ∈ V, x ∈ D we get λ x (h) = (P x g * h)(1) = (g * P x h)(1) = 0, i.e., 0 ∈ λ x (V ). But then λ x (f ) = (g * f )(x) = 0, and
The last equality may be proved if we show that (U ) * = U * for U ⊂ A 0 . The inclusion U ⊂ U implies that (U ) * ⊂ U * . Let us prove the converse. For any f ∈ U there exists a sequence f n ∈ U, n ∈ N, converging to f. Now, if g ∈ U * , then (g * f n )(z) = 0 for n ∈ N, z ∈ D. By Lemma 1, g * f n → g * f, n → ∞, in A. According to Hurwitz theorem (see [5, p.19]), if (g * f )(z) ≡ const, then (g * f )(z) = 0 in D, however, in the case when (g * f )(z) ≡ const, we also obtain (g * f )(z) = (g * f )(0) = 1 = 0. Since the function f ∈ U is chosen arbitrarily, then g ∈ (U ) * , and the proof is complete.
Proof of Theorem 3. Let h ∈ V * * , g ∈ V T , λ := g. Then λ(f ) = (g * f )(1) = 0 for all f ∈ V, i.e., 0 ∈ λ(V ). By Theorem 2, 0 = λ(h) = (g * h)(1), whence h ∈ (V T ) ⊥ . On the other hand, let h ∈ (V T ) ⊥ , and g ∈ V * . By virtue of Theorem 1 a sequence of functions g n ∈ V T = (cm(V )) T , n = 1, 2 . . . , can be found such that g n → g, n → ∞. In addition for all x ∈ D we have: (g n * P x h)(1) = (g n * h)(x) = 0. By using the Hurwitz theorem as in the previous proof, we obtain (h * g)(x) = 0, for all x ∈ D, thus, h ∈ V * * . Corollary 1. Under the assumptions of Theorem 2 the following equalities hold:
where λ −1 (A) is the inverse image of the set A for the mapping λ, A + B = {x + y : x ∈ A, y ∈ B} is an algebraic sum of two sets, and kerλ = {f ∈ A : λ(f ) = 0} is the kernel of the functional λ.
Proof. According to Theorem 2, the inclusion f ∈ V * * is equivalent to the fact that λ(f ) ∈ λ(V ) for any λ ∈ Λ which, in its turn, equivalent to the inclusion f ∈ λ −1 [λ(V )], λ ∈ Λ, and the first equality follows. Now, if f ∈ λ −1 [λ(V )], then g ∈ V can be found such that λ(g) = λ(f ). But then for h = f − g we have λ(h) = λ(f ) − λ(g) = 0, and h ∈ kerλ, whence f = g +h ∈ V +kerλ. On the other hand, if f = g +h, where g ∈ V, h ∈ kerλ, then λ(f ) = λ(g) ∈ λ(V ). 
Proof. Suppose that a) holds. Let g ∈ U T , λ := g. Then, in view of the duality principle we have 0 ∈ λ(U ) = λ(U * * ) = λ(V * * ) = λ(V ), therefore, g ∈ V T . The converse inclusion is proved in a similar way. By virtue of Theorem 1 and the remark about completeness of U T we deduce that b) ⇒ c). To conclude with, clearly, c) implies a).
Theorem 4. Let V ⊂ A 0 be a compact set and V T be complete. Then
Proof. By the completeness of V T it follows that for any r ∈ (0, 1)
By Lemmas 2 and 3 σ ∈ (1, R) can be found such that (g * f )(σ) = 0 ∀f ∈ V. Setting h = P σ g (here h ∈ A(D)), we have (h * f )(1) = (g * f )(σ) = 0, if f ∈ V, and, thus, h ∈ V T . Therefore,
Let us prove the second equality. Fix g ∈ V T and r ∈ (0, 1). Since V T is complete, then for all f ∈ V we have (g * P r f )(1) = 0, and, hence,
On the other hand, if g belongs to the right-hand side of (10), then for some r ∈ (0, 1) we get
Clearly, g ∈ A 0 (D), and (h * P r f )(1) = (P r h * f )(1) = 0, consequently, g ∈ V T , q.e.d.
Border elements of the class V
As it was said above, V * * is the least (by inclusion) dual class containing V. Many extremal problems on various classes of analytic functions are solved by reducing to more elementary extremal problems on simpler subclasses, having the same closed convex hull as the given class. We construct a subclass U ⊂ V with U * = V * and study some of its properties.
Let V ⊂ A 0 and is distinct from the class consisting of the unique element e ≡ 1. We shall call f ∈ V a border element of V, if the relation f = P x g with g ∈ V, x ∈ D, implies that |x| = 1. The set of all border elements of V will be called the border of V and denoted by bor(V ). If V = {e}, then, by definition, we set bor(V ) = {e}.
Lemma 6. Let V ⊂ A 0 be a compact set. Then for any function f ∈ V we can choose g ∈ bor(V ) andx ∈ D such that f = P x g. In addition, for f ≡ e the element g is determined modulo transformation P y with |y| = 1.
Proof. Fix any function f ∈ V and consider a number set
Note, that 1 ∈ R f = Ø. Let r 0 = inf R f > 0. Then a sequence {r n } ∞ n=1 of elements from R f can be found that converges to r 0 as n → ∞, consequently, sequences g n ∈ V, x n ∈ D can be indicated such that f = P xn g n , |x n | = r , n = 1, 2, . . . . By the compactness of the sets V and D assume that (choosing, if necessary, subsequences) g n → g 0 ∈ V, x n → x 0 ∈ D, n → ∞. It is easy to see that r 0 = |x 0 |, and, by Lemma 1, we have P xn g n → P x 0 g 0 , n → ∞, therefore, f = P x 0 g 0 . Suppose that g ∈ bor(V ). Then for certain h ∈ V and y ∈ D we get: g 0 = P y h, hence f = P x 0 y h, where |x 0 y| ∈ R f , however, |x 0 y| < |x 0 | = r 0 , thus contradicting the assumption. Consequently, g 0 is the required element.
It remains to consider the case r 0 = 0. By reasoning as above, we get f = P 0 g 0 = e. If V = {e}, then a function h ∈ V, h = e, can be found represented in the form h = P x g for some g ∈ bor(V ) and x ∈ D. But then f = P 0 g, q.e.d. For the class V = {e} the reasoning is trivial.
Let us prove the uniqueness of the required function. Let for some g, h ∈ bor(V ) and x, y ∈ D we have f = P x g = P y h, besides f = e. Clearly, x, y = 0. Assume, for the definiteness' sake, that |x| ≤ |y|. Since the equalities
hold, then in the disk D |y| the functions h and P x/y g coincide. By the uniqueness theorem they coincide in the whole disk D. But then, since h ∈ bor(V ), we have |x/y| = 1. The case when |x| ≥ |y| is studied similarly.
Remark. Lemma 6 implies that for any compact V ⊂ A 0 the imclusion V ⊂ cm(bor(V )) holds, the equality being attained whenever V is complete.
Proof. By the definition and the immediately preceding remark we have: bor(V ) ⊂ V ⊂ cm(bor(V )), therefore, [cm(bor(V ))] * ⊂ V * ⊂ (bor(V )) * . In view of the property b) of the complete hull, we deduce that the exterior terms of the last inclusion coincide, q.e.d.
Theorem 5. Let V ⊂ A 0 be compact and let V T be a complete set. Then for any λ ∈ Λ, λ := g, the relations hold:
Proof. Suppose that c ∈ λ(V ), where λ ∈ Λ, λ := g. It means that f ∈ V can be found such that c = λ(f ) = (g * f )(1). By Lemma 6, the function f can be presented in the form f = P x h, where h ∈ bor(V ), x ∈ D. But then we get c = (f * g)(1) = (P x h * g)(1) = (h * g)(x) ∈ (h * g)(D),
where the last set, clearly, contains in the right-hand side of (11). Conversely, let c ∈ ∪ f ∈bor(V ) (f * g)(D). Then there exist f ∈ bor(V ) ⊂ V and x ∈ D such that Theorem 6. For any compact V ⊂ A 0 we have bor(V * ) = V * \ (cm(V )) T .
Proof. From Theorem 1 and the definition of the border it follows that both (cm(V )) T and bor(V * ) are subsets of V * . Let g ∈ (cm(V )) T . Applying Lemmas 2 and 3, as in the proof of Theorem 2, we conclude that for some σ > 1 there holds h = P σ g ∈ V * , hence g = P 1/σ h, and therefore g ∈ bor(V * ).
Conversely, if g ∈ V * \ bor(V * ), then choose h ∈ V * and x ∈ D such that g = P x h. Then g ∈ A 0 (D), and simultaneously for all y ∈ D, f ∈ V we have (g * P y f )(1) = (P x h * P y f )(1) = (h * f )(xy) = 0,
because h ∈ V * . But (14) implies that g ∈ (cm(V )), q.e.d.
