The problem of counting occurrences of query graphs in a large data graph, known as subgraph counting, is fundamental to several domains such as genomics and social network analysis. Many important special cases (e.g. triangle counting) have received significant attention. Color coding is a very general and powerful algorithmic technique for subgraph counting. Color coding has been shown to be effective in several applications, but scalable implementations are only known for the special case of tree queries (i.e. queries of treewidth one).
I. INTRODUCTION
Graphs serve as common abstractions for real world data, making graph mining primitives a critical tool for analyzing real-world networks. Counting the number of occurrences of a query graph in a large data graph (subgraph counting, often referred to as motif counting) is an important problem with applications in a variety of domains such as bioinformatics, social sciences and spam detection (e.g. [8] , [10] , [21] ).
Subgraph counting and its variants have received a lot of attention in the literature. Substantial progress has been achieved for the case of small queries such as triangles or 4-vertex subgraphs: not only have very efficient algorithms been developed (e.g. [15] , [19] , [25] , [29] ), but also theoretical explanation of their performance on popular graph models has been obtained (see [5] and references therein).
Some of the recent work has addressed larger queries [27] , [28] , [6] , [24] , [7] , but our understanding here is far from complete. Even for reasonably large graphs (a million edges) and small queries (e.g. 5-cycles), the number of solutions tend to be enormous, running into billions. This explosion in the search space makes the subgraph counting problem very hard even for moderately large queries. Theoretically, A full version of the paper is available as arXiv report [11] . the fastest known algorithm for counting occurrences of a kvertex subgraph in an n-vertex data graph runs in time n ωk/3 , where O(n ω ) is the time complexity of matrix multiplication (currently ω ≈ 2.38). This improves upon the trivial algorithm with runtime n k , but is prohibitively expensive even for moderate size queries.
To address the above issue, Alon et al. [2] proposed the color coding technique. Here, given a k-node query, we assign random colors between 1 and k to the vertices of the data graph, and count the number of occurrences of the query that are colorful, meaning the vertices matched to the query have distinct colors. The count is scaled up appropriately to get an estimate on the actual number of occurrences. The accuracy is then improved by repeating the process over multiple random colorings and taking the average. Restricting the search to colorful matches leads to pruning of the search space and improved efficiency. Using this method, Alon et al. obtained faster algorithms for cetain queries such as paths, cycles, trees and bounded treewidth graphs.
In a different work, Alon et al. [1] applied the color coding technique for counting the occurrences of treelets (tree queries) in biological networks. Color coding allowed them to handle tree queries up to size 10 in protein interaction networks, extending beyond the reach of previously known approaches [23] , [17] , [16] . Recently, Slota and Madduri [26] , [28] presented FASCIA, an efficient and scalable distributed implementation of subgraph counting (via color coding), again for the case of treelet queries. However, despite considerable interest in non-tree queries from several application domains (see the experimental section for details), the technique has not been explored for more general settings. In this work we present the first efficient distributed implementation of color coding beyond tree queries.
As part of their original color coding solution, Alon et al. [2] presented faster algorithms for certain special classes of queries. They showed that if the query is a tree, then colorful subgraph counting can be solved in time O(2 k m), i.e. in time linear in the size of the data graph. They extended the algorithm to show that if the query is close to a tree, specifically has (small) treewidth t, a running time of O(2 k n t+1 ) can be achieved. Treewidth [9] is a widely adopted measure of the intrinsic complexity of a graph. Intuitively, it measures how close the topology of a given graph is to being a tree: tree queries have treewidth 1, and a cycle is the simplest example of a treewidth 2 query. The above algorithm, restricted to trees, forms the basis for the previously-mentioned treelet counting implementations [26] , [28] , [1] .
While the runtime of the above algorithm is linear for the case of trees (i.e. acyclic queries), it becomes at least quadratic for query graphs of treewidth 2 and beyond. This phenomenon also manifests itself in practice: on real world graphs with even moderately skewed degree distribution load imbalance is observed and the running time tends to have quadratic dependence on the maximum degree of the graph. Thus, even triangles (the smallest cyclic query) are harder to handle, and have received considerable attention from the research community (as mentioned earlier).
The goal of this paper is to study the colorful subgraph counting problem on queries of treewidth 2, taking the first step in the realm of color coding with cyclic queries. The class of queries of treewidth 2 is quite rich. In particular, it contains all trees, cycles, series-parallel graphs and beyond. Figure 5 shows treewidth 2 queries (used in our experimental evaluation) drawn from real-world studies on biological, social and collaboration networks [20] , [30] , [4] .
To the best of our knowledge, the previously-mentioned algorithm [1] is the best known algorithm for treewidth 2 queries, and we use it as our baseline. We rephrase this algorithm within our framework and devise a distributed implementation. The rephrased algorithm becomes a recursive procedure that decomposes the query into simpler path subqueries, which are then solved to get the overall count. We thus refer to our baseline as the Path Splitting algorithm (PS). Our Contributions.
1. Building on the PS algorithm, we develop novel strategies that lead to significant performance gains in terms of runtime, scalability, and the size of graphs and queries handled.
2. Our algorithm works by decomposing the query to cycles and leaves, thereby reducing the problem of colorful subgraph counting on treewidth 2 queries to counting (annotated) cycles.
3. The decomposition in terms of cycles enables us to exploit the so-called degree ordering approach (e.g., MIN-BUCKET algorithm for triangle enumeration [5] ) Specifically, we show how to force the computation process to (mostly) work around high degree vertices, leading to substantial speedups and scalability gains.
4. We present a detailed experimental evaluation of the algorithms on real-world graphs having more than million edges and real-world queries of size up to 10 nodes. The results show that our strategies offer improvements of up to 28x in terms of running time and exhibit improved scalability.
5. In the full version [11] , a theoretical analysis of the runtime of our algorithm on cycle queries in a popular class of random power law graphs (Chung-Lu graphs [14] ) justifies the empirically observed performance gains of our degree based approach. Related Work. The state of the art for color coding solutions is provided by the work of Slota and Madduri on tree queries [28] , [27] , [26] . Additionally, ParSE [31] considers the related sugraph enumeration problem. It applies color coding to graphs that contain a cut edge, and resorts to brute-force enumeration beyond that.
Efficient methods for counting small queries (e.g. triangles or 4-vertex graphs) have been developed in several works motivated by applications in social network analysis (e.g. [19] and references within). These ingenious methods overcome issues stemming from the high variation in vertex degrees by adapting computations to the degree structure of the graph. Our work appears to be the first to use a degree based approach to achieve scalability for counting arbitrary size query graphs (except for the very special case of maximal cliques). To the best of our knowledge, the only available solutions for subgraph counting with arbitrary subgraphs of [7] , [3] , [24] . These algorithms do not use degree information, and are comparable to our baseline in terms of runtime and scalability properties (see Section V).
Due to space limitations, we have omitted some of the discussions and details. These are available as part of the full version of the paper [11] .
II. PRELIMINARIES
Subgraph counting problem. The subgraph counting problem is defined as follows. The input consists of a query graph Q = (V Q , E Q ) over a set of k nodes and a data graph G = (V G , E G ) over a set of n vertices and m edges. The task is to count the number of (not necessarily induced) subgraphs of G that are isomorphic to Q. Formally, count the number of injective mappings π : V Q → V G such that for any pair of query nodes a, b ∈ V Q , if q 1 , q 2 ∈ E Q , then π(q 1 ), π(q 2 ) ∈ E G . We refer to such mappings π as matches. Treewidth. The exact definition of treewidth is rather technical and can be found in [9] . Intuitively, if the query graph Q = (V Q , E Q ) has treewidth t then Q can be decomposed into subgraphs Q 1 , Q 2 , . . . such that each subgraph Q i is also of treewidth t, and each Q i has no more than t nodes that belong also to other subgraphs. We call such nodes the boundary nodes of Q i . In addition, the total number of distinct boundary nodes in all subgraphs Q 1 , Q 2 , . . . is at most t + 1. Note that the decomposition can be done recursively as each Q i has treewidth t, until we are left only with subgraphs that have at most t + 1 nodes. This results in a treewidth decomposition tree denoted T Q . Color coding and colorful matches. A coloring is a function χ : V G → {1, 2, . . . , k}, where for every vertex u ∈ V G , χ(u) denotes its color. A match π from V Q to V G is colorful if the vertices of Q are mapped to k distinctly colored vertices in G, i.e. a∈VQ χ(π(a)) = {1, 2, 3, . . . , k}. The main idea is that instead of counting all possible matches of the k vertices of the query graph to the vertices of the data graph, one first colors the vertices of the data graph uniformly at random using k colors, and then searches for colorful matches. Colorful subgraph counting problem. In the colorful subgraph counting problem the task is to count the number of colorful matches of the query Q in V G .
It was shown in [2] , [1] that the colorful count multiplied by k k /k! is an unbiased estimator of the actual count. The variance of the estimator can also be bounded (see [1] ). It follows that the average colorful count over a few independently chosen colorings converges to the actual count. Thus, in order to obtain an approximate counting algorithm it suffices to solve the colorful subgraph counting problem. The rest of the paper is devoted to designing a scalable solution to colorful subgraph counting.
III. OVERVIEW
The work of Alon et al. [2] yields a natural algorithm for the colorful subgraph counting problem on bounded treewidth query graphs. This algorithm is based on the following intuition. Suppose that we have found a colorful match π for a subgraph Q of the input query graph Q, and we wish to extend it into a colorful match π for Q by additionally fixing the mapping of the nodes outside Q. For this we do not need to know the mapping of the non-boundary nodes of Q, since they do not share edges with nodes outside Q. Instead, it suffices to know the mapping of the boundary nodes (i.e., the nodes that share edges with nodes outside Q) and the set of colors used by π. The mapping of the boundary nodes is needed to ensure that for any edge from a boundary node to outside, the corresponding data vertices share an edge in the data graph; and the set of colors is needed to avoid repeating a color already used by π. Analogously, in the setting of counting, in order to count the number of colorful matches for Q, we do not need a complete listing of colorful matches of Q. Instead, we can group the colorful matches based on the set of colors used and the mappings for the boundary nodes and it suffices to know the count per group.
Based on the above intuition, we apply dynamic programming to count the number colorful matches of Q. Let T Q be the tree decomposition of Q with treewith t. The algorithm processes T Q in a bottom-up manner and a creates a hash table (that we call a projection table) for each tree node. The subgraph graph Q associated with a node has at most t boundary nodes and these nodes can be mapped to the data vertices in at most n t ways. In addition, we need to record the colors of the data vertices to which the nodes of Q are mapped. Since we focus on colorful matches, the set of colors used (that we call "signature") can be at most k t ≤ 2 k (where k is the size of the query graph). For each combination of mappings to the boundary nodes and the signature, we record the number of colorful matches of Q consistent with the combination. The number of entries in the table is at most n t 2 k . The projection table for a tree node can be computed from those of its children. We get the total number of colorful matches by performing an aggregation on the projection table of the root node.
Working in the realm of motif counting, Slota and Madduri [28] described an efficient distributed implementation of the above algorithm for the case of tree queries and presented an experimental evaluation. Trees have treewidth one hence, the size of projection tables is linear in the number of vertices and the overall computation can be carried out in time linear in the graph size. Our goal is to address a more general class of queries (beyond trees) in a distributed setting and we focus on the case of queries of treewidth 2. Treewidth 2 queries are more challenging since in the worst case, the tables can be of size quadratic in the number vertices and the computation time also gets quadratic.
The construcion of our algorithm is motivated by the fact that real life data graphs tend to exhibit variations in the degree distribution. A naive implementation that treats all data vertices in the same manner would result in a lot of entries in the projection tables of the high degree vertices that do not lead to colorful matches for the overall input query. Moreover, in a distributed setting the processors owning such vertices perform more computation leading to load imbalance.
Our algorithm is based on a crucial observation that any treewidth 2 query can be recursively decomposed into (annotated) cycles or leaves. The core component of the algorithm is an efficient procedure for handling cycles that employs a strategy based on degree based ordering of vertices. This leads to reduction in wasteful computation, as well as improved load balancing. The procedure is inspired by a similar strategy used in prior work [5] for handling triangles.
IV. OVERALL ALGORITHM
In this section we describe the overall structure of our subgraph counting algorithm that proceeds in two steps. In the first step, we decompose the query into cycles and leaves (called blocks) and construct a decomposition tree for the input query Q which is essentially a carefully chosen treewidth decomposition tree; each node of the tree represents a block and encodes a convenient subquery. This step is independent of the data graph and can be viewed as a preprocessing phase for the query. Then in the second step we traverse the tree in a bottom up manner, performing primitive counting operations over the data graph prescribed by the internal nodes and combining the results. The final count is produced by the root of the tree.
A. Decomposition Tree
For an input query graph Q = (V Q , E Q ), construct the decomposition tree T (Q) by iteratively applying one of two primitive operations: contraction of a leaf edge or a cycle. As these operations are applied the number of nodes in the query Q decreases. At the same time new edges may appear in Q to represent contracted structures, and edges as well as nodes may get annotated with the identity of the contracted structures that they represent. Before defining the tree construction algorithm we need to introduce two definitions. First, we say that a cycle C in Q is contractible if (a) C = (a 0 , a 1 , . . . , a L−1 ) is induced (i.e. there are no edges between nodes a 0 , a 1 , . . . , a L−1 except the edges of C) and (b) cycle C has most two boundary nodes (i.e., nodes that share edges with nodes outside of C). Second, a leaf edge is an edge L = (a, b), where b is a leaf node (has degree one); a is called the boundary node of the leaf edge. We use the common term block to refer to leaf edges and contractible cycles.
For example, consider the query named Satellite in Fig 1. The cycle (i, j, k) is contractible with a single boundary node i, the cycle (a, b, c, d, e) is contractible with two boundary nodes a and c, and (f, h) is a leaf edge. The cycle (i, f, g) is not contractible since it has three boundary nodes.
We construct the tree T (Q) starting with an empty tree. The tree is built bottom-up starting from the leaf level and hence, the structure may be a forest with multiple roots in the intermediate stages. Each iteration adds a new node and may make some of the existing roots as its children, culminating in a tree.
In the construction process we iteratively find a block B (a leaf edge or a contractible cycle) in Q and remove it from Q (while possibly adding an edge to Q), and add a corresponding node to T (Q). The detailed algorithm for finding the blocks is postponed to the next section. We iterate until Q contains a single node. We distinguish 3 cases. The nodes and edges of B inherit the annotations from Q, as they were before Q was transformed (this ensures that the annotations on the boundary nodes that got erased get captured by the new annotation).
Next we add a new node B to the tree T (Q). If any node or edge in B has an annotation B , make B a child of B in T (Q).
Assuming termination, it is not difficult to see that the process produces a tree. During contraction, every block B annotates a particular node or an edge of Q, recording the way in which it has been contracted. The annotation gets inherited by some other block B in a subsequent iteration. The block B becomes the parent of B . The annotation is erased in Q, ensuring that no other block becomes a parent of B .
Taking Satellite as the input query Q, Figure 1 provides an illustration process, along with the output decomposition tree. The bottom row shows the blocks being contracted and the top row shows the transformed Q. The first iteration contracts the cycle B 1 = (a, b, c, d, e). A new edge (a, c) is added to Q, along with the annotation B 1 , and B 1 is added to the tree. The second iteration contracts the leaf block B 2 = (f, h). Node f is annotated as B 2 and the B 2 is added to the tree. The third iteration contracts B 3 = (a, f, g, c), by adding an edge (f, g) with the annotation B 3 . The block is added to the tree and it is made the parent of B 1 and B 2 . In the fourth iteration, the cycle B 4 = (i, j, k) is contracted. Node i gets annotated as B 4 and B 4 is added to the tree. Finally, the query Q 4 is contracted leaving Q empty. We add Q 4 as the root of the tree, making it the parent of B 3 and B 4 .
In the full version we prove that for any treewidth 2 query Q, the tree construction procedure finds a block (a leaf edge or a contractible cycle) in each iteration and terminates successfully. An input query may admit multiple decomposition trees and the choice of the tree influences the performance of our algorithm. In Section VI, we present a heuristic for finding a good decomposition.
B. Tree Traversal
Here, we describe the second step of the algorithm that traverses the decomposition tree in a bottom-up manner and computes the number of colorful matches of the blocks in the data graph. For this purpose, we define the notion of subqueries represented by blocks.
A subquery Q of the input query Q refers to any induced subgraph of Q. Consider a block B and let U be the union of nodes found in the block B and its descendant blocks in the tree. The subquery represented by B, denoted SQ(B), refers to the subquery induced by U . For example, Figure 1 shows the subquery represented by the block B 4 . The decomposition tree yields a nested hierarchy of subqueries: the root block represents the whole input query and for any block B with the parent B , the subquery SQ(B) is contained within SQ(B ).
Let B be a block. A node a ∈ SQ(B) is said to be a boundary node, if a shares an edge with a node outside SQ(B). It is not hard to see that these boundary nodes are the same as the boundary nodes of B (identified during the tree construction process). Thus, SQ(B) can have at most two boundary nodes.
Before describing the counting algorithm we extend the notion of colorful matches to subqueries: a colorful match for a subquery Q = (V Q , E Q ) is an injective mapping π : V Q → V G , such that for any edge (a, b) ∈ E Q , (π(a), π(b)) ∈ E G , and the vertices of Q are mapped to distinctly colored vertices of G.
The algorithm traverses the tree in a bottom-up manner. For each block B, it outputs a succinct synopsis of the set of colorful matches of the subquery SQ(B), using a projection table and signature that we now define more precisely.
Signature: Let K = {1, 2, . . . , k} denote the set of colors used in the data graph, where k is the size of the input query Q. The term signature refers to any subset α ⊆ K. For a subquery Q and a colorful match π of Q, the signature of π refers to the set of colors of the data vertices used by π and it is denoted sig(π), i.e., sig(π) = ∪ a∈Q {χ(π(a))}.
Projection Tables: Let Q be subquery with two boundary nodes a and b. For a pair of data vertices u and v and a signature α ⊆ K let cnt(u, v, α|Q) denote the number of colorful matches of Q wherein the boundary nodes a and b are mapped to u and v and the signature of π is α: cnt(u, v, α|Q) = |{π ∈ Π : π(a) = u and π(b) = v and sig(π) = α}|, where Π is the set of all the colorful matches of Q. These counts can be conveniently represented in the form a hash table with (u, v, α) forming the key and the count forming the value. We refer to any encoding of the above counts (such as the hash table above) as the projection table of Q. In the worst case, the table may have size quadratic in the input data graph. However, a significant fraction of the triplets will have a count of zero and we maintain only the non-zero counts.
The projection table for subqueries having a single boundary node a is defined in a similar manner. For a data vertex u and a signature α ⊆ K, define cnt(u, s|Q) = |{π ∈ Π : π(q) = u and sig(π) = α}|.
C. Computing the Counts
Given a decomposition tree, the algorithm works based on the fact that the projection table for a block can be computed by joining the projection table of its children blocks.
As an illustration of the idea, consider the block B 3 having boundary nodes f and g, and the subquery represented by it (Figure 1) . For a pair of vertices u and v, and a signature α, the projection count cnt(u, v, α|B 3 ) can be computed as follows. The block consists of the path (a, f, g, c), and any match π for the subquery must map these nodes to vertices (x, u, v, y) that form a path in the data graph. The block is annotated by its children blocks B 1 with boundary nodes a and c, and B 2 with boundary node f . Any pair of matches π 1 and π 2 for SQ(B 1 ) and SQ(B 2 ) can be extended as matches for SQ(B 3 ), as long as their signatures α 1 and α 2 are disjoint (since the blocks do not share any node) and are contained within α. Therefore, we can derive the desired count by performing the following aggregation over all quadruples (x, y, α 1 , α 2 ) satisfying the properties: (x, u, v, y) forms a path in the data graph; α 1 , α 2 ⊆ α; (α 1 ∩ α 2 ) is empty. The aggregation is:
cnt(x, y, α 1 |B 1 )×cnt(u, α 2 |B 2 ).
We can express the projection counts for any block in the above manner. However, as the number of children increases, the cartesian product involved in the aggregation would be prohibitively expensive. Our procedures efficiently simulate the aggregation by performing a sequence of join operations involving the projection tables of children blocks.
V. SOLVING BLOCKS
The main step of the algorithm is the construction of the projection tables of a block from its children blocks. In this section we develop efficient procedures for finding blocks starting with cycles. For the sake of highlighting the main ideas, we first focus on the case of cycles found at a leaf level of the tree (such as the cycle B 1 in Figure 1 ); these cycles do not have other blocks annotating them. General cycles are found by extending these ideas as discussed later. We also describe briefly how to find leaf blocks.
A. Solving Cycles at the Leaf Level
Consider a cycle block C = (a 0 , . . . , a L−1 ) of length L without annotations. The cycle may have at most two boundary nodes. We discuss the more interesting case where the number of boundary nodes is exactly two; the other cases are handled in a similar fashion. Let the two boundary nodes of the cycle be a p and a q , for some 0 ≤ p, q ≤ L − 1. We present two procedures for computing the projection table of C: a baseline procedure that uses a path splitting strategy and an efficient procedure guided by a degree based ordering of vertices. Path Splitting Algorithm (PS). For two nodes a s and a t on the cycle, let P + s,t and P − s,t be the paths obtained by traversing the cycle from a s to a t in the clockwise and counter-clockwise directions, respectively, i.e., P + s,t = (a s , a s⊕1 , . . . , a t ) and P − s,t = (a s , a s 1 , . . . , a t ), where ⊕ and refer to addition and subtraction modulo L.
Let cnt(·, ·, ·|P + s,t ) denote the projection counts for path P + s,t taking a s and a t as the boundary nodes. Namely, for a triple (u, v, α), let cnt(u, v, α|P + s,t ) denote the number of colorful matches for P + s,t wherein π(a s ) = u, π(a t ) = v and sig(π) = α. A similar notion is defined for the paths P − s,t . The procedure splits the cycle into two paths along the boundary nodes, given by P + p,q and P − p,q ; we refer to these special paths as P + and P − . See Fig 3 (a) for an illustration.
The projection table for P + is constructed iteratively, by building the tables for the paths P + p,j , for each node a j found along the path. This is accomplished by extending the projection table for the prior path P + p,j 1 via a join with the edges of the data graph. The pseudocode is given in Figure 2 (Procedure 1). We assume that all the counts are initialized to zero. The first iteration is handled by directly reading the edges of the data graph. In the subsequent iterations, we extend every triple (u, v, α) with non-zero count cnt(u, v, s|P + p,j 1 ), with any edge (v, w), provided the resulting match is colorful. The counts for P − are constructed analogously. Finally, the projection table for the cycle C is obtained by joining the counts of P + and P − , as shown in Procedure 2. Here, a pair of triples (u, v, α 1 ) and (u, v, α 2 ) are joined, if the resulting match is colorful. Discussion of baseline. As discussed below (Section V-B), the PS procedure can be extended to handle general cycles with annotations, and yields an algorithm for handling treewidth 2 queries. The resultant PS algorithm is equivalent to the original color coding algorithm of Alon et al. [2] . Prior work [28] , [1] on colorful subgraph counting utilize the algorithm of Alon et al. as the basis for counting tree queries (treelets). We developed a distributed implementation of the PS algorithm, and use it as the baseline in our experimental study. Known techniques for subgraph counting with large queries (e.g. [7] , [24] ) employ similar graph traversal techniques, making PS consistent with the state of the art for subgraph counting as well as color coding.
We develop an procedure, called Degree Based (DB) algorithm, that outperforms the PS algorithm for practical graphs and queries. It is motivated by the following observations. First, the paths P + and P − may have uneven lengths (for instance, in Figure 3 ), |P + | = 6 and |P − | = 2) and the processing of the longer path dominates the overall running time. Second, in real-graphs with skewed degree distributions, high degree vertices tend to have more paths passing through them, which populate the projection tables of P + and P − . However, significant fraction of these paths do not find appropriate counterparts in the other table to complete a match, leading to wasteful computations. Third, in a distributed setting, the above phenomenon manifests as higher load on processors owning high degree vertices, leading to load imbalance. Degree Based Algorithm (DB). The DB algorithm addresses all the three issues by using the strategy of building the paths from high degree vertices.
Arrange the data vertices in the increasing order of their degree; if two vertices have the same degree, the tie is broken arbitrarily, say by placing the vertex having the least id first. We say that a vertex u is higher than a vertex v, if u appears after v in the above ordering and this is denoted "u v".
Consider the input cycle C = (a 0 , a 1 , . . . , a L−1 ) with boundary nodes a p and a q and let π be a colorful match for C that maps the above nodes to data vertices u 0 , u 1 , . . . , u L−1 , respectively. Among these data vertices, let u j be the highest vertex. We refer to the corresponding node a j as the highest node of π.
The idea is to partition the set of colorful matches into L groups based on their highest node a h and compute the projection table for each group separately. For a pair of data vertices u and v, and a signature α, let cnt(u, v, α|C, hi = h) denote the number of colorful matches of π for C, wherein π(a p ) = u, π(a q ) = v, sig(π) = α and a h is the highest node of π. The projection table for C can be obtained by aggregating the above counts: for any triple (u, v, α),
We next describe an efficient procedure for computing the counts cnt(u, v, α|C, hi = h). The concept of high starting matches plays a crucial role in the procedure. Let a d be the node diagonally opposite to a h on the cycle, i.e., d = h ⊕ L/2 . The procedure splits the cycles into two paths P + h,d and P − h,d ; Figure 3 (b) shows the paths for two sample values of h. Let a j be a node found on the path P + h,d , A colorful match π for P + h,j is said to be high-starting, if the data vertex π(a h ) is higher than all the other data vertices used by π, i.e., π(a h ) π(a i ), for all nodes a i on the path P + h,j . For a pair of vertices u and v, and a signature α, let cnt * (u, v, α|P + h,j ) denote the number of high-starting colorful matches for the path P + h,j wherein π(a h ) = u, π(a j ) = v and sig(π) = α. We then count the high-starting colorful matches for the two paths, which can be accomplished via edge extensions, as in the PS algorithm. However, the current setting offers a crucial advantage: we can dictate that the starting node a h is the highest node, meaning whenever an entry (u, v, α) gets extended by an edge (v, w), we can impose the condition that u is higher than w in the degree based ordering. Imposing the condition leads to a significant pruning of the tables. The pseudo-code is given in Figure 4 (Procedure 1).
While the degree based strategy is more efficient, we need to address an intricacy regarding the projection aspects. In contrast to the PS algorithm, the DB algorithm splits at the highest node and consequently, the boundary nodes p and q may appear inside the paths. Thus, in order to get the projection counts on p and q, we also need to explicitly record the mappings for the boundary nodes.
The two nodes a p and a q may occur on either P + h,d or P − h,d . Six different configurations are possible, of which two are shown in Figure 3 (b). In Configuration (A), the paths include one boundary each, whereas in the second configuration, the same path includes both the boundary nodes. The other four configurations are symmetric: the boundary nodes may swap the paths in which they occur and in Configuration (B) can also reverse the order in which they occur. We discuss the two configurations shown in the figure; the other configurations are handled in a similar fashion.
Consider configuration (A). In order to record the mappings of the boundary node a p , we introduce an additional field in the projection counts. For a triple of data vertices u, v and x, and a signature α, let cnt * (u, v, x, α|P + h,d ) denote the number of high-starting matches π for P + h,d with π(a h ) = u, π(a d ) = v, π(a p ) = x and sig(π) = α. These counts are computed in a manner similar to the base procedure shown in Figure  4 (Procedure 1); however, when the process encounters the boundary node p (namely, the initialization step or j = p), the mapped vertex (v or w, respectively) is recorded in the additional field. The analogous counts for P − can derived in a similar manner. The value of cnt * (u, v, α|C, hi = h) is obtained by joining the two; see Procedure (2) in Figure 4 . Configuration (B) is handled in a similar fashion, except that we need two additional fields to record the mappings for both the boundary nodes. Namely, we maintain counts having keys of the form (u, v, x, y) representing the mapping of the nodes h, d, q and p to the vertices u, v, x and y. Procedure (2) is also adjusted accordingly. Finally, we can get the projection table cnt(u, v, α|C) via aggregation, as in Equation 1. Theoretical analysis. We note that the DB algorithm is inspired by the MINBUCKET algorithm for enumerating triangles (see e.g. [5] and references therein). It has been shown [5] that MINBUCKET yields asymptotic speedup over the naive triangle enumeration algorithm when the input is a random graph with power law degree distribution. In the full version we prove the same phenomena for our degree based technique for enumerating cycles of arbitrary lengths in data graphs with a power law degree distribution sampled from the Chung-Lu [14] family of graphs.
B. Solving General Blocks
Both PS and DB algorithms can be extended to handle general cycles with annotation. We present a brief sketch, deferring more details to the full version.
Consider a generic cycle C = (a 0 , a 1 , . . . , a L−1 ) having two boundary nodes a p and a q , whose nodes and edges may be annotated with other blocks (children of C in the decomposition tree). As before, we consider each possible choice for the highest node a h and split the cycle into two paths P + h,d and P − h,d . The procedure for computing the projection table for P + h,d is similar to the one discussed in previous section. The only difference is that the projection tables of the blocks annotating the nodes and edges of the cycle are considered in the join operations.
Cycles with a single boundary node are easier to handle: only two configurations possible on how the single boundary node may appear on the paths: either in P + h,d or P − h,d . Thus, the prior procedures can be applied here as well. A leaf block (a, b) is processed by joining the projection tables of the blocks annotating the nodes a, the edge (a, b) and the node b (if found).
At the end of the traversal process, the root block is solved. In this case, instead of computing its projection table, we simply count the number of colorful matches. The process yields the number of colorful matches of the input query Q.
VI. FINDING GOOD DECOMPOSITION TREES
In each step of the decomposition process, multiple blocks may be available for contraction. Each sequence of choices leads to a unique decomposition tree, and hence, multiple error below 10% can be achieved by averaging colorful counts for 10 independent trials. Thus, our DB algorithm enables fast approximate counting of treewidth 2 queries with up to 10 nodes for data graphs spanning various real domains.
