Abstract. In the present paper we generalize Eckhoff's method, i.e., the method for approximating the locations of discontinuities and the associated jumps of a piecewise smooth function by means of its Fourier-Chebyshev coefficients.
Introduction
An important assumption for a number of spectral methods designed for the reconstruction of a piecewise smooth function is the accurate knowledge of the function's discontinuity locations and the associated jumps. This key data should be extracted from spectral modes of a given function.
A number of authors (see Banerjee and Geer [1] , [8] , Bauer [2] , Cai et al. [3] , Eckhoff [4] , [5] , [6] , Gelb and Tadmor [9] , [10] , Kvernadze et al. [13] , [14] , [15] , [16] , and Mhaskar and Prestin [20] ) studied the problem of approximating the singularity locations and the associated jumps of a piecewise smooth function given a finite number of its ordinary Fourier coefficients.
Eckhoff [4] introduced the first explicit method to recover the discontinuities of a piecewise smooth function by means of its Fourier coefficients with respect to an orthonormal system of algebraic polynomials. He developed a method to approximate the locations of discontinuities and the associated jumps of a piecewise smooth function by means of its Fourier-Chebyshev coefficients. If a function has a finite number, M , of jump discontinuities, then approximations to the locations of discontinuities are found as solutions of certain M th degree algebraic equation.
Mhaskar and Prestin [18] , [19] proposed a class of algebraic polynomial frames that can be used to detect discontinuities in derivatives of all orders of a function.
B, depending on some variables, we write A ∼ B if the ratio A/B is between two positive constants, independent of the variables.
We say that ρ (α,β) is a Jacobi weight if ρ (α,β) (x) = (1 − x) α (1 + x) β , α > −1 and β > −1. If ρ (α,β) is a Jacobi weight, then by σ(ρ (α,β) ) = (P (α,β) n (x)) ∞ n=0 we denote the corresponding system of orthogonal polynomials P (α,β) n (x) = γ n (α, β)x n +lower degree terms, γ n (α, β) > 0, normalized by the condition P (α,β) n (1) = ( n+α n ), n ∈ N ; i.e., The system σ(ρ (α,β) ) is defined uniquely and is called the Jacobi system of orthogonal polynomials. Some important special cases of the Jacobi system are the Chebyshev (α = β = −1/2), Legendre (α = β = 0), and Gegenbauer (α = β) systems.
If f ρ (α,β) is integrable on [−1, 1], then the function f has a Fourier series with respect to the system σ(ρ (α,β) ), and by S (α,β) n (f, x) we denote the nth partial sum of the Fourier series of f with respect to the system σ(ρ (α,β) ); i.e.,
where
is the kth Fourier coefficient of the function f and µ (α,β) k ∼ k. To avoid unnecessary complication of notation, we sometimes omit dependence on parameters α > −1 and β > −1, as they are arbitrary, but fixed.
By virtue of the Christoffel-Darboux formula (2.1)
holds as n → ∞, where
The following is a generalization of Rodrigues' formula:
This is the recurrence formula for the Jacobi polynomials
for k ≥ 2 and P (α,β) 0
Let us mention an obvious consequence of (2.6):
for fixed i ∈ N and k ≥ i + 2.
holds for x ∈ [−1, 1] and k ∈ N . (Regarding (2.1)-(2.5) and (2.8), see [22, pp. 71, 46, 197, 97 , 71, and 169.]) The following is a function which has a jump discontinuity of order i ∈ Z + , i.e., [f (s) ](x) = 0, s = 0, 1, . . ., i − 1, and [f (i) ](x) = 0, with magnitude 1 at the point x ∈ (−1, 1) and which is smooth everywhere else:
Therefore, a given function f ∈C r [−1, 1] can be expressed as follows:
where f c is r-times continuously differentiable on [−1, 1]. Obviously, the smoother f c is, the more rapidly a
and it is plausible to recover the information about the locations of discontinuities and the associated jumps of a given function from its Fourier-Jacobi coefficients.
It is easy to check that (see (2.4), (2.8), and (2.9))
For a given function f , the polynomial of i variables
is defined as 
A particular value of the polynomial a 
. ., M, we denote the solutions of the polynomial equation 
We also consider the matrices (2.17)
for n ≥ M and t m ∈ R, m = 1, 2, . . ., M, where p 
Let us give some explanations to the notions introduced above. First, via recurrence formulas (2.12) and (2.13), we have constructed the polynomials a
given Fourier-Jacobi coefficients of the function f . Next, we considered the system of linear equations (2.16) using higher order Fourier-Jacobi coefficients of a given function. Under assumption that the linear system of equations is consistent, i.e., det A (n) M = 0 (see (2.14)), we used its solution to build the polynomial Q . In what follows, in Lemma 2.2 we will derive a key identity which relates the polynomials a
. ., t i ), associated to a piecewise constant function f with a finite number, M , of discontinuities, to the locations of discontinuities of the function and the corresponding jumps; see (2.19) . As a corollary we will learn that the zeros of the polynomial a 
, and the coefficients of the polynomial (2.15). Now, we formulate and give formal proofs for Lemmas 2.2 and 2.3.
Lemma 2.2. Let f be a piecewise constant function defined on [−1, 1] with a finite number, M , of discontinuities at the points x
Proof. Since the function f is piecewise constant, it may be represented as
Then by (2.11), (2.12), and (2.20) we get
By virtue of (2.5), (2.13), and (2.21) we have
. Now, in view of (2.5), (2.13), and (2.22), the rest of a proof may be completed by mathematical induction.
For a piecewise constant function f with M discontinuities at the points x m , m = 1, 2, . . ., M, Lemma 2.2 instantly implies the following three identities (i ≤ M ):
Proof. First of all, let us mention that the coefficient q 
0 . From (2.13), on the other hand, it follows that , etc.) Now we assume that identity (2.27) is correct for M = m and we will prove it for M = m + 1. According to our assumption (2.27) and (2.13) we have Finally, since solvability of the system of linear equations (2.16) depends on invertibility of the matrix (2.14), let us study the matrix A 
and if 
. Thus, in view of (2.6), (2.11)-(2.14), (2.32), (2.37), and (3.3),
Substituting (2.25) into (2.14), it is easy to check that the matrix A (n)
M (H (0) ) may be represented as the product of four matrices (2.39) where the second matrix in the product is an M × M Vandermonde matrix, the third matrix is diagonal, and the forth matrix is defined by (2.17) .
Since the first three matrices in this representation are nonsingular, it follows that condition (2.34) is equivalent to the condition det P = 0.
Furthermore, if P is nonsingular, then by virtue of (2.39) and the inequality ||A × B|| ≤ ||A||||B|| [11, p . 70] we have (2.40)
However, it is known [7] that
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Hence, combining (2.39)-(2.41), we get
where by virtue of (2.8) and (2.17)
Together, (2.43) with (2.38), and (2.42) imply that condition (2.35) of the Perturbation Lemma will be satisfied for sufficiently large n.
The importance of the matrix P 1 (x 1 ) = (P k (x 1 )). (Here and below we use the same abbreviation as in (2.21) and (2.22).) Thus, invertibility of the matrix depends on whether x 1 is a zero of the polynomial P k (x). By (2.2) P k (x 1 ) = 0 for at least one k = n, n + 1. M = 2. Let us assume that for some n ∈ N , det P
2 (x 1 , x 2 ) = 0 for k = n, n + 1, n + 2. Thus
Since x 1 = x 2 , the combination of (2.1) with (2.44)-(2.46) leads to (2.47) P n+1 (x 1 )P n+1 (x 2 ) = 0 and (2.48)
Without loss of generality let us assume that P n+2 (x 1 ) = 0. Then, by (2.2) it follows that P n+1 (x 1 ) = 0. Thus (2.47) implies P n+1 (x 2 ) = 0, which combined with (2.44) implies P n+1 (x 1 ) = 0, an obvious contradiction. 
for k ≥ 2. Now, assuming that Lemma 2.4 is correct for M = m − 1, we prove it for the M = m case.
According to our assumption, at least one system out of the systems of vectors {p
k+m−2 }, k = n + 1, n + 2, . . ., n + m, will be linearly independent. Without loss of generality, let as assume that
Now let us assume to the contrary that 
where V is an m × m Vandermonde matrix with distinct x i = x k , i = k, entries, and that contradicts (2.50).
The magnitude of ||(P
|| is much harder to analyze. For M = 1, by virtue of (2.3), the measure of the set {x|x ∈ [−1, 1] and ||(P
In general, we do not have estimates for 
(2.54)
Main results
A combination of Lemmas 2.2 and 2.3 leads to the first important result, Theorem 3.1: The locations of discontinuities and the associated jumps of a piecewise constant function with a finite number, M , of discontinuities can be recovered exactly in terms of its Fourier-Jacobi coefficients. Indeed, by Lemma 2.2, a
. Therefore, solving the system of linear equations (2.16), we can recover the coefficients of the polynomial (2.15), i.e., (2.26), with the roots equal to the locations of discontinuities of the given piecewise constant function f .
In a more general case, Theorem 3.2, approximating the locations of discontinuities of a function of theC 3 [−1, 1] class, we will proceed the following way:
Although a
. ., x M ) = 0 for a function which is not piecewise constant, still it will be shown that a , x 2 , . . ., x M ) ≈ 0 for sufficiently large k. Hence, solving the homogeneous system of linear equations (2.16) instead of the nonhomogeneous system 
By virtues of (2.7) and since (k + 1)
where by (2.5),
The proof of Theorem 3.3 is essentially analogous to the proof of Theorem 3.2 and we omit the details.
Estimates for a function with a single jump discontinuity are the same except for the term
Description of the algorithm and numerical examples
First, let us clarify the order of accuracy for the estimates (3.1) and (3.18). According to (2.40) and (2.43), roughly the error terms in the estimates (3.1) and (3.18) for a function f ∈C
respectively. Obviously the following question should be addressed: How do we extract information about the exact number, M , of discontinuities from a finite number of Fourier-Jacobi coefficients?
We suggest two possible ways to recover the number of discontinuities: First, following Eckhoff [5, p . 688], we pick a trial numberM , large enough to guarantee thatM > M. Then the rank of the matrix A (n) M will equal M . Second, we may utilize the identity determining the jumps of a bounded not-too-highly oscillating function by means of its differentiated Fourier-Jacobi partial sums (for more general kernels, see [10] ). 
is valid for every f ∈ ΛBV and each fixed x ∈ (−1, 1), if condition ΛBV ⊂ HBV holds.
(ΛBV , and in particular HBV , is a class of functions with generalized bounded variation. For the exact definition consult [23] .)
According to identity (4.1), for a fixed r and sufficiently large n, the function
2r+1 must attain the largest local maximum in the vicinity of the actual points of discontinuity of the function f . Hence, we may assume that the number of discontinuities, M , equals the number of sharp local spikes of the graph of the differentiated Fourier-Jacobi partial sum.
Our technique might also be usable in conjunction with the other author's methods. For instance, the nonlinear enhancement procedure developed by Gelb and Tadmor in [10] can be used to recover the number of discontinuities, M , with more success. Once the nonlinear enhancement is applied, it gives a picture of sharp spikes at the vicinity of the actual locations of discontinuities of a function, removing other oscillatory behavior of the graph (see [10, Figures 5-8, pp. 1406-1407] ). Thus, it makes it easier to identify the exact number of discontinuities of a function.
Regarding the norm of (A Let us illustrate a direct application of the method to the following function with two jump discontinuities:
(We are assuming that a finite number of its Fourier-Legendre coefficients are known.)
Utilizing Fourier-Legendre coefficients of the function f 1 , we calculate its higher order Fourier coefficients via the formulas (2.12) and (2.13).
Next, we pickM = 6 and apply QR factorization to the matrix (2.14) in order to identify the rank of the matrix, i.e., the number of discontinuities of the function 
It is reasonable to assume that M = 2. Next, we calculate the norms of the matrix (A (n) M ) −1 to avoid a sharp decline in the accuracy of approximations. The results of calculation are summarized in Table 1 . Now, the system of linear equations (2.16) is solved and the results are given in Table 2 .
Finally, the polynomial equation (2.15) is solved with the coefficients presented in Table 2 . The final results are presented in Table 3 .
We have tested the theoretical result of Theorem 3.1 via a symbolic computation using Mathematica. The following is a piecewise constant function with ten discontinuities, some of them clustered within 0.0001 distance, and with the corresponding jumps ranging from 0.01 to 100: All discontinuity locations, as well as the associated jumps, of the function f 2 have been recovered exactly using its Fourier-Legendre coefficients. We have also considered other piecewise constant functions utilizing its Fourier-Jacobi coefficients with various indices α > −1 and β > −1. For all of them the discontinuity locations have been recovered exactly.
Next, we have considered the function f 2 perturbed by a smooth function on the interval [−1, 1], i.e., f 3 (x) = f 2 (x) + 5/(2x 2 + x − 6). Despite the highly clustered discontinuity locations, as well as a large ratio of the magnitudes of the jumps, we found the absolute value of the largest error for approximation to the points of discontinuity and the associated jumps as it is given in Table 4 .
The following is a function with three jump discontinuities: Below we present the absolute values of the largest error in the estimation of the points of discontinuity and the associated jumps of the function (4.4) obtained by applying the suggested method and summarized in Table 5 . Table 5 . Largest errors in the estimates to the discontinuity locations and the associated jumps for the function (4.4) using its Fourier-Legendre coefficients. The absolute value of the largest absolute error in the computed singularity locations and the associated jumps for the function (4.5) are given in Table 6 . Table 6 . Largest errors in the approximations to the locations and the associated jumps of the function (4.5) using FourierLegendre coefficients. 
