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Abstract— Localizing a sound source is a fundamental but
still challenging issue in many applications, where sound in-
formation is gathered by static and local microphone sensors.
Therefore, this work proposes a new system by exploiting
advances in sensor networks and robotics to more accurately
address the problem of sound source localization. By the use of
the network infrastructure, acoustic sensors are more efficient
to spatially monitor acoustical phenomena. Furthermore, a
mobile robot is proposed to carry an extra microphone array
in order to collect more acoustic signals when it travels around
the environment. Driving the robot is guided by the need to
increase the quality of the data gathered by the static acoustic
sensors, which leads to better probabilistic fusion of all the
information gained, so that an increasingly accurate map of
the sound source can be built. The proposed system has been
validated in a real-life environment, where the obtained results
are highly promising.
I. INTRODUCTION
Recently, sound source localization has been attracted in
many nowadays-concerned researchs comprising automati-
cally steering a camera to the direction of a speaker in a
teleconferencing room [1]–[4], separating multiple speaker
speeches [5], detecting a source in an environment where
it requires privacy preserve or has poor lighting conditions
and occlusions [6]–[8], search and rescure [9], [10] and
mapping a 3D source in autonomous robotic systems [11],
[12]. The work hereby proposed has been motivated by aged
care applications such as robot audition for aged care ser-
vices, where it needs to add machine intelligence and smart
automation to the way society deals with the substantial
challenges that an increasingly ageing population presents.
As shown in Fig. 2, given advantages of modern technology,
robots may be well liked to assisting the elderly and frail
in their daily activities. Nevertheless, in the cases where
there are challenging lighting conditions or vision sensors
are not allowed due to privacy, how the robot could interact
with their masters if it cannot localize them? Therefore,
this work proposes to exploit advances in sensor networks,
robotics and acoustic research to locate a sound source
(people are considered as sound sources when they speak).
In the aged care application, for instance, it is to assist the
frail and elderly maintain their quality of life by leading safe
independent lives in as much as possible, and doing so while
respecting users’ privacy rights. The main objective of the
research work resides in mapping a likely location of a sound
source based on their acoustic footprint.
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Fig. 1: Acoustic sensor networks and mobile robotics for
health cares.
Basically, there are two categories of the methods pro-
posed to find a source given its sound signals captured by
microphone sensors. The first type is a direct approach [13]
that aims to maximize the steered response power of the
output of a delay and sum beamformer, which delays the
outputs of the microphone sensors and adds them together
so that it can reinforce the signal to noise ratio. In contrast,
localizing a sound source in the indirect method requires two
separate steps [14]. Time difference of arrival (TDOA) [15]
is firstly estimated from the generalized cross-correlation
peaks [16] of a microphone signal pair. Then the source
location, given the correspondingly estimated TDOAs, can
be ascertained by optimally addressing an optimality criteria
[17] such as the hypercone fitting problem [18]. Nevertheless,
results obtained the indirect method are quite sensitive to the
presence of noises and reflections/refractions [19].
To acquire sound signals, a network of acoustic sensors
introduces a new paradigm, where each sensor node en-
compasses microphones or microphone arrays [14], [20].
Sensor networks consist of spatially distributed autonomous
devices using sensors to cooperatively monitor physical or
environmental conditions [21]–[32], sound in this case, at
different locations to better predict the distribution of the
underlying phenomenon of interest. In employing acoustic
sensors networks over e.g. video cameras the data stream
can preserve anonymity, becomes impervious to challenging
lighting conditions and can deal more efficiently with occlu-
sions. Moreover, due to challenges in the acoustic signals, in
that as distance from a sound source increases their signal-
to-noise ratio decreases rapidly, reflections of sound on the
environment make sound source location particularly chal-
lenging. While only bearing to sound sources can be directly
inferred from measurements with a single microphone array,
the proposition of using a network of acoustic sensors so that
additional spatial measurements of likely sound sources can
be gathered and fused together to get more robust predictions
of the sound sources. On the other hand, one of the key
drawbacks of WSN is precisely their static nature. Thus, a
mobile robot with an additional microphone array is em-
ployed so that active sound observations can be strategically
recorded at locations of choice. These will be guided by
the need to increase the quality of the information gathered
by the static acoustic sensors, and that of the probabilistic
fusion process itself, so that increasingly accurate maps of
sound sources can be built. The proposed system has been
extensively evaluated in the realistic experiments, where the
sound source was algorithmically localized by the steered
response power - phase transform approach.
The remaining of the paper is arranged as follows. Section
II introduces a method to localize a sound source while
the proposed system is presented in Section III. Section IV
descries how the experiments were conducted and analyses
the results before conclusions are drawn in Section V.
II. SOUND SOURCE LOCALIZATION APPROACH
In this section, we will discuss how a sound source is
localized based on the acoustic data collected by a network
of the acoustic microphone sensors fixed at static locations
or carried by a mobile robot. It first presents a reverberation
model of the acoustic signals. The microphone signals are
then fed into the delay-and-sum beamformer to compute the
locations of a source.
A. Signal Model
Consider a network of M microphone sensors that are
deployed arbitrarily in a reverberation environment. A signal
acquired by the mth microphone (m = 1, · · · ,M ) at time
t can be presented by a reverberation model [8], [33] as
follows,
am(t) = hm(t) s(t) + εm(t), (1)
where  denotes the linear convolution operator, hm(t) is
the complete room impulse response from the sound source
to the mth microphone sensor, s(t) is the sound source signal
and ε(t) is the additive noise. Normally, ε(t) is assumed to
be uncorrelated with s(t) and a noise at another sensor.
In this work, all sound signals collected by the microphone
sensors are processed in a frame to frame basis. Hence, sam-
ples of a frame with a length of Lf at the mth microphone
and a discrete time k can be specified by
am(k) = [am(kLf ), am(kLf + 1), · · · , am(kLf +Lf − 1)].
B. Steered Response Power - Phase Transform Approach
Lets imagine that the sound signals am(t) collected by
the acoustic sensors are delayed, filtered and noise corrupted
versions of the sound source signal s(t). Hence, the delay-
and-sum beamformer [16] aims to align and add all the
sound signals together to prevent the signals to be modified
from a spatial location. Mathematically, the delay-and-sum




am(t− (τm − τ0)), (2)
where τm is the time delay from the sound source to the
sensor m and τ0 is the minimum of all the time delays, τ =
(τ1, τ2, · · · , τM ). Due to noise and reverberation, an adaptive
filter can be employed to filter the acoustic signals before
they are time aligned and summed. In the frequency domain,






where Am(ω) and Φm(ω) are the Fourier transforms of the
sound signal am(t) and the filter, respectively.
If we steer the beamformer over a region covering a
possible sound source, then its steered response power (SRP)
















where Ψ(ω) = Φn(ω)Φ∗m(ω), ∆mn = τm − τn and ∗ is the
complex conjugate operator. If the weighting factor Ψ(ω) is


















The SRP-PHAT algorithm is then employed to find a location
of a sound source by searching all possible locations in a
pre-defined region. At each possible location, the power of
the steered response P (τ) is computed. Therefore, the sound
source location ls is a solution of an optimization problem
as follows,
ls = argmax
All possible locations l
P (τ). (7)
For the purpose of practicality, the searching region is
discretized into discrete locations. The finer the discretization
is, the more accurately the source location is found.
Fig. 2: The overall system of a sensor network and a mobile robot for sound source localization.
Fig. 3: Experimental set-up using the Fetch robot and the G.R.A.S. type 40PH free-field acoustic sensors.
Fig. 4: Experimental absolute errors in three directions: Blue bars are obtained by the static network while yellow bars are
obtained by the network and a mobile robot.
III. OVERALL SYSTEM
The overall system of an acoustic sensor network and a
mobile robot for sound source localization is demonstrated
in Fig. 2. It comprises a network of acoustic microphone
sensors, where each of them is connected to a computer
via a data acquisition module. The data gathered by the
acoustic sensors is then wirelessly or wiredly transmitted to
a central station for further processing. In addition, a mobile
robot is controlled by an algorithm programmed on Robot
Operating System (ROS) installed on a computer, which
can be treated as the central station. In this work, for the
purpose of demonstration, we implemented the system on
the equipment as presented in the following.
A. Robot Navigation
In the work, we employed the Fetch robot [35] to conduct
experiments. The Fetch robot is a mobile manipulator that is
a standard platform for service robot applications. In order to
drive the robot to navigate through environment, it exploits
the ROS navigation stack and the robot’s sensors including
a 2-dimensional scanning laser rangefinder, a camera and an
inertial measurement unit.
1) Robot localization: At every moving step, the robot
needs to be localized on a pre-built map by the use of the
adaptive Monte Carlo localization approach. This probabilis-
tic localization method employs the particle filter to track
a pose of the robot on a known map, based on the data
collected by the laser sensor. In the proposed system, since
the robot carries an acoustic sensor to collect sound signals,
at every moving step, the robot’s location is recorded for the
sound source localization analysis.
B. Acoustic Sensors and Data Acquisition
The experiment equipment also comprises the G.R.A.S.
type 40PH free-field microphones and the National Instru-
ments (NI) modules of the compact data acquisition cDAQ-
9171 and the ADCs NI 9234. The sound signals are then
recorded by the NI LabVIEW R©.
C. Communication
All the acoustic sensors are synchronously connected to
the computers while the Fetch robot possesses an external
Ethernet based communication capability that allows it to
wirelessly communicate with other equipment. Therefore, a
local area network can be set up to connect all the elements
in the proposed system.
On the other hand, there are three different software
exploited in the proposed system. While the NI LabVIEW
R©is required to run the data acquisition modules and ROS is
utilized to control the robot, Matlab R©is a platform to run the
sound source localization algorithm. It is noted that in order
to localize a sound source all the sound signals collected
by the acoustic sensors are required to be synchronous and
the sensor positions are available. Since the robot carries
the microphone to travel around, its locations are a part
of requirement for the sound source localization algorithm.
Hence, to operate all the elements simultaneously, it is
proposed Matlab as a primary platform, where it can call
ROS through the robotics toolbox and LabVIEW through
the ActiveX.
IV. EXPERIMENTS AND RESULTS
A. Experiments
To study the performances of the proposed system in real-
life scenarios, we conducted the experiments in the realistic
noisy and reverberant conditions in the campus of University
of Technology Sydney, Australia. The experimented environ-
ments are daily working laboratories where staff and students
were walking, talking, discussing and doing their own works.
Therefore, there have noises coming from many sources such
as human activities, door opening and closing, ventilation
fans, air conditioners and research/study equipments. There
also exist polluted noises from the traffic roads nearby. All
these presented noise elements were naturally captured by the
microphones during the recordings, which leads to the very
noisy measurements in our experiments. The reverberation
times and SNRs in both realistic environments were unknown
at the time of the experiments.
The experiment equipment comprised five the G.R.A.S.
type 40PH free-field microphones and two National Instru-
ments modules of the compact data acquisition cDAQ-9171
and the ADCs NI 9234. Dimensions of the laboratory room
are about 12.0 m × 5.8 m × 3.0 m. Four acoustic sensors
were located against the walls and one microphone sensor
was embedded on the Fetch robot as shown in Fig. 3. The
sound source was a mobile phone continuously playing an
audio recording of a speech utterance by a female speaker.
The sound signals were then recorded by the NI LabVIEW
2014 R©. All the measurements were sampled at frequency of
16 kHz with a resolution of 24-bits. The robot intermittently
navigated through the room. It repeatedly travelled two
seconds and stopped for five seconds. At each stop of
the robot, all the microphone sensors including the static
sensors and the dynamic sensor embedded on the robot
synchronously recorded the five second sound signals. The
robot stopped at five locations in each experiment. It is
noticed that the locations of the robot when it stopped were
identified by the robot’s sensors. These information were
utilized to compute the location of the dynamic sensor, which
is required for the SRP-PHAT algorithm. All the recorded
data was then transmitted to the central station for analysing
the sound source location. There are three differently set-up
experiments conducted in this work.
1) Experiment 1: All the acoustic sensors were located at
the same height.
2) Experiment 2: Four static acoustic sensors were lo-
cated at the same height, but the microphone on the robot
was lower.
3) Experiment 3: All the acoustic sensors were located at
random heights.
It is noted that in all the experiments, the sound source
was deployed at a random location. Moreover, the robot was
travelling on the randomly generated paths. And it is assumed
that the sound propagation speed was set to 343 m/s. In the
signal processing procedure, each microphone recording was
split into frames with a length of 2048 samples and overlap
of 50%.
B. Results
For the purpose of comparisons, in the work we also
conducted the static experiments, where all the microphones
were fixed at specific locations. In these experiments, if the
first four microphones were located at as the similar positions
as they were set in the dynamic experiments as delineated
in the section IV-A, the fifth acoustic sensor, which was
embedded on the robot in the dynamic experiments, was
deployed in the middle of the room at the height similar
to the robot’s height. Period of time to collect the data in the
static experiments was as the same as that in the dynamic
experiments. All the recorded sound signals were also sent
to the central station to work out the location of the sound
source by the use of the SRP-PHAT algorithm.
The results are demonstrated in Fig. 4 and Table I,
where we computed absolute errors in three directions and
computed root mean square errors (RMSEs) between the
estimated locations and the real locations of the sound
sources in all the experiments, respectively. In Fig. 4, while
the yellow bars present the errors obtained by the dynamic
experiments, the blue bars show those obtained by the static
experiments. It can be clearly seen that in the experiments 2
and 3, the absolute errors obtained by the proposed system
are smaller than those obtained by the static network in all
the directions. Nonetheless, in the experiment 1, not only are
the errors high but in the dynamic network they are worse
in X and Z as compared to those in the static network.
This is due to the fact that in the experiment 1 the source
was deployed very close to a ventilation fan, which is very
noisy.
However, in Table I, as expected, the proposed system
outperforms the static network in terms of estimating the
source locations. Due to using the robot movements, infor-
mation collected by the dynamic network is richer than that
of the static network, which eventually leads to the smaller
RMSEs.
TABLE I: RMSEs FOR SOUND SOURCE LOCALIZA-
TION
RMSEs (m)
Static network Network with robot
Experiment 1 1.19 1.09
Experiment 2 0.74 0.56
Experiment 3 0.77 0.59
Note that all the processing procedures were carried out
on the platform of Matlab 2016 R© on a 64-bit PC with
computational capability of Intel(R) Core(TM) i5-6500 CPU
@ 3.20 GHz and memory of 8.00 GB. The running time of
the algorithm in all the experiments is summarized in Table
II.
TABLE II: COMPUTING TIME
Computing time (s)
Static network Network with robot
Experiment 1 19.43 21.36
Experiment 2 19.95 22.01
Experiment 3 18.91 20.98
V. CONCLUSIONS
The paper has discussed a new system for efficiently local-
izing a sound source, where a mobile robot is employedto en-
hance quality of data collection in a acoustic sensor network.
That is, robot movements enable the system to gather more
information of sound in environment as needed, which can
then be fused with those measured by the static microphones
to better locate a source. More specifically, all the sensors and
the robot can synchronously communicate with each other
and transmit the measurements to a central station through
a pre-defined network. The recorded data is analysed by the
SRP-PHAT algorithm to map a location of the sound source.
Evaluation of the proposed system conducted in the realistic
experiments has shown its effectiveness, promising for real-
life applications.
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