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Abstract
We propose a novel credit default model that takes into account the impact of macroeconomic
information and contagion effect on the defaults of obligors. We use a set-valued Markov chain
to model the default process, which is the set of all defaulted obligors in the group. We obtain
analytic characterizations for the default process, and use them to derive pricing formulas in explicit
forms for synthetic collateralized debt obligations (CDOs). Furthermore, we use market data to
calibrate the model and conduct numerical studies on the tranche spreads of CDOs. We find
evidence to support that systematic default risk coupled with default contagion could have the
leading component of the total default risk.
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1 Introduction
In the aftermath of the financial crisis of 2007-2009, there have been burgeoning interests in studying
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the world. Financial-Crisis-Inquiry-Commission-Report (2011) concludes that this financial crisis is
avoidable and mainly caused by the failure of financial regulations and supervisions, especially on
structured finance products. The collapsing mortgage-lending standards and mortgage related finan-
cial products, such as mortgage-backed securities (MBS) and collateralized debt obligations (CDOs),
lit and spread the flame of contagion and crisis. In Basel Accords II, the calibration of default risk
neglects the significant impact of default contagion among different obligors. After the financial crisis,
Basel Accords III is proposed, and one of its key principles is to emphasize the modeling of default
contagion, which contributes significantly to the collapse of financial systems during the crisis.
In the literature, there are three main strands on the modeling of default risk. We review them
briefly in what follows, but are by no means exhaustive here. The first line includes the structure
models, pioneered by Merton (1974), which follows from the option pricing theory of Black and Scholes
(1973). A default event occurs if the company’s asset value is below its debt at the time maturity.
Black and Cox (1976) extends Merton’s structure model by postulating that a default occurs at the
first passage time when the firm’s asset value drops below a certain time-dependent barrier. However,
structure models lack accuracy in explaining the cross-section of credit spreads, measured by the yield
difference between risky corporate bonds and riskless bonds, and underpredict short-term default
probabilities, see, e.g., Eom et al. (2004). We refer to Sundaresan (2013) for an excellent review
on structure models. The second strand is the Copula models, first proposed by Li (2000). In the
seminal work of Li (2000), the author uses Gaussian Copula to model the default correlations and joint
distribution, and applies the results to credit derivative pricing and hedging. However, Copula models
do not fit well with the market data and have difficulty in explaining model parameters. Representative
works using copula for credit modeling include, but certainly are not limited to, Frey et al. (2001),
Scho¨nbucher and Schubert (2001), Laurent and Gregory (2005), and Hull and White (2006).
Our paper falls into the third strand, which includes the intensity based models. In the intensity
based credit modeling literature, two well-established modeling approaches are the top-down approach
and the bottom-up approach, both of them are capable of fitting the market data.1 In the top-
down approach, models are built for the cumulative default intensity of the whole portfolio, without
specifying the underlying single obligor. While in comparison, under the bottom-up approach, models
are constructed with specified individual default intensity. The default time, either for the whole
1More mathematical details about these two methods are presented in Section 2.
2
portfolio or individual obligor, is usually modeled as the first jump time of a process, such as Cox
process or doubly-stochastic Poisson process. Top-down models are introduced and investigated in
Errais et al. (2007), Errais et al. (2010), Giesecke et al. (2011), and Cont and Minca (2013), among
others. Under the framework of bottom-up approach, single name default intensity based models are
introduced in Jarrow and Turnbull (1995), Lando (1998), and Duffie and Singleton (1999). Mortensen
(2006) postulates that the default risk of obligor i is given in the form of λ
i
(t) = constant ·λ(t)+λi(t),
where λ captures the systematic default risk component and λi captures the idiosyncratic default risk
component which is assumed to be independent of λ and λj , for all obligors j. The default propagation
and correlations are channeled by the common systematic component λ. However, both approaches
can not account for the contagion effect on idiosyncratic default risk induced by systematic default
risk λ(t). Das et al. (2007) and Duffie et al. (2009) demonstrate the presence of frailty correlated
default and the incapability of doubly stochastic assumption to capture default contagion or frailty
(unobservable explanatory variables that are correlated across firms).
In this paper, we consider a group of N defaultable obligors (or names), labeled by (Oi)i=1,2,··· ,N ,
where the default of one obligor might impact the remaining obligors in the group. The default
contagion arises from two components: defaulted obligors and macroeconomic factor. Specifically,
we denote by τn (a nonnegative random variable) the occurrence time of the n
th default event, and
X = (Xt)t≥0 the default process, where Xt is the set of all the obligors that have defaulted by time
t. The dynamics of the macroeconomic factor are described by an exogenous process Y = (Yt)t≥0
that might affect the occurrence of default events in the group, precisely through (τn)n=1,2,··· ,N and
X = (Xt)t≥0.
Our new default framework, taking default dependence and contagion into account, gives explicitly
the dynamics of the default process X and can be tailored to price CDOs, CDX, iTraxx, et cetera.
Before diving into technical details, we explain the leitmotif behind our treatment. A synthetic CDO is
a portfolio consisting of N single-name CDS’s on obligors with individual default times ν1, ν2, · · · , νN
and recovery rates R1, R2, · · · , RN . It is standard to assume that all obligors have the same nominal
values, denoted by A. The accumulated loss L = (Lt)t≥0 is then given by
Lt :=
N∑
i=1
A(1−Ri)1{νi≤t} = A ·RX(t), where RX(t) :=
∑
i∈Xt
(1−Ri).
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Instead of modeling default obligors individually as in the bottom-up approach, we use a set-
valued process (default process) X to characterize the evolution of default events in the group. Hence,
the loss process L is fully characterized by the set-valued process X. The interaction between the
macroeconomic factor Y and the default process X is channeled through a conditional Markov process
with default intensity Λ, which will be specified later (see Assumption 3.2). The process Λ has the
same flavor of intensity based approach as in Jarrow and Turnbull (1995), Lando (1998), and Collin-
Dufresne et al. (2004), to name a few.
This paper has several contributions to the intensity based credit risk modeling literature. First,
we explicitly construct the set-valued default process X through its intensity family Λ. As a result,
our model integrates macroeconomic impact and intergroup default contagion effect dynamically,
which both top-down and bottom-up models can not capture. Markov (set-valued and real-valued)
default models have been studied both theoretically and empirically by Jarrow et al. (1997) and
Bielelcki et al. (2011); however our model leads to a more tractable formulation in pricing and hedging
credit derivatives. Second, we provide a closed-form pricing formula for CDOs without using matrix
exponential as in Bielelcki et al. (2011). This gives significant computational advantages beyond its
tractability, especially when the obligors N is large. We illustrate this in a particular homogeneous
contagion model where N could be as large as 125. Finally, our set-valued Markov model can be easily
extended and applied to study other credit derivatives such as first-to-default, k-th default, et cetera.
We will leave the investigation of those derivatives in future research.
The paper is organized as follows. In Section 2, we introduce the default contagion model. In
Section 3, we provide analytic characterizations for the default process. In Section 4, we derive the
pricing formulas of credit derivatives. In Section 5, we conduct a sensitivity analysis on tranche spreads
and use market data to calibrate the model. We conclude in Section 6. In Appendixes A and B, we
present technical proofs.
2 The Setup
In this paper, we model the macroeconomic information (or factors) by an exogenous process Y =
(Yt)t≥0, which is defined on a stochastic basis (Ω,F ,FY = (FYt )t≥0,P). Here the filtration FY is taken
to be the augmented filtration generated by the process Y , satisfying the usual hypotheses of right
4
continuity and completeness, and FY∞ ⊆ F . The measure P is the risk neutral probability measure
associated with a constant risk-free rate r. In the economy, we consider N defaultable obligors, labeled
as {Oi}i∈N , where N := {1, 2, · · · , N}. For each obligor Oi, denote by νi its individual default time,
where i ∈ N . If obligor Oi defaults, we assume there is a proportional nominal loss of 1 − Ri. As
a standard market practice, Ri is often set to be 40% for all i, see ISDA standard CDS converter
specification.2
In our studies, a credit derivative is a contingent claim with payoff depending on the loss process
L = (Lt)t≥0, which is defined by
Lt :=
N∑
i=1
(1−Ri)1{νi≤t}, t ≥ 0,
where 1· is an indicator function. Without loss of generality, we have assumed a unitary face value for
all obligors in the above definition of L. In the literature, there are two standard approaches (models)
for the pricing and hedging problems of credit derivatives: the bottom-up and top-down approaches.
The bottom-up approach specifies the intensity process λi = (λi(t))t≥03 of each obligor such that, for
all i ∈ N ,
(
1{νi≤t} −
∫ t
0
λi(s)ds
)
t≥0
is a martingale,
see, e.g., Duffie et al. (2000) and Collin-Dufresne et al. (2004). On the other hand, the top-down
approach specifies the constituent intensity process λL = (λL(t))t≥0 of the loss process L such that
(
Lt −
∫ t
0
λL(s)ds
)
t≥0
is a martingale,
see, e.g., Errais et al. (2007) and Giesecke et al. (2011). In the top-down approach, the constituent
intensity λL can be recovered by random thinning to decompose the aggregate portfolio intensity into
a sum of constituent intensities, see Giesecke et al. (2011).
Unlike in the bottom-up approach, we do not model the individual default time νi for each obligor
2http://www.cdsmodel.com/cdsmodel/assets/cds-model/docs
3Throughout this paper, for a stochastic process, if the subscript is reserved for special meaning, then we write time
variable t in parenthesis, see, e.g., λi(t); otherwise, we may write time variable t in subscript or parenthesis exchangeably
(e.g., as Lt or L(t)).
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Oi, but instead consider the ordered default times (τi)i∈N of all obligors. Namely, τi is the occurrence
time of the i-th default among all obligors. Hence, we have
τ1 := min
i∈N
{νi} ≤ · · · ≤ τi ≤ · · · ≤ τN := max
i∈N
{νi}.
Denote by X = (Xt)t≥0 the default process, and define Xt as the set of obligors that have defaulted by
time t. X is then a set-valued process taking values in the subsets of N . For instance, if Xt = {1, 5, 9},
then obligors O1, O5, and O9 have defaulted by time t. With the usual conventions, we set τ0 = 0 and
X0 = ∅. The following assumptions on the defaults modeling will be imposed throughout the paper.
Assumption 2.1. We assume that (i) no more than one default occurs at the same time; and (ii)
obligors will not recover after the default.
Remark 2.2. Under Assumption 2.1, we have the following results.
(i) P(no default at time t) = 1 - P(one default at time t) and τ1 < · · · < τi < · · · < τN .
(ii) X is a non-decreasing process, i.e., Xs ⊆ Xt4 for all 0 ≤ s < t.
(iii) The cardinality of the default process, denoted by |Xt| at time t, jumps up by size 1 at default
time τi. Hence, |Xτi+1/Xt| = 1, where τi ≤ t < τi+1 and i ∈ N/{N}. Here, F/E denotes the
set difference of two sets E and F , i.e., the set of all elements that belong to F but not E.
In our setup, the defaults of all obligors are fully characterized by the pair (τi, Xτi)i∈{0}∪N . By
using them, we rewrite the default process X and the loss process L by
Xt =
N∑
i=0
Xτi · 1{τi≤t<τi+1} and Lt =
∑
i∈Xt
(1−Ri) := RX(t), t ≥ 0. (2.1)
In the above expression, we take τN+1 = +∞. Since τN records the last default among all obligors, it
is clear that Xt = N for all t ≥ τN .
One of the novelties of our framework is to characterize defaults directly through the dynamics
of the default process X, which is modeled by an FY -conditional Markov chain with intensity family
Λ = (ΛEF (t))t≥0, where E,F ∈ N. Here, N denotes the sigma-algebra consisting of all the subsets of
4In this paper, the notation “⊆” may contain equality, i.e., it is possible that E ⊆ F and F ⊆ E hold at the same
time. If E is a true subset of F , we denote by E ⊂ F .
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N . To account for the dependence among defaults in the group, the intensity family Λ may depend
on the macroeconomic factor Y and/or intergroup contagion. Introduce notations FX = (FXt )t≥0 as
the augmented filtration generated by the process X. We present two important definitions below.
Definition 2.3. A continuous time N-valued stochastic process X = (Xt)t≥0 is called an FY -conditional
Markov chain if, for all 0 ≤ s ≤ t and F ∈ N, the following condition holds:
P
(
Xt = F | FXs ∨ FYs
)
= P
(
Xt = F | σ(Xs) ∨ FYs
)
, P-a.s..
Here, the operator “ ∨ ” stands for the sigma-algebra generated by two sigma-fields FX· and FY· .
Definition 2.4. A family of FY -adapted processes Λ = (ΛEF (t))t≥0 or λ = (λEF (t))t≥0 is called
the default intensity family of an N-valued process X = (Xt)t≥0, if for any F ∈ N, the process
XF = (XF (t))t≥0 is an Fˇ-martingale, where
XF (t) := 1F (Xt)−
∑
E⊆F
∫ t
0
1{Xs=E}dΛEF (s), with ΛEF (t) :=
∫ t
0
λEF (s)ds,
and Fˇ = (Fˇt)t≥0 := (FXt ∨ FYt )t≥0.
Similar to the bottom-up and top-down approaches, the intensity family Λ ir λ in our framework
plays an important role in the compensator of the default process X, with λEF (t) representing the
conditional default rate at time t when obligors in set E have already defaulted. Notice that the
condition (i) in Assumption 2.1 is equivalent to
λEF (t) = 0, whenever F 6= E ∪ {i} and i ∈ Ec (complement of set E).
To make our framework more applicable in empirical studies, we assume the existence of the
intensity family Λ (or λ) and the macroeconomic factor process Y first, not the default process X
directly. The motivation follows from the fact that one could apply the market credit derivative prices
or spreads to recover the default intensity or contagion rate. We refer interested readers to Cont et al.
(2010), Cont and Minca (2013), Nickerson and Griffin (2017), and the references therein, for related
studies. However, it is rather difficult and technical to show the existence of an FY -conditional Markov
chain X for a given intensity family Λ, which is a main subject of the next section.
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3 Characterizations of the Default Process
In this section, we provide characterizations for the default process X, introduced in the previous
section, in three steps. First, we formulate the conditions that guarantee the existence of an FY -
conditional Markov chain X, which is used to model the default process in our framework, see As-
sumptions 3.1 and 3.2 and Theorem 3.4 in Section 3.1. Second, we derive the dynamics of X through
computing its conditional probabilities and expectations. The key results under the general default
intensity family are obtained in Theorem 3.5, which is essential in pricing and hedging problems of
credit derivatives. Third, we specify a class of processes for the intensity family in Assumption 3.7
and simplify the results of Theorem 3.5 to more tractable forms in Corollaries 3.9 and 3.11.
3.1 The Existence of the Default Process
In this subsection, we characterize the existence of an FY -conditional Markov chain X under As-
sumptions 3.1 and 3.2, and present results in Theorem 3.4. As mentioned in the introduction, such a
Markov chain X will be used to model the default process in our framework.
To construct an FY -conditional Markov chain X, we begin with a given exogenous Rd-valued
stochastic process Y , which captures the macroeconomic information (or factors). In this section, to
obtain generality, we do not specify the dynamics of Y . We consider the pricing problems in the next
section when Y is modeled by an affine jump-diffusion process. In addition, we are given a family of
stochastic processes M which are described below.
Assumption 3.1. M = (MEF (t))t≥0 is a family of Poisson processes with intensity equal to one,
where E,F ∈ N and E ⊂ F . Furthermore, the Poisson family M and the macroeconomy process Y
are mutually independent.
Next, we summarize the conditions that the intensity family Λ (or λ) should satisfy, and assume
those conditions hold in the rest of the paper.
Assumption 3.2. The intensity family Λ = (ΛEF (t))t≥0, where E,F ∈ N, is a family of FY -adapted
processes, which satisfy the following conditions for all t ≥ 0:
(A1) ΛEF (t) = 0 (or λEF (t) = 0), if E 6= F or F 6= E ∪ {i}, where i ∈ Ec.
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(A2) ΛEE(t) = −
∑
E 6=F
ΛEF (t)
(
or λEE(t) = −
∑
E 6=F
λEF (t)
)
. For notation simplicity, let ΛE(t) :=
−ΛEE(t) and λE(t) := −λEE(t).
(A3) ΛEF (t) is an increasing function of t, with ΛEF (0) = 0.
(A4) lim
t→+∞ΛEF (t) = +∞ for all F = E ∪ {i} and i ∈ E
c.
Remark 3.3. The essential part of Assumption 3.2 is (A1), and it is equivalent to condition (i) in
Assumption 2.1. (A2) is the Markov transition density requirement. (A3) and (A4) are essential to
impose positivity assumption on the family λ := (λEF (t))t≥0. We do not make any further assumptions
on the structure of the intensity family Λ or λ, which shall give our framework more flexibility and
versatility to capture default contagion.
We end this subsection by the following crucial theorem which addresses the existence question of
the default process X when the exogenous process Y and the intensity family Λ are given.
Theorem 3.4. Suppose an exogenous process Y is given, and two families of processes M and Λ
are specified by Assumptions 3.1 and 3.2, then there exists an FY -conditional Markov chain X with
intensity family Λ and X0 = ∅.
Proof. The construction of such an FY -conditional Markov chain X is achieved by carefully counting
the jump times of a family of non-homogenous Poisson processes and by verifying the conditions in
Definitions 2.3 and 2.4. The existence of X is obtained under very general assumptions, and our
framework embraces a broad class of credit risk models. The detailed proof is separated into three
parts, which are delayed to Appendix A.
3.2 The Dynamics of the Default Process
In this subsection, using the results from Theorem 3.4, we obtain the dynamics of the default process
X through deriving its conditional probabilities and expectations, see Theorem 3.5.
To proceed, we introduce some notations to facilitate the presentation of key results below. For
any E,F ∈ N satisfying E ⊆ F and | F/E |= n, denote by Π(F/E) the set of all the permutations
of F/E. Here, F/E is set F “minus” set E, namely, F/E = {x : x ∈ F and x 6∈ E}. For any
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pi = (pi1, · · · , pin) ∈ Π(F/E), define the sequence of sets (Fpik )k=0,1,··· ,n by
Fpi0 := E and F
pi
k := F
pi
k−1 ∪ {pik}, k = 1, 2, · · · , n. (3.1)
The theorem below contains the key results regarding the dynamics of the default process X.
Theorem 3.5. Suppose the macroeconomy process Y is given, and Assumptions 3.1 and 3.2 hold.
For any 0 ≤ s ≤ t < +∞ and F ∈ N, we have
P
[
Xt = F | FXs ∨ FYt
]
=
∑
E⊆F
1{Xs=E} ·G(s, t;E,F ), (3.2)
and further, for any bounded (nonnegative) FYt -measurable random variable ξ,
E
[
1{Xt=F} · ξ | FXs ∨ FYs
]
=
∑
E⊆F
1{Xs=E} · E
[
ξ G(s, t;E,F )
∣∣∣FYs ] , (3.3)
where
G(s, t;E,F ) :=

H0(s, t;E), if E = F
∑
pi∈Π(F/E)
H|F/E|(s, t;Fpi0 , · · · , Fpi|F/E|), if E ⊂ F
(3.4)
H0(s, t;E) := e
− ∫ ts λE(u)du,
Hk+1(s, t;F
pi
0 , · · · , Fpik+1) :=
∫ t
s
λFpik F
pi
k+1
(v) · e−
∫ t
v λFpik+1
(u)du ·Hk(s, v;Fpi0 , · · · , Fpik )dv. (3.5)
Proof. The proof of Theorem 3.5 is postponed to Appendix B.1. Note that λE(t) = −λEE(t) =∑
E 6=F λEF (t) for all E ∈ N.
Theorem 3.5 explicitly describes the conditional dynamics of X under FX ∨ FY once the default
intensity λ = (λEF (t))t≥0 is known. Given the dynamics of X in Theorem 3.5, the loss process L in
(2.1) is completely characterized and employed to price credit derivatives in the next section. One
interesting and important feature of Theorem 3.5 is that the functional G (serves as the transition
kernel from set E to set F ) only involves the default intensity λ. Notice that when the intensity
family λ is completely arbitrary, the calculation complexity of the conditional probabilities in (3.2) is
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tremendous, since permutations of F/E are involved. However, if we assign a more tractable structure
to λ, the computation of (3.2) will be simplified dramatically. This gives us computational advantage
when pricing and hedging credit derivatives, see examples in the next section.
In our modeling, there are N obligors, where N is a positive integer. When N = 1 or 2, the results
in Theorem 3.5 can be to much simpler forms, as in the corollary below.
Corollary 3.6. Suppose the macroeconomy process Y is given, and Assumptions 3.1 and 3.2 hold. If
there is only one obligor and λ∅{1} = λ > 0, we have, for all 0 ≤ s ≤ t < +∞, that
P
[
Xt = ∅ | FXs ∨ FYs
]
= 1{Xs=∅}e
−λ(t−s),
P
[
Xt = {1} | FXs ∨ FYs
]
= 1{Xs=∅}
(
1− e−λ(t−s)
)
+ 1{Xs={1}}.
If there are two obligors and λEF = λ > 0 for all E ⊂ {1, 2} and F = E ∪ {i}, i ∈ Ec, we have, for all
0 ≤ s ≤ t < +∞, that
P
[
Xt = ∅ | FXs ∨ FYs
]
= 1{Xs=∅}e
−2λ(t−s),
P
[
Xt = {i} | FXs ∨ FYs
]
= 1{Xs=∅}
(
e−λ(t−s) − e−2λ(t−s)
)
+ 1{Xs={i}}e
−λ(t−s), i = 1, 2,
P
[
Xt = {1, 2} | FXs ∨ FYs
]
= 1{Xs=∅}
(
1− e−λ(t−s)
)
+ 1{Xs={1 or 2}}
(
1− e−2λ(t−s)
)
+ 1{Xs={1,2}}.
When N = 2 (the case of two obligors), we observe that, starting from Xs = {∅}, the probability
that Xt hits state {1} or {2} achieves its maximum when t − s = ln(2)/λ. Furthermore, both
probabilities are increasing when t− s ∈ [0, ln(2)/λ] and decreasing when t− s ∈ [ln(2)/λ,+∞).
3.3 The Modeling of the Intensity Family
In the previous subsection, we have obtained the dynamics of the default process X in Theorem 3.5,
which is fully determined by the default intensity family λ. When the number of obligors in the
economy is small (N = 1, 2), we have simplified the results of Theorem 3.5 to more tractable forms in
Corollary 3.6. However, N is usually large in many financial products, such as iTraxx and CDX, and
that makes the computation of conditional probabilities in (3.2) time consuming and inefficient. One
remedy is to model the intensity family λ of the default process X in specific forms, then develop a
more applicable version of Theorem 3.5. The rest of this subsection is then devoted to the modeling of
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the intensity family λ, taking the dependence of the macroeconomic factor and intergroup contagion
into account. We consider the following model for the intensity family λ, which satisfies all the
conditions imposed in Assumption 3.2.
Assumption 3.7. Let (βi)i∈N and (ρij)i,j∈N be nonnegative constants, and h(·) be a positive real-
valued function with h(0) = 1. We define, for all E ∈ N, that
LE(i) :=

h(|E|) · ∑
j∈E
ρji, if E 6= ∅
βi, if E = ∅
(3.6)
and LE :=
∑
i∈Ec
LE(i), with LN := 0. (3.7)
Let Φ(·, ·) be a positive functional mapping from [0,∞) × Rd to R. The intensity family λ =
(λEF (t))t≥0, where E,F ∈ N, of the default process X is given by
λEF (t) =

Φ(t, Yt) · LE(i), if F = E ∪ {i} and i ∈ Ec
−Φ(t, Yt) · LE , if E = F
0, otherwise
, (3.8)
where (Yt)t≥0 is the macroeconomy process, and LE(·) and LE are defined above by (3.6) and (3.7).
Remark 3.8. In Assumption 3.7, the function Φ(t, Yt) describes the default rate inherited from the
macroeconomic factors, such as economic downturn, business cycles and financial crises. The function
LE(i) describes the intergroup default contagion rate induced by the defaulted obligors in E on the
survivor Oi, and LE is the aggregate impact of defaulted obligors in E on all survivors in Ec; while
ρji is the individual contagion rate from j to i. The function h measures the magnitude of intergroup
contagion. Hence, the model of λ, given by (3.8), is able to capture the impact of macroeconomic
factors and intergroup contagion on the default intensity. We end this remark by noting that the
model (3.8) embraces a broad class of default contagion models, such as the homogeneous contagion
model and the near neighbor contagion model, see Herbertsson (2008).
The intergroup contagion magnitude function h and the contagion rate matrix (ρij), in the defini-
tion of LE(i), may have opposite effects on the severity of the total default risk. For instance, Jorion
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and Zhang (2007) find that, in the CDS market, credit events could have contagion and competition
effects, i.e., there are good and bad credit contagions. By adopting their findings, the function h may
have positive (h > 1) or negative (0 < h < 1) effect on credit spreads. In the numerical studies of
Section 5, we take h(n) = e−δn, where δ is calibrated from the CDO tranche quotes. Our findings show
that δ is positive for both 5Y and 7Y CDX.NA.HY, which imply the credit events in CDX.NA.HY
group have a overall competition (negative) effect.
Recall that Π(F/E) contains all the permutations of F/E. Take E ⊂ F ∈ N with |F/E| = n,
where n is a positive integer no greater than N , and select any pi = (pi1, · · · , pin) ∈ Π(F/E), define
L̂pi(n) :=
n−1∏
k=0
LFpik (pik+1), (3.9)
where Fpi· and L·(·) are defined by (3.1) and (3.6), respectively.
Let l0, l1, · · · , ln be n+1 different real numbers, where n is a positive integer. For allm = 1, 2, · · · , n
and i = 0, 1, · · · ,m− 1, we define
α
(m)
i (l0, · · · , lm) :=
α
(m−1)
i (l0, · · · , lm−1)
lm − li and α
(m)
m (l0, · · · , lm) := −
m−1∑
i=0
α
(m)
i (l0, · · · , lm), (3.10)
with α
(0)
0 (l0) := 1.
When the intensity family λ is given by (3.8), we simplify the results of Theorem 3.5 in the corollary
below, which is the key result of this subsection.
Corollary 3.9. Suppose the macroeconomy process Y is given, and Assumptions 3.1 and 3.7 hold.
Choose any E,F ∈ N with E ⊆ F and |F\E| = n. If LFpii 6= LFpij whenever i 6= j and pi ∈ Π(F/E),
then given {Xs = E}, we have for all 0 ≤ s ≤ t < +∞ that
P
[
Xt = F
∣∣∣FXs ∨ FYt ] =

exp
(
−LE ·
∫ t
s Φ(u, Yu)du
)
, if E = F∑
pi∈Π(F/E)
L̂pi(n)
n∑
i=0
α
(n)
i (pi) · exp
(
−LFpii ·
∫ t
s Φ(u, Yu)du
)
, if E ⊂ F
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and further, for any nonnegative (or bounded) FYt -measurable random variable ξ,
E
[
1{Xt=F} · ξ
∣∣∣FXs ∨ FYs ] =

E
[
ξ · e−LE ·
∫ t
s Φ(u,Yu)du
∣∣∣FYs ] , if E = F∑
pi∈Π(F/E)
L̂pi(n)
n∑
i=0
α
(n)
i (pi) · E
[
ξ · e−LFpii ·
∫ t
s Φ(u,Yu)du
∣∣∣FYs ] , if E ⊂ F
where L· and L̂ are defined by (3.7) and (3.9), and α(n)i (pi) := α(n)i (LFpi0 ,LFpi1 , · · · ,LFpin ), with α
(n)
i
given by (3.10).
Proof. Please refer to Appendix B.2 for the proof of Corollary 3.9.
Remark 3.10. In Corollary 3.9, the conditional expectations rely on time independent L̂pi and
α
(n)
i , and only
∫ t
s Φ(u, Yu)du is needed. In comparison, the general results in Theorem 3.5 requires the
computations of
∫ t
h λFpik+1(u)du for all 0 ≤ h ≤ s and permutations pi of F/E.
Similar to Corollary 3.6, when there is only one obligor, we can further reduce the results in
Corollary 3.9 to much simpler forms, which are summarized in the corollary below. The results
obtained in Corollary 3.11 coincide with those in the classical intensity model, see, e.g. Duffie et al.
(2000) and Collin-Dufresne et al. (2004).
Corollary 3.11. Suppose the macroeconomy process Y is given, and Assumptions 3.1 and 3.7 hold.
If there is only one obligor, and its default time is given by τ , the following results hold for all
0 ≤ s ≤ t < +∞:
(i) The conditional survival probability is given by
P
[
τ > t
∣∣FXs ∨ FYs ] = P [Xt = {∅}|FXs ∨ FYs ] = 1{Xs=∅} · E [e−β1·∫ ts Φ(u,Yu)du∣∣∣FYs ] ,
where β1 is a constant from the definition of L in (3.6) and Φ is from the intensity model (3.8).
(ii) The conditional default probability is given by
P
[
τ ≤ t∣∣FXs ∨ FYs ] = 1{Xs=∅} · (1− E [e−β1·∫ ts Φ(u,Yu)du∣∣∣FYs ])+ 1{Xs={1}}.
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Proof. The results follow immediately by calculating that L∅ = β1, L{1} = 0, LFpi0 = β1, LFpi1 = 0,
L̂pi(1) = β1, α(1)0 = −1/β1 and α(1)1 = 1/β1.
Remark 3.12. From assertion (i) in Corollary 3.11, we obtain
e−rt · P(τ > t) = E
[
exp
(
−
∫ t
0
(β1Φ(u, Yu) + r)du
)]
.
Hence, we could interpret β1Φ(t, Yt) as the instantaneous default risk premium at time t, and price a
defaultable bond with maturity T as a risk-free bond under a risk-adjusted discount rate β1 · Φ + r.
4 Credit Derivatives Pricing under Affine Jump Diffusion Intensity
In this section, we apply the results in Corollary 3.9 to price synthetic CDOs and CDX indexes under
our default contagion model. The intensity family λ is given by (3.8) under an affine jump diffusion
model, as specified in Assumption 4.1. The general results are obtained in Proposition 4.4, and those
under two special models in Propositions 4.6 and 4.8.
4.1 Affine Jump Diffusion Intensity
In Section 3.3, we specify the structure of the intensity family λ in Assumption 3.7, in which the
function Φ and the macroeconomy process Y are in general forms. To obtain explicit pricing formulas
of credit derivatives, we further make the following assumptions for Φ and Y .
Assumption 4.1. Let Assumption 3.7 hold and the intensity process λEF be given by (3.8). Take
Φ(t, Yt) ≡ Yt for all t ≥ 0 and suppose the dynamics of Y are governed by the following one-dimensional
affine jump diffusion process:
dYt = κ(θ − Yt)dt+ σ
√
YtdWt + dJt, with Y0 = y0, (4.1)
where κ, θ and σ are (positive) constants, W = (Wt)t≥0 is a standard Brownian motion, J = (Jt)t≥0
is a compound Poisson process with jump times from a Poisson distribution with intensity l and jump
sizes exponentially distributed with mean µ. The processes W and J are mutually independent.
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Remark 4.2. In the above model (4.1), the parameter κ is the mean-reversion rate of Y to the long-
term level θ. The jumps of the compound Poisson process J capture the sudden credit deterioration
events, which may lead to defaults of the obligors in the economy. Such an affine jump diffusion model
is considered in Duffie et al. (2000) and Ding et al. (2009). A special case is the no-jump (l = 0)
model of Feller (1951), which is used by Cox et al. (1985) to model stochastic interest rates.
The following lemma is needed when deriving the pricing formula of credit derivatives in the sequel,
see, e.g., Appendix of Duffie and Garleanu (2001) and Mortensen (2006).
Lemma 4.3. Let Assumption 4.1 hold. For any g > 0 and t ≥ 0, we have
E
[
e−g
∫ t
0 Ysds
]
= eA(g,0,t)+y0·B(g,0,t), (4.2)
where A(g, 0, t) and B(g, 0, t) are given by
B(g, 0, t) =
1− ebt
c1 + d1ebt
,
A(g, 0, t) =
κθγ
gbc1d1
ln
(
c1 + d1e
bt
−γ/g
)
+
κθ
c1
t+
l(c2d1 − c1d2)
bc1c2d2
ln
(
c2 + d2e
bt
c2 + d2
)
+
(
l
c2
− l
)
t,
with γ =
√
κ2 + 2gσ2, c1 = −γ+κ2g , d1 = c1 + κg , c2 = 1− µc1 , d2 =
d1+µ
c1
, and b = d1g + g
κc1−σ2
γ .
4.2 Index and Tranche Spreads
A synthetic collateralized debt obligation (CDO) is a portfolio consisting of N single-name credit
default swaps (CDS) on obligors, with default times ν1, ν2, · · · , νN and recovery rates R1, R2, · · · , RN .
It is standard to assume that all obligors have the same nominal values, as in the cases of iTraxx and
CDX. Without loss of generality, the nominal value is set to one. Then the accumulated loss L is
given by (2.1). Usually, L is represented as a percentage of the total nominal value at time 0 (which
is equal to N). In the following, with slight abuse of notations, we set
Lt =
RX(t)
N
, t ≥ 0, (4.3)
where RX(t) :=
∑
i∈Xt(1−Ri). Notice that, with the notation of RX(t), the numerator in (4.3) is the
loss L in (2.1).
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A CDO is specified by the attachment points 0 = p0 < p1 < p2 < · · · < pK ≤ 1 and the
corresponding trances [pi−1, pi], where i = 1, 2, · · · ,K. An agreement on tranche i is a bilateral
contract, in which the protection seller agrees to pay the protection buyer all credit losses occurred in
the interval [pi−1, pi]. The payments from the seller are then made at the corresponding default times
before or at T . In exchange for protection, the buyer pays a periodic premium fee proportional to the
current outstanding value on tranche i up to T , probably reduced by the occurred default losses. The
accumulated loss of tranche i is defined by
L(i)(Xt) := (Lt − pi−1)+ − (Lt − pi)+ =
(
RX(t)
N
− pi−1
)+
−
(
RX(t)
N
− pi
)+
. (4.4)
Suppose the premium fees from the buyer are paid at discrete times 0 = t0 < t1 < t2 · · · < tm = T ,
with time increment ∆k := tk − tk−1 for k = 1, 2, · · · ,m, and the risk-free interest rate is constant
r. It is often assumed in practice that premiums are paid quarterly, i.e., ∆k = 1/4, which is exactly
the parameter we choose in the numerical studies. At the inception of an agreement, depending on
different product structures, such as CDX and iTraxx to name a few, the buyer is usually required to
pay an upfront fee. In a typical CDO tranche i with upfront rate u(i) and swap spread s(i), the cash
flows are as follows:
• (Default Leg) The protection seller covers tranche losses L(i)(Xt), given by (4.4).
• (Premium Leg) The protection buyer pays u(i)∆pi = u(i)(pi − pi−1) at inception and s(i)(∆pi −
L(i)(Xtk−1))∆k at each payment time tk, where k = 1, · · · ,m.
Therefore, the value of the default leg must agree with that of the premium leg, which gives the spread
s(i) of tranche i by
s(i) =
m∑
k=1
e−rtkE
[
L(i)(Xtk)− L(i)(Xtk−1)
]− u(i)∆pi
m∑
k=1
e−rtk
(
∆pi − E[L(i)(Xtk−1)]
)
∆k
, (4.5)
where E denotes the expectation taken under the risk neutral probability measure P. Note that in
(4.5) we have assumed that defaults only occur at the start point of each time interval [ti−1, ti]. In
the literature, the end point and the middle point of each time interval [ti−1, ti] are both used as well,
see, e.g. Mortensen (2006), Errais et al. (2010) and Cont and Minca (2013). However, these different
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assumptions will only slightly affect our calibration results, but will not lead to different conclusions.
As a direct consequence of Corollary 3.9 and formulas (4.2) and (4.4), the tranche spread s(i) is further
computed in the proposition below.
Proposition 4.4. Suppose the macroeconomy process Y is given, and Assumptions 3.1 and 4.1 hold.
For the above specified CDO, we have the following results.
(i) The spread s(i) of tranche i is given by (4.5), and E[L(i)(Xtk)] is computed by
E[L(i)(Xtk)] =
N∑
n=0
∑
F∈A(n)
L(i)(F )
∑
pi∈Π(F/∅)
L̂pi(n)
n∑
i=0
α
(n)
i (pi) · E
[
e
−LFpi
i
·∫ tk0 Φ(u,Yu)du] ,
where A(n) := {F ∈ N : |F | = n}, L(i) is given by (4.4), α(n)i (pi) := α(n)i (LFpi0 ,LFpi1 , · · · ,LFpin ) is
given by (3.10), operators L and L̂ are defined by (3.7) and (3.9).
(ii) If all the obligors have the same recovery rate Ri = R, the accumulated loss L
(i)(Xtk) and its
expected value are respectively given by
L(i)(Xtk) = I
(i)(|Xtk |),
E[L(i)(Xtk)] =
N∑
n=‖Vi−1‖+1
I(i)(n)
∑
F∈A(n)
∑
pi∈Π(F/∅)
L̂pi(n)
n∑
i=0
α
(n)
i (pi) · E
[
e
−LFpi
i
·∫ tk0 Φ(u,Yu)du] ,
where
I(i)(n) :=
1−R
N
(
(n− Vi−1)+ − (n− Vi)+
)
, Vi :=
N
1−R · pi, (4.6)
and ‖ Vi ‖ is the integer part of Vi.
Proof. It follows immediately from Corollary 3.9. The computations are omitted here.
4.3 Pricing Examples
In this subsection, we simplify the results of Proposition 4.4 under two specific contagion models:
(1) homogeneous contagion model (HCM) in Proposition 4.6 and (2) near neighbor contagion model
(NCM) in Proposition 4.8. Both models are special cases of the intensity model in Assumption 3.7.
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Assumption 4.5 (Homogeneous Contagion Model). Let the intensity family λ be given by Assumption
3.7. We further assume that the default contagion is homogeneous among obligors. To be specific, we
assume ρij = ρ for all i 6= j, Φ(t, y) = y and h(n) = e−δn, where δ is a constant and can be interpreted
as the contagion recovery rate.
The homogeneous contagion model (HCM) introduced in Assumption 4.5 is different from that in
Frey and Backhaus (2010) and Laurent et al. (2011), where the authors specify their default intensity
λ only through a homogeneous Poisson process, while our family of default intensities λ consists of two
components: one from macroeconomic factor Φ and the other from intergroup contagion matrix (ρij).
Modeling all heterogeneous intergroup contagion leads to a large scale of parameters and numerical
issues, such as computational inefficiency and loss of robustness in model parameters calibration. As a
result, we will mainly restrict to HCM in our numerical studies. We remark that HCM is a reasonable
assumption for CDO tranches on large indexes such as iTraxx and CDX, although this may be an
issue with equity tranches for which idiosyncratic risk is playing an important role. Under the above
HCM, we obtain the following results.
Proposition 4.6. Suppose the macroeconomy process Y is given, and Assumptions 3.1, 4.1 and 4.5
hold. The spread s(i) of tranche i is given by (4.5), and the expectation E[L(i)(Xtk)] is computed by
E
[
L(i)(Xtk)
]
=
N−1∑
i=0
Γi · exp
(
A(ai, 0, tk) + y0B(ai, 0, tk)
)
+ 1,
where functionals A,B are from Lemma 4.3, a0 :=
∑N
i=1 βi, ak := ρk(N − k)e−δk for k = 1, · · · , N ,
and Γi is defined, for all i = 0, 1, · · · , N − 1, by
Γi := a0
N∑
n=max(i,‖Vi−1‖+1)
(n− 1)!(N − 1)!
(N − n)! ρ
n−1 I(i)(n) e−δn(n−1)/2 α(n)i (a0, a1, · · · , an).
Proof. Please refer to Appendix B.3 for the proof.
Next, we consider the near neighbor contagion model (NCM), where each obligor Oi can only
impact its neighbors Oi−1 and Oi+1. We describe the model in Assumption 4.7 and obtain related
results in Proposition 4.8.
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Assumption 4.7 (Near Neighbor Contagion Model). Let the intensity family λ be given by Assump-
tion 3.7. We further assume that each obligor Oi can only impact its neighbors Oi−1 and Oi+1. To be
specific, we set Φ(t, y) = y, h(n) = e−δn and
ρji =

p, if {i = j + 1, 1 ≤ j ≤ N − 1} or {j = N and i = 1}
q, if {i = j − 1, 2 ≤ j ≤ N} or {j = 1 and i = N}
0, otherwise
where p > 0, q > 0, δ are constants.
Proposition 4.8. Suppose the macroeconomy process Y is given, and Assumptions 3.1, 4.1 and 4.7
hold. The spread s(i) of tranche i is given by (4.5), and the expectation E[L(i)(Xtk)] is computed by
E
[
L(i)(Xtk)
]
= 1 + a0
N−1∑
n=‖Vi−1‖+1
AnBn + a0ANBN ,
where a0 :=
N∑
i=1
βi, aN = 0, ak := e
−δk(p + q) for k = 1, 2, · · · , N − 1, and
An := I
(i)(n)e−δn(n−1)/2(p + q)n−1,
Bn :=
n∑
i=0
α
(n)
i (a0, · · · , an) exp{A(ai, 0, tk) + y0B(ai, 0, tk)}, n = 1, · · · , N − 1,
BN :=
N−1∑
i=0
α
(N)
i (a0, · · · , aN ) exp{A(ai, 0, tk) + y0B(ai, 0, tk)},
with functionals A,B as given in Lemma 4.3.
Proof. The proof is placed in Appendix B.4.
5 Numerical Studies
In Section 5.1, we demonstrate how to apply theoretical results from Propositions 4.6 and 4.8 to
compute CDO index and tranche spreads, and calculate the attachment/detachment times in a toy
example. Furthermore, we carry out a sensitivity analysis to investigate the impact of various model
parameters on tranche spreads. In Section 5.2, we mainly focus on calibrating the homogeneous
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contagion model to market data and validate the practical use of our novel default risk model.
Throughout this section, the intensity family λ and the macroeconomic factor Y are specified as
in Assumption 4.1. We consider two specific default models in the studies, namely the homogeneous
contagion model (HCM) from Assumption 4.5 and the near neighbor contagion model (NCM) from
Assumption 4.7. We choose the following base parameters for our default contagion models.
• The number of obligors is N = 125 (e.g., the constitutes of iTraxx); the risk-free interest rate is
r = 5%; the payments of CDS premiums are made quarterly, i.e., ∆k ≡ 1/4 := ∆; the recovery
rates are the same for all obligors, and R = 40%.
• The parameters of the affine jump diffusion process of Y , given by (4.1), are
κ = 0.6, θ = 0.02, σ = 0.141, l = 0.2, and µ = 0.1
which are taken from Table 2 of Duffie and Garleanu (2001).
• In the HCM, we set ρ = 0.05, δ = −0.008, and a0 = 0.35, see Assumption 4.5 and Proposition
4.6 for the meanings of these parameters.
• In the NCM, we set p = 0.3, q = 0.3, δ = −0.7, and a¯0 = 0.35, see Assumption 4.7 and
Proposition 4.8 for the meanings of these parameters.
The programming codes for all numerical studies in this section are written in Python and per-
formed on a Thinkpad PC with Intel(R) 2.50 GHz processor and 8.0GB RAM.
5.1 Sensitivity Analysis
We first compute the 5-year CDO tranche spreads using the formulas from Proposition 4.6 (for HCM)
and Proposition 4.8 (for NCM), and list them in bp (1bp = 10−4) in Table 1. In this example, we take
the same attachment points as those of iTraxx Europe, and the upfront rates are set from 500 bp to 0
bp, from equity tranche to super senior tranche. The upfront rates are artificial, only for illustrative
purpose. For example, the equity spread of the iTraxx Europe is the upfront premium on the tranche
nominal, quoted in percentage, plus the running fee 500 bp. In the example, since ∆ = 0.25 and the
CDO has 5 years maturity, the number of payments is m = 20. The CPU running time for the HCM
and NCM are respectively 5.73 seconds and 2.41 seconds.
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Table 1: 5-year CDO Tranche Spreads under HCM and NCM
Tranches Upfront Rate(bp) HCM. Spread(bp) NCM. Spread(bp)
[0, 3%] 500 1002 418
[3%, 6%] 400 840 190
[6%, 9%] 300 795 211
[9%, 12%] 200 777 235
[12%, 22%] 100 739 259
[22%, 60%] 0 619 283
Next, we calculate the attachment and detachment times (in years) under HCM. From the results
in Table 2, we observe that the equity tranche will endure losses in half a year and be wiped out in
1.25 years. However, higher tranches [12%, 22%] and [22%, 60%] would take decades to be wiped out.
Table 2: Attachment and Detachment Time under HCM
Tranches Detachment Default Obligors Attachment Time (year) Detachment Time (year)
[0, 3%] 6 0.5 1.25
[3%, 6%] 13 1.25 1.75
[6%, 9%] 19 1.75 2.25
[9%, 12%] 25 2.25 3
[12%, 22%] 46 3 11
[22%, 60%] 125 11 294
We then focus on the sensitivity analysis of various factors on the CDO tranche spreads under
HCM. In the sensitivity studies, we investigate only one factor each time, and keep other factors
the same as in the setup of base parameters. The factors we consider are default contagion rate ρ,
contagion recovery rate δ, number of payments m, default recovery rate R, macroeconomy mean-
reversion rate κ and volatility σ. For illustrative purpose, we choose upfront rate u(i) = 0 for all
tranches. According to the graphs in Figure 1, we arrive at the following conclusions.
• The CDO tranche spreads are very sensitive to all factors considered here, except for the macroe-
conomy volatility σ.
• Among all six factors considered, only the default contagion rate ρ is positively related with
respect to the tranche spreads, while the rest shows negative relation.
• The tranche spreads are extremely elastic to the default contagion rate ρ and contagion recovery
rate δ. One can interpret δ as the government intervene or self recovery rate of the group. The
equity tranche is less sensitive to δ comparing with other tranches.
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Figure 1: Sensitivity Analysis of CDO Tranche Spreads under HCM
Last, we study how the number of defaulted obligors evolves in time with respects to four factors
ρ, δ, κ and σ. The results are plotted in Figure 2. We find that the increase of the default contagion
rate ρ leads to the increase of defaulted obligors, since ρ directly measures the default contagion rate.
In the meantime, the number of defaulted obligors reduces when δ, κ or σ increases since it alleviates
the severity of contagions .
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Figure 2: Evolution of the Number of Defaulted Obligors under HCM
5.2 Market Calibration
In Section 5.1, the base parameters are pre-selected, not calibrated using market data. In this sub-
section, we use the market data5 of the CDX North American High Yield (CDX.NA.HY) index and
its spreads observed on 5/11/2007 to calibrate the parameters of the default intensity family Λ.
The CDX.NA.HY index constitutes of equally weighted N = 100 obligors with attachments points
0, 10, 15, 25, 35. The first two tranches [0, 15] and [15, 25] are quoted as a percentage of the upfront
fee, while the others are quoted as a percentage of the running spread fee.
5We use the data from Giesecke and Kim (2007).
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In the remaining studies, we only consider the homogeneous contagion model (HCM), introduced
in Assumption 4.5, since the near neighbor contagion model (NCM) does not fit the market data
well. As a result, we aim to use the CDX.NA.HY market data to estimate the parameters vector
x = (a0, ρ, δ, κ, θ, σ, µ, l, y0). To obtain the best fit xˆ, we solve the following minimization problem
min
x∈Θ
5∑
i=1
(
Trache imodel − Trache imarket
Trache imarket
)2
,
where Θ = (0, 2)× (0, 2)× (−2, 1)× (0, 7)× (0, 7)× (0, 0.4)× (0, 5)× (0, 1)× (0, 10).6 Trache imodel
is tranche i’s spread under HCM (see Proposition 4.6). Trache imarket is the average of tranche i’s
bid-ask quote, where i = 1, 2, 3, 4, and Trache 5market is the CDX.NA.HY index.
We consider both 5Y and 7Y CDX.NA.HY indexes in the calibration. We apply the sequential least
squares programming (SLSQP) method built in Python Scipy package to solve the above minimization
problem. The step size used for numerical approximation of the Jacobian is set to 1.49e-10, and the
precision goal for the minimization value of the stopping criterion is 1e-15. We first calibrate the
model parameters to two indexes separately and list the results in Table 3.
The calibrated optimal parameters for 5Y CDX.NA.HY are a0 = 1.135, ρ = 0.00258, δ = 0.0149, κ =
0.958, θ = 0.680, σ = 0.125, µ = 2.380, l = 0.236, y0 = 0.998. The calibrated optimal parameters for
7Y CDX.NA.HY are a0 = 1.199, ρ = 0.00356, δ = 0.00950, κ = 1.400, θ = 0.884, σ = 0.382, µ =
0.362, l = 0.320, y0 = 1.000 The average absolute percentage errors (AAPE) of the 5Y and 7Y
CDX.NA.HY indexes are 4.36% and 4.73% respectively, both of which are on reasonable levels since
liquidity risk and market makers’ premium are included in the market prices. We share the same
view as Mortensen (2006) that it is difficulty to rule out supply and demand effects caused by market
segments or market inefficiency, and a prefect fit to the market prices should perhaps not be expected.
Next, we use the joint data of two indexes and redo the calibration. The results are obtained
in Table 4. In the case of joint calibration, the optimal model parameters are a0 = 1.0372, ρ =
0.00558, δ = 0.0264, κ = 1.219, θ = 0.898, σ = 0.375, µ = 2.495, l = 0.155, y0 = 4.063.
Under both top-down and bottom-up approaches, the contributions of systematic and idiosyncratic
default risks are independent. Precisely, the individual default intensity is assumed to take the form of
6Giesecke et al. (2011) consider similar feasible region in their studies. Changing the feasible region Θ will only
slightly affect calibration.
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Table 3: Separate Calibration of 5Y and 7Y CDX.NA.HY indexes
Tranche 5Y-Bid 5Y-Ask 5Y-Model 7Y-Bid 7Y-Ask 7Y-Model
[0, 10%] 70.50% 70.75% 66.70% 80.13% 80.38% 78.39%
[10%, 15%] 34.25% 34.50% 32.89% 55.50% 55.75% 53.44%
[15%, 25%] 316.00 319.00 337.72 582.00 587.00 626.24
[25%, 35%] 79.00 81.00 78.82 180.00 183 .00 180.07
Index 262.85 263.10 248.00 307.50 307.75 278.43
MinObj 0.011 0.016
AAPE 4.36% 4.73%
Table 4: Joint Calibration of 5Y and 7Y CDX.NA.HY indexes
Tranche 5Y-Bid 5Y-Ask 5Y-Model 7Y-Bid 7Y-Ask 7Y-Model
[0, 10%] 70.50% 70.75% 67.22% 80.13% 80.38% 77.61%
[10%, 15%] 34.25% 34.50% 33.72% 55.50% 55.75% 54.26%
[15%, 25%] 316.00 319.00 342.02 582.00 587.00 604.84
[25%, 35%] 79.00 81.00 77.46 180.00 183.00 174.16
Index 262.85 263.10 245.87 307.50 307.75 273.66
MinObj 0.031
AAPE 4.83%
λ
i
(t) = constant ·λ(t)+λi(t), where λ and i are independent processes representing the systematic and
idiosyncratic components respectively, see Mortensen (2006). Our numerical studies show that the
systematic default risk coupled with default contagion risk (which is model by the individual contagion
rate matrix (ρij)i,j∈N under our framework) could have the leading component of the total default
risk even without individual idiosyncratic factor. Such a key finding is consistent with the conclusions
in Jorion and Zhang (2007). For single name CDS, individual idiosyncratic risk might play a key role;
while for CDS index such as CDX and iTraxx, idiosyncratic risk is less significant in the aggregate
default effect.
Last, we are concerned with an important parameter in HCM, the default contagion rate ρ, see As-
sumption 4.5. Using the separately calibrated parameters (except ρ) for the 5Y and 7Y CDX.NA.HY
indexes, we calculate the implied default contagion rate ρ and present the results for the correspond-
ing tranches in Table 5. Note that the implied ρ of tranche i is the one that solves the equation
s(i),Model(ρ) = s(i),Market, similar to the implied volatility of call/put options. We observe a “smile”
pattern of the implied default contagion rate ρ, similar to the volatility “smile” of options and the im-
plied correlation “smile” in CDX tranches, see O’Kane and Livesey (2004). One possible explanation
is that, the CDO tranches are segmented and each tranche contains a mixture of effects, including
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systematic and idiosyncratic credit risk, liquidity effect, and supply and demand for certain tranches.
Table 5: Implied Default Contagion Rate ρ
Tranche 5Y-Implied ρ 7Y-Implied ρ
[0, 10%] 0.0027 0.010
[10%, 15%] 0.00092 0.0082
[15%, 25%] 0.0026 0.0075
[25%, 35%] 0.0026 0.0072
Index 0.0027 0.0082
6 Conclusion
We propose a novel default contagion framework on credit risk modeling, which takes into consideration
the dynamical contagion effect among obligors and the impact of macroeconomic factors. We consider
a group of defaultable obligors and model the default process by a set-valued Markov process X = (Xt),
where Xt is the set of all obligors that have defaulted by time t. We are able to derive the dynamics
of the default process X in explicit forms, and apply the results to obtain analytic pricing formulas
for credit debt obligations (CDOs). The homogeneous contagion model (HCM) and near neighbor
contagion model (NCM) are studied as special cases within our general framework.
In numerical studies, we demonstrate how analytic pricing results can be easily programed to
compute the tranche spreads, and investigate the impact of various model factors on the tranche
spreads. Furthermore, we use the 5Y and 7Y CDX.NA.HY market data to calibrate the HCM and
validate the practical applications of our new framework. The model fits the 5Y and 7Y CDX.NA.HY
tranche spreads and indexes reasonably well. Our empirical findings support that systematic default
risk coupled with default contagion among obligors could have the leading component of the total
default risk, which is in line with the results of Jorion and Zhang (2007).
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Appendix
A Construction and Characterization of the Default Process X
In this section, under Assumptions 3.1 and 3.2, we construct the default process X through the pair
(τn, Xτn)n=0,1,··· ,N in Appendix A.1, and prove the conditional Markov property of X in Appendix A.2
and the martingale property ofX in Appendix A.3, respectively. Theorem 3.4 then follows immediately
once the construction of X is done, and the Markov and martingale properties are shown.
Recall N = {1, 2, · · · , N}, where N is the number of obligors in the group, and N is the σ-algebra
of N consisting of all the subsets of N . To proceed, we make the following definitions:
N2+ := {(E,F ) : E,F ∈ N and E ⊆ F}, N2++ := {(E,F ) ∈ N2+ : E 6= F},
E+(i) := E ∪ {i}, E−(i) := E/{i}, for all i ∈ N and E ∈ N.
Under a complete probability space (Ω, C,P), an exogenous Rd-valued stochastic process Y is given.
Suppose a family of Poisson processes M = {(MEF (t))t≥0 : (E,F ) ∈ N2++} with intensity one is
chosen according to Assumption 3.1. As an immediate consequence of Assumption 3.1, the processes
Y and MEF are mutually independent for all (E,F ) ∈ N2++. In addition, a family of processes
Λ := (ΛEF (t))t≥0 is given, which satisfies all the conditions imposed in Assumption 3.2.
For any 0 ≤ s ≤ t and E,F ∈ N, let ΛEF (s, t) := ΛEF (t)−ΛEF (s) =
∫ t
s λEF (u)du, and define the
process M̂EF = (M̂EF (t))t≥0 by
M̂EF (t) := MEF (ΛEF (t)), with (E,F ) ∈ N2++,
and the σ-fields below
FEFt := σ
{
M̂EF (s) : 0 ≤ s ≤ t
} ∪ C-negligible sets,
FEF∞ :=
∨
t≥0
FEFt , and F (n)∞ :=
∨
(E,F )∈N2++:|F |≤n
FEF∞ .
Here, the operator
∨
i∈indexHi stands for the sigma-algebra generated by all indexed (Hi)i∈index (the
index set could be uncountable). Recall Assumption 3.2, if F 6= E+(i) where i ∈ Ec, then M̂EF (t) = 0
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for all t ≥ 0. The proposition regarding M̂EF below is straightforward to check, and hence the proof
is omitted.
Proposition A.1. Let Assumptions 3.1 and 3.2 hold. The process M̂EF , where (E,F ) ∈ N2++,
satisfies the following properties:
(i) For any E ∈ N, i ∈ Ec, integer n ≥ 0, and 0 ≤ s < t,
P
[
M̂EE+(i)(t)− M̂EE+(i)(s) = n
∣∣∣FY∞∨FEE+(i)t ] = P [M̂EE+(i)(t)− M̂EE+(i)(s) = n∣∣∣FY∞]
= exp
(−ΛEE+(i)(s, t))× (ΛEE+(i)(s, t))nn! .
(ii) For any E ∈ N, i ∈ Ec, integers m,n ≥ 0, and 0 ≤ s < t < u,
P
[
M̂EE+(i)(u)− M̂EE+(i)(t) = m, M̂EE+(i)(t)− M̂EE+(i)(s) = n
∣∣∣FY∞]
= exp
(−ΛEE+(i)(s, u))× (ΛEE+(i)(t, u))mm! × (ΛEE+(i)(s, t))nn! .
(iii) For any (E,F ), (E′, F ′) ∈ N2++ and (E,F ) 6= (E′, F ′), M̂EF and M̂E′F ′ are conditionally
independent on FY∞.
Essentially, Proposition A.1 shows that, for any fixed E ∈ N and i ∈ Ec, the process M̂EE+(i) is
an FY∞-conditional inhomogeneous Poisson process with intensity ΛEE+(i).
A.1 Construction of the Default Process X
In this subsection, we construct the default process X by induction on the pair (τn, Xτn)n=0,1,··· ,N .
Recall that under our framework, τn is the n-th default time and Xτn is the set of obligors that have
defaulted by time τn. Once (τn, Xτn) are constructed for all n = 0, 1, · · · , N , we follow (2.1) and define
the default process X by
Xt := Xτn , if τn ≤ t < τn+1,
where τ0 = 0 and τN+1 = +∞. Note that Xt = N for all t ≥ τN .
The induction algorithm below allows us to construct a sequence for the pair (τn, Xτn)n=0,1,··· ,N .
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Step 1. As convention, let τ0 = 0 and Xτ0 = 0.
Step 2. Assume (τn, Xτn) are defined for n < N and satisfy that
(i) Both τn and Xτn are F (n)∞ -measurable, and P[τn < +∞] = 1.
(ii) P[| Xτn |= n] = 1.
Step 3. For any E ∈ N with | E |= n < N , and i ∈ Ec, define
τn+1(E, i) := inf
{
t > τn : M̂EE+(i)(t) 6= M̂EE+(i)(τn)
}
,
τn+1 :=
∑
E∈N: |E|=n
1{Xτn=E} ·min{τn+1(E, i) : i ∈ Ec},
Xτn+1 := E ∪ {i ∈ Ec : τn+1 = τn+1(E, i)} , given {Xτn = E}.
Intuitively, τn+1(E, i) is the default time of obligor Oi, given that obligors in set E have already
defaulted, where i ∈ Ec. τn+1 is the (n + 1)-th default time, given that the default process at τn is
Xτn . It is worth pointing out that the set {i ∈ Ec : τn+1 = τn+1(E, i)} is not empty, since N is finite.
The following lemma completes the definition of (τn, Xτn).
Lemma A.2. Let Assumptions 3.1 and 3.2 hold. For any integer 1 ≤ n < N, assume (τi, Xτi)i=0,1,··· ,n
are defined as in Step 2 of the above algorithm, the following two assertions hold:
(i) Both τn+1 and Xτn+1 are F (n+1)∞ -measurable.
(ii) P[τn+1 < +∞] = 1 and P[|Xτn+1 | = n+ 1] = 1.
Proof. (i) Since τn and Xτn are F (n)∞ -measurable, τn+1 is F (n+1)∞ -measurable by construction. For any
E ∈ N, we have
{Xτn+1 = E} =
⋃
i∈E
{Xτn = E−(i), Xτn+1 = E}
=
⋃
i∈E
{Xτn = E−(i), τn+1 = τn+1(E−(i), i)} ∈ F (n+1)∞ .
Hence, we conclude Xτn+1 is F (n+1)∞ -measurable.
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(ii) To show P[τn+1 < +∞] = 1, it suffices to show that P[τn+1(E, i) = +∞] = 0 for all E ∈ N and
i ∈ Ec. Since P[τn < +∞] = 1, we obtain
P[τn+1(E, i) = +∞] = lim
t→+∞P[τn+1(E, i) > t > τn]
= lim
t→+∞P
[
t > τn, M̂EE+(i)(t)− M̂EE+(i)(τn) = 0
]
≤ lim
t→+∞E
[
P
[
M̂EE+(i)(t)− M̂EE+(i)(τn) = 0
∣∣∣FY∞]]
= lim
t→+∞E
[
exp
(−ΛEE+(i)(τn, t))] = 0,
where to derive the last equality, we have used the assumption that ΛEE+(i)(s, t)→ +∞ as t→ +∞.
For any E ∈ N with | E |= n, and i, j ∈ Ec with i 6= j, assertion (iii) of Proposition A.1 implies that
M̂EE+(j) is FY∞-conditional independent of M̂EE+(i). Therefore, we have P[τn+1(E, i) = τn+1(E, j)] = 0
for all i, j ∈ Ec and i 6= j7, and thus
P[| Xτn+1 |= n+ 2] =
∑
E:|E|=n
∑
i,j∈Ec,i 6=j
P[Xτn = E,Xτn+1 = E ∪ {i, j}]
≤
∑
E:|E|=n
∑
i,j∈Ec,i 6=j
P[Xτn = E, τn+1(E, i) = τn+1(E, j)] = 0.
The same argument leads to P(| Xτn+1 |≥ n+ 3) = 0. Then, we conclude that P[| Xτn+1 |= n+ 1] = 1.
This ends the proof.
At this stage, the construction of the default process X is complete. Before we move on to show
the Markov property of X, we present essential results in the proposition below, which are key to the
proofs in the next subsection. The following notations are used in the sequel:
Gn := σ{τ1, Xτ1 ; · · · ; τn, Xτn}, λE(t) := −λEE(t), and ΛE(t) := −ΛEE(t). (A.1)
Proposition A.3. Let Assumptions 3.1 and 3.2 hold. The sequence (τn, Xτn)n=0,1,··· ,N , constructed
using the above induction algorithm, satisfies the following properties:
(i) Xτn ⊆ Xτn+1 for all n = 0, 1, · · · , N − 1.
7Indepdent Poisson processes do not jump simultaneously.
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(ii) For all n = 0, 1, · · · , N − 1 and t ≥ 0,
P
[
τn+1 − τn > t | FY∞ ∨ Gn
]
= exp
(
−
∫ τn+t
τn
λXτn (u)du
)
,
and P[τn+1 > t | FY∞ ∨ Gn] · 1{τn≤t} = exp
(
−
∫ t
τn
λXτn (u)du
)
· 1{τn≤t}.
(iii) For all s ≥ 0, F ∈ N with | F |= n+ 1, where n = 0, 1, · · · , N − 1,
P[Xτn+1 = F, τn+1 ∈ ds | FY∞ ∨ Gn] = 1{τn≤s}λXτnF (s) exp
(
−
∫ s
τn
λXτn (u)du
)
ds,
that is, for any measurable function f(·, ·) on N× R+,
E
[
f(Xτn+1 , τn+1) | FY∞ ∨ Gn
]
=
∑
F∈N,|F |=n+1
∫ +∞
0
f(F, s)1{τn≤s}λXτnF (s) e
− ∫ sτn λXτn (u)duds.
Proof. (i) is obvious.
(ii) For any E ⊆ N with |E| = n, since {M̂EE+(i)(t) : i ∈ Ec} are FY∞-conditional independent of
F (n)∞ , we obtain
1{Xτn=E}P
[
τn+1 − τn > t | FY∞ ∨ Gn
]
= 1{Xτn=E}P
[ ⋂
i∈Ec
{τn+1(E, i) > τn + t}
∣∣∣FY∞ ∨ Gn
]
= 1{Xτn=E}P
[ ⋂
i∈Ec
{
M̂EE+(i)(τn + t)− M̂EE+(i)(τn) = 0
} ∣∣∣FY∞ ∨ Gn
]
= 1{Xτn=E} exp
{
−
∑
i∈Ec
ΛEE+(i)(τn, τn + t)
}
= 1{Xτn=E} exp {−ΛE(τn, τn + t)} .
The second equality can be proved by following the same argument.
(iii) For 0 ≤ s < t, E ∈ N with | E |= n, and i ∈ Ec, we have
P1 : = P
[
M̂EE+(i)(s)− M̂EE+(i)(τn) = 0, M̂EE+(i)(t)− M̂EE+(i)(s) > 0,
M̂EE+(j)(t)− M̂EE+(j)(τn) = 0, ∀j ∈ Ec, j 6= i
∣∣∣FY∞ ∨ Gn] · 1{τn≤s,Xτn=E}
≤ P[Xτn+1 = E+(i), s < τn+1 ≤ t | FY∞ ∨ Gn]1{τn≤s,Xτn=E}
≤ P
[
M̂EE+(j)(s)− M̂EE+(j)(τn) = 0, ∀j ∈ Ec, j 6= i,
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M̂EE+(i)(t)− M̂EE+(i)(s) > 0
∣∣∣FY∞ ∨ Gn] · 1{τn≤s,Xτn=E} := P2.
Since F ∈ N and |F | = n+ 1, we have F = E+(i) = E ∪ {i} for some E and i ∈ Ec. Denote
p1(s, t;F ) = e
−ΛEE+(i)(τn,s)
(
1− e−ΛEE+(i)(s,t)
) ∏
j∈Ec, j 6=i
exp{−ΛEE+(j)(τn, t)},
p2(s, t;F ) =
(
1− e−ΛEE+(i)(s,t)
) ∏
j∈Ec, j 6=i
exp{−ΛEE+(j)(τn, s)}.
It is easy to see P1 = 1{τn≤s,Xτn=E} · p1(s, t;F ) and P2 = 1{τn≤s,Xτn=E} · p2(s, t;F ). Hence, on the
set {τn ≤ s, Xτn = E}, we obtain p1(s, t;F ) ≤ P[Xτn+1 = F, s < τn+1 ≤ t | FY∞ ∨Gn] ≤ p2(s, t;F ). By
the existence of regular conditional probability, there exists a random measure p(n), where p(n)(ω,A) :
Ω× N× B → [0, 1], such that p(n)(ω, F × (s, t]) is equal to P[Xτn+1 = F, s < τn+1 ≤ t | FY∞ ∨ Gn](ω).
Since
lim
t↓s
p1(s, t;F )
t− s = limt↓s
p2(s, t;F )
t− s = λXτnF (s) exp
{
−
∫ s
τn
λXτn (u)du
}
,
we obtain, for all s > τn(ω), that
dp(n)(ω, F × ds)
ds
= λXτnF (s) exp
{
−
∫ s
τn
λXτn (u)du
}
.
Therefore, for any measurable function f(·, ·) on N× R+,
E[f(Xτn+1 , τn+1) | FY∞ ∨ Gn] =
∑
F∈N, |F |=n+1
∫ ∞
τn
f(F, s)p(n)(ω, F × ds)
=
∑
F∈N, |F |=n+1
∫ ∞
τn
f(F, s)λXτnF (s) exp
{
−
∫ s
τn
λXτn (u)du
}
ds
=
∑
F∈N, |F |=n+1
∫ ∞
0
f(F, s)1{τn≤s}λXτnF (s) exp
{
−
∫ s
τn
λXτn (u)du
}
ds,
which completes the proof.
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A.2 Conditional Markov Property and Transition Probability of X
In this subsection, our main goal is to show the conditional Markov property of the default process X,
and characterize its transition probability. The related conclusions are presented in Proposition A.4.
Proposition A.4. Let Assumptions 3.1 and 3.2 hold. The default process X, constructed as in
Appendix A.1, satisfies the following properties:
(i) For any 0 = t0 ≤ t1 < · · · < tn, and arbitrary sets ∅ = F0 ⊆ F1 ⊆ · · · ⊆ Fn ∈ N, we have
P
[
n⋃
i=1
{Xti = Fi}
∣∣∣FY∞
]
= P
[
n⋃
i=1
{Xti = Fi}
∣∣∣FYtn
]
=
n−1∏
i=0
G(ti, ti+1;Fi, Fi+1), (A.2)
where G is defined in (3.4).
(ii) (Markov Property). For any F ∈ N and 0 ≤ s < t, we have
P
[
Xt = F | FXs ∨ FYt
]
= P
[
Xt = F | σ(Xs) ∨ FYt
]
.
Proof. (i) Recall Gn defined in (A.1). We first show, for any (E,F ) ∈ N2+, A ∈ G|E|, and 0 ≤ s < t,
P
[
A{Xs = E,Xt = F} | FY∞
]
= G(s, t;E,F ) · P [A{Xs = E} | FY∞] , (A.3)
where G is defined in (3.4). Suppose | E |= m, | F/E |= n, where 0 ≤ m,n ≤ N . We prove (A.3) by
induction.
Step 1: If n = 0, i.e., E = F . By assertion (ii) of Proposition A.3, we have
P
[
A{Xs = E, Xt = F} | FY∞
]
= E
[
1A{τm≤s,Xτm=E} · P
(
τm+1 > t | FY∞ ∨ Gm
) ∣∣FY∞]
= exp
(
−
∫ t
s
λE(u)du
)
· E
[
1A{τm≤s,Xτm=E} exp
(
−
∫ s
τm
λE(u)du
) ∣∣∣FY∞]
= H0(s, t;E) · E
[
1A{τm≤s,Xτm=E} P[τm+1 > s | FY∞ ∨ Gm]
∣∣∣FY∞]
= H0(s, t;E) · P
[
A{τm ≤ s < τm+1, Xτm = E}
∣∣∣FY∞]
= G(s, t;E,F ) · P[A{Xs = E} | FY∞].
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Step 2: Suppose that (A.3) holds for all pairs (E,F ) ∈ N2++ with |F/E| = k, where 0 ≤ k < N .
Now consider a pair (E,F ) ∈ N2++ with |F/E| = k+ 1. By (ii) and (iii) of Proposition A.3, we deduce
P[A{Xs = E,Xt = F} | FY∞]
= E
[
1A{Xs=E, τm+k+1≤t,Xm+k+1=F} P
[
τm+k+2 > t
∣∣FY∞ ∨ Gm+k+1]∣∣∣FY∞]
= E
[
1A{Xs=E}1{Xτm+k+1=F, τm+k+1≤t} exp
{
−
∫ t
τm+k+1
λF (u)du
}∣∣∣∣∣FY∞
]
=
∑
i∈F/E
E
[
1A{Xs=E,Xτm+k=F−(i)}
∫ t
s
1{τm+k≤h}λF−(i)F (h)
× exp
{
−
∫ h
τm+k
λF−(i)(u)du−
∫ t
h
λF (u)du
}
dh
∣∣∣FY∞]
=
∑
i∈F/E
∫ t
s
λF−(i)F (h) exp{−
∫ t
h
λF (u)du}
× E
[
1A{Xs=E, τm+k≤h,Xτm+k=F−(i)} exp
{
−
∫ h
τm+k
λF−(i)(u)du
} ∣∣∣FY∞]dh
=
∑
i∈F/E
∫ t
s
λF−(i)F (h) exp
{
−
∫ t
h
λF (u)du
}
× E
[
1A{Xs=E, τm+k≤h,Xτm+k=F−(i)}P
[
τm+k+1 > h
∣∣∣Gm+k ∨ FY∞] ]dh
=
∑
i∈F/E
∫ t
s
λF−(i)F (h) exp
{
−
∫ t
h
λF (u)du
}
P
[
A{Xs = E, Xh = F−(i)} | FY∞
]
dh
=
∑
i∈F/E
∫ t
s
λF−(i)F (h) exp
{
−
∫ t
h
λF (u)du
} ∑
pi∈Π(F−(i)/E)
Hk(s, h;F
pi
0 , · · · , F pik )P
[
A{Xs = E} | FY∞
]
dh
= P[A{Xs = E} | FY∞]
∑
i∈F/E
∑
pi∈Π(F−(i)/E)
∫ t
s
λF−(i)F (h) exp
{
−
∫ t
h
λF (u)du
}
Hk(s, h;F
pi
0 , · · · , F pik )dh
= P[A{Xs = E} | FY∞]
∑
pi∈Π(F/E)
Hk+1(s, h;F
pi
0 , · · · , F pik+1)
= G(s, t;E,F )P[A{Xs = E} | FY∞],
which shows equality (A.3) holds true for | F/E |= k + 1.
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Now by taking A in (A.3) as A = {Xti = Fi, i = 1, · · · , n− 2} ∈ G|Fn−1|, we get
P
[
n⋃
i=1
{Xti = Fi}
∣∣∣∣∣FY∞
]
= P[A{Xtn−1 = Fn−1, Xtn = Fn} | FY∞]
= G(tn−1, tn;Fn−1, Fn)P
[
A{Xtn−1 = Fn−1}
∣∣FY∞]
= G(tn−1, tn;Fn−1, Fn)P
[
n−1⋃
i=1
Xti = Fi
∣∣∣∣∣FY∞
]
=
n−1∏
i=0
G(ti, ti+1;Fi, Fi+1).
The second equality of (A.2) follows from the fact that
∏n−1
i=0 G(ti, ti+1;Fi, Fi+1) is FYtn-measurable.
This completes the proof of assertion (i).
(ii) Notice that, for any F ∈ N and 0 ≤ s < t, using (A.2) in (i), we derive
P
[
Xt = F
∣∣σ(Xs) ∨ FYt ] = ∑
E⊆F
1{Xs=E}
P[Xs = E, Xt = F | FYt ]
P[Xs = E | FYt ]
=
∑
E⊆F
1{Xs=E} ·G(s, t;E,F ).
Hence, it is enough to prove, for all (E,F ) ∈ N2+, that
1{Xs=E}P[Xt = F | FXs ∨ FYt ] = 1{Xs=E} ·G(s, t;E,F ),
or, equivalently, ∀ n ≥ 1, ∀ s ≤ t1 < t2 < · · · < tn ≤ t, E1 ⊆ · · · ⊆ En ⊆ E, and B ∈ FYt ,
E
[
1B{Xs=E,Xti=Ei, i=1,··· ,n}G(s, t;E,F )
]
= P [B{Xs = E,Xti = Ei, i = 1, · · · , n,Xt = F}] ,
which is obvious by (i). The proof is then complete.
A.3 Martingale Property of X
In this subsection, we complete the last part of the proof to Theorem 3.4 by showing that the family
Λ := (ΛEF (t))t≥0 as specified by Assumption 3.2 is the default intensity of the default process X.
The key results are summarized in the proposition below.
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Proposition A.5. For any F ∈ N, the process XF = (XF (t))t≥0, defined by
XF (t) := 1F (Xt)−
∫ t
0
λXuF (u)du,
is an Fˇ-martingale, where Fˇ = (Fˇt)t≥0 := (FXt ∨ FYt )t≥0.
Proof. It is enough to prove, for all 0 ≤ s ≤ t, E ∈ N, with E ⊆ F , that 1{Xs=E}E[XF (t) −XF (s) |
Fˇs] = 0, i.e.,
1{Xs=E}E[1{Xt=F} − 1{Xs=F} | Fˇs] = 1{Xs=E}E
[∫ t
s
λXuF (u)du
∣∣∣Fˇs] .
By the monotone class theorem, for any s1 < s2 < · · · < sn < s and E1 ⊆ · · · ⊆ En ⊆ E, without loss
of generality, we take arbitrary A ∈ FYs , B = {Xsi = Ei, i = 1, · · · , n}, and show that
E
[
1AB{Xs=E}
∫ t
s
λXuF (u)du
]
= E
[
1AB
(
1{Xs=E,Xt=F} − 1{Xs=E,Xs=F}
)]
. (A.4)
In the following, we will prove (A.4) for the cases E = F and E ⊂ F . Recall functionals G and H
defined in (3.4) and (3.5).
Case 1: E ⊂ F . Without loss of generality, we assume |F | = |E| + m and m ≥ 1. Then, using
assertions (i) and (ii) in Proposition A.4, we have
E
[
1AB{Xs=E}
∫ t
s
λXuF (u)du
]
=
∑
k∈F/E
∫ t
s
E
[
1AE
[
1B{Xs=E,Xu=F−(k)}
∣∣∣FY∞]λF−(k)F (u)]du
+
∫ t
s
E
[
1AE
[
1B{Xs=E,Xu=F}
∣∣∣FY∞]λFF (u)]du
=
∑
k∈F/E
E
[
1AG(0, s1; ∅, E1) · · ·G((sn, s;En, E)
∫ t
s
λF−(k)F (u))G(s, u;E,F
−(k))du
]
+E
[
1AG(0, s1; ∅, E1) · · ·G((sn, s;En, E)
∫ t
s
λFF (u))G(s, u;E,F )du
]
.
Take any pi = (pi1, · · · , pim) ∈ Π(F/E), and recall the definitions of (Fpik )k=0,1,··· ,m in (3.1) and
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λFF (u) = −λF (u), we obtain
∫ t
s
Hm(s, u;F
pi
0 , · · · , Fpim)λFF (u)du
=
∫ t
s
λFF (u)
∫ u
s
λFpim−1Fpim(v) exp
{
−
∫ u
v
λFpim(l)dl
}
Hm−1(s, v;Fpi0 , · · · , Fpim−1)dvdu
=
∫ t
s
λFpim−1Fpim(v)Hm−1(s, v;F
pi
0 , · · · , Fpim−1)
∫ t
v
exp
{
−
∫ u
v
λF (l)dl
}
λFF (u))dudv
=
∫ t
s
λFpim−1Fpim(v)Hm−1(s, v;F
pi
0 , · · · , Fpim−1)
(
exp{−
∫ t
v
λF (l)dl} − 1
)
dv
=
∫ t
s
λFpim−1Fpim(v) exp
{
−
∫ t
v
λF (l)dl
}
Hm−1(s, v;Fpi0 , · · · , Fpim−1)dv
−
∫ t
s
λFpim−1Fpim(v)Hm−1(s, v;F
pi
0 , · · · , Fpim−1)dv
= Hm(s, t;F
pi
0 , · · · , Fpim)−
∫ t
s
λFpim−1F (v)Hm−1(s, v;F
pi
0 , · · · , Fpim−1)dv.
Thus,
∫ t
s
λFF (u)G(s, u;E,F )du =
∑
pi∈Π(F/E)
∫ t
s
Hm(s, u;F
pi
0 , · · · , Fpim)λFF (u)du
=
∑
pi∈Π(F/E)
Hm(s, t;F
pi
0 · · · , Fpim)−
∑
pi∈Π(F/E)
∫ t
s
λFpim−1F (v)Hm−1(s, v;F
pi
0 , · · · , Fpim−1)dv
= G(s, t;E,F )−
∑
k∈F/E
∑
pi∈Π(F−(k)/E)
∫ t
s
λF−(k)F (v)Hm−1(s, v;Fpi0 , · · · , F−(k))dv
= G(s, t;E,F )−
∑
k∈F/E
∫ t
s
λF−(k)F (v)G(s, v;E,F
−(k))dv.
Finally, we are able to show that
E
[
1AB{Xs=E}
∫ t
s
λXuF (u)du
]
= E [1AG(0, s1;φ,E1)G(s1, s2;E1, E2) · · ·G(sn, s;En, E)G(s, t;E,F )]
= E
[
1A P[Xsi = Ei, i = 1, · · · , n,Xs = E,Xt = F | FY∞]
]
= P[AB{Xs = E, Xt = F}],
which completes the proof for the case of E ⊂ F .
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Case 2: E = F . Since G(s, t;E,E) = H0(s, t;E) = exp{−
∫ t
s λE(u)du}, we derive
E
[
1AB{Xs=E}
∫ t
s
λXuF (u)du
]
=
∫ t
s
E
[
1AB{Xs=E,Xu=E}λEE(u)
]
du
= E
[
1AG(0, s1; ∅, E1) · · ·G(sn, s;En, E)
∫ t
s
λEE(u)G(s, u;E,E)du
]
= E
[
1AG(0, s1; ∅, E1) · · ·G(sn, s;En, E)
(
exp
{
−
∫ t
s
λE(l)dl
}
− 1
)]
= E
[
1AB{Xs=E,Xt=F}
]− E [1AB{Xs=E}]
= E
[
1AB(1{Xs=E,Xt=F} − 1{Xs=E})
]
.
This proves the case of E = F , and thus completes the proof of the proposition.
B Technical Proofs
B.1 Proof of Theorem 3.5
Proof. From assertion (i) of Proposition A.4, we deduce, for any F ∈ N and 0 ≤ s < t, that
P[Xt = F | FXs ∨ FYt ] =
∑
E⊆F
1{Xs=E}
P[Xs = E,Xt = F | FYt ]
P[Xs = E | FYt ]
=
∑
E⊆F
1{Xs=E} ·G(s, t;E,F ),
which proves (3.2).
To show (3.3), notice that, for any bounded FYt -measurable ξ,
E
[
1{Xt=F}ξ
∣∣∣FXs ∨ FYs ] = E[E[1{Xt=F}ξ∣∣∣FXs ∨ FYt ]∣∣∣FXs ∨ FYs ]
=
∑
E⊆F
1{Xs=E}E
[
ξG(s, t;E,F )
∣∣∣FXs ∨ FYs ] = ∑
E⊆F
1{Xs=E}
E
[
ξG(s, t;E,F )1{Xs=E}
∣∣∣FYs ]
P[Xs = E|FYs ]
=
∑
E⊆F
1{Xs=E}
E
[
ξG(s, t;E,F )G(0, s; ∅, E)
∣∣∣FYs ]
G(0, s; ∅, E) =
∑
E⊆F
1{Xs=E}E
[
ξG(s, t;E,F )
∣∣∣FYs ].
This ends the proof of Theorem 3.5.
The proof of Corollay 3.9 relies on the following lemma.
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Lemma B.1. Let z(·) be a nonnegative function defined on R+ and Z(·, ·) be a nonnegative function
on R+×R+ given by Z(s, t) := ∫ ts z(h)dh. Let l0, l1, · · · , ln be n+1 real numbers, where n is a positive
integer. For any 0 ≤ s < t, define the sequence (Hm)m=0,1,··· ,n by
Hm(s, t; l0, · · · , lm) =
∫ t
s
e−lm Z(u,t) · Hm−1(s, u; l0, · · · , lm−1)dZ(s, u), m = 1, 2, · · · , n,
and H0(s, t; l0) = e−l0 Z(s,t).
Then Hm can be reduced to
Hm(s, t; l0, · · · , lm) =
m∑
i=0
α
(m)
i (l0, · · · , lm)e−li Z(s,t), (B.1)
where (α
(m)
i )s are defined in (3.10).
Proof. We prove this lemma by induction. The base case of k = 0 is trivial.
Next suppose (B.1) holds true for k = 0, 1, · · · ,m, where m < n. Regarding Hm+1, we have
Hm+1(s, t; l0, · · · , lm+1) =
∫ t
s
e−lm+1 Z(u,t)Hm(s, u; l0, · · · , lm)dZ(s, u)
=
m∑
i=0
α
(m)
i (l0, · · · , lm)
∫ t
s
e−lm+1 Z(u,t)e−li Z(s,u)dZ(s, u)
=
m∑
i=0
α
(m)
i (l0, · · · , lm)e−lm+1 Z(s,t)
∫ t
s
e−(li−lm+1)Z(s,u)dZ(s, u)
=
m∑
i=0
α
(m)
i (l0, · · · , lm)e−lm+1Z(s,t)
1
lm+1 − li
(
e−(li−lm+1)Z(s,t) − 1
)
=
m∑
i=0
1
lm+1 − liα
(m)
i (l0, · · · , lm)e−liZ(s,t) −
m∑
i=0
1
lm+1 − liα
(m)
i (l0, · · · , lm)e−lm+1Z(s,t)
=
m∑
i=0
α
(m+1)
i (l0, · · · , lm, lm+1)e−liZ(s,t) −
m∑
i=0
α
(m+1)
i (l0, · · · , lm+1)e−lm+1Z(s,t)
=
m+1∑
i=0
α
(m+1)
i (l0, · · · , lm, lm+1)e−liZ(s,t),
where in the last equality, we used the equation α
(m+1)
m+1 := −
∑m
i=0 α
(m+1)
i (l0, · · · , lm+1) in (3.10). The
proof is then complete.
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B.2 Proof of Corollary 3.9
Proof. It is easy to see, for all (E,F ) ∈ N2++ with | F/E |= n and pi ∈ Π(F/E), that
λFpik F
pi
k+1
(t) = LFpik (pik+1)Φ(t, Yt) and λFpik (t) = −λFpik Fpik (t) = LFpik Φ(t, Yt).
From (B.1) of Lemma B.1, by setting z(t) = Φ(t, Yt) for all t ≥ 0 and li = LFpii , we obtain
Hn(s, t;F
pi
0 , · · · , Fpin ) =
n−1∏
k=0
LFpik (pik+1)Hn(s, t;LFpi0 , · · · ,LFpin )
= L̂pi(n)
n∑
i=0
α
(n)
i (LFpi0 , · · · ,LFpin ) exp
(−LFpii I(s, t))
= L̂pi(n)
n∑
i=0
α
(n)
i (pi) exp
(−LFpii I(s, t)) ,
where I(s, t) = ∫ ts Φ(u, Yu)du. The above equality, together with the results from Theorem 3.5,
completes the proof to Corollary 3.9.
B.3 Proof of Proposition 4.6
Proof. For any F ∈ N with |F | = n, and pi = (pi1, · · · , pin) ∈ Π(F/∅), we have
L̂pi(n) = (n− 1)!ρn−1e−δn(n−1)/2βpi1 and LFpik = ak, k = 0, 1, · · · , N.
In addition, recall A(n) = {F ∈ N : |F | = n}, we have
∑
F∈\
∑
pi∈Π(F/∅)
βpi1 =
N∑
i=1
βi(n− 1)!Cn−1N−1 = a0
(N − 1)!
(N − n)! ,
and, for any doubled indexed sequence (wnj )j,n,
N∑
n=‖Vi−1‖+1
n∑
j=0
wnj =
N∑
j=0
N∑
n=max(j,‖Vi−1‖+1)
wnj ,
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where Vi−1 = N1−Rpi−1 and ‖ Vi−1 ‖ is the integer part of Vi−1. Recall I(i)(·) is defined by (4.6) in
Proposition 4.4. Using the above results, we derive
E[L(i)(Xtk)] =
N∑
n=‖Vi−1‖+1
∑
F∈A(n)
I(i)(n)
∑
pi∈Π(F/∅)
(n− 1)!ρn−1e−δn(n−1)/2βpi1
n∑
i=0
α
(n)
i (a)E
[
e−aiI(0,tk)
]
=
N∑
n=‖Vi−1‖+1
I(i)(n)(n− 1)!ρn−1e−δn(n−1)/2
n∑
i=0
α
(n)
i (a)E
[
e−aiI(0,tk)
] ∑
F∈A(n)
∑
pi∈Π(F/∅)
βpi1
=
N∑
n=‖Vi−1‖+1
I(i)(n)(n− 1)!ρn−1e−δn(n−1)/2
n∑
i=0
α
(n)
i (a)E
[
e−aiI(0,tk)
]
a0
(N − 1)!
(N − n)! ,
=
N∑
i=0
E
[
e−aiI(0,tk)
]
a0
N∑
n=max(i,‖Vi−1‖+1)
I(i)(n)
(n− 1)!(N − 1)!
(N − n)! ρ
n−1e−δn(n−1)/2α(n)i (a),
=
N−1∑
i=0
E
[
e−aiI(0,tk)
]
Γi + a0 ((N − 1)!)2 ρN−1I(i)(N)e−δN(N−1)/2α(N)N (a),
where (a) := (a0, a1, · · · , an) and I(0, t) =
∫ t
0 Φ(u, Yu)du. Since ai > 0 for all i = 0, 1, · · · , N − 1, by
letting tk → +∞, we derive
1 = lim
tk→+∞
E[L(i)(Xtk)] = a0 ((N − 1)!)2 ρN−1I(i)(N)e−δN(N−1)/2α(N)N (a).
The desired result is then obtained.
B.4 Proof of Proposition 4.8
Proof. Recall the definition of L̂pi(n) in (3.9). Due to the contagion structure of NCM model, each
obligor will only impact its two nearest neighbors. Hence, L̂pi(n) is non-zero only if F is a consecutive
sequence of the circle {1 → 2 → 3 → · · · → N → 1}. Denote by S(i) the sequence which has n
elements and starts with 1 + i%N , i.e., S(i) = {1 + i%N, 1 + (i+ 1)%N, · · · , 1 + (i+n−1)%N}. Here,
% stands for the residue of two integers. We have:
∑
pi∈Π(S(i)/∅)
L̂pi(n) =
∑
pi∈Π(S(i)/∅)
n−1∑
j=0
1{pi1=1+(i+j)%N}L̂pi(n)
= e−δn(n−1)/2
n−1∑
j=0
β1+(i+j)%N C
j
n−1 p
n−1−jqj ,
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where Ckn is the combination number of taking k distinct elements out of n elements.
Using the above result, we derive
∑
F∈A(n)
∑
pi∈Π(F/∅)
L̂pi(n) =
N∑
i=1
∑
pi∈Π(S(i)/∅)
L̂pi(n) = e−δn(n−1)/2
N∑
i=1
n−1∑
j=0
β1+(i+j)%NC
j
n−1p
n−1−jqj
= e−δn(n−1)/2
N∑
i=1
βi
n−1∑
j=0
Cjn−1p
n−1−jqj = a¯0e−δn(n−1)/2(p + q)n−1.
Notice that we have
LFpi0 = L∅ =
N∑
i=1
βi = a0, LFpiN = LN = 0 = aN ,
LFpik =
∑
i∈(Fpik )c
L̂Fpik (i) = e−δk
∑
i∈(Fpik )c
∑
j∈Fpik
ρji = e
−δk(p + q) := ak, for all k = 1, 2, · · · , N − 1.
Now we are ready to calculate E[L(i)(Xtk)] from assertion (ii) of Proposition A.4
E[L(i)(Xtk)] =
N∑
n=‖Vi−1‖+1
∑
F∈A(n)
I(i)(n)
∑
pi∈Π(F/∅)
L̂pi(n)
n∑
i=0
α
(n)
i (a¯n)E
[
e−aiI(0,tk)
]
=
N∑
n=‖Vi−1‖+1
I(i)(n)
n∑
i=0
α
(n)
i (a¯n)E
[
e−aiI(0,tk)
] ∑
F∈A(n)
∑
pi∈Π(F/∅)
L̂pi(n)
=
N∑
n=‖Vi−1‖+1
I(i)(n)e−δn(n−1)/2 a0(p + q)n−1
n∑
i=0
α
(n)
i (a¯n)E
[
e−aiI(0,tk)
]
= a0
N−1∑
n=‖Vi−1‖+1
I(i)(n)e−δn(n−1)/2(p + q)n−1
n∑
i=0
α
(n)
i (a¯n)E
[
e−aiI(0,tk)
]
+ a0I
(i)(N)e−δN(N−1)/2(p + q)N−1
(
N−1∑
i=0
α
(N)
i (a¯N )E
[
e−aiI(0,tk)
]
+ α
(N)
N (a¯N )
)
,
where in the last equality above, we used the fact aN = 0, and (a¯n) := (a0, a1, · · · an) for a positive inte-
ger n. Since ai > 0 for all i = 0, 1, · · · , N−1, by letting tk → +∞, it gives 1 = limtk→+∞ E[L(i)(Xtk)] =
a0I
(i)(N)e−δN(N−1)/2(p + q)N−1α(N)N (a¯N ). This completes the proof.
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