Abstract-In this letter, we present a neural network approach to the problem of finding the weights of one-(1-D) and two-dimensional (2-D) adaptive arrays. In modern cellular satellite mobile communications systems and in global positioning systems (GPS's), both desired and interfering signals change their directions continuously. Therefore, a fast tracking system is needed to constantly track the users and then adapt the radiation pattern of the antenna to direct multiple narrow beams to desired users and nulls interfering sources. In the approach suggested in this paper, the computation of the optimum weights is accomplished using three-layer radial basis function neural networks (RBFNN). The results obtained from this network are in excellent agreement with the Wiener solution.
Out of the 1290 data generated, 645 were used for training and the rest were used for testing of the trained neural network. The optimized values of different parameters, which are obtained by trial and error for the training of the network, are: 1) the number of input nodes = 3; 2) the number of neurons in the hidden layer = 40; 3) the number of output node = 1; 4) the learning rate parameter () = 0:002; 5) the learning rate adaption () = 1:5; and 6) momentum () = 5:0.
IV. RESULTS
Network testing was performed both for theoretical and experimental data. Fig. 1 demonstrates the comparison between theoretical patch length and that obtained using the developed ANN model. A square-patch antenna with l = 4:14 cm, r = 2:5, h = 0:1524 cm is experimentally found to resonate at 2.228 GHz. When the developed network model is used for the same antenna, the patch length is found to be 4.151 cm.
V. DISCUSSION
A distinct advantage of neurocomputing is that, after proper training, a neural network completely bypasses the repeated use of complex iterative processes for new cases presented to it. Our model produces the length of the side of a square patch almost instantaneously for the other three specified parameters of the squarepatch antenna. The training time on an HP 9000/712 workstation platform is 13 min. Besides that, this single network structure can predict the results for frequency range up to 15 GHz provided the values of r and h are in the domain of training values.
VI. CONCLUSION
A neural network-based CAD model is developed for the design of a square-patch antenna, which is robust both from the angle of time of computation and accuracy.
Neural Network-Based Adaptive Beamforming for
One-and Two-Dimensional Antenna Arrays
I. INTRODUCTION
Neural networks are gaining momentum in the field of signal processing [1] , [2] mainly because of their general-purpose nature, fast convergence rates, and new very large scale integration (VLSI) implementations. Motivated by these inherent advantages, this paper presents the development of a neural network-based algorithm to compute the weights of an adaptive array antenna [3] . In this new 0018-926X/99$10.00 © 1999 IEEE approach, the adaptive array can detect and estimate mobile users' locations, track these mobiles as they move within or between cells, and allocate narrow beams in the directions of the desired users while simultaneously nulling unwanted sources of interference. This adaptive antenna results in an increased system capacity for the existing cellular and mobile communications systems. In this letter, a brief derivation of the optimum array weights for adaptive beamforming using the radial basis function neural networks (RBFNN) approach is presented and discussed.
II. ADAPTIVE BEAMFORMING
Consider a linear array of M elements. We can write the array output on the M -dimensional vector X(t) = AS(t) + N(t) (1) where A is the steering matrix and S is the vector of received signals.
For a general M 2 N rectangular array, the received signal data can be arranged in a 1 2 M N vector given by (2) where N(t) represents the noise. To derive the optimal weight vector, the array output is minimized so that the desired signals are received with specific gain, while the contributions due to noise and interference are minimized. This yieldŝ
where R is defined as EfX(t)X H (t)g and S d is the steering matrix pointing to the desired signals given by 
III. NEURAL NETWORK-BASED INTERFERENCE CANCELLATION
The optimum weight vector is a nonlinear function of the correlation matrix and the constraint matrix. Therefore, it can be approximated using a suitable architecture such as a RBFNN [4] , [5] . The correlation matrix R is presented to the input layer of the RBFNN, and the vector Wopt is produced at the output layer consisting of J nodes (J = 2M or 2M N ) and the hidden layer. As it is the case, with most neural networks, the RBFNN is designed to perform an input-output mapping trained with examples (R l ; W l opt ); l = 1; 2; 1 1 1 ; N T , where N T stands for the number of examples contained in the training set. The purpose of the hidden layer in a RBFNN is to transform the input data R from an input space of dimensionality D to a space of higher dimensionality L, where L is the number of hidden nodes. An unsupervised learning algorithm (such as the K-Means [6] ) is initially used to identify the centers of the Gaussian functions used in the hidden layer. Then, an ad hoc procedure is used to determine the widths (standard deviations) of these Gaussian functions. According to this procedure the standard deviation of a Gaussian function of a certain mean is the average distance to the first few nearest neighbors of the means of the other Gaussian functions. The weights from the hidden layer to the output layer are identified by following a supervised learning procedure, applied to a single layer network (the network from hidden to output layer). This supervised rule is referred to as the delta rule. In the performance phase, the neural network is supposed to generalize, that is respond to inputs (R's) that it has never seen before, but drawn from the same distribution as the inputs used in the training set. During the performance phase, the RBFNN produces outputs to previously unseen inputs by interpolating between the inputs used (seen) in the training phase.
A. Generation of Training Data
First the correlation matrix fR l ; l = 1; 2; 1 11;N T g is generated and arranged in a vector. Each vector is then normalized by its norm.
Next, using (3), the vectors fW l opt ; l = 1; 2; 111; N T g are evaluated to produce the required training input/output pairs of the training set; that is f(R l ; W l opt ); l = 1; 2; 11 1;NT g. In this application, the training data were generated by assuming that sources were located at elevation angles ranging from 090 to +90 for the one-dimensional (1-D) case. In the two-dimensional (2-D) array, in addition to angles , azimuth angles can be made to range from 0 to 360 in order to span the field of view of the antenna. Once the RBFNN is trained with a representative set of training input-output pairs it is ready to function in the performance phase.
B. Performance Phase of the RBFNN
1) Generate the array output vectorX(t). Normalize this array output vector by its norm. 2) Present the normalized array output vector at the input layer of the trained RBFNN. The output layer of the trained RBFNN will produce as an output the estimates of optimum weights for the array outputs (i.e.,Ŵ opt ). Unlike the least mean square (LMS), recursive least squares (RLS), or the sample matrix inversion (SMI) algorithms, where the optimization is carried out whenever the directions of the desired or interfering signals change; in our approach the weights of the trained network can be used to produce the optimum weights needed to steer the narrow beams of the adaptive array in real time.
IV. SIMULATION RESULTS
Figs. 1 and 2 show the adapted pattern of a ten-element linear array obtained from the RBFNN and how it compares with the optimum Wiener solution for angular signal separations of 1 = 15 and 10 , respectively. It can be concluded from these figures that the RBFNN produced a solution for the beamforming weight vector that is very close to the optimum solution. In practice, 2-D arrays are used to enable the system to track a larger number of users. Hence, for illustration purposes our method was applied to 2-D array of isotropic elements. In Fig. 3 , an 8 2 8 array is used to track ten different users, with 1 = 10 and = 30 . The adapted pattern obtained from a RBFNN with 150 nodes in the hidden layer is compared with the optimum solution. The network successfully, tracked the desired signals and placed nulls in the direction of the interfering users.
V. CONCLUSION
A new approach to the problem of adaptive beamforming was introduced. The weights were computed using an RBFNN that approximates the Wiener solution. The network was successful in tracking multiple users while simultaneously nulling interference 
