In this work, we study the problem of within-network relational learning and inference, where models are learned on a partially labeled relational dataset and then are applied to predict the classes of unlabeled instances in the same graph. We categorize recent work in statistical relational learning into three alternative approaches for this setting: disjoint learning with disjoint inference, disjoint learning with collective inference, and collective learning with collective inference. Models from each of these categories has been employed previously in different settings, but to our knowledge there has been no systematic comparison of models from all three categories. In this paper, we develop a novel pseudolikelihood EM method that facilitates more general collective learning and collective inference on partially labeled relational networks. We then compare this method to competing methods from the other categories on both synthetic and real-world data. We show that collective learning and inference with the pseudolikelihood EM approach achieves significantly higher accuracy than the other types of models when there are a moderate number of labeled examples in the data graph.
Introduction
Recent work in statistical relational learning has focused on two different types of modeling tasks. The first, which we will call across-network learning, aims to generalize across relational data graphs-models are generally learned on a fully-labeled training graph that is disjoint from the test graph. The second, which we will call within-network learning, aims to generalize within a single relational data graph-models are learned on a partially labeled subgraph and then applied to the unlabeled part of the graph.
In this paper, we focus on the second task of withinnetwork learning. In many real world applications, relational learning tasks fall naturally into the within-network classification setting. For example, in the task of research paper classification, new papers to be classified usually have citation links to papers in the past whose topics are known. Similarly, in fraud detection, brokers whose fraud status is yet to be determined might associate with other brokers who have already been identified as fraudulent or not.
The input for a within-network relational learning task is a single data graph in which some of the instances are labeled and the task is to infer the labels of the remaining instances. An example is shown in Figure 1 (a). Relational algorithms for within-network learning can be categorized according to their choice of data representations for the learning and inference tasks. We will use the term disjoint to refer to methods that do not consider the unlabeled data during learning/inference and collective to refer to methods that jointly consider the labeled and unlabeled data for learning/inference.
Disjoint inference approaches break the relational ties among unlabeled instances during inference and thus the prediction for an instance X i will be based only the attributes and class labels of its labeled neighbors in the data graph (see Figure 1(d) ). Collective inference approaches, on the other hand, make use of links among unlabeled instance to jointly predict class label values for the unlabeled data in the graph (see Figure 1 (e)). Collective inference models have recently been shown to produce more accurate predictions than disjoint inference models [7, 11] . This is because collective inference methods are better able to exploit relational autocorrelation, which refers to a statistical dependency between the values of the same variable on related instances in the graph.
Disjoint learning ignores the unlabeled instances in the graph during learning (see Figure 1(b) ). This approach was developed primarily for across-network settings, where it is appropriate to make an implicit assumption of fully labeled training data. When these methods are applied to the within-network setting, the models are learned from only the labeled part of the graph-relational ties to unlabeled data are effectively broken. A collective learning approach, on the other hand, incorporates the unlabeled data into the learning phase in a semi-supervised learning fashion (see Figure 1(c) ). Collective learning techniques have the potential to improve model accuracy because they can more fully exploit the autocorrelation in the data by modeling the full data graph (not just the labeled subgraph).
Although collective learning has been explored recently in Tasker et al. [19] and Chu et al. [3] , there are two primary limitations to this previous work. First, the models have representational restrictions that limit their widespread applicability for within-network relational tasks. Second, previous work has not systematically evaluated the algorithms to compare collective and disjoint methods and explore the tradeoffs between methods. In this paper, we develop a pseudolikelihood expectation maximization (PL-EM) algorithm as a more general collective learning and inference method. We then compare this method to competing methods from the other categories on both synthetic and realworld data. We show that there is a region of performance, when there is a moderate number of labeled instances in the graphs, where the pseudolikelihood EM approach achieves significantly higher accuracy.
Related work
Related work on algorithms for within-network classification can be categorized by the representation used for learning and inference-either disjoint or collective. Figure 1(f) categorizes a number of recently developed relational algorithms. As a baseline comparison, we list manually specified models that perform disjoint and collective inference without learning. The simple relational neighbor model (RN) [10] computes the label for each instance as the average of its neighbors' labels, and it can be applied either in a disjoint fashion (using only labeled neighbors) or in a collective fashion (using label propagation). Collective RNs have been shown to perform surprisingly well when there is high autocorrelation in the data [11] .
When the RN model is applied with relaxation labeling, it is equivalent to the Gaussian random field (GRF) model [20] , which has previously been studied in graphbased semi-supervised learning. Typically, graph-based methods for semi-supervised and transductive learning are applied to a graph where the links represent attribute similarities among instances. However, the methods can also be applied to relational graphs where the links represent physical associations among instances.
Early work in the field of statistical relational learning proposed a number of models that can be categorized as disjoint-learning and disjoint-inference methods. These include relational probability trees (RPTs) [14] , relational Bayesian classifiers (RBCs) [15] , structural logistic regression (SLR) [17] ) and ACORA models [16] . These methods use the observed attributes of related instances during learning and inference, but they do not use the class labels of related instances. This enables application of the models in disjoint learning and disjoint inference settings. More recent work has shown the utility of collective inference models and their ability to improve classification in relational domains. Examples include probabilistic relational models (PRMs) [5] , relational dependency networks [13] , and relational Markov networks (RMNs) [18] . These methods typically model the full joint distribution of attribute values in a relational network (including the class label) and can be applied to collectively infer the class label values of interconnected instances in the test set. However, the methods estimate the full joint distribution from the labeled portion of the graph, ignoring the unlabeled instances.
Although the effectiveness of collective inference for relational learning has been well recognized, the issue of collective learning has not been fully explored. One exception is the recent work of Taskar et al. [19] on transductive learning of PRMs with EM for partially-labeled relational graphs. However, PRMs are limited in their modeling power for many relational contexts since they cannot represent cyclic autocorrelation dependencies [18] . By contrast, our simple and efficient PL-EM approach could serve as a general approach to fully exploit autocorrelation among labeled and unlabeled data for widespread relational learning tasks. In addition, the recently proposed relational Gaussian process (RGP) [3] also performs collective learning and inference. However, the kernels used in RGPs cannot be easily applied to relational datasets with heterogeneous attribute sets.
To the best of our knowledge, there are no existing algorithms that can be categorized as collective learningdisjoint inference methods. This is because the collective learning generally implies the use of collective inference (since the class labels of unlabeled instances need to be inferred during learning). As such, we do not investigate a collective learning, disjoint inference approach in this work.
Algorithms
In this section, we discuss our approaches to withinnetwork relational learning in detail. To facilitate a systematic comparison of different types of approaches, we use RPTs [14] as the base learner in this work. We begin with RPTs on their own, which can be used for disjoint learning and inference. Then we describe pseudolikelihood models that use RPTs for disjoint learning and collective inference. Finally we formulate the PL-EM algorithm, which provides a principled approach for collective learning and collective inference with general autocorrelation dependencies.
Disjoint learning / disjoint inference
In this work, the relational probability tree (RPT) [14] is used as the baseline relational classifier for disjoint learn- For each data instance, it dynamically aggregates the values of attributes on heterogeneous sets of neighboring nodes to create homogeneous relational feature values. During learning, the RPT algorithm can make use of the attributes and class labels of observed instances, unlabeled instances are ignored. Similarly during inference for a particular instance i, the observed attributes and class labels of related instances can be used for prediction while the other unlabeled instances are ignored.
Disjoint learning / collective inference
For disjoint learning and collective inference, we use a modified version of relational dependency networks (RDNs) model. [13] . RDNs employ pseudolikelihood [1] to approximate the true data likelihood during learning, and use collective inference methods to recover the joint distribution over the test set. For each data instance x i , pseudolikelihood models use a local conditional probability distribution (CPD) to represent the conditional probability of the label value v xi given its linked nodes, i.e., P (v xi |P a(x i )), but the local CPDs are not required to factor the full joint distribution. Instead of maximizing likelihood during learning, we maximize the following pseudolikelihood: P L(X; θ) = xi∈X p(v xi |Pa(x i ); θ). The parents of x i may include other attributes on the same object, class labels on the related objects and other attributes on the related objects.
By using pseudolikelihood, we only need to perform maximum likelihood estimation for each local CPD independently. Therefore, the computational cost of learning is substantially reduced in comparison with other approximate parameter estimation algorithms (e.g., RMNs [18] ). Furthermore, previous work has shown that MPLE is asymptotically consistent with the maximum likelihood estimator [4] , and is reasonably accurate in a number of real-world applications [6, 13] .
The original RDN model [13] employs Gibbs sampling for collective inference. In this work, we use a mean-field approximation [2] to make the inference procedure more efficient. In the mean-field procedure, we use a fully factorized distribution q(Z) = i q i (Z i ) to approximate the true distribution p(Z|X, θ), where Z is the set of unobserved variables (i.e., the class labels of unlabeled instances) and X denotes the set of observed variables (i.e., the attribute values on objects and links and the class labels of labeled instances). By minimizing the Kullback-Leibler divergence between q and p, the optimal solution of q can be obtained ing with disjoint inference. The RPT algorithm extends the well-known decision tree classifier to a relational setting. For each data instance, it dynamically aggregates the values of attributes on heterogeneous sets of neighboring nodes to create homogeneous relational feature values.
During learning, the RPT algorithm can make use of the attributes and class labels of observed instances, unlabeled instances are ignored. Similarly during inference for a particular instance i, the observed attributes and class labels of related instances can be used for prediction while the other unlabeled instances are ignored.
For disjoint learning and collective inference, we use a modified version of relational dependency networks (RDNs) [13] . RDNs employ pseudolikelihood [1] , in conjunction with parameter tying, to approximate the true data likelihood during learning, and use collective inference methods to recover the joint distribution of attribute values in the test set. For each data instance x i , pseudolikelihood models use a local conditional probability distribution (CPD) to represent the conditional probability of the label value v xi given its linked nodes, i.e., P (v xi |P a(x i )), but the local CPDs are not required to factor the full joint distribution. Instead of maximizing likelihood during learning, we maximize the pseudolikelihood: P L(X; θ) = xi∈X p(v xi |Pa(x i ); θ). The parents of x i may include other attributes on the same object, class labels on the related objects and other attributes on the related objects.
By using pseudolikelihood, we only need to perform maximum likelihood estimation for each local CPD independently. Therefore, the computational cost of learning is substantially reduced in comparison with other approximate parameter estimation algorithms that maximize parameters jointly (e.g., [18] ). Furthermore, previous work has shown that MPLE is asymptotically consistent with the maximum likelihood estimator [4] , and is reasonably accurate in a number of real-world applications [6, 13] . The original RDN model [13] employs Gibbs sampling for collective inference. In this work, we use a mean-field approximation [2] to make the inference procedure more efficient. In the mean-field procedure, a fully factorized distribution q(Z) = i q i (Z i ) is employed to approximate the true distribution p(Z|X, θ), where Z is the set of unobserved variables (i.e., the class labels of unlabeled instances) and X denotes the set of observed variables (i.e., the attribute values on objects and links and the class labels of labeled instances). By minimizing the Kullback-Leibler divergence between q and p, the optimal solution of q can be obtained with an iterative updating scheme [8] :
Equation (1) shows that each factor q i is iteratively updated by considering the joint distribution over all unknown class labels and observed attribute values and then taking the expectation with respect to all of the other factors q j for j = i. Algorithmically, the class probability of each unlabeled instance is estimated iteratively. When inferring the probability of one label, the other unknown labels are fixed to be their mean estimated values.
For the mean-field procedure, we modified the RPT algorithm so that it estimates class probabilities for an unlabeled instance given the current mean probability estimates for its related instances. This involves applying the learned RPT model with probabilistic attributes, which is implemented by dividing one test instance into several pseudo-instances, and putting probability weights on each of them.
Collective learning and inference
For our collective learning and collective inference approach, we extend pseudolikelihood models to use expectation maximization (EM) to jointly infer the class values of unlabeled instances while learning the parameters and structure of the model.
Given a within-network setting, where there are unknown class labels coupled with observed attributes and class labels in the likelihood function p(X|θ), directly maximizing p is intractable. Therefore, we resort to an EM treatment, in which we consider the full data likelihood p(X, Z|θ), where Z again denotes the set of class labels on the unlabeled instances. E-step : evaluate p(Z|θ old ); M-step : update the estimator:
In the M-step, for tractability we have used the pseudolikelihood of the complete data rather than the full likelihood. The complete data pseudolikelihood is defined as the product of CPDs of the observed instance labels, but conditioned on all related instances (i.e., Pa(x i ) contains both the labeled and unlabeled related instances of x i ). Therefore, the M-step can be interpreted as a collective learning method. By contrast, in the disjoint learning PL approach, we would only perform parameter estimation once, conditioning each CPD factor in the pseudolikelihood function on only the labeled related instances. As such, the MPLE may be biased when only a few related instances are labeled. The PL-EM collective learning method can be described algorithmically as follows:
1. Learn an initial disjoint local classifier, using only labeled instances.
For each PL-EM iteration:
E-step: apply current local classifiers to unlabeled data, use current expected values for neighboring labels; obtain new probability estimates for unlabeled instances; M-step: re-train local classifiers with updated label probabilities for unlabeled instances.
In the general PL-EM algorithm, there is no restriction on the choice of base relational classifiers or the inference algorithm. For this work, we use a mean-field approximation for collective inference to update label probabilities in the E-step, and train RPTs to obtain new parameter estimates in the M-step. For the M-step, we modify the RPT learning algorithm to use probabilistic inputs. The implementation simply enumerates all possible attribute values, and divides each training instance into pseudo-instances with the different values and corresponding weights.
Experiments
In this section, we present an empirical evaluation of the following methods for within-network relational learning.
• No learning, disjoint inference (NL-DI): RN model applied without collective inference (i.e., using only the known class labels for prediction) [10] • No learning, collective inference (NL-CI): Semisupervised GRF model [20] .
• Disjoint learning, disjoint inference (DL-DI): RPT model described in Section 3.1.
• Disjoint learning, collective inference (DL-CI): PL model described in Section 3.2.
• Collective learning, collective inference (CL-CI): PL-EM model described in Section 3.3.
Synthetic data experiments
The synthetic datasets are generated with a latent group model, described in the work of Neville and Jensen [12] . The total number of objects in each data graph is 250. We experimented with labeled node sets of sizes: 15, 30, 50, 70, 100, 150. All results are averaged over 10 trials with randomly generated datasets and label sets.
Our first set of experiments investigate model performance at different levels of autocorrelation and linkage. The results are shown in Figure 2 . Clearly, when the autocorrelation level of the data is low, the no-learning methods perform much worse than models that learn the dependencies from data. When the autocorrelation is high and the size of labeled instances is small, models without learning tend to outperform models that involve learning procedures. This is because (1) learning algorithms will experience higher variance when the sample size is small, and (2) the high autocorrelation of the data is consistent with the assumption made by no-learning methods. When the sample size increases, however, the collective-learning models tend to outperform the no-learning models.
When there are moderate number of labeled nodes (i.e., above 10%), CL-CI usually outperforms DL-DI substantially. However, DL-CI usually needs a moderate amount of labeled instances (i.e., above 30%) to outperform DL-DI, and the performance gain is relatively limited. Both the CL-CI and the DL-CI methods achieve more improvement over the DL-DI method when the linkage is higher. This is because high connectivity allows the models to exploit autocorrelation more effectively.
The second set of experiments investigate model performance under the following three different labeling mechanisms, which emulate possible real-world data collection procedures. Note that different data sampling schemes can cause significant changes in the statistical properties of networks [9] . Therefore the evaluation of models under different node selecting procedures is useful for within-network relational learning.
1. Random sampling: a subset of nodes are sampled uniformly from the whole graph for labeling;
2. Degree sampling: the nodes with maximum degree are randomly selected for labeling;
3. Snowball sampling: first an initial node is sampled randomly, then the selection is chosen by expanding from the seed node in a breath-first manner. Figure 3 (a) graphs the results under the three different labeling mechanisms for a synthetic dataset with high autocorrelation and medium linkage.The relative performance of the no-learning methods degrades in the samples generated with degree and snowball sampling, especially in the snowball sampling case, which indicates the ineffectiveness of label propagation under these sampling schemes. On the other hand, CL-CI outperforms all other models with fewer labeled instances and its improvement over other models is more dramatic in the degree sampling and snowball sampling cases, especially in the snowball sampling case. This suggests that the CL-CI approach will be even more useful when the labeled instances are clustered in the graph.
Gene data experiments
The Gene dataset is a relational dataset containing information about the yeast genome at the the protein level (www.cs.wisc.edu/∼dpage/kddcup2001/). We considered the largest connected component (814 nodes) and learned models to predict protein localization from the interaction structure and four attributes associated with genes/proteins: Phenotype, Class, Essential and Chromosome.
The experimental results are shown in Figure 3 (b). We randomly sampled 50, 100, 200, 300, 400 and 500 instances for labeling. For each sample size, we generated five different training and test sets randomly, and we report the average AUC values over these five trials. The CL-CI approach using PL-EM again performs the best when there is a moderate number of labeled instances. The second best model is the NL-CI approach using a GRF, which confirms the conclusion in [11] that this simple collective inference model could be fairly effective in practice for many real-world relational datasets that exhibit autocorrelation. There is no significant improvement in the performance of the DL-CI model compared to the DL-DI model. This may be due to a problem with mean-field approximate inference, which might have converged to non-maximum points. We will investigate this more fully in our follow-on work. When labeled instances are sparse or plentiful, the NL-CL and DI-DL approaches tend to perform equally well as the PL-EM model, which indicates that simple learning and inference algorithms, which are considerable more efficient, could be acceptable in these situations.
Conclusions
In this work, we developed a pseudolikelihood-EM algorithm that can represent and reason with general autocorrelation dependencies in relational data graphs. EM is a well-studied algorithm for learning with incomplete data; pseudolikelihood models have previously been applied successfully in relational learning domains [13] . The combination of these two makes possible a practically tractable approximation to maximum likelihood learning when there are both labeled and unlabeled instances in a network with arbitrary forms of autocorrelation.
Furthermore, we outlined a unified framework to categorize within-network relational models based on the choice of data representation for learning and inference. We present a systematic comparison of different types of approaches, using RPTs as the base learner for three different methods which use different learning and inference procedures. Our empirical evaluation on both synthetic data and real-world data has demonstrated the situations in which collective learning and inference is likely to achieve superior performance. In particular, PL-EM achieves equivalent or superior accuracy in all but sparsely labeled datasets. Also, PL-EM achieves the most significant gains over competing models when the data have moderate levels of labeling or when the labels are clustered in the graph.
There are a number of future directions that we plan to explore with this work. First, since the mean-field approximation can be ill-behaved in certain circumstances, we will explore the use of different deterministic and stochastic approximation methods for collective inference and learning in relational graphs. Second, we will explore the connection between semi-supervised learning for conventional attribute-value data and relational learning via graph-based methods by extending RGPs and other graph kernel-based models to handle heterogeneous attribute and link structures and compare them with the PL-EM model.
