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SUMMARY
Switched linear systems have long been subject to high interest and intense
research efforts, not only because many real world systems happen to exhibit switching
behaviors, but also because the control of many complex systems is only possible via
the combination of classical continuous control laws with supervisory switching logic.
A particularly important problem is that of estimator and observer design, since
the state of a system is usually only available through partial, often noise-corrupted,
measurements. Even though hybrid estimation has been around for at least thirty
years, a veil of mystery has surrounded the concept of “observability” in switched
linear systems. It is not until recently, with the recent renewal of interest toward
deterministic hybrid systems, that observer design and observability analysis have
fuelled sustained research efforts. It is in this context that this work is grounded.
More precisely, the objective of this research is twofold:
• To define proper concepts of observability in discrete-time switched linear sys-
tems, to characterize them, and to analyze their main properties, among which
decidability is of special importance.
• To propose and analyze observers - deadbeat and asymptotic - for such systems.
The main contributions of this dissertation are as follows. It is shown that path-
wise observability, i.e. state observability under arbitrary mode sequences, is decid-
able. Furthermore, the Kalman-Bertram sampling criterion is carried over to switched
linear systems. Under unknown modes, mode and state observability are both char-
acterized through simple linear algebraic tests, and are shown to be decidable in the
autonomous case. As for asymptotic observers, a direct algebraic approach is analyzed





First, let us motivate both the model and the problems under consideration.
1.1.1 Model
The general model under consideration here is:
xk+1 = A(θk)xk +B(θk)uk
yk = C(θk)xk,
(1)
where xk (the state), uk (the control), and yk (the observation, or measurement)
are in Rn, Rm and Rp respectively, and where A(·), B(·), and C(·), are matrices of
compatible dimensions. θk, which will be referred to as the mode in effect at time
k, takes values in some finite set {1, . . . , s}, indexing the parameter matrices in such
a way that they switch among s different values. Hence the denomination switched
linear system, which will be abbreviated as SLS throughout this dissertation.
Moreover, as opposed to hybrid systems (e.g., piecewise linear systems), we char-
acterize switched linear systems by the fact the modes are independent of all other
variables. In other words, we assume θk to be an exogenous variable that is governed
by some external process, which could be the controller itself. Finally, we will assume
throughout that the possible mode sequences {θk}∞k=1 are arbitrary. One important
consequence of such an assumption is the absence of a minimum time separation
between consecutive switches.
Switched systems arise in many contexts. In fact, the SLS model (1) provides
such a general framework that one simply cannot enumerate an exhaustive list of
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situations falling under its umbrella. Instead, we mention the main problems that
have triggered and fuelled research on SLS’s:
• Plant failures: When a plant undergoes random failures, it is possible to model
a finite number of failure modes with the s different modes in (1). For example,
sensor or actuator failures, when occurring in a finite number of known failure
modes, call for different C(·) or B(·) matrices, respectively.
• Target tracking: the hybrid model (1) can be used to capture the different
maneuvers of maneuvering targets, as well as the data association problem.
1.1.2 Problem Formulation
In order to control the SLS (1), the state xk is usually required for feedback, while
only the observations yk are available. This calls for the determination of the states
from the observations. An algorithm used to compute the state from the measure-
ments is termed an observer [53]. This is the problem we are concerned with in this
dissertation. We will distinguish between two kinds of observers:
• Deadbeat observers, which determine x1 from a finite number of measurements
y1, . . . , yN .
• Asymptotic observers, which compute an estimate x̂k of the state xk from
y1, . . . , yk, such that
lim
k→∞
‖xk − x̂k‖ = 0, (2)
where ‖ · ‖ is some norm in Rn.
The conditions under which there exists a deadbeat observer will in general be
referred to as observability, following Kalman’s terminology [42]. Let us recall the
main results on observability for standard linear systems:




Definition 1 (Observability [42]) The linear system (3) is observable if there ex-
ists a time horizon N such that the first N observations y1, . . . , yN determine the
initial state x1 uniquely. ♦
Noting that we can restrict our attention to the autonomous case without loss of










































where ON is the Kalman observability matrix, we realize that the observations are
nothing but a linear function of the initial state. Therefore, the matrix of that
transformation, which is ON , must be of full column rank n. In other words:
Theorem 1 The linear system (3) is observable if and only if there exists an integer
N such that ρ(ON ) = n, or equivalently if and only if ρ(On) = n. ♦
Note that, while the first condition in Theorem 1, i.e. the existence of N such
that ρ(ON ) = n, does not call for an algorithm, the second condition reduces it to a
single matrix rank test, which can easily be computed, making the observability of a
linear system decidable. One of the objectives of this thesis is to carry this analysis
over to SLS’s. More precisely, whenever possible, attempts will be made to:
• Translate observability problems into linear algebraic tests.
• To assess their decidability.
Finally, note that the addition of switching to the linear system (3) will not only
increase the complexity of the observability analysis and observer design problems,
3
but will also multiply the number of problems for consideration. Indeed, we will need
to distinguish between:
• The known and the unknown modes cases: Depending on the application, the
modes θk are either known, i.e. available to the observer, or unknown, making
the state observability problem more complex.
• State and mode observability: In the unknown modes case, one may wish to
recover either the modes or the states.
• The autonomous and the non-autonomous cases: While the separation principle
for linear time-varying systems allows one to decouple observation from control
in the known modes case, it turns out that the controls have an effect on the
various observability concepts in the unknown modes case. This will call for
the distinction between the autonomous and the non-autonomous cases, and in
the latter case, for the consideration of single experiment problems and generic
experiment problems.
1.2 Background
Discrete-time SLS’s lie among numerous other classes of multi-modal linear systems,
a rough classification of which can be given in terms of the following attributes:
• Deterministic vs. stochastic systems.
• Discrete-time vs. continuous-time systems.
• Switched vs. hybrid systems.
Virtually every combination of these attributes has been considered in the literature,1
and requires an analysis of its own. For instance, while observability analysis in
1Historically, it appears that the the stochastic class of Markov jump linear systems in continuous-
time was the first one to be studied, from an optimal control point of view [52, 67].
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discrete-time and continuous-time linear systems is virtually the same, significant
differences arise in SLS, as we will later point out. Although an exhaustive survey of
observability analysis and observer design for all of these models is beyond our scope,
we will describe the main results concerning close models in the next subsection.
Then, in the following subsection, we will describe the background of our specific
problem, i.e. observability analysis and observer design for discrete-time switched
linear systems.
1.2.1 Related Problems
In this subsection, we will briefly discuss the main results from hybrid estimation in
stochastic switched linear systems, from observability analysis in hybrid systems, and
finally from observability analysis in continuous-time switched linear systems.
1.2.1.1 Hybrid Estimation
The most important class of stochastic switched linear systems can be described by
the following model:
xk+1 = A(θk)xk + B(θk)uk + wk
yk = C(θk)xk + vk,
(5)
where wk and vk are white Gaussian noises, while all other variables and parameters
are as in (1). θk, however, is assumed unknown, and is endowed with a probabilistic
model. In most cases, the modes θk have been assumed to be governed by a homo-
geneous Markov chain. Such systems are usually referred to as jump Markov linear
systems (JMLS).
The field of hybrid estimation, i.e. optimal estimator design for (5), has been very
active since its inception, which, under a general consensus, occurred with the 1970
paper by Ackerson and Fu [1], who provided the first derivation of the minimum mean-
squared error (MMSE) estimator for (5). The MMSE estimator being impossible to
implement in practice because of exponentially growing computational requirements
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with time, research was quickly directed toward the design of computationally efficient
sub-optimal filters. Furthermore, the desperate need of the target tracking community
for efficient estimators provided extra motivation for such lines of research. While the
first sub-optimal practical estimator was also proposed in [1], intense activity ensued
in hybrid estimation, as testified to by the numerous surveys [49, 59, 68] and books
[13] published. The main breakthroughs have been Blom’s celebrated interacting
multiple model (IMM) filter [16], which, until very recently, was considered to be the
most efficient hybrid estimator, and particle filtering [28]. Note that much less effort
was devoted to the continuous-time case, since the results were mainly motivated by
practical digital implementations (see [56] for an exhaustive survey up to 1990).
It is noteworthy that convergence analysis was virtually absent from all of this
work, which is due to the complexity of hybrid estimators introduced by the explicit
computation of gaussian probabilities. In particular, no convergence theorem exists
today for any estimator for (5). In fact, even the Kalman filter had to wait for 8 years,
i.e. for the results in [27], for its first stability (actually, asymptotic unbiasedness)
result. Finally, even though observability is actually an inherently deterministic con-
cept, it is noteworthy that one can find numerous papers on observability analysis for
JMLS [24, 37, 38, 55, 73]. It turns out that those papers actually study convergence
problems, rather than observability per se.
1.2.1.2 Hybrid Systems
We now return to the deterministic case (1), except that we assume that the modes
θk are no longer independent of the other variables. Such systems, where continuous-
valued variables interact with discrete-valued ones, are termed hybrid in the literature.
The simplest class of discrete-time linear hybrid systems is that of piecewise affine
systems (PWAS), where θk is is a piecewise constant function of (xk, uk). This class
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was first studied by Sontag in [64], where it was proposed as a way of approximat-
ing nonlinear systems. Unfortunately, observability, under its natural definition, was
shown there to be undecidable, and checking whether the index of observability is
smaller than a certain integer was then shown to be NP-complete in [65]. In the
nineties, later results on neural nets by the same author resulted in proofs that ob-
servability in even simpler classes of piecewise affine systems, such as systems with
saturated outputs, was undecidable [61, 66].
The curious fact to note here is that Sontag’s early negative results did not per-
manently kill all observability analysis efforts for PWAS’s. In fact, along with the
recognition of hybrid systems as an important area of future research in the nineties
[32, 4], the recent years have witnessed renewed effort in observability analysis for
hybrid systems, especially on the computational front. The main line of work to
mention here is that based on the mixed logical dynamical (MLD) formulation of
PWAS’s [15, 14, 31], which has allowed for efficient observability tests to be pro-
posed, based on mixed-integer linear programming (MILP) and on multi-parametric
MILP programming. The same frenzy has lately also reached continuous-time hybrid
systems [12, 23, 26, 72].
1.2.1.3 Continuous-Time Switched Linear systems
The only analysis of observability for continuous-time SLS’s can be found in the early
work of Ezzine and Haddad in [30], where they considered the special class of systems
with periodic switching.
Note that, in continuous-time, instantaneous observability of a SLS, which is de-
fined as the ability to recover the initial state uniquely from the derivatives of the
output under known modes, reduces to observability of each mode. Therefore, decid-
ability is not an issue, as opposed to the discrete-time case.
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1.2.2 Switched Linear Systems
While stability and controllability analysis for the SLS (1) have mobilized considerable
effort since the 1980’s, as summarized in [17, 51],2 it was not until the turn of the
century that the first serious research on observability analysis [71] and on asymptotic
observer design [3, 11] was published.
In [71], Vidal et al. carried out the first systematic attempt at characterizing
observability concepts in SLS’s. However, their work not only restricts the switching
by imposing an unnecessary minimum separation between consecutive switches, it
also contains several flaws that are corrected in Chapter 4. The main point that
was missed in [71] is that mode observability depends on the initial state, which
furthermore calls for mode and state observability to be studied independently.
In [3], Alessandri and Coletta described an asymptotic observer design approach
for SLS’s with known modes. More precisely, they showed how to find Luenberger
gains K(·) such that the following
x̂k+1 = A(θk)x̂k +B(θk)uk +K(θk) (yk − C(θk)x̂k) (6)
results in an exponential observer for (1). Their method was based on the use of
linear matrix inequalities (LMI’s) to compute gains such that the dynamics of the
observer error
ek+1 = (A(θk) −K(θk)C(θk)) ek (7)
admit a common quadratic Lyapunov function. Balluchi et al. [11] then extended
this approach to the unknown modes case, by borrowing tools from the failure de-
tection literature. However, since residual-based failure detection is usually delayed,
it requires slow switching, which, in turn, imposes slow switching for the observer to
2The most remarkable recent advances being the proof of stability under solvability of the Lie
group generated by the A matrices [50], the characterization of controllability [33], and the disproof
of the Finiteness Conjecture [18], which had been previously emitted and studied in [25, 36, 48].
Note that the decidability of stability under arbitrary switching is still an open problem.
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function. Moreover, because of the delayed detection, all that could be guaranteed in
[11] was an upper bound on the norm of the observer error.
1.3 Organization
This dissertation is organized as follows.
In Chapter 2, it is shown that pathwise observability, which is observability of
SLS’s under known modes, is decidable. Further results on pathwise observability are
provided in Chapter 3, where the Kalman Bertram criterion for the conservation of
observability after sampling is carried over to the class of SLS’s undergoing switching
in only the measurement equation.
In Chapter 4, several observability concepts for SLS’s under unknown modes,
including discernibility, are defined, characterized, and shown to be decidable in the
autonomous case.
In Chapter 5, the Direct Algebraic Approach (DAA), a novel asymptotic observer
design approach for a class of SLS’s, is described, and its stability analyzed.






Let us recall our model for SLS’s:
xk+1 = A(θk)xk +B(θk)uk, k ≥ 1
yk = C(θk)xk,
(8)
where xk, uk and yk are in R
n, Rm and Rp respectively, and where A(·), B(·) and
C(·) are real matrices of compatible dimensions. The mode θk assumes values in
the set {1, . . . , s}, so that the parameter matrices switch between s different known
values. Again, we furthermore assume that the mode sequence {θk}∞k=1 is arbitrary
and independent of the initial state x1 and input sequence {uk}∞k=1 . In this chapter,
we examine a property of (8) concerning both observability and controllability, that
can be motivated as follows: It is clear that given yk, uk and θk, k = 1, . . . , N , it is
possible to recover x1 uniquely if and only if the following observability matrix has











































where M is the {1}-inverse of the matrix in (9) (see Appendix A). If we further want
to be able to recover x1 for any sequence θ1, . . . , θN , then all such matrices must be of
full rank. We define the property wherein such an N exists as pathwise observability,
and we note that it has appeared in the literature for quite some time, starting with
[38], where it was linked to a concept of stochastic observability, and where pathwise
controllability was also considered and linked to the existence of steady-state solutions
to the Markov jump linear quadratic problem. More recently, it was shown in [20, 44]
that pathwise observability implied the existence of artificial stochastic parameters
such that the corresponding Kalman filter results in an asymptotic observer for (8),
and, in [9], an asymptotic observer was proposed for a special subclass of (8), whose
convergence was established under similar assumptions. However, what has been
missing is a way to check for pathwise observability. The direct way is to check the
rank of all matrices (9) for increasing N until they all reach full rank, or until it
is provably impossible for pathwise observability to hold. However, while it is well
known [40], thanks to the Cayley-Hamilton Theorem, that this algorithm terminates
at N = n for standard (unimodal) linear systems, it has been unknown whether or
not it terminates for switched linear systems. In this chapter, we affirmatively answer
this question, and we provide finite upper bounds on the maximum index of pathwise
observability. Notice that these results imply that pathwise observability is decidable,
and, as it turns out, by duality, that pathwise controllability is decidable as well.
This chapter is organized as follows: We start off, in Section 2.2, by establishing
some definitions and by stating the main results. We devote Section 2.3 to the proofs.
Finally, we study the dual problem of pathwise controllability in Section 2.4.
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2.2 Definitions and Results
Without loss of generality, we restrict our analysis to autonomous switched linear
systems of the form:
xk+1 = A(θk)xk,
yk = C(θk)xk,
which we characterize by the set of pairs {(A(1), C(1)), . . . , (A(s), C(s))}. We define
a path θ of length N as a string θ1θ2 · · · θN over the set {1, . . . , s}. We let the length
of such a string be denoted by |θ| = N . We also define the observability matrix of a

























We furthermore say that a path θ has rank r if and only if its observability matrix
O(θ) has rank r. Similarly, a path is observable if and only if its observability matrix
has full rank n. Finally, we have the following definition:
Definition 2 (Pathwise Observability) The set of pairs {(A(1), C(1)), . . . , (A(s),
C(s))} is pathwise observable if and only if there exists an integer N such that all
paths of length N are observable. We refer to the smallest such integer as the index
of pathwise observability. ♦
If a set of pairs is not pathwise observable (i.e. for all N , there exists an unob-
servable path of length N), it is said to be pathwise unobservable.
Remarks 1 The following trivial remarks can now be made:
• A set of pairs containing an unobservable pair is pathwise unobservable.
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• A set of pairs may contain only observable pairs, and yet be path-wise unobserv-
able. For example, consider {(A(1), C(1)), (A(2), C(2))}, where









C(1) = (1 0)
C(2) = (0 1)
(11)
• A set of pairs with only unobservable pairs (thus pathwise unobservable) may
have observable paths. For example, consider {(A(1), C(1)), (A(2), C(2))}, where









C(1) = (1 0)
C(2) = (0 1)
(12)
• Unlike with linear time invariant systems, observability of paths may be reached
at arbitrary path lengths. For example, consider the previous example, with the
following paths:
θk = 1, k = 1, . . . , N (13)
θN = 2. (14)
Every one of these paths has no observable prefix, and therefore becomes observ-
able at N , which can be chosen arbitrarily large.
We moreover need to define the pathwise r-rank property as follows:
Definition 3 (Pathwise r-rank) The set of pairs {(A(1), C(1)), . . . , (A(s), C(s))}
is pathwise r-ranked if and only if there exists an integer N such that the rank of
every path of length N is at least r. We refer to the smallest such integer as the index
of pathwise r-rank. ♦
Note that the pathwise n-rank property is equivalent to pathwise observability.
In this chapter, we show that the pathwise r-rank property is decidable for all r ≤ n,
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which includes pathwise observability. Now, before stating the main result of this
chapter, we need to define the following quantities:
N(s, n, 1) , 1
N(s, n, r) , G(r,N(s, n, r − 1), sN(s,n,r−1), r), r ≤ n,
where G(r, g, p, k) is computed recursively as follows, by a double induction on k and
p:
G(r, g, 1, r) , l + 1
G(r, g, p, k + 1) , G(k + 1, G(r, g, p, k), sG(r,g,p,k), k + 1), k = r, . . . , n− 1,
G(r, g, p+ 1, r) , 1 + max
k=r,r+1,...,n
{G(r, g, p, k)} , p = 1, . . . , sg − 1.
We also define:
Nc(s, n, 1) , 1,
Nc(s, n, r) , Nc(s, n, r − 1) + s
Nc(s,n,r−1), 2 ≤ r ≤ n.
We can now state the following theorem:
Theorem 2 Assume given a set of s pairs {(A(1), C(1)), . . . , (A(s), C(s))}, where
the dimension of the A(·) matrices is n.
1. If the set is pathwise r-ranked, then its index of pathwise r-rank is smaller than
or equal to N(s, n, r).
2. If furthermore the A(·) matrices are pairwise commuting, then the index of
pathwise r-rank is bounded by the smaller number Nc(s, n, r). ♦
The proof is given in Section 2.3, and a corollary to Theorem 2 reads as follows:
Corollary 1 The pathwise r-rank and pathwise observability properties are decidable.
♦
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Table 1: Values of N(s, n, n) for small n and s
n \ s 1 2 3
1 1 1 1
2 2 3 4
3 3 135 ?
Proof: It clearly suffices to compute the rank of O(θ) for every path θ of length
N(s, n, r) (resp. N(s, n, n)). A set of pairs is then pathwise r-ranked (resp. observ-
able) if and only if the rank of O(θ) for every such θ is at least r (resp. equals n).

We now define N(s, n, r) as the maximum index of pathwise r-rank over all path-
wise r-ranked sets of pairs {(A(1), C(1)), . . . , (A(s), C(s))} with n× n A(·) matrices.
Similarly, let Nc(s, n, r) be the maximum index of pathwise r-rank over all pathwise
r-ranked sets of pairs {(A(1), C(1)), . . . , (A(s), C(s))} with pairwise commuting n×n
A(·) matrices. By Theorem 2, the following hold:
N(s, n, r) ≤ N(s, n, r)
Nc(s, n, r) ≤ Nc(s, n, r).
Note that, so far, we have not taken into account p, i.e. the size of the measurements.
It should be understood that the numbers Nc and N are maxima for all values of p.
Likewise, Nc and N are upper bounds for all p. However, throughout the remainder
of the chapter, we will assume p = 1 for the sake of clarity, but the proofs can easily
be modified to account for larger values of p.
Tables I and II contain the upper bounds N(s, n, n) and Nc(s, n, n), respectively,
for the first few relevant values of n and s. Note that they grow extremely rapidly (in
fact, N(s, n, n) grows so fast that even N(3, 3, 3) is unavailable), which does not really
make pathwise observability easy to check. Imagine computing the rank of sN(s,n,n)
different N(s, n, n) × n matrices, even for s = 2 and n = 3. For now, we simply
point out that our upper bounds may be too conservative, and that we leave the
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Table 2: Values of Nc(s, n, n) for small n and s
n \ s 1 2 3 4
1 1 1 1 1
2 2 3 4 5
3 3 11 85 1029
4 4 2059 ' 3.61040 ' 3.310619
task of reducing them to a future endeavor. In the mean time, note that finding the
exact values of N(s, n, n) and Nc(s, n, n) is an even more difficult problem, to which
the only solution we now have is to match the upper bounds to the actual index
of pathwise observability of a particular set of pairs. It is indeed easy to see that
N(1, n, n) = Nc(1, n, n) = n and that N(s, 1, 1) = Nc(s, 1, 1) = 1. That N(s, 2, 2) =










 , λ 6= 1, 0
C(i) = (1 λ−i), i = 1, . . . , s,
is pathwise observable with index s + 1. Since N(s, 2, 2) = Nc(s, 2, 2) = s + 1, it
follows that N(s, 2, 2) = Nc(s, 2, 2) = s+ 1.
2.3 Proof of Theorem 2
In this section, we prove Theorem 2. We begin by showing the result for commuting
A’s (part 2), because its proof is easier and makes use of the main observations in
a much more direct way. But before that, we need to establish some preliminary
notation.
2.3.1 Preliminaries
In order to make the development more straightforward, we begin with a few defi-










2 · · · θ
2
N2
. Furthermore, θ(q) is the path θ concatenated
with itself q− 1 times. Given a path θ, θ[i,j] is its substring (or infix) θiθi+1 · · · θj. By
convention, we let θ[i,i−1] = ε, the null string, for all 1 ≤ i ≤ |θ|. We also define the
transition matrix Φ(θ) of a path θ of length N as Φ(θ) = A(θN ) · · ·A(θ1), and note
that Φ(θ1θ2) = Φ(θ2)Φ(θ1) for any pair of paths θ1 and θ2. Again, by convention, we
let Φ(ε) = I, the n× n identity matrix. Finally, let O(θ)[i,j] denote the submatrix of








C(θi)A(θi−1) · · ·A(θ1)
...









O(θ)[i,j] = O(θ[i,j])Φ(θ[1,i−1]), (15)
for all i and j such that 1 ≤ i ≤ j ≤ |θ|. For the sake of clarity, we will favor the
notation of the right hand side of (15). For example, if θ = θ0θ1, where |θ0| = N0 and
|θ1| = N1, then
O(θ)[N0+1,N0+N1] = O(θ
1)Φ(θ0). (16)
Note that the right hand side of (16) is easier to read and makes much more explicit
the fact that we are looking at the observability matrix of θ1 “shifted forward by θ0.”
Finally, we let R(M) denote the row range space of a matrix M .
2.3.2 Proof of Theorem 2, Part 2 (Pairwise Commuting A’s)
The fact that Nc(1, n, n) = n is usually attributed to the Cayley-Hamilton Theorem
[40]. However, trying to extend this approach to the switched case has led us nowhere.
We therefore need to take another approach, and the following elementary observation
actually provides an alternate way to show that Nc(1, n, n) = n. Assume that the
17






for some k− 1 real scalars {αi}
k−1
i=1 . Right multiplying this equation on both sides by










which implies that the rank has stopped growing for good. N(1, n, n) = n then
follows from the fact that the rank can grow at most n times. It turns out that this
argument, along with the Pigeon-Hole Principle alone, is sufficient for establishing the
finiteness of Nc(s, n, n). It should be clear by now that we will prove that pathwise
observability is decidable by showing how to construct unobservable paths of arbitrary
lengths whenever a system is not pathwise r-ranked at Nc(s, n, r). Our observation
translates into the following lemma in the switched case:
Lemma 1 (Range Inclusion Propagation) Let θ0, θ1, and θ2 be paths of lengths
N0 ≥ 0, N1 > 0 and N2 > 0 respectively. Assume that:
R(O(θ2)Φ(θ0θ1)) ⊂ R(O(θ1)Φ(θ0)). (17)
We then have
R(O(θ2)Φ(θ0θ3θ1)) ⊂ R(O(θ1)Φ(θ0θ3)) (18)
for any path θ3 of length N3 ≥ 0. ♦
Note that the range inclusion (17) holds between two submatrices of O(θ), where
θ = θ0θ1θ2, and that (18) concerns θ′ = θ0θ3θ1θ2. In both cases, the submatrices
involved are supported by θ1 and θ2, but the difference lies in the fact that θ1θ2 is
shifted in θ′ by a path θ3. In other words, what Lemma 1 really tells us is that
18
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Figure 1: Illustration of Lemma 1. The arrow between two matrix blocks denotes
range inclusion
range inclusions within paths are conserved when the paths involved are both equally
shifted. An illustration is given in Figure 2.3.2.
The proof is as follows:
















Now, by commutativity of the A(·)’s and therefore of the Φ(·)’s, and by recalling that



























The following lemma shows how to construct paths of bounded rank of arbitrary
length:
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Lemma 2 Let λ0, λ1 and λ2 be paths of lengths N0 ≥ 0, N1 > 0 and N2 > 0
respectively. Assume that there exists a path λ3 such that λ1λ2 = λ3λ1, and assume
that
r = ρ(O(λ1)Φ(λ0)) = ρ(O(λ1λ2)Φ(λ0)). (19)
Then for any integer m, letting λ′ = λ1λ2
(m)
, we get
R(O(λ′)Φ(λ0)) ⊂ R(O(λ1)Φ(λ0)), (20)
which implies that ρ(O(λ′)Φ(λ0)) = r. ♦






which can be shown by induction. We next realize that Equation (19) implies that























)Φ(λ0) contains both arguments of the range function in (22)






for 0 ≤ k < m. Finally, (23) yields (20) by induction on k, 0 ≤ k < m, and by
transitivity of the range inclusion partial ordering. 
We now establish the main lemma of this section:
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Lemma 3 Let θ0 and θ1 be two paths of lengths N0 ≥ 0 and Nc(s, n, r) respectively.
If
ρ(O(θ1)Φ(θ0)) < r,
then there exist paths θ2 of arbitrary lengths N2 such that
R(O(θ2)Φ(θ0)) ⊂ R(O(θ1)Φ(θ0)),
resulting in ρ(O(θ2)Φ(θ0)) < r. ♦
Proof: The proof is by induction on r, for r ≤ n.
Assume that θ1 = t, t ∈ {1, . . . , s}, and that C(t)Φ(θ0) = 0. Let θ2 = t(N2). Then
O(θ2)Φ(θ0) = 0, because C(t)Φ(θ0θ2[1,k]) = C(t)Φ(θ
2
[1,k])Φ(θ
0) = C(t)Φ(θ0)Φ(θ2[1,k]) =
0 for all k ≤ N2.
Now assume that Lemma 3 is true at r − 1. We then have two cases:
First, assume there exists i ∈ {0, . . . , sNc(s,n,r−1)} such that ρ(O(θ1)[i+1,i+Nc(s,n,r−1)]
Φ(θ0)) < r − 1. Defining λ0 = θ0θ1[1,i] and λ
1 = θ1[i+1,i+Nc(s,n,r−1)], Lemma 3 at r − 1
gives a path λ2 of arbitrary length such that
R(O(λ2)Φ(λ0)) ⊂ R(O(λ1)Φ(λ0)).
Appending the matrix O(θ1[1,i])Φ(θ
0) on top of both O(λ2)Φ(λ0) and O(λ1)Φ(λ0),
and noting that since θ1[1,i]λ
1 = θ1[1,i+Nc(s,n,r−1)], O(θ
1
[1,i]λ
1)Φ(θ0) is a submatrix of
O(θ1)Φ(θ0), we finally get
R(O(θ1[1,i]λ
2)Φ(θ0)) ⊂ R(O(θ1)Φ(θ0)),
which concludes this case, since λ2 is of arbitrary length.
Second, assume for all i ∈ {0, . . . , sNc(s,n,r−1)}, ρ(O(θ1)[i+1,i+Nc(s,n,r−1)]Φ(θ
0)) = r−
1, which implies that ρ(O(θ1)Φ(θ0)) = r− 1. Furthermore, since there are sNc(s,n,r−1)
different paths of length Nc(s, n, r−1), and since the cardinality of {0, . . . , sNc(s,n,r−1)}
21
is sNc(s,n,r−1) + 1, there exist, by virtue of the Pigeon Hole Principle, i, j ∈ {0, . . . ,




Letting λ0 = θ0θ1[1,i], λ
1 = θ1[i+1,i+Nc(s,n,r−1)], λ
2 = θ1[i+Nc(s,n,r−1)+1,j+Nc(s,n,r−1)], and
λ3 = θ1[i+1,j], we have λ
1λ2 = λ3λ1. Moreover, (19) holds since, by assumption, the
range of O(θ1)[i+1,i+Nc(s,n,r−1)]Φ(θ
0) spans that of O(θ1)Φ(θ0). Lemma 2 thus gives us
a path λ′ of arbitrary length such that
R(O(λ′)Φ(λ0)) ⊂ R(O(λ1)Φ(λ0)).
By the same argument as in Case 1, we have
R(O(θ1[1,i]λ
′)Φ(θ0)) ⊂ R(O(θ1)Φ(θ0)),
which completes the proof. 
An illustration of Lemma 3 is given in Figure 2.3.2.
We can now prove part 2 of Theorem 2:
Proof: Assume that there exists a path θ1 of lengthNc(s, n, r), but that ρ(O(θ1)) <
r. Assuming θ0 = ε, Lemma 3 directly implies the existence of paths of arbitrary
length of rank strictly smaller than r. 
2.3.3 Proof of Theorem 2, Part 1 (The General Case)
We now address the general case, where we assume nothing about the A(·) matrices.
The loss of commutativity destroys the previous results, even though it can be shown
that the same upper bounds hold when the A matrices are all invertible, but not
necessarily pairwise commuting. Nevertheless, Lemmas 1 and 2 easily carry over to
the general case slightly modified, yielding the following two weaker lemmas whose
proofs we omit to conserve space.
22
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Figure 2: Illustration of the inductive step in Lemma 3. The length l of θ1 satisfies
l = Nc(s, n, r). The grey path is λ
1, and is repeated by the Pigeon-Hole Principle.
The path enclosed in blue is the path λ2 that can be repeated indefinitely to yield
a path of arbitrary length not increasing the rank of the observability matrix, by
Lemma 2.





for any path θ3 of length N3 ≥ 0. ♦
Lemma 5 Let λ1 and λ2 be paths of lengths N1 > 0 and N2 > 0 respectively, assume
that there exists a path λ3 such that λ1λ2 = λ3λ1, and assume that
r = ρ(O(λ1)) = ρ(O(λ1λ2)).




which implies that ρ(O(λ′)) = r. ♦
23
We now unfortunately need a few more definitions. We say that a path θ is
generated by the set {λ1, . . . , λp} of paths of length l if for any k ∈ {0, . . . , N −
l}, where N = |θ|, there exists some i ∈ {1, . . . , p} such that θ[N−k−l+1,N−k] = λi.
The language generated by the set {λ1, . . . , λp} is the language containing all paths
generated by {λ1, . . . , λp}. We now define:
Definition 4 (Conditional Pathwise r-rank) The set of pairs {(A(1), C(1)), . . . ,
(A(s), C(s))} is L-conditionally pathwise r-ranked if and only if there exists an integer
N such that all paths of length N in the language L are of rank r. The smallest such
integer Nr is called the index of L-conditional pathwise r-rank. ♦
We now fix s and n, and define:
Definition 5 G(r, g, p, k) is the maximum index of L-conditional pathwise k-rank,
over all languages L generated by p paths of length g, and such that g is larger than
or equal to the index of L-conditional r − 1-rank of L. ♦
We are now in measure to show the following lemma:
Lemma 6 G(r, g, p, k) ≤ G(r, g, p, k) for k = r, . . . , n, for p = 1, . . . , sg, and for all
values of r and g required to compute N(s, n, r). ♦
Proof: The proof is by a double induction over k and p, and it suffices to show
the following:
(i) G(r, g, 1, r) ≤ G(r, g, 1, r).
(ii) If
G(r, g, p, k) ≤ G(r, g, p, k), and (24)
G(k + 1, G(r, g, p, k), sG(r,g,p,k), k + 1) ≤ G(k + 1, G(r, g, p, k), sG(r,g,p,k), k + 1),
(25)
then G(r, g, p, k + 1) ≤ G(r, g, p, k + 1). (26)
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(iii) If G(r, g, p, k) ≤ G(r, g, p, k), k = r, . . . , n, then
G(r, g, p+ 1, k) ≤ 1 + max
k=r,r+1,...,n
{G(r, g, p, k)} .
(i) Let λ be a path of length g such that ρ(O(λ)) = r − 1. First, λ can generate
a path θ of length larger than g if and only if λ is the constant path (i.e. λ = t(k)
for some t ∈ {1, . . . , s} and some integer k). Let then θ be a path of length g + 1
generated by λ such that ρ(O(θ)) = r − 1. Then any path θ′ = t(m) of arbitrary
length satisfies ρ(O(θ′)) = r − 1 by Lemma 5.
(ii) It is clear, from the definition of G, that
G(r, g, p, k + 1) ≤ G(k + 1,G(r, g, p, k), sG(r,g,p,k), k + 1).
Given that G(r, g, sg, k) is nondecreasing in g and assuming (24), and then assuming
(25) is true, we get
G(r, g, p, k + 1) ≤ G(k + 1, G(r, g, p, k), sG(r,g,p,k), k + 1),
which yields (26) by definition of G(r, g, p, k + 1).
(iii) All we need to show is that
G(r, g, p+ 1, r) ≤ 1 + max
k=r,...,n
{G(r, g, p, k)},
because the conclusion follows from G(r, g, p, k) ≤ G(r, g, p, k) and from G(r, g, p +
1, r) = 1 + maxk=r,...,n{G(r, g, p, k)} (by definition of G). Let θ be a path of length
N = 1 + maxk=r,...,n{G(r, g, p, k)}. Assume that it is generated by p + 1 paths of
length g, and that g is greater than the index of L-conditional r − 1-rank of L, the
language generated by those p + 1 paths. Assume also that ρ(O(θ)) < r − 1. We
then have two cases. First, assume that ρ(O(θ[1,g])) < r − 1. Then, by definition
of g, the system would not even be pathwise r − 1-ranked. Second, assume that
ρ(O(θ)) = ρ(O(θ[1,g])) = r − 1. We make the first remark that if θ[1,g] appears




rank r− 1 for all m, and thus the system is not pathwise r-ranked. We can therefore
assume that θ contains only one occurrence of θ[1,g], and we note that if ρ(A(θ1)) = r0,
then, given that O(θ)[2,N ] = A(θ1)O(θ[2,N ]),
ρ(O(θ[2,N ])) ≥ ρ(O(θ)[2,N ]) ≥ ρ(O(θ[2,N ])) − (n− r0). (27)
Let n0 = r + (n − r0). Now, if ρ(O(θ)) < r, then ρ(O(θ)[2,N ]) < r. If n0 ≤ n, then
(27) gives ρ(O(θ[2,N ])) < n0, which, since θ[2,N ] is generated by only p paths of length
g and |θ[2,N ]| ≥ G(r, g, p, n0), implies the existence of a path θ′ of arbitrary length
such that R(O(θ′)) ⊂ R(O(θ[2,N ])), and thus ρ(O(θ1θ′)) < r. If n0 > n, then either
ρ(O(θ[2,N ])) < n (see previous case) or R(A(θ1)) ⊂ R(O(θ)), or in other words A(θ1)
annihilates any chances of increasing ρ(O(θ)). 
And finally, the proof of Theorem 2, part 1:
Proof: The proof is by induction on r, for r ≤ n.
Clearly, N(s, n, 1) = 1 ≤ N(s, n, 1) = 1.
Now, assuming N(s, n, r − 1) ≤ N(s, n, r − 1), we get
N(s, n, r) = G(r,N(s, n, r − 1), sN(s,n,r−1), r) (28)
≤ G(r,N(s, n, r − 1), sN(s,n,r−1), r) (29)
≤ G(r,N(s, n, r − 1), sN(s,n,r−1), r), (30)
hence N(s, n, r) ≤ N(s, n, r) by definition of N(s, n, r). Equation (28) follows from
the definition of N and G, (29) from Lemma 6, and (30) from the fact that G(r, g, sg, r)
is nondecreasing in g and N(s, n, r − 1) ≤ N(s, n, r − 1). 
2.4 Pathwise Controllability
Let us recall the model:
xk+1 = A(θk)xk +B(θk)uk, k ≥ 1
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whose controllability properties can be characterized by the set of pairs {(A(1), B(1)),
. . . , (A(s), B(s))}. Defining the controllability matrix of a path θ of length N as































happens to be equal to the observability matrix of the reversed path θ′, where θ′i =
θN−i+1, obtained with the set of dual pairs {(A(1)′, B(1)′), . . . , (A(s)′, B(s)′)}. By
defining pathwise controllability as pathwise observability of the set of dual pairs, all
our previous results thus carry over to pathwise controllability, and we get:
Theorem 3 Assume given a set of s pairs {(A(1), B(1)), . . . , (A(s), B(s))}, where
the dimension of the A(·) matrices is n.
1. If the set is pathwise r-ranked, then its index of pathwise r-rank is smaller than
or equal to N(s, n, r).
2. If furthermore the A(·) matrices are pairwise commuting, then the index of
pathwise r-rank is bounded by the smaller number Nc(s, n, r). ♦
Corollary 2 The pathwise r-rank and pathwise controllability properties are decid-
able. ♦
2.5 Conclusion
In this chapter, we have shown that pathwise observability and controllability are
decidable. Unfortunately, the upper bounds given are too large to be of any practical










where xk ∈ Rn and yk ∈ Rp, and where the matrices A and C(·) are of compatible
dimensions. The modes θk assume values in {1, . . . , s}, so that C(θk) switches among
s different measurement matrices C(1), . . . , C(s). The system in (31) can be used for
modeling switches between s different sensory modes, as can occur, e.g., when sensors
fail intermittently, or when the measurements yk are transmitted over a memoryless
erasure channel [29, 62]. In [62], estimators were designed for the noisy counterpart
of (31), and in [9], an asymptotic observer was proposed. In this chapter, we are
concerned with a particular aspect of the deterministic finite-time observability of
the model, namely pathwise observability, whose definition we recall next.
Let a path θ of length N be a string of length N , whose elements take values in
{1, . . . , s}, and let |θ| = N denote its length. Defining the observability matrix O(θ)



















we say that θ is observable when its observability matrix is of full rank. If we let
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ρ(M) denote the rank of a matrix M , this condition can thus be written as
ρ(O(θ)) = n. (33)
We now arrive at the definition of pathwise observability :
Definition 6 (Pathwise Observability) The set of pairs {(A,C(1)), . . . , (A, C(s))}
is pathwise observable if and only if there exists an integer N such that all paths of
length N are observable. We refer to the smallest such integer as the index of pathwise
observability. ♦
We showed in the previous chapter that pathwise observability is decidable. In fact,
since A commutes with itself, we showed that the indexes of pathwise observability
are bounded by numbers Nc(s, n, n) depending only on s and n, which is an even
stronger result, since it suggests a direct way of deciding whether or not a set of pairs
is pathwise observable, in checking the rank of the observability matrix of every path
of length Nc(s, n, n). In this chapter, we will give sufficient conditions for pathwise
observability that allow us to come up with a switched version of the Kalman-Bertram
criterion for non-pathological sampling.
In Section 3.2, we establish sufficient conditions based on structural properties of
the individual pairs, which is an interesting result in that it dispenses from computing
coupled observability matrices (32) (i.e. matrices involving multiple modes), enabling
the study of classical observability matrices of standard dimensions. In Section 3.3,
we use that result to extend a classical result from linear systems theory concerning
the conservation of observability properties when sampling a continuous-time system.
In Section 3.4, we dualize these results to the controllability case.
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3.2 Sufficient Conditions for Pathwise Observ-
ability
In this section, we establish sufficient conditions on the individual pairs (A,C(i))
for the set {(A,C(1)), . . . , (A,C(s))} to be pathwise observable. More precisely, the
idea is that if a pair (Ab, C(i)) is observable, b ∈ N, then whenever θa+bk = i for
k = 0, . . . , n− 1 and for some integer a, i.e. whenever some mode i occurs n times in
























which has rank n if A is invertible, and therefore ensures that ρ(O(θ)) = n. Note
that this would not be the case if there were switching among different A-matrices
as well. In that case, the matrix in (34) would, in general, still exhibit coupling with
modes other than i. What we thus want to show is that whenever a pair (Al, C(i)) is
observable for all modes i and for all l smaller than a certain number, then the system
is pathwise observable. This implies the possibility to assert that, in every path of at
least a certain length W, some mode i has to occur n equally separated times. It turns
out that proving the existence of such W is a problem to which an answer is provided
by a branch of combinatorial analysis, referred to as Ramsey theory [35]. Indeed, we
wish to capitalize on the fact that any mode sequence has to exhibit certain regularity
properties as long as it is long enough, which is a type of statement that falls precisely
under the domain of Ramsey theory, whose main assertion is that complete disorder
is an impossibility and that the appearance of disorder is really a matter of scale. As
it turns out, our question finds its answer in van der Waerden’s Theorem [69] (in its
finite version), which is one of the central results of Ramsey theory:
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Theorem 4 (van der Waerden [69]) For every positive integers n and s, there
exists a minimal constant W(n, s) such that if N ≥ W(n, s), and {1, . . . , N} ⊂ C1 ∪
. . . ∪ Cs, then some set Ci contains an arithmetic progression of length n. ♦
Here, an arithmetic progression is simply a string of positive integers such that
the difference between successive terms is constant. It is indeed easy to see how the
solution to our problem follows from Theorem 4 by simply taking every Ci to be the
set of times at which mode i occurs in θ. In other words, if we ignore the trivial
case n = 1 and assume n ≥ 2, which will be done throughout the remainder of this
chapter, we have:
Corollary 3 Let θ be a path over {1, . . . , s}. If |θ| ≥ W(n, s), then there exist an
integer i ∈ {1, . . . , s} and two positive integers a ∈ {1, . . . , |θ|} and b < |θ|/(n − 1)
such that θa+bk = i for every k = 0, . . . , n− 1. ♦
Proof: Let Ci = {k ∈ {1, . . . , |θ|} | θk = i} for all i ∈ {1, . . . , s}. Clearly,
{1, . . . , |θ|} ⊂ C1 ∪ . . . ∪Cs. By Theorem 4, since |θ| ≥ W(n, s), some Ci contains an
arithmetic progression of length n. In other words, there exist two positive integers
a and b such that a + bk ∈ Ci, and therefore θa+bk = i, for k = 0, . . . , n− 1. Finally,
b < |θ|/(n− 1) because b(n− 1) < a + b(n− 1) ≤ |θ|. 
An illustration of Corollary 3 is provided in Figure 3.2.
Before establishing the main result of this section, which is a direct consequence







where d·e denotes the ceiling function (i.e. dαe = min{i ∈ N | α ≤ i}).
Theorem 5 If A is invertible, and if (Al, C(i)) is an observable pair for all i ∈
{1, . . . , s} and all positive integers l ≤ W′(n, s), then {(A,C(1)), . . . , (A,C(s))} is





Figure 3: Illustration of Corollary 3. Every color represents a different mode. If
the length of the path is greater than W(n, s), then a mode (here the blue one) is
repeated in the path n times at constant interval.
Proof: Let θ be any path of length W(n, s). By Corollary 3, there exist an integer
i ∈ {1, . . . , s} and two integers a ∈ {1, . . . , |θ|} and b < W(n, s)\(n − 1) such that
θa+bk = i for k = 0, . . . , n − 1. Therefore, the submatrix of O(θ) consisting of the
























This matrix has rank n since A (and therefore Aa−1) is invertible, and because the
pair (Ab, C(i)) is observable, since b ≤ W′(n, s). Therefore O(θ) has rank n, which
completes the proof. 














C(1) = (1 0)
C(2) = (2 0)
(36)
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is pathwise observable with index 2, but while W′(2, 2) = 2, neither (A2, C(1))
nor (A2, C(2)) is an observable pair.
• The index of pathwise observability in Theorem 5 is not necessarily equal to













C(1) = (1 1)
C(2) = (1 2)
(37)
satisfies the assumptions of Theorem 5, but is pathwise observable with index 2,
while W(2, 2) = 3. ♦
The numbers W(n, s) are referred to as the van der Waerden (vdW) numbers.
Unfortunately, the only vdW numbers known exactly fit in Table I (for the sake of
easy reference, we also give, in Table II, the known values of W′(n, s)). Only upper
Table 3: Known values of W(n, s)
s \ n 2 3 4 5 · · · n
1 2 3 4 5 · · · n






Table 4: Known values of W′(n, s)
s \ n 2 3 4 5 · · · n
1 1 1 1 1 · · · 1






bounds are known for the rest. Those bounds grow at an enormous rate, which limits
the applicability of Theorem 5. In fact, research is currently ongoing for finding
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tighter bounds, e.g. [34, 60]. However, Theorem 5 is fortunately all we need in order
to show the more practical results of the next section concerning sampled systems.
3.3 Sampled-Data Systems
A problem of relevance to digital control is the study of properties of sampled-data
systems since most modern, digital controllers are implemented in discrete-time. In
particular, it is usually desirable for a discretized system to conserve some properties
of the continuous-time system, especially observability and controllability. We start,





and the discrete-time system obtained by sampling (38) at constant interval T , which
is referred to as the sampling period (for any continuous-time quantity zt, we let





In 1963, the following result was proved in [41]:
Theorem 6 (Kalman-Bertram Criterion) Let σ(A) denote the spectrum of A.
If (A,C) is an observable pair, then whenever the sampling period T satisfies, for all
{λ, λ′} ∈ σ(A) × σ(A),
λ 6= λ′ +
jk
T
∀ k ∈ Z\{0}, (40)
then the discrete-time pair (eAT , C) is observable. ♦
A proof can be found in [41], but the result easily follows from the Popov-Belevitch-
Hautus rank test (see, e.g., [22]). Further research on this subject has focused mainly
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on generalized hold functions [39, 57] (for controllability) and on robust sampling
techniques [46].
Our aim in this section is to extend Theorem 6 to switched linear systems. In




where θt is an arbitrary function of time assuming values in the set {1, . . . , s}, and





Note that, even though θt is arbitrary and may switch between samples, (42) can
be characterized by a finite set of pairs {(eAT , C(1)), . . . , (eAT , C(s))}, which cannot
be the case when the dynamics (i.e. the A matrix) switches as well (unless, e.g., θt
switches only at the sampling times). What we wish to establish here is whether
observability of every pair (A,C(i)) implies pathwise observability of the set of pairs
{(eAT , C(1)), . . . , (eAT , C(s))}. Fortunately, the following theorem follows almost di-
rectly from Theorems 5 and 6:
Theorem 7 Let σ(A) denote the spectrum of A. If (A,C(i)) is an observable pair
for all i ∈ {1, . . . , s}, then whenever the sampling period T satisfies, for all {λ, λ′} ∈
σ(A) × σ(A),
λ 6= λ′ +
jk
lT
∀ k ∈ Z\{0}, ∀ l ≤ W′(n, s), (43)
the set of pairs {(eAT , C(1)), . . . , (eAT , C(s))} of the discretized system is pathwise
observable with an index no larger than W(n, s). ♦
Proof: First, since AT commutes with itself and l is an integer, eAlT = (eAT )l.
Therefore, by Theorem 6, (43) implies that the pair ((eAT )l, C(i)) is observable for
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all i ∈ {1, . . . , s} and all l ≤ W′(n, s). Moreover, eAT being a matrix exponential, it
is an invertible matrix. The result then follows from Theorem 5. 
Now, even though some numbers W(n, s) may be unknown, they are finite, as
discussed earlier. The following corollary follows:
Corollary 4 If (A,C(i)) is an observable pair for all i ∈ {1, . . . , s}, then the set of
pairs {(eAT , C(1)), . . . , (eAT , C(s))} of the discretized system is pathwise observable
for all but a countable number of sampling periods T . ♦
Proof: If every eigenvalue of A is real, then (43) always holds and the set is
pathwise observable for all T > 0. Otherwise, defining the set F of frequencies as
F , {|Im(λi) − Im(λj)| |λi 6= λl ∈ σ(A), Re(λi) = Re(λj)}, (44)




, k ∈ N∗, f ∈ F, l ≤ W′(n, s)
}
, (45)
which is countable. Hence the result. 
Finally, note that what needs to be avoided in Theorem 6 is the interaction be-
tween the natural frequencies of the linear system and the sampling frequency. It is
therefore easily established that, under the same conditions, conservation of observ-
ability is guaranteed when the sampling period T is small enough. The importance of
this observation is actually further motivated by robust control problems, as pointed
out in [46]. The following theorem extends this result to switched linear systems (41):
Theorem 8 If (A,C(i)) is an observable pair for all i ∈ {1, . . . , s}, then there
exists a positive real number T such that whenever 0 < t < T , the set of pairs
{(eAt, C(1)), . . . , (eAt, C(s))} of the discretized system is pathwise observable with an







which is the smallest element of the set in (45), works. 
The most surprising fact about Theorems 7 and 8 is that there is inherently no
coupling between the s different modes in continuous-time, and yet pathwise observ-
ability is shown to be achieved for the sampled-data system. Moreover, note that we
make absolutely no assumption on θt, other than that it is a mapping from the con-
tinuous time line to {1, . . . , s}. In particular, T in Theorem 8 is an upper bound on
the sampling period, and not a lower bound on the switching intervals (or minimum
dwell time).
3.4 Pathwise Controllability
Notice that the first results of this chapter naturally carry over, by duality, to the
study of switched systems of the form:
xk+1 = Axk +B(θk)uk, (47)
where the modes θk assume values in {1, . . . , s}, so that B(θk) switches among s
different input matrices {B(1), . . . , B(s)}, and where one may be concerned with
pathwise controllability, defined as pathwise observability of the set of dual pairs
{((A′, B(1)′), . . . , (A′, B(s)′)} [5]. In fact, one gets, as a trivial extension of Theorem
5:
Theorem 9 If A is invertible, and if (Al, B(i)) is a controllable pair for all i ∈
{1, . . . , s} and all integers l ≤ W′(n, s), then {(A,B(1)), . . . , (A,B(s))} is pathwise
controllable with an index no larger than W(n, s). ♦
However, one should be careful when considering the sampling problem from the
controllability point of view. Indeed, applying a zero-order hold to
ẋt = Axt +B(θt)ut, (48)
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i.e. letting ut , ūk ∀ t ∈ [kT, (k + 1)T ), yields
x̄k+1 = e




eA((k+1)T−τ)B(θτ )dτ . Once again, Bk might switch among an
infinite number of values, unless, e.g., the signal θt is constrained to switch at only
the sampling times. In fact, the dual of our criterion (Theorem 7) involves the use of
a Dirac impulse-based discretization as follows:
ut = ūkδ(t− kT ), kT ≤ t < (k + 1)T, (50)
which allows us to rewrite (49) as
x̄k+1 = e
AT x̄k +B(θk)ūk, (51)
to which we can then apply the previous results. Now, even though (50) does not
make any sense since perfect impulses cannot be produced in practice, we can state
the following purely theoretical result:
Theorem 10 Let σ(A) denote the spectrum of A. If (A,B(i)) is a controllable pair
for all i ∈ {1, . . . , s}, then whenever the sampling period T satisfies, for all {λ, λ′} ∈
σ(A) × σ(A),
λ 6= λ′ +
jk
lT
∀ k ∈ Z\{0}, ∀ l ≤ W′(n, s), (52)
the set of pairs {(eAT , B(1)), . . . , (eAT , B(s))} of the discretized system (51) obtained
by applying the hold function (50) to (48) is pathwise controllable with an index no
larger than W(n, s). ♦
Finally, note that Corollary 4 also extends to the controllability case.
3.5 Conclusions
In this chapter, we have introduced an application of Ramsey Theory to the study
of a property of switched linear systems (i.e. pathwise observability). The result
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presented has enabled, for the first time, the study of the conservation of observability
and controllability properties after the introduction of sampling in switched systems,




OBSERVABILITY UNDER UNKNOWN MODES
4.1 Introduction
By switched linear systems (SLS), we refer to discrete-time systems that can be
modeled as follows:
xk+1 = A(θk)xk +B(θk)uk
yk = C(θk)xk,
(53)
where xk ∈ Rn, uk ∈ Rm, and yk ∈ Rp are the states, the inputs and the mea-
surements, respectively. θk, which we refer to as the mode at time k, assumes its
values in the set {1, . . . , s}, so that the system parameter matrices A(θk), B(θk), and
C(θk) switch among s different known matrices. We assume that the mode sequence
{θk}∞k=1, whether known or unknown, is arbitrary and independent of the initial state
and inputs. In particular, we impose no constraints on the time separation between
two consecutive switches, and we assume that the switches are not triggered by state
space based events.
By observability, we mean the ability to infer the initial state x1, and possibly
a finite portion of the mode sequence (when unobserved), from a finite number of
measurements y1, . . . , yN . While the concept of observability has a simple well-known
characterization in classical linear systems, it has been associated with several notions
in the SLS literature. Indeed, the fact that the mode sequence may or may not be
observed, and, in the latter case, that one may or may not wish to recover it along
with the state, makes for the need to consider several different problems, thus different
definitions and characterizations. In this chapter, our aim is to introduce and to
define several different concepts of observability in SLS’s under unknown modes, to
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characterize them, and to assess their main properties, among which decidability is
of special importance.
The outline of this chapter is as follows. In Section 4.2, the autonomous case is
studied. In Section 4.3, we discuss the non-autonomous case.
4.2 Autonomous Systems




obtained simply by removing the B(θk)uk term from (53). Before going any further,
we need a few definitions. Since we are dealing with finite-time problems, we abandon
the mode sequence notation and we define a path θ as a finite sequence (or string)
of modes θ = θ1θ2 . . . θN , where N is the path length denoted by |θ|. We also define
ΘN as the set of all paths of length N . Moreover, we denote by θ[i,j] the infix of θ
between i and j, i.e. θ[i,j] = θiθi+1 . . . θj, we use θθ
′ to denote the concatenation of θ
with θ′, and we let Φ(θ) , A(θN ) · · ·A(θ1) denote the transition matrix of a path θ.
By convention, we let θ[i,i−1] = ε, the empty word, and Φ(ε) = I. We next define the



















Y (θ, x) , O(θ)x, (56)
and we then get that if x = x1 and θ = θ1θ2 . . . θN in (54), then Y (θ, x) = (y
T




Therefore, throughout the remainder of this section, we will use (56) to describe (54)
in a more compact way.
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In this section, we will define and characterize several concepts of observability
for autonomous SLS (54). We first present, in Subsection 4.2.1, a preliminary result
that will later be used in the decidability proofs. In Subsections 4.2.2 and 4.2.3, we
study mode observability and state observability, respectively.
4.2.1 A Preliminary Result
In this subsection, we let
N(s, n) , N(s, n, n), (57)
i.e. the upper bound on N(s, n, n) given in 2.2, and we state the following corollary
to Theorem 2, whose proof can easily be derived from that of Theorem 2:
Theorem 11 If θ is a path of length N(s, n), then there exists a prefix θ0 of θ (i.e.
θ = θ0θ1 for some θ1) and a path θ′ of arbitrary length such that
R(O(θ0θ′)) ⊂ R(O(θ0)), (58)
and thus ρ(O(θ0θ′)) = ρ(O(θ0)) ≤ ρ(O(θ)). ♦
4.2.2 Mode Observability
In this section, we assume that only the continuous measurements Y (θ, x) are avail-
able, and we investigate the possibility to infer a prefix of the path θ (i.e. θ[1,N ′] for
some N ′ < |θ|) from the successive measurements Y (θ, x) only. But first, noting that
when x = 0, Y (θ, x) = 0 for any path θ, we observe that it is impossible to distinguish
between paths whenever x = 0. As it turns out, this happens in general for all states
in a union of subspaces of Rn. Moreover, this issue is closely related to false alarms
in failure detection, as pointed out in [11]. We therefore have to consider the problem
from a looser point of view, which leads us to the following definition, in which a.e.
x stands for “for almost every x”, by which we mean for all x ∈ Rn but a union of
proper subspaces, thus for all x but a set of Lebesgue measure 0:
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Definition 7 (Mode Observability (MO)) The SLS (54) is MO at N if there
exists an integer N ′ such that for all θ ∈ ΘN+N ′ and for a.e. x ∈ Rn,
θ[1,N ] 6= θ
′
[1,N ] ⇒ Y (θ, x) 6= Y (θ
′, x′) ∀ x′ ∈ Rn (59)
The index of MO at N is the smallest such N ′. ♦
In other words, we require the possibility to recover the first N modes (i.e. θ[1,N ])
uniquely whenever N+N ′ measurements (i.e. Y (θ, x)) are available, and for a.e. state
x. To this end, we need a way to discern between the paths θ using the measurements
Y (θ, x) they produce through Y (θ, x) = O(θ)x. As we are about to show, the only way
to achieve that without any information other than the available measurement Y (θ, x)
is by taking advantage of the following inclusion, immediate from Y (θ, x) = O(θ)x:
Y (θ, x) ∈ <(O(θ)), (60)
where <(M) denotes the column range space of the matrix M . The question is then
whether θ′ 6= θ ⇒ Y (θ, x) 6∈ <(O(θ′)), which would provide us with a simple
procedure for recovering a path from the measurements (using the range inclusion
test, see Appendix A):
θ = argθ′∈ΘN {Y (θ, x) ∈ <(O(θ
′))} (61)
The main issue lies in whether the test (61) has a unique solution. In order to analyze
this, we introduce the concept of discernibility :
Definition 8 (Discernibility) A path θ is discernible from another path θ ′ of the
same length if
ρ([O(θ)O(θ′)]) > ρ(O(θ′)), (62)
where [O(θ)O(θ′)] denotes the horizontal concatenation of O(θ) and O(θ′), and where
the degree d of discernibility is defined as
d = ρ([O(θ)O(θ′)]) − ρ(O(θ′)). (63)
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We then say that θ is d-discernible from θ′. ♦
The following proposition is now in order:
Proposition 1 Y (θ, x) 6∈ <(O(θ′)) for almost any x ∈ Rn iff θ is discernible from
θ′. ♦
Proof: We have Y (θ, x) ∈ <(O(θ′)) iff Y (θ, x) also lies in the the output subspace of
conflict of θ and θ′, defined as:
C(θ, θ′) , <(O(θ)) ∩ <(O(θ′)). (64)
We therefore need to show that the dimension of the inverse image of C(θ, θ′) by
O(θ), c(θ, θ′) , O(θ)−1(C(θ, θ′)), which we refer to as the input subspace of conflict
of θ with θ′, is smaller than n (which implies that its Lebesgue measure is 0) if and
only if θ is discernible from θ′. We have:
dim(C(θ, θ′)) = ρ(O(θ)) + ρ(O(θ′)) − ρ([O(θ)O(θ′)]). (65)
Noting that dim(c(θ, θ′)) = dim(C(θ, θ′)) + dim ker(O(θ)), and then recalling that
ρ(O(θ)) + dim ker(O(θ)) = n, we get
dim(c(θ, θ′)) = n− ρ([O(θ)O(θ′)]) + ρ(O(θ′)). (66)
Therefore, by definition of discernibility, we see that dim(c(θ, θ′)) < n if and only if θ
is discernible from θ′, in which case we moreover have
dim(c(θ, θ′)) = n− d, (67)
where d is the degree of discernibility defined in (63). 
Remarks 3
• Discernibility does not imply that either path is observable (see Example 1).
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• From (67), the degree of discernibility appears as a measure of separation be-
tween the two paths θ and θ′: the larger the degree d, the smaller the dimension
of the input subspace of conflict. It is clear that the maximum value for d is n,
in which case the input subspace of conflict is trivial.
• Note that, as we have defined it, discernibility is not symmetric.
• If θ[1,N−1] = θ
′
[1,N−1], i.e. if the two paths only differ by their last value, then
their index of discernibility is bounded by p. ♦
The last remark raises the question of whether an upper bound (p, the size of each
measurement yk) is imposed on the maximum degree of discernibility that can be
guaranteed for all pairs of paths of a certain length. It turns out that this limitation
can be overcome, provided one can use further measurements in order to discern the
paths, which leads us to the idea of forward discernibility :
Definition 9 (Forward Discernibility (FD)) Given an integer d > 0, a path θ is
forward d-discernible (d-FD) from another path θ′ of the same length if there exists
an integer Nd such that for any pair of paths λ and λ
′ of length Nd, θλ and θ
′λ′ are
discernible with degree at least d. The smallest such integer Nd is the index of d-FD
of θ from θ′. ♦
Proposition 2 Y (θλ, x) 6∈ <(O(θ′λ′)) for all λ, λ′ ∈ ΘN ′ and for almost any x ∈ Rn
iff θ is FD (i.e. 1-FD) from θ′ with an index no larger than N ′. ♦
Proof: Clearly, the set {x ∈ Rn | ∃λ, λ′ ∈ ΘN ′, Y (θλ, x) ∈ <(O(θ′λ′))} equals
⋃
λ,λ′ c(θλ, θ
′λ′), which, by Proposition 1 and by virtue of the fact that a finite union
of null sets is a null set, has measure 0 iff θ is FD from θ′. 
We now turn to showing that forward discernibility is decidable. We first establish
the following lemma, which indicates that the indexes of d-FD increase with d, which
is not an obvious fact.
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Lemma 7 Let θ and θ′ be two different paths of length N , and λ and λ′ be any paths
of length N ′. The degree of discernibility of θλ from θ′λ′ is greater than or equal to
the degree of discernibility of θ from θ′. In other words, the degree of discernibility is
nondecreasing as the length increases. ♦
Proof: It is easily shown, by elementary linear algebra, that
ρ([O(θλ)O(θ′λ′)]) − ρ([O(θ)O(θ′)]) ≥ ρ(O(θλ)) − ρ(O(θ)). (68)
In other words, the rank of the concatenation must increase by at least the increase
of each path. 
Theorem 12 (Decidability of Forward Discernibility) FD is decidable for any
degree, as the index of d-FD, where d is the maximum degree of FD between some
pair of paths, is smaller than or equal to N(s2, 2n). ♦
Proof: Fix θ and θ′, and let λ and λ′ be such that the degree of discernibility of θλ
from θ′λ′ is minimal over all pairs of paths λ and λ′ of length N(s2, 2n).













(i, j) ∈ {1, . . . , s}2. (69)
Therefore, by Theorem 11, there exist λ0 and λ′0, respective prefixes of λ and λ′ of
the same length, and two paths µ and µ′ of the same, arbitrary, length, such that
R([O(λ0µ)O(λ′0µ′)]) ⊂ R([O(λ0)O(λ′0)]), which, by [5, Lemma 4] and upon some
manipulation, implies that
R([O(θλ0µ)O(θ′λ′0µ′)]) ⊂ R([O(θλ0)O(θ′λ′0)]). (70)
By Lemma 7, Equation (70) implies that the degree of discernibility of θλ0µ from
θ′λ′0µ′ is equal to that of θλ0 from θ′λ′0, which, again by Lemma 7, is smaller than
46
that of θλ from θ′λ′, which completes the proof since µ and µ′ are of arbitrary length.

Before establishing the main result of this section characterizing mode observabil-
ity, we need the following definition:
Definition 10 (Complete Forward Discernibility (CFD)) Given an integer d >
0, a path θ is completely forward d-discernible (d-CFD) if it is d-FD from every other
path θ′ of the same length. The index of d-CFD of θ is the maximum index of d-FD,
over all θ′ 6= θ, of θ from θ′. ♦
Theorem 13 The SLS (54) is MO at N iff every path of length N is CFD, (i.e.
1-CFD). Moreover, the index of MO is the largest index of CFD, over all paths of
length N . ♦






′λ′). Therefore, by Proposition 2, and by virtue of the fact
that a finite union of null sets is a null set, it has measure 0 iff every θ is CFD with
index at most N ′. 
We now complete our study of mode observability in autonomous systems by
answering the following two questions:
• what effect does N have on MO? In other words, is MO at larger N stronger
or weaker?
• Is MO decidable?
The following proposition answers the first question:
Proposition 3 If a system is MO at N , then it is MO at any M ≤ N . ♦
Proof: Let N ′ be the index of MO at N . Then for every pair of paths θ, θ′ of length
N +N ′ with a switch at or before N (i.e. such that θi 6= θ′i for some i ≤ N), θ must
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be discernible from θ′. But, since M ≤ N , this implies the same whenever a switch
occurs at or before M , which implies MO at M with an index smaller than or equal
to N ′ + (N −M). 
The converse is unfortunately not true, unless the A matrices are all invertible (a
counterexample is given next):
Proposition 4 If A(1), . . . , A(s) are all invertible, then MO at 1 implies MO at any
positive integer N . ♦
Proof: Let θ and θ′ be two different paths of length N , and assume that the maximum
index of FD over all pairs of different modes (i.e. paths of length 1) is N ′. It suffices
to show that θ is FD from θ′ with index at most N ′. Let λ and λ′ be any two paths
















′) with µ = θ[i+1,N ]λ, µ
′ = θ′[i+1,N ]λ
′ and |µ| = |µ′| ≥ N ′. Therefore, since,
by assumption, θi is FD from θ
′
i with index at most N
′, dim(c(θ[i,N ]λ, θ
′
[i,N ]
λ′)) < n, and since all the A matrices, and thus φ(θ[1,i−1]), are invertible, and using





























The paths 1 and 2 (of length 1) are mutually FD with index 1, but the paths 1 · 1 and
1 · 2 are not, because they are not discernible and A(1) = 0, which prevents further
measurements from increasing their discernibility. 4
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And finally,
Theorem 14 MO at any index N is decidable. ♦
Proof: Since the number of paths of length N is finite, and since, by Theorem 12,
FD is decidable, it follows that CFD is decidable, and thus that MO is decidable as
well. 
Note that more precise versions of these last 3 results can be obtained, provided
one extends the notion of degree to MO.
4.2.3 State Observability
In this section, we are concerned with whether the continuous state x only is recov-
erable. From the previous results, we know that if a system is PWO (with index
Npwo) and MO at Npwo with index Nmo, then one can recover the state x uniquely
from Y (θ, x) for all θ of length Npwo + Nmo and for almost any x. But if we do not
need θ (which is the primary reason behind the “a.e.”), is this still the best we can
do? It turns out that we can do better, in that we can sometimes recover all states x
uniquely, for all paths θ of a certain length. For now, we define our concept of state
observability :
Definition 11 (State Observability (SO)) The SLS (54) is SO if there exists an
integer N (the smallest being the index) such that ∀x ∈ Rn and ∀θ ∈ ΘN ,
x 6= x′ ⇒ Y (θ, x) 6= Y (θ′, x′) ∀ θ′ ∈ ΘN (73)
In other words, a system is SO if any N consecutive measurements Y (θ, x) yield x
uniquely without knowledge of θ, i.e. if the map (x, θ) 7→ Y (θ, x) is injective in its
first coordinate. We first establish a sufficient condition.
Proposition 5 If a system is PWO with index Npwo, and if every path of length Npwo
is n-CFD, then it is SO. ♦
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Proof: Let Ncfd be the maximum index of n-CFD, and N = Npwo+Ncfd. This implies
that the dimension of the input subspaces of conflict of any two paths of length N
satisfying θ[1,NPWO] 6= θ
′
[1,NPWO ]
is 0: 0 is therefore the only state whose measurements
Y (θ, x) do not yield θ[1,NPWO] unambiguously. We then have two cases:
• x 6= 0, in which case the range inclusion test yields θ[1,NPWO ], which can then
be used in x = O(θ[1,NPWO])
{1}Y (θ, x).
• x = 0, in which case Y (θ, x) = 0. By pathwise observability, we then know that
x = 0. 





























Here, Npwo = 2 and Ncfd = 2, and it is easy to check that the rank of [O(θλ)O(θ′λ′)]
equals 4 for any pair θ, θ′ of different paths of length 2 and any pair λ, λ′ of paths of
length 2. 4
It turns out that the conditions given in Proposition 5 are not necessary (we will later
give a counterexample). In order to study SO further, we introduce the concept of
joint observability :
Definition 12 (Joint Observability (JO)) Two different paths θ and θ′ of the
same length are jointly observable (JO) if they are both observable, and if their left
inverses agree on C(θ, θ′), i.e.1
(O(θ){1} −O(θ′){1})PC(θ,θ′) = 0, (75)
1Given a subspace V , we let PV denote the matrix of a linear projection on V .
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or equivalently,
(O(θ) −O(θ′))Pc(θ,θ′) = 0 and (O(θ) −O(θ
′))Pc(θ′,θ) = 0. (76)
Note that, as opposed to discernibility, joint observability is symmetric. A direct
consequence of this definition is:
Proposition 6 θ and θ′ are JO iff for all x, x′ ∈ Rn,
x 6= x′ ⇒ Y (θ, x) 6= Y (θ′, x′). (77)
We also need to define forward joint observability :
Definition 13 (Forward Joint Observability (FJO)) Two different observable paths
θ and θ′ of the same length are forward jointly observable (FJO) if there exists an
integer N such that for all λ and λ′ of length N , θλ and θ′λ′ are JO. The index of
FJO is the smallest such integer. ♦
Before characterizing SO, we next show that FJO is decidable.
Theorem 15 FJO is decidable, as the index of JO is bounded by N(s2, 2n). ♦
Proof: Suppose that θ and θ′ are observable and that there exist λ and λ′ of length
N(s2, 2n) such that θλ and θ′λ′ are not JO. Similarly as in the proof of Theorem 12,
we can find λ0 and λ′0, respective prefixes of λ and λ′ of the same length, and two
paths µ and µ′ of the same, arbitrary, length, such that
R([O(θλ0µ)O(θ′λ′0µ′)]) ⊂ R([O(θλ0)O(θ′λ′0)]). (78)
Now, since θλ and θ′λ′ are not JO, neither can be θλ0 and θ′λ′0, since Y (θλ, x) =
Y (θ′λ′, x′) implies Y (θλ0, x) = Y (θ′λ′0, x′).
Moreover, by Lemma 7, Equation (78) implies that the degree of discernibility
of θλ0µ from θ′λ′0µ′ equals that of θλ0 from θ′λ′0, which furthermore implies that
c(θλ0µ, θ′λ′0µ′) = c(θλ0, θ′λ′0), thus that (O(θλ0µ) − O(θ′λ′0µ′))Pc(θλ0µ,θ′λ′0µ′) equals
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(O(θλ0µ)−O(θ′λ′0µ′))Pc(θλ0,θ′λ′0) and cannot equal zero since its submatrix (O(θλ
0)−
O(θ′λ′0))Pc(θλ0,θ′λ′0) is not, because, as we have just shown, θλ
0 and θ′λ′0 are not JO.
Therefore, θλ0µ and θ′λ′0µ′ are not JO, which completes the proof since µ and µ′ are
of arbitrary length. 
We now characterize SO:
Theorem 16 The following are equivalent.
1. The SLS (54) is SO.
2. The SLS (54) is PWO with index Npwo, and every pair of different paths of
length Npwo is FJO.
3. The SLS (54) is PWO, and every minimally observable path (i.e. a path with
no observable prefix) is FJO with every other observable path of the same length.
♦
Proof:
2 ⇒ 1: Let Nfjo be be the largest index of FJO over all pairs of paths of length
Npwo. Let us show that the system is SO with index at most N = Npwo +Nfjo. Fix a
path θ of length N , and suppose that θ′ is such that Y (θ, x) = Y (θ′, x′). Let θ[1,k] be
the minimally observable prefix of θ. First, if θ′[1,k] = θ[1,k], then x = x
′ by observability
of θ[1,k], since Y (θ, x) = Y (θ
′, x′) implies Y (θ[1,k], x) = Y (θ
′
[1,k], x
′) = Y (θ[1,k], x
′). On
the other hand, if θ′[1,k] 6= θ[1,k], then since k ≤ Npwo, it is easy to show that θ
′
[1,k] and
θ[1,k] are FJO with index at most N − k. Proposition 6 then concludes that x = x
′.
3 ⇒ 2: It is easily seen that the only pairs of paths of length Npwo left to check
for FJO are those sharing the same minimally observable prefix. Let θ and θ′ be
two paths of length Npwo, and let θ
′
[1,k] = θ[1,k] be their minimally observable prefix.
Y (θ, x) = Y (θ′, x′), which implies Y (θ[1,k], x) = Y (θ
′
[1,k], x
′) = Y (θ[1,k], x
′), implies that
x = x′ by observability of θ[1,k]. θ and θ
′ are therefore JO, thus FJO.
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1 ⇒ 3: Necessity of PWO to SO is obvious. Suppose that a minimally observable
path is not FJO with another observable path, i.e. that there exist λ, λ′ of arbitrary
length such that θλ and θλ′ are not JO, which, by proposition 6, implies the existence
of x 6= x′ such that Y (θλ, x) = Y (θ′λ′, x′), which contradicts SO. 
The reason we give two characterizations is that their equivalence is not obvi-
ous, and because the second one is easier to check, since the number of minimally
observable paths is in general smaller than sNpwo . Moreover, it is, in a sense, much
tighter, since two paths can be non FJO only if they do not share the same minimally
observable path. Finally,
Theorem 17 SO is decidable. ♦
Proof: PWO is decidable. Since FJO is decidable, and since there is a finite number
of paths of length Npwo, the first characterization of Theorem 16 concludes. 






























This system is PWO with index 2, and any paths of length 2 are FJO with index 1.


































hence that θλ and θ′λ′ are JO because the first columns of their observability matrices,
which span C(θ, θ′), are equal. Thus if we measure Y (µ, x) = (α α α)T , then the initial
state can only be (α 0)T , regardless of the path µ. 4
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4.3 Non-Autonomous Systems
We now return to the general non-autonomous case, and recall our model:
xk+1 = A(θk)xk +B(θk)uk
yk = C(θk)xk.
(81)
Our aim here is to extend some of the previous analysis to the system in (81). We















0 · · · 0 0
C(θ2)B(θ1) · · · 0 0
C(θ3)A(θ2)B(θ1) · · ·
... 0
... · · · 0
...















which enables us to further define:
Y (θ, x, U) , O(θ)x + G(θ)U, (82)
where U is a control vector in RmN . Again, if x = x1, θ = θ1 · · · θN , and U =
(uT1 . . . u
T
N)
T in (81), then Y (θ, x, U) = (yT1 . . . y
T
N)
T , and we can concentrate on
equation (82). In this section, we will only take a first look at mode observability.
Given θ and θ′, our objective in the autonomous case has been, roughly speaking,
to make the intersection C(θ, θ′) of <(O(θ)) with <(O(θ′)) as small as possible. Here,
Equation (82) suggests that we should rather consider the intersection of the affine
subspaces <(O(θ)) + G(θ)U and <(O(θ′)) + G(θ′)U (V + v, where V is a subspace
and v a vector of Rn, denotes the affine subspace {x + v | x ∈ V }), and study what
effect U has on it. Recalling the following classic theorem,
Theorem 18 The intersection of V + v and V ′ + v′ is either empty or equal to
V ∩ V ′ + w for some w, in which case it has the dimension of V ∩ V ′. ♦
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we realize that, while the G(θ)U terms cannot increase the degree of discernibility,
they can achieve something impossible in the non-autonomous case: they can render
the output affine subspaces of θ and θ′, i.e. <(O(θ)) +G(θ)U and <(O(θ′)) +G(θ′)U ,
totally disjoint, which motivates the following definition:
Definition 14 (Strong Mode Observability (SMO)) The SLS (81) is stron-
gly mode observable (SMO) at N if there exists an integer N ′ and a vector U such
that for all x ∈ Rn and all θ ∈ ΘN+N ′ ,
θ[1,N ] 6= θ
′
[1,N ] ⇒ Y (θ, x, U) 6= Y (θ
′, x′, U) ∀ x′ ∈ Rn (83)
We refer to such a vector U as a discerning control. ♦
Note that the difference lies in the replacement of “a.e. x” with “∀ x”, which is a
stronger statement. In order to characterize SMO, we unfortunately need a few more
definitions:
Definition 15 (Controlled-Discernibility (CD)) Two different paths θ and θ ′ of
length N are controlled-discernible (CD) if





where P is the matrix of any projection on <([O(θ) O(θ′)]).
It can be verified that CD is well-defined, even though P is not unique. How-
ever, to fix the ideas, we let P (θ, θ′) be the matrix of the orthogonal projection
on <([O(θ) O(θ′)]), throughout the remainder of this section. Furthermore, note that
CD is also symmetric. We can now establish the following:
Proposition 7 If θ and θ′ are CD, then there exists a vector U such that
∀x ∈ Rn, Y (θ, x, U) /∈ <(O(θ′)) + G(θ′)U. (85)
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Even though <(O(θ′)) + G(θ′)U is an affine subspace, we can still use the range
inclusion test, by testing whether Y (θ, x, U)) − G(θ′)U is in <(O(θ′)). The proof of
Proposition 7 is as follows:




U 6= 0. Then, by elementary
linear algebra, <(O(θ)) + G(θ)U and <(O(θ′)) + G(θ′)U are totally disjoint as affine
subspaces of RpN , which completes the proof, since Y (θ, x, U) ∈ <(O(θ))+G(θ)U . 
Finally, we define:
Definition 16 (Forward Controlled-Discernibility (FCD)) Two different paths
θ and θ′ of length N are forward controlled-discernible (FCD) if there exists an integer
N ′ such that θλ and θ′λ′ are controlled discernible for any pair of paths λ and λ′ of
length N ′. The smallest such integer is the index of FCD. ♦
Unfortunately, we do not know whether or not FCD is decidable. This is in part
due to the fact that, as opposed to O(θ), we know little about the structure of G(θ).
Nevertheless, we can characterize SMO as follows:
Theorem 19 The SLS (81) is SMO at N iff any two different paths θ and θ ′ of
length N are FCD. ♦
Proof: Suppose the system is SMO at N with index N ′. It follows that there ex-
ists a control vector U such that for all θ, θ′ ∈ ΘN , θ 6= θ′, and λ, λ′ ∈ ΘN ′ ,










0, hence FCD of θ and θ′ with index at most N ′.
Now, let N ′ be the maximum index of FCD, over all pairs of different paths of
length N , and let us show that the system is SMO with index at most N ′. We need
to show the existence of a vector U in Rm(N+N
′) such that




U 6= 0 (86)
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for all θ, θ′ ∈ ΘN , θ 6= θ
′, and λ, λ′ ∈ ΘN ′ . Since every pair θ and θ
′ of different paths
of length N is FCD with index at most N ′, we get

















since it is a finite union of proper subspaces of Rm(N+N
′), by (87). Any control vector
U ∈ Rm(N+N
′)\K will work in (86), and is therefore discerning. 
It should be noted that the existence of a single discerning control U implies
that “almost” any vector of the same length is discerning, as established by (88).
Therefore, we have just shown, under Sontag’s terminology [63], that:
Theorem 20 Single experiment mode observability and generic experiment mode ob-
servability are equivalent. ♦
Finally, we describe an SMO system in the next example.
Example 4 Let






























Since the observability pairs (A(1), C(1)) and (A(2), C(2)) are equal, no two paths can
be discernible, because all paths of the same length share the exact same observability
matrix. However, this system is SMO at N = 2, with index N ′ = 1. To see this, it









We have characterized several concepts of observability in switched linear systems
through simple linear algebraic tests, and we have shown their decidability in the
autonomous case. An assumption underlying all criteria studied was that the mode
sequences were arbitrary, which is novel in the sense that most (if not all) previous
work assumed constraints on the mode sequences, usually in the form of minimum
“dwell times” between switches.
This chapter is intended as an intermediate step towards a better understanding
of the observability of switched systems. Indeed, some results need to be refined,
some problems still need to be solved, and many extensions are in view. To mention
a few, the decidability of forward controlled-discernibility (FCD), which seems to be
a challenging problem, and the characterization and study of state observability in
the non-autonomous case, still need to be addressed. Finally, the investigation of the
application of the concept of discernibility to asymptotic observer design promises to
be fruitful, and we leave it to a future endeavor.
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CHAPTER 5
THE DIRECT ALGEBRAIC APPROACH
5.1 Introduction




where xk and yk are in R
n and R, respectively, where the mode θk takes on val-
ues in {1, . . . , m}, and where A, C(1), . . . , C(m) are constant matrices of compatible
dimensions. We further assume that the mode sequence {θk}∞k=0 is arbitrary, index-
ing the measurement equation in such a way that C(θk) switches randomly among
C(1), . . . , C(m), modeling the m different sensory modes. This model has been used
to describe sensor failures or lossy transmission channels [19, 29, 62].
We also assume that it is unknown which one of the m different measurement
equations is in effect at any given time instant, or in other words, we assume the
mode sequence {θk}∞k=0 to be unknown, even though a full characterization of the
possible measurement matrices C(1), . . . , C(m) is available. The goal of this work
can now be stated as follows: Devise an asymptotic observer for the system (91),
where the switching sequence is arbitrary and unknown. It appears that this prob-
lem has never been successfully addressed in a systematic manner. When the mode
sequence is observed, it is well known (e.g. [47]) that a Kalman filter can, under some
conditions, be used as an observer for (91), and recently, an LMI-based approach
has been proposed for designing Luenberger-like switching observers [3]. For obvious
reasons, these results are not pertinent to this work. However, capitalizing on the
latter approach and on failure detection techniques, an observer design methodology
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was proposed in [11]. Unfortunately, failure detection schemes require the parameter
θ to be slowly-varying, which is too restrictive for the problem at hand.
The outline of this chapter is as follows: We introduce the Direct Algebraic Ap-
proach (DAA) in Section 5.2, and we construct the DAA-Newton observer in Section
5.3. In Section 5.4, we analyze some geometric aspects of the observer, which later
enable us to prove its local exponential convergence in section 5.5. We finally present
some numerical results in Section 5.6.
5.2 The Direct Algebraic Approach
In this section, we present the Direct Algebraic Approach (DAA), which was originally
proposed in [45], and recently generalized to (91) in [9]. It can be described as follows:




















we have gk(xk) = 0. We thus propose to shift our attention to designing an observer




where gk(xk) = 0 is the new nonlinear, time-varying, yet deterministic measurement
equation given in implicit form. Indeed, gk is a deterministic polynomial form whose
coefficients are determined by the available measurement yk. Clearly, the uncertainty
associated with the randomly switched measurement equation of the original system
in (91) has been removed, and the need to determine θk circumvented. Note that a
similar idea has been successfully applied to the data association problem in multiple
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target tracking, leading to the so-called SME filter [43]. Also, similar ideas can be
found in fault detection and isolation [74, 2], and in system identification for multi-
modal systems [70].
Unfortunately, the transformation of (91) into (94) does come with a price. The
price one has to pay for the introduction of a nonlinear measurement equation is that
local convergence is in general all one can hope for. In the next section, we complete
the construction by combining the DAA with a nonlinear observer, thus obtaining an
observer for our original system (91).
5.3 The DAA-Newton Observer
In [58] was proposed a nonlinear observer design approach based on Newton’s method,
which we refer to as the Newton observers approach. As we will see, a Newton
observer can successfully be combined with the DAA, and the key idea is to fix an

















































Gk(xk) = 0, (97)
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We can now define the DAA-Newton observer for (91) as:












where G′k(x) is the Jacobian of Gk(x), and where J
† is defined for any full-column
rank matrix J as
J† , (JTJ)−1JT , (101)
and coincides with the pseudo-inverse of J . This implies that G′k(x̂
−
k ) must have full
column rank, and sufficient conditions for this to be satisfied are given in the next
section.
The observer given by (99-100) is a direct interpretation of the Newton observers
approach applied to the system in (98): Equation (100), the “corrector” part of the
observer, materializes a single iteration of Newton’s method on (97) using x̂−k as
the initial estimate of the root of Gk, exhibiting the “map inversion” viewpoint of
[58]. The motivation behind the construction of Gk in (95) thus becomes obvious:
Newton’s method cannot be shown to converge to xk if (97) is underdetermined, hence
the condition NB ≥ n.
Note that, by construction of Gk, future measurements must be available, i.e.
the measurements yk, . . . , yk+NB−1 must be available for the computation of x̂k. This
limitation can easily be overcome by adding a predictor after (100), i.e. by letting
zk = A
NB−1x̂k−NB+1 be the estimate of xk, which results in a causal observer. For the
sake of simplicity, we will study the convergence of x̂k rather than that of zk, and we
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observe that zk will converge exponentially to xk whenever x̂k does, since:
‖zk − xk‖ ≤ ‖A‖
NB−1‖x̂k−NB+1 − xk−NB+1‖. (102)
5.4 Observability and Non-Degeneracy
In this section, we address two questions concerning the DAA-Newton observer:
1. When does the equation Gk(x) = 0, the measurement equation in (98), admit
a unique solution, at least locally (i.e. isolated root)?




In order to answer the first question, we first need to define a path θ of length N
as a mode string θ1θ2 . . . θN with values in {1, . . . , m}, and ΘN as the set of all m
N




















Letting θk , θk . . . θk+NB−1, it is clear, from the definition of Gk in (95), that x
satisfies Gk(x) = 0 if and only if there exists a path θ ∈ ΘNB such that
O(θ)x = O(θk)xk. (104)
The set of solutions to the measurement equation Gk(x) = 0 is therefore the union
over all paths θ ∈ ΘNB of the solutions to (104). First, taking θ = θ
k in (104), we see
that O(θk) must be of full column rank, otherwise any state x in the affine subspace
xk + ker(O(θk)) solves Gk(x) = 0. In this case, xk is clearly not even an isolated root
of Gk. Therefore, since we assume that the mode sequence is arbitrary, we require
at least that ρ(O(θ)) = n for any path θ of length NB, or pathwise observability with
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index at most NB, as defined in [5]. However, even under such an assumption, the
measurement equation Gk(x) = 0 may have multiple solutions, albeit a finite set,
namely at most one for each θ 6= θk. A full analysis of this discrete aspect is given in
[6], where it has been shown that it is impossible to guarantee xk to be the unique
global solution of Gk(x) = 0 for all xk ∈ Rn (actually, not even for all xk ∈ Rn\{0})
and all paths θk, which is yet another reason why local convergence is all we can aim
for in Section 5.5. In any case, the set of solutions to Gk(x) = 0 being at most finite
under pathwise observability, pathwise observability is established as a necessary and
sufficient condition for xk to always be an isolated root of Gk.


















































Actually, all we will study is G′k(xk), and we will deduce that G
′
k(x) has full rank for
x close enough to xk, by taking advantage of the smoothness of G
′
k. By analogy to
scalar polynomials, we define non-degeneracy as follows:




Note that non-degeneracy implies that x is the unique solution of Gk(x) = 0 in a
neighborhood of x. Before stating the main result of this section, we need to define
the function P of a pair of paths θ1 and θ2 as follows:
P(θ1, θ2) , O(θ1) −O(θ2), (106)
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and we make the following assumption for further analysis:
Assumption 1 Given system (91) and block size NB, assume that there exist two
integers N1 ≥ n and N2 ≥ n such that NB = N1 +N2 − 1 and
1. For any path θ ∈ ΘNB , every N1 × n submatrix of O(θ) has full rank.




i ∀i ∈ {1, . . . , NB}, then every
N2 × n submatrix of P(θ
1, θ2) has full rank. ♦
Although the existence of an integer N such that O(θ) has full rank for any θ ∈ ΘN
has been shown to be decidable in [5], the decidability of determining the existence
of a block size NB satisfying Assumption 1 is still an open question. We have:
Lemma 8 If Assumption 1 is satisfied, then xk is a non-degenerate root of Gk when-
ever xk 6= 0.
Proof: From now on, all norms are Euclidean or induced Euclidean. We need to show


















where Φ is the set of all functions φ that extract an N1 × n submatrix from a matrix
O(θ), and where U is the set of all maps u : {1, . . . , N2} → {1, . . . , NB}, and noting
that σ ≥ ψρ, it suffices to show that ρ and ψ are both positive. That ρ > 0 follows













u(i)−1xk| = 0, (109)
∀i ∈ {1, . . . , N2}, which contradicts condition 2 since xk 6= 0.
5.5 Convergence
In this section, we show that the DAA-Newton observer (99-100) results in a local
exponential observer for (91). We have:
Theorem 21 Assume that system (91) satisfies Assumption 1 and that A is invert-
ible. Then, whenever x0 6= 0, the DAA-Newton observer (99-100) results in a local
exponential observer for (91). ♦
We now embark on proving Theorem 21. We first prove an essential lemma in Section
5.5.1, before detailing the proof in Section 5.5.2. For the remainder of the chapter,
recall that the norm ‖·‖ is assumed to be the Euclidean (or induced Euclidean) norm.
B(x, r) denotes the open ball of radius r centered around x. The pth differential of a
function G is written G{p}, but we will sometimes write G′ = G{1} and G′′ = G{2}.
5.5.1 Newton Observers




where the measurement map Gk is time-varying and square or overdetermined (i.e.
Gk : R
n → RN , N ≥ n), so that we can define a Newton observer for (110) as follows:





where Fk is given by:




In [58], the observer (111-112) was shown to be locally convergent for time-invariant
systems that are controlled-invariant with respect to a compact set. Here, we present
an extension of that result to a class of time-varying, possibly unstable autonomous
systems described by (110). Furthermore, the following result does not require the
strong observability assumptions of [58]. In particular, in [58], the augmented mea-
surement equation is assumed to have a unique global solution (i.e. x such that
Gk(x) = 0), which, as we have established, is impossible to guarantee for all xk ∈ R
n
if Gk is defined as in (95). This global observability condition therefore needs to be
relaxed to a local observability condition. Moreover, the observability rank condi-
tion also has to be relaxed in a similar way. The following lemma incorporates these
modifications. As can be anticipated, we will prove Theorem 21 by showing that the
system in (98) satisfies the requirements of the following lemma, whose proof is given
in Appendix B:
Lemma 9 Consider the system in (110). First, assume that f and Gk, k ≥ 0, are
in C3(Rn), and that f is globally L-Lipschitz (i.e. for all x, y in Rn, ‖f(x)− f(y)‖ ≤
L‖x − y‖). Furthermore, assume that given x0 ∈ Rn, there exists a sequence Rk of
subsets of Rn such that:
1. xk ∈ Rk, k ≥ 0,




k is the complement of Rk in R
n, there exists
β > 0 such that dk+1 ≥ βdk > 0,
3. and finally,
(a) ∃ gp > 0, γp > 0 such that sup
x∈Rk
‖G{p}k (x)‖ ≤ gpγ
k
p , p ∈ {1, 2, 3},
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k, where Xk = {x ∈
Rk | ‖(G′k(x))
†‖ ≤ 2g†γk† }, and, moreover, the observer given by (111-112) results in
a local exponential observer for (110), in the sense that if x̂−0 satisfies:
‖x̂−0 − x0‖ ≤ δ, then (114)
‖x̂k+1 − xk+1‖ ≤ α‖x̂k − xk‖, (115)
for all k ≥ 0, whenever α and δ satisfy:






























Note that our definition of a local exponential observer does not imply that the rate
α and radius δ of convergence are uniform over the entire state space. In other words,
α and δ in Lemma 9 depend on x0.
5.5.2 Proof of Theorem 21
The proof lies in showing that the system in (98) satisfies the requirements for Lemma
9, under the assumptions of Theorem 21. First of all, the dynamics being linear and
Gk being polynomial in the state, they are both in C
3(Rn). Moreover, A being
invertible, there exist l > 0 and L > 0 such that
l‖x‖ ≤ ‖Ax‖ ≤ L‖x‖, (116)
∀x ∈ Rn. This implies that the dynamics is L-Lipschitz.




k and r′k = r
′
0L
k, we get xk ∈ Rk, k ≥ 0, where Rk , {x ∈ Rn | rk < ‖x‖ <
r′k}. Clearly, dk+1 ≥ ldk > 0. It now remains to prove that conditions 3.(a) and 3.(b)
in Lemma 9 are met.
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At this point, we need to integrate the fact that the DAA-Newton observer con-
verges for arbitrary mode sequences {θk}∞k=0. We thus define the parameterized func-






























and we note that, letting θk , θk · · · θk+NB−1, we get Gk(x) = Gθk ,xk(x), which implies
that, for p ∈ {1, 2, 3},
sup
x∈Rk







and we can therefore focus on bounding the right-hand side of (118) in proving that





k, and since G{p}θ,x∗(x) is polyno-
mial in x∗ and x, it is straightforward to show that there exist gp > 0 and γp > 0,

















‖G{p}k (x)‖ ≤ gpγ
k
p . (120)








Lemma 8 tells us that (G ′θ,x(x))
† is defined, and therefore continuous, over the entire


































In this section, we evaluate the performance of the DAA-Newton observer (99-100)













C(1) = (1 0)
C(2) = (2 3),
(124)
which satisfies the assumptions of Theorem 21 (with N1 = 2, N2 = 2 and NB =
3). The radius of convergence is evaluated by numerical simulation to be ' 0.4 at
x0 = (1, 1)
T . In Figure 1, the observer error ‖x̂k − xk‖ is plotted versus time for
x̂−0 = (0.7, 0.7)
T and for three different mode sequences θ, demonstrating the stability
of the observer.
5.7 Conclusions
An observer design approach is presented for linear discrete-time systems with randomly-
switching measurement equations. It is shown to produce local exponential observers,
and numerical simulations support the soundness of the approach. Given the current
results, the approach is being evaluated on more general systems, such as nonau-
tonomous and multi-output systems. Moreover, using the DAA to design estimators
for noisy systems is currently under investigation.
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(a) θ = 1 · 1 · 1 · 1 · · ·





(b) θ = 2 · 2 · 2 · 2 · · ·







(c) θ = 1 · 2 · 2 · 2 · 2 · 1 · 2 · 1 · 1 · 1 · · ·





6.1 Summary of Contributions
The contributions of this thesis can be summarized as follows.
• Pathwise observability has been shown to be decidable, and upper bounds on
the indexes of pathwise observability have been given [5].
• It has been shown that for SLS’s with switching in only the measurement equa-
tion, observability of each pair in continuous-time implies pathwise observability
of the discretized system for almost any sampling period, which constitutes an
extension of the Kalman-Bertram criterion to the switched case [7, 8].
• State observability and mode observability have been characterized in autonomous
SLS’s, and shown to be decidable [6].
• In the non-autonomous case, only mode observability has been characterized.
It has also been shown that single-experiment strong mode observability and
generic-experiment strong mode observability are equivalent [6].
• The Direct Algebraic Approach, a novel asymptotic observer design technique,
has been proposed, and shown to be exponentially convergent under generic
conditions [9, 10].
6.2 Future Work
We have identified the following subjects of future research.
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• Only upper boundsN(s, n, n) have been given on the maximum indexes N(s, n, n)
of PWO. The bounds seem to be very conservative, and grow at an enormous
rate, which makes PWO impossible to check in many cases given the current
available computational power. It is therefore crucial to find the exact maximum
indexes of PWO, or to at least try to reduce the upper bounds N(s, n, n) to
levels that allow for practical verification of PWO. Moreover, it is still unknown
whether or not the maximum indexes of PWO depend on p, the dimension of
the measurements.
• In non-autonomous SLS’s, no decidability result is yet available. The decidabil-
ity of SMO seems to be a challenging problem, and deserves to be studied, on
the same basis that PWO has.
• So far, only arbitrary switching has been considered. The “existential” prob-
lems, where, e.g., one may wish to find an observable path, remain completely
open.
• Mode observability under known states remains an open problem as well.
• The DAA has only been studied in the deterministic autonomous case. It would
be interesting to find out to what extent it can be applied to non-autonomous
and stochastic systems. In particular, by nature, the DAA would provide com-
putationally efficient estimators for noisy switched linear systems, and it is
therefore of great importance to compare it to existing hybrid estimators.
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APPENDIX A
SOME GENERALIZED MATRIX INVERSION
THEORY
We now present some definitions and results from matrix inversion theory (see, e.g.,
[21]). We first recall that O{1} is a {1}-inverse of O if
OO{1}O = O, (125)
and that the (Moore-Penrose) pseudo-inverse of O is defined as
OO†O = O, O†OO† = O†, O†O = (O†O)′, and OO† = (OO†)′. (126)
Note that the pseudo-inverse O† of O always satisfies (125), and is therefore a {1}-
inverse. If furthermore O has full column rank, then any {1}-inverse O{1} of O is a
left inverse of O, in the sense that O{1}O = I, the identity matrix. We next consider
the following equation:
Y = Ox, (127)
where x ∈ Rn and Y ∈ RN , and we examine the conditions on Y for (127) to have a
solution in x, and how to compute that solution. Note that
∃ x | Y = Ox⇐⇒ Y ∈ <(O), (128)
which is why we refer to the following test as the range inclusion test:
Proposition 8 (Range Inclusion Test) If O{1} is a {1}-inverse of O, then
Y ∈ <(O) ⇔ (OO{1} − I)Y = 0. (129)
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Proof:
⇐ Let x = O{1}Y . Then Y = Ox, which concludes the proof.
⇒ We have Y ∈ <(O) ⇒ ∃ x s.t. Y = Ox. By definition of a left inverse, we have
that OO{1}Ox = Ox, which implies that OO{1}Y = Y , which concludes the
proof. 
In words, equation (127) has a solution if and only if (OO{1}−I)Y = 0 holds for some
{1}-inverse (it then holds for any {1}-inverse). Note that if (127) admits a solution,




B.1 A Classic Result
We first state the following standard result (adapted from [54, pp 279-281 & p 309]),
which establishes the convergence of Newton’s method:
Theorem 22 Let G be a mapping from Rn to RN , where N ≥ n, and assume that
G is three times continuously differentiable. Assume further that:
1. There is a point x1 ∈ X such that (G′(x1))† exists with ‖(G′(x1))†‖ ≤ β and
‖(G′(x1))†G(x1)‖ ≤ η.
2. There exists r ≥ 2η such that supx∈T ‖G
′′(x)‖ ≤ K, where T = B(x1, r).
3. The constant h = βηK satisfies h < 1
2
.
Then the sequence xn+1 = F(xn) , xn − (G
′(xn))
†G(xn) of successive approximations
generated by Newton’s method exists for all n ≥ 1, remains in T , and converges to a
solution of G(x) = 0. Moreover, the rate of convergence is given by
‖xn+1 − x
∗‖ ≤ µ‖xn − x
∗‖2, (130)





B.2 Proof of Lemma 9
We now establish the lemma.
First, ‖F′′k(x)‖ needs to be adequately bounded. Schematically, note that for scalar
F, G and x, we have
F
′′ =




This shows that F′′k(x) is polynomial in G
{p}




these terms are bounded by exponentials over Xk, it is straightforward to bound the







We now show by induction on k that
‖x̂k − xk‖ ≤
α
L
‖x̂−k − xk‖, k ≥ 0, (131)
and note that (131), combined with the fact that f is globally L-Lipschitz, yields:
‖x̂k+1 − xk+1‖ ≤ α‖x̂k − xk‖, k ≥ 0, (132)
which establishes (115). Note that we also get ‖x̂−k+1 − xk+1‖ ≤ α‖x̂
−
k − xk‖.
Equation (131) for k = 0 is a direct consequence of Lemma 10 and of (114).
Now, assume that (131) is true up to time k = K − 1, or in other words that
‖x̂k − xk‖ ≤
α
L
‖x̂−k − xk‖ for 0 ≤ k ≤ K − 1. Since f is globally L-Lipschitz, we
furthermore have that ‖x̂−k+1 − xk+1‖ ≤ L‖x̂k − xk‖ for 0 ≤ k ≤ K − 1. Combining
these last two facts, we get
‖x̂−K − xK‖ ≤ α
K‖x̂−0 − x0‖ ≤ α
Kδ, (133)
which, again by Lemma 10, establishes (131) for k = K. 
Lemma 10 If ‖x̂−k − xk‖ ≤ α
kδ, then ‖x̂k − xk‖ ≤
α
L
‖x̂−k − xk‖. ♦
Proof: We first define, for k ≥ 0:










• hk = βkηkg2γ
k
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‖F′′k(x)‖, where Tk = B(x̂
−
k , 2ηk), and we note that µk ≤ cν
k if
Tk ⊂ Xk.












, we have that
αkδ < ρk
2
, and that x̂−k ∈ Sk. Moreover, Sk ⊂ Rk (with Rk given in Lemma 9) because























































































, which, given that αkδ < ρk
2
,






Finally, by virtue of Theorem 22 and of (135) and (136), Newton’s method would
converge to a solution of Gk(x) = 0 inside Tk. By virtue of Lemma 11 and of the fact











, xk is the unique solution of Gk(x) = 0 in Sk. Since
Tk ⊂ Sk, Newton’s method converges to xk, and we get, from (130), that




and since Tk ⊂ Xk (thanks to the fact that Tk ⊂ Sk ⊂ Rk and to (134)), we have that
µk ≤ cν
k, which, combined with δ < α
cL
, α ≤ 1
ν
, and (137), implies that
‖x̂k − xk‖ ≤ cν
kαkδ‖x̂−k − xk‖ ≤
α
L
‖x̂−k − xk‖, (138)
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which completes the proof. 
The following straightforward lemma is provided without proof:
Lemma 11 Let G : R → RN , where R is an open subset of Rn and N ≥ n. As-
sume that G ∈ C2(R), and that there exists x∗ ∈ R such that G(x∗) = 0. Assume
further that there exist two positive scalars g† and g2 such that ‖(G′(x∗))†‖ ≤ g† and
supx∈R ‖(G








‖(G′(x))†‖ ≤ 2g†, (139)
and moreover, x∗ is the unique solution of G(x) = 0 in B(x∗, r). ♦










Figure 5: A graphical interpretation of Lemma 9. xk is the unique solution of
Gk(xk) = 0 in Sk, and ‖(Gk(x))†‖ is bounded over Sk. Moreover, x̂k is guaranteed to
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