Abstruct-In the framework of SQP method for OPF problems, we propose a new dual-type method for solving the Q P subproblems induced in the SQP method. Our method achieves some attractive features; it is computationally efficient and numerically stable. The computational formulae of our niet,hod are simple, concise and easy to be programmed. We have tested our method for OPF problems on several power systems including a 2500-bus system.
I. INTRODUCTION
Numerous numerical techniques [1]- [lo] have been developed for solving optimal power flow (OPF) problems. These methods are hased on various mathematical programming techniques such as successive linear programming (SLP) method [1]-131, successive quadratic programming (SQP) method [4]- [6] , Lagrangian Newton method [7] - [9] or the newly developed interior point (IP) method [lo] . Each of the above methods has its special features and advantages. Observing the SQP method which possesses a quadratic convergence rate, however, the reduced Hessian is dense. The innovative Lagrangian Newton method [7] , [8] successfully exploits the sparsity structure of the system; however, efforts are needed to cope with the difficulties of itlciit ifying the binding inequality constraints and the possibility of singular Hessian matrix as pointed out by Moiiticclli and Liu in [9] , and they provided remedied strategies to overcome those pitfalls. Nonethe- less, the method in [9] as well as the method in [7] and require sophisticated software programming skill.
In this paper, we use the framework of SQP method and propose a new dual-type method to solve the QP subproblems. Our method intends to achieve the following features: (i) good convergence rate, (ii) no need to identify the binding constraints, (iii) computational efficiency, (iv) easy programming and (v) numerical stability.
In the framework of SQP method, our method will inherit the advantage of fast convergence as demonstrated in Section V. Features (ii)-(iv) will be achieved by the proposed dual-type method as explained in Section 111. To address feature (v), we provide a mathematical proof for the convergence of the proposed dual-type method in the Appendix.
STATEMENT OF THE OPTIMAL POWER FLOW PROBLEM
Throughout this paper, if not specifically explained, we assume the following notations: e , f: state variables represent the real and imaginary part of the complex voltage.
u: control variables including real and reactive power generation, PG and QG, transformer tap ratio, switching capacitor banks,.. . , etc.. (l) , however, this will be treated afterwards.
SOLUTION METHOD

A . The SQP Method
the OPF problem given in (1):
The SQP method uses the following iterations to solve
where a ( k ) is a step-size, and Ax(k) is the solution of the following QP subproblem: in which the diagonal matrix H is defined by
where I is an identity matrix, and 7 is a small positive real number but enough to make H positive definite.
termination rule, a cubic fit or quadratic fit method [14] is popular especially for the unconstrained Lagrangian formulation in the Lagrangian Newton method [7] . However, in the SQP method, while reducing the value of objective function F ( z ) , we should prevent z(k + 1) being too far away from the nonlinear constraints in (1). Therefore, we employ Armijo's rule [ 111, which considers the penalty
Step-srre deter?ntnatron Concerning the steps& deof violating constraints, for the determination of step-size a ( k ) as follows:
Let 0 < r p < 1, u p > 0, then a(k) is set to be r?(')op where m ( k ) , the power of T P , is the smallest nonnegative integer m such that the following inequality holds
where the penalty function P ( x ) represents the penalty for the violations on the constraints and is defined by w is a weighting penalty coefficient, and y E (0, 3). Although Armijo's rule seems inefficient, in most of our test results, the inequality test (5) is passed for m = 0 most of the times. Convergence of the SQP method (2) with a ( k ) determined according to (5) has been shown in [ll] .
Treaimenl of dascrete control varaables. In the QP subproblem (3), we treat all the incremental variables Ax as continuous variables. However, the updated formula (2) may make the updated discrete control variables not having the exact discrete values. To remedy this pitfall, we apply an approximation rule for the update of discrete control variables as follows:
Let 
where \ ( . ) I denote the closest discrete-value to the value of (.). Then u d ( k + l ) obtained froin (7) 
The proposed dual-type method uses the following iterations to solve (8): (13) is the solution of 4(X(t)) for a given X(t), that is the constrained minimization problem 011 the RHS of (9) with X = A(!). We will present the method using Projection Theory to solve AX later.
Since + B aZ$" x t is at least negative semidefinite,
ax2
-SI is negative definite. This ensures that
is an ascent direction to maximize $(A). However, to guarantee the updated point X ( t + 1) will increase the value of q5(X), we develop an Armijo's rule to determine the step-size p(t) as follows: A sketch of the mathematical proof for the justification of (15) and the convergence of (10) Ayplacabalaty of sparse matrax technaque. The nonzero elements of the fixed-dimension, constant matrix -6 1 have the same ax2 structure as the bus admittance matrix of the power network. Therefore, we may employ a sparse matrax technaque to solve linear equations (11) .
However, to set up in (ll), we need to compute AX first as shown in (13) .
Applacabilaty of Projectaon Theory. AX is the solution of the constrained minimization problem on the RHS of (9) with X = X(t) which can be solved in two phases using Projection Theory.
Phase 1. Obtain the solution AP of $ u ( A ( t ) ) for a given
A(t), that is the unconstrained minimization problem on the RHS of (12) with X = X(t).
Phase 2: Project Ai? onto the constraint set 0, and the resulting projection is AX.
The validity of this two-phase method is justified based on Projection Theory in [12] and is shown in Theorem 1 and Theorem 2 in the Appendix. 111 the following, we will describe the detailed computational formulae of this two-phase met hod. From (12) , the solution of the unconstrained minimization problem Ai? which is (AGj AZ, Af"), can be analytically derived by in (14) as well as Since H is a diagonal positive definite matrix, no extra effort is needed to compute H-' in (16).
The inequality constraints for (Ae, A f ) and Au are decoupled, and these inequality constraints are also decoupled for different buses; thus, the projection can be treated separately for each individual bus. The projection of Ail onto the set R is trivial and can be computed in the following: Let AUa be the projection of AGi onto the subset
Though the projection of (Ai?, A?) onto the set R is more complicated, by simple geometric$ calculation,
we can obtain the following: 
C. Summary of the Overall Method.
Our method for solving OPF problem (1) is using the SQP method (2) where Ax(k) is the solution of the QP subproblem ( 3 ) . The proposed iterative dual-type method uses (10) to solve ( S ) , the dual problem of the QP subproblem, instead of solving ( 3 ) directly The AA(t) in (10) is obtained from solving (11) using sparse matrix technique, in which the A 2 needed to set up can be computed using the simple two-phase method. Consequently, the iterative dual-type method converges to optimal solution A * , and the solution A? of the constrained minimization problem on the RHS of (9) with X = A* is Ax(k), the solution of ( 3 ) .
D. The Advantageous Features of the Proposed Dual-type Method.
In the following, we will describe how the proposed dualtype method achieves the four attractive features (ii)-(v) we claimed in Section 1.
In the dual function (9), we put the set of inequality constraints R as the domain of primal variables Ax so that we can apply the Projection Theory to circumvent the need of identifying the blnding inequality constraints. This address feature (ii). All the computational requirements of our method for solving OPF problems almost lie in solving the linear equations (11) memory locations for non-zero elements and fill-ins need only be done once. Therefore, the computational efficiency of our method can be expected. This address feature (iii). Fig. 1 shows the flow chart of our method. Since all the computational formulae of our method are simple and concise, easy to be programmed is a natural result. This address feature (iv).
Convergence of the SQP method with step-size a ( k ) determined according to (5) has been shown in [ll] . Convergence of the proposed dual-type method for solving the dual problem of QP subproblem is shown in the Appendix. These rigorous mathematical justifications address feature (v 
A . Remark on Our Method
There are many dual-type methods in the literature; for example, the dual LP method [2], the Lagrangian relaxation method [14] , and the interior point method of primal-dual approa.ch [lo] , ..., etc.. The proposed method for solving the dual problem of QP subproblem is also a dual-type method but differs from all the existing methods. Our method has similarity with the Lagrange relaxation method. However, in the dual function we defined in (9), we put the set of inequality constraints, a, as the domain of the primal variables instead of using Lagrange multiplier p to associate with the inequality constraints in Lagrangian re1axat)iori approaches. This trick enables our method to have a constant sparse approximate Hessian matrix and apply Projection Theory t80 deal with the difficulties encountered by binding inequality constraints. Consequently, the four attractive features can be achieved as described in Section 1II.D.
B. Remark on the Objective Function of OPF
Observing froin t,he objective function of (3), if the considered OPF problem is an economic dispatch control problem, the SQP method (2) is a Newton-type method.
However, if the criterion is to minimize the system losses, the SQP method (2) is a Jacobi-type method. The Jacobitype method associated with our dual-type method for solving the OPF problems is still very computationally efficient as we will demonstrate by numerical examples in next sect ion.
C. Remark on N o Feasible Solution
It is possible that the QP subproblem (3) does not have any feasible solution. If so, the objective value of the dual problem (8) will be unbounded. This is owing to the magnitude of some components of AA(t) increase as iteration t increases; in other words, the magnitude of some coinponent,s of e do not decrpase as t increases as can be observed from (11) . Investigating fur- 
h ( z ( k ) + A Z ) -h ( z ( k ) + A f ) l when maxi lAAa(t)I does
not decrease. In fact, the above reasoning is similar to the way of handling infeasible solution in [8] .
V. TEST RESULTS
We tested our method for three cases of OPF problems on several power systems using a Spark-10 workstation.
Case (i): We consider the OPF with economic criterion with fixed transformer tap ratio, without switching capacitor banks, and no security constraints on line fiows. We use total generation cost xi a,Pi,+biPc,+cs as the objective fuiict,ion of the OPF problem. The coefficients ai, bi, and c, of the generation cost curve are various for different generation buses. The parameters we select are as follows: E = 10-3, w = 100, = U p = I, TD = Tp = 0.9, 6 = 11 = 1.0, and y = 0.1. We have tested the OPF problems in this case on eight systems. All computer runs begin from a flat start with initial voltages being e, = 1.0 and fa = 0.0 for all buses i's. Table I shows the final objective value and the CPU times consumption of each OPF problem in Case (i).
We use IMSL subroutines to verify our solution by running the same problems with same initial guesses. IMSL final objective values inside the parenthesis listed in Table I are obtained by IMSL subroutines. The verification cannot continue for systems with more than 60 buses, because IMSL subroutines can not execute due to the large memory requirement. We observed that our method is 30 times faster than IMSL subroutine in the case of modified 57-bus system and experienced an exponential growth of speed-up ratio as system size increases.
To appreciate more about our method, we show in Figs. 2(a) and 2(b) the detailed progression of our method when solving the OPF problems on IEEE 244-bus and IEEE 2500-bus systems. Each circle in the figures represents one iteration of the SQP method. Thus, from Figs. 2 (a) and 2(b), we see that our method inherit a good convergence rate of the SQP method. The CPU time consumed in between circles represents the CPU time consumed by the proposed dual-type method for solving (3) completely. We also indicate in Figs. 2(a) and 2(b) the number of iterations of the dual-type method used in each iteration of SQP method. Because of the flat start, the proposed dual-type method takes more iterations to solve (3) in the first few iterations of SQP method. We also observe that the number of iterations used in the dual-type method for solving (3) is linearly proportional with system size, and a reasonably good solution is already obtained in about one half Or two-thirds Of the total CPU Lime listed in Table I As indicated in Table I , we can obtain the solution of the systems with size in the order of hundred buses, within 10 seconds. In fact, for the 2500-bus system, we are actually obtain a solution of a nonlinear programming problem with 5248 variables, 5000 equality constraints, and 2748 inequality constraints in 580 seconds. This shows the computational efficiency of our method, and the numerical stability is manifested by the successful test results on the large complex 2500-bus system running from a flat start. Case (ii): The setup of this case is the same as Case (i) except for using the system losses criterion. We let the total active system losses X I P i be the objective function, where PI denote the active loss of transmission line 1.
From a flat start, the final objective value and CPU time consumpC;on , E the OPD prohlerm on eight systems are listed in Table 11 . Comparing with the CPU time in Table  I , we see that the computational efficiency are about the same. These results show that the Jacobi-type method associated with the proposed dual-type method are still very efficient in solving OPF problems with system losses criterion.
Case (iii): The purpose of this case is to investigate the no. of secur. constr. on line performances of the approximation rule (7) for the update of discrete control variables and the way we handle functional inequality constraints described in Section 1II.E. We consider the OPF problem with economic criterion as in Case (i) but installing several switching capacitor banks and assuming security constraints of line flows on several specified lines in each tested system as indicated in Table 111 . With the approximation rule (7) and security constraints, the corresponding final objective value and CPU time consumption for the tested OPF problems on eight systems are shown in Table 111 . We also test all the OPF problems by assuming the installed switching capacitor banks are continuous variables. The corresponding final objective values shown inside the parenthesis are also listed in Table 111 ; they are almost the same as the objective values obtained with approximation rule. This implies that the approximation rule for the update of discrete control variables is qualified for application. Furthermore, at the presence of the security constraints on line flows, the CPU time are only slightly larger than those listed in Table I. This indicates that our way of handling functional inequality constraints are suitable.
Remark 4 Our machine is small and out of memory when tested the 2500-bus system with 30 switching capacitor banks and 50 security constraints.
VI. CONCLUSION
The proposed dual-type method for solvim the QP subproblems in the framework of SQP method is a new method in OPF literature and also a new dual-type method in nonlinear programming methodologies. This method is general, theoretically sound, and computationally efficient. The exploitation of the sparsity structure of power system network and capability of coping with difficulties encountered by inequality constraints make this method attractive for applications on other power system optimization problems.
VII. APPENDIX
The Specaal Structnre of H.
According to [13] , almost all the cost criteria can be formulated as a functions of real power generation. Thus, the diagonal terms of the diagonal positive definite matrix H in (4) onto the set C2 and the projection is A i as we stated in the two-phase procedures of this Theorem. In the following, we will prove this claim. The set R are decoupled for ,-=1= kJi44ug+l bus i, and bhe simple bounded inequality constraints (such as the constraints for real power equivalent to project AZ(= ~-f~i j
I-- 
Theorem 4
The dual-type method (10) converges to a p a n t A* such that = 0 and maxzmzze +(A) Furthermore, Aijl the solutzon of the constraaned mrnzmazataon problem on the RHS of (9) wath X = A x l equals Ax(k), the optamal solutron of (3).
Proof the proof can be similarly developed from the proof of Proposition 2.1 of Section 3.2.2 in [12l.o
VIII. ACKNOWLEDGMENT
The authors wish to thank Professor Yu-Chi Wu for several helpful discussions on the setup of numerical tests. Professor Wu and his colleagues have done excellent research work in [lo] . 
