Niet-lineaire programmering met behulp van MINOS en GEMINI : een verslag van vier maanden stage op het ICW by Helm, H.M.J., van der
1*01545.1795 
BIBLIOTHEEK 
»TARINGGEBOUW 
ICW nota 1793 
augustus 1987 
03 
6 
c 
cu 
O) 
c 
'c 
CD 
O ) 
CO 
O) 
c 
O 
-C 
co 
'3 
k_ 
0) 
TO 
<ï 
C 
'c j r 
o 
O 
c 
c 
> 
3 
CO 
c 
NIET-LINEAIRE PROGRAMMERING MET BEHULP VAN MINOS EN GEMINI 
een verslag van vier maanden stage op het ICW 
BIBLIOTHEEK DE HAAFF 
Droevendaalsesteeg 3a 
Postbus 241 
6700 AE Wageningen 
H.M.J, van der Helm 
\1<3 Zâoô 
Nota's van het Instituut zijn in principe interne communicatte-
middelen, dus geen officiële publikaties. 
Hun inhoud varieert sterk en kun zowel betrekking hebben op (een 
eenvoudige weergave van cijferreeksen, als op een concluderende 
discussie van onderzoeksresultaten. Inde meeste gevallen zullen 
de conclusies echter van voorlopige aard zijn omdat het onderzpek 
nog niet is afgesloten. 
Bepaalde nota's komen niet voor verspreiding buiten het Instituut 
in aanmerking 
1 6 FEB.1998 
CENTRALE LANDBOUWCATALOGUS 
0000 0941 0123 

I N H O U D 
b i z . 
VOORWOORD 
SAMENVATTING 
1. INLEIDING 1 
2. NIET-LINEAIRE PROGRAMMERING 2 
2.1. Inleiding 2 
2.2. Algemene theorie 2 
2.3. Lagrange methode 6 
2.4. Quasi-Newton methode 8 
2.5. Gereduceerde gradiënt methode 9 
3. OPTIMALISERAS SOFTWARE 11 
3.1. Inleiding 11 
3.2. GEMINI 11 
3.3. MINOS 12 
3.3.1. Algoritmen 12 
3.3.2. Structuur 16 
3.3.3. Gebruik 17 
3.4. Een eenvoudig probleem 22 
4. "OPTIMALISERING REGIONAAL WATERBEHEER" 22 
4.1. Inleiding 22 
4.2. Iteratieve LP-methode 22 
4.3. Toepassing niet-lineaire algoritmen 23 
4.3.1. Inleiding 23 
4.3.2. Doelfunctie 23 
4.3.3. Randvoorwaarden 24 
4.3.4. Hoofdprogramma en subroutines 25 
4.3.5. Sturingsparameters 26 
4.3.6. Gegevens Matrix (MPS) 26 
4.3.7. Uitkomsten 27 
4.3.8. Bespreking 29 
LITERATUUR 31 
BIJLAGEN 

VOORWOORD 
Dit verslag is het resultaat van een praktijkstage in de periode 
maart tot juli 1987 bij het Instituut voor Cultuurtechniek en Water-
huishouding (ICW) in Wageningen. Deze stage aaakte deel uit van aijn 
studie Cultuurtechniek aan de Landbouwuniversiteit. 
Op het ICW heb ik mee kunnen helpen aan een onderdeel van het pro-
ject "Optimalisering regionaal waterbeheer in gebieden met tegenge-
stelde belangen". In het kader van dit project wordt een modellen-
systeem ontwikkeld dat moet dienen als hulpmiddel bij de beleidsvor-
ming voor regionaal waterbeheer. 
In de kandidaats- en doctoraalstudie heb ik op het gebied van de 
optimaliseringstechnieken tot nu toe alleen gewerkt met lineaire pro-
grammering zonder gebruik van een computer. De optimaliseringsvraag-
stukken in de praktijk hebben een dermate grote dimensie dat het hand-
matig oplossen een onmogelijke bezigheid wordt. Sommige praktijkpro-
blemen vereisen bovendien de toepassing van niet-lineaire programme-
ring. Gedurende deze stage is ervaring opgedaan met het toepassen van 
niet-lineaire programmering met behulp van een softwarepakket. 
Hierbij wil ik het ICW en de Vakgroep Cultuurtechniek bedanken 
voor de verleende ondersteuning en de geboden faciliteiten. Verder wil 
ik vooral Paul van Walsum bedanken voor de uitstekende begeleiding 
gedurende de afgelopen vier maanden. 
SAMENVATTING 
In dit verslag wordt de in het kader van het project "Optimalise-
ring regionaal waterbeheer" verrichte stage met als onderwerp niet-
lineaire programmering behandeld. Het doel van deze stage is geweest 
het leren werken met en toepassen van de niet-lineaire programmerings 
algoritmen van het softwarepakket MINOS. 
Er wordt ingegaan op de theorie van enkele algoritmen Voor niet-
lineaire programmering, te weten: de Lagrange methode, een Newton 
methode, en de gereduceerde gradient methode. Verder wordt de 
gebruikte software GEMINI en MINOS besproken. GEMINI is een program-
meertaal waarmee een wiskundige beschrijving van een LP-probleem geco-
deerd kan worden. Het GEMINI systeem "vertaalt" de geschreven code 
naar een Fortran programma. Met dit programma kan vervolgens een gege-
vensbestand aangemaakt worden in een zogenaamd MPS-format. Dit bestand 
dient als invoer van een optimaliseringspakket, waar hier MINOS voor 
gebruikt wordt. MINOS is een optimaliseringspakket dat modulair is 
opgezet en waarmee lineaire en niet-lineaire vraagstukken kunnen wor-
den opgelost. Om van een niet-lineair probleem een extreem te bepalen 
moet de gebruiker naast de MPS-file ook nog enige (in Fortran geschre-
ven) subroutines aan MINOS leveren. Aan de hand van een eenvoudig 
(gelineariseerd) probleem wordt de werking van GEMINI en MINOS geïllu-
streerd. 
Om niet-lineaire vraagstukken toch met met gebruik van lineaire 
programmering op te lossen wordt door het ICW vooralsnog gebruik 
gemaakt van een iteratieve methode; hiervan wordt een voorbeeld gege-
ven. 
Voor het toepassen van niet-lineaire programmerings algoritmen is 
uit het uitgebreide model van het project "Optimalisering regionaal 
waterbeheer" een niet-lineaire component van de doelfunctie en een 
niet-lineaire beperking genomen. Hiervoor zijn de subroutines geschre-
ven. 
Na een bespreking van de resultaten, en een interpretatie van de 
door MINOS geproduceerde uitvoer, volgt de werkwijze waarop de sub-
routines zijn geschreven. 
De werkwijze die hierbij is gevolgd is ontstaan na enig proberen. 
Het bleek dat wanneer de doelfunctie en de beperkingen betrekking heb-
ben op verschillende stelsels variabelen, er moeilijk traceerbare 
fouten kunnen ontstaan met betrekking tot de correspondentie tussen de 
(genummerde) variabelen in MINOS en de variabelen die in de subrouti-
nes worden gebruikt. 
Uiteindelijk is een methode toegepast die weliswaar niet de meest 
efficiënt denkbare is, maar die wel het uitsluiten van corresponden-
tiefouten mogelijk maakt. 
1. INLEIDING 
Het in het kader van het project "Optimalisering regionaal water-
beheer" ontwikkelde systeem omvat zowel simulatie- als optimalise-
ringsmodellen. De optimaliseringsmodellen dienen voor het genereren 
van scenarios. De simulatiemodellen worden enerzijds gebruikt voor het 
berekenen van parameters van de (vereenvoudigde) optimaliseringsmodel-
len en anderzijds voor het verifiëren van scenarios die door middel 
van optimalisering zijn verkregen. 
De optimaliseringsmodellen bevatten behalve lineaire ook niet-
lineaire componenten. In het project is desondanks volstaan met line-
aire programmering (LP) als optimaliseringstechniek. De niet-lineairi-
teiten zijn opgevangen door op iteratieve wijze een reeks van gelinea-
riseerde problemen met LP op te lossen. Aangezien het beschikbare 
softwarepakket MINOS ook niet-lineaire oplossingsalgoritmen bevat was 
het interessant te onderzoeken of deze gebruikt kunnen worden ter ver-
vanging van de iteratieve LP. 
Daartoe zijn tijdens de stage een aantal subroutines geschreven, 
een voor een doelfunctiecomponent en een voor een subset van de niet-
lineaire beperkingen. Alle speciaal voor de oplossing van het gestelde 
probleem geschreven subroutines worden in dit verslag besproken. 
Voorafgaand aan de bespreking van de concreet verrichte werkzaam-
heden wordt in hoofdstuk 2 ingegaan op de theorie van enkele algorit-
men voor niet-lineaire programmering, te weten: de Lagrange methode, 
een Newton methode, en de gereduceerde gradient methode. 
In hoofdstuk 3 wordt een uiteenzetting gegeven over het optimali-
seringspakket MINOS en de programmertaal GEMINI. Aansluitend wordt aan 
de hand van een eenvoudig probleem het toepassen van iteratieve LP met 
behulp van GEMINI en MINOS geïllustreerd. Vervolgens wordt in de 
hoofdstuk 4 ingegaan op het in het kader van het project gestelde pro-
bleem. 
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2. NIET-LINEAIRE PROGRAMMERING 
2.1. Inleiding 
In dit hoofdstuk wordt eerst ingegaan op enige algemeen-theore-
tische beginselen van het vinden van een extreem van een niet-lineaire 
functie zonder beperkingen. Hierbij wordt geen volledigheid gepreten-
deerd en worden geen afleidingen gegeven. Na de algemene theorie wor-
den de drie door MINOS gebruikte oplossingsalgoritmen voor niet-
lineaire vraagstukken besproken: een quasi-Newton methode, de geredu-
ceerde gradiënt methode en de Lagrange methode. 
Aangezien de theorie van de oplossingsmethoden van vraagstukken 
met beperkingen kunnen worden beschouwd als een uitbreiding op de 
theorie van vraagstukken zonder beperkingen, is gekozen voor de opzet 
de betreffende theorie te bespreken bij de behandeling van de methode 
van Lagrange. 
2.2. Algemene theorie 
De algemene gedaante van een niet-lineaire programmeringsvraagstuk 
zonder beperkingen ziet er als volgt uit: 
minimaliseer de doelfunctie f(x) 
waarbij x een vector van n beslissingsvariabelen is en f(x) een func-
tie die niet-lineaire componenten bevat, dat wil zeggen componenten 
die bestaan uit niet-lineaire uitdrukkingen van de variabelen 
x ,. . , x . 
1 n 
Twee noodzakelijke voorwaarden opdat een punt x* een minimumpunt 
is zijn: 
1. De componenten van de gradiënt van f dienen gelijk te zijn aan nul: 
3f(x*) _ . , . 
- r * — L - 0 j=l,2,...n 
3XJ 
2. Op zijn definitiegebied dient f precies een minimum te bevatten: f 
heet dan unimodaal. 
De tweede eis komt voort uit het feit dat behalve het minimum ook 
nog andere punten aan het eerste orde differentiaal-criterium kunnen 
voldoen (zie figuur 1); dit zijn maximumpunten en zadelpunten. 
Fig. 1. Punten die voldoen aan het eerste orde differentiaal crite-
rium 
Vanwege het feit dat unimodaliteit als zodanig niet direct in een 
wiskundig hanteerbare vorm is uit te drukken, wordt het begrip convex 
gebruikt. Een functie F(x) is convex indien voor elk tweetal punten op 
de grafiek van F(x) geldt, dat de koorde die deze punten verbindt 
overal boven de grafiek van F(x) ligt (zie figuur 2). 
F(x) 
Fig. 2. Convexe functie F(x) 
Voor het bepalen van het minimum van niet-lineaire functies worden 
de niet-lineaire probleemfuncties vaak vervangen door functies, 
verkregen uit een afgekapte Taylorreeksontwikkeling. In de 
Taylorreeksontwikkeling van de eerste orde zit alleen informatie over 
de helling van de functie F(x); in de Taylorreeksontwikkeling van de 
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tweede orde zit tevens informatie over de kromming. De Taylorreeksont-
wikkeling van de tweede orde met weglating van de derde orde restterm 
luidt: 
f(x+Ax) = f(x)+ AxTVf(x) + 0.5 AxT Gf(x) Ax 
waarbij: Vf(x) = de gradiënt van f(x) 
Gf de Hessiaan, met als componenten de tweede orde par-
tiële afgeleiden 
32f 
3x 3x 
Er kan worden afgeleid dat een tweemaal continu differentieerbare 
functie f convex is, indien de matrix van Hesse G (x), niet negatief 
definiet is, dat wil zeggen alle eigenwaarden zijn >- 0; de kromming 
is dan positief. 
Voor de met behulp van de Taylorreeksontwikkeling benaderde func-
tie kan worden afgeleid dat in een (locaal) minimumpunt x* geldt: 
1. Vf(x*)=0 
2. G (x*) is positief definiet 
De volgende opbouw is in de meeste algoritmen voor niet-lineaire 
optimalisering terug te vinden: 
1. Het bepalen van een startpunt x(0) 
2. Het in een aantal opeenvolgende iteraties berekenen van een rij 
punten waarbij x(k+l) een verbetering van de doelfunctie inhoudt. 
Voor het bepalen van de stap van x(k) naar x(k+l) wordt gebruik 
gemaakt van een zoekrichting d(k). Deze zoekrichting vanuit x(k) naar 
x(k+l) wordt vaak berekend aan de hand van de waarden van de gradiënt 
en/of de Hessiaan in punt x(k). 
Naast een zoekrichting kan er ook een stapgrootte worden bepaald. De 
stapgrootte t* wordt bepaald door een lijn-minimalisatie van de func-
tie g(t)=f(x+td). 
Nu wordt het volgende punt x(k+l) bepaald door : 
x(k+l)=x(k)+t*d(k) 
Er bestaan verschillende criteria waarmee beslist kan worden of 
convergentie al of niet is bereikt. Voor vraagstukken zonder beper-
kingen bestaan de volgende criteria: 
1. Gradiënt-criterium 
IIVf(xk)ll « e1 
waarin llxll de lengte van de vector x voorstelt. 
2. Absoluut stopcriterium op functiewaarde-verbetering 
|f(xk+1) - f(xk)| $ e2 
waarin [xf de absolute waarde van x aangeeft. 
3. Relatief stopcriterium op functiewaarde-verbetering 
Ifix1"') - f<xk>l , ^ 
|f<xk,| 
4. Absoluut stopcriterium op veranderingen in de beslissingsvariabelen 
M k+1 k„ . Ilx - x II < e„ 4 
5. Relatief stopcriterium op veranderingen in de beslissingsvariabelen 
x - x I  . 
k * £5 
llxKll 5 
Door het instellen van de parameterwaarde e kan de gewenste nauw-
keurigheid aangegeven worden. Bij optimaliseringsalgoritmen wordt vaak 
een combinatie uit de vijf stopcriteria genomen omdat bij de toepas-
sing van een enkel criterium voortijdige convergentie kan optreden 
(zie figuur 3a en 3b). 
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x(k) x(k+1) x(k) x(k>f) 
Fig. 3a. Voortijdige convergentie Fig. 3b. Voortijdige convergentie 
bij uitsluitend toepassen bij uitsluitend toepassen 
van criterium 1, 2 of 3 van criterium 4 of 5 
Het vinden van extremen van niet-lineaire functies moet vanwege de 
snel oplopende rekentijden bij een toename van het aantal variabelen 
vaak plaatsvinden binnen een van te voren te specificeren interval. 
Het gevolg van deze werkwijze kan zijn er mogelijk in plaats van 
een absoluut extreem, een locaal extreem wordt gevonden. Buiten het 
gespecificeerde interval kunnen dus nog andere extremen optreden. 
2.3. Lagrange methode 
Meestal zullen in optimaliseringsvraagstukken beperkingen gelden 
ten aanzien van de waarden die de beslissingsvariabelen mogen aan-
nemen. Met de Lagrange-methode kunnen vraagstukken met zowel gelijk-
heids-, als ongelijkheidsvoorwaarden worden omgezet in vraagstukken 
zonder voorwaarden. 
De Lagrange methode bestaat hieruit dat door middel van vermenig-
vuldiging met een gewichtsfactor de beperkingen aan de doelfunctie 
worden toegevoegd. Het blijkt nu dat na toepassing van het eerste orde 
differentiaal criterium, het gevonden punt van de functie van Lagrange 
aan de eisen van een minimum voldoet. 
Indien het probleem gegeven is door: 
minimaliseer f(x) onder de voorwaarden: 
ci(x)>=0 
Cj(x) =0 
i=l,2,..,nl 
j=l,2,..,n2 
dan luidt de bijbehorende Lagrange functie: 
L(x.u.v) = f(x) - J E J V C . U ) - jfjV C j(x) 
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waarbij u. en v. de met de beperkingen geassocieerde Lagrange multi-
catoren zijn. Indien een ongelijkheidsvoorwaarde c. niet-actief is in 
x*, dan speelt deze voorwaarde geen rol, en zal u. gelijk worden aan 
nul. 
Nu geldt dat voor een locaal minumum moet gelden (VAN DER HOEK, 
KOLEN 1986): 
(1) VxL(x*,u,v)=0 
(2) uiCjl(x*) =0 
(3)
 Cj(x*) =0 
(4)
 Cl(x*) >=0 
(5) u4 >=0 
Deze eerste orde noodzakelijke voorwaarden worden ook wel de 
Kuhn-Tucker condities genoemd. 
Als voorwaarde dat x* een strict locaal minimum is moet tevens 
gelden: 
2 
V L(x* ,u,v) is positief definiet 
xx 
Het minimum wordt gevonden door uit (1) x uit te drukken in u en v 
en dit in te vullen in de beperkingen (2) en (3) waardoor u* en v* 
kunnen worden berekend. Door nu de gevonden waarden van u* en v* weer 
in x te substitueren wordt x* gevonden. Het volgende voorbeeld illu-
streert dit. 
2 2 
minimaliseer f(xl,x2)=xl +x2 
onder de voorwaarde: xl+x2-l=0 
De functie van Lagrange luidt nu: 
2 2 
F(xl,x2,u)=xl +x2 -u(xl+x2-l) 
het vervolgens nul stellen van de partiële afgeleiden levert: 
2xl-u = 0 
2x2-u = 0 
-(xl+x2-l)= 0 
hieruit volgt u*=0.5 en xl*=0.5 x2*=0.5 
Bij vraagstukken met beperkingen kan het gebeuren dat het itera-
tieproces steeds weer op dezelfde voorwaarden stuit, en tussen deze 
voorwaarden heen en weer springt. Om dit te voorkomen wordt een zoge-
naamde "strategie van de actieve verzameling" toegepast. 
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Een voorwaarde wordt pas actief als het iteratieve proces er tegen 
aan botst. Een voorwaarde wordt verwijderd wanneer een stationair punt 
is gevonden voor het subprobleem, waarvan de voorwaarden bestaan uit 
de oorspronkelijke gelijkheidsvoorwaarden in combinatie met de toege-
voegde voorwaarden die zijn opgenomen in de actieve verzameling. 
2.4. Quasi-Newton methoden 
Alvorens in te gaan op een quasi-Newton methode, wordt eerst de 
methode van Newton, waaruit de quasi-Newton methoden zijn afgeleid, 
behandeld. 
De probleemstelling is als volgt: 
minimaliseer f(x) 
waarbij f(x) niet lineaire componenten bevat. 
De methode van Newton gaat uit van een kwadratische modellering 
van de functie f in een punt x. 
f(x+Ax) = f(x) + AxT7f(x) + 1/2 AxTGf(x) Ax 
T 
waarin Ax de getransponeerde vector Ax voorstelt. 
met Ax=x-x gaat dit over in: 
f(x)=f(x) + (x-x)T Vf(x) + JÉ(X-X)T Gf(x) (x-x) 
Er kan worden aangetoond dat wanneer in een punt x de matrix van 
Hesse Gf(x) positief definiet is, de functie f in de directe omgeving 
-1 
van x zal dalen in de richting -Gf (x) Vf(x). 
Van deze laatste eigenschap wordt gebruik gemaakt voor de bepaling de 
zoekrichting. Voor de oplossing van het minimumpunt x* van de benaderde 
functie F(x) kan worden afgeleid: 
x* = x - G^(x) Vf(x) 
Voor een kwadratische functie zal het minimumpunt in één Newton-
stap worden bereikt vanuit een willekeurig punt x (de Hessiaan wordt 
namelijk onafhankelijk van x). 
Voor een niet-kwadratische functie zal in het algemeen vanuit een wil-
lekeurig punt x, een minimum punt niet in één stap worden gevonden. 
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De methode van Newton wordt gerekend tot de beste methoden voor 
niet-lineaire optimalisering, wegens de snelle convergentie die 
bereikt kan worden. Tegenover het voordeel van snelle convergentie 
staan de volgende nadelen: 
2 
- per iteratie moeten n elementen van de gradiënt en (n +n)/2 elemen-
ten van de Hessiaan worden berekend; 
- eveneens moet per iteratie een stelsel van vergelijkingen worden 
opgelost voor het bepalen van de zoekrichting d(k); 
- convergentie en in het bijzonder kwadratische convergentie is 
slechts gegarandeerd wanneer in ieder iteratiepunt de matrix van 
Hesse positief definiet is, wat niet voor alle practijkvraagstukken 
geldt; 
- de gunstige convergentie eigenschappen hebben vooral betrekking op 
de directe omgeving van een minimumpunt x*. 
Zogenaamde Quasi-Newton methoden elimineren een of meerdere van 
bovengenoemde nadelen. Deze varianten van de Newton methode berekenen 
niet telkens de Hessiaan of de Inverse Hessiaan, maar benaderen deze 
op basis van informatie over functiewaarden en eerste afgeleiden ver-
kregen in opeenvolgende iteraties. De Hessiaan wordt in de opeenvol-
gende stappen als volgt berekend: 
Hk+l = W k-0.1.-..» 
waarin H. = de benadering van G in de voorafgaande iteratie 
C, = een correctie-matrix, berekend m.b.v. de waarde van k 
H , x(k), f[x(k)]. x(k+l) en f[x(k+l)] 
K 
Onderlinge verschillen tussen quasi-Newton methoden komen neer op 
verschillen in de vorm van C, . 
2.5. Gereduceerde gradiënt-methode 
De Gereduceerde gradiënt-methode wordt gebruikt bij vraagstukken 
waarbij de doelfunctie niet-lineair is, en in de beperkingen uitslui-
tend lineaire voorwaarden voorkomen. In tegenstelling tot quasi-Newton 
algoritmen wordt gebruik gemaakt van een lineaire benadering van de 
functie f in x. 
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Eerst worden de gelijkheidsvoorwaarden opgelost, «et als resultaat 
dat de m basisvariabelen worden uitgedrukt in de resterende m-n niet-
basisvariabelen. Basisvariabelen zijn die variabelen die niet tegen 
een van hun grenzen aanzitten. 
De meest eenvoudige variant van de gereduceerde gradiënt algoritme 
is dat na substitutie van de basisvariabelen uit de beperkingen in de 
doelfunctie, een probleem ontstaat waaruit de voorwaarden zijn geëli-
mineerd. In de door substitutie van de beperkingen gereduceerde doel-
functie komen nu nog slechts basisvariabelen voor. Vervolgens wordt nu 
op het gereduceerde probleem de methode van de steilste daling toege-
past (gradiënt methode). De kern van de methode van de steilste daling 
wordt gevormd door de bepaling van een zoekrichting d(k) volgens: 
d(k) = -Vf(xk) 
Vervolgens wordt een zoekstap gevonden door: 
g(t) = f(x(k+l)) = f(x(k) + d(k)) 
na differentiatie naar t, en gelijkstellen aan nul: 
g'(t)=0 => t=t* 
Nu wordt het volgende punt gevonden door: 
x(k+l)=x(k)+t* d(k) 
In figuur 4 staat het verloop van de algoritme aangegeven. Zoals 
in de figuur te zien is staan de zoekrichtingen onderling loodrecht op 
elkaar. Vanuit x(k) geeft ±g(k) de richting waarin f(x) het snelst 
stijgt respectievelijk daalt, maar dit behoeft niet noodzakelijk de 
beste zoekrichting te zijn. 
Fig. 4. De methode van de steilste daling 
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In figuur 5 zijn de verschillen in de bepaling van de zoekrichting 
te zien bij de Newton methode en de methode van de steilste daling. 
(k) 
, - iv2f(x<k ,)]-yk ) 
.(k) ^  -
Flg. 5. Newtons algoritme en de algoritme van de steilste daling. 
3. OPTIMALISERINGS-SOFTWARE 
3.1. Inleiding 
De hulpmiddelen die mij ter beschikking stonden waren de program-
meertaal GEMINI, en het optimaliseringspakket MINOS. In dit hoofdstuk 
passeren GEMINI en MINOS de revu, en wordt aan het einde van het 
hoofdstuk een eenvoudig voorbeeld uitgewerkt. 
3.2. GEMINI 
De naam GEMINI staat voor GEnerator of MINOS Input. GEMINI is een 
programmeertaal waarmee een wiskundige beschrijving van een LP-pro-
bleem op een snelle en efficiënte wijze gecodeerd kan worden. Het 
GEMINI systeem "vertaalt" de geschreven code naar een Fortran pro-
gramma. Met dit programma kan vervolgens een gegevensbestand aange-
maakt worden in het zogenaamde MPS-format. Dit bestand dient als 
invoer van een optimaliseringspakket, waar hier MINOS voor gebruikt 
wordt. 
Tevens kan GEMINI de Fortran code "DECOD" genereren, waarmee onder 
andere de oplossingsfile van MINOS gelezen kan worden, voor het ver-
richten van een nabewerking en eventueel toepassen van een iteratieve 
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LP-methode. GEMINI maakt gebruik van een syntax die veel op Fortran 
lijkt. Indien aangegeven (met "| " aan het begin van de regel) kan ook 
Fortran code aan het GEMINI programma toegevoegd worden. 
Elke rekenkundige constructie die acceptabel is in Fortran, is ook 
acceptabel in GEMINI. Verder kent GEMINI nog een aparte syntax om met 
indices te sommeren. 
Een voorbeeld van de GEMINI-taal om een sommatie uit te voeren 
luidt: 
De wiskundige notatie: GEMINI-code 
jßjU.+bj) -i=1.10~(a(i)+b(i)) 
Ook de opbouw van een GEMINI-programma vertoont overeenkomsten met 
de bouw van een Fortranprogramma. Schematisch weergegeven heeft een 
GEMINI-programma de volgende structuur: 
DECS declaratie van de variabelen 
NAME declaratie van de beperkingen 
RPAR declaratie van de "real" parameters 
IPAR declaratie van de "integer" parameters 
PREP inlezen van data 
BOUN grenzen van de variabelen 
CONS beschrijving van de beperkingen 
FUNC beschrijving van de doelfunctie 
POST nabewerking en wegschrijving van de beslissingsvariabelen 
Een eenvoudig probleem met de volledige GEMINI-code wordt onder 
4.2 behandeld. 
3.3. MINOS 
MINOS is een op Fortran gebaseerd softwarepakket om grootschalige 
optimaliseringsvraagstukken op te lossen. Behalve de algoritmen voor 
lineaire programmering bevat MINOS ook algoritmen voor niet-lineaire 
programmering. 
3.3.1. Algoritmen 
MINOS gebruikt de volgende algoritmen: 
- voor lineaire programmering de herziene simplexmethode 
- voor een niet-lineare doelfunctie de gereduceerde gradiënt- en een 
quasi-Newton algoritme 
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- voor een probleem met niet-lineaire beperkingen, een (geprojec-
teerde) Lagrange methode in combinatie met een gereduceerde gradiënt 
methode 
3.3.1.1. Lineaire programmering. Lineaire programmeringsvraag-
stukken hebben de volgende standaardvorm: 
T 
minimaliseer c x onder de voorwaarden Ax+Is=0 
hierbij vormen de elementen van de vector x de kolom variabelen en van 
de vector s de set van zogenaamde slack-variabelen. 
Oe Simplexmethode vindt het optimum van een lineair programme-
ringsprobleem door vanuit een startpunt, langs de zijde van de veel-
hoek die wordt opgespannen door de beperkingen naar een volgend hoek-
punt te gaan indien dit hoekpunt een verbetering van de doelfunctie 
inhoudt. 
Indien getracht wordt een niet-lineaire doelfunctie met zijn 
beperkingen toch met behulp van de Simplexmethode op te lossen, 
behoeft dit niet tot de optimale oplossing te leiden. De optimale 
oplossing x* correspondeert immers in dat geval niet noodzakelijk met 
een hoekpunt van het toegelaten gebied. In figuur 6 wordt dit geïllu-
streerd. In x* neemt F(x) de minimale waarde aan op de rand, echter 
niet in een hoekpunt van het toegelaten gebied. 
f = f-
Fig. 6. Voorbeeld van een niet-lineaire doelfunctie waarbij x* geen 
hoekpunt van het toegelaten gebied is 
De herziene Simplexmethode is een variant op de Simplexmethode. In 
vergelijking tot de Simplexmethode werkt de herziene Simplexmethode 
efficiënter doordat niet steeds alle nieuw berekende waarden worden 
bewaard. 
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3.3.1.2. Algoritme voor vraagstukken met een nlet-lineaire 
doelfunctie. De standaardvorm van het probleem luidt: 
T T 
minimaliseer f(x)+c x+d y 
onder de voorwaarden Ax+Is=0 
waarbij f(x) uit niet-lineaire componenten bestaat. 
Bij het rekenproces worden steeds de beperkingen opgedeeld in de 
vorm Bx +Sx +Nx =0. Hierbij vormt x_ de set van basisvarlabelen, x^ de 
set van niet-basisvariabelen en x de set van zogenaamde super-basis-
variabelen. Bij een optimale oplossing liggen de basis- en super-
basisvariabelen tussen hun grenzen, terwijl de niet-basisvariabelen 
gelijk zijn aan één van hun grenzen. 
In de gereduceerde gradiënt algoritme kunnen de super-basisvaria-
belen vrij in elke richting bewegen indien dit een verbetering van de 
doelfunctie inhoudt. De basisvariabelen worden steeds aangepast om aan 
de beperkingen te blijven voldoen. 
Als er geen verbetering met de huidige set van basis-, superbasis-
en niet-basisvariabelen kan worden gerealiseerd, dan worden enkele 
niet-basisvariabelen toegevoegd aan het aantal super-basisvariabelen 
en begint het zoekproces opnieuw. Als een basis- of een super-basis-
variabele zijn grenzen heeft bereikt dan vindt er een wisseling plaats 
en wordt deze variabele een niet-basisvariabele. Zo'n wisselingsstap 
van de gereduceerde gradient algoritme vormt een "minor" iteratie. 
Om met beperkingen te rekenen berekent MINOS eerst een LU-factori-
satie van B. De vierkante matrix B wordt geschreven als het product 
van een boven-driehoeksmatrix U, en een onder-driehoeksmatrix L. 
Vervolgens wordt de operator Z gedefinieerd: 
Z = 
Hierbij is B de basismatrix en S de matrix met de coëfficiënten 
van de super-basisvariabelen. Z vormt nu de ruimte die wordt opgespan-
T 
nen door de actieve beperkingen. De gereduceerde Hessiaan R R wordt nu 
eerst benaderd volgens: 
T T R R = Z H Z 
met H de matrix van tweede orde afgeleiden van f(x) 
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Om de super-basisvariabelen te optimaliseren gebruikt MINOS een 
quasi-Newton algoritme. Dit algoritme bepaalt een zoekrichting p voor 
de super-basisvariabelen door de volgende vergelijking op te lossen: 
T T ps = -(R*R) * Z g 
waarin p = de zoekrichting 
g = de gradiënt van f(x) 
g = de gereduceerde gradiënt 
R = de benadering van de gereduceerde Hessiaan 
Nu p beschikbaar is volgt een zoekrichting voor alle variabelen 
p=Zp . Vervolgens wordt er een minimalisatie langs de lijn x+ap, die op 
de actieve beperkingen ligt, uitgevoerd. 
3.3.1.3. Algoritme voor vraagstukken met niet-1ineaire 
beperkingen. De algemene gedaante van dit probleem is: 
T T 
min f(x) + c x + d y 
x.y 
onder de voorwaarden: 
F(x) + Ajy = bj 
V + V = b2 
1 « (y) « u 
In de door MINOS toegepaste algoritme mogen de niet-lineaire 
beperkingen worden overschreden gedurende het zoekproces. Om tot een 
oplossing te komen worden er een aantal "major" iteraties uitgevoerd 
waarbij in elke iteratie een linearisatie van de niet-lineaire beper-
kingen plaatsvindt. De linearisatie vindt plaats door middel van een 
eerste orde Taylor benadering. Dit houdt in dat F(x) uit de beperking 
wordt vervangen door F, de lineaire benadering in dat punt. 
F(x.xR) = F(xR) + J(xk)(x-xR) 
of korter 
F. + J. (x-x. ) k k k 
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Waarbij F. en J. de beperkingsvector respectievelijk de Jacobiaan 
vormen in het punt x . Door nu met behulp van Lagrange multiplicatoren 
de beperkingen op te nemen in de doelfunctie ontstaat er het volgende 
subprobleem dat moet worden opgelost 
(1) minimaliseer f(x) + cTx + dTy - x£ (F-F) + \ p (F-F)T (F-F) 
onder de voorwaarden: 
F + k^3 = b1 
A„x + A„y = b„ 2 3* 2 
1 $ (y) « u 
waarin p een boete parameter voorstelt. De boeteterm maakt dat de 
Lagrange functie convex wordt. Indien er een voorwaarde wordt geschon-
den, dan wordt de bijbehorende boeteparameter actief. De bovenstaande 
doelfunctie met de boeteparameter wordt de uitgebreide Lagrange func-
tie genoemd. 
De beperkingen kunnen nu herschreven worden 
(2) (A2 4) Q + (° v (-5 '
J k x k - V 
MINOS gebruikt nu de gereduceerde gradiënt algoritme om (1) te 
minimaliseren, rekeninghoudend met de voorwaarden (2). 
3.3.2. Structuur 
Het softwarepakket MINOS heeft in grote lijnen de volgende struc-
tuur: 
jr het MAIN-programma met declaraties en werkruimte-
reservering.MAIN roept MIN0S1 aan; 
MIN0S1 definieert READ, PRINT. SCRATCH en de 
SPECS-file en roept MIN0S2 aan; 
MIN0S2 leest de SPECS-file en de MPS-file, laadt 
/ \ de basis, lost het probleem op en voert de 
FUNOBJ FUNCON oplossing uit 
Het MAIN-programma kan tevens gebruikt worden om gegevens in te 
lezen die via COMMON-block variabelen aan andere routines doorgegeven 
kunnen worden. 
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3.3.3. Gebruik 
In MIOOMAIN wordt eerst het MAIN-programua geplaatst. Verder kun-
nen de doelfunctie en de beper-kingsfuncties met hun gradiënten door 
middel van de subroutines FUNOBJ en FÜNCON worden toegevoegd. Er moet 
ook nog een SPECS-file worden geschreven waarin de sturingsparameters 
worden gespecificeerd. Deze parameterfile wordt gescheiden van 
MIOOMAIN aan MINOS aangeleverd. 
3.3.3.1. MAIN. De declaratie van het programma MAIN is als volgt: 
DOUBLE PRECISION Z(200000) 
DATA NWCORE/200000/ 
Hier wordt een werkruimte Z gecreëerd van 200000 geheugenplaatsen. 
Door middel van NWCORE wordt de dimensie van Z gedefinieerd. Bij pro-
blemen van beperkte omvang kunnen de standaardwaarden van MINOS worden 
aangehouden. Ten behoeve van efficië'ncy kunnen er in MAIN, parameters 
worden ingelezen en in COMMON-blocks worden gezet. Door middel van de 
declaratie van de COMMON-blocks kunnen deze parameters in de subrouti-
nes voorhanden zijn, zonder dat steeds de file met de desbetreffende 
parameters moet worden ingelezen. 
3.3.3.2. FUNOBJ. De declaratie van de subroutine FUNOBJ is als 
volgt: 
SUBROUTINE FUNOBJ(MODE.N,X,F,G,NSTATE,NPROB,Z,NWCORE) 
IMPLICIT REAL*8(A-H.0-Z) 
DOUBLE PRECISION X(N),G(N).Z(NWCORE) 
waarin: N = (invoer) het aantal niet-lineaire variabelen in de 
doelfunctie 
X (*) = (invoer) een reeks met een dimensie N, die de huidige 
waarden van de niet lineaire variabelen x bevat 
F = (uitvoer) de berekende waarde van de doelfunctie 
G (*) = (uitvoer) de berekende gradiënt vector 
Z (*) = (invoer) de werkreeks die door MINOS wordt gebruikt 
NWCORE = (invoer) de werkruimte (dimensie) van Z 
Indien mogelijk moeten in de subroutine FUNOBJ alle gradiënten van 
de doelfunctie berekend worden, en worden opgeslagen in de reeks G(*). 
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MINOS geeft ook de mogelijkheid om slechts een gedeelte van de gra-
diënten, of zelfs geen enkele gradiënt zelf te berekenen. Door middel 
van de berekening van het differentiequotiënt schat MINOS zelf de 
onbekende gradiënten. 
Naast de mogelijkheid om de gradiënten beschreven in FUNOBJ en 
FUNCON te vergelijken met de door MINOS berekende gradiënten, verhoogt 
de beschrijving van zoveel mogelijk gradiënten de rekenefficiëncy van 
MINOS. 
Bij elke "major"-iteratie wordt FUNOBJ opgeroepen en de functie-
waarde F, en de gradiënten opnieuw berekend. 
3.3.3.3. FUNCON. De subroutine FUNCON bevat de volgende decla-
raties : 
SUBROUTINE FUNCON(MODE,M,N,NJAC,X,F,G,NSTATE,NPROB,Z,NWCORE) 
IMPLICIT REAL*8(A-H,0-Z) 
DOUBLE PRECISION X(N),F(M),G(M,N).Z(NWCORE) 
waarin: M = (invoer) het aantal niet-lineaire beperkingen 
N = (invoer) het aantal variabelen in het niet-lineaire 
gedeelte van de beperking 
NJAC = (invoer) de waarde van M*N 
X(*) = (invoer) een reeks van dimensie N met de laatste 
waarden van de niet-lineaire variabelen x 
F(*) = (uitvoer) de berekende waarden van de niet-lineaire 
termen in de beperkingen 
0(1,j) = (uitvoer) de berekende matrix van de Jacoblaan J(x). 
De gradiënt van beperking i moet in de rij i van G 
worden opgeslagen, kolom j van J(x) moet worden opge-
slagen in kolom j van de tweedimensionale reeks G. 
De subroutine FUNCON kan op twee manieren gecodeerd worden, afhan-
kelijk van de manier waarop de Jacoblaan wordt opgeslagen. De wijze 
waarop de Jacobiaan wordt opgeslagen moet worden aangegeven in de file 
met sturingsparameters (SPECS-file). Indien in de SPECS-flle 
"JACOBIAN=DENSE" zoals boven wordt gespecificeerd, dan worden de 
Jacobiaan elementen in een twee-dimensionale reeks G(i,j) opgeslagen. 
In dit geval worden alle Jacobiaan elementen gespecificeerd ook al 
zijn ze gelijk aan aan nul. 
Indien JACOBIAN=SPARSE wordt gespecificeerd, dan worden slechts de 
elementen die niet gelijk zijn aan nul opgeslagen in een één-dimensio-
nale reeks G(*). Deze optie gaat zuiniger om met de beschikbare geheu-
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genruimte, maar eist dus wel een andere beschrijving van de gradiën-
ten. De parameter M (invoer) haalt uit de SPECS-file het aantal nlet-
llneaire beperkingen, N(invoer) geeft het aantal niet-lineaire varia-
belen aan. F(*) (uitvoer) geeft de berekende waarden van de beper-
kingen. 
3.3.3.4. SPECS-file. Hieronder worden de belangrijkste 
sturingsparameters besproken die voor niet-lineaire programmering 
gespecificeerd kunnen worden. 
DERIVATIVE LEVEL d 
Deze specificeert welke niet-lineaire gradiënten worden aangeleverd 
door FUNOBJ en FUNCON, en welke door MINOS zelf geschat moeten worden. 
Indien d op de waarde 3 (standaardwaarde) wordt gezet, zijn alle gra-
diënten door de gebruiker in de routines FUNOBJ en FUNCON beschreven. 
DUMP FILE f 
LOAD FILE f 
Indien met f>0 een DUMP-file wordt gespecificeerd, wordt de uit-
komst van de optimalisering uitgevoerd naar de file f. Indien er ook 
een LOAD-file wordt gespecificeerd kunnen de waarden van de eindoplos-
sing van het vorige probleem dienen als beglnwaarde van het volgende 
probleem. 
JACOBIAN DENSE/SPARSE 
DENSE is de standaardwaarde. Bij de bespreking van FUNCON is de bete-
kenis van deze optie reeds uitgelegd. 
LINESEARCH TOLERANCE t 
Voor niet-lineaire vraagstukken bepaald deze waarde de stapgrootte 
waarmee in de zoekrichting naar een optimum wordt gezocht. 
MAJOR ITERATIONS k 
Dit is het maximum van het aantal keren dat er een oplossing van een 
subprobleem wordt berekend. Bij elke "major" iteratie worden de niet-
lineaire beperkingen in een punt x(k) gelineariseerd. 
MINOR ITERATIONS k 
Een stap van de gradiënt methode. 
NONLINEAIR CONSTRAINTS ml 
Dit geeft het aantal beperkingen dat niet-lineaire componenten bevat. 
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NONLINEAR OBJECTIVE VARIABLES ni 
Dit is het aantal niet-lineaire variabelen van de doelfunctie. 
NONLINEAR JACOBIAN VARIABLES n"l 
Dit is het aantal niet-lineaire variabelen in de beperkingen, die 
samen de Jacobiaan vormen. 
SÜPERBASICS LIMIT s 
Het getal s geeft aan hoe niet-lineair het probleem volgens de gebrui-
ker is. Tijdens de iteraties zal het aantal super-basisvariabelen af 
moeten nemen. In de gereduceerde gradiënt algoritme zijn de super-
basisvariabelen de variabelen die in elke richting mogen bewegen 
zolang dit een verbetering van de doelfunctie inhoudt. Als er met de 
huidige set van basis-, superbasis-, en niet-basisvariabelen geen ver-
betering kan worden gerealiseerd, dan worden enkele niet-basisvariabe-
len toegevoegd aan het aantal super-basisvariabelen en begint het 
zoekproces opnieuw. Als een basis- of een super-basisvariabele zijn 
grenzen heeft bereikt, dan wordt deze variabele een niet-basisvaria-
bele, en de actuele waarde van s neemt met een af. 
HESSIAN DIMENSION r (standaard r=SUPERBASICS LIMIT of 30) 
Dit specificeert een r*r matrix die gebruikt kan worden om de Hessiaan 
te schatten. 
VERIFY LEVEL 11 
De standaardwaarde 3 geeft aan dat de gradiënten van de doelfunctie en 
de beperkingen door MINOS gecontroleerd worden door middel van benade-
ring met differentiequotiënten. 
3.3.3.5. MPS-file. De MPS-matrix (Mathematical Programming 
Structure) is een gestructureerde manier om gegevens voor een mathema-
tisch programmerings probleem op te slaan. In de MPS-file worden de 
namen (uitsluitend hoofdletters!) van de variabelen en de beperkingen 
met hun waarden gespecificeerd. In tegenstelling tot het vrije format 
van de SPECS-file moet de MPS-file volgens een strikt format worden 
opgebouwd. Behalve een strikte volgorde van de diverse onderdelen van 
de MPS-file, moeten ook de gegevens van de MPS-file op een bepaalde 
plaats voorkomen. Zo moet bijvoorbeeld in kolom 5-12 altijd een naam 
voorkomen, en in kolom 25-36 een waarde. De MPS-file kan handmatig 
worden ingetypt, of met behulp van een matrix generator worden aange-
maakt. Het optimaliseringsprobleem wordt op de volgende manier door de 
MPS-file beschreven; 
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1. NAME 
De naarakaart, hierdoor kan aan het probleem een naam worden gegeven. 
2. ROWS 
De rijensectie, hierin wordt aan de rijen die een rol spelen een naam 
gegeven. Verder wordt aangegeven van welk type de rij is: de doelfunc-
tie of de rijen die geen restrictierij zijn worden met een N aangege-
ven. De volgende mogelijkheden bestaan: 
restrict 
= 
>= 
<= 
vrij 
ie codering 
E 
G 
L 
N 
In de ROWS-sectie moet de doelfunctie als eerste van de 'vrije' 
restricties worden gegeven. De namen van de niet-lineaire beperkingen 
moeten als eerste in ROWS worden genoemd. 
3. COLUMNS 
Hierin worden de kolommen van een naam voorzien en de variabelen die 
er in voorkomen en ongelijk zijn aan nul van een waarde voorzien. 
Kolommen die niet-lineaire variabelen bevatten moeten eerst gespecifi-
ceerd worden, gerangschikt volgens de volgorde van X(*) in de routines 
FUNCON (eerst!) en FUNOBJ. 
4. RHS 
In de RHS sectie worden van de rechterleden van de voorwaarden een 
naam en een waarde gespecificeerd. 
5. RANGES (niet noodzakelijk) 
Deze sectie geeft de mogelijkheid voor een rij zowel een onder, als 
een bovengrens te specificeren. 
6. BOUNDS (niet noodzakelijk) 
In de grenzensectie kan men variabelen vastleggen op een bepaalde 
waarde, of onder- en bovengrenzen meegeven. 
7. ENDATA 
De eindmarkering van de MPS-file. 
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3.4. Een eenvoudig probleem 
Als illustratie van de werking van GEMINI en MINOS wordt in bij-
lage 1 een eenvoudig (iteratief) LP-probleem vanaf de probleemstel-
ling, via de formulering in GEMINI-taal tot en met de oplossing behan-
deld. 
4. "OPTIMALISERING REGIONAAL WATERBEHEER" 
4.1. Inleiding 
In het kader van het project "Optimalisering regionaal waterbeheer 
in gebieden met tegengestelde Belangen" heeft het ICW een groot inte-
graal optimaliseringsmodel ontwikkeld waarmee waterbeheerscenarios 
kunnen worden gegenereerd. Hierbij wordt waterbeheer breed opgevat: 
ook landbouwactiviteiten zoals intensieve veehouderij die op indirecte 
wijze invloed uitoefenen op het regionale watergebeuren zijn als 
beslissingsvariabelen opgenomen. Het gehele model bevat 4200 beslis-
singsvariabelen en 2200 beperkingen. 
In totaal bevatten de doelfunctie en de vergelijkingen zo'n 36000 
coëfficiënten. Hoewel als optimaliseringstechniek lineaire programme-
ring wordt gebruikt bevat het model zoals reeds vermeld ook niet-
lineaire componenten zowel in de doelfunctie als in de beperkingen. 
Door iteratieve LP toe te passen zijn deze niet-lineaire termen toch 
in de optimalisering meegenomen. Om algoritmen voor niet-lineaire 
programmering toe te kunnen passen zijn de voor MINOS noodzakelijke 
routines voor een niet-lineaire doelfunctie en een niet-lineaire 
beperking geschreven. 
4.2. Iteratieve LP-methode 
Het basisidee van de iteratieve LP-methode is dat niet-lineaire 
termen gelineariseerd worden door een of meer variabelen te vervangen 
door constante waarden. Voor deze waarden worden de uitkomsten genomen 
van de beslissingsvariabelen van het einde van de "vorige" LP-cyclus. 
Indien blijkt dat de reeks waarden van de variabelen die "vervangen" 
worden convergeren naar een einduitkomst, dan zal de gelineariseerde 
functie steeds meer gaan naderen tot de oorspronkelijke niet-lineaire 
functie. In bijlage 1 wordt de uitwerking van een iteratief LP-pro-
bleem gegeven. 
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Het voordeel van het toepassen van een iteratieve LP-methode is 
dat er toch niet-lineaire programmering toegepast kan worden met 
behulp van lineaire oplossingsmethoden (bijv. Simplexmethode). Nadeel 
van iteratieve LP is dat bij sterk niet-lineaire functies convergentie 
erg lang gaat duren, of zelfs als gevolg van oscillaties convergentie 
zelfs geheel uitblijft. Zoals in figuur 6 staat aangegeven hoeft 
iteratieve LP ook niet tot een meest optimale oplossing te leiden. Ook 
vergt iteratieve LP met behulp van de paketten GEMINI en MINOS meer 
handelingen dan wanneer er niet-lineaire oplossingsmethoden worden 
toegepast. 
4.3. Toepassing niet-lineaire algoritmen 
4.3.1. Inleiding 
In bijlage 2 staat de file MIOOMAIN.FOR met de subroutines FUNOBJ 
en FUNCON. De modelvergelijkingen worden zonder veel toelichting gege-
ven. Voor uitgebreide modelbeschrijvingen wordt verwezen naar Van 
Walsurn (in voorbereiding). 
4.3.2. Doelfunctie 
Als de te beschrijven doelfunctie is genomen het niet-lineaire 
gedeelte van de doelfunctie die het totale inkomen representeert. Het 
lineaire gedeelte is al door middel van GEMINI beschreven in de 
MPS-file. De niet-lineaire vergelijking luidt: 
Y
 =
 3
*K i^i i^°*E*|:. (xw(i.j.k,n)*cqmd(2.i.i2,j)*ywm(j,n)*qq(i2)) 
1 = 1 12 = 1 J = l K=l T\a' 
waarin: Y het inkomen 
de beslissingsvariabelen: 
xw(i,j,k,n) de oppervlakte van de technologie j, met bere-
geningsintensiteit k, stikstof optie n in sub-
gebied i 
qq(i2) de ontrekking van water in subgebied i2 ten 
behoeve van drinkwatervoorziening 
de coëfficiënten: 
cqmd(2,i,i2,j) de beïnvloedingsmatrix, de invloed per eenheid 
van ontrekking qq(i2) op produktiviteit van 
technologie j in subgebied i 
ywm(j.n) de opbrengst per eenheid product van technolo-
gie j met stikstof optie n 
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Door de vermenigvuldiging van xw(i,j,k,n) en qq(i2) ontstaat er 
een niet-lineaire doelfunctie. Deze doelfunctiecomponent heeft de 
volgende partiële afgeleiden: 
3F/axw(i,j.k,n) = £1 cqmd(2,i.12,j)*ywm(j.n)*qq(i2) 
3F/aqq(i2) = ^ J^!
 R | 1 S, yw«( j ,n)*cq«d(2. i. 12. J)»xw(i. J .k.n) 
Deze gradiënten vormen de volgende vector: 
fcF/ox ( 1, 1, 1, 1) 
( 1, 1, 1, 2) 
( 1, 1, 2, 1) G = 
(31,10, 2, 2) 
bF/àqq (1) 
• • • 
(3D 
Cvanwege rekenefficiëncy is in de subroutine FUNOBJ de productterm 
ywm(j,n)*cqmd(2,i,i2,j) vervangen door cqmdn(2,i,i2,j,n). De vermenig-
vuldiging vindt plaats in het hoofdprogramma./ 
4.3.3. Randvoorwaarden 
Er gelden voor de doelfunctie een groot aantal lineaire en niet-
lineaire randvoorwaarden. Als een in het kader van deze studie te 
beschrijven niet-lineaire beperking is gekozen voor de vergelijking 
die de totale beregening uit grondwater van een subgebied 
beschrijft. De modelvergelijking luidt: 
ig(i.k) = J'n fxw(i.i.k.n) * spr(1..1.k)/(25k/14)l.t 
E xw(i,j.k.n) gc(i.k) 
waarin: de beslissingsvariabelen: 
ig(i.k) de totale beregening uit grondwater in subgebied 
i, met een maximale beregeningsintensiteit k 
xw(i,j,k,n) de oppervlakte van de technologie j, met berege-
ningsintensiteit k, stikstof optie n in subgebied i 
gc(i.k) capaciteit voor beregening uit grondwater, met 
een maximale capaciteit van 25 k mm/14 dagen 
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de coëfficiënten: 
spr(i.j.k) de beregeningshoeveelheid van subgebied i, met 
technologie j, en beregening k 
Door de vermenigvuldiging van verschillende beslissingsvariabelen 
ontstaat er een niet-lineaire functie. 
Herschreven met het rechterlid gelijk aan nul, luidt de vergelijking: 
ig(i.k)*Enxw(i,j,k.n)]-gc(i.k)*i:jixw(i,j.k.n)*spr(i,j.k)/(25k/14)]=0 
De partiële afgeleiden van deze beperking: 
3G/aig(i,k) 
aG/3xw(i.j.k) = ig(i,k)-gc(i,k)*spr(i,j,k)*14/25k 
3G/agc(i.k) 
De gradiënteii vormen tesamen de Jacobiaan J 
.E x w ( i , j , k , n ) 
J .n 
T - x w ( i . j . k . n ) * s p r ( i . j . k ) * 1 4 / 2 5 k j . n 
J6/ïigü,l) 0 
0 J6/iio(l,2) 
0 
ft/fge(1,1) 0 
0 
ft/Jig(31,2) 0 ft/*gc(31,2) 
ft/Jx«(l,1,1,1) 0 
0 
<6/JxH(31,iO,2,2) 
4.3.4. Hoofdprogramma en subroutines 
In het hoofdprogramma worden de parameters van de variabelen inge-
lezen, en in COMMON-blocks gezet (door middel van COMMON Blocks zijn 
de waarden van coëfficiënten in elke subroutine voorhanden indien het 
betreffende COMMON-block wordt gedeclareerd). Het inlezen van de para-
meters in het hoofdprogramma werkt efficiënter dan wanneer in FÜNOBJ 
en FUNCON bij iedere aanroep deze parameters telkens opnieuw zouden 
worden ingelezen. Ook de nummering van de variabelen om corresponden-
tie tussen de subroutines en de MPS-file te verkrijgen kan daarom het 
beste in het hoofdprogramma worden opgenomen. 
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4.3.5. Sturingsparameters 
De sturingsparameters worden gedeclareerd in de SPECS-file. De 
SPECS-file van het niet-lineaire optimaliseringsprobleem wordt gegeven 
in bijlage 3. Voor de betekenis van de parameters wordt verwezen naar 
3.3.3.4. 
4.3.6. Gegevens Matrix (MPS) 
De "ruwe" MPS-file wordt aangemaakt door de matrix generator. Het 
in dit verslag de codering van het gehele model in GEMINI of gedeeltes 
ervan op te nemen, bleek niet zinvol vanwege de lengte van de codering 
en omdat maar twee vergelijkingen uit het gehele model door mij zijn 
gebruikt. 
Vanwege de procedure die gevolgd is bij het aanmaken van de 
MPS-file met behulp van de GEMINI-code van het gelineariseerde model 
moesten in de MPS file nog de volgende zaken worden veranderd. 
- Bij gebruik van de software van MINOS moeten de declaraties van de 
namen van de niet-lineaire beperkingen in de ROWS-sectie eerst wor-
den genoemd (overeenkomstig de volgorde van de reeks F(*) in 
FUNCON). 
- In de COLUMNS-sectie moeten de niet-lineaire variabelen als eerste 
worden geplaatst in dezelfde volgorde als de reeks X(*) in de 
subroutines FUNOBJ en FUNCON. 
- Indien de beperkingen een andere set van variabelen bevatten moeten 
vanwege rekentechnische overwegingen de niet-lineaire variabelen 
van de beperkingen als eerste in de MPS-file worden genoemd. 
Concreet houden de bovenstaande eisen in (zie 4.3.2 en 4.3.3): 
- de niet lineaire beperkingen CG (deze niet-lineaire beperkingen zijn 
in de GEMINIcode als CG gedeclareerd) moeten in ROWS naar voren wor-
den gehaald. 
- in de COLUMNS worden eerst de niet-lineaire variabelen van de 
beperkingen vooraan geplaatst; XW, IG, GC. 
Hierna worden de niet-lineaire variabelen van de doelfunctie 
geplaatst; QQ (XW staat er al). 
Om aan de bovenstaande eisen met betrekking tot de schikking van 
de variabelen in de MPS-file te voldoen is het programma BEWERK (bij-
lage 6) geschreven. Tevens worden met het programma BEWERK, in de 
bewerkte MPS-file het aantal niet-lineaire beperkings- en doelfunctie-
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variabelen, en het aantal niet-lineaire beperkingen geteld en uitge-
voerd naar de SPECS-file. 
4.3.7. Uitkomsten 
Indien in de SPECS-file "SOLUTION=YES" wordt gespecificeerd dan 
worden de (tussen) resultaten van de optimalisering naar de uitvoer-
file OUTPUT geschreven. In bijlage 4 staat een gedeelte van de OUTPUT-
file van het niet-lineaire optimaliseringsprobleem zoals beschreven 
onder 4.3.2 en 4.3.3. Er is met ## aangegeven indien vanwege de lengte 
van de oorspronkelijke OUTPUT-file regels zijn weggelaten. 
De OUTPUT-file heeft de volgende opbouw: 
* Een overzicht van de parameters in de SPECS file (weggelaten) 
* Matrix statistieken van de MPS-file 
* Een overzicht van de schaleringsprocedure. 
Het doel van de schaleringsprocedure is dat de matrix coëfficiënten 
zo dicht mogelijk bij de waarde 1.0 komen te liggen. 
Deze schalering is bevorderlijk voor de numerieke efficiëntie. 
* Een overzicht van de beginbasis verkregen na een crash procedure. 
Indien er geen beginbasis is gespecificeerd (door middel van INITIAL 
in de BOUNDS-sectie) dan moet MINOS zelf een aantal variabelen aan-
wijzen die super-basisvariabele worden in de startbasis. Deze werk-
wijze heet ook wel een crash procedure. 
* Het overzicht van de iteraties. 
Indien er factorisaties worden uitgevoerd verschijnt bij elke 
"major" iteratie het volgende overzicht: 
START OF MAJOR ITN 1 
MAXIMUM CONSTRAINT 
FACTORIZE 1 
NONLINEAR 34 
COMPRESSNS 0 
LMAX O.OE+00 
INFEAS 1 
VIOLATION 
DEMAND 
LINEAR 
MERIT 
BMAX 1 
OBJECIVE 
ELEMS 447 DENSITY 
LENU 243 INCREASE 
UMIN 3.5E-01 GROWTH 1 
ITN 0 — INFEASIBLE. NUM 
PENALTY PARAMETER = 1.00E+02 
= 0 
0 
8 
0.00 
1E+02 
0000E+00 
ITERATION 0 
SLACKS 40 
LENL 0 
UMAX 1.1E+02 
0.000000000E+00 
6.65 
0.00 
OE+00 
4 SUM = 4.405268182Ef02 
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Oe volgende parameters zijn belangrijk: 
Parameter Beschrijving 
PACTORIZE Het aantal factorisâties sinds de start van de run. 
ITERATION Het huidige iteratie nummer (oplopend). 
INFEAS Indien INFEAS>0 dan is dit de som van het aantal 
variabelen dat niet aan de boven of ondergrens 
voldoet. 
OBJECTIVE Indien INFEAS=0 dan is dit de waarde van de 
doelfunctie na de voorafgaande iteratie. 
NONLINEAR Het aantal niet-lineaire variabelen in de huidige 
basis. 
LINEAR Het aantal lineaire variabelen in de basis. 
SLACKS Het aantal slack variabelen in de basis. 
ELEMS Het aantal elementen in de basis dat ongelijk is 
aan nul. 
De overige labels hebben over het algemeen te maken met gedetail-
leerde matrix informatie of schaal procedures. 
* Indien dit in de SPECS-file door middel van VERIFY is opgegeven, dan 
wordt er een overzicht gegeven van de verschillen tussen de door de 
gebruiker aangeleverde gradiënten (in FUNOBJ en FUNCON), en de door 
MINOS benaderde gradiënten. 
* EXIT met de oplossing van het probleem. 
- PROBLEM NAME geeft de naam van het optimaliseringsprobleem 
- OBJECIVE VALUE geeft de waarde van de doelfunctie gegeven de waarden 
van de beslissingsvariabelen. 
- STATUS geeft aan onder welke omstandigheden het programma gestopt 
is. In dit voorbeeld wordt er aangegeven dat de optimale oplossing 
in drie iteraties is gevonden, waarbij het aantal super-basisvaria-
belen gelijk is aan nul. 
- Vervolgens worden de namen van de doelfunctie, van de rechterleden 
van de beperkingen en de grenzen van de variabelen gegeven. 
In de sectie 1 worden de rijen beschreven. 
- NUMBER geeft het interne nummer van de rij 
- ROW de naam van de rij 
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- STATE geeft het type van de rij waarbij EQ aangeeft dat de rij 
gelijk is aan zijn bovengrens, UL aangeeft dat de rij op zijn boven-
grens staat, LL dat de rij op zijn ondergrens staat en EQ dat de rij 
gelijk is aan zijn grens (zie de probleem formulering in bijlage 1). 
Dat de variabelen (van de doelfunctie) in de basis zitten wordt aan-
gegeven met BS. 
- ACTIVITY geeft de getalswaarde van de rij 
- SLACK ACTIVITY de getalswaarde van de restvariabele 
- UPPER en LOWER LIMIT geven de boven en ondergrenzen van de rijen. 
Indien deze bij de probleemstelling niet gespecificeerd zijn nemen 
nemen deze de standaardwaarden van MINOS aan. 
In sectie 2 worden de activiteiten van de kolommen aangegeven. 
- NUMBER geeft het interne kolom nummer 
- COLUMN de naam van de variabele 
- STATE een aanduiding over de toestand van de variabele. Met BS wordt 
aangegeven dat alle variabelen in de basis zitten. Het voorvoegsel A 
bij STATE geeft aan dat er een alternatief optimum mogelijk is. Dit 
betekent dat als de slack variabelen van hun grenzen af zouden mogen 
bewegen, er dan geen verandering van de waarde van de doelfunctie 
zal optreden. De waarden van de basis- en super-basisvariabelen zou-
den wel kunnen veranderen waardoor er een andere oplossing onstaat. 
- ACTIVITY geeft de actuele waarde van de variabele 
- OBJ gradient de waarde van de coëfficiënten die in de doelstellings-
functie voor de variabelen staan. 
- UPPER- en LOWER LIMIT geven de boven en ondergrenzen van de variabe-
len gegeven 
- REDUCED gradient geeft de waarde van de gereduceerde gradiënt in het 
laatste iteratiepunt. 
4.3.8. Bespreking 
Bij de vertaling van de niet-lineaire doelfunctie en de niet-
lineaire beperking, deden de volgende problemen zich voor. 
Bij het omzetten van de doelfunctie en een beperking naar FUNOBJ 
en FUNCON, is eerst de routine voor de doelfunctie geschreven, erna de 
routine voor de beperking. Voor de uitwerking van de doelfunctie zijn 
eerst in de MPS-file de niet-lineaire doelfunctievariabelen in de 
COLUMNS vooraan gebracht. Aangezien alle variabelen uit de COLUMNS, in 
volgorde van de COLUMNS, achter elkaar in de reeks X(*) worden gezet, 
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konden de bijbehorende partiële afgeleiden door middel van een oplo-
pende teller in dezelfde volgorde, in G(*) worden geplaatst. 
In bijlage 5 staat de codering van FUNOBJ gegeven waarbij de cor-
respondentie tussen de MPS-file en FUNOBJ door middel van een 
(simpele) teller verloopt. Bij het schrijven van de subroutine FUNCON 
bleek dat de manier van werken zoals gevolgd bij FUNOBJ problemen gaf 
in verband met de correspondentie tussen de variabelen in de twee 
routines. In FUNOBJ staat de doelfunctie waarbij de waarde (k) van een 
variabele van 0,1 en 2 aanneemt, in FUNCON loopt deze waarde voor de 
dezelfde variabelen in de beperkingsfunctie van 1 t/m 2. Doordat beide 
routines toch met dezelfde MPS-file moeten werken gaf dit problemen 
omdat er nu een systeem moest komen waarbij in FUNCON steeds de waar-
den (met k=0) zouden moeten worden overgeslagen. 
Om het bovenstaande probleem op te lossen is het systeem waarmee 
correspondentie werd bewerkstelligd in de subroutines FUNOBJ en FUNCON 
veranderd. In het hoofdprogramma krijgen nu alle variabelen, in de 
volgorde waarin ze in COLUMNS van de MPS-file staan een volgnummer. 
Stel er bestaan n verschillende variabelen IG. IVIG(n) is nu het 
positienummer van de corresponderende IG(n). Het volgnummer van een 
bepaalde coëfficiënt van IG, komt nu overeen met IVIG(n), en de waarde 
komt overeen met X(IVIG(n)). 
Indien de LINESEARCH TOLERANCE in de SPECS-file een te grote 
waarde wordt gegeven kan het voorkomen dat MINOS geen optimale oplos-
sing vindt. Dit komt omdat de algoritme vlakbij de optimale oplossing 
met een (te) grote stap in de zoekrichtring over het optimum heen 
springt, vervolgens met een (te) grote stap weer terug springt in de 
richting van het optimum, maar nog steeds niet voldoet aan de eisen 
van optimaliteit. 
Behalve de beschreven methode onder FUNCON, met de standaardwaarde 
uit de SPECS-file "JACOBIAN=DENSE", is het ook mogelijk de Jacobiaan 
op een andere manier op te slaan door "JACOBIAN=SPARSE" in de 
SPECS-file te zetten. Het voordeel van "JACOBIAN=SPARSE" is dat de 
elementen van de Jacobiaan minder geheugenruimte in beslag nemen. Nu 
moeten in de MPS-file de posities van alle Jacobiaan elementen 
(ongelijk aan nul) gespecificeerd worden, en in de subroutine FUNCON 
moeten de Jacobiaan elementen in de reeks G(*) op dezelfde wijze 
opgeslagen worden (d.w.z. ééndimensionaal ! ) . 
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In verband met de rekensnelheid is het belangrijk zo min mogelijk 
rekenkundige bewerkingen in de subroutines FUNOBJ en FUNCON te laten 
plaatsvinden. FUNOBJ en FUNCON worden in elk nieuw iteratiepunt aange-
roepen om de functiewaarden, de gradiënten en de Hessiaan in dat punt 
te berekenen. Om het aantal berekeningen te beperken, verdient het 
voorkeur in FUNCON en FUNOBJ het eerst de gradiënt, en direct daarna 
door middel van integratie de doelfunctie te berekenen. In bijlage 2 
is deze werkwijze gevolgd. Eerst is de doelfunctie gedifferentieerd 
naar xw(i,j,k,n) en vervolgens is door vermenigvuldiging van de afge-
leide met xw(i,j,k,n) de oorspronkelijke doelfunctie weer verkregen. 
Deze methode geldt echter uitsluitend voor niet-lineaire functies 
zonder hogere macht termen. Indien een functie kwadratisch is moet de 
afgeleide geïntegreerd worden door te vermenigvuldigen met de betref-
fende variabele*0.5 i 
Een manier om fouten in de berekende functies en gradiënten op te 
sporen, is bij het voor de eerste maal MINOS runnen VERIFY LEVEL 3 te 
specificeren. Zoals reeds bij de bespreking van de SPECS-file vermeld 
benadert MINOS nu ook zelf de gradiënten. Is het verschil tussen de 
door de gebruiker aangeleverde gradiënten, en de door MINOS benaderde 
waarden van de gradiënten te groot dan geeft MINOS dit aan in de 
OUTPUT-file. 
Indien de uiteindelijke oplossing van de optimalisatie met behulp 
van iteratieve LP wordt vergeleken met de oplossing met behulp van 
niet-lineare oplossingsalgoritmen, dan verschillen de doelfunctiewaar-
den niet veel van elkaar. Wel vertoont de gelineariseerde versie 
oscillaties bij het gevonden minimum; de algoritme vindt geen minimum. 
Behalve als voordeel dat het door toepassen van niet-lineaire alogo-
ritmen nauwkeuriger een minimumpunt kan worden bepaald, is er ook het 
voordeel van een groter gebruiksgemak. 
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BIJLAGE 1. Met behulp van GEMINI en MINOS Iteratief LP toepassen. 
Als voorbeeld voor de toepassing van de paketten MINOS en GEMINI 
wordt een klein probleem behandeld dat met iteratieve LP wordt 
opgelost. 
In deze bijlage wordt het proces vanaf de formulering tot en met 
de oplossing van het probleem beschreven. 
1. Probleemformulering 
Het probleem ziet er als volgt uit: 
2 
MAXIMALISEER { 5*PR(1) + 5*PR(2)+ 4*PR(3)*PR(1) + 5*PR(4) + 5*PR(5) 
onder de voorwaarden: 
PR(1) + 3 PR(2) <- 29 
PR(2) + PR(3) + 2 PR(5) - 28 
PR(1) + 2 PR(2) + 1.5 PR(3) <- 32 
PR(2) + PR(3) + PR(4) <- 27 
PR(1) + 1.1 PR(3) + 2 PR(5) - 45 
PR(l)>-0 , PR(2)>-2 , PR(3)>-4 , PR(5)>-0 
Er wordt gelineariseerd door C(l) tijdens de eerste optimalisatie 
op de waarde een te zetten. In de volgende optimalisaties wordt 
C(l) steeds gelijk aan de uitkomst van PR(1) van de voorafgaande 
optimalisatie. 
Gelineariseerd luidt de doelfunctie: 
MAXIMALISEER { 5*C(1)*PR(1)+5*PR(2)+4*C(1)*PR(3)+5*PR(4)+5*PR(5)} 
2.De vertaling van dit probleem naar GEMINI-code 
De PREP- en POST sectie dienen om iteratief LP toe te kunnen passen. 
PROGRAMMA MODEL.GEM 
DECS: PR(5); 
I * 
NAME: MACH(5); 
I * 
RPAR: C(10); 
I * 
PREP: 
| OPEN (UNIT-10,STATUS-'OLD',FILE-'LIN.DEL') 
I READ (10,1) C(l) 
I 1 FORMAT (F12.6) 
I CLOSE (10) 
BOUN: PR(1)>0; 
PR(2)>2; 
PR(3)>4; 
PR(4)>0; 
PR(5)>0; 
I * 
CONS: MACH(l)>(PR(l)+3*PR(2)-29); 
MACH(2)-(PR(2)+PR(3)+2*PR(5)-48); 
MACH(3)>(PR(l)+2*PR(2)+1.5*PR(3)-32); 
MACH(4)>(PR(2)+PR(3)+PR(4)-27); 
MACH(5)-(PR(l)+l.l*PR(3)+2*PR(5)-45); 
I * 
FUNC: 5*PR(1)*C(1)+5*PR(2)+4*PR(3)*C(1)+5*PR(4)+5*PR(5); 
POST: 
| OPEN (UNIT-10,STATUS-'NEW'.FILE-'LIN.DEL') 
| WRITE (10,2) PR(1) 
j 2 FORMAT (F12.6) 
| CLOSE (10) 
3.Het compileren van MODEL.GEM door GEMINI. 
MODEL.GEM wordt door GEMINI gecompileerd na het commando GEMINI. 
GEMINI genereert nu de Fortran codes GENER.FOR en DEC0D.F0R 
4.Compileren van GENER.FOR en DEC0D.F0R door de Fortran compiler: 
FORTRAN GENER.FOR geeft GENER.OBJ 
LINK GENER geeft GENER.EXE 
5.De MPS-file wordt gevormd door GENER.EXE te runnen. 
GENER.EXE produceert MAT.DAT, door de naam hiervan te veranderen 
wordt MPS.DAT verkregen. 
De MPS-file van dit probleem ziet er als volgt uit: 
L MAI 
E MA2 
L MA3 
L MA4 
E MA5 
N CRITER 
COLUMNS 
PR1 
PR1 
PR1 
PR1 
PR2 
PR2 
PR2 
PR2 
PR2 
PR3 
PR3 
PR3 
PR3 
PR3 
PR4 
PR4 
PR5 
PR5 
MAI 
MA3 
MA5 
CRITER 
MAI 
MA2 
MA3 
MA4 
CRITER 
MA2 
MA3 
MA4 
MA5 
CRITER 
MA4 
CRITER 
MA2 
MA5 
1. 
1. 
1. 
5. 
3. 
1. 
2. 
1. 
5. 
1. 
1.5 
1. 
1.1 
4. 
1. 
5. 
2. 
2. 
PR5 
RHS 
RHSIDE 
RHSIDE 
RHSIDE 
RHSIDE 
RHSIDE 
BOUNDS 
LO BOUND1 
LO BOUND1 
LO BOUND1 
LO BOUND1 
LO BOUND1 
ENDATA 
CRITER 
MAI 
MA2 
MA3 
HA4 
MA5 
PR1 
PR2 
PR3 
PR4 
PR5 
5. 
29. 
48. 
32. 
27. 
45. 
O.OOO0OE+0O 
2. 
4. 
O.OOOOOE+OO 
O.OOOOOE+OO 
6. Door DECOD.FOR door een FORTRAN-compiler te compileren wordt 
DECOD.EXE aangemaakt. 
Indien DECOD.EXE gedraaid wordt, dan wordt de waarde van C(l) 
in de MPS-file veranderd in de uitkomst van de voorafgaande iteratie 
(bij de eerste iteratie kan C(l) op de waarde 1 gesteld worden). 
In de file Lin.del komt de laatste waarde van PR(1) te staan. 
Door het runnen van DECOD wordt nu C(l) op de waarde van PR(1) 
gezet, zodat er eigenlijk gekwadrateerd wordt. Door nu GENER te 
runnen wordt in de MPS-file de waarde van de constante C(l) (!) 
op de laatste berekende waarde van PR(1) gezet. De uitkomst 
van de linearisering komt overeen met kwadrateren indien PR(1) van 
de laatste run gelijk is aan PR(1) van de voorafgaande run. 
7.Door nu het volgende schema te volgen wordt er iteratief LP 
toegepast. 
$RUN MINOS 
$RUN DECOD 
$RUN GENER 
$REN MAT.DAT MPS.DAT 
$RUN MINOS 
$RUN DECOD etc. 
De SPECS-file van dit probleem luidt: 
BEGIN 
MAXIMIZE 
END 
Behalve voor MAXIMIZE kan er bij dit probleem volstaan worden 
met de standaard waarden van de overige patrameters. 
De oplossingsfile SOLUT.DAT na een keer LP toepassen: 
PROBLEM 
STATUS 
OBJECTIV 
RHS 
RANGES 
SOUNDS 
SECTION 
NUMBER 
6 
7 
8 
9 
10 
11 
SECTION 
NUMBER 
1 
2 
3 
M 
S 
NAME 
m 
GEMINI 0B3EC-
OPTIMAL SOLN ITERAT 
CR 11ER 
RHSIOE 
BOUNOl 
X - ROUS 
...ROW.. STATE 
HAt UL 
HA2 EQ 
MA3 UL 
MAI. UL 
HA5 EQ 
CR ITER BS 
2 - COLUMNS 
.COLUMN. STATE 
PR1 
PR2 
PR3 
PRM 
PRS 
BS 
BS 
BS 
BS 
BS 
CHAX) 
...ACTIVITY... 
2.900O00E4O1 
M.8OO000E+01 
3.2OO000E+O1 
2.700000E«01 
M.SO0O00E»Ol 
M.096679E+02 
...ACTIVITY... 
M.MMO678E+00 
B. 18&MM1E-MJO 
7.MS7627E-K» 
1.13SS93E+01 
1.617797E-N>1 
M . 096s789B31E»02 
SUPERBASICS O 
SLACK ACTIVITY 
O.OOOOOOEtOO 
O.OOOOOOEtOO 
O.OOOOOOE+OO 
O.OOOOOOE+OO 
0.0OO000E*O0 
-M.096679E+02 
.OBJ GRADIENT. 
2. 2203O0E+01 
S.0OOOO0E»OO 
1.77630OE+01 
S.OOOOOOE«-O0 
S.OOOOOOE+OO 
.LOWER LIMIT. 
-1.000000E+20 
M.SOOOOOE+OI 
-1.0O0O00E+2O 
-i.ooooooe*2o 
M.SOOOOOE+Ol 
-1.OOO0OOE+20 
.LOWER LIMIT. 
O.OOOOOOEKX) 
2 . 0 0 0 0 0 0 E 1 - 0 0 
M.OOOOOOE«OO 
o.ooooooe*oo 
0.0O00O0E4O0 
.UPPER LIMIT. 
2.9O0O0OE+01 
W.BOOOOOE+Ol 
3.2O0000E+O1 
2. 7OO0OOE»Ol 
•». S0000OE*Ol 
1.OOO0OOE+20 
.DUAL ACTIVITY 
5.8S7797E-01 
-1.3330S9E«Ol 
5. 78»627E«O0 
S.O000OOE*O0 
1.5830S9E*Ol 
-l.OOOOOOE-M» 
.UPPER LIMIT. REDUCED GRADNT 
1.000000E«2O 
l.OOOO0OE«2O 
i.OOOOOO£»20 
1.0OO000E»2O 
1.000000E»20 
O.OOOOOOE+OO 
O.OOOOOOE'OO 
-3.626700E-16 
O.OOOOOOE+OO 
1.79MS81E-16 
10 
11 
Er kon wordfn geetopt al* d* waard« in LIN.DEL niet « M r veranderd. 
Dan is nanelljk. convergentie opgetreden, en 1> de nlet-llneare functie 
benaderd iteratieve LP. 
Oe uiteindelijke MPS-file van dit probleee it: 
NAME 
ROUS 
L MAI 
E MA2 
L MAS 
L n * 
E MAS 
N CBI TER 
COLUMNS 
PR1 
PR1 
PR1 
PR1 
PR2 
PR 2 
PR2 
PR2 
PR2 
PR3 
PR3 
PR3 
PR3 
PR3 
PRM 
PRS 
PRS 
PRS 
PRS 
RHS 
RHSIOE 
RHSIOE 
RHSIOE 
RHSIOE 
RHSIOE 
BOUNDS 
LO BOUNDl 
LO BOUNOl 
LO BOUNDl 
LO BOUNDl 
LO BOUNOl 
ENDATA 
GEMINI 
MAI 
MAS 
MAS 
CR I TER 
MAI 
MA2 
HA3 
MAW 
CRI1ER 
MA2 
HA3 
HAH 
MAS 
CRITER 
MAM 
CRITER 
MA2 
MAS 
CRITER 
MAI 
HA2 
MAS 
HAM 
HAS 
PR1 
PR2 
PR3 
PRM 
PRS 
1. 
1. 
1. 
22.203 
3. 
1. 
2. 
1. 
S. 
1. 
l.S 
1. 
1.1 
17.763 
1. 
S. 
2. 
2. 
S. 
29. 
MB. 
32. 
27. 
MS. 
O.OOOOOE+OO 
2. 
M. 
0.00OO0E*O0 
O.OOOOOE+OO 
Oe uiteindelijk« oplossing: 
1 
PROBLEM NAME 
STATUS 
OBJECTIVE 
RHS 
RANGES 
BOUNDS 
GEMINI 
OPTIMAL SOLN 
CRITER (MAX) 
RHSIOE 
BOUNOl 
OBJECTIVE VALUE 
ITERATION 3 
M.0966789831E*O2 
SUPERBASICS O 
SECTION 1 - ROWS 
NUMBER 
* 
7 
8 
9 
lO 
11 
SECTION 
NUMBER 
1 
2 
3 
M 
S 
...ROW.. 
MAI 
HA2 
HA3 
MAM 
MAS 
CRITER 
STATE 
UL 
EQ 
UL 
UL 
EG 
BS 
2 - COLUMNS 
.COLUMN. 
PR1 
PR2 
PA3 
PRM 
PRS 
STATE 
•S 
BS 
BS 
BS 
•S 
...ACTIVITY... 
2.9O0OO0E*Ol 
M.SOOOOOEtOl 
3. 2O0OO0E«Ol 
2. 7O0O00E401 
M.SOOOOOE'Ol 
M.096a79E*02 
...ACTIVITY... 
M.MM0678E*00 
8.1S6MMIE«00 
7.MS7627E«0O 
1.13SS93E»01 
1.&17797E«01 
SLACK ACTIVITY 
O.OO0O0OE«0O 
0.OO00OOE*O0 
O.OOOOOOE+OO 
O.OOOOOOE+OO 
O.OO000OE»O0 
-M.096679E*02 
.083 GRADIENT. 
2. 22O30OE+O1 
s.ooooooe*oo 
1.77e300E»01 
S.OOOOOOE'OO 
S.0O0O00E*O0 
..LOUER LIMIT. 
-1.0O0OO0E«2O 
M.80000OE»01 
-1.000OOOE«20 
-l.O0OO0OE«20 
W.S0000OE«01 
-l.0O0O00E«20 
..LOUER LIMIT. 
O.OOOOOOE+OO 
2.000000E»00 
M.OOO0OOE«K> 
O.OOOOOOE'MX) 
0. O00OO0E«OO 
..UPPER LIMIT. 
2. 900000E*01 
M.8O0OOOE»01 
3. 200OOOE«Ol 
2. 7OO000E*01 
M.SO000OE«01 
l.OOOO0OE«2O 
..UPPER LIMIT. 
1.000000E»20 
1.000000E*20 
1.000000E*20 
l.OO0O00E«2O 
l.O0O0OOE»20 
.DUAL ACTIVITY 
S.8S7797E-01 
-1.3330S9E»01 
S. 786627E»00 
s.ooooooe-oo 
l.SS30S9E«01 
-1.000000E»00 
REDUCED GRADNT 
0.000000E«00 
0.00O00OE«00 
-3.82A7O0E-16 
O.0OOOO0E»0O 
1.79MS81E-16 
..I 
1 
2 
3 
M 
S 
6 
M«J 
7 
8 
9 
10 
11 
ITERATION 3 geelt oen dat er bij dece oplossing nog getm vol led ig« 
convergent*e is opgetreden. 
BIJLAGE 2 Het hoofdprogramma en FUNOBJ en FUNCON 
C JACOBIAN-DENSE 
C 
C MAIN PROGRAM MI00MAIN.FOR 3-7-1987 
C 
DOUBLE PRECISION Z(200000) 
DATA NWCORE/200000/ 
C ... DECLARATIES: 
REAL CQMDN(2,31f31,12,2),YWM(12,2),NREQ(12,2) 
REAL CQMD(2,31,31,12),QQ(31),XW(31,12,0:2,2) 
REAL QMAX(31) 
REAL SPR(31,12,0:2) 
REAL IG(31,2),GC(31,2) 
REAL SOM,TERMl,TERM2 
INTEGER ICCG(31,2) 
INTEGER JU3 
INTEGER IVXW(31,12,0:2,2),IVIG(31,2) 
INTEGER IVGC(31,2),IVQQ(31) 
INTEGER ICOL,IV2,IV3,IROW,IV 
INTEGER IL,IU.JX,NR,N0,JU(4) 
COMMON /RJ/ CQMD,CQMDN,YWM,NREQ,QMAX 
COMMON /PARAM/ IL.IU,JX.NR,JU 
COMMON /JEL3/ QQ.XW 
COMMON /JEL4/ SPR 
COMMON /JEL5/ JU3 
COMMON /JEL6/ IG.GC 
COMMON /PLACE/ IVXW,IVIG,IVGC,IVQQ,ICCG 
C ... INLEZEN VAN DE VARIABELEN EN PARAMETERS TBV FUNOBJ 
C 
C 
OPEN (UNIT-15,STATUS-'OLD',FILE-'FUNOBJ.GEG') 
OPEN (UNIT-16,STATUS-'NEW',FILE-'CHECKOBJ.DEL') 
READ (15,13) IL.IU 
WRITE (16,13) IL.IU 
13 FORMAT (I4.2X.I4) 
READ (15.19) JX,NR.JU(4) 
WRITE (16,19) JX,NR,JU(4) 
19 FORMAT (I4,2X,I4,2X.I4) 
CALL SKIP15(2) 
DO 3 J-l.JX 
READ (15,27) NREQ(J.l), NREQ(J,2) 
WRITE (16,27) NREQ(J,1),NREQ(J,2) 
27 FORMAT (F7.0.4X.F7.0) 
3 CONTINUE 
CALL SKIP15(2) 
DO 12 I2-IL.NR 
READ (15,26) QMAX(I2) 
WRITE (16,26) QMAX(I2) 
26 FORMAT (F6.0) 
12 CONTINUE 
CALL SKIP15(2) 
DO 6 J-2,JU(4) 
READ (15,5) YWM(J.l) 
WRITE (16,5) YWM(J.l) 
5 FORMAT (F10.8) 
6 CONTINUE 
CALL SKIP15(3) 
DO 7 J-2,JU(4) 
READ (15,8) YWM(J,2) 
WRITE (16,8) YWM(J,2) 
8 FORMAT (F10.8) 
7 CONTINUE 
CALL SKIP15(3) 
DO 9 I-l.NR 
DO 10 12-1,NR 
DO 11 J-2,JU(4) 
READ (15,15) CQMD(2,I,I2,J) 
WRITE (16,15) CQMD(2,I,I2,J) 
15 FORMAT (F8.0) 
DO 14 NO-1,2 
CQMDN(2,I,12,J,NO)-CQMD(2,I,12,J)*YWM(J,NO) 
14 CONTINUE 
11 CONTINUE 
10 CONTINUE 
9 CONTINUE 
999 KK-1 
CLOSE (15) 
CLOSE (16) 
C ... INLEZEN VAN SPR(I.J.K) UIT FUNCON.GEG 
C 
C 
OPEN (UNIT-15,STATUS-'OLD',FILE-'FUNCON.GEG') 
OPEN (UNIT-16,STATUS-'NEW',FILE-'CHECKCON.DEL') 
READ (15,24) JU3 
WRITE (16,24) JU3 
24 FORMAT (13) 
CALL SKIP15(1) 
DO 20 I-l.NR 
DO 21 K-1,2 
DO 22 J-1.JU3 
READ (15,23) SPR(I.J.K) 
WRITE (16,23) SPR(I.J.K) 
23 FORMAT (F6.1) 
22 CONTINUE 
21 CONTINUE 
20 CONTINUE 
CLOSE (15) 
CLOSE (16) 
C . .. BEPALEN VAN DE PLAATS VAN XW, IG, GC, QQ IN X(N) VAN MINOS 
C 
C 
IV-O 
DO 199 I-IL.IU 
DO 197 J-l.JX 
DO 196 K-0,2 
DO 195 NO-1,2 
IF (.N0T.(N0.EQ.1.AND.(NREQ(J,1).EQ.NREQ(J,2)))) 
$ THEN 
IV-IV+1 
IVXW(I,J,K,NO)-IV 
ENDIF 
195 
196 
197 
199 
CONTINUE 
CONTINUE 
CONTINUE 
CONTINUE 
DO 310 I-IL.IU 
DO 300 K-1,2 
IV-IV+1 
300 
310 
400 
410 
IVIG(I,K)-IV 
CONTINUE 
CONTINUE 
DO 410 I-IL.IU 
DO 400 K-1,2 
IV-IV+1 
IVGC(I,K)-IV 
CONTINUE 
CONTINUE 
DO 200 I2-IL.IU 
IF (QMAX(I2).GT.0.0) THEN 
IV-IV+1 
IVQQ(I2)«IV 
ENDIF 
200 CONTINUE 
IC=0 
DO 250 I-IL.IU 
DO 275 K-1,2 
IC-IC+1 
ICCG (I.K)-IC 
275 CONTINUE 
250 CONTINUE 
C 
C 
CALL MIN0S1( Z,NWCORE ) 
STOP 
END 
SUBROUTINE FUNOBJ(MODE,N,X,F,G,NSTATE,NPROB,Z,NWCORE) 
IMPLICIT REAL*8(A-H,0-Z) 
DOUBLE PRECISION X(N),G(N),Z(NWCORE) 
REAL CQMDN(2,31,31,12I2)lYWM(12,2),NREQ(12f2) 
REAL CQMD(2,31,31,12),QQ(31),XW(31,12,0:2,2) 
REAL QMAX(31) 
REAL SPR(31,12,0:2) 
REAL IG(31,2),GC(31,2) 
REAL S0M,TERM1,TERM2 
INTEGER ICCG(31,2) 
INTEGER JU3 
INTEGER IVXW(31,12,0:2,2),IVIG(31,2) 
INTEGER IVGC(31,2),IVQQ(31) 
INTEGER IC0L,IV2,IV3,IR0W,IV 
INTEGER IL,IU,JX,NR1N0,JU(4) 
COMMON /RJ/ CQMD,CQMDN,YWM,NREQ,QMAX 
COMMON /PARAM/ IL.IU,JX.NR,JU 
COMMON /JEL3/ QQ.XW 
COMMON /JEL4/ SPR 
COMMON /JEL5/ JU3 * 
COMMON /JEL6/ IG.GC 
COMMON /PLACE/ IVXW,IVIG,IVGC,IVQQ,ICCG 
F-0.0 
DO 99 I-IL.IU 
DO 97 J-l.JX 
DO 96 K-O,2 
DO 95 NO-1,2 
IF (.NOT.(NO.EQ.1.AND.(NREQ(J,1).EQ.NREQ(J,2)))) 
$ THEN 
IV-IVXW(I,J,K,NO) 
G(IV)-0.0 
DO 98 I2-IL.IU 
C BEREKENING VAN DE GRADIENTEN ZIE 4.3.2 
IV2-IVQQ(I2) 
G(IV)-G(IV)+CQMDN(2,I,12,J,NO)*X(IV2) 
98 CONTINUE 
C D.M.V. INTEGRATIE HET BEREKENEN VAN DE DOELFUNCTIE 
F-F+G(IV)*X(IV) 
ENDIF 
95 CONTINUE 
96 CONTINUE 
97 CONTINUE 
99 CONTINUE 
DO 100 I2-IL.IU 
IF (QMAX(I2).GT.0.0) THEN 
IV-IVQQ(I2) 
G(IV)-0.0 
DO 110 I-IL.IU 
DO 120 J-l.JX 
DO 130 K-0,2 
DO 140 NO-1,2 
IF (.NOT.(NO.EQ.1.AND.(NREQ(J,1).EQ.NREQ(J,2)))) 
$ THEN 
IV2-IVXW(I,J,K,NO) 
G(IV)-G(IV)+X(IV2)*CQMDN(2,I,I2,J,NO) 
ENDIF 
140 CONTINUE 
130 CONTINUE 
120 CONTINUE 
110 CONTINUE 
ENDIF 
100 CONTINUE 
C END SUBROUTINE FUNOBJ 
RETURN 
END 
C-
C 
C 
SUBROUTINE FUNCON(MODE,M,N,NJAC,X,F,G,NSTATE,NPROB,Z,NWCORE) 
IMPLICIT REAL*8(A-H,0-Z) 
DOUBLE PRECISION X(N),F(M),G(M,N),Z(NWCORE) 
DECLARATIES: 
REAL CQMDN(2,31,31,12,2),YWM(12,2),NREQ(12,2) 
REAL CQMD(2,31,31,12),QQ(31),XW(31,12,0:2,2) 
REAL QMAX(31) 
REAL SPR(31,12,0:2) 
REAL IG(31,2),GC(31,2) 
REAL*8 SOM,TERM1,TERM2 
INTEGER ICCG(31,2) 
INTEGER JU3 
INTEGER IVXW(31,12,0:2,2),IVIG(31,2) 
INTEGER IVGC(31,2),IVQQ(31) 
INTEGER ICOL,IV2,IV3,IROW,IV 
INTEGER IL,IU,JX,NR,N0,JU(4) 
COMMON /RJ/ CQMD.CQMDN.YWM.NREQ.QMAX 
COMMON /PARAM/ IL.IU.JX.NR,JU 
COMMON /JEL3/ QQ.XW 
COMMON /JEL4/ SPR 
COMMON /JEL5/ JU3 
COMMON /JEL6/ IG.GC 
COMMON /PLACE/ IVXW,IVIG,IVGC.IVQQ,ICCG 
: ... BEREKENING VAN F ZIE 4.3.3 
DO 503 I-IL.IU 
DO 502 K-1,2 
TERM1-0.0 
TERM2-0.0 
DO 501 J-l.JX 
DO 500 NO-1,2 
IF (.NOT.(NO.EQ.l.AND.(NREQ(J,l).EQ.NREQ(J,2)))) 
$ THEN 
IV-IVXW(I,J,K,NO) 
TERM1-TERM1+X(IV) 
TERM2-TERM2+X(IV)*SPR(I,J,K) 
ENDIF 
500 CONTINUE 
501 CONTINUE 
IV2-IVIG(I,K) 
IV3-IVGC(I,K) 
IROW-ICCG(I.K) 
F(IR0W)-X(IV2)*TERM1-X(IV3)*TERM2 
502 CONTINUE 
503 CONTINUE 
: ... BEREKENING VAN dF/dXW (JACOBIAAN) 
DO 603 I-IL.IU 
DO 602 K-1,2 
IROW-ICCG(I.K) 
DO 601 J-l.JX 
DO 600 NO-1,2 
IF (.NOT.(NO.EQ.l.AND.(NREQ(J,l).EQ.NREQ(J,2)))) 
$ THEN 
IV-IVXW(I,J,K,NO) 
IV2=IVIG(I,K) 
IV3-IVGC(I,K) 
G(IROW,IV)-X(IV2)-X(IV3)*SPR(I,J,K) 
ENDIF 
600 CONTINUE 
601 CONTINUE 
602 CONTINUE 
603 CONTINUE 
: ... BEREKENING VAN dF/dIG 
DO 703 I-IL.IU 
DO 702 K-1,2 
SOM-O.0 
IROW-ICCG(I.K) 
$ 
700 
701 
702 
703 
DO 701 J-l.JX 
DO 700 NO-1,2 
IF (.NOT.(NO.EQ.1.AND.(NREQ(J,1).EQ.NREQ(J,2)))) 
THEN 
IV2-IVXW(I,J,K,NO) 
SOM-SOM+X(IV2) 
ENDIF 
CONTINUE 
CONTINUE 
IV-IVIG(I.K) 
G(IROW,IV)-SOM 
CONTINUE 
CONTINUE 
JACOBIAAN dF/dGC 
DO 803 I-IL.IU 
DO 802 K-1,2 
IROW-ICCG(I.K) 
SOM-0.0 
DO 801 J-l.JX 
DO 800 NO-1,2 
IF (.N0T.(N0.EQ.1.AND.(NREQ(J,1).EQ.NREQ(J,2)))) 
THEN 
IV2-IVXW(I,J,K,NO) 
SOM-SOM-X(IV2)*SPR(I,J,K) 
ENDIF 
800 
801 
802 
803 
CONTINUE 
CONTINUE 
IV-IVGC(I,K) 
G(IROW,IV)-SOM 
CONTINUE 
CONTINUE 
RETURN 
END SUBROUTINE FUNCON 
END 
c 
C DUMMY SUBROUTINE 
C 
SUBROUTINE MATMOD( NCYCLE, NPROB, FINISH, 
* M, N, NB, NE, NKA, NS, NSCL, 
* A, HA, KA, BL, BU, 
* ASCALE, HS, ID1, ID2, 
* X, PI, Z, NWCORE ) 
C 
IMPLICIT REAL*8(A-H,0-Z) 
INTEGER*2 HA(NE), HS(NB) 
INTEGER KA(NKA), IDl(NB), ID2(NB) 
DOUBLE PRECISION A(NE), ASCALE(NSCL), BL(NB), BU(NB) 
DOUBLE PRECISION X(NB), PI(M), Z(NWCORE) 
LOGICAL FINISH 
COMMON /M1FILE/ IREAD.IPRINT.ISUMM 
COMMON /M5LOBJ/ SINF.WTOBJ.MINIMZ.NINF,IOBJ 
COMMON /CYCLCM/ CNVTOL,JNEW,MATERR,MAXCY,NEPHNT,NPHANT,NPRINT 
C 
RETURN 
C 
C End of MATMOD 
END 
BIJLAGE 3 De SPECS-file van het niet-lineaire 
optimaliseringsprobleem zoals behandeld 
onder 3.3.3 en 3.3.1+. 
BEGIN 
MAXIMIZE 
OBJECTIVE 
RHS 
ROWS 
COLS 
ELEMENTS 
WORKSPACEC TOTAL ) 
MPS FILE 
CRITER 
RHS.TDE 
23O0 
1+700 
39000 
200000 
5 
NONLINEAR OBJECTIVE VAR m i 
NONLINEAR CONSTRAINTS 
NONLINEAR JACOBIAN VAR 
JACOBIAN=DENSE 
LAGRANGIAN=YES 
PENALTY PARAMETER 
SUPER BASICS LIMIT 
SUMMARY FILE 
SUMMARY FREQUENCY 
SAVE FREQUENCY 
LOG FREQUENCY 
LINESEARCH TOLERANCE 
MAJOR ITERATIONS 
MINOR ITERATIONS 
ITERATIONS LIMIT 
VERIFY LEVEL 
FEASIBILITY TOLERANCE 
SCALE TOLERANCE 
SOLUTION 
DUMP FILE 
SOLUTION FILE 
NEW BASIS FILE 
6 
136 
100 
1"42 
6 
100 
50 
100 
0.0001 
50 
10 
100 
3 
1.OE-5 
0.99 
YES 
12 
13 
m 
BI3LAGE 4- Een gedeelte van de output-file van het niet-
lineaire optimaliseringsprobleem soals behandeld 
onder 4.3.2 en 4.3.3. 
Met »8 is aangegeven waar resultaten van de 
oarspronklijke outputfile vanwege de leesbaarheid 
zijn weggelaten. 
M I N O S Version 5.0 OCT 1985 
MPS File 
1 
2 
85 
1052 
1097 
1104 
NAME 
ROWS 
COLUMNS 
RHS 
BOUNDS 
ENDATA 
GEMINI 
Names selected 
OBJECTIVE CRITER 
RHS RHSIDE 
RANGES 
BOUNDS B0UND1 
( MAX ) .1. 
44 
O 
6 
Matrix statistics 
Rows 
Columns 
Total 
82 
161 
Normal 
59 
155 
Free 
1 
O 
Fixed 
22 
Bounded 
O 
1 
Na. of matrix elements 1698 
No. of rejected coef fs 0 
Biggest and smallest coeffs 
Length of row-name hash table 
Collisions during table lookup 
Density 12.862 
AI3TQL .[. 0000E-10 
5.6000E+04 1.7 85 7 E-05 
•4603 
14 
No. of „Tlacobian entries specified 96 
Mo. of INITIAL. BOUNDS specified 
No. of superbasics specified o 
NÜNZER0S ALLOWED FOR IN LU FACTORS 121010 
Initial bo«lm 
••• FUNCON SETS 96 OUT OF 028 CONSTRAINT GRADIENTS. 
Scaling 
AFTER 
AFTER 
AFTER 
AFTER 
AFTER 
AFTER 
AFTER 
AFTER 
AFTER 
AFTER 
AFTER 
CRASH 
O 
1 
2 
3 
<• S 
6 
J 
8 
9 
10 
MIN ELEM 
9.S0E-01 
8.mE-oz 
1.78E-01 
1.91E-01 
2.19E-01 
2.S1E-01 
2.86E-01 
3.22E-01 
3.S9E-01 
3.96E-0I 
•».33E-01 
OPTION 1 
FREE ROWS 
Iterations 
MAX ELEM 
S.fcOEK». 
l.l9E«Ol 
S.62E«00 
S.22E»O0 
«•.S7E»00 
3.98E»0O 
3.><9E«00 
3.10E»00 
2.7SE+O0 
2.S3E»00 
2.31E«0O 
1 FREE COLS 
rvue COL RATIO 
SB9V7.37 
31 .62 
27.28 
2O.90 
I S . 82 
12.20 
9.62 
7.76 
6.38 
S.3«4 
PASS2 I E ROUS) REMAINDER 
START OF MAJOR I T N t 
MAXIMUM CONSTRAINT VIOLATION 
FACTOR I I E 1 
NUNLINEAR 3>< 
COWRESSNS O 
I MAK O.C«E*00 
PENALTY PARAMETER z l . O 0 E » O 2 
= O.OOOOE»00 < : O.OOOOE-K» NORMALIZED I 
O DEMANO ITERATION O INFEAS I OBJECTIVE 0.O0OOOO0O0E»0O 
LINEAR 8 SLACKS M> ELEMS M»7 DENSITY 4 . 6 5 
MERIT O.OO LENL O LENU 2*<3 INCREASE O.OO 
BMAX 1 . 1 E » 0 2 UMAX 1 . 1 E » 0 2 UMIN 3 . S E - 0 1 GROWTH 1 . 0 E * 0 0 
SUM = k . l<0%268182E«02 ITN O — INFEASIBLE. NUM = W 
• • • F imuBJ SETS 129 OUT OF m l OBJECTIVE GRAOIENTS. 
• • • DERIVATIVE LEVEL NOU REDUCED TO 2 
I T N & — FFARIBLE SUBPROBLEM. TRUE 0 8 3 s I . 0 S 3 O 5 2 1 9 W € * 0 2 AUGLAG OBJ = 1 .0530S219<.E»O2 
V E R I F I C A T I O N OF CONSTRAINT GRAOIENTS RETURNED BY SUBROUTINE FUNCON. 
THE JACOBIAN SEEMS TO BE OK. 
«»X THE LARGEST DISCREPANCY WAS 1 . 7 2 E - 0 5 I N CONSTRAINT 2 
COLUMN K O I 0X<3> ELEMENT NO. ROW JACOB I AN VALUE 
8 2 8 JAC08 IAN ELEMENTS I N COLS 1 THRU 136 SEEM TO BE OK. 
KXX THE LARGEST RELATIVE ERROR UAS O.OOE»00 I N ROW 1 , COLUMN 
OIFFERENCE APPROXN 
V E R I F I C A T I O N OF OBJECTIVE GRADIENTS RETURNED BY SUBROUTINE FUNOBJ. 
THE OBJECTIVE GRADIENTS SEEM TO BE OK. 
GRADIENT PROJECTED I N TUO DIRECTIONS - 9 . O 9 2 6 8 6 O 0 O 3 7 E - O S -1.76SOQW325MWE-OI4 
OIFrFRENCE APPROXIMAtlONS ' 9 . 0 9 2 6 S 6 0 O 7 8 7 E - 0 S -1.7&SOOS32SB3E-OW 
7 3.OO0CKX>J0E<01 7 . H 0 E - 0 9 
S 0.0»NMiO«'f»nr < I K ) Z .OBE-09 
9 O.(Mj0O0U«KJE<00 7 . 0 6 E - 0 9 
- 1 . 660O0O07E-0U 
- 1 . 6«S0OOOU7E-0«« 
- I .46OOOOO7E-0«« 
I ' l l R.OOOOOOOOE-Ol V . .9SE-09 ->4.29S7 7 I Ï 6BE-01 
I ? 9 OnjT.CTIVC GRAOIENTS OUT OF 
HXX THF LARGEST R F I A T I V E FRROP WAS 
OIFFERENCE APPROXN 
- 1 . 6 6 O 0 0 0 M E - O U OK 
- i . f c t o o o o i i E - o " » O K 
- 1 . 6 6 0 O O 0 I I E - O " » OK 
«•-29S77069E-O1 OK 
1 THRU m i SEEM TO BE OK. 
I.2RE-09 IN COLUMN 1M> 
FNO OT MAJOR ITN MINOR I INS TF.RMÏNATEO AT 10 TOTAL ITNS 
START OF MAJOR ITN 2 PENALTY PARAMETER = 1.00E+02 
MAXIMUM CHANGE IN JACOBIAN VARS = &.S7SOE«02 < = 9.991.2E-OI NORMALIZED) 
MAXIMUM CHANGE IN MULTIPLIERS = O.OOOOE«00 I 3 l.OOOOE+OO NORMALIZED > 
MAXIMUM CONSTRAINT VIOLATION 3 0.00OOE»OO I z 0.00006*00 NORMALIZED > 
FACTORIZE 2 OCMANO O ITERATION lO INFEAS O OBJECTIVE l.O99r.9S3*««E«02 
NONLINEAR 32 L1MFAR B SLACKS >»2 ELEMS l»29 DENSITY 6.3A 
ruMPRCsrMS o W R I T O . O I L I N L 2 8 L E N U 2 0 9 I N C R F A S E o . n o 
IMAX y.2» »00 BMAX 1.1E»»2 UMAX I.SE»OV UMIN 3.ÇE-01 GROUIH 1.0E»OO 
U N 1 0 - r r n n i B i E » n r a n n u n . T R U E O B J s i .o9969S36««E»o2 A U G L A G O B J S i .099fc9S3fc'«E«02 
NUHM HO I S ALREADY SMALL O.UOOExX) RETURN TO PHASE 3 . NORM P I s 2.<.7&E->0<> 
ENI) OF MAJOR I T N 2 - MINOR I T N S TERMINATED AT I O - TOTAL ITNS s 2 0 
START OF MAJOR I T N 3 PENALTY PARAMETER z l . O O E + 0 2 
MAXIMUM CHANGE I N JACOB ION VARS s S.B097E-MM ( s 1 . S 9 6 9 E - 0 1 NORMALIZED) 
MAXIMUM CHANGE I N MULTIPLIERS s 0 . 0 0 O 0 E « 0 0 < = O.0OOOE*O0 NORMALIZED) 
MAXIMUM CONSTRAINT VIOLATION X O.OOOOE+OO ( = O.OOOOE+OO NORMALIZED) 
FACTORIZE 3 DEMAND O ITERATION 2 0 INFEAS O OBJECTIVE 1 . 13«429996OE»02 
NONLINEAR 2 8 LINEAR 9 SLACKS WS ELEMS 3 9 ' DENSITY S . 9 0 
COHPRESSNS O MERIT O . O l LENL 2U LENU 2 0 5 INCREASE 0 . 0 0 
LHAX 2 . 2 E * O 0 BMAX 1 . 1 E « 0 2 UMAX 1 . I E + 0 2 UMIN 3 . 5 E - 0 1 GROWTH l . O £ * 0 O 
I T N 2 0 — FEASIBLE SUBPROBLEM. TRUE OBJ s 1 .13W299960E+02 AUGLOG OBJ = 1 . 1 3 U 2 9 9 9 6 O E * 0 2 
NORM RG I S ALREAOY SMALL O.OO0E*O0 RETURN TO PHASE 3 . NORM P I = 2 .&23E+0O 
END OF MAJOR I T N 3 - MINOR ITNS TERMINATED AT 10 - TOTAL ITNS = 3 0 
START OF MAJOR I T N 2 3 PENALTY PARAMETER r l . O 0 E » 0 2 
MAXIMUM CHANGE I N JACOBIAN VARS = 1.607SE-O>« ( : 1 . S 8 U 6 E - 0 7 NORMALIZED) 
MAXIMUM CHAM3E I N MULTIPLIERS s l i . 2S8RE»05 I = S.OUOOE-01 NORMALIZED) 
MAXIMUM CONSTRAINT V IOLATION • l . M . O O E - 1 1 < = 2 . 9 0 S 2 E - 1 W NORMALIZED) 
F A C I 0 R I 7 E 2 3 OEHANO O ITERATION 8 0 INFEAS O OBJECTIVE 1 . 3 > . 2 3 0 7 9 2 3 E * 0 2 
NONLINEAR 3 2 LINEAR 1 2 SLACKS 38 ELEMS ».33 DENSITY 6 . W . 
COMPRESSNS 0 MERIT O.OW LENL S LENU 2W6 INCREASE O.OO 
LMAX 1 .6E»O0 BMAX 3 . 7 E « 0 3 UMAX 3 . 7 E * 0 3 UMIN 6 . S E - 0 9 GROUTH l . O E . O O 
I T N 8 0 - - FEASIBLE SUBPROBLEM. TRUE OBJ = 1 . 3 W 2 3 0 7 9 2 2 E » 0 2 AUGLOG OBJ = 1 . 3 K 2 3 0 7 9 2 2 E » 0 2 
NORM RG I S ALREADY SMALL O.OOOE+OO RETURN TO PHASE 3 . NORM P I s 1 .90WE*05 
B i g g m t OJ : O.0OOE*OO ( V o r i a b l * 2 3 5 ) N o r * RG s O.OOOE+OO N o r « P I s l . V O E + O S 
FW) OF MAJOR I T N 2 3 - OPTIMAL SUBPROBLEM AT MINOR I T N O - TOTAL ITNS = 8 0 
START OF MAJOR I T N 2«. PENALTY PARAMETER s 1 . 0 0 E « 0 2 
MAXIMUM CHANGE I N JACOBIAN VARS : B . 0 3 7 3 E - 0 S I : 9 . W 2 3 1 E - 0 6 NORMALIZED) 
MAXIMUM CHANGE I N MULTIPLIERS = l.>>B23E«OS I = 1 . S S 2 9 E - 0 1 NORMALIZEO > 
MAXIMUM CONSTRAINT VIOLATION = 3 . 6 0 2 1 E - 1 2 I = 7 . 2 7 0 S E - 1 5 NORMALIZED) 
FACTORIZE 2W DEMAND O ITERATION SO INFEAS 0 OBJECTIVE 1 . 3 « . 2 3 0 7 9 2 2 E « 0 2 
NONLINEAR 3 2 LINEAR 12 SLACKS 3 8 ELEMS W33 DENSITY 6.W1» 
COMPRESSNS O MERIT O.OW LENL S LENU 2W6 INCREASE O.OO 
LMAX l.&E*<X> BMAX 3 . 7 E » 0 3 UMAX 3 . 7 E » 0 3 UMIN 6 . 9 E - 0 B GROUTH l . O O O O 
I T N 8 0 — FEASIBLE SUBPROBLEM. TRUE OBJ = 1 .3W2307922E<02 AUGLAG OBJ s 1 .3<«2307922E»02 
NORM RG I S ALREAOY SMALL O.OO0C«OO — - RETURN TO PHASE 3 . NORM P I = 3 .M19E»0S 
B i g g p i t OJ = O.OOOE«04 ( V a r i a b l e 23S ) N O T « RG = O.OOOE*00 N o n P I s 3.U19E->0S 
END OF MAJOR I T N 2<4 - OPTIMAL SUBPROBLEM AT MINOR I T N O - TOTAL ITNS = 8 0 
START OF MAJOR I T N 2S PENALTY PARAMETER s 1 . 0 0 E + 0 2 
MAXIMUM CHANGE I N JACOBIAN VARS s <«.0187E-OS ( s < . . 7 1 1 6 E - 0 8 NORMALIZED) 
MAXIMUM CHANGE I N MULTIPLIERS = 1.202SE«OW < s I . 9 & 6 9 E - 0 2 NORMALIZED) 
MAXIMUM CtMT.IRAINT VIOLATION s 9 . 0 0 S 1 E - 1 3 < = 1 . 8 1 7 6 E - I S NORMALIZED) 
FULL COMPLETION REQUEHTED AS FROM NOU. 
F A C r i W I Z L 2% Ol MONO O ITERATION 8 0 INFEAS O OBJECTIVE 1 . 3><?:«i7-7?2eM>2 
NONLINl'AR 3 2 LINEAR 1? SLACKS 3 8 CLEMS «.33 DENSITY 6 . M « 
COMTHtsr.N3 » MERIT O.OW LENL S LENU 2W6 INCREASE 0 . 0 0 
LMAX 1 . 6 E . 0 O BMAX 3 . 7 E « 0 3 UMAX 3 . 7 E « 0 3 UMIN 1 . 6 E - 0 9 GROWTH l.OE-KK» 
I T N SO — FEASIBLE SUBPROBLEM. TRUE OBJ = 1 . 3 W 2 W ) 7 9 2 2 E * 0 2 AUGLAG OBJ s 1 .3M23O7922E>02 
NORM RG I S ALREAOY SMALL 0 . 0 0 0 £ « 0 0 RETURN TO PHASE 3 . NORM P I = 6 . 2 B 6 E 4 0 S 
B l g g * * t OJ : O.OOOE«oo ( V a r i a b l e P3S I N o r « RG s O.OOOE»oo N o r » P I s &.2B6£»OS 
END OF MAJOR I T N 2S - OPTIMAL SUBPROBLEM AT MINOR I T N O - TOTAL ITNS = SO 
START OF MAJOR ITN 26 PENALTY PARAMETER 
MAXIMUM CHANCE IN 3AC0BIAN VARS = 2.0093E-0S 
MAXIMUM CHANGE IN MULTIPLIERS = 2.'»OSlE*OW 
MAXIMUM CONSTRAINT VIOLATION i 2.2S13E-13 
< = 2.3SS8E-08 NORMALIZED I 
< r 3.78UBE-02 NORMALIZED) 
< : <4.SM<1E-16 NORMALIZED) 
CXIT -- OPTIMAL SOLUTION TOHNO 
NO. OT ITERATIONS 
MO. Clf MAJOM ITERATIONS 
PENALTY PARAMETER 
NORM OF X 
NO. OF SUPERBASICS 
NO. Or t lASIC NONLINTARS 
NO. OF CALLS TO FUNOBJ 
CALLS U1TH MtlOF=2 < F , INOWN G> 
CALLS FOR FORWARD DIFFERENCING 
CALLS FOR CCHTRAL DIrFEREMCING 
BASIS MAP SAVED ON F I L E 1". I T N = 
I IADIS NAMES DUMPED ON F I L E 12 
S O L U T I O N S A V E D O N F I L E i a 
BO 
26 
1OO.0OOO00 
W.9Ut*E+02 
O 
1 6 3 0 
S7>. 
10S6 
Of lJECl IVE VALUE l . 3 U 2 3 0 7 9 ? l « . 0 l ? E » 0 2 
LINEAR OBJECTIVE 1 .3> .63979737S7i .E«OZ 
NONLINEAR OBJECTIVE -<« .O9OOS21S62260E-01 
NORM OF P I 6 . 2 8 6 E + 0 S 
NORM OF REDUCED GRADIENT O.OOOE»00 
NORM RG / NORM P I 0.OOOE«OO 
NO. OF CALLS TO FUNCON 583 
CALLS WITH MODE=2 < F, KNOWN G) SB3 
CALLS FOR FORWARD DIFFERENCING O 
CALLS FOR CENTRAL OIFFERENCING O 
PROBLEM NAME INI 
STATUS OPTIMAL SOLN 
OBJECTIVE VALUE 
ITERATION BO 
I.3V23079ZI6E*02 
SUPERBASICS O 
OBJECTIVE 
RHS 
RANGES 
ROUNDS 
CR1TER 
RHS1UE 
SECTION 1 
8FR 
162 
163 
1 » 
1/.S 
. . . R O W . 
COO 11 
CG012 
CG021 
CGi>22 
STATE 
CO 
EQ 
CQ 
EQ 
. . A C T I V I T Y . . . 
O.OOOOO 
O.OOOOO 
O.OOOOO 
O.OfiOOO 
SLACK A C T I V I T Y 
0 . OOOOO 
O.OOOOO 
O.OOOOO 
O.OOOOO 
..LOWER L I M I T . 
O.OOOOO 
O.OOOOO 
O.OOOOO 
O.OOOOO 
. .UPPER L I M I T . 
O.OOOOO 
O.OOOOO 
0.OOOOO 
O.OOOOO 
.DUAL ACTIV ITY 
-O.10751 
-1OOOO00.OOOOO 
- 3 3 7 9 5 . 2 m 35 
- M 8 1 0 1 . 0 W 0 8 3 
2X2 TS12 
CDI1ER 
BS 
ns 
0 . 0 0 7 3 3 
1 3 U . 6 3 9 8 Ü 
1 2 . 9 9 2 6 7 
- 1 3 1 . . 6 3 9 B 0 
NONE 
NONE 
13.OOOOO 
NONE 
0 . 0 0 0 0 0 
-1.OOOOO 
Bl 
6 2 
SECTION 2 
.COLUMN. STATE 
X U I I 0 1 U 7 O RS 
XWOOIU89 A LL 
XUOOIOlM A I L 
XWOOll^S A LL 
. A C T I V I T Y . . . . 0 8 3 GRADIENT. 
O.OIKHVI 
O.OOOOO 
O.OOOOO 
O.OOOOO 
1 . 6 0 0 0 0 
1 . 6 0 0 0 0 
1 . 6 0 0 0 0 
- O . O l 192 
.LOUER L I M I T . . .UPPER L I M I T . REOICFO GRAONT M»J 
O.OOOOO 
O.OOOOO 
0 . 0 0 0 0 0 
O. OOOOO 
WINE 
NONE 
NONE 
NONE 
O.OCKHXi 
-O .0022 I« 
- O . 0 0 7 3 2 
- 0 . 0 3 1 3 1 
156 
157 
1SB 
159 
U-0 
] M 
S C 0 3 I 
SC<>32 
T S f i M 
IT Î032 
t i l l 
1MI 
0 .0001"» 
O . O O H 3 
O.00U71. 
0 . 0 1 6 0 S 
O.OOOOO 
9 . 3 2 0 0 0 
-112.00IXK) 
-8"4. OOOOO 
-2.BBOOO 
-3.2**fKX5 
-0.O037S 
O.OOOOO 
O.OOOOO 
O.OOOOO 
O.OOOOO 
O.OfiOOO 
O.OOOOO 
O.CXK)00 
NONE 
NONE 
NONE 
NONE 
NONE 
NUNC 
0 
0 
(J 
0 
0 
0 
OOCHV» 
CHXKW» 
O I X M I O 
tHifttnj 
0 0 3 / S 
iXKMXi 
23t\ 
2 3 9 
2*«U 
?WI 
! " • * « ! 
• , ' < . ! 
ruNciKi i:ni i t o u i n i W ; T A T E 
(tIMOtt.l C O U L D U11H f f t l l A i r 
BIJLAGE 5 De subroutine FUNOBJ 
Een teller IV zorgt voor de correspondentie tussen 
de MPS-file en FUNOBJ. 
MAIN PROGRAM MI00MAIN.FOR 
DOUBLE PRECISION Z(200000) 
DATA NWCORE/200000/ 
REAL CQMDN(2,31,31,12,2),YWM(12,2),NREQ(12,2) 
REAL CQMD(2,31,31,12),QQ(31),XW(31,12,0:2,2) 
REAL QMAX(31) 
INTEGER NO 
COMMON /RJ/ CQMD,CQMDN,YWM,NREQ,QMAX 
COMMON /PARAM/ IL.IU,JX.NR,JU(4) 
COMMON /JEL3/ QQ.XW 
: INLEZEN VAN DE VARIABELEN EN PARAMETERS 
OPEN (UNIT-15,STATUS-'OLD',FILE='FUNOBJ.GEG') 
READ (15,13) IL.IU 
13 FORMAT (I4.2X.I4) 
READ (15,19) JX,NR,JU(4) 
19 FORMAT (I4,2X,I4,2X,I4) 
CALL SKIP15(2) 
DO 3 J-l.JX 
READ (15,27) NREQ(J.l), NREQ(J,2) 
27 FORMAT (F7.0,4X,F7.0) 
3 CONTINUE 
CALL SKIP15(2) 
DO 12 I2-IL.NR 
READ (15,26) QMAX(I2) 
26 FORMAT (F6.0) 
12 CONTINUE 
CALL SKIP15(2) 
DO 6 J-2,JU(4) 
READ (15,5) YWM(J.l) 
5 FORMAT (F10.8) 
6 CONTINUE 
CALL SKIP15(3) 
DO 7 J-2,JU(4) 
READ (15,8) YWM(J,2) 
8 FORMAT (F10.8) 
7 CONTINUE 
CALL SKIP15(3) 
DO 9 I-l.NR 
DO 10 12-1,NR 
DO 11 J-2,JU(4) 
READ (15.15.END-999) CQMD(2,I,12,J) 
15 FORMAT (F8.0) 
DO 14 NO-1,2 
CQMDN(2,I,I2,J,NO) - CQMD(2,I,12,J) * YWM (J,NO) 
14 CONTINUE 
11 CONTINUE 
10 CONTINUE 
9 CONTINUE 
999 KK-1 
CLOSE (15) 
CALL MINOS1( Z.NWCORE ) 
STOP 
END 
SUBROUTINE FUNOBJ( MODE,N,X,F,G,NSTATE,NPROB,Z,NWCORE ) 
IMPLICIT REAL*8(A-H,0-Z) 
DOUBLE PRECISION X(N),G(N),Z(NWCORE) 
REAL CQMDN(2,31,31,12,2),YWM(12,2),NREQ(12,2) 
REAL CQMD(2,31,31,12),QQ(31)fXW(31,12.0:2,2) 
REAL QMAX (31) 
INTEGER NO 
COMMON /RJ/ CQMD.CQMDN.YWM.NREQ.QMAX 
COMMON /PARAM/ IL.IU,JX.NR,JU(4) 
COMMON /JEL3/ QQ.XW 
TOTAL INCOME FROM AGRICULTURE 
IV-0 
DO 199 I-IL.IU 
DO 197 J-l.JX 
DO 196 K-0,2 
DO 195 NO-1,2 
IF (.NOT.(NO.EQ.l.AND.(NREQ(J,l).EQ.NREQ(J,2)))) THEN 
IV-IV+1 
XW(I,J,K,NO)-X(IV) 
ENDIF 
195 
196 
197 
199 
200 
CONTINUE 
CONTINUE 
CONTINUE 
CONTINUE 
DO 200 I2-IL.IU 
IF (QMAX(I2).GT.0) THEN 
IV-IV+1 
QQ(I2)-X(IV) 
ENDIF 
CONTINUE 
F-O 
IV-0 
DO 99 I-IL.IU 
DO 97 J-l.JX 
DO 96 K-0,2 
DO 95 NO-1,2 
IF (.NOT.(NO.EQ.l.AND.(NREQ(J,l).EQ.NREQ(J,2)))) THEN 
IV-IV+1 
G(IV)-0 
DO 98 I2-IL.IU 
G(IV)-G(IV)+CQMDN(2,I,I2,J,NO)*QQ(I2) 
98 CONTINUE 
F-F+G(IV)*XW(I,J,K,NO) 
ENDIF 
95 
96 
97 
99 
CONTINl 
CONTINUE 
CONTINUE 
CONTINUE 
DO 100 I2-IL.IU 
IF (QMAX(I2).GT.O) THEN 
IV-IV+1 
G(IV)-0 
DO 110 I-IL.IU 
DO 120 J-l.JX 
DO 130 K-0,2 
DO 140 NO-1,2 
G(IV)-G(IV)+XW(I,J,K,NO)*CQMDN(2,I,12,J,NO) 
140 
130 
120 
110 
100 
181 
CONTINUE 
CONTINUE 
CONTINUE 
CONTINUE 
ENDIF 
CONTINUE 
IF (IV.NE.N) THEN 
WRITE (6,181) IV,N 
FORMAT (' IV-M3.2X, 
STOP ' ERROR IVON ! ' 
ENDIF 
'N-',I3) 
END SUBROUTINE FUNOBJ 
RETURN 
END 
SUBROUTINE FUNCON( MODE,M,N,NJAC,X,F,G,NSTATE,NPROB,Z,NWCORE ) 
IMPLICIT REAL*8(A-H,0-Z) 
DOUBLE PRECISION X(N),F(M),G(M,N),Z(NWCORE) 
RETURN 
END 
SUBROUTINE MATMOD( NCYCLE, NPROB, FINISH, 
* M, N, NB, NE, NKA, NS, NSCL, 
* A, HA, KA, BL, BU, 
* ASCALE, HS, ID1, ID2, 
* X, PI, Z, NWCORE ) 
C 
IMPLICIT REAL*8(A-H,0-Z) 
INTEGER*2 HA(NE), HS(NB) 
INTEGER KA(NKA), IDl(NB), ID2(NB) 
DOUBLE PRECISION A(NE), ASCALE(NSCL), BL(NB), BU(NB) 
DOUBLE PRECISION X(NB), PI(M), Z(NWCORE) 
LOGICAL FINISH 
C 
C MATMOD IS CALLED AT THE END OF EACH cycle EXCEPT THE LAST. 
C -
c 
COMMON /MIFILE/ IREAD.IPRINT,1SUMM 
COMMON /M5LOBJ/ SINF.WTOBJ,MINIMZ,NINF,IOBJ 
COMMON /CYCLCM/ CNVTOL.JNEW.MATERR.MAXCY.NEPHNT.NPHANT.NPRINT 
C 
RETURN 
C 
C End of MATMOD 
END 
BIJLAGE 6 Het programma BEWERK.MPS 
C PROGRAMMA BEWERK.MPS 
C MET BEHULP VAN DIT PROGRAMMA WORDT DE MPS-FILE 
C DOOR GEMINI AANGEMAAKT GESCHIKT GEMAAKT VOOR 
C NIET LINEAIRE OPTIMALISATIE. 
C IN DE COLUMNS SECTIE WORDEN DE NAMEN VAN DE NIET-
C LINEARE BEPERKINGEN VOORAAN GEZET. 
C IN DE ROWS SECTION WORDEN DE NIET-LINEAIRE VARIABELEN 
C VOORAAN GEZET. 
C T.B.V. DE SPECSFILE WORDT HET AANTAL NIET 
C LINEAIRE VARIABELEN IN DE OBJECTFUNCTIE EN IN 
C DE CONSTRAINTS EN HET AANTAL CONSTRAINTS GETELD 
C EN IN DE SPECSFILE GEZET 
CHARACTER KOLOMl*3,KOLOM2*6,KOLOM3*6,REG*36,TEMP*9,XW_OUD*9 
CHARACTER NAME*4, VARIA*8, NAAM*8, WAARDE*12, SPEC*16 
CHARACTER REG2*36, STRING*2, KOLMN*3 
INTEGER X, TEL, TELLER, CONTROLE,CONTROLE3 
INTEGER TELLERIG.TELLERGC.TELLERQQ.TELLERXW 
INTEGER TELLERFUNCON,TELLERFUNOBJ,TELLERCONS 
CHARACTER*36 REGEL(IOOOOO) 
OPEN (UNIT-15,STATUS-'OLD',FILE-'MPS.DAT') 
OPEN (UNIT-16,STATUS-'NEW',FILE-'MPS.MPS') 
OPEN (UNIT-17,STATUS-'NEW',FILE-'NOTXW.DEL ' ) 
OPEN (UNIT-18,STATUS-'NEW',FILE-'XW.DEL') 
OPEN (UNIT-19,STATUS-'NEW',FILE-'NOTCRITER.DEL ' ) 
OPEN (UNIT-20,STATUS-'NEW'.FILE-'RHSBNDS.DEL') 
OPEN (UNIT-24,STATUS-'NEW',FILE-'NOTCG.DEL') 
OPEN (UNIT-22,STATUS-'NEW',FILE-'IG.DEL') 
OPEN (UNIT-23,STATUS-'NEW',FILE-'GC.DEL') 
WRITE (6,1) 
1 FORMAT (//////,' HET PROGRAMMA BEWERK.MPS LEEST MPS.DAT IN,') 
WRITE (6,3) 
3 FORMAT (' IN ROWS WORDT CG VOORAAN GEPLAATST ') 
WRITE (6,4) 
4 FORMAT (' VARIABELEN IN DE COLUMNS WORDEN 
$ IN DE VOLGENDE VOLGORDE GEZET:') 
WRITE (6,7) 
7 FORMAT (' XW IG GC QQ en overige ') 
WRITE (6,9) 
9 FORMAT (' ######### UITVOER NAAR DE FILE MPS.MPS '///) 
WRITE (6,12) 
WRITE (6,10) 
10 FORMAT (' T.B.V. DE SPECSFILE WORDEN GETELD: ') 
12 FORMAT (' NONLINEAR JACOBIAN VARS, NONLIN OBJECTIVE VARIABLES 
$ EN NONLIN CONSTRAINTS)') 
WRITE (6,13) 
13 FORMAT (' INDIEN IN DE SPECS FILE NON LINEAR OBJECTIVE 
$ VARIABLES, OF CONSTRAINTS') 
WRITE (6,14) 
14 FORMAT (' AANWEZIG ZUN, DAN WORDEN DEZE WAARDEN VERANDERD') 
WRITE (6,15) 
15 FORMAT (' ######### DE NIEUWE SPECSFILE HEET: SPECSNEW.DAT ') 
WRITE (6,16) 
16 FORMAT (////* WORKING') 
TELLERCONS-0 
READ (15,200) REG 
WRITE (16,200) REG 
READ (15,200) REG 
WRITE (16,200) REG 
100 X-l 
READ (15,200) REG 
200 FORMAT (A36) 
READ (REG(1:3),300) KOLOM1 
300 FORMAT (A3) 
READ (REG(4:6),300) K0LMN2 
IF ((K0LMN2.NE.' CG').AND.(KOLOMl.NE.' ')) 
$ WRITE (24,620) REG 
IF (KOLOM1.EQ.' ') REGEL(X)-REG 
IF (KOLOMl.EQ.' ') GOTO 480 
IF (K0LMN2.EQ.' CG') THEN 
WRITE (16,310) REG 
TELLERCONS-TELLERCONS+l 
ENDIF 
310 FORMAT (A36) 
GOTO 100 
480 CLOSE (24) 
OPEN (UNIT-24,STATUS-'OLD'.FILE-'NOTCG.DEL') 
481 READ (24,200,END-485) REG 
WRITE (16,200) REG 
GOTO 481 
485 CLOSE (24) 
500 X-X+l 
READ (15,550) REG 
550 FORMAT (A36) 
REGEL(X)-REG 
READ (REG(1:3),570) KOLOMl 
570 FORMAT (A3) 
IF (KOLOMl.EQ.'RHS') GOTO 580 
GOTO 500 
580 READ (15.550.END-599) REG 
WRITE (20,550) REG 
GOTO 580 
599 OPEN (UNIT-21,STATUS-'NEW',FILE-'QQ.DEL') 
C IN DE FILE WEGSCHRIJVEN 
600 DO 699 I-l.X 
READ (REGEL(I)(1:6),610) K0L0M2 
610 FORMAT (A6) 
READ (REGEL(I)(14:20),611) K0L0M3 
611 FORMAT (A6) 
IF (K0L0M2.NE.' XW') THEN 
IF (K0L0M2.EQ.' QQ') WRITE (21,620) REGEL(I) 
IF (K0L0M2.EQ.' IG') WRITE (22,620) REGEL(I) 
IF (K0L0M2.EQ.' GC') WRITE (23,620) REGEL(I) 
IF ((KOLOM2.NE.' QQ').AND.(K0L0M2.NE.' IG').AND. 
$ (KOLOM2.NE.' GC')) WRITE (17,620) REGEL(I) 
620 FORMAT (A36) 
ENDIF 
IF (K0L0M2.EQ.' XW') THEN 
WRITE (18,630) REGEL(I) 
630 FORMAT (A36) 
ENDIF 
699 CONTINUE 
CLOSE (17) 
CLOSE (18) 
CLOSE (20) 
CLOSE (21) 
CLOSE (22) 
CLOSE (23) 
C DE TELLER TELT HET AANTAL XW EN QQ TBV DE SPECS-FILE 
C NON LINEAR OBJECTIVE VARIABLES 
TELLER-O 
OPEN (UNIT-18,STATUS-'OLD*,FILE-'XW.DEL') 
X-O 
XWOUD-' 
TELLERXW-0 
799 X-X+l 
C XW WORDT TERUGGESCHREVEN EN GETELD 
READ (18,700,END-731) REG 
700 FORMAT (A36) 
WRITE (16,700) REG 
READ (REG(4:12),710) TEMP 
IF (TEMP.NE.XW_OUD) TELLERXW-TELLERXW+1 
XW_OUD-TEMP 
710 FORMAT (X.A9) 
GOTO 799 
731 CLOSE (19) 
TELLERIG-O 
901 X-l 
OPEN (UNIT-22,STATUS-'OLD',FILE-'IG.DEL') 
902 X-l 
READ (22.850.END-903) REG 
READ (REG(4:12),710) TEMP 
IF (TEMP.NE.XW_OUD) TELLERIG-TELLERIG+1 
XW_OUD-TEMP 
WRITE (16,850) REG 
GOTO 902 
903 X-l 
TELLERGC-O 
OPEN (UNIT-23,STATUS-'OLD',FILE-'GC.DEL') 
904 X-l 
READ (23.850.END-905) REG 
READ (REG(4:12),710) TEMP 
IF (TEMP.NE.XW_OUD) TELLERGC-TELLERGC+1 
XW_OUD-TEMP 
WRITE (16,850) REG 
GOTO 904 
905 X-l 
TELLERQQ-0 
OPEN (UNIT-21,STATUS-'OLD'.FILE-'QQ.DEL') 
848 X-l 
READ (21.850.END-911) REG 
READ (REG(4:12),710) TEMP 
IF (TEMP.NE.XW_OUD) TELLERQQ-TELLERQQ+1 
XW_OUD-TEMP 
WRITE (16,850) REG 
GOTO 848 
911 X-l 
OPEN (UNIT-17,STATUS-'OLD',FILE-'NOTXW.DEL') 
849 X-l 
READ (17.850.END-910) REG 
WRITE (16,850) REG 
850 FORMAT (A36) 
GOTO 849 
910 X-l 
OPEN (UNIT-20,STATUS-'OLD',FILE-' RHSBNDS.DEL') 
874 X-l 
READ (20.875.END-920) REG 
WRITE (16,875) REG 
875 FORMAT (A36) 
GOTO 874 
920 X-l 
CLOSE (15) 
CLOSE (16) 
CLOSE (17) 
CLOSE (18) 
CLOSE (20) 
CLOSE (21) 
CLOSE (22) 
CLOSE (23) 
: END 
C IN DE SPECSFILE BIJSCHRIJVEN VAN NONLIN CONSTRAINTS 
C NON LIN OBJ VARIABELEN, EN NON-LIN JACOBIAN VARIABELEN 
TELLERFUNCON-TELLERXW+TELLERGC+TELLERIG 
TELLERFUNOBJ-TELLERFUNCON+TELLERQQ 
TEL-O 
CONTROLE-O 
CONTROLE2-0 
1019 OPEN (UNIT-15,STATUS-'OLD',FILE-'SPECS.DAT') 
OPEN (UNIT-21,STATUS-'NEW',FILE-'SPECSNEW.DAT') 
1020 READ (15.1000.END-2000) REG 
1000 FORMAT (A36) 
READ (REG(3:19),1010) SPEC 
1010 FORMAT (A16) 
TEL-TEL+1 
IF (SPEC.EQ.' NONLINEAR OBJEC') THEN 
REG-' NONLINEAR OBJECTIVE VAR ' 
WRITE (21,1111) REG.TELLERFUNOBJ 
1111 FORMAT (A27.X.I4) 
CONTROLE-1 
ENDIF 
IF (SPEC.EQ.' NONLINEAR CONST') THEN 
REG-' NONLINEAR CONSTRAINTS ' 
WRITE (21,1111) REG.TELLERCONS 
CONTROLE3-1 
ENDIF 
IF (SPEC.EQ.' NONLINEAR JACOB') THEN 
REG-' NONLINEAR JACOBIAN VAR ' 
WRITE (21,1111) REG.TELLERFUNCON 
CONTROLE2-1 
ENDIF 
1001 
IF ((TEL.EQ.20).AND.(CONTROLE.EQ.O)) THEN 
REG2-' NONLINEAR OBJECTIVE VAR ' 
WRITE (21,1001) REG2.TELLERFUNOBJ 
FORMAT (A27.X.I4) 
ENDIF 
IF ((TEL.EQ.20).AND.(CONTROLE2.EQ.O)) THEN 
REG2-' NONLINEAR JACOBIAN VAR ' 
WRITE (21,1001) REG2.TELLERFÜNCON 
ENDIF 
IF ((SPEC.NE.' NONLINEAR OBJEC). AND. (SPEC. NE. 
' NONLINEAR CONST').AND.(SPEC.NE.' NONLINEAR JACOB')) THEN 
WRITE (21,1000) REG 
ENDIF 
GOTO 1020 
2000 X-l 
CLOSE (15) 
CLOSE (21) 
EINDE PROGRAMMA BEWERK.MPS 
END 
