Abstract. In this paper, we study the homomorphic techniques used in GSW fully homomorphic encryption scheme, and point out the drawback which prevents the GSW scheme from efficiency. In order to conquer the weakness of low efficiency, we propose an improved homomorphic technique. Through comparative analysis, our proposed technique is proved to not only improve the efficiency substantially, but also keep the functionality essentially required.
Introduction
With the development of cloud computing and other complex networks, fully homomorphic encryption (FHE) becomes a very attractive cryptography primitive that allows arbitrary computation on encrypted data and has numerous theoretical and practical applications [1, 2] . After conceptualizing FHE in 1978 [2] , for more than 30 years, it was unclear whether fully homomorphic encryption was even possible. At STOC 2009, Gentry proposed the first FHE scheme based on ideal lattices [1] . Since then, a lot of developments and improvements were witnessed [3] [4] [5] [6] [7] [8] .
A line of FHE schemes arose from the SHE scheme of Gentry-Sahai-Waters(GSW) [6] . This SHE scheme supports a different class of functions, including branching programs, and this was also proved sufficient to bootstrap it to FHE via Barrington's theorem. Interestingly, this approach theoretically allows obtaining FHE from a weaker version of the LWE assumption [7] .
In this paper, we first review GSW fully homomorphic encryption scheme [6, 7] , and then point out the drawback of low efficiency in the process of implementation and a vital property of GSW evaluation algorithm which makes the GSW scheme [6, 7] feasible in practice. In order to conquer the weakness of low efficiency, an improved homomorphic technique is proposed. Through comparative analysis, we illustrate that our proposed technique not only improves the efficiency substantially, but also keeps the functionality essentially required.
Homomorphic Techniques in GSW Homomorphic Encryption scheme
In this section, we will review the GSW homomorphic encryption scheme [6, 7] , and then point out the homomorphic technique used in its construction.
The GSW homomorphic encryption scheme [6, 7] is parameterized by a dimension n , a modulus q with 2 log lq =   , and some error distribution χ over Z which we assume to be subgaussian. fxxx =+++ L , and n fresh ciphertexts 1 C , 2 C , L , n C , the GSW evaluation algorithm will compute as the following:
After evaluation, the error term of result ciphertext is 12 fn eeee =+++ L which is a linear combination of those original error terms 12 ,,, n eee L .
For a function
12 n gxxx = L , and n fresh ciphertexts 1 C , 2 C , L , n C , the GSW evaluation algorithm will compute as the following:
Since there are many nests in the above structure, we compute it step by step inside and out. and so on in a similar fasion, we will compute the evaluation result GSW.Eval( 1 C , 2 C , L , n C , g ) whose form is very complex, so we omit here. However, an important point worth mentioned here is that after evaluation, the error term of result ciphertext is 
Our Proposed Homomorphic Techniques
The GSW homomorphic technique is a classical tool in constructions of fully homomorphic encryption scheme [6, 7] . However, in the process of evaluating multiplication gate, the efficiency is a bottleneck since the procedure cannot be implemented in a parallel way. In order to conquer this drawback, we proposed a new homomorphic method as follows:
For the addition gate 12 n fxxx =+++ L , and n fresh ciphertexts 1 C , 2 C , L , n C , the process of evaluation is same to the GSW scheme.
For the multiplication gate 12 n gxxx = L , and n fresh ciphertexts 1 (())())())()) (())(()) nn TTT CGCC GGCGCGC eGCesCGCC µ µµ µµ terms 12 ,,, n eee L . This illustrate our proposed homomorphic technique keeps the vital property mentioned above. Thus, our method can be implemented to replace GSW homomorphic evaluation in the construction of GSW homomorphic encryption scheme.
Comparison of These Two Homomorphic Techniques
In this section, we compare our proposed homomorphic techniques with that used in GSW encryption scheme [6, 7] in two aspects of efficiency and functionality. Comparison in Efficiency. GSW scheme is a represent of those third generation fully homomorphic encryption scheme since it is formalized succinctly. However, one of main obstacles affecting its wide application in practice is its efficiency. By the construction of GSW, one has to do the following computation: ((())) nn GCGCGC −−− − L step by step inside and out which is the key problem to result in low efficiency. In order to conquer the weakness of sequential computation, a natural approach is applying parallel computation to improve efficiency. In our proposed homomorphic technique, we implement the idea. By the construction of our proposed homomorphic technique, when evaluating the multiplication gate This formula looks like the previous one, but it is able to be computed in a parallel way since no nests exist in the structure. Concretely, we can compute the 1 n − matrices 
which is also linear in the corresponding original error terms. Moreover, the coefficients in the error linear combination of our proposed evaluation process can be computed in a parallel way, while the corresponding coefficients of GSW evaluation algorithm can only computed sequentially.
Conclusions
In this paper, we first reviewed GSW fully homomorphic encryption scheme, and then pointed out the drawback of low efficiency in the process of implementation and a vital property of GSW evaluation algorithm which makes the GSW scheme feasible in practice. In order to conquer the weakness of low efficiency, we proposed an improved homomorphic technique. Through comparative analysis, our proposed technique is proved to not only improve the efficiency substantially, but also keep the functionality essentially required.
