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Abstract. For each n ≥ 2 we construct an unbounded closed pseudoconcave com-
plete pluripolar set E in Cn which contains no analytic variety of positive dimension
(we call it a Wermer type set). We also construct an unbounded strictly pseudocon-
vex domain Ω in Cn and a smooth CR function f on ∂Ω which has a single-valued
holomorphic extension exactly to the set Ω \ E .
1. Introduction
In this paper we are dealing with the extension problem of CR functions defined
on the boundary ∂Ω of an unbounded domain Ω in Cn, n ≥ 2. When Ω is bounded
with a connected smooth boundary (no hypothesis of pseudoconvexity), holomorphic
extension of CR functions to the whole of Ω is granted by the classical result of
Bochner (see, for example, Theorem 2.3.2
′
in [H]). In particular, if Ω is a domain of
holomorphy, the envelope of holomorphy E(∂Ω) of ∂Ω (i.e., the envelope of ∂Ω with
respect to the algebra of CR functions on ∂Ω; for details see, for example, [J], [JS],
[MP], [St]) coincides with Ω. For unbounded domains, such an extension result is
not longer true in general, even for strictly pseudoconvex domains, as shown by the
following example.
Example. Let f be an entire function in C2 and
Ω :=
¶
z ∈ C2 : log|f(z)|+ C1‖z‖2 < C2
©
where C1 and C2 are constants and C1 > 0. For almost all constants C2, Ω is an
unbounded strictly pseudoconvex domain with smooth boundary in C2 containing
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the divisor {f = 0}. We are going to show that E(∂Ω) is one-sheeted, contained in
Ω and
Ω \ E(∂Ω) =
¶
z ∈ C2 : f(z) = 0
©
.
Fix an exhaustion V1 ⊂⊂ V2 ⊂⊂ · · · ⊂⊂ ∂Ω of ∂Ω by relatively compact subsets.
Intersecting Ω by balls B2(0, Rk) ⊂ C2 centered at the origin, of radius Rk, in such
a way that Vk ⊂⊂ ∂Ω ∩B2(0, Rk) and then smoothing the edges as in [To], we can
find strictly pseudoconvex bounded domains Ωk in C
2 such that Vk ⊂ ∂Ωk ∩ ∂Ω for
every k ∈ N. Let Γk := ∂Ωk \ Vk. Then, in view of Theorem A from [J], one has
E(Vk) = E(∂Ωk \ Γk) = Ωk \ Γ̂k
A(Ωk) ⊂ C2,
where Γ̂k
A(Ωk)
is the A(Ωk)-hull of Γk, i.e., the hull of Γk with respect to the algebra
of holomorphic functions on Ωk which are continuous up to the boundary. It follows
that E(∂Ω) :=
⋃∞
k=1E(Vk) is one-sheeted. We just have to show that Ω \ E(∂Ω) is
the divisor {f = 0}. Since the CR function 1/f on ∂Ω does not extend to {f = 0},
it follows that {f = 0} ⊂ Ω\E(∂Ω). Conversely, filling Ω\{f = 0} by the following
family of holomorphic curves, γw = {z ∈ Ω : f(z) = w}, where w ∈ C \ {0}, and
using the Kontinuita¨tssatz, it turns out that Ω \ {f = 0} ⊂ E(∂Ω).
In this context we have to mention Tre´preau’s Theorem [Tr] stating that, given
a point z in a smooth hypersurface M ⊂ Cn, the homomorphism
Oz → lim−→
U∋z
O(U \M)
is onto if and only if no germ of a complex hypersurface passing through z is con-
tained in M . We also recall Chirka’s generalization [C] of Tre´preau’s result (in the
case n = 1 this generalization can also be obtained from the earlier work [Sh]): Let
Γ ⊂ Cn+1 be a continuous graph over a convex domain D ⊂ Cn × R and z ∈ Γ
be a point such that none of the connected components of (D ×R)\Γ is extendable
holomorphically to z. Then, z is contained in an n-dimensional holomorphic graph
lying on and closed in Γ.
A natural question arises: Let Ω be an unbounded strictly pseudoconvex domain
in Cn, n ≥ 2, such that E(∂Ω) is one-sheeted and Ω \ E(∂Ω) 6= ∅; does Ω \ E(∂Ω)
possess an analytic structure? In this paper we prove that the answer to this question
is negative. Precisely, we prove the following two theorems.
Theorem 1. For each n ∈ N, n ≥ 2, there exist a closed set E ⊂ Cn which contains
no analytic variety of positive dimension and a plurisubharmonic function ϕ : Cn →
[−∞,+∞) such that
(1) E = {z ∈ Cn : ϕ(z) = −∞};
(2) The function ϕ is pluriharmonic on Cn \ E ;
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(3) The domain Cn \ E is pseudoconvex;
(4) For every R > 0 one has ¤ ∂Bn(0, R) ∩ E = Bn(0, R) ∩ E , where Bn(0, R) ⊂ Cn
is the ball of radius R centered at the origin and ¤ ∂Bn(0, R) ∩ E denotes the
polynomial hull of the set ∂Bn(0, R) ∩ E .
Theorem 2. For each n ∈ N, n ≥ 2, there exist an unbounded strictly pseudocon-
vex domain Ω in Cn with smooth boundary, a closed subset E of Cn and a smooth
CR function f on ∂Ω such that
(1) E ⊂ Ω, and it contains no analytic variety of positive dimension;
(2) f has inside Ω a single-valued holomorphic extension exactly to Ω \ E ;
(3) The envelope of holomorphy E(∂Ω) of the set ∂Ω is one-sheeted, and E(∂Ω) =
Ω \ E .
The set E is obtained as a limit in the Hausdorff metric of a sequence {Eν} of
algebraic hypersurfaces of Cn = Cn−1z ×Cw such that the union of the corresponding
sets of ramification points with respect to the projection Cn → Cn−1z is an everywhere
dense subset of Cn−1z . For n = 2, this idea goes back to Wermer in [W], where an
example of a compact set K in C2 with nontrivial polynomial hull K̂ such that K̂\K
has no analytic structure is given. Wermer’s construction was then further exploited
and developed in a series of articles [A], [D], [DS], [EM], [Le], [Sl]. Note also that,
first, our construction of E is slightly different from Wermer’s one (the main idea
being the same), and, secondly, that, in the general case n > 2, the situation is
substantially more difficult from the technical point of view than that considered by
Wermer.
Finally, let us mention a result due to Lupacciolu [Lu] about extendability of CR
functions defined on the boundary of an unbounded strictly pseudoconvex domain
Ω: Suppose that there exists a divisor which does not meet the domain Ω. Then
E(∂Ω) = Ω; namely, any CR function on the boundary extends inside the domain.
Acknowledgement. Part of this work was done while the second author was a visitor at
the Scuola Normale Superiore (Pisa) and at the Institut des Hautes E´tudes Scientifiques
(Paris). It is his pleasure to thank these institutions for their hospitality and excellent
working conditions.
2. Construction of an unboundedWermer type
set in Cn
Let (z, w) = (z1, . . . , zn−1, w) denote the coordinates in C
n and for each ν ∈ N
let Nν := {1, 2, . . . , ν}. For each p ∈ Nn−1 fix an everywhere dense subset {apl }∞l=1
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of C such that apl 6= apl′ if l 6= l′. Further fix a bijection Φ := ([ · ], φ) : N→ Nn−1×N
and define a sequence {al}∞l=1 in C by letting al := a[l]φ(l). Moreover, let {εl}∞l=1 be a
decreasing sequence of positive numbers converging to zero that we consider to be
fixed, but that will be further specified later on. Then for every ν ∈ N we define gν
to be the algebraic function
gν(z) :=
ν∑
l=1
εl
»
z[l] − al
and let
Eν :=
¶
(z, w) ∈ Cn : w = gν(z)
©
.
By definition, gν is a multi-valued function that takes 2
ν values at each point z ∈
Cn−1 (counted with multiplicities). Therefore we can always choose single-valued
functions w
(ν)
1 , . . . , w
(ν)
2ν on C
n−1 such that
gν(z) =
¶
w
(ν)
j (z) : j = 1, . . . , 2
ν
©
for all z ∈ Cn−1. Note that these functions are not continuous and that they are not
uniquely determined, even though the set gν(z) is well-defined for each z ∈ Cn−1.
Indeed, we may freely change the numeration of the values w
(ν)
1 (z), . . . , w
(ν)
2ν (z) for
each z ∈ Cn−1.
Define for each ν ∈ N a function Pν : Cn → C as
Pν(z, w) :=
Ä
w − w(ν)1 (z)
ä
· · ·
Ä
w − w(ν)2ν (z)
ä
.
Lemma 1. The sequence {Pν}∞ν=1 consists of holomorphic polynomials on Cn and
has the following properties:
(1) Eν = {(z, w) ∈ Cn : Pν(z, w) = 0}.
(2) Pν+1 → P 2ν uniformly on compact subsets of Cn as εν+1 → 0.
Proof. First note that if for each p ∈ Nn−1 we let Up be an open convex subset
of C not meeting Apν := {al : l ∈ Nν , [l] = p}, then after possibly renumbering the
values w
(ν)
j (z) for z ∈ U := U1 × · · · × Un−1, we can always assume the functions
w
(ν)
1 , . . . , w
(ν)
2ν to be holomorphic on U . Since the value Pν(z, w) is independent of the
numeration of the w
(ν)
j (z), this shows that Pν is a holomorphic function outside the
set Aν := {(z, w) ∈ Cn : zp ∈ Apν for some p ∈ Nn−1}. Observing that Pν is locally
bounded near each point of Aν and applying Riemann’s removable singularities
theorem, we conclude that Pν is actually holomorphic in the whole of C
n. Then
estimating |Pν | outside some ball Bn(0, R) ⊂ Cn from above by a suitable scalar
multiple of |w2ν |+∑n−1p=1 |z2ν−1p |, one can easily see that Pν is in fact a holomorphic
polynomial. To prove the second part of the lemma we observe that Pν+1(z, w) is
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in fact the product of the 2ν factors
Ä
(w−w(ν)j (z))2− ε2ν+1(z[ν+1]− aν+1)
ä
, j ∈ N2ν ,
and hence equals
2ν∑
p=0
(−1)p
[Ä
ε2ν+1(z[ν+1] − aν+1)
ä2ν−p · ∑
1≤j1<···<jp≤2ν
Ä
w − w(ν)j1 (z)
ä2 · · · Äw − w(ν)jp (z)ä2].
Note that for p = 2ν the inner sum equals P 2ν (z, w). Since w
(ν)
1 , . . . , w
(ν)
2ν are indepen-
dent of εν+1 and bounded on compact subsets of C
n−1, we conclude that Pν+1 → P 2ν
uniformly on compact subsets as εν+1 → 0. 
Remark. A more careful consideration shows that one has the following explicit
formula for Pν :
Pν(z, w) =
2ν−1∑
d=0
(−1)d
( ν∑
l=1
ε2l (z[l] − al)
)d
w2
ν−2d.
Lemma 2. Let {εl} be chosen in such a way that εl
»
|z[l] − al| < 1/2l onBn−1(0, l) ⊂
Cn−1z for every l ∈ N. Then the following assertions hold true:
(1) For every R > 0 and ν, µ ∈ N, ν ≥ R, the Hausdorff distance between Eν ∩
Bn(0, R) and Eν+µ ∩ Bn(0, R) is less than 1/2ν . In particular, the sequence
{Eν ∩ Bn(0, R)}∞ν=1 converges in the Hausdorff metric to a closed set E(R) ⊂
Bn(0, R).
(2) The union E := ⋃R>0 E(R) of all E(R) is a nonempty closed unbounded subset
of Cn and a point (z, w) ∈ Cn lies in E if and only if there exists a sequence of
complex numbers wν converging to w such that (z, wν) ∈ Eν for every ν ∈ N.
(3) For each z ∈ Cn−1, the set Ez := E∩
Ä
{z}×C
ä
has zero 2-dimensional Lebesgue
measure.
Proof. Let ∆R := Bn−1(0, R) × C. For every
Ä
z, w
(ν+µ)
j (z)
ä
∈ Eν+µ ∩ ∆R there
exists
Ä
z, w
(ν)
k
ä
∈ Eν ∩∆R such that for suitably chosen signs one has
w
(ν+µ)
j (z) = w
(ν)
k (z) +
ν+µ∑
l=ν+1
±εl
»
z[l] − al
(here, by some abuse of notation,
√· denotes a single-valued branch of the multi-
valued function
√·). By assumption we have εl|√z[l] − al | = εl»|z[l] − al| < 1/2l
on Bn−1(0, R) for each l > ν. Hence |w(ν+µ)j (z) − w(ν)k (z)| < 1/2ν , and it follows
that the Hausdorff distance between Eν+µ ∩∆R and Eν ∩∆R is less than 1/2ν . In
particular, {Eν ∩ Bn(0, R)}∞ν=1 is a Cauchy sequence in the Hausdorff metric and
thus converges to a nonempty closed subset E(R) ⊂ Cn. Since E ∩ Bn(0, R) = E(R)
for all R > 0, we conclude that E is closed. Obviously, it is also unbounded and
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nonempty. The characterization of (z, w) ∈ E as a limit of points (z, wν) ∈ Eν
follows immediately from the facts that in each bounded neighbourhood of (z, w)
the set E is the limit of {Eν} in the Hausdorff metric and that Eν∩
Ä
{z}×C
ä
6= ∅ for
all z ∈ Cn−1. Finally, by what we have already proven, we know that the Hausdorff
distance between Eν ∩ ∆R and E(R) is not greater than 1/2ν if ν ≥ R. Hence if
z ∈ Cn−1 is fixed, the set Ez is contained in {z} ×⋃ 2νj=1∆1(w(ν)j (z), 1/2ν) for every
ν ∈ N large enough (here ∆1(a, r) ⊂ C denotes the closed disc centered at the point
a, of radius r). But the volume of the latter set is not greater than pi/2ν ; thus Ez
has zero 2-dimensional Lebesgue measure. 
If {εl} converges to zero fast enough, then by the previous lemma the analytic
sets Eν determine a limit set E . We want to use this set in the construction of our
example. To do so, we need to have two specific properties of this set. Namely, we
want to ensure that E has no analytic structure, and we seek a description of E in
terms of certain sublevel sets of the polynomials Pν . In the next two sections we
will show that we indeed can assure E to have these properties, provided that {εl}
is converging to zero fast enough.
3. Choice of the sequence {εl} - Part I
First we want to show that, for {εl} decreasing fast enough, the set E con-
tains no analytic varieties of positive dimension. In order to do so, it obviously
suffices to show that E contains no analytic disc, i.e., there exists no (nonconstant)
holomorphic mapping f : D → Cn from the unit disc D ⊂ C to Cn with image
completely contained in E . For analytic discs with constant z-coordinates this is
immediately clear, since we know that Ez has zero two-dimensional Lebesgue mea-
sure for every z ∈ Cn−1. The hard part is to show that there exists no analytic
disc f(D) ⊂ E such that the projection fz := piz ◦ f onto Cn−1z is not constant.
The general idea is the following: Let f : D → Cn be an analytic disc lying in the
analytic hypersurface w =
√
zp − a, a ∈ C, and such that fz : D → Cn−1z is a bi-
holomorphic embedding of D into Cn−1z . Then fz(D) is either completely contained
in the slice Spa := {z ∈ Cn−1 : zp = a} or does not intersect Spa at all. This is due
to the fact that if Spa ∩ fz(U) = {z0}, U ⊂ D open and small enough, then for the
canonical parametrization g : fz(U)→ Cw of f(U) and for ζ+, ζ− ∈ Cn−1 such that
z0 + ζ
+, z0 − ζ− ∈ fz(U), the slope |g(z0 + ζ+) − g(z0 − ζ−)|/‖ζ+ + ζ−‖ becomes
unbounded as ζ+, ζ− → 0, which contradicts the holomorphicity of g. Since each
set Eν is defined by a sum of terms of the form
√
z[l] − al, and since, moreover,
the subsequence {apl }∞l=1 of {al} is dense in C, this will enable us to show that for
{εl} decreasing fast enough, every analytic disc f(D) ⊂ E must have constant zp-
coordinate. Due to the fact that p ∈ Nn−1 here is arbitrary, our assertion will be
proved.
There arise some technical difficulties, the most important of which is the fol-
lowing: while for every above-described analytic disc in the analytic hypersurface
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w =
√
zp − a the projection fz(D) cannot intersect Spa (at least if its zp-coordinate
is not already constant), this property might get spoiled when adding further terms√
z[l] − al, l ∈ N, and thus does not carry over necessarily to the limit set E . In gen-
eral this problem can be easily handled, except, however, at points z0 ∈ Spa that are
contained in S
[l]
al for more than one l ∈ N. In this situation there are root branches
originating from z0 in different directions p1, . . . , pT ∈ Nn−1, and in general their
slopes near the point z0 may cancel out each other. To deal with this problem, we
will show that we can at least guarantee the following: for every z0 ∈ S[l]al∩Bn−1(0, l),
l ∈ N, there does not exist any analytic disc f(D) ⊂ E such that fz(D) ∩ S[l]al = {z0}
and such that fz(D) is contained in the cone z0 +
⋂T
t=1 Γ
pt(α); here
Γp(α) := {ζ ∈ Cn−1 : ζp 6= 0 and |ζq||ζp| < α, for all q ∈ Nn−1, q 6= p},
where α is a positive number that will depend on the choice of {εl} (note that
if ζ ∈ Γp(α), then also λζ ∈ Γp(α) for every λ ∈ C∗). In fact, the faster {εl}
decreases, the larger we will be able to choose α. It turns out that this weaker
assertion is sufficient for our purpose, since locally for every analytic disc f(D) ⊂ E
the projection fz(D) lies in
⋂T
t=1 Γ
p(α) for suitable p1, . . . , pT ∈ Nn−1 and α > 0
large enough.
The above complications, as well as most of the other technical difficulties for
choosing the sequence {εl}, do not occur in the case n = 2. In fact, in this case the
proof becomes relatively simple, and most of the work of this section is not needed.
Hence in what follows we will often implicitly assume that n ≥ 3, though this will
not have any influence on the course and correctness of our arguments (for example,
the set Γp(α) = C∗ is still well-defined for n = 2, though it is obviously not needed
in this case).
Remark. Many of the statements in this section involve the function
√· : C →
C, which is multivalued. In general, whenever such a statement is made, we will
implicitly mean it to hold true for every choice of a single-valued branch (
√· )b : C→
C of
√· (no assumptions on continuity). However, there will be cases when we will
have to deal with particular single-valued branches of
√· . By some abuse of notation,
they will be denoted by the same symbol
√· . We will always point out when √·
denotes a particular single-valued branch whenever such a situation first occurs.
Lemma 3. There exists a constant 0 < C < 1 such that for all z, z′, ζ ∈ C,»
|ζ| ≤
∣∣∣√z + ζ −√z′ − ζ ∣∣∣ ≤ 2»|ζ| if |z|, |z′| ≤ C|ζ|.
Proof. This is immediately clear, since
∣∣∣√z + ζ −√z′ − ζ ∣∣∣»
|ζ|
=
∣∣∣∣
»
(z/ζ) + 1−
»
(z′/ζ)− 1
∣∣∣∣ z/ζ, z
′/ζ→ 0−−−−−−−→
√
2 . 
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Lemma 4. For every p ∈ Nn−1 and α > 0, one has
lim
ζ→0
∣∣∣√ζp −√−ζp
∣∣∣
2‖ζ‖ = +∞ on Γ
p(α).
Proof. Indeed, with cα := max{1, α} we have
|√ζp −√−ζp |
2‖ζ‖ =
1√
2
»
|ζp|
‖ζ‖ =
1√
2
( n−1∑
q=1
|ζq|2
|ζp|
)−1/2
≥ 1√
2
( n−1∑
q=1
cα|ζq|
)−1/2
on Γp(α), and the last term tends to +∞ as ζ → 0. 
Lemma 5. Let P := {pt}Tt=1 ⊂ {1, . . . , n − 1}, pt 6= pt′ if t 6= t′, and {et}Tt=1 ⊂
(0,∞), T ≥ 2. Define a constant α > 0 by α := min
¶
1
9(em/em+1)
2 : 1 ≤ m ≤ T−1
©
.
Then for every ν > 0, there exists a positive number δ > 0 such that
∣∣∣∑Tm=1 emÄ»zpm + (ζpm + ζ ′pm)−»zpm − (ζpm + ζ ′′pm) ä∣∣∣
2‖ζ‖ > ν
for every ζ ∈
Ä⋂T
m=1 Γ
pm(α)
ä
∩Bn−1(0, δ) and ζ ′, ζ ′′, z ∈ ∆n−1
Ä
0, (C/2)|ζ|P
ä
. Here
C is the constant from Lemma 3, |ζ|P ∈ [0,∞]n−1 is defined by (|ζ|P )p = |ζp| if
p ∈ P , (|ζ|P )p = ∞ if p ∈ ∁P := Nn−1 \ P , and ∆n−1
Ä
0, (r1, . . . , rn−1)
ä
:= {z ∈
Cn−1 : |zp| < rp, if rp > 0, or zp = 0, if rp = 0, p ∈ Nn−1} for r ∈ [0,∞]n−1.
Remark. The statement of this lemma is interesting and will be used only in the
case when α > 1 (otherwise the intersection
⋂
m Γ
pm(α) is empty).
Proof. For every m ∈ NT−1 we define αm := 19(em/em+1)2, and for every m ∈ NT
we let Dm(ζ) := {z ∈ Cn−1 : |zpm | ≤ C|ζpm|}. We will show by induction that for
every t = 1, . . . , T , the inequality
∣∣∣∣
t∑
m=1
em
Ä»
z′pm + ζpm −
»
z′′pm − ζpm
ä∣∣∣∣ ≥ et»|ζpt | (1)
holds true for ζ ∈ ⋂t−1m=1 Γpm(αm) and z′, z′′ ∈ ⋂tm=1Dm(ζ). Indeed, the case t = 1
is already proven by Lemma 3. For the step t → t + 1, let Ht+1 denote the left
term in (1) where the sum is taken up to t+1. Using the induction hypothesis and
applying Lemma 3, we see that
Ht+1 ≥
∣∣∣∣
t∑
m=1
em
Ä»
z′pm+ ζpm−
»
z′′pm− ζpm
ä∣∣∣∣− et+1∣∣∣∣»z′pt+1+ ζpt+1−»z′′pt+1− ζpt+1
∣∣∣∣
≥ et
»
|ζpt | − 2et+1
»
|ζpt+1 | for ζ ∈
t−1⋂
m=1
Γpm(αm), z
′, z′′ ∈
t+1⋂
m=1
Dm(ζ).
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Observe that there is nothing to show in the case ζpt+1 = 0. Hence we can assume
ζpt+1 6= 0 and write
et
»
|ζpt | − 2et+1
»
|ζpt+1| = 2et+1
»
|ζpt+1|
( et
2et+1
»
|ζpt |»
|ζpt+1|
− 1
)
.
One immediately checks that the term between the brackets is not less than 1/2
precisely if |ζpt+1 |/|ζpt | ≤ αt; hence
et
»
|ζpt| − 2et+1
»
|ζpt+1 | ≥ et+1
»
|ζpt+1| for ζ ∈ Γpt(αt).
This completes the induction and proves (1). But from Lemma 4 we know that
lim
ζ→0
|√ζpT −√−ζpT |
2‖ζ‖ = +∞ on Γ
pT (αT ),
where αT := α. Combining this with the estimate (1) in the case t = T , we conclude
that for every ν > 0 there exists δ > 0 such that
∣∣∣∑Tm=1 emÄ»z′pm + ζpm −»z′′pm − ζpmä∣∣∣
2‖ζ‖ > ν
for ζ ∈ ⋂Tm=1 Γpm(αm) ∩ Bn−1(0, δ) and z′, z′′ ∈ ⋂Tm=1Dm(ζ) = ∆n−1(0, C|ζ|P ).
Since α ≤ αm for all m ∈ NT and Γp(α) ⊂ Γp(α′) for α ≤ α′, this concludes
the proof. Indeed, for ζ ′, ζ ′′, z ∈ ∆n−1
Ä
0, (C/2)|ζ|P
ä
, the points z′ := z + ζ ′ and
z′′ := z − ζ ′′ always satisfy z′, z′′ ∈ ∆n−1(0, C|ζ|P ). 
We want to estimate the slope between two points of the set Eν when their
projection to Cn−1z lies near the zero set of one of the functions
√
z[l] − al, l =
1, . . . , ν. For this we need some notations: For every ν ∈ N and p ∈ Nn−1 we define
Sν := {ζ ∈ Cn−1 : ζ[ν] = aν}, Sp := {ζ ∈ Cn−1 : ζp = 0},
and
Lpν := {l ∈ N : 1 ≤ l ≤ ν, [l] = p}, Apν := {al ∈ C : l ∈ Lpν}.
Obviously
⋃n−1
p=1 L
p
ν = Nν . Moreover, if z ∈ Cn−1, we define
Lpν(z) := {l ∈ Lpν : zp = al}.
Note that Lpν(z) consists of at most one element. Further, for P ⊂ Nn−1 such that
[ν] ∈ P and z ∈ Sν we let
L
P
ν (z) :=
⋃
p∈P
Lpν(z).
Observe that under the assumptions on P and z, we always have ν ∈ L Pν (z). As
mentioned before, the case |L Pν (z)| > 1 is of special interest and leads us to consider
the sets
⋂
p Γ
p(α) for α > 1. Here α was claimed to depend on {εl}, and we now
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clarify this dependence by the following definition: for every ν ∈ N, P ⊂ Nn−1 such
that [ν] ∈ P and every z ∈ Sν , let αPν (z) be the positive number
αPν (z) :=


ν + 1 if L Pν (z) = {ν}
min
¶
1
9(εl/εl′)
2 : l, l′ ∈ L Pν (z), l′ > l
©
if L Pν (z) ) {ν}.
Observe that, since the sequence {εl} is still in our hands, we can always assume
that αPν (z) > 1. Finally, for each P ⊂ Nn−1 and α > 0 we let
γ(P,α) :=
( ⋂
p∈P
Γp(α)
)
∩
( ⋂
p∈∁P
Sp
)
.
Lemma 6. Suppose ε1, . . . , εν have already been chosen. Let δ > 0. Then for every
z0 ∈ Sν and P ⊂ Nn−1 such that [ν] ∈ P , there exist rP (z0) > 0 and δP (z0) ∈ (0, δ)
such that for every j, k ∈ N2ν the inequality∣∣∣w(ν)j
Ä
z + (ζ + ζ ′)
ä
− w(ν)k
Ä
z − (ζ + ζ ′′)
ä∣∣∣
2‖ζ‖ > ν (2)
holds for every z ∈ Bn−1
Ä
z0, r
P (z0)
ä
, ζ ∈ γ
Ä
P,αPν (z0)
ä
∩ ∂Bn−1
Ä
0, δP (z0)
ä
and
ζ ′, ζ ′′ ∈ ∆n−1
Ä
0, (C/2)|ζ|
ä
; here |ζ| = (|ζ1|, . . . , |ζn−1|).
Proof. Fix z0 ∈ Sν and P ⊂ Nn−1 such that [ν] ∈ P . For each p ∈ Nn−1, let Up ⊂ C
be an open convex neighbourhood of z0,p such that
Up ∩Apν =
®
∅ if Lpν(z0) = ∅
{z0,p} if Lpν(z0) 6= ∅
and let U := U1 × · · · × Un−1. Choose r > 0 so small that Bn−1(z0, 2r) ⊂ U . For
each l ∈ Nν , consider a single-valued branch of the multi-valued function √z[l] − al
which will also be denoted here by
√
z[l] − al. Since for every l ∈ Nν \
⋃n−1
p=1 L
p
ν(z0) we
have al /∈ U[l], we can assume that √z[l] − al is holomorphic on U for these l. After
possibly changing the numeration of the roots of Pν(z, · ) for z ∈ U , we may further
assume for every h ∈ N2ν that w(ν)h (z) =
∑ν
l=1±εl
√
z[l] − al on Bn−1(z0, 2r) for
suitably chosen signs depending only on l and h. Now define w˜h : B
n−1(z0, 2r)→ C
as
w˜h(z) :=
∑
p∈P
∑
l∈Lpν\L
p
ν(z0)
±εl
»
z[l] − al +
∑
p∈∁P
∑
l∈Lpν
±εl
»
z[l] − al . (3)
Since Nν =
⋃n−1
p=1 L
p
ν , we obviously have w
(ν)
h (z) = w˜h(z)+
∑
l∈L Pν (z0)
±εl√z[l] − al on
Bn−1(z0, 2r). Let N
2
2ν := N2ν ×N2ν and N22ν (z0) := {(j, k) ∈ N22ν : w˜j(z0) = w˜k(z0)}.
Step 1: We show that there exist r′ > 0 and δ′ ∈ (0, δ) such that (2) holds for
every ζ ∈ Bn−1(0, δ′), ζ ′, ζ ′′ ∈ ∆n−1
Ä
0, (C/2)|ζ|
ä
, z ∈ Bn−1(z0, r′) and (j, k) ∈
N22ν \N22ν (z0).
For l ∈ Lpν(z0), we have z0,[l] = al and
√· is continuous at the origin; hence we
conclude from (3) and the holomorphicity of
√
z[l] − al for l ∈ Lpν \ Lpν(z0) that w˜h
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is continuous at z0 for every h ∈ N2ν . Thus there exist M > 0 and r1 > 0 such
that |w˜j(z + (ζ + ζ ′)) − w˜k(z − (ζ + ζ ′′))| > M for every ζ ∈ Bn−1(0, r1), ζ ′, ζ ′′ ∈
∆n−1
Ä
0, (C/2)|ζ|
ä
, z ∈ Bn−1(z0, r1) and (j, k) ∈ N22ν \N22ν (z0). Moreover, since again
z0,[l] = al for l ∈ L Pν (z0) and
√· is continuous at the origin, there exists r2 > 0
such that
√
|(z[l] ± (ζ[l] + ζ˜[l]))− al| < M/
Ä
4(n− 1)εl
ä
, where ζ˜ ∈ {ζ ′, ζ ′′}, for every
ζ ∈ Bn−1(0, r2), ζ ′, ζ ′′ ∈ ∆n−1
Ä
0, (C/2)|ζ|
ä
, z ∈ Bn−1(z0, r2) and l ∈ L Pν (z0). Let
r′ := min{r, r1, r2} and δ′ := min{δ, r, r1, r2,M/4ν}. Then the following estimate
holds true for every ζ ∈ Bn−1(0, δ′), ζ ′, ζ ′′ ∈ ∆n−1
Ä
0, (C/2)|ζ|
ä
, z ∈ Bn−1(z0, r′) and
(j, k) ∈ N22ν \N22ν (z0):∣∣∣w(ν)j
Ä
z +(ζ + ζ ′)
ä
− w(ν)k
Ä
z − (ζ + ζ ′′)
ä∣∣∣
2‖ζ‖ ≥
∣∣∣w˜jÄz +(ζ + ζ ′)ä− w˜kÄz − (ζ + ζ ′′)ä∣∣∣
2‖ζ‖ −
−
∑
l∈L Pν (z0)
εl
Ä…∣∣∣Äz[l] + (ζ[l] + ζ ′[l])ä− al∣∣∣+
…∣∣∣Äz[l] − (ζ[l] + ζ ′′[l])ä− al∣∣∣ ä
2‖ζ‖
>
M −∑l∈L Pν (z0) 2εlM/
Ä
4(n − 1)εl
ä
2‖ζ‖ ≥
M −M/2
2‖ζ‖ > ν.
Step 2: We show that there exist r′′ ∈ (0, r′) and δ′′ ∈ (0, δ′) such that (2)
holds for every ζ ∈ γ
Ä
P,αPν (z0)
ä
∩ Kn−1(δ′′/2, δ′′), ζ ′, ζ ′′ ∈ ∆n−1
Ä
0, (C/2)|ζ|
ä
,
z ∈ ∆n−1
Ä
z0, (C/2)|ζ|P
ä
∩ Bn−1(z0, r′′) and (j, k) ∈ N22ν (z0), where for R1, R2 ≥ 0
we put Kn−1(R1, R2) := {z ∈ Cn−1 : R1 < ‖z‖ < R2}.
Observe that the first term in (3) is holomorphic in Bn−1(z0, 2r) and the second
term is constant on the set z0 +
⋂
p∈∁P S
p. Therefore we can find M > 0 and r˜ > 0
such that ∣∣∣w˜jÄz0 + (ζ + ζ ′)ä− w˜kÄz0 − (ζ + ζ ′′)ä∣∣∣
2‖ζ‖ < M
for all ζ ∈
Ä⋂
p∈∁P S
p
ä
∩Bn−1(0, r˜), ζ ′, ζ ′′ ∈ ∆n−1
Ä
0, (C/2)|ζ|
ä
and (j, k) ∈ N22ν (z0).
Moreover, since z0,[l] = al for every l ∈ L Pν (z0), we have
√Ä
z[l] ± (ζ[l] + ζ˜[l])
ä
− al =√
(z[l] − z0,[l])± (ζ[l] + ζ˜[l]), where ζ˜ ∈ {ζ ′, ζ ′′}. Hence, using Lemma 3 and 4 if
L Pν (z0) = {ν} and Lemma 5 if L Pν (z0) ) {ν}, there exists δ˜ > 0 such that
∣∣∣∑l∈L Pν (z0) εl
(√Ä
z[l] + (ζ[l] + ζ
′
[l])
ä
− al −
√Ä
z[l] − (ζ[l] + ζ ′′[l])
ä
− al
)∣∣∣
2‖ζ‖ > ν +M
for all ζ ∈
î⋂
p∈P Γ
p
Ä
αPν (z0)
äó
∩ Bn−1(0, δ˜), ζ ′, ζ ′′ ∈ ∆n−1
Ä
0, (C/2)|ζ|P
ä
and z ∈
∆n−1
Ä
z0, (C/2)|ζ|P
ä
(recall the definition of αPν (z0)). Now choose δ
′′ such that 0 <
δ′′ < min{r˜, δ˜, δ′}. Observe that w˜h is continuous in z0+
îÄ⋂
p∈∁P S
p
ä
∩Bn−1(0, 2r)
ó
for every h ∈ N2ν . Hence there exists r′′ ∈ (0, r′) such that the following estimate
holds true for every ζ ∈
Ä⋂
p∈∁P S
p
ä
∩ Kn−1(δ′′/2, δ′′), ζ ′, ζ ′′ ∈ ∆n−1
Ä
0, (C/2)|ζ|
ä
,
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z ∈ Bn−1(z0, r′′) and (j, k) ∈ N22ν (z0):∣∣∣w˜jÄz + (ζ + ζ ′)ä− w˜kÄz − (ζ + ζ ′′)ä∣∣∣
2‖ζ‖ < M.
Thus for every ζ ∈ γ
Ä
P,αPν (z0)
ä
∩ Kn−1(δ′′/2, δ′′), ζ ′, ζ ′′ ∈ ∆n−1
Ä
0, (C/2)|ζ|
ä
, z ∈
∆n−1
Ä
z0, (C/2)|ζ|P
ä
∩Bn−1(z0, r′′) and (j, k) ∈ N22ν (z0) we get
|w(ν)j
Ä
z+(ζ + ζ ′)
ä
− w(ν)k
Ä
z−(ζ + ζ ′′)
ä
|
2‖ζ‖
≥
∣∣∣∣∑l∈L Pν (z0) εl
(√Ä
z[l] + (ζ[l] + ζ
′
[l])
ä
− al −
√Ä
z[l] − (ζ[l] + ζ ′′[l])
ä
− al
)∣∣∣∣
2‖ζ‖ −
−
∣∣∣w˜jÄz + (ζ + ζ ′)ä− w˜kÄz − (ζ + ζ ′′)ä∣∣∣
2‖ζ‖ > ν.
Step 3: We show that there exist rP (z0) > 0 and δ
P (z0) ∈ (0, δ) such that (2)
holds for every ζ ∈ γ
Ä
P,αPν (z0)
ä
∩ ∂Bn−1
Ä
0, δP (z0)
ä
, ζ ′, ζ ′′ ∈ ∆n−1
Ä
0, (C/2)|ζ|
ä
,
z ∈ Bn−1
Ä
z0, r
P (z0)
ä
and j, k ∈ N2ν .
We already know that (2) holds for every ζ ∈ γ
Ä
P,αPν (z0)
ä
∩ Kn−1(δ′′/2, δ′′),
ζ ′, ζ ′′ ∈ ∆n−1
Ä
0, (C/2)|ζ|
ä
, z ∈ ∆n−1
Ä
z0, (C/2)|ζ|P
ä
∩ Bn−1(z0, r′′) and j, k ∈ N2ν .
It only remains to make proper choices for the constants rP (z0) and δ
P (z0). First,
choose any δP (z0) such that δ
′′ > δP (z0) > δ
′′/2. Then there exists K > 0 such that
|ζp| > K for all ζ ∈ γ
Ä
P,αPν (z0)
ä
∩ ∂Bn−1
Ä
0, δP (z0)
ä
, p ∈ P.
Indeed, let p ∈ P . Then for ζ ∈ γ
Ä
P,αPν (z0)
ä
we have in particular ζ ∈ Γp
Ä
αPν (z0)
ä
and hence |ζq|/|ζp| < αPν (z0) for every q ∈ Nn−1 (assuming that αPν (z0) > 1,
which is the only interesting case). Thus ‖ζ‖ < αPν (z0)
√
n− 1 |ζp|. Since also
ζ ∈ ∂Bn−1
Ä
0, δP (z0)
ä
, we conclude that |ζp| > δP (z0)/
Ä
αPν (z0)
√
n− 1
ä
=: K. Now
choose ρ > 0 such that |zp − z0,p| < (CK)/2 for all z ∈ Bn−1(z0, ρ) and p ∈ P ,
i.e., Bn−1(z0, ρ) ⊂ ∆n−1
Ä
z0, (C/2)|ζ|P
ä
for all ζ ∈ γ
Ä
P,αPν (z0)
ä
∩∂Bn−1
Ä
0, δP (z0)
ä
.
Then rP (z0) := min{r′′, ρ} is a desired constant. 
Fix ν ∈ N. By the previous lemma we have assigned positive numbers rP (z0),
δP (z0) to every z0 ∈ Sν . As we shall see in the proof of Lemma 8, the choice of εν+1
will depend on the numbers δP (z0), z0 ∈ Sν ; in fact, we will need a positive lower
bound for the set {δP (z0) : z0 ∈ Sν}. However, such a bound does not always exist.
Hence from now on we restrict our attention to the compact subset Sν ∩Bn−1(0, ν)
of Sν . This set can be covered by finitely many balls B
n−1
Ä
z0, r
P (z0)
ä
, z0 ∈ Sν ,
and thus leads to a finite set {δP (z1), . . . , δP (zm)} ⊂ (0,∞) (which of course has
a positive minimum). On the way, we have to choose the numbers rP (z0) in the
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covering
¶
Bn−1
Ä
z0, r
P (z0)
ä©
z0∈Sν
small enough in order to limit the influence of
points z0 ∈ Sν with small value αPν (z0). For this purpose, we need some further
notations: Fix a decreasing sequence {ρν} of positive numbers converging to zero,
such that
max
1≤p≤n−1
vol
( ⋃
l∈Lpν
∆1(al, ρν)
)
→ 0 for ν →∞.
Then for every ν ∈ N, p ∈ Nn−1 and z ∈ Cn−1 we let
L˜pν(z) := {l ∈ Lpν : |zp − al| ≤ ρν}.
Moreover if z ∈ Sν and P ⊂ Nn−1 such that [ν] ∈ P we let
L˜
P
ν (z) :=
⋃
p∈P
L˜pν(z).
Note that under the assumptions on P and z we always have ν ∈ L˜ Pν (z). Hence
α˜Pν (z) :=


ν + 1 if L˜ Pν (z) = {ν}
min
¶
ν + 1,min{19 (εl/εl′)2 : l, l′ ∈ L˜ Pν (z), l′ > l}
©
if L˜ Pν (z) ) {ν}
is a well-defined positive number.
Corollary 7. Suppose ε1, . . . , εν have already been chosen. Let δ > 0. Then there
exists a finite subset Dν := {δ1ν , . . . , δdνν } ⊂ (0, δ) such that for every z ∈ Sν ∩
Bn−1(0, ν) and P ⊂ Nn−1 such that [ν] ∈ P , there exists some σ ∈ {1, . . . , dν} such
that for every j, k ∈ N2ν the inequality∣∣∣w(ν)j
Ä
z + (ζ + ζ ′)
ä
− w(ν)k
Ä
z − (ζ + ζ ′′)
ä∣∣∣
2‖ζ‖ > ν (4)
holds true for all ζ ∈ γ
Ä
P, α˜Pν (z)
ä
∩ ∂Bn−1(0, δσν ) and ζ ′, ζ ′′ ∈ ∆n−1
Ä
0, (C/2)|ζ|
ä
.
Proof. By the previous lemma, for every z0 ∈ Sν and P ⊂ Nn−1, [ν] ∈ P , there
exist positive numbers rP (z0) ∈ (0, ρν) and δP (z0) ∈ (0, δ) such that (4) holds for
every j, k ∈ N2ν , z ∈ Bn−1
Ä
z0, r
P (z0)
ä
, ζ ∈ γ
Ä
P,αPν (z0)
ä
∩ ∂Bn−1
Ä
0, δP (z0)
ä
and
ζ ′, ζ ′′ ∈ ∆n−1
Ä
0, (C/2)|ζ|
ä
. Let
r(z0) := min
¶
rP (z0) : P ⊂ Nn−1 such that [ν] ∈ P
©
.
By compactness of Sν ∩Bn−1(0, ν), there exist finitely many points z1, . . . , zM ∈ Sν
such that Sν ∩Bn−1(0, ν) ⊂ ⋃Mm=1Bn−1Äzm, r(zm)ä. Let
Dν :=
¶
δP (zm) : P ⊂ Nn−1 such that [ν] ∈ P, m = 1, . . . ,M
©
.
Then for every z ∈ Sν∩Bn−1(0, ν) and P ⊂ Nn−1, [ν] ∈ P , there exist σ ∈ {1, . . . , dν}
and m ∈ NM such that |z − zm| ≤ ρν and such that (4) holds for every j, k ∈ N2ν ,
ζ ∈ γ
Ä
P,αPν (zm)
ä
∩ ∂Bn−1(0, δσν ) and ζ ′, ζ ′′ ∈ ∆n−1
Ä
0, (C/2)|ζ|
ä
. It remains to
observe that we herein can replace αPν (zm) by α˜
P
ν (z). Indeed, since |z − zm| ≤ ρν ,
we have Lpν(zm) ⊂ L˜pν(z) for all p ∈ Nn−1 and thus L Pν (zm) ⊂ L˜ Pν (z). Recalling the
definitions of αPν (zm) and α˜
P
ν (z), we conclude that α˜
P
ν (z) ≤ αPν (zm). In particular,
we get γ
Ä
P, α˜Pν (z)
ä
⊂ γ
Ä
P,αPν (zm)
ä
. 
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We are now able to specify the choice of the sequence {εl}:
Lemma 8. If {εl} is decreasing fast enough, then for every fixed ν ∈ N and for
every z ∈ Sν ∩Bn−1(0, ν) and P ⊂ Nn−1 such that [ν] ∈ P , there exists δ ∈ (0, 1/ν)
such that
w′ − w′′
‖ζ ′ + 2ζ + ζ ′′‖ ≥
ν − 1
1 + (C/2)
for all w′ ∈ Ez+(ζ+ζ′), w′′ ∈ Ez−(ζ+ζ′′) (5)
and all choices of ζ ∈ γ
Ä
P, α˜Pν (z)
ä
∩ ∂Bn−1(0, δ) and ζ ′, ζ ′′ ∈ ∆n−1
Ä
0, (C/2)|ζ|
ä
.
Moreover, 19(εl/εl+1)
2 > l and εl
»
|z[l] − al| < 12l on Bn−1(0, l).
Proof. We proceed by induction on l and simultaneously choose a sequence (Dl)
of finite subsets Dl = {δ1l , . . . , δdll } ⊂ (0, 1/l) such that εl
»
|z[l] − al| < 12l min{δ′ ∈
Dν : 1 ≤ ν ≤ l− 1} for every z ∈ Bn−1(0, l+1). First let ε1 := 1 and let D1 ⊂ (0, 1)
be the set provided by Corollary 7 in the case ν, δ = 1. If ε1, . . . , εl and D1, . . . ,Dl
have already been chosen, we choose εl+1 > 0 so small that
1
9 (εl/εl+1)
2 > l and
εl+1
»
|z[l+1] − al+1| < 12l+1 min{δ′ ∈ Dν : 1 ≤ ν ≤ l} for z ∈ Bn−1(0, l + 2). Observe
that every ε′l+1 ∈ (0, εl+1) would also be a proper choice for εl+1. We then take for
Dl+1 the set provided by Corollary 7 in the case ν = l + 1 and δ = 1/(l + 1).
Fix ν ∈ N, z ∈ Sν ∩Bn−1(0, ν) and P ⊂ Nn−1 such that [ν] ∈ P . Then by choice
of Dν , there exists δ ∈ Dν such that estimate (4) holds true for all j, k ∈ N2ν and
all considered ζ, ζ ′, ζ ′′. By choice of the sequence (εl), if for abbrevation we write
z+ := z + (ζ + ζ ′) and z− := z − (ζ + ζ ′′), we thus get the following estimate for all
µ > ν and j′, k′ ∈ N2µ (for suitable j, k ∈ N2ν depending on j′, k′):
∣∣∣w(µ)j′
Ä
z + (ζ + ζ ′)
ä
− w(µ)k′
Ä
z − (ζ + ζ ′′)
ä∣∣∣
‖ζ ′ + 2ζ + ζ ′′‖ ≥
∣∣∣w(µ)j′ (z+)− w(µ)k′ (z−)
∣∣∣
(2 +C)‖ζ‖
≥
∣∣∣w(ν)j (z+)− w(ν)k (z−)
∣∣∣
(2 + C)‖ζ‖ −
1
(2 + C)‖ζ‖
µ∑
l=ν+1
εl
(…∣∣∣z+[l] − al∣∣∣+
…∣∣∣z−[l] − al∣∣∣ )
≥ ν
1 + (C/2)
− 1
(2 +C) δ
µ∑
l=ν+1
δ
2l−1
≥ ν − 1
1 + (C/2)
.
Since by Lemma 2 each (z, w) ∈ E is a limit of points
Ä
z, w
(µ)
jµ
ä
, this proves (5). 
Lemma 9. If {εl} is decreasing fast enough, then E contains no analytic variety of
positive dimension.
Proof. Let {εl} be decreasing so fast that the assertions of Lemma 8 hold true. To
get a contradiction, assume that E contains an analytic variety of positive dimen-
sion. Then in particular E contains a nonconstant analytic disc, i.e., there exists
a nonconstant holomorphic mapping f = (f1, f2, . . . , fn) : Dr(0) → Cn such that
f
Ä
Dr(0)
ä
⊂ E , where Dr(ξ0) = {ξ ∈ C : |ξ − ξ0| < r}. Let P ⊂ Nn−1 be the
set of all coordinate directions in Cn−1 such that fp is not constant. Since by the
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choice of {εl} and Lemma 2 the set Ez has zero 2-dimensional Lebesgue measure
for every z ∈ Cn−1, we see that P 6= ∅. Without loss of generality, we can as-
sume that P = {1, . . . , T} for some T ≤ n − 1. After possibly passing to a subset
Dr′(ξ0) ⊂ Dr(0), we can assume by the implicit function theorem that there exist
an open subset U ⊂ C and some
φ : U → Cn holomorphic, φ(U) = f
Ä
Dr′(ξ0)
ä
such that φ(ξ) =
Ä
ξ, φ2(ξ), . . . , φT (ξ), qT+1, . . . , qn−1, φn(ξ)
ä
=:
Ä
φ∗(ξ), φn(ξ)
ä
with
suitable constants qT+1, . . . , qn−1 ∈ C. After a possible shrinking of U , we can
assume that there exist positive numbers σ, θ > 0 such that on U
θ < |φ′p| for all p ∈ P, |φ′p| < σ for all p ∈ Nn. (6)
Indeed, θ exists since the zero set of each |φ′p| is discret, and we use Cauchy’s
estimates to find σ. Thus, after possibly shrinking U again, we can assume that for
z, z′ ∈ φ∗(U) and 1 ≤ s, t ≤ T we have θ < |z′t−zt|/|z′1−z1| and |z′s−zs|/|z′1−z1| < σ,
i.e., |z′s − zs|/|z′t − zt| < σ/θ. In particular, we see that there exists α := σ/θ > 1
such that
Dφ∗(z1)(C) ⊂ γ(P,α) for all z1 ∈ U.
Moreover (after possibly further shrinking U), we can assume that for every p ∈ Nn∣∣∣φp(a+ ξ)− φp(a)− φ′p(a)ξ
∣∣∣
|ξ| < (C/2) θ
for all a ∈ U , ξ ∈ C
such that a+ξ ∈ U . (7)
Since we can assume f
Ä
Dr(0)
ä
to be bounded, and since 19(εl/εl+1)
2 > l, we can
choose ν0 ∈ N so large that φ∗(U) ⊂ Bn−1(0, ν0),
ν0 + 1 > α and
1
9 (εl/εl+1)
2 > α for all l ≥ ν0. (8)
Further, since max1≤p≤n−1 vol
Ä⋃
l∈Lpν
∆1(al, ρν)
ä
→ 0 for ν → ∞ and {ρν} is de-
creasing, we can assume (after possibly enlarging ν0 and then shrinking of U) that
φp(U)∩⋃l∈Lpν0 ∆1(al, ρν) = ∅ for all p ∈ P and ν ≥ ν0. But then L˜ Pν (z)∩Nν0 = ∅
for all ν ≥ ν0, z ∈ Sν ∩ φ∗(U), [ν] ∈ P . By definition of α˜Pν (z) and from (8), we
therefore get
α˜Pν (z) > α for all ν ≥ ν0, z ∈ Sν ∩ φ∗(U), [ν] ∈ P.
After these preparations, we now choose a strictly increasing sequence {νk} of natural
numbers such that for each ν from this sequence we have
ν ≥ ν0, [ν] = 1, Bn−1
Ä
φ∗(aν), 1/ν
ä
⊂ U × Cn−2.
Let ν be an arbitrary fixed member of this sequence. Since φ∗(U) ⊂ Bn−1(0, ν0),
we see that z := φ∗(aν) ∈ Sν ∩ Bn−1(0, ν). Hence we can use Lemma 8 to find a
δ ∈ (0, 1/ν) such that
w′ − w′′
‖ζ ′ + 2ζ + ζ ′′‖ ≥
ν − 1
1 + (C/2)
for all w′ ∈ Ez+(ζ+ζ′), w′′ ∈ Ez−(ζ+ζ′′)
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and all choices of
ζ ∈ γ
Ä
P, α˜Pν (z)
ä
∩ ∂Bn−1(0, δ) and ζ ′, ζ ′′ ∈ ∆n−1
Ä
0, (C/2)|ζ|
ä
. (9)
By the choice of U and ν0, we have Dφ∗(aν)(ξ−aν) ∈ γ(P,α) for all ξ ∈ U \{aν} and
α˜Pν (z) > α; hence Dφ∗(aν)(ξ−aν) ∈ γ
Ä
P, α˜Pν (z)
ä
. Moreover, Bn−1(z, δ) ⊂ U×Cn−2.
Thus
Σ :=
î
z + γ
Ä
P, α˜Pν (z)
äó
∩
î
z + {Dφ∗(aν)(ξ − aν) : ξ ∈ C \ {0} such that aν + ξ ∈ U}
ó
∩ ∂Bn−1(z, δ)
is nonempty. Therefore we can choose ζ ∈ γ
Ä
P, α˜Pν (z)
ä
such that z ± ζ ∈ Σ, and
ξ ∈ C such that aν ± ξ ∈ U and Dφ∗(aν)(±ξ) = ±ζ. Now applying (7) in the case
a = aν and using (6) yields∣∣∣φp(aν + ξ)− zp − ζp
∣∣∣ < (C/2) θ|ξ| < (C/2)|φ′p(aν)ξ| = (C/2)|ζp|
for every p ∈ P . Since also φp(aν + ξ) = zp + ζp for p ∈ Nn−1 \ P and φ1(z1) = z1,
this shows that there exist uniquely determined ζ ′, ζ ′′ ∈ ∆n−1
Ä
0, (C/2)|ζ|
ä
such that
z+ (ζ + ζ ′) = φ∗(aν + ξ), z− (ζ + ζ ′′) = φ∗(aν − ξ) and ζ ′1, ζ ′′1 = 0. In particular, we
see from φ(U) ⊂ f
Ä
Dr′(ξ0)
ä
⊂ f
Ä
Dr(0)
ä
⊂ E that
w := φn(aν + ξ) ∈ Ez+(ζ+ζ′), w′ := φn(aν − ξ) ∈ Ez−(ζ+ζ′′).
Observe that ζ, ζ ′ζ ′′ satisfy the conditions in (9). Since aν ∈ U and φ′1 ≡ 1 on U ,
we get ‖ζ ′ + 2ζ + ζ ′′‖ ≥ (2 − C)‖ζ‖ = (2 − C)‖Dφ∗(aν)(ξ)‖ ≥ (2 − C)|ξ| and thus,
in view of Lemma 8, can finally make the following estimate:∣∣∣φn(aν + ξ)− φn(aν − ξ)
∣∣∣
2|ξ| ≥ (1− C/2) ·
|w − w′|
‖ζ ′ + 2ζ + ζ ′′‖ ≥
1− C/2
1 + C/2
· (ν − 1) .
This holds true for every member ν of the strictly increasing sequence (νk), and the
right term becomes unbounded as ν → +∞. Since for each fixed ν the number ξ
was chosen such that aν ± ξ ∈ U , this contradicts the fact that φn has a bounded
derivate on U . 
4. Choice of the sequence {εl} - Part II
Recall that Eν = {Pν = 0}, ν ∈ N. We show that for {εl} decreasing fast
enough we can guarantee nice convergence properties of the sequence {Pν} as well
as certain relations between the limit set E of {Eν} and the sublevel sets of the
defining polynomials Pν .
Lemma 10. Let {εl} be chosen in such a way that εl
»
|z[l] − al| < 1/2l onBn−1(0, l)
for every l ∈ N. Then the sequence {|Pν |1/2ν} converges uniformly on compact sub-
sets of Cn \ E , and limν→∞|Pν |1/2ν > 0 on Cn \ E .
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Proof. Fix (z0, w0) ∈ Cn \ E and choose R > 0 such that (z0, w0) ∈ ∆R :=
Bn−1(0, R) × C. Since E is closed and Eν ∩ ∆R → E ∩ ∆R in the Hausdorff met-
ric, there exist a ball B := Bn
Ä
(z0, w0), δ
ä
⊂ ∆R and positive numbers r > 0,
Nr > 0 such that dist(B,Eν) > r for all ν ≥ Nr. Now for every ν, µ ∈ N,
j ∈ N2ν and z ∈ Cn−1 we denote the 2µ values of w(ν)j (z) +
∑ν+µ
l=ν+1 εl
√
z[l] − al
by w
(µ)
1 (ν, j; z), . . . , w
(µ)
2µ (ν, j; z). Observe that with this notation we have
|Pν+µ(z, w)|1/2ν+µ=
2ν+µ∏
l=1
|w − w(ν+µ)l (z)|1/2
ν+µ
=
2ν∏
j=1
2µ∏
k=1
|w − w(µ)k (ν, j; z)|1/2
ν+µ
;
thus passing from |Pν(z, w)|1/2ν to |Pν+µ(z, w)|1/2ν+µ amounts to replace each term
|w−w(ν)j (z)| occuring in the product expansion of |Pν(z, w)|1/2
ν
by the mean value∏2µ
k=1|w − w(µ)k (ν, j; z)|1/2
µ
. Since for ν ≥ R one has |w(ν)j (z) − w(µ)k (ν, j; z)| ≤∑ν+µ
l=ν+1 εl
»
|z[l] − al| < 1/2ν for all z ∈ Bn−1(0, R), we can estimate the resulting
error, by means of
2µ∏
k=1
|w − w(µ)k (ν, j; z)|1/2
µ
>
2µ∏
k=1
(
|w − w(ν)j (z)| − 1/2ν
)1/2µ
= |w − w(ν)j (z)| − 1/2ν ,
2µ∏
k=1
|w − w(µ)k (ν, j; z)|1/2
µ
<
2µ∏
k=1
(
|w − w(ν)j (z)|+ 1/2ν
)1/2µ
= |w − w(ν)j (z)|+ 1/2ν ,
to be less than 1/2ν for all (z, w) ∈ B ⊂ Bn−1(0, R)×C (obviously the first inequality
is trivial if |w − w(ν)j (z)| < 1/2ν). In particular, whenever |w − w(ν)j (z)| ≥ 1/2ν on
B and ν ≥ R, we get
2ν∏
j=1
(
|w − w(ν)j (z)| − 1/2ν
)1/2ν
≤ |Pν+µ(z, w)|1/2ν+µ≤
2ν∏
j=1
(
|w − w(ν)j (z)| + 1/2ν
)1/2ν
on B. But |w − w(ν)j (z)| > r on B for all ν ≥ Nr, where r does not depend on ν.
Since |Pν(z, w)| = ∏2νj=1|w−w(ν)j (z)|, this shows that
¶
|Pν(z, w)|1/2ν
©
ν≥1
is a Cauchy
sequence for every (z, w) ∈ B and in fact that
¶
|Pν |1/2ν
©
ν≥1
converges uniformly on
B. Moreover, limν→∞|Pν |1/2ν > 0 on B, since the above estimates hold true for all
µ ∈ N. 
Lemma 11. If {εl} is decreasing fast enough, then
E =
⋂
ν∈N
⋃
µ≥ν
¶
|Pµ| < ( 1µ)2
µ
©
. (10)
Moreover, the following relations hold true for every µ ≥ ν ≥ R:
(1) {|Pµ| < ( 1ν+1)2
µ} ∩Bn(0, R) ⊂⊂ {|Pν | < ( 1ν )2
ν}.
(2) {|Pν | < ( 1ν )2
ν} ∩Bn(0, R) ⊂⊂ {|Pµ| < ( 1ν−1)2
µ}.
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Proof. For M ⊂ Cn and R, δ > 0 we let M(R) :=M ∩Bn(0, R) and
M 〈δ〉 :=M ∪
⋃
x∈∂M
Bn(x, δ) and M 〈−δ〉 :=M \
⋃
x∈∂M
Bn(x, δ).
One easily verifies the following relations for all M,N ⊂ Cn and R, δ, δ1, δ2 > 0:
(A) M ⊂ N ⇒M 〈δ〉 ⊂ N 〈δ〉 and M ⊂ N ⇒M 〈−δ〉 ⊂ N 〈−δ〉.
(B) M(R) ⊂ N ⇒M(R) ⊂⊂ N 〈δ〉 and M(R) ⊂ N ⇒ [M 〈−δ〉](R) ⊂⊂ N .
(C) [M 〈δ1〉]〈δ2〉 =M 〈δ1+δ2〉 and [M 〈−δ1〉]〈−δ2〉 =M 〈−(δ1+δ2)〉.
(D) [M 〈δ〉](R−δ) ⊂ [M(R)]〈δ〉 and [M 〈−δ〉](R−δ) ⊂ [M(R)]〈−δ〉.
Moreover, M
〈±δ〉
(R) will denote the set M
〈±δ〉 ∩ Bn(0, R). We can choose sequences
{εl}, {δl} of positive numbers converging to zero such that for all ν ∈ N the following
relations hold true:
(1ν) εν
»
|z[ν] − aν | < 12ν on Bn−1(0, ν).
(2ν)
[¶
|Pν | < ( 1ν+1)2
ν
©
(ν+1)
∪
¶
|Pν | > ( 1ν−1)2
ν
©
(ν+1)
]
∩
¶
|Pν | = ( 1ν )2
ν
©〈δν〉
= ∅.
(3ν+1)
¶
|Pν+1| < ( 1λ)2
ν+1
©
(ν+1)
⊂
¶
|Pν | < ( 1λ)2
ν
©〈δν/2ν〉
for λ = 1, . . . , ν + 1.
(3′ν+1)
¶
|Pν | < ( 1λ)2
ν
©〈−δν/2ν〉
(ν+1)
⊂
¶
|Pν+1| < ( 1λ )2
ν+1
©
for λ = 1, . . . , ν − 1.
Indeed, we can choose ε1 to satisfy (11). After fixing such ε1, the polynomial P1 is
fixed, and we can choose δ1 < 1/2 to satisfy (21). Suppose now that εl, δl are already
chosen for l = 1, 2, . . . , ν such that (1ν)-(3
′
ν) hold true. By Lemma 1 we know that
Pν+1 → P 2ν uniformly on compact subsets as εν+1 → 0; hence we can find ε > 0
such that for εν+1 < ε the polynomial Pν+1 satisfies (3ν+1) and (3
′
ν+1). Moreover,
we can find ε′ > 0 such that for εν+1 < ε
′ the inequality (1ν+1) holds true. We
choose εν+1 < min{ε, ε′}, and we point out that every ε′ν+1 ∈ (0, εν+1) would also
be a proper choice for εν+1. For Pν+1 now being fixed, we can find δν+1 < δν/2
satisfying (2ν+1).
(i) We now prove statement (1) of the lemma. In order to do this we need the
following
Claim 1. For µ > ν ≥ R, one has
¶
|Pµ| < ( 1ν+1)2
µ
©
(R)
⊂
¶
|Pν | < ( 1ν+1 )2
ν
©〈∑µ−1
l=ν
δl/2
l〉
.
Proof. Let µ > ν ≥ R be fixed. For proving the statement of the claim, we use
reverse induction on ρ to show that
¶
|Pµ| < ( 1ν+1 )2
µ
©
(R)
⊂
¶
|Pρ| < ( 1ν+1)2
ρ
©〈∑µ−1
l=ρ
δl/2
l〉
for ρ = µ− 1, . . . , ν. (11)
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The case ρ = µ − 1 follows immediately from (3µ) with λ = ν + 1. Suppose that
property (11) holds for some ρ ∈ N such that µ > ρ > ν ≥ R. Then one also has
¶
|Pµ| < ( 1ν+1)2
µ
©
(R)
⊂
¶
|Pρ| < ( 1ν+1 )2
ρ
©〈∑µ−1
l=ρ
δl/2
l〉
(R)
. (12)
Hence applying (3ρ) with λ = ν + 1, we can conclude that¶
|Pρ| < ( 1ν+1)2
ρ©
(ρ)
⊂
¶
|Pρ−1| < ( 1ν+1)2
ρ−1©〈δρ−1/2ρ−1〉
⇒
î¶
|Pρ| < ( 1ν+1)2
ρ©
(ρ)
ó〈∑µ−1
l=ρ
δl/2
l〉 ⊂
î¶
|Pρ−1| < ( 1ν+1)2
ρ−1©〈δρ−1/2ρ−1〉ó〈∑µ−1l=ρ δl/2l〉
⇒
î¶
|Pρ| < ( 1ν+1)2
ρ©〈∑µ−1
l=ρ
δl/2
l〉ó
(ρ−
∑µ−1
l=ρ
δl/2l)
⊂
¶
|Pρ−1| < ( 1ν+1 )2
ρ−1©〈∑µ−1
l=ρ−1
δl/2
l〉
⇒
î¶
|Pρ| < ( 1ν+1)2
ρ©〈∑µ−1
l=ρ
δl/2
l〉ó
(R)
⊂
¶
|Pρ−1| < ( 1ν+1 )2
ρ−1©〈∑µ−1
l=ρ−1
δl/2
l〉
.
This, together with (12), completes our argument by induction and proves Claim
1.
Observe that, since {δl} is monotonically decreasing, we get from Claim 1 and
(B) the following property:¶
|Pµ| < ( 1ν+1 )2
µ
©
(R)
⊂⊂
¶
|Pν | < ( 1ν+1)2
ν
©〈δν〉
. (13)
Fix now some ν ≥ R. We are going to show that¶
|Pν | < ( 1ν+1)2
ν©〈δν〉
(R)
⊂
¶
|Pν | < ( 1ν )2
ν©
. (14)
Note that (13) and (14) together prove (1). By definition, we have¶
|Pν | < ( 1ν+1)2
ν©〈δν〉
(R)
=
¶
|Pν | < ( 1ν+1 )2
ν©
(R)
∪
⋃
x∈∂{|Pν |<(
1
ν+1
)2ν }
Bn(x, δν)(R)
Obviously ¶
|Pν | < ( 1ν+1)2
ν
©
(R)
⊂
¶
|Pν | < ( 1ν )2
ν©
.
Let ζ ∈ Bn(x, δν)(R) for some x ∈ ∂{|Pν | < ( 1ν+1)2
ν}. Then in particular x ∈
{|Pν | = ( 1ν+1 )2
ν}(ν+1). Assume, to get a contradiction, that ζ ∈ {|Pν | ≥ ( 1ν )2
ν}.
Since x ∈ {|Pν | < ( 1ν )2
ν}(ν+1), we then can find t ∈ (0, 1] such that x˜ := (1 −
t)x + tζ ∈ {|Pν | = ( 1ν )2
ν}. Now obviously ‖x˜ − x‖ < δν , which shows that x ∈
{|Pν | = ( 1ν+1)2
ν}(ν+1) ∩ {|Pν | = ( 1ν )2
ν}〈δν 〉. In particular, we conclude that {|Pν | <
( 1ν+1)
2ν}(ν+1) ∩ {|Pν | = ( 1ν )2
ν}〈δν〉 6= ∅, which contradicts (2ν). This proves that
⋃
x∈∂{|Pν |<(
1
ν+1
)2ν }
Bn(x, δν)(R) ⊂
¶
|Pν | < ( 1ν )2
ν©
,
and hence (14). The proof of statement (1) of the lemma is now complete.
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(ii) We now prove statement (2) of the lemma. For being able to do this we need
the following
Claim 2. For µ > ν ≥ R, one has
¶
|Pν | < ( 1ν−1 )2
ν
©〈−∑µ−1
l=ν
δl/2
l〉
(R)
⊂
¶
|Pµ| < ( 1ν−1)2
µ©
.
Proof. Let µ > ν ≥ R be fixed. For proving the statement of the claim, we use
induction on ρ to show that
¶
|Pν | < ( 1ν−1 )2
ν
©〈−∑ρ−1
l=ν
δl/2
l〉
(ν+1−
∑ρ−1
l=ν
δl/2l)
⊂
¶
|Pρ| < ( 1ν−1 )2
ρ©
, for ρ = ν + 1, . . . , µ. (15)
The case ρ = ν + 1 follows immediately from (3′ν+1) with λ = ν − 1. Suppose that
property (15) holds for some ρ ∈ N such that µ > ρ > ν ≥ R. Then we also have
î¶
|Pν | < ( 1ν−1)2
ν©〈−∑ρ−1
l=ν
δl/2
l〉ó
(ν+1−
∑ρ−1
l=ν
δl/2l)
⊂
¶
|Pρ| < ( 1ν−1 )2
ρ©
⇒
[î¶
|Pν | < ( 1ν−1)2
ν©〈−∑ρ−1
l=ν δl/2
l〉ó
(ν+1−
∑ρ−1
l=ν
δl/2l)
]〈−δρ/2ρ〉⊂ ¶|Pρ| < ( 1ν−1)2ρ©〈−δρ/2ρ〉
⇒
î¶
|Pν | < ( 1ν−1)2
ν©〈−∑ρ
l=ν δl/2
l〉ó
(ν+1−
∑ρ
l=ν
δl/2l)
⊂
¶
|Pρ| < ( 1ν−1)2
ρ©〈−δρ/2ρ〉
⇒
î¶
|Pν | < ( 1ν−1)2
ν©〈−∑ρ
l=ν δl/2
l〉ó
(ν+1−
∑ρ
l=ν
δl/2l)
⊂
¶
|Pρ| < ( 1ν−1)2
ρ©〈−δρ/2ρ〉
(ν+1)
while from (3′ρ+1) with λ = ν − 1, we get¶
|Pρ| < ( 1ν−1 )2
ρ©〈−δρ/2ρ〉
(ν+1)
⊂
¶
|Pρ+1| < ( 1ν−1)2
ρ+1©
.
This completes our argument by induction and, since ν+1−∑µ−1l=ν δl/2l > R, proves
Claim 2. 
Observe that, since {δl} is monotonically decreasing, we get from Claim 2 and
(B) the following property:¶
|Pν | < ( 1ν−1)2
ν©〈−δν〉
(R)
⊂⊂
¶
|Pµ| < ( 1ν−1 )2
µ©
. (16)
Fix now some ν ≥ R. We are going to show that¶
|Pν | < ( 1ν )2
ν©
(R)
⊂
¶
|Pν | < ( 1ν−1 )2
ν©〈−δν〉
(R)
. (17)
Note that (16) and (17) together prove (2). By definition, we have¶
|Pν | < ( 1ν−1 )2
ν©〈−δν〉
(R)
=
¶
|Pν | < ( 1ν−1 )2
ν©
(R)
\
⋃
x∈∂{|Pν |<(
1
ν−1
)2ν }
Bn(x, δν)(R).
Obviously ¶
|Pν | < ( 1ν )2
ν©
(R)
⊂
¶
|Pν | < ( 1ν−1)2
ν©
(R)
.
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Let ζ ∈ Bn(x, δν)(R) for some x ∈ ∂{|Pν | < ( 1ν−1)2
ν}. Then in particular x ∈
{|Pν | = ( 1ν−1 )2
ν}(ν+1). In order to get a contradiction, assume that ζ ∈ {|Pν | <
( 1ν )
2ν}(R). Since x ∈ {|Pν | > ( 1ν )2
ν}, we then can find t ∈ (0, 1) such that x˜ :=
(1 − t)x + tζ ∈ {|Pν | = ( 1ν )2
ν}. Now obviously ‖x˜ − x‖ < δν , which shows that
x ∈ {|Pν | = ( 1ν−1 )2
ν}(ν+1) ∩ {|Pν | = ( 1ν )2
ν}〈δν〉. In particular, we conclude that
{|Pν | > ( 1ν−1)2
ν}(ν+1) ∩ {|Pν | = ( 1ν )2
ν}〈δν〉 6= ∅, which contradicts (2ν). This proves
that ¶
|Pν | < ( 1ν )2
ν©
(R)
∩
⋃
x∈∂{|Pν |<(
1
ν−1
)2ν }
Bn(x, δν)(R) = ∅,
and hence (17). The proof of statement (2) of the lemma is now complete.
Finally, we show that the representation (10) holds true. Let (z, w) ∈ Cn and
choose R > 0 such that (z, w) ∈ Bn(0, R). Assume that (z, w) ∈ E . Let µ ≥ R.
Applying (1), we get
(Eµ+l)(R) ⊂
¶
|Pµ+l| < ( 1µ+l )2
µ+l
©
(R)
⊂⊂
¶
|Pµ| < ( 1µ)2
µ
©
for all l ∈ N. But since (1ρ) holds true for all ρ ∈ N, we can apply Lemma 2 to
see that E(R) = liml→∞(Eµ+l)(R) in the Hausdorff metric. Hence E(R) ⊂ {|Pµ+1| ≤
( 1µ+1 )
2µ+1}(R) ⊂ {|Pµ| < ( 1µ)2
µ}. Since this holds true for all µ ≥ R, it follows
(z, w) ∈ ⋂ν∈N⋃µ≥ν{|Pµ| < ( 1µ)2µ}. Conversely, assume that (z, w) /∈ E . Then by
Lemma 10, the sequence {|Pν(z, w)|1/2ν } is converging to a positive real number;
hence there exist δ > 0 and µ0 ∈ N such that |Pµ(z, w)|1/2µ > δ for all µ ≥ µ0.
In particular, (z, w) /∈ {|Pµ| < ( 1µ)2
µ} for µ ≥ max{µ0, 1/δ}, which shows that
(z, w) /∈ ⋂ν∈N⋃µ≥ν{|Pµ| < ( 1µ)2µ}. 
5. Proofs of the theorems. Open questions
We now fix the sequence {εl} once and for all to be converging to zero so fast
that the conclusions of Lemma 9 and 11 hold true and that εl
»
|z[l] − al| < 1/2l
on Bn−1(0, l).
For each ν ∈ N, define a function ϕν : Cn → [−∞,+∞) as
ϕν(z, w) :=
1
2ν
log|Pν(z, w)|.
Then ϕν is a plurisubharmonic function in C
n, pluriharmonic in Cn \ Eν , and
ϕν(z, w) = −∞ if and only if (z, w) ∈ Eν .
Lemma 12. The sequence {ϕν} converges uniformly on compact subsets of Cn \ E
to a pluriharmonic function ϕ : Cn \ E → R, and lim(z,w)→(z0,w0) ϕ(z, w) = −∞ for
every (z0, w0) ∈ E . In particular, ϕ has an unique extension to a plurisubharmonic
function on Cn.
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Proof. Applying Lemma 10, we immediately see that {ϕν} converges uniformly
on compact subsets of Cn \ E . In particular, ϕ is pluriharmonic in Cn \ E . Let
(z0, w0) ∈ E and let {(zj , wj)}j≥1 be an arbitrary sequence of points converging to
(z0, w0). Let R ∈ N be such that (z0, w0) ∈ Bn(0, R). From part (1) of Lemma 11
we know that
{|Pµ+1| < ( 1µ+1 )2
µ+1} ∩Bn(0, R) ⊂ {|Pµ| < ( 1µ)2
µ}
for every µ ≥ R; thus it follows from
E =
⋂
ν∈N
⋃
µ≥ν
¶
|Pµ| < ( 1µ)2
µ
©
that E ∩ Bn(0, R) ⊂ {|Pν | < ( 1ν )2
ν} for all ν ≥ R. Hence for every ν ≥ R there
exists j(ν) ∈ N such that (zj , wj) ∈ {|Pν | < ( 1ν )2
ν} ∩ Bn(0, R) for all j ≥ j(ν). But
whenever (zj , wj) ∈ {|Pν | < ( 1ν )2
ν} ∩Bn(0, R) we know from part (2) of Lemma 11
that also (zj , wj) ∈ {|Pµ| < ( 1ν−1 )2
µ} for each µ ≥ ν. This means that ϕµ(zj , wj) <
− log(ν − 1) for each µ ≥ ν. Hence ϕ(zj , wj) ≤ − log(ν − 1) for each j ≥ j(ν). This
shows that limj→∞ ϕ(zj , wj) = −∞. 
Proof of Theorem 1. By construction we have E = {z ∈ Cn : ϕ(z) = −∞}, and
ϕ is pluriharmonic in Cn \ E by Lemma 12. Using the representation (10) of E by
sublevel sets of the polynomials Pν , we get
Cn \ E =
⋃
ν∈N
⋂
µ≥ν
{ϕµ ≥ − log µ};
hence Cn \ E is pseudoconvex. It only remains to show that ¤ ∂Bn(0, R) ∩ E =
Bn(0, R)∩E . Using (10) and part (1) of Lemma 11, we see that for every (z, w) ∈ Cn\
E there exists ν ∈ N such that Bn(0, R)∩E ⊂ {|Pν | < ( 1ν )2
ν} but |Pν(z, w)| ≥ ( 1ν )2
ν
,
i.e., (z, w) /∈ ¤ ∂Bn(0, R) ∩ E . However, since clearly ¤ ∂Bn(0, R) ∩ E ⊂ Bn(0, R), this
shows that ¤ ∂Bn(0, R) ∩ E ⊂ Bn(0, R)∩E . Concerning the other direction, note that¤ ∂Bn(0, R) ∩ Eν = Bn(0, R)∩Eν for every ν ∈ N by the maximum modulus principle
and the fact that Eν is the zero set of the polynomial Pν . Since on bounded subsets of
Cn the sequence {Eν} converges to E in the Hausdorff metric, we thus conclude that
Bn(0, R) ∩ E = limν→∞Bn(0, R) ∩ Eν = limν→∞ ¤ ∂Bn(0, R) ∩ Eν ⊂ ¤ ∂Bn(0, R) ∩ E .

Proof of Theorem 2. For each C1 ∈ R, we define ΩC1 ⊂ Cn to be the domain
ΩC1 :=
¶
(z, w) ∈ Cn : ϕ(z, w) +
Ä
‖z‖2 + |w|2
ä
< C1
©
,
where ϕ(z, w) is the function constructed in Lemma 12. It follows from the plurisub-
harmonicity of ϕ on Cn that ΩC1 is strictly pseudoconvex. Obviously one also has
that E = {ϕ = −∞} ⊂ ΩC1 . Further, by Sard’s theorem, we can choose a constant
C1 such that ΩC1 has C
∞-smooth boundary. We fix such a constant C1 and define
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Ω to be the domain ΩC1 . By construction, E contains no analytic variety of positive
dimension. Using the representation (10) of E by sublevel sets of the polynomials
Pν , we get
Ω \ E =
⋃
ν∈N
⋂
µ≥ν
(
Ω ∩ {ϕµ ≥ − log µ}
)
.
In particular, Ω \ E is pseudoconvex, and hence the projection pin
Ä
E(∂Ω)
ä
of the
envelope of holomorphy E(∂Ω) of ∂Ω onto Cn is contained in Ω \ E .
It remains to show that E(∂Ω) is single-sheeted and coincides with Ω\E . Observe
that for every a ∈ R the set Ω ∩ {ϕ ≥ a} is compact and hence, since ϕν → ϕ
uniformly on compact subsets of Cn \ E , for each a ∈ R we can choose a natural
number N(a) ∈ N such that
Ω∩{ϕ > a} ⊂ Ω∩{ϕN(a) > a− 1} = Ω∩
¶
|PN(a)| > e2
N(a)(a−1)
©
⊂ Ω∩{ϕ > a− 2}.
Fix some a ∈ R and let N := N(a). Observe that PN , being a polynomial, has only
finitely many singular values c1, c2, . . . , ck and let S :=
⋃k
j=1{PN = cj} (indeed,
using the explicit formula for PN stated after Lemma 1, one can even see that k = 1
and c1 = 0). Let now f ∈ CR(∂Ω). Since Ω is strictly pseudoconvex, f extends to
a holomorphic function on some one-sided neighbourhood U ⊂ Ω of ∂Ω, which will
be denoted by f as well.
Let H ⊂ Cn denote a complex two-dimensional affine subspace of Cn which is
obtained by fixing n − 2 of the coordinates z1, z2, . . . , zn−1, w (for n = 2 the only
possible choice is H = C2). Then Ω ∩H = ⋃α Γα is the disjoint union of a family
{Γα} of strictly pseudoconvex domains Γα ⊂ H ∼= C2, and ∂HΓα ⊂ ∂Ω∩H for each
α, where ∂HΓα denotes the boundary of Γα with respect to the relative topology on
H. In particular, we can view each Γα as a strictly pseudoconvex domain in C
2, and
for each α the restriction of f to U ∩H defines a holomorphic function in a one-sided
neighbourhood of ∂HΓα. With the situation reduced to a two-dimensional case, we
can now argue as in the example from introduction and conclude from Theorem A
in [J ] that E(∂HΓα) is single-sheeted (of course here E(∂HΓα) denotes the envelope
of holomorphy of ∂HΓα with respect to functions holomorphic in H ∼= C2). On the
other hand, since for each ν ∈ N the restriction Pν |H is again a polynomial and we
can assume it to be nonconstant (for ν ≥ ν0 large enough this clearly is satisfied),
for each a′ ∈ R the sets {PN(a′)|H = c} with c ∈ C, |c| > e2N(a
′)(a′−1), constitute a
continuous family of analytic curves in H ∼= C2, that fills (Ω∩H)∩{ϕ > a′}. Using
the Kontinuita¨tssatz, we thus conclude that E(∂HΓα) = Γα ∩ {ϕ > −∞} = Γα \ E
for each α. Hence, since the domains Γα are disjoint and pseudoconvex, we get that
E(
⋃
α ∂HΓα) is single-sheeted and (Ω∩H) \ E ⊂ E(
⋃
α ∂HΓα). In particular, f |U∩H
extends to a holomorphic function
fH : (Ω \ E) ∩H → C, fH = f near ∂Ω.
Observe that this already proves our claim in the case n = 2.
Assume now that n ≥ 3. For each c ∈ C \ {c1, c2, . . . , ck} the hypersurface
{PN = c} is a Stein manifold of dimension at least 2, and if |c| > e2N (a−1), then each
23
connected component of Ωc := Ω ∩ {PN = c} is a bounded strictly pseudoconvex
domain in {PN = c}. Further, f restricts to a holomorphic function on Ωc\K, where
K ⊂ Ωc is a compact set of the form K = Ωc \ U˜ for some one-sided neighbourhood
U˜ ⊂ U of ∂Ω. Since each connected component Γ of Ωc is bounded and strictly
pseudoconvex, the boundary of Γ in {PN = c} is connected, and hence we can
assume Γ \ K = Γ ∩ U˜ to be connected. Thus we can apply Hartogs theorem on
removability of compact singularities to extend f |Ωc\K to a holomorphic function f˜c
on Ωc (for a version of the classical Hartogs theorem in the setting of Stein manifolds
see Corollary 4.2 in [AH]). In this way we can define a function
fa :
î
Ω ∩ {PN > e2N (a−1)}
ó
\ S → C, fa = f near ∂Ω,
by letting fa(z, w) = f˜c(z, w) if PN (z, w) = c. We claim that for every two-
dimensional subspace H ⊂ Cn described above, the functions fa and fH coincide on
their common domain of definition, namely, on the set
î
Ω∩H∩{PN > e2N (a−1)}
ó
\S.
Indeed, let c ∈ C\{c1, c2, . . . , ck}, |c| > e2N (a−1). Since the restriction PN |H is again
a (nonconstant) polynomial, the set γc := Ω ∩H ∩ {PN = c} is an analytic curve in
Ω ∩H ∩ {PN > e2N (a−1)}. Observe that the boundary of γc is contained in ∂Ω and
recall that fa and fH are holomorphic on γc and coincide near ∂Ω. Thus it follows
from the uniqueness theorem that fa = fH on γc. Hence, since c ∈ C\{c1, c2, . . . , ck}
with |c| > e2N (a−1) was arbitrary, we conclude that
fa = fH on
î
Ω ∩H ∩ {PN > e2N (a−1)}
ó
\ S. (18)
In particular, this shows that fa is holomorphic in each variable separately (recall
the definition of H). Thus by Hartogs separate analyticity theorem, fa is a holo-
morphic function on
î
Ω∩{PN > e2N (a−1)}
ó
\S. Moreover, we see from (18) and the
holomorphicity of fH on (Ω ∩H) \ E ⊃ Ω ∩H ∩ {PN > e2N (a−1)} that fa remains
bounded near S. It follows then from Riemann’s removable singularities theorem
that fa extends to a holomorphic function f˜a on Ω∩{PN > e2N (a−1)} ⊃ Ω∩{ϕ > a}.
Since a ∈ R was arbitrary, and since Ω \ E = ⋃a∈R Ω ∩ {ϕ > a}, we conclude that f
has a single-valued holomorphic extension to Ω \ E . Hence E(∂Ω) is single-sheeted
and E(∂Ω) = Ω \ E .
Now we can construct a smooth CR function f on ∂Ω which extends inside Ω
exactly to Ω \ E . In order to do so, let
‹Ω := ¶(z, w) ∈ Cn : ϕ(z, w) + Ä‖z‖2 + |w|2ä < C2©,
where the constant C2 > C1. Then the domain ‹Ω is also pseudoconvex and Ω ⊂ ‹Ω.
As before, we see that ‹Ω\E is pseudoconvex; hence there exists a holomorphic func-
tion f ∈ O(‹Ω\E) which does not extend to E . Then f |∂Ω is a function as required. 
Finally we state some open questions related to the content of the paper (and
also related to each other).
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Question 1. Let Ω ⊂ Cn, n ≥ 2, be an unbounded strictly pseudoconvex
domain. For each R > 0, consider the hull ¤ ∂Ω ∩Bn(0, R)A(Ω) of the set ∂Ω ∩
Bn(0, R) with respect to the algebra A(Ω) of the functions holomorphic in Ω, which
are continuous up to the boundary ∂Ω. Is it true that
⋃
R>0
¤ ∂Ω ∩Bn(0, R)A(Ω) = Ω?
Question 2. Is it true that there exist a properly embedded into Cn, n ≥ 2,
smooth Levi-flat hypersurface M and an unbounded strictly pseudoconvex domain
Ω ⊂ Cn such that M⊂ Ω?
Question 3. Let Ω ⊂ Cn, n ≥ 2, be an unbounded strictly pseudoconvex
domain. Does it follow that its boundary ∂Ω is connected?
Remark. After submitting this paper to arXiv the authors were informed by M.
Brunella that the answers to Questions 1 and 3 are negative and to Question 2 is
positive.
To show this, M. Brunella suggests to consider a domain W ⊂ C2z,w biholomor-
phic to C2z,w such that {z ∈ Cz : (z, 0) ∈ W} =
⋃N
k=1Dk and {z ∈ Cz : (z, 0) ∈
W} = ⋃Nk=1Dk, where D1,D2, . . . ,DN are bounded domains in Cz with C1-smooth
boundaries such that D1,D2, . . . ,DN are pairwise disjoint. The existence of such
a domain is granted by Corollary 1.1 in [G]. Let now δ > 0 be so small that the
δ-neighbourhoods U δk of Dk in Cz, k = 1, 2, . . . , N , are still pairwise disjoint, and
for each k = 1, 2, . . . , N consider a strictly subharmonic function ϕδk ∈ C∞(U δk )
such that ∂W
î
W ∩ {(z, w) ∈ C2 : z ∈ U δk , |w| ≤ eϕ
δ
k
(z)}
ó
⊂ {(z, w) ∈ C2 : z ∈
U δk , |w| = eϕ
δ
k
(z)}, where ∂W denotes the boundary operator in the relative topol-
ogy of W , and such that the set {(z, w) ∈ C2 : z ∈ ∂U δk , |w| = eϕ
δ
k
(z)} is disjoint
from W . Observe that these conditions are satisfied for δ small enough and ϕδk
close enough to −∞ due to the above property of W . Fix now such δ and ϕδk,
k = 1, 2, . . . , N , and consider an unbounded connected component W˜ of the set
W \ ⋃Nk=1{(z, w) ∈ C2 : z ∈ U δk , |w| ≤ eϕδk(z)}. Then by construction, W˜ is strictly
pseudoconvex along ∂W˜ \ ∂W and, moreover, ∂W˜ \ ∂W has at least N different
connected components. Let F be a biholomorphic map of W to C2 and define the
domain Ω by Ω := F (W˜ ). Then, since ∂Ω = F (∂W˜ \ ∂W ), Ω is an unbounded
strictly pseudoconvex domain in C2 with at least N boundary components, which
gives a negative answer to Question 3. This domain contains a properly embed-
ded into C2 Levi-flat hypersurface, namely, the surface F
Ä
(∂D × Cw) ∩W
ä
, where
D is any open disc in piz(W ) \ ⋃Nk=1 U δk . This gives a positive answer to Ques-
tion 2. Finally let Ω′ ⊂ C2 be a strictly pseudoconvex domain such that Ω ⊂ Ω′
and F−1(Ω′) ∩ {w = 0} = ∅ (such a domain Ω′ can be obtained, for example,
by repeating the construction of Ω with ϕδk replaced by ϕ
δ
k − 1, k = 1, 2, . . . , N).
Then φ := (log|w|) ◦ F−1 is a continuous plurisubharmonic function on Ω′, hence
Ω′c := {(z, w) ∈ Ω′ : φ(z, w) < c} is Runge in Ω′ for every c ∈ R (see Corollary 1
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of §4 in [N]). Moreover, by construction of Ω, for suitably chosen c the set Ω′c is a
neighbourhood of ∂Ω and Ω \ Ω′c 6= ∅. After fixing such c we then conclude that⋃
R>0
¤ ∂Ω ∩Bn(0, R)A(Ω) ⊂ ⋃R>0 ¤ ∂Ω ∩Bn(0, R)O(Ω′) ∩ Ω ⊂ Ω′c ∩ Ω ( Ω which gives
a negative answer to Question 1.
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