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Abstract
Although robotics is well established as a research field, there has been
relatively little work on human-robot collaboration. This type of collaboration
is going to become an increasingly important issue as robots work ever more
closely with humans. Clearly, there is a growing need for research on human-
robot collaboration and communication between humans and robotic systems.
Research into human-human communication can be used as a starting
point in developing a robust human-robot collaboration system. Previous re-
search into collaborative efforts with humans has shown that grounding, situa-
tional awareness, a common frame of reference and spatial referencing are vital
in effective communication. Therefore, these items comprise a list of required
attributes of an effective human-robot collaborative system.
Augmented Reality (AR) is a technology for overlaying three-dimensional
virtual graphics onto the user’s view of the real world. It also allows for real
time interaction with these virtual graphics, enabling a user to reach into the
augmented world and manipulate it directly. The internal state of a robot and
its intended actions can be displayed through the virtual imagery in the AR
environment. Therefore, AR can bridge the divide between human and robotic
systems and enable effective human-robot collaboration.
This thesis describes the work involved in developing the Augmented Re-
ality Human-Robot Collaboration (AR-HRC) System. It first garners design
criteria for the system from a review of communication and collaboration
in human-human interaction, the current state of Human-Robot Interaction
(HRI) and related work in AR. A review of research in multimodal interfaces
is then provided highlighting the benefits of using such an interface design.
Therefore, an AR multimodal interface was developed to determine if this
type of design improved performance over a single modality design. Indeed,
the multimodal interface was found to improve performance, thereby providing
the impetus to use a multimodal design approach for the AR-HRC system.
The architectural design of the system is then presented. A user study
conducted to determine what kind of interaction people would use when col-
laborating with a mobile robot is discussed and then the integration of a mobile
robot is described. Finally, an evaluation of the AR-HRC system is presented.
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Chapter 1
Introduction
Interface design for Human-Robot Interaction (HRI) will soon become one
of the toughest challenges that the field of robotics faces (Thrun, 2004). As
HRI interfaces mature it will become more common for humans and robots
to work together in a collaborative manner. However, although robotics is
well established as a research field, there has been relatively little research on
human-robot collaboration (Fong and Nourbakhsh, 2005).
There are many application domains that would benefit from effective
human-robot collaboration. For example, in space exploration, recent research
has pointed out that to reduce human workload, costs, fatigue driven error and
risk, intelligent robotic systems will need to be a significant part of mission
design (Fong and Nourbakhsh, 2005). Fong and Nourbakhsh (2005) also ob-
serve that scant attention has been paid to joint human-robot teams, and that
making human-robot collaboration natural and efficient is crucial to future
space exploration. Effective human-robot collaboration will also be required
for terrestrial applications such as Urban Search and Rescue (USAR) (Casper
and Murphy, 2002; Drury et al., 2005) and tasks completed robotically in haz-
ardous environments, such as the removal of nuclear waste (Tsoukalas and
Bargiotas, 1996).
Truly effective collaboration can take place only when the participants are
able to communicate with each other in a natural manner. Communicating
naturally for humans typically means using a combination of speech, gesture
and non-verbal cues such as gaze. Grounding, the common understanding be-
tween conversational participants (Clark and Brennan, 1991), shared spatial
referencing and spatial awareness are crucial components of communication
2and therefore collaboration. In this research, a focus is placed on the devel-
opment of a human-robot system that is capable of using a range of cues to
establish common ground.
In a collaborative team effort, it is important to capitalize on the strengths
of each member of the team. For example, humans are good at problem solving
and dealing with unexpected events while robots are good at repeated physical
tasks and working in hazardous environments. So an effective human-robot
collaboration system should exploit these strengths.
One of the key technologies applied in this research on human-robot collab-
oration is Augmented Reality (AR). AR is a technology for overlaying three-
dimensional virtual graphics onto the users view of the real world (Azuma,
1997). AR allows real time interaction with these graphics, enabling a user
to reach into the augmented world and manipulate it directly. AR has been
shown to be useful for many application areas such as medical (Nikishkov and
Tsuchimoto, 2007; Soler et al., 2004), education (Fjeld et al., 2003; Shelton
and Hedley, 2002), industry (Friedrich, 2002; Goose et al., 2003), architec-
ture (Sareika and Schmalstieg, 2007) and entertainment (Nilsen et al., 2004;
Piekarski and Thomas, 2002).
AR is used to provide a common 3D graphic of the robot’s workspace
that both the human and robot can reference, and so provide shared spatial
understanding. The internal state of the robot and its intended actions are
displayed through the virtual imagery in the AR environment. The human
team member is thus able to maintain situation awareness of the robot and its
surrounding, thereby giving the human-robot team the ability to ground their
communication. By coupling AR with spoken dialog a multimodal interface
has been developed that enables natural and efficient communication between
the human and robot team members, thus enabling effective collaboration.
There is a need for research on different types of HRI systems. This thesis
describes the development of the Augmented Reality Human-Robot Collab-
oration (AR-HRC) system. Fundamentally, this system enables humans to
communicate with robotic systems in a natural manner through spoken di-
alog and gesture interaction, using Augmented Reality technology for visual
feedback. This approach is in contrast to the typical reliance on a narrow
communication link.
3Therefore, the AR-HRC system provides the user the feeling of telepres-
ence. In essence, telepresence is projecting the human into the remote world of
the robotic system being collaborated with and providing the means to inter-
act within that environment. The AR-HRC system could have a broad base
for usage. For example, robust human-robot interaction enabling collaboration
through a shared workspace provided by AR could be applied in remote sur-
veying and exploration by autonomous robotic systems whether these systems
are in inhospitable places on earth, in space or on distant moons or planets.
Closer to home, this type of system could be used in industrial environments
enabling a remote team of humans to collaborate with autonomous robotic
systems on the manufacturing floor. The result would be the ability to locate
industrial sites away from populated environments, reduce travel to and from
these sites thus having a positive impact on the environment from reduced pol-
lution and reduce, if not eliminate, personal injury in these types of industrial
settings.
1.1 Chapter Summary
This section provides a road-map of the chapters that make up this thesis.
Chapter 2 Review: Human-Robot Interaction presents related work
in human-human communication and collaboration. A survey of Human-Robot
Interaction is given that is broken down into robots used as tools, guides,
hosting and assistant robots, humanoid robots, and robots in collaborative
tasks.
Chapter 3 Augmented Reality for Human-Robot Collaboration
introduces Augmented Reality (AR) and provides a survey of AR in human-
human collaborative efforts and HRI. Multimodal interaction is introduced
and a brief survey is given. The concept of a Wizard of Oz (WOZ) study
is presented and the benefits of running such a study are provided. Finally,
the results from the related work reviewed in this chapter and Chapter 2 are
summarized and an avenue for the development of the Augmented Reality
Human-Robot Collaboration system is presented.
Chapter 4 Multimodal AR Interaction presents work completed in
the development of a multimodal AR application that provided the impetus
4to use a multimodal AR approach in the design of the AR-HRC system.
Chapter 5 Architectural Design describes the architecture of the AR-
HRC system.
Chapter 6 Multimodal Metric Study reports on a Wizard of Oz
(WOZ) study conducted to define the nature of speech and gestures for human-
robot collaboration (HRC). The participants completed a task with a mobile
robot using three conditions; speech only, gesture only and speech combined
with gesture.
Chapter 7 Integration with a Mobile Robot discusses the integration
of a mobile robot into the AR-HRC system and provides the reader with two
examples of how interaction with the system takes place.
Chapter 8 System Evaluation reports on a formal evaluation of the AR-
HRC system. A typical teleoperation interface is compared to two versions of
the AR-HRC system. The full version of the AR-HRC system incorporates
spatial dialog, gesture interaction, planning, review and modification of a task
plan. A scaled down version of the AR-HRC system is also compared that
does not include planning, review or modification. These three interfaces have
different communication channels and thus support different types of collabo-
ration.
Chapter 9 Conclusions provides a concise summary of the work com-
pleted in this thesis.
Chapter 10 Future Work proposes directions for future research.
1.2 Acknowledgments
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Chapter 2
Review: Human-Robot Interaction
This chapter begins by discussing related work on human-human communi-
cation and collaboration, and is followed by a review of the current state of
Human-Robot Interaction (HRI). This work is separated into robots as tools,
robots as guides, robots as hosts and assistants, humanoid robots, and finally
robots in collaborative tasks. The chapter ends by providing a summary of the
lessons learned in the review of the current state of HRI, as well as those learned
from the review of communication and collaboration. These items form a list
of requirements necessary for an effective human-robot collaborative system.
2.1 Communication and Collaboration
In this work, collaboration is defined as “working jointly with others or together
especially in an intellectual endeavor” (MerriamWebster, 2008). In addition,
Nass et al. (1994) noted that social factors governing human-human interaction
equally apply to human-computer interaction. Therefore, before research in
human-robot interaction is discussed, human-human communication is briefly
reviewed.
There is a vast body of research relating to human-human communication
and collaboration. It is clear that people use speech, gesture, gaze and non-
verbal cues to attempt to communicate in the clearest possible fashion. In
many cases, face-to-face collaboration is also enhanced by, or relies on, real
objects or parts of the user’s real environment. This section briefly reviews the
roles conversational cues and real objects play in face-to-face human-human
collaboration. This information is used to provide guidelines for attributes
6that robots should have to effectively support human-robot collaboration.
A number of researchers have studied the influence of verbal and non-
verbal cues on face-to-face communication. Gaze plays an important role in
face-to-face collaboration by providing visual feedback, regulating the flow
of conversation, communicating emotions and relationships, and improving
concentration by restriction of visual input (Argyle, 1967; Kendon, 1967).
In addition to gaze, humans use a wide range of non-verbal cues to assist
in communication, such as nodding (Watanuki et al., 1995) gesture (McNeill,
1992), and posture (Cassell et al., 2001). In many cases, non-verbal cues can
only be understood by considering co-occurring speech, such as when using
deictic gestures, for example pointing at a location in space and using ambigu-
ous speech (Kendon, 1983). In studying the behavior of human demonstration
activities, it was observed that before conversational partners pointed to an
object, they always looked in the direction of that object first (Sidner and Lee,
2003).
Real objects and interactions with the real world can also play an im-
portant role in collaboration. Minneman and Harrison (1996) show that real
objects are more than just a source of information, they are also the con-
stituents of collaborative activity, create reference frames for communication
and alter the dynamics of interaction. In general, communication and shared
cognition are more robust because of the introduction of shared objects.
Real world objects can be used to provide multiple representations and re-
sult in increased shared understanding (Clark and Wilkes-Gibbs, 1986). Fussell
et al. (2003) showed through user studies that a shared visual workspace en-
hances collaboration as it increases awareness. A shared visual workspace also
results in fewer verbal exchanges during a collaborative effort.
Clark and Brennan (Clark and Brennan, 1991) provide a communication
model to interpret collaboration. In this model, conversation participants at-
tempt to reach shared understanding or common ground. Common ground
refers to the set of mutual knowledge, shared beliefs and assumptions that
collaborators have. This process of establishing shared understanding, or
“grounding”, involves communication using a range of modalities including
voice, gesture, facial expression and non-verbal body language.
7This look into communication and collaboration provides some of the re-
quirements that will be necessary for an effective human-robot collaboration
system. The robot will need to be able to recognize and produce non-verbal
communication cues to be an effective collaborative partner. The human
should also be aware of the robot in its surroundings and the interaction of
collaborative partners within those surroundings, in essence maintaining situ-
ation awareness (Endsley, 1995). The human-robot team should also be able
to communicate effectively and reach common ground easily.
2.2 Human-Robot Interaction
The next four sections review current research in HRI. These sections have been
separated into the use of robots as tools, robots as guides and assistants, the
development of humanoid robots, and the use of robots in collaborative tasks.
Finally, a summary is given discussing the attributes required of an effective
human-robot collaborative system based on the current state of research in
HRI. In addition, Bekey et al. (2008) provide an excellent overview of the
state of art of robotics with a focus on how this research is taking places in
various regions around the world.
2.2.1 Robots as Tools
The simplest way that robots can be used is as tools to aid in the completion of
physical tasks. Although there are many examples of robots used in this man-
ner, a few examples are given that benefit from human-robot interaction. For
example, agricultural robots raise the quality of produce, lower the production
costs and reduce the amount on manual labor needed (Edan, 1999).
Bechar and Edan (2003) implemented a human-robot collaborative system
to increase the success rate of harvesting. Results show that varying the level
of autonomy resulted in improved harvesting of melons. The detection process
was varied from the human independently identifying targets, to the human
working with automation recognition software, and ultimately the automation
software independently identifying target melons. Depending on the complex-
ity of the harvesting environment, varying the level of autonomy of the robotic
8harvester increased positive detection rates of melons by 4.5% - 7% from the
human operator working alone and as much as 20% compared to autonomous
robot detection alone.
Robots are often used for hazardous tasks. For instance, the placement
of radioactive waste in centralized intermediate storage is best completed by
robots instead of humans (Tsoukalas and Bargiotas, 1996). Robotic completion
of this task in a totally autonomous fashion is desirable but not yet obtainable
due to the dynamic operating conditions. Radiation surveys are completed
initially through teleoperation, the learned task is then put into the robots
repertoire so the next time the task is to be completed the robot will not need
instruction.
A dynamic control scheme is needed so that the operator can observe the
robot as it completes its task and when the robot needs help the operator can
intervene and assist with execution. In a similar manner, Ishikawa and Suzuki
(1997) developed a system to patrol a nuclear power plant. Under normal
operation the robot is able to work autonomously. However, in abnormal
situations the human must intervene to make decisions on the robots behalf.
In this manner, the system has the ability to utilize the problem solving skills
of the human, and thus be able to cope with unexpected events.
Human-robot teams are also used in Urban Search and Rescue (USAR).
Robots are teleoperated and used mainly as tools to search for survivors. Stud-
ies completed on human-robot interaction for USAR reveal that the lack of
situation awareness has a negative effect on performance (Burke et al., 2004;
Murphy, 2004; Yanco and Drury, 2004; Yanco et al., 2004). Situation aware-
ness was defined by Endsley (1988) as the perception of the elements in the
environment within a volume of time and space, the comprehension of their
meaning, and the projection of their status in the near future. Burke et al.
(2004) found that operators were engaged in the search task 32% of the time
and the time the robot was stationary was close to 50%. These results suggest
that it is extremely difficult for operators to establish situation awareness, and
hence had a negative impact on performance.
The use of an overhead camera and automatic mapping techniques improve
situation awareness and reduce the number of navigational errors (Scholtz,
2002; Scholtz et al., 2005). USAR is conducted in uncontrolled, hazardous
9environments with adverse ambient conditions that affect the quality of sensor
and video data. Studies show that varying the level of robot autonomy and
combining data from multiple sensors, thus using the best sensors for the given
situation, increases the success rate of identifying survivors (Nourbakhsh et al.,
2005).
Ohba et al. (1999) developed a system where multiple operators in different
locations control the collision free coordination of multiple robots in a common
work environment. Due to teleoperation time delay and the operators being
unaware of each other’s intentions, a predictive graphics display was utilized
to avoid collisions. The predictive display enlarged the virtual thickness of the
robotic arm being controlled by other operators as a buffer to prevent collisions
caused by time delay and the remote operators not being aware of each other’s
intentions.
In further work, operator’s commands were sent simultaneously to the
robot and the graphics predictor to circumvent the time delay (Chong et al.,
2001). The predictive simulator used these commands to provide virtual force
feedback to the operators to avoid collisions that might otherwise have oc-
curred had the time delay not been addressed. The predictive graphics display
is an important means of communicating intentions and increasing situation
awareness, thus reducing the number of collisions and damage to the system.
This section on Robots as Tools highlighted two important requirements
for an effective human-robot collaboration system. First, adjustable autonomy,
or enabling the system to vary the level of robotic system autonomy, increases
productivity and is an essential component of an effective collaboration system.
Second, situation awareness, or knowing what is happening in the robot’s
workspace, is also essential in a collaborative system. The human member
of the team must know what is happening in the robot’s workspace to avoid
collisions or damage to the robotic system.
2.2.2 Guide, Hosting and Assistant Robots
Robots are also used as guides. For example, Nourbakhsh et al. (1999) cre-
ated and installed Sage, an autonomous mobile robot in the Dinosaur Hall at
the Carnegie Museum of Natural History. Sage interacts with museum visi-
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tors through an LCD screen and audio, and uses humor to creatively engage
visitors. Sage also exhibits emotions and changes in mood to enhance commu-
nication. Sage is completely autonomous and when confronted with trouble
will stop and ask for help.
Sage was designed with safety, reliability and social capabilities to enable it
to be an effective member of the museum staff. Sage shows not only how speech
capabilities affect communication, but also that the form of speech and non-
verbal communication influences how well communication takes place. These
capabilities are demonstrated by Sage reacting in a different manner to the
same situation. For example, if someone repeatedly stands in its way, Sage
will raise its voice if it is “annoyed” or, if Sage is “happy”, it will respond by
joking around and attempting to engage the person. Sage is shown in Figure
2.1.
Figure 2.1 Sage interacting through an LCD screen with museum visitors (Nourbakhsh
et al., 1999).
The autonomous interactive robot Robovie is a humanoid robot that com-
municates and interacts with humans as a partner and guide (Kanda et al.,
2002). Its use of gestures, speech and eye contact enables the robot to effec-
11
tively communicate with humans. Results of experiments showed that robot
communication behavior induced human communication responses that in-
creased understanding. During interaction with Robovie participants spent
more than half of the time focusing on the face of the robot indicating the im-
portance of gaze in human-robot communication. Robovie is shown in Figure
2.2.
Figure 2.2 Robovie interacting with school children (Kanda et al., 2002).
Robots used as guides in museums must interact with people and portray
human-like behavior to be accepted. Kuzuoka et al. (2004) conducted studies
in a science museum to see how humans predict or anticipate the unfolding of
events when they communicate. The term projection was used to describe the
capacity to predict or anticipate the unfolding of events. Projection was found
to be difficult through speech alone because speech does not allow a partner to
anticipate what the next action may be in the way a person can predict what
may happen next by body language (gesture) or focus point of gaze.
Kuzuoka et al. (2004) designed a remote instruction robot, Gestureman, to
investigate projectability properties. A remote operator, who was located in a
separate room, controlled Gestureman. Through Gestureman’s three cameras
the remote operator had a wider view of the local work space than a person
normally would and so could see objects without the robot facing them, as
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shown in Figure 2.3. This dual ecology led to local human participants being
misled as to what the robot was focusing on, and thus not being able to quickly
locate what the remote user was trying to identify. The experiment highlighted
the importance of gaze direction and situation awareness in effective remote
collaboration and communication.
Figure 2.3 Gestureman: Remote user (left) with wider field of view than robot, identifies
object but does not project this intention to local participant (right) (Kuzuoka et al., 2004).
Sidner and Lee (2005) show that a hosting robot must not only exhibit
conversational gestures, but also must interpret these behaviors from their
human partner to engage in collaborative communication. Their robot Mel, a
penguin hosting robot, uses vision and speech recognition to engage a human
partner in a simple demonstration. Mel points to objects in the real world,
tracks the gaze direction of the participant to ensure instructions are being
followed, and looks at observers to acknowledge their presence.
Mel actively participates in the conversation and disengages from the con-
versation when appropriate. Mel is a good example of a multimodal approach
to effectively ground a conversation. More explicitly, gesture, gaze direction
and speech are used to ensure two-way communication is taking place. Mel is
shown in Figure 2.4.
Cero (Huettenrauch et al., 2004) is an assistant robot designed to help
those with physical disabilities in an office environment. During the iterative
development of Cero, user studies showed that communicating through speech
alone was not effective enough. Users commented that they could not dis-
tinguish where the front of the robot was nor could they determine if their
commands to the robot were understood correctly. In essence, communication
was not being effectively grounded.
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Figure 2.4 Mel uses multimodal communication to interact with participants (Sidner and
Lee, 2005).
To overcome this difficulty, a humanoid figure was mounted on the front
of the robot that could move its head and arms, as shown in Figure 2.5.
After implementation of the humanoid figure, it was found that users felt
more comfortable communicating with the robot and grounding was easier to
achieve (Huettenrauch et al., 2004). These results highlight the importance of
grounding in communication and the impact that gestures have on grounding.
Figure 2.5 Cero robot with humanoid figure using gestures to enhance grounding (Huet-
tenrauch et al., 2004).
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An assistant robot should exhibit a high degree of autonomy to obtain
information about their human partner and surroundings. Iossifidis et al.
(2003) developed CoRa (Cooperative Robot Assistant) that is modeled on
the behaviors, senses, and anatomy of humans. CoRa is fixed on a table
and interacts through speech, hand gestures, gaze and mechanical interaction
allowing it to obtain the necessary information about its surrounding and
partner. CoRa’s tasks include visual identification of objects presented by its
human teacher, recognition of an object amongst many, grasping and handing
over of objects and performing simple assembly tasks.
Lessons learned from this section for the design of an effective human-robot
collaboration system include the need for effective natural speech. Therefore, a
multimodal approach is necessary as communication is more than just speech
alone. In addition, the communication behaviour of a robotic system is impor-
tant as it should induce natural communication with human team members.
Lastly, grounding is a key element in communication, and thus collaboration.
2.2.3 Humanoid Robots
Robonaut is a humanoid robot designed by NASA to be an assistant to as-
tronauts during an extra vehicular activity (EVA) mission. Interaction with
Robonaut occurs in the three roles outlined in the work on human-robot in-
teraction by Scholtz (2003): 1) remote human operator, 2) a monitor and 3)
a coworker. Robonaut is shown in Figure 2.6.
Robonaut’s anthropomorphic form allows an intuitive one to one map-
ping for remote teleoperation. To enhance the operator’s sense of immersion
feedback is provided in the form of visual aids and kinesthetic, tactile and au-
ditory cues (Glassmire et al., 2004). The co-worker interacts with Robonaut
in a direct physical manner, as shown in Figure 2.7, and therefore is much like
interacting with a human.
Research into humanoid robots has also concentrated on making robots
appear human in their behavior and communication abilities. For example,
Breazeal et al. (2001) are working with Kismet, a robot that has been endowed
with visual perception that is human-like in its physical implementation. Eye
movement and gaze direction play an important role in communication aiding
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Figure 2.6 Robonaut with coworker and remote human operator (Glassmire et al., 2004).
Figure 2.7 Robonaut interacting in a direct manner with coworker (Glassmire et al.,
2004).
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the participants in reaching common ground. By following the example of
human vision movement and meaning, Kismet’s behavior will be understood
and Kismet will be more easily accepted socially. Kismet is an example of a
robot that can show the non-verbal cues typically present in human-human
conversation. Kismet is shown in Figure 2.8.
Figure 2.8 Kismet displaying non-verbal communication cues (Breazeal et al., 2001).
Robots with human social abilities, rich social interaction and natural com-
munication will be able to learn from human counterparts through cooperation
and tutelage. Breazeal et al. (Breazeal, 2004; Breazeal et al., 2003) are work-
ing toward building socially intelligent cooperative humanoid robots that can
work and learn in partnership with people. Robots will need to understand
intentions, beliefs, desires and goals of humans to provide relevant assistance
and collaboration. To collaborate, robots will also need to be able to infer and
reason.
The goal is to have robots learn as quickly and easily, as well as in the
same manner, as a person. Their robot, Leonardo, is a humanoid designed
to express and gesture to people, as well as learn to physically manipulate
objects from natural human instruction, as shown in Figure 2.9. The approach
for Leonardo’s learning is to communicate both verbally and non-verbally, use
visual deictic references, and express sharing and understanding of ideas with
its teacher.
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Figure 2.9 Leonardo activating middle button (left) and learning the name of the left
button (right) (Breazeal et al., 2001).
2.2.4 Robots in Collaborative Tasks
Inagaki et al. (1995) have proposed that humans and robots can have a common
goal and work cooperatively through perception, recognition and intention
inference. One partner would be able to infer the intentions of the other
from language and behavior during collaborative work. Morita et al. (1998)
demonstrated that the communication ability of a robot improves with physical
and informational interaction synchronized with dialog. Their robot, Hadaly-
2, expresses efficient physical and informational interaction and is capable
of carrying an object to a target position by reacting to visual and audio
instruction.
Natural human-robot collaboration requires the robotic system to under-
stand spatial referencing. Tversky et al. (1999) observed that in human-human
communication, speakers used the listener’s perspective when the listener had
a higher cognitive load than the speaker. Tenbrink et al. (2002) presented a
method to analyze spatial human-robot interaction, in which natural language
instructions were given to a robot via keyboard entry. Results showed that
the humans used the robot’s perspective for spatial referencing.
To allow a robot to understand different reference systems, Roy et al.
(2004) created a system where their robot was capable of interpreting the en-
vironment from its perspective or from the perspective of its conversational
partner. Using verbal communication, their robot Ripley was able to under-
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stand the difference between spatial references such as “my left” and “your
left”. The results of Tenbrink et al. (2002), Tversky et al. (1999) and Roy
et al. (2004) illustrate the importance of situation awareness and a common
frame of reference in spatial communication.
Skubic et al. (2004, 2002) also conducted a study on human-robotic spatial
dialog. A multimodal interface was used, including speech, gestures, sensors
and personal electronic devices. The robot was able to use dynamic levels of
autonomy to reassess its spatial situation in the environment through the use of
sensor readings and an evidence grid map. The result was natural human-robot
spatial dialog enabling the robot to communicate obstacle locations relative to
itself and receive verbal commands to move to an object it had detected.
Rani et al. (2004) built a robot that senses the anxiety level of a human
using biofeedback sensors and responds appropriately. In dangerous situations,
where the robot and human are working in collaboration, the robot was able
to detect the anxiety level of the human and take appropriate actions. To
minimize bias or error, the emotional state of the human is interpreted by the
robot through physiological responses that are generally involuntary and are
not dependent upon culture, gender or age.
To obtain natural human-robot collaboration, Horiguchi et al. (2000) de-
veloped a teleoperation system where a human operator and an autonomous
robot share their intent through a force feedback system. The human or the
robot can control the system while maintaining their independence by relaying
their intent through a force feedback joystick. Both the human and robot af-
fect the feedback on the joystick whose position is what ultimately drives the
robot. The use of force feedback resulted in reduced execution time and fewer
stalls of the teleoperated mobile robot.
Fernandez et al. (2001) also introduced an intention recognition system
where a robot participating in the transportation of a rigid object detects a
force signal measured in the arm gripper. The robot uses this force information,
as non-verbal communication, to generate its motion planning to collaborate
in the execution of the transportation task. Force feedback used for intention
recognition is another way in which humans and robots can communicate non-
verbally and work together.
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Collaborative control was developed by Fong et al. (2002a,b, 2003) for
mobile autonomous robots. The robots work autonomously until they run
into a problem they can’t solve. At this point, the robots ask the remote
operator for assistance, allowing human-robot interaction and autonomy to
vary as needed. Performance deteriorates as the number of robots working in
collaboration with a single operator increases (Fong et al., 2003). Conversely,
robot performance increases with the addition of human skills, perception and
cognition, and benefit from human advice and expertise.
In the collaborative control structure used by Fong et al. (2002a,b, 2003),
the human and robots engage in dialog, exchange information, ask questions
and resolve differences. Thus, the robot has more freedom in execution and
is more likely to find good solutions when it encounters problems. More suc-
cinctly, the human is a partner whom the robot can ask questions, obtain
assistance from and in essence, collaborate with.
In more recent work, Fong et al (Fong et al., 2006) note that for humans
and robots to work together as peers, the system must provide mechanisms
for the humans and robots to communicate effectively. They introduced the
Human-Robot Interaction Operating System (HRI/OS) which enables a team
of humans and robots to work together on tasks that are well defined and nar-
row in scope. The human agents are able to use spatial dialog to communicate
and the autonomous agents use spatial reasoning to interpret “left of” type
elements from the spatial dialog. The ambiguities arising from such dialog are
resolved through the use of modeling the situation in a simulator.
Research has shown that for robots to be effective partners they should
interact meaningfully through mutual understanding. In addition, a human-
robot collaborative system should take advantage of varying levels of auton-
omy and multimodal communication allowing the robotic system to work in-
dependently and ask its human counterpart for assistance when a problem is
encountered. Communication cues should be used to help identify the focus
of attention, greatly improving performance in collaborative work. Finally,
grounding can be achieved through meaningful interaction and the exchange
of dialog.
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2.3 Summary
The review of research in communication and HRI has resulted in a number
of requirements for creating an effective human-robot collaboration system:
 Grounding is a key element in communication, and thus in collaboration.
 Use of effective natural speech and a multimodal approach is necessary
as communication is more than just speech alone.
 The communication behaviour of a robotic system is important, as it
should induce natural communication with human team members.
 To be an effective partner, a robot should interact meaningfully through
mutual understanding.
 Communication cues should be used to help identify the focus of atten-
tion, greatly improving performance in collaborative work.
 Adjustable autonomy increases productivity and is an essential compo-
nent of an effective collaboration system.
 The robotic system should work independently and ask its human coun-
terpart for assistance when a problem is encountered.
 Maintaining situation awareness is essential in any collaboration system.
The human member of the team must know what is happening in the
robot’s world to avoid collisions or damage to the robotic system.
Chapter 3
Augmented Reality for Human-Robot
Collaboration
Augmented Reality (AR) is used in this research to enable humans to effec-
tively communicate with a robotic system by providing a platform for easily
reaching common ground. Through the use of AR, an environment is cre-
ated that is rich with spatial cues and is thus potentially more conducive to
collaboration.
This chapter begins by introducing AR and presents work describing the
use of AR in human-human collaborative tasks. It then examines the use of
AR in current HRI research. A summary is provided listing the benefits of AR
for this task and how an effective human-robot collaboration system can be
created by taking advantage of these benefits.
A review of multimodal interaction is then provided and a discussion is
given of the Wizard of OZ study technique which was employed in this research.
The chapter finishes by summarizing the lessons learned from this chapter
and the previous chapter on HRI. This summary highlights the components
necessary for an effective human-robot collaboration system. A second focus
is on how the benefits of using AR technology can help to make this type of
human-robot collaborative system a reality.
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3.1 Augmented Reality
3.1.1 Introduction to Augmented Reality
Augmented Reality (AR) is a technology that facilitates the overlay of com-
puter graphics onto the real world view of the user. AR differs from virtual
reality (VR) in that it uses graphics to augment the physical world rather
than replacing it entirely, as in a virtual environment. Therefore, AR en-
hances rather replaces reality. Azuma et al. (2001) note that AR computer
interfaces have three key characteristics:
 They combine real and virtual objects.
 The virtual objects appear registered on the real world.
 The virtual objects can be interacted with in real time.
In a typical AR system, the user wears a head mounted display (HMD) with
a camera mounted on it. The output from the camera is fed into a computer,
augmented with 3D graphics and then fed back into the HMD. Therefore, the
user sees an enhanced view of the real world through the video image in the
HMD. This type of AR set-up is commonly called a video-see-through AR
interface and is shown in Figure 3.1.
To precisely overlay virtual images onto the real world view, it is neces-
sary to track the user’s viewpoint. One way of doing this is through the use
of computer vision. Square fiducial patterns are placed in the real environ-
ment with a unique symbol in the middle of each pattern. Computer vision
techniques are then used to identify the unique symbols, calculate the camera
position and orientation from these symbols, and display 3D virtual images
aligned with the position of the fiducial patterns. This technique creates an
augmented view of the real world and is made possible through the use of
the ARToolKit computer vision tracking library (ARToolKit, 2008). The AR-
ToolKit library calculates camera position at more than 30 frames per second
and to millimeter level accuracy.
The augmented view is then fed into the HMD providing the user with a
seamless combination of the real world view and virtual graphics, where the
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Figure 3.1 Video see-through AR interface (Billinghurst et al., 2000).
virtual images appear fixed to the fiducial patterns. This process is depicted
in Figure 3.2. Therefore, AR blends virtual 3D graphics with the real world in
real time (Azuma, 1997). In addition, the ability to manipulate the physical
markers with fiducial patterns on them enables direct real-time interaction
with the 3D virtual content (Billinghurst et al., 2005). AR also supports
transitional user interfaces along the entire spectrum of Milgram’s Reality-
Virtuality continuum (Milgram and Kishino, 1994), see Figure 3.3. Therefore,
AR enables a smooth transition from reality to virtuality.
One way to support interaction with AR content is through the use of a
Tangible User Interface metaphor. Tangible User Interfaces (TUIs) use real-
world objects as the interaction devices for a computer (Ishii and Ullmer, 1997).
Therefore, TUIs are extremely intuitive to use because physical object manip-
ulations are mapped one-to-one to virtual object operations (Fitzmaurice and
Buxton, 1997). Another benefit of a TUI is that it naturally supports sharing
and collaboration.
TUIs are a viable approach for interaction with AR applications as they
enable users to interact naturally by manipulating real world objects. Thus,
the principles of TUIs can be combined with AR’s display capabilities in an
interface metaphor known as Tangible Augmented Reality (TAR) (Kato et al.,
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(a) Video capture (b) Fiducial marker identi-
fication, position and orien-
tation calculation
(c) Virtual image aligned
with marker, presented to
user in HMD
Figure 3.2 AR Video See Through Process.
Figure 3.3 Milgram’s Reality Virtuality Continuum (Milgram and Kishino, 1994).
2001). A TAR interface supports the presentation of 3D virtual objects any-
where in the physical environment, while simultaneously allowing users to in-
teract with this virtual content using real world physical objects (Kato et al.,
2000). An ideal TAR interface facilitates seamless display and interaction, re-
moving the functional and cognitive seams found in traditional AR and TUI
interfaces.
3.1.2 AR in Collaborative Tasks
AR technology can be used to enhance face-to-face collaboration. For example,
the Shared Space application effectively combined AR with physical and spatial
user interfaces in a face-to-face collaborative environment (Billinghurst et al.,
2000). In this game, manipulation of physical markers with square fiducial
patterns on them was used for interaction with virtual content. Through the
ability of the ARToolKit (2008) software to track the physical markers, users
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were able to interact with and exchange markers, thus effectively collaborating
in a 3D AR environment. When two corresponding markers were brought
together, it would result in an animation being played. For example, when a
marker with an AR depiction of a witch was put together with a marker with
a broom, the witch would jump on the broom and fly around.
User studies found that people had no difficulties using the system to in-
teract together, displaying collaborative behavior seen in typical face-to-face
interactions (Billinghurst et al., 2000). The Shared Space application sup-
ports natural face-to-face communication by allowing multiple users to see
each other’s facial expressions, gestures and body language, demonstrating
that a 3D collaborative environment enhanced with AR content can seam-
lessly enhance face-to-face communication and allow users to naturally work
together, as shown in Figure 3.4.
Figure 3.4 The Shared Space application enables users to see and interact with physical
and virtual objects and see other participants, creating an effective collaborative environment
(Billinghurst et al., 2000).
Another example of the ability of AR to enhance collaboration is the Mag-
icBook application. The MagicBook allows for a continuous seamless transi-
tion from the physical world to augmented and/or virtual reality (Billinghurst
et al., 2001). It utilizes a real book that can be read normally, or one can use
a hand held display (HHD) to view AR content popping out of the real book.
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The placement of the augmented scene is achieved by the ARToolKit (2008)
computer vision library.
When a user is interested in a particular AR scene they can fly into the
scene and experience it as an immersive virtual environment by simply flick-
ing a switch on the hand held display. Once immersed in the virtual scene,
when a user turns their body in the real world, the virtual viewpoint changes
accordingly. The user can also fly around in the virtual scene by pushing a
pressure pad in the direction they wish to fly. When the user switches to the
immersed virtual world an inertial tracker is used to place the virtual objects
in the correct location.
The MagicBook application also supports multiple simultaneous users who
each see the virtual content from their own viewpoint. When the users are im-
mersed in the virtual environment they can experience the scene from either an
ego-centric or exo-centric point of view (Billinghurst et al., 2001). The Mag-
icBook thus provides an effective environment for collaboration by allowing
users to see each other when viewing the AR application, maintaining impor-
tant visual cues needed for effective collaboration. When immersed in the VR
environment, users are represented as virtual avatars and can be seen by other
users in the AR or VR scene, thereby maintaining awareness of all users, and
thus still providing an environment supportive of effective collaboration. The
MagicBook application is shown in Figure 3.5.
(a) Reality (b) Augmented Reality (c) Virtual Reality
Figure 3.5 Using the MagicBook to move from Reality to Virtual Reality (Billinghurst
et al., 2001).
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Prince et al. (2002a,b) introduced a 3D live augmented reality conferencing
system. Through the use of multiple cameras and an algorithm determining
shape from silhouette, they were able to superimpose a live 3D image of a
remote collaborator onto a fiducial marker, creating the sense that the live
remote collaborator was in the workspace of the local user. The shape from
silhouette algorithm works by each of 15 cameras identifying a pixel as be-
longing to the foreground or background, and then isolation of the foreground
information produces a 3D image that can be viewed from any angle by the
local user. Figure 3.6 shows the live collaborator displayed on a fiducial marker.
Figure 3.6 Remote collaborator as seen on AR fiducial marker (Prince et al., 2002b).
Cheok et al. (2002) utilized shape from silhouette live 3D imagery (Prince
et al., 2002b) and wearable computers to create an interactive theater experi-
ence. Their outdoor mobile AR setup is shown in Figure 3.7 and the interac-
tive theater experience is shown in Figure 3.8. Participants collaborate in both
an indoor and outdoor setting. Users seamlessly transition between the real
world, augmented and virtual reality, allowing multiple users to collaborate
and experience the theater interactively with each other and 3D images of live
actors.
The Human Pacman game (Cheok et al., 2003) is an outdoor mobile AR
application that supports collaboration. The system allows for mobile AR
users to play together, as well as get help from stationary observers. Human
Pacman supports the use of tangible and virtual objects as interfaces for the
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Figure 3.7 Mobile AR Setup (Cheok et al., 2002).
Figure 3.8 Interactive Theater Experience (Cheok et al., 2002).
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AR game, as well as allowing real world physical interaction between players.
Players are able to seamlessly transition between a first person augmented
reality world and an immersive virtual world. The use of AR allows the virtual
Pacman world to be superimposed over the real world setting. AR enhances
collaboration between players by allowing them to exchange virtual content
as they are moving through the AR outdoor world. The Human Pacman
application can be seen in Figure 3.9.
Figure 3.9 AR Human Pacman game (Cheok et al., 2003).
Reitmayr and Schmalstieg (2004) implemented a mobile AR tour guide
system that allows multiple tourists to collaborate while they explore a part of
the city of Vienna, the system in shown in Figure 3.10. Their system directs
the user to a target location and displays location specific information that
can be selected to provide detailed information. When a desired location is
selected, the system computes the shortest path, and displays this path to the
user as cylinders connected by arrows, as shown in Figure 3.11. Their system
helps the user to maintain situation awareness in unfamiliar surroundings.
Kiyokawa et al. (2002) experimented with how diminished visual cues of
co-located users in an AR collaborative task influenced task performance. Per-
formance was best when collaborative partners were able to see each other in
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Figure 3.10 Mobile AR Tour Guide System (Reitmayr and Schmalstieg, 2004).
Figure 3.11 AR Tour Guide displaying path to follow (Reitmayr and Schmalstieg, 2004).
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real time. The worst case occurred in an immersive virtual reality environment
where the participants could only see virtual images of their partners.
In a second experiment, Kiyokawa et al. (2002) modified the location of
the task space, as shown in Figure 3.12. Participants expressed more natural
communication when the task space was between them. However, the orienta-
tion of the task space was significant. The task space between the participants
meant that one person had a reversed view from the other. Results showed
that participants preferred the task space to be on a wall to one side of them,
where they could both view the workspace from the same perspective. The
results of this research highlight the importance of the task space location,
the need for a common reference frame and the ability to see the visual cues
displayed by a collaborative partner.
Figure 3.12 Different locations of task space in Kiyokawa et al second experiment
(Kiyokawa et al., 2002).
The results from this section show that AR can enhance face-to-face col-
laboration through allowing the use of physical tangible objects for ubiquitous
computer interaction. Therefore, making the collaboration natural by allow-
ing participants to use objects for interaction that they would normally use in
a collaborative effort. Additionally, AR provides rich spatial cues permitting
users to interact freely in space, supporting the use of natural spatial dialog.
Collaboration is also enhanced by the use of AR since facial expressions,
gestures and body language are effectively transmitted. Multiple users can
view the same virtual content from their own perspective, either from an ego-
or exo-centric viewpoint. AR also allows users to see each other while viewing
the virtual content, thereby maintaining spatial awareness. The position of the
workspace in an AR environment can be optimized to enhance collaboration.
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3.1.3 AR in Human-Robot Interaction
There has been some previous work on using AR to enhance HRI. For example,
Milgram et al. (1993) pointed out the need for HRI systems that can transfer
the interaction mechanisms that are considered natural for human communica-
tion to the precision required for machine information. Their approach was to
use augmented overlays in a fixed work environment. These graphic overlays
enabled the human “director” to use spatial referencing to interactively plan
and optimize the path of a robotic manipulator arm, see Figure 3.13.
Figure 3.13 AR overlay in fixed environment for interactive path planning (Milgram et al.,
1993).
Milgram et al. (1993) also highlighted the need for combining the attributes
that humans are good at with those that robots are good at to create an
optimized human-robot team. For example, humans are good at approximate
spatial referencing, such as using the ambiguous terms “here” and “there”
while pointing to a location in 3D space. However, robotic systems need highly
accurate discrete information.
Giesler et al. (2004) implemented an AR system that creates a path for
a mobile robot to follow using voice commands and a wand. The wand had
fiducial markers attached to it so that the ARToolKit (2008) could be used
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for tracking and interaction in the AR environment. Fiducial markers were
placed on the floor and used to calibrate the tracking coordinate system. A
path was created node by node, by pointing the wand at the floor and giving
voice commands for the meaning of a particular node. Map nodes could be
interactively moved or deleted.
The robot moved from node to node using its autonomous collision de-
tection capabilities. As goal nodes were reached, the node depicted in the
AR system changed colour to keep the user informed of the robots progress.
The robot would retrace steps if an obstruction was encountered and would
then create a new plan to arrive at the goal destination, as shown in Figure
3.14. Although Giesler et al. (2004) did not mention a user evaluation, they
did comment that the interface was intuitive to use. Results from their work
show that AR is an excellent application to visualize planned trajectories and
inform the user of the robots progress and intention.
Figure 3.14 Robot follows AR path nodes, redirects when obstacle in the way (Giesler
et al., 2004).
Maida et al. (2007) conducted a study of an alignment task using a robotic
manipulator arm. One condition made use of AR overlay information to help
the user guide the arm and the other did not. Results from the study showed
a significant improvement in performance for the condition with AR overlays.
Similarly, Drury et al. (2006) found that for operators of Unmanned Aerial
Vehicles (UAVs) augmenting real-time video with preloaded map terrain data
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made it significantly easier to understand 3D spatial relationships compared
to using 2D video alone. The augmented video resulted in increased situation
awareness of the activities of the UAV. AR has also been used to display robot
sensor information on the view of the real world (Collett and MacDonald,
2006).
The results from this section show that AR can be used to transfer the ap-
proximate spatial referencing natural in human communication to the discrete
positional information required by robotic systems. AR has also been shown
to be effective in visualizing robot plans and informing the user of the robot’s
progress in completing a plan. The use of AR has also been shown to increase
performance in robotic control and is capable of increasing situation awareness.
Finally, through the augmented overlays of the real world environment, it is
possible to keep the user informed of the internal state of the robotic system.
3.1.4 Summary
Augmented Reality is an ideal platform for human-robot collaboration as it
provides many of the features required for robust communication and collab-
oration. Benefits of the use of AR for this type of application include:
 The ability for a human to share a remote (ego-centric) view with a robot,
thus enabling the ability for the human-robot team to reach common
ground.
 The ability for the human to have a world view (exo-centric) of the
collaborative workspace, thus affording spatial awareness.
 The use of deictic gestures and spatial dialog by allowing all partners to
refer to and interact with the graphic 3D overlaid imagery, supporting
the use of natural spatial dialog.
 Collaboration of multiple users, multiple humans can effectively collab-
orate with multiple robotic systems.
 Seamless transition from the real world to an immersive data space that
aids in the grounding process and increases situation awareness.
35
 Display of visual cues as to what the robots intentions are and it’s internal
state, greatly enhancing the grounding process and increasing situation
awareness.
 Providing the spatial cues necessary for both local and remote collabo-
ration.
Overall, a human-robot collaboration system would benefit greatly from
the use of AR. AR could enhance the grounding process, provide for increased
situation awareness, enable the use of natural spatial dialog, allow for multiple
collaborative partners and enable both local and remote collaboration. The
result would be a system that allows natural and effective communication and
thus collaboration.
More specifically, multiple users can view the same fiducial patterns and
therefore have their own perspective of the 3D virtual content. Since the users
see each other’s facial expressions, gestures and body language, AR therefore
supports natural face-to-face communication. This interaction demonstrates
that a 3D collaborative environment enhanced with AR content can seamlessly
enhance face-to-face communication and allow users to naturally work together
(Billinghurst et al., 2001, 2000). Shared visual workspaces of this type have
been shown to enhance collaboration, as they increase situation awareness
(Fussell et al., 2003).
AR can provide a virtual 3D world model that both the human and robotic
system can operate within. This use of a common 3D world enables both the
human and robotic system to utilize the same common reference frames. The
use of AR will support the use of spatial dialog and deictic gestures, allows
for adjustable autonomy by supporting multiple human users, and will allow
the robot to visually communicate to its human collaborators its internal state
through graphic overlays on the real world view of the human. The use of AR
enables a user to experience a tangible user interface, where physical objects
are manipulated to affect changes in the shared 3D scene (Billinghurst et al.,
2005), thus allowing a human to reach into the 3D world of the robotic system
and manipulate it in a way the robotic system can understand.
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3.2 Multimodal Interaction
A multimodal system supports two or more combined user inputs, such as
speech and gesture. Users have a strong preference to interact multimodally
and their use of this interface style improves performance (Oviatt, 2000). Mul-
timodal interfaces can function in a more robust and stable manner than uni-
modal systems that involve a single recognition technology, such as speech,
pen input or vision (Oviatt, 2003). Therefore, for an HRI system to be robust
and natural for the human user, a multimodal interface design is desirable.
One of the first interfaces to support multimodal speech and gesture input
was the Media Room (Bolt, 1980). The Media Room allowed the user to
interact with a computer through voice, gesture and gaze. Bolt’s work showed
that gestures combined with natural speech (multimodal interaction) lead to
a powerful and more natural human-machine interface.
Work by Hauptmann (1989) investigated the use of multimodal interaction
for a simple 3D cube manipulation task. The study had three conditions:
participants used gestures only, speech only and speech and gestures combined.
The analysis showed that people strongly preferred using a combination of
speech and gestures for graphics manipulation.
Multimodal interfaces can be very intuitive because the strengths of ges-
ture input compliment the limitations of speech input, and vice versa. Cohen
(Cohen, 1992; Cohen et al., 1989) showed how speech interaction is ideally
suited for descriptive techniques, while gestural interaction is ideal for direct
manipulation of objects. Speech and gesture thus compliment each other and
when used together create an interface more powerful than either modality
alone.
Unlike gesture input, voice is not tied to a spatial metaphor (Schmandt
et al., 1990) and so can be used to interact with objects regardless of whether
they can be seen or not. However, care must be taken to map the appropriate
modality to the application input parameters. For example, the difficulty of
using speech alone was demonstrated by Kay (1993) who constructed a speech
driven interface for a drawing program. Even simple cursor movements around
the screen required a time consuming combination of continuous and discrete
vocal commands.
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A multimodal interface fusing two or more information sources can effec-
tively reduce recognition uncertainty and stabilize system performance (Ovi-
att, 2003). Oviatt (2003) also showed that performance advantages were
demonstrated for different modality combinations, as well as for different user
groups, applications, and environments. Most importantly, the error suppres-
sion achievable with a multimodal interface, compared with a unimodal one,
can be substantial.
The use of wearable computers introduces a new issue, the difficulty of
using traditional desktop input devices, such as a mouse. To overcome this
issue Kolsch et al. (2006) took advantage of multimodal input for their wear-
able AR system. They combined input from hand gestures, trackball input,
voice and head pose to manipulate content in an AR setting. They conclude
that multimodal user interfaces can broaden the diverse input needs of mobile
applications (Kolsch et al., 2006). However, it should be noted that no formal
evaluation was mentioned.
To investigate the use of a multimodal AR interface for industrial assembly,
Siltanen et al. (2007) implemented a simple assembly task of putting together
a 3D puzzle. Through a speech and gesture interface the user was able to re-
ceive direction on the sequence of putting the puzzle together. A limited user
study (five users) showed that the multimodal interface was judged favorably.
However, the users found the gestures to be exhausting as they had to raise
their arms to gesture to the system. Also, the system did not provide enough
feedback to the user to let them know their multimodal input was understood.
Therefore, a multimodal interface can be more intuitive, but the implementa-
tion of such an interface has to be done in an effective manner, otherwise the
benefits of the multimodal interface will be lost.
Some of the key lessons learned from multimodal systems include:
 Multimodal systems are more robust than unimodal systems.
 Multimodal interaction leads to a more powerful and natural human-
machine interface.
 User studies have shown that participants prefer multimodal interaction.
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3.3 Wizard of Oz Study
A Wizard of Oz (WOZ) study was conducted as part of this research to help
define the types of speech and gestures that would be used when a human
collaborates with a mobile robot. A WOZ study is one where a system in
development is not yet fully functional and a human “wizard” acts for the
parts of the system that have not yet been implemented. Such a study provides
insight into how a system should be developed to optimize usefulness and
usability. This section provides background information of what characterizes
a WOZ study and its benefits.
A WOZ study is a viable means of determining how a multimodal system
should function before that system is fully developed (Salber and Coutaz,
1993). It allows a prototype interface to be subjected to usability testing
to ensure that the interface is understandable and appropriate for the task
(Nielsen, 1994). By separating out the parts of a system that have not yet been
developed and testing them separately in a WOZ type scenario, it is possible
to define more precisely how these missing pieces should be developed.
The participants in a WOZ study do not know that a human is involved
in running the system. Therefore, they are instructed to interact with the
system as if it were fully operational. In this manner, it is possible to test
how they would interact with a system without having to develop the system
beforehand. This technique is quite useful in reducing the development time
for interaction technologies and providing insight into how the system should
be designed to maximize the interaction for the given task.
Dahlback et al. (1993) give a good overview of WOZ studies and how to
design a quality study. They recommend the use of a cover story for a WOZ
study to provide the participant with an objective to complete, so their focus
will not be on the system itself but on the completion of the assigned task. This
design encourages the user to interact with the system in a normal manner.
The participants must also be able to interact freely. Therefore, partici-
pants should not be told how to complete a task specifically as that influences
their behaviour and restricts the interactions they may exercise. By using
a convincing cover story, the users will be focused on the task at hand and
not on how to use the system, thus eliciting more natural communication be-
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haviour. However, the designers of a WOZ study should also be careful not to
give their participants too much instruction, as doing so inhibits the natural
communication techniques the users might use.
It is thus very important that during a WOZ study the participants think
they are actually interacting with a working system (Dahlback et al., 1993).
The human wizard cannot make simple errors, otherwise the participants will
no longer believe they are working with an operational system. Therefore, care
must be taken so the participants believe the actions and verbal responses are
coming from the machine interface and not a person.
The behaviour of the wizard must also be consistent. For example, a given
command from the user must always trigger the same behaviour from the
wizard (Salber and Coutaz, 1993). The wizard must also react in an amount
of time that is expected by the user. If the wizard is too slow to react, then the
user may avoid using simulated functions believing they are not implemented
or that the system is overloaded (Salber and Coutaz, 1993). The results from
such a study aid in the development of the system by providing an indication of
how participants would use the system in reality without having to implement
it first, as well as how they feel about its implementation.
For example, Makela et al. (2001) found their WOZ study to be instru-
mental in the iterative development of their Doorman system. The Doorman
is used to control the access of visitors and staff to their building and also to
guide visitors upon entry into the building. Their WOZ study was designed
such that the human wizard completed the speech recognition while the re-
mainder of the system operated normally. In line with Dahlback et al. (1993),
the interface for the wizard was kept simple to ensure a minimized response
time and to reduce the possibility of errors. From this study, they found
that they needed to shorten the utterances from the system to reduce com-
munication time, provide the user with feedback to confirm that the system is
operational and have better error handling.
To find out what kind of speech would be used with a robot in grasping
tasks, Ralph and Moussa (2005) also conducted a WOZ study. In this study,
users were asked to verbally instruct a robot to pick up five different small
household items. The robot was fixed on a table and the users sat next to the
robot while giving it instructions. Users were given a description of a primitive
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command set and were allowed to modify these commands as the study pro-
gressed. The participants were asked to be as descriptive as possible in their
commands. These commands were then translated into robot movement by
the human wizard.
Results from the study showed that the participants felt natural language
was an easy way to communicate with the robotic system. All participants
were able to complete the pick and place tasks given to them. Participants
tended to use short commands, in a mechanical manner, and mentioned that
the interface would have been better had there been feedback from the robot
once a command was given so the user would know that the command had
been understood.
A WOZ experiment was employed by Carbini et al. (2006) for a collabora-
tive multimodal story telling task. The objective of the study was to determine
what speech and gestures would be used as two participants collaborated re-
motely with the system to create a story. In this study, the human wizard
completed the commands of the user’s speech and laser pointing gestures.
The instructions given to the participants were intentionally vague so as
not to inhibit the actions of the users. This design is in line with Dahlback et al.
(1993) who suggest using scenarios in WOZ studies and to not tell participants
what to say or do explicitly as this inhibits what they would normally do in a
given circumstance. Users in this study were found to complete a laser pointing
gesture with a verbal command and they tended to point without stretching
their arms.
Huettenrauch et al. (2006) conducted a WOZ study to determine spatial
distance and orientation when a person is interacting with a mobile robot in
a follow-me scenario. Two wizards controlled the mobile robot, one for robot
navigation and on-board camera control and one wizard for spoken dialog. Al-
though the intent of this study was not to interpret multimodal interaction, it
did show that the use of the WOZ experimental design allowed the researchers
to determine what is the best way for the robot to interact spatially with a
human without having the complete system operational.
In their pilot WOZ study, Perzanowski et al. (2003) focused on verbal
communication and gestural input through a touch screen to collaborate with a
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remotely located mobile robot. They were specifically interested in finding out
how people referred to objects when giving directions and trying to maneuver a
mobile robot. Participants in this study were told they could talk to the robot
as if it were human. In addition, they could point to objects and locations on
a touch screen that included ego and exo-centric viewpoints. The participants
were told to direct the robot to find an object. Little instruction was given to
the participants, so as not to restrict their natural actions.
Two wizards interpreted the speech and touch gestures and drove the robot
where they interpreted the user wanted the robot to go. They also spoke for
the robotic system. Results from the study revealed that the users felt they
had to continually guide the robot and therefore used a lot of short spoken
commands. If the users had felt the robot was more autonomous they may
have used more complex speech.
Overall, this brief review provides the following design principles for an
effective WOZ study:
 The participants must be unaware that a wizard is involved.
 The behaviour of the wizard must be consistent and error free.
 A cover story should be used to focus the attention of the participants
on completing a task and not on how they interact with the system.
 Participants should not be influenced on how they interact with the
system.
 Participants must believe that they are interacting with a system that is
fully functional.
3.4 Design Guidelines
Given the review of the general state of human-robot collaboration from the
previous chapter, and the presentation and review of AR and its potential
to enhance this type of collaboration, the design concepts behind the AR-
HRC system can now be examined. Two important concepts must be kept
in mind when designing an effective human-robot collaboration system. One,
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the robotic system must be able to provide feedback as to its understanding of
the situation and its actions (Scholtz, 2002). Two, an effective human-robot
system must provide mechanisms to enable the human and the robotic system
to communicate effectively (Fong et al., 2006).
The use of humour and emotion will enable the robotic agents to com-
municate in a more natural and effective manner, and therefore should be
incorporated into the dialog management system. An example of the effective-
ness of this type of communication can be seen in Rea, a computer generated
human-like real estate agent (Cassell et al., 1999). Rea is capable of multi-
modal input and output using verbal and non-verbal communication cues to
actively participate in a conversation.
The robot will need to understand the use of objects by its human counter-
part, such as using an object to point or make a gesture. AR supports this type
of interaction by enabling the human to point to a virtual object that both the
robot and human refer to and use natural dialog such as “go to this point”,
thereby reaching common ground and maintaining situation awareness. In a
similar manner, the robot would be able to express its intentions and beliefs
by showing through the 3D overlays what its internal state, plans and under-
standing of the situation are. Thus, using the shared AR environment as an
effective spatial communication tool.
Referencing a shared 3D environment will support the use of common and
shared frames of references, thus affording the ability to effectively commu-
nicate in a truly spatial manner. As an example, if a robot did not fully
understand a verbal command, it would be able to make use of the shared 3D
environment to clearly portray to its collaborators what was not understood,
what further information is needed, and what the autonomous agent believes
could be the correct action to take. Or it could simply use that space to convey
that it did not understand.
With the limited speech ability of robotic systems, visual cues will provide
an important means of grounding communication. AR, with its ability to
provide ego and exo-centric views and to seamlessly transition from reality
to virtuality, can provide robotic systems with a robust manner in which to
ground communication and allow human collaborative partners to understand
the intention of the robotic system. AR can also transmit spatial awareness
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though the ability to provide rich spatial cues, ego- and exo-centric points of
view, and also by seamlessly transitioning from the real world to an immersive
VR world. Therefore, the use of AR will enable the human to feel as if they
are working side by side with a remotely located robot, providing a feeling of
telepresence.
AR is an optimal method of displaying information. Billinghurst et al.
(1998) showed through user tests that spatial displays in a wearable comput-
ing environment were more intuitive and resulted in significantly increased
performance. Figure 3.15 shows spatial information displayed in a head sta-
bilised and body stabilised fashion. Using AR to display information, such as
robot state, progress and even intent, will enhance understanding, grounding,
and thus collaboration.
Figure 3.15 Head stabilised AR display (a) and body stabilised (b) (Billinghurst et al.,
1998).
Humans and robots have different strengths. To create an effective human-
robot collaborative team, the strengths of each member will need to be capi-
talized on. Humans are good at using vague spatial references. For example,
most people would point out where an object is by using some sort of deictic
reference, such as “it’s over there”. Unfortunately, robotic systems are not
designed to understand these ambiguous references. Therefore, for a human-
robot collaboration system to be natural to a human it will have to be able to
understand vague spatial references. Similarly, for a collaboration system to
be effective for robotic systems it will have to translate vague spatial references
into exact spatial coordinates that a robotic system needs to operate.
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Humans are good at dealing with unexpected and changing situations.
Robotic systems, for the most part, are not. Robots are good at physical
repetitive tasks that can tire human team members. Robots can also be sent
into dangerous environments in which humans cannot work. Therefore, for a
human-robot team to collaborate at the most effective level the system should
allow for varying levels of autonomy enabling robots to do what they do best
and humans to do what they do best.
By varying the level of autonomy the system would enable the strengths of
both the robot and the human to be maximized. Varying levels of autonomy
would allow the system to optimize the problem solving skills of a human
and effectively balance that with the speed and physical dexterity of a robotic
system. Adjustable autonomy enables the robotic system to better cope with
unexpected events, being able to ask its human team member for help when
necessary.
For robots to be effective partners, they will need to interact meaningfully
through mutual understanding. A robotic system will be better understood
and accepted if its communication behaviour emulates that of humans. Com-
munication cues should be used to help identify the focus of attention, greatly
improving performance in collaborative work.
Grounding is an essential component of communication and is reached
through meaningful interaction and the exchange of dialog. The use of hu-
mour and emotion can increase the effectiveness of a robot to communicate,
just as in humans. Communication cues, such as the use of humour, emotion,
and non-verbal cues, are essential to communication and thus, effective collab-
oration. Therefore, it is evident that for a human-robot team to communicate
effectively, all participants will have to feel confident that common ground is
easily reached.
The ability to maintain situation awareness is another important aspect of
effective collaboration. Studies have shown that the lack of situation aware-
ness has detrimental effects on human-robot team performance. Therefore, a
human-robot collaboration system should provide the means for both human
and robotic team members to maintain situation awareness.
Reference frames are fundamental if a human team member is going to
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use spatial dialog when communicating with robotic systems. Consequently, a
robust collaborative system should effectively allow for human team members
to use reference frames at will and translate this information into a usable
format for the robotic system. The collaborative system should enable a robot
to be aware of its surroundings and the interaction of collaborative partners
within those surroundings. If a human-collaboration system entails these de-
sign parameters, the result should be an effective natural collaboration between
humans and robotic systems.
Finally, research has shown that a multimodal interface leads to a more
natural experience for the user. A speech and gesture interface is more powerful
than either modality alone. Multimodal interfaces are more intuitive because
they combine the strengths of the different modalities. For these reasons, a
multimodal approach has been taken in the design and implementation of the
AR-HRC system.
3.5 Summary
The research in this thesis attempts to fill a gap in current HRI research by
providing a platform that incorporates the following:
 Natural human-robot communication based on concept of grounding
 Use of real world objects and gesture interaction
 Referencing of objects and points in 3D space through common frame of
reference provided by AR environment
 Increased situation awareness through a shared work space
 Effective transmission of robot internal state and intention
 Use of adjustable autonomy to capitalize on strengths of all team mem-
bers
 Ability for robot to interact meaningfully with human
 Collaborative environment for HRI
46
 Projection of the human into the work space of a remotely located robot,
telepresence
 Formal user study of AR interface for HRI
Such a system offers the potential to provide the necessary tools to optimize
human-robot collaboration.
Chapter 4
Multimodal AR Interaction
Chapter 2 reviewed the state of the art in HRI while Chapter 3 introduced AR
and outlined its benefits. Chapter 3 also provided a discussion on how AR can
provide the required environment for an effective human-robot collaboration
system. Multimodal interfaces were investigated and found to be a powerful
mechanism for human-machine interaction. Therefore, a multimodal interface
is an optimal design choice for the AR-HRC system.
This chapter discusses the development of a multimodal AR application.
Lessons learned from this development were incorporated into the design of an
AR application for human-robot collaboration, which will be covered in detail
in Chapter 5.
4.1 Architecture
To investigate multimodal interaction in an AR environment, a system was
developed that used speech and paddle based gestures as inputs to an AR
system. The system developed is a modified version of the VOMAR application
for tangible manipulation of virtual furniture in an AR setting (Kato et al.,
2000). The VOMAR application used a single input device, a handheld paddle,
to manipulate virtual objects. The paddle can be seen in Figure 4.1.
The user was able to perform various tasks by using real world paddle
movements that were mapped to virtual object motion in the AR setting. The
application domain for this work was interior design. Therefore, the VOMAR
application allowed the user to arrange virtual furniture in a virtual room.
48
Figure 4.1 The single input modality handheld paddle for the VOMAR application. The
real world paddle is held by the user. The paddle is outlined in blue in AR.
The original VOMAR application used only a single modality; paddle in-
put. In the work described in this chapter, speech input was incorporated
as well to create a multimodal system that understood combined speech and
paddle-based gesture input. The result was the Multimodal Augmented Real-
ity System (MARS).
The MARS architecture is shown in Figure 4.2. As can be seen, it is
made up of several modules. The speech processing module is responsible
for recognizing the spoken dialog of the user. It is also responsible for the
text to speech (TTS) output of the application, which is the verbal response
to the user. The Dialog Management System (DMS) module compares the
spoken dialog that the speech processor recognized with predefined goals for
the system. The speech processor and DMS make use of the Ariadne spoken
dialog system (Denecke, 2002).
When a goal has been reached through spoken dialog, the DMS sends the
appropriate command to the AR module via the Multimodal Communication
Processor (MCP). The MCP is built upon the Internet Communications En-
gine (ICE) (ZeroC, 2008). If the command sent is to be combined with a
gesture, the Augmented Reality (AR) module checks if the paddle is in the
users view and then calculates its position.
The AR module also simultaneously calculates the location of all virtual
objects, whether they are on the menu pages or in the virtual room, and
compares these locations to that of the paddle. When the paddle is within
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Figure 4.2 System architecture for the MARS application.
a predefined distance of a virtual piece of furniture, this piece of furniture
becomes active and the verbal command sent in from the DMS is applied to
the selected piece of furniture. The AR module is written in C++ and uses
the VOMAR (Kato et al., 2000) and ARToolKit (ARToolKit, 2008) libraries.
A user may combine speech commands and paddle gestures to interact
with the system. To understand the combined speech and gesture interaction,
the system must fuse input from both of these streams into a single discernible
command. This fusion is achieved by recording the time each input occurs
through the use of an event time stamp. Therefore, the paddle and speech
input can be considered for fusion only if the input time stamps from both
input streams are within a certain time frame of each other. This time window
was set to five seconds as this amount of time was deemed sufficient to allow
the user to select an object and not allow a command to remain active for too
long.
4.2 MARS Application
The objective of the MARS application was to allow people to easily and
effectively arrange AR content using a natural mixture of speech and gesture
input. A single fiducial marker located on the end of the paddle is used for
gesture input. This fiducial marker allows the paddle’s position and orientation
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in the AR environment to be determined by using the ARToolKit (ARToolKit,
2008) library. This approach ensures a measure of computational and user
simplicity.
A4 sized pages containing an array of fiducial markers serve as menu pages
holding virtual furniture models, as shown in Figure 4.3. As the user looks
at each of the A4 container pages through a Head Mounted Display (HMD),
they see different sets of virtual furniture. The 3D virtual models appear
superimposed over the real pages aligned with the fiducial markers. The square
fiducial markers printed on these pages are used by the ARToolKit library to
locate and place the virtual content.
Figure 4.3 An A4 sized sheet with an array of square fiducial markers is used as a menu
page containing various pieces of furniture. The user is shown holding the real world paddle
that is used to interact with the virtual content.
A separate larger sheet also containing AR fiducial markers serves as the
workspace. This page displays a 3D graphic of an empty room where the
virtual models of furniture are to be placed. Furniture can be arranged in the
room by selecting various pieces of virtual furniture and placing them in the
virtual room, as shown in Figure 4.4.
Looking at the workspace page for the first time the user sees an empty
virtual room. The user is then able to transfer objects from the menu pages
to the virtual room using paddle and speech commands. Figure 4.5 shows the
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Figure 4.4 A separate sheet containing virtual markers locates the virtual room. Shown
here is the view the user sees with the room initially empty and a virtual object on the real
world paddle ready to be placed in the room.
result of the multimodal interaction for virtual object manipulation. The user
can also modify the position and orientation of furniture already in the virtual
room through the use of the real world paddle and speech input.
The system provides visual and audio feedback to the user. The speech
interpretation result is shown as a text overlay on the screen and audio feedback
is provided after the speech and paddle gesture commands are recognized.
Therefore, the user is immediately notified when the system recognizes speech
or gesture input.
4.3 The Modalities
The MARS application is capable of working in three different modes, a gesture
only mode, speech input with static paddle placement, and full paddle gesture
combined with speech. The gesture only mode works essentially the same as
the initial VOMAR application. In this mode, the user interacts with the
system through paddle commands only and, as a result no explicit fusion
strategy is needed. In this section each of the modalities is described in more
detail.
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Figure 4.5 Virtual object placed in room where paddle was located when verbal placement
command was issued.
4.3.1 Gesture Only
The gesture only mode consists of a variety of interaction techniques for object
selection, manipulation and deletion. For example, for manipulation, the user
is able to select a piece of virtual furniture from the menu page with an empty
paddle by holding the paddle over the object. If the paddle is empty and
placed on a virtual object, the object is copied onto the paddle after it has
remained in this position for a short period of time
Other commands are also supported. If there is an object attached to the
paddle, when the paddle is tilted the object will slide off the paddle and into
the empty virtual room. If there is an object attached to the paddle, the object
will be deleted from the paddle when the paddle is shaken from left to right.
An object already placed in the room can be moved around by “pushing”
it with the paddle. An item of furniture that is placed in the room can be
deleted by hitting it with the paddle. The paddle gestures are recognized by
a gesture input library as part of the original VOMAR application. Object
manipulation through the use of the handheld paddle is provide in Table 4.1.
Once an object is on the paddle, it can be picked up and viewed from any
viewpoint. These interactions are very natural to perform with the real paddle,
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Command Paddle Gesture
Pick Hold paddle next to object
Place Tilt paddle to slide virtual object off
Move Push object with paddle
Delete (object on paddle) Shake paddle left to right
Delete (object in room) Tap object with paddle
Table 4.1 Handheld paddle commands for MARS application.
so in a short period of time a user can assemble a fairly complex arrangement
of virtual furniture. However, placement of the virtual furniture is this manner
is not very precise due to errors in the ARToolKit tracking and other factors.
4.3.2 Speech with Static Paddle Gestures
A second mode of interaction is to use speech combined with static paddle
placement. In this mode, the user interacts with the virtual content using
speech and paddle placement. However, the system only considers the static
paddle pose at a particular time and fuses this information with the speech
recognition result to interpret the combined speech and gesture commands.
Therefore, the paddle was only used for object selection.
This mode works in the following manner. When a speech command is
recognized, it is checked against a set of goals. If a match is found, the ap-
propriate command id number is sent to the AR application, where it is acted
upon.
For example, consider the speech input “grab this” while the user has
placed the paddle on a virtual object on one of the menu pages. The system
will check the position of the paddle and compare it to the other virtual objects
in the scene. If the paddle is within a predefined threshold of an object, then
that object will be selected.
In this example, the object is grabbed, or selected from the contents page
and placed on the paddle for further action. If the paddle position is not within
the predefined threshold, then no object will be acted upon. Figure 4.6 shows
the process flow to recognize and act upon a speech command.
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Figure 4.6 Process flow to recognize and act on speech command.
4.3.3 Speech and Gesture
The final mode of interaction is full paddle gesture combined with speech.
The user is able to interact with the system using both speech and continuous
paddle gestures. This mode is a combination of the two modes explained
previously, but this time continuous paddle input is used.
For example, the user can give a speech command “grab this” to select an
object. The object can then be placed in the virtual room using the paddle
tilting gesture, which was not available in the static paddle mode of the pre-
vious section. In this manner, the user can easily combine speech and paddle
gesture input and choose which interaction technique is more appropriate for
the given task.
When the system recognizes a speech command and matches it to a dialog
goal, a time stamp is recorded. The system then determines if the paddle
is within a defined threshold of any of the actionable objects. If within five
seconds the paddle is found to be close enough to an object, then that object
is acted upon. However, if no item is found within five seconds, then the
command expires and the user must issue any further desired command.
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4.4 Speech Commands
A list of speech commands the system can process are given below:
 Delete Command: This command will delete an object from the pad-
dle or from the workspace area. If there is an object on the paddle, it
will be deleted. If there is no object on the paddle and the workspace is
in view, the object the paddle is touching will be deleted. An example
of such a command is “delete this”.
 Translate Command: If the workspace is in view, this command at-
taches a virtual object in the workspace to the paddle so that it follows
the paddle translation. The object will be released from the paddle af-
ter the user gives the Stop or Place command. The translate command
would be “translate this”.
 Rotate Command: This command has a similar function as the Trans-
late command. It attaches a virtual object in the workspace to the paddle
so that it can follow the paddle rotation. The object will be released from
the paddle after the user gives the Stop or Place command. An example
of this command is “rotate that”.
 Move Command: This command combines the Translate and Rotate
commands. It attaches a virtual object from the workspace to the paddle
so that it follows both paddle translation and rotation. The object will be
released from the paddle after the user gives the Stop or Place command.
The user would issue the following command “move this”.
 Place Command: If there is an object attached to the paddle, this com-
mand places the attached object at the paddle location in the workspace.
An example of this command is “place here”.
 Stop Command: This resets a Delete, Translate, Rotate or Move com-
mand. This command is the single word “stop”.
4.5 Evaluation
The MARS application was demonstrated at the International Conference on
Artificial Reality and Telexistence (ICAT2005). The system was set up using
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a standard desktop PC. Users wore a head mounted display (HMD) with a
web cam aligned with the user’s line of sight. Marker grids were laid out in
front of the user so that it was easy for the users to select objects from the
menu pages and place them in the virtual room. A list of verbal commands
was placed in front of the user for reference.
Users were quickly able to manipulate the virtual content in an effective
manner and commented that the system was easy to use. The system was able
to understand native and non-native English speakers from various countries.
A user trying out the system during this demonstration can be seen in Figure
4.7.
Figure 4.7 Demonstration of MARS application at ICAT2005 conference.
In addition, a formal user evaluation study was conducted to determine if
the multimodal interface actually improved the efficiency of user interaction
in the AR environment (Irawati et al., 2006). The set up for the user study
was similar to that for the ICAT2005 demo described previously. In the study,
participants were to build a predefined arrangement of furniture using the three
modalities provided by the system:
 Paddle Gestures Only
 Speech with Static Paddle Gestures
 Speech with Paddle Gestures
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To minimize order effects, the presentation sequences of the three inter-
face conditions and three furniture configurations were systematically varied
between users. Before each trial, a brief introduction and demonstration was
given so that the participants could become familiar with the system. Partic-
ipants were also allowed to practice until they were proficient enough in the
given condition to assemble a sample scene in less than five minutes. A list of
speech commands was provided for reference during the experiment.
Participants completed the task significantly faster using the speech and
static paddle condition. This result shows that the use of multiple input chan-
nels leads to an improvement in task completion time. Subjective questioning
showed that users felt they completed the tasks more efficiently when using the
multimodal interface. A complete discussion of this user study can be found
in (Irawati et al., 2006).
4.6 Summary
In this chapter, the development of a multimodal AR (MARS) application was
described. The MARS application is utilized in this research as a test bed to
determine the effectiveness of multimodal interaction in an AR environment.
A formal evaluation of the interface showed that combining speech and paddle
gestures improved performance over the use of a single modality alone. These
positive study outcomes provided the impetus to incorporate this same type
of interaction into the AR-HRC system.

Chapter 5
Architectural Design
Chapter 4 discussed the development of a multimodal AR system and how the
performance of that system was improved through the use of a multimodal
interface. As a result of that work, a multimodal approach has been taken in
the design and development of the AR-HRC system in this thesis.
This chapter first provides an overview of the design approach taken for
the AR-HRC system and then describes each module in detail. Two examples
are provided to help define how the different modules interact and how the
goals of the AR-HRC system are achieved. A particular focus is placed on
highlighting how each module contributes to the overall multimodal nature of
the system.
5.1 Design Approach
A number of the capabilities required for a robust human-robot collaboration
system were identified in Chapters 2 and 3 through a review of research in
the areas of communication, HRI and AR. This section lists these capabilities
individually and details how they are incorporated in the design of the AR-
HRC system presented.
Communication is a fundamental part of collaboration. Therefore, the
communication link between the robot and human must be as robust as possi-
ble. However, communication is more than just verbal exchanges. Therefore,
a multimodal approach has been taken in the design of the AR-HRC system
which ensures that the communication is as robust as possible.
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This design enables the human to communicate in a multimodal fashion
through the use of speech and paddle driven gestures. The robotic system is
also able to communicate in a multimodal fashion through the use of synthe-
sized speech and virtual graphic overlays. Integration of AR technology into
the system design is a key factor that enables both the human and robot to
communicate effectively. More specifically, AR enables both the human and
robotic system to communicate in a multimodal fashion.
Natural communication for the robot has been integrated into the system
through the use of random verbal responses and humour. To avoid the robot
uttering the same phrase for a given context, the system randomly selects one
of a number of responses that is appropriate. Therefore, the robotic system is
able to communicate in what is perceived by the human as a natural manner,
since the robot is not repeating itself verbatim, but is using a variety of phrases
for a given situation. Hence, it should elicit natural communication behaviour
from the human in return.
In any truly collaborative effort, the participants must be able to easily
reach common ground. Without being able to reach common ground, con-
versation partners will not be able to communicate effectively. Effective com-
munication is even more important in human-robot communication since it
is more difficult to repair dialog when a misunderstanding occurs. If the hu-
man is unable to easily reach common ground with the robotic system, then
collaboration is hindered and the human will lose confidence in the system.
The design of the AR-HRC system enables grounding for robotic commu-
nication. This grounding takes place through a combination of verbal and
visual feedback to the user. In essence, this approach is similar to a human
using a verbal reference and clarifying that reference with a gesture.
The AR-HRC system allows the robot to respond with a verbal statement
and follow that statement with a visual overlay in the AR environment. This
method enables the human to easily reach common ground with what the robot
has “said” and closely follows the way humans communicate, thus providing
the human with a familiar form of communication.
For a human-robot collaborative system to be truly effective, it should also
incorporate adjustable autonomy, which is the ability for the robotic system to
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vary the level of human input required during execution. Fundamentally, this
means that the robot can operate at the level of autonomy that is appropriate
for the given situation. The human is able to monitor the robotic system and
get involved if warranted. On the robot side, the robot works autonomously
once a plan has been interactively created and reviewed. However, during
execution, the robot can ask the human for help if a situation arises where the
robot cannot find an optimal solution itself.
The effect of this system design is that the robot is able to do what it is best
at, repetitive physical tasks in hazardous environments. A human also offers
the collaborative team their capabilities of dealing with unexpected situations.
Therefore, the system is designed to capitalize on the strengths of all members
of the collaborative team effort.
An effective collaborative team needs to maintain awareness of what the
various members of the team are doing and how actions of any member will
affect the team as a whole. This process is called maintaining situation aware-
ness. Maintaining situation awareness is very important in a human-robot
collaborative effort as the robot may not be able to indicate to the human
partner every detail about its surroundings. In the AR-HRC system design,
the human is able to maintain situation awareness of the robot by having the
3D visual representation of the robot in its environment overlaid onto the real
world view of the human. This overlaid view is accomplished through the
implementation of the AR module.
The AR-HRC system architectural design is shown in Figure 5.1. The
following sections describe each module of the design in detail. A particular
focus is also paid to how each module specifically contributes to the design
goals outlined.
5.1.1 Speech Processing
Speech processing consists of recognizing and parsing human speech. Input for
speech processing is through a noise canceling microphone worn by the user.
The user’s spoken input is converted into a text string using the Microsoft
Speech Engine (MicrosoftSpeech, 2007). The parsed speech is then compared
to a set of defined dialog goals and used to initiate system commands. If a goal
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Figure 5.1 The AR-HRC System Architecture.
is matched then this information is sent to the Multimodal Communication
Processor (MCP) module, which is discussed in Section 5.1.6.
Dialog goals are specified using an xml based rule description. An example
of the defined dialog goal for the “go here” command is shown in Figure 5.2.
The “RULE ID” indicates that the “go here” command is a move command.
The first item “please” is optional, by using the <O> tags, thus the system
will recognize the “go here” command whether or not the human precedes
this command with “please”. The human can then use either “move” or “go”
to initiate the command. The “RULEREF MoveDeictic” item shows that to
complete the dialog the human can use either “here” or “there”. So valid
commands include “please move there”, “move here”, “please go here”, “go
there” etc.
In this manner, the dialog understood by the system is flexible and adapt-
able to different users. The same command information is sent to the MCP
regardless of which variation of the dialog goal the user decides to use. The ex-
ample provided in Figure 5.2 can easily be modified to expand the dialog that
the AR-HRC system understands, making it compatible with a large number
of users.
Another input for speech processing comes from the MCP. This input is
the spoken dialog of the robotic system. Using the text-to-speech capabilities
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# Top level rule for "go here" verbal command
<RULE ID="VID_Move" TOPLEVEL="ACTIVE">
<O>Please</O>
<P>
<L>
<P>move</P>
<P>go</P>
</L>
</P>
<P>
<L>
<RULEREF REFID="VID_MoveDeictic" />
</L>
</P>
</RULE>
# Spatial references
<RULE ID="VID_MoveDeictic" >
<L PROPID="VID_MoveDeictic">
<P VAL="VID_MoveDeicticLocale">here</P>
<P VAL="VID_MoveDeicticLocale">there</P>
</L>
</RULE>
Figure 5.2 Speech: Processing of “go here” command.
of Microsoft Speech (MicrosoftSpeech, 2007), this information is presented to
the user in the form of verbal output through a set of speakers connected to
the system. The dialog spoken by the system is stored as a list of strings.
When a situation occurs where the system needs to speak, it selects from a
variety of strings that are defined for the given situation. Therefore, the system
communicates in a more natural manner by using a variety of phrases for each
situation.
5.1.2 Dialog Management System
The Dialog Management System (DMS) takes input from the MCP. This input
is the defined goal reached through speech processing. The DMS matches this
defined goal to an action for the system to take. This output is then sent to
the MCP for processing. To continue with the “go here” example of Section
5.1.1, Figure 5.3 shows the matching of the defined speech goal to an action
for the system to take.
The “if (SUCCEEDED)” command checks to see if a dialog goal, from
Section 5.1.1, has been reached. If a dialog goal has been reached, then this
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if (SUCCEEDED(pPhrase->GetPhrase(&pElements)))
{
switch(pElements->Rule.ulId)
{
case VID_Move:
switch(pElements->pProperties->vValue.ullVal)
{
case VID_MoveDeicticLocale:
cout << "Move here/there" << endl;
commandToSend = "hrcAre go here";
break;
// .. other cases
}
// ... other cases
}
}
Figure 5.3 DMS: Processing of “go here” command.
goal is identified through the switch statement that follows. In this case, a
move command has been identified. A second switch statement completes
the command by identifying where the move command is directed. Once the
completion of the goal has been defined, a command is sent to the appropriate
module to take action. In this example, the command is sent to the gesture
processing module, discussed in Section 5.1.3, to define the point referred to in
the deictic reference “here” or “there” and complete the multimodal command.
The MARS application described in Chapter 4 made use of the open source
Ariadne spoken dialog system (Denecke, 2002). However, for the AR-HRC
system the DMS and speech processing modules were developed and integrated
for the specific needs of the system. These modules are built on the Microsoft
Speech SAPI 5.1 (MicrosoftSpeech, 2007) software libraries.
5.1.3 Gesture Processing
The human is able to gesture to the robotic system through the use of a
paddle. This paddle has a fiducial marker on it that allows the ARToolKit
(ARToolKit, 2008) to track its position. When a dialog goal is reached that
requires a gesture to complete the command, the MCP sends a request that
the position and orientation of the paddle be recorded and used as the 3D
point in space to complete the verbal command.
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The coordinates of the point are translated into the coordinate frame of
the robot. Therefore, the user is able to use a generic spatial reference, such as
“go here”, and gesture into the 3D virtual world of the robot with the paddle
selecting a point in 3D space. This generic communication mechanism is then
transferred into precise coordinate information that the robot needs to execute
the maneuver. Figure 5.4 shows how gesture processing takes place for the “go
here” example.
Once the DMS module of Section 5.1.2 has identified a command that
requires completion through gesture interaction, a command is sent to the ges-
ture processing module to find the paddle position and the gesture parameters.
The process begins by first making checks to see if the paddle is in view, then
to make sure the paddle is in pointer mode and finally, if the tracking grid is
visible that defines the virtual work space of the remote robotic system. The
system then calculates the coordinates of the paddle in relation to the remote
world environment.
These coordinates are then transferred into the reference frame of the
robot. A check is made to ensure that the coordinates are within the work-
ing boundaries of the robot. If this check passes, then the type of command
is defined through the following “if” statement where the variable “action”
contains the command type. This variable is set by the input from the DMS
module.
At this point, a command has been completely defined. A verbal response
is sent to the user via the “sayThisRandom” method and then the coordinates
selected are recorded as the position to proceed to. The “drawTrajectory”
variable is set to true, telling the system to draw this new trajectory as an
overlay in the AR environment. Therefore, the user is able to immediately
verify that the robot has understood the 3D point selected and can see how
the robot plans to proceed to this point. The robot does not begin to move
until the user tells the robot to “execute the plan”.
5.1.4 Viewpoint Processing
The viewpoint-processing module interprets the user’s viewpoint through the
use of a camera attached to a head mounted display (HMD) worn by the user.
66
// Check if paddle is visible
if (seePaddle)
{
// Make sure paddle mode is pointing
if (paddleAsPointer)
{
// Make sure can see robot’s world
if (baseMarker->isValid())
{
// Find position of paddle in world coordinates
osg::Matrixd* paddleNodeMatrix = getWorldCoords(paddleGroup);
osg::Vec3f paddleWorldCoords = paddleNodeMatrix->getTrans();
// Find coordinates of robot wold
osg::Matrixd baseMatrixFindCoords = baseMarker->getTransform();
baseMatrixFindCoords.invert(baseMatrixFindCoords);
osg::Vec3f baseMatrixWorldCoords = baseMatrixFindCoords.getTrans();
*paddleNodeMatrix = (*paddleNodeMatrix) * (baseMatrixFindCoords);
// Find paddle position in reference frame of robot’s world
osg::Vec3f paddleFromBase = Utils::distancePaddleFromBase
(baseMarker->getTransform(), paddleMarker->getTransform());
// Make sure selected point is valid
bool selectedPointOK = Planner::checkCoordsValid(paddleNodeMatrix->getTrans(),
baseScale);
if (selectedPointOK)
{
osg::Vec3f paddlePos = paddleNodeMatrix->getTrans();
// Check if have command and that it is "go here"
if (haveCommand && action == HERE)
{
// Respond to user with random verbal response.
sayThisRandom(goHereResponse);
// Assign position of paddle as the go to position
goToPosition(paddlePos);
// Tells system to draw trajectory with point selected in AR environment
drawPlanTrajectory = true;
}
// Other deictic command such as FRONT, BEHIND, LEFT and RIGHT
}
}
}
}
Figure 5.4 Gesture: Processing of “go here” command.
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Computer vision algorithms in ARToolKit are used to calculate the position of
the camera. Since this camera is aligned with the direction the user is looking
in, the user’s viewpoint direction into the 3D world is therefore acquired. The
viewpoint direction of the user is then used to define the location the user
is referring to when using a phrase, such as “go to the left of this”, while
selecting an object in the AR world with the paddle. As example of this type
of processing is provided in Section 5.2.
5.1.5 HRC-ARE
The Human-Robot Collaboration Augmented Reality Environment (HRC-ARE)
provides the user with a 3D virtual representation of the robot and its work en-
vironment. The HRC-ARE is built upon the osgART libraries (Looser et al.,
2006). The osgART libraries use an Open Scene Graph (OpenSceneGraph,
2008) wrapper for the ARToolKit (ARToolKit, 2008) and were selected for use
in the AR-HRC for their high level rapid prototyping approach to creating
virtual content for AR environments.
5.1.6 Multimodal Communication Processor
The MCP is responsible for receiving information from the other modules and
sending information to the appropriate modules. Thus, the MCP is responsi-
ble for combining multimodal input, registering this input into something the
system can understand, and then sending the required information to other
system modules for action. The result of this system design is that a human
is able to use natural speech and gestures to collaborate with robotic systems.
5.2 Deeper Spatial Dialog
The previous sections described the components that make up the architectural
design of the AR-HRC system. Using an example of the “go here” command
the interaction between the modules was presented. This section attempts to
go into more detail of how the gesture, speech and viewpoint information is
handled. An example with deeper spatial dialog is used, namely that of the
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human using the spatial reference “behind this”. This example will also be in
the midst of collaboratively creating a plan for the robot. In particular, a via
point will be added to a path whose creation is currently in progress. A via
point is an intermediate point added to the path to ensure the robot avoids
collisions and follows a desired trajectory.
The speech processor listens for a verbal command from the user. While
listening the speech processor compares the verbal input to defined dialog
goals. In this example, the user’s verbal command is “place via point behind
this”. This defined dialog goal is shown in Figure 5.5 and shows how the user
can select from various verbal commands to achieve the same dialog goal. The
dialog goal can also be completed such as “place via point here”. Also shown is
the defined dialog goals for other spatial references such as “left of”, “right of”
and “in front of”. A description of how this code is interpreted was provided
in Section 5.1.1.
Now that a dialog goal has been defined, the appropriate message is sent to
the MCP. The MCP then sends this information to the DMS which matches
the defined dialog goal to an action that needs to be taken by the system.
Figure 5.6 shows how the dialog goal is matched to an action for the system.
For an explanation of how the code works, please refer to Section 5.1.2.
The defined dialog has now been matched with an action. The HRC-ARE
is now responsible for defining the location of the spatial reference. First, the
HRC-ARE seeks to define what object the user is selecting. This task is done
by comparing the location of the handheld paddle with the various objects in
the robot’s environment. Figure 5.7 shows how an object is selected through
paddle manipulation.
Checks are first made similar to those defined in Section 5.1.3 and shown
in Figure 5.4. In the case of the spatial reference “behind this”, the system
must determine what “this” refers to. The system calculates the position of
each object in the work space and then compares these positions to that of the
paddle. If the paddle is found to be within a proximity threshold of one of the
objects, then this object is selected.
The system must now define what “behind” means in reference to the
object selected with the paddle. To determine this reference, the system first
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<RULE ID="VID_ViaPoint" TOPLEVEL="ACTIVE">
<O>please</O>
<P>
<L>
<P>place via point</P>
<P>place middle point</P>
<P>place way point</P>
</L>
</P>
<P>
<L>
<RULEREF REFID="VID_MoveDeictic" />
<RULEREF REFID="VID_MoveDirection" />
</L>
</P>
</RULE>
<RULE ID="VID_MoveDirection" >
<L PROPID="VID_MoveDirection">
<P VAL="VID_MoveDeicticLeftOf">to the left of this</P>
<P VAL="VID_MoveDeicticLeftOf">to the left of that</P>
<P VAL="VID_MoveDeicticRightOf">to the right of this</P>
<P VAL="VID_MoveDeicticRightOf">to the right of that</P>
<P VAL="VID_MoveDeicticFrontOf">in front of this</P>
<P VAL="VID_MoveDeicticFrontOf">in front of that</P>
<P VAL="VID_MoveDeicticBehind">behind this</P>
<P VAL="VID_MoveDeicticBehind">behind that</P>
</L>
</RULE>
<RULE ID="VID_MoveDeictic" >
<L PROPID="VID_MoveDeictic">
<P VAL="VID_MoveDeicticLocale">here</P>
<P VAL="VID_MoveDeicticLocale">there</P>
</L>
</RULE>
Figure 5.5 Speech: Processing of “place via point behind this” command.
if (SUCCEEDED(pPhrase->GetPhrase(&pElements)))
{
switch(pElements->Rule.ulId)
{
case VID_ViaPoint:
switch(pElements->pProperties->vValue.ulVal)
{
case VID_MoveDeicticBehind:
cout << "Via point behind this/that" << endl;
commandToSend = "hrcAre viapoint behind that";
break;
// .. other cases
}
// ... other cases
}
}
Figure 5.6 DMS: Processing of “place via point behind this” command.
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// Find object paddle comes near
std::vector<osg::Node*>::iterator iter;
bool foundOne = false;
for (iter = trackableNodeList.begin(); iter != trackableNodeList.end(); iter++)
{
// Find position information of individual item in trackableNodeList
osg::Node* thisNode = *iter;
osg::MatrixTransform* thisMatrixTransform = dynamic_cast<osg::MatrixTransform*>(*iter);
// Calculate world coordinates
osg::Matrixd* nodeWorldCoords = getWorldCoords(thisNode);
osg::Vec3f nodeWCoords = nodeWorldCoords->getTrans();
// Get world coordinates of paddle
osg::Vec3f paddleNodeMatrixCoords = paddleNodeMatrix->getTrans();
// Calculate distance of paddle from base
osg::Vec3f nodeCoordsBase = Utils::distancePaddleFromBase(baseMarker->getTransform(),
*nodeWorldCoords);
// Calculate the distance from paddle to individual trackable item
float distancePaddleToCurrNode = (paddleNodeMatrixCoords - nodeWCoords).length();
// If paddle is close to item, select this item
if (distancePaddleToCurrNode < PROXIMITYTHRESHOLD)
{
foundOne = true;
findNodeVisitor findCubeColorSwitch("cubeColorSwitch");
thisNode->accept(findCubeColorSwitch);
// Turn selected object green for visual user feedback
osg::Switch* colorSwitch = dynamic_cast<osg::Switch*> (findCubeColorSwitch.getFirst());
colorSwitch->setSingleChildOn(1);
}
}
Figure 5.7 Gesture: Processing of “place via point behind this” command.
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calculates the user’s viewpoint in relation to the object. The viewpoint is
then used to calculate a point offset from the object selected in the direction
defined by the spatial predicate, “behind” in this example. Figure 5.8 shows
an example of how the spatial predicate is defined.
Figure 5.8 How the spatial predicates front, right, left and behind are defined.
Figure 5.9 shows how the software defines this point. Initially, a distance
is calculated from the center of the object chosen. This distance is calculated
by using the bounding sphere, or the smallest sphere that could be drawn
encompassing the entire object. Since this distance would intersect with the
outer surface of the object, an offset value, “SAFEDISTANCE” is added to
the radius of the bounding sphere. This is “delta” and is used to place a point
in the spatial reference indicated by the user. This delta value is used so that
the selected point is offset form the object chosen to ensure that the robot
does not collide with the selected object as it proceeds to the desired location.
The angle of the user viewpoint is calculated using the location of the
fiducial marker the workspace is “attached” to. The variable “viewpos” is
then calculated and used to find the camera position in one of four quadrants.
The “findCameraPos” method returns an integer value indicating which of the
four quadrants the user viewpoint is in. At this point, the system knows how
the user is viewing the selected object and can then use this viewpoint to define
the meaning of the spatial predicate used. In the current example, the system
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osg::Vec3f toPlacePos, viewPos;
int cameraPos;
double delta, angle;
// Find bounding sphere of object selected
osg::BoundingSphere bound = thisNode->getBound();
// Delta is used to place spatial location external of the bounding sphere
delta = bound.radius() * SAFEDIST;
// Find angle of viewpoint of user
osg::Matrix baseMatrix;
baseMatrix = baseTransform->getMatrix();
baseMatrix.invert(baseMatrix);
viewPos = baseMatrix.getTrans();
angle = atan2(-viewPos[0], -viewPos[1]);
// Find camera position
// Returns integer of camera position in one of four quadrants
cameraPos = Utils::findCameraPos(angle);
// *action is spatial predicate used
// in this case "behind"
switch (*action)
{
case BEHIND :
switch (cameraPos)
{
case 1 : toPlacePos[0] = delta * sin(angle);
toPlacePos[1] = delta * cos(angle);
toPlacePos[2] = MAZEZED;
break;
case 2 : toPlacePos[0] = delta * sin(angle);
toPlacePos[1] = delta * cos(angle);
toPlacePos[2] = MAZEZED;
break;
case 3 : toPlacePos[0] = delta * sin(angle);
toPlacePos[1] = delta * cos(angle);
toPlacePos[2] = MAZEZED;
break;
case 4 : toPlacePos[0] = delta * sin(angle);
toPlacePos[1] = delta * cos(angle);
toPlacePos[2] = MAZEZED;
break;
}
break;
// ...other cases
}
return toPlacePos;
Figure 5.9 Definition of position for “place via point behind this” command using the
viewpoint of the user.
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would place a point behind the selected object as defined by the viewpoint the
user has of the selected object.
The ambiguity of the spatial command has now been resolved and a loca-
tion behind the selected object identified. To reach common ground the robot
gives a verbal response and the location is displayed to the user as an overlay
in the AR environment. Therefore, the human is able to use natural speech
and gesture and maintain situation awareness by receiving verbal and visual
feedback of the robot’s intended actions.
5.3 Summary
This chapter started by describing the components that make up the archi-
tectural design of the AR-HRC system. Each component was described and
an example was provided to help explain how these components interact to
provide the multimodal interaction required for robust human-robot collabo-
ration.
The chapter concluded with a second example of deeper spatial dialog in
an attempt to provide more detail of how the speech, gesture and viewpoint
information is handled by the system. The overall design of the AR-HRC
system is focused on providing an effective multimodal interface for robust
human-robot collaboration. The examples presented are used to highlight the
system functionality and operation using the software architecture described
in Section 5.1.

Chapter 6
Multimodal Metric Study
In Chapter 3 it was shown that one aspect of an effective human-robot col-
laborative system is that it should support multimodal input and output. In
that chapter, the idea of using AR technology to enable robust communication
between the human and robotic system was presented. Chapter 4 discussed
the development of a multimodal AR application and reported that this type
of interaction in AR resulted in increased performance. Finally, Chapter 5 pre-
sented a system architecture for an AR interface for supporting human-robot
collaboration.
The next step in the development of the AR-HRC system presented here
was to determine what kind of speech and gestures would be best used to col-
laborate with a robot. Therefore, a Wizard of OZ (WOZ) study was conducted
to enhance the development of robust multimodal interaction for the AR-HRC
system. A description of a WOZ study is provided in Section 3.3.
The objective of the WOZ study was to find out what combination of
speech and free hand natural gestures people would prefer to use when col-
laborating with a mobile robot on a navigation task. This chapter outlines
the experimental design employed and the procedure followed in this study.
Results are then presented and discussed.
6.1 Experimental Design
This section describes the environment in which the study took place and the
tools used. It then presents the three user interface conditions examined. The
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overall WOZ procedure employed is then described in detail. Finally, the study
participants are presented.
6.1.1 Set Up
The experiment took place in two separate rooms. The two rooms shared a
common wall with a one-way mirror that enabled the human wizard to observe
the participants but did not allow the participants to see the wizard. The wiz-
ard station consisted of a Linux PC that ran the Gazebo 3D robotic simulation
software from the Player/Stage project (Gerkey et al., 2003). Gazebo was used
to provide the 3D simulated world of the robot and the robot itself.
The wizard used keyboard input in Gazebo to drive the simulated robot
in correlation with the direction supplied by the users. The four arrows keys
were mapped to forward and backward motion, as well as rotation in the left
and right directions. This type of interaction was utilized so that the wizard
could easily drive the robot with one hand. Each participant was tasked to
guide the robot through the maze using one of three interface conditions. The
three conditions used will be discussed in Section 6.1.2.
A windows PC was used to run a simple program that turned a set of keyed
responses from the wizard into verbal responses. There was no GUI interface
for the wizard, input to the program was by key selection and response was
provided to the wizard through the command line window, and by the verbal
response of the system. Using the Microsoft Speech SAPI 5 (MicrosoftSpeech,
2007) text-to-speech (TTS) functionality these responses were spoken by the
system so the participants would believe that they were communicating with
a robotic system and not a human, as required for this type of study.
The wizard also used these canned responses to alert the user when the
experiment would begin, what modality would be used, if they had crashed
and when they had finished the test. For example, if the robot crashed into
a wall it would say “Ouch, I just ran into something.” An attempt was made
to use a bit of humor so that the human would feel as if the robot had a
personality and thus would feel more comfortable in interacting with the robot
as a collaborative member of the team. The wizard station can be seen in
Figure 6.1.
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Figure 6.1 Wizard Command Center.
Video recording equipment captured both the video feed from the user’s en-
vironment and the output from the Gazebo software. This recording consisted
of the output from Gazebo in the background, the robot in its workspace, with
an overlay of the user in the lower left corner in a picture-in-picture fashion.
An example of the video captured for analysis is shown in Figure 6.2.
This recording also captured the speech used by the participants making
it possible to correlate the speech and gestures used with the movement of the
robot during analysis. This correlation enabled the tracking of the reference
frame of the robot and which reference frame the participant was using. In
this manner, it was possible to determine how the users interacted with the
robot in terms of the reference frames used.
In the participant’s environment, the video output from Gazebo was pro-
jected onto a screen that the user stood in front of. Two ceiling cameras were
positioned so that the gestures used by the participant could be seen by the
system and thus by the wizard. The wizard used this video feed to interpret the
participant’s gestures and drive the robot accordingly. The user’s speech was
picked up by a microphone in the ceiling. Speakers were placed near the user to
provide the robotic voice output. The user environment is shown in Figure 6.3.
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Figure 6.2 Example of video recorded during the WOZ study. Correlation with audio
enabled analysis of reference frames used. The task was for the participant to guide a robot
through the maze.
Figure 6.3 Environment for participants.
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6.1.2 Experimental Conditions
In this experiment, three interface conditions were used:
 Speech Only: In this condition, the participants were allowed to use
whatever speech input they wanted. However, no gesturing was used.
 Gesture Only: In this condition, the participants were allowed to use
whatever gestures they wanted. However, no spoken dialog was under-
stood.
 Speech Combined with Gesture: In this condition, the users were
able to user whatever combined free hand gestures and spoken dialog
they wanted.
6.1.3 Procedure
The study began by giving a demographic questionnaire to help evaluate how
familiar the users were with robotics and speech interfaces, as well as deter-
mine age, gender, profession and educational experience. A pre-experiment
questionnaire was then given to each participant. The objective of this ques-
tionnaire was to find out what type of speech and gestures the participants
thought they would use prior to experiencing the system.
Users were asked to describe for each of the three experimental conditions
how they would interact with a human collaborator. The questions given
were modeled after those experienced on driving tests where the user is asked
how they would complete a specified maneuver (LandTransportNZ, 2008). An
example of such a question is shown in Figure 6.4.
The pre-experiment questionnaire used pictures instead of written ques-
tions. The reason pictures were used was to ensure that the participants would
not be biased by the spatial language that would have been contained in writ-
ten questions. In the pictured questions, the participant was to collaborate
with the human to move from point A to point B, as shown in Figure 6.5.
The perspective in the pictures was varied to test what reference frames
the participants would use. For example, if the picture depicted the reference
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Figure 6.4 Example of a New Zealand driving test question that motivated the pre-
experiment questionnaire design (LandTransportNZ, 2008).
Figure 6.5 Example question to find out what speech, gestures, and speech combined
with gestures participants would use as part of the pre-experiment questionnaire. In this
example, the reference frame of the human pictured is purposefully not aligned with that of
the participant.
frame of the robot aligned with that of the participant then it would be easy to
predict that the user would refer to his or her own reference frame. However,
if the reference frame of the robot was not aligned with the user then the
objective was to see what spatial references would be used.
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To determine if participants would communicate differently with a robot,
as opposed to a human, a similar questionnaire was given out after the three
trials for the different interface conditions were run. This post-trial question-
naire was similar to the pre-experiment questionnaire. However, instead of the
human, the participants were questioned about how they would guide a robot
from point A to point B.
The questions given for the three experimental conditions for both the
human (pre-experiment) and robot (post-trials) randomly varied the reference
frames used. However, there was one question that was given for each condition
for both the human and robot cases. This question indicated the user had to
have the robot or human go around an unidentifiable object or around a pizza.
The latter case being something most participants could identify. Figure 6.6
shows the unidentifiable object and Figure 6.7 shows the identifiable object
(pizza) that the user instructed the human and robot to go around.
Figure 6.6 Question indicating robot to go around unidentifiable object.
The point of these questions was to determine what kind of language the
participants would choose to use. For example, using “this” for the unidenti-
fiable object or “pizza” for the object they could identify. In addition, partic-
ipants were told that the human and robot had to stay on the green path and
could not go into any gray areas. The questionnaires used in this study can
be found in Appendix A.
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Figure 6.7 Question indicating robot to go around identifiable object.
After the pre-experiment questionnaire was completed, the task was ex-
plained to the participants. They were told that they would be working with
a remote robotic lunar rover. The rover had experienced sensor failures and
they were to collaborate with the robot to get it back to safety. This scenario
was the cover story recommended by Dahlback et al. (1993), as discussed in
more detail in Section 3.3.
Unknown to the users, the wizard was observing their speech and gestures
and driving the robot accordingly. The same wizard was used for all partici-
pants to reduce the chance of varied interpretations of the participant’s speech
and gestures. The wizard responded to the user if speech or gestures were
used that could not be understood with a statement such as “I’m sorry, I did
not understand that.” This response was presented verbally to the partici-
pants through the speakers in the user’s environment. The wizard chose from
a predefined list of responses when it was necessary to communicate with the
participants.
A maze was created through which the user had to guide the robot. Par-
ticipants were told that the robot was autonomous, but that its sensors had
failed. For example, that it could not “see”. The robot had an ego-centric
camera that the human team member could see through but the robot itself
could not make use of this camera. The participants had an exo-centric view
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of the maze and robot in addition to the view from the camera mounted on
the robot.
The objective for the participants was to work with the robot and guide
it through the maze using one of the three interface conditions. Depending on
the modality of the interface, users were told that the system was practically
fluent in understanding spatial dialog, gesture or a combination of speech and
gesture input. The participants were encouraged to use a wide variety of speech
and gestures.
Each participant collaborated with the robot to get through the maze
three separate times, one for each of the experimental conditions. The maze
had multiple curves and forks so that the user would have to use a variety of
spatial language. Similar to the pre-experiment questionnaire, the maze had
unidentifiable objects in it that the robot had to maneuver around. The par-
ticipants had both an exo (God-like) and ego (robot's) view of the workspace.
The maze as projected for the user can be seen in Figure 6.8.
Figure 6.8 Example of maze for participants to guide robot through using speech and
gestures. The robot was initially placed in the dead end (near where the robot is pictured)
and the red box at lower right corner was the goal position. The lower left inset shows the
robot’s view.
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The order of the conditions was counterbalanced between users to avoid se-
quencing affecting experimental results (Greenwald, 1976). A post-experiment
questionnaire of 10 questions was given to the participants with answers pro-
vided on a Likert scale of 1 - 7. A Likert scale is one in which respondents
indicate their level of agreement with statements that express a favorable or
unfavorable attitude toward a concept being measured (Trochim, 2006). The
questions were intended to gauge user satisfaction with the system and modal-
ity preference. All questionnaires are provided in full in Appendix A.
The sequence of events for the full user study was as follows:
 Demographic Questionnaire
 Pre-experiment Questionnaire with Human
 Explanation of Task
 Trial 1 (Robot)
 Trial 2 (Robot)
 Trial 3 (Robot)
 Questionnaire with Robot
 Post-Experiment Questionnaire
6.1.4 Participants
Ten participants were run through the experiment recruited from within the
Lockheed Martin Space Systems Company, Advanced Technology Center, Sun-
nyvale, California, USA. The group consisted of nine engineers and one person
from finance. There was one female and nine males all under the age of 25.
The responses to the demographic questionnaire showed that overall the group
was not familiar with robotic systems, not familiar with speech systems, and
claimed they generally used gestures when speaking.
6.2 Results
The participants performed the task for each of the three modalities for a total
of three trials per participant. Three objective measures were recorded, time
85
to completion, the number of crashes, and the distance the robot traveled. Al-
though these three measures provide an indication of how the users performed,
they were not the primary goal of this study. The goal of the study was to
determine what kind of speech and gestures the participants decided to use.
A secondary goal was to determine which interface the users preferred.
The following sections analyze the results from the experiment by first
presenting the objective measures. Following the objective measures is an
analysis of the pre-experiment questionnaire, where the participants indicated
what types of interaction they thought they would use. An analysis of the
speech and gestures used during the three conditions of the experiment is then
provided. Finally, the results of the subjective questionnaires are given. All
statistical analysis was performed using an analysis of variance (ANOVA) and
post-hoc comparisons were done using Bonferroni correction (NIST, 2008),
where warranted.
6.2.1 Objective Measures
The first objective measure considered is the time to completion. The mul-
timodal condition had the shortest mean completion time of 428.5 seconds
(Standard Error (SE) 41.14). However, an ANOVA test found there was no
significant difference between conditions (F2,27 = 2.17, p = 0.13). Figure 6.9
shows the average completion times for the three conditions tested.
The next objective measure considered was the number of collisions. The
multimodal condition had the lowest mean number of collisions with 5.5 (SE
0.22). However, an ANOVA test found there was no significant difference
between conditions (F2,27 = 1.88, p = 0.17). Figure 6.10 shows the average
number of collisions for the three conditions tested.
The final objective measure considered was the distance the robot traveled
in completing the task. The three conditions resulted in similar distances
traveled. An ANOVA test found there was no significant difference between
conditions (F2,27 = 0.27, p = 0.76). Figure 6.11 shows the average distance
the robot traveled for the three conditions tested.
These three measures were dependent on the user and not the modality of
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Figure 6.9 Average completion times for the three conditions.
Figure 6.10 Average number of collisions for the three conditions.
communication. For example, if a participant crashed in one modality, then
the user tended to crash in all three conditions. This result did not have an
adverse effect on the study as the objective was not to determine which of the
experimental conditions resulted in the best objective measures. The objective
of the study was to find out what kind of speech and gesture participants would
choose to use in a collaborative task with a mobile robot. These results are
discussed in the following sections.
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Figure 6.11 Average distance robot traveled for the three conditions.
6.2.2 Pre-Experiment Questionnaire
6.2.2.1 Speech Only Condition
When guiding the human from point A to point B for left and right turns (see
Figure 6.5 for an example) users primarily used the term “turn” (9 right and
9 left), while one used “rotate” (right) and one used references to a clock, i.e.
“7 o’clock” then “4 o’clock”. Nine of the ten participants gave the directions
in incremental steps, such as “walk, stop, turn, stop, walk, stop”. Three
participants included an angle with the command “turn”, such as “turn right
90 degrees”. To indicate forward movement users used a combination of the
following commands: “move”, “go”, “forward”, “straight” and “walk”. Table
6.1 summarizes the speech commands used.
Action Command Used Modifiers
Forward move, go, forward,
straight, walk
none
Turn turn, rotate “30” degrees, clock directions
Stop stop none
Table 6.1 Speech commands used in pre-experiment questionnaire.
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For the example of moving around the unidentifiable object and pizza, the
participants used the same commands for both cases. This result was not
anticipated. It was expected that the users would use go around “this” for the
unidentifiable case, but no one did.
Eight participants gave incremental instructions, such as “forward, stop,
turn right 45 degrees, stop, forward, turn left 45 degrees, stop, forward, turn
left 45 degrees, stop, turn right 45 degrees, stop, forward, stop”. Two partic-
ipants used the preposition “around” and identified the pizza to go around.
One user labeled the unidentifiable object as a pillar, while the instruction of
the other user was “go around in a circle to your left”. This use of the robots
reference frame was consistent throughout the entire user study for all users.
6.2.2.2 Gesture Only Condition
Participants indicated they would use finger gestures (5 participants) or full
arm gestures (4 participants) with the remaining user having a preference to
use arm gestures analogous to those for riding a bike. Similar to the results for
the speech only case, users gave directions in incremental steps. Right and left
turns were instructed with either a full arm out in the appropriate direction
or a similar instruction using only fingers. One participant indicated pointing
to relative locations on a clock.
The gesture for stop was fairly consistent for all users. Hands up with
palm out indicated stop. One participant used a quick up and down motion of
the fingers to indicate stop. The final participant used a fist to indicate stop.
6.2.2.3 Speech and Gesture Condition
Participants combined the answers for the speech-only case and gesture-only
case for the combined speech and gesture questions. Typically, the answers had
the speech from the speech-only case complemented with the answers from the
gesture-only case. This result is likely due to the users not wanting to repeat
themselves. Hence, they used common answers that were already developed,
instead of answering the questions from the scratch.
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6.2.2.4 Comparison to Questionnaire with Robot
A similar questionnaire to the pre-experiment one was given out after the three
trials were run where the human was replaced by the robot from the exper-
iment. The intent of this questionnaire was to see how the users responses
changed after running the experiment and to see if the communication with
the robot differed greatly from that for the human figure. Indeed, the com-
munication became more mechanized for the case with the robot. Each step
was given incrementally with turns provided as discrete angles, except for one
user who instructed the robot to “turn around the corner”. Whereas in the
case for the human a command was given to “go forward about 3 feet”, the
communication to the robot was simple, short and curt such as “move”, “turn”
and “stop” type utterances.
The gesture only case with the robot had only two participants using finger
gestures as opposed to four for the case with the human. This result is most
likely due to the fact that subtle finger gestures were less recognized during
the course of the experiment. Additionally, users may have simplified, as with
the voice modality, to ensure communication with the robot.
The speech combined with gesture case again was a combination of the
other two modality responses. It is hypothesized that by this stage of the
experiment the participants knew what questions were going to be asked and
provided the quickest answers possible. This hypothesis is supported by re-
sponses such as “really, the same as before”.
6.2.3 Experimental Results
6.2.3.1 Speech Only Condition
Participants tended to use the same verbal references for stop and turn as
reported in the pre-experiment questionnaire. Stop was simply “stop” for
turning they used “turn” and “rotate”. A magnitude was sometimes associated
with the turn and rotate commands, such as “turn right 30 degrees”, while
some of the participants followed a turn command with a stop command when
the robot had reached an angle agreeable to the user.
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A range of different commands was used to indicate the robot move for-
ward, such as “walk”, “drive” and “inch forward”. The latter to indicate that
the robot should move forward, but only a little bit. It was necessary at times
for the users to have the robot move backwards. For this task, they used the
two terms “backwards” and “reverse”.
One interesting result was the type of modifiers used. For example, to
correct the robot when it had turned too far, users would say “back to the
left”. If the robot had not rotated the amount the user expected, this was
corrected with phrases such as “a little bit more”, “until I say stop” and “some
more”. To quantify how far to travel phrases like “past that object” were used.
In the test, the wizard responded to these types of ambiguous commands by
moving the robot a small amount and waiting for a response from the user to
determine if the robot had moved the amount intended.
Participants spoke in mechanized terms when they first started the exper-
iment, as experienced by Perzanowski et al. (2003). If something unexpected
happened, like a crash was impending, then the users would resort to com-
municating with the robot like it was a team member and not as if it were a
robot. One explanation for this change was that when the users were conscious
they were working with a robot they chose to speak to it in a manner they
thought appropriate. This behaviour was seen in the questionnaires where the
commands for the robot were more mechanized than for the human case. Once
users felt comfortable with the system and its capabilities, they began to use
more descriptive speech than just “turn”, “move” and “stop”.
Users commented after the experiment that “once I started using more
complicated instructions than simple ‘go forward’ and ‘turn’ it became easier
to control”. An example of this type of interaction was when one user kept
the robot moving forward and would tell it to turn around the corners without
stopping forward movement. Through the second half of the maze for this run,
robot movement was much smoother, as opposed to the “turn, stop, move,
stop” commands given in the first half of the maze.
Some participants used more descriptive phrases such as “go through the
passageway in front of you” and “around the structure in front of you”. Par-
ticipants also used “turn around the corner”, when the robot would stop after
turning the corner, users would say “and keep going” to indicate the robot
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should not stop after the turn. One user chose to speak to the robot by its
given name, used “please” for each request and apologized to the robot when
it crashed into a wall. These are indications that the user felt the robot was
a true member of the team and spoke to it as if were a human team member.
Table 6.2 provides a summary of the speech commands used during the speech
only condition.
Action Command Used Modifiers
Forward move, go, forward, straight,
walk, drive, inch
past that, through the pas-
sageway in front of you,
around the structure in front
of you
Backward backwards, reverse none
Turn turn, rotate “30” degrees, back to the
“left”, a little more, some
more, until I say stop
Stop stop none
Table 6.2 Speech commands used in the Speech Only condition.
6.2.3.2 Gesture Only Condition
To have the robot move forward most users held their hand out at arms length
in front of them. One user held the index finger up and then brought it down
toward the screen in front of them to indicate the robot should move forward.
Most users gave a gesture for the robot to move and then released the gesture.
However, one user maintained gestures the entire time the move was desired.
Thus, the entire time the robot was to move forward, this participant would
keep his arm stretched out in front of him. Afterwards, perhaps as expected,
the user commented on how tired his arms were at the end of the trial.
The gesture for stop was consistent between all users. Hands up, whether
directly in front of the body or at full arms length, with palm towards the
camera. This usage varied between users and also varied within the same trial
of individual users. At times though, an impulsive stop was needed to prevent
a crash and participants would have their palms pointing at the floor and wave
them back and forth to indicate stop. Otherwise, the hand up palm forward
method was the preferred method of gesturing stop.
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Gestures for turning consisted of a full arm gesture to the side of the body
that the user wanted the robot to turn in. All participants used the reference
frame of the robot. Three users adjusted the degree of the turn by starting
with the forward gesture (arm extended out in front of them) and defining
the turn by how far their arm moved to one side. So a 45 degree turn would
have the arm extended at full length and be in middle of having the arm
extended out directly in front and completely to the side. Figure 6.12 shows
three participants issuing a command for “left”, “stop” and “right”, where the
images were extracted from the video captured as described in Section 6.1.1.
(a) Left (b) Stop (c) Right
Figure 6.12 Gesture commands for left (a), stop (b) and right (c).
One participant tried to use very slight hand gestures for turning. The
wizard did not pick up on these slight gestures. Hence, the user interpreted this
behaviour as the system needing exaggerated motion for gesture. Therefore,
the participant turned their whole body in the direction of the desired turn.
Another user at times would use only the index finger to indicate forward and
turns, but full arm gestures were the majority.
6.2.3.3 Speech and Gesture Condition
Users tended to use the same methodology for guiding the robot in the mul-
timodal condition as in the speech only and gesture only conditions. This
methodology for seven participants consisted of combining the techniques used
in the verbal only and gesture only trials to guide the robot, but doing so in a
sequence of incremental steps “go, stop, turn, stop, go” etc. Three participants
used more complex communication, such as “go around this” while using a full
arm gesture to indicate a turn, or “go around the corner to your right”, again
while gesturing using a full arm extended to the side indicating to turn.
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The result of this type of communication was more fluid motion of the
robot. When more descriptive communication was used, there were fewer
stops for the robot which resulted in decreased time to complete the task. The
three participants who used the more descriptive communication that resulted
in fewer stops all had completion times far less than the average. The average
completion time for the multimodal case was 438.5 seconds. Tellingly, the
three users with fluid robot motion had significantly lower completion times
of 272, 291 and 298 seconds. This result shows that using more complex
communication enabled fluid robot motion that decreased completion times
due to enhanced communication and collaboration.
6.2.4 Post-Experiment Questionnaire
The post-experiment questionnaire consisted of ten questions to which the
participants responded using a 7 point Likert scale. An answer of 1 indicated
an answer of “very much so” to the statement and an answer of 7 indicated an
answer of “not at all”. The first seven questions are discussed next, followed by
an analysis of the last three questions, which asked the users if they considered
each of the three interface conditions as the best interface.
 Q1 Do you feel the system reacted the way you thought it would before you
began the experiment? The mean response for this question was 3.40 (SE
0.62). A two tailed t-test showed that there was no significant difference
from the mid point value of 4, with p = 0.36. Therefore, although the
mean of the participants answers indicated that the participants felt the
system reacted as expected, the result was not significantly different from
a neutral response.
 Q2 How well did you feel the system understood your verbal spatial ref-
erences? The mean response for this question was 1.60 (SE 0.16). A
two tailed t-test showed that there was significant difference from the
mid point value of 4, with p < 0.05, indicating that the participants felt
strongly that the system did understand the spatial language that they
used.
 Q3 How well did you feel the system understood the gestures you used?
The mean response for this question was 3.30 (SE 0.58). A two tailed
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t-test showed that there was no significant difference from the mid point
value of 4, with p = 0.26. Therefore, although the mean of the partici-
pants answers indicated that the participants felt the system understood
their gesturing, the result was not significantly different from a neutral
response.
 Q4 How well did you feel the system reacted the way you wanted it to?
The mean response for this question was 2.90 (SE 0.48). A two tailed t-
test showed that there was significant difference from the mid point value
of 4, with p < 0.05, indicating that the participants felt the reaction of
the system was what they had intended it to be.
 Q5 Do you feel the use of gestures helped you communicate spatially with
the system? The mean response for this question was 3.40 (SE 0.50) .
A two tailed t-test showed that there was no significant difference from
the mid point value of 4, with p = 0.26. Therefore, the result was not
significantly different from a neutral response.
 Q6 Did you have confidence speaking to the system? The mean response
for this question was 2.20 (SE 0.59). A two tailed t-test showed that
there was significant difference from the mid point value of 4, with p
< 0.05, indicating that the participants felt strongly that the system
responded well to verbal input.
 Q7 Did you have confidence gesturing to the system? The mean response
for this question was 3.50 (SE 0.59). A two tailed t-test showed that there
was no significant difference from the mid point value of 4, with p = 0.43.
Therefore, although the mean of the participants answers indicated that
the participants felt that the system responded well to gesture input, the
result was not significantly different from a neutral response.
The results of the post experiment questionnaire can be seen in Table 6.3.
These results show that participants felt the system understood verbal spatial
references very well and that the system reacted the way they expected it to.
Users also felt comfortable speaking to the system. Responses for how well
the users felt the system understood gestures were neutral. This result should
be expected since the wizard was able to fully understand the speech used,
but had to interpret the gestures, which took time and, when gestures were
ambiguous, the wizard was not always able to understand them.
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Mean Std
Error
T-Test
(p)
Q1: Do you feel the system reacted the way you
thought it would before you began the experiment?
3.40 0.62 0.36
Q2: How well did you feel the system understood your
verbal spatial references?
1.60 0.16 < 0.05
Q3: How well did you feel the system understood the
gestures you used?
3.30 0.58 0.26
Q4: How well did you feel the system reacted the way
you wanted it to?
2.90 0.48 < 0.05
Q5: Do you feel the use of gestures helped you com-
municate spatially with the system?
3.40 0.50 0.26
Q6: Did you have confidence speaking to the system? 2.20 0.59 < 0.05
Q7: Did you have confidence gesturing to the system? 3.50 0.59 0.43
Table 6.3 Summary of questionnaire responses. Questions were posed on a seven point
Likert scale between 1 = Very Much So and 7 = Not at All.
The final three questions asked the participants which of the interfaces
they felt was the best, with responses given on a Likert scale from 1 (very
much so) to 7 (not at all). The results are shown in Figure 6.13. An ANOVA
test resulted in (F2,27 = 4.09, p < 0.05) showing there was a significant effect
due to condition. Pairwise comparison using Bonferroni correction (p < 0.05)
revealed significant differences between the multimodal (Speech and Gesture)
and the Gesture Only conditions. However, there was no significant difference
between the Speech and other two conditions. Therefore, although the mean
of the participants answers indicated that the participants felt the Speech and
Gesture condition was the best, the result was not significantly significant.
6.3 Discussion
The primary objective of this study was to determine what kind of speech and
gestures people would use to interact with a mobile robot. For this reason,
participants were encouraged to try a variety of spatial references and gesture
interactions. Users were encouraged not to repeatedly use the same interaction
technique once they found a given technique worked well for them, but to try
new techniques instead to see if the system would understand them.
Given the opportunity, participants used natural speech and gestures to
work with a robotic team member. Initially, with no instructions given on what
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Figure 6.13 User modality preference. Questions posed to determine if the participants
felt each interface was the best on a seven point Likert scale between 1 = Very Much So
and 7 = Not At All.
type of speech and gestures to use, the participants communicated with the
robot in a manner they thought the robot would understand. This manner was
short, mechanized terminology, such as “rotate”, “stop”, “forward”, “stop”.
However, once the participants learned they could communicate in a natural
fashion they did so, “go around that corner in front of you”, and commented
on the natural and intuitive nature of the interface.
Users preferred full arm gestures to indicate forward and turning motions.
To prevent users from getting tired of making these types of exaggerated ges-
tures, it is important that the system react in such a way so that the user does
not have to maintain the gesture. For example, to turn right a user should be
able to point to their right using a full arm gesture and then return to a normal
relaxed pose. The system should react by initiating a turn and continuing to
do so until a command is received to stop. One comment was made that the
user preferred speech because then their arms “would not get tired”, so it is
important to think about ergonomics when designing gestures into a system.
A gesture for turning should also define the magnitude of the turn. Three
participants used this type of gesturing and two others commented it should
be incorporated. Two of the three that actually used this type of gesturing
held one arm out for move forward, then used that arm to start moving to
one side to indicate to begin to turn to at what degree. The other participant
97
used one arm forward to indicate move forward and then used the other arm
to continually make turns. When the turn would go from right to left, the user
would change which arm was used for the forward motion (always maintaining
this forward motion) and use the appropriate arm for gesturing a turn and its
magnitude. This type of interaction is shown in Figure 6.14, this image was
also extracted from the recording described in Section 6.1.1.
Figure 6.14 Participant simultaneously gesturing forward and to the right resulting in
fluid robot motion around corners.
The participants commented that the verbal responses from the robot were
helpful as it let them know what was happening and what was going to happen.
However, users did comment that they would have liked to have had the robot
tell them when a collision was imminent. It should be noted that in this study
the sensors from the robot were supposed to have failed. Thus, it would have
not been practical to have the robot tell the users a collision was imminent,
although it would have been helpful for the user.
Participants were not consistent with the speech and gestures they used.
During a trial one user would use various forms of speech and gestures to mean
the same thing. For example, they would hold one hand up palm out for stop,
but then also hold arms out with palms toward the floor waving their hands
back and forth. The impact of this result is that for a system to be robust,
it must be able to understand not only the various forms of communication
between different users, but be able to adapt to or understand the changing
communication of each individual user.
One participant commented that it would have been nice to interact with
the visual representation of the robot‘s environment. The user would have
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liked to have been able to touch a point on the screen and tell the robot to
go “there”. This comment was encouraging news for this research as that is
exactly the kind of interface envisioned, using Augmented Reality as a means
for enabling a user to pick out a point in the 3D representation of the robot
in its work environment and referring to it as “here” or “there”.
An important component of a WOZ study is that the participants must
believe the system is fully functional. The users cannot know that a wizard
is really running the system. Post experiment discussions revealed that all
ten participants thought that they were interacting with a real functioning
system and were not aware of, nor suspected, that a human was involved in
the running of the experiment.
6.4 Design Guidelines
The results of the study discussed in this chapter provide a few design guide-
lines for the AR-HRC system:
 The human dialog should be flexible and adaptable to various human
users.
 The system should provide feedback to the user indicating how the mul-
timodal interaction was interpreted.
 The system should allow for interaction with the virtual representation
of the robot’s world.
 High level communication should be incorporated since it results in
smoother robot motion.
6.5 Summary
This chapter described the experimental design of a Wizard of Oz (WOZ)
study conducted for HRI. The results from the pre-experiment questionnaire
were presented. Experimental results were then discussed and the responses
to the post experiment questionnaire were analyzed. A discussion of these
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various results and the impact they had on the design of the AR-HRC system
ended the chapter.
The primary objective of the study discussed in this chapter was to find out
what kind of speech and gestures people would use to interact with a mobile
robot. Given the opportunity, participants used natural speech and gestures to
work with a robotic team member. Initially, with no instructions given on what
type of speech and gestures to use, the participants communicated with the
robot in a manner they thought the robot would understand. This manner
was short, mechanized terminology. However, once the participants learned
they could communicate in a natural fashion they did so and commented on
the natural and intuitive nature of the interface.
It was observed that when participants used more descriptive communi-
cation behaviour, the result was fluid robot motion and reduced completion
times. Participants also commented on the usefulness of having the robot
verbally respond to enable them to maintain awareness of what the robot
was doing and what it was “thinking”. Therefore, a multimodal approach
to human-robot communication results in the most effective communication
taking place, thus enhancing the collaborative interaction.

Chapter 7
Integration with a Mobile Robot
This chapter outlines the integration of a mobile robot into the AR-HRC sys-
tem. The interaction techniques are outlined first, and then the integration
with a mobile robot is described. Finally, an example is provided of how a user
would collaborate with the mobile robot subsequent to experimental evaluation
in a later chapter.
7.1 Interaction Techniques
In this research, gesture interaction involving the use of the real world paddle
combined with speech input is used in a multimodal interface. The paddle
can be used as a pointer, enabling the human to point into the 3D virtual
world of the robot and select a point or object. A second modality enables
the human to use the paddle for natural gestures. The user is able to issue
a verbal command to switch between these two modalities of paddle gesture
interaction.
The real world paddle is flat and has a fiducial marker on both sides which
enables the vision system to see the marker no matter which way the user
holds the paddle. The paddle shown in Figure 7.1 is in pointer mode. The red
cone is the virtual representation of the paddle in the AR environment. This
cone is “attached” to the real world paddle through the use of the ARToolKit
tracking library (ARToolKit, 2008). Thus, when the user manipulates the real
world paddle, the movements are mapped one to one to the movements of the
virtual cone.
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(a) Real Paddle (b) Virtual Pointer
Figure 7.1 The real world paddle (a) and the virtual pointer attached to the paddle in
the AR environment (b).
The virtual pointer is the visual cue used by the human to select locations
and objects in the virtual world. When the virtual pointer intersects other
virtual content in the scene it is occluded, providing the user with the percep-
tual cues necessary to determine precisely the point or object selected by the
virtual pointer. In this mode, the human is capable of reaching into the virtual
representation of the robot’s world to select objects and points in space.
A second modality of gesture interaction enables the human to use the
paddle for natural gesture interaction. The definition and development of this
gesture interaction was informed from the results of the WOZ study discussed
in Chapter 6. Natural gestures have been defined to communicate to the robot
to move forward in a straight line, turn in place with no forward motion, move
forward while turning either left or right, back up and stop. At any time,
the user can issue a verbal command for these motions resulting in a true
multimodal experience.
The system determines the orientation of the paddle relative to the user’s
point of view and uses this information to define the gesture. For example, if
the paddle is held straight out in front of the user and the orientation angles of
the paddle fall within certain defined threshold values, then the system inter-
prets this gesture interaction as a move straight forward command. Similarly,
when the paddle is moved to either side of straight in front of the user the
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system calculates the angle from straight ahead and converts this information
into a turn.
To turn the robot in place the user starts from the straight up position and
rotates their arm about their elbow to the right or left. To go in the reverse
direction the user places the paddle in a straight up position. Any position
of the paddle not specifically defined is interpreted as a stop command and is
relayed to the user by displaying a stop sign.
When the paddle is used for natural gestures the virtual pointer does not
appear. The system keeps the user informed of what paddle gesture is active
by displaying the appropriate icon on the paddle. When the user switches
the paddle mode from pointer to gesture, the red virtual pointer is replaced
by one of these icons. Figure 7.2 shows the icons displayed for the various
paddle-gesture commands.
Figure 7.2 The image on the far left is of the paddle as seen in the real world. The
remainder of images show the AR view showing, from left to right, forward, reverse, forward
turn left, turn left in place and stop.
The viewpoint direction of the user is determined through the computer
vision techniques made available from the use of the ARToolKit libraries. The
line of sight of the user into the virtual world is computed by calculating the
position of the camera mounted on the HMD, this calculation represents the
user’s viewpoint direction. By comparing this position to the position and
orientation of the marker set that represents the robots virtual world the user
viewpoint direction can be determined.
The viewpoint direction of the user in the AR environment is then used
to define spatial references such as “behind” and “to the right of” objects
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selected using the real world paddle in the pointer mode. By knowing where the
user’s viewpoint is in reference to the objects in the virtual scene these spatial
references can be defined in the reference frame of the user. This information
is then converted into the reference frame of the robot. The conversion is made
possible through the use of AR, which provides a common reference frame for
both the robot and human collaborators. The desired location is then sent to
the robot where it uses its autonomous capabilities to move to the position in
the real world.
Another benefit of using AR as a means to mediate the communication
between the robot and human is the ability to smoothly transition from an
exocentric (god’s eye view) to an egocentric view. This means the user can
smoothly transition from a bird’s eye view of the robot in its environment to
the view provided by the robot’s camera, and vice-versa. The user is able
to issue a verbal command to switch from one viewpoint to the other. This
ability to view the robot’s world from two vantage points increases the situation
awareness of the human by allowing the scene to be viewed from the various
vantage points.
The human and robot are able to create a path plan and review this plan
before the robot is set in motion. The human is able to point to a location in
3D space and issue a command such as “go here”. Alternatively, the human
can select an object with the paddle and instruct the robot to “go behind this”.
The robot then displays its path trajectory in the AR environment to reach
common ground with the human by showing its intended actions. Thus, the
human is immediately able to determine if the robot understood the intended
plan.
The plan under development can easily be modified through the use of via
points. Additional nodes in the path can be added or deleted through the
use of spoken dialog and gesture interaction. These way points help to ensure
smooth motion and obstacle avoidance. Each time the path is modified, the
robot displays its updated path as overlays in the AR environment and verbally
acknowledges that the path has been modified.
These visual and verbal responses were incorporated into the AR-HRC
system as a result of the user study discussed in Chapter 6. The verbal ac-
knowledgments are randomly selected from a pool of appropriate responses so
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as not to tire the user with the utterance of the same verbal response. In ad-
dition, the user can choose to show the planned path or hide the trajectory if
the overlay interferes with viewing other important parts of the environment.
An important aspect of the interaction dynamics of the system is that the
user can ask the robot to review the plan in its entirety prior to having the robot
execute the plan. This review consists of the virtual representation of the robot
running through the plan, enabling the user to see what is happening through
the AR overlays. This step enables the user to identify possible problems
with the plan. During review, if the robot determines a crash is possible, it
stops reviewing the plan and asks the human if it is safe to continue with plan
review. In this manner, the robot and human are able to work together in a
collaborative manner to create a plan that they both “think” is appropriate.
The ability to review the plan prior to execution provides the means for
detection of unexpected situations and the identification of probable collisions.
The result is that the motion of the robot, once it executes its collaboratively
designed plan, is smoother and collision free. This type of interaction between
the robot and human in creating the path plan through shared verbal and
spatial references, identifying possible problems with the plan and eliminating
these issues, highlights the collaborative nature of the human-robot interface.
Results from the study discussed in Chapter 6 showed that high level commu-
nication of this nature resulted in smoother robot motion and more natural
interaction for the human.
During execution of the plan the robot acts autonomously. The human is
able to monitor the progress of the plan through the AR environment as the
robot updates the system with its internal state and position information. The
human at any time can interrupt plan execution and modify the plan if the
situation warrants it. Similarly, the robot is able to stop execution and ask
the human for help if a situation arises that it cannot resolve on its own. At
any point during planning or execution, the human has the ability to abort the
plan. In this manner, the level of autonomy of the robotic system is effectively
varied depending on the given situation.
It’s important that the human is kept abreast of the internal state of the
robotic system, as well as the state of the system as a whole. This knowledge
increases situation awareness by helping the human to realize how the robot’s
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action will affect its environment and its ability to complete a requested task.
The human is kept aware of the internal state of the robot in two ways. First,
the robot verbally alerts the user if its internal state might put the completion
of the task at risk. For example, if the robot’s battery level sinks to a dangerous
level, then the robot will verbally alert the user.
The user is also kept aware of the internal state of the robot on a more
constant basis through the use of a heads up display (HUD). The HUD is part
of the graphical overlay of the real world view of the user. In this display, the
user is presented with internal state parameter information such as battery
level, sensor readings, motor speeds and communication status. The state of
the paddle modality is also presented for the user. Figure 7.3 shows an example
of the information displayed in the HUD.
Figure 7.3 Heads Up Display (HUD) presented to the user as a graphic overlay to heighten
situation awareness of robot and system state.
7.2 Integration
As a case study, a Lego MINDSTORMSTM NXT (TheLegoGroup, 2007) mobile
robot in the Tribot configuration was used as a mobile robot for collaboration.
The NXT robot can be seen in Figure 7.4. To incorporate the mobile robot into
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the system the NXT++ libraries (NXT++, 2007) were used. These libraries
represent an interface to the MINDSTORMSTM robot written in C++ that
enables a PC to communicate with the robot through a Bluetooth connection.
A Lego MINDSTORMSTM robot was chosen because it is a simple low cost
platform to prove out the functionality of the AR-HRC system.
Figure 7.4 The Lego MINDSTORMSTM NXT robot (TheLegoGroup, 2007) used for
integration into the AR-HRC system.
The configuration of the NXT robot used had one ultrasonic sensor on the
front to sense objects and measure the distance to them. The robot also had
a touch sensor on the front that would stop the robot if triggered to avoid
colliding into objects. The limited sensing ability of the robot allowed the use
of spoken dialog to increase collaboration in ensuring the robot took a safe
path.
The AR-HRC needs as an input from the robotic system the location of
the robot relative to its environment. The NXT robot sends this information
as the motor counts to the AR-HRC system through the Bluetooth connection.
The robot is zeroed out at the initial position and placed at a known location
in the real world environment. From this location, any motion was calculated
through the change in motor counts. However, using motor counts leads to
rather large errors when the robot moves large distances. For this integration,
these accumulated errors did not inhibit the interaction of the collaborative
environment, which was the main focus. However, for the evaluation of the
system in Chapter 8 a simulated robot was used so that the evaluation of
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the system would be on the interaction with the robotic system and not the
peculiarities of the NXT robotic platform.
An example of using dialog to ensure safe robot motion would be when the
robot had to back up. With no rear sensors the robot was unable to determine
if a collision was imminent. In this case, the robot asked the human if it
was ok to move in reverse without hitting objects in its environment prior to
commencing movement. Once the robot received confirmation that the path in
the reverse direction was clear, it began to move in the reverse direction. Since
the robot had to ask for guidance to complete the reverse maneuver, the user
was aware that the robot might need assistance. It was then assured that the
user has maintained spatial awareness, which in turn enabled a collaborative
human-robot exchange and the resulting safe execution of robot motion.
7.3 Interaction Scenario
In this section, a scenario where the human interacts with the NXT robot using
the AR-HRC system is described. The human interacts with the AR-HRC
system at a command center remotely located from the robot. The user wears
a HMD with a web cam attached to it, as well as a noise canceling microphone.
These items are connected to a PC running the AR-HRC software.
A fiducial grid is set out on a table that serves as the position where the
robots virtual world will be displayed to the user through the user of graphic
overlays of the web cam input. The user interacts with the system using
speech and gesture interaction with a real world paddle that also contains
fiducial markers for AR tracking. A user in such a setting is shown in Figure
7.5.
In the HMD, the user sees overlaid on top of the real world view a 3D
graphic of the robot in its environment. The session begins with the robot
signaling to the human it is ready to collaborate.
Robot: Good day. What would you like to do today?
Human: Let’s make a plan.
Robot: Ok, let’s start with the first point then.
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Figure 7.5 User interacting with the NXT robot using the AR-HRC system.
The human gestures into the AR environment with the real world paddle
and selects a point where the robot is to go.
Human: Please go here.
The AR-HRC system seeks to define the ambiguous term “here” by first
checking if the fiducial marker for both the robot’s environment and the paddle
are in the user’s field of vision. If both are found, the 3D location of the paddle
is then calculated. This 3D location is then translated into the reference frame
of the robot. The point selected is displayed as a sphere and the straight line
trajectory from the robots current position to the selected point is overlaid on
the AR world environment. This interaction is shown in Figure 7.6.
Robot: I’m showing the point selected and displaying our plan.
The human is immediately able to see the intentions of the robot and reach
common ground. The human then progresses with the plan by adding points
to the trajectory for the robot to follow. The human selects one of the objects
in the robots environment, the selected object turns a different color to let the
user know which object has been selected.
Human: Place via point in front of this
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Figure 7.6 User selecting location in remote robot environment. User verbally requests
robot to proceed to point selected.
The AR-HRC system determines the human viewpoint direction by cal-
culating the orientation of the fiducial marker representing the robot’s work
environment. This orientation tells the system where the camera is in relation
to the fiducial marker. Once the viewpoint direction of the user is known, the
system then calculates where the next point should be placed based on the
spatial reference used, “in front of” for this example. A sphere is placed at
this point so the user can see where the robot will go. The path trajectory is
then updated to include this additional point. The result of this interaction is
shown in Figure 7.7.
Robot: Our plan now goes in front of the selected object.
If the human is not satisfied with the placement of this point, then it can
be deleted from the plan.
Human: Please delete last via point.
The point last created is deleted, the plan trajectory is updated and is
displayed for the user to see.
Robot: Deleted last via point.
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Figure 7.7 User selects virtual object with real world paddle. User verbally requests the
robot to add a via point at the spatial location in front of the object. The AR system
updates the trajectory enabling human to immediately reach common ground.
The human is able to continue interactively planning with the robot using
spatial dialog and paddle gestures. Once a plan has been defined, the human
is able to ask the robot to review the plan prior to sending the plan off for
execution.
Human: Let’s review the plan.
Robot: Ok, reviewing plan.
The robot now runs through the path as planned. This review is displayed
in the AR environment allowing the human to monitor how the plan will be
played out. At any point, the human can interrupt the review and modify the
plan if warranted. If the plan plays out to the satisfaction of the human, then
the human can send it off to the live robot for execution.
Human: Please execute
The plan is then sent to the live robot for execution. As the robot executes
it updates the system with its internal state and location information. The
graphics in the AR environment are updated to allow the human to watch the
robot as it completes the plan. If the robot runs into an unexpected situation
it can ask the human for help.
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Robot: I sense something in the way, can I continue?
The human is able to determine how close the robot is to objects in its
environment. If needed, the human can move the fiducial grid that the robot’s
environment is “attached” to to get a better perspective. Figure 7.5 shows a
user who has rotated the fiducial grid to gain a better perspective of the robot’s
work environment. If the human determines the robot can continue, then the
human instructs the robot to do so. Figure 7.8 shows the robot stopped near
an object. The human is able to determine whether the robot should continue
on its path.
Figure 7.8 Robot determines that something may be in the way and stops. The robot
then requests help from human before continuing. The human is able to garner a different
perspective of the robot’s environment by moving the real world fiducial grid.
Human: Please continue.
Robot: Continuing with plan then.
The robot continues with the plan as it was originally created. However, if
the human determines that the robot’s path is no longer clear, then the human
can insert additional via points to avoid the object, as took place during the
creation of the plan. The human can also see what is happening through the
eyes of the robot by instructing the AR system to display the world as seen
through the robots camera.
Human: Change to ego view.
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Robot: Changing to ego view.
The view presented to the user in the HMD smoothly transitions from an
exo-centric (God’s eye) view to that seen by the robot through its on-board
camera. In this manner, the human is better able to understand what the
robot is experiencing from its point of view. The human can easily transition
back to the exo-view as well. Figure 7.9 shows both an ego and exo centric
view of the robots work space that the user sees in the HMD.
(a) Exo-Centric View (b) Ego-Centric View
Figure 7.9 Exo-centric view of robots workspace (a) and ego-centric view (b).
Human: Change to exo view.
Robot: Changing to exo view.
The robot then continues on with the plan. When the goal location has
been reached the robot alerts the user that the plan has been completed.
Robot: Arrived at goal location.
7.4 Summary
This chapter described the integration of a mobile robot into the AR-HRC
system. Interaction techniques were discussed and a detailed example of how
a user would collaborate with the robot was provided. The next step is to test
this experimental instantiation.

Chapter 8
System Evaluation
This chapter provides an evaluation of the AR-HRC system. A user study
was conducted where the task involved was to guide a simulated mobile robot
through a predefined maze. Three user interfaces were compared for perfor-
mance and collaboration.
One interface was a typical teleoperation mode with a single ego-centric
camera feed from the robot. A second interface was a limited version of the
AR-HRC system that allowed the user to see the robot in its work environment
through the AR interface, but did not provide any means of pre-planning or
review of the robot’s intended actions. The third interface was the full AR-
HRC system that allowed the user to view the robot in the AR environment
and to use spoken dialog and gestures to work with the robot to create and
review a plan prior to execution.
The dependent variables measured in the experiments were the time to
completion, accuracy in reaching predefined points in the maze, and the num-
ber of impending collisions with objects. In addition, the dialog used through-
out the experiment was analyzed. Subjective questionnaires were administered
after each of the three trials, along with a final questionnaire upon completion
of the entire experiment comparing the three interfaces tested.
8.1 Experimental Design
The task for the user study was to work with a simulated robot based on
the robot of Chapter 7, and to guide it through a predefined maze. Three
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conditions were used:
 Immersive Test: A typical teleoperation mode with a single ego-
centric view from the robot’s onboard camera.
 Speech and Gesture no Planning (SGnoP): A limited version of
the AR-HRC system that allowed the user to see the robot in its work
environment in AR and interact with the robot using speech and gesture,
but without pre-planning and review of the robot’s intended actions.
 Speech and Gesture with Planning, Review and Modification
(SGwPRM): The full AR-HRC system that allowed the human to view
the robot in the AR environment, use spoken dialog and gestures to work
with the robot to create a plan and review this plan prior to execution.
The Immersive condition was intended to mimic the traditional teleoperational
control of a mobile robot. The SGnoP condition was to introduce a part of
the AR-HRC system, namely the ability to reach into the world of the robot
through the AR graphics and use spatial dialog to issue commands. The
SGwPRM condition also included the AR interaction, but added deeper dialog
with the robot and the ability to create and review a plan with the robot prior
to its execution. The intent was to see if the SGwPRM condition provided the
user a feeling of presence in the robot’s world and a feeling of the robot being
a collaborative partner rather than a tool. The HUD discussed in Chapter 7
was part of all three interface conditions.
The three conditions are, therefore, distinguished by increasing levels of
collaboration or communication channels. Table 8.1 shows the input and out-
put channels of the robot for each condition of the experiment.
Condition Input to Robot Output from Robot
Immersive Keyboard Input Ego view of robot
SGnoP Speech and Paddle
Gesture
Exo view of robot work space
SGwPRM Speech and Paddle
Gesture
Exo view of robot work space,
Overlay of robot path plan,
Verbal responses
Table 8.1 Communication channels for the virtual robot.
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8.2 Participants
Ten participants were run through the experiment, seven male and three fe-
male. Ages ranged from 28 to 80 and all participants were working profession-
als. Six participants had Bachelor’s degrees and four advanced degrees. Seven
of the participants were engineers, while the other three had non-scientific
backgrounds. Overall, the users rated themselves as not familiar with robotic
systems, speech systems, or Augmented Reality.
8.3 Procedure
The first step of the experiment was to have each participant fill out a de-
mographic questionnaire to evaluate their familiarity with AR, game playing
experience, age, gender and educational experience. Since speech recognition
was an integral part of the experiment it was necessary to have each partici-
pant run through a speech training exercise. This training created a profile for
each user so that the system was better able to adapt to the speech patterns
of the individual participant.
The objective of each trial was then explained to the participants. They
were told that they would be interacting with a virtual mobile robot to get it
through a predefined maze. The maze contained a defined path for the robot
to follow and various obstacles the robot would need to maneuver around. The
maze is shown in Figure 8.1.
The black lines indicate a path that needed to be followed, while the blue
lines indicate that the user had the choice of which path to take. The par-
ticipants were told that the robot must arrive at each of the numbers on the
map as a measure of accuracy for the test. Other parameters measured were
impending collisions and time to completion.
It was explained to the participants that the robot was located remotely.
The effect on the trials of this approach was that when the robot was directly
driven, a time delay would be experienced. Thus, a delay in reaction of the
simulated robot was not the system failing, but was the result of the time
taken for the commands to reach the robot and the update from the robot to
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Figure 8.1 The maze used for the user study task. The black lines indicate a defined path
to be followed, the blue lines indicate the user has the choice of how to proceed.
arrive back to the user. This detail added a measure of reality to the study.
The experimental setup used was a typical video see through AR configu-
ration. A webcam attached to an eMagin Z800 Head Mounted Display (HMD)
(eMagin, 2008) were both connected to a laptop PC running ARToolKit based
software. Vision techniques were use to identify unique ARToolKit markers in
the user’s view and align the 3D virtual images of the robot in its world to these
markers. This augmented view was presented to the user in the HMD. Figure
8.2 shows a participant using the AR-HRC system during the experiment.
The same sequence of events took place for each trial. Before the trial
was run, the participant practiced using the system to become familiar with
the interface for that particular condition. The user also practiced the speech
specific to that trial. Once the user felt comfortable with the interface, the
trial was run.
When each trial was complete the user was given a subjective questionnaire
to determine if they felt that they had a high level of spatial awareness during
the trial. The user was also questioned about whether they felt present in
the robot’s world and their view of the robot as a partner. The participants
were also asked to list what they liked and disliked about the interface. This
questionnaire was exactly the same for all three trials.
119
Figure 8.2 A participant using the AR-HRC system. The image on the monitor is what is
being displayed to the user in the HMD. The participants did not use the external monitor,
it was used to track the progress of the participants.
At the end of the experiment, after the participant had completed all three
trials, a subjective questionnaire was given so the user could compare the three
conditions. The post trial questionnaires discussed previously referred only
to the trial that had just been completed. The subjective questioning was
conducted in this manner to let the user express their feeling of each condition
individually and then compare the three conditions upon completion of the
full experiment. The order of the trials was randomly selected for each user
to eliminate the effects of sequencing in the results. All questionnaires for this
experiment can be found in Appendix B.
8.3.1 Immersive Condition
The Immersive Test simulated the direct teleoperation of the robot with visual
feedback to the user displaying the view that the robot saw through its camera.
This view provided the user an ego-centric view of the robot’s environment.
User interaction included keyed input for robot translation and rotation. The
four arrows keys were mapped to forward and backward motion, as well as
rotation in the left and right directions. The view the user experienced can be
seen in Figure 8.3.
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Figure 8.3 The user’s view for the Immersive condition. The view shown is that from the
robot.
8.3.2 Speech and Gesture no Planning
The SGnoP condition provided the user with a 3D graphic of the robot and
maze. The participant was able to use spatial dialog coupled with gestures
using a paddle to interact with the graphical world of the robot in the AR
environment. Thus, the participant was able to point to a 3D location on the
maze and instruct the robot to “go there” or select an object and instruct the
robot to “go to the right of that”. The robot responded immediately to the
verbal commands given, minus the built in time delay for the simulation of
a remotely located robot. This time delay was typically on the order of 1 -2
seconds. The view provided to the participant can be seen in Figure 8.4
8.3.3 Speech and Gesture with Planning, Review and
Modification
This condition included all the features of the SGnoP condition, but also al-
lowed the participant to use spatial dialog to create a plan with the robot. The
user was able to select a goal location then assign waypoints for the robot to
follow to arrive at the goal destination. The user could also interactively mod-
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Figure 8.4 The user’s view for the Speech and Gesture no Planning condition.
ify the plan by adding or deleting way points. The plan was displayed to the
user in the AR environment, thus allowing the participant to determine if the
intentions of the robot matched those of the user before any commands were
executed by the robot. The robot participated in the dialog by responding
to the user verbally for each interaction and verbally alerting the user when
the robot came close enough to an object that the robot “thought” it would
collide. The user’s view for the SGwPRM condition is shown in Figure 8.5.
8.4 Results
The ten participants each performed three tasks, one for each condition. Ta-
ble 8.2 shows the order in which the ten participants experienced the three
interface conditions. Each trial yielded a measure of time to completion, im-
pending collisions and accuracy in reaching each of the ten defined locations
on the map. An impending collision was defined as any time the robot came
within a predefined threshold of an object. A warning was given to the user
that an object too close to the robot, and that a human perspective was needed
to determine if the current course of action was clear. The following section
reports the results of these measures.
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Figure 8.5 The user’s view for the Speech and Dialog with Planning, Review and Mod-
ification condition. The user creating a plan (blue line) that includes various waypoints
through the use of spatial dialog and gesture.
Trial 1 Trial 2 Trial 3
Participant 1 Immersive SGnoP SGwPRM
Participant 2 SGnoP SGwPRM Immersive
Participant 3 Immersive SGwPRM SGnoP
Participant 4 SGwPRM SGnoP Immersive
Participant 5 SGnoP Immersive SGwPRM
Participant 6 SGwPRM SGnoP Immersive
Participant 7 Immersive SGnoP SGwPRM
Participant 8 SGnoP SGwPRM Immersive
Participant 9 SGwPRM Immersive SGnoP
Participant 10 Immersive SGwPRM SGnoP
Table 8.2 The sequence in which each participant experienced the three interface condi-
tions.
8.4.1 Objective Measures
There was a significant main effect of condition on task completion times with
an ANOVA test finding (F2,27 = 9.83, p < 0.05). Bonferroni correction (NIST,
2008) identifies which means are significantly different, and is used in this
analysis when the ANOVA test shows a significant main effect of experiment
condition. Pairwise comparison with Bonferroni correction (p < 0.05) revealed
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significant differences between the SGwPRM and the other two conditions
while there was no significant difference between SGnoP and the Immersive
conditions. The SGwPRM condition was significantly slower than the other
two conditions. The results for mean time to completion are shown in Figure
8.6.
Figure 8.6 Mean time to completion.
The interface condition also had a significant main effect on accuracy with
an ANOVA test finding (F2,27 = 8.44, p < 0.05). Accuracy was a count of
the number of predefined locations reached during the traversal of the maze.
Pairwise comparison with Bonferroni correction (p < 0.05) revealed significant
differences between the SGwPRM and Immersive conditions, but no significant
differences between the SGnoP and the other two conditions. Users in the
SGwPRM condition performed the best by arriving at an average of 9.5 out
of 10 defined locations (SE = 0.22), and although this result was significantly
better than the Immersive condition, there was no significant difference from
the SGnoP condition. The results of accuracy measures are shown in Figure
8.7.
There was a significant main effect of condition on the number of close
calls with an ANOVA result of (F2,27 = 13.10, p < 0.05). Pairwise comparison
using Bonferroni correction (p < 0.05) showed significant differences for close
calls between the Immersive condition and the other two conditions. There
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Figure 8.7 Mean accuracy. The graph represents the number of goal locations reached.
The maximum was 10.
was no significant difference between SGnoP and SGwPRM. The SGwPRM
condition performed best with a mean number of close calls of 3.60 (SE =
1.01), and significantly better than the Immersive condition, although there
was no significant difference from the SGnoP condition. The results of close
calls are shown in Figure 8.8.
Figure 8.8 Mean number of close calls.
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8.4.2 Subjective Measures
The answer for each post trial question was given on a Likert scale of 1- 7 (1 =
disagree completely, 7 = agree completely) and analyzed using an ANOVA test.
Where necessary, post-hoc analysis was performed using Bonferroni correction
(p < 0.05). The results of the questionnaires for the individual trials (PT) are
presented first and can be seen in Figure 8.9.
 PTQ1: I knew exactly where the robot was in its world at all times. There
was a significant difference between conditions (F2,27 = 7.43, p < 0.05).
Pairwise comparison showed a significant effect between the Immersive
condition and the other two conditions, but no significant effect between
the SGnoP and SGwPRM conditions. Users felt that they maintained
situation awareness best in the SGwPRM and SGnoP conditions.
 PTQ2: The interface was intuitive to use. There was no significant
difference between the conditions, (F2,27 = 0.03, p > 0.05).
 PTQ3: The robot was a member of my team as we completed the given
task. There was a significant difference between conditions (F2,27 = 6.07,
p < 0.05). Pairwise comparison revealed a significant effect between
the Immersive condition and the two others. There was no significant
difference between the SGnoP and SGwPRM conditions. The users felt
that the robot was a member of their team in the SGwPRM and SGnoP
conditions.
 PTQ4: I felt a sense of being present in the robot’s world. There was no
significant difference between the conditions, (F2,27 = 0.37, p > 0.05).
 PTQ5: I was always aware of how close the robot was to objects in its
environment. There was no significant difference between the three con-
ditions, (F2,27 = 1.84, p > 0.05).
 PTQ6: I felt like the robot was just a tool and not a collaborative partner.
There was a significant difference between conditions (F2,27 = 5.68, p
< 0.05). Pairwise comparison revealed a significant effect between the
SGwPRM and Immersive conditions. There was no significant effect
between the SGnoP and the other two conditions. Users felt that the
robot was more of a collaborative partner in the SGwPRM condition
than the Immersive condition.
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Figure 8.9 Post Trial Questionnaire Results. Likert Scale (1 = Disagree Completely, 7 =
Agree Completely)
The results of the post experiment (PE) questionnaire are now presented.
As opposed to the questions above which were completed for each condition
individually, the users ranked the three conditions in order of preference for
the following questions. The results of the post experiment questionnaire can
be seen in Figure 8.10.
 PEQ1: I was aware of collisions as they happened. There was a signif-
icant difference between conditions (F2,27 = 12.47, p < 0.05). Pairwise
comparison revealed a significant effect between the SGwPRM and the
other two conditions, but no significant effect between the SGnoP and the
Immersive conditions. Users felt that they were most aware of collisions
while using the SGwPRM condition compared to the other conditions.
 PEQ2: I had a feeling of working in a collaborative environment. There
was a significant difference between conditions (F2,27 = 17.90, p < 0.05).
Pairwise comparison revealed a significant main effect between SGwPRM
and the other two conditions, but no significant effect between the Im-
mersive and SGnoP conditions. The SGwPRM condition was selected as
providing the users with the greatest feeling of working in a collaborative
environment.
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 PEQ3: I felt the robot was a partner. There was a significant differ-
ence between conditions (F2,27 = 17.90, p < 0.05). Pairwise comparison
revealed a significant main effect between SGwPRM and the other two
conditions, but no significant effect between the Immersive and SGnoP
conditions. The SGwPRM condition provided the users with a feeling
that the robot was a partner.
 PEQ4: The interface was intuitive to use. There was no significant
difference due to condition, (F2,27 = 2.28, p > 0.05).
 PEQ5: I was aware of the robot’s surroundings. There was a significant
difference between conditions (F2,27 = 8.39, p < 0.05). Pairwise compar-
ison showed a significant effect between the SGwPRM and Immersive
conditions, but no significant effect between the SGnoP and the other
two conditions. Users felt that the SGwPRM condition enabled them to
be more aware of the robot’s surroundings compared to the Immersive
condition, but not the SGnoP condition.
 PEQ6: I had to always pay attention to the robot’s actions. There was a
significant difference between conditions (F2,27 = 8.77, p < 0.05). Pair-
wise comparison showed a significant effect between the Immersive con-
dition and the two others, but no significant effect between the SGnoP
and SGwPRM conditions. User felt that they needed to pay attention to
the robot’s action more in the Immersive condition than the other two
conditions.
 PEQ7: I felt the robot was a tool. There was no significant difference
between the three conditions, (F2,27 = 0.42, p > 0.05).
 PEQ8: I felt I was present in the robot’s environment. No significant
difference was found between the three conditions, (F2,27 = 0.36, p >
0.05).
 PEQ9: I knew when the robot was about to collide with an object. There
was a significant difference between conditions (F2,27 = 9.62, p < 0.05).
Pairwise comparison revealed a significant effect between the SGwPRM
and the other two conditions, but no significant difference between the
Immersive and SGnoP conditions. Participants felt that the SGwPRM
condition was best for maintaining awareness of potential collisions com-
pared to the other two conditions.
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Figure 8.10 Post Experiment Questionnaire Results. 1 = Most Preferred, 3 = Least
Preferred
8.4.3 Participant Comments
Users were asked to comment on each of the three interface conditions. Partici-
pants commented that for the Immersive condition they liked how the interface
was simple and straight forward to use and thus there was no learning curve
involved. For the Immersive condition, users commented they did not like the
limited view from the robot and the lack of feedback. They also felt it was
much harder to succeed in the Immersive condition for the reasons just given.
Similarly for the SGnoP condition, users commented that they liked the
dialog with the robot, the ability to pick up and manipulate the virtual rep-
resentation of the robot’s workspace and the ability to view the robot’s pro-
gression from an exo-centric viewpoint. Participants commented that it was
challenging to use the pointer in the AR environment and that they had diffi-
culty remembering the verbal commands.
Finally, for the SGwPRM condition, users commented that they liked the
interactive plan creation and modification. Additionally, users commented
that they liked the ability to change the perspective by moving the fiducial
marker grid and the interactive dialog with the system. However, two users
commented that the use of the HMD made them dizzy. Users also commented
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that it took time to become accustom to the interaction in the AR environment
and that they had difficulty remembering the verbal commands.
8.5 Discussion
The Immersive condition was significantly faster than the SGwPRM condition.
This result could be in part due to the lower learning curve of the Immersive
condition. This hypothesis is supported by comments users provided in the
post experiment questionnaire. Five users commented that the Immersive
condition was simple and straight forward to use or that there was no learning
curve. In contrast, the SGwPRM condition was a bit more difficult for the
participants to become acquainted with.
This higher learning curve has two main causes. First, the user had to
become familiar with the dialog that the system understood in a relatively
short period of time. Second, at the same time, the users also had to become
familiar with selecting locations and objects in the AR environment.
In the Immersive condition, the participants did complete the task faster
than the SGwPRM condition. However, the measure of accuracy showed that
the users performed worse in the Immersive condition compared to the SG-
wPRM condition. The participants performed best in terms of accuracy in
the SGwPRM condition as opposed to the Immersive condition. So although
the SGwPRM condition took on average the longest time to complete the
task, it resulted in the more accurate performance compared to the Immersive
condition.
It is not surprising to see that the SGwPRM has a longer completion time.
This result is inherent in the design of the interface as it takes time for the
robot to display its plan in AR, for the user to agree with or modify the plan,
and then have the robot execute the plan. Thus, greater planning leads to
better outcome as might be expected with a good collaboration environment.
There was a significant effect on the number of close calls. The condi-
tion that performed the worst in this measure was the Immersive condition.
This result combined with the results from questions PTQ1, PEQ1, PEQ5
and PEQ9 indicate that the SGwPRM condition provided the users with the
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highest level of spatial awareness.
An analysis of the dialog used revealed that deictic phrases, such as “go
here”, were used 87% of the time for the SGnoP condition and 93% of the
time for SGwPRM. The remaining times deeper spatial dialog was used, such
as “to the left of this” while selecting an object in the AR environment. This
result of mainly using the deictic gestures could be due to the learning curve
mentioned previously.
In particular, to use the deeper spatial dialog the participants had to re-
member longer phrases and coordinate issuing these phrases with the selection
of objects in AR. Although this coordination is not difficult to master with
practice, the participants tended to use a method that they could immediately
master. The use of the deeper spatial dialog thus tended to happen later in the
experiment, once the participants had become familiar with interacting with
the system.
Another subjective measure was the feeling of working in a collaborative
environment. The responses from questions PTQ6, PEQ2 and PEQ6 show
that the users felt that they were working in a collaborative environment when
completing the task using the SGwPRM condition. Question PEQ3 responses
show that participants felt the robot was a partner when working with in
the SGwPRM condition. These results show that participants felt they were
working in a collaborative team environment in the SGwPRM condition.
The last subjective question posed to the users was to select the most ef-
fective condition. Nine of the ten participants selected the SGwPRM as the
most effective. The remaining user selected the SGnoP condition. Reasons
provided for the selection of SGwPRM included effective path creation, verbal
feedback from the robot and the ability to change the plan mid-stream. Con-
versely, reasons given for not choosing the other conditions included the lack of
planning caused crashes, the Immersive condition lacked situation awareness
and limited feedback from the robot. These results show that being able to
exchange dialog with the robot and seeing the robot’s intentions does indeed
create a collaborative environment.
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8.6 Summary
This chapter presented an experiment conducted to evaluate the AR-HRC
system. The experiment involved using three interfaces for working with a
remotely located mobile robot. One interface was direct teleoperation where
the user received visual cues from a camera mounted on the robot and drove
the robot through direct teleoperation. A second interface provided the user
with an exo-centric view of the robot in its work environment and enabled the
human to use speech and gesture to communicate to the robot where it was
to go.
The third interface provided the user with the same exo-centric view of
the robot and allowed for spatial dialog and gesture interaction. However,
this interface also enabled the human to collaborate with the robot to create,
modify and review a plan before the robot executed it. This interface comprises
the Augmented Reality Human-Robot Collaboration System at the centre of
this thesis.
Subjective questioning showed that users felt they were working in a col-
laborative environment when using the AR-HRC interface. In this interface,
users also felt that they maintained better situation awareness, which is sup-
ported by the objective measurements of accuracy and close calls. Users also
felt that the robot was more of a partner in the AR-HRC interface.
The users overwhelmingly selected the AR-HRC interface as the most ef-
fective of the three interfaces tested. The results of this study show that by
providing the human with a shared view of the robots workspace and enabling
the human to use natural speech and gesture, with robotic verbal feedback,
effective communication can take place between the robot and human. Com-
mon ground is easily reached by visually displaying the robots intentions in
this shared workspace. Therefore, an environment has been created that allows
for effective communication, and thus, collaboration.

Chapter 9
Conclusions
This thesis leads the reader through the development of the AR-HRC sys-
tem and approach to human-robot collaboration from concept and background
through the design of the necessary set of interfaces required. It thus began by
introducing the need for human-robot collaborative teams in terms of current
and emerging application spaces requiring collaboration to achieve or signif-
icantly improve outcomes. In particular, the area of space exploration will
require human-robot interaction at levels well beyond current state of the art
or understanding. Similar terrestrial applications are outlined that will be sig-
nificantly enhanced, as well. However, it was also shown that little attention
has been paid to research in this field. All of these issues provided the im-
petus for the creation of the Augmented Reality Human-Robot Collaboration
(AR-HRC) system described here.
A discussion of the related work in HRI has shown that an effective system
should transfer the interaction mechanisms natural for humans to the precision
required for machine information. Previous work in HRI has also shown that
the autonomy level of an HRI system should be variable so that it can match
the needs of a given situation. In this manner, the system is able to capitalize
on the problem solving skills of a human, while also effectively balancing that
with the speed and dexterity of a robot.
Prior work in HRI also highlighted the importance of situation awareness.
The lack of situation awareness has been shown to decrease performance and,
in certain cases, can lead to catastrophic failures. Use of natural speech has
also been shown to be effective in HRI. However, speech alone is not enough
to complete the grounding process in the exchange between human and robot,
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leading to a reduced ability to communicate as a result. Therefore, a multi-
modal interface is shown to provide a more effective approach. By combining
speech with gesture, a more natural interface and the requisite grounding is
achieved. The multimodal medium used for the AR-HRC system presented
here is Augmented Reality, which affords both speech and gestural communi-
cation channels.
Therefore, the literature review includes an introduction to AR and the
state of the art of AR in the context of using it in a multimodal human-robot
interaction system. AR has been shown to provide a shared work space that is
conducive to collaboration and at the same time increases situation awareness,
enhancing its potential in this situation. AR also supports a tangible user
interface, essentially allowing a person to use a real world object to affect
change on the 3D graphics of the AR environment, providing an enhanced
graphical or visual communication channel. AR was also shown to increase
performance in robotic control directly. In particular, the use of AR improved
situation awareness by providing the human with an exo-centric view of the
robots workspace. Therefore, AR provides rich spatial cues in the shared
environment and enables the use of natural spatial dialog. By taking explicit
advantage of the benefits that AR offers, a robust human-robot collaboration
system can be created.
As a first step towards the development of the AR-HRC system, a mul-
timodal interface for AR was created. This interface fused spatial dialog and
gesture interaction to affect change in an AR environment. The results of
a user study for this system showed that the multimodal interface improved
performance in the AR environment. These positive results drove the design
of the AR-HRC system to include multimodal AR interaction through the use
of spatial dialog and gestures.
The architectural design of the AR-HRC system was then presented. The
various components of the system were described in detail. The intercommu-
nication of these modules was also discussed. The system design is seen to
fuse speech and gesture inputs with the AR overlays of the robots plans and
internal state. As a result, the system is able to provide a communication envi-
ronment this is equally and highly effective for both parties in the human-robot
collaboration.
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The thesis then discussed a Wizard of OZ study conducted that helped to
define the the type of speech and gesture interaction to incorporate into the
AR-HRC system. Given the opportunity, participants used natural speech and
gestures to work with a robotic team member. Initially, with no instructions
given on what type of speech and gestures to use, the participants communi-
cated with the robot in a manner they thought the robot would understand.
This manner was short, mechanized terminology. However, once the partic-
ipants learned they could communicate in a natural fashion they did so and
commented on the natural and intuitive nature of the interface.
It was observed that when participants used more descriptive communi-
cation behaviour, the result was fluid robot motion and reduced completion
times. Participants also commented on the usefulness of having the robot
verbally respond to enable them to maintain awareness of what the robot
was doing and what it was “thinking”. Therefore, a multimodal approach
to human-robot communication results in the most effective communication
taking place, thus enhancing the collaborative interaction.
The integration of a mobile robot into the AR-HRC system was then pre-
sented. The environment the robot was to work in was described, as well as a
task for the robot to complete. The ability to create, review and modify robot
plans was described highlighting the collaborative nature of the AR-HRC sys-
tem.
A performance experiment comparing three user interfaces was then dis-
cussed. The three interfaces used were:
 A typical teloperation interface
 A version of the AR-HRC that did not include planning or review
 The full version of the AR-HRC that did include path planning, review
and modification
Each of these interfaces was described in detail. The task to be completed,
the variables measured and the subjective questionnaires participants filled out
were also discussed. Results showed that participants felt the robot was more
of a tool in the teleoperation interface. Participants thought of the robot as
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more of a collaborative partner when using the full version of the AR-HRC
interface.
The ability of the system to immerse the user in the remote environment
of the robotic system resulted in the users perceiving the interaction as a
collaborative one. This feeling of telepresence resulted in the participants of
the evaluation study perceiving the robot as a collaborative partner and not
as a tool, as robots are typically perceived. The overall impact is that by
providing the feeling of telepresence, the AR-HRC system allows the human
to overcome the initial tendency to treat the robot as a mechanical device and
the interaction to evolve into a more natural team-centric collaborative one.
While these results might be as expected, they clearly highlight the change
in perception of the human partner in the robots capability that arises with
increasingly effective two-way communication through an environment explic-
itly designed to maximize that collaborative discussion. Hence, it is clear that
human-robot interaction, while a nascent field, can offer significantly improved
task performance for both robot and operator, even in the simple proof of con-
cept studies presented here. Thus, the main conclusion of this thesis is that
human-robot collaboration represents an immediate and significant frontier to
be crossed on the way to developing next generation robotic applications and
that AR technology can be of significant benefit in this work.
The development and evaluation of the AR-HRC system took a multi-
disciplinary approach. An engineering approach was taken in the design of
the system. In addition, a subjective approach was also integrated in the
development of the system from the results of the user studies. The Wizard
of OZ study in particular was designed to include the ideas and interactions
of real users with the system before the system was fully developed. This
approach has resulted in a system that truly reflects the desired interaction
techniques of users of the system.
In summary, this thesis has shown that the AR-HRC system concept does
enable natural and effective communication to take place. The use of AR
affords the integration of a multimodal interface combining speech and gesture
interaction, as well as providing the means for enhanced situation awareness.
The AR-HRC system gives the user the feeling of working in a collaborative
human-robot team rather than the feeling of the robot being a tool, as a typical
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teleoperation interface provides. Therefore, the development of the AR-HRC
system brings closer the day when humans and robots can truly interact in
a collaborative manner, as well as highlighting the main requirement all such
systems must meet to ensure such quality in collaboration.

Chapter 10
Future Work
The AR-HRC system presented in this thesis can be viewed as a first step
into an emerging research area in Human-Robot Interaction, namely that of
multimodal interactive collaboration with robotic systems. With that in mind,
there exists opportunities to expand on this research. These opportunities are
presented first by modules of the AR-HRC system, then the system as a whole
and finally some potential areas for integration and evaluation studies.
10.1 AR-HRC Modules
Speech recognition and text-to-speech obviously play a major role in the AR-
HRC system and are themselves an active field of research. As this field ma-
tures further, false detection rates will be reduced and, consequently, recogni-
tion rates will increase. As false detection rates are reduced it will be possible
to create dialog that more closely replicates how humans speak. One way
that accuracy of speech in put can be improved is by defining more complex
phrases for a situation than may be necessary. For example, instead of having
a command of just “stop”, the AR-HRC system uses “robot stop”. The word
“robot” was added to the goal phrase to prevent the system from falsely rec-
ognizing the single syllable word “stop” from other utterances of the user or
background noise. Important research could also be conducted on the optimum
speech grammar for HRI.
The AR-HRC system uses Microsoft Speech for text-to-speech feedback.
The options for voice selection are limited and sound very robotic. The imple-
mentation of a commercial speech synthesis system might offer more options
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for less robotic sounding voices. The intent of the research presented in this
thesis was not to explore speech recognition or text-to-speech, but to incorpo-
rate this technology into the AR-HRC. Therefore, an avenue for future research
would be an improved speech recognition and text-to-speech package, particu-
larly one with a greater range of flexibility to enhance communication channels
between human and robot.
Augmented Reality is another active field of research. There are numerous
avenues being pursued to enhance AR technology, a few are listed here:
 Outdoor tracking
 Mobile AR applications
 Natural feature tracking / marker-less tracking
 Reduction of noise in tracker output
 World model creation
Improvements in AR outdoor tracking, mobile AR applications and natu-
ral feature tracking would provide the ability to take the AR-HRC system out
of the laboratory and into the outside world. On-the-fly world model creation
would enable the system to be used in new unmapped environments by elim-
inating the need to create the virtual world prior to using the system. These
enhancements combined would enable the system to be effectively used in ex-
ploration and surveying tasks, or virtually any situation since no pre-mapped
environment would be needed and the human would be free to operate out-
doors.
10.2 The AR-HRC System
The AR-HRC system could also be enhanced through further research. In
particular, a proof of concept application with a mobile robot was described
in this thesis, numerous other robotic applications could benefit from the HRI
techniques afforded by the AR-HRC system. For example, Lunar or Martian
rovers are possible applications for the AR-HRC. Unmanned Aerial Vehicles
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(UAVs), Unmanned Underwater Vehicles (UUVs) and terrestrial rovers, to
name just few, could also benefit from the HRI techniques presented in this
thesis. In addition, with each new application the dialog will need to be
catered to that specific domain and a variety of evaluation studies will need
to be conducted to determine how best to implement the system to the given
application.
Gesture interaction is yet another area of active research. A variety of
gesture interaction methods could be explored for use in the AR-HRC system.
Data gloves, visual hand tracking, and even the use of the Nintendo WiiTM re-
motes (Nintendo, 2008) could be explored as gesture input devices. Computer
vision based natural hand input is a particularly promising area of current
research that could be extended for HRI.
Improvements or variations to the display device could be explored as well.
The implementation presented in this thesis used a head mounted display
(HMD). Other possibilities include large LCD screens, white boards, or even
the use of a Cave Automatic Virtual Environment (CAVE) and fully immersive
graphics environments. Research could also be conducted on the impact of
display on human-robot communication.
10.3 Integration and Evaluation Studies
The AR-HRC system could also be expanded to accommodate multiple hu-
mans and multiple robots. Possible scenarios could include co-located humans
or humans located remotely from each other. These groups could be interacting
with a single robot or several robots that do not necessarily have to be located
in the same work space. The use of the AR-HRC system has the possibility
of taking the complex scenario of a single person collaborating with multiple
robots and reducing it to a collaborative interaction that puts less cognitive
load on the human. This high level interaction of the user is achieved by pro-
viding the human a view through the AR overlay of the workspace of the team
of robots and by the use of adjustable autonomy, letting each robotic member
of the team operate autonomously and interact with the human collaborator
when warranted. The human can monitor the progress of the robotic team
members and intervene when the human deems it necessary, thus providing a
142
collaborative environment that includes multiple robotic team members. This
scenario is similar to many video games in use today where a single user is
interacting with multiple virtual agents and interacts with these agents when
the situation requires it.
Appendix A
Wizard of OZ Study Questionnaires
  
User Study Demographic Information 
 
Gender:   M / F 
 
Age Group: 
 
    < 25 26–30  31-35 36-40 41-45 46-50 51-55 >55 
 
Education Level: 
 
Profession: 
 
What is your familiarity with robotic systems?  
 
     (1 very familiar  7 not familiar at all) 
1 2 3 4 5 6 7 
 
Do you normally tend to use gestures as you speak?  
 
       (1 lots of gestures  7 no gestures) 
1 2 3 4 5 6 7 
 
What is your familiarity with speech systems? 
 
     (1 very familiar  7 not familiar at all) 
1 2 3 4 5 6 7 
 
 
 Please describe how you would collaborate with the human to go from A to B.  She 
must stay on the green areas.  
Using SPEECH only. 
 
 
 
 
 
 
 
 
 
 
----------------------------------------------------------------------------------------------------------------------------------------------------------- 
 
Using SPEECH only. 
 
 
 
 
 
 
 
 
 
 
----------------------------------------------------------------------------------------------------------------------------------------------------------- 
 
Using SPEECH only. 
 
 
 
 
 
 
 
 
 
 
----------------------------------------------------------------------------------------------------------------------------------------------------------- 
 
Using SPEECH only. 
 
 Please describe how you would collaborate with the human to go from A to B.  She 
must stay on the green areas.  
Using GESTURES only. 
 
 
 
 
 
 
 
 
 
 
----------------------------------------------------------------------------------------------------------------------------------------------------------- 
 
Using GESTURES only. 
 
 
 
 
 
 
 
 
 
 
----------------------------------------------------------------------------------------------------------------------------------------------------------- 
 
Using GESTURES only. 
 
 
 
 
 
 
 
 
 
 
----------------------------------------------------------------------------------------------------------------------------------------------------------- 
 
Using GESTURES only. 
 
 Please describe how you would collaborate with the human to go from A to B.  She 
must stay on the green areas. 
Using combination of speech and gestures. 
 
 
 
 
 
 
 
 
 
 
---------------------------------------------------------------------------------------------------------------------------------------------------------- 
Using combination of speech and gestures. 
 
 
 
 
 
 
 
 
 
 
---------------------------------------------------------------------------------------------------------------------------------------------------------- 
 
Using combination of speech and gestures. 
 
 
 
 
 
 
 
 
 
 
----------------------------------------------------------------------------------------------------------------------------------------------------------- 
 
Using combination of speech and gestures. 
 
 Please describe how you would collaborate with the robot to go from A to B.  The 
robot must stay on the green areas.   
Using SPEECH only. 
 
 
 
 
 
 
 
 
 
 
----------------------------------------------------------------------------------------------------------------------------------------------------------- 
 
Using SPEECH only. 
 
 
 
 
 
 
 
 
 
 
----------------------------------------------------------------------------------------------------------------------------------------------------------- 
 
Using SPEECH only. 
 
 
 
 
 
 
 
 
 
 
----------------------------------------------------------------------------------------------------------------------------------------------------------- 
 
Using SPEECH only. 
 
 Please describe how you would collaborate with the robot to go from A to B.  The 
robot must stay on the green areas.   
Using GESTURES only. 
 
 
 
 
 
 
 
 
 
 
----------------------------------------------------------------------------------------------------------------------------------------------------------- 
 
Using GESTURES only. 
 
 
 
 
 
 
 
 
 
----------------------------------------------------------------------------------------------------------------------------------------------------------- 
 
Using GESTURES only. 
 
 
 
 
 
 
 
 
 
 
----------------------------------------------------------------------------------------------------------------------------------------------------------- 
 
Using GESTURES only. 
 Please describe how you would collaborate with the robot to go from A to B.  The 
robot must stay on the green areas.   
Using combination of speech and gestures. 
 
 
 
 
 
 
 
 
 
 
-----------------------------------------------------------------------------------------------------------------------------------------------------------
Using combination of speech and gestures. 
 
 
 
 
 
 
 
 
 
 
----------------------------------------------------------------------------------------------------------------------------------------------------------- 
 
Using combination of speech and gestures. 
 
 
 
 
 
 
 
 
 
 
----------------------------------------------------------------------------------------------------------------------------------------------------------- 
 
Using combination of speech and gestures. 
 
  
 
User Study Post Experiment Questionnaire 
(Circle appropriate answer) 
 
Do you feel the system reacted the way you thought it would before you began the 
experiment?  
       (1 very much so  7 not at all) 
1 2 3 4 5 6 7 
 
How well did you feel the system understood your verbal spatial references?  
       (1 very much so  7 not at all) 
1 2 3 4 5 6 7 
 
How well did you feel the system understood the gestures you used?  
       (1 very much so  7 not at all) 
1 2 3 4 5 6 7 
 
How well did you feel the system reacted the way you wanted it to?  
       (1 very much so  7 not at all) 
1 2 3 4 5 6 7 
 
Do you feel the use of gestures helped you communicate spatially with the system?  
       (1 very much so  7 not at all) 
1 2 3 4 5 6 7 
 
Did you have confidence speaking to the system?  
       (1 very much so  7 not at all) 
1 2 3 4 5 6 7 
 
Did you have confidence gesturing to the system?  
       (1 very much so  7 not at all) 
1 2 3 4 5 6 7 
 
Do you feel the speech mode was best?  
       (1 very much so  7 not at all) 
1 2 3 4 5 6 7 
 
Do you feel the combined speech and gesture mode was best?  
       (1 very much so  7 not at all) 
1 2 3 4 5 6 7 
 
Do you feel the gesture mode was best?  
       (1 very much so  7 not at all) 
1 2 3 4 5 6 7 
 
 
 

Appendix B
Interface Evaluation Questionnaires
  
 
 
Pre-Experiment Questionnaire 
 
Participant:   
 
 
Gender:  M  /  F 
 
 
Age Group: 
 
18-25  25-30  30-35   35+ 
 
 
Education Level: 
 
Profession:   
 
 
How familiar are you with robotic systems? 
 
 (1 not familiar at all   7 very familiar) 
 
 1 2 3 4 5 6 7 
 
How familiar are you with speech systems? 
 
 (1 not familiar at all   7 very familiar) 
 
 1 2 3 4 5 6 7 
 
How often do you play videos games? 
 
 (1 never   7 all the time) 
 
 1 2 3 4 5 6 7 
 
How familiar are you with Augmented Reality? 
 
 (1 not familiar at all   7 very familiar) 
 
 1 2 3 4 5 6 7 
 
 
 
  
 
Post-Trial Questionnaire 
 
Subject:         Test:  
  
(1 Disagree completely   7 Agree completely) 
 
I knew exactly where the robot was in its world at all times.  
 1 2 3 4 5 6 7 
 
The interface was intuitive to use. 
 1 2 3 4 5 6 7 
 
The robot was a member of my team as we completed the given task. 
 1 2 3 4 5 6 7 
 
I felt a sense of being present in the robot’s world. 
1 2 3 4 5 6 7 
 
I was always aware of how close the robot was to objects in its environment. 
1 2 3 4 5 6 7 
 
I felt the robot was just a tool and not a collaborative partner. 
 1 2 3 4 5 6 7 
 
What I liked about this interface: 
 
 
 
 
 
 
 
 
What I did not like about this interface: 
 
 
 
 
 
 
 
  
Post-Experiment Questionnaire 
 
Subject:      
 
Please rank the interfaces for the following 
attributes: 
1 = most preferred, 3 = least preferred 
Immersive 
Test 
Speech & 
Dialog No 
Planning 
Speech & 
Dialog with 
Planning 
I was aware of collisions as they happened. 
   
I had a feeling of working in a collaborative 
environment. 
   
I felt the robot was a partner. 
   
The interface was intuitive to use. 
   
I was aware of the robot’s surroundings. 
   
I had to always pay attention to the robot’s actions. 
   
I felt the robot was a tool. 
   
I felt I was present in the robot’s environment. 
   
I knew when the robot was about to collide with an 
object. 
   
 
   
 
 
Overall which interface do you feel is the most effective?        (Please circle one) 
 
Immersive Interface Speech & Dialog No Planning Speech & Dialog with  
Planning 
 
Please try to list three reasons why you selected the interface above: 
 
 
 
 
 
 
 
 
 
 
 
Please try to list three reasons you did not select the other two interfaces: 
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