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Abstract
Let W and Z be Banach spaces such that Z is separable and let R :
W −→ Z be a (continuous, linear) operator. We study consequences of the
adjoint operator R∗ having non-separable range. From our main technical
result we obtain applications to the theory of basic sequences and the exis-
tence of universal operators for various classes of operators between Banach
spaces. We also obtain an operator-theoretic characterisation of separable
Banach spaces with non-separable dual.
1 Introduction
The 1970s saw significant progress made on the understanding of the Radon-
Nikody´m property in Banach spaces. Amongst the main achievements in this
area of investigation was the proof that a dual Banach space X∗ has the Radon-
Nikody´m property if and only if every separable subspace of X has separable dual.
We refer the reader to the book [7] for references and a proof of this result, but
mention here in particular that it was C. Stegall who in [32] provided the proof of
the fact that if X∗ has the Radon-Nikody´m property then every separable subspace
of X has separable dual. The main technical result in Stegall’s paper, Corollary 1
of [32], provides structural consequences for a separable Banach space X and its
dual X∗ in the case that X∗ is non-separable. The main technical result of the
current paper, Theorem 3.1 below, serves a similar purpose in the study of sepa-
rable Banach spaces with non-separable dual. Our approach, which in some ways
is fundamentally similar to Stegall’s, uses techniques developed recently in [3] to
study the Szlenk index. We obtain new proofs of old results and a number of new
results concerning Banach spaces and operators with non-separable dual.
One of the primary applications of Theorem 3.1 of the current paper is to the
theory of basic sequences in Banach spaces. Our work to this end is based on
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the classical method of Mazur for producing subspaces with a basis and the more
recent method of Johnson and Rosenthal [21] for producing quotients with a basis.
The other main application of our techniques is to the problem of finding univer-
sal elements for certain subclasses of the class L of all (bounded, linear) operators
between Banach spaces. For operators T ∈ L (X, Y ) and S ∈ L (W,Z), where
W,X, Y and Z are Banach spaces, we say that S factors through T (or, equiv-
alently, that T factors S) if there exist U ∈ L (W,X) and V ∈ L (Y, Z) such
that V TU = S. With this terminology, for a given subclass C of L we say that
an operator Υ ∈ C is universal for C if Υ factors through every element of C .
Typically C will be the complement ∁I of an operator ideal I in the sense of
Pietsch [27] (that is, ∁I consists of all elements of L that do not belong to I ),
or perhaps the restriction J ∩ ∁I of ∁I to a large subclass J of L ; e.g., J
might denote a large operator ideal or the class of all operators having a specified
domain or codomain. One may think of a universal element of the class C as a
minimal element of C that is ‘fixed’ or ‘preserved’ by each element of C .
The notion of universality for a class of operators goes back to the work of
Lindenstrauss and Pe lczyn´ski, who showed in [22] that the summation operator
Σ : (an)
∞
n=1 7→ (
∑n
i=1 ai)
∞
n=1 from ℓ1 to ℓ∞ is universal for the class of non-weakly
compact operators. Soon after, W.B. Johnson [20] showed that the formal identity
operator from ℓ1 to ℓ∞ is universal for the class of non-compact operators. This
result of Johnson has been applied in the study of information-based complexity
by Hinrichs, Novak and Woz´niakowski in [16].
The universality result of primary importance for us is due to Stegall and estab-
lishes the existence of a universal non-Asplund operator. The Asplund operators
have several equivalent definitions in the literature; in the current paper we say
that an operator T : X −→ Y is Asplund if T |Z ∈ X
∗ for any separable subspace
Z ⊆ X , where X ∗ denotes the class of operators whose adjoint has separable
range. We refer the reader to Stegall’s paper [33] for further properties and char-
acterisations of Asplund operators.
Stegall’s universal non-Asplund operator is defined in terms of the Haar system
(hm)
∞
m=0 ⊆ C({0, 1}
ω), where each factor {0, 1} is discrete and {0, 1}ω is equipped
with its compact Hausdorff product topology. The Haar system is a monotone basis
for C({0, 1}ω) and may be defined as follows. Let D denote the set
⋃
n<ω{0, 1}
n,
the set of finite sequences in {0, 1}, and let (tm)
∞
m=1 be the enumeration of D such
that the following two conditions hold for all n < ω:
(i) {0, 1}n = {tm | 2
n ≤ m < 2n+1}; and
(ii) For 2n ≤ l < m < 2n+1 there exists k < n such that tl(j) = tm(j), 0 ≤ j < k,
and tl(k) = 0 and tm(k) = 1.
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For each t ∈ D let ∆t denote the set of all elements of {0, 1}
ω having t as an
initial segment (that is, for t ∈ {0, 1}n and s ∈ D we have s ∈ ∆t if and only if
s(k) = t(k) for all k < n). For t ∈ {0, 1}n and i ∈ {0, 1} we let tai denote the
element of {0, 1}n+1 satisfying (tai)(k) = t(k) for k < n and (tai)(n) = i. The Haar
system is defined by setting h0 = χ{0,1}ω and hm = χ∆
tm
a0
−χ∆
tm
a1
for m ≥ 1. Let
µ denote the product measure on {0, 1}ω obtained by equipping each factor {0, 1}
with its discrete uniform probability measure and let H : ℓ1 −→ L∞({0, 1}
ω, µ)
be defined by setting Hx =
∑∞
m=1 x(m)hm−1 for each x = (x(m))
∞
m=1 ∈ ℓ1. The
following result is due to Stegall.
Theorem 1.1 (Theorem 4 of [32]). Let X and Y be Banach spaces such that X
is separable and suppose T : X −→ Y is an operator such that T ∗(Y ∗) is nonsepa-
rable. Then there exist operators U : ℓ1 −→ X and V : Y −→ L∞({0, 1}
ω, µ) such
that V TU = H.
Since the domain of H , namely ℓ1, is separable, and since H
∗ has non-separable
range, H is a non-Asplund operator. It therefore follows from Theorem 1.1 that
H is a universal non-Asplund operator.
Other universality results besides those mentioned above can be found in the
work of Brooker [3], Cilia and Gutie´rrez [5], Dilworth [9], Girardi and Johnson [14],
Hinrichs and Pietsch [17], Oikhberg [25], and the Handbook survey on operator
ideals by Diestel, Jarchow and Pietsch [6]. Recent work of R. Causey on the
existence of non-Asplund spaces of type 2, in a similar vein to work of Pisier and
Xu [28], has produced another construction of a universal non-Asplund operator
using interpolation techniques [4].
We note that there are various other senses in which a large operator may
preserve some kind of mathematical structure; several examples related to the
subject matter of the current paper are as follows. Rosenthal [30] has shown that
for a Banach space Y and operator T : C({0, 1}ω) −→ Y , the adjoint operator T ∗
has non-separable range if and only if T fixes an isomorphic copy of C({0, 1}ω).
For separable Banach spaces X and Y and an operator T : X −→ Y , Dodos has
characterised non-separability of T ∗(Y ∗) in terms of T fixing an isomorphic copy
of ℓ1 and/or a ‘topological copy’ of the standard basis of the James tree space
(Theorem 3 and Theorem 4 of [11]). Godefroy and Finet [13] have shown that if
X is separable and does not contain a copy of ℓ1, then an operator T : X
∗ −→ X∗
has non-separable range if and only if T ‘fixes’ a biorthogonal system of cardinality
that of the continuum.
We now outline the content of subsequent sections of the current paper. In
Section 2 we establish notation used throughout the paper and provide the requisite
background on trees. In Section 3 we prove our key result, Theorem 3.1, which is
in a similar spirit to the following result of Stegall:
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Theorem 1.2 (Corollary 1 of [32]). Let X be a separable Banach space, K a subset
of X∗ that is non-separable in the norm topology and Gδ in the weak
∗ topology, and
ǫ > 0. Then there exists a weak∗-homeomorphism Ξ of {0, 1}ω onto a subset of K
and a bounded sequence (xm)
∞
m=1 in X such that
∞∑
m=1
‖Txm − χ∆tm‖ ≤ ǫ,
where T : X −→ C({0, 1}ω) is the operator satisfying (Tx)(s) = 〈Ξ(s), x〉 for every
x ∈ X and s ∈ {0, 1}ω.
The sequence (tm)
∞
m=1 in the statement of Theorem 1.2 is as defined in the
paragraph preceding Theorem 1.1. Theorem 1.2 is used by Stegall in [32] to derive
several other substantial results for non-Asplund spaces and operators, amongst
them Theorem 1.1 above. The key difference between Theorem 1.2 and Theo-
rem 3.1 is essentially that, under the stronger hypothesis that K is absolutely
convex - as in the statement of Theorem 3.1 - we may deduce from Theorem 3.1
that the statement of Theorem 1.2 holds with ǫ = 0.
In Section 4 we apply Theorem 3.1 to give a new proof of the following known
result: if X is a separable Banach space with X∗ non-separable, then X admits
a subspace Y with a basis and with Y ∗ non-separable (Theorem 4.1). For such
X , Theorem 3.1 also yields the existence of a subspace Z of X such that X/Z
has a basis and (X/Z)∗ is non-separable (Theorem 4.2). In Section 5 we turn
our attention to universality results for certain classes of non-Asplund operators.
We obtain Theorem 1.1 as a corollary of our main result Theorem 3.1 and obtain
stronger universality results for non-Asplund operators having separable codomain.
In Section 6 we establish an operator-theoretic characterisation of separable Ba-
nach spaces with non-separable dual (Theorem 6.1), analogous to Pe lczyn´ski’s well-
known operator-theoretic characterisation of separable Banach spaces containing
a copy of ℓ1.
2 Notation and preliminaries
We work with Banach spaces over either R or C. Typical Banach spaces are de-
noted by the letters W , X , Y and Z, with the identity operator of X denoted IdX .
We write X∗ for the dual space of X and denote by ıX the canonical embedding of
X into X∗∗. We define BX := {x ∈ X | ‖x‖ ≤ 1} and B
◦
X := {x ∈ X | ‖x‖ < 1}.
By a subspace of a Banach space X we mean a vector subspace ofX that is closed in
the norm topology. For a Banach space X and sets C ⊆ X and D ⊆ X∗ we define
C⊥ := {x∗ ∈ X∗ | ∀x ∈ C, x∗(x) = 0} and D⊥ = {x ∈ X | ∀x
∗ ∈ D, x∗(x) = 0}.
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We denote by [C] the norm closed linear hull of C in X , with a typical varia-
tion on this notation being that for an indexed set {xi | i ∈ I} ⊆ X we may
write [xi]i∈I or [xi | i ∈ I] in place of [{xi | i ∈ I}]. We shall make use of the
well-known fact that, for a Banach space X and a sequence (x∗m)
∞
m=1 ⊆ X
∗, the
quotient map Q : X −→ X/
⋂∞
m=1 ker(x
∗
m) has the property that Q
∗ is an isomet-
ric weak∗-isomorphism of (X/
⋂∞
m=1 ker(x
∗
m))
∗ onto the weak∗-closed linear hull of
(x∗m)
∞
m=1.
Operator ideals are denoted by script letters such as I . We denote by X the
closed operator ideal consisting of all operators with separable range. The closed
operator ideal X ∗, defined above as the class of all operators T for which the
adjoint T ∗ belongs to X , is a subclass of X [27, Proposition 4.4.8]. We denote
by D the operator ideal of Asplund operators, which consists of those operators T
for which T |Z ∈ X
∗ for any separable subspace Z of the domain of T .
For a set S and a subset R ⊆ S we write χR for the indicator function of R
in S (with the underlying set S always clear from the context). When discussing
the Banach space ℓ1(S) for some set S, for s ∈ S we typically denote by es the
element of ℓ1(S) satisfying es(s
′) = 1 if s′ = s and es(s
′) = 0 if s′ 6= s (s′ ∈ S). We
thus denote by (en)
∞
n=1 the standard unit vector basis of ℓ1 = ℓ1(N).
We shall repeatedly use the fact that for a set I, Banach space X and fam-
ily {xi | i ∈ I} ⊆ X with supi∈I ‖xi‖ < ∞, there exists a unique element of
L (ℓ1(I), X) satisfying ei 7→ xi, i ∈ I.
For a Banach space X , a subset A ⊆ X , and ǫ > 0, we say that A is ǫ-separated
if ‖x− y‖ > ǫ for any distinct x, y ∈ A. For B ⊆ C ⊆ X and δ > 0 we say that B
is a δ-net in C if for every w ∈ C there exists z ∈ B such that ‖w − z‖ ≤ δ.
A tree is a partially ordered set (T ,) for which the set {s ∈ T | s  t} is
well-ordered for every t ∈ T . We shall frequently suppress the partial order  and
refer to the underlying set T as the tree. For S ⊆ T we denote by MIN(S) the set
of all minimal elements of S. A subtree of T is a subset of T equipped with the
partial order induced by the partial order of T , which we also denote . A chain
in T is a totally ordered subset of T . A branch of T is a maximal (with respect
to set inclusion) totally ordered subset of T . We say that T is chain-complete if
every chain C in T admits a unique least upper bound. A subset S ⊆ T is said to
be downwards closed in T if S =
⋃
t∈S{s ∈ T | s  t}. For s, t ∈ T we write s ≺ t
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to mean that s  t and s 6= t. For t ∈ T we define the following sets:
T [ t] = {s ∈ T | s  t}
T [≺ t] = {s ∈ T | s ≺ t}
T [t ] = {s ∈ T | t  s}
T [t ≺] = {s ∈ T | t ≺ s}
T [t+] = MIN(T [t ≺])
By t− we denote the maximal element of T [≺ t], if it exists (that is, if the order
type of T [≺ t] is a successor). If s, t ∈ T are such that s  t and t  s, then we
write s ⊥ t.
Let T = (T ,) be a tree, α an ordinal and ψ : α −→ T a surjection. Then
ψ induces a well-ordering of T that extends . Indeed, define A0 = T [ ψ(0)]
and, if β > 0 is an ordinal such that Aγ has been defined for all γ < β, define
Aβ = T [ ψ(β)] \
⋃
γ<β T [ ψ(γ)]. The induced well-order ≤ of T is defined by
declaring s ≤ t, where s ∈ Aβ and t ∈ Aβ′, if β < β
′ or if β = β ′ and s  t. Notice
that if T is countable and T [≺ t] is finite for every t ∈ T , then the well-ordering
of T induced as above by a surjection of ω onto T is of order type ω. In fact, the
following statements are equivalent:
(i0) T is countable and T [≺ t] is finite for every t ∈ T ;
(ii0) There exists a bijection τ of ω onto T such that τ(l)  τ(m) implies l ≤ m
for l, m < ω.
Example 2.1. Let Ω :=
⋃
n<ω
∏
n ω. That is, Ω is the set of all finite (including
possibly empty) sequences of finite ordinals. We define an order ⊑ on Ω by saying
that s ⊑ t if and only if s is an initial segment of t. For n < ω and t ∈ Ω we
denote by nat the concatenation of (n) with t; that is, nat = (n) if t = ∅ and
nat = (n, n1, . . . , nk) if t = (n1, . . . , nk). Notice that a tree is order-isomorphic
to a subtree of Ω if and only if it satisfies the equivalent conditions (i0) and (ii0)
above.
There are various natural topologies for trees, many of which are described in
[24]. The tree topology of interest to us is the coarse wedge topology, which is
compact and Hausdorff for many trees. The coarse wedge topology of (T ,) is
that topology on T formed by taking as a subbase all sets of the form T [t ] and
T \ T [t ], where the order type of T [≺ t] is either 0 or a successor ordinal. For
a tree (T ,), t ∈ T and F ⊆ T , define
WT (t,F) := T [t ] \
⋃
s∈F
T [s ] .
The following proposition is clear.
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Proposition 2.2. Let (T ,) be a tree and let t ∈ T be such that the order type
of T [≺ t] is 0 or a successor ordinal. Then the coarse wedge topology of T admits
a local base of clopen sets at t consisting of all sets of the form WT (t,F), where
F ⊆ T [t+] is finite.
The following result is proved in the aforementioned paper of Nyikos.
Theorem 2.3. ([24, Corollary 3.5]) Let T be a tree. The following are equivalent.
(i) T is chain-complete and MIN(T ) is finite.
(ii) The coarse wedge topology of T is compact and Hausdorff.
3 Non-Asplund Banach spaces and operators
In this section we derive our main technical result using techniques developed in
[3]. We shall mainly work with downwards-closed subtrees of (Ω,⊑), the tree of
finite sequences of finite ordinals. The discussion preceding Example 2.1 alludes
to the fact that results stated in terms of such trees can be expected to be readily
extended to the class of countable trees (T ,) with T [≺ t] finite for every t ∈ T .
The advantage in restricting our attention to subtrees of Ω is a technical one, in
particular that such trees do not contain any of their infinite branches as elements;
this property of subtrees of Ω allows us to take the union of a tree T with its set
of infinite branches as a chain-completion of T in a natural way which we now
outline.
For T a downwards-closed subtree of Ω, we denote by ∂T the set of all infinite
branches of T and define T := T ∪ ∂T . Note that ∂T ⊆ ∂Ω for such T , hence
T ⊆ Ω. We extend the order ⊑ on Ω to an order ⊑′ on Ω as follows: for s, t ∈ Ω
write s ⊑′ t if and only if one of the following conditions holds:
(i) s, t ∈ Ω and s ⊑ t;
(ii) s ∈ t ∈ ∂Ω; and,
(iii) s = t ∈ ∂Ω.
The fact that Ω∩ ∂Ω = ∅ ensures that ⊑′ is well-defined partial order making Ω a
tree. Moreover it is straightforward to check that (T ,⊑′) is a chain-complete tree
for any downwards-closed T ⊆ Ω. It follows by Theorem 2.3 that the coarse wedge
topology of T is compact and Hausdorff.
The following theorem is the main result of the current paper.
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Theorem 3.1. Let W and Z be Banach spaces such that Z is separable. Suppose
R ∈ L (W,Z), K ⊆ Z∗ and ǫ > 0 are such that K is absolutely convex and weak∗-
compact and R∗(K) contains an uncountable ǫ-separated subset. Then for any
δ > 0, any θ > 0, any downwards-closed T ⊆ Ω, and any bijection τ : ω −→ T
such that τ(l) ⊑ τ(m) implies l ≤ m, there exist families (wt)t∈T ⊆ SW and
(z∗t )t∈T ⊆ K such that:
(i)
〈z∗t , Rws〉 =
{
〈z∗s , Rws〉 >
ǫ
2+θ
if s ⊑′ t
0 if s 6⊑′ t
, s ∈ T , t ∈ T ; (3.1)
(ii) The map t 7→ z∗t from T to Z
∗ is coarse-wedge-to-weak∗ continuous;
(iii) (wτ(m))
∞
m=0 is a basic sequence with basis constant not exceeding 1 + δ; and,
(iv) With Z0 :=
⋂
t∈T ker(z
∗
t ) and Q : Z −→ Z/Z0 denoting the quotient map,
(QRwτ(m))
∞
m=0 is a basis for Z/Z0 with basis constant not exceeding 1 + δ.
Notice that (3.1) implies that the map t 7→ z∗t in Theorem 3.1 is one-to-one,
and therefore a coarse-wedge-to-weak∗ homeomorphism. In the particular case
that T = D (the infinite dyadic tree of finite sequences in {0, 1}) we have that ∂D
is closed in D (since D[t+] is finite for every t ∈ D) and homeomorphic to {0, 1}ω.
Indeed, the map from {0, 1}ω to ∂D that maps each s ∈ {0, 1}ω to the set {s|n |
n < ω} of all (finite) initial segments of s is such a homeomorphism. In particular,
and in a similar vein to Theorem 1.2, Theorem 3.1 provides a construction of a
norm discrete, weak∗-homeomorphic copy of the Cantor set inside K. It is equality
(rather than approximate equality with error depending on s) at (3.1) that allows
us to obtain a version of Theorem 1.2 with ǫ = 0.
Our proof of Theorem 3.1 requires the following result, which is Lemma 2.2 of
[10].
Lemma 3.2. Let X be a Banach space, ν > 0 a real number, F a finite dimensional
subspace of X∗, A a ν
4+2ν
-net in SF and {yf∗ | f
∗ ∈ A} ⊆ SX a family such that
inf{|f ∗(yf∗)| | f
∗ ∈ A} ≥ 4+ν
4+2ν
. Then for every x∗ ∈ {yf∗ | f
∗ ∈ A}⊥ we have
sup{|x∗(y)| | y ∈ BF⊥} ≥
1
2+ν
‖x∗‖.
The following result seems to be folklore; we refer the reader to [3] for a proof.
Lemma 3.3. Let X be a Banach space and x∗ ∈ X∗. Then
{x∗ + ǫB◦X∗ + C
⊥ | ǫ > 0, C ⊆ X, |C| <∞}
is a local base for the weak∗ topology of X∗ at x∗.
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Proof of Theorem 3.1. Fix δ > 0, θ > 0 and τ : ω −→ T a bijection such that
τ(l) ⊑ τ(m) implies l ≤ m. Let L′ ⊆ K be uncountable and such that R∗(L′) is
ǫ-separated. We shall use small perturbations to construct a family (f ∗t )t∈T ⊆ Z
∗,
weak∗-homeomorphic to T with its coarse wedge topology, that ‘almost’ lies inside
L′ and which satisfies a condition similar to (3.1). Points f ∗t , t ∈ ∂T , are then
defined by continuous extension of the map t 7→ f ∗t to all of T . The family (z
∗
t )t∈T
in the statement of the theorem is then obtained by multiplying (f ∗t )t∈T pointwise
by a suitable scalar. Lemma 3.2 and Lemma 3.3 above will play a key role in
establishing the existence of the desired family (wt)t∈T ⊆ W from the statement
of the theorem. Our construction of the families (f ∗t )t∈T and (wt)t∈T will be by
induction with respect to the well-ordering of T induced by τ .
We now make some preliminary definitions and observations that are required
in order to state the key construction of the proof in full detail at (I)-(VI) below.
Removing one point from L′ if necessary, we may assume that ‖R∗z∗‖ > ǫ/2 for
every z∗ ∈ L′. By Theorem 8.5.2 of [31] we may write L′ = L∪L′′, where L is weak∗-
dense-in-itself and L′′ is scattered in the weak∗ topology. Set ν = θ(10 + 3θ)−1, so
that
1− 3ν
(2 + ν)(1 + ν)
≥
1
2 + θ
,
and let (δm)
∞
m=0 ⊆ (0, 1) be a sequence of positive real numbers such that
∑∞
m=0 δm <
∞ and
∏∞
m=0(1−δm) ≥ (1+δ)
−1. Let (zp)
∞
p=0 be a norm-dense sequence in SZ and
let d be the metric on Z∗ given by setting d(y∗, z∗) =
∑∞
p=0 2
−p−1|〈y∗− z∗, zp〉| for
y∗, z∗ ∈ Z∗. As is well-known (see, e.g., Proposition 3.22 of [12]), on bounded sub-
sets of Z∗ the topology induced by d coincides with the weak∗ topology. Moreover,
d(y∗, z∗) ≤ ‖y∗ − z∗‖ for all y∗, z∗ ∈ Z∗.
We now outline the key construction of the proof. Proceeding by induction over
m < ω, we shall construct families (f ∗τ(m))m<ω ⊆ (1 + ν)K and (wτ(m))m<ω ⊆ SW
and a strictly increasing sequence (pm)
∞
m=0 in ω so that, with vm := ‖f
∗
τ(m) −
f ∗τ(m)−‖
−1(f ∗τ(m) − f
∗
τ(m)−) for each m ∈ [1, ω) and with v0 := f
∗
τ(0), the following
conditions hold for all m < ω:
(I) f ∗τ(m) ∈ (ν
∑m
j=1 2
−j)K + L ⊆ (1 + ν)K;
(II) If m > 0 then d(f ∗τ(m), f
∗
τ(m)−) < 2
−m;
(III) For all i, j ≤ m,
〈f ∗τ(j), Rwτ(i)〉 =
{
〈f ∗τ(i), Rwτ(i)〉 >
(1−3ν)ǫ
2+ν
if τ(i) ⊑ τ(j)
0 if τ(i) 6⊑ τ(j)
; (3.2)
(IV) For all w ∈ span{wτ(j) | 0 ≤ j < m} and scalars a we have ‖w + awτ(m)‖ ≥
(1− δm)‖w‖;
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(V) For each v∗ ∈ [(vj)
m
j=0]
∗ with ‖v∗‖ ≤ 1 there is a natural number p ≤ pm such
that |〈v, zp〉 − 〈v
∗, v〉| ≤ δm/3 for all v ∈ [(vj)
m
j=0]; and,
(VI) If m > 0 then |〈vm, zp〉| < δm/3 for all p ≤ pm−1.
We defer the construction of the families (f ∗τ(m))m<ω, (wτ(m))m<ω and (pm)
∞
m=0
and will now show how to prove Theorem 3.1 under the assumption that the
families (f ∗τ(m))m<ω, (wτ(m))m<ω and (pm)
∞
m=0 satisfying (I)-(VI) have already been
constructed. Our first step is to define the family (z∗t )t∈T ⊆ K. To this end for
each b ∈ ∂T and n < ω let bn denote the element of b for which the order type of
T [⊏ bn] is n and let f
∗
b denote the weak
∗ limit of the sequence (f ∗bn)
∞
n=0 ⊆ (1+ν)K,
which is Cauchy with respect to d since (II) holds for all m < ω. For t ∈ T and
b ∈ ∂T it follows from the fact that (III) holds for all m < ω that
〈f ∗b , Rwt〉 =
{
〈f ∗t , Rwt〉 >
(1−3ν)ǫ
2+ν
, if t ⊑′ b
0, if t 6⊑′ b
. (3.3)
Let z∗t =
1
1+ν
f ∗t for each t ∈ T . Then (3.1) follows from (3.2) and (3.3); in
particular, assertion (i) of the theorem holds.
Let Ξ : T −→ Z∗ be the map given by setting Ξ(t) = z∗t for each t ∈ T . To
prove (ii) we want to show that Ξ is coarse-wedge-to-weak∗ continuous. To this
end first note that for 0 < m < ω we have d(z∗τ(m), z
∗
τ(m)−) < 2
−m/(1+ν) < 2−m by
(II). For m,m′ < ω satisfying τ(m) ⊏ τ(m′) we have m < m′, so by (II) it follows
that for m < ω and t ∈ T such that τ(m) ⊏ t we have
d(z∗τ(m), z
∗
t ) ≤
∑
s∈(τ(m),t]
d(z∗s , z
∗
s−) <
∞∑
m′′=m+1
2−m
′′
≤ 2−m.
Hence for m < ω and b ∈ ∂T satisfying τ(m) ∈ b we have d(z∗τ(m), z
∗
b ) ≤ 2
−m since
z∗b is the weak
∗ limit of the sequence (z∗bn)
∞
n=0, all but finitely many terms of which
satisfy d(z∗τ(m), z
∗
bn
) ≤ 2−m.
We are now ready to show that Ξ is continuous at each point of T . Fix λ > 0
and let t ∈ T . Let us first suppose that t ∈ T . Let F ⊆ T [t+] be a finite set
such that s′ ∈ T [t+] \ F implies 2−τ
−1(s′)+1 < λ. For each s ∈ WT (t,F) \ {t} let
s′ denote the unique element of T [t+] ∩ T [⊑ s]. Since WT (t,F) is a coarse-wedge
neighbourhood of t in T and since for every s ∈ WT (t,F) \ {t}, we have
d(z∗t , z
∗
s) ≤ d(z
∗
t , z
∗
s′) + d(z
∗
s′, z
∗
s ) < 2
−τ−1(s′) + 2−τ
−1(s′) = 2−τ
−1(s′)+1 < λ,
we conclude that Ξ is continuous at t in this case.
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Now suppose that b ∈ ∂T and let m0 < ω be so large that 2
−m0+1 < λ. By
definition, WT (bm0 , ∅) is a coarse wedge neighbourhood of b. Since τ
−1(bm0) ≥ m0
we have, for s ∈ WT (bm0 , ∅),
d(z∗b , z
∗
s ) ≤ d(z
∗
b , z
∗
bm0
) + d(z∗bm0 , z
∗
s ) ≤ 2
−τ−1(bm0 ) + 2−τ
−1(bm0 ) ≤ 2−m0+1 < λ,
hence Ξ is continuous at b. We have now established the desired continuity of Ξ,
so that assertion (ii) of the theorem is proved.
Assertion (iii) of the theorem follows from the Grunblum criterion and the fact
that, since (IV) holds for all m < ω, for 0 ≤ l ≤ m < ω and scalars a0, a1, . . . , am
we have
∥∥∥ l∑
q=0
aqwτ(q)
∥∥∥ ≤ 1m∏
q=l+1
(1− δq)
∥∥∥ m∑
q=0
aqwτ(q)
∥∥∥ ≤ (1 + δ)∥∥∥ m∑
q=0
aqwτ(q)
∥∥∥ .
The main idea in the proof of (iv) is to apply the techniques set out in Johnson
and Rosenthal’s proof of Theorem III.1 of [21]. Our first step is to show that
(vm)
∞
m=1 is a basic sequence with basis constant no larger than 1 + δ. To this end
fixm ∈ [1, ω) and suppose v ∈ [(vq)
m
q=1] is such that ‖v‖ = 1. Choose v
∗ ∈ [vj ]
∗
1≤j≤m
such that 〈v∗, v〉 = 1 = ‖v∗‖ and choose p ≤ pm so that (V) holds for v
∗. Then
|〈v, zp〉| ≥ 1− δm/3, hence for any scalar a we have
‖v + avm+1‖
{
> 1 if |a| > 2
≥ |〈v, zp〉+ 〈avm+1, zp〉| ≥ (1−
δm
3
)− 2δm
3
if |a| ≤ 2
≥ 1− δm.
It follows that ‖
∑m
q=1 aqvq‖ ≤
1
1−δm
‖
∑m+1
q=1 aqvq‖ for any scalars a1, . . . , am, am+1.
Thus for 1 ≤ l ≤ m < ω and any scalars a1, . . . , am we have
∥∥∥ l∑
q=1
aqvq
∥∥∥ ≤ 1m∏
q=l+1
(1− δq)
∥∥∥ m∑
q=1
aqvq
∥∥∥ ≤ (1 + δ)∥∥∥ m∑
q=1
aqvq
∥∥∥. (3.4)
By Grunblum’s criterion, (vm)
∞
m=1 is a basic sequence with basis constant no larger
than 1 + δ.
Let (v∗m)
∞
m=1 be the sequence of functionals in [(vm)
∞
m=1]
∗ biorthogonal to (vm)
∞
m=1
and define T : Z −→ [(vm)
∞
m=1]
∗ by 〈Tz, v〉 = 〈v, z〉 for z ∈ Z and v ∈ [(vm)
∞
m=1].
That is, Tz = (ıZz)|[(vm)∞m=1] for each z ∈ Z. Note that ker(T ) =
⋂∞
m=1 ker(vm).
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For convenience let f ∗
τ(0)− be defined to be the zero element of Z
∗ (notwithstanding
the fact that τ(0)− is undefined), so that for each t ∈ T we have
f ∗t =
∑
s⊑t
(f ∗s − f
∗
s−).
Then we have
ker(T ) =
∞⋂
m=1
ker(vm) =
⋂
t∈Ω
ker(f ∗t − f
∗
t−) =
⋂
t∈Ω
ker(f ∗t ) =
⋂
t∈Ω
ker(z∗t ) = Z0.
Following the argument in the proof of Theorem III.1 of [21] yields the equality
T (Z) = [(v∗m)
∞
m=1] and the existence of a linear isometry T : Z/Z0 −→ [(v
∗
m)
∞
m=1]
such that TQz = Tz for every z ∈ Z. By Fact 6.6 of [12], for m ∈ [1, ω) we have
TQRwτ(m) = TRwτ(m)
=
∞∑
m′=1
〈TRwτ(m), vm′〉v
∗
m′
=
∞∑
m′=1
〈vm′ , Rwτ(m)〉v
∗
m′
=
〈f ∗τ(m), Rwτ(m)〉
‖f ∗
τ(m) − f
∗
τ(m)−‖
v∗m.
For eachm ∈ [1, ω) let am = 〈f
∗
τ(m), Rwτ(m)〉‖f
∗
τ(m)−f
∗
τ(m)−‖
−1, so that TQRwτ(m) =
amv
∗
m for each such m. As T is an isometry, (QRwτ(m))
∞
m=1 is a basis for Z/Z0
isometrically equivalent to (amv
∗
m), whose basis constant coincides with the basis
constant of (v∗m)
∞
m=1, which coincides with the basis constant of (vm)
∞
m=1, which is
no larger than 1 + δ (as shown above). This completes the proof of (iv), and so
to complete the proof of Theorem 3.1 it remains only to carry out the inductive
construction of the families (f ∗τ(m))m<ω, (wτ(m))m<ω and (pm)
∞
m=0 so that (I)-(VI)
above hold for all m < ω.
We begin the induction by letting f ∗τ(0) be an arbitrary point in L and choosing
wτ(0) ∈ SW such that 〈R
∗f ∗τ(0), wτ(0)〉 > ǫ/2. Define v0 := f
∗
τ(0). By Helly’s theorem,
by the density of (zp)
∞
p=1 in SZ , and by the total boundedness of S[{v0}] and S[{v0}]∗ ,
we may choose p0 < ω large enough that (V) holds for m = 0. It is now easily
checked that (I)-(VI) hold for m = 0.
Fix k < ω and suppose that f ∗τ(m) ∈ (ν
∑m
j=1 2
−j)K+L, wτ(m) ∈ SW and pm < ω
have been defined for 1 ≤ m ≤ k in such a way that (pm)
k
m=1 is strictly increasing
and properties (I)-(VI) are satisfied for 0 ≤ m ≤ k. To carry out the inductive
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step of the proof, we now show how to construct f ∗τ(k+1) ∈ (ν
∑k+1
j=1 2
−j)K + L,
wτ(k+1) ∈ SW and pk+1 ∈ (pk, ω) so that (I)-(VI) are satisfied for 0 ≤ m ≤ k + 1.
To this end let v∗ ∈ (ν
∑k
j=1 2
−j)K and z∗1 ∈ L be such that f
∗
τ(k+1)− = v
∗ + z∗1 .
With a view to applying Lemma 3.2, let G be a finite δk+1-net in Sspan{wτ(i)|0≤i≤k}
and for each g ∈ G let h∗g ∈ W
∗ be such that 〈h∗g, g〉 = 1. Set
F = span
(
{R∗f ∗τ(j) | 0 ≤ j ≤ k} ∪ {h
∗
g | g ∈ G}
)
⊆W ∗,
let A be a finite ν
4+2ν
-net in SF and let {yf∗ | f
∗ ∈ A} ⊆ SW be such that
〈f ∗, yf∗〉 ≥
4+ν
4+2ν
for each f ∗ ∈ A. Let e ∈ R be such that
ke
(2 + ν)
(1− 3ν)ǫ
2(1 + ν) sup{‖z∗‖ | z∗ ∈ K} =
1
2
δk+1
3
(1− 3ν)ǫ
(2 + ν)‖R‖
and define
U1 :=
k⋂
i=0
{
z∗ ∈ Z∗
∣∣∣ |〈z∗ − z∗1 , Rwτ(i)〉| < 2−k−2ν(1 − 3ν)ǫk(2 + ν)(1 + ν)
}
;
U2 :=
k⋂
i=0
{
z∗ ∈ Z∗
∣∣∣ |〈z∗ − z∗1 , Rwτ(i)〉| < 2−k−3(1− 3ν)ǫk(2 + ν)(1 + ν) supz∗∈K ‖z∗‖
}
;
U3 :=
k⋂
i=0
{z∗ ∈ Z∗ | |〈z∗ − z∗1 , Rwτ(i)〉| < e};
U4 :=
pk⋂
p=0
{
z∗ ∈ Z∗
∣∣∣ |〈z∗ − z∗1 , zp〉| < 12 δk+13 (1− 3ν)ǫ(2 + ν)‖R‖
}
;
U5 := {z
∗ ∈ Z∗ | d(z∗, z∗1) < 2
−k−2};
U6 :=
{
z∗ ∈ Z∗ | R∗z∗ ∈ R∗z∗1 +
ǫν
2 + ν
B◦W ∗ +
(
{wτ(i) | 0 ≤ i ≤ k} ∪ {yf∗ | f
∗ ∈ A}
)⊥}
; and,
U := U1 ∩ U2 ∩ U3 ∩ U4 ∩ U5 ∩ U6.
L∩U is a weak∗-neighbourhood of z∗1 in L, hence (L∩U) \ {z
∗
1} is nonempty since
L is weak∗-dense-in-itself. Choose z∗2 ∈ (L ∩ U) \ {z
∗
1}. We will ultimately use the
fact that z∗2 belongs to each of the neighbourhoods U1, . . . ,U6 to show that (I)-(VI)
are satisfied for 0 ≤ m ≤ k + 1 with a suitable choice for f ∗τ(k+1).
Set u∗ = v∗+ z∗2 , so that u
∗ ∈ (ν
∑k
j=1 2
−j)K +L. Since z∗2 ∈ U6 we may write
R∗z∗2 = R
∗z∗1 + y
∗ + x∗, where ‖y∗‖ < νǫ/(2 + ν) and
x∗ ∈ ({wτ(i) | 0 ≤ i ≤ k} ∪ {yf∗ | f
∗ ∈ A})⊥.
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We then have
R∗u∗ = R∗v∗ +R∗z∗2 = R
∗v∗ +R∗z∗1 + y
∗ + x∗ = R∗f ∗τ(k+1)− + y
∗ + x∗.
Since
‖x∗‖ ≥ ‖R∗u∗−R∗f ∗τ(k+1)−‖−‖y
∗‖ = ‖R∗z∗2−R
∗z∗1‖−‖y
∗‖ > ǫ−
νǫ
2 + ν
> (1−ν)ǫ,
an application of Lemma 3.2 with F , A and {yf∗ | f
∗ ∈ A} ⊆ SW as defined above
in the current proof yields y ∈ SF⊥ such that
〈x∗, y〉 >
1
2 + ν
· (1− ν)ǫ−
νǫ
2 + ν
=
(1− 2ν)ǫ
2 + ν
.
Since y ∈ ker(R∗f ∗
τ(k+1)−) we have
|〈R∗u∗, y〉| = |〈R∗u∗−R∗f ∗τ(k+1)− , y〉| = |〈x
∗+y∗, y〉| >
(1− 2ν)ǫ
2 + ν
−
νǫ
2 + ν
=
(1− 3ν)ǫ
2 + ν
,
hence wτ(k+1) := |〈R
∗u∗, y〉|〈R∗u∗, y〉−1y is well-defined, wτ(k+1) ∈ SF⊥ ⊆ SW , and
〈u∗, Rwτ(k+1)〉 = 〈R
∗u∗, wτ(k+1)〉 = |〈R
∗u∗, y〉| >
(1− 3ν)ǫ
2 + ν
. (3.5)
We now define f ∗τ(k+1), recalling that f
∗
τ(0)− is defined above as the zero element
of Z∗. Define
f ∗τ(k+1) := u
∗−
k∑
l=0
〈u∗ − f ∗τ(k+1)− , Rwτ(l)〉
〈f ∗
τ(l), Rwτ(l)〉
(f ∗τ(l) − f
∗
τ(l)−) (3.6)
= u∗−
k∑
l=0
〈z∗2 − z
∗
1 , Rwτ(l)〉
〈f ∗
τ(l), Rwτ(l)〉
(f ∗τ(l) − f
∗
τ(l)−), (3.7)
noting that the equality of (3.6) and (3.7) follows from the fact that u∗−f ∗τ(k+1)− =
z∗2 − z
∗
1 .
Since u∗ ∈ (ν
∑k
j=1 2
−j)K +L we have f ∗τ(k+1) ∈ ((ν
∑k
j=1 2
−j)K +L) + cK for
some scalar c > 0. Since z∗2 ∈ U1, it follows from the definition of f
∗
τ(k+1) and the
assumption that (I) and (III) hold for m ≤ k that the scalar c may be taken to
satisfy
c ≤ k
2−k−2ν(1− 3ν)ǫ
k(2 + ν)(1 + ν)
(
(1− 3ν)ǫ
2 + ν
)−1
2(1 + ν) = ν2−k−1.
In particular, we have f ∗τ(k+1) ∈ (ν
∑k+1
j=1 2
−j)K+L, so that (I) holds for m = k+1.
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To see that (II) holds for m = k + 1, observe that, since z∗2 ∈ U2, a similar
argument to that used to estimate the scalar c in the previous paragraph yields
‖f ∗τ(k+1) − u
∗‖ ≤
∑
0≤l≤k
|〈z∗2 − z
∗
1 , Rwτ(l)〉|
|〈f ∗
τ(l), Rwτ(l)〉|
2(1 + ν) sup
z∗∈K
‖z∗‖ ≤ 2−k−2.
It follows from this estimate and the fact that z∗2 ∈ U5 that
d(f ∗τ(k+1), f
∗
τ(k+1)−) ≤ d(f
∗
τ(k+1), u
∗) + d(u∗, f ∗τ(k+1)−)
≤ ‖f ∗τ(k+1) − u
∗‖+ d(u∗ − v∗, f ∗τ(k+1)− − v
∗)
≤ 2−k−2 + d(z∗2 , z
∗
1)
< 2−k−2 + 2−k−2
= 2−k−1.
That is, (II) holds for m = k + 1.
We now show that (III) holds for m = k + 1. By the induction hypothesis, we
need only prove the case where at least one of i and j is equal to k + 1. Since
wτ(k+1) ∈ SF⊥ ⊆
⋂k
j=0 ker(R
∗f ∗τ(j)) we have 〈f
∗
τ(j), Rwτ(k+1)〉 = 0 for 0 ≤ j ≤ k.
Moreover, by the definition of f ∗τ(k+1), by (3.5) and by the fact that wτ(k+1) ∈⋂k
j=0 ker(R
∗f ∗τ(j)), we have
〈f ∗τ(k+1), Rwτ(k+1)〉 = 〈u
∗, Rwτ(k+1)〉 − 0 = 〈u
∗, Rwτ(k+1)〉 >
(1− 3ν)ǫ
2 + ν
.
Since (III) holds for 0 ≤ m ≤ k, if l, i ∈ [0, k] then
〈f ∗τ(l) − f
∗
τ(l)− , Rwτ(i)〉 =
{
〈f ∗τ(i), Rwτ(i)〉, if i = l
0, if i 6= l
.
It follows that if 0 ≤ i ≤ k then
〈f ∗τ(k+1), Rwτ(i)〉 = 〈u
∗, Rwτ(i)〉 −
〈u∗ − f ∗
τ(k+1)− , Rwτ(i)〉
〈f ∗
τ(i), Rwτ(i)〉
〈f ∗τ(i), Rwτ(i)〉
= 〈f ∗τ(k+1)− , Rwτ(i)〉
=
{
〈f ∗τ(i), Rwτ(i)〉 >
(1−3ν)ǫ
2+ν
if τ(i) ⊑′ τ(k + 1)
0 if τ(i) ⊥ τ(k + 1)
.
We have now shown that (III) holds for m = k + 1.
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Next we show that (IV) holds for m = k + 1. Let a be a scalar and w ∈
span{wτ(i) | 0 ≤ i ≤ k}. To avoid triviality, assume w 6= 0. Let gw ∈ G be such
that ‖‖w‖−1w − gw‖ ≤ δk+1. Since 〈h
∗
gw
, gw〉 = 1 and wτ(k+1) ∈ ker(h
∗
gw
) we have
‖w + awτ(k+1)‖ ≥ |〈h
∗
gw
, w + awτ(k+1)〉|
= |〈h∗gw , ‖w‖
−1w〉|‖w‖
≥
(
|〈h∗gw , gw〉| − |〈h
∗
gw
, ‖w‖−1w − gw〉|
)
‖w‖
≥ (1− δk+1)‖w‖,
so that (IV) holds for m = k + 1 as desired.
We now define pk+1 in such a way that (V) holds. To this end define vk+1 :=
‖f ∗τ(k+1) − f
∗
τ(k+1)−‖
−1(f ∗τ(k+1) − f
∗
τ(k+1)−) and note that by Helly’s theorem, by the
density of (zp)
∞
p=0 in SZ , and by the total boundedness of S[(vm)k+1m=1]
and S[(vm)k+1m=1]∗
,
we may choose pk+1 > pk large enough that (V) holds for m = k + 1.
To complete the induction we now show that (VI) holds for m = k + 1. Since
(III) holds for 1 ≤ m ≤ k + 1 and since z∗2 ∈ U3, it follows from the definition of
f ∗τ(k+1) that
‖f ∗τ(k+1) − u
∗‖ ≤
1
2
δk+1
3
(1− 3ν)ǫ
(2 + ν)‖R‖
.
Moreover, since z∗2 ∈ U4 and u
∗− f ∗τ(k+1)− = z
∗
2 − z
∗
1 we deduce that, for all p ≤ pk,
|〈f ∗τ(k+1) − f
∗
τ(k+1)− , zp〉| ≤ ‖f
∗
τ(k+1) − u
∗‖‖zp‖+ |〈u
∗ − f ∗τ(k+1)− , zp〉|
≤
1
2
δk+1
3
(1− 3ν)ǫ
(2 + ν)‖R‖
+
1
2
δk+1
3
(1− 3ν)ǫ
(2 + ν)‖R‖
=
δk+1
3
(1− 3ν)ǫ
(2 + ν)‖R‖
. (3.8)
Since
‖f ∗τ(k+1) − f
∗
τ(k+1)−‖ ≥ ‖R
∗f ∗τ(k+1) − R
∗f ∗τ(k+1)−‖‖R‖
−1
≥ 〈f ∗τ(k+1) − f
∗
τ(k+1)− , Rwτ(k+1)〉‖R‖
−1
>
(1− 3ν)ǫ
(2 + ν)‖R‖
,
it follows from (3.8) that |〈vk+1, zp〉| ≤ δk+1/3 for all p ≤ pk. Thus (I)-(VI) hold
for all m < ω. The proof of Theorem 3.1 is complete.
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4 Subspaces and quotients with a basis
The following theorem was first established independently by Hagler [15] and
Rosenthal [29], who in doing so answered in the affirmative the following question
posed by V. Zizler: Suppose X is a separable Banach space with X∗ nonseparable.
Does X contain a basic sequence whose closed linear span has non-separable dual?
The proof we offer here of the Hagler-Rosenthal result is a rather straightforward
consequence of Theorem 3.1.
Theorem 4.1. Let X be a separable Banach space with X∗ non-separable. Then
for every δ > 0 there exists a subspace Y ⊆ X such that Y ∗ is non-separable and
Y has a basis with basis constant not exceeding 1 + δ.
Proof. Let Ω be the tree of finite sequences of finite ordinals, as defined in Exam-
ple 2.1. Fix δ > 0 and τ : ω −→ Ω a bijection such that τ(m) ⊑ τ(m′) implies
m ≤ m′. We apply Theorem 3.1 with W = Z = X , R = IdX , K = BX∗ , θ = 1,
T = Ω, and ǫ > 0 small enough that BX∗ contains an uncountable ǫ-separated
subset, to obtain families (z∗t )t∈Ω ⊆ BX∗ and (wt)t∈Ω ⊆ SX such that
〈z∗t , ws〉 =
{
〈z∗s , ws〉 >
ǫ
3
if s ⊑ t
0 if s 6⊑ t
, s ∈ Ω, t ∈ Ω .
and (wτ(m))
∞
m=0 is a basic sequence with basis constant not exceeding 1 + δ. Let
Y = [(wt)t∈Ω] and for each t ∈ Ω let y
∗
t = z
∗
t |Y . For t, t
′ ∈ ∂Ω with t 6= t′ we have
‖y∗t − y
∗
t′‖ ≥ 〈y
∗
t − y
∗
t′, wmin(t\t′)〉 = 〈z
∗
t , wmin(t\t′)〉 − 〈z
∗
t′ , wmin(t\t′)〉 >
ǫ
3
− 0 =
ǫ
3
,
hence {y∗t | t ∈ ∂Ω} is an uncountable
ǫ
3
-separated subset of Y ∗.
We now turn our attention to quotients of separable Banach spaces with non-
separable dual. As far as we are aware, the following result is new.
Theorem 4.2. Let X be a separable Banach space with X∗ non-separable. Then
for every δ > 0 there exists a subspace Y ⊆ X such that (X/Y )∗ is non-separable
and X/Y has a basis with basis constant not exceeding 1 + δ.
Proof. Let Ω be the tree of finite sequences of finite ordinals, as defined in Ex-
ample 2.1. Fix δ > 0 and τ : ω −→ Ω a bijection such that τ(m) ⊑ τ(m′)
implies m ≤ m′. Let ǫ > 0 be small enough that BX∗ contains an uncountable,
ǫ-separated subset. An application of Theorem 3.1 with θ = 1, W = Z = X ,
R = IdX, K = BX∗ and T = Ω yields families (wt)t∈Ω ⊆ SX and (z
∗
t )t∈Ω ⊆ BX∗
such that
〈z∗t , ws〉 =
{
〈z∗s , ws〉 >
ǫ
3
if s ⊑ t
0 if s 6⊑ t
, s ∈ Ω, t ∈ Ω .
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and the map Ξ : t 7→ z∗t from Ω to X
∗ is coarse-wedge-to-weak∗ continuous. Let
also (f ∗t )t∈Ω and (vm)
∞
m=1 be as in the proof of Theorem 3.1 and for m ∈ [1, ω) let
v∗∗m := (ı[(vq)∞q=1]vm)|[(v∗q )∞q=1].
Let Y :=
⋂
t∈Ω ker(z
∗
t ), let Q : X −→ X/Y be the quotient map, and let T :
X/Y −→ [(v∗m)
∞
m=1] be as in the proof of Theorem 3.1. As per Theorem 3.1(iv),
we may assume (Qwτ(m))
∞
m=0 is a basis for X/Y with basis constant not exceeding
1 + δ. Moreover for m < ω and x ∈ X we have
〈Q∗T
∗
v∗∗m , x〉 = 〈v
∗∗
m , TQx〉 = 〈Tx, vm〉 = 〈vm, x〉, (4.1)
hence
span{z∗t | t ∈ Ω} = span{f
∗
t | t ∈ Ω} = span{vm | 1 ≤ m < ω} ⊆ Q
∗
(
(X/Y )∗
)
,
(4.2)
where the first equality is immediate from the definitions, the second equality
follows from the inductively verified fact that
∀ k < ω span{f ∗τ(m) | 1 ≤ m ≤ k} = span{vm | 1 ≤ m ≤ k},
and the final inclusion follows from (4.1). Since Ω is dense in Ω in the coarse
wedge topology, and since Q∗((X/Y )∗) is weak∗-closed in X∗, it follows from the
aforementioned continuity of Ξ that {z∗t | t ∈ Ω} ⊆ Q
∗((X/Y )∗). So for each t ∈ Ω
there exists (a unique) y∗t ∈ (X/Y )
∗ such that Q∗y∗t = z
∗
t , and then for t, t
′ ∈ ∂Ω
with t 6= t′ we have
‖y∗t − y
∗
t′‖ ≥ 〈y
∗
t − y
∗
t′, Qwmin(t\t′)〉 = 〈z
∗
t , wmin(t\t′)〉 − 〈z
∗
t′ , wmin(t\t′)〉 >
ǫ
3
− 0 =
ǫ
3
,
hence {y∗t | t ∈ ∂Ω} is an uncountable
ǫ
3
-separated subset of (X/Y )∗.
5 Universal non-Asplund operators
In this section we study the existence of universal elements of certain classes of
non-Asplund operators. In order to state our main result we need to first define
two types of operators associated to trees. After each definition we state a char-
acterisation of the operators that factor the operator associated to a particular
tree.
The following definition introduces the class of operators from which we shall
draw our examples of universal non-Asplund operators.
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Definition 5.1. Let (T ,) be a tree. Define ΣT : ℓ1(T ) −→ ℓ∞(T ) by setting
ΣT w =
(∑
st
w(s)
)
t∈T
, w ∈ ℓ1(T ).
Equivalently, ΣT is the unique element of L (ℓ1(T ), ℓ∞(T )) satisfying ΣT et =
χT [t] for each t ∈ T .
We have ‖ΣT ‖ = 1 for every nonempty tree T . It is shown in [3] that every
operator of the form ΣT is strictly singular.
We shall use the following proposition from [3] to determine whether ΣT factors
through T , for certain trees (T ,) and operators T .
Proposition 5.2. Let (T ,) be a tree, X and Y Banach spaces and T ∈ L (X, Y ).
The following are equivalent:
(i) ΣT factors through T .
(ii) There exist δ > 0 and families (xt)t∈T ⊆ BX and (x
∗
t )t∈T ⊆ T
∗BY ∗ such that
〈x∗t , xs〉 =
{
〈x∗s, xs〉 ≥ δ if s  t
0 if s  t
, s, t ∈ T . (5.1)
The following definition introduces a class of operators that provide ‘continuous’
analogues of ΣT for certain trees T . We shall draw from this class our examples of
operators that are universal for the class of non-Asplund operators having separable
codomain.
Definition 5.3. Let T be a downwards-closed subtree of Ω. Define σT : ℓ1(T ) −→
C(T ) by
(σT x)(t) =
{∑
s⊑′t x(s), t ∈ T∑
s⊏′t x(s), t ∈ ∂T
, x ∈ ℓ1(T ), t ∈ T .
That is, σT is the unique element of L (ℓ1(T ), C(T )) that maps each et ∈ ℓ1(T )
to χT [t⊑′] ∈ C(T ).
The following ‘continuous’ analogue of Proposition 5.2 is also proved in [3].
Proposition 5.4. Let K be a compact Hausdorff space, I an index set and {Ki}i∈I
a family of clopen subsets of K. For Banach spaces X and Y and T ∈ L (X, Y )
the following are equivalent:
(i) T factors the unique element of L (ℓ1(I), C(K)) satisfying ei 7→ χKi, i ∈ I.
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(ii) There exists (δi)i∈I ⊆ R with inf i∈I δi > 0, a family (xi)i∈I ⊆ X with
supi∈I ‖xi‖ <∞ and a weak
∗-continuous map Ξ : K −→ Y ∗ such that
∀ i ∈ I ∀ k ∈ K 〈Ξ(k), Txi〉 =
{
δi, k ∈ Ki
0, k /∈ Ki
.
The following theorem is our main universality result for non-Asplund opera-
tors; some applications shall follow.
Theorem 5.5. Let X and Y be Banach spaces, T ∈ L (X, Y ) an operator such that
T ∗(Y ∗) is non-separable, and T a downwards-closed subtree of Ω. The following
two statements hold:
(i) If X is separable then ΣT factors through T ; and,
(ii) If Y is separable then σT factors through T , hence ΣT factors through T .
It follows that if S is a downwards-closed subtree of Ω such that ∂S is uncountable
then:
(iii) ΣS is universal for the class of non-Asplund operators; and,
(iv) σS is universal for the class of operators in ∁X
∗ having separable codomain,
which coincides with the class of non-Asplund operators having separable
codomain.
In particular, (iii) and (iv) both hold in each of the following cases:
(v) S = Ω, the tree of finite sequences of finite ordinals (c.f. Example 2.1); and,
(vi) S = D, the infinite dyadic tree consisting of all finite sequences in {0, 1}.
Proof. We begin by proving (i). Suppose X is separable. An application of The-
orem 3.1 with W = Z = X , R = IdX K = T
∗(BY ∗), θ = 1, and ǫ > 0 small
enough that T ∗BY ∗ contains an uncountable ǫ-separated subset yields families
(xt)t∈T ⊆ SX and (x
∗
t )t∈T ⊆ T
∗(BY ∗) such that:
〈x∗t , xs〉 =
{
〈x∗s, xs〉 >
ǫ
3
if s ⊑ t
0 if s 6⊑ t
, s, t ∈ T . (5.2)
An appeal to Proposition 5.2 now establishes the validity of (i).
Next we prove (ii). Suppose Y is norm separable. An application of The-
orem 3.1 with W = X , Z = Y , R = T , K = BY ∗ , θ = 1, and ǫ > 0 small
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enough that T ∗(BY ∗) contains an uncountable, ǫ-separated subset yields families
(xt)t∈T ⊆ SX and (y
∗
t )t∈T ⊆ BY ∗ such that
〈y∗t , Txs〉 =
{
〈y∗s , Txs〉 >
ǫ
3
if s ⊑′ t
0 if s 6⊑′ t
, s ∈ T , t ∈ T , (5.3)
and the map t 7→ y∗t is coarse-wedge-to-weak
∗ continuous. It follows that T satisfies
condition (ii) of Proposition 5.4 with K = T , index set I = T , Kt = T [t ⊑
′] for
each t ∈ T , and δt = ǫ/3 for all t ∈ T . We thus deduce from Proposition 5.4
that σT factors through T , which proves the first assertion of (ii). To see that the
second assertion of (ii) holds, simply note that we have ΣT = EσT , where E is the
isometric linear embedding f 7→ f |T of C(T ) into ℓ∞(T ).
To prove (iii) and (iv), suppose (S,⊑) is a downwards-closed subtree of Ω such
that ∂S is uncountable. We shall first show that ΣS and σS are non-Asplund.
Since the domain of σS , namely ℓ1(S), is separable, the non-Asplundness of σS
will follow once we show that σ∗S has non-separable range. The non-Asplundness
of ΣS will then follows since ΣS = EσS and E
∗ is surjective, where E is as defined
in the preceding paragraph. For each s ∈ S let φs denote the evaluation functional
of C(S) at s and note that for s, s′ ∈ ∂S with s 6= s′ we have
‖σ∗Sφs − σ
∗
Sφs′‖ ≥ 〈σ
∗
Sφs − σ
∗
Sφs′, emin(s\s′)〉
= 〈φs, χS[min(s\s′)⊑′]〉 − 〈φs′, χS[min(s\s′)⊑′]〉
= 1− 0 = 1 ,
hence {σ∗Sφs | s ∈ ∂S} is an uncountable 1/2-separated subset of ℓ1(S)
∗. In
particular, we have established that ΣS and σS are non-Asplund.
To see that ΣS factors through any non-Asplund operator, and is therefore
universal for the class of non-Asplund operators - proving (iii) - let W and Y
be Banach spaces and S ∈ L (W,Y ) \ D(W,Y ). Then there exists a separable
subspace X of W such that S|X /∈ X
∗. Letting i : X −→ W denote the formal
inclusion mapping, an application of (i) with T = Si yields U ∈ L (ℓ1(S), X) and
V ∈ L (Y, ℓ∞(S)) such that ΣS = V (Si)U = V S(iU). In particular, ΣS factors
through S, so the universality of ΣS for ∁D is proved.
We now verify that (iv) holds. Note that since σS has separable codomain
by definition and, as we have already shown, σS /∈ X
∗, it follows from the first
assertion of (ii) that σS is universal for the class of operators in ∁X
∗ having
separable codomain. If Q is a non-Asplund operator with separable codomain
then, by (iii), ΣS factors through Q, hence Q ∈ ∁X
∗ since ΣS ∈ ∁X
∗. On the
other hand, if P ∈ ∁X ∗ has separable codomain then, by (ii), σS factors through
P , hence P is non-Asplund since σS is non-Asplund. We have now proved (iv).
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Finally, (v) and (vi) follow from (iii) and (iv) and the fact that, for either choice
of S, S is a downwards-closed subtree of Ω such that ∂S is uncountable.
As the space C({0, 1}ω) is perhaps a more familiar Banach space than C(D),
we note the following corollary of Theorem 5.5. Note that for s ∈ {0, 1}ω and
n < ω, s|n denotes the initial segment of s of length n, so that s|n ∈ {0, 1}
n.
Corollary 5.6. Let S : ℓ1(D) −→ C({0, 1}
ω) be the operator satisfying
(Sx)(s) =
∑
n<ω
x(s|n)
for every x ∈ ℓ1(D) and s ∈ {0, 1}
ω (that is, Set = χ∆t for each t ∈ D). Then
S factors through any operator having separable codomain and adjoint with non-
separable range. It follows that S is universal for the class of operators having
separable codomain and adjoint with non-separable range.
Proof. We naturally identify ∂D with {0, 1}ω by associating to each s ∈ {0, 1}ω
its set of initial segments, {s|n | n < ω}, which belongs to ∂D. Under this
identification we have a homeomorphism, which we denote π, from {0, 1}ω (with
its product topology) onto ∂D (with the subspace topology it inherits as a closed
subset of D = D ∪ ∂D with respect to the coarse wedge topology). Let Sπ denote
the isometric isomorphism from C(∂D) onto C({0, 1}ω) given by setting Sπf = f◦π
for each f ∈ C(∂D). Let S0 denote the restriction operator g 7→ g|∂D from C(D) to
C(∂D). A routine calculation shows that S = SπS0σD, which by Theorem 5.5(ii)
(with T = D) yields the first assertion of the corollary.
Since the codomain of S, namely C({0, 1}ω), is separable, the second assertion
of the corollary will follow once we observe that S∗ has non-separable range. That
this is true follows from a similar argument to that used to produce an uncountable
1/2-separated set in the proof of Theorem 5.5(iv); we omit the details.
The following result is a separable codomain version of Stegall’s universal op-
erator theorem (Theorem 1.1 above). Here, as previously in the current paper,
(em)
∞
m=1 denotes the standard unit vector basis of ℓ1 and (hm)
∞
m=0 denotes the
Haar basis of C({0, 1}ω).
Corollary 5.7. Let X and Y be Banach spaces such that Y is separable and
suppose T ∈ L (X, Y ) is such that T ∗(Y ∗) is non-separable. Let J denote the
unique element of L (ℓ1, C({0, 1}
ω)) satisfying Jem = hm−1 for all m ∈ N. Then
J factors through T , hence J is universal for the class of operators having separable
codomain and adjoint with non-separable range.
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Proof. Let (tm)
∞
m=1 be the enumeration of D given in the paragraph preceding the
statement of Theorem 1.1 above. By Corollary 5.6 there exist U ∈ L (ℓ1(D), X)
and V ∈ (Y, C({0, 1}ω)) such that V TUet = χ∆t for every t ∈ D. Define U0 ∈
L (ℓ1, ℓ1(D)) by setting U0e1 = e∅ and U0em = etm−1a0 − etm−1a1 for m > 1. We
have
V TUU0e1 = V TUe∅ = χ{0,1}ω = h0
and, for m > 1,
V TUU0em = V TUetm−1a0 − V TUetm−1a1 = χ∆tm−1a0
− χ∆
tm−1
a1
= hm−1.
It follows that for such U0 we have V TUU0 = J .
To complete the proof we now show that J∗(C({0, 1}ω)∗) is non-separable. For
each s ∈ {0, 1}ω let ϕs denote the evaluation functional of C({0, 1}
ω) at s. Suppose
s0 and s1 are distinct elements of {0, 1}
ω and let n′ = min{n < ω | s0(n) 6= s1(n)}.
Without loss of generality, assume s0(n
′) = 0 and s1(n
′) = 1 and let m be the
finite ordinal such that s0|n′+1 = tm
a0 and s1|n′+1 = tm
a1. Then hm(s0) = 1 and
hm(s1) = −1, hence
‖J∗ϕs0 − J
∗ϕs1‖ ≥ 〈J
∗ϕs0 − J
∗ϕs1, em+1〉 = 〈ϕs0, hm〉 − 〈ϕs1, hm〉 = 1− (−1) = 2.
It follows that {J∗ϕs | s ∈ {0, 1}
ω} is an uncountable, 1-separated subset of
J∗(C({0, 1}ω)∗). In particular, J∗(C({0, 1}ω)∗) is non-separable.
Note that the composition of the operator J in Corollary 5.7 with the for-
mal inclusion operator from C({0, 1}ω) into L∞({0, 1}, µ) coincides with Stegall’s
operator H from Theorem 1.1; from this fact it is straightforward to deduce The-
orem 1.1 using Corollary 5.7 and the injectivity of L∞({0, 1}
ω, µ).
6 A characterisation of Banach spaces with non-
separable dual
A well-known result of Pe lczyn´ski asserts that a separable Banach space X con-
tains a subspace isomorphic to ℓ1 if and only if there exists a continuous lin-
ear surjection of X onto C({0, 1}ω) (see Theorem 3.4 and the remark on p.242
of [26]). By the Open Mapping Theorem, this is equivalent to the existence of
T ∈ L (X,C({0, 1}ω)) such that BC({0,1}ω) ⊆ T (BX). It was noted by James on
p.521 of [18] that X has non-separable dual if it contains a subspace isomorphic
to ℓ1. James later showed that the converse statement does not hold in general for
separable X by constructing the James tree space which is separable, contains no
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copy of ℓ1, and has nonseparable dual [19]. Thus X having non-separable dual is
a strictly weaker property than X having a subspace isomorphic to ℓ1.
Against the background of Pe lczyn´ski’s aforementioned characterisation of sep-
arable Banach spaces containing a copy of ℓ1, E. Bator [2] asked whether separable
Banach spaces having non-separable dual may also be characterised in terms of a
property of an operator fromX into C({0, 1}ω). An answer to Bator’s question was
provided by M. Lopez Pellicer [23], who noted that the following two statements
are equivalent for a separable Banach space X :
(a) X∗ is non-separable; and
(b) for every ǫ > 0 there exists T ∈ L (X,C({0, 1}ω)) such that ‖T‖ ≤ 1+ ǫ and
{χ∆t | t ∈ D} ⊆ T (BX) + ǫBC({0,1}ω).
The key observation in establishing the equivalence of (a) and (b) above is to note
the implication (a)⇒(b) follows from an application of Theorem 1.2 with ǫ chosen
suitably small. The following result of the current paper offers a stronger answer
to Bator’s question.
Theorem 6.1. Let X be a separable Banach space. The following are equivalent:
(i) X∗ is non-separable.
(ii) For every ǫ > 0 there exists T ∈ L (X,C({0, 1}ω)) such that ‖T‖ ≤ 1 + ǫ
and {χ∆t | t ∈ D} ⊆ T (BX).
(iii) For every ǫ > 0 there exists R ∈ L (X,C({0, 1}ω)) such that ‖R‖ ≤ 2 + ǫ
and (hm)
∞
m=0 ⊆ R(BX).
The equivalence of statements (i) and (iii) in Theorem 6.1 may be obtained
by choosing ǫ > 0 suitably small and applying Theorem 1.2 and the Paley-Wiener
stability theorem (see, e.g., Theorem 1.3.9 of [1]). Moreover, we may further obtain
the equivalence of (i), (ii) and (iii) from Theorem 3.1 if we omit the estimates
‖T‖ ≤ 1+ ǫ and ‖R‖ ≤ 2+ ǫ from (ii) and (iii), respectively (note that in any case
we have ‖T‖ ≥ 1 and ‖R‖ ≥ 1). To obtain the full strength of Theorem 6.1 as
stated we use instead the following lemma; our notation is as per previous sections
of the current paper.
Lemma 6.2. Let X be a separable Banach space such that X∗ is non-separable, let
T be a downwards-closed subtree of Ω, and let ̺ ∈ (0, 1). Then there exist families
(xt)t∈T ⊆ (1 + ̺)BX and (x
∗
t )t∈T ⊆ (1 + ̺)BX∗ such that
〈x∗t , xs〉 =
{
1, s ⊑′ t
0, s 6⊑′ t
, s ∈ T , t ∈ T (6.1)
and the map t 7→ x∗t from T to (1 + ̺)BX∗ is coarse-wedge-to-weak
∗ continuous.
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We defer the proof of Lemma 6.2 until after the proof of Theorem 6.1.
Proof of Theorem 6.1. We will show that (i)⇒(ii)⇒(iii)⇒(i).
Suppose that (i) holds. Fix ǫ > 0 and let ̺ ∈ (0, 1) be small enough that
(1 + ̺)2 ≤ 1 + ǫ. An application of Lemma 6.2 with T = D yields families
(xt)t∈D ⊆ (1 + ̺)BX and (x
∗
t )t∈D ⊆ (1 + ̺)BX∗ such that
〈x∗t , xs〉 =
{
1, s ⊑′ t
0, s 6⊑′ t
, s ∈ D, t ∈ D, (6.2)
and the map t 7→ x∗t from D to (1 + ̺)BX∗ is coarse-wedge-to-weak
∗ continuous.
Define T0 : X −→ C(D) by setting
(T0x)(t) = (1 + ̺)〈x
∗
t , x〉
for each x ∈ X and t ∈ D. Let S0 and Sπ be as in the proof of Corollary 5.6, so
that ‖S0‖ = 1 = ‖Sπ‖ and ‖T0‖ ≤ (1 + ̺)
2 ≤ 1 + ǫ. Define T = SπS0T0, noting
that ‖T‖ ≤ ‖T0‖ ≤ 1 + ǫ. For each t ∈ D we have (1 + ̺)
−1xt ∈ BX and, by (6.2),
T
(
(1 + ̺)−1xt
)
= χ∆t ∈ BC({0,1}ω),
hence (ii) holds. That is, (i)⇒(ii).
We now show that (ii)⇒(iii). Suppose (ii) holds and fix ǫ > 0. Let T ∈
L (X,C({0, 1}ω)) be such that ‖T‖ ≤ 1 + ǫ
2
and {χ∆t | t ∈ D} ⊆ T (BX). Since
each element of the Haar basis is the difference of two elements of {χ∆t | t ∈ D},
we see that (iii) holds by taking R = 2T .
Finally, suppose that (iii) holds and let R ∈ L (X,C({0, 1}ω)) be such that
(hm)
∞
m=0 ⊆ R(BX). For each m < ω let xm ∈ BX be such that Rxm = hm. Let
U be the (unique) element of L (ℓ1, X) satisfying Uem = xm−1 for each m ∈ N.
Then RU = J , where J is the operator defined in the statement of Corollary 5.7.
As J∗ has non-separable range (as shown in the proof of Corollary 5.7) it follows
that X∗ is non-separable since J∗ factors through X∗.
The proof of Lemma 6.2 combines the perturbative techniques from the proof
of Theorem 3.1 with an application of the following lemma due to Stegall.
Lemma 6.3 ([32, Lemma 1]). Let Y be a non-separable Banach space and ǫ > 0.
Then there exist families (yα)α<ω1 ⊆ SY and (y
∗
α)α<ω1 ⊆ (1 + ǫ)BY ∗ such that
〈y∗β, yα〉 =
{
1, α = β
0, α < β
, α, β < ω1.
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Proof of Lemma 6.2. Fix ̺ ∈ (0, 1) and let η = ̺/2. Let τ : ω −→ T be a bijection
such that τ(l) ⊑ τ(m) implies l ≤ m. Let (zp)
∞
p=0 be a norm dense sequence in SX
and let d be the metric on X∗ given by setting d(x∗, y∗) =
∑∞
p=0 2
−p−1|〈x∗−y∗, zp〉|
for x∗, y∗ ∈ X∗. Recall that d(x∗, y∗) ≤ ‖x∗ − y∗‖ for all x∗, y∗ ∈ X∗ and that on
bounded subsets of X∗ the weak∗ topology coincides with the topology induced by
d.
By Lemma 6.3 there exist families (z∗α)α<ω1 ⊆ (1+η)BX∗ and (z
∗∗
α )α<ω1 ⊆ BX∗∗
such that
〈z∗∗β , z
∗
α〉 =
{
1, α = β
0, α < β
, α, β < ω1. (6.3)
Since the weak∗ topology on (1+η)BX∗ is separable and metrisable, we may assume
(see, e.g., Section III.3, Problem 4 of [8]) that z∗β is a weak
∗-condensation point of
{z∗α | α < ω1} in (1 + η)BX∗ for every β < ω1. We shall construct by induction on
m < ω a strictly increasing sequence (αm)
∞
m=0 of countable ordinals and sequences
(xτ(m))
∞
m=0 ⊆ (1 + η)BX and (x
∗
τ(m))
∞
m=0 ⊆ (1 + 2η)BX∗ satisfying the following
conditions for each m < ω:
(A) x∗τ(m) ∈ z
∗
αm
+ (
∑m
j=1 2
−j)ηBspan{z∗αj |0≤j<m} ⊆ (1 + 2η)Bspan{z
∗
αj
|0≤j≤m};
(B) If m > 0 then d(x∗τ(m), x
∗
τ(m)−) < 2
−m; and
(C) For all i, j ≤ m,
〈x∗τ(j), xτ(i)〉 =
{
1, τ(i) ⊑ τ(j)
0, τ(i) 6⊑ τ(j)
; (6.4)
Once the existence of the aforementioned sequences (αm)
∞
m=0, (xτ(m))
∞
m=0 and
(x∗τ(m))
∞
m=0 has been established, the proof of Lemma 6.2 proceeds as follows. For
b ∈ ∂T and n < ω let bn denote the element of T [⊏ bn] of order type n. Let x
∗
b
denote the weak∗ limit of the sequence (x∗bn)
∞
n=0 ⊆ (1 + 2η)BX∗ , which is Cauchy
with respect to d since (B) holds for all m < ω. For t ∈ T and b ∈ ∂T it follows
from the fact that (C) holds for all m < ω that
〈x∗b , xt〉 =
{
1, if t ∈ b
0, if t /∈ b
.
In particular, for (xt)t∈T ⊆ (1+η)BX and (x
∗
t )t∈T ⊆ (1+2η)BX∗ as defined above,
we have that (6.1) holds. Since (B) holds for all m < ω, the argument used to
establish the continuity of the map Ξ in the proof of Theorem 3.1 shows that the
map t 7→ x∗t from T to (1 + 2η)BX∗ is coarse-wedge-to-weak
∗ continuous..
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We now complete the proof of the lemma by constructing (αm)
∞
m=0, (xτ(m))
∞
m=0
and (x∗τ(m))
∞
m=0. Let α0 = 0, x
∗
τ(0) = z
∗
0 and choose xτ(0) ∈ (1 + η)BX such that
〈x∗τ(0), xτ(0)〉 = 1. Clearly conditions (A), (B) and (C) are satisfied for m = 0.
Fix k < ω and suppose that αm < ω1, xτ(m) ∈ (1 + η)BX and x
∗
τ(m) ∈ (1 +
2η)BX∗ have been defined for 0 ≤ m ≤ k in such a way that (A), (B) and (C)
are satisfied for 0 ≤ m ≤ k. To carry out the inductive step we now show how
to construct αk+1 ∈ (αk, ω1), xτ(k+1) ∈ (1 + η)BX and x
∗
τ(k+1) ∈ (1 + 2η)BX∗ in
such a way that (A), (B) and (C) hold for m = k + 1. To this end let v∗ ∈
(
∑k
j=1 2
−j)ηBspan{z∗αj |0≤j<k} be such that x
∗
τ(k+1)− = z
∗
αk′
+ v∗, where k′ denotes the
unique finite ordinal such that τ(k′) = τ(k + 1)−. Define
V1 :=
k⋂
i=0
{
x∗ ∈ X∗
∣∣∣ |〈x∗ − z∗αk′ , xτ(i)〉| < ηk2k+2(1 + 2η)
}
; and,
V2 := {x
∗ ∈ X∗ | d(x∗, z∗αk′ ) < 2
−k−2}.
Since z∗αk′ is a weak
∗-condensation point of {z∗α | α < ω1} in (1+η)BX∗ there exists
αk+1 > αk such that z
∗
αk+1
∈ V1 ∩ V2 ∩ (1 + η)BX∗ .
For convenience we let x∗τ(0)− denote the zero element of X
∗, notwithstanding
the fact that τ(0)− is undefined. Define
x∗τ(k+1) : = z
∗
αk+1
+ v∗ −
k∑
l=0
〈z∗αk+1 − z
∗
αk′
, xτ(l)〉(x
∗
τ(l) − x
∗
τ(l)−)
= z∗αk+1 + v
∗ −
k∑
l=0
〈z∗αk+1 − x
∗
τ(k+1)− + v
∗, xτ(l)〉(x
∗
τ(l) − x
∗
τ(l)−),
so that
x∗τ(k+1) ∈ z
∗
αk+1
+
[( k∑
j=1
2−j
)
η + c
]
Bspan{z∗αj |0≤j≤k}, (6.5)
where c is a scalar that, since z∗αk+1 ∈ V1, may be taken to satisfy
c ≤ k
η
k2k+2(1 + 2η)
2(1 + 2η) = 2−k−1η (6.6)
< 2−k−2 (6.7)
It follows from (6.5) and the estimate of c provided at (6.6) that (A) holds for
m = k + 1.
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The estimate for c provided at (6.7) implies that ‖x∗τ(k+1)−z
∗
αk+1
−v∗‖ < 2−k−2,
hence, since z∗αk+1 ∈ V2, we have
d(x∗τ(k+1), x
∗
τ(k+1)−) ≤ d(x
∗
τ(k+1), z
∗
αk+1
+ v∗) + d(z∗αk+1 + v
∗, x∗τ(k+1)−)
≤ ‖x∗τ(k+1) − z
∗
αk+1
− v∗‖+ d(z∗αk+1, x
∗
τ(k+1)− − v
∗)
< 2−k−2 + d(z∗αk+1 , z
∗
αk′
)
< 2−k−2 + 2−k−2
= 2−k−1.
In particular, (B) holds for m = k + 1.
To complete the induction it remains to define xτ(k+1) and then verify that
(C) holds for m = k + 1. To this end apply Helly’s theorem to obtain xτ(k+1) ∈
(1 + η)BX such that 〈x
∗
τ(j), xτ(k+1)〉 = 〈z
∗∗
αk+1
, x∗τ(j)〉 for 0 ≤ j ≤ k + 1. Since (A) is
assumed to hold for 0 ≤ m ≤ k, it follows from (6.3) that for 0 ≤ j ≤ k we have
〈x∗τ(j), xτ(k+1)〉 = 〈z
∗∗
αk+1
, x∗τ(j)〉 = 0. Moreover, since
x∗τ(k+1) − z
∗
αk+1
∈ span{z∗αj | 0 ≤ j ≤ k} ⊆ ker(z
∗∗
αk+1
),
it follows from (6.3) that
〈x∗τ(k+1), xτ(k+1)〉 = 〈z
∗∗
αk+1
, x∗τ(k+1)〉 = 〈z
∗∗
αk+1
, z∗αk+1〉+ 〈z
∗∗
αk+1
, x∗τ(k+1) − z
∗
αk+1
〉 = 1.
Since (C) is assumed to hold for 0 ≤ m ≤ k, if l, i ∈ [0, k] then
〈x∗τ(l) − x
∗
τ(l)− , xτ(i)〉 =
{
1, i = l
0, i 6= l
.
It follows that if 0 ≤ i ≤ k then
〈x∗τ(k+1), xτ(i)〉 = 〈z
∗
αk+1
, xτ(i)〉+ 〈v
∗, xτ(i)〉 − 〈z
∗
αk+1
− x∗τ(k+1)− + v
∗, xτ(i)〉
= 〈x∗τ(k+1)− , xτ(i)〉
=
{
1, τ(i) ⊑ τ(k + 1)
0, τ(i) 6⊑ τ(k + 1)
.
We have now shown that (C) holds for m = k+1, so the induction is complete.
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