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Abstract
We prove that two-layer (Leaky)ReLU networks initialized by e.g. the widely used method
proposed by He et al. [2015] and trained using gradient descent on a least-squares loss are not
universally consistent. Specifically, we describe a large class of one-dimensional data-generating
distributions for which, with high probability, gradient descent only finds a bad local minimum
of the optimization landscape. It turns out that in these cases, the found network essentially
performs linear regression even if the target function is non-linear. We further provide numerical
evidence that this happens in practical situations, for some multi-dimensional distributions
and that stochastic gradient descent exhibits similar behavior.
1 Introduction
In recent years, neural networks (NNs) have achieved various success stories in areas such as image
classification and natural language processing. For this reason, NNs are commonly viewed as one
of the state-of-the-art machine learning algorithms. Unlike for other machine learning algorithms,
however, our theoretical understanding of their learning behavior, e.g. in terms of a-priori learning
guarantees, is still rather limited.
We consider the classical setting of statistical learning theory, where a random data set D =
((x1, y1), . . . , (xn, yn)) consists of n i.i.d. pairs (xj , yj) sampled from an unknown probability
distribution P data on Rd × R. In our case, we consider the empirical, respectively population
least-squares risk of a function f : Rd → R, that is, the quantities
RD(f) :=
1
2n
n∑
j=1
(yj − f(xj))2 and RPdata(f) :=
1
2
E(x,y)∼Pdata(y − f(x))2 . (1)
The Bayes risk is the lowest possible risk, which might be nonzero due to noise in the y component,
that is
R∗Pdata := inf
f :Rd→R
RPdata(f) .
It is well known that this infimum is achieved by the conditional mean function, i.e. by f∗
Pdata
(x) :=
EPdata(Y |X = x). Now, a learning method, i.e. a method that assigns a function fD to each data
set D, is called consistent for a distribution P data, if its population risk converges in probability to
the Bayes risk as the number n of samples goes to infinity. Or, to phrase it more formally, if for
each ε > 0, the probability of observing a “bad” data set D with
RPdata(fD)−R∗Pdata ≥ ε
1
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converges to zero for n→∞. The quantity RPdata(fD)−R∗Pdata is also called excess risk. Arguably
the simplest a-priori guarantee for a learning method is the notion of universal consistency, which
requires the learning method to be consistent for all bounded, or more generally, for all distributions
P data with RPdata(0) <∞. For simple learning methods such as histogram rules, kernel regression,
and k-nearest neighbor rules, universal consistency has has been long known, see e.g. the books
by Devroye et al. [1996] and Györfi et al. [2002] for a variety of universally consistent learning
methods. Similarly, kernel-based based methods including support vector machines are universally
consistent, see e.g. the book by Steinwart and Christmann [2008].
1.1 Contribution
We prove that training under-parameterized ReLU or Leaky ReLU networks with one hidden
layer using gradient descent (GD) on a least-squares loss does not yield an universally consistent
estimator if e.g. the common initialization method by He et al. [2015] is used. To this end, we
specify a large family of one-dimensional data-generating distributions P data, for which we prove
that the probability of getting stuck in a bad local minimum converges to one as the width of the
network and the number of data points simultaneously go to infinity in a controlled manner. We
further show these one-dimensional distributions, when embedded into higher-dimensional spaces,
also provide examples of inconsistency for NNs with multi-dimensional input. In addition, we
demonstrate experimentally that a similar behavior can be observed for certain non-1D distributions.
Moreover, we prove that there also exist a multitude of data sets for which over-parameterized
versions of such NNs cannot be properly trained by gradient descent. Empirical investigations
further show that stochastic gradient descent has the same shortcomings.
This paper is an improved version of the first author’s master’s thesis [Holzmüller, 2019].
1.2 Related Work
Despite our result, there do exist some consistency results for certain classes of NNs, see e.g. [White,
1990] for regression, [Faragó and Lugosi, 1993] for classification, and as well as Chapter 30 in
the book by Devroye et al. [1996] and Chapter 16 in the book by Györfi et al. [2002]. However,
all these results consider a training algorithm that finds a global minimum, as well as an under-
parameterized regime, in which the number of hidden neurons grows more slowly than the sample
size. Unfortunately, finding a global minimum for small network sizes can be NP-hard, see e.g. the
classical paper by Blum and Rivest [1989] as well as [Boob et al., 2018], who establish similar
results for certain ReLU-networks. Moreover, Safran and Shamir [2018] have empirically shown
that the probability of finding a bad local minimum in certain two-layer ReLU NNs with gradient
descent can increase with increasing numbers of samples and neurons. Finally, coming from another
angle, Lee [2000] established a consistency result for Bayesian inference over NN parameters, which
comes with a huge computational overhead. Consequently, it remains possible that the consistency
results mentioned above only apply to computationally infeasible NN training algorithms. On the
other hand, a consistent NN training algorithm does not necessarily need to find a global optimum,
and hence it also remains an open question whether practical NN algorithms such as variants of
(stochastic) GD are consistent in the under-parameterized regime when our assumptions are not
satisfied.
Based on the empirical observations by Zhang et al. [2017], it has been more recently shown that
finding a global minimum for over-parameterized NNs, i.e. for NNs whose number of neurons
(significantly) exceeds the number of samples, is easier. For example, Arora et al. [2018] present
a poly-time algorithm for finding a global minimum for NNs with one hidden layer and Mücke
and Steinwart [2019] present a quadratic time training algorithm for NNs with two hidden layers.
However, both algorithms are not based on (stochastic) GD. By imposing rather mild assumptions
on the data set, Du et al. [2019a,b], Allen-Zhu et al. [2019], and Zou et al. [2018] show that
(stochastic) GD also reaches a global optimum with high probability. Their analysis is based
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on the so-called neural tangent kernel (NTK) approach proposed by Jacot et al. [2018]. Many
subsequent works have established bounds requiring a smaller amount of overparameterization,
see e.g. the papers by Zou and Gu [2019], Ji and Telgarsky [2019], Song and Yang [2019], Ge
et al. [2019], Chen et al. [2019]. While these papers address the optimization problem of NNs,
generalization guarantees such as consistency are either not discussed, or are only established
under special assumptions on the data-generating distribution. In fact, Mücke and Steinwart
[2019] show that over-parameterized NNs of sufficient size always have both global minima with
good generalization performance in the sense of consistency and global minima with very bad
generalization performance. However, their global minima are more interesting from a theoretical
than a practical point of view. Finally, Zhang et al. [2017] and Belkin et al. [2018] discuss in
detail why common techniques from statistical learning theory cannot work for the analysis of
over-parameterized NNs.
There are some partial results regarding consistency of over-parameterized networks. Arora et al.
[2019a] present a generalization bound for certain ReLU-NNs with one hidden layer that involves
a novel complexity measure in terms of a Gram matrix of a neural tangent kernel. However, their
results are only stated for a special class of noise-free data-generating distributions. Cao and Gu
[2020] investigate a similar scenario for deeper networks. Since Arora et al. [2019b] have shown
that regression with sufficiently wide neural networks essentially behaves like unregularized kernel
regression with the NTK, Belkin et al. [2018] have argued that generalization properties of these
unregularized kernel methods should be studied. For the Laplace kernel, Rakhlin and Zhai [2019]
have shown inconsistency of unregularized kernel regression for a realistic class of data-generating
distributions with label noise. On the contrary, Liang et al. [2020] show that for NTK-like kernels,
the excess risk can converge to zero, if one considers a sequence of “uniformly easy” learning
problems for which the dimension increases with the number of data points. Clearly, their setting
is different from classical statistical learning questions such as universal consistency, and although
label noise is permitted, very strong assumptions are imposed on the optimal regression function
given by P data. In summary, it can thus be hypothesized that very wide (over-parameterized)
unregularized neural networks are not universally consistent, i.e. their excess risk does not converge
to zero with increasing number of samples, although the excess risk may become very small if the
input-dimension is high.
Similar to us, Williams et al. [2019] analyze two-layer ReLU networks with one-dimensional input.
They define certain quantities δi that are based on the network weights and identify a “kernel”
regime for δi → −∞ and an “adaptive” regime for δi →∞. They analyze the NN behavior in these
idealized regimes and argue heuristically, why NNs that are close to these regimes should yield
solutions similar to the idealized solutions. In our case, the NN behaves similar to their “kernel”
regime with a finite-rank kernel, although a simple statistical analysis reveals that δi = −O(1) for
most i and δi > 0 for some i.
Finally, Steinwart [2019] observed experimentally that on one-dimensional data sets, two-layer
ReLU NNs with the initialization method of He et al. [2015] often get stuck in bad local minima,
and this was the initial motivation for our theoretical analysis. However, the existence of local
minima in the loss landscape of neural networks has been investigated before in various settings
with various results, see e.g. the papers by Sontag and Sussmann [1989], Gori and Tesi [1992],
Soudry and Carmon [2016], Yun et al. [2018, 2019], Fukumizu and Amari [2000], Safran and Shamir
[2018], He et al. [2019]. Except for some experiments in Safran and Shamir [2018], however, the
probability of reaching a spurious local minimum is not investigated in these works. In this respect
it is interesting to note that Yun et al. [2019] investigate a type of spurious local minimum that is
similar to the ones that are found by NNs in our scenario. Moreover, He et al. [2019] prove the
existence of similar local minima in a fairly general setting that includes deeper architectures and
other loss functions.
The rest of this work is organized as follows: In Section 2, we define our considered NN architecture
and training process. In Section 3, we then present some intuition behind our result. Our main
theorem is then presented in Section 4, with applications to the over-parameterized case in Section 5
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and the under-parameterized (inconsistent) case in Section 6. We outline the ideas behind the proof
of our main theorem in Section 7 and discuss the relation to NTK-based analyses in Section 8. We
support our theory with experimental evidence in Section 9 and discuss further research questions
in Section 10. Most proofs are deferred to the appendix.
2 Neural Network Architecture and Training
In this section we present the considered network architecture, the initialization, and the training
process. For simplicity, we will mostly focus on one-dimensional inputs, but show in Remark 6
that our results for one-dimensional inputs can be easily generalized to multi-dimensional inputs.
Definition 1. Let ϕ : R→ R be the Leaky ReLU function with fixed parameter α ∈ R \ {±1},
that is
ϕ(x) :=
{
x , x ≥ 0
αx , x ≤ 0 .
We consider two-layer single-input single-output neural networks with m ∈ N hidden neurons.
Such a neural network defines a function fW : R→ R via
fW (x) := c+
m∑
i=1
wiϕ(aix+ bi) , (2)
where W = (a, b, c,w) ∈ R3m+1 with a, b,w ∈ Rm and c ∈ R. Note that ϕ is piecewise linear
with a kink (non-differentiable point) at 0, and therefore the function fW is piecewise affine linear
with potential kinks at −bi/ai. J
Assumption 2 (Initialization). The components of the initial parameter vector W0 of (2) are
initialized independently with distributions
bi,0 = 0, c0 = 0, ai,0 ∼ Za, wi,0 ∼ 1√
m
Zw ,
where Za, Zw are R-valued random variables satisfying:
(Q1) Za and Zw have symmetric and bounded probability density functions pa, pw : R→ [0, BwaZ ],
where BwaZ is a suitable constant.
(Q2) E|Za|p <∞ and E|Zw|p <∞ for all p ∈ (0,∞).
We denote the distribution of W0 by P initm . J
Importantly, Assumption 2 is satisfied, for example, by the initialization method of He et al. [2015],
where Za, Zw ∼ N (0, 2). Our assumption is also satisfied for e.g. uniformly distributed Za and Zw.
Moreover, recall that the assumed zero bias initialization is the default in both Tensorflow and
Keras. Finally, note that Za and Zw do not necessarily need to have distributions that belong to
the same family of distributions.
Assumption 3 (Data distribution I). Let P data be a distribution on R×R for which all moments
are finite, that is ∫
|x|p + |y|p dP data(x, y) <∞
for all p ∈ (0,∞). Note that this is in particular satisfied if P data is bounded, that is, if there
exist bounded (measurable) subsets X,Y ⊂ R with P data(X × Y ) = 1. Finally, P dataX denotes the
marginal distribution of P data with respect to the x-component. J
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Definition 4. For a weight vector W ∈ R3m+1, a data set D = ((x1, y1), . . . , (xn, yn)) ∈ (R×R)n,
and a bounded distribution P on R× R, we define the empirical, respectively population (least-
squares) loss of the function fW : R→ R in (2) by
LD(W ) := RD(fW ) and LP (W ) := RP (fW ) ,
where the risks RD(fW ) and RP (fW ) have already been introduced in (1). J
Assumption 5 (Training). For m,n ∈ N, step size h > 0, a distribution P initm as in Assumption 2,
and a data set D ∈ (R × R)n, training the neural network (2) produces a random sequence of
functions (fWk)k∈N0 via initializing W0 ∼ P initm and applying GD, i.e. for all k ≥ 0 we have
Wk+1 := Wk − h∇LD(Wk) . J
Note that for a fixed data set D the randomness of the training sequence (fWk)k∈N0 only comes
from the initialization. When we investigate inconsistency, however, we also need to view the data
set D as a random variable.
Remark 6 (Multi-dimensional input). We show in Appendix H that NNs with multi-dimensional
input behave similarly in the following sense: For a fixed z ∈ Rd with ‖z‖2 = 1 and D as above,
consider the data set D˜ := ((x1z, y1), . . . , (xnz, yn)) ∈ (Rd × R)n, that is, we embed D into Rd by
mapping all xj to a point on the line Span{z} without changing the mutual distances between
the samples. Similarly, a distribution P data on R× R can be mapped to Rd × R by considering
the image measure P˜ data of P data under the mapping (x, y) 7→ (xz, y). Note that the marginal
distribution P˜ dataX of such an image measure lives on a one-dimensional (linear) manifold in Rd,
and if its conditional mean function is smooth, conventional wisdom thus suggests that it is
particularly easy to learn from such a probability measure P˜ data. In this respect note that the
distributions P data on which inconsistency occurs, see Assumption 17 for a detailed description,
include distributions with arbitrarily smooth conditional mean function and by the transformation
described above, the same applies to P˜ data.
Now consider a neural network with multivariate input x ∈ Rd defined by
fW˜ (x) = c˜+
m∑
i=1
w˜i
b˜i + d∑
j=1
a˜ijxj
 ,
where W˜ = (a˜, b˜, c˜, w˜) ∈ R(d+2)n+1 are the parameters of the NN. Again, we assume that the NN
is trained using gradient on the same loss function and initialized via
b˜i,0 = 0, c˜0 = 0, a˜i,j,0 ∼ Za, w˜i,0 ∼ 1√
m
Zw ,
where Za and Zw satisfy the conditions in Assumption 2. Again, this is satisfied for example by
the initialization method of He et al. [2015].
We show in Appendix H that there exists a random W0 ∈ R3n+1 satisfying Assumption 2 such
that the GD iterates
W˜k+1 = W˜k − h∇LD˜(W˜k),
Wk+1 = Wk − h∇LD(Wk)
satisfy
fW˜k(xz) = fWk(x) .
for all x ∈ R, k ∈ N0. In other words, if we have a data set where all xj lie on a line Span{z} ⊆ Rd,
then an NN on the d-dimensional input space behaves on this line like an NN with one-dimensional
input space. J
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3 A Closer Look at the Training Behavior
In this section we illustrate why the combination of zero bias initialization and GD training may
produce poorly predicting NNs. In the subsequent sections we then rigorously prove that the
illustrated training behavior does occur with high probability.
Our first, rather basic observation is that zero bias initialization bi,0 = 0 and c0 = 0 as in
Assumption 2 places all kinks −bi,0/ai,0 of the initial fW0 at zero. Consequently, fW0 is linear on
both (−∞, 0] and [0,∞). In contrast, the function to be learned is typically nonlinear on these two
sets, and finding a suitable NN approximation during training may thus require to substantially
move at least some of the kinks. To illustrate this statement, consider Figure 1, in which a data set
that requires a nonlinear predictor is depicted. It is obvious from Figure 1 that any reasonable NN
approximation requires at least a few kinks in both [−4,−1.5] and [1.5, 4]. The training algorithm
thus needs to move a few kinks from 0 into these two areas. Unfortunately, such a behavior can in
general not be guaranteed. For example, Figure 2 illustrates that on the data set D of Figure 1,
GD does not move the kinks outside the interval [−0.2, 0.2] and in particular, no kink is moved
across a sample, since no x-component of a sample of D falls inside [−0.5, 0.5]. As a consequence,
the corresponding NN predictors fWk , for k ≥ 1, remain affine linear on the left part D−1 and
the right part D1 of the data set D, as Figure 1 illustrates. This problem has been observed
experimentally by Steinwart [2019], who suggests to use a data-dependent initialization method
that places kinks randomly in between the data points.
A closer look at Figure 1 further indicates that fWk approaches the optimal affine linear regression
lines for the two data sets D−1 and D1 with increasing k. As a consequence, GD gets stuck in a bad
local minimum of the loss surface. Note that the existence of structurally similar bad local minima
has already been shown in Yun et al. [2019], but there it remained an open question whether
GD can avoid such bad minima. In the following sections, we rigorously show that under some
assumptions on D or P , on the step size h, and on n and m, the predictors fWk produced by GD
remain affine linear on the negative and positive parts of D with high probability. Consequently,
GD does not escape from the corresponding bad local minima in such situations.
−4 −2 0 2 4
x
0
5
10
y
Figure 1: A data set with n = 300 samples (black crosses), a close-to-optimal NN predictor (green
line, kinks marked as circles) with m = 16, and functions fWk for k = b1.1lc − 1, l ∈ {0, . . . , 120},
m = 16, h = 0.002, trained on the visualized data set. The colors of fWk transition from blue to red
to yellow, i.e. the lower blue function is fW0 and the upper red line is reached at an intermediate
stage before the NN converges to the prominent yellow line.
Figure 2 also shows that the kinks initially move very fast but then slow down. Empirically, this
slowdown is related to the loss, whose evolution relative to the reached optimum in our example
is also shown in Figure 2. In our theoretical analysis, we find that the convergence of the neural
network and the movement of the kinks are related to a four-dimensional linear iteration equation.
Here, the system matrix has two eigenvalues of order −Θ(m) leading to a fast convergence and
two eigenvalues of order −Θ(1) leading to a slow convergence. In the example of this section, the
initialization of this system is close to the fast eigenvectors, which leads to the two-step decay of
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Figure 2: This figure shows the evolution of several quantities during training in Figure 1, where the
two plots show a different number of epochs. The thick red line shows LD(Wk)− infk′∈N0 LD(Wk′),
where the latter infimum is the minimal loss that can be reached by fitting D1 and D−1 with
linear regression similar to the yellow line in Figure 1. The thin black lines show the 16 NN kinks
in Figure 1 (one can see only 14 kinks since there are two almost identical pairs of paths). The
right y-axis in this plot corresponds to the x-positions of the kinks in Figure 1. The initial fast
movement happens within approximately 100 epochs.
the loss in Figure 2.
Our theory lends to the following intuitive explanation of this two-step decay: Since the weights in
the second layer have a lower standard deviation (O(1/
√
m)) than the weights in the first layer,
updates to second-layer weights have a stronger effect and the gradient with respect to second-layer
weights is larger. Since the first-layer biases are initially zero, the faster learning of second-layer
weights can only adjust the slopes of the affine network parts. Adjusting the first-layer biases and
the single second-layer bias happens at a substantially slower speed. In cases where almost no bias
adjustment is needed for learning the optimal affine regression lines, learning in the second layer is
so fast that kinks do not succeed in moving far. These insights suggest that making the first layer
learn faster via a different initialization / parameterization and initializing the kinks randomly
should improve the training behavior of neural networks. Indeed, Du et al. [2019b] consider such a
setting and show convergence to a global optimum with high probability. However, their result is
not sufficient for universal consistency since only the training error is analyzed.
4 Main Result
Before we can state the main result of our work, we need to introduce some more notions.
Definition 7. For given data set D = ((x1, y1), . . . , (xn, yn)) ∈ (R × R)n, the subsequence of
samples (xj , yj) with xj > 0 is denoted by D1. Analogously, D−1 denotes the samples with xj < 0.
Moreover, for a distribution P data, we define the measures P1 and P−1 via
P1(E) := P
data(E ∩ ((0,∞)× R))
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P−1(E) := P data(E ∩ ((−∞, 0)× R)) . J
Throughout this work, we require D1 and D−1 to be non-empty and P1 and P−1 to be non-trivial.
However, it is also possible to prove analogous results for the cases where D or P data are solely
concentrated on (−∞, 0) or (0,∞), cf. Remark D.4.
With the help of D±1 and P±1 we can now define the “half-sided linear regression optima”, which
will be crucial for our analysis.
Definition 8. For P := P data and D as in Definition 4, x, y ∈ R, and σ ∈ {±1}, we define
Mx :=
(
x2 x
x 1
)
, uˆ0(x,y) :=
(
xy
y
)
,
MD,σ :=
1
n
∑
(x,y)∈Dσ
Mx, uˆ
0
D,σ :=
1
n
∑
(x,y)∈Dσ
uˆ0(x,y),
MP,σ :=
∫
Mx dPσ(x, y), uˆ
0
P,σ :=
∫
uˆ0(x,y) dPσ(x, y).
Moreover, if the 2× 2 matrix MD,σ is invertible, see Remark 9 for a simple characterization of
this situation, we write
voptD,σ :=
(
poptD,σ
qoptD,σ
)
:= M−1D,σuˆ
0
D,σ .
Note that poptD,σ and q
opt
D,σ are the slope and intercept of the optimal linear regression line for Dσ,
see Remark D.6 for a proof and Figure 3 for an illustration.
In the sequel, we are mostly interested in the maximal absolute slopes and intercepts as well as
the distance of D to 0, i.e.
ψD,p := max
{∣∣∣poptD,1∣∣∣ , ∣∣∣poptD,−1∣∣∣} ,
ψD,q := max
{∣∣∣qoptD,1∣∣∣ , ∣∣∣qoptD,−1∣∣∣} ,
xD := min{|x1|, . . . , |xn|} .
If MP,σ is invertible, the quantities v
opt
P,σ, q
opt
P,σ, p
opt
P,σ, ψP,p and ψP,q are defined and interpreted
analogously. Finally, the smallest and the largest eigenvalue of a symmetric matrix A are denoted
by λmin(A) and λmax(A). Since the matrix MD,σ is symmetric, we note that it is invertible, if and
only if λmin(MD,σ) > 0. J
The following remark, whose proof can be found in Remark D.5, shows that the matrices MD,±1
are invertible for all interesting data sets D. Since the eigenvalues of MD,±1 will play an important
role in our main result, the following remark also provides simple estimates for the eigenvalues of
MD,±1.
Remark 9. Given a σ ∈ {±1}, the matrix MD,σ is invertible, if and only if the data set Dσ
contains at least two samples (xi, yi) and (xj , yj) with xi 6= xj . Moreover, if Dσ contains nσ
samples and DX,σ are the x components of the samples in Dσ, we have
λmin(MD,σ) ≥ nσ
n
· VarDX,σ
VarDX,σ + (EDX,σ)2 + 1
,
λmax(MD,σ) ≤ nσ
n
(
VarDX,σ + (EDX,σ)2 + 1
)
,
and these bounds are off by a factor of at most 2. Therefore, as long as EDX,σ = Θ(1) and
VarDX,σ = Θ(1), the eigenvalues of MD,σ are also Θ(1). Especially, Proposition 22 shows that
this holds with high probability if D is sampled from a suitable distribution P data. For example, it
holds for the distribution used in Figure 1. J
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y = poptD,1x+ q
opt
D,1
y = poptD,−1x+ q
opt
D,−1
D1
D−1
x
y
Figure 3: Optimal affine regression lines for D1 (orange, upper line) and D−1 (blue, lower line)
for an example data set D. The data points are shown in black. The slope and intercept of the
optimal affine regression line for Dσ are given by p
opt
D,σ and q
opt
D,σ, respectively.
We can now state our main theorem, which is proven at the end of Appendix G. In Corollary 12
and Theorem 23 we then apply this main theorem to over-parameterized and under-parameterized
NNs, respectively.
Theorem 10. Let ε > 0 and let γψ, γdata, γP ≥ 0 with γψ + γdata + γP < 1/2. Then, for all given
constants Kdata,Kψ,KM > 0, there exist constants CP , Clr, Cweights > 0 such that the following
statement holds:
For all neural networks (2) with width m ∈ N that are initialized and trained according to
Assumption 5 with step size h satisfying
0 < h ≤ Clrm−1 (3)
and all data sets D satisfying:
(a) xD ≥ Kdatam−γdata
(b) K−1M ≤ λmin(MD,±1) ≤ λmax(MD,±1) ≤ KM
(c) ψD,p ≤ Kψ
(d) ψD,q ≤ Kψmγψ−1
the random training sequence (fWk)k∈N0 has the following properties with probability not less than
1− CPm−γP :
(i) For all i = 1, . . . ,m and k ≥ 0 it holds |ai,k − ai,0| ≤ Cweightsmγψ+ε−3/2.
(ii) For all i = 1, . . . ,m and k ≥ 0 it holds |bi,k − bi,0| ≤ Cweightsmγψ+ε−3/2.
(iii) For all i = 1, . . . ,m and k ≥ 0 it holds |wi,k − wi,0| ≤ Cweightsmγψ+ε−1.
(iv) For all k ≥ 0 it holds |ck − c0| ≤ Cweightsmγψ+ε−1.
(v) For all k ≥ 0, the neural network function fWk is affine linear on (−∞,−Kdatam−γdata ] and
[Kdatam
−γdata ,∞).
To fully appreciate Theorem 10 a couple remarks are necessary: Conditions (a) and (b) are
conditions on the x-parts DX,σ of the data sets D±1, whereas, (c) and (d) impose conditions on the
optimal half-sided affine linear regression estimators. In a nutshell, (c) only requires bounded slopes
of these linear estimates, whereas (d) demands the intercepts to become closer to 0 for increasing
network sizes. Moreover, note that the exponents γψ, γdata, γP describe a balance between data
set characteristics (a) and (d) on the one-hand and the accuracy of the guarantees on the other
hand. For example, in the extreme case, in which we are only interested in data sets that are
bounded away from the origin and whose intercepts vanish, we may choose γdata = γψ = 0 and
γP = 1/2− ε for all sufficiently small ε > 0. Ignoring the nuisance term ε, the statements (i) - (v)
then hold with probability ≥ 1− CPm−1/2, the guarantees (i) and (ii) for the parameters of the
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hidden layer are of the order O(m−3/2), and guarantees (iii) and (iv) for the parameters of the
output neuron are of the order O(m−1). In particular, the parameters “typically” move less during
training the larger the network size is, and in fact, the probability of this event also increases with
the network size. Moreover, the guarantees for the hidden layer are stronger in m suggesting that
the parameters in the hidden layer move less during training than those of the output neuron. The
guarantee (v) simply confirms the illustrative example in Figure 1.
In a nutshell, Theorem 10 thus states that if D is inside certain bounds and the step size h is
sufficiently small, the NN function fWk remains affine on D1 and D−1 with high probability and
the weights Wk do not change much. This behavior is independent of when the iteration is stopped.
Remark 11. The data-independent condition (3) involves a conservative constant Clr. In Propo-
sition F.4 and the proof of Theorem 10, we show that (3) can be replaced by h ≤ λmax(H)−1,
where H ∈ R4×4 is a symmetric positive (semi-)definite matrix, which is defined in Definition F.1
and which can be computed from D and W0. J
5 Over-parameterization
In this case section we investigate the consequences of Theorem 10 for neural networks of arbitrary
width m. We begin with the following corollary that describes these consequence for a fixed data
set D of size n ≥ 4. Note that in particular it applies to the over-parameterized case m > n.
Corollary 12. Let D be fixed data set such that xD > 0, VarDX,±1 > 0 and ψD,q = 0. Then for
all ε > 0 and 0 < γP < 1/2, there exist constants CP , Clr, Cweights > 0 such that for all widths
m ≥ 1 and all step sizes
0 < h ≤ Clrm−1 ,
the random sequence (fWk)k∈N0 obtained by initializing and training according to Assumption 5
satisfies (i) – (v) in Theorem 10 for Kdata = xD and γdata = γψ = 0 with probability not less than
1− CPm−γP .
Proof. By Remark 9 we known that there is a constant KM > 0 such that (b) of Theorem 10 is
satisfied. By choosing Kψ := ψD,p + 1, where 1 is added to ensure Kψ > 0, we then see that D
also satisfies the remaining assumptions of Theorem 10.
Remark 13. In Corollary 12, it is also possible to choose γdata > 0, since then conclusion (v) of
Theorem 10 tells us that the kinks move less with increasing m. The price for this is that γP , and
therefore the probability of the kinks moving less, decreases accordingly. J
Remark 14. Lemma J.1 shows that for one-dimensional data sets D with xj 6= 0 for all j, the
assumptions on the data set in Corollary 12 can always be satisfied by suitably adding three more
points to D. By Corollary 12, these additional points can play the role of adversarial training
samples in the sense that they provably hinder the neural network training algorithm to converge
to a good predictor if the best possible predictor is not half-sided affine linear, see again Figure 1.
Moreover, by Corollary 12 the success probability of such an attack increases with increasing
network size m. J
Let us finally present a particularly simple data set to which Corollary 12 applies and for which
the best possible predictor is not half-sided affine linear.
Example 15. The data set
D := ((−3,−1), (−2, 2), (−1,−1), (1, 1), (2,−2), (3, 1))
satisfies xD = 1 and VarDX,±1 > 0. Moreover, uˆ
0
D,±1 = 0 implies ψD,p = ψD,q = 0. In particular,
the best possible empirical risk a half-sided affine linear predictor can achieve is 1. Now assume
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that m ≥ 6. Then one can easily construct a network fW of the form (2) with RD(fW ) = 0. On
the other hand, Corollary 12 shows that with high probability fWk is affine linear on (−∞,−1]
and [1,∞) for all k ≥ 1, and hence we have RD(fWk) ≥ 1. Consequently, training with gradient
descent does not come even close to a global optimum. J
6 Inconsistency
In this section we present the inconsistency result for initializing and training a neural network
according to Assumption 5. To this end, we describe a class of distributions that produce data
sets satisfying the assumptions of Theorem 10 with high probability, and for which the conditional
mean function is not half-sided affine linear.
To describe the failure of gradient descent in this case, we need to recall the classical notion of
consistency from statistical learning theory, see e.g. Steinwart and Christmann [2008, Chapter 6].
Since the predictors obtained by our training scheme described in Assumption 5 are probabilistic
in both the data set D and the initialization W0, the following definition of consistency has been
adapted in this respect.
Definition 16. A learning method, i.e. a method that produces for each data set D a potentially
random predictor fD, is called consistent for a bounded distribution P data, if for all ε > 0, the
probability of sampling a data set D with n i.i.d. samples (xj , yj) ∼ P data satisfying
RPdata(fD) ≥ R∗Pdata + ε
converges to 0 as n→∞, where R∗
Pdata
is the optimal risk, i.e. R∗
Pdata
:= inff :R→RRPdata(f). The
learning method is universally consistent if this holds for all such P data. J
Roughly speaking, universally consistent learning methods are guaranteed to produce close-to-
optimal predictors for n→∞, independently of the data generating distribution P data. Universal
consistency is therefore widely accepted as a minimal requirement for statistically sound learning
methods, see e.g. the books by Devroye et al. [1996] and Györfi et al. [2002].
Next we will show that neural networks initialized and trained as in Assumption 5 are not
universally consistent in a strong sense. Namely, we show that inconsistency occurs for all
distributions satisfying the following assumption. For its formulation we denote the set of all
f : R→ R that are affine linear on both (−∞, 0) and (0,∞) by Fhsal.
Assumption 17 (Data distribution II). The distribution P data satisfies Assumption 3 and the
following four conditions:
(P1) For all σ ∈ {±1}, the matrix MPdata,σ is invertible.
(P2) There exists an η ∈ (4,∞] such that we have
P dataX ([−x, x]) = O(xη) for x↘ 0, (if η <∞)
P dataX ((−δ, δ)) = 0 for some δ > 0. (if η =∞)
(P3) The intercepts of Definition 8 satisfy ψPdata,q = 0.
(P4) We have inff∈Fhsal RPdata(f) > R
∗
Pdata
. J
The next remarks show, for example, that P data satisfies (P1) and (P2) if the distribution P dataX of
the x component has a density that is sufficiently small around 0. They further show that we can
always enforce (P3) by suitably modifying P data and that (P4) means that the target function to
be learned is not half-sided affine linear in the sense of Fhsal. As an example, we note that the
data set in Figure 1 has been sampled from a distribution satisfying Assumption 17.
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Remark 18. Assumption (P1) is satisfied if P dataσ ((R \ {x})× R) > 0 for all x ∈ R. Indeed, the
kernel of the matrix Mx is Span{(1,−x)>}, and hence there is, for any vector 0 6= v ∈ R2, at most
one x ∈ R with v>Mxv = 0. This gives
v>MPdata,σv =
∫
v>Mxv dP dataσ (x, y) > 0 .
In particular, (P1) is satisfied if e.g., P dataX has a density that does not completely vanish on
(−∞, 0) or (0,∞). J
Remark 19. Assumption (P2) holds, if e.g. P dataX has a density p with
p(x) = O(|x|η−1) for x→ 0, (if η <∞)
p(x) = 0 for x ∈ (−δ, δ) for some δ > 0. (if η =∞) J
Verifying this claim is a straight-forward exercise.
Remark 20. Let P data be a distribution satisfying Assumption 3, (P1), (P2), and (P4), and let
us fix a pair of random variables (X,Y ) ∼ P data. Then the distribution P˜ data of the vertically
shifted random variables
(X,Y − qopt
Pdata,sgn(X)
)
satisfies Assumption 17. This assertion immediately follows from the meaning of the intercepts
popt
Pdata,−1 and p
opt
Pdata,1
and the definition of the maximal absolute intercept ψPdata,q. J
Remark 21. Recall from e.g. Steinwart and Christmann [2008, Example 2.6] that the risk RPdata
is minimized by the conditional expectation f∗(x) := EPdata(Y |x) and that the excess risk of a
predictor f : R→ R is
RPdata(f)−R∗Pdata =
1
2
∫
|f(x)− f∗(x)|2 dP dataX (x) .
Assumption (P4) thus states that the least squares target function f∗ cannot be approximated by
half-sided affine linear functions in the sense of Fhsal. J
The next proposition, whose proof is delegated to Proposition E.5, helps us to show that the
assumptions of Theorem 10 are satisfied for data sets D sampled from P data. In its formulation
we use the convention 0 · ∞ :=∞.
Proposition 22. Let P data satisfy Assumption 3 and (P1) – (P3) from Assumption 17 and let
ε > 0,Kdata > 0, m ≥ 1, and γdata, γ′ ≥ 0. In the case η = ∞, we further assume that Kdata
is chosen such that it satisfies P data((−Kdata,Kdata)× R) = 0. Finally, let D be a data set with
n ≥ 1 i.i.d. samples (xj , yj) ∼ P data. Then with probability 1−O(n−γ′ + nm−ηγdata) the following
statements simultaneously hold:
(D1) xD ≥ Kdatam−γdata ,
(D2) For all σ ∈ {±1} we have
1
2
λmin(MPdata,σ) ≤ λmin(MD,σ)
λmax(MD,σ) ≤ 2λmax(MPdata,σ) ,
(D3) ‖voptD − voptPdata‖∞ ≤ nε−1/2 .
By combining Proposition 22 with Theorem 10, we obtain the following theorem, which is the key
result for proving our inconsistency result.
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Theorem 23. Let P data satisfy Assumption 17, let ε > 0, and let γψ, γdata, γP ≥ 0 with γψ +
γdata + γP < 1/2. Then, for given constants Kparam,Kdata > 0, where Kdata needs to satisfy
P data((−Kdata,Kdata)×R) = 0 in the case η =∞, there exist constants CP , Clr, Cweights > 0 such
that the following statement holds:
For all data sets D with n ≥ 1 i.i.d. samples (xj , yj) ∼ P data and all neural networks (2) with
width m ≥ 1 that are initialized and trained according to Assumption 5 with step size h, the random
sequence (fWk)k∈N0 satisfies the conclusions (i) – (v) of Theorem 10 with probability not less than
1− CP (m−γP + nm−ηγdata) provided that h and m satisfy the constraints:
0 < h ≤ Clrm−1
m ≤ Kparamn
1
2−2γψ .
Proof. Let ε˜ > 0 be small enough such that γ′ψ := 2ε˜+ γψ satisfies γ
′
ψ + γdata + γP < 1/2. Under
the assumptions above, there is a constant KM > 0 such that for any data set D satisfying (D1) –
(D3) of Proposition 22, we have the following three estimates:
xD ≥ Kdatam−γdata ,
1
KM
≤ λmin(MD,±1) ≤ λmax(MD,±1) ≤ KM ,
‖voptD − voptPdata‖∞ ≤ n(ε˜−1/2) ≤ O(m(2−2γψ)(ε˜−1/2)) ≤ O(m2ε˜+γψ−1) = O(m
γ′ψ−1) .
It follows that
ψD,q ≤ ψPdata,q + ‖voptD − voptPdata‖∞
(P3)
≤ O(mγ′ψ−1)
ψD,p ≤ ψPdata,p + ‖voptD − voptPdata‖∞ ≤ ψPdata,p +O(m
γ′ψ−1) ≤ O(1) .
Then, by Theorem 10, there exists Clr > 0 such that the conclusions (i) – (v) of Theorem 10 hold
with probability ≥ 1− O(m−γP ) if 0 < h ≤ Clrm−1. Let us now fix a γ′ ≥ γP . Because of (P1)
and (P2), Proposition 22 then shows that the conditions (D1) – (D3) hold with probability
1−O(n−γ′ + nm−ηγdata) .
Moreover, γ′ ≥ γP implies n−γ′ ≤ O(m−(2−2γψ)γ′) ≤ O(m−γ′) ≤ O(m−γP ). By the union bound,
the conclusions therefore hold with the specified probabilities.
Remark 24. A simple calculation shows that the condition η > 4 imposed in Assumption 17 is
necessary and sufficient for the existence of a sequence (mn)n≥1 that satisfies the following two
conditions:
nm−ηγdatan → 0 and mn ≤ Kparamn
1
2−2γψ .
Note that the first condition ensures that the probability considered in Theorem 23 converges to 1,
while the second condition is a prerequisite in Theorem 23. Finally, note that such a sequence
necessarily satisfies mn → ∞, and hence the approximation error of the considered networks
converge to zero by the universal approximation theorem. In other words, the considered neural
networks can represent predictors fmn : R → R such that RPdata(fmn) → R∗Pdata for n → ∞,
but gradient descent together with the considered initialization scheme is not able to find such
predictors as the following three corollaries, whose proofs are given at the end of Appendix I,
show. J
The first inconsistency result applies to all distributions P data satisfying Assumption 17 for η =∞,
where we recall that η =∞ simply means that P dataX has no mass in a small vicinity around 0.
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Corollary 25. Consider the learning method that, given a data set D ∈ (R × R)n, chooses a
function fD = fWk , where k can be arbitrarily chosen and fWk is found according to Assumption 5
for network size mn and step size hn. If mn and hn satisfy
mn = O(n
1−ε) , lim
n→∞mn =∞ , and hn < o(m
−1
n ) ,
then this learning method is not consistent for every distribution P data satisfying Assumption 17
for η =∞.
Note that the first condition mn = O(n1−ε) in Corollary 25 means that we are in the under-
parameterized regime of neural networks. However, since we may consider ε→ 0 we can get at
least arbitrarily close to the limiting regime, in which the number of parameters grows linearly in
n.
Our next inconsistency result applies to distributions satisfying Assumption 17 for some 4 < η <∞,
i.e. for distributions that only have a small positive mass around 0.
Corollary 26. Let η ∈ (4,∞) and consider the neural network learning method of Corollary 25,
but with mn = O(n1−ε) replaced by mn = Θ(nγ) for some γ ∈ ( 2η , 1 − 2η ). Then this learning
method is not consistent for every distribution P data satisfying Assumption 17 for the chosen η.
Note that the price for extending the inconsistency from η =∞ to η <∞ is that we can no longer
get arbitrarily close to the limiting regime discussed above. In fact, for η → 4, the constraint on the
network size mn becomes stronger. This is consistent with the observations made in Remark 24.
Our final result shows that neural networks acting on higher dimensional data are also not consistent
provided that they are initialized and trained in analogy to Assumption 5.
Corollary 27. Consider a learning method as in Corollary 25 but for d-dimensional data sets
D ∈ (Rd × R)n and with the initialization and training adaptations discussed in Remark 6. Then
this learning method is not universally consistent.
7 Proof idea
Here, we want to give an overview over the proof of Theorem 10. We omit technical terms with
exponent ε for simplicity and choose a different order than in the appendix.
As explained in Section 3, we want to show that the kinks −bi,k/ai,k do not move much during
training. To this end, we show that |ai,0| ≥ Ω(m−1−γP ) with probability 1−O(m−γP ). Hence, if
|ai,k − ai,0| < o(m−1−γP ), then we still have |ai,k| ≥ Ω(m−1−γP ). Moreover, if |bi,k| = |bi,k − bi,0| ≤
O(m−1−γP−γdata), then |bi,k/ai,k| = O(m−γdata) and the main conclusion (v) of Theorem 10 follows.
Note that the (Leaky)ReLU ϕ satisfies ϕ(aix+bi) = ϕ′(sgn(aix+bi))·(aix+bi). We then investigate
GD on a modified loss function LD,τ , where we replace ϕ′(sgn(aix+ bi)) by ϕ′(sgn(ai,0x+ bi,0)).
If GD on this modified loss does not move the kinks much, then sgn(aix+ bi) remains constant
and ∇LD,τ (Wk) = ∇LD(Wk). On both loss functions GD will thus yield the same result. Such a
strategy has also been used by Li and Liang [2018].
Next, we will explain how to bound the change in bi,k, the situation for ai,k is analogous. One
can show that with σ := sgn(ai,0), we have bi,l+1 = bi,l + hwi,lsσ,l for a quantity sσ,l defined in
Definition C.1. We can then derive
|bi,k − bi,0| ≤ h
k−1∑
l=0
|wi,lsσ,l| ≤
(
sup
0≤l<k
|wi,l|
)
· h
k−1∑
l=0
|sσ,l|
≤
(
|wi,0|+ sup
0≤l<k
|wi,l − wi,0|
)
· h
k−1∑
l=0
|sσ,l| . (4)
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Given a bound on h
∑k−1
l=0 |sσ,l|, bounding |bi,k − bi,0| in this way requires bounding |wi,l − wi,0|.
Bounding the latter with a similar argument would require bounding |bi,l′ − bi,0| and so on. While
one can proceed by proving bounds using induction, we resolve the problem in a different but
similar fashion in Proposition G.2 which does not require guessing an induction hypothesis.
As mentioned before, the neural network functions fWk are piecewise affine. Hence there are affine
functions fWk,1(x) = p1,kx+ q1,k and fWk,−1(x) = p−1,kx+ q−1,k such that fWk(x) = fWk,1(x) for
sufficiently large x > 0 and fWk(x) = fWk,−1(x) for sufficiently small x < 0. A central quantity in
our proof is the vector
vk :=

p1,k − poptD,1
p−1,k − poptD,−1
q1,k − qoptD,1
q−1,k − qoptD,−1

containing the difference of the slope and intercept parameters to their affine regression optimum.
We show in Appendix C that sσ,l is a linear combination of components of vl. Thus, any bound
on h
∑k−1
l=0 ‖vl‖ directly yields a bound on h
∑k−1
l=0 |sσ,l|. We also show that
vk+1 = (I4 − hAkMD)vk , (5)
where I4 denotes the four-dimensional identity matrix, Ak ∈ R4×4 depends onWk, and MD ∈ R4×4
is assembled using MD,1 and MD,−1. Under the hypothesis that Wk is close to W0, we have
Ak ≈ Aref , where Aref ∈ R4×4 is a suitable matrix only depending on W0.
We first consider a reference system vk+1 = (I4−hArefMD)vk. It can be shown that Aref and MD
are symmetric and positive definite (s.p.d.) with probability one. By a change of basis, we obtain
the s.p.d. matrix H := M1/2D A
refM
1/2
D = M
1/2
D (A
refMD)M
−1/2
D . Hence, A
refMD has positive real
eigenvalues λ1, . . . , λ4 with eigenvectors v1, . . . ,v4. If v0 =
∑
iCivi, then
vk =
4∑
i=1
(1− hλi)kCivi
and for 0 < h ≤ (maxi λi)−1, i.e. 1− hλi ∈ [0, 1), we thus find
h
∞∑
l=0
‖vl‖ ≤
4∑
i=1
h
∞∑
l=0
(1− hλi)l|Ci|‖vi‖ =
4∑
i=1
λ−1i |Ci|‖vi‖ .
The idea is now to show that, with high probability, λ1, λ2 = Θ(m) and λ3, λ4 = Θ(1), while
‖vi‖ = O(1), |C1|, |C2| = O(1) and |C3|, |C4| = O(mγψ−1) in order to obtain the bound
h
∞∑
l=0
‖vl‖ ≤ O(mγψ−1) .
Indeed, we show in Proposition F.4 that Span{v1,v2} ≈ Span{e1, e2} with the first two standard
unit vectors e1, e2 ∈ R4. With qσ,0 = 0 and ψD,q = O(mγψ−1), we also show that v0 is close to
Span{e1, e2} and therefore |C3|, |C4| = O(mγψ−1).
In Proposition G.6, we perform an induction showing that Wk is close to W0 and that the
solution of vk+1 = (I4 − hAkMD)vk behaves similar to the solution of the reference system
vk+1 = (I4 − hArefMD)vk. Inserting the result into Eq. (4) yields the asymptotics
|bi,k − bi,0| = (O(m−1/2) + o(m−1/2))O(mγψ−1)
= O(mγψ−3/2) .
By our assumption γψ + γdata + γP < 1/2, we have mγψ−3/2 = o(m−1−γdata−γP ) and as outlined in
the beginning of this section, all kinks only move by O(m−γdata).
The idea of deriving a system as in Eq. (5) and using induction to prove that W does not change
much over time has already been used by e.g. Du et al. [2019b]. The main novelties in this part of
our proof are:
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• In our scenario, we are able to use a four-dimensional system instead of a n-dimensional
system. We explain the relation between these systems in Section 8.
• We find different eigenvalue asymptotics, which requires more sophisticated arguments to
exploit.
• We prove different bounds on the change of weights in different layers, which is a consequence
of using a more realistic parameterization of the NN. We also prove strong bounds on certain
“second-moment” weight statistics, cf. Remark G.4.
8 Relation to Neural Tangent Kernels
In this section, we illustrate that a part of our approach essentially consists of factoring and
analyzing the singular NTK matrix associated with our neural network. To this end, consider the
continuous gradient flow dynamics
d
dt
W (t) = −∇LD(W (t)) .
As shown e.g. by Du et al. [2019b], the vector
f(t) :=
fW (t)(x1)− y1...
fW (t)(xn)− yn

then satisfies the differential equation
f˙(t) = − 1
n
K(t)f(t) ,
where K(t) ∈ Rn×n is the empirical NTK matrix defined by
[K(t)]ij =
〈
∂fW (t)(xi)
∂W
,
∂fW (t)(xj)
∂W
〉
.
Assuming without loss of generality that x1, . . . , xn′ > 0 and xn′+1, . . . , xn < 0 for suitable n′,
define
X :=

x1 0 1 0
...
...
...
...
xn′ 0 1 0
0 xn′+1 0 1
...
...
...
...
0 xn 0 1

.
We show in Proposition K.1 that in our scenario with no kink reaching a data point (setting h = 0),
K(t) = XA(t)X>
MD =
1
n
X>X
v = (X>X)−1X>f .
Therefore 1nK(t) has the same non-zero eigenvalues and the same rank as
1
nA(t)X
>X = A(t)MD,
i.e. it has rank four, two Θ(m) eigenvalues and two Θ(1) eigenvalues.1 It follows that
v˙ = (X>X)−1X>f˙
1In general, if v is an eigenvector of AB with eigenvalue λ 6= 0, then Bv 6= 0 is an eigenvector of BA with
eigenvalue λ.
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= − 1
n
AX>f = − 1
n
A(X>X)(X>X)−1X>f
= − 1
n
AX>Xv = −AMDv ,
which is the continuous-time analog of our update equation vk+1 = (I4−hAkMD)vk. In conclusion,
after removing its null space, the rescaled kernel matrix 1nK is related to AMD via a change of
basis. Working with AMD is more comfortable in our case, because AMD is invertible and it
facilitates bounding the eigenvalues and eigenvectors.
9 Experiments
In this section, we present empirical evidence from some Monte Carlo experiments that:
(1) The failure of kinks to move sufficiently far to reach data points can occur for realistic network
sizes with high probability.
(2) Stochastic gradient descent (SGD) can exhibit a similar behavior when combined with an early
stopping rule.
(3) A similar failure also occurs on multi-dimensional data sets that do not lie in a one-dimensional
subspace as in Remark 6.
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Figure 4: Monte-Carlo estimates (104 repetitions) of the probability of a kink crossing a sample for
different values of m, n = m2, and different optimization and termination strategies. The data set
is described in the text and ES stands for early stopping. The line y = x−1/2 is added to better
illustrate the asymptotic behavior of the probabilities in m.
Data for the figures in this section can be reproduced using the code at
github.com/dholzmueller/nn_inconsistency
For (1) and (2), we use the following experimental setup: We compute each estimated probability
using 104 Monte Carlo trials. We choose P data as the uniform distribution on the data set D
from Example 15 and sample a data set D′ of size n = m2 from P data. We initialize the weights
independently as
ai,0 ∼ N (0, 2), bi,0 = 0, c0 = 0, wi,0 ∼ N (0, 2/m) .
We then use either gradient descent or stochastic gradient descent with batch size 16 in order to
train the network and check whether a kink −bi,k/ai,k leaves the interval (−1, 1), in which case we
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can stop training.2 For some experiments, we also stop training if an early stopping (ES) criterion
is satisfied.3 For GD, we can also stop, if the techniques used in Proposition F.4, Proposition G.2,
and Proposition G.6 guarantee that no kink will ever leave the interval (−1, 1).
For the step size h, unless specified otherwise, we use our maximal upper bound h = λmax(H)−1
as mentioned in Remark 11 in order to reduce the number of iterations needed. We observe
experimentally that λmax(H)−1 ≈ 0.4m−1 for our choice of P data.
101 102 103
10−1
100
m (Number of hidden neurons)
P
(n
ot
affi
ne
)
∆ = 0
∆ = 0.01
∆ = 0.1
Figure 5: Monte-Carlo estimates (104 trials) of the probability of a kink crossing a sample for
different values of m. We use n = m2 and GD without early stopping. Here, the data distribution
P data of Figure 4 is shifted upwards in y-direction by ∆. As described in the text, this change
means that the condition ψD,q ≤ Kψmγψ−1 in Theorem 10 is eventually violated for increasing m.
Figure 4 shows how the probabilities behave as m, and thus n = m2, increases. In our scenario,
we can apply Theorem 23 with γψ = γdata = 0 and obtain that the probabilities should behave
like O(m−γP ) for all γP < 1/2. In Figure 4, this behavior can be observed even for small m and
also for SGD.4 In this respect recall that it is shown in Figure 2 that kinks may also move by
significant amounts in later stages of the optimization. It is therefore not surprising that compared
to considering fWk for all k ∈ N0, using early stopping can significantly reduce the probability that
a kink leaves (−1, 1) during training. We see this especially for the small step size h = 0.01m−1
in Figure 4. Finally, if we shift P data upwards by adding some ∆ ∈ R to all y values, we have
ψPdata,q = |∆| and assumption (P3) from Assumption 17 is violated. We can see in Figure 5 that
this changes the asymptotic behavior, but for small m and |∆|, the probabilities are still similarly
low. Note that this behavior is due to ψD,q = O(m−1 + |∆|), where the |∆| term dominates once
we have entered the regime m 1/|∆|, as it can be seen in Figure 5.
Multi-dimensional distribution In order to show (3), i.e. that NNs can also perform poorly
on multi-dimensional data sets, we choose the following experimental setup: We consider the
uniform distribution P data on the data set from Figure 6, which consists of the 33 points (xij , yij)
defined by
xij = (1 + 0.1 · i)
(
cos(2pij/11)
sin(2pij/11)
)
, yij = 3|i| − 2, j ∈ {0, . . . , 10}, i ∈ {−1, 0, 1} .
As above, we sample n = m2 data points from P data, but for m ∈ {128, 256, 512, . . . , 8192} with
1000 Monte Carlo runs on 106 epochs to ensure that the NNs have sufficiently converged. In
2Ignoring the unlikely case ai,k = 0, fWk remains affine on (−∞,−1] and [1,∞) iff no kink leaves [−1, 1].
3We use early stopping as implemented in Keras [Chollet et al., 2015] with patience = 10 and min_delta = 10−8:
Every 1000 epochs (GD) or 1000 batches (SGD), we monitor the loss on an independently drawn validation set
of size n. Whenever Lval < Lref − 10−8, where Lval is the validation loss, we set Lref := Lval. Training is stopped,
when Lref did not decrease within the last ten checks.
4Without early stopping, SGD might still be able to move kinks far enough after a large number of iterations
due to noisy gradients.
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the 1D case, we picked the step size h = λmax(H)−1 = λmax(ArefMD) = nλmax(K0)−1, where
the last equality follows from Section 8 for the kernel matrix K0 at initialization. Since we have
not defined H for multi-dimensional data sets, we choose h = nλmax(K0)−1 in this case. As in
the previous experiments this approach again results in different values for each considered NN
instance. For the initialization, we again follow He et al. [2015] and use
ai,j,0 ∼ N (0, 1), bi,0 = 0, c0 = 0, wi,0 ∼ N (0, 2/m) .
−1 −0.5 0 0.5 1
−1
−0.5
0
0.5
1
x1
x
2
Figure 6: Illustration of P data of the two-dimensional data sets used for the experiments in Figure 7.
The middle blue points have a y value of −2 and the inner and outer orange points have a y value
of 1.
Figure 7 shows that for this multi-dimensional distribution, the probability of a kink reaching
a data point still decreases with increasing width of the network, although the probabilities are
higher than in the one-dimensional setting above. Moreover, we also monitor the probability that
the mean squared error (MSE) drops below 0.999999 times the best MSE achievable by functions
that are affine on each of the 11 “arms” {xj,−1, xj,0, xj,1}. We observe that even when a kink
reaches a data point, the MSE often does not drop below this threshold.
10 Conclusion
We have proven that NNs can fail with high probability in the over-parameterized regime for
certain data sets and in the under-parameterized regime even for sampled data sets. In these
cases, the NN converges to a local “linear regression” optimum. In particular, our analysis reveals
that the difference of the NN to this linear regression optimum consists of a fast-decaying and a
slow-decaying component and that for certain data sets, the slow-decaying component is already
small at initialization. In essence, the reason is that learning is done mainly by the last layer,
which contains m weights but only one bias and therefore, the bias is learned more slowly than the
weights. Especially, in our case, the NN operates in a “lazy regime” [Chizat et al., 2019], where the
NN stays close to a “linearized version” around its initialization.
Using slightly different assumptions5, Du et al. [2019b] show convergence of over-parameterized
NNs to a global minimum. One of their assumptions is that no two data points xi, xj should be
parallel. This assumption is violated in our scenario, where all xj are parallel. Ironically, the
case, where samples lie on a low-dimensional submanifold of the input space is often considered a
strength of deep learning methods, but at least in the extreme case of 1-dimensional submanifolds
5For example, they use no biases b, c and they use the so-called NTK parameterization. The NTK parameterization
is essentially equivalent to using a smaller learning rate for the second layer, which might lead to a different
optimization result than the usual parameterization.
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Figure 7: Monte-Carlo estimates (1000 trials) of the probability of a kink crossing a sample / the
MSE passing below 0.999999 times the best possible “affine” MSE for different values of m, n = m2
using GD over 106 epochs. Here, a uniform distribution on the data set from Figure 6 is used.
our results show that neural networks with one hidden layer and zero bias initialization can be
inconsistent. In this respect we also like to note that for a data set with parallel xj , we can satisfy
the assumption of Du et al. [2019b] by considering the transformed covariate samples x˜j := (xj , 1).
In fact, this transformation corresponds to considering the original data set but initializing the
hidden biases by bi ∼ N (0, 2) instead of by bi = 0. Note that this ensures that the kinks are now
distributed randomly over R after initialization. Consequently, given enough over-parameterization,
there are already enough kinks available such that an NN could achieve zero training loss without
moving them at all. However, it is still unclear whether such a NN generalizes to the test set. Our
paper shows that there are scenarios where kinks do not move much despite being initialized to a
suboptimal place. This raises the question whether kinks move suitably in an intermediate case,
e.g. if they are initialized randomly but the NN is not strongly over-parameterized. It also remains
an open question for future research whether or not our results can be generalized to deep NNs,
other loss functions, or other optimization methods.
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A Notation and Matrix Algebra
In this section, we will introduce some notation that is used throughout the appendix. We will
also list some results about matrices, especially involving matrix norms and eigenvalues, cf. e.g.
Bhatia [2013] as well as Golub and Van Loan [1989]. The rest of the appendix is structured as
follows: In Appendix B, we will define a modification of the NN with fixed activation pattern
and prove some elementary results. We will then investigate gradient descent dynamics for
derived quantities like vk in Appendix C and discuss them in Appendix D. In Appendix E, we
prove stochastic properties of the initialization W0 and the data set D. We then investigate a
simplified “linearized” case in Appendix F and show in Appendix G that the true behavior is
close to the linearized case, which concludes the proof of our main theorem. In Appendix H, we
show how NNs with one-dimensional input and NNs with multi-dimensional input are related.
Finally, our inconsistency corollaries are proved in Appendix I, a miscellaneous statement in
Appendix J and relations of our quantities to NTK-related quantities in Appendix K.
Definition A.1. We denote the sign of a real number x ∈ R by
sgn(x) =

1 , if x > 0
0 , if x = 0
−1 , if x < 0 .
For a set S, we denote its indicator function by 1S , i.e.
1S(x) =
{
1 , if x ∈ S
0 , otherwise.
J
Definition A.2 (Asymptotic notation). We use standard asymptotic notation f < o(g),
f ≤ O(g), f = Θ(g), f ≥ Ω(g) (we do not need f > ω(g)). The constant in such an asymptotic
(in)equality should not depend on
• the number m of hidden neurons,
• the number n of data points,
• the step size h > 0,
• step count variables such as k, l, l′ ∈ N0,
• the initialization W0,
• the data set D,
as long as these variables satisfy the imposed assumptions.6 For example, we could write
Kdatam
−γdata = Θ(m−γdata) for Kdata > 0, but not nm−γdata = O(m−γdata). J
Definition A.3. Let n,m ≥ 1, let A,B ∈ Rm×m and C ∈ Rn×m. (We sometimes use m,n
to denote arbitrary vector space dimensions instead of numbers of hidden neurons and data
points.)
(1) We write A  0 iff A is symmetric and positive definite and A  0 iff A is symmetric and
positive semidefinite. We define  and ≺ analogously.
(2) A symmetric matrix A has an orthogonal eigendecomposition A = UDU> with U ∈
Rm×m orthogonal and D ∈ Rm×m diagonal such that D contains the (real) eigenvalues of
A. We denote the set of eigenvalues of A by eig(A) and define
λmax(A) := max eig(A)
λmin(A) := min eig(A) .
The matrix A is invertible iff 0 /∈ eig(A) and we have A  0 iff eig(A) ⊆ [0,∞). In the
latter case, we can define the (symmetric) square root of A as A1/2 := UD1/2U>, where
D1/2 contains the square roots of the entries of D. Similarly, A−1 = UD−1U>, which
yields
λmax(A
1/2) = λmax(A)
1/2, λmin(A
1/2) = λmin(A)
1/2,
λmax(A
−1) = λmin(A)−1, λmin(A−1) = λmax(A)−1 .
(3) As matrix norms, we use the Frobenius norm as well as the induced 2- and ∞-norms:
‖C‖F =
∑
i,j
C2i,j
1/2
6Sometimes, we also need to assume that m,n is sufficiently large to be able to write f ≤ O(g) even if f is
infinite or undefined for small m,n.
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‖C‖2 = sup
x 6=0
‖Cx‖2
‖x‖2
‖C‖∞ = sup
x 6=0
‖Cx‖∞
‖x‖∞ = maxi
∑
j
|Cij | .
If C  0, then ‖C‖2 = λmax(C).
These matrix norms satisfy the following inequalities (cf. e.g. Section 2.3 in Golub and
Van Loan [1989]):
‖C‖2 ≤ ‖C‖F ≤
√
m‖C‖2
1√
m
‖C‖∞ ≤ ‖C‖2 ≤
√
n‖C‖∞ .
Moreover, if C ′ is a subblock of C, then ‖C ′‖p ≤ ‖C‖p for p ∈ {2, F,∞}.
(4) We define the condition number of a matrix A  0 by
cond(A) := ‖A‖2 · ‖A−1‖2 = λmax(A)λmax(A−1) = λmax(A)
λmin(A)
.
(5) We occasionally use element-wise operations on matrices. For example, |A| is the matrix
containing as entries the absolute values of the entries of A and supsA(s) consists of the
element-wise suprema. Also, A ≤ B means that Aij ≤ Bij for all i, j. J
There are some more facts about matrices that we will use during some proofs. We show
some typical arguments here:
• We will use the fact that for symmetric A,
λmax(A) = sup
‖v‖2=1
v>Av = ‖A‖2, λmin(A) = inf‖v‖2=1v
>Av ,
which is a special case of the Courant-Fischer-Weyl min-max principle (e.g. Corollary
III.1.2 in Bhatia [2013]). This shows A  0⇔ λmin(A) ≥ 0. For A,B  0, we can use
such an argument to show that
λmax(A+B) ≤ λmax(A) + λmax(B)
λmin(A+B) ≥ λmin(A) + λmin(B) .
• If
M =
(
M11 M12
M>12 M22
)
 0 ,
we know that
x>M11x =
(
x
0
)>
M
(
x
0
)
≥ λmin(M)‖x‖22 ≥ 0 ,
hence M11  0 with λmin(M11) ≥ λmin(M). Similarly, λmax(M11) ≤ λmax(M) and
analogous identities hold for M22. We also have
eig
(
M1
M2
)
= eig(M1) ∪ eig(M2)
and therefore (
M1
M2
)
 0 iff M1,M2  0 .
B Gradient Descent with Fixed Activation Pattern
In this section, we construct a modified loss function LD,τ which fixes the activation pattern of
the neurons to its state at initialization. We also show that LD,τ (W ) = LD(W ) for W ≈W0
and introduce a shorter notation for gradient descent updates.
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Definition B.1 (Fixed activation pattern). Define
τi := sgn(ai,0)
I := {1, . . . ,m}
J := {1, . . . , n}
Iσ := {i ∈ I | τi = σ}
Jσ := {j ∈ J | sgn(xj) = σ}
fW,τ ,σ(x) := c+
∑
i∈I
wiϕ
′(στi) · (aix+ bi)
LD,τ (W ) :=
1
2n
∑
j∈J
(yj − fW,τ ,sgn(xj)(xj))2 . J
The previous definition is motivated by the following lemma:
Lemma B.2. For x > 0 and W0 ∈ R3m+1, consider the open set
SW0(x) := {W ∈ R3m+1 | ∀i ∈ I : |bi| < (|ai,0| − |ai,0 − ai|)x} .
The functions fW,τ ,σ are affine and for all W ∈ SW0(x) and all x ∈ R with |x| ≥ x, we have
fW (x) = fW,τ ,sgn(x)(x) .
If xD > 0, we have
LD(W ) = LD,τ (W ), ∇LD(W ) = ∇LD,τ (W )
for all W ∈ SW0(xD).
Proof. Trivially, fW,τ ,σ is affine. Now, let W ∈ SW0(x), let i ∈ I and let |x| ≥ x. We then
obtain that |ai,0| − |ai,0 − ai| > 0 and therefore
|bi| < (|ai,0| − |ai,0 − ai|)|x| .
Since bi,0 = 0, we have
|(aix+ bi)− (ai,0x+ bi,0)| ≤ |ai − ai,0| · |x|+ |bi| < |ai,0| · |x| = |ai,0x+ bi,0| .
This shows sgn(aix+ bi) = sgn(ai,0x+ bi,0), where
sgn(ai,0x+ bi,0) = sgn(ai,0x) = sgn(ai,0) sgn(x) = τi sgn(x) .
Due to our special choice of ϕ, we have
ϕ(aix+ bi) = ϕ
′(aix+ bi) · (aix+ bi) = ϕ′(sgn(aix+ bi)) · (aix+ bi)
= ϕ′(τi sgn(x)) · (aix+ bi) ,
which yields
fW (x) = fW,τ ,sgn(x)(x) .
Since all data points xj satisfy |xj | ≥ xD by definition of xD, we find that
LD,τ (W ) =
1
2n
∑
j∈J
(yj − fW,τ ,sgn(x)(xj))2 = 1
2n
∑
j∈J
(yj − fW (xj))2 = LD(W ) .
In addition, because LD,τ and LD are equal on the open set SW0(xD), their derivatives must
also be equal on SW0(xD).
We can now define gradient descent iterates with respect to the “linearized” loss function
LD,τ .
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Definition B.3 (Gradient descent). Given the random initial vectorW0, its activation pattern
τ and a step size h > 0, we recursively define
Wk+1 := Wk − h∇LD,τ (Wk) .
Moreover, we write Wk = (a·,k, b·,k, ck,w·,k) and we may implicitly omit the index k when
deriving identities that hold for each k ∈ N0. For any derived quantity ξ := g(W ), define
δξ := δg(W ) := g(W − h∇LD,τ (W ))− g(W )
such that
ξk+1 = g(Wk+1) = g(Wk) + (g(Wk+1)− g(Wk)) = ξk + δξk
and hence
δg(W ) = g(W + δW )− g(W ) . J
We can now write iteration rules differently: Instead of
Wk+1 = Wk − h∇LD,τ (Wk) ,
we will use the more convenient notation
δW = −h∇LD,τ (W )
which suppresses the iteration index k and reads more like the negative gradient flow ODE
W˙ = −h∇LD,τ (W ) .
The following lemma introduces some convenient rules for using δ.
Lemma B.4 (Differential calculus for δ). Let g : R3m+1 → RN for some m,N ≥ 1.
(a) If g is linear, then δg(W ) = g(δW ) = −hg(∇LD,τ (W )).
(b) If g is constant, then δg = 0.
(c) If g1, g2 : R3m+1 → R are linear, then
δ(g1 · g2) = (δg1) · g2 + g1 · (δg2) + (δg1) · (δg2) .
(d) If g1, g2 : R3m+1 → RN , then
δ(g1 + g2) = δg1 + δg2 .
(e) If g2 : R3m+1 → RN , g1 : RN → RN ′ and g1 is linear, then
δ(g1 ◦ g2) = g1 ◦ (δg2) .
(f) If g1, . . . , gN : R3m+1 → R, then
δ
 g1...
gN
 =
 δg1...
δgN
 .
Proof.
(a) If g is linear, then
δg(W ) = g(W + δW )− g(W ) = g(δW ) = g(−h∇LD,τ (W )) = −hg(∇LD,τ (W )) .
(b) Trivial.
(c) In this case,
δg(W ) = g(W + δW )− g(W )
= g1(W )g2(δW ) + g1(δW )g2(W )
+ g1(δW )g2(δW )
(a)
= δg1(W )g2(W ) + g1(W )δg2(W ) + δg1(W )δg2(W ) .
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(d) We have
δ(g1 + g2)(W ) = (g1 + g2)(W + δW )− (g1 + g2)(W )
= (g1(W + δW )− g1(W )) + (g2(W + δW )− g2(W ))
= δg1(W ) + δg2(W ) .
(e) For W ∈ R3m+1,
δ(g1 ◦ g2)(W ) = g1(g2(W + δW ))− g1(g2(W )) = g1(g2(W + δW )− g2(W ))
= g1(δg2(W )) .
(f) This follows from g1...
gN
 (W + δW )−
 g1...
gN
 (W ) =
 g1(W + δW )− g1(W )...
gN (W + δW )− gN (W )
 .
C Reformulation of Gradient Descent
In this section, we will derive equations that describe how different aspects of the neural network
behave during gradient descent. A summary and interpretation of the derived equations is
presented in Appendix D.
Definition C.1 (Derived quantities).
(a) For σ ∈ {±1}, we write Σσ,a2 :=
∑
i∈Iσ a
2
i , Σσ,wa :=
∑
i∈Iσ wiai and so on.
(b) The matrix Mσ := MD,σ from Definition 8 helps in relating different interesting quantities.
For Mσ  0, let
vˆσ :=
(
pˆσ
qˆσ
)
:=
(
Σσ,wa
Σσ,wb
)
vσ :=
(
pσ
qσ
)
:=
(
pˆσ + αpˆ−σ
c+ qˆσ + αqˆ−σ
)
uˆσ :=
(
rˆσ
sˆσ
)
:=
(− 1n∑j∈Jσ (fW,τ ,σ(xj)− yj)xj
− 1n
∑
j∈Jσ (fW,τ ,σ(xj)− yj)
)
uσ :=
(
rσ
sσ
)
:=
(
rˆσ + αrˆ−σ
sˆσ + αsˆ−σ
)
and
vσ := vσ − voptσ .
We will show in Lemma C.4 that uˆσ = −Mσvσ. The u-vectors are interesting since their
components can be used to simplify δW . As we will see in Lemma C.4, vσ is interesting
since fW,τ ,σ(x) = pσx+ qσ for x ∈ R. The notation of the different variants is motivated
as follows: Expressions with a hat such as vˆσ and uˆσ only sum over one sign σ while
hat-less expressions include both σ = 1 and σ = −1.
We will also use the matrices
Gwσ :=
(
Σσ,w2 0
0 Σσ,w2
)
, Gabσ :=
(
Σσ,a2 Σσ,ab
Σσ,ab Σσ,b2
)
, Gwabσ := (rσΣσ,wa + sσΣσ,wb)I2 ,
where I2 is the 2× 2 identity matrix.
(c) For any two vectors z1, z−1 ∈ R2 defined in step (c) and any two matrices F 1,F−1 ∈ R2×2
defined in step (b), we define
z˜ :=
(
z1
z−1
)
∈ R4, F˜ :=
(
F 1
F−1
)
∈ R4×4 .
For example, this means that
u˜ =
(
u1
u−1
)
=

r1
s1
r−1
s−1
 .
In addition, we define new matrices
C˜ :=

0 0 0 0
0 1 0 1
0 0 0 0
0 1 0 1
 , B˜ :=

1 0 α 0
0 1 0 α
α 0 1 0
0 α 0 1
 = ( I2 αI2αI2 I2
)
,
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A˜ := B˜(G˜
w
+ G˜
ab
+ hG˜
wab
)B˜ + C˜ .
We will prove in Proposition C.5 that δv˜ = hA˜˜ˆu = −hA˜M˜v˜.
(d) We want to perform a change of basis using the permutation matrix
P˜ :=

1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1
 .
which satisfies P˜ = P˜
>
= P˜
−1
: For any vector z˜ ∈ R4 and any matrix F˜ ∈ R4×4 defined
in step (d), we define
z := P˜ z˜, F := P˜ F˜ P˜
−1
= P˜ F˜ P˜ .
For example, this yields
u = P˜ u˜ =

r1
r−1
s1
s−1
 , C =

0 0 0 0
0 0 0 0
0 0 1 1
0 0 1 1
 , B =

1 α
α 1
1 α
α 1
 =: (Bˆ Bˆ
)
.
We see that this change of basis by P˜ makes the matrices B˜ and C˜ block-diagonal while it
destroys the block-diagonal structure of G˜
ab
and M˜. We will see in Lemma F.3 that Gab
is still block-diagonal at initialization. We will use the tilde quantities as an intermediate
step to derive equations for the non-tilde quantities, since the latter will be more suitable
for us to analyze eigenvectors and eigenvalues.
Elementary arguments show that
(M1  0 and M−1  0)⇔ M˜  0⇔M = P˜M˜P˜>  0 .
Therefore, we need to require M  0 so that vopt and v can be defined.
(e) Many of the quantities above depend on the data set D, which we may highlight later by
indexing them with D. For example, we may write uD instead of u.
(f) Finally, let
θi :=
aibi
wi
 , Σσ := ∑
i∈Iσ
θiθ
>
i =
Σσ,a2 Σσ,ab Σσ,waΣσ,ab Σσ,b2 Σσ,wb
Σσ,wa Σσ,wb Σσ,w2
 , Qσ :=
 0 0 rσ0 0 sσ
rσ sσ 0
 .
These quantities will be analyzed in the next proposition. J
Proposition C.2. For i ∈ Iσ, σ ∈ {±1}, we have
δθi = hQσθi
δc = h(sˆ1 + sˆ−1)
δΣσ = hQσΣσ + hΣσQσ + h
2QσΣσQσ
and the latter identity can also be written as
Σσ,k+1 = (I3 + hQσ,k)Σσ,k(I3 + hQσ,k) .
Proof. The first two equations can also be written as
δai = hrσwi
δbi = hsσwi
δwi = hrσai + hsσbi
δc = h(sˆ1 + sˆ−1) .
We will prove the first of these equations, the other ones follow similarly. Set g(W ) := ai.
With Lemma B.4 (a), we obtain
δai = δg(W ) = −hg(∇LD,τ (W )) = −h∂LD,τ
∂ai
(W )
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= −h 1
n
∑
j∈J
(fW,τ ,sgn(xj)(xj)− yj)ϕ′(τi · sgn(xj))wixj
= −h 1
n
∑
j∈Jσ
(fW,τ ,σ(xj)− yj)wixj + α
∑
j∈J−σ
(fW,τ ,−σ(xj)− yj)wixj

= h(rˆσ + αrˆ−σ)wi = hrσwi .
Now for Σσ: Since Qσ = Q
>
σ , we have
Σσ,k+1 =
∑
i∈Iσ
θi,k+1θ
>
i,k+1 =
∑
i∈Iσ
(I3 + hQσ,k)θi,kθ
>
i,k(I3 + hQσ,k)
>
= (I3 + hQσ,k)
(∑
i∈Iσ
θi,kθ
>
i,k
)
(I3 + hQσ,k)
> = (I3 + hQσ,k)Σσ,k(I3 + hQσ,k) ,
which means that
δΣk = Σk+1 −Σk = hQσ,kΣσ,k + hΣσ,kQσ,k + h2Qσ,kΣσ,kQσ,k .
Remark C.3. The term h2QσΣσQσ in Proposition C.2 corresponds to the term δg1 · δg2 in
the “product rule” for δ (Lemma B.4 (c)). It vanishes when using negative gradient flow. In
our case, it does not affect the qualitative behavior of gradient descent. J
The following lemma shows relations between several quantities from Definition C.1.
Lemma C.4. Let M  0. For σ ∈ {±1} and x ∈ R, we have
fW,τ ,σ(x) = pσx+ qσ
uˆσ = −Mσvσ .
Moreover,
u˜ = B˜ ˜ˆu, ˜ˆu = −M˜v˜, v˜ = B˜˜ˆv +

0
c
0
c
 .
Proof. For x ∈ R,
fW,τ ,σ(x) = c+
∑
i∈I
wiϕ
′(τiσ)(aix+ bi)
= c+
∑
i∈Iσ
(wiaix+ wibi) + α
∑
i∈I−σ
(wiaix+ wibi) = pσx+ qσ .
Therefore, using Definition 8,
uˆσ =
(
rˆσ
sˆσ
)
= − 1
n
(∑
j∈Jσ (fW,τ ,σ(xj)− yj)xj∑
j∈Jσ (fW,τ ,σ(xj)− yj)
)
= − 1
n
(∑
j∈Jσ (pσxj + qσ − yj)xj∑
j∈Jσ (pσxj + qσ − yj)
)
= − 1
n
(
pσ
∑
j∈Jσ x
2
j + qσ
∑
j∈Jσ xj −
∑
j∈Jσ xjyj
pσ
∑
j∈Jσ xj + qσ
∑
j∈Jσ 1−
∑
j∈Jσ yj
)
= −Mσ
(
pσ
qσ
)
+
1
n
∑
j∈Jσ
uˆ0(xj ,yj) = −Mσvσ + uˆ0σ = −Mσ(vσ − voptσ ) = −Mσvσ .
We now obtain
u˜ =

r1
s1
r−1
s−1
 =

rˆ1 + αrˆ−1
sˆ1 + αsˆ−1
rˆ−1 + αrˆ1
sˆ−1 + αsˆ1
 = B˜ ˜ˆu
˜ˆu =
(
uˆ1
uˆ−1
)
=
(
M1
M−1
)(
v1
v−1
)
= M˜v˜
v˜ =

p1
q1
p−1
q−1
 =

pˆ1 + αpˆ−1
c+ qˆ1 + αqˆ−1
pˆ−1 + αpˆ1
c+ qˆ−1 + αqˆ1
 = B˜˜ˆv +

0
c
0
c
 .
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This enables us to compute another iteration equation:
Proposition C.5. Let M  0. Then,
δv˜ = −hA˜M˜v˜ = −h(B˜(G˜w + G˜ab + hG˜wab)B˜ + C˜)M˜v˜
δv = −hAMv = −h(B(Gw +Gab + hGwab)B +C)Mv .
Hence,
vk+1 = vk + δvk = (I4 − hAkM)vk .
Proof. Consider
vˆσ =
(
pˆσ
qˆσ
)
=
(
Σσ,wa
Σσ,wb
)
=
(
I2 0
)
Σσ
00
1
 .
Using Proposition C.2 and Lemma B.4, we obtain
δvˆσ =
(
I2 0
) (
hQσΣσ + hΣσQσ + h
2QσΣσQσ
)00
1

= h
(
0 0 rσ
0 0 sσ
)Σσ,waΣσ,wb
Σσ,w2
+ h(Σσ,a2 Σσ,ab Σσ,wa
Σσ,ab Σσ,b2 Σσ,wb
)rσsσ
0

+ h2
(
0 0 rσ
0 0 sσ
)Σσ,a2 Σσ,ab Σσ,waΣσ,ab Σσ,b2 Σσ,wb
Σσ,wa Σσ,wb Σσ,w2
rσsσ
0

= h
(
Σσ,w2 0
0 Σσ,w2
)
uσ + h
(
Σσ,a2 Σσ,ab
Σσ,ab Σσ,b2
)
uσ + h
2(rσΣσ,wa + sσΣσ,wb)uσ
= h
(
Gwσ +G
ab
σ + hG
wab
σ
)
uσ .
Therefore, δ˜ˆv = h
(
G˜
w
+ G˜
ab
+ hG˜
wab
)
u˜. Also,
δ

0
c
0
c
 = h

0
sˆ1 + sˆ−1
0
sˆ1 + sˆ−1
 = h

0 0 0 0
0 1 0 1
0 0 0 0
0 1 0 1


rˆ1
sˆ1
rˆ−1
sˆ−1
 = hC˜ ˜ˆu .
We can now use the identities from Lemma C.4 and the fact that v˜ − v˜ = v˜opt is constant to
compute
δv˜ = δv˜ = B˜δ˜ˆv + δ

0
c
0
c
 = B˜h(G˜w + G˜ab + hG˜wab) u˜+ hC˜ ˜ˆu
= h(B˜(G˜
w
+ G˜
ab
+ hG˜
wab
)B˜ + C˜)˜ˆu = hA˜˜ˆu = −hA˜M˜v˜ .
Since P˜
2
= I4, it follows that
δv = δ(P˜ v˜) = P˜ δv˜ = −hP˜ A˜M˜v˜ = −hP˜ A˜P˜ P˜M˜P˜ P˜ v˜ = −hAMv
and
A = P˜ A˜P˜ = P˜
(
B˜P˜ P˜ (G˜
w
+ G˜
ab
+ hG˜
wab
)P˜ P˜ B˜ + C˜
)
P˜
= B(Gw +Gab + hGwab)B +C .
D Comments
In this section, we provide some remarks on the interpretation of the gradient descent equations
derived in Appendix C.
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Σ1,k+1 = (I3 + hQ1,k)Σ1,k(I3 + hQ1,k)
where Q1,k depends on vk
9-dimensional (Proposition C.2)
Σ−1,k+1 = (I3 + hQ−1,k)Σ−1,k(I3 + hQ−1,k)
where Q−1,k depends on vk
9-dimensional (Proposition C.2)
δv = −hAMv
where A depends on v,Σ1,Σ−1
4-dimensional (Proposition C.5)
for i ∈ Iσ, σ ∈ {±1}
δθi = hQσθi
where Qσ depends on v
3-dimensional (Proposition C.2)
δθi h σθi
where σ depends on v
3-di ensional (Proposition C.2)
δθi = hQσθi
where Qσ depends on v
3-dimensional (Proposition C.2)
δc = h(sˆ1 + sˆ−1)
where sˆ1, sˆ−1 depend on v
1-dimensional (Proposition C.2)
affects affects
affects affects
Figure D.1: Decomposition into different systems that can be used to analyze the behavior of
gradient descent.
Remark D.1 (System decomposition). We have so far derived different “systems”, i.e. results
on how quantities evolve during gradient descent. These systems and their dependencies are
depicted in Figure D.1. In particular, we see that the systems for Σ1,Σ−1 and v together yield
a 22-dimensional system that does not depend on any other quantities. This 22-dimensional
system describes some central properties of the neural network parameters W although its
dimension does not depend on m. These properties include:
• Slope pσ and intercept qσ for both signs σ ∈ {±1}.
• The loss LD,τ (W ), which can be computed from pσ and qσ.
While this system has a dimension independent of m, the probability distribution over its
initialization may well depend on m. If its evolution is known, the evolution (Wk)k∈N0 can
be determined by solving m independent three-dimensional systems and the one-dimensional
system δc = h(sˆ1 + sˆ−1). Here, we will proceed along similar lines: We will first analyze the
behavior of the 22-dimensional system and then apply our results to the three-dimensional
systems.
In fact, the 22-dimensional system can be reduced to a 14-dimensional system: The matrices
Σσ are always symmetric and thus effectively 6-dimensional, which reduces the dimension from
22 to 16. Moreover, we always have(
p1
p−1
)
=
(
1 α
α 1
)(
Σ1,wa
Σ−1,wa
)
.
However, removing these redundancies is not beneficial for our analysis. J
Remark D.2. The components of the equation δv = −hAMv in Proposition C.5 can be
interpreted as follows: Recall that
Gwσ =
(
Σσ,w2 0
0 Σσ,w2
)
, Gabσ =
(
Σσ,a2 Σσ,ab
Σσ,ab Σσ,b2
)
, Gwabσ = (rσΣσ,wa + sσΣσ,wb)I2,
B˜ =
(
I2 αI2
αI2 I2
)
, C˜ =

0 0 0 0
0 1 0 1
0 0 0 0
0 1 0 1
 ,
A˜ = B˜
(
Gw1 +G
ab
1 + hG
wab
1
Gw−1 +G
ab
−1 + hG
wab
−1
)
B˜ + C˜ .
• The matrix Gwσ  0 describes the improvement of vσ by updating the weights (ai)i∈Iσ
and (bi)i∈Iσ . The larger |wi|, the larger the gradients ∂LD,τ∂ai ,
∂LD,τ
∂bi
and the more effect
does a change in ai, bi have on the overall function fW,τ ,σ.
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• The matrix Gabσ is also positive semidefinite since tr(Gabσ ) ≥ 0 and
det(Gabσ ) = Σσ,a2Σσ,b2 − Σ2σ,ab ≥ 0
due to Cauchy-Schwarz. It describes the improvement of vσ by updating the weights
(wi)i∈Iσ . Larger values of |ai|, |bi| mean stronger effects of changing wi. If the vectors
(ai)i∈Iσ and (bi)i∈Iσ are linearly dependent (perfectly correlated), e.g. at initialization
because of bi,0 = 0, then G˜
ab
σ only has rank one and changing the wi cannot independently
update both components of vσ. Recall that the components of vσ are the differences
of the slope and intercept of fW,τ ,σ to the optimal linear regression slope and intercept,
respectively.
• The matrix B˜ causes an interaction between both signs σ ∈ {±1} if the leaky parameter
α is nonzero. If it is zero, the hidden neurons are only active for one sign σ and do only
interact indirectly via the bias c.
• The matrix C˜ describes the improvement of vσ by updating the bias c. It is not block-
diagonal since c is active for both signs σ ∈ {±1}. However, C˜ only has rank one since
changing c can only change q1 and q−1 by the same amount. C˜ is positive semidefinite
since it is symmetric and it has eigenvectors e1, e3, (0, 1, 0,−1) to the eigenvalue 0 and
(0, 1, 0, 1) to the eigenvalue 2.
• The matrix G˜wab represents parts of the error that (discrete) gradient descent makes when
trying to approximate negative gradient flow. It arises from the additional term δg1 · δg2
in the product rule for δ (Lemma B.4 (c)) and does not need to be positive semidefinite.
If h is too large, the matrix A˜ might therefore not be positive semidefinite. J
Remark D.3 (Discretization error). We have already seen that the systems for Σσ and v are
affected by terms that arise from the term δg1 · δg2 in the “discrete product rule” of Lemma B.4
(c). We will see that in our scenario (with small enough step size), these “disturbances” are
small enough to not influence the qualitative behavior of gradient descent. There is also an
invariant that holds when using negative gradient flow but breaks down when using gradient
descent: In the former case, a2i + b2i − w2i remains constant during the optimization for each
i ∈ I. An analogous identity for linear networks has been observed by Saxe et al. [2014]. J
Remark D.4 (Alternative systems). In some special cases, the approach presented here only
works if we modify the systems. For example, the assumption M  0 is not satisfied if the data
set is contained in (0,∞) since this implies M−1 = 0. In this case, the system δv = −hAMv
could be reduced to a two-dimensional system since p−1 and q−1 are irrelevant for the loss. We
will also see that the argument here does not work for |α| = 1 since this renders the matrix B
singular. The case α = 1 corresponds to a linear activation function ϕ(x) = x, which implies
p1 = p−1 and q1 = q−1. Similarly, the case α = −1 corresponds to ϕ(x) = |x|, which implies
p1 = −p−1. In both cases, the dimension of v could be reduced. J
Remark D.5 (Calculations for Remark 9). To verify the assertions made in Remark 9, we
first note that MD,σ is given by
MD,σ :=
nσ
n
(
α β
β 1
)
, (6)
where
α :=
1
nσ
∑
(x,y)∈Dσ
x2 = VarDX,σ + (EDX,σ)2 ,
β :=
1
nσ
∑
(x,y)∈Dσ
x = EDX,σ .
Consequently, we have
det(MD,σ) =
(nσ
n
)2
(α− β2) =
(nσ
n
)2
VarDX,σ,
and since VarDX,σ 6= 0 if and only if DX,σ contains at least two distinct samples, it follows
that MDσ is invertible if and only if Dσ contains at least two samples with different x values.
Now assume that VarDX,σ > 0. Since det(MD,σ) and tr(MD,σ) are positive, the minimum
and maximum eigenvalues λmin, λmax of MD,σ are both positive. Thus,
λmax ≤ λmin + λmax = tr(MD,σ) = nσ
n
(α+ 1) ,
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λmin =
λminλmax
λmax
≥ λminλmax
λmin + λmax
=
det(MD,σ)
tr(MD,σ)
=
(
nσ
n
)2
(α− β2)(
nσ
n
)
(α+ 1)
=
nσ
n
· VarDX,σ
α+ 1
.
Since 12 (λmin + λmax) ≤ λmax ≤ λmin + λmax, it is easy to see that the bounds are off by a
factor of at most two. J
Remark D.6 (Affine regression optimum). Here, we review some well-known properties of
performing affine least-squares regression on a data set D. This analysis also applies to D1
and D−1. Consider
X :=
x1 1... ...
xn 1
 , y :=
y1...
yn
 ,v := (pq
)
.
We always have X>X  0. Assume that X has full column rank such that X>X  0. The
least-squares risk of an affine function fv(x) = px+ q is RD(fv) with
2nRD(fv) =
n∑
j=1
(yj − fv(xj))2 = ‖y −Xv‖22 = (y −Xv)>(y −Xv)
=
(
v − (X>X)−1X>y
)>
X>X
(
v − (X>X)−1X>y
)
+
(
y>y − y>X(X>X)−1X>y
)
, (7)
where we performed a completion of the square. Therefore, the optimal affine function has
parameters
vopt = (X>X)−1X>y =
(∑
j x
2
j
∑
j xj∑
j xj
∑
j 1
)−1(∑
j xjyj∑
j yj
)
=
(
1
n
(∑
j x
2
j
∑
j xj∑
j xj
∑
j 1
))−1(
1
n
(∑
j xjyj∑
j yj
))
.
Note that applying Eq. (7) to D1 and D−1 after some rearrangement yields
LD,τ (W ) =
1
2
(v − voptD )>MD(v − voptD ) + const =
1
2
v>MDv + const ,
where the constant term is the optimal achievable loss by affine regression on D1 and D−1. J
E Stochastic Proofs
In this section, we show that W0 and D likely have certain properties. The results are
formulated in Proposition E.3 and Proposition E.5, respectively. In order to obtain these
results, we employ concentration inequalities. Besides Markov’s inequality, we use Hoeffding’s
inequality:
Lemma E.1 (Hoeffding’s inequality, e.g. Lemma A.3 in Györfi et al. [2002]). Let (Ω,F , P ) be
a probability space, a < b, n ≥ 1 and X1, . . . , Xn : Ω→ [a, b] be independent random variables.
Then, for τ ≥ 0, we have
P
(∣∣∣∣∣ 1n
n∑
i=1
(Xi − EXi)
∣∣∣∣∣ ≥ (b− a)
√
τ
2n
)
≤ 2e−τ .
Using Markov and Hoeffding, we can prove an asymptotic concentration result. The
intuition behind this result is that for random variables X1, . . . , Xn with mean zero and finite
variance, the value n−1/2(X1 + . . .+Xn) asymptotically has a Gaussian distribution by the
central limit theorem. The tail of the Gaussian distribution decreases stronger than any
inverse polynomial: If Φ is the CDF of a Gaussian distribution, then Φ(βnε) = O(n−γ) for
all β, ε, γ > 0, where the constant in O(n−γ) depends on β, ε, γ. However, the central limit
theorem does not tell us how close the CDF of n−1/2(X1+ . . .+Xn) is to Φ, so we use Markov’s
and Hoeffding’s inequalities instead.
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Lemma E.2. Let Q be a probability distribution on R with µp :=
∫ |x|p dQ(x) < ∞ for all
p ∈ (1,∞). For n ∈ N, let (Ωn,Fn, Pn) be probability spaces with independent Q-distributed
random variables Xn1, Xn2, . . . , Xnn : Ωn → R. Then, the random variables Sn := 1n
∑n
i=1Xni
satisfy
Pn
(
|Sn − ESn| ≥ βnε−1/2
)
= O(n−γ)
for all β, ε, γ > 0, where the constant in O(n−γ) may depend on β, ε, γ (cf. Definition A.2).
Proof. Let β, ε, γ > 0 be fixed. For n ∈ N and b > 0 to be determined later, define B :=
{max1≤i≤n |Xni| ≤ b}. Then, for all p > 0,
Pn(B
c) ≤
n∑
i=1
Pn(|Xni| ≥ b) ≤ nPn(|Xn1|p ≥ bp)
Markov≤ nEPn |Xn1|
p
bp
= n
µp
bp
. (8)
Since Sn = Sn1B + Sn1Bc , we can now bound
Pn(|Sn − ESn| ≥ βnε−1/2) ≤ Pn(|Sn1B − E(Sn1B)| ≥ βnε−1/2/2)︸ ︷︷ ︸
I
+ Pn(|Sn1Bc − E(Sn1Bc)| ≥ βnε−1/2/2)︸ ︷︷ ︸
II
.
With τ := γ log n and b := βnε
√
1
8γ logn , we have
(b− (−b))
√
τ
2n
= 2βnε
√
1
8γ log n
·
√
γ log n
2n
= βnε−1/2/2
and hence, Hoeffding (Lemma E.1) applied to Xi := Xni1|Xni|≤b yields
I ≤ 2e−τ = 2n−γ .
Moreover, we have
|EPn(Sn1Bc)| ≤ ‖Sn1Bc‖L1(Pn)
HÃ¶lder
≤ ‖Sn‖L2(Pn)‖1Bc‖L2(Pn)
≤
(
1
n
n∑
i=1
‖Xni‖L2(Pn)
)
‖1Bc‖L2(Pn) =
√
µ2
√
Pn(Bc)
(8)
≤ √µ2
√
n
µp
bp
=
√
µ2µp
βp
(8γ log n)p/4n(1−εp)/2 .
If we choose p ≥ 2/ε, we have (1− εp)/2 ≤ −1/2 < ε−1/2 and hence |E(Sn1Bc)| < βnε−1/2/2
for n large enough. Now, let n be sufficiently large. For ω ∈ B, we have Sn(ω)1Bc(ω) = 0 and
hence |Sn(ω)1Bc(ω)− E(Sn1Bc)| < βnε−1/2/2. Thus,
II ≤ P (Bc) ≤ nµp
bp
=
µp
βp
· (8γ log n)p/2n1−εp .
If we choose p > (1 + γ)/ε, then 1− εp < −γ and hence II = O(n−γ).
Now, we can prove that certain properties of the initializationW0 hold with high probability.
We will see that in all properties except (W4), the tails of the probability distributions decrease
so quickly that only the parameter γP in (W4) is relevant for the rate of convergence.
Proposition E.3. Let ε, γP > 0 and let W0 be distributed as in Assumption 2. Then, the
properties
(W1) bi,0 = c0 = 0,
(W2) maxi |wi,0| ≤ m−1/2+ε,
(W3) maxi |ai,0| ≤ mε,
(W4) mini |ai,0| ≥ m−(1+γP ),
(W5) Σσ,a2,0 ∈ [mVar(Za)/4,mVar(Za)] for all σ ∈ {±1},
(W6) Σσ,w2,0 ∈ [Var(Zw)/4,Var(Zw)] for all σ ∈ {±1},
(W7) |Σσ,wa,0| ≤ mε for all σ ∈ {±1}.
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are satisfied with probability ≥ 1−O(m−γP ), where the constant in O(m−γP ) may depend on
ε and γP (cf. Definition A.2).
Proof. We will show the statement for each of the properties (W1) – (W7) individually, the
rest follows by the union bound. Let Za, Zw be the random variables from Assumption 2.
By property (Q2) in Assumption 2, E|Za|p,E|Zw|p <∞ for all p ∈ (0,∞). It can be shown
(using the Minkowski and HÃ¶lder inequalities) that all other random variables used below
satisfy the same property, which we will use in order to apply Lemma E.2.
(W1) True by Assumption 2.
(W2) By the Markov inequality, for p > 0,
P initm
(
|wi,0| ≥ m−1/2+ε
)
= P initm
(
|wi,0|p ≥ m(−1/2+ε)p
)
≤ E|wi,0|
p
m(−1/2+ε)p
=
E|Zw|p
(
√
m)pm(−1/2+ε)p
= E(|Zw|p)m−εp .
By choosing p = (1 + γP )/ε, we can use the union bound to conclude
P initm
(
max
i
|wi,0| ≥ m−1/2+ε
)
≤ m · E(|Zw|p)m−εp = O(m1−εp) = O(m−γP ) .
(W3) Similar to (W2).
(W4) By property (Q1) of Assumption 2, Za has a probability density pa that is bounded by
BwaZ . Thus, for all δ ≥ 0, we obtain
P initm (|ai,0| ≤ δ) = P (|Za| ≤ δ) =
∫ δ
−δ
pa(x) dx ≤ 2δ ·BwaZ .
Therefore,
P initm
(
min
i
|ai,0| ≤ m−(1+γP )
)
≤
m∑
i=1
P initm
(
|ai,0| ≤ m−(1+γP )
)
≤ m · 2m−(1+γP ) ·BwaZ = O(m−γP ) .
(W5) For the next three properties, we need some preparation. Let
Aσ,i := 1(0,∞)(σai,0)ai,0
Wσ,i := 1(0,∞)(σai,0)wi,0 .
Note that the indicator function is applied to σai,0 in both definitions. Then, Σσ,a2,0 =∑
i∈Iσ a
2
i,0 =
∑m
i=1A
2
σ,i and similarly for Σσ,w2,0 and Σσ,wa,0. We obtain
EP initm A
2
σ,i =
∫
A2σ,i dP
init
m =
∫ (
1(0,∞)(σai,0)ai,0
)2
dP initm
=
∫
{σai,0>0}
a2i,0 dP
init
m =
∫
σ(0,∞)
x2pa(x) dx
(Q1)
=
1
2
∫
R
x2pa(x) dx =
E(Z2a )
2
(Q1)
=
Var(Za)
2
.
EP initm W
2
σ,i = EP initm
((
1(0,∞)(σai,0)
)2
w2i,0
)
indep.
=
(
EP initm
(
1(0,∞)(σai,0)
)2) · (EP initm w2i,0)
= P initm (σai,0 > 0) · E
(
m−1/2Zw
)2 (Q1)
=
1
2
· Var(Zw)
m
.
EP initm Wσ,iAσ,i = EP initm
(
1(0,∞)(σai,0)wi,0ai,0
)
indep.
=
(
EP initm wi,0︸ ︷︷ ︸
(Q1)
= 0
) · (EP initm 1(0,∞)(σai,0)ai,0) = 0 .
Now, define
Sm :=
Σσ,a2,0
m
=
1
m
m∑
i=1
A2σ,i ,
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which is an average of m i.i.d. variables that are p-integrable for every p > 0. Then,
EP initm Sm = EP initm A
2
σ,1 = Var(Za)/2 and Lemma E.2 with ε = 1/2, β = Var(Za)/4 yields:
P initm
(∣∣∣∣Sm − Var(Za)2
∣∣∣∣ ≥ Var(Za)4
)
≤ O(m−γP ) .
Hence,
P initm (Σσ,a2,0 /∈ [mVar(Za)/4,mVar(Za)]) = P initm (Sm /∈ [Var(Za)/4,Var(Za)])
≤ P initm (Sm /∈ [Var(Za)/4, 3 Var(Za)/4])
≤ O(m−γP ) .
(W6) An analogous argument yields P initm (Σσ,w2,0 /∈ [Var(Zw)/4,Var(Zw)]) ≤ O(m−γP ).
(W7) Let Sm := 1m
∑m
i=1Aσ,i ·
√
mWσ,i = Σσ,wa,0/
√
m. Then, EP initm Sm = 0 and thus
P initm (|Σσ,wa,0| ≥ mε) = P initm (|Sm| ≥ mε−1/2)
Lemma E.2≤ O(m−γP ) .
Now, we want to investigate stochastic properties of the data set. In order to show that
M−1D is likely close to M
−1
Pdata
(both are defined in Definition 8), we need the following lemma,
which is similar for example to Theorem 2.3.4 in Golub and Van Loan [1989]:
Lemma E.4. Let A,B ∈ Rm×m and let ‖ · ‖ be a matrix norm on Rm×m. If A is invertible
and ‖A−1‖‖A−B‖ < 1, then B is invertible with
‖B−1 −A−1‖ ≤ ‖A−1‖‖A−B‖‖B−1‖, ‖B−1‖ ≤ ‖A
−1‖
1− ‖A−1‖‖A−B‖ .
Proof. We have B = A(I −A−1(A−B)) and since ‖A−1(A−B)‖ ≤ ‖A−1‖‖A−B‖ < 1,
the Neumann series implies that
(I −A−1(A−B))−1 =
∞∑
k=0
(A−1(A−B))k .
Hence B is invertible with B−1 −A−1 = A−1(A−B)B−1 and
B−1 = (I −A−1(A−B))−1A−1 =
∞∑
k=0
(A−1(A−B))kA−1 ,
which yields both bounds using the submultiplicativity of ‖ · ‖.
Now, we can show that for large n, a sampled data set D likely has characteristics that are
close to P data. We use the convention ∞ · 0 :=∞.
Proposition E.5. Let P data satisfy Assumption 17, let ε,Kdata > 0, m ≥ 1 and γdata, γ′ ≥ 0.
If η = ∞, we further assume that Kdata satisfies P data((−Kdata,Kdata) × R) = 0. Finally,
let D be a data set with n data points (xj , yj) sampled independently from P data. Then with
probability 1−O(n−γ′ + nm−ηγdata) the following hold:
(D1) ‖voptD − voptPdata‖∞ ≤ nε−1/2,
(D2) For σ ∈ {±1}, 12λmin(MPdata,σ) ≤ λmin(MD,σ) and λmax(MD,σ) ≤ 2λmax(MPdata,σ),
(D3) xD ≥ Kdatam−γdata .
Proof. We use the shorthand P := P data. Again, we bound the probabilities for each property
separately.
(D1) For σ ∈ {±1}, define
Sn := (MD,σ)11 =
1
n
n∑
j=1
1(0,∞)(σxj)x2j .
Then,
EPnSn =
1
n
n∑
j=1
ED∼Pn(1(0,∞)(σxj)x2j ) = E(x,y)∼P1(0,∞)(σx)x2 = (MP,σ)11 .
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Because P is bounded, it has finite moments and we can apply Lemma E.2: For all
β > 0,
Pn
(
|(MD,σ)11 − (MP,σ)11| ≥ βn(ε−1)/2
)
= O(n−γ) .
We can get similar bounds for other entries of MD,σ and uˆ0D,σ. Since
MD −MP = P˜
(
MD,1 −MP,1 0
0 MD,−1 −MP,−1
)
P˜ , uˆ0D = P˜
(
uˆ0D,1
uˆ0D,−1
)
,
and ‖P˜ ‖∞ = 1, the union bound implies that the following properties hold with
probability 1−O(n−γ′):
‖MD,±1 −MP,±1‖∞ ≤ 2βn(ε−1)/2, ‖MD −MP ‖∞ ≤ 2βn(ε−1)/2,
‖uˆ0D − uˆ0P ‖∞ ≤ βn(ε−1)/2 . (9)
Now assume that (9) holds. Set A := MP ,B := MD,a := uˆ0P , b := uˆ
0
D. By condition
(P1), A is invertible. Without loss of generality, we can assume ε < 1/2. Then, for n
large enough,
‖A−1‖∞‖A−B‖∞ ≤ ‖A−1‖∞2βn(ε−1)/2 ≤ 1
2
.
Hence, Lemma E.4 implies that B = MD is invertible with ‖B−1‖∞ ≤ 2‖A−1‖∞ and
‖voptD − voptP ‖∞ = ‖B−1b−A−1a‖∞
≤ ‖B−1‖∞‖b− a‖∞ + ‖B−1 −A−1‖∞‖a‖∞
≤ ‖B−1‖∞‖b− a‖∞ + ‖A−1‖∞‖A−B‖∞‖B−1‖∞‖a‖∞
≤ 2‖A−1‖∞
(‖b− a‖∞ + ‖A−1‖∞‖a‖∞‖B −A‖∞)
(9)
≤ 4‖A−1‖∞(1 + ‖A−1‖∞‖a‖∞)βn(ε−1)/2 .
We can choose β > 0 such that 4‖A−1‖∞(1 + ‖A−1‖∞‖a‖∞)β ≤ 1. Therefore,
‖voptP,σ − voptD,σ‖∞ ≤ n(ε−1)/2
with probability 1−O(n−γ′).
(D2) For σ ∈ {±1} and each v ∈ R2, we have
|v>MD,σv − v>MP,σv| ≤ ‖v‖2‖MD,σ −MP,σ‖2‖v‖2 ≤
√
2‖MD,σ −MP,σ‖∞‖v‖22
since ‖ · ‖2 ≤
√
2‖ · ‖∞ on R2×2 as mentioned in Definition A.3. If we choose β > 0 small
enough such that (9) implies
√
2‖MD,σ −MP,σ‖∞ ≤ λmin(MP,σ)/2, it follows that
λmin(MD,σ) = inf‖v‖2=1
v>MD,σv ≥ inf‖v‖2=1v
>MP,σv − |v>MP,σv − v>MD,σv|
≥ λmin(MP,σ)−
√
2‖MD,σ −MP,σ‖∞ ≥ λmin(MP,σ)/2 .
Since (9) holds with probability 1 − O(n−γ′), we have λmin(MD,σ) ≥ λmin(MP,σ)/2
with probability 1−O(n−γ). The probability for λmax(MD,σ) ≤ 2λmax(MP,σ) can be
bounded similarly.
(D3) In the case η =∞ and PX((−Kdata,Kdata)) = 0, this obviously holds with probability
one since Kdatam−γdata ≤ Kdata ≤ xD almost surely. Otherwise, using property (P2)
from Assumption 17 and the union bound yields
Pn(xD < Kdatam
−γdata) ≤
n∑
j=1
Pn(|xj | < Kdatam−γdata)
(P2)
≤ n ·O ((Kdatam−γdata)η) = O(nm−ηγdata) .
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F Reference Dynamics
In this section, we define a matrixAref ≈ A0 and study the asymptotic behavior of h
∑∞
k=0 ‖vk‖
when vk satisfies a reference system
vk+1 = vk − hArefMDvk,
instead of the actual dynamics vk+1 = vk − hAkMDvk. The solution of the reference system
is simply vk = (I4 − hArefMD)kv0.
Definition F.1. Let Aref := B(Gw0 + G
ab
0 )B + C, where B,G
w,Gab,C are defined in
Definition C.1. Moreover, define the symmetric matrix
H := M
1/2
D A
refM
1/2
D = M
1/2
D (A
refMD)M
−1/2
D . J
Assumption F.2. Assume that γψ, γdata, γP ≥ 0 with γψ + γdata + γP < 1/2. Moreover, we
only consider initial vectors W0 which satisfy the conditions (W1) – (W7) in Proposition E.3.
Similar to Theorem 10, we further assume that
K−1M ≤ λmin(MD) ≤ λmax(MD) ≤ KM
ψD,p = O(1)
ψD,q = O(m
γψ−1)
h ≤ λmax(H)−1
0 < ε <
1/2− (γψ + γdata + γP )
3
,
where KM > 0 is a constant and H depends on D and W0. Note that since eig(MD) =
eig(MD,1) ∪ eig(MD,−1) by construction of MD, the first condition is equivalent to
K−1M ≤ λmin(MD,σ) ≤ λmax(MD,σ) ≤ KM for σ = ±1 . J
Lemma F.3. Let Assumption F.2 be satisfied. The matrix Aref is of the form
Aref =
(
Aref1
Aref2
)
with 0 ≺ Aref1 ,Aref2 ∈ R2×2 and
λmin(A
ref
1 ) = Θ(m), λmax(A
ref
1 ) = Θ(m), λmin(A
ref
2 ) = Θ(1), λmax(A
ref
2 ) = Θ(1) .
Proof. Since bi,0 = 0 by initialization property (W1) in Proposition E.3, we have Σσ,ab,0 =
Σσ,b2,0 = 0. Since the distributions of Za, Zw have densities by (Q1) in Assumption 2, we have
Var(Za),Var(Zw) > 0. This yields
Gwσ,0 +G
ab
σ,0 =
(
Σσ,w2,0 + Σσ,a2,0
Σσ,w2,0
)
(W5), (W6)
=
(
Θ(m)
Θ(1)
)
.
Hence,
Gw0 +G
ab
0 = P˜ (G˜
w
0 + G˜
ab
0 )P˜ = P˜
(
Gw1,0 +G
ab
1,0
Gw−1,0 +G
ab
−1,0
)
P˜
= P˜

Θ(m)
Θ(1)
Θ(m)
Θ(1)
 P˜ =

Θ(m)
Θ(m)
Θ(1)
Θ(1)

=:
(
G1
G2
)
.
We have seen in Definition C.1 that
B =
(
Bˆ
Bˆ
)
, Bˆ =
(
1 α
α 1
)
, C =

0 0
0 0
1 1
1 1
 =: (0 Cˆ
)
.
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Using the previous results, we obtain
Aref =
(
BˆG1Bˆ
BˆG2Bˆ + Cˆ
)
=:
(
Aref1
Aref2
)
.
The matrix Bˆ is fixed and invertible since |α| 6= 1. Moreover, eig(Cˆ) = {0, 2}. This yields
eig(Aref1 ) = eig(BˆG1Bˆ) = Θ(m)
eig(Aref2 ) = eig(BˆG2Bˆ + Cˆ) = Θ(1) .
Proposition F.4. Let Assumption F.2 be satisfied. We have
h
∞∑
k=0
‖(I4 − hArefM)kv0‖∞ = O(mε+γψ−1)
h
∞∑
k=0
‖(I4 − hArefM)k‖∞ = O(1) .
Proof. We divide the proof in multiple steps:
(1) Investigate the initial vector :
By definition, we have v0 = v0 − voptD . Therefore,
|v0| ≤ |v0|+ |voptD |
≤

|p1,0|
|p−1,0|
|q1,0|
|q−1,0|
+

ψD,p
ψD,p
ψD,q
ψD,q
 =

|Σ1,wa,0 + αΣ−1,wa,0|
|Σ−1,wa,0 + αΣ1,wa,0|
|Σ1,wb,0 + αΣ−1,wb,0|
|Σ−1,wb,0 + αΣ1,wb,0|
+

ψD,p
ψD,p
ψD,q
ψD,q

(W1), (W7), F.2
≤

O(mε)
O(mε)
0
0
+

O(1)
O(1)
O(mγψ−1)
O(mγψ−1)
 ≤

O(mε)
O(mε)
O(mγψ−1)
O(mγψ−1)
 .
Thus, we can group
v0 =
(
v0,1
v0,2
)
with v0,1,v0,2 ∈ R2 and ‖v0,1‖∞ = O(mε), ‖v0,2‖∞ = O(mγψ−1).
(2) Diagonalization yields a simple bound:
The matrix ArefM is similar to the symmetric matrix
H := M1/2ArefM1/2 = M1/2(ArefM)M−1/2  0 .
The matrix H can thus be orthogonally diagonalized as H = UDU> with U orthogonal
and D diagonal such that D contains the eigenvalues of H in descending order. Then,
I4 − hD only contains non-negative entries due to the condition h ≤ λmax(H)−1 with
its maximal entry being 1 − hλmin(H). Thus, ‖(I4 − hD)k‖2 = (1 − hλmin(H))k. By
applying (I4 − hArefM)M−1/2 = M−1/2 − hArefM1/2 = M−1/2(I4 − hH) inductively,
we find (I4 − hArefM)kM−1/2 = M−1/2(I4 − hH)k. We can now compute
h
∞∑
k=0
‖(I4 − hArefM)k‖2 = h
∞∑
k=0
‖M−1/2(I4 − hH)kM1/2‖2
= h
∞∑
k=0
‖M−1/2U(I4 − hD)kU>M1/2‖2
≤ ‖M−1/2‖2‖M1/2‖2 · h
∞∑
k=0
‖(I4 − hD)k‖2
= cond(M1/2)h
∞∑
k=0
(1− hλmin(H))k
=
√
cond(M)
h
1− (1− hλmin(H))
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cond(M)
λmin(H)
≤ O(1) , (10)
where λmin(H) ≥ Ω(1) since for v ∈ R4, we have
v>Hv = (M1/2v)>Aref(M1/2v) ≥ λmin(Aref)v>Mv ≥ λmin(Aref)λmin(M)v>v ,(11)
where λmin(Aref)λmin(M) = Θ(1) by Assumption F.2 and Lemma F.3.
(3) AM has 2 “large” eigenvalues:
Let
M =
(
M11 M12
M>12 M22
)
, M1/2 =
(
M˜11 M˜12
M˜>12 M˜22
)
be the block decompositions of M and M1/2 into 2× 2 blocks. Then,
M1/2ArefM1/2 =
(
M˜11A
ref
1 M˜11 + M˜12A
ref
2 M˜
>
12 ∗
∗ ∗
)
and by Cauchy’s interlacing theorem (cf. e.g. Corollary III.1.5 in [Bhatia, 2013]), the
second largest eigenvalue λ2(H) of H satisfies
λ2(H) ≥ λ2(M˜11Aref1 M˜11 + M˜12Aref2 M˜>12) = λmin(M˜11Aref1 M˜11 + M˜12Aref2 M˜>12)
≥ λmin(M˜11Aref1 M˜11) ≥ λmin(Aref1 )λmin(M˜11)2 ≥ λmin(Aref1 )λmin(M1/2)2
= λmin(A
ref
1 )λmin(M) ≥ Θ(m) . (12)
(4) Lower components of eigenvectors to large eigenvalues are small:
Let w = (w1,w2)> be an eigenvector of ArefM with eigenvalue λ ≥ λ2(H) ≥ Θ(m). The
lower part of the identity λw = ArefMw reads as
λw2 = A
ref
2 M
>
12w1 +A
ref
2 M22w2 ,
which yields
Θ(m)‖w2‖2 ≤ λ‖w2‖2 ≤ ‖Aref2 ‖2‖M>12‖2‖w1‖2 + ‖Aref2 ‖2‖M22‖2‖w2‖2
≤ Θ(1)‖w1‖2 + Θ(1)‖w2‖2
and hence (for large m)
‖w2‖2 ≤ Θ(1)
Θ(m)−Θ(1)‖w1‖2 = O(m
−1)‖w1‖2 . (13)
(5) The first two eigenvectors of ArefM are “well-conditioned”:
Let
U =
(
U1 U2
)
=
(
U11 U12
U21 U22
)
, F =
(
F 1 F 2
)
:= U>1 M
1/2,
W =
(
W 1
W 2
)
:= M−1/2U1 .
The columns of W are the eigenvectors of ArefM to the 2 largest eigenvalues:
ArefMW = M−1/2M1/2ArefM1/2U1 = M−1/2UDU>U1 = M−1/2UD
(
I2
0
)
= M−1/2U1D1 = WD1 , (14)
where D1 is the upper left 2× 2 block of D. Thus,
‖F ‖2 ≤ ‖U>1 ‖2‖M1/2‖2 = 1 · λmax(M1/2) = Θ(1)
‖W ‖2 ≤ ‖M−1/2‖2‖U1‖2 = λmax(M−1/2) · 1 = Θ(1)
‖W 2‖2 ≤ ‖W 2‖F
(13)
≤ O(m−1)‖W 1‖F ≤ O(m−1)‖W ‖2 ≤ O(m−1) .
We want to show that W−11 exists and ‖W−11 ‖2 is sufficiently small. Observe that
I2 = U
>
1 U1 = FW = F 1W 1 + F 2W 2 and
‖F 2W 2‖2 ≤ ‖F 2‖2‖W 2‖2 ≤ O(m−1) ≤ 1
2
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for large m. Hence, F 1W 1 = I2 − F 2W 2 is invertible with
(F 1W 1)
−1 =
∞∑
k=0
(F 2W 2)
k, ‖(F 1W 1)−1‖2 ≤
∞∑
k=0
‖F 2W 2‖k2 ≤ 2 .
Since F 1W 1 has full rank, W 1 and F 1 must also have full rank. Hence, (F 1W 1)−1 =
W−11 F
−1
1 and
‖W−11 ‖2 ≤ ‖(F 1W 1)−1‖2‖F 1‖2 ≤ O(1) .
(6) Bound the sum for a “similar” initial vector:
Note that for v˜2 := W 2W−11 v0,1, we have
WW−11 v0,1 =
(
I2
W 2W
−1
1
)
v0,1 =
(
v0,1
v˜2
)
(15)
and v˜2 is “small”:
‖v˜2‖2 ≤ ‖W 2‖2‖W−11 ‖2‖v0,1‖2 ≤ O(m−1)O(1)O(mε) = O(mε−1) .
By Eq. (14), we have ArefMW = WD1, where D1 is the upper left 2 × 2 block of D.
Therefore,
h
∞∑
k=0
‖(I4 − hArefM)kWW−11 v0,1‖2 = h
∞∑
k=0
‖W (I2 − hD1)kW−11 v0,1‖2
≤ ‖W ‖2‖W−11 ‖2‖v0,1‖2 · h
∞∑
k=0
‖(I2 − hD1)k‖2 ,
where
‖W ‖2‖W−11 ‖2‖v0,1‖2 ≤ O(1)O(1)O(mε) = O(mε)
and we can compute the remaining sum similar to step (2):
h
∞∑
k=0
‖(I2 − hD1)k‖2 = h
∞∑
k=0
(1− hλ2(H))k ≤ h
1− (1− hλ2(H))
(12)
≤ O(m−1) .
(7) Bound the original sum:
Using v0 = WW−11 v0,1 +
(
0
v0,2 − v˜2
)
, we obtain
h
∞∑
k=0
‖(I4 − hArefM)kv0‖2
(15)
≤ h
∞∑
k=0
‖(I4 − hArefM)kWW−11 v0,1‖2
+ h
∞∑
k=0
∥∥∥∥(I4 − hArefM)k ( 0v0,2 − v˜2
)∥∥∥∥
2
≤ h
∞∑
k=0
‖(I4 − hArefM)kWW−11 v0,1‖2
+ h
∞∑
k=0
‖(I4 − hArefM)k‖2 · (‖v0,2‖2 + ‖v˜2‖2)
(10), Step (5)
≤ O(m−1)O(mε) +O(1) (O(mγψ−1) +O(mε−1))
≤ O(mε+γψ−1) .
G Training Dynamics
In this section, we investigate how much the weights Wk change during training, which allows
us to prove Theorem 10 at the end of this section. To this end, we first define important terms.
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Definition G.1. For any sequence (zk)k∈N0 , define
∆kz := max
0≤l≤k
|zl − z0| ,
where the supremum should be taken element-wise if z is a vector or a matrix. Moreover, let
κu,k := h
k∑
l=0
‖ul‖∞, Q˜ :=
0 0 10 0 1
1 1 0
 , 13 :=
11
1
 , 13×3 :=
1 1 11 1 1
1 1 1
 . J
Now, we can state a general result, which resembles a first-order Taylor approximation:7
Proposition G.2. Let k ∈ N0, σ ∈ {±1} and i ∈ Iσ. Then, with | · | and ≤ understood
component-wise,
∆kθi ≤ κu,kQ˜|θi,0|+ 2κ2u,ke2κu,k‖θi,0‖∞13
∆kΣσ ≤ κu,k(Q˜|Σσ,0|+ |Σσ,0|Q˜) + 8κ2u,ke4κu,k‖Σσ,0‖∞13×3 .
Proof. The inequality
‖(A+ I)2 − 2A− I‖∞ ≤ (‖A‖∞ + ‖I‖∞)2 − 2‖A‖∞ − ‖I‖∞
for arbitrary matrices A looks like an incorrect application of the triangle inequality due to
the minus signs. However, it is correct since the subtracted terms exactly match terms in the
expansion of the first term (since ‖I‖∞ = 1):
‖(A+ I)2 − 2A− I‖∞ = ‖A2 + 2A+ I − 2A− I‖∞ = ‖A2‖∞
≤ ‖A‖2∞ = ‖A‖2∞ + 2‖A‖∞ + ‖I‖∞ − 2‖A‖∞ − ‖I‖∞
= (‖A‖∞ + ‖I‖∞)2 − 2‖A‖∞ − ‖I‖∞ .
We can apply the same trick to obtain bounds on |θi,k − θi,0| and |Σσ,k −Σσ,0|:8 Define
Q˜k := h
k∑
l=0
Qσ,l, s˜k := h
k∑
l=0
‖Qσ,l‖∞ .
Since
θi,k = (I3 + hQσ,k−1) · . . . · (I3 + hQσ,0)θi,0
Σσ,k = (I3 + hQσ,k−1) · . . . · (I3 + hQσ,0)Σσ,0(I3 + hQσ,0) · . . . · (I3 + hQσ,k−1),
we find with 1 + x ≤ ex:
‖θi,k − Q˜k−1θi,0 − θi,0‖∞
≤ (1 + h‖Qσ,k−1‖∞) · . . . · (1 + h‖Qσ,0‖∞)‖θi,0‖∞ − s˜k−1‖θi,0‖∞ − ‖θi,0‖∞
≤ (es˜k−1 − s˜k−1 − 1)‖θi,0‖∞
and similarly
‖Σσ,k − Q˜k−1Σσ,0 −Σσ,0Q˜k−1 −Σσ,0‖∞
≤ (1 + h‖Qσ,k−1‖∞) · · · (1 + h‖Qσ,0‖∞)‖Σσ,0‖∞(1 + h‖Qσ,0‖∞) · · · (1 + h‖Qσ,k−1‖∞)
− (s˜k−1‖Σσ,0‖∞ + ‖Σσ,0‖∞s˜k−1 + 1)
≤ (e2s˜k−1 − 2s˜k−1 − 1)‖Σσ,0‖∞ .
Observe that
ex − x− 1 =
∞∑
k=2
xk
k!
= x2
∞∑
k=0
xk
(k + 2)!
(k+2)!≥2k!
≤ 1
2
x2
∞∑
k=0
xk
k!
=
1
2
x2ex .
7In the “first-order term”, the matrices are still sparse. “Higher-order” approximations are not useful for our
purpose.
8The bound on ∆kθi and ∆kΣσ then follows since the bound is increasing in k.
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Obviously,
|Q˜k| ≤ h
k∑
l=0
|Qσ,l| = h
 0 0
∑k
l=0 |rσ,l|
0 0
∑k
l=0 |sσ,l|∑k
l=0 |rσ,l|
∑k
l=0 |sσ,l|
 ≤ κu,kQ˜ .
We also have s˜k ≤ 2κu,k since
‖Qσ,l‖∞ = max
i∈{1,...,3}
3∑
j=1
|(Qσ,l)ij | = |rσ,l|+ |sσ,l| ≤ 2‖ul‖∞ .
Aggregating the previous results and using κu,k−1 ≤ κu,k yields
|θi,k − θi,0| ≤ |Q˜k−1||θi,0|+ ‖θi,k − Q˜k−1θi,0 − θi,0‖∞13
≤ κu,kQ˜|θi,0|+ 2κ2u,ke2κu,k‖θi,0‖∞13 .
|Σσ,k −Σσ,0| ≤ |Q˜k−1||Σσ,0|+ |Σσ,0||Q˜k−1|
+ ‖Σσ,k − Q˜k−1Σσ,0 −Σσ,0Q˜k−1 −Σσ,0‖∞13×3
≤ κu,k(Q˜|Σσ,0|+ |Σσ,0|Q˜) + 8κ2u,ke4κu,k‖Σσ,0‖∞13×3 .
Corollary G.3. Let Assumption F.2 be satisfied. If κu,k ≤ O(mε+γψ−1) for some k ∈ N0
with bound independent of k, we have
∆kθi ≤ O(m2ε+γψ )
O(m−3/2)O(m−3/2)
O(m−1)
 ,
∆kΣσ ≤ O(m2ε+γψ )
O(m−1) O(m−1) O(1)O(m−1) O(m−3/2) O(m−1)
O(1) O(m−1) O(m−1)

with a bound independent of k.
Proof. Note that since ε+ γψ < 1, we have e4κu,k = O(1).
(a) By properties (W1), (W2), and (W3) in Proposition E.3, we have
|θi,0| =
 |ai,0||bi,0|
|wi,0|
 ≤
 mε0
mε−1/2
 .
We can now apply Proposition G.2 to obtain
|θi,k − θi,0| ≤ κu,kQ˜|θi,0|+ 2κ2u,ke2κu,k‖θi,0‖∞13
≤ κu,k
mε−1/2mε−1/2
mε
+ 2κ2u,ke2κu,kmε13
≤ O(m2ε+γψ )
O(m−3/2)O(m−3/2)
O(m−1)
+O(mε+γψ )
O(m−2)O(m−2)
O(m−2)

ε+γψ≤1/2
= O(m2ε+γψ )
O(m−3/2)O(m−3/2)
O(m−1)
 .
(b) By properties (W1), (W5), (W6) and (W7) in Proposition E.3, we have
|Σσ,0| =
 |Σσ,a2,0| |Σσ,ab,0| |Σσ,wa,0||Σσ,ab,0| |Σσ,b2,0| |Σσ,wb,0|
|Σσ,wa,0| |Σσ,wb,0| |Σσ,w2,0|
 =
O(m) 0 O(mε)0 0 0
O(mε) 0 O(1)
 .
Since ε ≤ 1, we can conclude ‖Σσ,0‖∞ = O(m) and
Q˜|Σσ,0|+ |Σσ,0|Q˜ =
O(mε) 0 O(1)O(mε) 0 O(1)
O(m) 0 O(mε)
+
O(mε) O(mε) O(m)0 0 0
O(1) O(1) O(mε)

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=O(mε) O(mε) O(m)O(mε) 0 O(1)
O(m) O(1) O(mε)
 .
We can now apply Proposition G.2 to obtain
|Σσ,k −Σσ,0|
≤ κu,k(Q˜|Σσ,0|+ |Σσ,0|Q˜) + 8κ2u,ke4κu,k‖Σσ,0‖∞13×3
≤ O(m2ε+γψ )
O(m−1) O(m−1) O(1)O(m−1) 0 O(m−1)
O(m−1) O(m−1) O(m−1)
+O(mε+γψ−2)13×3

ε+γψ≤1/2
= O(m2ε+γψ )
O(m−1) O(m−1) O(1)O(m−1) O(m−3/2) O(m−1)
O(1) O(m−1) O(m−1)
 .
Remark G.4. We will prove in Proposition G.6 that the assumption of Corollary G.3 is
satisfied. Although the first inequality of Corollary G.3 already provides bounds on the change
of the individual weights, the second inequality is interesting as well because its bounds are
stronger than what one would expect only from the individual weight bounds in the first
inequality: For the sake of simplicity, pretend that ε = γψ = 0. Then, for example, one could
argue using the first inequality that
∆kΣσ,a2 = max
0≤l≤k
∣∣∣∣∣∑
i∈Iσ
(a2i,l − a2i,0)
∣∣∣∣∣ ≤∑
i∈Iσ
max
0≤l≤k
|a2i,l − a2i,0|
=
∑
i∈Iσ
max
0≤l≤k
|ai,l + ai,0| · |ai,l − ai,0| ≤
∑
i∈Iσ
(|ai,0|+ ∆kai)∆kai
≤
∑
i∈Iσ
(O(1) +O(m−3/2))O(m−3/2) = |Iσ|O(m−3/2) ≤ O(m−1/2) ,
which is weaker than the bound ∆kΣσ,a2 ≤ O(m−1) obtained by the second inequality.
These stronger bounds will be crucial in proving that the assumption κu,k ≤ O(mε+γψ−1) of
Corollary G.3 is satisfied. Also, note that for ε = γψ = 0, the weakest bound
∆kΣσ,wa = O(1)
cannot be improved: Σσ,wa = pσ is the slope of fW,τ ,σ, which initially satisfies |Σσ,wa,0| ≤ O(1)
by (W7) and needs to converge to an poptσ that is independent of Σσ,wa,0 and also satisfies
|poptσ | ≤ ψD,p ≤ O(1). Our proof works since Σσ,wa only occurs in hGwab with a small factor
h, but neither in Gw nor Gab. J
We will soon use Corollary G.3 to prove its own assumption κu,k = O(mε+γψ−1). To this
end, we first need a lemma that connects the reference system δv = −hArefMv to the actual
system δv = −hAMv.
Lemma G.5. For m ≥ 1, let ‖ · ‖ denote an arbitrary vector norm on Rm and its induced
matrix norm. Let k ∈ N0, K0, . . . ,Kk−1 ∈ Rm×m and K˜ ∈ Rm×m. If
δk−1 :=
k−1∑
l=0
‖K˜l‖ · sup
l∈{0,...,k−1}
‖Kl − K˜‖ < 1 ,
where δ−1 := 0, then each sequence v0, . . . ,vk ∈ Rm with vl+1 = Klvl for all l ∈ {0, . . . , k−1}
satisfies
k∑
l=0
‖vl‖ ≤ 1
1− δk−1
k∑
l=0
‖K˜lv0‖ .
Proof. Clearly, for l ∈ {0, . . . , k − 1},
vl+1 = K˜vl + (Kl − K˜)vl
and hence, by induction on l,
vl = K˜
l
v0 +
l−1∑
l′=0
K˜
l−1−l′
(Kl′ − K˜)vl′
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for all l ∈ {0, . . . , k}. Summing norms on both sides yields
k∑
l=0
‖vl‖ ≤
k∑
l=0
‖K˜lv0‖+
k∑
l=0
l−1∑
l′=0
‖K˜l−1−l
′
(Kl′ − K˜)vl′‖
=
k∑
l=0
‖K˜lv0‖+
k−1∑
l′=0
k∑
l=l′+1
‖K˜l−1−l
′
(Kl′ − K˜)vl′‖
≤
k∑
l=0
‖K˜lv0‖+
k−1∑
l′=0
k−1−l′∑
l=0
‖K˜l‖
 · sup
l∈{0,...,k−1}
‖Kl − K˜‖ · ‖vl′‖
≤
k∑
l=0
‖K˜lv0‖+ δk−1
k∑
l′=0
‖vl′‖ .
Hence (1 − δk−1)
∑k
l=0 ‖vl‖ ≤
∑k
l=0 ‖K˜
l
v0‖ and since δk−1 < 1, the inequality is preserved
when dividing by 1− δk−1.
Proposition G.6. Let Assumption F.2 be satisfied. We have
κu,k ≤ O(mε+γψ−1) ,
where κu,k was defined in Definition G.1 and the bound O(mε+γψ−1) is independent of k ∈ N0.
Proof. By Proposition C.5, we know that vk+1 = (I4 − hAkMD)vk. We want to bound
κu,k = h
∑k
l=0 ‖ul‖∞ = h
∑k
l=0 ‖BMDvl‖∞ by comparing it to the reference system δv =
−hArefMDv using Lemma G.5. Hence, we define
δk :=
k∑
l=0
‖(I4 − hArefMD)l‖∞ · sup
0≤l≤k
‖(I4 − hArefMD)− (I4 − hAlMD)‖∞
= h
k∑
l=0
‖(I − hArefMD)l‖∞ · sup
0≤l≤k
‖(Al −Aref)MD‖∞ . (16)
For m large enough, we want to prove by induction that δk ≤ 1/2 for all k ∈ N0. Trivially,
δ−1 = 0 ≤ 1/2. Now let k ∈ N0 with δk−1 ≤ 1/2.
(1) By Lemma C.4, we have u˜k = −B˜M˜Dv˜k and hence uk = −BMDvk. Thus,
κu,k = h
k∑
l=0
‖ul‖∞ ≤ ‖B‖∞‖MD‖∞ · h
k∑
l=0
‖vl‖∞ .
Because δk−1 ≤ 1/2, we can apply Lemma G.5 and obtain
h
k∑
l=0
‖vl‖∞ ≤ 1
1− δk−1h
k∑
l=0
‖(I4 − hArefMD)lv0‖∞
≤ 2h
∞∑
l=0
‖(I4 − hArefMD)lv0‖∞
Proposition F.4
≤ O(mε+γψ−1) .
Norm equivalence (cf. Definition A.3) yields
‖MD‖∞ ≤ O(‖MD‖2) = O(λmax(MD)) Assumption F.2= O(1) . (17)
Hence, we can write
κu,k = O(m
ε+γψ−1) , (18)
where, in accordance with Definition A.2, the constant in O(mε+γψ−1) does not depend
on the induction step k.
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(2) Let us investigate the components of Eq. (16):
h
k∑
l=0
‖(I4 − hArefMD)l‖∞ ≤ h
∞∑
l=0
‖(I4 − hArefMD)l‖∞ Proposition F.4= O(1)
(Al −Aref)MD = B
(
(Gwl −Gw0 ) + (Gabl −Gab0 ) + hGwabl
)
BMD
⇒ ‖(Al −Aref)MD‖∞ (17)= O(1) · (‖Gwl −Gw0 ‖∞ + ‖Gabl −Gab0 ‖∞ + h‖Gwabl ‖∞).
First of all, for 0 ≤ l ≤ k,
‖Gwl −Gw0 ‖∞ ≤ max
σ∈{±1}
∆kΣσ,w2
Corollary G.3
≤ O(m2ε+γψ−1) .
Similarly, for 0 ≤ l ≤ k,
‖Gabl −Gab0 ‖∞ ≤ max
σ∈{±1}
(∆kΣσ,a2 + ∆kΣσ,ab + ∆kΣσ,b2) ≤ O(m2ε+γψ−1) .
Observe that
h|rσ,l| ≤ h‖ul‖∞ ≤ h
k∑
l′=0
‖ul′‖∞ = κu,k (18)= O(mε+γψ−1)
and similarly h|sσ,l| = O(mε+γψ−1). Thus, we find
h‖Gwabl ‖∞ = max
σ∈{±1}
h|rσ,lΣσ,wa,l + sσ,lΣσ,wb,l|
= O(mε+γψ−1) ·
(
max
σ∈{±1}
|Σσ,wa,l|+ |Σσ,wb,l|
)
.
Similar to the other calculations, we can compute for 0 ≤ l ≤ k
|Σσ,wa,l| ≤ |Σσ,wa,0|+ ∆kΣσ,wa
(W7)
≤ O(mε) +O(m2ε+γψ ) = O(m2ε+γψ )
|Σσ,wb,l| ≤ |Σσ,wb,0|+ ∆kΣσ,wb ≤ 0 +O(m2ε+γψ−1) = O(m2ε+γψ−1) ,
which yields h‖Gwabl ‖∞ = O(m3ε+2γψ−1).
We can now revisit the beginning of step (2) to obtain
‖(Al −Aref)MD‖∞ = O(m3ε+2γψ−1)
and
δk
(16)
= h
k∑
l=0
‖(I4 − hArefMD)l‖∞ · sup
0≤l≤k
‖(Al −Aref)MD‖∞
= O(1) ·O(m3ε+2γψ−1) = O(m3ε+2γψ−1) .
We have shown that δk−1 ≤ 1/2 implies δk ≤ O(m3ε+2γψ−1), where the constant hidden
in O(m3ε+2γψ−1) does not depend on k. Since 3ε + 2γψ < 1 by Assumption F.2, we have
limm→∞m3ε+2γψ−1 = 0 and there exists m0 ∈ N0 such that for all m ≥ m0 and k ∈ N0,
δk−1 ≤ 1/2 implies δk ≤ 1/2 and the induction works. Thus, for all m ≥ m0 and k ∈ N0, we
know that δk−1 ≤ 1/2 and we can apply step (1) to obtain
κu,k = O(m
ε+γψ−1) .
We can now prove our main theorem:
Proof of Theorem 10. Since γψ + γdata + γP < 1/2, we can assume without loss of generality
that
0 < ε <
1/2− (γψ + γdata + γP )
3
.
Moreover, if (W1) – (W7) from Proposition E.3 are satisfied, we have (similar to Eq. (11) in
the proof of Proposition F.4)
λmax(H) = λmax(M
1/2
D A
refM
1/2
D ) ≤ ‖M1/2D ‖22λmax(Aref) = λmax(MD)λmax(Aref)
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Lemma F.3≤ KMΘ(m) .
Hence, there exists a constant C−1lr > 0 with λmax(H) ≤ C−1lr m. For this choice, assumption
(3) yields
h ≤ Clrm−1 ≤ 1
λmax(H)
.
Therefore, Assumption F.2 is satisfied whenever the initialization satisfies (W1) – (W7).
By our choice of ε, we have
2ε+ γψ − 3/2 < −1− γP − γdata ≤ −1− γP . (19)
For x := Kdatam−γdata , we then obtain using (W4), Corollary G.3 and Proposition G.6:
(|ai,0| − |ai,0 − ai,k|)x ≥
(
Ω(m−1−γP )−O(m2ε+γψ−3/2)
)
Θ(m−γdata)
(19)
= Ω(m−1−γP−γdata)
|bi,k| = |bi,k − bi,0| ≤ O(m2ε+γψ−3/2) .
Using (19) again, we find that there exists m0 such that for all m ≥ m0 and all i ∈ I, k ∈ N0,
|bi,k| < (|ai,0| − |ai,0 − ai,k|)x ,
which, in terms of Lemma B.2, means Wk ∈ SW0(x). Since x ≤ xD by assumption, we also
have Wk ∈ SW0(xD). But then, Lemma B.2 tells us that ∇LD,τ (Wk) = ∇LD(Wk) and that
fW |[x,∞) = fW,τ ,1|[x,∞) as well as fW |(−∞,−x] = fW,τ ,−1|(−∞,−x] are affine. Hence, (Wk)k∈N0
satisfies the original gradient descent iteration
Wk+1 = Wk − h∇LD(Wk)
and (v) is satisfied. Moreover, by Corollary G.3, we obtain (i), (ii) and (iii) (up to a factor 2
in front of ε, which can be resolved by shrinking ε):
|ai,k − ai,0| ≤ O(m2ε+γψ−3/2)
|bi,k − bi,0| ≤ O(m2ε+γψ−3/2)
|wi,k − wi,0| ≤ O(m2ε+γψ−1) .
In order to find a similar bound for c, we recall from Lemma C.4 that δc = h(sˆ1 + sˆ−1), from
G.1 that κu,k = h
∑k
l=0 ‖ul‖∞ and from Definition C.1 that
u = B

rˆ1
rˆ−1
sˆ1
sˆ−1
 and therefore

rˆ1
rˆ−1
sˆ1
sˆ−1
 = B−1u ,
since B and invertible due to |α| 6= 1. Because B is fixed, we therefore obtain
|ck − c0| ≤
k−1∑
l=0
|cl+1 − cl| =
k−1∑
l=0
|δcl| = h
k−1∑
l=0
|sˆ1,l + sˆ−1,l| ≤ O(κu,k)
Proposition G.6
≤ O(m2ε+γψ−1) ,
which shows (iv) after rescaling ε.
All of this holds under the assumption that m ≥ m0 and (W1) – (W7), where m0
is independent of W0, k, h. By Proposition E.3, the assumption holds with probability ≥
1−O(m−γP ).
H Multi-Dimensional Inputs
In the following, we investigate the case where
• the one-dimensional x values of D are projected onto a line in a d-dimensional input
space (d ∈ N), and
• a two-layer neural network with d-dimensional input is trained on this (degenerate) data
set.
47
In Remark H.1, we show that this d-dimensional case can be reduced to the case d = 1 and
hence, comparable conclusions hold:
Remark H.1. Let d ≥ 1 and let z ∈ Rd with ‖z‖2 = 1. For a data set D ∈ (R × R)n,
we consider an embedded data set D˜ = ((zx1, y1), . . . , (zxn, yn)) ∈ (Rd × R)n and a neural
network function
fW˜ (x) := c˜+
m∑
i=1
w˜iϕ(a˜
>
i x+ b˜i) .
Then,
fW˜ (zx) := c˜+
m∑
i=1
w˜iϕ(a˜
>
i zx+ b˜i) = c˜+
m∑
i=1
w˜iϕ((z
>a˜i)x+ b˜i) = fZW˜ (x) , (20)
where
ZW˜ :=

z>
. . .
z>
Im
1
Im


a˜1
...
a˜m
b˜
c˜
w˜

=

z>a˜1
...
z>a˜m
b˜
c˜
w˜

∈ R3m+1 .
If we naturally extend the definition of LD in the usual way for d-dimensional inputs, Eq. (20)
yields LD˜(W˜ ) = LD(ZW˜ ). Moreover, since ‖z‖2 = 1, we have ZZ> = I3m+1. Using these
two insights, we obtain for Wk := ZW˜k:
Wk+1 = ZW˜k+1 = Z(W˜k − h∇W˜kLD˜(W˜k)) = ZW˜k − hZ∇W˜kLD(ZW˜k)
= ZW˜k − hZZ>∇LD(ZW˜k) = ZW˜k − h∇LD(ZW˜k) = Wk − h∇LD(Wk) .
Hence, (Wk)k∈N0 satisfy the gradient descent equation for the original data set D. Moreover,
if we initialize W˜0 analogous to Assumption 2, i.e.
b˜i = 0, c˜ = 0, w˜i ∼ 1√
m
Z˜w, a˜il ∼ Z˜a (21)
with independent variables, then the initial vector W˜0 = ZW0 satisfies
bi = b˜i = 0, c = c˜ = 0, wi = w˜i ∼ 1√
m
Z˜w, ai =
d∑
l=1
zla˜il ∼ Za
with independent variables and suitable Za. The random variables (Za, Z˜w) satisfy (Q1) and
(Q2) from Assumption 2 (we only need to verify them for Za):
(Q1) It is well-known that the sum of independent R-valued random-variables X,Y with
densities pX , pY has density
pX+Y (x) =
∫
R
pX(x− y)pY (y) dy .
Hence, if we know that there exists a bound B ∈ (0,∞) with pX(x) ≤ B for all x ∈ R,
then
pX+Y (x) ≤ B
∫ ∞
−∞
pY (y) dy = B .
Moreover, if pX and pY are symmetric, then pX+Y is also symmetric:
pX+Y (x) =
∫
R
pX(x− y)pY (y) dy =
∫
R
pX(y − x)pY (−y) dy
y′:=−y
=
∫
R
pX((−x)− y′)pY (y′) dy′ = pX+Y (−x) .
This directly yields (Q1) for Za.
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(Q2) Since Za can be written as a linear combination of random variables that satisfy (Q2),
Za must also satisfy (Q2) by the Minkowski inequality.
By Eq. (20), we obtain
fW˜k(zx) = fWk(x)
for all k ∈ N0 and x ∈ R. Especially, we can apply Theorems 10, 12 and 23 and obtain that
under the assumptions of these theorems, the kinks of x 7→ fW˜k(zx) do not cross the data
points with high probability.
Since the assumptions of the theorems are (up to modifying constants) invariant under
multiplying the xj by a positive constant, we can also allow ‖z‖2 6= 1 as long as z 6= 0. J
I Inconsistency Proofs
In this section, we give proofs of the inconsistency results in Section 6.
Proof of Corollary 25. Let γψ ∈ (0, 1/2) be sufficiently large such that 12−2γψ ≥ 1− ε. We can
then choose Kparam > 0 sufficiently large such that
mn ≤ Kparamn
1
2−2γψ
for all n ≥ 1. Choose Kdata > 0 such that P dataX ([−Kdata,Kdata]) = 0. Moreover, let γdata = 0
and γP > 0 such that γP + γdata + γψ < 1/2.
Let Clr be the corresponding constant from Theorem 23. Since mn →∞ and hn < o(m−1n ),
there exists an n0 such that for all n ≥ n0, we have
hn ≤ Clrm−1n .
By Theorem 23 we hence obtain for all n ≥ n0 that fWk is affine on (−∞,−Kdata] and
[Kdata,∞) with probability ≥ 1 − CPm−γPn → 1 (n → ∞). But such a function satisfies
fWk ∈ FKdata and, because P dataX ([−Kdata,Kdata]) = 0, we obtain
RPdata(fWk) ≥ R∗Pdata,Kdata = R∗Pdata,0
(P4)
> R∗Pdata ,
which yields inconsistency.
Proof of Corollary 27. Consider an NN as in Corollary 25 that is inconsistent on a distribution
P data on R× R. Furthermore, fix an arbitrary vector z ∈ Rd with ‖z‖2 = 1.
For (x, y) ∼ P data, let P˜ data denote the distribution of (xz, y). It is easy to show that the
optimal population risks satisfy
R∗
P˜data
= R∗Pdata . (22)
Let D ∼ (P data)n, i.e. D consists of n i.i.d. data points (xj , yj) ∼ P data, then D˜ ∼ (P˜ data)n
with D˜ defined in Remark H.1. Let W˜0 be independent from D˜ and initialized analogous to
Assumption 2 as discussed in Remark H.1. Let
W˜k+1 = W˜k − hn∇LD˜(W˜k) .
Let Wk := ZW˜k. As shown in Remark H.1, W0 satisfies Assumption 2 and (Wk)k∈N0 arises
from gradient descent on D:
Wk+1 = Wk − hn∇LD(Wk) .
Moreover, fW˜k(xz) = fWk(x) for all x ∈ R, k ∈ N0 and therefore
RP˜data(fW˜k) = RPdata(fWk) (23)
for all k ∈ N0. Since the NN with one-dimensional input is inconsistent on P data, the NN with
d-dimensional input must be inconsistent on P˜ data by (22) and (23).
In order to prove Corollary 26, we first show that if functions that are affine on R \ {0}
cannot approach the Bayes risk R∗Pdata , there exists δ > 0 such that the same holds for functions
that are affine on R \ [−δ, δ].
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Lemma I.1. Let P data be a bounded distribution on R× R satisfying (P1). For δ ≥ 0, define
Fδ := {f : R→ R | f affine on (−∞,−δ) and (δ,∞)}, R∗Pdata,δ := inf
f∈Fδ
RPdata(f) .
Then, limδ↘0R∗Pdata,δ = R
∗
Pdata,0.
Proof. In the case η = ∞, we obviously have R∗Pdata,δ = R∗Pdata,0 for all δ ≥ 0 with
P dataX ((−δ, δ)) = 0 and we are done.
Obviously, R∗Pdata,δ is non-increasing in δ. In order to derive a contradiction, assume that
limδ↘0R∗Pdata,δ < R
∗
Pdata,0.
For δ′ > 0, σ ∈ {±1}, consider Pσ := P data(· | σX > δ′). For sufficiently small δ′, P is
well-defined and PX is not only concentrated on a single x value due to (P1). Now, fix such a
δ′ > 0.
For f ∈ Fδ, define vσ(f) ∈ R2×2 as the slope and intercept of f on σ(δ,∞). As in
Definition 8, we can construct an invertible matrix MPσ = MPσ,σ and a vector v
opt
Pσ
= voptPσ,σ.
Analogous to Remark D.6, we obtain for δ ≤ δ′:
RP (f) ≥ (vσ(f)− voptPσ )>MPσ (vσ(f)− v
opt
Pσ
) .
Hence, for f ∈ Fδ with δ ≤ δ′ and RPdata(f) ≤ R∗Pdata,0, we obtain
R∗Pdata,0 ≥ RPdata(f) ≥
1
2
E(x,y)∼Pdata1σ(δ′,∞)(x)(y − f(x))2
=
1
2
P dataX (σ(δ
′,∞)) · E(x,y)∼Pσ (y − f(x))2
≥ 1
2
P dataX (σ(δ
′,∞)) · (vσ(f)− voptPσ )>MPσ (vσ(f)− v
opt
Pσ
) .
Since MPσ  0 and P dataX (σ(δ′,∞)) > 0, there has to exist a constant C such that ‖vσ(f)‖∞ ≥
C for all such f and σ ∈ {±1}.
Now, pick f ∈ Fδ, 0 < δ ≤ δ′, with RPdata(f) ≤ R∗Pdata,0 and let f0 ∈ Fhsal be its affine
continuation (i.e. f0(x) = f(x) for |x| > δ). Then, |f0(x)| ≤ C(1 + |x|) for x > 0 and therefore
R∗Pdata,0 ≤ RPdata(f0)
=
1
2
E(x,y)∼Pdata1[−δ,δ](x)(y − f0(x))2 +
1
2
E(x,y)∼Pdata1[−δ,δ]c(x)(y − f0(x))2
≤ 1
2
E(x,y)∼Pdata1[−δ,δ](x)2(y2 + f0(x)2) +RPdata(f)
≤ E(x,y)∼Pdata1[−δ,δ](x)y2︸ ︷︷ ︸
→0 (δ→0)
+P dataX ([−δ, δ]) · (C(1 + |δ|))2︸ ︷︷ ︸
→0 (δ→0)
+RPdata(f) .
Since we can choose RPdata(f) arbitrarily close to R∗Pdata,δ, it follows that
R∗Pdata,0 ≤ lim
δ↘0
R∗Pdata,δ ,
which contradicts our initial assumption.
Proof of Corollary 26. Since
1
γη
<
1
2
,
1− 1
2γ
+
1
ηγ
= 1−
1− 2η
2γ
=
2γ −
(
1− 2η
)
2γ
<
1
2
,
there exist some
γψ ≥ max
{
0, 1− 1
2γ
}
γdata >
1
γη
γP > 0
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such that γψ + γdata + γP < 1/2. We then have
γ ≤ 1
2− 2γψ
1− γηγdata < 0
and therefore
mn ≤ O
(
n
1
2−2γψ
)
O(nm−ηγdatan ) = o(1)
O(m−γPn ) = o(1) .
Let Clr be the corresponding constant from Theorem 23. Since mn →∞ and hn < o(m−1n ),
there exists an n0 such that for all n ≥ n0, we have
hn ≤ Clrm−1n .
Hence, by Theorem 23, we obtain for all n ≥ n0 that fWk ∈ FKdatam−γdatan with probability≥ 1−CP (m−γPn +nm−ηγdatan )→ 1 for n→∞. By assumption (P4), we have R∗Pdata,0 > R∗Pdata
and by Lemma I.1, there exists δ > 0 such that R∗Pdata,δ > R
∗
Pdata . For n sufficiently large, we
have Kdatam−γdatan ≤ δ and therefore
RPdata(fWk) ≥ R∗Pdata,δ > R∗Pdata
with probability ≥ 1− CP (m−γPn + nm−ηγdatan )→ 1 for n→∞. This shows inconsistency.
J Miscellaneous
In this section, we prove a fact that has been mentioned in the main paper.
Lemma J.1. Let D = ((x1, y1), . . . , (xn, yn)) ∈ (R × R)n with n ≥ 1 and xj 6= 0 for all j.
Then, by adding three points to D, we can achieve that MD,σ is invertible for both σ ∈ {±1}
and that ψD,q = 0.
Proof. By adding at most one point to D, we can ensure that both D1 and D−1 are nonempty.
Now consider the case of D1 (D−1 can be handled analogously). For x′ := 1 + max(x,y)∈D1 x
and y′ ∈ R yet to be specified, consider the data set D˜ := D ∪ {(x′, y′)}. Since the kernels of
two different matrices Mxj  0 and Mx′  0 only intersect in zero, we have
MD˜,1 =
1
n+ 1
Mx′ + ∑
(x,y)∈D1
Mx
  0 ,
i.e. MD˜,1 is invertible. Moreover, we have(
popt
D˜,1
qopt
D˜,1
)
= vopt
D˜,1
= M−1
D˜,1
u0
D˜,1
=
1
n+ 1
u(x′,y′) + ∑
(x,y)∈D1
u0(x,y)

=
y′
n+ 1
M−1
D˜,1
(
x′
1
)
+
n
n+ 1
M−1
D˜,1
u0D,1
We need to show that we can choose y′ such that qopt
D˜,1
= 0. Assume the contrary, which means
that there exists z ∈ R with
M−1
D˜,1
(
x′
1
)
=
(
z′
0
)
or, equivalently, (
x′
1
)
= MD˜,1
(
z′
0
)
=
z′
n+ 1
(x′
1
)
+
∑
(x,y)∈D1
(
x
1
) .
Since D1 is nonempty by assumption and all (x, y) ∈ D1 satisfy x < x′, we obtain the desired
contradiction.
Overall, we can therefore satisfy MD,σ  0 for both σ ∈ {±1} by adding at most point to
D and we can then satisfy ψD,q = 0 by adding at most two more points to D.
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K NTK Relation Proofs
Proposition K.1. Let W ∈ R3m+1 be a parameter vector that induces the same activation
pattern as W0 on D, i.e.
sgn(aixj + bi) = sgn(ai,0xj + bi,0)
for all i ∈ I, j ∈ J , such that fW,τ,sgn(xj)(xj) = fW (xj) for all j ∈ J . By the proof of
Lemma B.2, this is satisfied e.g. for W ∈ SW0(xD). Then, following the notation from
Section 8 and Definition C.1, we have
K = XAX>
MD =
1
n
X>X
v = (X>X)−1X>f ,
where h = 0 is used in the definition of A.
Proof. We first show Kjk = [XAX>]jk for j, k ∈ J . Recall from Section 8 and Definition C.1
that
X =

x1 0 1 0
...
...
...
...
xn′ 0 1 0
0 xn′+1 0 1
...
...
...
...
0 xn 0 1

,
A =

Σ1,a2 + Σ1,w2 0 Σ1,ab 0
0 Σ−1,a2 + Σ−1,a2 0 Σ−1,ab
Σ1,ab 0 1 + Σ1,b2 + Σ1,w2 1
0 Σ−1,ab 1 1 + Σ−1,b2 + Σ−1,w2
 .
We consider several cases:
• Case 1: xj > 0 and xk < 0. Then, since no neuron is activated for both xj and xk,
Kjk =
∑
i∈I
(
∂fW (xj)
∂ai
∂fW (xk)
∂ai
+
∂fW (xj)
∂bi
∂fW (xk)
∂bi
+
∂fW (xj)
∂wi
∂fW (xk)
∂wi
)
+
∂fW (xj)
∂c
∂fW (xk)
∂c
= 0 + 1 · 1 = 1 =

xj
0
1
0

>
A

0
xk
0
1
 = [(XAX)>]jk .
• Case 2: xj , xk > 0. Then,
Kjk =
∑
i∈I1
(
∂fW (xj)
∂ai
∂fW (xk)
∂ai
+
∂fW (xj)
∂bi
∂fW (xk)
∂bi
+
∂fW (xj)
∂wi
∂fW (xk)
∂wi
)
+
∂fW (xj)
∂c
∂fW (xk)
∂c
=
∑
i∈I1
(
w2i xjxk + w
2
i + (aixj + bi)(aixk + bi)
)
+ 1
= Σ1,w2(xjxk + 1) + Σ1,a2xjxk + Σ1,ab(xj + xk) + Σ1,b2 + 1
=

xj
0
1
0

>
A

xk
0
1
0
 = [(XAX)>]jk .
• Case 3: xj , xk < 0. This can be handled just like Case 2.
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The identity MD = 1nX
>X is easy to verify using the definitions of MD and X.
It remains to show the last identity. For j ∈ J and σ = sgn(xj), we have
(Xv)j = pσxj + qσ
Lemma C.4
= fW,τ ,σ(xj) = fW (xj) .
Therefore,
(X>X)−1X>
fW (x1)...
fW (xn)
 = (X>X)−1X>Xv = v . (24)
Using Definition C.1 and Definition 8, we also obtain
(X>X)−1 = (nMD)−1 = (nP˜M˜DP˜ )−1 =
1
n
P˜M˜−1D P˜
M˜−1D =
(
MD,1
MD,−1
)−1
=
(
M−1D,1
M−1D,−1
)
1
n
P˜X>
y1...
yn
 = 1
n
P˜

∑
j∈J1 xjyj∑
j∈J−1 xjyj∑
j∈J1 yj∑
j∈J−1 yj
 = 1n

∑
j∈J1 xjyj∑
j∈J1 yj∑
j∈J−1 xjyj∑
j∈J−1 yj
 = ( uˆ0D,1uˆ0D,−1
)
and therefore
(X>X)−1X>
y1...
yn
 = P˜ (M−1D,1
M−1D,−1
)(
uˆ0D,1
uˆ0D,−1
)
= P˜
(
voptD,1
voptD,−1
)
= P˜ v˜opt
= vopt . (25)
Subtracting (25) from (24) yields the desired identity
(X>X)−1X>f = v .
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