Consider a vector quantizer that is equipped with N side information bits of an arbitrary representation of the statistics of the input source. We i n vestigate the minimum value of N such that rate-distortion performance of this quantizer would be essentially the same as the optimum quantizer for the given source.
Introduction
Let us consider an l-dimensional vector quantizer with M = 2 Rl codewords, where R is the coding rate in bits per source symbol. Suppose that the quantizer has access to N side information bits of some arbitrary representation of the statistics of the source. We focus on the following question: What is the minimum value of N such that for every source, the rate-distortion performance could be essentially as good as that of the optimal rate R, l-dimensional quantizer?
In fact, one half of this question, the su ciency part, has been answered recently by Linder, Lugosi, and Zeger 4 . Their results imply that if N is exponentially larger than M i.e., N 2 R+ l for some 0, and the N side information bits represent a sequence of nely quantized i.i.d. l-dimensional training vectors, 1 then the distortion is essentially as small as D l R, the minimum achievable distortion among all rate R, l-dimensional vector quantizers. We shall henceforth refer to this result as the direct theorem.
In this paper, we attempt to answer the second half of the above question, i.e., the necessity part. Speci cally, w e rst show in Section 2 that if N is exponentially slightly smaller than M, that is N 2 R, l , then no matter what representation of the source is used, there exists at least one probability density function PDF of l-vectors for which the distortion must besigni cantly larger than D l R. For instance, one can nd a PDF for which the distortion cannot bebelow 2D l R. We shall henceforth refer to this result as the converse theorem.
The direct and converse theorems together tell us, therefore, that N = 2 Rl in the exponential sense is the minimum amount of side information, and there is an interesting threshold e ect" of a jump in the distortion when the exponent o f N crosses the value R.
Both the direct theorem of Linder et al. and our converse theorem in Section 2 focus on PDFs of l-dimensional vectors, and it is not immediately apparent that these two results are applicable to stationary ergodic sources. In particular, the direct theorem requires independent training vectors, which are never quite available from any nite length sample unless the stationary ergodic source is memoryless. For memoryless sources, however, the necessary amount of training vectors need not grow with l because it is entirely dictated by 1 In 4 the training vectors were not quantized. Nevertheless, in order to represent the training vectors by a nite number of bits as in our setting, we think of them as being quantized. This quantization, however, should be su ciently ne so that the resulting additional distortion will be relatively small. the one dimensional marginal PDF, which can be estimated e ciently from a relatively short data record. As for the converse theorem, we construct in Section 2, a set of counterexample PDFs, none of which is seemingly an lth order marginal of a stationary ergodic process.
In Section 3, we de ne a class of stationary ergodic sources w.r.t. which both the direct and the converse theorems still hold though in a slightly di erent formulation. However, for the direct part we still need to assume that the training vectors from the source are drawn independently, as in 4 . The construction of the class of sources in this section parallels that of Hershkovits and Ziv 3 and it will be detailed here for the sake of completeness.
Finally, we would like to mention some previous related work about the problem of characterizing the minimum amount of statistical side information. Wyner and Ziv 6 have investigated a classi cation problem in that setting: A classi er accepts an exact characterization of an lth order marginal of a stationary ergodic probability measure Q and N bits of partial information about the l-dimensional statistics of a possibly di erent stationary ergodic measure P. This classi er is required to decide whether P = Q or else P and Q di er signi cantly in the sense that DPjjQ exceeds a prescribed threshold. How large should N be so that the right decision will be made for every P? More recently, Hershkovits and Ziv 3 have investigated the problem of lossless source coding from the same aspect: A lossless source encoder, operating on l-vectors, is informed of N information bits about the statistics of a stationary ergodic source P. How large should N beso that the entropy of the source would beachievable? For both questions the critical exponent value of N turns out to beintimately related to the l-th order entropy H l . The intuition is that the necessary important information is carried by a set of typical l-sequences of P, and there are about 2 lH l such sequences.
The present w ork is a natural extension of 3 from lossless to lossy source coding. The main message is that in rate-distortion coding, one no longer needs to know the set of all typical sequences, but actually, only the set of all Voronoi region centers of the optimum quantizer. Another interesting aspect of our results is that, similarly as in 3 and 6 , their validity is not restricted merely to the asymptotic limit l ! 1 . Although we assume that l is large enough that certain quantities are negligible, we still do not require that l is so large that the best l-dimensional vector quantization performance is close to the asymptotic rate-distortion limit. This di erence is meaningful for sources where D l R converges very slowly to the distortion-rate function DR, e.g., sources with very long memory. But what happens if instead of full information about the lth order statistics P we are given only N information bits of an arbitrary representation of this information? This representation may take on many forms, e.g., a set of quantized values of the PDF over some grid, or some approximation of the characteristic function of P, or a set of training vectors, and so on. The question that we investigate here is the following: What is the minimum value of N, as a function of the rate R and the dimension l, such that there exists a quantizer, depending on the N side information bits, that essentially achieves the minimum distortion D l R for every P?
More precisely, the problem is de ned as follows. Let P l be a certain class of PDFs on the l-dimensional Euclidean space IR l . An N-bit representation for sources in P l is a deterministic mapping F : P l ! f0; 1g N . For every b 2 f0; 1g N , let Q b denote a rate R, l-dimensional vector quantizer associated with b. For a given 0 and a positive i n teger l, let N l R; be the smallest positive i n teger N for which there exists an N-bit representation F for P l and a set of 2 N rate R, l-dimensional vector quantizers fQ b ; b 2 f0; 1g N g, such that for every P 2 P l Q FP D l R + : 4 We would like to characterize the behavior of N l R; as a function of R and l for small 0. In particular, we focus on the asymptotic behavior of N l R; when l ! 1 and R is held xed. It will be assumed that as l grows, the sequence of classes fP l g contains sources for which D l R is bounded away from zero for all l, and therefore can bechosen very small compared to D l R.
For example, it is easy to see that if P l is the class of all PDFs for which each coordinate of X is absolutely bounded with probability one by a constant B 0, then N l R; 2 Rl is given by quantizing the code words of the optimum vector quantizer, is not available in reality if the source is unknown. In practical situations, the statistical side information is normally given in the form of random training data drawn from the same source, and the vector quantizer is designed empirically from the training data. Of course, if the training data is given in limited precision, then the total amount of side information bits N is nite. Thus, using the above terminology, the N-bit representation is given by a random rather than a deterministic mapping F in this case. Nevertheless, if one can claim the existence of a good random mapping, this is stronger than the parallel claim about a deterministic mapping. The latter follows from the former by invoking a simple`random coding' argument: if for every P 2 P l , N = N 0 bits of quantized random training data are su cient to keep the expected distortion less than D l R + where the expectation involves the ensemble of training sets as well, then there must bea deterministic binary N 0 -sequence FP for which the distortion is as small, and so, N l R; N 0 . For these reasons, achievability results stated in terms of random training data are more desirable, though they provide merely an existence proof with no constructive strategy.
Linder, Lugosi, and Zeger 4, eq. 15 have established a result in this spirit, though without quantization of the training data. This result, with slight modi cations in the formalism, is summarized in the following theorem.
Theorem 1 4, eq. 15 Let R and B be given positive constants, and let P be any member of the class P l = P l B of all sources that satisfy PrfjjXjj 2 Blg = 1. Let Z = fZ 1 In words, if m is large the performance of the empirically-optimum quantizer is essentially as goodas that of the optimum quantizer on the average. Now, if we x 0 and let m = 2 R+ l , the excess distortion beyond D l R in eq. 7 vanishes as l ! 1 . If each training vector Z i is quantized into klbits, then the quantized training set is represented by N = klm= kl2 R+ l bits. If, in addition, k is su ciently large though xed, then the additional distortion due to quantization of the training data can be made negligibly small. This follows from the following consideration. Let us cover the sphere of radius p Blwith non-overlapping l-dimensional cubes of size using the quantized training data, we obtain a sequence of empirically-designed quantizers that tends to the optimum for the probability distributionP of these quantized training vectors. But since the quantization error of the training data is uniformly small and the support of P andP is bounded, then as ! 0, the expected distortion of every Q w.r.t.P tends to Q uniformly. Therefore, an optimum quantizer forP is nearly optimum for P. Thus, we are again led to the conclusion that the exponential growth rate of N l R; does not exceed R. This time, however, this conclusion was reached more generally from the viewpoint of random training set representations. This result is now stated formally in the following theorem.
Theorem 2 Let R 0 be given and let P l be de ned as in Theorem 1. Then, for every 0, lim sup
We n o w state a converse to Theorem 2 that tells us that not only the converse inequality holds true as well, but moreover, if N is of exponential order strictly less than 2 Rl , the distortion must be signi cantly larger than D l R at least for one source. At this point, a few comments are in order.
The reason for requiring D l R is to guarantee that eq. 10 contradicts the achievability inequality 4.
Note that Theorem 3 is stated for deterministic representations and hence is stronger than a strict converse to Theorem 1.
Clearly, the combination of Theorem 2 and the rst part of Theorem 3 establishes the fact that for P l de ned as in Theorem 1,
The factor of two on the right-hand side of eq. 10 is immaterial. In fact, it can be replaced by a n y arbitrarily large but nite number.
The signi cance of Theorem 3 is primarily in sharpening the result of Linder et al. by claiming that from the viewpoint o f v ector quantization, there is essentially no more e cient w ay to represent a source than that of using independent training vectors.
The remaining part of this section is devoted to the proof of Theorem 3. Proof. Since the rst part of the theorem follows from the second part, it will be su cient to prove the second part. The main idea of the proof of the second part is in applying a sphere covering" argument similar to that in 6 and 3 . We shall construct a counterexample set of su ciently many PDFs that are far apart" from one another in the sense that only a small fraction of them can bequantized by a single quantizer with distortion less than 2D l R. Thus, if N is not large enough, then any set of 2 N di erent vector quantizers cannot possibly cover" the whole family of PDFs, and therefore there must be at least one PDF for which the distortion exceeds 2D l R.
Let R, , and be given positive reals de ned as in Theorem 3. Select two positive reals D 0 and A, so that D 0 2 and A 36D 0 4 R . The reason for these choices will become apparent shortly. Construct a set of K l-dimensional vectors fu 1 ; u 2 ; :::; u K g in the following manner: The rst vector u 1 is chosen arbitrarily from the sphere S 0 p Al, where S u r denotes the l-dimensional sphere of radius r centered at u. The 
Stationary and Ergodic Processes
So far we focused on lth order marginals of sources without any concern as to whether these marginals can be obtained from any stationary ergodic sources. Indeed, we are not aware of the existence of a stationary ergodic process whose lth order marginal agrees exactly with the PDF of any of the sources constructed in the proof of Theorem 3. Our main concern in this section is to provide a converse theorem for stationary and ergodic processes. Roughly speaking, the direct theorem for processes will be largely a re-statement of Theorem 1 where now the l-th order marginal P should bethought of as being derived from a process. In other words, we still require independent training vectors similarly as in 4 . Strictly speaking, this assumption cannot be met for a non-memoryless process. However, it can be approached provided that the memory of the process fades away and the time gap between consecutive training vectors is su ciently large. It is an open problem, however, to prove the direct part for dependent training vectors drawn from the underlying process.
Before we turn to the converse theorem for processes, we rst extend Theorem 1 so as to apply to a broader class of sources than in Section 2. The reason for this extension is that the counterexample processes that will be constructed in the proof of the forthcoming converse theorem will have lth order marginal PDFs with unbounded support, and hence will not belong to P l of Section 2. Speci cally, w e de ne a class of stationary processes M as follows.
For a given stationary process , let 2 = EjX 1 j 2 , where X 1 is the rst coordinate of X. For a given 0, and a given l, let B; ; l denote the in mum value of B such that Note that Theorem 4 makes a claim about an empirically-designed quantizer that is trained selectively only on training vectors whose norms fall within a certain bound. It does not re ect a belief that this is the best training strategy, but it makes the proof easier.
Let us now turn to the converse part for stationary processes. For some positive con- But now, for reasons that will become apparent later, we w ould like to guarantee that the set of all u-vectors as well as all their cyclic shifts are at distance at least 6 p lD 0 from each other.
Before we describe how this is done, we introduce some new notation. For a given u 2 IR l , let T u denote the one-step right cyclic shift of u. We shall think of the operator T as the l l permutation matrix that performs this operation. Thus, T i causes i cyclic shifts to the right while T ,i causes i cyclic shifts to the left. Let R G 0:5 logA=36D 0 and let K = 2 Gl . Next, perform the following steps:
1. Select an arbitrary vector u 1 2 S 0 p Al such that jjT i u 1 , T j u 1 jj 2 36lD 0 for every i; j = 0 ; 1; :::; l , 1, j 6 = i. After completing this procedure, one has generated a set of K lvectors which can bepartitioned into K disjoint subsets, each of which includes l cyclically shifted versions of a certain representative vector u i . All vectors, including the cyclic shifts are at distance at least 6 p lD 0 from each other. The reader might w onder whether it is always possible to nd at each step a vector u m that satis es Conditions c1 and c2. It is shown in Appendix C, that not only is such a choice possible, but moreover, most points in the Lebesgue measure sense in W m satisfy these conditions when l is large. The intuition is that the union of the small spheres is very small compared to the big sphere, and that a randomly chosen vector in a sphere looks typically almost like an i.i.d. vector and hence is essentially orthogonal to its cyclic shifts.
We shall now construct stationary and ergodic processes from subsets of the representative vectors fu i g in the following manner. Let M = 2 Rl =l, and consider the collection of all subsets of M out of K representative vectors. Every process in the class we construct corresponds to a certain combination of M representative vectors, hereafter re-indexed u 1 ; :::; u M . Let U i denote the kl-dimensional vector formed by k concatenated repetitions of u i , i = 1 ; 2; :::; M, that is, U i = u i ; u i ; :::; u i . The source will be de ned by a nite-state machine FSM that generates a sequence of random variables :::; X ,1 ; X 0 ; X 1 ; ::: in the following way see also 3 . Suppose that at time n the machine is in a state labeled 0.
Then, the following steps are performed.
1. Select at random with uniform distribution an integer I 2 f 1; 2; ; :::; Mg and a binary random variable 2 f 0; 1g, independent o f I, with probability P r f = 1 g = , where 0 1 is a small number.
2. If = 0, set X n ; :::; X n+kl,1 = U I + V , where V is a kl-dimensional random vector, independent of I, with i.i.d. zero-mean, variance-D 0 Gaussian components. During the time interval n + 1 ; :::; n + kl, 1 the FSM goes through states labeled I ; 1; 0; I ; 2; 0; : : : ; I ; k l, 1; 0 and then returns to state 0. Set the time counter n at n + kland go to 1.
3. If = 1, select a random integer J 2 f l+ 1 ; l + 2 ; :::; kl,1g with uniform distribution.
Set X n ; :::; X n+J,1 as the J rst components of U I , contaminated by an additive noise vector V 2 IR J independent of I and J with i.i.d. zero-mean, variance-D 0 Gaussian components. During the time interval n + 1 ; :::; n + J , 1 the FSM goes through states labeled I ; 1; J ; I ; 2; J ; :::; I ; J, 1; J , and then returns to state 0. Set the time counter n at n + J and go to 1.
We shall henceforth refer to the process of concatenated U-vectors and the Gaussian noise process as the U-process, and the V -process, respectively. Throughout the sequel we shall re-index the corresponding sequences of random variables as fU n g and fV n g, respectively, according to the time indexes of fX n g. The probability measures of l-vectors associated with the U-process and the V -process will be denoted P U and P V , respectively. Throughout the sequel X j i , i j, will denote the segment X i ; :::; X j . Similar notations will be used for segments of the U-process and the V -process.
Since fU n g is a two-sided, irreducible, aperiodic nite-state process it is stationary and ergodic. Since fV n g is an independent i.i.d. process, then fU n g and fV n g are are jointly stationary and ergodic and hence so is X n = U n + V n . Moreover, due to the underlying nite-state process, fX n g has an exponentially fast vanishing memory see also 3 .
We next show that each process fX n g in the set we constructed is also in M. . It remains to demonstrate that at least one of the sources constructed above satis es the assertion of the theorem if N is not large enough. The underlying idea is that most of the time the source creates long repetitions of u-vectors, and therefore, the quantizer, which is not necessarily synchronized to the source, will see" noisy versions of cyclic shifts of the u i 's. By the law of large numbers, the l-dimensional noise vectors will usually lie near the surface of S 0 p lD 0 . Since there are 2 Rl =l representative center vectors and l cyclic shifts of each one, the total number of sphere centers is 2 Rl . Due to the occasional random selection of J in step 3, the phase of the cyclic shift will be random. for some small 0 0. Note that E 1 is de ned in terms of the underlying U-process while E 2 corresponds to the noise process. Hence E 1 and E 2 are independent e v ents. Both events have high probability when k and l are large and is small. Let us denote = PE c 1 +P E c 2 and select k, l, and such that would be arbitrarily small. Thus, the joint e v ent E = E 1 E 2 has probability at least 1 , .
Given the event E, the lth order marginal is essentially for small 0 as in the proof of Theorem 3, and hence according to this theorem, there exists a process in the class for which the distortion must exceed 2D 0 , 0 . Thus, for any N-bit representation F and any set of 2 N quantizers fQ b g, there must be a process in the set we h a ve de ned for which the overall distortion for the worst process in the class is therefore lower bounded by where the minimization is over the set of all channels PXjX such that IX;X Rl. Since the right-hand side of the last inequality is the maximum entropy of a random vector whose expected norm does not exceed lD 0 , l , the minimum in eq. A.5 is obviously D 0 , l . This completes the proof of eq. 14.
Appendix B
Proof of Theorem 4.
The idea of the proof is to approximate the lth order marginal P of the process by a bounded support probability measure like in Section 2, and to show that the contribution of vectors that fall outside the bounded support set is negligibly small. ensemble of X is taken w.r.t. P B as well, we are actually back in the situation of Section 2. However, for some y-sequences, the numberoftraining vectors my for learning P B is small. It will be su cient to show that even in the last step of the procedure m = K, the relative volume of points in S 0 p Al that satisfy simultaneously conditions c1 and c2, tends to unity as l ! 1. In other words, a random selection of u under a uniform PDF within S 0 p Al will be successful with high probability. Since the positive term is linear in s while the negative term is quadratic, it is easy to nd a small s for which Js is strictly positive. Since we h a ve shown that for every 1 j l ,1, the volume of L j F is less than expfl 0:5 l n 2 eA,Js g, then the volume of the union of these sets cannot exceed l,1 expfl 0:5 l n 2 eA,Js g, which is still negligible compared to the volume of the sphere of radius p Al.
Finally, since the fraction of points violating Condition c1 is negligible and the fraction of points violating Condition c2 is negligible, so is the fraction of points in their union.
