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Abstract. We recently introduced Service Clouds, a distributed infrastructure
designed to facilitate rapid prototyping and deployment of autonomic communi-
cation services. In this paper, we propose a model that extends Service Clouds to
the wireless edge of the Internet. This model, called Mobile Service Clouds,e n -
ables dynamic instantiation, composition, conﬁguration, and reconﬁguration of
services on an overlay network to support mobile computing. We have imple-
mented a prototype of this model and applied it to the problem of dynamically
instantiating and migrating proxy services for mobile hosts. We conducted a case
study involving data streaming across a combination of PlanetLab nodes, local
proxies, and wireless hosts. Results are presented demonstrating the effectiveness
of the prototype in establishing new proxies and migrating their functionality in
response to node failures.
1 Introduction
As the cyberinfrastructure becomes increasingly complex, the need for autonomic [1]
communication services is also increasing. Autonomic communication services can be
used to support fault tolerance, enhance security, and improve quality of service in the
presence of network dynamics.An integral part of such systems is the ability to dynam-
ically instantiate andreconﬁgureservices,transparentlyto end applications,in response
to changes in the network environment. A popular approach to supporting transparent
reconﬁguration of software services is adaptive middleware [2]. However, supporting
autonomic communication services often requires adaptation not only at the communi-
cation end points, but also at intermediate nodes“within” the network.One approachto
this problemis the deploymentof a serviceinfrastructurewithinan overlaynetwork [3],
in which end hosts form a virtual network atop the physical network. The presence
of hosts along the paths between communication end points enables intermediate pro-
cessing of data streams, without modifying the underlying routing protocols or router
software. This paper investigates the integration of adaptive middleware and overlay
networks to support autonomic communication services on behalf of mobile hosts.
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We recently introduced Service Clouds [4], an overlay-based infrastructure intended
to support rapid prototyping and deployment of autonomic communication services. In
this approach, the nodes in an overlay network provide a “blank computationalcanvas”
on which services can be instantiated on demand, and later reconﬁgured in response
to changing conditions. When a new service is needed, the infrastructure ﬁnds a suit-
able host, instantiates the service, and maintains it only as long as it is needed. We
implemented a prototype of Service Clouds and experimented with it atop the Planet-
Lab Internet testbed [5]. We conducted two case studies in which we used the Service
Clouds prototype to develop new autonomic communication services. The ﬁrst was a
TCP-Relay service, in which a node is selected and conﬁgured dynamically to serve
as a relay for a data stream. Experiments demonstrate that our implementation, which
is not optimized, can in many cases produce signiﬁcantly better performance than us-
ing a native TCP/IP connection. The second case study involved MCON, a service for
constructing robust connections for multimedia streaming. When a new connection is
being established, MCON exploits physical network topology information in order to
dynamically ﬁnd and establish a high-quality secondary path, which is used as shadow
connection to the primary path. Details of these studies can be found in [4].
In this paper, we propose Mobile Service Clouds, an extension of the above model
that supports autonomic communication at the wireless edge of the Internet, deﬁned as
those nodes that are one, at most a few, wireless hops away from the wired infrastruc-
ture. Mobile computing environments exhibit operating conditions that differ greatly
from their wired counterparts. In particular, applications must tolerate the highly dy-
namic channel conditions that arise as users move about the environment. Moreover,
the computing devices being used by different end users may vary in terms of display
characteristics, processor speed, memory size, and battery lifetime. Given their syn-
chronous and interactive nature, real-time applications such as video conferencing are
particularly sensitive to these differences. The Mobile Service Clouds model supports
dynamic composition and reconﬁguration of services to support clients at the wireless
edge. We have implemented a prototype of this model and applied it to the problem of
dynamicallyinstantiating and migrating proxyservices for mobile hosts. We conducted
a case study involving data streaming across a combination of PlanetLab nodes, local
proxies,andwireless hosts. Results are presenteddemonstratingthe effectivenessof the
prototype in establishing new proxies and migrating their functionality in response to
node failures.
The remainder of this paper is organized as follows. Section 2 provides background
on Service Clouds and discusses related work. Section 3 introduces Mobile Service
Clouds model. Section 4 describes the architecture and the implementation of Mobile
Service Clouds. Section 5 presents a case study and experimental results. Finally, Sec-
tion 6 summarizes the paper and discusses future directions.
2 Background and Related Work
This research is part of the RAPIDware project, which addresses the design of high-
assurance adaptable software. In this paper, we focus primarily on the software infras-
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RAPIDware project address different dimensions of autonomic computing, including
state maintenance and consistency across adaptations [6], contracts to guide autonomic
behavior [7], and a perceptual memory system to support decision making [8].
Figure 1 shows a conceptual view of Service Clouds. A service cloud can be viewed
as a collection of hosts whose resources are available to enhance communication ser-
vices (e.g., in terms of fault tolerance, quality of service, or security) transparently with
respect to the communication end points. To do so requires autonomic behavior, in
which individual nodes in the cloud use adaptive middleware and cross-layer collab-
oration to support reconﬁguration. An overlay network connecting these nodes serves
as a vehicle to support cross-platform cooperation. The nodes in the overlay network
provide the computing resources with which services can be instantiated as needed,
and later reconﬁgured in response to changing conditions. The Service Clouds infras-
tructure is designed to be extensible: a suite of low-level services for local and remote
interactions can be used to construct higher-levelautonomic services.
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Fig.1. Conceptual view of the Service Clouds infrastructure
The Service Clouds concept incorporates results from three areas of research in dis-
tributed systems. First, adaptive middleware and programming frameworks [9,10,11]
enable dynamic reconﬁguration of software in response to changing conditions. Re-
search in this area has been extensive (see [2] for a survey) and has provided a better
understanding of several key concepts relevant to autonomic computing, including re-
ﬂection, separation of concerns, component-based design, and transparent interception
of communication streams. Second, cross-layer cooperation mechanisms [12,13] en-
able coordinated adaptation of the system as a whole, and in ways not possible within
a single layer. The Service Clouds architecture supports cross-layer cooperation and
incorporates low-level network status information in the establishment and conﬁgu-
ration of high-level communication services. Third, overlay networks [3] provide an
adaptable and responsive chassis on which to implement communication services for
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Recently, several groups of researchers have investigated several ways to use over-
lay networks to support dynamic composition and conﬁgurationof communication and
streaming services (e.g., SpiderNet [18], CANS [19], GridKit [20], DSMI [21], and
iOverlay [22] ). Service Clouds complements to these research works by providing a
“toolkit” with which to develop and test new services that require dynamic instanti-
ation, composition, and reconﬁguration. Service Clouds provides an extensive set of
components that can be used to compose complex communication services. Moreover,
the developer can introduce new or customized components by simply plugging them
into the Service Clouds infrastructure.
Our initial work on Service Clouds [4] focused on services in the wired network.
At the wireless edge, services are often deployed on proxy nodes, which operate on
behalf of mobile hosts. Extensive research has been conducted in the design of proxy
services to support data transcoding, handle frequent disconnections, and enhance the
quality of wireless connections through techniques such as forward error correction
(FEC) [23,24,25]. Rather than addressing operation of speciﬁc proxy services, in this
workwe concentrateon the dynamicinstantiation andreconﬁgurationof proxyservices
in response to changing conditions.
3 Extending Service Clouds to the Wireless Edge
Figure 2 depicts an extension of the original Service Clouds model to support mobile
computing. In this model, mobile service clouds comprise collections of overlay hosts
that implement services close to the wireless edge, while deep service clouds perform
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services using an Internet overlay network (such as the PlanetLab wired hosts used in
our earlier study). In a manner reminiscent of Domain Name Service, the clouds in
this federation of clouds cooperate to meet the needs of client applications. Typically, a
mobileservicecloudwillcomprisenodesonsingleintranet,forexample,acollectionof
nodes on a university campus or used by an Internet Service Provider (ISP) to enhance
quality of service at wireless hotspots. A mobileuser may interact with differentmobile
service clouds as he/she moves about the wireless edge, with services instantiated and
reconﬁgured dynamically to meet changing needs.
Figure 2 shows an example in which a mobile user is receiving a live or interactive
video stream on his mobile device. Service elements are instantiated at different loca-
tions along an overlay path according to application requirements and current condi-
tions. For example,if the user is connectedvia a relativelylow bandwidthwireless link,
a video transcodermay be established close to the video source,to reducethe bit rate on
the video stream and avoid wasted bandwidth consumption along the wired segment of
the path. On the other hand, a proxy service that uses FEC and limited retransmissions
to mitigate wireless packet losses, may be established on a mobile service cloud node
at the wireless edge. The operation of such a proxy service depends on the type of data
stream to be transmitted across the wireless channel. Over the past few years, our group
has investigated proxy services for reliable multicasting [26], audio streaming [27,28]
and video streaming [27,29,30].
Asthe usermoveswithinanareaservicedbya singlemobileservicecloud,oramong
different service clouds, the proxy can be migrated so as to follow the user. We refer
to such an instantiation as a transient proxy [30]. There are several reasons to keep the
proxy close (in terms of network latency) to the mobile user. First is the quality of ser-
vice of the data stream delivery. For example, EPR [29] is a forward error correction
method for video streaming in which the proxy encodes video frames using a block-
erasure code, producing a set of parity packets. The proxy sends a subset of the parity
packets “pro-actively” with the stream. Additional parity packets are sent in response
to feedback from the mobile device, to handle temporary spikes in loss rate. However,
the effectiveness of these additional parity packets depends on the round-trip delay be-
tween the mobile device and the proxy:if the delay is too long, the parity packets arrive
too late for real-time video playback. The second reason for the proxy to be close to
the mobile host is resource consumption. For example, a proxy that implements for-
ward error correction increases the bandwidth consumption of the data stream. When
the mobile device connects to a different Internet access provider, if the proxy is not
relocated, then the additional trafﬁc may traverse several network links across Internet
service providers. While the effect of a single data stream may be small, the combined
trafﬁc pattern generated by a large number of mobile users may have noticeable effect
onperformance.Thirdis thepolicyoftheserviceprovider.While anISP maybewilling
to use its computational resourcesto meet the needs of users connected throughits own
access points, this policy may not apply to mobile hosts using access points belonging
to another provider.In the same way that the mobile device changesits access point but
remains connected,the proxy services on the connectionmay need to move in order for
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Mobile Service Clouds provides an infrastructure to support the deployment and
migration of such proxy services for mobile clients. In the experiments described in
Section5,weaddressafourthreasontomigrateaproxyservice,namely,faulttolerance.
If a proxy suddenlycrashes or becomesdisconnected,anothernode in the service cloud
shouldassumeits dutieswithminimaldisruptionto thecommunicationstream(s).Next,
we describe the architecture and implementation of our proof-of-conceptprototype.
4 Architecture and Implementation
The Service Clouds infrastructure is intended primarily to facilitate rapid prototyping
anddeploymentof autonomiccommunicationservices.Overlaynodesprovideprocess-
ing and communication resources on which transient services can be created as needed
toassistdistributedapplications.Figure3showsahigh-levelviewoftheServiceClouds
softwareorganizationanditsrelationshiptoSchmidt’smodelofmiddlewarelayers[31].
Most of the Service Clouds infrastructurecan be consideredas host-infrastructure mid-
dleware, which provides a layer of abstraction on top of heterogeneous platforms. The
Application-Middleware eXchange (AMX) provides a high-level interface to applica-
tions, and encapsulates the required logic to drive various overlay services. The Ker-
nel Middleware eXchange (KMX) layer provides services to facilitate collaboration
between middleware and the operating system. Distributed composite services are cre-
ated by plugging in new algorithms and integrating them with lower-level control and
data services, which in turn depend on underlying overlay services.
Fig.3. Relationship of Service Clouds to other system layers [4]
Figure 4 provides a more detailed view of the Service Clouds architecture, showing
those components introduced or used in this study (unshaded boxes), as well as those
used in our TCP-Relay and MCON studies (shaded boxes). The architecture comprises
four main groups of services, situated between the AMX and KMX layers. At the low-
est layer, Basic Overlay Services provide generic facilities for establishing an overlay136 F.A. Samimi, P.K. McKinley, and S.M. Sadjadi
Data Packets Management Commands
Basic Overlay Services
Control Services Data Services
Distributed Composite Services (DCS)
Meta-information       Collectors
Service Monitor Service Monitor Service Monitor Service Monitor
Overlay Data Routers
DCS-Specific Services Event Processors
Overlay Engines
RTT Meter RTT Meter RTT Meter RTT Meter
UDP Relay UDP Relay UDP Relay UDP Relay
Path RTT Path RTT Path RTT Path RTT
UDP Relay Manager UDP Relay Manager UDP Relay Manager UDP Relay Manager
Coordination and Service   Composition
Primitives Primitives Primitives Primitives
Service Composer Service Composer Service Composer Service Composer
Service Gateway Service Gateway Service Gateway Service Gateway Service Path Computation Service Path Computation Service Path Computation Service Path Computation
Recomposer Recomposer Recomposer Recomposer
Inquiries/replies
Cross-Platform   Communicators
FEC  FEC  FEC  FEC 
encoder/decoder encoder/decoder encoder/decoder encoder/decoder
Legend
Interaction between building blocks
Inquiry/replies between nodes
Management commands
Monitoring probes/queries/replies Data stream flow
Loss Monitor Loss Monitor Loss Monitor Loss Monitor
Topology Monitor Topology Monitor Topology Monitor Topology Monitor
TCP Relay TCP Relay TCP Relay TCP Relay
Source Router Source Router Source Router Source Router
Inquiry Communicator Inquiry Communicator Inquiry Communicator Inquiry Communicator
Resiliency Adaptor Resiliency Adaptor Resiliency Adaptor Resiliency Adaptor
TCP Relay Computation TCP Relay Computation TCP Relay Computation TCP Relay Computation
MCON Computation MCON Computation MCON Computation MCON Computation
Inquiry Inquiry Inquiry Inquiry- - - -Packet  Packet  Packet  Packet 
Processing Processing Processing Processing
TCP Relay Establish TCP Relay Establish TCP Relay Establish TCP Relay Establish
TCP Relay Manager TCP Relay Manager TCP Relay Manager TCP Relay Manager
Path Path Path Path- - - -Explore Explore Explore Explore
Path Path Path Path- - - -Establish Establish Establish Establish
Operating System and Distributed Infrastructure
Kernel-Middleware eXchange (KMX)
Application-Middleware eXchange (AMX)
Application
Service Request Service Reply
Application service request/reply
Fig.4. Instantiation of the general Service Clouds model
topology, exchanging status information and distributing control packets among over-
lay hosts. Control Services include both event processors and DCS-speciﬁc services.
An event processor handles speciﬁc control events and messages. For example, such a
service might receive certain types of inquiry packets and extract information useful to
multiple higher-level services. Data Services are used to process data streams as they
traverse a node; they include monitors, which carry out measurements on data streams,
and actuators, which modify data streams. At the highest layer, Distributed Compos-
ite Services include overlay engines, which codify complex distributed algorithms, and
Coordination and Service Composition, which provide the “glue” between overlay en-
gines and lower-level services.
For the prototype implementation of Mobile Service Clouds, we introduced new
componentsbut also reused several others. First, the Service Path Computation overlay
engine manages the interaction between a mobile host and a service cloud federation.
Tasks include selection of a node in a deep service cloud, called the primary proxy,
which coordinates composition and maintenance of the service path between two end
nodes. The Service Path Computation engine also ﬁnds a suitable node in a mobile ser-
vice cloud on which to deploy the transient proxy services (FEC in our study). We also
required lower-level services to use in identifying potential proxies. The RTT Meter
component uses “ping” to measure round-trip time (RTT) to an arbitrary node, and the
Path RTT component measures end-to-end RTT between two nodes, whose communi-
cation is required to pass through an intermediate node.Mobile Service Clouds: A Self-managing Infrastructure 137
The Service Gateway component implements a simple protocol to accept and re-
ply to service requests. Upon receiving a request, it invokes the overlay engine to ﬁnd
a suitable primary proxy. The Service Composer component implements mechanisms
for composing a service path. It uses the Relay Manager to instantiate and conﬁgure a
UDPrelay onthe primaryproxyand thetransientproxy.The UDPrelay onthe transient
proxyenablesthe infrastructureto interceptthe stream and augmentit with FEC encod-
ing. Accordingly, as soon as the FEC proxy service is instantiated, the Service Monitor
on the transient proxy begins sending heartbeat messages through a TCP channel to-
ward the service monitor on the primary proxy. The Recomposer component on the
primary proxy tracks activity of the service monitors. Upon detecting a failure, it starts
a self-healing operation that recomposes the service path and restores communication.
The prototype also has a main program that deploys the infrastructure primitives. It
reads conﬁguration ﬁles containing the IP addresses of overlay nodes and the overlay
topology,instantiatesa basicset ofcomponents,and conﬁguresthecomponentsaccord-
ing to the speciﬁed parametervalues. Examplesof these parametersinclude the interval
betweenprobesformonitoringpurposes,serviceportnumbers,andanassortmentofde-
buggingoptions. The prototypesoftware packagealso includesa collectionof scripts to
conﬁgure nodes, update code at nodes, launch the infrastructure,run test scenarios, and
collect results. To deploy management commandsthat control test execution on several
nodes, we have used Java Message Service (JMS). Example management commands
include those for gathering operation statistics on each node, changing framework pa-
rameters at run time, and shutting down the Service Clouds infrastructure.
We emphasize that the purpose of this prototype is merely to identify different as-
pects of the problem and conduct a requirements analysis. Therefore, we have imple-
mented only a small set of features. Building a number of such prototype systems will
helprevealthe salientissuesfor designinga morecompleteService Cloudsframework.
5 Case Study
We conducted a case study in which we assessed the ability of MSC (Mobile Service
Clouds) to establish transient proxies for mobile devices, monitor the service path, and
supportdynamicreconﬁguration(withminimalinterruption)whentheproxynodefails.
Basic Operation. In this scenario a mobile node on a wireless link wants to receive a
multimediastream (e.g.,in an interactivevideoconferenceor in a live videobroadcast).
Inthiscase,the MSCinfrastructureneedstofulﬁllthefollowingrequirements.First,the
quality of the received stream must remain acceptable as the wireless link experiences
packetloss. Second,the videostream must be transcodedto satisfy resourcerestrictions
such as wireless bandwidth and processing power at the mobile device. Third, stream
delivery should not be interrupted as conditions on the service path change (e.g., when
usermovementcausesa wirelessnetworkdomainchange,orwhena servicenodefails).
Figure 5 shows the conﬁgurationused in the experiments,with four PlanetLab nodes
in a deep service cloud and two workstations on our department intranet in a mobile
service cloud. These systems are all Unix/Linux-basedmachines. We have used a Plan-
etLab node to run a UDP streaming program and a Windows XP laptop to receive the
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to a Service Gateway node (N1) and requests the desired service. Gateway nodes are
the entry point to the Service Clouds: they accept requests for connectionto the Service
Cloudsand designatea service coordinatorbased on the requestedservice. Inthis work,
we assume that gateway nodes are known in advance, as with local DNS servers. In fu-
ture implementations, we plan to integrate other methods, such as directory services,
into the infrastructure to enable automatic discovery of gateway nodes. Upon receiving
therequest,the gatewaybeginsa processtoﬁnda nodetoactastheprimaryproxy(N4),
and when completed, informs the mobile client of the selection. The primary proxy re-
ceives details of the desired service, sets up a service path, and coordinates monitoring
and automatic reconﬁguration of the service path during the communication.
A gateway might consider several factors in deciding on a primary proxy for a re-
questedservice:security policiesof the clientand service cloudcomponents,round-trip
time between the the node and the communication endpoints, and computational load
at the node. In this example, N4 is chosen such that the path round-trip time between
the two endpoints is minimal.
Next, the MSC infrastructure instantiates FEC functionality at the transient proxy
(W1) in a mobile service cloud, and dynamically re-instantiates the service on another
node when the W1 fails. “Failure” can be deﬁned in differentways: high computational
load, high RTT to the client due to change in access point used by client, software
failureof the service,or hardwarefailure.To studyand testa basic self-repairin Service
Clouds, we simply inject a failure by terminating the service process on W1.
In the example depicted in Figure 5, the Service Clouds client middleware, residing
on the laptop, sends a service request to the gateway node N1, which chooses N4 as the
primary proxy and informs the client. Next, the client software sends a primary proxy
` `
W1
N3
N1
N4
Overlay Node
N2
Deep Service Cloud
PlanetLab
Mobile Service Cloud
Michigan State University
UDP Streamer
Cornell University
PlanetLab Node
Mobile User
W2
Service Gateway
Wireless edge backup relay arctic.cse.msu.edu W2
Wireless edge relay countbasey.cse.msu.edu W1
Candidate Primary Proxy (chosen at run time) planetlab1.csail.mit.edu N4
Candidate Primary Proxy planetlab1.cs.ucsb.edu N3
Candidate Primary Proxy planetlab01.cs.washington.edu N2
Service Gateway planet-lab-1.csse.monash.edu.au N1
UDP Streamer planetlab1.cs.cornell.edu S
Mobile User senslap10.cse.msu.edu M
37 ms (RTT)
36.7 ms
2m s
2m s
14.06 ms
M
S
Fig.5. The experimental testbed and example scenarioMobile Service Clouds: A Self-managing Infrastructure 139
service request to N4, which constructs a service path comprising a UDP relay on itself
and a UDP relay augmented with an FEC encoder on W1. As soon as W1 starts the
service, it begins sending heartbeat beacons over a TCP connection to N4 that indicate
the service nodeis active. N4 runs a monitoringthread that listens for beaconsfrom W1
(sent every 5msec in our experiment). If it detects a failure, it reconﬁgures the overlay
service path to use another node in the mobile service cloud.
Experimental Results. To test dynamic reconﬁguration of a service path, the program
running on W1 is terminated. We have evaluated two different strategies to realize self-
healing at the time of failure detection: (1) on demand backupwhere anothernode, W2,
is conﬁgured dynamically as soon as failure is detected; (2) ready backup where W2 is
conﬁgured as a backup at the same time of W1 conﬁguration, so the system only needs
to conﬁgure the relay on N4 to forward the stream to W2 instead of W1.
We havemeasuredpercentageofpacketsreceivedat thewirelessnode.Figure6plots
the average of 12 runs for 50 millisecond epochs, indicating the situation when W1
fails and system recovers automatically. As the plot shows, the system can completely
recover from the failure at W1 in less than 0.4 seconds. The “on demand backup” is
slightly slower, since system has to instantiate and conﬁgure the proxy service. In the
ready backup case, the service is instantiated at the time of service composition, yield-
ing faster response.
In future work, we will consider additional failure detection and recovery strategies.
Forexample,addingalimitedcapabilitytotheclientmiddlewaretoparticipateinfailure
detection may enable the client to trigger the reconﬁguration faster, since the mobile
node is closer (in terms of round-trip time) to the wireless edge.
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6 Conclusions and Future Work
In this paper, we addressed the issue of dynamic services at the wireless edge of the
Internet. We introduced Mobile Service Clouds, an infrastructure for rapid prototyp-
ing and deployment of such services. We described a proof-of-conceptimplementation
that we used to support proxy instantiation and fault tolerance on a testbed compris-
ing PlanetLab nodes and hosts on a university intranet. Preliminary results demonstrate140 F.A. Samimi, P.K. McKinley, and S.M. Sadjadi
the usefulness of the model and the effectiveness of the prototype. Our ongoing inves-
tigations address dynamic insertion and reconﬁguration of transcoding ﬁlters along a
stream path, dynamic migration of proxy services to enhance quality-of-service, and
integration of mobile service clouds and data streaming protocols for sensor networks.
Further Information. Related publications on the RAPIDware project, as well as a
download of the Service Clouds prototype, can be found at the following website:
http://www.cse.msu.edu/rapidware.
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