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La base d’aquest Projecte es va iniciar en el marc d’un Programa de Formació en Departaments i 
Instituts1 (PROFEDI) que porta per títol Operating System and Runtime Management Proposals for 
Heterogeneous Multicore Systems, impartit a dos estudiants, els quals hem derivat el treball 
realitzat en dos Projectes Final de Carrera independents, però alhora complementaris. 
Un dels objectius didàctics del Programa de Formació és introduir els estudiants en el món de la 
recerca, permetent que l’estudiant adquireixi una mentalitat i una bona base investigadores. No 
obstant això, el Programa de Formació també busca uns objectius tècnics concrets que s’obtindran 
mitjançant la recerca i que són específics per a cada Programa. 
El principal objectiu tècnic del Programa de Formació i també del Projecte Final de Carrera és 
proposar una adaptació per a millorar el rendiment i la flexibilitat dels sistemes que incorporen 
noves arquitectures. Donat que és un projecte d’investigació, abans de fer la proposta definitiva cal 
estudiar les limitacions actuals del sistema operatiu i de les aplicacions a l’hora d’adaptar-los a 
aquestes arquitectures i analitzar les propostes d’altres grups de recerca del mateix àmbit. 
Així doncs, a grans trets, en primer lloc es farà un estudi del problema que volem resoldre i les 
solucions existents ja proposades, i a continuació desenvoluparem i implementarem la nostra idea, 
tenint en compte l’estudi fet prèviament. 
1.1. VISIÓ GENERAL 
Fins fa poc temps, estàvem acostumats a veure un únic processador de propòsit general en un 
ordinador domèstic. La tendència era que, a mesura que passaven els anys, la velocitat a la qual 
treballava aquest augmentava, al mateix temps que també augmentava el seu consum i disminuïa 
la seva mida. 
Avui dia, però, s’ha arribat a un nivell de consum notablement excessiu. Aquest fet ens ha portat a 
l’aparició de nous conceptes i noves arquitectures que trenquen els estàndards definits 
tradicionalment. 
Cada vegada és menys estrany veure un ordinador domèstic amb un processador format per dos 
nuclis, quatre, o fins i tot, vuit. Estem parlant d’arquitectures homogènies multiprocessador, que 
                                                             
1 Es pot trobar més informació a http://www.ice.upc.edu/documents/cg_formacio_centres.pdf. 
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per aconseguir un major rendiment, incorporen múltiples nuclis d’execució idèntics en un mateix 
xip que poden treballar conjuntament. Els exemplars més coneguts són els processadors Core2 Duo 
o Core2 Quad, d’Intel. 
Fins i tot, es comencen a veure arquitectures en les quals no només s’afegeixen nuclis, sinó que 
aquests són diferents entre ells, amb l’avantatge que el seu consum energètic és menor. Cadascun 
pot estar especialitzat en algun tipus de tasca (com per exemple, els acceleradors) i és molt 
probable que també n’hi hagi algun de propòsit general. Són les anomenades arquitectures 
heterogènies multiprocessador. Un exemple d’aquest tipus s’ha fet molt famós gràcies a la seva 
incorporació en la consola Play Station 3, de Sony. És el Cell BE, dissenyat conjuntament per Sony, 
Toshiba i IBM (STI). 
És evident que amb un canvi tant radical com el que suposa doblar o quadruplicar (i en el futur 
encara s’espera un augment més pronunciat) recursos com són els processadors, els programes 
actuals cada vegada quedin més obsolets, deixant pas a nous models de programació conscients de 
les noves arquitectures i capaços d’aprofitar al màxim totes les avantatges que aporten aquests 
sistemes. 
De la mateixa manera que passa amb els programes, també els sistemes operatius s’han d’adaptar 
als nous sistemes. Aquests són un punt clau per la bona gestió i aprofitament de recursos, per 
poder treure el rendiment adequat a les aplicacions i per aprofitar la seva portabilitat. Per tant, el 
sistema operatiu ha de ser plenament conscient dels recursos dels quals disposa i ha de tenir una 
gran capacitat per gestionar-los eficientment. Tot això es veurà reflectit en el posterior bon o mal 
rendiment a nivell global del sistema. 
1.2. OBJECTIUS 
Com ja hem comentat, aquest Projecte es complementa amb un altre Projecte Final de Carrera. 
Ambdós tenen l’objectiu de millorar la comunicació entre les aplicacions i el sistema operatiu, 
aconseguint un major rendiment, i un sistema més flexible i usable des del punt de vista del 
programador. 
Aquest Projecte Final de Carrera se centra més en la part corresponent a l’usuari (o programador) i 
les aplicacions, i l’altre, se centra més al nivell del sistema operatiu. 
El problema que tenim actualment és que hi ha una separació massa gran entre aplicació, sistema 
operatiu i arquitectura. Tot sembla indicar que una aplicació implementada per a una arquitectura 
concreta pot treure més beneficis que una que no ho estigui. Alhora, un sistema operatiu més 
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conscient de l’arquitectura sobre la qual s’executa pot fer una millor gestió dels recursos, 
augmentant el rendiment global de la màquina. 
Això implica tenir diverses versions d’una mateixa aplicació o sistema operatiu en funció de 
l’arquitectura sobre la qual s’executarà i suposa un increment del temps i del cost de producció 
d’aquestes versions. En alguns casos, on la diferència de rendiment sigui petita o, simplement, 
aquest no sigui rellevant, és factible mantenir una sola versió. 
Però si es tracta, per exemple, d’una màquina on s’hi executa un gran nombre d’aplicacions al 
mateix temps, és essencial que el sistema operatiu sàpiga fer una bona gestió dels recursos. Si les 
aplicacions poden donar algun tipus d’informació al sistema operatiu que sigui útil per a facilitar 
aquesta gestió, tindrem un sistema més rendible, que segurament anirà més ràpid i inclús podrà 
consumir menys energia, depenent dels criteris que s’utilitzin per a la seva gestió. 
Aquest segon cas entra dins d’un camp que creiem molt interessant per a investigar, ja que les 
solucions proposades fins avui dia són poques, i de vegades massa concretes. El nostre repte és, 
doncs, dissenyar una interfície, que es pugui generalitzar per a diverses arquitectures, i que 
proporcioni al programador una certa flexibilitat, a l’hora de crear les seves aplicacions, per a que 
aquestes es puguin adaptar en funció de les característiques de la màquina i així puguin aprofitar de 
la manera que millor els convingui els recursos que tenen a la seva disposició. És a dir, busquem 
una interfície que, en definitiva, permeti la transferència del control d’execució d’una aplicació 
entre els diversos nuclis de què disposa la màquina. 
La solució que proposem és fer una comunicació fluïda entre l’aplicació i el sistema operatiu, de 
manera que l’aplicació pugui donar informació al sistema operatiu sobre les característiques de les 
diverses tasques que realitza en temps d’execució. Així, el sistema operatiu, que haurà de conèixer 
perfectament els recursos dels quals disposa, podrà fer-ne una millor gestió. Cal destacar, però, que 
el factor prioritari és la flexibilitat i adaptabilitat del sistema a les aplicacions, deixant en segon 
terme el rendiment. És a dir, no esperem obtenir una gran millora del rendiment, però sí ens 
imposem el requeriment de no empitjorar-lo. 
El que pretén aquest Projecte Final de Carrera és fer un anàlisi de les aplicacions actuals i proposar 
un mètode per adaptar-les a les noves tecnologies, avaluant els canvis que això suposa des del 
moment en què el programador escriu el codi font fins que l’aplicació s’executa, passant també per 
l’etapa de compilació. És evident que si diversos trossos de codi de l’aplicació s’han de poder 
executar en els diversos nuclis de la màquina (que segurament tindran diferents arquitectures), 
haurem de buscar un mecanisme que permeti compilar cada tros de codi per a l’arquitectura que 
vulguem, i que l’aplicació pugui comunicar al sistema operatiu en quin nucli vol executar cadascun. 
Adaptació del format ELF per a suportar aplicacions heterogènies Introducció 
 
6 
Donat que aquest és un camp d’estudi molt ampli, la investigació s’ha limitat en diversos punts. Pel 
que fa a les aplicacions, l’objecte central d’estudi és el format ELF, tot i que també s’han avaluat 
altres formats i extensions de l’ELF, com per exemple el CESOF2, utilitzat en el Cell. Quant a la part 
d’arquitectura, la primera aproximació es fa en un sistema multiprocessador homogeni (Core2 
Duo), amb la idea de migrar al Cell BE quan tot funcioni correctament. Respecte el sistema 
operatiu, s’ha escollit una distribució de Linux. 
Aquestes eleccions no han estat arbitràries. Avui dia el Cell és el multiprocessador heterogeni més 
conegut i, per tant, del qual tenim a l’abast més eines i recursos per poder-hi treballar i investigar. 
Tot i així, s’ha cregut convenient fer una primera implementació de tot el model en una 
arquitectura homogènia, ja que aquesta seria una bona aproximació més simple i més fàcil 
d’avaluar. 
La distribució de Linux escollida ha estat Fedora Core, perquè existeixen versions tant per una 
arquitectura Core2 Duo com pel Cell BE. D’aquesta manera, la migració entre les dues plataformes 
també serà més senzilla. 
Finalment, el format ELF és àmpliament utilitzat en sistemes Linux. La majoria dels fitxers 
executables estan en aquest format i és utilitzat en ambdues arquitectures escollides. És un format 
amb una gran portabilitat i flexibilitat, i és fàcilment adaptable al problema que es vol resoldre. 
Podem dividir el treball a realitzar en dues parts: per una banda, la proposta de gestió de les 
aplicacions i del sistema operatiu per a adaptar-los a les arquitectures heterogènies, i per l’altra, la 
implementació d’aquesta proposta. 
La divisió de treball la farem de la següent manera: la proposta serà dissenyada conjuntament pels 
dos estudiants que realitzem el Programa de Formació (el Xavi Joglar i jo), però cadascun es 
dedicarà a la implementació del seu àmbit de recerca. És a dir, el Xavi Joglar es dedicarà a la part 
del sistema operatiu, i jo, a la part de les aplicacions (això inclou des de les eines per generar el 
binari, com el compilador, fins al suport que l’aplicació necessiti en temps d’execució, com les 
llibreries d’usuari). Tot i així, això no vol dir que no ens ajudem mútuament en moments puntuals, 
depenent de les dificultats que ens trobem. I encara que cadascun implementi la seva part, els dos 
serem coneixedors de tot el codi desenvolupat, ja que tots dos necessitem el suport de la 
implementació que faci l’altre. 
                                                             
2 CESOF és un format executable utilitzat en el Cell que aporta molts avantatges respecte altres formats. És 
una extensió del format ELF. En els apartats 2.1.2 i 3.1.1 es pot trobar una descripció més extensa dels dos 
formats. 
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Cal destacar, però, que donat el límit de temps i de càrrega que comporta la realització d’un 
Projecte Final de Carrera, no esperem implementar al complet la nostra proposta, sinó només 
parcialment, ja que considerem que no hi ha prou temps per aconseguir-ho i, potser, seria 
necessària l’ajuda d’un equip investigador més gran, format per tres o quatre persones, cadascuna 
especialitzada en alguna de les disciplines que es tractaran. 
1.3. ESTRUCTURA DE LA MEMÒRIA 
Aquest document s’estructura tal i com es descriu a continuació. 
Aquest primer capítol introdueix la feina que es vol dur a terme durant el Projecte: descripció dels 
objectius que es volen assolir, situació de l’entorn, justificació dels límits que s’han establert, etc. 
També inclou els agraïments. 
El segon capítol està destinat a l’explicació de conceptes bàsics i necessaris per a poder entendre el 
contingut de tota aquesta memòria, que fan referència a les aplicacions, als formats executables i 
als sistemes operatius. 
En el tercer capítol es fa un anàlisi sobre diversos aspectes del Projecte: descripció dels seus 
antecedents i projectes relacionats actuals, la seva factibilitat, la valoració del seu cost econòmic i la 
planificació seguida. 
El quart capítol explica detalladament com s’ha desenvolupat el Projecte, les etapes en què s’ha 
dividit, els objectius que ens hem marcat, les propostes formalitzades, la feina que s’ha fet, la seva 
avaluació i les conclusions parcials de cada etapa. 
En el cinquè capítol s’exposen les conclusions globals a les quals s’ha arribat mitjançant la 
realització del Projecte, s’analitza la concordança entre objectius i resultats i s’explica l’experiència 
personal que s’ha adquirit. 
El sisè capítol parla dels punts que han quedat més fluixos un cop acabat el Projecte i del possible 
treball futur que es podria fer per continuar amb la proposta i dissenyar un model definitiu real. 
Finalment, al setè capítol, es poden trobar totes les referències que van apareixent al llarg 
d’aquesta memòria. 
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En aquest capítol s’expliquen tots aquells conceptes que es consideren necessaris per a poder 
comprendre i facilitar la lectura d’aquesta memòria. 
Estan classificats en dos temes bàsics:  
 Conceptes sobre aplicacions i formats executables, on es descriuen els diferents elements 
implicats en la creació d’una aplicació.  
 Conceptes sobre sistemes operatius, on s’expliquen les diferents parts del sistema operatiu 
que intervenen en l’execució d’una aplicació. 
2.1. APLICACIONS I FORMATS EXECUTABLES 
Aquí s’expliquen dos elements bàsics que intervenen en el procés de creació d’un executable 
(compilador i enllaçador), i un tipus de format executable molt conegut i utilitzat en sistemes UNIX: 
l’ELF. 
2.1.1. Compilador i enllaçador 
El compilador és el programa encarregat de traduir el codi font a llenguatge màquina. Acostuma a 
ser qui crea des de zero el fitxer objecte. 
Els compiladors tenen una gran flexibilitat per a generar un fitxer objecte. Ofereixen un elevat 
nombre d’opcions pel programador, que pot configurar de la manera que a ell li convingui i acabar 
generant un fitxer objecte “a mida”. Per exemple, una de les opcions més conegudes és el nivell 
d’optimització amb què es vol compilar el codi, però també n’hi ha d’altres menys immediates i 
menys comunes, com poden ser les opcions per a especificar diversos atributs a un tros de codi 
concret. 
L’enllaçador o linker, té la funció de resoldre les referències entre els diversos fitxers binaris que 
formen una aplicació, a més de resoldre també les referències que des del codi es fan a llibreries 
(majoritàriament són crides a funcions de la llibreria). 
De la mateixa manera que el compilador, l’enllaçador també ofereix diverses opcions al 
programador. Per a generar el fitxer executable, utilitza un script que incorpora per defecte, però el 
programador, si ho desitja, el pot modificar i, fins i tot, substituir-lo per un de propi i així adaptar-lo 
a les seves necessitats. 
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Normalment, el compilador és l’encarregat de generar els fitxers objecte, que són binaris però no 
es poden executar, i l’enllaçador és qui, a partir dels objectes, genera finalment l’executable. 
Sovint, el mateix compilador invoca directament l’enllaçador, i tot i que són dos passos ben 
diferents, per a l’usuari sembla que sigui un sol pas. 
Per a la realització d’aquest Projecte, utilitzarem el compilador [1] i l’enllaçador [2] proporcionats 
per GNU [3]. 
2.1.2. Executable and Linking Format (ELF) 
Executable and Linking Format, o ELF [4], és un format estàndard per a fitxers binaris, molt utilitzat 
en sistemes UNIX. 
A diferència d’altres formats executables, el format ELF no està lligat a cap arquitectura en concret. 
Per això l’han adoptat diversos sistemes operatius per a diferents plataformes. 
El format ELF té l’avantatge que permet linkar tant en temps de càrrega com en temps d’execució, i 
així l’aplicació pot utilitzar llibreries dinàmiques. 
Un fitxer ELF està dividit en diferents parts, i la informació continguda es pot llegir des de dos punts 
de vista diferents, un utilitzat en la fase de linkatge i l’altre en la fase d’execució. 
 
 
La capçalera d’un ELF (ELF Header) es troba al principi de tot i conté un “mapa” que descriu 
l’organització del fitxer. 
Des del punt de vista de l’enllaç, a la taula de la capçalera de secció (Section Header Table) hi 
trobem la informació relacionada amb cadascuna de les seccions que hi ha al fitxer, com per 
Figura 1: Fitxer ELF interpretat segons els dos punts de vista 




. . . 
. . . 
. . . 
ELF Header 
Section Header Table 
Vista per l’enllaç 
ELF Header 
Program Header Table 
Segment 1 
 
Section Header Table 
. . . 
Segment 2 
Vista per l’execució 
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exemple on comencen i quina mida tenen. Les seccions contenen informació útil per al linkatge: 
instruccions, dades, taula de símbols, etc. 
Des del punt de vista de l’execució, la taula de la capçalera del programa (Program Header Table) 
s’utilitza per a llegir la informació dels segments i preparar el programa per a executar-lo. Un 
segment pot estar format per una o més seccions, i conté la informació (útil pel carregador) dels 
elements necessaris per a l’execució: el codi executable, les dades, la pila, etc., 
2.2. SISTEMES OPERATIUS 
En aquest apartat es dóna una visió general dels elements que intervenen en l’inici de l’execució 
d’una aplicació a nivell de sistema operatiu. Primer es veuen els diversos passos que se segueixen 
fins arribar a carregar el binari a memòria i després s’explica breument què és el carregador. 
2.2.1. Flux d’execució d’una aplicació 
Des del moment que l’usuari dóna l’ordre al sistema per a executar una aplicació i fins que aquesta 
no comença a executar-se pròpiament, es realitzen una sèrie de passos. La major part d’ells es fan 
dins del sistema operatiu, i la seva finalitat és preparar l’entorn d’execució de l’aplicació. 
En concret, en el sistema operatiu Linux, el primer de tots ells és una crida a execve(), que 
correspon a la crida a sistema sys_execve(). Aquesta invoca a una funció anomenada 
search_binary_handler() que s’encarrega de buscar un carregador adient en funció del tipus de 
binari que s’executa. Un cop trobat el carregador, s’invoca per continuar amb la càrrega del binari a 
memòria. En el cas del format ELF, el seu carregador s’anomena load_elf_binary(). La Figura 2 
mostra el camí que seguiria el binari d’una aplicació en format ELF. 
Si el sistema no pot trobar cap carregador adient, normalment mostrarà un missatge d’error 
indicant que no pot executar el fitxer binari i avortarà la seva execució. 
 
 
Figura 2: Flux d’execució d’un binari en format ELF 
execve () sys_execve () search_binary_handler () 
ERROR 
load_elf_binary () 
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2.2.2. Carregador del sistema 
El carregador del sistema, també conegut amb la paraula anglesa loader [5], és un element clau a 
l’hora d’executar una aplicació. La seva funció és llegir la informació continguda en l’executable 
corresponent a l’aplicació, crear les estructures de dades necessàries a memòria i carregar-hi tota la 
informació extreta del binari i imprescindible per a la posterior execució de l’aplicació. 
Cal destacar que no totes les aplicacions poden iniciar la seva execució amb el mateix carregador. El 
sistema operatiu disposa d’un carregador diferent per cada format executable que suporta. 
Òbviament, si el sistema no té el carregador adient per a un format executable concret, no podrà 
executar cap binari que estigui en aquell format, ja que no hi haurà cap carregador capaç 





























L’objectiu d’aquest capítol és fer un anàlisi general del Projecte. Primer, es fa un anàlisi previ a la 
realització del Projecte dels antecedents i alternatives que existeixen actualment, i de la factibilitat 
de realitzar-lo. Després, s’avalua el seu cost econòmic. I finalment, es descriu la planificació i la 
metodologia de treball que s’han seguit. 
3.1. ANTECEDENTS 
Aquí s'expliquen altres projectes que tenen a veure amb l’àmbit de desenvolupament d’aquest 
Projecte Final de Carrera. 
En primer lloc, s’explica què és un fat binary i en veurem un exemple. Després, s’analitzaran 
diversos models i eines de programació que s’utilitzen actualment per paral·lelitzar una aplicació o 
per donar una solució a la gestió de l’heterogeneïtat de les arquitectures actuals. 
3.1.1. Formats binaris 
Un fat binary és un fitxer executable que suporta l’agrupació de codi compilat per a diferents ISA3 
(Instruction Set Architecture) en un únic binari. Podem trobar diversos exemples d’aquest tipus de 
fitxer, com per exemple el Universal Binary d’Apple [6], aquí ens centrarem en el format CESOF, 
utilitzat en el Cell BE, una arquitectura heterogènia. 
3.1.1.1. CESOF 
La CBEA [7] (Cell Broadband Engine Architecture), també coneguda, simplement, com a CBE o Cell 
BE (si ens referim al xip), és una arquitectura multiprocessador heterogènia, formada per un xip 
que incorpora un processador de propòsit general, anomenat PPE (Power Processor Element), i vuit 
acceleradors especialitzats en instruccions multimèdia, anomenats SPE (Synergistic Processing 
Element). 
El conjunt d'instruccions (ISA) que s'utilitza pel PPE, que és de la família dels PowerPC, no és el 
mateix que s'utilitza pels SPE. Això implica que, en funció d'on vulguem executar el codi, aquest 
haurà d'estar compilat apropiadament. Les eines que existeixen actualment per a compilar 
                                                             
3 ISA (Instruction Set Architecture) o conjunt d’instruccions és l’especificació de totes les instruccions que pot 
entendre i executar un processador. 
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aplicacions pel Cell generen fitxers objecte en format ELF, ja que aquest es pot adaptar fàcilment a 
ambdues arquitectures. En concret, hi ha dues extensions del format ELF per a cadascuna de les 
arquitectures dels nuclis d’execució del Cell BE: PPE-ELF i SPE-ELF. El seu nom indica clarament per 
a quina arquitectura s’ha especificat cada extensió. 
Les aplicacions PPE-SPE (és a dir, aquelles que utilitzen tant el PPE com els SPE), no poden utilitzar 
aquests formats binaris per separat, ja que no suporten la resolució de referències d'objectes de 
codi i dades entre fitxers PPE-ELF i SPE-ELF. Aquesta limitació es deu al fet que l'arquitectura 
d'ambdós processadors és bastant diferent, i les especificacions per a cada binari no inclouen cap 
solució per aquest problema. 
Contràriament, el més usual per aprofitar al màxim la potència i el rendiment d'un sistema Cell BE, 
és que les aplicacions utilitzin el PPE i els SPE, i que es comparteixin dades o variables entre PPE i 
SPE, cosa que l'especificació dels formats PPE-ELF i SPE-ELF no contempla. Per això s'ha 
desenvolupat una altra extensió, el CESOF (CBEA Embedded SPE Object Format), que facilita la 
integració dels dos tipus de binari (PPE-ELF i SPE-ELF) en un únic fitxer executable i permet la 
compartició de variables globals entre el PPE i els SPE’s. 
Els objectes CESOF són com els objectes PPE-ELF, amb la diferència que tenen incrustat un 
executable SPE-ELF, com si fos una secció més de dades. El fet que els objectes CESOF i PPE-ELF 
tinguin la mateixa estructura permet que siguin tractats gairebé de la mateixa manera, i així haver 
d'introduir els mínims canvis en les eines de generació de codi, linkatge o execució. 
El procés de creació d’aquests objectes pot ser molt laboriós si es fa manualment, però existeixen 
eines, utilitzades gairebé automàticament pel mateix compilador, que simplifiquen molt la feina del 
programador. Els passos que se segueixen per crear un fitxer CESOF són els següents: 
 En primer lloc, cal compilar el codi font del programa per al SPE. Després, cal enllaçar-lo per 
a obtenir la imatge executable. Aquests dos passos són els típics per a la compilació i 
linkatge de qualsevol codi escrit per un SPE. Però per a poder crear un fitxer CESOF que 
contingui tant codi per a un PPE com per a un SPE, cal que tots els fitxers que s’enllacen 
estiguin també en el format CESOF. Per això, a més del procés de compilació habitual d’un 
programa per a un SPE, cal transformar-lo al format CESOF. Aquest pas es fa amb un 
programa anomenat embedspu. Una vegada hem obtingut la imatge en format CESOF, ja la 
podrem enllaçar amb qualsevol altre fitxer CESOF, tant si s’ha obtingut a partir d’un SPE-ELF 
com d’un PPE-ELF. 





 En segon lloc, per a obtenir un fitxer PPE-ELF a partir dels fitxers de codi font d’una 
aplicació per al PPE, cal compilar-los com es faria normalment (amb el compilador per al 
PPE). Després, aquests fitxers els podem enllaçar amb altres fitxers CESOF enllaçables (que 




La Figura 5 mostra l’estructura del fitxer CESOF, obtingut a partir d’un objecte PPE-ELF i d’un SPE-
ELF. A més d’incloure la imatge SPE-ELF dins del fitxer PPE-ELF, també s’afegeixen uns quants 
punters, per poder-la localitzar. 
Al començament del fitxer, ens trobem dos camps que són comuns a tots els fitxers en format ELF. 
La capçalera PPE-ELF i la capçalera de seccions (PPE-ELF Header i Section Header) contenen la 
capçalera ELF i la descripció de les seccions del fitxer, respectivament. 
Cap al final del fitxer hi trobem la secció .spe.elf, que correspon a la imatge SPE-ELF inserida a dins 
de l’objecte CESOF. Aquesta informació només serà coherent si la llegeix un SPE (per a un PPE no 
tindrà cap sentit), ja que està codificada en el codi màquina del SPE. Per això està tota agrupada en 
una sola secció, que es marca com una secció de dades i que el PPE no és capaç de processar. 
Dins de la secció .data, destinada a dades, hi trobem la informació sobre la secció .spe.elf, que 
s’utilitzarà a l’hora de carregar la imatge SPE-ELF a la memòria local de l’accelerador SPE que hagi 
d’executar-la. El camp size of the handle serveix per a indicar la mida d’aquesta informació. Els 




















Compilador SPE Enllaçador SPE embedspu 
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punters SPE executable pointer, TOE shadow pointer i TOE shadow area serveixen per a localitzar 
les estructures necessàries dins del fitxer a l’hora de carregar la imatge continguda a la secció 
.spe.elf a la memòria local d’un SPE. 
 
 
Es pot trobar més informació relativa al format ELF i l’extensió CESOF de forma més detallada al 
capítol 14 de [7]. 
3.1.2. Models i eines de programació 
En aquest apartat s’expliquen diverses eines i models de programació que existeixen actualment 
per treballar amb arquitectures multiprocessador i/o heterogènies. 
3.1.2.1. OpenMP 
OpenMP (Open Multi-Processing) [8] és una interfície de programació d’aplicacions per a 
plataformes amb memòria compartida. Està format per un conjunt de directives de compilador 
(#pragma), llibreries i variables d’entorn. OpenMP suporta els llenguatges C, C++ i Fortran. 
El model OpenMP permet que un thread principal executi una aplicació de forma seqüencial, i en 
determinats trossos de codi (marcats amb #pragma) es creï un cert nombre de threads esclaus que 
executaran el codi marcat simultàniament. 
Figura 5: Estructura d’un fitxer CESOF format a partir de dos fitxers PPE-ELF i SPE-ELF 
Imatge executable SPE-ELF 
Objecte CESOF (PPE-ELF) 
PPE-ELF Header 
Section Header 
size of the handle 
SPE executable pointer 
TOE shadow pointer 
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El tros de codi que es vol executar en paral·lel s’ha de marcar amb directives. Això fa que just abans 
d’executar-se aquest tros, es creïn tots els threads esclaus. Aquests es poden repartir per tots els 
processadors de la màquina i executar el codi en paral·lel. Un cop acaben, s’uneixen al thread 
principal, que és qui continua amb l’execució del codi seqüencialment. 
OpenMP és molt flexible, i el programador pot controlar diferents aspectes de l’execució paral·lela 
mitjançant els paràmetres indicats amb les directives de compilador. Per exemple, pot especificar el 
nombre de threads esclaus que s’han de crear, si alguna operació s’ha de fer atòmicament (com 
podria ser actualitzar el valor d’una variable compartida), etc. 
3.1.2.2. MPI 
MPI (Message Passing Interface) [9] és un estàndard que defineix la sintaxi i la semàntica que han 
de tenir les funcions d’una llibreria que permeti a una aplicació el pas de missatges en una 
arquitectura multiprocessador. Al contrari d’OpenMP, MPI és ideal per a utilitzar-lo en plataformes 
amb memòria distribuïda, tot i que no és estrictament necessari. 
Com el seu nom indica, la interfície permet enviar missatges de molts tipus diferents entre 
processos. Els factors més importants són: el procés que envia el missatge, el procés que el rep (pot 
ser que el mateix missatge el rebi més d’un procés) i el contingut del missatge. 
Els missatges poden ser síncrons (si el procés emissor espera que el missatge arribi al destinatari) o 
asíncrons (si l’emissor no espera que el missatge arribi al receptor). Aquests es poden utilitzar per 
administrar els canals de comunicació entre processos (obrir un canal o tancar-lo), per enviar i 
rebre dades entre dos o més processos i per crear tipus de dades definits per l’usuari. 
Tot i que els processos són independents entre ells, es poden formar grups, de tal manera que els 
missatges enviats només arribin a tots els processos d’un grup en concret. 
Per a grans plataformes amb un elevat nombre de processadors, on la jerarquia de memòria 
acostuma a ser distribuïda a nivell general, però compartida per petits grups de processadors, és 
recomanable utilitzar una combinació d’OpenMP i MPI per a explotar tot el potencial que ofereix la 
màquina [10]. 
3.1.2.3. Accelerator Exoskeleton 
El projecte Accelerator Exoskeleton [11, 12] està dissenyat i implementat per a una arquitectura IA 
(Intel Architecture) i proporciona un paradigma de programació per a threads heterogenis amb 
memòria virtual compartida. 
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El projecte inclou diversos elements: 
 Exoskeleton Sequencer (EXO): Es refereix a la part d’arquitectura, i proposa unes extensions 
que són acceleradors heterogenis. 
 Un model de programació per a threads heterogenis utilitzant memòria virtual compartida. 
 C for Heterogeneous Integration (CHI): Un entorn de programació que inclou un 
compilador, un debugger i eines per a avaluar el rendiment. 
CHI estén els #pragma utilitzats en OpenMP per a permetre controlar l’execució de threads. El 
programador pot incloure també trossos de codi en assemblador dels acceleradors dins del codi 
font, escrit en llenguatge C o C++. 
3.1.2.4. Cell Superscalar 
El projecte Cell Superscalar (CellSs) [13] està desenvolupat al Barcelona Supercomputing Center 
(BSC) i permet la paral·lelització d’aplicacions seqüencials per al Cell BE utilitzant els seus 
acceleradors SPE. 
El CellSs està format per un compilador source to source i una llibreria. 
El compilador és capaç de llegir un fitxer de codi font amb anotacions (escrit en llenguatge C) i 
generar dues versions amb tot el codi font necessari en dos fitxers diferents: una versió amb el codi 
corresponent per al PPE, i l’altre fitxer amb la versió per al SPE. El programador posa anotacions (en 
forma de #pragma) abans de la capçalera de les funcions per indicar que aquestes es poden 
executar en un SPE. No obstant, les anotacions només són “consells”; qui decideix on s’ha 
d’executar aquella funció és la llibreria. 
La llibreria explota el paral·lelisme construint, en temps d’execució, un graf de dependències entre 
els processos. L’entorn d’execució s’encarrega de la gestió dels processos i l’enviament de dades 
entre els diferents nuclis del Cell BE. També incorpora un planificador conscient de la localitat per 
reduir la sobrecàrrega introduïda. 
A partir del graf generat, es decideix quins nodes són independents entre ells i, per tant, es poden 
executar simultàniament en diferents SPE’s. Si en algun moment hi ha algun node amb 
dependències, o tots els SPE’s estan ocupats, llavors el procés representat pel node en qüestió serà 
executat al PPE. 
Tota la informació relacionada amb aquest projecte es pot trobar a [14]. 




Com ja s’ha comentat anteriorment, el Projecte està enfocat a arquitectures molt actuals, fent que 
no sigui fàcil desenvolupar aplicacions ni trobar documentació per a resoldre els possibles dubtes i 
errors que apareguin. El fet que sigui una arquitectura totalment diferent al que més s’estudia 
durant la Carrera, amb un llenguatge màquina diferent, etc. també dificulta l’assoliment dels 
objectius. 
Per això, es podria considerar que la realització completa del Projecte és de grans dimensions, i que 
no és factible en el marc d’un Projecte Final de Carrera. Tanmateix, es podria dividir el Projecte en 
tres fases ben diferenciades: estudi, proposta i implementació, de les quals les dues primeres sí que 
són viables per a realitzar en un Projecte Final de Carrera. Per tant, nosaltres ens dedicarem 
principalment a l’estudi i a la proposta del model, deixant la fase d’ implementació en segon terme, 
la qual esperem que es faci parcialment. 
3.3. ANÀLISI ECONÒMIC 
Per poder calcular el cost aproximat del Projecte, cal tenir en compte el material utilitzat i les hores 
de treball invertides. 
Durant el Projecte s’han necessitat dues plataformes de treball: 
 Un ordinador amb un processador Core2 Duo, i l’equipament adient per a aquest equip, 
que té un cost aproximat de 600 €. 
 Una consola Play Station 3, que té un cost aproximat de 400 €. 
El Projecte Final de Carrera d’Enginyeria en Informàtica té una càrrega de 37,5 crèdits, que es 
correspon a un quadrimestre de treball a temps complet (40 hores setmanals, durant 15 setmanes), 
segons la guia docent de la Facultat4. Per tant, el Projecte representa 600 hores de treball i costaria 
18.000 €, si suposem que el cost per hora de treball d’una persona és de 30 €. 
Això vol dir que el cost total del Projecte és d’aproximadament 19.000 €. 
                                                             
4 La guia docent de la FIB es pot trobar a: http://www.fib.upc.edu/fib/infoAca/estudis/PFC/normativa/2.html. 




El Projecte s’ha dividit en tres fases, que coincideixen amb les tres etapes de desenvolupament, 
explicades al següent capítol. 
A continuació s’explica amb detall què s’ha treballat en cadascuna de les diverses tasques que s’han 
realitzat durant el desenvolupament de tot el Projecte. Després, es mostra un diagrama de Gantt 
representant la durada que ha tingut cada tasca. 
En aquest apartat només s’enumeren els diversos conceptes que s’han tractat, sense cap explicació, 
ja que aquests estan extensament explicats al capítol 4. 
3.4.1. Etapa 1: Primera aproximació 
La primera etapa es podria considerar com una fase d’experimentació, on hem fet una primera 
aproximació del nostre model, per després perfeccionar-la a la segona etapa. Durant aquest 
període s’han realitzat les següents tasques: 
 Preparació de l’entorn: Lliurament del material necessari per treballar (un disc dur). 
Instal·lació i configuració del sistema operatiu i les eines necessàries per a la realització del 
Projecte. 
 Estudi de la proposta: Estudi dels formats binaris actuals, dels antecedents relacionats amb 
el Projecte i de la introducció de paral·lelisme a les aplicacions. Esbós d’un nou format 
executable i de la interfície de comunicació entre aplicació i sistema operatiu. 
 Implementació del model: Investigació sobre possibles formes de generar executables en el 
nou format. Desenvolupament parcial d’un carregador per al nou format (una primera 
implementació d’aquest ja s’havia realitzat a l’inici del Pla de Formació). Implementació de 
la interfície en forma de llibreria d’usuari per donar suport al nostre model i d’un mòdul per 
extreure informació del sistema operatiu. 
 Avaluació: Anàlisi del comportament del model implementat i del seu rendiment 
(penalitzacions de temps, ocupació de memòria, ...). 
 Documentació: Publicació d’un article que explica la feina realitzada i els objectius assolits 
en aquesta etapa. Redacció i entrega de l’Informe del Projecte. Inici d’aquesta memòria. 
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3.4.2. Etapa 2: Una proposta per a plataformes homogènies 
Durant la segona etapa s’ha millorat notablement i consolidat una proposta de gestió per a una 
arquitectura homogènia. Tot seguit s’esmenta en què ha consistit cada tasca d’aquesta fase: 
 Estudi de la proposta: Crítica i millora de la interfície definida i del format executable 
proposats durant la primera etapa. Estudi més a fons de la plataforma de treball i de 
projectes relacionats. 
 Implementació del model: Adaptació de la implementació de la primera etapa a la nova 
especificació de la interfície i a les millores introduïdes al nou format executable. 
Implementació de la interfície amb una segona llibreria, més completa que la primera, per 
donar suport al nou model definit. 
 Avaluació: Prova del model implementat i del seu rendiment, tant a nivell de les aplicacions 
que l’utilitzen, com a nivell de sistema operatiu. Valoració de les limitacions que s’han 
trobat en la implementació del model. 
 Documentació: Inici de l’últim article que s’ha redactat. Ampliació del contingut d’aquesta 
memòria. 
3.4.3. Etapa 3: Migració a una arquitectura heterogènia 
Aquesta és l’última etapa del Projecte. Aquí és on més temps s’ha invertit en la documentació, ja 
que és la fase final, però també s’ha intentat migrar el model implementat durant la segona etapa 
cap a una plataforma heterogènia (tot i que no s’ha aconseguit totalment per manca de temps). 
Això ens ha obligat, primer, a introduir-nos en el complex món de l’heterogeneïtat i, després, a 
reflexionar sobre diversos aspectes del model que havíem definit en les etapes anteriors, que per a 
una arquitectura homogènia ja funcionaven, però que fallaven per a una heterogènia. A 
continuació s’explica què s’ha treballat en aquesta última fase: 
 Aprenentatge de la plataforma: Experimentació amb la nova arquitectura heterogènia: 
característiques, eines de programació disponibles, models de programació utilitzats 
habitualment. 
 Estudi de la proposta: Viabilitat d’adaptació del model a la nova arquitectura. 
Plantejament, estudi i resolució d’aspectes que fins ara havien quedat en segon terme. 
 Implementació del model: Adaptació de la implementació per a arquitectures homogènies 
a una plataforma heterogènia (sistema operatiu, llibreria, aplicacions de prova). 
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 Avaluació: Anàlisi del model implementat i avaluació del rendiment de les aplicacions que 
l’utilitzen. 
 Documentació: Publicació de l’últim article que s’ha escrit, incloent el treball realitzat en 
aquesta etapa. Finalització d’aquesta memòria. 
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3.5. METODOLOGIA DE TREBALL 
La metodologia pròpia de la investigació és la cerca bibliogràfica i d’informació, la capacitat 
d’expressió oral i escrita (sobretot en anglès), la capacitat de síntesi, la presa de decisions per a triar 
la millor solució entre diverses possibles, i la capacitat per a escollir els paràmetres adequats per a 
avaluar un sistema. 
En aquest sentit, ja s’han publicat diferents articles sobre el treball que hem anat desenvolupant al 
llargs d’aquests mesos, l’últim dels quals ha estat acceptat en un congrés: 
 Operating System Support for Heterogeneous Multicore Architectures [15]. 
 Adapting ELF to Load Heterogeneous Binaries [16], presentat al Third Workshop on 
Software Tools for MultiCore Systems (STMCS 2008) [17], celebrat a Boston (Massachusetts, 
EUA), el 6 d’abril de 2008. 
 OS Paradigms Adaptation to Fit New Architectures [18], presentat i acceptat al Fourth 
Workshop on the Interaction between Operating Systems and Computer Architecture 
(WIOSCA 2008) [19], celebrat a Pequín (Xina), el 22 de juny de 2008. 
A més d’aquests articles, també ens han acceptat un pòster sobre el treball realitzat al Annual 
Technical Conference USENIX 2008 [20], celebrada a Boston (Massachusetts, EUA) entre el 22 i el 27 
de juny de 2008. 
Seguint aquesta línia de recerca, el Projecte Final de Carrera no només es centrarà en obtenir uns 
resultats immediats, sinó també en fer un estudi previ de l’estat de l’art per després aconseguir que 
el model dissenyat pugui ésser adaptat a les noves propostes a nivell d’arquitectura de 
computadors i de models de programació que vagin sorgint. 
També es tindran en compte aspectes de disseny, proposant diferents solucions al problema que es 
planteja, avaluant les seves avantatges i inconvenients, i decidint la millor alternativa per a 
resoldre’l. 
Una vegada acabat el Projecte, es proposarà per on caldria continuar el treball i com es podria 
ampliar el model proposat, si es decidís fer-ho en un futur. 
 
 


































En aquest capítol s’explica tot allò referent al Projecte en sí: la motivació que he tingut per fer-lo i 
les diverses etapes de desenvolupament del mateix. La descripció d’aquestes etapes inclou una 
visió general, els requeriments que ens hem imposat, les decisions de disseny que s’han pres, 
limitacions, rectificacions, els objectius parcials coberts, i la seva implementació a grans trets. 
4.1. MOTIVACIÓ PERSONAL 
Des del principi, em vaig adonar que la realització del Pla de Formació i també d’aquest Projecte 
Final de Carrera no seria fàcil, ja que es treballava per a una nova filosofia per a l’arquitectura de 
computadors: les plataformes heterogènies. Tanmateix, aquest fet també el feia atractiu, ja que, 
personalment, no m’agraden les coses relativament senzilles. 
A més, mitjançant la realització d’aquest Projecte podria treballar en una àrea d’actualitat, on no 
s’han proposat massa solucions, i això implica seguir la metodologia pròpia de la investigació: la 
recerca bibliogràfica i l’estudi de projectes relacionats per després avaluar quina seria la millor 
solució pel problema concret que volem resoldre. 
També em va atraure el fet de treballar en el camp de sistemes operatius i arquitectures de 
computadors (encara que potser aquest Projecte s’ha dirigit més cap a la part de les aplicacions, 
també he treballat aquests conceptes), ja que durant tota la Carrera, he orientat la meva formació 
cap a aquests camps, realitzant assignatures com CARS (Configuració i Avaluació del Rendiment de 
Sistemes), EDSO (Estructura i Disseny de Sistemes Operatius) o DM (Disseny de Microprocessadors), 
entre altres. 
Una altra motivació important va ser el repte de millorar la interfície entre l’aplicació i una 
arquitectura heterogènia qualsevol, facilitant la programació de les aplicacions heterogènies, ja que 
actualment és difícil treballar amb aquestes arquitectures, les solucions proposades són molt 
específiques i la seva gestió encara no s’ha aconseguit fer de forma eficient. 
Per tot això, em va atraure la proposta de realitzar el meu Projecte Final de Carrera dins del marc 
del Programa de Formació i vaig decidir realitzar-lo dins de l’àrea de sistemes operatius i 
arquitectures de computadors. 
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4.2. ETAPA 1: PRIMERA APROXIMACIÓ 
En aquesta etapa s’ha desenvolupat una versió preliminar del Projecte. Aquesta versió s’ha utilitzat 
com a base del model proposat, i s’han anat aplicant modificacions, rectificacions i millores 
repetidament fins a arribar a la versió definitiva. 
Aquí donarem els primers detalls del Projecte, que ens serviran per establir els requeriments, 
proposar les solucions per a resoldre el problema plantejat i analitzar i criticar la solució per a 
obtenir nous requeriments i així poder continuar el desenvolupament del Projecte de manera 
iterativa. 
Els requeriments, que els podríem interpretar com els objectius d’aquesta primera etapa, són els 
següents: 
 Disposar de diferents trossos de codi compilats per ISA’s diferents (de manera similar al que 
fa el CESOF) en un mateix fitxer executable. 
 Que el carregador detecti la nova informació guardada a l’executable (els trossos de codi 
compilats per a diferents ISA’s) i la desi per a la seva posterior utilització, creant els 
objectes a nivell de kernel necessaris per a emmagatzemar-la. 
 Disposar d’un thread que pugui executar el codi en les diferents unitats, és a dir, que no faci 
falta crear un thread addicional i enviar-lo a executar a una altra unitat mentre el pare 
s’espera, sinó que sigui el mateix pare qui pugui anar saltant entre les diferents unitats 
d’execució de la màquina. 
Addicionalment, hem implementat un petit mòdul per a poder extreure la informació guardada en 
els nous objectes de kernel que s’han afegit, i així comprovar si la implementació és correcta. 
En els propers tres apartats s’explica com hem afrontat aquests tres requeriments que ens 
plantegem i es dóna una solució. Finalment, s’explica el funcionament del mòdul dissenyat. 
Com ja s’ha dit a l’apartat 1.2, tant en aquesta primera etapa com en la segona, hem treballat en 
una arquitectura homogènia i això implica que, de moment, podem fer certes suposicions (la 
memòria és totalment compartida, els nuclis d’execució són iguals, ...). Tot i així, quan ens 
traslladem a una arquitectura heterogènia, ens haurem de plantejar com abordar-les, ja que 
segurament no seran certes. 
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4.2.1. Heterogeneous ELF 
Heterogeneous ELF (HELF) és la nova extensió del format ELF que proposem. Aquesta incorporarà la 
informació que necessitem emmagatzemar per a aplicacions heterogènies. Està basada en el 
format ELF, i utilitza les seves seccions per mantenir el codi dividit en diferents parts. En aquesta 
primera aproximació, el que es divideix en diferents seccions de codi de l’ELF són funcions, que 
poden estar compilades per una ISA en concret. D’aquesta manera, el programador marcaria les 
característiques d’una funció (mitjançant #pragma, per exemple), i el seu corresponent executable 
reflectiria aquestes característiques en unes noves seccions de codi. 
A nivell de contingut, l’extensió HELF té una altra diferència respecte el format ELF: el nombre 
màgic5. Això farà que a l’hora d’executar un fitxer HELF, el sistema operatiu el reconegui i realitzi les 
accions necessàries dins del sistema. D’aquesta manera, separem el flux d’execució dels fitxers 
HELF i ELF tant aviat com podem, ja que l’ELF és un format molt utilitzat en Linux, i si no es fes 
aquesta separació, es veuria afectat el rendiment de les aplicacions compilades en format ELF. 
Seguint la línia dels antecedents estudiats, veiem que la forma més habitual de marcar el codi font 
d’una aplicació és utilitzar directives de compilador, com són els #pragma, ja que són còmodes 
d’utilitzar. Per tant, nosaltres proposem aquesta mateixa forma per marcar el codi font. Per 
exemple, per les funcions que es volen separar en seccions diferents, es pot posar la directiva abans 
de la capçalera de la funció, tot indicant les seves característiques (si es pot executar en paral·lel, si 
realitza algun tipus de tasca molt concret i característic, ...). 
Això implica disposar d’un compilador adaptat que sigui capaç de reconèixer les directives 
introduïdes i, a més, al crear els fitxers objecte, introdueixi com a nombre màgic el del HELF (i no el 
de l’ELF, com fa normalment). En una versió definitiva del nostre model, s’hauria de fer així, però en 
aquesta versió experimental, donades les limitacions de temps i de recursos, no podem modificar el 
compilador com caldria, i per tant, fem exactament les mateixes modificacions que ell faria, però “a 
mà”: 
 Per a canviar el nombre màgic, hem creat un script que substitueix el nombre màgic de 
l’ELF pel del HELF. L’utilitzem una vegada el fitxer executable ja està generat i preparat per 
a executar-lo. 
                                                             
5 El nombre màgic d’un fitxer correspon als primers bytes d’aquest i s’utilitza per a identificar quin tipus de 
fitxer és, ja sigui executable o no. 
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 Per a dividir el codi en diferents seccions, utilitzem la directiva __attribute__((section 
(“nomSecció”))). Aquesta directiva s’ha d’introduir a la capçalera de cada funció que es 
vulgui separar en una secció diferent. A més, s’ha de passar el flag --unique=nomSecció al 
linker, per cada secció nova afegida, ja que sinó, aquest destrueix la divisió feta pel 
compilador. Per convenció, el nom de les seccions afegides d’aquesta manera serà 
“.text.nomFunció”. 
Cal remarcar que utilitzem l’script i els atributs del compilador perquè no tenim un compilador 
adaptat. Tot i així, les modificacions que fem a mà són idèntiques a les que faria el compilador 
adaptat. 
A primer cop d’ull, l’extensió HELF pot semblar igual que el CESOF. Per això, a la Taula 1 destaquem 
les seves diferències: 
Aspecte HELF CESOF 
Arquitectures 
suportades 
En principi, es pot adaptar a qualsevol 
arquitectura que sigui heterogènia 
Únicament la Cell BEA 
Inserció del codi no 
natiu 
Com una secció més de codi, que podria 
ser interpretada, si fos necessari 
En una secció de dades, que és ignorada 
pel processador principal 
Informació 
addicional 
La mateixa que es necessitaria per a 
afegir una secció convencional més 
Punters per indexar la secció, a més de la 
que necessita el HELF 
 
Tot seguit presentem un exemple, on es marca el codi font amb #pragma, tal i com hem proposat, i 
on no seria necessari realitzar cap més acció que la de compilar, suposant que disposéssim del 
compilador adaptat esmentat anteriorment. 
Taula 1: Diferències entre les extensions HELF i CESOF 





El codi d’exemple de la Figura 6 està format per dues funcions, que són cridades des del programa principal. 
La primera (arrayXint), multiplica els valors d’un vector per un escalar, i està marcada de manera que es 
podria executar en paral·lel i utilitzant, si és possible, l’extensió MMX6 del processador. La segona 
(printArray), pinta per pantalla un vector, i està marcada com una operació d’entrada/sortida. El programa 
principal (main), crea i inicialitza les estructures de dades necessàries i invoca, per ordre com s’han presentat, 
a les dues funcions. 
A la Figura 7 es mostra l’estructura del nou fitxer executable en format HELF, on es divideix el codi 
en les seccions indicades pels #pragma. Cada secció s’anomena igual que el nom de la seva 
corresponent funció. Les funcions que no estan marcades (com el main), queden incloses dins de la 
secció .text. La capçalera de l’executable conté el nombre màgic del format HELF. 
                                                             
6 Extensió que incorporen els processadors d’Intel: http://www.intel.com/design/intarch/mmx/mmx.htm. 
Figura 6: Exemple de codi font adaptat amb directives #pragma que descriuen les característiques que 
tenen les funcions 
int main (int argc, char *argv[]) { 
    int A[10000]; 
    int B[10000]; 
    int i = 0; 
 
    while (i<10000) { 
        A[i] = i*3; 
        i++; 
    } 
 
    arrayXint(A,B,29,10000); 
    printf("Values after computation:\n"); 
    printArray(B,10000); 
    return 0; 
} 
#pragma parallel mmx 
void arrayXint (int *A, int *B, int S, int N) { 
    int i; 
    for (i=0; i<N; i++){ 
        B[i] = A[i]*S; 
    } 
} 
#pragma inout 
void printArray (int *B, int N) { 
    int i; 
    for (i=0; i<N; i++){ 
        printf("Position %d, value %d\n", i, B[i]); 
    } 
} 





Si es canviés el nombre màgic pel de l’ELF i s’executés aquesta aplicació en un sistema 
convencional, no es notaria cap canvi respecte la seva versió original (sense #pragma al codi font i 
sense seccions de codi separades), ja que el sistema operatiu desconeix la informació addicional 
que hi ha i no la processa. 
En canvi, si el sistema estigués dotat amb diversos tipus de processadors o acceleradors 
especialitzats en aquestes tasques i disposés d’un sistema operatiu adaptat per a gestionar-los 
correctament, a l’executar aquesta aplicació podria llegir la informació addicional introduïda a 
l’executable i podria executar cada funció separada en un accelerador especialitzat per al tipus de 
tasca de la funció. D’aquesta manera, s’obtindria un sistema més adaptable a les aplicacions i, 
possiblement, més eficient. 
El primer pas per a adaptar el sistema operatiu és adaptar el carregador, el primer element que 
intervé en l’execució d’una aplicació. Com que aquest Projecte es dedica més a la part de les 
aplicacions que no pas del sistema operatiu, aquest pas no s’explica amb detall; només es comenta 
breument al següent apartat. 
4.2.2. Carregador HELF i tractament de la informació 
Com ja hem dit, la nova extensió HELF necessita un nou carregador capaç de llegir la informació que 
s’ha afegit a l’executable i saber-la tractar de manera adient. 
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Donat que el HELF és una extensió del format ELF, s’hi assembla molt i, per tant, els carregadors 
d’ambdós també s’assemblaran. El carregador HELF realitza les mateixes accions que el carregador 
del format ELF, però a més, per cada secció de codi que es troba (que per convenció comença amb 
“.text.”), llegeix la seva informació (tipus de la secció, mida, adreça d’inici, ...) i l’emmagatzema. 
Com que la informació és específica per a cada aplicació (que serà representada com un procés 
quan aquesta s’executi), per a poder emmagatzemar tota la informació correctament hem afegit 
diversos camps a l’estructura task_struct, per indicar si el procés que representa una task_struct 
concreta és un procés HELF o no (és a dir, si el binari a partir del qual s’ha executat és HELF o no) i 
per mantenir tota la informació que ha llegit el carregador fins que el procés mori. 
Una vegada adaptat el carregador per a poder llegir la informació introduïda al binari i la 
task_struct per a mantenir-la mentre el procés s’executa, cal ocupar-se del que seria pròpiament 
l’execució de l’aplicació, que correspon al tercer requeriment esmentat a la introducció d’aquesta 
etapa. 
4.2.3. Model per gestionar l’execució d’una aplicació 
L’objectiu d’aquesta part és, com ja s’ha dit anteriorment, poder tenir un sol thread que vagi 
executant el codi d’una aplicació i saltar d’un processador (o accelerador) a un altre, sense haver de 
crear un segon thread, enviar-lo al processador desitjat, potser enviar-li les dades que necessiti i 
esperar que acabi la seva execució. És evident que aquesta gestió de creació i espera del segon 
thread suposa una sobrecàrrega que en aplicacions que no necessiten la introducció de 
paral·lelisme es podria evitar, fent la seva programació més senzilla i la seva execució més lleugera. 
Cal destacar però, que serà l’aplicació qui tindrà aquesta visió. Si internament, per requeriments en 
l’especificació del processador o accelerador, és necessari crear algun thread addicional per 
controlar l’execució, nosaltres seguirem el model que s’hagi establert, però en cap cas l’aplicació 
s’haurà de preocupar de gestionar aquests threads que s’hagin creat. 
Com ja hem dit, aquest Projecte està inclòs en el marc d’un Programa de Formació, orientat a la 
recerca. Per tant, seguint la metodologia pròpia de la recerca, cal analitzar el problema, buscar les 
solucions proposades fins al moment i veure si aquestes s’adapten a les nostres necessitats. Si és 
així, es pot intentar millorar la solució. En cas contrari, cal dissenyar diferents alternatives per a 
resoldre el problema. Després, caldrà avaluar les diverses solucions i valorar quina és la més adient 
al nostre problema. 
Després d’estudiar la llibreria PThreads per a veure com aquesta gestiona els threads, vam intentar 
implementar aquesta funcionalitat mitjançant crides a sistema, que serien invocades des de 
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l’aplicació. Però després d’unes quantes hores de treball, ens vam adonar que seria més fàcil 
interposar una llibreria en la comunicació entre l’aplicació i el sistema operatiu. D’aquesta manera, 
l’aplicació invocaria les funcions de la llibreria, i la llibreria acabaria invocant les crides a sistema 
implementades. Aquí vam començar a practicar i dominar aspectes que han acabat sent bàsics per 
la resta del Projecte. 
4.2.3.1. Si volem una execució seqüencial, per què estudiem els pthreads? 
La llibreria de PThreads (POSIX Threads) està disponible per entorns UNIX, i és un estàndard que 
defineix una API7 per a la creació i manipulació de fils d’execució (threads). 
En concret, l’operació per a crear un pthread (pthread_create), que té com a un dels paràmetres la 
funció que volem que executi el pthread, s’implementa internament mitjançant una crida a sistema 
sys_clone, que també és cridada a l’hora de fer un fork. Per tant, l’únic que fa aquesta crida és crear 
un nou procés com a còpia del procés que la invoca. 
Al sortir de la crida a sistema (ja tornem a estar en mode usuari), sabem que el seu retorn és un 
zero pel fill, i el PID del fill pel pare. La llibreria de pthreads utilitza el valor de retorn per a saber si 
es tracta del pare o del fill i, en el cas del fill, executa un call a l’adreça que li hem passat com a 
paràmetre. Així, el fill executarà la funció desitjada. 
A la Figura 8 es pot veure un petit esquema d’aquesta situació, mostrant la crida que fa el 
programador a la part d’aplicació, el salt a la llibreria, l’entrada al sistema operatiu (trap) i la crida a 
la funció especificada pel programador. 
Per altra banda, l’operació per a destruir un pthread (pthread_exit) l’ha d’inserir el programador al 
final de la funció que vol que executi el pthread, i el que fa és una crida a sistema _exit, que 
s’encarrega de finalitzar un thread, independentment de la resta de threads que hi hagi al seu grup, 
a diferència de la crida a sistema exit, que finalitza tot un procés amb el seu grup de threads, és a 
dir, tota una aplicació multithreaded. Aquesta darrera és la que insereix automàticament el 
compilador al final d’un programa principal (main). 
                                                             
7 Application Programming Interface: un conjunt de rutines que s’ofereixen als programes per a que es 
puguin utilitzar. 





El problema que tenim si no utilitzem pthreads és que el sistema és incapaç de detectar quan una 
aplicació crida a una funció (aquest pas es fa a nivell d’usuari, sense necessitat d’haver d’entrar al 
sistema). Aleshores, des del sistema no es podria controlar si una procés necessita canviar de 
processador perquè la funció que ha d’executar està implementada per a un determinat tipus 
d’ISA. 
Per tant, l’avantatge d’utilitzar pthreads és que ens garanteix que abans d’executar la funció es farà 
una crida a sistema, i al finalitzar també, i podrem prendre les decisions corresponents en aquests 
punts (preparar l’entorn d’execució, canviar el processador, ...). És per això que, almenys per 
començar, el desenvolupament es farà utilitzant pthreads. 
4.2.4. Llibreria hpthread 
La llibreria implementada per a fer d’interfície de comunicació entre el sistema operatiu i l’aplicació 
s’anomena hpthread (Heterogeneous PThread). 
El seu objectiu és gestionar l’execució d’una aplicació, permetent que un procés, mitjançant la 
creació d’un pthread (del qual qui se’n fa càrrec és la llibreria), pugui executar un seguit de funcions 
en sèrie (una darrera l’altra), i si cal, anar canviant de processador, en funció de les característiques 
de les funcions executades. Un cop s’hagin executat totes, el pthread morirà. El procés principal pot 
realitzar altres tasques mentre el pthread creat va executant les funcions, o bé pot esperar-lo fins 
que acabi. 
Figura 8: Resum de les crides involucrades, des del nivell d’aplicació fins al nivell de sistema operatiu, en 
la creació d’un pthread 
. . . 
 
pthread_create (&func, ...); 
// El codi que continua 
// només l’executa el pare. 
// El fill executarà la funció 
// func i morirà quan acabi 
 
. . . 
Aplicació d’usuari 
int pthread_create (*func, 
...) { 
. . . 
    retorn = sys_clone (...); 
    si (retorn == 0) { 
        call func; 
        exit; 
    } 




int sys_clone (...) { 
 
. . . 
 




Nivell de sistema Nivell d’usuari 
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La informació sobre les funcions que s’han d’executar l’haurà emmagatzemat prèviament el 
carregador HELF a la task_struct del procés, i la llibreria hi podrà accedir, mitjançant crides a 
sistema. Aquestes crides retornen l’adreça de la següent funció que haurà d’executar el pthread en 
cas que n’hi hagi, o un zero altrament. 
La llibreria hpthread està formada per tres crides: hpthread_create, hpthread_exit i hpthread_join, 
que són similars a les de la llibreria PThreads. Tot seguit s’explica el seu comportament: 
Funció Comportament 
hpthread_create Quan el procés principal l’invoca, demana al sistema operatiu quina és la 
primera funció per a executar de l’aplicació. 
Si n’hi ha alguna, crea un pthread per a que l’executi. Quan acaba d’executar 
la funció, el pthread ha d’invocar a hpthread_exit. 
Si no hi ha cap funció per a executar, retorna un error i no fa res. 
hpthread_exit Igual que hpthread_create, demana al sistema operatiu si hi ha més funcions 
per a executar. Si és així, el pthread salta a l’adreça de memòria on comença 
la funció i l’executa. 
Quan acabi, haurà d’invocar una altra vegada a hpthread_exit, i així 
successivament fins que hagi executat totes les funcions. 
Quan ja no n’hi hagi cap més, el pthread morirà invocant la funció 
pthread_exit (aquesta crida es fa dins de la llibreria). 
hpthread_join Amb aquesta funció el procés principal es bloquejarà fins que el pthread creat 
acabi. Si no hagués creat cap pthread anteriorment mitjançant 
hpthread_create, aquesta funció no fa res. 
 
Com podem veure, la llibreria hpthread és molt senzilla (i, de moment, no té en compte els 
paràmetres que pugui necessitar una funció). La seva principal utilitat ha acabat sent la pràctica de 
crear una nova llibreria i treballar amb pthreads. 
Taula 2: Descripció de les funcions de la llibreria hpthread 
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4.2.5. Mòdul HELF 
Els mòduls formen part del sistema operatiu i es poden inserir dinàmicament en el sistema de 
fitxers virtual proc [21]. S’utilitzen per extreure informació del sistema, com per exemple les 
característiques dels processadors, l’estat de la memòria o la informació dels processos. 
El mòdul HELF s’ha implementat per a que l’usuari pugui consultar la informació dels processos 
HELF que s’estan executant, llegint /proc/helf (per exemple, mitjançant la comanda “cat 
/proc/helf”). 
Seguint l’exemple introduït a l’apartat 4.2.1, la informació que mostraria el mòdul si només hi 
hagués aquesta aplicació HELF executant-se seria la que mostra la Figura 9. Només es mostra 
informació de les seccions que s’han marcat amb #pragma, indicant que tenien una característica 
especial i que podien ser executades en un processador especialitzat. 
 
 
Mitjançant l’execució de l’aplicació i el mòdul HELF, hem pogut comprovar que el binari és capaç 
d’emmagatzemar la informació heterogènia i mantenir-la separada en seccions, que el model 
implementat fins ara és capaç de llegir-la i guardar-la correctament a les estructures de dades dins 
del kernel i que l’execució de l’aplicació segueix el model que hem definit de forma correcta. 
4.2.6. Mesures i resultats 
Arribat aquest punt d’implementació, creiem que el més important per a mesurar és la 
sobrecàrrega introduïda a nivell de sistema operatiu quan es carrega un binari, ja que aquesta 
adaptació es mantindrà durant la resta del desenvolupament del Projecte. 
Les mesures a nivell d’aplicació sobre la seva execució les realitzarem més endavant, quan el nostre 
model estigui més ben definit i la llibreria sigui més completa. 
Figura 9: Informació mostrada pel mòdul HELF sobre l’aplicació exemple de la Figura 6 
$> cat /proc/helf 
Information about HELF processes: 
PID: 22266 
HELF Sections: 2 
Section #1: 
type: parallel mmx 




size: 0x3e B 
address: 0x0804855a 
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Per tant, en aquest apartat mesurarem primer la sobrecàrrega (en temps) introduïda en: 
 El carregador HELF, ja que a més de realitzar les accions que realitza el carregador de l’ELF, 
ha d’emmagatzemar la informació heterogènia que llegeix del binari. 
 La funció encarregada de copiar processos, ja que durant aquesta operació es copia la 
task_struct, i aquesta ha estat modificada per a poder-hi representar la informació 
heterogènia dels binaris. 
En segon lloc, avaluarem l’espai addicional que ocupa la task_struct, ja que s’ha ampliat per a 
guardar-hi la informació heterogènia. 
Les mesures s’han realitzat amb dues implementacions diferents de les estructures de dades 
afegides a la task_struct. La primera versió s’ha implementat amb un vector i la segona amb una 
llista. Cada posició del vector (o node de la llista) conté tota la informació referent a una funció. 
Per a fer les mesures, s’han utilitzat tres versions del binari d’una aplicació molt senzilla que crida a 
6 funcions que escriuen missatges per pantalla: 
 ELF: El binari de l’aplicació convencional, sense cap canvi (compilació i execució 
estàndards). Aquesta serà la base de les nostres mesures. 
 HELF 0: Estructuralment, el binari és idèntic a la versió ELF, i l’única diferència és que el 
nombre màgic d’aquesta versió és el del format HELF. 
 HELF 6: Aquest binari és similar a la versió HELF 0, però conté les funcions de l’aplicació 
separades en sis seccions diferents. Per tant, quan l’executem, el carregador HELF trobarà 
informació addicional que haurà d’emmagatzemar. 
Durant la realització d’aquestes mesures, hem intentat aïllar la màquina al màxim, deixant només 
en execució aquells processos que són vitals per al sistema operatiu. 
4.2.6.1. Mesures de temps 
Com ja hem dit, en primer lloc mesurarem la sobrecàrrega introduïda en la càrrega del binari a 
memòria. Les mesures s’han fet mitjançant la instrucció màquina rdtsc8. 
                                                             
8 En el llenguatge assemblador per a x86, rdtsc és un mnemotècnic per a Read Time Stamp Counter. 





Si ens fixem en el binari ELF, es pot veure que en la primera adaptació del kernel (que utilitza una 
llista) no s’introdueix cap sobrecàrrega, ja que el temps d’inicialització de la llista buida és 
negligible. En canvi, la segona versió proposada (que utilitza un vector) tarda més pel cost 
d’inicialitzar el vector amb valors nuls. En aquest primer cas, hi intervé el carregador de l’ELF, i no hi 
ha cap interpretació d’informació heterogènia perquè el binari no la conté, i el carregador no ho 
suporta. 
El binari HELF 0 (sense seccions addicionals), no conté cap informació heterogènia, per tant, el 
carregador HELF realitza les mateixes accions en les dues adaptacions del kernel (ja que no llegeix ni 
emmagatzema cap tipus d’informació addicional). 
En canvi, la càrrega del binari HELF 6 (que conté sis noves seccions) tarda més en la segona versió, 
probablement perquè a mesura que s’omplen les posicions del vector, cal anar comprovant si ja 
s’han tractat el nombre màxim de seccions que es poden guardar. Aquest problema l’evita la 
primera versió, ja que funciona amb memòria dinàmica. 
Si calculem els segons que representa aquesta petita sobrecàrrega, ens adonem que, en el pitjor 
dels casos, es tarda 35 µs més que la versió base amb el kernel original i el binari ELF. Per tant, 
podem dir que la sobrecàrrega que suposa és negligible. 
Tot seguit avaluem la sobrecàrrega introduïda en la còpia de processos. 
Figura 10: Mesures de temps del carregador HELF per a les diverses versions del kernel i del binari 





A nivell global, podem observar que la còpia de processos en la segona adaptació del kernel és més 
lenta que la resta. Aquest increment de temps és a causa del fet que, en mitjana, les estructures de 
dades per a la segona adaptació (vector) ocupen més que les de la primera adaptació (llista) i, per 
tant, s’han de copiar uns quants bytes més. 
Des del punt de vista del nombre de seccions del binari, veiem que aquest factor no influeix 
excessivament. 
4.2.6.2. Mesures d’ocupació de memòria 
La task_struct del kernel sobre el qual hem treballat té una mida de 8 KB. Aquesta mida es fixa en 
temps de compilació del kernel, i és la mateixa per a qualsevol procés que s’executi al sistema. 
Aquest espai està destinat a guardar tota la informació que fa referència al procés, així com també 
la seva pila. 
Tanmateix, en temps d’execució, els processos poden demanar més espai si amb la mida inicial de 
la task_struct no en tinguessin prou. 
El fet d’augmentar l’espai destinat a guardar la informació del procés fa que disminuïm la mida 
reservada per la pila. Si aquest augment fos pronunciat, es podria donar el cas que les dades de la 
pila sobreescrivissin la informació del procés, deixant aquella task_struct inconsistent, i podrien 
arribar a desestabilitzar el sistema. Per això és important controlar si l’espai addicional que ocupem 
amb les estructures de dades ens podria dur a aquesta situació d’inconsistència. 
Figura 11: Mesures de temps de la còpia de processos per a les diverses versions del kernel i del binari 
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En el kernel original, l’espai que ocupa la informació del procés és de 1.392 bytes. En el pitjor dels 
casos, la primera adaptació (que utilitza una llista), necessita 212 bytes addicionals, i en el millor, 12 
bytes (quan la llista és buida). Respecte la segona adaptació (que utilitza un vector), la mida 
necessària addicional sempre és fixa i és de 164 bytes. 
Per tant, es podria dir que, en mitjana, necessitem aproximadament un 15% més d’espai, que és un 
valor acceptable, i prou petit com per què no porti problemes a l’hora d’executar un procés. 
4.2.7. Conclusions 
En aquest últim apartat corresponent a la primera etapa, presentem les conclusions a les quals hem 
arribat en aquesta primera implementació del Projecte. Això ens permetrà analitzar l’estat actual 
de la proposta i veure com podem continuar avançant. 
En primer lloc, hem definit una nova extensió per al format executable ELF, anomenada HELF 
(Heterogeneous ELF) i hem proposat un mètode per a poder marcar el codi font d’una aplicació 
mitjançant directives de compilador i poder generar el seu executable en format HELF. Aquesta 
extensió ens permet incorporar noves seccions al binari que continguin el codi de funcions, 
compilades per a diferents ISA’s. El major inconvenient d’aquesta extensió és que si hi hagués 
moltes funcions compilades per diferents ISA’s, el nombre de seccions del binari es podria disparar, 
fent que la seva interpretació fos més complexa. 
En segon lloc, hem introduït modificacions a nivell de sistema operatiu per a que pugui gestionar la 
nostra nova extensió. En concret, hem implementat un nou carregador pel format HELF, capaç 
d’interpretar la informació heterogènia emmagatzemada en un binari. També hem afegit noves 
estructures de dades dins del kernel, associades a cada procés, per emmagatzemar la informació 
extreta del binari. 
En tercer lloc, hem dissenyat, implementat i provat un model per gestionar l’execució de les 
aplicacions. En aquesta primera etapa hem implementat una senzilla llibreria, que finalment no s’ha 
adaptat exactament a les necessitats de les aplicacions, però sí ens ha permès provar les 
modificacions introduïdes. 
Finalment, hem avaluat el model implementat a nivell de sistema operatiu, fent mesures tant de 
temps com d’ocupació de memòria, amb dues alternatives de disseny de les estructures de dades a 
nivell de kernel que hem proposat. Això ens ha permès analitzar la penalització introduïda, i veure 
que aquesta és molt petita. 
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4.3. ETAPA 2: UNA PROPOSTA PER A PLATAFORMES HOMOGÈNIES 
Abans de començar a descriure en què consisteix aquesta segona etapa, cal veure per què hem 
decidit començar ara una nova etapa. 
Doncs bé, vam redactar un article (“Adapting ELF to load heterogeneous binaries” [16]) sobre la 
primera part i el vam presentar al Third Workshop on Software Tools for MultiCore Systems (STMCS 
2008) [17]. Malauradament, no ens el van acceptar, però ens van donar la seva opinió sobre la 
nostra idea. Tot seguit resumim els comentaris més importants que ens van fer. 
Comentaris positius: 
 Donem una nova percepció de l’execució de codi en plataformes heterogènies. 
 Proporcionem un bon primer pas en la construcció d’un entorn d’execució més flexible. 
 Mostrem la necessitat de migració dels threads a través de diverses unitats d’execució. 
 Plantegem noves qüestions sobre la interfície de comunicació entre el codi del programa i 
la plataforma i la migració de tasques (per exemple, com es gestiona la pila d’execució 
d’una ISA a una altra?). 
 
Crítiques i millores proposades: 
 No deixem clar per què el nom de les noves seccions és “.text.nomFunció”. Podria ser, per 
exemple, “.text.nomISA”, i d’aquesta manera ajuntar tot el codi compilat per a una mateixa 
ISA en una sola secció. 
 El model de gestió de l’execució no és gaire convincent, i no tractem el paral·lelisme de les 
aplicacions. 
 
És molt interessant rebre comentaris d’altres persones expertes en aquesta àrea, ja que ens ajuden 
a valorar la qualitat de la nostra idea, i veure quins són els aspectes més dèbils i que, per tant, s’han 
de millorar. A més, necessitem desenvolupar la capacitat per comunicar d’una manera entenedora 
el nostre treball, ja que els lectors de l’article no tenen res a veure amb el Projecte. Els comentaris 
rebuts ens han ajudat molt a millorar la nostra proposta, i són un punt clau a l’hora de 
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desenvolupar un projecte de recerca, com és aquest. Aquesta faceta de la recerca també és un dels 
objectius del Pla de Formació que els estudiants han d’aprendre. 
Arribats a aquest punt, el lector pot intuir quines seran algunes de les millores proposades respecte 
la primera aproximació. En aquesta etapa treballarem, igual que la primera, en una arquitectura 
homogènia, que ens servirà de base per a fer el salt a una plataforma heterogènia a la tercera 
etapa. Tot seguit esmentem els objectius que ens proposem assolir durant aquesta segona etapa: 
 Definir un model de gestió de l’execució més robust i que s’adapti millor a les necessitats 
de l’usuari. 
 Ser capaços de crear un binari que agrupi tot el codi compilat per a una mateixa ISA a dins 
d’una mateixa secció de codi, seguint el format HELF. 
 Ampliar les capacitats de la llibreria, fent que proporcioni una interfície còmoda i 
compatible tant amb les arquitectures existents com amb les que puguin sorgir a mitjà 
termini. I a més, permeti la introducció de paral·lelisme. 
 Adaptar el sistema operatiu per a que doni suport a les modificacions introduïdes a nivell 
d’aplicació. 
En els propers apartats expliquem com s’han treballat aquests objectius. A continuació, avaluarem 
la solució proposada mitjançant diverses proves i analitzarem els resultats obtinguts. Finalment, 
acabarem l’apartat amb les conclusions extretes de tot el desenvolupament del Projecte fins aquest 
moment. 
4.3.1. El nou model per gestionar l’execució de les aplicacions 
El model de gestió definit a la primera etapa era molt senzill, massa orientat a un tipus d’aplicacions 
específiques i poc adaptable a la voluntat del programador. En aquest apartat expliquem com hem 
redissenyat aquest model per a que s’adapti una mica més a les necessitats de les aplicacions 
actuals. 
La filosofia que un procés o thread pugui anar canviant de processador o accelerador per executar 
diverses funcions en diferents unitats d’execució no ha canviat. Però ara deixarem enrere la 
intervenció del sistema operatiu en l’elecció de l’ordre amb què s’han d’executar les funcions. 
El programador disposarà de diverses funcions (implementades en una llibreria, explicada a 
l’apartat 4.3.3) per a que un thread pugui executar en una unitat específica una funció determinada 
i després pugui retornar a la unitat d’execució principal. I serà el programador qui especificarà 
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quina funció s’ha d’executar en cada salt, i en quin punt del codi o en quin moment s’ha de fer 
aquest salt. 
També deixarem a càrrec del programador la decisió d’utilitzar threads o no, de manera que la 
interfície que nosaltres proporcionarem serà completament independent a aquest aspecte, tot i 
que també serà totalment compatible amb la introducció de paral·lelisme. 
Per tant, resumint, el programador decidirà quina funció ha d’executar un thread o procés en una 
arquitectura determinada i en quin moment s’ha de fer, i nosaltres li proporcionarem la interfície 
per a que aquest salt entre unitats d’execució sigui gairebé transparent per a ell. Aquesta interfície 
no proporcionarà paral·lelisme de cap tipus, però sí que serà totalment compatible. La Figura 12 
mostra un esquema del comportament que tindria un procés que s’executa al processador principal 
(main), després salta a un accelerador per a executar una funció (funcAccel), i després retorna una 




Per a poder seguir aquest model sense introduir una gran penalització sobre el rendiment de 
l’aplicació, cal tenir en compte diversos aspectes, com per exemple en quin moment es carrega el 







funcAccel ( ) 
retorna 
main ( ) 
Salt a l’accelerador 
Intervenció de la 
llibreria i del SO 
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codi que ha d’executar l’accelerador a la seva memòria local (si en té), o com se li envia (si no té 
memòria local). 
Per minimitzar la sobrecàrrega, abans de produir-se el salt cap a l’accelerador, ja s’hauria d’haver 
carregat el codi. Si en el moment d’iniciar l’execució de l’aplicació es coneix quin tros de codi s’ha 
de carregar, el sistema operatiu podria realitzar la càrrega en aquest moment. 
Un altre factor a tenir en compte, que ha quedat en segon terme durant la primera etapa, és la 
gestió de les dades. Al següent apartat, amb les millores del format HELF, expliquem com hem 
abordat aquest tema. Cal tenir en compte, però, els següents aspectes: 
 Abans que l’accelerador necessiti les dades, aquestes ja haurien d’estar copiades a la seva 
memòria local (si en té, o s’hauran d’enviar juntament amb el codi, si no en té). Aquesta 
operació és difícil de tractar, i no es pot fer en qualsevol moment (s’haurà de retardar al 
màxim), ja que el valor de les dades canvia en temps d’execució, i ens hem d’assegurar que 
estan actualitzades quan es copien a la memòria local o s’envien. 
 De la mateixa manera que s’han de copiar a la memòria local o enviar les dades, en alguns 
casos també s’hauran d’actualitzar a memòria principal quan acabi l’execució de la funció a 
l’accelerador. Aquesta actualització s’haurà de fer tant aviat com sigui possible, però 
sempre després que finalitzi l’execució de la funció. 
Per tant, s’haurà de tenir en compte quan es produirà un salt cap a un accelerador i quines dades 
necessita i retorna. Sobretot s’haurà de vigilar amb les dades compartides entre diversos 
acceleradors, ja que s’hauran de marcar d’alguna manera quan aquestes s’estiguin modificant en 
un accelerador de forma local. 
Aquestes operacions es podrien fer de forma automàtica (majoritàriament controlades pel sistema 
operatiu), o bé es podria ampliar la llibreria HELF, incloent operacions per a que el programador 
indiqui quan vol efectuar cada operació. Donat que aquest és un tema complex, no el tractarem a 
fons en la implementació de la nostra proposta. 
4.3.2. Millores del format HELF 
Aquí explicarem com hem abordat el primer objectiu: agrupar les diferents seccions de codi del 
binari en funció de la ISA per la qual estan compilades. A diferència de la primera aproximació, on 
cada secció s’anomenava igual que la funció que contenia, hem vist més convenient dividir el codi 
segons la ISA per a la qual està compilat. D’aquesta manera, obtindrem un binari més ben 
estructurat i amb un nombre de seccions raonable, que serà com a màxim el nombre de les 
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diferents arquitectures de les que disposi la màquina. Un dels inconvenients de la primera proposta 
és, també, que el nombre de seccions es pot disparar, fent que el tractament del binari sigui més 
costós. 
Cal dir que en alguns apartats d’aquest capítol parlem indistintament d’ISA i arquitectura, ja que 
entenem que aquestes tenen una relació unària, és a dir, una ISA és interpretada per una sola 
arquitectura, i una arquitectura només pot interpretar una sola ISA. Cada secció de codi del binari 
representa una determinada ISA, que en temps d’execució es traduirà a una arquitectura en 
concret. 
Primerament, cal decidir quines arquitectures suportarà el format HELF, i com s’anomenaran les 
seccions de codi que continguin el codi heterogeni. Per començar, hem definit 7 arquitectures 
diferents (per les proves que podem fer, no en necessitem més), però això és fàcilment ampliable a 
tantes com sigui necessari. A continuació, a la Taula 3, es mostra una llista amb el nom d’aquestes 7 
arquitectures, el nom de la seva corresponent secció en un binari HELF (suposem que el nom 
sempre comença per “.text.” , ja que la secció principal de codi del binari s’anomena “.text”, i s’hi 
afegeix el nom indicat a la taula), i un codi per a identificar-les numèricament quan sigui necessari. 
Arquitectura Nom de la secció Codi numèric 
ARM arm 1 
FPGA fpg 2 
Power PC ppc 4 
SPE spe 8 
Ultra Sparc usp 16 
x86 - 32 bits x32 32 
x86 - 64 bits x64 64 
 
El mètode proposat per a marcar el codi font segons l’arquitectura per la qual s’ha de compilar serà 
el mateix que el de l’etapa 1: introduir la directiva “#pragma nomArq” abans de la capçalera de les 
funcions que es vulguin executar en un processador determinat, on nomArq pot ser arm, fpg, ppc, 
spe, usp, x32 o x64, i indica per a quina arquitectura s’haurà de compilar la funció i el tipus de 
processador on es podrà executar. Com ja hem dit, per a poder realitzar això necessitem un 
compilador adaptat, que sigui capaç d’entendre les directives i compilar el codi adientment. A més, 
si el compilador ho suportés, es podria indicar més d’una arquitectura en un mateix #pragma. 
D’aquesta manera, aconseguiríem tenir diverses versions d’una mateixa funció compilades per a 
Taula 3: Descripció de les arquitectures suportades, amb els seus corresponents noms de secció i el seu 
codi numèric 
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diverses ISA’s. Així, es podria decidir en temps d’execució, per exemple, quina versió de la funció 
executar, en funció de diversos paràmetres, com podria ser la càrrega de la màquina. 
Tanmateix, com que no disposem d’un compilador adaptat, seguirem la metodologia introduïda en 
la primera etapa: utilitzar els atributs del compilador per a marcar cada funció mitjançant 
__attribute__((section (“.text.nomArq”))). Així, el compilador ens generarà els fitxers objecte amb 
les diverses seccions de codi que hem indicat. 
L’encarregat de l’últim pas és l’enllaçador, que genera l’executable a partir dels fitxers objecte. El 
comportament que té aquest per defecte, és ajuntar totes les seccions de codi en una de sola, 
anomenada “.text”. Per a evitar-ho, es podria fer servir el mateix mètode que en la primera etapa 
(mitjançant flags del linker), però creiem que aquesta tasca es pot automatitzar, fent-la més senzilla 
per a l’usuari. 
Per tant, el que hem fet és crear un nou script per al linker, molt semblant al que utilitza per 
defecte, però hem modificat el seu comportament quan tracta les seccions de codi: en comptes 
d’agrupar-les totes en una única secció, el que fa agrupar-les en funció del seu nom (sempre i quan 
aquest sigui vàlid, és a dir, ha de ser necessàriament un dels esmentats a la Taula 3). D’aquesta 
manera, si dos fitxers objecte diferents tenen dues seccions de codi que s’anomenen igual (per 
exemple, “.text.x32”), el que farà el linker serà agrupar tot el codi d’ambdós fitxers en una sola 
secció de l’executable. Això es pot veure reflectit en la mida de la secció, que serà la suma de les 
mides de les dues seccions dels fitxers objecte. El fet d’agrupar el codi d’aquesta manera no suposa 
cap modificació del comportament de l’aplicació. 
Per a substituir l’script que el linker utilitza per defecte i utilitzar el que hem creat nosaltres, n’hi ha 
prou amb incloure el flag “-T rutaNouScript” quan s’enllacen els diversos objectes d’una aplicació 
per a crear l’executable, on rutaNouScript és la ubicació on es troba el nostre script. 
A més de la separació del codi en diferents seccions del binari en funció de la ISA per a la qual està 
compilat, creiem que es necessari proposar un mètode de gestió de dades, ja que el més segur és 
que l’aplicació necessiti compartir-les entre diverses funcions que s’executin en diferents 
processadors. 
Hem de tenir en compte que existeixen nuclis d’execució amb memòria local, on es podrien copiar 
les dades que aquest necessita abans que comenci l’execució d’una funció. Però també hi ha nuclis 
que no disposen d’aquesta memòria, i que, per tant, les dades s’hauran d’enviar com una cadena 
de bits per a que les processi. 
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Es pot definir un gran ventall de polítiques de migració de dades en temps d’execució: des de les 
més senzilles, com per exemple seria enviar les dades quan alguna unitat les necessiti, encara que 
s’hagi d’aturar l’execució i això penalitzi el rendiment; fins a les més complexes, on per exemple es 
podria generar un graf de dependències de dades i intentar enviar-les a la unitat que les necessita 
tant aviat com sigui possible per solapar el cost de l’enviament amb altres tasques que es realitzin a 
la màquina. 
Creiem que aquest és un aspecte important a tenir en compte, però donades les limitacions de 
temps, només proposarem una forma per incloure certa informació al binari sobre les dades. 
Aquesta informació podria ser útil en temps d’execució per a les polítiques de gestió de dades que 
s’apliquin, per poder copiar o moure les dades entre els diversos nuclis d’execució. Aquesta part, 
però, es quedarà només en una proposta i no s’implementarà, ja que per afegir aquesta informació 
al binari, hauríem de modificar el compilador i l’enllaçador. 
Seguint la proposta d’ús de la directiva #pragma, les dades també s’haurien de marcar de forma 
similar. La nostra proposta és afegir la directiva “#pragma helf_shared_data” abans de la definició 
de cada variable que es vol compartir entre diverses funcions que s’executen en diferents unitats 
d’execució. 
La compartició de dades entre diverses arquitectures no és fàcil. Es pot donar el cas que un mateix 
tipus de dades no ocupi el mateix nombre de bytes, que s’emmagatzemi de forma diferent a 
memòria (big endian o little endian, per exemple), o fins i tot que no estigui definit com a tipus 
bàsic (sobretot ens referim als tipus definits per l’usuari). A més, si cada accelerador té el seu espai 
d’adreces, és molt probable que una mateixa variable que estigui present en més d’un accelerador 
no estigui situada a la mateixa adreça per tots els acceleradors. 
Per això, hem estudiat com es gestionen aquests problemes al Cell BE, explicat a la seva ABI [22], i 
proposem un mètode semblant: dins de l’executable HELF, hi haurà una secció de dades, 
anomenada .data.helf_data. Aquesta secció estarà formada per tantes entrades com variables 
s’hagin marcat amb la directiva “#pragma helf_shared_data”. Per cada entrada, s’especificarà el 
nom del símbol i les possibles conversions d’adreces que es poden fer (per cada ISA present al 
binari). Les conversions s’aniran posant a mesura que es conegui l’adreça on s’emmagatzema la 
variable en la unitat d’execució a la qual pertany (normalment, serà en temps d’execució). 
Un compilador adaptat, hauria d’entendre les directives afegides per gestionar les dades i crear la 
secció .data.helf_data amb tots els símbols que hagi especificat el programador al codi font de 
l’aplicació, tal i com s’ha explicat. Per a que quedi més clar, la Taula 4 mostra un exemple de com 
podria ser aquesta nova secció afegida en un binari HELF. 




Traducció de l’espai d’adreces 
Arquitectura A Arquitectura B Arquitectura C 
sym1 --- traduccióB1 traduccióC1 
sym2 traduccióA2 traduccióB2 --- 
sym3 --- traduccióB3 traduccióC3 
sym4 traduccióA4 --- traduccióC4 
 
Com podem observar a la taula, per cada símbol s’especifiquen tres conversions per a tres 
arquitectures diferents. Això voldria dir que el binari HELF al qual pertany conté codi compilat per a 
aquestes tres arquitectures (i únicament per a aquestes tres). D’aquestes tres traduccions per cada 
símbol, n’hi ha una que no està determinada. Això significa que el símbol pertany al codi compilat 
per a aquella arquitectura, i que no s’ha de fer cap conversió per a accedir-hi. Com ja hem dit, 
normalment aquesta taula s’omplirà en temps d’execució, quan se sàpiga a quina adreça 
s’emmagatzema cada símbol en cada arquitectura. 
A continuació, il·lustrem un exemple amb una aplicació real, per a fer més entenedora l’explicació 
d’aquest apartat (de moment, només incloem la part de gestió del codi; no de les dades). 
El codi d’exemple s’ha extret del benchmark Scimark 2.09, i s’ha adaptat a la nostra proposta. El 
benchmark té cinc nuclis computacionals que realitzen càlculs numèrics i científics, i està disponible 
tant en llenguatge Java com en llenguatge C. Nosaltres hem agafat la versió en C. 
El benchmark consta d’un programa principal que invoca cinc funcions diferents (FFT, SOR, 
MonteCarlo, SparseMatMul i LU), corresponents als cinc nuclis computacionals, i després mostra el 
rendiment aproximat obtingut en la seva execució. La Figura 13 mostra la part del codi font 
rellevant, marcada amb la directiva #pragma per a que algunes de les funcions es compilin per a 
una ISA en concret. 
Com podem veure, la funció principal (main) i la funció LU no tenen cap marca. Per tant, 
s’agruparan dins de la secció genèrica de codi “.text”. Les funcions FFT i SOR es compilaran per a 
una arquitectura x86 de 64 bits, i per tant, s’inclouran dins de la secció “.text.x64”. Finalment, les 
funcions MonteCarlo i SparseMatMul es compilaran per a ésser executades en un SPE, i s’inclouran 
dins de la secció “.text.spe”. 
                                                             
9 El codi font original es pot trobar a http://math.nist.gov/scimark2/. 
Taula 4: Exemple de l’estructura que tindria la nova secció .data.helf_data d’un binari HELF 





Tot seguit, a la Figura 14 es mostra com quedaria dividit el binari, segons les marques que s’han fet 
al codi font. 
 
 

















Section Header Table 







. . . 
.data 
Executable HELF 
Figura 13: Codi font del Scimark 2.0 marcat amb la directiva #pragma 
int main (int argc, char *argv[]) { 
    double res[6] = {0.0}; 
 
    res[1] = FFT (N, mintime, R); 
    res[2] = SOR (N, mintime, R); 
    res[3] = MonteCarlo (mintime, R);  
    res[4] = SparseMatMul (N, nz, mintime, R); 
    res[5] = LU (N, mintime, R); 
    res[0]=(res[1]+res[2]+res[3]+res[4]+res[5])/5; 
 
    print_out_results (&res); 
    return 0; 
} 
#pragma x64 
double FFT (int N, double mintime, Random R) {...} 
double LU (int N, double min_time, Random R) {...} 
#pragma spe 
double MonteCarlo (double mintime, Random R) {...} 
 
#pragma spe 
double SparseMatMul (int N, int nz, double mintime, Random R) {...} 
#pragma x64 
double SOR (int N, double mintime, Random R) {...} 
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4.3.3. Llibreria HELF 
Tot i que aquesta llibreria substitueix l’anteriorment explicada hpthread, no té massa a veure amb 
la seva antecessora, i per evitar confusions li hem canviat també el nom. 
En primer lloc, hem eliminat la interacció de la llibreria amb els pthreads. Com ja hem dit, deixem al 
gust del programador l’elecció del tipus de paral·lelisme que vulgui per a la seva aplicació.  
L’objectiu de la llibreria no és oferir paral·lelisme, sinó proporcionar una interfície amigable per al 
programador per a que ell indiqui quines funcions s’han d’executar en un nucli determinat i en quin 
moment. Per això creiem que el fet d’utilitzar la nostra llibreria no ha de limitar les possibilitats que 
té el programador per a paral·lelitzar la seva aplicació (ja sigui en l’elecció del tipus de paral·lelisme, 
o bé en la forma d’usar-lo). 
Una millora important també és que hem incorporat suport per al pas de paràmetres i el retorn de 
la funció que s’ha d’executar, tot i que això implica que aquests s’han d’empaquetar dins d’una 
estructura, de manera similar a la forma de treball amb la llibreria PThreads. Per tant, el 
programador haurà de modificar lleugerament el codi font de la seva aplicació per a que s’adapti 
als requeriments de la llibreria HELF. 
Basant-nos en el model de continuacions descrit a [23], podem veure que quan un procés ha de 
seguir la seva execució en un processador o accelerador específic (per exemple, per a aconseguir un 
major rendiment), l’única informació que es necessita és: 
 En quin punt del codi ha de continuar l’execució (una adreça). 
 Quines dades d’entrada necessita (els paràmetres). 
Per a dissenyar la llibreria HELF, ens hem basat en aquesta idea. Tot seguit s’explica amb més detall 
el seu disseny i funcionament. 
La llibreria està composta per tres funcions: helf_execute, helf_exit i valid_arch. La millor manera 
per comprendre el seu funcionament serà explicar què permeten fer aquestes funcions i després 
mostrar el seu ús mitjançant un exemple. La Taula 5 descriu l’especificació i el comportament de les 
tres funcions. 
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Funció Paràmetres Retorn Descripció 
helf_execute - fun: Punter a la funció que es vol 
executar 
- par: Punter a l’estructura de 
dades que conté els paràmetres 
- ret: Punter on es vol guardar el 
retorn 
- arq: Identificador de 
l’arquitectura on s’ha d’executar 
- -1 si error 
- 0 altrament 
Si fun o arq són nuls o no vàlids, 
retorna error i no fa res. 
Sinó, el procés que la invoca saltarà 
a una unitat amb arquitectura arq a 
executar la funció fun. 
Per retornar, dins de fun haurà 
d’invocar a helf_exit amb els 
paràmetres adequats. 
helf_exit - ret: Punter al que es retorna 
- arq: Identificador de 
l’arquitectura cap a la qual es 
retorna 
- -1 si error 
- 0 altrament 
Si arq no és vàlid, retorna un error i 
no fa res. 
Sinó, retorna al punt just després 
d’on aquest procés ha invocat 
helf_execute per darrer cop. 
valid_arch - arq: Identificador d’arquitectura - Cert o fals Indica si arq és una arquitectura 
vàlida (cert) o no (fals). 
És a dir, només retornarà cert en 
els casos que s’han definit a la 
Taula 3. 
 
Un dels requisits de la llibreria és que sigui fàcil d’utilitzar per al programador. Com ja hem dit, la 
seva manera de treballar és molt semblant a la de la llibreria PThreads. Per tant, creiem que hem 
complert el requeriment d’oferir una interfície amigable al programador. 
Per restriccions a nivell de sistema operatiu, hi ha dues limitacions a l’hora d’efectuar les crides a 
helf_execute i helf_exit des de l’aplicació. La primera és que no es poden encadenar dues crides 
seguides a helf_execute (o helf_exit). És a dir, després d’una crida a helf_execute s’haurà de fer la 
seva corresponent crida a helf_exit. La segona és que la crida helf_execute només es pot fer des 
dels processadors de propòsit general de la màquina. 
Aquest fet és assumible si pensem que els acceleradors estan dissenyats per realitzar un tipus de 
tasca molt concret, i és un processador de propòsit qui, en moments concrets, envia aquest treball 
Taula 5: Descripció de les funcions de la llibreria HELF 
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especialitzat a l’accelerador adequat. D’aquesta manera, el flux d’execució passa per un 
processador de propòsit general abans de saltar cap a un accelerador. 
Tot i així, hi ha una excepció a aquestes limitacions. És el cas que des d’un processador de propòsit 
general, es faci un salt a un accelerador. Aquest pot fer un altre salt a un altre accelerador, i així 
successivament amb la condició que només hi haurà un sol retorn de l’execució, i aquest serà al 
processador de propòsit general des del qual s’ha iniciat la seqüència de salts. La Figura 15 il·lustra 
aquesta situació mitjançant un procés que efectua dos salts: el primer des d’un processador de 
propòsit general (Proc1), i el segon des d’un accelerador (Accel1). Finalment, des de l’últim 
accelerador on s’ha saltat (Accel2), es retorna al processador de propòsit general. 
 
 
Per a que la llibreria es pugui utilitzar, s’han de fer públiques les capçaleres de les seves funcions. 
Per tant, hem creat un fitxer, anomenat libhelf.h (situat al directori /usr/include), on hi ha la 
declaració de les funcions. També hem aprofitat la creació d’aquest fitxer per simplificar la 
memorització dels codis de les arquitectures definides i els atributs de compilador que s’han 
d’utilitzar actualment en comptes de la directiva #pragma. Aquest fitxer es mostra a la Figura 16. 
Figura 15: Exemple de seqüència de salts entre processadors i acceleradors permesa 
Aplicació 
Arquitectura 
main ( ) 
helf_execute (&func1,…) func1 ( ) 
helf_execute (&func2,…) 
helf_exit (…) 







Adaptació del format ELF per a suportar aplicacions heterogènies Desenvolupament del Projecte 
 
60 
Primer, hem definit unes constants que substitueixen els codis enters que representen les 
arquitectures. Així, el programador pot treballar amb uns noms que són més representatius per a 
ell. A més, per a que no hagi d’utilitzar l’atribut de compilador explicat a l’apartat anterior, hem 
definit una macro. D’aquesta manera, el programador només ha d’afegir, per exemple en cas d’una 
arquitectura x86 de 32 bits “helf_arch(x32)” a la capçalera de la funció, i el compilador ja 
s’encarrega de traduir-ho per l’atribut, i separar aquella funció a la secció de codi indicada. El nom 
de l’arquitectura (x32 en l’exemple que hem posat), ha de coincidir amb un dels noms de la secció 
definits a la Taula 3. 
 
 
A continuació, es presenta el mateix exemple il·lustrat a la Figura 13, i adaptat per a que es divideixi 
el binari en diferents seccions de text i utilitzi la llibreria HELF per anar executant les diverses 
funcions. Com a exemple, també s’ha afegit com s’hauria de declarar la variable res de la funció 
main per a que s’inclogui la seva informació a la secció .data.helf_data, com s’ha explicat a l’apartat 
anterior. A més d’aquesta variable, també s’haurien de marcar de la mateixa manera les 
estructures de dades que es passen com a paràmetre de les funcions que s’executen en 
processadors o acceleradors diferents del principal. Es marquen en negreta les modificacions 
introduïdes respecte la versió original. 
Figura 16: Fitxer de capçaleres libhelf.h 
#define ARCH_ARM 1 
#define ARCH_FPGA 2 
#define ARCH_PPC  4 
#define ARCH_SPE  8 
#define ARCH_USP  16 
#define ARCH_X32  32 
#define ARCH_X64  64 
 
#define helf_arch(x) __attribute__((section (".text."#x))) 
 
int helf_execute (void * func, void * args, void * result, int arch); 
int helf_exit (void * result, int arch); 
int valid_arch(int arch); 





Suposem que aquest codi s’executa en una màquina on el processador principal és un x86 de 32 
bits, i que a més, té dos tipus d’accelerador diferents (com a mínim), un amb arquitectura x86 de 64 
bits i, l’altre amb arquitectura SPE. 
Si analitzem una mica el codi, podrem intuir el comportament de l’aplicació. Primer, el programa 
principal (que s’executa al processador x86 de 32 bits) inicialitza el vector res, que l’utilitza per 
guardar el rendiment de cada funció. Després, fa un salt cap la unitat amb arquitectura x86 de 64 
bits per a executar la funció FFT. Un cop hagi executat la funció, retorna al programa principal. A 
continuació, es produeix la mateixa situació, amb les funcions SOR, MonteCarlo i SparseMatMul 
(aquestes dues últimes, però, s’executaran a l’accelerador amb arquitectura SPE). Finalment, 
executa la funció LU al processador principal i mostra el rendiment obtingut per a l’execució de 
cada funció. 
Figura 17: Codi font del Scimark 2.0 marcat amb #pragma i adaptat per a utilitzar la llibreria HELF 
int main (int argc, char *argv[]) { 
#pragma helf_shared_data 
    double res[6] = {0.0}; 
 
    helf_execute (&FFT, &paramsFFT, &res[1], ARCH_X64); 
    helf_execute (&SOR, &paramsSOR, &res[2], ARCH_X64); 
    helf_execute (&MonteCarlo, &paramsMC, &res[3], ARCH_SPE); 
    helf_execute (&SparseMatMul, &paramsSMM, &res[4], ARCH_SPE); 
    res[5] = LU (N, mintime, R); 
    res[0]=(res[1]+res[2]+res[3]+res[4]+res[5])/5; 
    print_out_results(&res); 
    return 0; 
} 
#pragma x64 
double FFT (struct * paramsFFT p) { 
    . . . 
    helf_exit (&resFFT, ARCH_X32); 
} 
double LU (int N, double min_time, Random R) {...} 
#pragma spe 
double MonteCarlo (struct * paramsMC p) { 
    . . . 




double SparseMatMul (struct * paramsSMM p) { 
    . . . 
    helf_exit (&resSMM, ARCH_X32); 
} 
#pragma x64 
double SOR (struct * paramsSOR p) { 
    . . . 
    helf_exit (&resSOR, ARCH_X32); 
} 
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L’estructura del binari una vegada compilat, seria gairebé la mateixa que es mostra a la Figura 14, ja 
que les marques del codi no han canviat, només hem afegit diverses crides a una llibreria d’usuari. 




4.3.4. Millores del sistema operatiu 
Per a que la llibreria HELF i les aplicacions tinguin el comportament desitjat, necessiten el suport del 
sistema operatiu. A continuació es dóna una visió general sobre les millores introduïdes en aquesta 
segona etapa. Com ja s’ha comentat, la implementació relativa al sistema operatiu no s’explica amb 
detall perquè no és l’objectiu d’aquest Projecte Final de Carrera; només es comenta a nivell global, 
per tenir una visió general de tot el model. 
Donat que s’ha canviat el concepte que representaven les seccions d’un binari HELF (en la primera 
etapa cada secció representava el codi d’una funció diferent, i ara cada secció representa el codi 
per a una ISA diferent), també s’han hagut d’adaptar les estructures de dades per a guardar 
aquesta informació a l’estructura que representa un procés, la task_struct. 
En concret, dins la task_struct, tenim una estructura genèrica (un vector) on cada posició 
representarà la informació (extreta del binari) per a una arquitectura determinada. A més, haurà de 
Figura 18: Esquema de l’executable HELF del benchmark Scimark 2.0, amb les seccions de codi i dades 
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contenir un parell de funcions que gestionaran el salt d’un thread o procés cap a aquella 
arquitectura i el seu retorn. 
Per mantenir el mateix esquema per a cada posició del vector (que representa una arquitectura 
diferent), s’ha seguit la filosofia que utilitza el gestor de dispositius de Linux [24], és a dir, dins del 
vector hi ha un parell de punters a les funcions específiques de l’arquitectura que representa aquell 
element del vector. 
Si tenim en compte les possibles interaccions que es poden produir en temps d’execució entre 
processos o threads (bàsicament, l’enviament i recepció de signals), a més del parell de punters per 
a les funcions específiques per gestionar els salts, també hauríem d’incloure altres punters a les 
funcions específiques per gestionar els signals, en funció de cada arquitectura. Per exemple, el 
signal per matar un procés no realitzarà les mateixes operacions en un processador de propòsit 
general que en un accelerador. 
Per altra banda, s’han implementat només un parell de crides a sistema (que són invocades per les 
dues funcions de la llibreria helf_execute i helf_exit), que són les encarregades de gestionar els salts 
i els retorns entre les diferents arquitectures que tingui el sistema. Aquest parell de funcions són 
genèriques, fent que el punt d’entrada al sistema operatiu sigui comú per a qualsevol tipus 
d’arquitectura on es vulgui fer el salt o cap on es vulgui retornar, i és dins de la crida a sistema que 
s’invoca la funció específica per a cada arquitectura (que s’extreu de l’estructura de dades 
comentada al principi d’aquest apartat). 
D’aquesta manera, facilitem la gestió dels salts per al programador, ja que per a ell, la invocació de 
les funcions de la llibreria sempre és igual, i no s’ha de preocupar del tipus d’arquitectura. Aquest 
sistema és similar al funcionament de les crides a sistema de Linux, on totes tenen el mateix punt 
d’entrada, i és en mode kernel quan s’invoca la funció específica. 
4.3.5. Proves i resultats 
Aquí es presenten les proves realitzades durant aquesta etapa i els resultats que s’han obtingut. 
A diferència de les mesures fetes a la primera etapa (on només s’ha avaluat el rendiment del 
sistema operatiu), ara també cal tenir en compte el rendiment de l’aplicació, però sobretot la 
correctesa i robustesa del model implementat, ja que si no s’aconsegueix que l’aplicació tingui el 
comportament desitjat, la nostra implementació de ben poc serviria. 
Per aquest motiu, cal dissenyar (o adaptar) una aplicació on apareguin casos poc freqüents, o fins i 
tot erronis i veure que la implementació del nostre model respon de la forma esperada. 
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Primer, el que hem fet ha estat modificar una aplicació ja introduïda i explicada a l’apartat 4.3.2: el 
benchmark Scimark 2.0, introduint errors expressament per a posar a prova el nostre model. 
Després, fem una avaluació del rendiment del Scimark 2.0, adaptant-lo per a que utilitzi el nostre 
model. Igual que les proves realitzades en la primera etapa, s’ha procurat en la mesura del possible 
aïllar l’execució del benchmark, deixant només en execució els processos imprescindibles per al 
correcte funcionament del sistema operatiu. 
4.3.5.1. Avaluació de la correctesa i robustesa del model implementat 
Per a comprovar que la nostra implementació és correcta i es comporta de la manera esperada, 
sense provocar cap error al sistema, o deixar-lo inestable, hem adaptat el codi font del Scimark 2.0 
de manera que inclogui possibles casos erronis. 
La Taula 6 mostra aquests casos i la reacció que ha tingut el model implementat. Sobretot, s’ha 
avaluat tant la part corresponent a la llibreria HELF com la part corresponent al sistema operatiu. 
Per això s’especifica en cada cas qui és el responsable de controlar l’error i quina reacció ha tingut 
enfront aquest. No s’ha provat a fons que la generació del binari amb informació heterogènia sigui 
correcta, ja que aquest pas és ara bastant automàtic i no dóna lloc a gaires errors, però si 
s’adaptessin el compilador i l’enllaçador, és clar que també s’hauria de verificar el seu correcte 
funcionament. 
La primera prova que s’ha fet ha estat executar el binari en format HELF del codi font mostrat a la 
Figura 17. Aquest és un exemple d’una aplicació que no hauria de provocar cap error, i hem 
comprovat que l’execució ha estat correcta i els resultats els esperats. Com que aquesta prova no 
es considera un cas poc habitual o erroni, no s’inclou a la taula. 
Les proves, que s’han realitzat per ordre de més senzilles a més complexes, es mostren a 
continuació. 
Situació Responsable Reacció 
Codi font que tingui una secció 
heterogènia per a una ISA no suportada 
pel format HELF, o que el nom que es 
proporciona com a ISA no signifiqui res. 
Enllaçador Genera el binari ignorant aquesta 
informació, incloent el codi marcat com 
a heterogeni dins la secció de codi 
principal (.text). 
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Situació Responsable Reacció 
Invocació a helf_execute o helf_exit amb 
paràmetres nuls. 
Llibreria Si el punter a la funció, en el cas de 
helf_execute, és nul, o l’arquitectura, en 
el cas de les dues funcions, no és vàlida, 
retorna un error. 
La resta de paràmetres depenen de la 
implementació de l’aplicació i, per tant, 
no es poden controlar des de la llibreria. 
Si són nuls, els donaria per vàlids i 
continuaria amb l’execució normal. 
Invocació a helf_execute amb un punter 
a funció invàlid. 
No definit És impossible verificar que el punter 
conté realment una adreça d’una funció. 
Si l’adreça on apunta no pertany a l’espai 
de memòria del procés, serà detectat pel 
sistema operatiu i es produirà una 
excepció de violació de segment. 
Sinó, el comportament que tindrà serà 
incorrecte, i dependrà del contingut de 
l’adreça apuntada (dades, codi, ...). 
Segurament, en alguns casos acabarà 
amb una excepció d’instrucció il·legal 
(sobretot si el contingut són dades). 
Execució d’un binari ELF, que invoca 
funcions de la llibreria HELF. 
Sistema operatiu Detecta que el procés que representa 
l’aplicació no és un procés HELF i retorna 
error. 
Execució d’un binari HELF sense cap 
secció heterogènia, que invoqui 
helf_execute per a fer algun salt entre 
processadors. 
Sistema operatiu El sistema operatiu veu que no té cap 
informació heterogènia i que, per tant, 
no pot fer el salt. Retorna un error. 
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Situació Responsable Reacció 
Execució d’un binari HELF, on es fa una 
crida a helf_exit abans de la seva 
corresponent a helf_execute. 
Sistema operatiu Aquest aspecte no es controla, i no 
podem saber el comportament que 
tindrà el sistema. El més segur és que 
l’aplicació acabi de manera inesperada, i 
la seva execució no sigui correcta. 
 
A partir de les proves fetes, podem veure quines són les limitacions del nostre model, tant a nivell 
d’usuari (les que afecten al compilador, l’enllaçador i la llibreria), com a nivell de sistema operatiu. 
Tot seguit les enumerem. 
Limitacions del compilador i enllaçador: 
Com ja s’ha dit, aquesta part no l’hem provat gaire, ja que la solució que fem servir és temporal i en 
una versió definitiva del model s’haurien d’adaptar tant el compilador com l’enllaçador. Ara per ara, 
si es produís el primer error descrit a la Taula 6, com que estem treballant en una arquitectura 
homogènia, el compilador genera el codi per a la ISA de la màquina, tot i que la separa en una 
secció anomenada igual que la ISA indicada en el codi font. L’enllaçador és qui s’adona que el 
format HELF no suporta la ISA (o que la marca no es correspon a cap ISA), i inclou la secció afectada 
dins de la secció principal de codi (.text). 
En una versió definitiva, hauria de ser el mateix compilador qui s’adonés que la marca no està 
definida com una ISA compatible o suportada i donés un error de compilació. 
 
Limitacions de la llibreria HELF: 
Normalment, si una llibreria acaba invocant una crida a sistema, és bo que abans d’entrar en mode 
sistema es comprovin tots els errors que sigui possible en mode usuari, ja que entrar al sistema és 
costós i afecta al rendiment de l’aplicació. En el cas de la llibreria HELF, s’ha fet així, però el seu 
abast és limitat, i algunes comprovacions s’han de fer un cop s’ha entrat dins del sistema operatiu.  
Com hem pogut veure, en la funció helf_execute no es verifica que el punter a la funció contingui 
una adreça a una funció(només es comprova si aquest és nul), ja que això queda fora de l’abast de 
la llibreria. Normalment, al codi font es posa el nom de la funció, i és el compilador qui tradueix el 
nom a una adreça. Per tant, aquest error s’hauria de provocar intencionadament. 
Taula 6: Descripció de les proves realitzades i reacció que ha tingut el sistema 
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Tampoc no es comprova en les funcions helf_execute i helf_exit si els punters als paràmetres o al 
resultat són nuls, o apunten a una adreça vàlida (aquest últim queda també fora de l’abast de la 
llibreria), ja que això depèn de les necessitats de l’aplicació. Potser la funció cridada no necessita 
paràmetres, o no té un valor de retorn i, per tant, no hem d’obligar al programador que aquests 
punters no siguin nuls. 
Cal destacar que aquestes limitacions també les trobem a la llibreria PThreads, i considerem que no 
són vitals per a aconseguir una bona implementació del model. 
 
Limitacions del sistema operatiu: 
Hem vist que no es controla si la seqüència de crides a helf_execute i helf_exit es fa en ordre, per 
tant, aquest és un punt dèbil que s’ha de solucionar si volem que el nostre sistema sigui robust. 
Una solució fàcil i senzilla seria afegir un flag dins del sistema que ho controlés. 
 
Per tant, creiem que si solucionem la limitació del sistema operatiu, el nostre sistema serà robust, 
fiable i fàcilment adaptable a entorns heterogenis, ja que ens hem basat en el disseny d’altres 
sistemes molt utilitzats i que funcionen. 
4.3.5.2. Avaluació del rendiment de les aplicacions 
Donat que el benchmark Scimark 2.0 ens dóna informació sobre el seu rendiment, aprofitarem 
aquesta informació per avaluar com li afecta l’adaptació al nostre model. 
En referència a la mida de les estructures de dades, ens dóna opció a escollir entre unes mides 
relativament petites, que caben perfectament a la memòria cache, o bé unes mides grans, que en 
la majoria de casos no cabran dins la cache. Donat que nosaltres no volem avaluar l’ús ni el 
rendiment de la memòria, hem escollit la versió amb les estructures de dades que caben a la cache. 
Realitzem dos tipus d’execucions: una seqüencial i una paral·lela (utilitzant la llibreria PThreads), i 
per a cada tipus avaluem l’aplicació en la versió original i en la versió adaptada per a utilitzar el 
model presentat en aquesta segona etapa. 
De cada prova, extraiem el rendiment (proporcionat per la mateixa aplicació, en MFlops) i mesurem 
el temps d’execució (en segons). 
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La màquina on realitzem aquestes proves està dotada amb un processador Intel Core2 Duo a una 
freqüència de 1,86 GHz i amb 2 GB de memòria RAM. Com ja hem dit anteriorment, la proposta 
d’aquesta segona etapa és un model per a arquitectures homogènies, i per tant, l’aplicació 
s’executarà sempre en el mateix tipus de processador, tot i que s’utilitzarà el model implementat 
per a realitzar els salts (encara que aquests es faran sempre dins la mateixa arquitectura). 
Per això no esperem obtenir grans diferències de rendiment ni de temps entre les versions original i 
adaptada. Tanmateix, podrem avaluar si l’adaptació al nostre model penalitza molt l’execució de 
l’aplicació, i si aquesta s’executa correctament. Com ja s’ha dit diverses vegades, el nostre model 
busca més la flexibilitat i comoditat per a que una aplicació pugui anar canviant d’unitat d’execució, 
que no pas el rendiment. Nosaltres pretenem penalitzar al mínim el cost dels salts entre 
processadors, però el major rendiment s’obtindrà gràcies a l’execució de parts de l’aplicació en 
arquitectures especialitzades. 
Rendiment (throughput) de l’execució seqüencial, amb les versions original i adaptada (HELF): 
Com ja hem dit, aquesta mesura és proporcionada per la mateixa aplicació, i es presenta tot seguit 
en forma de taula. L’ultima fila correspon a la mitjana aritmètica calculada a partir del rendiment 
dels cinc nuclis computacionals. 
Nucli computacional Original HELF 
FFT 138,87 138,43 
SOR 474,62 465,45 
MonteCarlo 46,60 46,74 
SparseMatMult 190,18 190,62 
LU 249,52 250,98 
Mitjana 219,96 218,44 
 
La mitjana de rendiment de les dues versions és molt semblant. En alguns casos la versió original 
obté un major rendiment (l’exemple més clar és el cas del nucli SOR), i en d’altres, la versió 
adaptada (com per exemple el cas del LU). 
 
  
Taula 7: Rendiment del Scimark 2.0 per a les versions original i adaptada (execució seqüencial) 
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Temps d’execució (seqüencial) de les versions original i adaptada (HELF): 
A continuació es presenta un gràfic amb el temps que ha tardat cada versió en executar-se. 
 
 
La diferència de temps entre les dues versions és gairebé inapreciable: la versió adaptada tarda 
unes dècimes de segon menys que l’original. 
 
Les proves que es presenten a partir d’ara s’han fet amb una versió paral·lelitzada de l’aplicació. El 
paral·lelisme s’ha aconseguit de forma molt simple: s’han creat tants threads com nuclis 
computacionals té el benchmark, i cada thread executa un nucli diferent, ja que no busquem 
aconseguir una gran millora del benchmark; només volem verificar el funcionament del model 
implementat. 
Com que els nuclis són independents entre ells, no hi ha cap tipus de comunicació entre els threads, 
i el pas de paràmetres i retorn es fa mitjançant el suport que ofereixen les llibreries PThreads i 
HELF. 
Rendiment (throughput) de l’execució paral·lela, amb les versions original i adaptada (HELF): 
Tot seguit presentem el rendiment, que ja ens proporciona l’aplicació. La mitjana (aritmètica) del 



















Versió del Scimark 2.0
Figura 19: Temps de l’execució seqüencial de les versions original i adaptada del Scimark 2.0 
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Nucli computacional Original HELF 
FFT 38,08 30,36 
SOR 99,09 108,86 
MonteCarlo 12,12 14,12 
SparseMatMult 37,83 56,99 
LU 73,01 68,44 
Mitjana 52,03 55,75 
 
En aquest cas, les diferències de rendiment són majors, i la versió adaptada té un major rendiment 
global. Però igual que passava amb l’execució seqüencial, hi ha casos on la versió original rendeix 
més (com per exemple, en el cas del nucli FFT). 
 
Temps d’execució (paral·lela) de les versions original i adaptada (HELF): 
Tot seguit es presenta un gràfic comparant els temps d’execució de cada versió. 
 
 
En aquest cas, la diferència de temps encara és menor que en l’execució seqüencial (només unes 
centèsimes de segon), però aquí és la versió original la que s’ha executat amb menor temps. De 
totes maneres, el que potser crida més l’atenció és la diferència de temps que hi ha entre les 
execucions seqüencials i les paral·leles, ja que aquestes últimes s’executen aproximadament nou 

















Versió del Scimark 2.0
Figura 20: Temps d’execució en paral·lel de les versions original i adaptada del benchmark 
Taula 8: Rendiment del benchmark paral·lelitzat per a les versions original i adaptada 
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Vistes les petites diferències de rendiment i de temps que hi ha entre les dues versions (tant en 
seqüencial com en paral·lel), podem dir que la sobrecàrrega introduïda per l’adaptació al nostre 
model és mínima. 
4.3.6. Conclusions 
En aquest darrer apartat de la segona etapa, presentem les conclusions a les quals hem arribat 
després d’implementar al complet el nostre model per a una plataforma multiprocessador 
homogènia. Aquest és el pas previ que ens vam marcar abans d’adaptar la implementació a una 
arquitectura multiprocessador heterogènia. Podem considerar que el que hem fet en aquesta etapa 
és abordar els aspectes més dèbils sorgits en la primera i millorar diversos punts que fins ara havien 
estat menys prioritaris. 
En primer lloc, s’ha millorat l’especificació de l’extensió HELF, introduint una forma de gestió de les 
dades compartides i fent que el codi no es separi a nivell de funció, sinó a nivell d’ISA. D’aquesta 
manera, hem abordat un tema important que havia quedat en segon pla durant la primera etapa i 
hem solucionat l’inconvenient que tenia abans (es podien generar moltes seccions noves), i ara 
aquest nombre està limitat pel nombre d’arquitectures diferents que el sistema suporti. Això també 
ens ha permès definir una estructura més lògica i organitzada, ja que no hi havia cap raó de pes per 
separar cada funció en una secció diferent. Creiem que té més sentit aquesta millora introduïda. 
Tot i que en una implementació final ja hem dit que el compilador i l’enllaçador s’haurien 
d’adaptar, també hem millorat la forma que tenim actualment per generar el binari HELF, fent que 
sigui més automàtica i còmoda per nosaltres i ens faciliti la realització de proves. 
En segon lloc, hem refinat el model per gestionar l’execució de les aplicacions, fent-lo més 
adaptable a les necessitats de les aplicacions actuals. Ara no és el sistema operatiu qui decideix 
l’ordre d’execució de les diverses funcions, sinó és el programador qui indica quan i on s’ha 
d’executar cadascuna. 
En tercer lloc, hem modificat completament la llibreria HELF, fent que la seva interfície sigui similar 
a la llibreria PThreads i que permeti al programador indicar quina funció vol executar, quins 
paràmetres necessita, on ha de deixar el seu retorn i en quina arquitectura vol que s’executi. La 
llibreria només s’ocupa d’oferir la gestió necessària per a aprofitar l’heterogeneïtat de la màquina, i 
té total compatibilitat per a la introducció de paral·lelisme. D’aquesta manera, el programador no 
es veu limitat a utilitzar el tipus de paral·lelisme que incorpori la llibreria, sinó que pot escollir el 
que ell vulgui. A més, des del punt de vista de l’usuari, qualsevol salt a una unitat d’execució seguirà 
el mateix camí, fent que el sistema sigui fàcilment adaptable i ampliable, si es volen afegir noves 
funcionalitats i suport per a noves arquitectures. 
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En quart lloc, hem adaptat el sistema operatiu per a gestionar la nova definició de l’extensió HELF i 
les modificacions de la nostra llibreria. Com a millora, s’ha proposat una gestió més intuïtiva dels 
objectes de kernel que representen la informació de les noves seccions afegides al binari, seguint la 
política dels gestors de dispositius a Linux. També s’ha implementat el suport específic per a 
l’arquitectura x86, per a que un thread pugui saltar i retornar de l’execució. 
Finalment, hem avaluat la nostra proposta. El primer conjunt de proves ha estat dissenyat per 
avaluar la correctesa i robustesa del model amb exemples erronis buscats expressament, per veure 
si el sistema els detectava i responia correctament. Pel segon conjunt de proves, hem utilitzat el 
benchmark Scimark 2.0. S’han fet execucions seqüencials i paral·leles (utilitzant pthreads) per a 
comparar el rendiment i el temps d’execució entre la versió original i la versió adaptada per a 
utilitzar el nostre model. 
Tots els resultats obtinguts a partir de les proves realitzades han estat satisfactoris. Tot i que no 
hem obtingut un augment notable del rendiment, hem vist que som capaços d’oferir al 
programador una interfície per a que la seva aplicació pugui canviar d’unitat d’execució d’una 
manera intuïtiva i còmoda. A més, hem pogut comprovar que l’ús del nostre model no afegeix una 
gran sobrecàrrega. Aquests dos punts ens els vam plantejar com a objectius a l’inici del 
desenvolupament del Projecte. 
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4.4. ETAPA 3: MIGRACIÓ A UNA ARQUITECTURA HETEROGÈNIA 
En aquest apartat s’explica la darrera etapa del desenvolupament del Projecte. En aquesta etapa, 
més que introduir millores sobre els diversos aspectes del model, el que s’ha fet és una migració del 
model implementat a una arquitectura multiprocessador heterogènia: un processador Cell BE, 
incorporat dins d’una consola Play Station 310. 
Per tant, podríem dir que l’objectiu d’aquesta etapa és adaptar el nostre model al Cell BE, afegint 
tota la gestió necessària per a suportar dues noves arquitectures (PowerPC i SPE), i mantenint les 
funcionalitats que ja tenia. 
Com que el Cell BE està format per dos tipus d’unitats d’execució (PPE i SPE), la migració s’ha dividit 
en dos passos: primer s’ha adaptat el model per a una arquitectura PowerPC, i després per a 
l’arquitectura Cell BE. 
 
Migració cap a PowerPC 
En primer lloc, hem fet una migració intermèdia del model, adaptant-lo a l’arquitectura del 
processador principal del Cell BE (el PPE, que és de la família dels PowerPC). Donat que el PPE està 
format per un sol PowerPC, ens mantenim dins d’una arquitectura homogènia amb un sol 
processador. 
Podríem dir, doncs, que la part de les aplicacions i la llibreria HELF no s’han vist massa afectades, ja 
que el codi font de les aplicacions no s’ha hagut de modificar, i la forma de treballar de la llibreria 
no canvia entre les arquitectures x86 i PowerPC. L’únic que s’ha fet és compilar-los i enllaçar-los 
amb el compilador i l’enllaçador per a PowerPC. 
La part que s’ha hagut d’adaptar més ha estat el sistema operatiu, ja que aquest treballa amb 
estructures de dades que depenen de l’arquitectura i, per tant, s’han hagut de canviar. També 
s’han hagut d’implementar les operacions específiques per l’arquitectura PowerPC per a gestionar 
el salt i el retorn d’un procés o thread. 
 
                                                             
10 El Cell BE de la Play Station 3 té un accelerador SPE inhabilitat, per tant, consta d’un PPE i set SPE’s. 
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Migració cap a Cell BE 
El segon pas correspon a la migració completa del model a l’arquitectura Cell BE (utilitzant tant el 
PPE com els SPE). Aquí és on es fa realment el pas d’una arquitectura multiprocessador homogènia 
cap a una d’heterogènia. 
Per tant, ara es dóna el cas invers al primer pas. El codi font de les aplicacions s’ha d’adaptar per a 
que l’aplicació utilitzi els SPE, si és necessari, i la llibreria HELF s’ha d’ampliar per a que suporti el 
salt d’un procés entre PPE i SPE. 
Quant a la part de sistema operatiu, com que aquest només s’executa al PPE, en aquest pas no ha 
estat necessari modificar-lo considerablement; només s’han afegit algunes crides a sistema que 
necessita la llibreria HELF. 
 
Podríem haver escollit qualsevol arquitectura heterogènia, com per exemple una màquina amb 
processador de propòsit general (x86 o PowerPC) i diversos acceleradors del mateix tipus o no 
(FPGA’s, GPU’s, ...). Inclús, podríem utilitzar un simulador per a crear virtualment una màquina amb 
aquestes característiques. Però donat que teníem a l’abast una consola Play Station 3 on poder 
provar de forma real el nostre model en una arquitectura heterogènia, ens vam decidir pel Cell BE. 
Tot i que el Cell BE ja s’ha introduït breument a l’apartat 3.1.1, és convenient ampliar la seva 
descripció, així com també fer una petita explicació sobre el funcionament d’una aplicació, des de la 
seva implementació fins a la seva execució, passant per la compilació i l’enllaç. Aquest és el primer 
punt d’aquesta etapa. 
Després, s’expliquen amb més detall els canvis que s’han fet per adaptar el nostre model al Cell BE: 
primer, la part de sistema operatiu (corresponent als dos passos de la migració: PowerPC i Cell BE) i 
segon, la part d’aplicació i llibreria (corresponents al segon pas de la migració: Cell BE). Finalment, 
es mostra l’avaluació que hem fet del nostre model i es presenten les conclusions a les quals hem 
arribat. 
4.4.1. Cell Broadband Engine (CBE) 
En aquest apartat es dóna una visió general sobre diversos aspectes relacionats amb el Cell BE. 
En primer lloc, es dóna un esquema de la seva arquitectura i els elements més rellevants per al 
desenvolupament del nostre model. 
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En segon lloc, es descriu el funcionament de la llibreria libspe, que és el mecanisme utilitzat per a 
gestionar l’execució d’un thread en un SPE. 
Finalment, s’explica quina seria l’estructura d’una aplicació pel Cell BE, que s’executa tant en el PPE 
com en els SPE i que utilitza la llibreria libspe. Aquesta estructura s’il·lustra amb una aplicació ben 
senzilla: el “Hello World!”. 
4.4.1.1. Cell Broadband Engine Architecture (CBEA) 
El Cell BE [25] està format per un processador PowerPC de propòsit general, anomenat Power 
Processor Element (PPE), i vuit acceleradors especialitzats en instruccions vectorials i multimèdia 
que realitzen a gran velocitat, anomenats Synergistic Processing Element (SPE). 
Cal fer una petita distinció entre SPE i SPU (Synergistic Processing Unit). SPU s’utilitza per referir-se 
exclusivament a la unitat d’execució, i SPE per referir-se al conjunt format per tots els elements que 
necessita l’accelerador (la unitat d’execució, la memòria local, ...). De la mateixa manera, també 
podem distingir entre PPE i PPU per referir-nos exclusivament a la unitat d’execució (PPU), o bé a 
tots els elements que necessita (PPE). 
El PPE controla l’execució dels SPE’s i és l’encarregat de distribuir la feina entre aquests. El nucli del 
sistema operatiu del Cell BE també s’executa en el PPE. El processador treballa a una freqüència de 
3,2 GHz i disposa d’una memòria cache L1 de 32 KB i una cache L2 de 512 KB. 
Cada SPE disposa de 128 registres de propòsit general i d’una memòria local RAM de 256 KB on 
només hi pot accedir el SPE al qual pertany (seria l’equivalent a la memòria cache d’un processador 
convencional). A la memòria RAM s’emmagatzemen el codi que ha d’executar el SPE i les dades que 
necessita. Aquests acceleradors treballen amb instruccions SIMD (Single Instruction - Multiple Data) 
i són capaços de realitzar operacions amb nombres reals en coma flotant codificats amb 64 bits. 
Són els que reben la càrrega computacional del Cell BE i tenen una potència de càlcul de 25,6 
GFlops cadascun. 
Per tant, per a que una aplicació tregui el màxim profit del Cell BE, hauria d’executar les seves 
tasques en els SPE, i deixar el PPE, majoritàriament, per a la gestió i el control de l’execució. 
La comunicació entre els diversos nuclis es realitza mitjançant un bus intern que disposa d’un gran 
ample de banda (superior als 200 GB/s), anomenat Element Interconnect Bus (EIB). L’EIB també 
comunica el xip amb l’exterior. 
La Figura 21 mostra una foto del Cell BE on es poden distingir clarament els diferents components 
que formen el xip. 





4.4.1.2. Llibreria libspe 
La llibreria libspe ve incorporada dins del Cell Broadband Engine Software Development Kit11 (Cell 
BE SDK) [26] i ens proporciona una interfície per gestionar més fàcilment l’ús dels SPE’s per part 
d’una aplicació. La seva especificació completa es pot trobar a [27]. 
De fet, aquesta és la segona versió de la llibreria, i si volem ser estrictes, s’hauria d’anomenar 
libspe2. Però per simplicitat, ens referirem a ella com a libspe, i si hem de distingir entre la primera i 
la segona versió, indicarem clarament a quina ens referim. 
En concret, hi ha tres funcions de la llibreria que són rellevants pel desenvolupament del nostre 
model, i que tot seguit es detallen a la Taula 9. 
  
                                                             
11 El Cell BE SDK és un paquet proporcionat per IBM que inclou un conjunt d’eines per a treballar amb més 
comoditat amb el Cell BE, com per exemple compiladors, llibreries, simuladors i exemples de codi font. 
Figura 21: Foto del Cell BE, distingint els diferents elements que componen el xip 
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Funció Paràmetres Retorn Descripció 
spe_context_create - flags: Modificadors per a la 
creació del context SPE 
- gang: Si no és nul, el nou context 
creat s’associarà al context de gang 
- Punter al nou 
context creat12. 
Crea un context 
d’execució per a un 
SPE. 
spe_program_load - spe: Punter al context per al SPE 
- prog: Adreça inicial del programa 
que ha d’executar el SPE 
- 0 si tot ha anat bé 
- -1 si s’ha produït 
algun error 
A partir del context i 
del punter al 
programa, carrega tot 
el programa que ha 
d’executar un SPE a la 
seva memòria local. 
spe_context_run - spe: Punter al context per al SPE 
- entry: Adreça de la primera 
instrucció que ha d’executar el 
programa del SPE 
- flags: Màscara de bits per 
modificar el comportament 
habitual de l’execució 
- argp: Punter als paràmetres que 
necessita el programa 
- envp: Punter a dades 
específiques de l’entorn d’execució 
- stpinf: Punter a una estructura 
per recollir l’estat amb què ha 
acabat l’execució del programa 
- 0 (o un nombre 
positiu) si tot ha anat 
bé 
- -1 si s’ha produït 
algun error 
Sol·licita l’execució del 
context al SPE. El 
procés o thread que la 
invoca es bloquejat 
fins que no acaba 
l’execució al SPE. 
 
                                                             
12 El context és una abstracció que representa el procés que s’executarà al SPE i equival a la task_struct dels 
processos en Linux. El nombre de contextos creats no està limitat pel nombre de SPE’s que disposi la 
màquina; se’n poden crear tants com es vulgui, i serà el planificador pels SPE’s qui decideixi quin procés 
s’executa en cada moment. 
Taula 9: Descripció de les tres principals funcions de la libspe 
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La primera versió de la libspe (anomenada libspe1), ajuntava les tasques que realitzen aquestes tres 
funcions en una de sola, fent més simple la interacció amb el programa, però també era menys 
configurable. La llibreria libspe1 creava un pthread que era l’encarregat de realitzar aquestes 
tasques i executar el programa del SPE. 
Amb aquesta versió de la llibreria, es va veure que limitava molt les possibilitats de l’aplicació 
(restringia el paral·lelisme a l’ús de PThreads i no permetia configurar tants paràmetres com ho fa la 
libspe2). Per això es va decidir deslligar l’ús de PThreads de la llibreria, i es van desglossar les 
tasques en tres passos, deixant al programador un gran nombre de possibilitats per gestionar i 
configurar l’execució del programa del SPE com més li convingui. Aquestes millores han fet 
aparèixer la libspe2, deixant enrere la seva predecessora, la libspe1. 
D’alguna manera, l’evolució que ha tingut aquesta llibreria es podria comparar amb l’evolució de la 
llibreria HELF: al principi, aquesta (anomenada llibreria hpthread) deixava molt poques opcions per 
a que el programador pogués controlar l’execució de la seva aplicació, i obligava a utilitzar 
PThreads. Després, es va millorar considerablement la seva interfície, deixant pas a la nova versió 
(anomenada llibreria HELF), que poc s’assembla a la seva antecessora. 
4.4.1.3. Exemple d’aplicació: “Hello World!” 
Sovint, la primera aplicació que els programadors implementen per aprendre a programar en una 
nova arquitectura o un nou llenguatge de programació és el conegut “Hello World!”, per això hem 
escollit aquesta aplicació per explicar l’estructura d’una aplicació pel Cell BE. Si es vol obtenir més 
informació sobre com programar una aplicació pel Cell BE, es pot consultar a [29], [30] i [31]. 
Aquesta versió del “Hello World!” utilitza tant el PPE com els SPE. En concret, es crea un determinat 
nombre de threads (que es pot especificar com a paràmetre), cadascun s’envia a un SPE i imprimeix 
per pantalla el text “Hello World from SPE”. 
El codi font està format per un programa principal (main) que s’executa al PPE, un altre programa 
principal (main) que s’executa al SPE i una funció auxiliar (ppu_pthread_function), necessària per a 
l’ús de threads, a més de la declaració de les estructures de dades. Aquest esquema és una mica 
diferent de l’habitual, ja que en una aplicació no acostuma a haver-hi dos programes principals. 
El programa principal del PPE és l’encarregat de preparar l’entorn d’execució dels SPE (mitjançant 
crides a la llibreria libspe) i gestionar els threads. 
El programa principal del SPE escriu per pantalla el missatge “Hello World from SPE” i retorna. 
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La funció auxiliar serà la que executaran els threads creats des del programa principal del PPE, i és 
en aquest punt quan es produeix el salt cap al SPE per executar el programa principal del SPE i 
després retornar una altra vegada cap al PPE. 
Aquestes tres funcions estan dividides en dos fitxers diferents, depenent del processador on 
s’executa cadascuna. El fitxer amb el codi per al PPE (hello_world.c) es troba dins del directori arrel 
de l’aplicació, juntament amb el Makefile (que expliquem tot seguit), i el fitxer amb el codi per al 
SPE (hello_world-spu.c) es troba en un directori anomenat spu (dins del directori arrel de 
l’aplicació), on també hi haurà un altre Makefile. 
Aquesta divisió del codi en dos directoris diferents no és estrictament necessària, però manté els 
fitxers font més ordenats. Una altra opció per organitzar els fitxers font, seria afegir un altre 
directori anomenat ppu, i col·locar-hi a dins els fitxers de codi que s’han d’executar en el PPE. Dins 
de cada directori que contingui algun fitxer de codi font que s’ha de compilar, hi ha d’haver un 
Makefile indicant quins son els fitxers que s’han de compilar, entre altres dades (com s’indica a 
continuació). 
Per generar el binari del programa, s’utilitzen eines proporcionades pel Cell BE SDK. Entre aquestes 
eines, hi ha una sèrie de Makefile’s genèrics (anomenats make.footer, make.header i make.env) 
que permeten generar el binari de qualsevol aplicació pel Cell BE, si se li proporcionen les dades 
que necessita (directoris on es troba el codi font, include’s que es necessitin, ...). Per tant, n’hi 
haurà prou amb crear un petit Makefile al directori arrel de l’aplicació que proporcioni les dades 
necessàries i inclogui el Makefile principal proporcionat pel Cell BE SDK, que és l’anomenat 
make.footer (aquest ja inclou la resta de Makefile’s que necessita). 
El que es fa normalment és generar una llibreria a partir del codi que s’executarà al SPE, i incloure-
la al codi font que s’executarà al PPE per a que l’utilitzi. 
A continuació, la Figura 22 mostra el codi font corresponent a la part d’aplicació que s’executa al 
PPE. 
Com podem veure al codi font, el programa principal segueix els següents passos: 
 Comprovació de paràmetres i reserva de memòria per a les estructures de dades. 
 Durant num_spes iteracions (que correspon al nombre de threads que es crearan): 
o Crea el context d’execució per a un SPE 
o Carrega el programa que s’haurà d’executar al SPE a la seva memòria local 
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o Crea un thread per a que executi la funció ppu_pthread_function 




Figura 22: Codi font corresponent a la part d’aplicació que s’executa al PPE. Suposem que tot aquest codi 







extern spe_program_handle_t hello_world_spu; 
static void *ppu_pthread_function (void *arg); 
 
struct thread { 
    pthread_t pthread; 
    spe_context_ptr_t spe_id; 
}; 
 
static void * ppu_pthread_function (void *arg) { 
    unsigned int entry = SPE_DEFAULT_ENTRY; 
    spe_context_run (((struct thread *) arg)->spe_id, &entry, 0, 0, NULL, NULL); 
    pthread_exit (NULL); 
} 
 
int main (int argc, char **argv) { 
    struct thread *threads; 
    unsigned long i, num_spes; 
    num_spes = 1; 
    switch (argc) { 
    case 2: 
        num_spes = atol(argv[1]); 
        break; 
    default: 
        print_usage (); 
        exit (EXIT_FAILURE); 
    } 
    threads = (struct thread *) malloc (sizeof (struct thread) * num_spes); 
    for (i = 0; i < num_spes; i++) { 
        threads[i].spe_id = spe_context_create(0, NULL); 
        if (threads[i].spe_id == NULL) 
            errx(EXIT_FAILURE, "Error creating SPE context %lu", i); 
        if (spe_program_load(threads[i].spe_id, &hello_world_spu) != 0) 
            errx(EXIT_FAILURE, "Error loading SPE code into context %lu", i); 
        if (pthread_create (&threads[i].pthread, NULL, ppu_pthread_function, &threads[i]) != 0) 
            errx (EXIT_FAILURE, "Error creating thread number: %lu", i); 
    } 
 
   for (i = 0; i < num_spes; i++) { 
        pthread_join (threads[i].pthread, NULL); 
        spe_context_destroy (threads[i].spe_id); 
    } 
    free (threads); 
    return 0; 
} 
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La funció ppu_pthread_function realitza les següents tasques: 
 Agafa l’adreça inicial i els paràmetres de la funció que s’haurà d’executar al SPE 
 Envia el thread per a que executi la funció al SPE 
 Quan acabi l’execució al SPE, retorna aquí i el thread mor 
 
La Figura 23 mostra el codi font que es correspon a la part executada al SPE. Suposem que aquesta 
funció es troba en un fitxer anomenat hello_world-spu.c. 
 
 
La funció executada al SPE realitza els següents passos: 
 Pinta per pantalla el missatge “Hello World from SPE” 
 Retorna l’execució cap al PPE 
 
La Figura 24 mostra els Makefile‘s per aquesta aplicació. 
 
 
El Makefile principal ens indica que: 
 A més del directori on es troba, també s’ha d’incloure el directori spu 
 L’executable corresponent a l’aplicació s’anomenarà hello_world 
Figura 24: Makefile principal de l’aplicació “Hello World!” (esquerra) i Makefile ubicat al directori spu 
(dreta) 
DIRS = spu 
PROGRAM_ppu = hello_world 
IMPORTS = spu/lib_hello_world_spu.a -lspe2 
 
#include $(CELL_TOP)/buildutils/make.footer 
PROGRAMS_spu = hello_world-spu 
LIBRARY_embed = lib_hello_world_spu.a 
 
#include $(CELL_TOP)/buildutils/make.footer 




int main (unsigned long long spe_id, unsigned long long program_data_ea, unsigned long long env) { 
    printf ("Hello World from SPE %llu\n", spe_id); 
    return EXIT_SUCCESS; 
} 
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 S’ha d’importar la llibreria spu/lib_hello_world_spu.a (que s’haurà creat a l’incloure el 
directori spu) i la llibreria libspe2 
 S’ha d’incloure el Makefile anomenat make.footer, que es troba dins del directori buildutils 
del Cell BE SDK (apuntat per la variable d’entorn CELL_TOP) 
El Makefile del directori spu ens indica que: 
 El binari que conté el programa del SPE s’anomenarà hello_world-spu 
 S’ha de crear una llibreria (amb el programa del SPE) anomenada lib_hello_world_spu.a 
 Igual que abans, s’ha d’incloure el make.footer 
 
La Figura 25 mostra la jerarquia de directoris i fitxers que conté el directori arrel (“Hello World!”) de 
l’aplicació, abans i després de la generació de l’executable. A la part de la dreta de la figura, els 
fitxers amb extensió “.o” són els fitxers objecte generats a partir dels seus corresponents fitxers 
amb extensió “.c”, i els que no tenen extensió són els executables generats a partir dels seus 
respectius fitxers objecte. El fitxer hello_world-spu-embed.o és l’adaptació de hello_world-spu per a 
que es pugui enllaçar amb el programa del PPE (hello_world). La llibreria lib_hello_world_spu.a s’ha 
generat a partir de hello_world-spu-embed.o. 
 
 
Figura 25: Jerarquia de directoris abans de la generació de l’executable i tots els objectes necessaris 
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4.4.2. Adaptació del sistema operatiu 
Com ja hem dit a la introducció d’aquesta etapa, el sistema operatiu s’ha vist més afectat pel canvi 
entre arquitectures x86 i PowerPC que no pas pel canvi entre PowerPC i Cell BE. 
En la migració de x86 a PowerPC, ens hem trobat diversos problemes, sobretot relacionats amb el 
fet de passar d’una arquitectura de 32 bits a una de 64 bits. 
Per exemple, l’especificació del format ELF per a una arquitectura PowerPC, definida a [28], és 
diferent de la seva equivalent per a x86. Per tant, ha canviat el format dels binaris ELF i, en 
conseqüència, el format dels binaris HELF. Això afecta al carregador HELF, ja que aquest s’ha hagut 
de modificar per a que sigui capaç d’entendre els binaris HELF per a PowerPC de la mateixa manera 
que ho feia amb els binaris HELF per a x86. 
La gestió del salt per a l’arquitectura PowerPC també ha tingut algun problema relacionat amb el 
punter al punt d’entrada a la funció que s’ha d’executar i amb la manipulació dels registres, ja que, 
òbviament, al ser arquitectures diferents, no tenen ni el mateix nombre de registres ni s’utilitzen 
per a les mateixes finalitats. 
Tot i així, s’han pogut resoldre tots els problemes i hem aconseguit que el sistema operatiu tingués 
el mateix comportament i oferís les mateixes funcionalitats tant en una arquitectura x86 com en 
una PowerPC. 
A partir d’aquest punt, les modificacions, ja siguin a nivell de sistema operatiu, de llibreria HELF o 
d’aplicació, s’han fet durant el segon pas de la migració: de PowerPC a Cell BE. 
Respecte el pas d’arquitectura PowerPC a Cell BE, el sistema operatiu és qui ha sofert menys canvis, 
ja que, per manca de temps i la dificultat de gestionar una arquitectura bastant diferent de les que 
havíem treballat fins ara, no s’ha pogut implementar completament el nostre model. 
L’únic que s’ha fet és afegir una crida a sistema que necessita la llibreria HELF per extreure la 
informació que el carregador HELF guarda a la task_struct dels processos durant la seva càrrega a 
memòria. 
4.4.3. Adaptació de la llibreria HELF 
Donat que el sistema operatiu no ofereix tot el suport necessari per a gestionar tota l’execució 
(reserva d’un accelerador, enviament de codi i dades, execució i retorn) d’un thread en un SPE, la 
llibreria HELF s’ajuda principalment de la llibreria libspe, així com també del sistema operatiu, com 
ja hem vist. 
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El Cell BE suporta tant aplicacions de 32 bits com aplicacions de 64 bits, per tant, la llibreria està 
disponible en ambdós formats, per a que cada aplicació utilitzi la seva corresponent versió. 
Amb gairebé la mateixa especificació que ja tenia la llibreria, hem afegit un paràmetre més a la 
funció helf_execute i hem canviat el sentit d’alguns d’ells, quan l’arquitectura que s’indica és la SPE. 
La Taula 10 mostra el nou significat dels paràmetres quan es tracta de l’arquitectura SPE, i la seva 
equivalència amb els paràmetres de les funcions de la libspe, explicada a l’apartat 4.4.1.2. 
Paràmetre Significat 
Equivalència amb la libspe 
Paràmetre Funció 
fun Adreça inicial del programa que ha d’executar el SPE. prog spe_program_load 
flags Modificadors per a la creació del context SPE. flags spe_context_create 
par Punter als paràmetres que necessita el programa. argp spe_context_run 
ret Punter al context per al SPE. spe spe_program_load i 
spe_context_run 
arq Identificador d’arquitectura (en aquest cas, la SPE). --- --- 
 
Aquesta especificació és exclusiva per a l’arquitectura SPE, com ja hem dit. El paràmetre flags no té 
cap efecte per a la resta d’arquitectures suportades, i pot tenir qualsevol valor. És cert que hauríem 
pogut crear una funció diferent per al salt cap a un SPE, però llavors no ens mantindríem amb la 
idea que hi hagi una única funció que gestioni el salt entre les diferents arquitectures, des del punt 
de vista del programador, per a facilitar-li la implementació de les seves aplicacions. 
Cal destacar que és la libspe qui s’encarrega en últim terme del salt cap al SPE (la llibreria HELF 
acaba cridant a spe_context_run). Per tant, no és necessari incloure la crida a la funció helf_exit al 
programa que executa el SPE, ja que la funció spe_context_run ja s’encarrega de retornar el control 
al procés o thread que l’ha invocat, un cop acabada l’execució al SPE. 
La llibreria libspe necessita informació que està emmagatzemada en els punters addicionals que 
incorpora el CESOF per saber on es troba exactament el programa específic del SPE: la imatge SPE-
ELF (l’estructura del format CESOF amb els seus punters està il·lustrada a la Figura 5, a l’apartat 
3.1.1). Com que el format HELF proposat no incorpora aquesta informació mitjançant punters, sinó 
Taula 10: Redefinició dels paràmetres de la funció helf_execute per a l’arquitectura SPE i la seva 
equivalència amb la llibreria libspe 
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que es guarda a la task_struct de cada procés, la llibreria HELF la demana al sistema operatiu. Un 
cop l’ha obtingut crea una estructura de dades amb punters, idèntica a la que espera la llibreria 
libspe, amb la informació rebuda, per a que la libspe la pugui interpretar de forma correcta. 
En una versió definitiva, però, s’hauria de deslligar completament la llibreria HELF de la libspe, 
deixant que el sistema operatiu fos qui gestionés el pas d’una unitat d’execució a una altra. A la 
segona etapa, ja hem comentat que no permetem que s’iniciï un salt des d’un accelerador, però sí 
permetem un cas especial de crides encadenades (quan hi ha un únic retorn, i aquest és cap a un 
processador de propòsit general). 
Com passa al Cell BE, és possible que un accelerador no sigui capaç de realitzar totes les tasques 
necessàries per la gestió d’un salt. En aquest cas, l’accelerador hauria d’ajudar-se d’un processador 
de propòsit general que realitzés les tasques que ell no pot fer, de manera similar a les crides 
assistides del Cell BE, explicades a l’apartat 3.3 de [22]. 
4.4.4. Adaptació de les aplicacions 
Igual que passava en la segona etapa, el codi font de les aplicacions s’haurà de modificar per a que 
utilitzi la llibreria HELF. En el cas del Cell BE, s’haurà d’eliminar la interacció amb la llibreria libspe i 
substituir-la per la crida a la funció helf_execute, passant-li els paràmetres desitjats per a no 
modificar el comportament de l’aplicació. Cal recordar que per a una arquitectura SPE, la 
interpretació dels paràmetres no és exactament igual que per a les altres arquitectures, com es 
descriu a la Taula 10, de l’apartat anterior. 
Seguint l’exemple presentat anteriorment, el “Hello World!”, la Figura 26 mostra com s’hauria 
d’adaptar el codi font per a que utilitzés la llibreria HELF. Només s’inclouen els trossos del codi font 
rellevants, i els canvis estan en negreta. 





L’estructura de l’executable obtingut serà com la del format ELF per a un PowerPC (que també 
coincideix amb la del format CESOF), amb la peculiaritat que l’executable per al SPE (la imatge SPE-
ELF) està contingut en una de les seccions del binari per al PPE. La diferència teòrica entre el format 
HELF i el CESOF és que el HELF conté la imatge SPE-ELF en una secció de codi, i el CESOF la conté en 
una secció de dades, amb els corresponents punters per a indexar-la. 
A la pràctica, donat que ens manca un compilador adaptat per generar un binari en format HELF, el 
que hem fet és adaptar l’script embedspu13, per a que en comptes d’inserir la imatge en una secció 
de dades, ho faci en una secció de codi. Tot i que aquest script continua afegint els punters 
addicionals que necessita el CESOF (no ens ha estat possible eliminar-los), aquests no s’utilitzen en 
cap moment, ja que sinó estaríem modificant la definició que hem fet del format HELF. 
Com ja s’ha dit a l’apartat anterior, si es necessita la informació que contenen aquests punters, 
s’extreu de la task_struct, mitjançant crides a sistema. 
A més de modificar l’script embedspu, també hem hagut d’adaptar altres eines utilitzades en la 
compilació i l’enllaç d’una aplicació. Aquestes eines les hem agrupat en un paquet que hem 
anomenat HELFutils, i que s’explica tot seguit. 
                                                             
13 L’embedspu és l’eina que transforma l’executable per al SPE al format CESOF per a que posteriorment es 
pugui enllaçar i inserir a l’executable del PPE, com s’explica a l’apartat 3.1.1. 
Figura 26: Codi font corresponent a la part d’aplicació que s’executa al PPE. Suposem que tot aquest codi 
està contingut dins d’un mateix fitxer, anomenat hello_world.c 
. . . 
 
static void * ppu_pthread_function (void *arg) { 
    int ret = helf_execute (&hello_world_spu, 0, NULL, &(struct thread *) arg->spe_id, ARCH_SPE); 
    pthread_exit (NULL); 
} 
 
int main (int argc, char **argv) { 
    . . . 
    for (i = 0; i < num_spes; i++) { 
        if (pthread_create (&threads[i].pthread, NULL, ppu_pthread_function, &threads[i]) != 0) 
            errx (EXIT_FAILURE, "Error creating thread number: %lu", i); 
    } 
 
   for (i = 0; i < num_spes; i++) { 
        pthread_join(threads[i].pthread, NULL); 
    } 
    free (threads); 
    return 0; 
} 
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Gràcies a aquestes eines, no necessitem incloure cap directiva de compilador al codi font del SPE 
per a que es compili per a l’arquitectura adient; aquest pas és automàtic. Tanmateix, en una versió 
definitiva, hauríem d’incloure la directiva #pragma amb tota la informació referent a l’arquitectura 
per la qual s’ha de compilar la funció i les dades que aquesta necessita, tal i com s’ha explicat a la 
segona etapa, a l’apartat 4.3.2. 
4.4.4.1. HELFutils 
De la mateixa manera que el Cell BE SDK ofereix una sèrie de buildutils14, nosaltres també 
proporcionem un conjunt d’utilitats per a generar l’executable, seguint l’especificació del format 
HELF (Makefile’s i scripts). El nom s’ha escollit per similitud a les eines equivalents del Cell BE SDK. 
En concret, proporcionem: 
 L’script embedspu adaptat tal i com s’ha explicat anteriorment. 
 Els scripts dels linkers per a PowerPC (32 i 64 bits) i per al SPE per a que aquests mantinguin 
la divisió en seccions del codi, tal i com s’ha explicat a la segona etapa. 
 Els Makefile’s necessaris per a substituir els proporcionats pel Cell BE SDK, adaptats per a 
que utilitzin les eines que acabem d’esmentar 
 
D’aquesta manera, n’hi ha prou amb modificar el Makefile de l’aplicació (que és molt senzill) per a 
que inclogui els nostres Makefile’s, i aquests ja s’encarreguen de generar l’executable en format 
HELF, utilitzant les eines necessàries del conjunt HELFutils. La Figura 27 mostra com s’hauria 
d’adaptar el Makefile de l’aplicació presentada a l’apartat 4.4.1, el “Hello World!”. Suposem que la 
variable d’entorn HELF apunta al directori on es trobi el paquet HELFutils, i la variable CELL_TOP, 
com ja hem dit anteriorment, apunta al directori del Cell BE SDK. 
                                                             
14 Entenem per buildutils un conjunt d’eines per a generar un binari (en aquest cas, són bàsicament 
Makefile’s). 





Cal remarcar que serà necessari fer aquesta senzilla adaptació a tots els Makefile’s de què disposi 
l’aplicació. 
4.4.5. Proves i resultats 
En aquest apartat presentem les proves que hem fet per avaluar el nostre model i els resultats 
obtinguts durant les dues fases amb què s’ha dividit la tercera etapa de la implementació del 
model. 
Hem dividit l’avaluació en dues parts, que es corresponen als dos passos de la migració cap a una 
arquitectura heterogènia: primer, les proves realitzades i resultats obtinguts per a PowerPC, i 
després, l’avaluació per al Cell BE. 
De fet, totes les proves s’han realitzat sobre la mateixa màquina: una Play Station 3, però en el 
primer cas només s’ha utilitzat el PPE (que és de la família dels PowerPC), i en el segon cas, hem 
aprofitat, a més del PPE, el potencial que ofereixen els SPE’s per combinar dues arquitectures 
diferents i així aprofitar l’heterogeneïtat de la màquina. Les característiques de l’arquitectura Cell 
BE les podem trobar a l’apartat 4.4.1.1. 
Com ja hem comentat a les proves de les altres etapes, hem intentat aïllar al màxim l’entorn 
d’execució, deixant només executant-se els processos essencials del sistema operatiu. Per les 
proves que utilitzen els SPE’s, l’aplicació ha tingut sempre els set acceleradors habilitats de la Play 
Station 3 durant la seva execució (recordem que dels vuit SPE’s del Cell BE, només n’hi ha set 
d’habilitats a la Play Station 3). 
4.4.5.1. PowerPC 
Per avaluar la migració a una arquitectura PowerPC, hem utilitzat el benchmark Scimark 2.0, ja 
presentat i utilitzat com a objecte de prova anteriorment. 
Figura 27: Adaptació dels Makefile‘s originals (Figura 24) de l’aplicació “Hello World!” 
DIRS = spu 
PROGRAM_ppu = hello_world 







PROGRAMS_spu = hello_world-spu 
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En aquesta fase, volem verificar que el nostre model continua comportant-se correctament i es 
manté sense introduir una gran sobrecàrrega, en el pas a una altra arquitectura homogènia 
diferent. 
Igual que s’ha fet a la segona etapa, aquí tornem a avaluar les execucions seqüencial i paral·lela 
(amb pthreads) del benchmark, utilitzant per a cada execució la versió original i adaptada (HELF), 
per a que utilitzi el model implementat fins ara per a l’arquitectura PowerPC. 
Com que l’aplicació ens proporciona informació sobre el seu rendiment, com abans, també 
avaluem els mateixos dos aspectes de les diferents execucions: el rendiment, en MFlops, i el temps 
d’execució, en segons. 
Donat que ens mantenim en una arquitectura homogènia, els salts d’execució s’efectuaran dins del 
mateix processador, per tant, no esperem obtenir una gran diferència de rendiment o de temps 
d’execució entre les versions original i adaptada per a un mateix tipus d’execució (seqüencial o 
paral·lel). El que volem verificar és que no introduïm una gran sobrecàrrega, ja sigui per la 
intervenció de la llibreria, o bé, per la del sistema operatiu. 
Rendiment (throughput) de l’execució seqüencial, amb les versions original i adaptada (HELF): 
Aquí avaluem el rendiment (proporcionat pel benchmark, en MFlops) de les versions original i 
adaptada per a una execució seqüencial. A la Taula 11 es mostren els valors obtinguts per a cada 
nucli computacional, i a l’última fila, la seva mitjana aritmètica. 
Nucli computacional Original HELF 
FFT 28,86 29,07 
SOR 108,11 108,21 
MonteCarlo 9,28 9,33 
SparseMatMult 34,47 34,92 
LU 47,49 47,44 
Mitjana 45,64 45,79 
 
Podem apreciar que la diferència de rendiment és mínima. En el cas de LU, la versió original obté un 
major rendiment; en la resta de casos és la versió adaptada la que obté el major rendiment. Tot i 
així, considerem que aquestes diferències són negligibles i, en aquest cas, podem dir que no 
introduïm cap sobrecàrrega. 
Taula 11: Comparació del rendiment de les dues versions del benchmark per a una execució seqüencial 
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Si comparem aquests valors amb els que vam obtenir per a l’arquitectura x86 fent la mateixa prova 
(mostrats a la Taula 7), veiem que el rendiment del PowerPC és molt menor (de l’ordre d’una 
cinquena part), la qual cosa ens demostra que aquest processador no ha estat pensat per a oferir 
una gran potència a les aplicacions, sinó per realitzar una feina més dedicada a la coordinació i al 
repartiment de treball entre els diferents acceleradors de què disposa un xip Cell BE. 
Cal adonar-se, també, que per l’arquitectura x86 s’ha utilitzat un processador amb dos nuclis 
d’execució homogenis, mentre que aquí s’utilitza un processador amb un únic nucli, cosa que 
també desafavoreix el rendiment per a l’arquitectura PowerPC. Aquest fet també posa de manifest 
que el PPE del Cell BE està pensat per a realitzar tasques d’organització del treball entre els SPE’s i 
no per a rebre una càrrega computacional considerable. 
 
Temps d’execució (seqüencial) de les versions original i adaptada (HELF): 
Tot seguit es mostra en forma de gràfic el temps que ha tardat cada versió (original i adaptada) en 
realitzar una execució seqüencial. 
 
 
Al gràfic mostrat a la Figura 28 podem veure que les diferències de temps (només unes centèsimes 
de segon) entre les versions original i adaptada és gairebé imperceptible. 
Tot i que la diferència de rendiment entre les arquitectures x86 i PowerPC és considerable, podem 
dir que els temps d’execució són bastant semblants, ja que hi ha una diferència inferior al 10% 

















Versió del Scimark 2.0
Figura 28: Temps d’execució de les dues versions del benchmark, en la versió seqüencial 
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Les següents proves s’han fet amb la versió paral·lelitzada de l’aplicació (utilitzant la llibreria 
PThreads), que ja s’ha explicat a l’apartat 4.3.5, quan s’han realitzat les mateixes proves per a 
l’arquitectura x86. 
 
Rendiment (throughput) de l’execució paral·lela, amb les versions original i adaptada (HELF): 
Tot seguit es mostra el rendiment obtingut per les dues versions, proporcionat per la pròpia 
aplicació. L’última fila mostra la mitjana aritmètica del rendiment dels cinc nuclis computacionals. 
Nucli computacional Original HELF 
FFT 4,60 4,10 
SOR 20,61 22,51 
MonteCarlo 1,42 1,62 
SparseMatMult 7,47 6,86 
LU 7,62 7,83 
Mitjana 8,34 8,58 
 
Aquí es pot apreciar un augment entre les diferències de rendiment respecte la versió seqüencial, 
conservant un major rendiment global la versió adaptada. Tot i així, en algun cas la versió original 
rendeix una mica més, com ja passava en l’execució seqüencial. 
Igual que passava amb les versions seqüencials per a x86 i PowerPC, podem observar que aquí el 
rendiment obtingut també és notablement menor. Per tant, es torna a confirmar que per treure el 
màxim potencial del Cell BE, les aplicacions hauran d’utilitzar els acceleradors SPE, i no només el 
processador de propòsit general (el PPE). 
 
Temps d’execució (paral·lela) de les versions original i adaptada (HELF): 
A continuació es presenta un gràfic comparant els temps d’execució de cada versió paral·lelitzada. 
Taula 12: Rendiment del Scimark 2.0 paral·lelitzat per a les dues versions (original i adaptada) 





Com ja ha succeït en els altres casos, la diferència de temps d’execució entre les dues versions és 
molt petita (1 ms, aproximadament). També podem veure que el speed-up obtingut en paral·lelitzar 
l’aplicació és molt semblant a l’obtingut en el mateix cas per a l’arquitectura x86 (aquí és de 8X, i 
per a x86 és de 9X, aproximadament). 
Finalment, seguint el mateix comportament que per a l’execució seqüencial, aquesta versió 
paral·lelitzada tarda una mica més (de l’ordre d’1 ms) que la versió paral·lela per a x86. 
 
Una vegada analitzats tots aquests casos, i tenint en compte també els resultats obtinguts en la 
segona etapa, podem dir que el nostre model segueix el mateix comportament tant en una 
arquitectura x86 com en una PowerPC, i en cap cas la sobrecàrrega introduïda penalitza 
considerablement el rendiment de l’aplicació, ans al contrari, en alguns casos, fins i tot, el millora. 
4.4.5.2. Cell BE 
En aquesta part volem avaluar l’última implementació del nostre model, per a una arquitectura 
heterogènia com és el Cell BE. Cal tenir en compte, com ja s’ha explicat, que la llibreria HELF s’ajuda 
de la libspe per a realitzar els salts entre PPE i SPE’s, i la intervenció del sistema operatiu és mínima. 
Aquí no podrem fer una avaluació completa del model, donat que aquest no està implementat 
completament. 
Les característiques d’implementació del benchmark Scimark 2.0 fan que sigui difícil adaptar-lo per 
a que l’aplicació aprofiti el potencial dels SPE’s. Per tant, per aquesta avaluació utilitzarem una 
















Versió del Scimark 2.0
Figura 29: Temps d’execució de les versions original i adaptada del benchmark paral·lelitzat 
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Hem escollit una multiplicació de matrius (en concret, l’aplicació efectua l’operació C = C + A * B, 
essent A, B i C matrius), on part del seu codi font està escrit en assemblador de SPE per aconseguir 
un alt rendiment. L’aplicació treballa amb matrius quadrades, el PPE es limita a repartir el treball i 
enviar les dades als SPE’s, en blocs de 64 x 64 elements, i aquests són els que computen la 
multiplicació. El codi font i més informació sobre aquest algorisme es pot trobar a [32]. 
L’aplicació ens permet configurar diversos paràmetres, com per exemple el nombre de SPE’s que 
utilitzarà i la mida de les matrius (que ha de ser múltiple de 128). Per a realitzar les proves, hem 
utilitzat dues configuracions diferents: una execució utilitzant un SPE i una execució utilitzant 
quatre SPE’s. En tots dos casos, les mides de les matrius són de 3200 x 3200 elements. Aquests 
paràmetres els hem ajustat després de realitzar unes quantes execucions per a que amb el menor 
temps possible l’aplicació original tregui un alt rendiment. 
De la mateixa manera que hem fet amb el benchmark Scimark 2.0, per cada configuració avaluada 
hem comparat el rendiment (proporcionat directament per l’aplicació, en GFlops) i el temps 
d’execució de la versió original i la versió adaptada per a que utilitzi el model implementat. 
Com a curiositat, fins ara hem donat el rendiment de les aplicacions provades en MFlops, però a 
partir d’ara, augmentem aquesta mesura en un ordre de magnitud. Tot i que no utilitzem la 
mateixa aplicació i no podem fer una comparació estricta, el benchmark Scimark també efectua una 
multiplicació de matrius. Això demostra el notable augment de rendiment que podem aconseguir 
amb el canvi d’una arquitectura homogènia a una d’heterogènia, si implementem de forma 
correcta l’aplicació. 
 
Rendiment obtingut amb les diverses configuracions per a les versions original i adaptada (HELF): 
 A continuació mostrem els valors obtinguts en forma de taula per a les versions original i adaptada, 
utilitzant un SPE i quatre SPE’s. 
 Original HELF 
1 SPE 25,37 25,37 
4 SPE’s 100,97 100,97 
 
Com es pot observar, el rendiment aconseguit és el mateix per a ambdues versions, i és 
proporcional al nombre de SPE’s utilitzats. Per tant, podem dir que l’adaptació al nostre model no 
afegeix una penalització en l’execució de l’aplicació. 
Taula 13: Rendiment de l’aplicació per a les dues versions (original i adaptada), utilitzant un i quatre SPE’s 
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Temps d’execució de les versions original i adaptada (HELF) amb les dues configuracions 
Tot seguit la Figura 30 il·lustra en forma de gràfic els temps que han tardat en executar-se les dues 
versions de l’aplicació, utilitzant un SPE i quatre SPE’s. 
 
 
Igual que passava amb el rendiment, els temps d’execució són pràcticament iguals (hi ha 
diferències de mil·lèsimes de segon) entre les versions original i adaptada. El que crida més 
l’atenció, potser, és la notable reducció de temps (aproximadament, dos terços) que s’aconsegueix 
amb l’ús de més acceleradors. 
 
Amb aquestes mesures hem pogut verificar que el comportament de la implementació (parcial) del 
nostre model és el correcte, i que no penalitza l’execució de l’aplicació heterogènia escollida. 
4.4.6. Conclusions 
En aquesta tercera etapa, s’ha ampliat l’explicació de l’entorn de treball utilitzat i s’ha presentat la 
migració del nostre model en dos passos cap a una arquitectura heterogènia, la Cell BEA; primer 
s’ha adaptat per a que només utilitzi el processador principal (PPE) de l’arquitectura, i després per a 
que aprofiti tota l’heterogeneïtat del xip (PPE i SPE’s). 
Hem vist que amb una senzilla modificació del codi font de l’aplicació, aquesta es pot adaptar per a 
que utilitzi el model implementat, tot proporcionant a l’usuari una sèrie d’eines, que hem 
anomenat HELFutils. Per tant, hem assolit el nostre objectiu de dissenyar una interfície amigable 






















Figura 30: Temps d’execució de les dues versions de l’aplicació per a les diverses configuracions 
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En aquesta etapa no s’ha desenvolupat el model completament, per manca de temps, i per tant, no 
s’ha pogut avaluar al complet. Tot i així, hem avaluat la part implementada i hem obtingut uns 
resultats satisfactoris, ja que hem estat capaços de conservar el rendiment de les aplicacions sense 
perjudicar-lo. 
No podem concloure aquest apartat sense fer referència a la part de sistema operatiu que no s’ha 
pogut implementar, ja que aquesta s’hauria d’acabar, introduint-li la capacitat de gestió dels SPE’s, 


































Aquest Projecte Final de Carrera s’ha orientat cap a l’àmbit de la investigació en l’àrea de les 
arquitectures heterogènies. En concret, després d’analitzar les solucions existents actuals, s’ha 
proposat un model per a gestionar còmodament la complexitat d’aquestes plataformes, facilitant la 
comunicació entre aplicacions i sistema operatiu. Addicionalment, s’ha implementat una part del 
model proposat per poder-lo avaluar. 
Durant el seu desenvolupament, s’ha seguit un procés iteratiu que ha consistit en la proposta d’un 
model, la seva implementació i la seva avaluació. Això ens ha permès analitzar els seus avantatges i 
inconvenients i així proposar una millora del model, per anar-lo perfeccionant de mica en mica. En 
alguna ocasió, també, hem enviat el treball realitzat en forma d’article a diversos congressos i hem 
rebut el feedback de la comunitat. Aquesta ajuda ens ha estat de molta utilitat per continuar 
avançant la recerca del Projecte. 
Al llarg del quart capítol hem vist amb detall l’evolució del Projecte, des de la primera idea que vam 
tenir, fins a la consolidació de la nostra proposta i la implementació parcial del model. 
Hem definit un model de gestió de l’execució per a que una aplicació pugui anar canviant entre les 
diverses unitats de procés de què disposa el sistema (processadors, acceleradors, ...), en funció de 
les seves necessitats i de les característiques de les diferents funcions que executa. A més del flux 
d’execució, també hem abordat aspectes com pot ser l’enviament de dades al nucli d’execució 
corresponent, per a que estiguin disponibles quan sigui necessari, i la seva posterior gestió una 
vegada aquestes hagin estat processades. 
Per donar suport al nostre model de gestió, hem dissenyat una extensió per al format binari ELF, 
que hem anomenat HELF (Heterogeneous ELF). Aquesta extensió ens permet formar l’executable 
d’una aplicació a partir de diversos trossos de codi compilat per a diferents ISA’s i ajuntar-los en un 
mateix binari. Així, l’aplicació, en temps d’execució, tindrà disponible el codi específic que necessiti 
per a una determinada arquitectura quan hagi de canviar d’unitat de procés. 
També hem proposat una adaptació del sistema operatiu per a que sigui capaç de llegir i tractar la 
informació continguda en un executable HELF i per a que sàpiga gestionar l’execució d’aplicacions 
heterogènies, seguint el model que hem definit. Per aconseguir això, ha estat necessari analitzar 
diverses parts del kernel: el carregador, l’estructura de dades per representar els processos a 
memòria (l’anomenada task_struct), el planificador de processos, el mecanisme per fer un canvi de 
context, etc. 
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Per acabar de definir la nostra proposta de gestió, hem dissenyat una interfície de comunicació 
(mitjançant una llibreria) entre el sistema operatiu i les aplicacions, amb l’objectiu que aquestes 
puguin demanar quan els convingui el canvi de nucli d’execució, amb tot el que això comporta 
(migració del procés i de les dades que necessita), i el sistema operatiu sàpiga respondre 
correctament a les peticions rebudes. 
Finalment, com ja havíem previst, no hem pogut implementar completament la nostra proposta, 
però sí una part d’aquesta, tot corregint els errors i les limitacions del model que han anat sorgint. 
En el següent apartat es parla sobre la relació que s’ha establert entre els objectius proposats al 
principi del Projecte i els resultats obtinguts una vegada s’ha acabat aquest. I, per concloure el 
capítol, s’explica l’experiència personal que m’ha aportat la realització d’aquest Projecte Final de 
Carrera. 
5.1. CONCORDANÇA D’OBJECTIUS I RESULTATS 
Al principi del Projecte, ens vam proposar una sèrie d’objectius (descrits a l’apartat 1.2) que volíem 
assolir durant el desenvolupament d’aquest. Ara cal veure en quina mesura hem aconseguit el que 
ens vam proposar. 
En primer lloc, volíem dissenyar una interfície que permetés una comunicació fluïda entre el 
sistema operatiu i les aplicacions. A més, aquesta interfície havia de ser generalitzable a diverses 
arquitectures. 
Amb l’especificació i la implementació de la llibreria HELF (explicada als apartats 4.3.3 i 4.4.3), hem 
aconseguit crear una interfície que relacioni l’aplicació amb el sistema operatiu. Seguint l’esquema 
de les crides a sistema de Linux (on hi ha un únic punt d’entrada al sistema), hem fet que la llibreria 
sigui independent de les arquitectures presents a la màquina. D’aquesta manera, sempre es fa la 
mateixa crida, i l’únic que canvien són els paràmetres. Per tant, aconseguim que aquesta sigui 
fàcilment portable a diverses arquitectures. 
En segon lloc, ens vam proposar analitzar com s’adaptarien les aplicacions a les noves arquitectures 
heterogènies, que comencen a aparèixer, i que de mica en mica van agafant més pes. 
Al llarg dels diferents apartats del capítol 4, hem anat proposant com s’hauria de modificar 
l’aplicació per adaptar-la al nostre model, intentant minimitzar els canvis, que s’hauran de fer a 
nivell de codi font i del procés de compilació, i maximitzar la facilitat d’adaptació i ús des del punt 
de vista del programador. 
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En tercer lloc, com ja hem mencionat en diverses ocasions, no volíem que el nostre model 
pretengués que les aplicacions que l’utilitzessin obtinguessin un gran rendiment simplement per 
aquest fet. Creiem que el rendiment l’han d’obtenir gràcies al potencial que ofereix la màquina on 
s’executen. Nosaltres ens volíem limitar a proporcionar una interfície que facilités l’aprofitament de 
tots els recursos de la màquina. Tot i així, ens vam imposar minimitzar la sobrecàrrega que 
introduiria l’ús del nostre model, penalitzant així al mínim el rendiment de l’aplicació original. 
Com podem veure en les diverses proves que hem fet de la implementació, la sobrecàrrega depèn 
de les característiques intrínseques de l’aplicació, però podem dir que en general la penalització és 
mínima, i fins i tot nul·la en alguns casos. 
Finalment, ja vam dir que no tindríem suficient temps per implementar la nostra proposta 
completament, però creiem que hem definit i proposat un model amb un bon nivell de precisió, 
resolent les diverses qüestions que s’han anat plantejant durant el desenvolupament del Projecte. 
Per tant, podem dir que hem assolit els objectius que vam definir a l’inici del Projecte, i que hem 
obtingut uns resultats satisfactoris i optimistes. 
5.2. EXPERIÈNCIA PERSONAL 
La realització d’un Projecte Final de Carrera proporciona a l’estudiant uns coneixements tècnics 
específics sobre el tema que desenvolupa, però a més, també adquireix una experiència personal. 
En el meu cas, he aprofundit els meus coneixements sobre els temes tractats: arquitectures 
homogènies (x86 i PowerPC) i heterogènies (Cell BE), diversos aspectes del sistema operatiu 
(carregador, estructures de dades internes), formats binaris (ELF i CESOF), llibreries d’usuari, etc.  
Però, a més, m’ha aportat una certa experiència a nivell personal. Gràcies a aquest Projecte Final de 
Carrera, i també al Programa de Formació, m’he introduït en el món de la recerca, una àrea que 
gairebé desconeixia, i que he trobat molt interessant. Fins i tot, ara que acabo la Carrera, m’estic 
plantejant continuar en el camp de la investigació fent un Doctorat. 
La realització d’aquest Projecte m’ha permès aprendre la metodologia que es segueix quan es duu a 
terme un projecte de recerca, i ha fet que m’adonés de la importància que té anar seguint els 
avanços d’altres grups que investiguen en la mateixa àrea i rebre l’opinió de la comunitat sobre el 
treball que s’està fent. D’aquesta manera, s’aconsegueix realitzar un treball de més qualitat, on 
cada decisió que es pren es pot justificar amb bons arguments. 
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Tot i que he passat per moments on m’ha estat difícil seguir avançant, també puc dir que he gaudit 
durant aquests mesos de treball, perquè he fet el que m’agradava, i el fet d’enviar un article a un 
congrés i que el publiquin és una experiència molt gratificant. Per això, faig una valoració molt 































No és estrany que un grup d’investigació, quan publica el treball que està fent, també indiqui 
quines tasques té previst realitzar a curt o llarg termini. 
Podem dir que el nostre Projecte s’ha dissenyat de manera bastant completa, però li ha mancat una 
part de la implementació. Per això, en els següents apartats, creiem convenient esmentar els 
aspectes que han quedat més fluixos, i comentar algunes idees que tenim per ampliar el treball 
desenvolupat. 
6.1. QUÈ PODRÍEM MILLORAR? 
En primer lloc, és evident que s’hauria d’acabar d’adaptar el sistema operatiu per a que fos capaç 
de gestionar completament el Cell BE, essent perfectament coneixedor dels recursos de què 
disposa i de la seva ocupació en cada moment. D’aquesta manera, es podria eliminar l’ús de la 
llibreria libspe. 
En segon lloc, s’hauria d’implementar i provar exhaustivament tot el mecanisme de transferència 
de dades entre els diversos nuclis d’execució, ja que nosaltres hem fet la proposta, però no l’hem 
implementat. 
En tercer lloc, seria molt útil modificar el compilador per a que generés automàticament el binari 
desitjat, mitjançant l’ajuda de directives #pragma. 
Finalment, trobem interessant la idea de provar el nostre model en una altra arquitectura 
heterogènia, que estigués formada, per exemple, per un o més processadors i alguns acceleradors 
FPGA o GPU. 
6.2. COM PODRÍEM CONTINUAR LA RECERCA? 
En primer lloc, trobem que seria necessari incloure algun mecanisme per gestionar més d’una 
versió d’un mateix tros de codi font. És a dir, s’hauria d’oferir la possibilitat de compilar un mateix 
tros de codi per a diverses ISA, i en temps d’execució, en funció d’alguna política (com podria ser 
l’ocupació de recursos de la màquina, o el rendiment extret en una anterior execució), decidir quina 
és la versió del codi que s’escull per a executar a la seva arquitectura específica. Per aconseguir 
això, caldria modificar tots els aspectes que engloba el nostre model (codi font, compilador, llibreria 
HELF i sistema operatiu) i definir quina o quines polítiques es volen utilitzar per decidir quina versió 
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s’ha d’executar en cada moment. Som conscients que seria costós introduir aquesta millora, però 
també creiem que pot ser una bona opció per aconseguir un bon rendiment i repartir la càrrega de 
la màquina entre els seus recursos. 
En segon lloc, seguint la idea del mòdul HELF, pensem que seria útil ampliar-lo, fent que mostrés 
una informació més detallada dels processos HELF que s’estan executant (per cada procés, mostrar 
informació sobre els diversos trossos de codi que té disponibles i per a quina ISA s’han compilat). Si 
seguim amb la idea anterior d’incloure les versions, a més, també es podria mostrar el rendiment 
que s’obté en executar cada versió, cosa que creiem que ajudaria al programador a millorar les 
seves aplicacions. 
En tercer lloc, es podria millorar la funció valid_arch de la llibreria HELF, fent que, amb l’ajuda del 
sistema operatiu, verifiqués de quines arquitectures disposa la plataforma específica on s’està 
executant, i només retornés cert pels casos en què la màquina estigués dotada amb alguna unitat 
d’execució amb aquella arquitectura. 
Finalment, per minimitzar el temps que es tarda en carregar les dades i el codi en la memòria local 
d’un SPE, es podria planejar una precàrrega, per exemple, a l’inici de l’execució de l’aplicació o tant 
bon punt es conegui quines dades necessita, i començar a omplir la memòria del SPE amb el codi i 
les dades. D’aquesta manera, quan el procés o thread transferís l’execució al SPE, ja tindria totes les 
dades i el codi disponibles. Aquesta idea ja s’havia introduït, però no s’ha dut a terme per la seva 
complexitat (sobretot a l’hora de gestionar les dades) i les restriccions de temps que té un Projecte 
Final de Carrera. 
 
Com es pot comprovar, el model que hem definit queda obert a moltes possibles millores i 
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