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Abstract
We develop the concept of integral Menger curvature for a large class of nonsmooth surfaces. We prove
uniform Ahlfors regularity and a C1,λ-a priori bound for surfaces for which this functional is finite. In
fact, it turns out that there is an explicit length scale R > 0 which depends only on an upper bound E for
the integral Menger curvature Mp(Σ) and the integrability exponent p, and not on the surface Σ itself;
below that scale, each surface with energy smaller than E looks like a nearly flat disc with the amount of
bending controlled by the (local) Mp-energy. Moreover, integral Menger curvature can be defined a priori
for surfaces with self-intersections or branch points; we prove that a posteriori all such singularities are
excluded for surfaces with finite integral Menger curvature. By means of slicing and iterative arguments we
bootstrap the Hölder exponent λ up to the optimal one, λ = 1 − (8/p), thus establishing a new geometric
‘Morrey–Sobolev’ imbedding theorem.
As two of the various possible variational applications we prove the existence of surfaces in given iso-
topy classes minimizing integral Menger curvature with a uniform bound on area, and of area minimizing
surfaces subjected to a uniform bound on integral Menger curvature.
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1. Introduction
For three different non-collinear points x, y, z ∈Rn the expression
R(x, y, z) := |x − y||x − z||y − z|
4A(x,y, z)
, (1.1)
where A(x,y, z) is the area of the triangle with vertices at x, y and z, provides the radius of the
uniquely defined circumcircle through x, y, and z. This gives rise to a family of integral Menger
curvatures,1 that is, geometric curvature energies of the form
Mp(E) :=
∫
E
∫
E
∫
E
1
Rp(x, y, z)
dH 1(x) dH 1(y) dH 1(z), p  1, (1.2)
defined on one-dimensional Borel sets E ⊂ Rn. According to a remarkable result of J.C. Léger
[12] such sets E with Hausdorff measure H 1(E) ∈ (0,∞) and with finite integral Menger cur-
vature Mp(E) for some p  2, are 1-rectifiable in the sense of geometric measure theory. To
be precise, H 1-almost all of E is contained in a countable union of Lipschitz graphs. Ahlfors-
regular2 one-dimensional Borel sets E ⊂R2 satisfying the local condition
M2
(
E ∩B(ξ, r)) Cr for all ξ ∈R2, r ∈ (0, r0] (1.3)
turn out to be uniformly rectifiable, i.e., they are contained in the graph of one bi-Lipschitz map
f : R → R2; see [23, Theorem 39] referring to work of P. Jones. M. Melnikov and J. Verdera
[19,20] realized that M2 is a crucial quantity in harmonic analysis to characterize removable sets
for bounded analytic functions; see e.g. the surveys [17,18,36].
1 Coined after K. Menger who generalized expression (1.1) to metric spaces as a foundation of a metric coordinate free
geometry; see [21,4].
2 A set E of Hausdorff dimension 1 is said to be Ahlfors-regular if and only if there is a constant CE  1 such that
C−1R H 1(E ∩B(x,R)) CER for every x ∈ E and R > 0, where B(x,R) denotes a closed ball of radius R.E
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geometric Morrey-Sobolev imbedding theorem was proven in [31, Theorem 1.2], and this result
may be viewed as a counterpart to J.C. Léger’s regularity result on a higher regularity level:
If Mp(γ ) is finite for some p ∈ (3,∞] and if the arclength parametrization Γ of the curve γ
is a local homeomorphism then γ (S1) is diffeomorphic to the unit circle S1, and Γ is a finite
covering of γ (S1) of class C1,1−(3/p).
In fact, even the stronger local version holds true [31, Theorem 1.3], which may be viewed
as a geometric Morrey-space imbedding and whose superlinear growth assumption (1.4) is the
counterpart of (1.3):
If the arclength parametrization Γ is a local homeomorphism, and if
∫
B(τ1,r)
∫
B(τ2,r)
∫
B(τ3,r)
ds dt dσ
R2(Γ (s),Γ (t),Γ (σ ))
 Cr1+2β (1.4)
holds true for all r ∈ (0, r0] and all arclength parameters τ1, τ2, τ3, then Γ is a C1,β -covering
of the image γ (S1) which itself is diffeomorphic to the unit circle.
From the results on one-dimensional sets and in particular on curves it becomes apparent
that integral Menger curvature Mp exhibits regularizing and self-avoidance effects (as already
suggested in [10] and [2]). These effects become stronger with increasing p, in fact, one has
lim
p→∞
(
Mp(γ )
)1/p = 1
infσ =s =t =σ R(Γ (s),Γ (t),Γ (σ ))
=: 1	[γ ] ,
where 	[γ ] is the notion of thickness of γ introduced by O. Gonzalez and J.H. Maddocks [10]
who were motivated by analytical and computational issues arising in the natural sciences such as
the modelling of knotted DNA molecules. In fact, it was shown in [11] and [27] that closed curves
with finite energy 1/	[γ ], i.e. with positive thickness, are exactly those embeddings with a C1,1-
arclength parametrization, which lead to variational applications for nonlinearly elastic curves
and rods with positive thickness; see also [28,29]. We generalized this concept of thickness in
[32] and [33] to a fairly general class of nonsmooth surfaces Σ ⊂ Rn with the central result
that surfaces with positive thickness 	[Σ] are in fact C1,1-manifolds with a uniform control
on the size of the local C1,1-graph patches depending only on the value of 	[Σ]. Uniform
estimates on sequences then allow for the treatment of various energy minimization problems in
the context of thick (and therefore embedded) surfaces of prescribed genus or isotopy class; see
[33, Theorem 7.1].
In the present situation we ask the question:
Is it possible to extend the definition of integral Menger curvature Mp for p < ∞ to surfaces
with similar regularizing and self-avoidance effects as in the curve case?
The most natural generalization of Mp to two-dimensional closed surfaces Σ ⊂R3 would be
to replace the circumcircle radius R(x, y, z) of three points x, y, z in (1.2) by the circumsphere
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ξ, x, y, z. This radius is given by
1
2R(T )
= |〈z3, z1 × z2〉|||z1|2z2 × z3 + |z2|2z3 × z1 + |z3|2z1 × z2| , (1.5)
where z1 = ξ − z, z2 = x − z, z3 = y − z. This would lead to the geometric curvature energy
∫
Σ
∫
Σ
∫
Σ
∫
Σ
dH 2(ξ) dH 2(x) dH 2(y) dH 2(z)
Rp(ξ, x, y, z)
, (1.6)
which in principle would serve our purpose: all our results stated below extend to this energy.
But – although the integrand is trivially constant if Σ happens to be a round sphere – there
are smooth surfaces with straight nodal lines (such as the graph of the function f (x, y) := xy)
where the integrand is not pointwise bounded; see Appendix B. This is a problem since we want
to consider arbitrarily large p, and we envision a whole family of integral Menger curvatures that
are finite on any closed smooth surface for any value of p.
Rewriting (1.1) as
R(x, y, z) = |x − z||y − z|
2 dist(z,Lxy)
,
where Lxy denotes the straight line through x and y, one is naively tempted to consider 4-point-
integrands of the form
(
dist(ξ, 〈x, y, z〉)
M(|ξ − x|, |ξ − y|, |ξ − z|)α
)p
, (1.7)
where 〈x, y, z〉 denotes the affine 2-plane through generic non-collinear points x, y, z ∈R3. Here,
α  1 is a power and the function M :R+ ×R+ ×R+ →R+ is a mean, i.e. M is monotonically
increasing with respect to each variable and satisfies the inequality
min{a, b, c}M(a,b, c)max{a, b, c}.
Again, all our results that will be stated below would hold if we worked with integrands as in
(1.7) for α = 2. This is very similar to a suggestion of J.C. Léger [12, p. 833] who proposes
a general integrand for d-dimensional sets; for d = 2 his choice boils down to (1.7) with M
being the geometric mean and α = 3. However, the situation for such integrands, due to the lack
of symmetry w.r.t. permutations of the 4 points, is even worse than for inverse powers of the
circumsphere radius: for any choice of α > 1 there are sufficiently large p = p(α) such that
even a round sphere has infinite energy. This singular behaviour is caused by small tetrahedra
for which the plane through (x, y, z) is almost perpendicular to the surface. See Appendix B for
more details.
Roughly speaking, the trouble with (1.5) or (1.7) for surfaces comes from the fact that vari-
ous ‘obviously equivalent’ formulae for 1/R for triangles (relying on the sine theorem) are no
longer equivalent for tetrahedra. To obtain a whole scale of surface integrands which penalize
wrinkling, folding, appearance of narrow tentacles, self-intersections etc. but stay bounded on
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d-rectifiability and least square approximation of d-regular measures, G. Lerman and J.T. White-
house suggest a whole series of high-dimensional counterparts of the one-dimensional Menger
curvature. Their ingenious discrete curvatures are based, roughly speaking, on the so-called polar
sine function scaled by some power of the diameter of the simplex, and can be used to obtain
powerful and very general characterizations of rectifiability of measures. (In [14, Secs. 1.5 and 6]
they also note that the integrand suggested by Léger does not fit into their setting.)
Motivated by this and by the explicit formula for the circumsphere radius, we are led to con-
sider another 4-point integrand with symmetry and with fewer cancellations in the denominator.
For a tetrahedron T consider the function
K(T ) :=
{
V (T )
A(T )(diamT )2 if the vertices of T are not co-planar,
0 otherwise,
(1.8)
where V (T ) denotes the volume of T and A(T ) stands for the total area, i.e., the sum of the areas
of all four triangular faces of T . Thus, up to a constant factor K is the ratio of the minimal height
of T to the square of its diameter, which is similar but not identical to the numerous curvatures
considered by Lerman and Whitehouse in [14]. The difference is that our K scales like the inverse
of length whereas their d-dimensional curvatures, cf. e.g. the definition of cMT in [14, p. 327],
for d = 2 scale like the inverse of the cube of length. Such scaling enforces too much singularity
for our purposes; we explain that in Remark 5.2 in Section 5.
This leads us to the integral Menger curvature for two-dimensional surfaces Σ ⊂R3,
Mp(Σ) :=
∫
Σ
∫
Σ
∫
Σ
∫
Σ
Kp(T )dH 2 ⊗ dH 2 ⊗ dH 2 ⊗ dH 2(T ), (1.9)
which is finite for any C2-surface for any finite p, since K(T ) is bounded on the set of all
nondegenerate tetrahedra with vertices on such a surface; see Appendix A.
To keep a clear-cut situation in the introduction we state our results here for closed Lipschitz
surfaces only and refer the reader to Definition 2.4 in Section 2.2 for the considerably more gen-
eral class A of admissible surfaces, and to Sections 3, 5, and 6 for the corresponding theorems in
full generality. Let us just remark, however, that our admissibility class A contains surfaces that
are not even topological submanifolds of R3: e.g. a sphere with the north and south pole glued
together. The finiteness of Mp(Σ) has therefore topological, measure-theoretic and analytical
consequences.
Theorem 1.1 (Uniform Ahlfors regularity and a diameter bound). There exists an absolute con-
stant α > 0 such that for any p > 8, every E > 0, and for every closed compact and connected
Lipschitz surface Σ ⊂R3 with Mp(Σ)E the following estimates hold:
diamΣ 
(
α5p
E
) 1
p−8
,
H 2
(
Σ ∩B(x,R)) π
2
R2 for all x ∈Σ and R ∈ (0, (α5p/E)1/(p−8)]. (1.10)
2238 P. Strzelecki, H. von der Mosel / Advances in Mathematics 226 (2011) 2233–2304General Lipschitz surfaces may have conical singularities with a very small opening angle,
but finite Mp-energy controls uniformly the lower density quotient. These quantitative lower
estimates for diameter and density quotient resemble L. Simon’s results [30, Lemma 1.1 and
Corollary 1.3] for smooth embedded two-dimensional surfaces of finite Willmore energy, derived
by means of the first variation formulas. Here, in contrast, we set up an intricate algorithm (see
Theorem 3.3 and its proof in Section 4), starting with a growing double cone and continuing
with an increasingly complicated growing set centrally symmetric to a surface point, to scan the
possibly highly complex exterior and interior domain bounded by Σ in search for three more
complementing surface points to produce a “nice” tetrahedron whose size is controlled in terms
of the energy. Along the way, the construction allows for large projections onto affine 2-planes
which leads to the uniform estimate (1.10).
The case p = 8 yields a result which may be interpreted as a two-dimensional variant of
Fenchel’s theorem on the total curvature of closed curves [8]:
Theorem 1.2 (Fenchel for surfaces). There is an absolute constant γ0 > 0 such that M8(Σ) γ0
for any closed compact connected Lipschitz surface Σ ⊂R3.
The exponent p = 8 is a limiting one here: M8 is scale invariant. Invoking scaling arguments,
it is easy to see that any cone over a smooth curve must have infinite Mp-energy for every p  8.
Uniform control over the lower Ahlfors regularity constant as in Theorem 1.1 permits us to
prove the existence of a field of tangent planes for finite energy surfaces Σ (coinciding with
the classical tangent planes at points of differentiability of Σ ), and quantitatively control its
oscillation:
Theorem 1.3 (Oscillation of the tangent planes). For any closed compact and connected Lips-
chitz surface Σ ⊂ R3 with Mp(Σ)  E for some p > 8 the tangent plane TxΣ is defined ev-
erywhere and depends continuously on x: there are constants δ1 = δ1(p) > 0 and A = A(p) 0
such that
<)(TxΣ,TyΣ)AE
1
p+16 |x − y| p−8p+16 (1.11)
whenever |x − y| δ1(p)E−1/(p−8).
One might compare this theorem with Allard’s famous regularity theorem [1, Theorem 8.19]
for varifolds: Supercritical integrability assumptions (with exponent p > dimension) on the gen-
eralized mean curvature are replaced here by integrability assumptions on our four-point Menger
curvature integrand K for p > 8 = 4 · dimension – with possible extension to metric spaces,
since our integrand may be expressed in terms of distances only. To prove Theorem 1.3 (see Sec-
tion 5 for all details), we start with a technical lemma, ascertaining that the so-called P. Jones’
β-numbers of Σ , measuring the distance from Σ to the best ‘approximating plane’ and defined
by
βΣ(x, r) := inf
{
sup
y∈Σ∩B(x,r)
dist(y,F )
r
: F is an affine 2-plane through x
}
, (1.12)
can be estimated by const · r(p−8)/(p+16) at small scales. This estimate is uniform, i.e. depends
only on p and on the energy bounds, due to Theorem 1.1. For a wide class of Reifenberg flat
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Toro [24], this would be enough to guarantee the desired result. However, at this stage we cannot
ensure that the surface we consider is Reifenberg flat with vanishing constant; it might be just
a Lipschitz surface with some folds or conical singularities which are not explicitly excluded in
Theorem 1.1. Reifenberg flatness, introduced by E.R. Reifenberg [26] in his famous paper on the
Plateau problem in high dimensions, requires not only some control of β’s, but also a stronger
fact: one needs to know that the Hausdorff distance between the approximating planes and Σ is
small at small scales. To get such control, we use some elements of the proof of Theorem 1.1
to guarantee the existence of large projections of Σ onto planes, and, proceeding iteratively,
combine this with the decay of β’s to reach the desired conclusion. The proof is presented in
Section 5; it is self-contained and independent of [5] and [24].
Once Theorem 1.3 is established, we know that in a small scale, depending solely on p and
on the energy bound, the surface is a graph of a C1,κ function. Slicing arguments similar to,
but technically more intricate than those in the proof of optimal Hölder regularity for curves
in [31, Theorem 1.3], are employed in Section 6 to bootstrap the Hölder exponent from κ =
(p − 8)/(p + 16) to (p − 8)/p and to prove the following result.
Theorem 1.4 (Optimal Hölder exponent). Any closed, compact and connected Lipschitz surface
Σ in R3 with Mp(Σ)E < ∞ for some p > 8 is an orientable C1,1−(8/p)-manifold with local
graph representations whose domain size is controlled solely in terms of E and p.
We expect that 1 − 8/p is the optimal exponent, like the corresponding optimal exponent
1 − 3/p in the curve case in [31, Theorem 1.3]; see the example for curves in [34, Section 4.2].
The last section deals with sequences of surfaces with a uniform bound on their Mp-energy.
Using a combination of Blaschke’s selection theorem and Vitali covering arguments with balls
on the scale of uniformly controlled local graph representations we can establish the following
compactness result.
Theorem 1.5 (Compactness for surfaces with equibounded Mp-energy). Let {Σj } be a sequence
of closed, compact and connected Lipschitz surfaces containing 0 ∈R3 with
Mp(Σj )E for all j ∈N and sup
j∈N
H 2(Σj )A,
for some p > 8. Then there is a compact C1,1−8/p-manifold Σ without boundary embedded
in R3, and a subsequence j ′, such that Σj ′ converges to Σ in C1, and such that
Mp(Σ) lim inf
j→∞ Mp(Σj ).
Instead of the uniform area bound one could also assume a uniform diameter bound.
Using this compactness result and the self-avoidance effects of integral Menger curvature we
will prove that one can minimize area in the class of closed, compact and connected Lipschitz
surfaces of fixed genus under the constraint of equibounded energy. For given g ∈ N let Mg be
a closed, compact and connected reference surface of genus g that is smoothly embedded in R3,
and consider the class CE(Mg) of closed, compact and connected Lipschitz surfaces Σ ⊂ R3
ambiently isotopic to Mg with Mp(Σ)E for all Σ ∈ CE(Mg).
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reference surface Mg the class CE(Mg) contains a surface of least area.
We can also minimize the integral Menger curvature Mp itself in a given isotopy class with
a uniform area bound, i.e. in the class CA(Mg) of closed, compact and connected Lipschitz
surfaces Σ ⊂R3 ambiently isotopic to Mg with H 2(Σ)A< ∞.
Theorem 1.7 (Mp-minimizers in a given isotopy class). For each g ∈ N, A > 0, there exists a
surface Σ ∈ CA(Mg) with
Mp(Σ) = inf
CA(Mg)
Mp.
The proofs of Theorems 1.5–1.7 are given in Section 7.
Remark 1.8. It can be checked that our Theorems 1.1 and 1.2 can be proven for a large class of
integrands including the two-dimensional cMT and other curvatures of Lerman and Whitehouse,
and even the one suggested by Léger. (One just has to check what is the critical scaling-invariant
exponent, and work above this exponent.) However, Theorems 1.3 and 1.4, and consequently
also Theorems 1.5, 1.6, and 1.7 seem to fail for any choice of integrand Ks(T ) which scales like
the inverse of length to some power 1+ s, s > 0. Such a choice enforces too much singularity for
large p, and the methods we employ to prove Hölder regularity of the unit normal show that the
only surface with
∫ Kps dμ finite for all p would be (a piece of) the flat plane. See Remark 5.2 in
Section 5.
Remark 1.9. Our work is related to the theory of uniformly rectifiable sets of G. David and
S. Semmes, see their monograph [6]. Numerous equivalent definitions of these sets involve sub-
tle conditions stating how well, in an average sense, the set can be approximated by planes. One
of the deep ideas behind this is to try and search for the analogies between classes of sets and
function spaces. It turns out then that various approximation or imbedding theorems for function
spaces have geometric counterparts for sets, see e.g. the introductory chapter of [6]. Speaking
naively and vaguely, David and Semmes work in the realm which corresponds to the subcritical
case of the Sobolev imbedding theorem: there is no smoothness but subtle tools are available to
give nontrivial control of the rate of approximation of a function by linear functions (or rather:
a set by planes). Here, we are in the supercritical realm. For exponents larger than the critical
p = 8 related to scale invariance, excluding conical singularities, finiteness of our curvature inte-
grands gives continuity of tangent planes, with precise local control of the oscillation. Note that
the exponent 1 − 8/p in Theorem 1.6 is computed according to Sobolev’s recipe: the domain of
integration has dimension 8 and we are dealing with the p’th power of ‘curvature’.
2. Notation. The class of admissible surfaces
2.1. Basic notation
Balls, planes and slabs. B(a, r) denotes always the closed ball of radius r , centered at a. When
a = 0 ∈R3, we often write just Br instead of B(0, r).
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and z. If H is a 2-plane in R3, then πH denotes the orthogonal projection onto H . For an affine
plane F ⊂R3 such that 0 ∈ F , we write σF to denote the central projection from 0 onto F .
If F is an affine plane in R3 and d > 0, then we denote the infinite slab about F by
Ud(F ) :=
{
y ∈R3: dist(y,F ) d}.
Cones. Let ϕ ∈ (0, π2 ) and w ∈ S2. We set
C(ϕ,w) := {y ∈R3: |y ·w| |y| cosϕ}
describing the infinite double-sided cone of opening angle 2ϕ whose axis is determined by w, and
we define Cr(ϕ,w) := B(0, r)∩C(ϕ,w). We also distinguish between the two conical halves
C+(ϕ,w) := {y ∈R3: y ·w  |y| cosϕ}, C−(ϕ,w) := {y ∈R3: −y ·w  |y| cosϕ},
and set C±r (ϕ,w) := B(0, r)∩C±(ϕ,w).
Rotations in R3. Throughout, we fix an orientation of R3. Assume that u,v ∈ S2 are orthogonal
and u × v = w ∈ S2. We write R(ϕ,w) to denote the rotation which, in the orthonormal basis
(u, v,w), is represented by the matrix
(
cosϕ − sinϕ 0
sinϕ cosϕ 0
0 0 1
)
.
Note that this formula gives in fact a linear map which does not depend on the choice of or-
thonormal vectors u,v with u× v = w.
Segments. Whenever z ∈R3, s > 0 and w ∈ S2, we set
Is,w(z) :=
{
z+ tw: |t | s}
(this is the segment of length 2s, centered at z and parallel to w).
Tetrahedra. Since we deal with an integrand defined on quadruples of points in R3, and in
various places we need to estimate that integrand on specific quadruples satisfying some addi-
tional conditions, we introduce some notation now to shorten the statements of several results in
Sections 3–6.
By a tetrahedron T we mean a quadruple of points, T = (x0, x1, x2, x3) with xi ∈ R3 for
i = 0,1,2,3. By a triangle  we mean a triple of points,  = (x0, x1, x2), xi ∈ R3. We say that
= (T ) is the base of T iff = (x, y, z) and T = (x, y, z,w) for some x, y, z,w ∈R3.
For T = (x0, x1, x2, x3) and T = (x′0, x′1, x′2, x′3) we set
∥∥T − T ′∥∥ := min
σ∈S4
[
max
0i3
∣∣xσ(i) − x′i∣∣],
where |xσ(i) − x′i | denotes the Euclidean norm and S4 is the symmetric group of all permutations
of sets with four elements. We write Br (T ) := {T ′: ‖T − T ′‖ r}.
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on Bε(T ) ∩ Σ where either T resembles, roughly speaking, a regular tetrahedron or at least its
base (T ) resembles, again roughly, a regular triangle. Here are the appropriate definitions.
Definition 2.1. Let θ ∈ (0,1) and d > 0. We say that T = (x0, x1, x2, x3) is (θ, d)-voluminous,
and write T ∈ V (θ, d), if and only if
(i) xi ∈ B(x0,2d) for all i = 1,2,3;
(ii) θd  |xi − xj | for all i = j , where i, j = 0,1,2,3;
(iii) <)(x1 − x0, x2 − x0) ∈ [θ,π − θ ];
(iv) dist(x3, 〈x0, x1, x2〉) θd .
Definition 2.2. Let θ ∈ (0,1) and d > 0. We say that  = (x0, x1, x2) is (θ, d)-wide, and write
 ∈S (θ, d), if and only if
(i) xi ∈ B(x0,2d) for i = 1,2;
(ii) θd  |xi − xj | for i = j , where i, j = 0,1,2;
(iii) <)(x1 − x0, x2 − x0) ∈ [θ,π − θ ].
Remark 2.3. Similar classes of simplices have been used by Lerman and Whitehouse, see [14,
Sec. 3]. The class of T with (T ) ∈S (θ, d) differs from their class of 2-separated tetrahedra as
the minimal face area of T with (T ) ∈ S (θ, d) does not have to be comparable to the square
of diamT . This plays a role in Section 5 and Section 6.
2.2. The class of admissible surfaces
Throughout the paper we consider only compact and closed surfaces.
Definition 2.4. We say that a compact connected subset Σ ⊂ R3 such that Σ = ∂U for some
bounded domain U ⊂ R3 is an admissible surface, and write Σ ∈ A , if the following two con-
ditions are satisfied:
(i) There exists a constant K = K(Σ) such that
∞>H 2(Σ ∩B(x, r))K−1r2 for all x ∈ Σ and all 0 < r  diamΣ ;
(ii) There exists a dense subset Σ∗ ⊂ Σ with the following property: for each x ∈ Σ∗ there
exists a vector v = v(x) ∈ S2 and a radius δ0 = δ0(x) > 0 such that
B(x, δ0)∩
(
x +C+(π/4, v))⊂ U ∪ {x},
B(x, δ0)∩
(
x +C−(π/4, v))⊂ (R3 \U)∪ {x}.
Condition (ii) seems to be rather rigid because of the symmetry requirement. We could have
used some smaller angle ϕ0 instead of ϕ0 = π/4 with the only effect that the absolute constants in
Theorems 3.1–3.3, 5.4, and 6.1 would change, but we stick to ϕ0 = π/4 for the sake of simplicity.
Condition (i) excludes sharp cusps around an isolated point of Σ but allows for isolated con-
ical singularities and various cuspidal folds along arcs.
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embedded topological manifold. Consider for example a sphere on which two distinct points
have been identified, or, more generally, a sphere with 2N distinct smooth arcs and identify N
pairs of these arcs.
Here are further examples.
Example 2.5 (C1 surfaces). If Σ is a C1 manifold which bounds a domain U , then Σ ∈ A .
One can take Σ∗ ≡ Σ ; by definition of differentiability, for each point x ∈ Σ condition (ii) is
satisfied for v(x) = the inner normal to Σ at x, and one can choose a uniform lower bound for
the numbers δ0(x), i.e. we can always pick a δ0(x) δ0 = δ0(Σ) > 0.
Example 2.6 (Lipschitz surfaces). If Σ = ∂U is a Lipschitz manifold, then Σ ∈A . We can take
Σ∗ = the set of all points where Σ has a classically defined tangent plane. By Rademacher’s
theorem, Σ∗ is a set of full surface measure, hence it is dense. Obviously, δ0(x) does depend on
x ∈ Σ∗ now. It is an easy exercise to check (with a covering argument using compactness of Σ )
that condition (i) is also satisfied.
Example 2.7 (W 2,2 surfaces). If Σ = ∂U is locally a graph of a W 2,2 function and condition (i)
is satisfied, then Σ ∈A . This follows from Toro’s [35] theorem on the existence of bi-Lipschitz
parametrizations for such surfaces.
Example 2.8. If a compact, connected surface Σ = ∂U is locally a graph of an AC2-function (see
J. Malý’s paper [16] for a definition of absolutely continuous functions of several variables) and
if (i) is satisfied – which is a necessary assumption as graphs of AC2 functions may have cusps –
then Σ is admissible. (AC2 functions are differentiable a.e. and this implies condition (ii) of
Definition 2.4.)
2.3. The energy and two simple estimates of the integrand
As mentioned in the introduction, we consider the energy
Mp(Σ) :=
∫
Σ4
Kp(T )dμ(T ), Σ ∈A , (2.1)
where
K(T ) :=
{
V (T )
A(T )(diamT )2 if the vertices of T on Σ are not co-planar,
0 otherwise.
Here V (T ) denotes the volume of T and A(T ) the total area, i.e. the sum of the areas of all four
triangular faces of T . For the sake of brevity we write
dμ(ξ, x, y, z) := dH 2(ξ) dH 2(x) dH 2(y) dH 2(z). (2.2)
If T = (x0, x1, x2, x3) and one sets zi = xi − x0 for i = 1,2,3, then we have
K(T ) = 1 · |z3 · (z1 × z2)| 2 . (2.3)3 [|z1 × z2| + |z2 × z3| + |z1 × z3| + |(z2 − z1)× (z3 − z2)|](diamT )
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tively two simple estimates of K on appropriate classes of tetrahedra.
Lemma 2.9. If T ∈ V (θ, d), then
K(T ) > 1
502
θ4d−1.
Lemma 2.10. If T = (x0, x1, x2, x3) is such that (T ) = (x0, x1, x2) ∈S (θ, d), x3 ∈ B(x0,2d)
and dist(x3, 〈x0, x1, x2〉) κd , then
K(T ) > 1
502
θ3κd−1.
Proof of Lemma 2.9. Let T = (x0, x1, x2, x3), zi := xi −x0 for i = 1,2,3. Using conditions (ii)
and (iii) of Definition 2.1, we obtain |z1 × z2| θ2d2 sin θ  2π θ3d2 and by (iv)∣∣∣∣z3 · (z1 × z2)|z1 × z2|
∣∣∣∣= dist(x3, 〈x0, x1, x2〉) Def. 2.1(iv) θd. (2.4)
Therefore we can estimate
K(T )
(2.4)
 1
3(diamT )2
· θd
1 + |z2×z3||z1×z2| +
|z1×z3||z1×z2| +
|(z2−z1)×(z3−z2)||z1×z2|
 1
3(4d)2
· θd
1 + 2 · (2d)2
(2/π)θ3d2 + (4d)
2
(2/π)θ3d2
= θ
4
48d[θ3 + 12π] >
θ4
502d
. 
The proof of Lemma 2.10 is identical. One just replaces (2.4) by dist(x3, 〈x0, x1, x2〉) κd .
3. From energy bounds to uniform Ahlfors regularity
The main result of this section is the following.
Theorem 3.1 (Energy bounds imply uniform Ahlfors regularity). There exists an absolute con-
stant α > 0 such that for every p > 8, every E > 0 and every Σ ∈ A with Mp(Σ)  E the
following holds:
Whenever x ∈ Σ , then
H 2
(
B(x,R)∩Σ) πR2/2
for all radii
R R0(E,p) :=
(
α5p
E
) 1
p−8
. (3.1)
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means obvious. Even infinitely smooth surfaces can have long ‘fingers’ which contribute a lot to
the diameter but very little to the area. The point is that fixing an energy bound E we can be sure
that ‘fingers’ cannot appear on Σ at a scale smaller than R0(E,p). Moreover, a general sequence
Σi of C∞-surfaces could in principle gradually form a tip approaching a cusp singularity as
i → ∞ (in fact, it is not difficult to produce examples of sequences of smooth surfaces with
uniformly bounded area and infinitely many cusp or hair-like singularities in the limit), whereas
this cannot happen according to Theorem 3.1 for a sequence of smooth admissible surfaces with
equibounded Mp-energy.
This fact plays a crucial role later on, in the derivation of uniform estimates for the oscillation
of the tangent in Section 5. These estimates in turn allow us to prove in Section 7 compactness
for sequences of surfaces having equibounded energy.
The scale-invariant limiting case p = 8 leads to the following result which can be viewed as
a naive counterpart of the Gauß–Bonnet theorem for closed surfaces, or the Fenchel theorem for
closed curves: one needs a fixed amount of energy to ‘close’ the surface. Our estimate of this
necessary energy quantum is by no means sharp; it would be interesting to know the optimal
value of that constant.
Theorem 3.2. There exists an absolute constant γ0 > 0 such that M8(Σ) > γ0 for every surface
Σ ∈A .
The proof of both theorems relies on a preparatory technical result which might be of interest
on its own, since it allows us to find for any given admissible surface (no matter how “crooked” its
shape might look) a good tetrahedron with vertices on the surface, i.e. a voluminous tetrahedron
in the sense of Definition 2.1. This result is completely independent of Menger curvature, but in
our context it will allow us to prove Mp-energy estimates from below.
Theorem 3.3 (Good tetrahedra with vertices on Σ ). There exist two absolute constants α,η ∈
(0,1) such that
1 > 2η > 40α > 0 (3.2)
with the following property: For every surface Σ ∈A and every x0 ∈ Σ∗ one can find a positive
stopping distance ds(x0) ∈ (δ0(x0),diamΣ] and a triple of points (x1, x2, x3) ∈Σ×Σ×Σ such
that
(i) T = (x0, x1, x2, x3) ∈ V (η, ds(x0)),
(ii) whenever ‖T ′ − T ‖ αds(x0), we have T ′ ∈ V ( η2 , 32ds(x0)).
Moreover, for each r ∈ (0, ds(x0)] there is an affine plane H = H(r) passing through x0 such
that
πH
(
Σ ∩B(x0, r)
)⊃ H ∩B(x0, r/√2) (3.3)
and therefore we have
H 2
(
Σ ∩B(x0, r)
)
 π
2
r2 for all r ∈ (0, ds(x0)]. (3.4)
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one direct corollary of that proof for sake of further reference.
Proposition 3.4 (Large projections and forbidden conical sectors). Let p > 8, E > 0, and ∂U =
Σ ∈ A with Mp(Σ)  E. Assume that R0 = R0(E,p) is given by (3.1). For each x ∈ Σ and
r < R0 there exists a plane H passing through x and a unit vector v ∈ S2, v ⊥ H , such that
D := H ∩B(x, r/√2) ⊂ πH
(
Σ ∩B(x, r)), (3.5)
intC+r (ϕ0, v) \B(x, r/2) ⊂ U, (3.6)
intC−r (ϕ0, v) \B(x, r/2) ⊂R3 \U, (3.7)
where ϕ0 = π/4.
In the remaining part of this section we show how to derive Theorems 3.1 and 3.2 from
Theorem 3.3. We begin with an auxiliary result which gives an estimate for the infimum of
stopping distances considered in Theorem 3.3. Note that for Σ of class C1, compact and closed,
property (i) below is obvious: we have ds(x0) > δ0(x0), and, as mentioned in Example 2.5, in
this case one can in fact choose a positive δ0 independent of x0.
Proposition 3.5. Assume that p > 8, Σ ∈A and Mp(Σ) < ∞. Then
(i) The stopping distances ds(x0) given by Theorem 3.3 have a positive greatest lower bound,
d(Σ) := inf
x0∈Σ∗
ds(x0) > 0.
(ii) We have
Mp(Σ) α5pd(Σ)8−p. (3.8)
Proof. To prove (i), we argue by contradiction. Assume that d(Σ)= 0 and set
ε := 1
2
(
α5p
K(Σ)4Mp(Σ)
)1/(p−8)
, (3.9)
where K(Σ) is the constant from Definition 2.4(i). Select x0 ∈ Σ∗ with ds(x0) =: d0 < ε. Pick
x1, x2, x3 whose existence is guaranteed by Theorem 3.3. Perturbing these points slightly, by at
most αd0/2, we may assume that
xi ∈Σ∗, i = 0,1,2,3, (3.10)
T = (x0, x1, x2, x3) ∈ V
(
η/2,
3
2
d0
)
, (3.11)
∥∥T ′ − T ∥∥< αd0/2 ⇒ T ′ ∈ V
(
η/2,
3
2
d0
)
. (3.12)
Integrating over all T ′ close to T , we now estimate the energy as follows:
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∫
Σ4∩Bαd0/2(T )
Kp(T ′)dμ(T ′)
>
1
K(Σ)4
(
αd0
2
)8[ 1
502
(
η
2
)4
(3d0/2)−1
]p
>
1
K(Σ)4
d
8−p
0
(
αη4
502 · 26
)p
 α
5p
K(Σ)4
d
8−p
0 as η/20 α. (3.13)
(We have used Definition 2.4(i) and Lemma 2.9 in the second inequality.)
This gives a contradiction with (3.9) and the choice of d0, as (3.13) implies d0 > 2ε.
(ii) Now we shall show that d(Σ) is not only strictly positive, but has a lower bound depending
only on the energy. Fix ε > 0 small and pick x0 ∈ Σ∗ with d0 := ds(x0) < (1 + ε)d(Σ). As in
the first part of the proof, take x1, x2, x3 given by Theorem 3.3. Perturbing these points slightly,
we may assume that (3.10)–(3.12) are satisfied. Moreover, by (3.2)
αd0
2
<
d0
80
< d(Σ) ds(xi) for i = 1,2,3,
so that by (3.4)
H 2
(
Σ ∩B(xi, αd0/2)
)
 π
2
(
αd0
2
)2
, i = 0,1,2,3.
Using this information, we again estimate the energy as in (3.13), replacing now the constant
1/K(Σ) by an absolute one, π2 . This yields
Mp(Σ) >
(
π
2
)4
α5pd8−p0
 α5p(1 + ε)8−pd(Σ)8−p.
Upon letting ε → 0, we conclude the whole proof. 
Proof of Theorem 3.1. Inequality (3.8) implies that
d(Σ)
(
α5p
Mp(Σ)
) 1
p−8
.
Combining this estimate with (3.4), we see that
H 2
(
Σ ∩B(x, r)) π
2
r2, r ∈ (0, d(Σ)] (3.14)
holds for all x ∈ Σ∗. Since Σ∗ is dense in Σ , (3.14) must in fact hold for all x ∈Σ .
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with vertices in Σ∗.
Initially, we pick an arbitrary point x0 = x10 ∈ Σ∗. Let d1 := ds(x(1)0 ) > 0. Use Theorem 3.3
and density of Σ∗ to find a tetrahedron
T1 =
(
x
(1)
0 , x
(1)
1 , x
(1)
2 , x
(1)
3
) ∈ V (η/2,3d1/2)∩ (Σ∗)4 (3.15)
such that
∥∥T ′ − T1∥∥ αd12 ⇒ T ′ ∈ V (η/2,3d1/2). (3.16)
Assume that T1, T2, . . . , Tk have been already defined, Tj = (x(j)0 , x(j)1 , x(j)2 , x(j)3 ) for j =
1, . . . , k, so that the following properties are satisfied:
dj := ds
(
x
(j)
0
)
<
αdj−1
4
, j = 2, . . . , k, (3.17)
Tj ∈ V (η/2,3dj/2)∩
(
Σ∗
)4
, (3.18)
‖T − Tj‖ αdj2 ⇒ T ∈ V (η/2,3dj/2), (3.19)
x
(j)
0 = x(j−1)i(j) for some i(j) ∈ {1,2,3}. (3.20)
(The last property simply means that Tj and Tj−1 have one vertex in common.) Now for y ∈ Σ ,
let
R∗(y) = sup
{
r > 0: H 2
(
Σ ∩B(y,)) π2/2 for all  ∈ (0, r]}.
We consider the following stopping condition:
R∗
(
x
(k)
i
)
 αdk
4
=: rk for all i ∈ {1,2,3}. (3.21)
For a fixed value of k, there are two cases possible.
Case 1. Condition (3.21) does hold. We then estimate the energy, integrating over small balls
centered at vertices of Tk . This yields
M8(Σ) 
∫
Σ4∩Brk (Tk)
K8(T ) dμ(T )
>
(
π
2
)4
r8k
[
1
502
(
η
2
)4
(3dk/2)−1
]8
by Lemma 2.9
=: γ0 > 0,
where the constant γ0 depends only on the choice of α and η (note that the ratio rk/dk = α/4 is
constant). This is the desired estimate of M8(Σ).
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R∗
(
x
(k)
i(k)
)
< rk = αdk4 <
1
160
dk.
We set x(k+1)0 := x(k)i(k) and dk+1 := ds(x(k+1)0 ). The choice of i(k) gives
dk+1 < αdk/4 < dk/160. (3.22)
Again, we use Theorem 3.3 and density of Σ∗ to find the next tetrahedron
Tk+1 =
(
x
(k+1)
0 , x
(k+1)
1 , x
(k+1)
2 , x
(k+1)
3
) ∈ V (η/2,3dk+1/2)∩ (Σ∗)4
such that (3.19) is satisfied for j = k + 1. Thus, we have increased the length of sequence of
tetrahedra satisfying (3.17)–(3.20).
Note that if the stopping condition (3.21) is satisfied for some k = 1,2, . . . , then we are done.
The only possibility left to consider is that (3.21) fails for each k. We then have an infinite
sequence of tetrahedra satisfying (3.17)–(3.20). To prove that this also gives the desired result,
we shall show later that
the sets Σ4 ∩Brk (Tk), k = 1,2, . . . , are pairwise disjoint. (3.23)
Assuming (3.23) for the moment, we have by Definition 2.4(i) and Lemma 2.9
M8(Σ)
∞∑
k=1
∫
Σ4∩Brk (Tk)
K8(T ) dμ(T )
>
∞∑
k=1
1
K(Σ)4
r8k
[
1
502
(
η
2
)4
(3dk/2)−1
]8
= γ1
K(Σ)4
∞∑
k=1
1
= +∞,
where γ1 denotes some constant depending only on the choice of α and η (again, note that
rk/dk = α/4 for each k).
It remains to prove (3.23). Since Tk ∈ V (η/2,3dk/2) for each k, we have by virtue of Part (i)
of Definition 2.1
∣∣x(k+1)0 − x(k)0 ∣∣= ∣∣x(k)i(k) − x(k)0 ∣∣ 3dk,
so that (3.22) implies for each m> k
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< 3dk
(
1 + 160−1 + 160−2 + · · ·)
< 4dk. (3.24)
For m = k (3.24) holds trivially. Also by definition of V (η/2,3dk−1/2) we have
∣∣x(k)0 − x(k−1)0 ∣∣= ∣∣x(k−1)i(k−1) − x(k−1)0 ∣∣
 η
2
3dk−1
2
> 15αdk−1 as η > 20α. (3.25)
Using (3.24), (3.25), and the condition 4dk < αdk−1, we obtain
∣∣x(m)0 − x(k−1)0 ∣∣ ∣∣x(k)0 − x(k−1)0 ∣∣− ∣∣x(m)0 − x(k)0 ∣∣
> 15αdk−1 − 4dk
> 14αdk−1
for each m k. The last inequality readily implies that Brm(x
(m)
0 ) and Brk−1(x
(k−1)
0 ) are disjoint
for all m k, as
rm + rk−1 = α4 (dm + dk−1) <
αdk−1
2
.
Thus, the sets Brm(Tm) and Brk−1(Tk−1) are disjoint in (R3)4, which proves (3.23).
The whole proof of Theorem 3.2 is complete now. 
4. Good tetrahedra: proof of Theorem 3.3
The proof of Theorem 3.3 is lengthy but elementary. It is of algorithmic nature and, at each
of finitely many steps, requires a case inspection which from a geometric point of view is not so
complicated but nevertheless includes three different cases (and one of them has to be divided
into three further subcases). The crucial task is to find a triple (x1, x2, x3) such that the xi ’s
(i = 0,1,2,3) satisfy conditions (i) and (3.3) of the theorem. Condition (ii) follows then from
simple estimates based on elementary linear algebra; for sake of completeness, we present the
details of that part in Section 4.3.
Here are a few informal words about the main idea of the proof.
Assume for a while that Σ = ∂U is of class C1. To find a candidate for x1, we look at the
surface Mρ = ∂Bρ ∩C, where ρ > 0, Bρ is centered at x0, and C is a double cone with vertex x0,
fixed opening angle, and axis given by n(x0), the normal to Σ at x0. For small ρ > 0, x0 is the
only point of Σ in Cρ := Bρ ∩C. (If Σ ∈A is not C1, then the existence of an appropriate cone
follows from Part (ii) of Definition 2.4.)
It is clear that as ρ increases, the growing cone Cρ must hit Σ for some (possibly large)
ρ = ρ1 > 0, at some x1 ∈Σ \ {x0}, x1 ∈Mρ1 . If the point of the first hit, x1, is close to the center
of one of the two “lids” Mρ of the cone Cρ , then we can use the fact that the two components1 1
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U+,U− of intCρ1 are on two different sides of Σ to select a voluminous tetrahedron with two
of its vertices at x0 and x1, and all edges ≈ ρ1. To convince yourself that this is indeed plausible,
note that there are many segments perpendicular to Tx0Σ , with one endpoint in U+ and the
other in U−; each such segment intersects Σ and therefore contains a candidate for one of the
remaining vertices. And, as we shall check later, many of those candidates are good enough for
our purposes.
However, it might happen that for this particular intermediate value of ρ1 > 0—somewhere
between diamΣ and the infinitesimal scale where a smooth Σ is very close to the tangent
plane—most points of Σ ∩ Bρ1 are very close to a fixed plane P which might be completely
different from Tx0Σ , due to a little kink of Σ near to x0. In fact, such a plane might be tangent
to ∂C, and Σ ∩Bρ1 would look pretty flat at all length scales ≈ ρ1.
If this were the case, then x1 would be located close to the rim of C ∩ Bρ1 , and one could
not expect to find a good tetrahedron with vertices xi ∈ Σ ∩ Bρ1 and edges ≈ ρ1. But then, one
might rotate C around an axis contained in Tx0Σ , away from such a plane P , to a new position
C′ chosen so that two connected components of C′ ∩ (Bρ1 \ Bρ1/2) are still on two different
sides of Σ . One could look for possible vertices of a good tetrahedron in C′ ∩ Bρ for ρ > ρ1,
enlarging the radius ρ until C′ ∩ (Bρ \Bρ1) hits the surface again. This would happen for some
radius ρ2 > ρ1.
It might turn out again that at scales comparable to ρ2 large portions of Σ are almost flat, close
to a single fixed plane P ′ which is tangent to ∂C′ so that it is not at all evident how to indicate a
voluminous tetrahedron with vertices xi ∈Σ ∩Bρ2 and edges ≈ ρ2. One could try then to iterate
the reasoning, rotating portions of the cones if necessary.
Several steps like that might be needed if, for example, x0 were at the end of a long tip that
spirals many times—in such cases the points of Σ that we hit, enlarging the consecutive cones,
might not convey enough information about the shape of the surface. We make all this precise
(including a stopping mechanism, a procedure which allows one to select appropriate rotations
at each step of the iteration, and a bound on the number of steps) in Section 4.2, using Defini-
tion 2.4(ii) to construct the desired cones for small radii. Before, in Section 4.1, we state two
elementary geometric lemmata which are then used to obtain (i) and (3.3) for various quadruples
(x0, x1, x2, x3).
Without loss of generality we suppose throughout Section 4 that x0 = (0,0,0) ∈R3.
4.1. Slanted planes and good vertical segments
Suppose that we have a fixed a cone C = C(ϕ0, v) in R3, where v ∈ S2 and ϕ0 ∈ (0, π4 ]. We
also fix an auxiliary angle ϕ1 ∈ (0, π ].2
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if I is parallel to v, i.e., I = Is,v(z) for some s > 0 and z ∈ R3. Any plane P = 〈0, y1, y2〉
whose unit normal n satisfies 0 < |n · v| < 1 is called slanted. We say that I is good (for P ) iff
dist(I,P ) ≈ diam I , up to constants depending only on the angles ϕi .
We state and prove two elementary lemmata which give quantitative estimates of the distance
between good vertical segments I and slanted planes spanned by 0 and two other points y1, y2.
In the first lemma both yi have to be in C ∩ F , on the same affine plane F whose normal equals
the cone axis of C, i.e. with unit normal nF = v. In the second lemma we keep one of the yi ’s in
C and allow the other one to belong to a portion of C′, where C′ is a cone congruent to C but
rotated by an angle γ ∈ (0, ϕ0/2].
To fix the whole setting, pick a radius ρ > 0. Set h = ρ cosϕ0 and r = ρ sinϕ0. Moreover, set
H := v⊥ ⊂ R3, and let πH : R3 → H be the orthonormal projection onto H . Let σF denote the
central projection from 0 to the affine plane F := H + hv.
Lemma 4.1 (Slanted planes and good vertical segments, I). Suppose that P = 〈0, y1, y2〉 ⊂R3 is
spanned by 0 and two other points y1 = y2 ∈ F ∩Cρ(ϕ0, v) such that there is an angle ϕ1 ∈ (0,π)
such that
π ><)
(
πH (y1),πH (y2)
)
 ϕ1 and πH (yi) = 0 for i = 1,2.
Then, there exists a point z ∈H ∩ ∂Br such that
dist
(
Ih,v(z),P
)
 c0ρ, (4.1)
where the constant
c0 := c0(ϕ0, ϕ1) = 12
(
1 − cos ϕ1
2
)
sin 2ϕ0 > 0. (4.2)
Proof. Let zi := πH (yi) for i = 1,2. Consider the 2-dimensional disk (see Fig. 2)
D := H ∩Br  z1, z2.
Let γ := H ∩ ∂Br be the boundary of D in H . We select z ∈ γ such that z ⊥ z2 − z1 and the
segment [0, z] has a common point with the straight line l which passes through z1 and z2. By
elementary planar geometry, we have
d := dist(z, l)
 r
(
1 − cos ϕ1
2
)
= ρ sinϕ0
(
1 − cos ϕ1
2
)
. (4.3)
Now, let ψ denote the angle between v and P . It is easy to see that we have 0 < ψ < ϕ0 since
ϕ1 ∈ (0,π/2] and y1 = y2 ∈ F ∩Cρ(ϕ0, v). Thus,
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dist
(
Ih,v(z),P
) = d cosψ  d cosϕ0
(4.3)
 ρ cosϕ0 sinϕ0
(
1 − cos ϕ1
2
)
= c0ρ,
where the constant c0 is given by (4.2). 
Lemma 4.2 (Slanted planes and good vertical segments, II). Let y1 ∈ F ∩ Bρ , assume
πH (y1) = 0 and set u = πH (y1)/|πH (y1)|. Let w := u × v and consider the family of rotations
Rs := R(sϕ0,w), where s ∈ [0, 12 ]. Then, for any point
y2 ∈
⋃
s∈[0,1/2]
Rs
(
Cρ(ϕ0, v) \ intBρ/2
)
such that y2 · u < 0 < y2 · v (4.4)
there exists a point z ∈H ∩ ∂Br such that dist(Ih,v(z), 〈0, y1, y2〉) c1ρ. One can take
c1 ≡ c1(ϕ0)= 116 sin 2ϕ0 > 0.
Proof. Consider the two-dimensional disk D := F ∩ Bρ and its boundary circle γ = F ∩ ∂Bρ .
Note that the radius of D equals r = ρ sinϕ0. The key point is to observe what the union of all the
central projections σF (Rs(D)), s ∈ [0,1/2], looks like. The rest will follow from the previous
lemma.
Without loss of generality we assume that v = (0,0,1) ∈ S2 and y1 = (a,0, h) ∈R3 for some
a ∈ (0, r]. Then u = πH (y1)/|πH (y1)| = (1,0,0) and w = u × v = (0,−1,0). In the standard
basis of R3 – which is (u,−w,v) – the rotations Rs = R(sϕ0,w) are given by
Rs =
(
cos sϕ0 0 − sin sϕ0
0 1 0
sin sϕ0 0 cos sϕ0
)
.
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Now, consider the points p = (0,−r, h) and q = (0, r, h) in γ ⊂ F . Let ps = Rs(p) and
qs = Rs(q), s ∈ [0, 12 ]. Since the axis of rotation contains w, the angles <)(ps,w) and <)(qs,−w)
are constant for all s and equal π2 −ϕ0. Thus, as s goes from 0 to 12 , the points ps, qs move along
arcs of vertical circles on ∂C(π2 −ϕ0,w). Hence, the central projections σF (ps) and σF (qs) trace
arcs of two branches of the hyperbola
Γ := F ∩ ∂C
(
π
2
− ϕ0,w
)
.
(In fact, as s goes from 0 to 12 , the point σF (Rs(x)) moves along a hyperbola in F for each
x ∈D, except the x’s that lie on the diameter of D parallel to u.)
Note also that, for each s ∈ [0, 12 ], the central projection σF (Rs(D)) is equal to an ellipse Es
which is tangent to both arms of Γ at σF (ps) and σF (qs).
Suppose now that y2 satisfies (4.4). Since
σF
(
Rs
(
Cρ(ϕ0, v) \ intBρ/2
))= σF (Rs(D)),
and the plane P = 〈0, y1, y2〉 contains the line through 0 and y2, we have y3 := σF (y2) ∈ P .
Therefore P = 〈0, y1, y3〉.
As y2 · u < 0 < y2 · v, the first coordinate of y3 = σF (y2) is negative. Hence, the line l which
passes through y3 and y1 in F , and satisfies l = P ∩ F , contains a point y4 ∈ P ∩ F on the
diameter of D whose endpoints are p and q . Thus, 〈0, y1, y2〉 = P = 〈0, y1, y4〉. If y4 is not in
the center of D (as on Fig. 3 above), then the desired claim follows from the previous lemma,
applied for P = 〈0, y1, y4〉 and ϕ1 = π/2. If y4 = the center of D, then the plane P is vertical
and one can take e.g. z = πH (p) to conclude the proof. In that case one has
dist
(
Ih,v(z),P
)= r = ρ sinϕ0 > ρ16 sin 2ϕ0 = ρc1. 
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Throughout this subsection we assume that 0 = x0 ∈ Σ∗ ⊂ Σ = ∂U , where U ∈ R3 is
bounded; Σ belongs to the class A of all admissible surfaces as defined in Definition 2.4. Fix
ϕ0 = π4 . Proceeding iteratively, we shall construct four finite sequences:
• of compact, connected, centrally symmetric sets S0 ⊂ T1 ⊂ S1 ⊂ T2 ⊂ S2 ⊂ · · · ⊂ SN−1 ⊂
TN ⊂ SN ⊂R3,
• of unit vectors v0, . . . , vN , v∗0 , . . . , v∗N−1 ∈ S2 such that <)(vi, v∗i ) = ϕ0/2 = π/8 for each
i = 0, . . . ,N − 1,
• of two-dimensional subspaces Hi = (vi)⊥ ⊂R3, i = 0, . . . ,N,
• and of radii ρ0 < ρ1 < · · · < ρN , where ρN =: ds(x0), so ρN will provide the desired stop-
ping distance for x0 as claimed in Theorem 3.3.
These sequences will be shown to satisfy the following properties:
(A) (Diameter of Si grows geometrically). We have Si ⊂ Bρi ≡ B(0, ρi) and diamSi = 2ρi
for i = 0, . . . ,N . Moreover
ρi > 2ρi−1 for i = 1, . . . ,N. (4.5)
(B) (Large ‘conical caps’ in Si and T i ).
Si \Bρi−1 = Cρi (ϕ0, vi) \Bρi−1 for i = 1, . . . ,N, (4.6)
and
Ti+1 ⊂ Bρi and Si ⊂ Ti+1 for i = 0, . . . ,N − 1. (4.7)
(C) (Relation between Si and T i+1). For each i = 0, . . . ,N − 1 there is a unit vector wi ⊥ vi
and a continuous one-parameter family of rotations Ris with axis parallel to wi and rotation
angle sϕ0, s ∈ [0,1/2], such that
Ti+1 = Si ∪
⋃
s∈[0,1/2]
Ris
(
Cρi (ϕ0, vi) \ intBρi/2
)
. (4.8)
(D) (Σ does not enter the interior of Si or T i+1).
Σ ∩ intSi = ∅ for i = 0, . . . ,N, (4.9)
Σ ∩ intTi+1 = ∅ for i = 0, . . . ,N − 1. (4.10)
Moreover, we have
Σ ∩ ∂Br ∩C
(
ϕ0, v
∗
i
)= ∅ for ρi  r  2ρi, i = 0, . . . ,N − 1, (4.11)
and
∂Bt ∩C+(ϕ0, vi) ⊂ U and ∂Bt ∩C−(ϕ0, vi) ⊂R3 \U, (4.12)
for all t ∈ (ρi−1, ρi) and i = 1, . . . ,N .
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The position of the disk Br2 ∩ H2, containing the annulus A2 mentioned in condition (4.14) of (F), is marked with a
thick line.
(E) (Points of Σ \ {x0} on ∂Si ). The intersection Σ ∩ ∂Bρi ∩ ∂Si is nonempty for each i =
1, . . . ,N .
(F) (Big projections of Bρi ∩ Σ onto Hi ). For t ∈ [ρi−1, ρi], i = 1, . . . ,N we have
πHi (Σ ∩Bt) ⊃ Hi ∩Bt sinϕ0 . (4.13)
Moreover, for ri = ρi sinϕ0, i = 1, . . . ,N ,
I|z|,vi (z), z ∈Ai := Hi ∩ (Bri \ intBri/2) contains at least one point of Σ . (4.14)
Once this is achieved (see Fig. 4 for a possible outcome of the construction), Condition (E)
implies that
H 2
(
Σ ∩B(x0, r)
)
H 2
(
D2(0, r sinϕ0)
)= πr2/2 for 0 < r  ρN =: ds(x0),
where D2(p, s) denotes a planar disk with center p and radius s. We shall also show that it is
possible to select xj ∈ B2ρN (j = 1,2,3) with the desired properties listed in Theorem 3.3.
Start of the iteration. We set S0 := ∅ and T1 := ∅, ρ0 := 0 and v∗0 := v1 := v(x0), where
v(x0) ∈ S2 is given by Definition 2.4(ii). For v0 we take any unit vector with the angle condition
<)(v0, v∗0) = <)(v0, v1) = ϕ0/2 = π/8. Then we have H0 := (v0)⊥ and H1 := (v1)⊥. Moreover,
we use the convention that our closed balls are defined as
Br = B(0, r) :=
{
y ∈R3: |y| < r}
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start we need to define ρ1 and S1 in order to check conditions (4.5) in (A), (4.6) in (B), (4.9) and
(4.12) for i = 1, Condition (E), and (4.13) and (4.14) constituting Condition (F). All the other
conditions within the list (A)–(D) are immediate for i = 0. We set
K1t := Ct(ϕ0, v1). (4.15)
With growing radii t the sets K1t describe larger and larger double cones with constant opening
angle 2ϕ0 = π/2 and fixed axis v1. Now we define
ρ1 := inf
{
t > ρ0 = 0: Σ ∩K1t ∩ ∂Bt = ∅
}
, (4.16)
and notice that by definition of the set A of admissible surfaces (see Definition 2.4(ii)) one has
ρ1 > δ0(x0) > 0 = 2ρ0, which takes care of (4.5) in Condition (A) for i = 1. Set S1 := K1ρ1 , then
we see that S1 = Cρ1(ϕ0, v1) ⊂ Bρ1 with diamS1 = 2ρ1, so all properties of (A) hold for i = 1.
Moreover,
S1 = Cρ1(ϕ0, v1) = Cρ1(ϕ0, v1) \Bρ0 ,
since Bρ0 = B0 = ∅, thus (4.6) in (B) holds for i = 1. The definition of ρ1 > 0 (see (4.16)) implies
(4.9) for i = 1, notice that intS1 is the union of two disjoint open cones centrally symmetric to but
not containing x0 = 0 ∈ Σ . For the proof of (4.12) for i = 1 we observe that for each t ∈ (0, ρ1)
we have by definition of ρ1 that
Bt ∩C+(ϕ0, v1)⊂ U ∪ {0} and Bt ∩C−(ϕ0, v1) ⊂
(
R
3 \U)∪ {0}, (4.17)
which is even stronger than (4.12). Condition (E) holds for i = 1, too, by definition of ρ1 and the
fact that Σ is a closed set. For i = 1 we will prove (4.14) even for all z ∈ D1 := H1 ∩Br1 , which
would immediately imply (4.13) of Condition (F).3 From (4.17) we also infer that every segment
I|z|,v1(z), for z ∈ H1 ∩ (Br1 \ {0}) with |z| < r1, has one endpoint in U , and the other in R3 \U ,
which implies that I|z|,v1(z) intersects the closed surface Σ in at least one point for these z. For
z = 0 = x0 ∈ Σ this is trivially also true, and for z ∈ D1 with |z| = r1 we approximate zk → z
as k → ∞ with points zk ∈ D1 and |zk| < r1 to find a sequence ξk ∈ Σ ∩ I|zk |,v1(zk) which
converges to some surface point ξ ∈ Σ ∩ I|z|,v1(z). This completes the proof of (4.14) even for
all z ∈H1 ∩Br1 and hence of (F) for i = 1.
To summarize this first step, we have defined the sets S0 ⊂ T1 ⊂ S1 ⊂ R3, the unit vectors
v0, v1, v∗0 ∈ S2 with <)(v0, v∗0) = ϕ0/2, and the corresponding subspaces H0 = (v0)⊥, and H1 =
(v1)⊥, and finally radii ρ0 = 0 < ρ1 without having made the decision if N = 1 or N > 1.
In addition we have now proved the first two items in Condition (A) for i = 0,1, and (4.5)
for i = 1. Moreover, we have verified (4.9) for i = 0,1, and all other statements in the list of
properties (B)–(F) are established for the respective smallest index i. Note, however, that we
have not defined v∗1 yet.
3 Alternatively, one could look for t ∈ (0, ρ1) at the (longer) vertical segments Iψ(t),v1 (z), ψ(t) :=
√
t2 − |z|2, whose
endpoints are contained in ∂Bt ∩C+(ϕ0, v1), and in ∂Bt ∩C−(ϕ0, v1), respectively, use (4.12) for i = 1 as proved just
before, to conclude that Iψ(t),v1 intersects Σ for each t ∈ (0, ρ1). This proves (4.13) for t ∈ (0, ρ1), the statement for
t = 0 = ρ0 is trivial, and for t = ρ1 use continuity, and the fact that Σ is a closed set. This is actually the argument we
repeat in the induction step j → j + 1 later on, since there we have less explicit information about Sj .
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continue it with step number j + 1 for j  1, we may now assume that the sets
S0 ⊂ T1 ⊂ S1 ⊂ T2 ⊂ S2 ⊂ · · · ⊂ Tj ⊂ Sj ⊂R3,
and unit vectors v0, . . . , vj , v∗0 , . . . , v∗j−1 with <)(vi, v∗i ) = ϕ0/2 for i = 0, . . . , j − 1, are defined.
We also have at this point a sequence of radii ρ0 = 0 < ρ1 < · · · < ρj satisfying (4.5) for i =
1, . . . , j . The first two conditions in (A) may be assumed to hold for i = 0, . . . , j . In (B) we may
suppose (4.6) for i = 1, . . . , j , in contrast to (4.7) which holds for i = 0, . . . , j − 1. Similarly,
we may now work with (4.8) in (C), (4.10) and (4.11) in (D) for all i = 0, . . . , j − 1, whereas we
may use (4.9) in (D) for i = 0, . . . , j , (4.12), Condition (E), and (4.13) and (4.14) in (F) now for
i = 1, . . . , j .
Now we are going to study the various geometric situations that allow us to stop the iter-
ation here, in which case we set N := j , ds(x0) := ρj = ρN , so that (3.3) and (3.4) stated
in Theorem 3.3 can be extracted for H := Hj directly from Condition (F). Indeed, (4.13) for
t := ρj = ρN yields (3.3) since ϕ0 = π/4. How to find the remaining vertices x1, x2, x3 such
that Statement (i) of Theorem 3.3 holds for the tetrahedron T = (x0, x1, x2, x3) will be explained
later in detail for each case in which we stop the iteration. Moreover, we will convince ourselves
that the only case in which the iteration cannot be stopped, can happen only finitely many times.
But each time this happens we have to define unit vectors v∗j , vj+1 ∈ S2, with <)(vj , v∗j ) = ϕ0/2,
and Hj+1 := (vj+1)⊥, a new radius ρj+1, new sets Tj+1 ⊂ Sj+1 containing Sj , and then check
all the properties listed in (A)–(F).
The different geometric situations depend on how the surface hits the “roof” of the current
centrally symmetric set Sj , that is, where the points of the nonempty intersection in Condition (E)
lie:
Case 1. (Central hit.) By this we mean that Σ ∩ ∂Bρj ∩C( 34ϕ0, vj ) is nonempty.
Case 2. (No central hit but nice distribution of intersection points.) By this we mean that
Case 1 does not hold but there exist two different points x1, x2 ∈ Σ ∩ ∂Bρj ∩C(ϕ0, vj )
such that
<)
(
πHj
(
σ(x1)
)
,πHj
(
σ(x2)
))
 π
3
, (4.18)
where πHj denotes the orthogonal projection onto the current plane Hj = (vj )⊥.
In Cases 1 and 2, we can find triples of points (x1, x2, x3) with all the desired properties and stop
the iteration right away. Below, in Sections 4.2.1 and 4.2.2, we indicate how to select the xi ’s in
each of these cases, and present the necessary estimates.
If neither Case 1 nor Case 2 occurs, then we have to deal with
Case 3. (Antipodal position.) Σ∩∂Bρj ∩C( 34ϕ0, vj ) is empty and for any two different points
x1, x2 ∈Σ ∩ ∂Bρj ∩C(ϕ0, vj ) we have
<)
(
πHj
(
σ(x1)
)
,πHj
(
σ(x2)
))
<
π
3
. (4.19)
P. Strzelecki, H. von der Mosel / Advances in Mathematics 226 (2011) 2233–2304 2259(Intuitively, Case 3 corresponds to the situation alluded to in the introduction to Section 4: at
this stage we have to take into account the possibility that most points of Σ ∩ Bρj are close to
some fixed 2-plane containing the segment with endpoints x0, x1.) Now this third case is more
complicated, we will distinguish three further subcases, of which two will allow us to stop the
iteration here. Only the third subcase will force us to continue the iteration.
To make this precise, let us fix some point x1 ∈Σ ∩ ∂Bρj ∩C(ϕ0, vj ). Such a point does exist
according to Condition (E). Set uj := πHj (x1)/|πHj (x1)| and wj := uj × vj , and consider the
family of rotations
R
j
s := R(sϕ0,wj ), s ∈ [0,4]. (4.20)
Consider the union of rotated conical caps
G
j
t :=
⋃
0st
Rs
(
Cρj (ϕ0, vj ) \ int Bρj /2
)
, t ∈
[
0,
1
2
]
. (4.21)
Let
t0 := sup
{
t ∈
[
0,
1
2
]
: Gt ∩ (Σ \ Sj ) = ∅
}
. (4.22)
(Intuitively: we rotate the conical cap “away from the intersection Σ ∩ ∂Bρj ∩ C(ϕ0, vj )” and
look for new points of Σ in the rotated set.) There are now three subcases possible. To describe
them, let v∗j := R1/2(vj ) (this will be the new vj+1 in the third subcase).
Subcase 3(a). Gjt0 ∩ (Σ \ Sj ) = ∅. Then j = N ; we stop the iteration and select x2 and x3,
the remaining vertices of a good tetrahedron, using Lemma 4.2 to obtain the desired
estimates; see Section 4.2.3 for the computations.
Intuitively, Subcase 3(a) corresponds to the situation where we initially suspect that the sur-
face might be similar to the one with a little kink (see Fig. 1 at the beginning of Section 4).
Condition (4.19) alone does not exclude this – but here, rotating a portion of the cone slightly,
we find new points of Σ and detect that Σ is not flat at scale ρj .
Subcase 3(b). We have t0 = 1/2 and Gj1/2 ∩ (Σ \ Sj )= ∅. However,
Σ ∩ (C2ρj (ϕ0, v∗j ) \Cρj (ϕ0, v∗j )) = ∅. (4.23)
Again, j = N ; we stop the iteration and select x2 and x3. For details, see Section 4.2.3.
Informally: here we rotate a portion of the cone slightly and do not find new points of Σ .
However, there are other points of the surface at comparable distances, again allowing us to
exclude the possibility that Σ is close to being flat at scale ρj .
Subcase 3(c). We have t0 = 1/2 and
G
j ∩ (Σ \ Sj ) = ∅. (4.24)1/2
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Σ ∩ (C2ρj (ϕ0, v∗j ) \Cρj (ϕ0, v∗j ))= ∅. (4.25)
If this is the case, then we are unable to exclude the possibility that (most of) Σ is nearly flat
at the given scale, and the iteration goes on. We set Tj+1 := Sj ∪Gj1/2, vj+1 := v∗j = R1/2(vj ),
Hj+1 := (vj+1)⊥, and
K
j+1
t := Ct(ϕ0, vj+1), (4.26)
and define
ρj+1 := inf
{
t > ρj : Σ ∩Kj+1t ∩ ∂Bt = ∅
}
. (4.27)
Notice that condition (4.25) in the context of this subcase guarantees that ρj+1 > 2ρj which
verifies (4.5) in Condition (A) for i = j + 1. Now we define
Sj+1 := Tj+1 ∪
(
Kj+1ρj+1 \ intBρj
)
, (4.28)
and check that Conditions (A)–(F) are satisfied. Indeed, Sj+1 ⊂ Sj ∪ Kj+1ρj+1 ⊂ Bρj ∪ Bρj+1 by
Condition (A) for i = j, which implies that (A) holds for i = j + 1 as well. Next,
Sj+1 \Bρj = Kj+1ρj+1 \Bρj = Cρj+1(ϕ0, vj+1) \Bρj ,
since Sj ⊂ Bρj by Condition (A) for i = j . Hence (4.6) holds for i = j + 1. As Gjt ⊂ Bρj
for all t ∈ [0,1/2] we have Tj+1 ⊂ Sj ∪ Bρj ⊂ Bρj because of Condition (A) for i = j . The
second item in (4.7) is a direct consequence of the definition of Tj+1, whence (4.7) holds for
i = j . Condition (C) holds also for i = j by definition of Tj+1. Using (4.9) for i = j , (4.24),
and the definition of ρj+1 > 2ρj in (4.27) we infer that (4.9) holds for i = j + 1, and (4.10) for
i = j . Relation (4.11) for each r ∈ (ρj , ρj+1] is an immediate consequence of (4.25). For r = ρj ,
however, we have to use (4.24) in combination with the fact that all surface points in Σ ∩ ∂Bρj ∩
C(ϕ0, vj ) are in antipodal position described by (4.19), so that Σ ∩ ∂Bρj ∩C(ϕ0, v∗j ) = ∅.
Now we turn to the proof of (4.12) for i = j + 1. The definition (4.27) of ρj+1 implies that
∂Bt ∩C+(ϕ0, vi+1) ⊂ U, or ∂Bt ∩C+(ϕ0, vi+1) ⊂R3 \U (4.29)
for all t ∈ (ρj , ρj+1). Now (4.24) together with (4.12) implies that
∂Bρj ∩C+(ϕ0, vi+1) ⊂ U,
which excludes the second alternative in (4.29). Condition (E) holds for i = j + 1 by the defi-
nition of ρj+1 and the fact that Σ is a closed set. For the proof of (4.13) for i = j + 1 we look
for t ∈ (ρj , ρj+1) at the vertical segments Iψ(t),vj+1(z), ψ(t) :=
√
t2 − |z|2, z ∈ Bt sinϕ0 ∩Hj+1.
The endpoints of these segments lie in ∂Bt ∩ C+(ϕ0, vj+1), and in ∂Bt ∩ C−(ϕ0, vj+1), re-
spectively. Now we use (4.12) for i = j + 1 to conclude that Iψ(t),vj+1(z) intersects Σ for each
t ∈ (ρj , ρj+1). This proves (4.13) for t ∈ (ρj , ρj+1). For t = ρj and t = ρj+1 use continuity, and
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(4.12) for i = j + 1 imply that the two endpoints of the vertical segments I|z|,vj+1 for z ∈ Aj+1
lie in the different open connected components U and R3 \U . This suffices to conclude that these
segments intersect Σ , which finishes the proof of all conditions in the list (A)–(F) in the iteration
step.
Since we have established Condition (E) in the iteration step and (4.5) holds, too, we can
deduce that Subcase 3(c) can happen only finitely many times, depending on the position x0 on
Σ and on the shape and size of Σ :
diamΣ  ρi > 2ρi−1 > · · ·> 2i−1ρ1 > 2i−1δ0(x0),
whence the maximal number of iteration steps is bounded by
1 + log(diamΣ/δ0(x0))/ log 2.
This concludes the Subcase 3(c). Now we have to analyze the geometric situation in the re-
maining Cases 1, 2, and 3(a) and 3(b), to extract surface points x1, x2, x3, so that the selected
tetrahedron T = (x0, x1, x2, x3) (with x0 = 0) satisfies Part (i) of Theorem 3.3. Part (ii) then
follows from an easy perturbation argument; see Corollary 4.4.
4.2.1. Case 1 (Central hit): the details
We fix a point x1 ∈ Σ ∩ ∂Bρj such that
x1 · vj = ±ρj cosγ1, 0 γ1  34ϕ0,
and we are going to select suitable points x2, x3 ∈ Σ ∩ Bρj so that condition (i) of Theo-
rem 3.3 is satisfied. This will justify our decision to stop the iteration by having set N := j
and ds(x0) := ρj = ρN . Without loss of generality, rotating the coordinate system if necessary,
let us suppose that vj = (0,0,1) ∈R3 and πHj (x1) ∈ Hj is equidistant from z1 := (0, rj ,0) and
z2 := (0,−rj ,0), where we recall from Condition (F) for i = j that rj = ρj sinϕ0. (In other
words, we assume w.l.o.g. that the second coordinate of x1 is zero.)
Condition (4.14) in (F) for i = j guarantees the existence of a point x2 ∈ Σ∩Ihj ,vj (z2), where
hj = cosϕ0 = rj . Now let P := 〈0, x1, x2〉. Then πHj (x2)⊥ x1 and we have
ρj |x2|
∣∣cos<)(x1, x2)∣∣= |x1 · x2| = ∣∣x1 · (x2 − πHj (x2))∣∣,
which yields
∣∣cos<)(x1, x2)∣∣ |x2 − πHj (x2)||x2|  sin
(
π
2 − ϕ0
)
= 1/√2.
Thus, Definition 2.1(iii) is satisfied for x0 = 0, x1, x2, for every θ  π/4. To select x3, we con-
sider two subcases.
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We then use (F) for i = j to select x3 ∈ Σ ∩ Ihj ,vj (z3), where z3 := (rj ,0,0) belongs to the
two-dimensional disk Dj := D2(0, rj ) in Hj . Thus,
ρj sinϕ0  |xk − xi | 2ρj for k = i, k, i = 0,1,2,3,
which establishes conditions (i) and (ii) of Definition 2.1 for d := ds(x0) = ρj and any θ 
sinϕ0 = 1/
√
2 Finally, dist(x3,P ) = rj = ρj sinϕ0, and this takes care of Part (iv) of Defini-
tion 2.1 so that T = (x0, x1, x2, x3) ∈ V (η, ds(x0) for any η < 1/
√
2, i.e. in this subcase Part (i)
of Theorem 3.3 is satisfied for any η < 1/2.
Subcase 1(b). If the points z1, z2 and πHj (x1) are non-collinear, then we consider the line seg-
ment J := Fj ∩Bρj ∩ P contained in the affine plane Fj := Hj + hjvj . Since x1 ∈ C( 34ϕ0, vj )
and y1 := σFj (x1) ∈ J , it is easy to check that, no matter where x2 has been chosen, J (and P )
contains points y2 ∈ Fj such that
<)
(
πHj (y2),πHj (y1)
)
 arccos
(
cotϕ0 tan
3
4
ϕ0
)
>
π
5
.
Therefore, we may apply Lemma 4.1 with ϕ0 = π4 and ϕ1 := π/5 to select a point x3 ∈ Σ on one
of the vertical segments Ihj ,vj (z), z ∈ γj := the boundary of Dj in Hj , so that
ηρj < dist(x3,P ) and ηρj < |xk − xi | 2ρj for k = i, k, i = 0,1,2,3.
where η := 1/100 < π/200  12 (1 − cos π10 ) = c0(π/4,π/5) (and we used 1 − cosx  x2/π ,
x ∈ [0, π2 ], for the first inequality). This verifies conditions (i), (ii), and (iv) of Definition 2.1
for each θ  η = 1/100, and we have seen before that Part (iii) of that Definition holds for all
θ  π/4. Hence Part (i) of Theorem 3.3 is also satisfied for η := 1/100 in this subcase, which
completes our considerations for Case 1.
4.2.2. Case 2 (No central hit but nice distribution of intersection points): the details
The setting. As in Case 1, we have stopped the iteration, set N := j , ds(x0) := ρj = ρN . Let
Hj = (vj )⊥ and Fj = Hj + hjvj , and let σ ≡ σFj denote the central projection from 0 to Fj .
Recall that we now have
Σ ∩ ∂Bρj ∩C
(
3
4
ϕ0, vj
)
= ∅ (4.30)
but we assume that there are two different points x1, x2 ∈Σ ∩ ∂Bρj ∩C(ϕ0, vj ) such that
<)
(
πHj
(
σ(x1)
)
,πHj
(
σ(x2)
))
 π
3
. (4.31)
Let yk = σ(xk), k = 1,2. Since the plane P = 〈0, x1, x2〉 = 〈0, y1, y2〉, we can apply Lemma 4.1
with ϕ0 = π/4, ϕ1 = π3 to select a third point x3 ∈ Σ on a vertical segment Ihj ,vj (z3) (using(4.14) for i = j ), where z3 ∈ γj := ∂Brj ∩Hj , the outer boundary of Aj in Hj . This gives
η1ρj  dist(x3,P ) and η1ρj  |xk − xi | 2ρj for k = i, k, i = 0,1,2,3
where now we have η1 = c0(π/4,π/3)= 1 (1 − cos π ) = 1 .2 6 4
P. Strzelecki, H. von der Mosel / Advances in Mathematics 226 (2011) 2233–2304 2263It remains to verify that the angle <)(x1 − x0, x2 − x0) = <)(x1, x2) is in [η2,π − η2] for some
absolute constant η2 > 0 (possibly smaller than η1), to verify condition (iii) in Definition 2.1.
This is intuitively obvious but we give the details (without aiming at the best possible bounds).
Let us suppose first that the two scalar products xk · vj (k = 1,2) have the same sign. Write
xk = uk +wk, uk := πHj (xk) for k = 1,2,
and let ak := |wk|/ρj ≡ |wk|/|xk| for k = 1,2. Note that since |x1| = |x2| = ρj and (4.30) is
satisfied, we have in fact
ak  sin
(
π
2
− 3
4
ϕ0
)
= 5π
16
, k = 1,2. (4.32)
Moreover, we have
<)(u1, u2)= <)
(
πHj
(
σ(x1)
)
,πHj
(
σ(x2)
))
 π
3
, (4.33)
(the first equality in (4.33) holds since the scalar products of xk, k = 1,2, with vj are of the
same sign). Set ψ := <)(x1, x2). Then, since the scalar products xk · vj (k = 1,2) have the same
sign, we have w1 ·w2 = |w1| · |w2| > 0, and therefore
0 cosψ = x1 · x2|x1| · |x2| =
(u1 · u2)+ (w1 ·w2)
ρ2j
= |u1| · |u2| cos<)(u1, u2)
ρ2j
+ a1a2
 1
2
(
1 − a21
)1/2(1 − a22)1/2 + a1a2 by (4.33)
(∗)
 (1 − λ)((1 − a21)1/2(1 − a22)1/2 + a1a2)
 1 − λ by Young’s inequality,
provided that we can choose λ ∈ (0, 12 ) so that (∗) holds, i.e., equivalently,
λa1a2 
(
1
2
− λ
)(
1 − a21
)1/2(1 − a22)1/2. (4.34)
Now, (4.32) implies that the left-hand of (4.34) does not exceed λ sin2 5π16 whereas the right-hand
side is certainly greater than ( 12 −λ) cos2 5π16 . Thus, (4.34) holds for every λ 12 cos2 5π16 , e.g. for
λ = 12 cos2 π3 = 18 and then with strict inequality. This gives cosψ ∈ [0, 78 ), i.e.,
η2 ψ = <)(x1, x2) π2 ,
for η2 := arccos 78  0.505 > 1/4.
If the two scalar products xk · vj (k = 1,2) have different signs, we consider x˜2 = −x2. Since
the central projections σ(x2) and σ(x˜2) coincide, we can apply the previous reasoning to x1
and x˜2, to obtain <)(x1, x˜2) ∈ [η2, π ], i.e. <)(x1, x2) ∈ [π ,π − η2].2 2
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(x0, x1, x2, x3) satisfies all conditions of Definition 2.1, hence is of class V (η, ds(x0)) for
η = 1/4, which proves Part (i) of Theorem 3.3 also in Case 2. This concludes the proof in Case 2.
4.2.3. Case 3 (Antipodal position): the details
We deal with Subcases 3(a) and 3(b), where we have stopped the iteration, have set N :=
j , with stopping distance ds(x0) := ρj = ρN . Recall that Hj = (vj )⊥, Fj = Hj + hjvj , and
σ ≡ σFj is the central projection from 0 to Fj .
As in Case 2, Σ ∩ ∂Bρj ∩C(ϕ0, vj ) is nonempty but we have
Σ ∩ ∂Bρj ∩C
(
3
4
ϕ0, vj
)
= ∅.
However, in this Case condition (4.18) is violated, i.e. for every two points x1, x2 ∈ Σ ∩ ∂Bρj ∩
C(ϕ0, vj ) we have
<)
(
πHj
(
σ(x1)
)
,πHj
(
σ(x2)
))
<
π
3
. (4.35)
We have already fixed x1 ∈ Σ ∩ ∂Bρj ∩C(ϕ0, vj ) and assume now without loss of generality
that vj = (0,0,1), x1 · vj > 0, and u := uj = πHh(x1)/|πHj (x1)| = (1,0,0). Hence the unit
vector w := wj = (0,−1,0) determines the axis of the rotations Rjs defined in (4.20) which in
turn were used to rotate conical caps to obtain the sets Gjt and the stopping rotational angle t0
(see (4.21) and (4.22)). On this basis the three subcases in Case 3 were distinguished. Let us
describe in some detail how we choose x2 and x3 in Subcase 3 (a) and (b).
Stopping the iteration in Subcase 3(a)
Let us first note that t0 > 0. To see this, set
Xj := {y ∈R3: (y · vj )(y · u) 0}, Y j := Xj ∩ (Cρj (ϕ0, vj ) \ intBρj /2),
and note that if Rs(Cρj (ϕ0, vj ) \ intBρj /2) contains a new point y of Σ , i.e. a point y ∈ Σ \ Sj ,
then we have in fact y ∈ Rs(Y j ). However, this cannot happen for s arbitrarily close to 0, as in
Case 3 we have
dist
(
Y j ,Σ ∩Xj )> 0
due to (4.35), (4.9) and (4.12) for i = j in (D), and (4.5) for i = j .
We choose x2 ∈ Gt0 ∩ (Σ \Kjρj ). It is easy to see that if x2 · vj and x1 · vj have the same sign,
then
3
16
π = 3
4
ϕ0 <)(x1, x2)<)(x1, vj )+<)
(
vj ,Rt0(vj )
)+<)(Rt0(vj ), x2)
 ϕ0 + t0ϕ0 + ϕ0  5ϕ0 = 5π. (4.36)2 8
P. Strzelecki, H. von der Mosel / Advances in Mathematics 226 (2011) 2233–2304 2265If the scalar products x2 · vj and x1 · vj have different signs, then (4.36) holds with x˜2 = (−x2)
instead of x2, so that in either case we have
3
16
π <)(x1, x2) π − 316π =
13
16
π, (4.37)
and condition (iii) of Definition 2.1 holds with θ := 3π/16.
Now, take P = 〈0, x1, x2〉 = 〈0, σFj (x1), σFj (x2)〉 and apply Lemma 4.2 in connection with
(4.14) for i = j in (F) to find the last good vertex x3 on one of the segments Ihj ,vj (z), where z
runs along the circle γj bounding the disk Hj ∩Brj , rj = ρj sinϕ0. Then dist(x3,P ) c1(ϕ0)ρj
where c1(ϕ0) = 116 sin 2ϕ0 = 116 , which verifies condition (iv) of Definition 2.1 with θ := 1/16.
Conditions (i) and (ii) of that definition are easily checked, so that T = (x0, x1, x2, x3) ∈
V (η, ds(x0)) (and therefore Part (i) of Theorem 3.3 is shown) for η = 1/16 in Subcase 3(a).
4.2.4. Stopping the iteration in Subcase 3(b)
Use (4.23) to select a point x2 ∈ Σ ∩ (C2ρj (ϕ0, v∗j ) \Cρj (ϕ0, v∗j )).
Assume first that x2 · v∗j > 0. Since, by the definition of Rs and v∗j = R1/2(vj ), we have
<)
(
x1, v
∗
j
)= <)(x1, vj )+<)(vj , v∗j ) ∈
[
5
4
ϕ0,
3
2
ϕ0
]
,
and <)(x2, v∗j ) ϕ0, two applications of the triangle inequality for the spherical metric give
<)(x1, x2) ∈
[
1
4
ϕ0,
5
2
ϕ0
]
= [π/16,5π/8]
in that case. If x2 · v∗j < 0, then we estimate the angle <)(x1,−x2) in the same way. This yields
<)(x1, x2) ∈ [π/16,15π/16],
no matter what is the sign of x2 · v∗j , which yields condition (iii) of Definition 2.1 for θ = π/16.
Note that this estimate for the angle implies an estimate for the distance, ρj sin(π/16) |x2 −x1|
being part of condition (ii) in Definition 2.1 for θ = sinπ/16.
To select x3, we argue similarly to the proof of Lemma 4.2.
Consider the affine plane F ≡ Fj = Hj + hjvj , hj = ρj cosϕ0. Let σ ≡ σF be the central
projection from 0 to F . Set
E := σ (C2ρj (ϕ0, v∗j ))⊂ F ;
this is a filled ellipse in F . We have y2 = σ(x2) ∈ E. Consider now the point y1 = σ(x1) ∈ F .
The plane P = 〈0, x1, x2〉 is equal to 〈0, y1, y2〉. The straight line l = P ∩ F passes through
y1, y2, and has to intersect ∂E and l2, where the straight line
l2 := P2 ∩ F for P2 :=
(
R(7π/8,w)(vj )
)⊥ = (R7/2(vj ))⊥,
is tangent to ∂E in F , and the direction of l2 is perpendicular to vj and to u = (1,0,0). Let y3
be that point in ∂E ∩ l—which in general contains two points—which is closer to y1, and let
2266 P. Strzelecki, H. von der Mosel / Advances in Mathematics 226 (2011) 2233–2304Fig. 5. The configuration in F discussed above. The (slanted, dashed) line l passes through y1 = σ(x1) and some other
point (not shown) belonging to the ellipse E. The four points depicted on l are, from right to left, y1, y4, y5 and y3. Note
that y4 is always situated between y3 (which is on the boundary of the ellipse) and y1. The position of y5, which is chosen
on l so that the angle <)(πHj (y1),πHj (y5)) = φ, may change, depending on the slope of l and position of y1 = σ(x1) (a
special case σ(x1) = x1 ∈ F is shown here). For some positions of x2 considered in Subcase 3(b), when l is not so close
to a tangent to E, we might obtain the order: y1, then y4 ∈ l2, then y3 ∈ ∂E, and finally y5 satisfying (4.38).
{y4} := l2 ∩ l. Then it is easy to see that y4 lies on l between y3 and y1. Therefore, l contains a
point y5 such that (see Fig. 5)
<)
(
πHj (y5),πHj (y1)
)= φ := arccos[cotϕ0
(
tan
π
8
)]
= arccos
(
tan
π
8
)
= 1.1437 . . . , (4.38)
and we have P = 〈0, x1, x2〉 = 〈0, y1, y5〉.
Applying Lemma 4.1 with ϕ1 := φ, we find a point z3 ∈ Hj ∩ ∂Brj , rj = ρj sinϕ0, and be-
cause of (4.14) for i = j in (F) the last vertex x3 ∈ Ihj ,vj (z3) ∩Σ ⊂ Bρj of a good tetrahedron.
The estimate from Lemma 4.1 gives now
dist(x3,P ) c0(ϕ0, φ)ρj = 0.0795 . . . · ρj .
Since c0(ϕ0, φ) < cos(π/16), it is easy to see that all the distances dik := |xi − xk|, i = k, satisfy
0.0795 . . . · ρj  dik  3ρj .
All the conditions of Definition 2.1 are verified now, and we conclude that T = (x0, x1,
x2, x3) ∈ V (η, ds(x0)) for η := c0(ϕ0, φ) = 0.0795 and ds(x0) = ρj = ρN, which implies the
validity of Part (i) of Theorem 3.3 for this last Case where the iteration was stopped. Part (ii)
follows from Corollary 4.4 below.
4.3. Estimates for perturbed tetrahedra
Lemma 4.3. Assume that x0 = 0, x1, x2, x3 ∈R3 satisfy
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(ii) dist(x3, 〈x0, x1, x2〉) ηd ,
(iii) η<)(x1 − x0, x2 − x0) π − η,
where η ∈ (0, 12 ) and d > 0. Then, there exists a number ε = ε(η) ∈ (0,1/4) such that
dist
(
y3, 〈y0, y1, y2〉
)
 1
2
ηd (4.39)
whenever yi ∈ Bεd(xi) for i = 0,1,2,3.
Proof. W.l.o.g. we may assume that x0 = 0. Let yi = xi + vi with |vi | εd for i = 0,1,2,3; we
shall fix ε ∈ (0,1/4) later on. Since the left-hand side of (4.39) is invariant under translations, it
is enough to prove (4.39) for the quadruple (y0, y1, y2, y3) shifted by −v0. Thus, from now on
we suppose that
y0 = x0 = 0, yj = xj +wj , where |wj | 2εd for j = 1,2,3.
By (iii), (i), and the fact that η < 1/2, we have
d2η4  d2η2 sinη |x1 × x2| |x1||x2| d2η−2.
Moreover, y1 × y2 = (x1 × x2)+ v, where the remainder vector v satisfies by Assumption (i)
|v| = |w1 × x2 + x1 ×w2 +w1 ×w2|
(i)
 2 · 2εd · dη−1 + (2εd)2
 d2η−1
(
4ε + 4ε2)< 5εd2η−1
(the last inequality is satisfied for all ε ∈ (0,1/4) and 0 < η 1). Thus,
|y1 × y2| 32 |x1 × x2|
if |v| 12d2η4  12 |x1 × x2|, and the last condition is satisfied whenever
10ε  η5. (4.40)
Since y0 = 0 = x0, for all such choices of ε we have according to Assumption (ii)
dist
(
y3, 〈y0, y1, y2〉
) = |〈y3, y1 × y2〉||y1 × y2|
 2|〈y3, y1 × y2〉|
3|x1 × x2| 
2|〈x3, x1 × x2〉|
3|x1 × x2| −R
(ii)
 2
3
dη −R,
where, by the triangle inequality,
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3|x1 × x2| (|w3||x1||x2| + |w3||v| + |x3||v|)
 2
3
(
d2η4
)−1(2εd · d2η−2 + εd · d2η4 + dη−1 · 5εd2η−1)
< 6εdη−6
as 0 < η < 1 hence η4 < η−2 for the last inequality. Choosing ε = ε(η) ∈ (0,1/4) so small that
R  6εdη−6  16dη in addition to the requirement in (4.40), we conclude the proof. 
Corollary 4.4. Given d > 0 one finds for any η ∈ (0,1/2) a constant α = α(η) ∈ (0, η/20) such
that for all tetrahedra T ∈ V (η, d) one has
T ′ ∈ V
(
η
2
,
3
2
d
)
for all ∥∥T − T ′∥∥ αd.
We omit the proof since it relies on simple distance estimates using the triangle inequality and
on Lemma 4.3.
4.4. Large projections and forbidden conical sectors
It is clear that Conditions (A)–(F) stated at the beginning of Section 4.2 combined with the
lower bound for stopping distances obtained in Proposition 3.5 imply the statement of Proposi-
tion 3.4 for all points x ∈ Σ∗.
Using density of Σ∗ and closedness of Σ it is easy to see that Proposition 3.4 does hold also
for all x ∈Σ \Σ∗.
Indeed, fix x ∈ Σ and r < R0 = R0(E,p). Choose a sequence of xi → x, xi ∈ Σ∗. For
each xi , let Hi and vi be the plane and unit vector whose existence is given by Proposition 3.4
for points of Σ∗. Set Di := Hi ∩B(xi, r/
√
2).
Passing to subsequences if necessary, we can assume that Hi and vi converge as i → ∞ to
a plane H and a unit vector v. We shall show that H and v satisfy the requirements of Proposi-
tion 3.4 for x and r .
For each w ∈ D := H ∩ B(x, r/√2) we select wi ∈ Di with |wi − xi | = |w − x| such that
wi → w as i → ∞. By (3.5) applied for xi , Σ contains points yi = wi + tivi where the coeffi-
cients ti satisfy
|ti |2  r2 − |wi − xi |2 = r2 − |w − x|2.
Again, without loss of generality we can assume that ti → t as i → ∞, so that
yi = wi + tivi → y = w + tv, |t |2  r2 − |w − x|2.
It is clear that y ∈Σ ∩B(x, r) and πH (y) = w so that (3.5) holds at x.
Finally, if one of (3.6)–(3.7) were violated with our choice of H and v, then the respective
condition would be violated for xi , r , Hi and vi for all i sufficiently large, a contradiction.
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Throughout this section we assume that Σ = ∂U is a closed, compact admissible surface
in R3, with
Mp(Σ) < E < ∞
for some p > 8. As was shown before in Theorem 3.1, all such Σ are Ahlfors regular with bounds
depending only on the energy, i.e. there exists an R0 = R0(E,p) > 0 whose precise value was
given in (3.1) such that
H 2
(
Σ ∩B(x,R)) π
2
R2 for all x ∈ Σ and R ∈ (0,R0]. (5.1)
We shall show that each such Σ is in fact a manifold of class C1. To this end, we shall show
that the tangent plane to Σ exists and satisfies an a priori Hölder estimate. This a priori estimate
allows to cover Σ by a finite number of balls, with radii depending only on p and the bound for
energy, such that in each of these balls Σ is a graph of a C1 function with Hölder continuous
derivatives, see Corollary 5.7. This fact will be used also later in Section 7 when dealing with
sequences of admissible surfaces with equibounded energy.
Our aim in this section will be to estimate the so-called beta numbers; see e.g. the introductory
chapter of [6],
βΣ(x, r) := inf
{
sup
y∈Σ∩B(x,r)
dist(y,F )
r
: F is an affine plane through x
}
(5.2)
for small radii r and points x ∈ Σ , and to show that
βΣ(x, r) C(E,p)rκ (5.3)
where κ = κ(p) = (p−8)/(p+16) > 0. One of the issues is that we want to have such estimates
for all r < R1(E,p) where R1(E,p) is a constant that does not depend on Σ .
It is known that for the class of Reifenberg flat sets with vanishing constant uniform estimates
like (5.3) imply C1,κ regularity, cf. for example David, Kenig and Toro [5, Section 9], or Preiss,
Tolsa and Toro [24, Def. 1.2 and Prop. 2.4]. In our case, we a priori know that Σ ∈ A and
this information by itself does not imply Reifenberg flatness. However, we establish (5.3) induc-
tively; while doing that, we can simultaneously ensure that Σ is Reifenberg flat with a vanishing
constant in a scale depending only on the energy.
In order to show precisely what is the role of energy bounds, we give all details of that reason-
ing. Everything is based on iterative applications of Proposition 3.4 and of the following simple
lemma.
Lemma 5.1 (Flat boxes). Suppose that Mp(Σ) < E for some p > 8. Then, for any given number
1 > η > 0 there exist two positive constants ε0 = ε0(η) > 0 and c1 = c1(η,p) > 0 such that
whenever a triple of points = (x0, x1, x2) ∈Σ3 satisfies
 ∈S (η, d), d R0(E,p)
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Σ ∩B(x0,3d)⊂ Uεd
(〈x0, x1, x2〉) (5.4)
for each ε ∈ (0, ε0(η)) which satisfies the balance condition
ε16+pd8−p  c1(η,p)E. (5.5)
In other words, we have
βΣ(x0,3d)
ε
3
(and also a slightly weaker inequality βΣ(x0, d) ε) whenever we can find an appropriate triple
of points of Σ and (5.5) is satisfied. Note that the balance condition (5.5) is satisfied for ε ≈
E1/(p+16)dκ , so that the ‘boxes’ B(x0,3d) ∩ Uεd(〈x0, x1, x2〉) become indeed flatter and flatter
as the scale d → 0.
Remark 5.2. This lemma and its iterative applications in the proof of Theorem 5.4 are one of the
main reasons behind our choice of definition of Mp . The proof presented below shows that for
any integrand Ks(T ) satisfying
Ks(T )≈ hmin(T )
(diamT )2+s
, s > 0,
for which the scaling invariant exponent equals 8/(1 + s), the appropriate balance condition
replacing (5.5) would be
ε16+pd8−(1+s)p  Energy :=
∫
Σ4
Ks(T )p dμ.
For p > 8/(1 + s) this would yield, instead of (5.3) above, an inequality of the form βΣ(x, r)
rκ(s,p) with κ(s,p) = (p + sp − 8)/(p + 16). However, for p > 24/s we have κ(s,p) > 1, and
reasoning as in the proof of Theorem 5.4 below one could show that the normal to Σ is Hölder
continuous with exponent κ(s,p) > 1, i.e. constant! Because of that we do not work with the
cMT curvature introduced by Lerman and Whitehouse in [14]: for sufficiently large p, the only
surface with finite energy would be a plane.
Proof. We argue by contradiction. Suppose that some point x3 ∈Σ ∩B(x0,3d) does not belong
to Uεd(P ), P := 〈x0, x1, x2〉. Fix ε0 = ε0(η) > 0 so small that if ε < ε0, then for all tetrahedra
T ′ with vertices x′i ∈ B(xi, ε2d), i = 0,1,2,3 one has
dist
(
x′3,
〈
x′0, x′1, x′2
〉)
 εd
4
= ε
6
· 3d
2
and 
(
T ′
)= (x′0, x′1, x′2) ∈S (η/2,3d/2). (5.6)
(An exercise, similar to the proof of Lemma 4.3, shows that one can take e.g. ε0(η) = η2/200.)
Now, since ε2d < d R0(E,p), we have by (5.1)
H 2
(
Σ ∩B(xi, ε2d)) π (ε2d)2 > ε4d22
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of the integrand,
K(T ′) 1
502
(
η
2
)3
ε
6
· 2
3d
= 1
18 · 104
η3ε
d
, T ′ = (x′0, x′1, x′2, x′3).
Integrating this inequality w.r.t. T ′ ∈ Σ4 ∩Bε2d(T ), we immediately obtain
E >Mp(Σ)
∫
Σ4∩B
ε2d (T )
Kp(T ′)dμ(T ′)> (ε4d2)4( η3ε
18 · 104d
)p
= η3p(18 · 104)−pε16+pd8−p,
which is a contradiction to (5.5) if we choose c1(η,p)= η−3p(18 · 104)p . 
Remark. From now on, we fix η > 0 to be the constant whose existence is asserted in Theo-
rem 3.3, and we write
c1(p) := c1(η,p) (5.7)
for that fixed value of η.
Lemma 5.3 (Good triples of points of Σ ). Let Σ ∈ A , p > 8 and Mp(Σ) < ∞. Suppose that
x ∈Σ , y ∈ Σ and 0 < d = |x − y| < ds(x), where ds(x) is the stopping distance from Theo-
rem 3.3. Then there exists a point z ∈Σ ∩B(x, d) and an affine plane H passing through x such
that
(i) = (x, y, z) ∈S (η, d), where η is the constant from Theorem 3.3;
(ii) πH (Σ ∩B(x, d)) ⊃ H ∩B(x, d sinϕ0), where ϕ0 = π4 ;(iii) <)(H,P ) α∗0 , where P = 〈x, y, z〉 and
α∗0 :=
π
2
− arctan 1√
2
= 0.955 < · · ·< π
3
. (5.8)
Proof. W.l.o.g. we suppose that x = 0 ∈R3. Applying Proposition 3.4, we find v ∈ S2 and H =
(v)⊥ such that (3.5), (3.6) and (3.7) do hold for r = d = |x − y|, H and v. In particular,
D := H ∩B(x, d/√2)⊂ πH
(
B(x, d)∩Σ), (5.9)
and by (3.6)–(3.7)
π
4
<)(y − x, v) 3π
4
. (5.10)
By (5.9), for each w in the boundary circle of the disk D the segment I (w) := I
d/
√
2,v(w)
(cf. Section 2.1 for the definition) contains at least one point of Σ . Choose w0 ∈ D such that
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√
2 and then choose any point z ∈Σ ∩ I (w0). We claim
that the conditions of the lemma are satisfied by that point z and H .
Indeed, we have z ∈ B(x, d) and min(|z− x|, |z− y|) d/√2 ηd . By choice of z and w0,
we also have
(z− x) · (y − x) = z · y = (z− πH (z)) · (y − πH (y))= ±∣∣z− πH (z)∣∣∣∣y − πH (y)∣∣.
Thus, | cos<)(z, y)| = (|z − πH (z)|/|z|)(|y − πH (y)|/|y|)  (cosϕ0)2 = 12 , so that <)(z, y) ∈
[π3 , 2π3 ]. This implies that = (x, y, z) is (η, d)-wide, i.e.  ∈S (η, d).
To check (iii), one solves an exercise in elementary geometry. For that let P := 〈x, y, z〉. It
is enough to check that π2  <)(P,vi)  arctan(1/
√
2) and then use <)(P,H) = π2 − <)(P,v).
To compute <)(P,v), let F = H + hv, h = d cosϕ0 = d/
√
2 and note that the distance δ :=
dist(l1, l2) between the two straight lines l1 := P ∩ F and l2 := {x + sv: s ∈ R} ⊥ F satisfies
δ  h/
√
2 = d/2. This gives the desired estimate of the angle. 
Theorem 5.4 (Existence and oscillation of the tangent plane). Assume that Σ ∈ A and
Mp(Σ) < E for some p > 8. Then, for each x ∈ Σ there exists a unique plane TxΣ (which
we refer to as tangent plane of Σ at x) such that
dist
(
x′, x + TxΣ
)
 C(p,E)
∣∣x′ − x∣∣1+κ for all x′ ∈Σ ∩Bδ1(x), (5.11)
where κ := (p − 8)/(p + 16) > 0 and δ1 = δ1(E,p) > 0. Moreover, there is a constant A =
A(p) such that whenever x, y ∈Σ with 0 < d = |x − y| δ1(E,p), then
<)(TxΣ,TyΣ)A(p)E1/(p+16)dκ . (5.12)
Remark 5.5. In fact a possible choice for δ1(E,p) is
δ1(E,p) := min
{
1,R0(E,p),
(
μ0κ
400
)1/κ(
c1(p)E
)−1/(p−8)}
, (5.13)
where R0(E,p) is the absolute constant given in (3.1) of Theorem 3.1, c1(p) is defined in (5.7),
and μ0 := 14 (π3 − α∗0).
Proof of Theorem 5.4. Let us describe first a rough idea of the proof.
To begin, we use Lemma 5.3 and select z ∈ Σ ∩ B(x, d) such that the triple  = (x, y, z) ∈
S (η, d). Then, fixing δ1(E,p) small and setting
dN := d/10N−1, εN such that ε16+pN d8−pN ≡ c1(p)E for N = 1,2, . . . ,
we shall find triples of points, N = (x, yN , zN) ∈ Σ3, such that yN, zN ∈ B(x,2dN) and the
angle γN = <)(yN − x, zN − x) ≈ π2 with a small error bounded by C
∑
εN where C depends
only on p and E. The crucial tool needed to select yN, zN is the knowledge that Σ ∩ B(x, d1)
has large projections onto some fixed plane.
Thus, an application of Lemma 5.1 shall give
Σ ∩B(x,3dN)⊂ Uε d (PN), PN = 〈x, yN, zN 〉. (5.14)N N
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P0 = 〈x, y, z〉. Thus, the sequence (vN) of normal vectors to PN is a Cauchy sequence in S2.
This allows us to set the (affine) tangent plane P ≡ TxΣ + x to be the limit plane of the PN ,
and to prove that P does not depend on the choice of yN, zN and PN (which is by no means
unique). (It is intuitively clear that P = limPN should be equal to the affine tangent plane to Σ
at all points where Σ a priori happens to have a well defined tangent plane.) The whole reasoning
gives
<)(TxΣ,P0) Cε1 = C′dκ .
Reversing the roles of y and x, we run a similar iterative reasoning to obtain the above inequality
with x replaced by y. An application of the triangle inequality, combined with a routine exami-
nation of the constants, ends the proof.
Let us now pass to the details.
Again, we assume for the sake of convenience that x = 0. Set
dN := d10N−1 , d = |x − y|, N = 1,2, . . . , (5.15)
and let εN be defined by
ε
16+p
N d
8−p
N ≡ c1(p)E, N = 1,2, . . . . (5.16)
Note that
εN =
(
c1(p)E
d8−p
) 1
16+p · (10N−1) 8−p16+p → 0 as N → ∞.
Moreover, by our choice of δ1 in (5.13),
200
∞∑
N=1
εN = 200
(
c1(p)E
)1/(p+16) ∞∑
N=1
dκN, κ :=
p − 8
p + 16 > 0,
= 200(c1(p)E)1/(p+16)
( ∞∑
N=0
10−Nκ
)
dκ
 400
κ
(
c1(p)E
)1/(p+16)
dκ
 μ0 = 14
(
π
3
− α∗0
)
, (5.17)
where α∗0 ∈ (0, π3 ) is given by (5.8). (We have used
∑
10−jκ = 10κ/(10κ − 1)  2/κ in the
second inequality above.) In particular εN  1 for all N ∈N.
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to x = 0 and satisfy the following conditions for each N = 1,2, . . . .
dN
2
 |yN |, |zN | 3dN2 . (5.18)
An initial plane P0 and planes PN = 〈0, yN , zN 〉 satisfy αN := <)(PN,PN−1) 200εN . (5.19)
The angle γN := <)(yN, zN) ∈ [0,π] satisfies
∣∣∣∣γN − π2
∣∣∣∣ 6ε1 + 40(ε1 + · · · + εN−1). (5.20)
We shall also show that there exists a fixed plane H (given by an application of Lemma 5.3 at
the first step of the whole construction) through x such that, for each N = 1,2, . . . ,
πH
(
B(x, dN)∩Σ
)⊃ DH(x, dN/2) := B(x, dN/2)∩H. (5.21)
Here is a short description of the order of arguments: we first apply Lemma 5.3 to select P0
and then correct it slightly to have two points y1, z1 satisfying (5.20). This is done in Steps 1 and 2
below. Next, proceeding inductively, we first select yN+1, zN+1 very close to the intersection of
segments [0, yN ] and [0, zN ] with the boundary of ∂BdN+1 (Step 3). Finally, we estimate the
angle αN (Step 4) and prove that P = limPN does not depend on the choice of P0 (Step 5).
Step 1. For given x and y use Lemma 5.3 to select z ∈ Bd(Σ) and the plane H satisfying
conditions (i)–(iii) of that lemma. (Notice that |x − y| = d  δ1(E,p) R0(E,p) < ds(x0) by
our choice (5.13) and (3.8) in Proposition 3.5, so that Lemma 5.3 is indeed applicable.)
Let P0 = 〈x, y, z〉 = 〈0, y, z〉; by (iii), we have
α′0 := <)(P0,H) α∗0 =
π
2
− arctan 1√
2
<
π
3
. (5.22)
Lemma 5.1 gives βΣ(x, d1) ε1. Set
F0 :=
{
z′ ∈ B(0, d1): dist
(
z′,P0
)
 ε1d1
}= Uε1d1(P0)∩Bd1 . (5.23)
We know that Σ ∩ B(x, d1) ⊂ F0. The goal will be to prove that one can choose yN, zN so that
for PN := 〈x, yN, zN 〉
Σ ∩B(x, dN) ⊂ FN :=
{
z′ ∈ B(0, dN): dist
(
z′,PN
)
 εNdN
}= UεNdN (PN)∩BdN (5.24)
also for N = 1,2 . . . , and to provide an estimate for αN = <)(PN,PN−1) showing that for large
N the center planes of the sets FN stabilize around a fixed affine plane.
Note that (5.21) for N = 1 follows from Lemma 5.3(ii) since sinϕ0 = 1/
√
2 > 1/2.
Step 2 (choice of P1). We shall choose y1, z1 with γ1 = <)(y1, z1) ≈ π2 , and we shall show that
the plane P1 = 〈0, y1, z1〉 satisfies α1 = <)(P1,P0)  12ε1. To this end, select a point x0 ∈ F0
such that
h0 := dist(x0,H) = max
ξ∈F0
dist(ξ,H) > 0.
It is clear that x0 exists since F0 is compact, and that x0 ∈ ∂Bd ; see Fig. 6.1
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this stage we do not control the topology of Σ and we cannot even be sure that Σ is a graph over H (or P0). The angle
α′′0 is marked with a triple line.
Let α′′0 := <)(x0,P0) denote the angle between x0 and its orthogonal projection πP0(x0) onto
the plane P0. We have sinα′′0 = ε1d1/d1 = ε1. Hence, α′′0  (π/2) sinα′′0 < 2ε1.
Now, since 2ε1 < 200
∑
εN  14 (
π
3 − α∗0) by (5.17), we can use (5.22) twice to obtain
h0 = d1 sin
(
α′0 + α′′0
) (5.22)
< d1 sin
(
α∗0 +
1
4
(
π
3
− α∗0
))
= d1 sin
(
3
4
α∗0 +
1
4
π
3
)
(5.22)
< d1 sin
π
3
= d1
√
3
2
. (5.25)
This implies that each straight line l = l(w) which is perpendicular to H and passes through a
point w in the disk
D0 = DH(0, r0) ≡ H ∩Br0, where r20 + h20 = d21 ,
intersects the finite slab F0 along a segment I of length 2l0, where ε1d1/l0 = cosα′0, which gives
l0 = (ε1d1)/ cosα′0 < 2ε1d1 by virtue of (5.22). Since r20 = d21 − h20 > d21/4 according to (5.25),
we have D := DH(0, d1/2) ⊂ D0 in H . Choose two points a1, b1 in the circle which bounds D
in H so that a1 ⊥ b1 and b1 ∈ P0 ∩ H . Take the lines l(a1), l(b1) passing through these points
and perpendicular to H , and select
y1 ∈Σ ∩ l(a1)∩ F0, z1 ∈ Σ ∩ l(b1)∩ F0 (5.26)
(such points do exist since Σ∩B(x, d1)⊂ F0 and the projection of Σ∩B(x, d1) onto H contains
D by (5.21) already verified for N = 1).
Note that y′1, z′1 = b1 given by{
y′
}= l(a1)∩ P0, {z′ }= l(b1)∩ P0 (5.27)1 1
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ψ0  tanψ0 
ε1d1
(d1/2)− l0
 2ε1d1
d1 − 4ε1d1 as l0  2ε1d1
 3ε1 (5.28)
since ε1 
∑
εN  (200)−1μ0  1/12 by (5.17). Similarly, we have tan θ0  3ε1, so that both
angles ψ0 and θ0 do not exceed 3ε1. Therefore, 0  γ1 = <)(y1, z1)  <)(y1, y′1) + <)(y′1, z′1) +
<)(z′1, z1) satisfies ∣∣∣∣γ1 − π2
∣∣∣∣ψ0 + θ0  6ε1, (5.29)
which gives (5.20) for N = 1. By choice of a1, b1, (5.18) is satisfied for N = 1. Thus, the trian-
gle  = (x, y1, z1) is (η, d)-wide, i.e.  ∈ S (η, d) for η := min{1/2,π − (π/2 + 6ε1)} = 1/2
(by (5.17)), and d := d1  R0(E,p). Consequently, by virtue of (5.16) we can derive (5.24) for
N = 1 with the help of Lemma 5.1.
Finally, normalizing y′1, z′1 ∈ P0, we easily check that
α1 := <)(P1,P0) < 12ε1 for P1 := 〈x, y1, z1〉, (5.30)
which gives (5.19) for N = 1. Moreover, by (5.30), (5.22), and (5.17) we have
<)(P1,H)<)(P1,P0)+ α′0
(5.30),(5.22)
< 12ε1 + α∗0
(5.17)
<
1
4
(
π
3
− α∗0
)
+ α∗0
(5.22)
< π/3.
To summarize, we have now proven (5.18), (5.19), (5.20), (5.21), and (5.24) for N = 1.
Step 3 (induction). Suppose now that y1, . . . , yN , z1, . . . , zN have already been selected so that
conditions (5.18), (5.19), (5.20), (5.21), and (5.24) are satisfied for j = 1, . . . ,N . Note that since
(5.24) is satisfied for all indices up to N , we have
βΣ(x, dj ) εj = O
(
dκj
)
, j = 1, . . . ,N. (5.31)
We shall select two new points yN+1, zN+1 such that (5.18), (5.19), (5.20), (5.21) and (5.24) are
satisfied with N replaced by N + 1.
Choose first two auxiliary points,
{
y′N+1
} := [0, yN ] ∩ ∂B(0, dN+1), {z′N+1} := [0, zN ] ∩ ∂B(0, dN+1). (5.32)
Since PN = 〈0, yN , zN 〉, we have y′N+1, z′N+1 ∈ PN ∩BdN+1 ⊂ FN . Fix xN ∈ FN such that
hN := dist(xN,H) = max dist(ξ,H).
ξ∈FN
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α′′N = arcsin εN < 2εN  2ε1
(5.17)
<
1
4
(
π
3
− α∗0
)
.
Applying the triangle inequality and using the induction hypothesis (5.19) up to N , and (5.22),
we estimate
α′N = <)(PN,H)
<)(P0,H)+<)(P1,P0)+<)(P2,P1)+ · · · +<)(PN,PN−1)
= α′0 + α1 + · · · + αN
 α∗0 +
1
4
(
π
3
− α∗0
)
by (5.22), (5.19), and (5.17). (5.33)
Thus, α′N + α′′N  α∗0 + 12 (π3 − α∗0) < π3 and, as in the second step, we have
hN = dN sin
(
α′N + α′′N
)
< dN sin
π
3
= dN
√
3
2
, N  1.
Hence, d2N = h2N + r2N for some rN > dN/2; as previously, we conclude that each straight line
l = l(w) which is perpendicular to H and passes through a point w in the disk
DN = DH(0, rN ) ≡ H ∩BrN ,
intersects the finite slab FN along a segment I of length 2lN , where εNdN/lN = cos<)(PN,H),
which gives lN < 2εNdN by virtue of (5.33). Moreover, by (5.21) (which, by the inductive as-
sumption, holds for N ), each segment I (w) for w ∈ DH(0, dN/2) vertical to H must contain at
least one point of Σ .
We now choose yN+1, zN+1 ∈ FN ∩Σ such that
πH (yN+1)= πH
(
y′N+1
)
, πH (zN+1) = πH
(
z′N+1
)
. (5.34)
To establish the desired estimate of <)(PN+1,PN), we show first that
ψN := <)(yN+1, yN) 20εN, (5.35)
θN := <)(zN+1, zN) 20εN . (5.36)
Indeed,
tanψN = tan<)(yN+1, yN) (5.32)= tan<)
(
yN+1, y′N+1
)
<
εNdN
dN+1 − lN
<
εNdN = 20εN,
dN+1/2
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2ε1  2
∑
N εN  (100)−1μ0 < (100)−1π/12 < 1/300 by (5.17).
Thus, ψN  tanψN  20εN . Similarly, θN  tan θN  20εN . This proves (5.35) and (5.36).
Moreover, the triangle inequality gives an estimate of the angle γN+1 = <)(yN+1, zN+1),
|γN+1 − γN | θN +ψN  40εN , (5.37)
and consequently ∣∣∣∣γN+1 − π2
∣∣∣∣
∣∣∣∣γN − π2
∣∣∣∣+ 40εN .
By induction, this inequality implies (5.20) with N replaced by N + 1. We also have
dN+1
2
 dN+1 − lN  |yN+1| dN+1 + lN  3dN+12 ,
and a similar estimate for |zN+1|, which gives (5.18) with N replaced by N + 1. There-
fore the triangle  = (x, yN+1, zN+1) is (η1, dN+1)-wide, i.e.  ∈ S (η1, dN+1) for η1 :=
min{1/2, (π/2) − 50∑N εN } = 1/2 according to (5.17). Since η1 = 1/2 > η = the constant
from Theorem 3.3, Lemma 5.1 is again applicable to obtain
Σ ∩B3dN+1 ⊂ UεN+1dN+1(PN+1),
which implies (5.24) with N replaced by N + 1.
To check (5.21) with N + 1 instead of N , we fix z ∈ Σ ∩ (BdN \BdN+1) and estimate |πH (z)|.
Since then z ∈ FN = UεNdN (PN)∩BN and the angle α′N = <)(PN,H) satisfies (5.33), we check
that sin(<)(z,PN)) εNdN/|z| εNdN/dN+1 and consequently∣∣πH (z)∣∣= |z| cos<)(z,H)
 |z| cos
(
α′N + arcsin
εNdN
dN+1
)
> |z| cos(α′N + 20εN ) as dN = 10dN+1
> |z| cos π
3
by (5.17) and (5.33)
 dN+1/2.
Since by the inductive assumption ((5.21) up to index N ) the projection πH (Σ ∩BdN ) contains
the whole disk DH(0, dN/2), we do obtain πH (Σ ∩BdN+1) ⊃ DH(0, dN+1/2).
It remains to verify (5.19) with N replaced by N + 1, i.e., the desired inequality for the angle
αN+1 = <)(PN+1,PN).
Step 4. Estimates of αN . We normalize the vectors spanning Pj and set uj := yj /|yj |, wj :=
zj /|zj |. We also set Mj = |uj ×wj |, noting that by (5.20) which we already have shown to hold
up to N + 1, and by (5.17) that
γj ∈
(
5
π,
7
π
)
12 12
P. Strzelecki, H. von der Mosel / Advances in Mathematics 226 (2011) 2233–2304 2279so that
1Mj = sinγj 
√
2
2
for all j = 1, . . . ,N + 1. (5.38)
Now, we compute the difference of unit normals to PN+1 and PN ,
uN+1 ×wN+1
|uN+1 ×wN+1| −
uN ×wN
|uN ×wN | =: T1 + T2,
where
T1 := MN(uN+1 ×wN+1 − uN ×wN)
MNMN+1
,
T2 := MN −MN+1
MNMN+1
uN ×wN.
Since uN,wN ∈ S2, we can use (5.35), (5.36) (which yield the estimates of uN+1 − uN and
wN+1 −wN ), and in addition (5.38) and (5.37), to obtain
|T1|
(5.38)

√
2|uN+1 ×wN+1 − uN ×wN |

√
2
(|uN+1 − uN | + |wN+1 −wN |)
 40
√
2εN < 60εN ;
|T2|
(5.38)
 2| sinγN − sinγN+1| since sin is 1-Lipschitz
 2|γN − γN+1|
(5.37)
 80εN .
This implies
αN+1 = <)(PN+1,PN) 140εN, (5.39)
i.e., (5.19) holds also with N replaced by N + 1.
Finally, a computation similar to (5.33) shows that
<)(H,PN+1) < π/3. (5.40)
To summarize, under the inductive hypothesis that (5.18), (5.19), (5.20), (5.21), and (5.24) hold
up to N , we have shown that (5.18), (5.19), (5.20), (5.21), and (5.24) do hold up to N + 1, which
yields (5.18)–(5.21) and (5.24) for all N ∈N by the induction principle.
Step 5 (existence and uniqueness of limPN ). The unit vectors uN = yN/|yN | and wN =
zN/|zN | spanning the affine planes PN with unit normals νN := uN ×wN satisfy <)(uN,wN) =
γN ∈ ( 512π, 712π) for all N , so that subsequences again denoted by uN and wN converge to unit
vectors u,w ∈ S1 with <)(u, v) ∈ [ 512π, 712π] spanning a limiting affine plane P with unit normal
vector ν := u × w, so that we can say PN → P as N → ∞. Since all PN contain x = 0 so
does P . As in (5.17), summing the tail of a geometric series, we obtain by (5.19):
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k→∞<)(Pk,PN) 
∞∑
j=N
αj+1  200
∞∑
j=N+1
εj
(5.19)
 400
κ
(
c1(p)E
)1/(p+16)
dκN+1
=: C2(p)E1/(p+16)dκN+1 for all N = 0,1,2, . . . . (5.41)
In particular,
<)(P,P0) C2(p)E1/(p+16)dκ1 ≡ C2(p)E1/(p+16)dκ . (5.42)
However, as we cannot a priori claim that Σ is a graph over H , the choice of yN and zN for
small values of N does not have to be unique. Suppose that for two different choices of sequences
yN, zN ∈ Σ and y′N, z′N ∈Σ (satisfying (5.18)–(5.20), and (5.24) for all N ∈N), we obtain
PN = (x, yN , zN) → P, P ′N =
(
x, y′N, z′N
)→ P ′ as N → ∞,
but P = P ′ and π/2<)(P,P ′) = ϑ > 0. Fix N so large that εN < ϑ/10 and
max
(
<)(P,PN),<)
(
P ′,P ′N
))
< ϑ/10.
Since y′N ∈ P ′N and dN/2  |y′N |  3dN/2 by(5.18), we obtain <)(y′N,P ′) < ϑ/10. Hence, the
angle between y′N and PN cannot be too small: <)(y′N,P )<)(P ′,P )−<)(y′N,P ′) > 9ϑ/10 and
<)(y′N,PN)<)(y′N,P )−<)(P,PN) > 4ϑ/5. Therefore,
dist
(
y′N,PN
)= ∣∣y′N ∣∣ sin<)(y′N,PN )> dN2 · 2π · 4ϑ5 > dNϑ5 > 2εNdN,
which is a contradiction to
Σ ∩B(x,3dN) ⊂ UεNdN (PN),
as |y′N |  3dN/2 < 3dN . Thus, P = limPN is unique and does not depend on the choices
of yN, zN .
We set P =: x + TxΣ to define the tangent plane TxΣ of Σ at the point x, and we set
n∗(x) := ν to obtain a well-defined unit normal to Σ at x; the estimate (5.41) gives in fact (5.11)
(justifying the term “tangent plane”)
dist
(
x′,P
)
 2εNdN + dN sin<)(P,PN)
= E1/(p+16)O(d1+κN ), N → ∞, for all x′ ∈ B(x, dN)∩Σ , (5.43)
where the constant in ‘big O’ above depends only on p.
Step 6 (conclusion of the proof). Reversing the roles of x and y, running the whole procedure
one more time, and using (5.42) twice, we obtain
<)(TxΣ,TyΣ)  <)(TxΣ,P0)+<)(P0, TyΣ)  2C2(p)E1/(p+16)dκ .  (5.44)
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is not really important how we choose P0; there are many choices which give a similar approxi-
mation of TxΣ .
Corollary 5.6. Assume that Σ ∈ A and Mp(Σ) < E for some p > 8. Let TxΣ and δ1 =
δ1(E,p) > 0 be given by Theorem 5.4.
Whenever x, y, ζ ∈Σ with 0 < d = |x − y| δ1(E,p), d/2 |x − ζ | d and <)(ζ − x, y −
x) ∈ [π/3,2π/3], then TxΣ and the plane P = 〈x, y, ζ 〉 satisfy
<)(TxΣ,P ) C3(p)E1/(p+16)dκ , κ = p − 8
p + 16 , (5.45)
where the constant C3(p) depends only on p.
Proof. We use the notation introduced in the proof of Theorem 5.4. Since <)(TxΣ,P0) 
E1/(p+16)dκ by (5.42), it is enough to show that the angle <)(P0,P ) does not exceed a con-
stant multiple of E1/(p+16)dκ . Noting that d/2  |ζ − x|  d = d1 and ζ belongs to the slab
Uε1d1(P0), we easily compute this angle and finish the proof. The computational details, very
similar to the proof of (5.39), are left to the reader. 
In order to deal with sequences of surfaces with equibounded energy in Section 7 we establish
a local graph representation of one such surface Σ of finite Mp-energy on a scale completely
determined by the energy value Mp(Σ) and with a priori estimates on the C1,κ -norm of the
graph function.
Corollary 5.7. Assume that p > 8, Mp(Σ) < E < ∞. Then there exist two constants, 0 <
a(p) < 1 <A(p) < ∞, such that for each x ∈Σ there is a function
f : TxΣ → (TxΣ)⊥ R
with the following properties:
(i) f (0) = 0, ∇f (0) = (0,0),
(ii) |∇f (y1)− ∇f (y2)|A(p)E
1
p+16 |y1 − y2|
p−8
p+16
,
(iii) If R1 ≡ R1(E,p) := a(p)E−1/(p−8) R0(E,p) (where R0(E,p) has been defined in (3.1)
of Theorem 3.1) and if
Φ(y) := x + (y,f (y)), y ∈ TxΣ R2,
then
Φ(D 3
4R1
) ⊂ [B(x,R1)∩Σ]⊂ Φ(DR1), (5.46)
where DR1 = B(0,R1)∩ TxΣ is a disk in TxΣ around 0 ∈ TxΣ, and∣∣DΦ(y1)−DΦ(y2)∣∣A(p)E 1p+16 |y1 − y2| p−8p+16 . (5.47)
In particular, Σ is an orientable C1,κ -manifold for κ = (p − 8)/(p + 16).
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the surface cannot penetrate two balls of fixed radius, touching Σ at every point; this is replaced
here by angle estimates (5.41) and (5.42), and the existence of forbidden conical sectors, cf.
Proposition 3.4.)
Fix x ∈Σ . Without loss of generality suppose that x = 0.
Step 1 (the definition of f ). We use the notation from the proof of Theorem 5.4. Recall the plane
P = x + TxΣ (used to define TxΣ ) has been obtained as a limit of planes PN satisfying (5.41);
for all x, y ∈ Σ with |x − y| = d  δ1(E,p) given by (5.13) we had the angle estimate (5.44).
Using (5.43), one can easily show that
dist
(
x′,P
)
A1(p)E1/(p+16)d1+κ (5.48)
whenever x′ ∈ B(x, d)∩Σ for some d  δ1(E,p). We shall use this estimate and Proposition 3.4
to show that if r  a(p)δ1(E,p) for a sufficiently small constant a(p) ∈ (0,1), then
(
πP
(
B(x,4r/3)∩Σ)) contains the disk Dr := B(x, r)∩ P . (5.49)
Indeed, otherwise there would be a point z ∈ Dr and a segment I = Ih,w(z) ⊥ P (we fix a unit
vector S2 w ⊥ P ) of length
2h := 2A1(p)E1/(p+16)(4r/3)1+κ
 r
100
if a(p) is small enough
such that I ∩ Σ = ∅. By (5.48) all points of Σ in B(x, d), d = 4r/3, are in fact located in the
thin slab Uh(P ). Thus, it is easy to use Proposition 3.4, (3.6)–(3.7), and check that—no matter
what is the angle between P and the vector v given by that proposition—the sets C±2r (ϕ0, v) \Br
contain two open balls B± which are in two different components of B(x, d) \Uh(P ). Hence,
B+ ⊂ C+2r (ϕ0, v)∩U, B− ⊂ C−2r (ϕ0, v)∩
(
R
3 \U).
Now, one could use the segment I to construct a curve which contains no point of Σ but never-
theless joins a point in B− to a point in B+. This is a contradiction proving (5.49).
Next, using (5.44), one proves that πP is injective on B(x,4r/3)∩P . Otherwise, there would
be a point z′ ∈ P , 4r/3 > |z′ − x| = ρ > 0, and a segment I ′ := Ih′,w(z′) with
h′ = A1(p)E1/(p+16)ρ1+κ  ρ/100
such that I ′ ∩ Σ would contain two different points y1 = y2. Then, letting P1 = Ty1Σ , v1 =
(y1 − x)/|y1 − x| and v2 = (y2 − y1)/|y2 − y1|, we would use (5.44) to obtain
<)(v1, v2)<)(v1,P )+<)(P,P1)+<)(P1, v2)
A2(p)E1/(p+16)ρκ
<
π
if a(p) is small enough.
4
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<)(v1, v2)
π
2
−<)(P,v1) π2 −A3(p)E
1/(p+16)ρκ > π
4
,
a contradiction.
For y ∈U , where U denotes the interior in P of πP (Σ ∩B(x,4r/3) we now define
f (y) = w · (.πP |Σ∩B(x,4r/3))−1(y),
and let Φ(y) be defined by the formula given in Part (iii) of the Corollary. Note that U ⊃ Dr
by (5.49). It is clear that f (0) = 0 and ∇f (0) = (0,0). The differentiability of f at other points
follows from (5.48) which implies that for  → 0 Graphf ∩ B(x,) is trapped in a flat slab of
height  1+κ around a fixed plane (depending on x but independent from ).
Step 2 (bounds for |∇f |). The vector (∇f (y),−1) is parallel to the normal direction to Σ at x
when y = πP (x). Taking y ∈ U , we have by (5.12) of Theorem 5.4
α(y) ≡ <)(TΦ(y)Σ,T0Σ) π/4.
Since tanα(y) = |∇f (y)|, we have |∇f (y)|  1 everywhere in Dr . Thus, f is Lipschitz with
Lipschitz constant 1.
Step 3 (the oscillation of ∇f ). Fix two points y1, y2 ∈ U and set a = D1f (y1), b = D2f (y1),
c = D1f (y2), d = D2f (y2) where Di stands for the i-th partial derivative. The angle α between
the tangent planes to Σ at xi = Φ(yi), i = 1,2, satisfies
sin2 α = (a − c)
2 + (b − d)2 + (ad − bc)2
(1 + a2 + b2)(1 + c2 + d2)
(Step 2)
 (a − c)
2 + (b − d)2
4
= |Df (y1)−Df (y2)|
2
4
. (5.50)
An upper bound for α is also given by (5.12). Combining the two, and noting that |x1 − x2| 
2|y1 − y2|, we obtain the desired estimate for y1, y2 ∈ U and conclude the proof, extending f to
the whole tangent plane by well-known extension theorems; see e.g. [9, Chapter 6.9]. 
Remark 5.8. Assume that some absolute small constant ε0 is given a priori, say ε0 = 1100 . Then,
shrinking a(p) in the previous corollary if necessary, we have above for y1, y2 ∈DR1
∣∣∇f (y1)− ∇f (y2)∣∣A(p)E 1p+16 |y1 − y2| p−8p+16 A(p)E 1p+16 (2R1) p−8p+16
 2A(p)E
1
p+16 a(p)
p−8
p+16
(
E−1/(p−8)
) p−8
p+16 = 2A(p)a(p) p−8p+16 < ε0.
Remark 5.9. It is now clear that if Σ ∈ A with Mp(Σ) < ∞ for some p > 8, then Σ = ∂U
is a closed, compact surface of class C1,κ . Thus, Σ is orientable and has a well defined global
normal, nΣ .
For a discussion of issues related to orientability, we refer the reader to [15] and to Dubrovin,
Fomenko and Novikov’s monograph, [7, Chapter 1].
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In this section we prove
Theorem 6.1. Let Σ ∈ A ; assume that p > 8 and Mp(Σ) E < ∞. Then Σ is an orientable
manifold of class C1,λ(Σ) for λ = 1 − 8
p
. Moreover, the unit normal nΣ satisfies the local esti-
mate
∣∣nΣ(x1)− nΣ(x2)∣∣ C(p)
( ∫
[Σ∩B(x1,10|x1−x2|)]4
Kp dμ
)1/p
|x1 − x2|λ (6.1)
for all x1, x2 ∈Σ such that |x1 − x2| δ2(E,p) := a2(p)E−1/(p−8).
Remark. Once (6.1) is established, the global estimate |nΣ(x1) − nΣ(x2)|  const|x1 − x2|λ
follows.
Before passing to the proof of the theorem, let us explain informally what is the main qualita-
tive difference between the estimates in Sections 5 and 6. In Section 5, to prove that the surface is
in fact C1,κ , we were iteratively estimating the contribution to the energy of tetrahedra with ver-
tices on patches that were very small when compared with the edges of those tetrahedra. A priori,
this might be a tiny fraction of Mp(Σ). Now, knowing already that locally the surface is a (flat)
C1,κ graph, we can use a slicing argument to gather more information from energy estimates—
this time, considering not just an insignificant portion of the local energy but the whole local
energy to improve the estimates of the oscillation of the normal vector.
The whole idea is, roughly speaking, similar to the proof of Theorem 1.2 in our joint paper
with Marta Szuman´ska, see [31, Section 6]. Since the result is local, we first use Theorem 5.4 to
consider only a small piece of Σ which is a (very) flat graph over some plane, and then we use
the energy to improve the Hölder exponent from κ = (p − 8)/(p + 16) to λ = 1 − 8
p
> κ .
Proof of Theorem 6.1. Step 1. The setting. W.l.o.g. we consider a portion of Σ which is a graph
of f : R2 ⊃ 5Q0 → R, where Q0 is some fixed (small) cube centered at 0 in R2 and f ∈ C1,κ
satisfies ∇f (0) = (0,0) and has a very small Lipschitz constant, say
∣∣f (x)− f (y)∣∣ ε0|x − y|, x, y ∈ 5Q0. (6.2)
By an abuse of notation, we write nΣ(x) to denote the normal to Σ at the point F(x) ∈Σ , where
F : R2 ⊃ 5Q0  x −→
(
x,f (x)
) ∈R3 (6.3)
is the local parametrization of Σ given by the graph of f , compare with Corollary 5.7. To en-
sure (6.2), just use Remark 5.8.
We shall write K(x0, x1, x2, x3) to denote the integrand of Mp (without the power p) eval-
uated at the tetrahedron with four vertices F(xi) ∈ Σ for xi in the domain of the parame-
trization F .
Since (6.2) implies that |∇f | ε0, we also have |F(x)− F(y)| (1 + ε0)|x − y|κ ; hence
(1 + ε0)2H 2(U)H 2
(
Σ ∩ F(U))H 2(πR2(Σ ∩ F(U)))=H 2(U) (6.4)
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ε0 <
1
100
. (6.5)
It is an easy computation to check that for every two points x, y ∈ 5Q0 we have
(1 − 2ε0)
∣∣∇f (x)− ∇f (y)∣∣ ∣∣nΣ(x)− nΣ(y)∣∣ (1 + 2ε0)∣∣∇f (x)− ∇f (y)∣∣. (6.6)
We fix an orthonormal basis (e1, e2, e3) of R3 so that e1, e2 are parallel to the sides of Q0.
Step 2. Set, for r  diamQ0 < 1, and any subset S ⊂ Q0
Φ∗1 (r, S) := max‖y−z‖r
y,z∈Q0∩S
∣∣nΣ(y)− nΣ(z)∣∣,
Φ∗2 (r, S) := max‖y−z‖r
y,z∈Q0∩S
∣∣∇f (y)− ∇f (z)∣∣,
Φ∗(r, S) := Φ∗1 (r, S)+Φ∗2 (r, S),
where ‖ · ‖ denotes the ∞ norm in R2, i.e. ‖x‖ := max(|x1|, |x2|) for x = (x1, x2). Shrinking
Q0 if necessary, we may assume that
Φ∗(diamQ0,Q0)
1
100
(6.7)
(by continuity of nΣ and of ∇f ).
As in [31, Section 6], we want to prove the following
Key estimate. Assume that u,v ∈ Q0 and let Q(u,v) := the cube centered at (u + v)/2 and
having edge length 2|u− v|. There exist positive numbers δ2 = δ2(E,p)= a2(p)E−1/(p−8) and
C(p) > 0 such that whenever 0 < |u− v| δ2, then
∣∣nΣ(u)− nΣ(v)∣∣ 40Φ∗
(
2|u− v|
N
,Q(u, v)
)
+C(p)E(u, v)1/p|u− v|λ, (6.8)
where N is a (fixed) large natural number such that (N/2)κ > 240 and
E(u,v) :=
∫
[F(Q(u,v))∩Σ]4
Kp dμ.
One should view the second term on the right-hand side of (6.8) as the main one. The first one is
just an error term that can be iterated away by scaling the distances down to zero.
We now postpone the proof of (6.8) for a second and show that it yields the desired result
upon iteration.
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then Q(u,v) ⊂ B(u+v2 ,
√
2|u− v|) ⊂ B(u+v2 ,2‖u− v‖)⊂ B(a,R + 2r). Thus, denoting
Mp(a,ρ) :=
( ∫
[F(B(a,ρ))∩Σ]4
Kp dμ
)1/p
, a ∈ Q0, ρ > 0,
and taking the supremum over u,v ∈ B(a,R) with |u−v| r R, one checks that (6.8) implies
Φ∗
(
r,B(a,R)
)
 120Φ∗
(
r/n,B(a,R + 2r))
+ 3C(p)Mp(a,R + 2r)rλ, n ≡ N/2. (6.9)
A technique which is standard in PDE allows to get rid of the first term on the right-hand side of
this inequality. Indeed, upon iteration (6.9) implies
Φ∗
(
r,B(a,R)
)
 120jΦ∗
(
r/nj ,B(a,R + 2σj )
)
+ 3C(p)Mp(a,R + 2σj )rλ
j−1∑
i=0
(
120
nλ
)i
, j = 1,2, . . .
where
σj := r
j−1∑
i=0
n−i  2r.
As nλ = (N2 )λ > (N2 )κ > 240, we obtain 120/nλ < 1/2 which implies
∑
i (120/nλ)i < 2 and
hence
Φ∗
(
r,B(a,R)
)
< 120jΦ∗
(
r/nj ,B(a,R + 4r))+ 6C(p)Mp(a,R + 4r)rλ, j = 1,2, . . . .
Now by Corollary 5.7 we have a priori Φ∗(r, S)  Φ∗(r,Q0)  Crκ for every set S ⊂ Q0 and
r  diamQ0. Thus,
120jΦ∗
(
r/nj ,B(a,R + 4r)) Crκ(120/nκ)j < Crκ2−j
by choice of N . Passing to the limit j → ∞ and setting R = r , we obtain
Φ∗
(
r,B(a, r)
)
 6C(p)Mp(a,5r)rλ, (6.10)
and this oscillation estimate immediately implies the desired Hölder estimate (6.1) for the unit
normal vector. In the remaining part of the proof, we just verify (6.8).
Step 3: bad and good parameters. From now on, we assume that u = v ∈ Q0 are fixed. We pick
the subcube Q= Q(u,v) of 5Q0 with edges parallel to those of Q0, so that the center of Q(u,v)
is at (u+ v)/2 and the edge of Q(u,v) equals 2|u− v|. Set
m = (20N)−2, Cm = m−4, (6.11)
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Σ0 =
{
x0 ∈Q: H 2
(
Σ1(x0)
)
m|u− v|2}, (6.12)
Σ1(x0)=
{
x1 ∈Q: H 2
(
Σ2(x0, x1)
)
m|u− v|2}, (6.13)
Σ2(x0, x1)=
{
x2 ∈Q: H 2
(
Σ3(x0, x1, x2)
)
m|u− v|2}, (6.14)
Σ3(x0, x1, x2)=
{
z ∈Q: K(x0, x1, x2, z) >
(
CmE(u, v)
)1/p|u− v|−8/p}. (6.15)
A word of informal explanation to motivate the above choices: if we already knew that Σ is of
class C1,λ, λ = 1− 8/p, then close to u we would have lots of tetrahedra with two perpendicular
edges of the base having length ≈ |u− v|, and the height  |u− v|1+λ. For such tetrahedra our
curvature integrand does not exceed, roughly, a multiple of |u− v|λ−1 = |u− v|−8/p . Of course,
there is no reason to believe a priori that it is indeed the case. But it helps, as we shall check,
to look at tetrahedra that violate this naive estimate, and to try and estimate how many of them
there are.
We first estimate the measure of Σ0. Using (6.4) which gives a comparison of dH 2 on Σ ∩
F(5Q0) with the Lebesgue measure in 5Q0, we obtain
E(u,v)
∫
Σ0
∫
Σ1(x0)
∫
Σ2(x0,x1)
∫
Σ3(x0,x1,x2)
Kp(x0, x1, x2, z) dH 2z dH 2x2 dH 2x1 dH 2x0
>CmE(u, v)m
3|u− v|−2H 2(Σ0)
= E(u,v)m−1|u− v|−2H 2(Σ0),
which yields
H 2(Σ0) < m|u− v|2 = |u− v|
2
400N2
 ∣∣Q(u,v)∣∣= 4|u− v|2. (6.16)
Step 4: auxiliary good points. In a small neighbourhood of u we select x0 ∈ Q(u,v) \ Σ0 so
that ‖x0 − u‖ (20N)−1|u − v|. Once x0 is chosen, we select x1 ∈ Q(u,v) \ Σ1(x0) and then
x2 ∈ Q(u,v) \Σ2(x0, x1) so that
‖x1 − x0‖ ≈ ‖x2 − x0‖ ≈ |u− v|
N
and <)(x2 − x0, x1 − x0) ≈ π2 .
More precisely, let Q(x0) be the cube with one vertex at x0 and two other vertices at
a1 := x0 + |u− v|
N
e1, a2 := x0 + |u− v|
N
e2.
We select x1, x2 ∈ Q(x0) such that
x1 ∈Q(x0) \Σ1(x0), ‖x1 − a1‖ |u− v|20N , (6.17)
x2 ∈ Q(x0) \Σ2(x0, x1), ‖x2 − a2‖ |u− v| . (6.18)20N
2288 P. Strzelecki, H. von der Mosel / Advances in Mathematics 226 (2011) 2233–2304Fig. 7. The position of auxiliary good parameters in the domain of f . Left: Q(u,v) and two subcubes Q(x0),Q(y0),
with lower left-hand corners at x0, y0. Right: Q(x0) magnified. We fix x0 ∈ Σ0, close to u, and x1, x2 are selected in
the little shaded subcubes of Q(x0). Since the Lipschitz constant of f is small, Σ is a flat graph over Q(u,v). Thus,
the vectors vj := F(xj )− F(x0) (j = 1,2) are nearly orthogonal and have lengths very close to |u− v|/N = the edge
of Q(x0), see Step 5 below for the details.
(See also Fig. 7.) Since x0 /∈ Σ0, we can use (6.12)–(6.13) to check that x1, x2 satisfying (6.17)–
(6.18) do exist.
In a fully analogous way we select y0, y1, y2 close to v—using (6.16) initially again but then
by defining sets Σ1(y0), Σ2(y0, y1), and Σ3(y0, y1, y2) as in (6.13), (6.14), and (6.15). Thus,
y0 ∈ Q(u,v) \ Σ0, y1 ∈ Q(y0) \ Σ1(y0) and y2 ∈ Q(y0) \ Σ2(y0, y1), where Q(y0) is a copy
of Q(x0) translated by y0 − x0, satisfy
‖y0 − v‖ |u− v|20N , ‖y1 − y0‖ ≈ ‖y2 − y0‖ ≈
|u− v|
N
, <)(y2 − y0, y1 − y0)≈ π2 .
Then we set Px := 〈F(x0),F (x1),F (x2)〉, Py := 〈F(y0),F (y1),F (y2)〉, and we let nx,ny de-
note the unit normal vectors of these two planes. By the triangle inequality,
∣∣nΣ(u)− nΣ(v)∣∣ ∣∣nΣ(u)− nΣ(x0)∣∣+ ∣∣nΣ(x0)− nx∣∣
+ |nx − ny |
+ ∣∣ny − nΣ(y0)∣∣+ ∣∣nΣ(y0)− nΣ(v)∣∣.
The non-obvious term is the middle one, |nx − ny | <)(Px,Py); the remaining four terms give
a small contribution which does not exceed a constant multiple of Φ∗(20|u − v|/N,Q(u, v)).
But due to the choice of Σ3 the planes Px and Py turn out to be almost parallel: their angle is
 |u− v|λ.
Since u,v are now fixed and will not change till the end of the proof, from now we use the
abbreviations
Φ∗i (r) ≡ Φ∗i
(
r,Q(u, v)
)
, Φ∗(r) ≡ Φ∗(r,Q(u, v)).
We shall check that
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|nx − ny |K|u− v|λ. (6.21)
Combining these estimates with the obvious ones,∣∣nΣ(u)− nΣ(x0)∣∣Φ∗(|u− v|/N), ∣∣nΣ(v)− nΣ(y0)∣∣Φ∗(|u− v|/N),
and using monotonicity of Φ∗, one immediately obtains (6.8).
Step 5: proofs of (6.19) and (6.20). We only prove (6.19); the other proof is identical. Let
vj := F(xj )− F(x0), j = 1,2.
By the fundamental theorem of calculus,
vj =
1∫
0
∇F (x0 + t (xj − x0))(xj − x0) dt
= ∇F(x0)(xj − x0)+
1∫
0
(∇F (x0 + t (xj − x0))− ∇F(x0))(xj − x0) dt
=:wj + σj , for j = 1,2, (6.22)
where the error terms σj satisfy
|σj |
∣∣∣∣∣
1∫
0
(∇F (x0 + t (xj − x0))− ∇F(x0))dt (xj − x0)
∣∣∣∣∣
Φ∗
(
2|u− v|/N)diamQ(x0)
 2Φ∗
(
2|u− v|/N) |u− v|
N
, j = 1,2. (6.23)
With wj = ∇F(x0) · (xj − x0), j = 1,2 we have
nx = v1 × v2|v1 × v2| , nΣ(x0)=
w1 ×w2
|w1 ×w2| . (6.24)
To estimate the difference of these two vectors, we first estimate |vj |, |wj | and the angles
<)(v1, v2), <)(w1,w2). This is an elementary computation; we give some details below.4
4 If you do not want to check the details of our arithmetic, please note the following: we use N only to fix the scale and
to control the ratio of diamQ(x0) and diamQ(u,v). Thus, N does not influence the ratio of lengths of v1, v2,w1,w2
(which are all ≈ |u− v|/N ) and the angles between these vectors (which are absolute since we assume (6.2) and (6.7)).
Therefore, the constant ‘16’ in (6.19)–(6.20) is not really important. Any absolute constant would be fine; one would
just have to adjust N to derive (6.10) from (6.8).
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x2 − x0 are close to two perpendicular sides of Q(x0), and both error terms σj are smaller than
|u− v|/50N by (6.7), one can check that
9
10
|u− v|
N
min
(|vj |, |wj |)max(|vj |, |wj |) 1110 |u− v|N
for j = 1,2.
Note also that, cf. Fig. 7 and (6.2),
vj = |u− v|
N
ej +
3∑
i=1
ajiei , |aji | |u− v|
√
2
20N
,
which yields
|v1 · v2| =
∣∣∣∣∣ |u− v|N (a12 + a21)+
3∑
i=1
a1ia2i
∣∣∣∣∣ |u− v|
2
6N2
.
Taking the estimates of σj into account one more time, we obtain |w1 ·w2| 2|u− v|2/(9N2).
Combining the inequalities for these two scalar products with the estimates of lengths of the
vectors, we conclude that
max
(∣∣cos<)(v1, v2)∣∣, ∣∣cos<)(w1,w2)∣∣) 29 ·
(
10
9
)2
.
Hence,
min
(
sin<)(v1, v2), sin<)(w1,w2)
)

√
1 −
[
4
81
(
10
9
)4]
>
15
16
. (6.25)
Now,
A := v1 × v2 −w1 ×w2 = |v1 × v2|nx − |w1 ×w2|nΣ(x0). (6.26)
As vj = wj + σj and |wj | 11|u− v|/(10N), we have
|A| |σ1||w2| + |σ2||w1| + |σ1||σ2|
(6.23)

[
2 · 11
10
+ 1
50
]
2Φ∗
(
2|u− v|/N) |u− v|2
N2
< 6Φ∗
(
2|u− v|/N) |u− v|2
N2
by (6.23) and (6.7). On the other hand, applying the triangle inequality, using (6.25), and the
estimates |vj | 9|u− v|/(10N) for j = 1,2, we obtain first
|v1 × v2| (6.25)>
(
9
)2 15 |u− v|2
2 >
3 |u− v|2
2 , (6.27)10 16 N 4 N
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|A| = ∣∣|v1 × v2|(nx − nΣ(x0))+ nΣ(x0)(|v1 × v2| − |w1 ×w2|)∣∣
 |v1 × v2|
∣∣nx − nΣ(x0)∣∣− |v1 × v2 −w1 ×w2|
 3
4
|u− v|2
N2
∣∣nx − nΣ(x0)∣∣− |A|.
Combining the lower and the upper estimate for A we obtain
∣∣nx − nΣ(x0)∣∣ 83 |A|
( |u− v|2
N2
)−1
 16Φ∗
(
2|u− v|/N),
which yields (6.19).
Step 6: proof of (6.21). If Px is parallel to Py , there is nothing to prove. Let us then suppose that
these planes intersect and denote their angle by γ0. To show that γ0  |u− v|λ, we use again the
definition of bad sets. Note that for
G = Q(u,v) \ (Σ3(x0, x1, x2)∪Σ3(y0, y1, y2)) (6.28)
we have by (6.14)
H 2(G) >
∣∣Q(u,v)∣∣− 2m|u− v|2 = (2|u− v|)2 − 2m|u− v|2 > |u− v|2 (6.29)
by choice of m. Therefore, as λ− 1 = −8/p, for all z ∈ G we have according to (6.15) the two
inequalities
K(x0, x1, x2, z)K0|u− v|λ−1, K(y0, y1, y2, z)K0|u− v|λ−1, (6.30)
where
K0 = K0
(
p,E(u, v)
) := (20N)8/pE(u, v)1/p
≡ C4(p)E(u, v)1/p,
as we have in fact chosen N depending only on κ = (p − 8)/(p + 16).
We are now going to use formula (2.3) for K to estimate the distance from F(z) to the planes
Px and Py . Setting vj := F(xj ) − F(x0) for j = 1,2 (as in the previous step of the proof), and
v3 := F(z)− F(x0), we obtain for the tetrahedron T := (F (x0),F (x1),F (x2),F (z))
|v3| (1 + ε0)|z− x0|< 2|u− v|, diamT < 2|u− v|
by virtue of (6.5). Since the |vj | for j = 1,2 have been estimated before, this yields an estimate
of the area of T ,
2292 P. Strzelecki, H. von der Mosel / Advances in Mathematics 226 (2011) 2233–23042A(T ) = |v1 × v2| + |v2 × v3| + |v1 × v3| +
∣∣(v2 − v1)× (v3 − v2)∣∣

(
11
10
)2 |u− v|2
N2
+ 4
(
11
10
|u− v|
N
)
diamT
 15|u− v|
2
N
as N > 1. (6.31)
Thus
K(x0, x1, x2, z) = dist(F (z),Px)3(diamT )2 ·
|v1 × v2|
2A(T )
(6.27)
 dist(F (z),Px)
16N2
(
2A(T )
)−1
 dist(F (z),Px)
N2|u− v|2 . (6.32)
For the last inequality we have simply used (6.31) and the inequality N > (N/2)κ > 240 which
follows from our initial choice of N . Since the points y0, y1, y2 have been chosen analogously to
x0, x1, x2, it is clear that we also have
K(y0, y1, y2, z) > dist(F (z),Py)
N2|u− v|2 . (6.33)
Combining (6.30)–(6.33), we obtain
max
(
dist
(
F(z),Px
)
,dist
(
F(z),Py
))
<N2K0|u− v|1+λ
≡ C5(p)E(u, v)1/p|u− v|1+λ, z ∈ G. (6.34)
We shall show that the combination of (6.29) and (6.34) implies that |nx −ny | γ0 = <)(Px,Py)
is estimated by a constant multiple of |u− v|λ thus establishing (6.21) as the only missing ingre-
dient for the proof of the key estimate (6.8).
Indeed, consider an affine plane P which is perpendicular both to Px and Py . Let πP de-
note the orthogonal projection onto P . By (6.34) above, we see that πP (F (G)) is a subset of a
rhombus R contained in the plane P . The height of this rhombus is equal to
h= 2 ·C5(p)E(u, v)1/p|u− v|1+λ
and the (acute) angle of R is γ0, so that the longer diagonal of R equals
D = h
sin(γ0/2)
= 2C5(p)E(u, v)
1/p|u− v|1+λ
sin(γ0/2)
.
Therefore, the set F(G) is contained in a cylinder C0 with axis l := Px ∩ Py and radius D/2,
F(G) ⊂ C0: =
{
w: dist(w, l)D/2
}
. (6.35)
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(x, f (x)) parametrizes a portion of Σ that we consider) gives us a strip S of width D. This strip
must contain all good parameters z ∈ G, so that, taking (6.29) into account, we have
3D|u− v| > 2√2D|u− v| = D diamQ(u,v)
> area of S ∩Q(u,v) H 2(G) > |u− v|2.
Hence, D > |u− v|/3, so that
2
π
γ0
2
 sin γ0
2
= 2C5(p)E(u, v)
1/p|u− v|1+λ
D
< 6C5(p)E(u, v)1,p|u− v|λ,
and hence
|nx − ny | γ0 < 6πC5(p)E(u, v)1,p|u− v|λ
which establishes (6.21) and therefore concludes the whole proof. Note that we have obtained
the key estimate (6.8) with C(p) = 6πC5(p) depending only on p, as desired. 
Applying the above result, one can sharpen Corollary 5.7 as follows.
Corollary 6.2. Assume that p > 8, Mp(Σ) < E < ∞. Then there exist two constants, 0 <
a˜(p) < 1 < A˜(p) < ∞, such that for each x ∈Σ there is a function
f : TxΣ → (TxΣ)⊥ R
with the following properties:
(i) f (0) = 0, ∇f (0) = (0,0).
(ii) For R˜1 ≡ R˜1(E,p) := a˜(p)E−1/(p−8) we have the estimate
∣∣∇f (y1)− ∇f (y2)∣∣ A˜(p)Mp(Σ ∩B(x,10R˜1)) 1p |y1 − y2|1−8/p, y1, y2 ∈ B(x, R˜1).
(iii) The map
Φ(y) := x + (y,f (y)), y ∈ TxΣ R2,
satisfies
Φ(D 3
4 R˜1
) ⊂ B(x, R˜1)∩Σ ⊂ Φ(DR˜1), (6.36)
where D
R˜1
= B(0, R˜1)∩ TxΣ is a disk in TxΣ around 0 ∈ TxΣ, and
∣∣DΦ(y1)−DΦ(y2)∣∣A(p)Mp(Σ ∩B(x,10R˜1))|y1 − y2|1−8/p,
y1, y2 ∈ B(x, R˜1). (6.37)
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providing clear-cut a priori estimates to be used in the next section.
7. Sequences of equibounded Mp-energy
The main issue of this final section is the proof of the following compactness theorem for
admissible surfaces of equibounded energy with a uniform area bound. Notice that such an
additional area bound is necessary as the example of larger and larger spheres shows. Let
Sρ := ∂B(0, ρ). For any tetrahedron T (with non-coplanar vertices) we estimate
K(T ) 1
6R(T )
, (7.1)
where R(T ) denotes the radius of the circumsphere of T = (x0, x1, x2, x3). There is an explicit
formula,
1
2R(T )
= |〈z3, z1 × z2〉|||z1|2z2 × z3 + |z2|2z3 × z1 + |z3|2z1 × z2| ,
where we have set zi = xi − x0 for i = 1,2,3; this formula can be compared to (2.3) in order to
obtain (7.1). Hence,
Mp(Sρ) ρ8−p → 0 as ρ → ∞.
Theorem 7.1. Let Σj ∈A be a sequence of admissible surfaces. Assume 0 ∈ Σj for each j ∈N
and let E > 0, p < 8 be constants such that Mp(Σj )E for all j ∈N. In addition, assume that
supH 2(Σj )H < ∞.
Then there is a compact C1,1−
8
p
-manifold Σ and a subsequence (Σj ′) ⊂ (Σj ) such that Σj ′ →
Σ in Hausdorff distance as j ′ → ∞ and moreover
Mp(Σ) lim inf
j ′→∞
Mp(Σj ′), H
2(Σ) = lim
j ′→∞
H 2(Σj ′).
Remark. The proof of this result will reveal that the limit surface Σ is equipped with a nice graph
representation as described in Corollary 6.2, with norms and patch sizes uniformly controlled
solely in terms of E and p.
Proof of Theorem 7.1. Step 1. We fix j ∈N and look at the covering
Σj ⊂
⋃
x∈Σ
B(x,R1),j
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appeared in (3.1) of Theorem 3.1. By means of Vitali’s covering lemma we extract a subfamily
of pairwise disjoint balls B(xk,R1), xk ∈ Σj , such that
Σj ⊂
⋃
k
B(x,5R1). (7.2)
Using Theorem 3.1 for any number N of these disjoint balls (appropriately numbered) and sum-
ming with respect to k, we infer
N · π
2
R21 
N∑
k=1
H 2
(
B(xk,R1)∩Σj
)
H 2(Σj )H,
which means that there can be at most 2H/(πR21) such disjoint balls. Therefore, (7.2) leads to
the estimate5
diamΣj N diamB(0,5R1)
2H
πR21
· 10R1 =: R˜0. (7.3)
Since 0 ∈ Σj for all j ∈ N, we find that the family {Σj } is contained in the closed ball
B(0, R˜0).
Step 2. Apply Blaschke’s selection theorem [25] to find a compact set Σ ⊂ B(0, R˜0) and a
subsequence (still labeled with j ) such that
Σj → Σ as j → ∞ (7.4)
in the Hausdorff distance. Fix ε > 0 small (to be specified later) and assume now that (for a
further subsequence)
distH (Σj ,Σ) <
1
2
εR1 for all j ∈N, (7.5)
where distH (·,·) denotes the Hausdorff distance. Next, we form an open neighbourhood of the
limit set,
Σ ⊂ B99εR1(Σ) ⊂
⋃
y∈Σ
B(y,100εR1),
and use Vitali’s lemma again to extract a subfamily6 of disjoint balls B(yl,100εR1), yl ∈ Σ for
l = 1,2, . . . ,N such that
Σ ⊂ B99εR1(Σ) ⊂
N⋃
l=1
B(yl,500εR1). (7.6)
5 Notice that R˜0 depends on H and (via R1) also on E and p.
6 Since Σ is compact, we can assume w.l.o.g. that this subfamily is finite.
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all l = 1, . . . ,N and all j ∈N. Therefore for each fixed j ∈N the balls B(yjl ,99εR1) are pairwise
disjoint, since |yjl − yjm  |yjl − yjm| − |yjl − yl | − |ym − yjm| > 200εR1 − 2 · 12εR1 = 199εR1.
Moreover, we have
Σj
(7.5)⊂ BεR1/2(Σ) ⊂ B99εR1(Σ)⊂
N⋃
l=1
B(yl,500εR1)
(7.5)⊂
N⋃
l=1
B
(
y
j
l ,501εR1
) (7.7)
for each fixed j ∈ N, since |y − yjl |  |y − yl | + |yl − yjl |  501εR1 by (7.5) for every y ∈
B(yl,500εR1). Using again Theorem 3.1 for a fixed j ∈N and summing w.r.t. to l, we deduce
N · π
2
(99εR1)2 
N∑
l=1
H 2
(
B
(
y
j
l ,99εR1
)∩Σj )H 2(Σj )H,
whence the bound N  2Hπ−1(99εR1)−2 for the number of disjoint balls B(yjl ,99εR1) for
each fixed ε > 0.
Step 3. We consider the unit normals njl := nΣj (yjl ) ∈ S2 and select subsequences finitely many
times so that for all l = 1, . . . ,N
n
j
l → nl ∈ S2 as j → ∞,
and for given small δ > 0 (to be specified below)
∣∣njl − nl∣∣< δ for all j ∈N and all l = 1,2, . . . ,N . (7.8)
Now fix ε > 0 so small that 2000εR1 R1 and
B
(
y
j
l ,2000εR1
)∩Σj ⊂ Φjl (Dj,lR1 ),
where Φjl (y) := yjl + (y, f jl (y)), y ∈ Dj,lR1 ⊂ Tyjl Σj ≈R
2 is the local graph representation of Σj
near y
j
l on the two-dimensional disk D
j,l
R1
= B(0,R1)∩Tyjl Σj , whose existence is established in
Corollary 6.2. If we choose now δ > 0 sufficiently small (depending on ε) then we can arrange
that
B(yl,1000εR1)∩Σj ⊂ Φ˜jl
(
Dl5
6R1
)
,
where Φ˜jl (y) := yjl + (y, f˜ jl (y)) for y ∈ Dl5R1/6 := B(0, 56R1)∩ (nl)⊥, and f˜
j
l on the fixed disk
Dl5R1/6 is obtained from f
j
l by slightly tilting the domain of f
j
l , i.e. by tilting the plane Tyjl
Σj
towards the plane (nl)⊥ ≈R2. (That this is indeed possible is a straightforward but a bit tedious
exercise.)
The new graph functions
f˜
j
: (nl)
⊥ ⊃ Dl −→Rl 5R1/6
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gradients as in Corollary 6.2 (we use the assumption supMp(Σj )  E) so that we may apply
the theorem of Arzela–Ascoli for each l = 1,2, . . . ,N to obtain subsequences f˜ j ′l → fl in C1 as
j ′ → ∞. The limit functions fl satisfy the same uniform C1,λ estimates. Thus, Σ is covered by
N graphs Φl(y) = yl + (y, fl(y)), l = 1,2, . . . ,N , by virtue of the Hausdorff convergence (7.4)
and the C1-convergence of the Φ˜j
′
l as j
′ → ∞. Moreover,
B(yl,1000εR1)∩Σ = Φl
(
Dl5R1/6
)∩B(yl,1000εR1).
Now (7.6) implies that for each y ∈ Σ there exists an l ∈ {1,2, . . . ,N} such that the set
Σ ∩B(y,500εR1)
(7.6)⊂ B(yl,1000εR1)∩Σ
so that
Σ ∩B(y,500εR1) = Φl
(
Dl5R1/6
)∩B(y,500εR1).
In particular, the limit surface Σ is also a C1,λ manifold for λ = 1 − 8/p.
Step 4 (lower semicontinuity of Mp). This follows from Fatou’s lemma combined with the
following properties of the integrand:
K(T ) = lim
i→∞ K(Ti) whenever Ti → T and K(T ) > 0, (7.9)
K(T ) lim inf
i→∞ K(Ti) whenever Ti → T and K(T )= 0. (7.10)
The argument is standard and uses a partition of unity in a neighbourhood of Σ ; we sketch it
briefly. Take functions ψl ∈ C∞0 (B(1000εR1)), l = 1,2, . . . ,N , such that such that
N∑
l=1
ψl ≡ 1 on ⊂
N⋃
l=1
B(yl,500εR1). (7.11)
This gives
∑
ψl ≡ 1 on each Σj for j large. Inserting
1 =
3∏
i=0
(
N∑
li=1
ψli (xi)
)
into the integral Mp(Σj ′) =
∫
(Σj ′ )4
K dμ we write this integral as a sum of N4 quadruple inte-
grals, each of them over a product of four little patches on Σj ′ . Next, we use the Φ’s constructed
in Step 2 to parametrize these integrals; the parameters zi (mapped to xi ) belong to fixed lit-
tle disks Dli of radius 5R1/6 contained in tangent spaces to Σ . Since Φ˜j
′
l → Φl in C1, it is
easy to see that all products of ψl ◦Φj
′
(zi), and all terms where the surface measure dH 2(xi)i li
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subadditivity of lim inf, we see that
lim infMp(Σj ′) the sum of lim inf ’s of N4 termsMp(Σ).
A similar argument shows that H 2(Σj ′) → H 2(Σ); one just replaces K by 1 in the above
reasoning and simply passes to the limit, using the C1 convergence of parametrizations. 
Proof of Theorems 1.6 and 1.7. This follows easily from Theorem 7.1. The two classes CE(Mg)
and CA(Mg) of surfaces Σ which are ambiently isotopic to a fixed closed, compact, connected,
smoothly embedded reference surface Mg of genus g and satisfy Mp(Σ)E, or H 2(Σ)A,
respectively, are nonempty. (Just take an Mg of class C2 to ensure, by Proposition A.1, that
Mp(Mg) is finite; scaling Mg if necessary we can make its energy smaller than E, or its area
smaller than A.) Thus, one can take a sequence Σj contained in CE(Mg), or in CA(Mg), respec-
tively, which is minimizing for the area functional, or for Mp . Applying Theorem 7.1, we obtain
a subsequence of Σj which converges to some Σ in C1. Since isotopy classes are stable under
C1-convergence, see [3], the limiting surface Σ belongs to CE(Mg), or resp. to CA(Mg). 
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Appendix A. Finiteness of energy of C2-surfaces
As before, T = (x0, x1, x2, x3) stands for a tetrahedron in R3. V (T ) is the volume of T and
A(T ) denotes the total area of T , i.e. the sum of areas of the four triangular faces. Recall that
K(T )= V (T )
A(T )(diamT )2
. (A.1)
Proposition A.1. If Σ ⊂ R3 is a compact, embedded surface of class C2, then there exists a
constant C = C(Σ) such that
K(T ) C for each T ∈Σ4.
This obviously implies that Mp(Σ) < ∞ whenever Σ is of class C2.
Proof. Comparing A(T ) with the maximum of areas of the faces, we obtain
1 hmin(T )
2 K(T )
1 hmin(T )
2 ,12 (diamT ) 3 (diamT )
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plane spanned by the other three xj ’s, i = 0,1,2,3. Since hmin(T )  diamT , it is enough to
show that K(T ) is bounded when diamT  d0 for some d0 = d0(Σ) sufficiently small.
Thus, from now on we fix a d0 > 0 such that for each x ∈ Σ the intersection Σ ∩ B(x,2d0)
coincides with a graph of a C2-function defined of x + TxΣ , and
dist(y, x + TxΣ)A|y − x|2, y ∈ Σ ∩B(x,2d0). (A.2)
Remark. (A.2) is the only thing we need from the C2-property. Such an estimate holds for
C1,1-surfaces, too. If one represents such a surface locally by a function g ∈ C1,1 normalized to
g(0) = 0 and ∇g(0)= 0 then the Lipschitz continuity of ∇g implies a quadratic height excess as
in (A.2).
W.l.o.g. we can assume that Ad0  1.
Lemma A.2. Let T = (x0, x1, x2, x3) be an arbitrary tetrahedron, with angles of the faces de-
noted by αij , i, j = 0,1,2,3, i = j so that αij is the angle at xj on the face which is opposite to
xi . Then, two cases are possible:
(i) At least one of the αij ∈ [π9 , 8π9 ];
(ii) All αij ∈ (0, π9 )∪ ( 8π9 ,π).
In the latter case, eight of the αij are small, i.e. belong to (0, π9 ) and the remaining four are
large, i.e., belong to ( 8π9 ,π). Moreover, there is one large angle on each face and either 0 or 2
such angles at each vertex of T .
Proof. We have
∑
0j3,j =i
αij = π for each i = 0,1,2,3, (A.3)
∑
0i3,i =j
αij ∈ (0,2π) for each j = 0,1,2,3, (A.4)
αij + αlj > αkj for each permutation (i, j, k, l) of (0,1,2,3). (A.5)
(The last condition amounts to the triangle inequality for the spherical metric.)
Now, suppose that Case (i) does not hold. If there were at most three large angles, then the
sum of all αij would be strictly smaller than
3π + 9 · π
9
= 4π,
a contradiction. Similarly, if there were at least 5 large angles, the sum of all angles of T would
be strictly larger than 4π . Thus, if (i) fails, T must have precisely 4 large angles. By (A.3) and
the pigeon-hole principle, there is precisely one such angle on each face. Furthermore, if there is
a large angle at some vertex, then by (A.5) at least one of the remaining angles at this vertex must
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either 0 or 2 large angles at each vertex. 
Now, fix T ∈ Σ4 with d = diamT < d0 = d0(Σ).
1. If Case (i) of the lemma holds for T , we can assume w.l.o.g. that x0 = 0, the tangent plane
Tx0Σ = {(a, b,0) | a, b ∈ R} is horizontal, and <)(x1, x2) ∈ [π9 , 8π9 ]. Let P := 〈x0, x1, x2〉. A
computation shows that there is an absolute constant c1 such that
<)(P,Tx0Σ) c1Ad
(which is a small angle if d0 is chosen sufficiently small). Therefore, since dist(x3, Tx0Σ)Ad2,
we have
dist(x3,P ) c2Ad2,
which yields K(T ) c2A.
2. Suppose now Case (ii) holds for T . W.l.o.g. we can assume that all angles at x0 belong to
(0,π/9). We can also assume that all these angles exceed c3Ad for some constant c3, since
otherwise there exists a vertex and an edge of T with mutual distance  d2 and we are done.
As before, we choose coordinates so that x0 = 0 and Tx0Σ = {(a, b,0) | a, b ∈R} is horizon-
tal. Let πT stands for the orthogonal projection onto Tx0Σ .
For i = 1,2,3, let li be the straight line through x0 and xi . Set also x′i := πT (xi), di =|xi − x0|, d ′i = |x′i − x0| and l′i = πT (li) (i = 1,2,3). Finally, set hi = |xi − x′i | =
dist(xi, x0 + Tx0Σ). We have
hi  Ad2i , d ′i  di  2d ′i .
Permuting the numbering of x1, x2, x3, we can moreover assume that l′1 = l′3 (if all projections of
edges meeting at x0 onto the tangent plane coincide, then V (T ) = K(T ) = 0), and that the angle
γ := <)(x′3 − x0, x′1 − x0) is the largest of all the angles <)(x′j − x0, x′k − x0), where j, k = 1,2,3.
Set P := 〈x0, x1, x3〉. Note that if βi denotes the angle between li and l′i , then sinβi  Ad2i /di =
Adi Ad  1.
Let l ⊂ P be the straight line such that πT (l) = l′2 = πT (l2). The crucial observation is that
the angle between l and l′2 is at most c4Ad for some absolute constant c4 (here we use the piece
of information that all angles of T at x0 are small). Using this, we estimate
dist(x2,P )
∣∣x2 − x′2∣∣+ dist(x′2, l) as l ⊂ P
 Ad22 + d ′2 sin<)
(
l′2, l
)
 c5Ad2.
Thus, hmin(T ) c5Ad2. This yields the desired estimate of K(T ). 
Remark. For Σ in C2, the bound that we obtain for K(T ) is of the form
K(T ) C ·A,
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finitely many small patches.
Appendix B. Other integrands
In [12], J.C. Léger suggests an integrand that could serve as a counterpart for integral Menger
curvature of one-dimensional sets, to obtain rectifiability criteria in higher dimensions. For d = 2,
his suggestion is to use the cube of
KL(x0, x1, x2, x3)= dist(x3, 〈x0, x1, x2〉)∏2
j=0 |x3 − xj |
. (B.1)
We are going to show that KL and some of its relatives are not suitable for our purposes for a
simple reason: even for a round sphere, the energy given by the Lp-norm of such an integrand
would be infinite for all sufficiently large p! This surprising effect is due to the fact that KL is
not a symmetric function of its variables.
To be more precise, let
F(x, y, z, ξ) := dist
(
ξ, 〈x, y, z〉)
M(|ξ − x|, |ξ − y|, |ξ − z|)α (B.2)
where α > 1 is a parameter and M: R+ ×R+ ×R+ →R+ is homogeneous of degree 1, mono-
tone nondecreasing w.r.t. each of the three variables, and satisfies
min(t, r, s)M(t, r, s)max(t, r, s) for t, r, s  0. (B.3)
Note that such F coincides with J.C. Léger’s KL if M(t, r, s) = 3√trs is the geometric mean and
α = 3.
Proposition B.1. Whenever (α − 1)p  12, then∫
S2
∫
S2
∫
S2
∫
S2
F(x, y, z, ξ)p dH 2(x) dH 2(y) dH 2(z) dH 2(ξ)= +∞.
Proof. We follow a suggestion of K. Oleszkiewicz [22] (to whom we are grateful for a brief
sketch of this proof) and consider the behaviour of F on such quadruples of nearby points
(x, y, z, ξ) for which the plane 〈x, y, z〉 is very different from the tangent plane at ξ . It turns
out that ∫
S2
∫
S2
∫
S2
F(x, y, z, ξ)p dH 2(x) dH 2(y) dH 2(z) = +∞ for each ξ ∈ S2.
To check this, suppose without loss of generality that ξ = (0,0,1). Fix a small ε ∈ (0,1) and
rn = 2−2n for n = 1,2,3, . . . . Consider the sets n ⊂ S2 × S2 × S2,
n :=
(
B
(
an, εr
2
n
)∩ S2)× (B(bn, εr2n)∩ S2)× (B(cn, εr2n)∩ S2), (B.4)
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an :=
(
rn,0,
√
1 − r2n
)
, (B.5)
bn :=
(
rn,2rn,
√
1 − 5r2n
)
, (B.6)
cn :=
(
rn,−2rn,
√
1 − 5r2n
)
. (B.7)
Note that for ε ∈ (0,1) all n are pairwise disjoint. We shall show that whenever a triple of
points (x, y, z) ∈ n, then the plane P = 〈x, y, z〉 is almost perpendicular to TξS2 (the angle
differs from π/2 at most by a fixed constant multiple of ε) and
dist(ξ,P ) rn/2, Fp(x, y, z, ξ)A · rp(1−α)n
for some constant A depending on ε, p and α but not on n. Let vn := bn − an, wn := cn − an
(n = 1,2, . . .). Since √1 − x = 1 − x/2 +O(x2) as x → 0, we have
vn =
(
0,2rn,−2r2n +O
(
r4n
))
, wn =
(
0,−2rn,−2r2n +O
(
r4n
))
.
A computation shows that
un := vn ×wn =
(−8r3n,0,0)+ en, |en| C1r5n,
where C1 is an absolute constant. Therefore,
σn := un|un| = (−1,0,0)+ fn, |fn| C2r
2
n,
again with some absolute constant C2. Now, let (x, y, z) ∈ n and let v′n := y − x, w′n := z− x.
By triangle inequality, we have
max
(∣∣vn − v′n∣∣, ∣∣wn −w′n∣∣) 2εr2n,
so that another elementary computation shows that σ ′n := (v′n ×w′n)/|v′n ×w′n| satisfies∣∣σn − σ ′n∣∣ C3ε, n = 1,2,3, . . .
for  sufficiently small. Moreover,
dist
(
ξ, 〈x, y, z〉)= ∣∣(ξ − x) · σ ′n∣∣
= ∣∣((ξ − an)+ (an − x)) · (σn + (σ ′n − σn))∣∣
 rn −C4εrn = rn2 (B.8)
if we choose ε = 1/2C4. By (B.3), we also have
M
(|ξ − x|, |ξ − y|, |ξ − z|)≈ rn, (x, y, z) ∈n, n = 1,2,3, . . . . (B.9)
P. Strzelecki, H. von der Mosel / Advances in Mathematics 226 (2011) 2233–2304 2303Combining (B.8) and (B.9), we estimate
∫
S2
∫
S2
∫
S2
F(x, y, z, ξ)p dH 2(x) dH 2(y) dH 2(z)

∞∑
n=1
∫ ∫ ∫
{(x,y,z)∈n}
F(x, y, z, ξ)p dH 2(x) dH 2(y) dH 2(z)

∞∑
n=1
(
πεr2n
)6 rpn
r
αp
n
≈
∞∑
n=1
(rn)
12+(1−α)p
= +∞ for (α − 1)p  12.
This completes the proof. 
Remark. One can check that a similar argument shows that
∫
U
∫
U
∫
U
∫
U
Fp = +∞ if (α − 1)p  12
whenever U is a patch of a C2 surface Σ ⊂R3 such that the Gaussian curvature of Σ is strictly
positive on U .
The phenomenon described in Proposition B.1 does not appear for the integrand
KR(x, y, z, ξ) = 1/R(x, y, z, ξ),
where R(x, y, z, ξ) denotes the radius of a circumsphere of four points of the surface—we simply
have 1/R = const for all quadruples of pairwise distinct points of a round sphere. However, one
can easily find examples of smooth surfaces for which 1/R → ∞ at some points: take e.g. the
graph of f (x, y) = xy near 0. It contains two straight lines and for every δ > 0 there are lots of
triangles with all vertices on these lines, all angles (say)  π/6 and diameter  δ. For each such
triangle  one can take a sphere S which has the circumcircle of  as the equatorial circle. The
radius of S is  δ and S intersects the graph of f at infinitely many points that are not coplanar
with vertices of .
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