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A Problem in Positive Systems Stability Arising
in Topology Control∗
Florian Knorn, Rade Stanojevic, Martin Corless and Robert Shorten
Abstract We present a problem in the stability of switched positive systems that
arises in network topology control. Preliminary results are given that guarantee sta-
bility of a network topology control problem under certain assumptions. Roughly
speaking, these assumptions reduce the underlying stability problem to a nonlinear
consensus problem with a driving term, that eventually becomes a Lur’e problem.
Simulation results are given to illustrate our algorithm. While these results indi-
cate that our assumptions can be removed, a proof of the general stability problem
remains open.
1 Introduction
Recent years have witnessed a growing interest in the control community in prob-
lems that arise when dynamic systems evolve over graphs. While the most high pro-
file of these applications are in consensus applications such as formation flying and
synchronisation problems, [4, 8, 11], many other applications have arisen where the
manner in which network topologies change affect the performance of algorithms
that are run over these networks. In such applications, an essential requirement is
that the topology of the graph be such that some properties required to support com-
munication and control are satisfied, the most basic of these being that the network
is connected. Considerations of this kind have given rise to the emerging field of
network topology control. Clearly, graph connectivity is an essential component in
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situations where a group of network nodes must work together, in a decentralised
manner, to achieve some global task. This issue of graph connectivity is therefore
very important and has achieved much attention in various contexts recently.
In this paper we describe a recently proposed decentralised topology control al-
gorithm [6] and suggest a simple way of adding weights to the states. This algorithm
was posed to overcome some common assumptions in topology control (namely,
that the underlying graph is symmetric). It exploits the fact that the rate of conver-
gence of certain algorithms evolving over a graph is a good proxy for graph con-
nectivity. Furthermore, this rate of convergence can be estimated in a decentralised
manner, and can therefore be used to regulate graph connectivity. Under the as-
sumption that the estimation problem and the control problem operate on different
time-scales, stability can be demonstrated using elementary arguments. In partic-
ular, we show that the feedback system reduces to a consensus problem with an
input, and it eventually becomes a scalar nonlinear system that can be analysed in
a Lur’e problem framework. Simulations are presented to illustrate the validity of
our results. These results also indicate that the feedback system is stable even when
a separation of time-scales is not present. This latter problem in positive systems
remains open and is posed in the concluding remarks of the paper.
2 Main results
In the context of this paper and the topology control problem discussed in [6], we
are interested in the following type of n-dimensional positive systems with an input
term:
x(k+1) = f
(
x(k),k
)
+u
(
x(k),k
)
1, x(0) = x0, k = 0,1,2, . . .
where, x(k) ∈ Rn+ are the states, f : Rn+×Z→ Rn+ is a continuous vector-valued
function, and u(x(k),k
) ∈ R is an input term, that, through 1= (1 . . . 1)T, is thus
equally added to all states and that we assume to be such that the system’s states do
not leave the positive orthant. We would then like to investigate under which condi-
tions the system’s states approach each other over time and, in the limit, eventually
all take the same value — which may be time-varying, depending on the input term.
More formally, we are looking for conditions such that limk→∞
(
xi(k)−x j(k)
)
= 0
for all i, j ∈ {1, . . . ,n}.
2.1 Affine case
Before stating our more general result we would like to present a more easily es-
tablished result which can be obtained when the function f takes a particular linear
form: f
(
x,k
)
= P(k)x where P(k)∈Rn×n is a sequence of primitive, row-stochastic
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(and thus non-negative) matrices with strictly positive main diagonal entries. This
special form is often encountered in distributed averaging or consensus applications,
for instance.
Theorem 1. Let P(k) ∈ Rn×n be a sequence of matrices taken from a finite set of
primitive, row-stochastic matrices with strictly positive main diagonal entries, and
u(x(k),k
)
a sequence of real, non-negative numbers. If x(k) ∈Rn+ evolves for some
x(0) = x0 ∈Rn+ according to
x(k+1) = P(k)x(k)+u
(
x(k),k
)
1 (1)
where 1= (1 . . . 1)T, the elements of x(k) will approach each other over time, that
is limk→∞ xi(k)−x j(k) = 0 for all i, j ∈ {1, . . . ,n}.
Proof. Given in [6]. uunionsq
2.2 General case
The previous result can be extended to classes of nonlinear consensus operators
using the recent results of [7]. Borrowing its notation, we get:
Theorem 2. Let G (k) =
(
V ,A (k)
)
be a sequence of strongly connected graphs2,
u
(
x(k),k
)
a sequence of finite real numbers and f a map on Rn ×Z satisfy-
ing the following. Associated to each directed graph G =
(
V ,A
)
with node set
V = {1, . . . ,n}, each node i ∈ V and each state x ∈ Rn+, there is a compact set
Ei(A )(x)⊂R satisfying:
1. fi(x,k) ∈ Ei
(
A (k)
)
(x) ∀k ∈N ∀x ∈Rn+,
2. Ei(A )(x) = {xi} whenever the states of node i and its neighbouring nodes j are
all equal,
3. Ei(A )(x) is contained in the relative interior of the convex hull of the states
of node i and its neighbouring nodes j whenever the states of node i and its
neighbouring nodes j are not all equal,
4. Ei(A )(x) depends continuously on x, that is, the set-valued function Ei(A ) :
Rn+⇒R+ is continuous.
Then, if the states x(k) ∈ Rn+ evolve for some initial condition x(0) = x0 ∈ Rn+
according to
x(k+1) = f
(
x(k),k
)
+u
(
x(k),k
)
1
where 1= (1 . . . 1)T, the elements of x(k) will approach each other over time, i. e.
limk→∞
(
xi(k)−x j(k)
)
= 0 for all i, j ∈ {1, . . . ,n}.
Proof. Given in [6]. uunionsq
2 That is, there is a directed path connecting any two nodes in the network.
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Remark. Put simply, the theorem’s four conditions require that the updated state
of each node must be a strict convex combination of its own and its neighbours’
states, and that the update function must be continuous.
3 Application of main result
3.1 Distributed averaging and topology control
Consensus or distributed averaging algorithms have been the subject of an inordi-
nate amount of attention in the past decade, as they arise in applications such as
distributed sensing, clock synchronisation, flocking, or fusion of Kalman filter data;
see for instance [2, 4, 9, 10]. Since the rate at which these algorithms converge
strongly depends on structural properties of the network of nodes they are run on,
it is an interesting problem to try to somehow regulate the topology of the graph in
order to ultimately control the speed at which consensus will be achieved. But as
control usually requires some form of measurement and feedback of the quantity of
interest, in this case one would need to be able to determine the level of connectivity.
While the primary focus of the present paper is neither on the properties nor the
dynamics of consensus algorithms, we recall that the second eigenvalue in magni-
tude of the averaging matrix3 determines the rate at which the nodes in a network
achieve consensus. Classically, the second smallest eigenvalue of the Laplacian (or
transition Laplacian) matrix of a graph has been used as an algebraic measure for
connectivity, [1, 3]. However, Laplacians are usually only defined for symmetric
graphs, a restriction that we would like to avoid. In that regard, the second eigen-
value of an averaging matrix is also an excellent candidate measurement to indicate
the degree of connectivity of an entire graph (whether the underlying graph is di-
rected or not). It also has the added benefit of being able to be estimated locally.
In [6] we describe several methods of estimating this important, global quantity
in a distributed way. With the algorithms provided therein, each node in a network
is able to estimate the second eigenvalue using only local, readily available infor-
mation. In wireless networks (or, on a more abstract level, geometric graphs), this
would offer the abovementioned possibility to control or maintain a certain level of
interconnectedness: Each node could reduce or expand its communication radius if
the connectivity is estimated to be larger or smaller than required (as decreasing or
increasing this radius will lead to reducing or increasing the number of neighbours,
hence changing connectivity). That such a strategy is well posed is evident and fol-
lows from the basic observation that if all nodes increase their communication radii
sufficiently, then the graph will eventually achieved the desired level of connected-
ness. Let us investigate this control application more concretely in the following.
3 Many distributed averaging algorithms can be written as x(k+ 1) = Px(k) where x(k) is the
vector containing the states of all the nodes in the network, at time k. The row-stochastic, so-called
averaging matrix P describes how each node averages its own value with that of its neighbors.
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3.2 Control strategy
Given a wireless network, we wish to adjust the communication radius of each node
in the network r1, . . . ,rn > 0 using the estimates of the second eigenvalue in magni-
tude of the averaging matrix, λ , with the ultimate objective of regulating λ to some
neighbourhood of a target value; namely so that
∣∣λ −λ∗∣∣ < ε for some λ∗ ∈ (0 ,1)
and ε > 0. Since there will always be more than one set of communication radii
{r1 , . . . ,rn } that will guarantee this objective, we shall propose a control law that
guarantees that the closed loop algorithm converges to a unique, single radius used
by all nodes. Although this additional requirement is made to facilitate analytical
tractability (that is, uniqueness of the solution), it can also be motivated from a
practical standpoint: Having all nodes use the same broadcast radius helps to achieve
similar battery lifetimes of the nodes, which is desirable in many applications. How-
ever, our framework is sufficiently general to allow other quantities of interest to be
included in the control law design (but the convergence proofs will change accord-
ingly). For instance, relaxing the requirements on the communication radii, one may
require all nodes to have an equal number of neighbours (which would also yield a
unique radius distribution).
To achieve this, we propose updating the individual node radii using a convex
combination of their neighbours’ radii, plus an input term that depends on the esti-
mated second largest eigenvalue, that is we feed back of the current level of connec-
tivity.4 Specifically, we suggest the following decentralised control law
r(k+1) = Pc(k)r(k)+η
[
λ (k)−λ∗]1 (2)
for some initial, strictly positive radius distribution r(0) = r0 which guarantees a
strongly connected graph. Here Pc(k) is a sequence of primitive, row-stochastic av-
eraging matrices on the graphs induced by r(k), λ (k) is the magnitude of the second
largest eigenvalue of the averaging matrix P as in Footnote 3 for the graph topol-
ogy at time k, and η > 0 is a suitable control gain. To be fully precise, we could
write λ
(
r(k)
)
to highlight that the second eigenvalue is ultimately a function of
the topology of the graph, which in turn is dependent on r(k). Unfortunately both
dependencies are rather complex in nature and hard to determine or express ana-
lytically. However, it can be shown that λ (k) may be treated as a sector bounded
nonlinearity so that it can be treated in a Lur’e framework, [5]: Both Theorems 1
and 2 will guarantee that the control law forces all the radii, over time, to a common
value. In other words, (2) will eventually become a scalar relation, so that the stabil-
ity and convergence properties of the controlled system will eventually be governed
by the scalar, positive system
x(k+1) = x(k)+u
(
x(k),k
)
4 Note that we assume a certain separation of time scales between the estimation and the control
scheme, i. e. we assume that the estimators have successfully converged to an exact estimate that
is hence common to all nodes in the network.
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Since the properties of such systems are well understood, the above theorems offer
interesting possibilities for the design of further control laws. This also allows us
to determine how the control gain η must be chosen so that the closed loop system
is stable, which is reported in depth in [6]. Note again, that any other consensus
scheme (to which Theorem 2 can be applied) may be used as well. Also, we would
like to stress that the proposed controller is decentralised in that each node only
requires the radius information of its neighbours — information that can easily be
broadcast along the communication that is necessary to run the algorithm used for
estimating λ (k) in the first place.
Remark. Let us comment on possible connectivity issues when using the above
control law. When λ∗ is chosen very close to one, it may be possible that in some
iteration the control law would adjust (reduce) the communication radii so much
that network becomes disconnected. This can either be prevented by using a much
smaller control gain than necessary for stability (which guarantees that λ∗ is ap-
proached without overshoot), or by introducing a “minimum radius” that the nodes’
radii are not allowed to fall below and that is large enough to guarantee that the
graph always remains strongly connected.
3.3 Weighting
In the scheme presented above, all nodes eventually reach a common radius. Now,
imagine a setting where some nodes (say, nodes 17 and 25) are equipped with a
longer-lasting power supply than others. In that case, these “special” nodes should
be allowed to use a larger broadcast radius relative to the consensus value of the
other, “ordinary” nodes. This would be an example of a situation were a certain
“weighting” is applied to the states of each node. We shall now see that this can
easily be incorporated in our set-up, without changing the convergence proofs.
Let W := diag{wi} with wi > 0 for i = 1, . . . ,n be the n×n diagonal matrix with
positive entries wi along its main diagonal, and let r˜ :=W−1r. Then, run the control
strategy for the “auxiliary” states r˜ — which will converge to a common value —
but recover and utilise the “weighted” radii using r =Wr˜. In the example above,
this would mean that setting w17 = w25 = 2, and wi = 1 for all other nodes.
Remark. The proposed weighting could also be used in a slightly more elaborate
way. For instance, a node’s weight could be made a function of the remaining battery
power, such that it is decreased over time as its battery is getting emptied. This way,
nodes with little remaining battery power are allowed to use smaller radii than others
so that they can “survive” a little bit longer: As their weight decreases, so will their
communications radius, relative to the other nodes in the network. However, one will
need to assure that the radius is not decreased too much so that the node disconnects
from the network (see the remark at the end of the previous subsection).
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4 Simulation Results
Let us now present some simulations that demonstrate our results. They all show
experiments on networks with 200 nodes and randomly distributed initial radii in
the [0.05 , 0.95 ] interval,5 in which the second largest eigenvalue in magnitude was
regulated to some desired value. Depicted are the evolution over time of the second
eigenvalue together with the nodes’ radii.
λ
−→
r i
−→
Time step k −→0 5 10 15 20 25 30 35 40
0
0.2
0.4
0.6
0.8
1
0
0.2
0.4
0.6
0.8
1
λ
−→
r i
−→
Time step k −→0 5 10 15 20 25 30 35 40
0
0.2
0.4
0.6
0.8
1
0
0.2
0.4
0.6
0.8
1
(a) (b)
Fig. 1 Evolution of the second eigenvalue λ (k) of the averaging matrix (upper subplots) and the
individual nodes’ communication radii ri(k) (lower plots) in two networks of 200 nodes for (a)
λ∗ = 0.9 and (b) λ∗ = 0.2.
Both Figures 1(a) resp. (b) show situations where the nodes were to achieve
λ∗ = 0.9 resp. λ∗ = 0.2 using a common communication radius. It can be seen that at
first the radii converge to a common value and then, on a slower time scale, change
such that the second eigenvalue reaches the desired value.
Figure 2 shows two examples where the nodes’ states were weighted. In (a), we
simulate the setting where two nodes are equipped with different power supplies
than the others. This presents an application of weighting the states as mentioned
in Subsection 3.3. We picked two nodes which we wanted to use twice resp. half
the radius as the other nodes in the network. This was achieved by setting the cor-
responding weights to 2 resp. 0.5. As can be seen in the plot, the second largest
eigenvalue of the network converges quickly to its desired value of λ∗ = 0.9, and
the nodes’ radii all converge to a common value but for the two special nodes of
different weighting.
An example for the remark at the end of Subsection 3.3 is given in Figure 2(b).
Whilst again regulating the second largest eigenvalue in magnitude, we started to
successively reduce one node’s weight starting at time k = 40. The plots show that
the desired level of connectivity is, again, quickly achieved and maintained through-
out. However, after k = 40 one node’s radius decreases bit by bit whereas the other
5 We deliberately chose different initial radii to show that consensus is achieved on these values.
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(a) (b)
Fig. 2 Evolution of λ (k) and the individual nodes’ radii ri(k) in two networks of 200 resp. 50
nodes as the second eigenvalue is regulated to λ∗ = 0.9. In (a) two nodes where to have twice resp.
half the radius as their peers; in (b) one node’s weight was successively reduced starting at k = 40.
nodes’ radii all commonly increase, slightly, to counter the effect of the reduction in
radius of the special node.
5 Conclusion and future directions
In the context of consensus algorithms, we presented two theorems that provide
conditions for the convergence of the states to a common value, even when there
are inputs to the system. We also suggested a simple modification that allows for
different weightings to be applied to the states. We then used these results to control
the topology of wireless networks or geometric graphs in general. The proposed
decentralised control law, which adjusts the communication radii of the nodes so
that the overall network achieves a predefined level of connectivity, poses such a
consensus problem with inputs, and possible weighting of the states.
This leads us to the more general, open problem of finding consensus conditions
for systems of the type
x(k+1) = f
(
x(k) , k
)
+g
(
x(k) , λ˜(k) , k
)
where f is some convex function of the system’s states, and g is a function of the
(local) states and the (local) estimates λ˜i(k) of the second largest eigenvalue of the
averaging matrix of the graph. These systems are encountered when we drop the
assumption of separation of time scales of estimation and control scheme, or in
certain distributed optimisation problems, when g represents the derivative of some
convex cost function.
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