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3.2 Iskanje v širino . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.3 Algoritem A* . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.4 Algoritem sledenja zidu . . . . . . . . . . . . . . . . . . . . . . 25
3.5 Algoritem Pledge . . . . . . . . . . . . . . . . . . . . . . . . . 27
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Povzetek
Naslov: Igrifikacija algoritmov za tvorbo labirintov in iskanje poti v njih
Avtor: Jan Lovšin
V okviru diplomske naloge smo s pomočjo orodja Unity izdelali igro za
predstavitev delovanja različnih algoritmov za tvorbo labirintov in iskanje
poti v njih. Igra ponuja različne igralne načine in z vsakim nam poiskuša
prikazati delovanje posameznih algoritmov. Eden izmed igralnih načinov
nam omogoča tvorbo labirintov z devetimi različnimi algoritmi. Drugi nam
omogoča reševanje labirintov s šestimi različnimi algoritmi in njihovimi kom-
binacijami. Tretji igralni način pa je namenjen tistim, ki si želijo razmigati
možgane, saj vnaprej pripravi naključne labirinte in izrǐse pot, ki ji morajo
uporabniki slediti s pomočjo sestavljanja iskalnih algoritmov, da uspešno
rešijo labirint. Igra je zasnovana tako, da nam omogoča čim večji nadzor
nad izvajanjem algoritmov (upočasnjevanje, ustavljanje, premik za en korak,
izpis podatkov med izvajanjem algoritmov).
Ključne besede: Unity, labirint, igra v dveh dimenzijah, algoritmi.

Abstract
Title: Gamification of algorithms for generating and solving labyrinths
Author: Jan Lovšin
In this thesis, we developed a Unity-based game to visualize different algo-
rithms for generating labyrinths and finding paths through them. The game
offers different modes to present the algorithms in different ways. One of the
game modes allows us to generate labyrinths using nine different algorithms.
Another enables us to solve labyrinths with six different algorithms and their
combinations. The last game mode is intended for users who are looking
for some brain stimulation, as it prepares random labyrinths in advance and
plots the path that users have to follow by combining search algorithms in
order to successfully solve the labyrinth. The game is designed to give us
as much control over the execution of algorithms as possible (slowing down,
stopping, step-by-step execution, showing relevant data during execution).




Labirinti so eden izmed najstareǰsih simbolov človeštva. V grški mitologiji je
bil labirint pretkana in zapletena struktura, ki jo je zgradil umetnik Dedal za
kralja Minosa v Knososu. Glavna naloga Dedalovega labirinta je bila zadržati
Minotavra [10].
Labirinti so prisotni po vsem svetu in so zelo različnih oblik, vendar si vsi
delijo skupno zasnovo. Delimo jih na tiste, ki imajo več poti od vstopne do
izstopne točke ali vsebujejo zanke, in na tiste, ki imajo eno samo pot [8].
Slika 1.1: Labirint v naravi.
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1.1 Motivacija za diplomsko temo
V današnjih časih se labirinti večinoma uporabljajo za laǰsanje stresa ter
za vzpodbujanje kreativnosti, ustvarjalnosti in veščin reševanja problemov.
Labirinte najdemo tako v fizični kot v digitalni obliki, denimo v računalnǐskih
igrah. V okviru diplomske naloge se bomo osredotočili zgolj na računalnǐske
igre, saj lahko preko njih vsakemu uporabniku prinesemo veselje reševanja in
ustvarjanja labirintov kar na domač zaslon.
1.2 Cilj diplomske naloge
Glavni cilj diplomske naloge je izdelati igro za mobilne naprave, ki omogoča
ustvarjanje in reševanje labirintov, poleg tega pa na pregleden in poučen
način prikazuje natančno delovanje posameznih algoritmov. Zaradi teh po-
treb je pomembno, da igra ponuja več igralnih načinov. Najprej potrebujemo
možnost izdelave labirinta po želji uporabnika. Igra omogoča tudi reševanje
izdelanega labirinta, to pa dosežemo z raznimi algoritmi za iskanje poti. Poleg
tega si želimo čim večjo stopnjo razširljivosti, zato moramo uporabniku po-
nuditi možnost, da algoritme kombinira. Če uporabnik ne želi ustvariti svo-
jega labirinta, mu ponudimo možnost, da ga avtomatsko ustvari s pomočjo
tvorbenih algoritmov. S pomočjo navedenih funkcionalnosti uporabnikom
prikažemo, kako določeni algoritmi delujejo. Zadnja funkcionalnost, ki jo
še želimo vključiti, je reševanje že vnaprej pripravljenih labirintov. To po-
meni, da uporabniku prikažemo labirint in pot, ki ji mora slediti s pomočjo
kombiniranja algoritmov, da lahko labirint uspešno reši.
V poglavju 2 najprej predstavimo algoritme za tvorbo labirintov. Sledi
poglavje 3, kjer so predstavljeni algoritmi za iskanje poti. Ker je namen
diplomske naloge ustvariti igro, je njena implementacija opisana v poglavju
4. Poglavje 5 pa podaja pregled dela in možne izbolǰsave.
Poglavje 2
Tvorbeni algoritmi
S tvorbenimi algoritmi lahko ustvarjamo popolne labirinte [6, 2]. Delimo jih
na algoritme, ki pričnejo s prazno površino in med izvajanjem dodajajo stene
med sosednje celice, in na algoritme, ki pričnejo s stenami med vsemi pari
sosednjih celic, med izvajanjem pa stene postopno odstranjujejo.
V naslednjih podpoglavjih se bomo ukvarjali z algoritmi, ki pričnejo z
vsemi možnimi stenami, nato pa poti ustvarjajo z odstranjevanjem sten. Vsi
opisani algoritmi bodo ustvarjali popolne labirinte. Popolni labirinti imajo
povezane vse poti in ne vsebujejo celic, ki jih ne bi mogli obiskati. Vedno
obstaja ena sama pot med poljubnima celicama. Ustvarjeni labirinti ne vse-
bujejo zank. V večini so algoritmi pristranski, spoznali pa bomo tudi dva, ki
nista. Pristranski algoritmi so tisti, ki ustvarijo določene vrste labirintov z
večjo verjetnostjo kot druge [24].
Algoritmi za tvorbo labirintov obravnavajo labirint kot graf, v katerem
celice ustrezajo vozlǐsčem, odsotnost sten pa povezavam: par vozlǐsč je po-
vezan natanko tedaj, ko med pripadajočima celicama ni stene. Algoritmi za
tvorbo labirintov so zato podobni algoritmom za preiskovanje grafov.
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2.1 Iskanje v globino
Algoritem je znan tudi kot
”
recursive backtracker“ in deluje enako kot iskanje
v globino pri grafih [7]. Pri uporabi v labirintih je razlika samo v tem, da ob
vsakem vozlǐsču izberemo naključno povezavo. Algoritem večinoma imple-
mentiramo s pomočjo sklada, ki deluje po principu LIFO (zadnji noter, prvi
ven) [4]. Zaradi potreb sklada potrebujemo tudi nekaj dodatnega spomina.
Pri implementaciji algoritma se držimo naslednje psevdokode:
Algoritem 1: Iskanje v globino
Izberemo naključno celico in jo dodamo na sklad S.
while Sklad S ni prazen do
Za trenutno celico vzamemo celico z vrha sklada S.
Označimo, da je bila trenutna celica obiskana.
Poǐsčemo vse sosede trenutne celice.
if Obstajajo sosedje then
Naključno razporedimo sosede in jih potisnemo na sklad S.
Ustvarimo pot med trenutno celico in celico na vrhu sklada S.
Na sliki 2.1 opazimo, da se algoritem v vsakem koraku naključno odloči,
katerega neobiskanega soseda bo obiskal, in to ponavlja, dokler obstajajo
sosedje, ki še niso bili obiskani.
Slika 2.1: Iskanje v globino, preden algoritem doseže celico brez neobiskanih
sosedov.
Vidimo, da so bili vsi sosedje trenutne celice že obiskani, zato se algoritem
vrne za dve celici nazaj, kjer najde novega soseda, ki še ni bil obiskan, in
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nadaljuje pot. Postopek je razviden na sliki 2.2.
Slika 2.2: Iskanje nove celice z neobiskanimi sosedi in nadaljevanje poti.
Sedaj algoritem nima več na voljo neobiskanih celic, zato bo sestopil do
začetne celice, izpraznil sklad S in se ustavil, kar je razvidno na sliki 2.3.
Slika 2.3: Algoritem izprazni sklad in konča izvajanje.
2.2 Algoritem lovi & ubij
Algoritem lovi & ubij deluje na podoben način kot iskanje v globino, edina
razlika je v načinu pridobivanja nove celice v primeru, da trenutna celica pri
iskanju nima na voljo neobiskanih celic. Ta algoritem ne potrebuje sklada:
če ne moremo nadaljevati poti, si naključno izberemo novo celico. Za lažje
razumevanje oglejmo naslednjo psevdokodo:
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Algoritem 2: Algoritem lovi & ubij
Za trenutno celico izberemo naključno celico.
while Obstaja neobiskana celica v labirintu do
Označimo, da je bila trenutna celica obiskana.
while Trenutna celica vsebuje neobiskanega soseda do
Izberemo naključnega neobiskanega soseda in ustvarimo pot
med celicama.
Trenutna celica postane sosednja celica.
Poǐsčemo novo neobiskano celico, ki je soseda že obiskane celice
in jo nastavimo kot trenutno celico.
Kot je prikazano na sliki 2.4, algoritem gradi pot, dokler ima celica na
voljo neobiskane sosede (enako kot pri DFS).
Slika 2.4: Izvajanje algoritma lovi & ubij.
Nato vstopimo v fazo
”
lovljenja“ in poǐsčemo celico, ki še ni bila obiskana
in je soseda obiskane celice (slika 2.5).
Slika 2.5: Algoritem najde novo celico in nadaljuje izvajanje.
Diplomska naloga 7
2.3 Binarno drevo
Algoritem binarnega drevesa je sposoben ustvariti popoln labirint, ne da
bi dodatno shranjeval kakršnakoli stanja v spominu. Od vseh algoritmov je
najenostavneǰsi in najhitreǰsi, saj vsako celico obravnava posebej. Na začetku
izvajanja algoritma si moramo izbrati kombinacijo smeri:
A = {navzgor, navzdol }
B = { levo, desno }
V našem primeru si bomo izbrali kombinacijo:
C = {navzdol, desno }
Algoritem binarnega drevesa je zelo enostaven:
Algoritem 3: Binarno drevo
Za trenutno celico izberemo naključno celico.
while Obstaja neobiskana celica v labirintu do
Označimo, da je bila trenutna celica obiskana.
Odločimo se, ali ustvarimo pot s spodnjo ali z desno sosednjo
celico. Če poti ne moremo ustvariti s spodnjo celico, jo
ustvarimo z desno in obratno.
Za trenutno celico vzamemo novo neobiskano celico.
Potek algoritma lahko spremljamo na sliki 2.6. V prvi vrstici opazimo,
da lahko pot ustvarimo samo z desno celico. V ostalih vrsticah pa lahko
izbiramo med potjo navzdol ali desno.
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Slika 2.6: Izvajanje algoritma binarnega drevesa.
2.4 Algoritem Aldous-Broder
Algoritem je preprost, ne potrebuje dodatnega spomina in je eden izmed
algoritmov, ki ustvari labirint brez kakršnihkoli pristranskosti. Žal pa je
zaradi svoje
”
naključne“ narave zelo počasen:
Algoritem 4: Algoritem Aldous-Broder
Za trenutno celico izberemo naključno celico.
while Obstaja neobiskana celica v labirintu do
Označimo, da je bila trenutna celica obiskana.
Izberemo soseda trenutne celice.
if Sosed še ni bil obiskan then
Ustvarimo pot med trenutno celico in sosedom.
Trenutna celica postane sosednja celica.
Na sliki 2.7 je razvidno, da se celica v 3. koraku vrne na že obiskano celico.
Enaka stvar se zgodi še mnogokrat in zaradi tega ne moremo napovedati,
koliko časa bo algoritem tekel.
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Slika 2.7: Izvajanje algoritma Aldous-Broder.
2.5 Primov algoritem
Primov algoritem je požrešen algoritem za tvorbo minimalnih vpetih dreves
za utežene povezane grafe [3]. Minimalna vpeta drevesa so drevesa, ki imajo
minimalno skupno težo vseh povezav. Za potrebe ustvarjanja labirintov pa
lahko na taka drevesa pozabimo, saj so cene vseh povezav enake:
Algoritem 5: Primov algoritem
Za trenutno celico izberemo naključno celico in jo označimo, da je
bila obiskana.
Poǐsčemo neobiskane sosede trenutne celice in jih dodamo v množico
M .
while Obstaja neobiskana celica v labirintu do
Za trenutno celico naključno izberemo celico iz množice M .
Označimo, da je bila trenutna celica obiskana.
Ustvarimo pot z naključno obiskano sosednjo celico.
Trenutno celico odstranimo iz množice M .
Poǐsčemo neobiskane sosede trenutne celice in jih dodamo v
množico M , če še niso vsebovane.
Delovanje algoritma si lahko ogledamo na sliki 2.8. Kot vidimo, algoritem
na vsakem koraku izbere naključno celico iz množice M in to ponavlja, dokler
ne obǐsče vseh celic.
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Slika 2.8: Izvajanje Primovega algoritma.
2.6 Kruskalov algoritem
Tudi ta algoritem spada med požrešne algoritme in tvori minimalna vpeta
drevesa [3], le da v množico dodaja povezave namesto celic:
Algoritem 6: Kruskalov algoritem
Ustvarimo vse možne povezave med celicami in jih dodamo v
množico M .
Vsaki celici dodelimo svojo unikatno množico.
while Množica M ni prazna do
Iz množice M izberemo naključno povezavo.
if Če povezava (dve celici) pripada dvema različnima množicama
then
Ustvarimo pot med celicama in združimo njuni množici.
Odstranimo povezavo iz množice M .
Kot vidimo na sliki 2.9, algoritem ob vsakem koraku izbere naključno
celico, ustvari pot z naključno sosedo in združi njuni množici.
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Slika 2.9: Izvajanje Kruskalovega algoritma.
Algoritem se izvaja, dokler ne obǐsče vseh celic. Nazadnje vse celice pri-
padajo eni skupni množici.
Slika 2.10: Nadaljevanje izvajanja algoritma.
2.7 Algoritem Sidewinder
Algoritem je podoben algoritmu binarnega drevesa, razlikuje se le v tem, da
se mora posvetiti celotni vrstici namesto eni sami celici. Tudi tukaj izbiramo
kombinacijo iz dveh množic:
A = {navzgor, navzdol }
B = { levo, desno }
V našem primeru si bomo izbrali novo množico C:
C = {navzdol, desno }
Nato se držimo naslednje psevdokode:
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Algoritem 7: Algoritem Sidewinder
Za trenutno vrstico izberemo najbolj spodnjo vrstico.
while Obstaja neobiskana vrstica v labirintu do
Trenutna celica je prva celica v trenutni vrstici (najbolj leva
celica).
while Obstaja celica v vrstici do
Trenutno celico dodamo v množico V .
Za trenutno celico se odločimo, ali bomo ustvarili pot z desno
sosednjo celico.
if Poti ne želimo ustvariti then
Izberemo naključno celico iz množice V in ustvarimo pot s
spodnjo sosednjo celico.
Izpraznimo množico V .
Trenutna celica postane desna sosednja celica.
Izberemo naslednjo vrstico za trenutno vrstico.
Slika 2.11 prikazuje dodajanje celic v množico V . Če se celica doda v
množico V , jo označimo z
”
X“. V našem primeru v prvi vrstici dodamo vse
celice v množico V , saj ne moremo ustvariti poti navzdol.
Slika 2.11: Izvajanje algoritma Sidewinder.
Od druge vrstice naprej algoritem z določeno verjetnostjo ustvari pot de-
sno in celico doda v množico V (označba
”
X“). Če poti ne ustvari, naključno
izbere celico iz množice V in ustvari pot navzdol (slika 2.12).
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Slika 2.12: Nadaljevanje izvajanja algoritma.
2.8 Ellerjev algoritem
Ellerjev algoritem je zanimiv, saj lahko tvori neskončno velika drevesa v
linearno naraščajočem času. To doseže zaradi tega, ker mora v vsakem koraku
opazovati samo trenutno vrstico.
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Algoritem 8: Ellerjev algoritem
Za trenutno vrstico izberemo najbolj spodnjo vrstico.
while Obstaja neobiskana vrstica v labirintu do
Trenutna celica je prva celica v trenutni vrstici (najbolj leva
celica).
while Obstaja celica v vrstici do
if Trenutna celica ne pripada nobeni množici then
Trenutno celico dodamo v novo množico.
if Trenutna celica in desna sosednja celica ne pripadata isti
množici then
Z določeno verjetnostjo ustvarimo pot med celicama in ju
dodamo v isto množico.
Trenutna celica postane desna sosednja celica.
foreach Množica M v trenutni vrstici do
Ustvarimo vsaj eno pot z zgornjo celico.
Izbrane zgornje celice se dodajo v množico M .
Trenutna vrstica postane naslednja vrstica.
Primer izvajanja algoritma je prikazan na sliki 2.13. Če celica še ne
pripada nobeni množici, jo dodamo v novo množico. Če sosednji celici ne
pripadata isti množici, z določeno verjetnostjo ustvarimo pot med njima in
ju dodamo v isto množico. Algoritem se nadaljuje, dokler ne obǐsče zadnje
celice.
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Slika 2.13: Izvajanje Ellerjevega algoritma.
2.9 Wilsonov algoritem
Wilsonov algoritem je poleg Aldous-Broderjevega še en primer algoritma, ki
pri ustvarjanju labirintov nima pristranskosti:
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Algoritem 9: Wilsonov algoritem
Izberemo naključno celico in jo označimo, da je bila obdelana.
Ponovno izberemo novo naključno celico, ki še ni bila obdelana, in jo
nastavimo za trenutno celico.
Trenutno celico si shranimo v spomin kot celico Z.
while Obstajajo neobdelane celice v labirintu do
while Trenutna celica še ni bila obdelana do
Izberemo soseda, na celici označimo, v katero smer smo se
premaknili s trenutne celice na sosednjo (navzgor, levo,
desno, navzdol).
Trenutna celica postane sosednja celica.
Za trenutno celico nastavimo celico Z.
while Trenutna celica še ni bila obdelana do
Trenutna celica je obdelana.
Trenutna celica se premakne v smeri označene poti na njej in
ustvari pot med celicama.
Algoritem najprej izbere naključno celico in jo označi kot obdelano. Nato
si izbere novo celico in prične z iskanjem poti do preǰsnje obdelane celice
(bela celica), kot prikazuje slika 2.14. Na sliki je začetna celica pri iskanju
nove poti označena z oranžno, celice, ki jih obǐsčemo med iskanjem nove
poti, so označene z rdečo, puščice pa označujejo smeri premikov. Iskanje
nove poti poteka enako kot pri algoritmu Aldous-Broder, kjer algoritem v
vsakem koraku izbere kateregakoli soseda in označi smer premika.
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Slika 2.14: Iskanje poti do obdelane celice.
Na sliki 2.15 vidimo, da smo naleteli na obdelano celico in se zaradi tega
premaknemo na začetno celico nove poti (oranžno celico). Z začetne celice
začnemo slediti smerem, ki so označene s puščicami, dokler ne dosežemo že
obdelane celice.
Slika 2.15: Ustvarjanje poti.
Po izdelavi nove poti ponovno izberemo novo naključno celico in pono-
vimo postopek (slika 2.16).
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Slika 2.16: Nadaljevanje izvajanja algoritma.
Poglavje 3
Preiskovalni algoritmi
Za iskanje poti v labirintih poznamo več različnih preiskovalnih algoritmov [25].
Ločimo jih na tiste, ki v pomnilniku vseskozi hranijo celoten labirint, in tiste,
ki lahko v vsakem trenutku pridobijo le podatke o sosedih trenutne celice.
Najprej bomo spoznali tri algoritme za iskanje najkraǰse poti (DFS, BFS,
A*), ki hranijo celoten labirint v pomnilniku in nam bodo zato vrnili naj-
deno pot. Spoznali pa bomo še tri take (sledilec zidu, Pledge, naključna
mǐs), ki labirinta ne hranijo in si samo želijo doseči ciljno celico. Ti algo-
ritmi se večinoma uporabljajo pri robotih [1]. Za vse opisane algoritme bomo
predvidevali, da vedno obstaja pot od začetne do ciljne celice.
3.1 Iskanje v globino
Iskanje v globino je algoritem za preiskovanje grafov [7]. Algoritem prične
z nekim določenim vozlǐsčem grafa in najprej razǐsče neko vejo do zadnjega
lista. Ko nima več vozlǐsč za preiskovanje, se vrne nazaj in poskuša po drugi
veji, dokler ne najde ciljnega vozlǐsča. Algoritem je implementiran s pomočjo
sklada. Za iskanje poti v labirintu ga prilagodimo takole:
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Algoritem 10: Iskanje v globino
Izberemo začetno celico in jo dodamo na sklad S.
do
Za trenutno celico vzamemo celico na vrhu sklada S.
Poǐsčemo vse sosede (ni zidu med celicama) trenutne celice in jih
razporedimo (levi, zgornji, spodnji, desni).
if Obstajajo sosedje then
Sosedom označimo, da imajo za starša trenutno celico.
Sosede potisnemo na sklad S.
while Trenutna celica ni ciljna celica
Rešitveno pot rekonstruiramo s pomočjo označenih staršev.
Algoritmu na sliki 3.1 smo nastavili prioritetne smeri (levo, gor, dol, de-
sno). Iskanje v globino izvajamo tako, da z igralcem (modri krog) ǐsčemo cilj
(zelen kvadrat).
Slika 3.1: Iskanje ciljne celice.
Igralec nima več na voljo neobiskanih celic, zato se vrne za dve celici nazaj
in nadaljuje pot (slika 3.2).
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Slika 3.2: Iskanje ciljne celice.
Igralec je našel ciljno celico, zato nam algoritem s pomočjo označenih
staršev vrne najdeno pot (slika 3.3).
Slika 3.3: Izris najdene poti.
3.2 Iskanje v širino
Iskanje v širino je tudi algoritem za preiskovanje grafov [5]. Algoritem prične
z določenim vozlǐsčem grafa in najprej razǐsče vse povezave tega vozlǐsča,
nato se premakne po povezavi do novega vozlǐsča in nadaljuje preiskovanje
vseh povezav novega vozlǐsča, dokler ne najde ciljnega vozlǐsča. Algoritem je
ponavadi implementiran s pomočjo vrst, ki delujejo po principu FIFO (prvi
noter, prvi ven) [4]. Primer psevdokode za labirinte:
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Algoritem 11: Iskanje v širino
Izberemo začetno celico in jo dodamo v vrsto V .
do
Za trenutno celico vzamemo celico iz vrste V .
Poǐsčemo vse sosede (ni zidu med celicama) trenutne celice in jih
razporedimo (levi, zgornji, spodnji, desni).
if Obstajajo sosedje then
Sosedom označimo, da imajo za starša trenutno celico.
Sosede uvrstimo v vrsto V .
while Trenutna celica ni ciljna celica
Rešitveno pot rekonstruiramo s pomočjo označenih staršev.
Algoritmu na sliki 3.4 smo nastavili prioritetne smeri (levo, gor, dol, de-
sno). Iskanje v širino izvajamo tako, da z igralcem (modri krog) ǐsčemo cilj
(zelen kvadrat).
Slika 3.4: Iskanje ciljne celice.
Igralec je našel ciljno celico, zato nam algoritem s pomočjo označenih
staršev vrne najdeno pot (slika 3.5).
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Slika 3.5: Izris najdene poti.
3.3 Algoritem A*
Algoritem A* je algoritem za preiskovanje grafov in se velikokrat uporablja
zaradi svoje fleksibilnosti [11]. Algoritem lahko daje dobre rezultate, saj
s pomočjo hevrističnih ocen poiskuša izbrati najbolǰse povezave v vsakem
koraku. Algoritem prične z nekim vozlǐsčem grafa in pregleda vse povezave.
Med povezavam razvije tisto vozlǐsče, ki minimizira oceno:
f(n) = g(n) + h(n)
V zgornji enačbi nam g(n) predstavlja ceno poti od začetnega vozlǐsča do
vozlǐsča n, h(n) pa predstavlja hevristično oceno najceneǰse poti od vozlǐsča
n do ciljnega vozlǐsča [13]. Primer psevdokode za labirinte:
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Algoritem 12: Algoritem A*
Izberemo začetno celico in jo dodamo v množico M .
do
Iz množice M za trenutno celico izberemo tisto, ki ima
najmanǰso oceno f(n).
Označimo, da je bila trenutna celica obiskana.
Trenutno celico odstranimo iz množice M .
Poǐsčemo tiste sosede (ni zidu med celicama), ki še niso bili
obiskani.
foreach Sosed do
Sosedu označimo, da ima za starša trenutno celico.
Izračunamo funkcijo f(n) za soseda.
Če sosed še ni v množici M , ga dodamo.
while Trenutna celica ni ciljna celica
Rešitveno pot rekonstruiramo s pomočjo označenih staršev.
V primeru na sliki 3.6 smo algoritmu nastavili prednostne smeri (desno,
levo, gor, dol). Če sledimo izvajanju, opazimo, da se v 4. koraku igralec
odloča med dvema celicama (zgornja in desna). Odloči se za desno, ker smo
nastavili prednostne smeri, ki nas prisilijo, da se najprej premakne desno in
šele nato navzgor. V 6. koraku pa izve, da ima druga celica iz preǰsnjega
koraka bolǰso oceno kakor nova celica.
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Slika 3.6: Iskanje ciljne celice.
Igralec je našel ciljno celico, zato nam algoritem s pomočjo označenih
staršev vrne najdeno pot (slika 3.7).
Slika 3.7: Izris najdene poti.
3.4 Algoritem sledenja zidu
Algoritem sledenja zidu spada med tiste, ki ne vedo, kako izgleda celoten
labirint [1]. Izhodno celico poiskuša najti tako, da se ob vsakem koraku drži
leve ali desne stene. Pri tem algoritmu je izrisovanje končne poti odveč,
saj ta vsebuje celotno zaporedje obiskanih celic. Če si izberemo, da sledimo
desnemu zidu, implementiramo naslednjo psevdokodo:
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Algoritem 13: Algoritem sledenja zidu
Igralca postavimo na začetno celico.
while Igralec ni na ciljni celici do
if Na desni strani igralca je zid then
if Pred igralcem ni zidu then
Igralca premakni naprej.
else
Obrni igralca za −90◦.
else
Obrni igralca za 90◦ in ga premakni naprej.
Na sliki 3.8 si predstavljamo, da je igralec v začetnem položaju obrnjen
navzgor in se drži desne stene. Opazimo, da se takoj, ko nima več zidu na
svoji desni strani, premakne na desno celico.
Slika 3.8: Iskanje ciljne celice.
Za algoritem velja, da ni nujno, da najde ciljno celico. Če se izvaja-
nje algoritma uspešno zaključi, je rešitvena pot sestavljena iz vseh korakov
algoritma, zato nam poti ni treba naknadno rekonstruirati.
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3.5 Algoritem Pledge
Algoritem Pledge tudi spada med tiste, ki ne hranijo celotnega labirinta v
pomnilniku [9]. Deluje enako kot algoritem sledenja zidu, le da ima možnost
preskočiti na drug otok. S preskakovanjem preprečimo, da igralec ne sledi
določenemu zidu v nedogled, če obstajajo dodatne poti. Izberimo si, da
sledimo desnemu zidu, in si oglejmo naslednjo psevdokodo:
Algoritem 14: Algoritem Pledge
Igralca postavimo na začetno celico.
Ustvarimo spremenljivko K, ki nam beleži skupno rotacijo igralca.
while Igralec ni na ciljni celici do
if Na desni strani igralca je zid then
if Pred igralcem ni zidu then
Igralca premakni naprej.
else
Obrni igralca za −90◦.
K = K − 90◦.
else
if K == 0◦ then
if Pred igralcem ni zidu then
Igralca premakni naprej.
else
Obrni igralca za −90◦.
K = K − 90◦.
else
Obrni igralca za 90◦ in ga premakni naprej.
K = K + 90◦.
Na sliki 3.9 si predstavljamo, da je igralec v začetnem položaju obrnjen
levo in se drži desne stene. Algoritem se izvaja enako kot algoritem sledenja
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zidu in sproti beleži svojo rotacijo. V prvih nekaj korakih igralec doseže
rotacijo −360◦ in se nato odvrti nazaj na 0◦.
Slika 3.9: Iskanje ciljne celice.
Slika 3.10 nam prikazuje primer, ko igralec na svoji desni strani nima več
zidu, skupna rotacija pa je dosegla 0◦. Namesto da bi se igralec premaknil
na desno celico in sledil levemu zidu otoka, kot nam narekuje algoritem sle-
denja zidu, se odlepi od otoka, ker je njegova skupna rotacija enaka 0◦. Ko
igralec zapusti otok, se premika naravnost po celicah, dokler ne doseže zidu
in ponovno začne z izvajanjem algoritma sledenja zidu.
Slika 3.10: Iskanje ciljne celice.
3.6 Naključna mǐs
Algoritem je enostaven in potencialno zelo počasen, saj lahko isto vozlǐsče
obǐsče neskončno mnogokrat, preden doseže ciljno vozlǐsče. Tudi ta spada
med algoritme, ki ne poznajo celotnega labirinta, zato je izrisovanje končne
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poti odveč, saj ta vsebuje celotno zaporedje obiskanih celic. Algoritem na-
ključne mǐsi deluje takole:
Algoritem 15: Naključna mǐs
Igralca postavimo na začetno celico.
while Igralec ni na ciljni celici do
Igralec se premakne na naključno sosednjo celico (ni zidu med
celicama).
Primer izvajanja si lahko ogledamo na sliki 3.11. Vidimo, da smo v kora-
kih 3 in 6 imeli smolo, saj se je algoritem vrnil na že obiskani celici. Seveda
je bilo takih korakov še veliko.
Slika 3.11: Iskanje ciljne celice.
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Poglavje 4
Implementacija igre v orodju
Unity
Unity je platforma za hitreǰse in lažje ustvarjanje iger na podlagi program-
skega jezika C# [14]. Gre za enega izmed največjih in najbolj priljublje-
nih igralnih pogonov, saj podpira ustvarjanje iger v dveh in treh dimenzi-
jah, vsebuje enostavni vmesnik, ki ponuja funkcionalnost
”
povleci in spusti“,
vključuje spletno trgovino [23], kjer lahko uporabniki pridobijo programske,
grafične ali zvočne elemente, ter ponuja možnost razvoja igre za več platform
hkrati. Nekatere od platform, ki jih podpira, so iOS, Android, Windows,
Xbox One, Xbox Series X, PS4, PS5, WebGL, Linux, Oculus Rift, Nintendo
Switch, Microsoft HoloLens, Google AR, Android TV in tvOS [20].
4.1 Uporabljene funkcionalnosti
V projektu smo najprej ustvarili vse potrebne datoteke, ki predstavljajo po-
membne elemente (slika 4.1).
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Slika 4.1: Hierarhija celotnega projekta.
4.1.1 Prizori (angl. scenes)
Igra je razdeljena na več prizorov [22]. Vsak prizor si lahko predstavljamo
kot svoje okolje, ki vsebuje vse predmete, ki jih v njem potrebujemo. Kot
prikazuje slika 4.2, smo v igri implementirali 7 igralnih in en testni prizor.
Slika 4.2: Implementirani prizori.
4.1.2 Predmeti (angl. objects)
Unity si lahko predstavljamo kot sestavljanje lego kock [19]. Za vsako funkci-
onalnost, ki jo želimo implementirati, ustvarimo predmet in temu predmetu
dodamo slike, zvoke, animacije ali skripte. Izdelani predmet potem vstavimo
v prizor kot otroka ali starša nekega drugega predmeta. Primer implemen-
tacije hierarhije za glavni meni je prikazan na sliki 4.3.
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Slika 4.3: Prikaz hierarhije predmetov v prizoru.
Za elemente, ki jih želimo uporabljati skozi več različnih prizorov, lahko
izdelamo že vnaprej pripravljene predmete in jih shranimo v svojo datoteko.
V našem primeru smo naredili datoteko
”
Prefab“, ki vsebuje vse elemente,
ki jih bomo potrebovali skozi celotno igro (slika 4.4).
Slika 4.4: Vnaprej pripravljeni predmeti.
Glavni predmeti, ki se pojavljajo skozi celotno igro, so:
 Labirint, ki je v igri predstavljen kot igralna površina.
 Igralec, ki je v igri predstavljen kot moder krog.
 Cilj, ki je v igri predstavljen kot zelen kvadrat.
 Ustvarjalec labirinta, ki je v igri predstavljen kot zelen krog.
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4.1.3 Slike (angl. images)
Projekt vsebuje tudi dodatne slike, ki so shranjene v svoji datoteki. Slike
so večinoma pridobljene od drugih avtorjev, ki dovoljujejo njihovo uporabo
v zameno za zahvalo. Na sliki 4.5 vidimo uporabljene grafične elemente in
primer implementacije okna za zahvalo avtorjem.
Slika 4.5: Uporabljene slike in pripadajoča zahvala.
Dodajanje slik nam izredno poenostavi Unityjev nadzornik (angl. inspec-
tor) [18]. S pomočjo funkcionalnosti
”
povleci in pusti“ lahko sliko iz datoteke
povlečemo na predmet (slika 4.6).
Slika 4.6: Dodajanje slik na predmete.
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4.1.4 Uporabnǐski vmesnik (angl. user interface)
Uporabnǐski vmesnik smo zgradili s pomočjo Unityjevega nadzornika. Ta
nam omogoča hitro ustvarjanje predmetov, kot so napisi, slike, gumbi, ani-
macije ipd. Eden izmed najbolj pogostih elementov, ki ga bomo uporabljali
skozi projekt, je gumb.
Slika 4.7: Primer funkcionalnosti gumba.
Na sliki 4.7 opazimo, da lahko vsakemu gumbu spreminjamo barvo, gra-
fiko in način delovanja ter mu dodelimo funkcije iz naših skript.
4.1.5 Skripte (angl. scripts)
Vse skripte se nahajajo v datoteki
”
Scripts“. Slika 4.8 prikazuje primer
datoteke, ki vsebuje skripte za vnaprej pripravljene predmete.
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Slika 4.8: Skripte za vnaprej pripravljene predmete.
4.1.6 Zvok (angl. sound)
Zvok smo tudi pridobili od drugih avtorjev (slika 4.5). Ustvarili smo vnaprej
pripravljen predmet, ki vsebuje glasbo in zvočne efekte. Ta predmet smo
nato prilepili na vsak prizor in mu dodali naslednjo javno funkcijo:




Ker je funkcija zdaj prisotna skozi celoten projekt, jo lahko enostavno po-
kličemo preko Unityjevega nadzornika ali skript.
4.1.7 Animacije (angl. animations)
Za animiranje uporabnǐskega vmesnika smo uporabili že vgrajen animator, ki
nam omogoča enostavno ustvarjanje animacij po naši želji (glej sliko 4.9) [15].
Slika 4.9: Animacija za preklapljanje med prizori.
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4.1.8 Kamera (angl. Camera)
Kamera je naprava, skozi katero uporabnik vidi svet [16]. V igri smo upora-
bljali eno ali dve kameri. Pri igralnih površinah, kjer se je ustvarjal ali reševal
labirint, smo implementirali dve kameri: kamero za uporabnǐski vmesnik in
kamero za igralno površino. Na kameri za igralno površino smo nato dodali
funkcionalnosti premikanja in približevanja.
4.1.9 Shranjevanje podatkov
Za shranjevanje podatkov smo uporabili dva sistema:
 Podatkovno bazo SQLite za potrebe shranjevanja labirintov [12]. Za
avtomatsko ustvarjene labirinte si shranimo samo semena, velikosti la-
birintov ter položaje igralcev in cilja. Za ročno ustvarjene pa labirint
najprej zakodiramo in nato shranimo v podatkovno bazo.
 Unityjev vgrajen sistem za shranjevanje vseh ostalih podatkov, kot je
npr. vklapljanje/izklapljanje zvoka/glasbe [21].
4.2 Implementacija tvorbe labirintov
Za potrebe razširljivosti igre in lažjega programiranja smo najprej ustvarili
sledeči nadrazred:
public abstract class TvorbeniAlgoritem {
public float ostraniOdstotekZidov = 0;
public bool končano = false;
public abstract Celica Izvedi1KrogAlgoritma();
public void OdstraniOdstotekZidov();
}
Pri izdelavi novega algoritma za tvorbo labirinta moramo razširiti razred
TvorbeniAlgoritem in implementirati funkcijo Izvedi1KrogAlgoritma.
Funkcija, kot je razvidno že iz imena, mora implementirati simulacijo samo
enega koraka. To je pomembno, ker bomo kasneje videli, da igra podpira
ustavljanje, nadaljevanje in spreminjanje hitrosti izvajanja algoritma.
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Za izvajanje samega algoritma uporabimo že vgrajena razreda Coroutine
in IEnumerator [17]. Če torej želimo začeti simulacijo, pokličemo funkcijo
UstvariLabirint, ki poskrbi, da se funkcija Izvedi1KrogAlgoritma










Pomembno je razumeti, da se funkcija izvede samo v primeru, če je že mi-
nil predpisani čakalni čas. Po zaključku algoritma še preverimo, ali želimo
odstraniti dodatne zidove.
4.3 Implementacija iskanja poti v labirintih
Pri implementaciji iskanja poti smo najprej ustvarili sledeči nadrazred:
public abstract class IskalniAlgoritem {
public Smer[] smeri; // Za DFS, BFS, A*
public Igralec igralec; // Za algoritem sledenja
zidov, Pledge
public bool najdenaPot = false;
public bool končano = false;
public int številoKorakov = 0;
public Celica ciljnaCelica;
public int izvediŠteviloKorakov; // Za sestavljanje
algoritmov
public abstract Celica Izvedi1KrogAlgoritma();
public abstract Celica[] VrniDobljenoPot();
}
V primerjavi s tvorbo labirinta imamo tukaj na voljo dodatne parametre.
Algoritmu moramo nastaviti zaporedje smeri (levo, desno, navzgor, nav-
zdol), ki jih mora upoštevati ob simulaciji, ali pa definirati igralca (začetna
smer, držanje stene). Nastavimo tudi ciljno celico, do katere želimo najti
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pot, in si beležimo število izvedenih korakov. Enostavno pokličemo funkcijo
NajdiPot in izvedemo algoritem.











Igra podpira kombiniranje algoritmov, kjer vsakemu algoritmu nastavimo
ciljno celico. Za potrebe algoritmov, pri katerih ni nujno, da najdejo ciljno
celico, smo uvedli dodatni parameter, ki omeji maksimalno število korakov.
Program za izvajanje posameznega algoritma vsebuje že vse sestavne dele, ki
jih potrebujemo za izvajanje več algoritmov skupaj, zato je bila sprememba
programske kode minimalna.
public IEnumerator NajdiPot(IskalniAlgoritem[] ia) {
















4.4 Implementacija vnaprej proizvedenih la-
birintov
Igra ponuja tudi igralni način, kjer morajo uporabniki slediti točno določeni
poti od začetnega položaja igralca do cilja, da uspešno rešijo labirint. Pri
implementaciji tega načina smo si pomagali z že omenjenimi implementaci-
jami algoritmov za tvorbo in iskanje poti. Če želimo odigrati neko stopnjo v
igri, potrebujemo naslednjo funkcijo:
public void UstvariLabirintZaStopnjo(int stopnja) {
Random.InitState(stopnja);
TvorbeniAlgoritem ta = IzberiTvorbeneAlgoritme(
stopnja);
UstvariLabirint(ta);




Da je ustvarjen labirint vedno enak, najprej nastavimo seme, ki je v igri
enako trenutni stopnji. Nato si izberemo naključni algoritem za tvorbo labi-
rintov in uporabimo implementacijo, omenjeno v podpoglavju 4.2. Po tvorbi
labirinta si izberemo naključne iskalne algoritme. Za algoritme DFS, BFS
in A* nastavimo naključne ciljne celice, za algoritma sledenja zidu in Pledge
pa nastavimo število korakov, ki jih želimo izvesti. Pri izbiri naključnih al-
goritmov moramo paziti, da je zadnji algoritem tisti, ki vedno najde ciljno
celico. V našem primeru so to DFS, BFS in A*. Implementacijo kombini-
ranja algoritmov pa smo že omenili v podpoglavju 4.3.1. Nastavimo lahko
tudi posebne parametre, s katerimi definiramo, kakšne velikosti labirintov in
koliko uporabljenih algoritmov potrebujemo pri vsaki stopnji.
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4.5 Igralni način avtomatske tvorbe labirin-
tov
Na igralni površini si najprej izberemo algoritem, ki ga želimo izvesti. Poleg
tega izberemo tudi dodaten parameter, s katerim povemo, ali želimo odstra-
niti dodatne zidove (slika 4.10).
Slika 4.10: Izbiranje želenega algoritma.
Če zapremo okno, prikazano na sliki 4.10, igra v ozadju pripravi vse
potrebno za izvajanje algoritma.
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Slika 4.11: Zaslon za avtomatsko tvorbo labirinta.
Na sliki 4.11 imamo primer igralnega zaslona, kjer trenutno poteka ustvar-
janje labirinta s pomočjo algoritma DFS. Simulacija nam omogoča ustavlja-
nje, upočasnjevanje, premik za en korak in ponovni zagon algoritma.
Po končanem izvajanju izbranega tvorbenega algoritma se aktivira gumb
”
+“, s katerim labirint shranimo v podatkovno bazo in se premaknemo na
prizor za iskanje poti v novoustvarjenem labirintu.
4.6 Igralni način ročnega ustvarjanja labirin-
tov
Igralna površina za ročno ustvarjanje labirinta nam ponuja spreminjanje la-
birinta po meri. Na sliki 4.12 je prikazan primer zaslona, kjer smo premaknili
igralca in cilj ter ustvarili pot med njima.
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Slika 4.12: Zaslon za ročno tvorjenje labirinta.
Ko ustvarimo labirint, lahko pritisnemo na gumb z znakom
”
?“ (slika 4.12),
s katerim izvedemo iskanje poti od igralca do cilja s pomočjo algoritma BFS.





+“ igra shrani labirint v podatkovno bazo in nas premakne na pri-
zor za iskanje poti, kjer lahko izvajamo iskalne algoritme na novoustvarjenem
labirintu.
4.7 Igralni način iskanja poti v labirintih
Slika 4.13 prikazuje zaslon, kjer lahko izbiramo med algoritmi in jim spre-
minjamo parametre. Na sliki 4.13 smo si izbrali algoritem A*, mu nastavili
prioritetne smeri in izbrali hevristično funkcijo
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Slika 4.13: Izbiranje algoritma za iskanje poti.
Če želimo algoritme kombinirati, nam je na voljo tudi ta možnost (slika 4.14).
Z gumbom
”
+“ dodamo nov algoritem. Za vsak algoritem imamo možnost
spreminjanja parametrov. Poleg osnovnih funkcionalnosti so nam tukaj na
voljo še dodatni parametri, ker moramo za vsak algoritem nastaviti ciljno
celico ali pa število korakov, ki naj jih algoritem izvede. Na sliki 4.14 smo
si izbrali zaporedje algoritmov, kjer smo za DFS nastavili ciljno celico, za
algoritem sledenja zidu pa smo nastavili število korakov, ki naj jih izvede.
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Slika 4.14: Kombiniranje algoritmov za iskanje poti.
Zaslon za izvajanje iskalnega algoritma je prikazan na sliki 4.15. Imple-
mentacija tega zaslona je izpeljana iz implementacije prizora iskanja poti,
kar pomeni, da imamo tudi tukaj na voljo ustavljanje, spreminjanje hitrosti,
premikanje za en korak in predčasno zaključevanje izvajanja.
Slika 4.15: Zaslon za igralni način iskanja poti.
Slika 4.15 prikazuje celotno zaporedje igre, kjer smo si izbrali algoritem
A* in začeli z njegovim izvajanjem. Med izvajanjem označimo obiskane celice
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(oranžni kvadrati), po končanem izvajanju pa označimo rešitveno pot (zeleni
kvadrati).
Pri opisu implementacije smo omenili, da spremljamo podatke pri izva-
janju algoritmov in te izpǐsemo ob zaključku izvajanja, če je igralec našel cilj
(slika 4.16).
Slika 4.16: Okno s podatki po izteku algoritma.
4.8 Igralni način reševanja labirintov
Ta igralni način smo ustvarili s pomočjo že opisane implementacije vnaprej
tvorjenih labirintov (podpoglavje 4.4). Za izbiro labirinta nam je na voljo
katerakoli stopnja, ki smo jo že odklenili. Če želimo odkleniti neko stopnjo,
moramo uspešno rešiti vse njene predhodnice (slika 4.17).
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Slika 4.17: Zaslon za izbiro stopnje.
Če si izberemo labirint s stopnjo 333, se premaknemo na igralno površino,
kjer za tvorbo labirinta uporabimo seme 333. Igra definira vse potrebne spre-
menljivke za določitev lastnosti labirinta in prične s tvorbo. Po končani tvorbi
se zaženejo iskalni algoritmi in v vsako obiskano celico zapǐsejo, kolikokrat
so jo obiskali (slika 4.18).
Slika 4.18: Zaslon za igralni način iskanja poti.
Če je ob zaključku algoritma igralec na cilju in je število korakov v
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vsaki celici enako nič (v celici ni izpisanega števila), smo stopnjo uspešno
rešili. V nasprotnem primeru smo bili neuspešni in lahko poskusimo ponovno
(slika 4.19).
Slika 4.19: Primer neuspešno in uspešno rešenega labirinta.
Poglavje 5
Zaključek in nadaljnje delo
V okviru diplomske naloge smo izdelali igro, ki ponuja tri različne igralne
načine in ima razširljivo zasnovo. Igra podpira ustavljanje in upočasnjevanje
algoritmov in s tem lažji prikaz njihovega delovanja. Glavna igralna načina
prikazujeta delovanje najpogosteǰsih tvorbenih in iskalnih algoritmov za la-
birinte. S kombinacijo prvih dveh igralnih načinov pa smo ustvarili še do-
datnega, kjer se uporabniki lahko preizkusijo v svojem znanju o iskalnih
algoritmih.
Igro bi lahko nadgradili na veliko načinov. Lahko bi uporabniku omogočili
vračanje po algoritmu in beleženje vsake uporabe algoritmov. Pri tvorbenih
algoritmih bi lahko uporabniku prepustili spreminjanje dodatnih parametrov
in mu omogočili premikanje igralca in cilja, lahko pa bi dodali tudi nove al-
goritme. Polega tega bi lahko nekoliko spremenili osnovno delovanje sistema
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