I. INTRODUCTION
Wireless sensor networks (WSN) are expected LO operate for months if not years on small inexpensive batteries with limited lifetimes. Therefore energy efficiency is typically the primary goal in these networks. Previous works have identified idle listening of the radio as a major source of energy wastage (e.g. [ll, [31, [41. [51, [6] , [71. [XI) . Measurements on existing sensor device radios show that idle listening consumes nearly the same power as receiving. In sensor network applications where the traffic load is very light most of the time, it is therefore desirable to turn oft' the radio when a node does not participate in any data delivery.
[l],
[2]) introduced synchronized periodic duty cycling of sensor nodes as a mechanism to reduce the idle listening energy cost.
In S-MAC each node follows a periodic active/sleep schedule,
The S-MAC medium access protocol (presented in synchronized with its neighboring nodes. During sleep periods, the radios are completely turned off, and during active periods, they are turned back on to transmit and receive messages. Although the synchronized low duty cycle operation of a sensor network is energy efficient. it has one major deficiency:
it increases the packet delivery latency. At a source node, a sampling reading may occur during the sleep period and has to be queued until the active period. An In scenarios where minimizing sleep latency is not important (non time critical applications), [9] also present an excellent analysis on bounds on the delay of sending data from a node to a sink using a completely decentralized duty cycling scheme. They show that if each sensor turns on and off independent of the other sensors, the delay incurred is proportional to the distance of the node from the sink.
However the rate of this linear increase is not dependent on the locations of the nodes, but on the node density, transmission range and the average active and sleep durations.
The question arises whether energy-efficient duty cycling may be maintained while reducing sleep latency. One approach to this is the use of adaptive listening where nodes that lie one or more steps ahead in the path of a transmission can be kept awake for an additional length of time (present as an extension to the basic S-MAC in [21, as 
well as the T-MAC protocol [3]).
This approach provides some reduction in sleep latency at the expense of greater energy expense due to extended activation and overhearing, but is not sufficient for long paths.
In a recent work [lo] , we investigated an alternate approach to delay-efficient sleep scheduling, designed specifically for wireless sensor networks where the communication pattern is restricted to an established unidirectional data gathering tree. In this case, we showed that the sleep latency can be essentially eliminated by having a periohc receive-transmit-sleep cycle with level-by-level offset schedules, in which data cascades in step by step from the leaves of the tree towards the sink, with nodes going to sleep as soon as they transmit their packets to the next level, and waking up just in time to receive the next 0-7803-8968-9/05/$20.00 (C) Z005 I E E round of packets.
In this paper we seek to address a more general and harder version of this problem: haw slrorrId rhe actii+t). of sensor radio nodes be schediiled in urbirraiy nenvork caminuaicariorz topologies, in order tu rniniiiiize the sleep latency while providing energy eficieric! rhroiiph periodic sleep? This is clearIy an issue of fundamental significance in the area of wireless sensor networks, and to our knowledge has never been investigated before. Unlike prior work in this area. which has focused primarily on designing new sensor network MAC protocols in an intuitive manner, we shall take an algorithmic approach.
The rest of the paper is organized as follows: We first discuss the problem scenario and the assumptions made in this study (in secdon 11). We define a graph-theoretic combinatorial optimization problem formulation for delay efficient sleep scheduling (in section 111) for the single wake up schedule case where each sensor chooses exactly one of the k slots to wake up. We show (in section IV) that this problem is in fact NP-hard in general. However, we are able to derive and analyze optimal solutions for some special cases, namely a ring topology and any tree topology. For arbitrary topologies, we propose several heuristics in section V and evaluate them using simulations in section VI. In section VII. we show that a careful choice of multiple wake up slots for each sensor offers significant delay savings over the single schedule case with the same duty-cycling of i. Using this technique we propose algorithms with provable deiay guarantees for grid, tree and arbitrary topologies. Finally, we shall conclude with a summary and discussion of this work as well as future extensions (in section VIII).
PROBLEM SCENARIO AND ASSUMPTIONS
In sensor networks with light traffic load, duty cycling (where sensors turn off their radios when not needed) is a very useful technique for reducing the energy consumption due to idle listening. We use k as a parameter that captures the duty cycling requirements of an application. To achieve the requisite duty cycling. a sensor should be kept awake on an average for fraction of the time slots. We initially focus on the single wake up schedule case, where the schedule length is k slots and each sensor is assigned one of the k slots during which it activates its radio for reception (known as the active slot), while it can potentially transmit at any slot if it has a packet to be forwarded. If a node has to forward a packet to its neighbor, it can wake up at the active reception slot of that neighbor and transmit the packet. This conserves energy of both the transmitting and the receiving node. Figure  1 shows a coupie of slot assignments on a network and the resulting delays on each link. Consider figure 1 (b). Assume that node A has a packet to send to node E A would have received this packet in slot 0, but can only transmit to E at slot I. Thus the delay from A to E is 1 (as A waits for the complete reception of the packet at slot 0). Similarly E can only forward the packet to F in slot 2, thus incurring a delay of 1 from E to F . In this case the end to end delivery latency is 2. Ideally, if every pair of nodes can have a path on which Examples of slot assignment with k = 3. The dotted arrows show all nodes have sequentially increasing slots (modulo k)? the latency will only be the number of hops between them times a single slot length ( i -t h of the schedule length). However a scheme such as the basic S-MAC scheme which synchronizes all nodes to have the same cycle will have a latency as large as the number of hops times the duration of a full period. As mentioned in section I, DMAC can achieve the ideal case for any source to sink communication path for a unidirectional data gathering tree. However, this study addresses the issue of assigning slots to minimize the maximum delay between nodes that can communicate in an arbitrary pattem. CIearly as seen in figure 1, different slot assignments to the nodes in the network could result in significantly different path delays.
Before formally defining the problem, we describe our assumptions: From the definition above, it also follows that:
Synchronization
Delay on a path P under a slot assignment f is defined as (3) As seen from the above discussion, duty cycling requirements wiU lead to increased delays in the network. We consider the following scenarios:
A. All to All Communication
In this scenario, every pair of sensors is equally likely to communicate. Hence, it is desirable to assign slots to the nodes such that no two nodes incur arbitrarily long delays in communication. We characterize this network wide delay using the following definition:
Definition I : Delay diameter (or): For a given graph G = (V,E), number of slots k and a slot assignment function f : V 4 [0 . . . k -11, the delay diameter is defined as maxi,sEvPf(i,j), where P f ( i ! j ) is the delay along the shortest delay path between nodes i and J under the given slot assignment function f.
In figure l(a), the delay diameter is 5. while in (b) it is 8 (path D-F-E-C). Thus, in all to all communication. our design goal is given as follows:
Definition 2: Delay Efficient Sleep Scheduling (DESS): 
Intuitively, in both DESS and ADESS, the objective is to color a graph with the given k colors such that the desired global objective (minimizing the delay diainerel-in the former and the average delay diameter in the latter) is achieved.
The reader may perceive a connection to the well-known NP-complete graph coloring problem [ 111, which deals with minimizing the number of colors needed to ensure that no two adjacent vertices are colored the same. However, a key difference between the graph coloring problem and DESS (or ADESS) is that the former is essentially about a local constraint (adjacent vertices requiring distinct colors), while the latter is inherently more global in nature: adjacent vertices may share the same slot assignment but the maximum of the shortest delay paths between all pairs of nodes must be reduced. We will show below that both DESS and ADESS are also NP-complete.
IV. ANALYSIS
We first prove that the decision problem corresponding to DESS is NP-complete by reduction from 3-Conjunctive Normal Form -Satisfiability (3-CW-SAT). We also show how this reduction can be used to show that the decision version of ADESS is also NP-complete. For two specific topologies (tree and ring), we formalIy characterize the optimal solution for DESS. We then show how the optimal solution for a ring may form a hasic building block for an optimal assignment for cyclic graphs using the grid topology as an example.
A. NP-Completeness
We first define the decision problems for both DESS and ADESS. (representing xi), and X i 2 (Xi2,Cj) E E .
1) f'(5') = 1 i.e. S wakes up only at slot 1.
This reduction can be computed in polynomial time. Figure   2 illustrates the reduction for a given formula F . we will now show that a formula F is satisfiable iff D p 5 4 in G.
If the formula F is satisfiable, for every clause ci, at least one literal zj is true. Thus for every node Ci in G , there exists a node Xjk ( A = 1 or k = 2) such that f'(Xjk) = 0. Thus, we can make the following observations about the delays along the paths from various nodes to S:
there exists a path from Ci -S and from S 4 Ci that incurs a delay of 2. Such a path is c, + X j s -+ S (and vice versa) which has an alternating 0-1 slot assignment.
it is possible to reach S from every X;. by incurring a delay of 2. This is because for each X j 7 there exists an
This is because exactly one of f'(Xjl) or f'(Xj2) will be 1 and y(S) = 1. Thus, for any given pair of nodes a and, b, the maximum delay incurred on a path from a -S i b is at most 4. Hence, Df, 5 4 (which is also the hop diameter of G ) .
If the formula F is not satisfiable, there exists at least one clause ci such that none of its literals are true. Thus, Every path from C, will reach a vertex X j , (such that the corresponding variable x j k appears in G) for which f'(Xjk) = 1. This first hop will incur a delay of 2. From x j k , one can For the rest of the paper, we will focus only on D E S . Although it seems unlikely that efficient algorithms will exist for DESS (or ADESS) on arbitrary graphs, in section IV-€3 we show how DESS can be efficiently solved for two specific topologies (tree and ring). (G, k, f , w, A) .
NP-Completeness of ADESS

E. Optimal Assignment on Spec@ Topologies
In this section. we formally characterize the optimal assignment function f (that minimizes the delay diameter Df ) for 2 specific topologies: tree and ring. Using results from simulated annealing on a grid, we also show how an optimal assignment for a ring might form a basic building block of a good assignment on cyclic graphs. 2 ) Optimal Assignment on a Ring: We first show the optimal assignment for the case where the number of nodes 71. on a ring is a multiple of the number of slots I; i.e. n = mk. We then present a lower bound for the case when the number of nodes is not an exact multiple.
I ) Optiinal
Theorem 3: Consider n = m.k nodes O , l , . . . m k -1 arranged on a ring in the clockwise direction. The optimal slot assignment function f is specified as follows: f ( 0 ) = 0.
ProoJ We will refer to such an f as the sequential slot assignment as it assigns a sequentially increasing slot (modulo k) to the nodes around the ring (see figure 6 (a) ). We prove theorem 3 by contradiction. For k = 2, it is easy to show that assigning 2 adjacent nodes the same slot incurs a delay of 2 in both directions on that link, while a sequential assignment will yield a delay of 1 in either direction. Hence, we focus on the case where k 1 3. For a sequential slot assignment f, it is easy to show that the delay diameter is given by:
Assume that there exists a slot assignment function f', such h a t Df' < D f . In the rest of the proof, we will focus on the delay in the ring due to f'.
Consider a block of .m links on the ring from node 0 to node m as shown in figure 3. Since we assumed that D,, < m ( k -l), the shortest delay path from node 0 to node ni (and vice versa) must lie completely within h e block. The alternative path has m ( k -1) links each incurring a delay of at least 1 (If this alternative path is the shorlest delay path, it contradicts o w assumption that D f t i m ( k -1)). This is true for every block of 7n links on the ring. Figure 4 shows the shortest delay path for nodes within each of k such blocks. at least ?dmi,,
Theorem 4; For a ring with n nodes where n, = nak -I-t, The proof i s described in appendix X. A slot assignment that achieves this lower bound is illustrated by the figure 6 
(b).
In section V, we describe some centralized and distributed heuristics for slot assignment on general topologies.
V. HEUR~STIC APPROACHES
From the theoretical analysis, we know that DESS is NPhard, hence i L is unIikely that there exist polynomial time algorithms for solving it. We instead propose several heuristic solutions in this section and evaluate their performance through simulations in section VI.
A. Centralized Algorithm
Initially, all nodes are assigned the same slot and the delay diameter D of the network is computed. By either
w h e r e n = m k + t = ( m + l ) z + y . 
d = D ( G )
//delay diameter of G 3. for i t-1 to n //number of iterations
4.
for each node s in the network
5.
for kl CO to I; -1 //total slots Assign slot 0 to all nodes in G if dmin == d
13.
14.
15.
then minslot 4 1 with 50% probability minslot t o k with 50% probability slot(s) c m i n s l o t i
B. Localized Algodhms
The centralized algorithm assumes complete knowledge of the network topology and slot assignment. In this section we consider some localized algorithms in which a sensor node only knows the information stored at its neighbors.
We propose two different localized algorithms. 
slot(s) cmznslot
C. Randomization
The simplest slot assignment is to just randomly choose a slot for each node once. In a dense network where a node has a large number of neighbors (where multiple paths are available for any pair of nodes), there is a high probability that this assignment may lead to a short delay path. We call this decentralized random slot assignment as Random-Average.
The performance of this method is evaluated by the expected value of the delay diameter. The randomized slot assignment can also be done in a centralized manner. We refer to this centralized version as the Random-Minimum strategy. After a certain number of iterations of choosing random slots for all the nodes, this strategy chooses the assignment that gives the minimum delay diameter and then deploys the slot assignment in the network.
While all tbe above heuristics can be used for any topology, we next propose a specialized heuristic for the grid that Slot Sire (K) Fig. 7 .
The dotted lines illustrare the concentric rings at each level.
Concentric ring allocation for a grid of 4 x 4 nodes with k = 5. Fig. 9. slots (k) for a fixed grid size of 9 x 9.
The delqv diameter of the heuristir algorithms versus the number of centralized and the two local schemes had the same number of iteration I = 20 while the random algorithms ran for I x I; times. Figure 8 shows the results for different gnd sizes while the number of slots I; is fixed at 15. By exploiting the structure of the grid, concentric ring has the best performance compared to all other schemes. The centralized scheme is slightly worse than the concentric ring at small grid size but is about 2 times worse than concentric ring when grid size is large. Both the randomized schemes perform worse than the centralized algorithm with Random-Min doing better than Random-Avg.
Grid SEd (KI Fig. 8. the number of slots fixed at I: = 15. The grid is given as X x X.
The delay diameter of the heunstic algorithms versus grrd size for exploits the structure of the topology.
D. Concenhic Ring for the Grid topology
We believe that the optimal assignment on a ring can serve as a basis for a low latency assignment on a grid that can be viewed as a set of concentric rings with interconnecting bridges. The outer most ring is given a sequential assignment going in the clock-wise direction starting at 0. For every other ring, a slot assignment is chosen that offers the best delay diameter for that ring. An example of this assignment is shown in figure 7 VI. SIMULATIQN RESULTS In this section, we evaluate the performance of the heuristic algorithms on the grid topology (in section VI-A) and random topology (in section VI-B) through high level simulations. Since the current study focuses on comparing the delay diamerer onIy across these heuristics, even the distributed algorithms are simulated in a centralized manner (without analyzing their overhead). We also assume that the number of slots k is dictated by the duty cycling requirements of the application.
A. Grid Network
First we evaluated the six schemes on a grid topology: Centralized, Local-DV, Local-Neighbor, Random-Avg. RandomMin and Concentric Ring. To have a fair comparison. the Moreover the two localized algorithms also seem to perform poorly compared to the centralized one. This is possibly because of the fact that the delay diamerer' of a network being a global property. the local optimization schemes do not converge to the global optimum. Overall, we find that the centralized scheme can reduce the d e l q diameter of random schemes by about 50%, while the concentric ring can provide a further reduction of about 50%.
Although I; should be decided by the duty cycle requirement of applications. it is interesting to see its impact on the delay diameter. Figure 9 shows the results for different values of k whiIe the grid size is fixed at 9 x 9. Clearly, the delay diameter increases almost linearly with tfie number of slots k.
Concentric ring performs the best while local schemes perform the worst. We further evaluated these schemes on a larger grid with 20 x 20 nodes and values of I; up to 20. We observed similar trends in performance.
B. Random Network
We also tested the five schemes (excluding the Concentric Ring heuristic) on a network with randomly deployed sensor nodes. First we fixed the radio transmission range at 2. Figure 10 and 11 show the result with 100 nodes uniformly distributed in a 10 x 10 square and a 3 x 33 rectangle. In both cases, the centralized scheme performs best. followed by Random-Min. It is interesting to note that in the random network, LocalNeighbor now has a smaller deluy diameter than RandomAvg. In the 3x33 area. the Local-Neighbor performs quite well even on comparison with the Random-Min scheme. We helieve this is not because Local-Neighbor perform better but because Random schemes perform worse in a random graph. In a grid, each internal node has 4 direct neighbors. In a random graph, however there is a probability that some nodes are bottlenecks (nodes through which several paths go through). An improper slot assignment for such a bridge node may hurt the delay diameter significantly. In a 3 x 33 long rectangle, the probability of a node being a bridge becomes higher, which is likely the reason that the performance of Local-Neighbor is closer to the Random-Min scheme, n i s intuition is also backed by figure 13 which shows the delay diameter obtained by the random schemes with 50 and 100 nodes. With 100 nodes, the density and the average degree of the network increases, the random schemes have better performance because of the increased number of paths between any pair of nodes (and hence fewer bottlenecks). Figure 12 shows the effect of the radio transmission range R on the deby diameter. As R increases. the delay diameter decreases. This is because an increase in R decreases the graph diameter (in hops).
Thus, for the single schedule case, where each node chooses exactly one of the k slots to wake up, we have presented several heuristics in section V and evaluated them through simulations in section VI. In section VII, we show that by carefully choosing multiple wake up slots for each sensor, we gain significant delay savings over the single schedule case The delay diameter of the heuristic algorithms versus the radio Fig. 12 transmission ranze for nodes randomly deployed in a 10 x IO area. Number of slots is fixed at k = 10. at the same duty cycling. Using the multi-schedule technique, we propose algorithms with provable delay guarantees. (in hops) between the sensors in the original network. This is a very useful guarantee, since this holds not just for the diameter-pair but for an arbitrary pair of sensors. The difference between the shortest path and the latency of our algorithm is only an additive O ( k ) , which is independent of the network size and the distance between the communicating sensors. We obtain weaker a guarantee for general networks.
VII. MULTI-SCHEDULE SOLUTIONS
A. Tree Nemarh
Suppose the sensor network forms a tree. Arbitrarily choose a sensor r as the root of the tree, and denote l(X) as the shortest path distance of sensor x' (in hops) from T .
Consider the multi-schedule where X is awake during time slot it iff either f. -1(S) or i. Note that this is significantly better than the lower bound of a(&) on the latency for the single wake up schedule (obtained in section IV-B.l). and hence multi-schedules are provabLy better than single wake up schedules for latency.
B. Grid Network$
The multi-schedule is very simple. Consider sensor X at position ( i , j ) of sensor X in tree T E S. Sensor S is alive at all times t such that either t -~T ( X I ) or t + ~T ( X ) is divisible by (2k)(clogn) for some T E S. The multi-schedule length is now 2cklogn, and each sensor is awake for at most a fraction of the time slots. To send a packet of information from X to Y , we will find the tree 's E S which minimizes &(X, Y), and use the TREE-MULTI-SYNCH algorithm on T.
Since the multi-schedule length is 2ck log n? the latency (and hence the delav diameter) due to this algorithm will be at most 
VIII. CONCLUSIONS AND FUTURE WORK
In this paper we have addressed the important problem of minimizing communication latency while providing energyefficient periodic sleep cycles for nodes in wireless sensor networks. The objective is to minimize the latency given the duty cycling requirement that each sensor has to be awake for fraction of time slots on an average. For the single wake up schedule case. where each sensor can wake up at exactly one of the b slots, we have provided graph-theoretic problem formulations for arbitrary all-to-all (DESS) as well as weighted communication patterns (ADESS). We also proved that both these problems are NP-hard. We then focused on the DESS problem and derived and proved optimal solutions for two special cases, viz. the tree and ring topologies. For arbitrary topologies. we proposed several heuristics and evaluated them through simulations. These simulations reveal several interesting observations: that purely localized heuristics tend to perform worse than simple randomized slot allocations, that our centralized scheme can provide delay reductions of around 50% over randomized schemes and that specialized heuristics (that exploit the topological structure) like the concentric ring for the grid can provide additional gains. Further, we showed that by carefully choosing multiple wake up slots. one can obtain significant savings in the latency at the same duty cycling. Using delay diameter for an arbitrary graph.
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