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Abstract
The objective of this work is to design explicit finite volumes schemes for spe-
cific systems of conservations laws with stiff source terms, which degenerate into
diffusion equations. We propose a general framework to design an asymptotic
preserving scheme, that is stable and consistent under a classical hyperbolic
CFL condition in both hyperbolic and diffusive regime, for any two-dimensional
unstructured mesh. Moreover, the scheme developed also preserves the set of
admissible states, which is mandatory to keep physical solutions in stiff config-
urations. This construction is achieved by using a non-linear scheme as a target
scheme for the diffusive equation, which gives the form of the global scheme for
the complete system of conservation laws. Numerical results are provided to
validate the scheme in both regimes.
Keywords: finite volume schemes, 2D unstructured mesh,
asymptotic-preserving schemes, admissibility-preserving schemes,
conservation laws with source terms
1. Introduction
General context. The aim of this work is to design a numerical scheme to find
approximate solutions to hyperbolic systems of conservation laws with source
term on 2D unstructured meshes, which enter in the following formalism:
∂tU+ div(F(U)) = γ(U)(R(U)−U), (1.1)
where U ∈ A ⊂ RN , A is the set of admissible states and F : A → RN is a
smooth function whose Jacobian has real eigenvalues. The right hand side is
∗Corresponding author
Email addresses: florian.blachere@univ-nantes.fr (F. Blachère),
rodolphe.turpault@u-bordeaux.fr (R. Turpault)
Preprint submitted to Elsevier March 17, 2016
constituted with γ : A → R+ a positive function and R : A → A a smooth
function which fulfills the compatibility conditions stated in [5].
When γ = 0, (1.1) is nothing but the following homogeneous hyperbolic
system:
∂tU+ div(F(U)) = 0. (1.2)
On the other hand, due to the compatibility conditions, when γ(U)t → ∞
(1.1) degenerates into a smaller diffusion system:
∂tu− div
(
D(u)∇u) = 0, (1.3)
where u ∈ AD ⊂ Rn is linked to U, AD is the set of admissible states for
the diffusion system and D is a positive function or a symmetric, positive and
definite matrix. In the framework of this work, we only focus on a degeneracy
towards a diffusion equation:
∂tu− div
(
D(u)∇u) = 0, (1.4)
where u ∈ AD ⊂ R.
The two main goals are:
1. to numerically follow this degeneracy, schemes that has this behaviour are
called “asymptotic-preserving” (AP for short) in the sense of Jin [31] (see
Figure 1),
2. to preserve the set of admissible states A in any regime.
Each property can be conserved separately using existing techniques but the
essential difficulty is to preserve both at the same time on any unstructured
mesh.
Model:
∂tU+ div(F(U)) = γ(U)(R(U)−U)
Diffusion system:
∂tu− div
(
D(u)∇u) = 0γ(U)t→∞
Numerical scheme
consistent:
∆t,∆x→ 0
Limit scheme
γ(U)t→∞
consistent?
Figure 1: Aim of an AP scheme
Examples. In the set of systems that can be written as (1.1) two examples are
used throughout this paper as an illustration:
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(I) the isentropic Euler model with friction:
U =
 ρρu
ρv
 ,F(U) =
 ρu ρvρu2 + p ρuv
ρuv ρv2 + p
 ,R(U) =
 ρ0
0
 , (1.5)
where γ(U) = κ(ρ) > 0 is the friction coefficient and p(ρ) the pressure
with p′(ρ) > 0.
For this model the set of admissible states is:
A = {U = (ρ, ρu, ρv)T ∈ R3/ρ > 0}. (1.6)
When κt → ∞, the system degenerates into (see [29, 36] for a rigorous
proof):
∂tρ− div
(
1
κ(ρ)
∇p
)
= 0. (1.7)
(II) the M1 for radiative transfer [22], which may be written to enter the
framework of this paper (see [7] for the reformulation):
U =
 EFR
T
 ,F(U) =
 FTRc2P
0
 ,R(U) =
 σ
eaT 4+σ1E
σm
σ2FR
σm
σaE
ρCvσm
+ σ3Tσm
 , (1.8)
and γ(U) = cσm(U). The radiative flux is defined as FR = (F xR, F
y
R)
T ,
and the radiative pressure is:
P =
E
(
1− χ
2
I2 +
3χ− 1
2
FR ⊗ FR
‖FR‖
)
if ‖FR‖ 6= 0,
E
3 I2 otherwise,
where the Eddington factor is χ(f) = 3+4f
2
5+2
√
4−3f2 and the anisotropy factor
f = ‖FR‖cE .
The different σ = σ(E,FR, T ) are the so-called opacities, ρ is the density,
Cv the volumetric heat capacity and a ≈ 7.56 × 10−16 is the radiation
constant.
The set of admissible states is:
A = {U = (E,Fx, Fy, T )T ∈ R4/E > 0, T > 0, f ≤ 1} (1.9)
When cσmt → ∞, the system degenerates into the equilibrium diffusion
equation [7, 37, 39]:
∂t
(
ρCvT + aT
4
)− div( c
3σf
∇(aT 4)
)
= 0. (1.10)
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State of the art. The design of AP schemes in the context of hyperbolic to
parabolic degeneracy is a topic of interest for more than a decade. In 1D,
several AP schemes were proposed from the pioneer of Gosse and Toscani [27],
where a control of the numerical diffusion is used to design an AP scheme for the
Telegraph equations (also named Goldstein-Taylor equations). This technique
has been extended to the M1 for radiative transfer [12, 11, 2] and the isentropic
Euler equations with friction [17]. Next, this control of the diffusion has been
generalized to any system of conservation laws in 1D with the formalism (1.1)
in [7, 5]. Others approaches employ the ideas of the hydrostatic reconstruction
used in ‘well-balanced’ schemes to obtain AP properties for the Euler equations
with friction [9] or make use of the convergence speed with finite differences
schemes [1] to preserve the asymptotic behaviour.
While 2D extensions on Cartesian grids and admissible meshes (see Defini-
tion 1.1) is straightforward as the schemes can be easily reformulated as convex
combination of 1D schemes that have the AP property [6, 41], the problem is
much more difficult on unstructured meshes since most schemes degenerate into
the TP scheme (a.k.a FV4 [24]), which is not consistent on unstructured meshes.
Two main approaches exist to obtain AP schemes on unstructured grids: the
first one is an MPFA based scheme essentially developed for Friedrichs systems
in [13, 14, 26], which degenerates into the scheme developed in [10], and the
preservation of A is not guaranteed with the explicit version of this scheme.
The second one is the scheme developed in [6] which is based on the diamond
scheme [19] and the technique developed in [7] which leads to a correct dis-
cretization of the diffusion limit, but the preservation of A is only satisfied
under a geometrical condition on the mesh. The same kind of technique has
been use on the shallow water equations with Manning-type friction in [23], but
the preservation of A is only proved by numerical tests.
Aim. The objective of this work is to design an explicit finite volume scheme
which is AP and preserves A under a classical CFL condition. This will al-
low extensions to a high-order schemes which preserve A under a CFL directly
linked to the explicit first order one (let us also recall that the second Dahlquist
barrier [20] forbids unconditionally stable implicit schemes of order greater than
two). This scheme will preserve the set of admissible states A and the asymp-
totic behaviour on any 2D unstructured meshes. Moreover, it will be flexible in
the sense that it can be applied to any hyperbolic system of conservation laws
(1.1), and the extension of any consistent 1D two-points approximate Riemann
solver may be obtained.
Outline. The first part of this paper is dedicated to the development of the
scheme for the hyperbolic system (1.2), obviously by bearing in mind the AP
property that will be needed with the introduction of the source term. A theo-
rem is presented in order to guarantee the preservation of the set of admissible
states A under a classical CFL condition for hyperbolic systems. The scheme
is constructed in the spirit of the one developed by Droniou and Le Potier [21]
(DLP for short), which will be a relevant limit scheme for the discretization of
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the limit equation (1.4). Finally, a procedure allows the new scheme to correctly
enters the framework of the theorem.
Then, the second part is devoted to extend the previous scheme, in order
to take into account the source term of (1.1), using the technique developed
in [7]. An additional result proves that it is possible to obtain an AP scheme
that degenerates into the DLP scheme and preserves the set of admissible states
A under the same CFL condition used for the homogeneous system (1.1).
In both cases, numerical examples illustrate the behaviour of the scheme.
Mesh notations. For this work the following classical notations are used to de-
scribe the mesh (see Figure 2):
• M is an unstructured mesh constituted of polygonal cells K,
• xK is the center of the cell K,
• L is the neighbor of K by the interface i, i = K ∩ L,
• KL = −−−−→xKxL,
• EK is the set of the interfaces of K,
• |ei| is length of the interface i,
• |K| is the area of the cell K.
xK
xL1xL2
xL3
xJ2
xL4
xL5
i1
i5
i4i3
i2
nK,i1
Figure 2: Notations for unstructured mesh
In the framework of unstructured meshes, it is often convenient to consider
the so-called admissible meshes:
Definition 1.1. An interface i is said to be admissible if and only if:
KL · nK,i = ‖KL‖.
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A mesh is said to be admissible if and only if all its interfaces are admissible.
Cartesian grids or triangular meshes with cell center located at the center of
the circumscribed circle (Delaunay triangulation) are therefore admissible for
instance.
2. Numerical scheme for hyperbolic system
2.1. Main results
In this section, a numerical scheme is designed for the hyperbolic system
(1.2). This scheme will be extended to take into account the source term in the
next section.
The construction of this scheme focuses on the following points:
(i) the numerical diffusion occurs in the direction nK,i,
(ii) the flux used in the scheme is an extension of a 1D two-points approximate
Riemann solver,
(iii) the set of admissible states A has to be conserved under a suitable CFL
condition.
The point ((i)) will be necessary to include the source term in the next
section and ((ii)) provides a general framework. Finally, the point ((iii)) is one
of the main objectives of the development.
Besides, the construction is focused on explicit Euler schemes for the time
discretization, since a CFL condition for this case allows considering very high
order extension (cf. SSPRK schemes [28]). For the sake of clarity, the time
dependency of every term is omitted except when it is necessary, since only the
explicit Euler scheme is used.
In this context, we propose to consider a conservative explicit finite volume
scheme which may therefore be given by the following expression:
∀K ∈M, Un+1K = UnK −
∆t
|K|
∑
i∈EK
|ei|F i · nK,i, (2.1)
where the numerical flux approximates the physical flux: F i · nK,i ' F(UnK) · nK,i|ei,t=tn .
Let us first give a result that provides a general framework to design a scheme
adapted to our problem. We focus on specific choices of F i to preserve the set
of admissible states A as stated in the following theorem:
Theorem 2.1. We assume that the conservative numerical flux F i has the
following properties:
1. Consistency:
if ∀K ∈M, UnK = U then ∀K ∈M, ∀i ∈ EK , F i · nK,i = F(U) · nK,i,
2. Admissibility:
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(a) ∀K ∈M, ∀i ∈ EK , ∀J ∈ SK,i, ∃ νJK,i ≥ 0 such that:
F i · nK,i =
∑
J∈SK,i
νJK,iFKJ · ηKJ ,
with FKJ · ηKJ = F(UK ,UJ ;ηKJ) a consistent two-points approx-
imate Riemann solver,
(b) for any constant vector V, ∀K ∈M, ∑
i∈EK
|ei|
∑
J∈SK,i
νJK,iV · ηKJ = 0,
with SK,i the set of points used to reconstruct the flux on the interface i
and ηKJ is a unitary vector outgoing of K.
Then the scheme (2.1) is stable, and preserves the space of admissible states
A as soon as the following classical CFL condition is fulfilled:
max
K∈M
J∈EK
(
bKJ
∆t
δKJ
)
≤ 1, (2.2)
where bKJ is the greatest speed of the numerical flux between the states UnK and
UnJ , and δKJ is a characteristic length that is defined later (see (2.5)).
Moreover, if FKJ is the flux of an entropic 1D scheme, then the scheme
(2.1) is entropic.
Proof. The outline of the proof is to write the scheme as a convex combination
of 1D schemes as it was done for instance in [38, 6]. Obviously, the aim is to
obtain 1D schemes which fulfill the expected properties.
With the property 2a the scheme (2.1) can be expressed as:
Un+1K = U
n
K −
∆t
|K|
∑
i∈EK
|ei|Fni · nK,i (2.1)
= UnK −
∆t
|K|
∑
i∈EK
|ei|
∑
J∈SK,i
νJK,iFKJ · ηKJ . (2.3)
The inversion of the two sums gives:
Un+1K = U
n
K −
∆t
|K|
∑
J∈EK
 ∑
i∈SKJ
|ei|νJK,i
FKJ · ηKJ , (2.4)
where:
• EK = ∪i∈EKSK,i is the set of points used to reconstruct all the fluxes on
the cell K (stencil of the cell K),
• SKJ = {i/J ∈ SK,i} are the indexes of the interfaces of K which used the
value of the solution on xJ (UnJ) to reconstruct the flux on the interface
i. See for instance Figure 5 for more details about these spaces.
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The length dKJ :=
∑
i∈SK,i |ei|νJK,i > 0, is introduced to turn (2.4) into:
Un+1K = U
n
K −
∆t
|K|
∑
J∈EK
dKJFKJ · ηKJ .
In order to rewrite this expression as a convex combination of 1D schemes,
a positive coefficient ωKJ := dKJ∑
J∈EK dKJ
is used to obtain:
Un+1K =
∑
J∈EK
ωKJU
n+1
K =
∑
J∈EK
(
ωKJU
n
K −
∆t
|K|dKJFKJ · ηKJ
)
,
since
∑
J∈EK ωKJ = 1.
This expression may be simplified by setting:
δKJ :=
|K|∑
J∈EK dKJ
> 0, (2.5)
which can be assimilated to a space step, to have:∑
J∈EK
ωKJU
n+1
K =
∑
J∈EK
ωKJ
(
UnK −
∆t
δKJ
FKJ · ηKJ
)
. (2.6)
Now, to obtain a convex combination of 1D schemes, a term has to be
introduced to play the role of the flux on the left interface.
With the newly introduced coefficients the assumption 2b in the Theorem 2.1
could be reformulated into a discrete divergence formula:∑
i∈EK
|ei|
∑
J∈SK,i
νJK,iηKJ = 0 ⇐⇒
∑
J∈EK
dKJηKJ = 0. (2.7)
This condition is fulfilled when the ‘virtual cells’ are closed. The ‘virtual
cells’ may be seen as polygonal cells where the interfaces are orthogonal to ηKJ
with a length of dKJ . This reformulation leads to:
∆t
|K|F(U
n
K) ·
∑
J∈EK
dKJηKJ = 0.
And then by using the previously defined coefficients:∑
J∈EK
dKJ
∆t
|K|F(U
n
K) · ηKJ =
∑
J∈EK
ωKJ
∆t
δKJ
F(UnK) · ηKJ
=
∑
J∈EK
ωKJ
∆t
δKJ
FKK · ηKJ = 0, (2.8)
we defined FKK := F(UnK) as the two-points approximate Riemann solver F
is consistent.
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Then, the term of (2.8) can be added in the previous convex combination of
schemes (2.6):∑
J∈EK
ωKJU
n+1
K =
∑
J∈EK
ωKJ
(
UnK −
∆t
δKJ
[FKJ −FKK ] · ηKJ
)
. (2.9)
Finally, the scheme (2.9) is rewritten as a convex combination of 1D schemes
in the direction KJ with UK as a left state, UJ on the right and UK also in
intermediary state (see Figure 3).
xi−1 xi xi+1
xi−1/2 xi+1/2
Uni−1 U
n
i U
n
i+1
xK xJ
ei
UnK U
n
K U
n
J
Figure 3: States between cells for 1D and 2D schemes
As such, this scheme is stable and preserves the set of admissible states A
under the classical 1D CFL condition linked to the flux FKJ :
max
K∈M
J∈EK
(
bKJ
∆t
δKJ
)
≤ 1, (2.2)
where bKJ is the greatest speed of the numerical flux FKJ between the states
UnK and U
n
J . This CFL condition is majored by 1 as the state UK is involved
twice in the Riemann problem.
In addition, the scheme is also entropic as soon as FKJ is the flux of a 1D
entropic scheme.
Remark 2.1. Let us notice that the proof of this theorem can be straightfor-
wardly extended to replace the explicit Euler scheme in (2.1) by any Runge-Kutta
time integration. In that case, the CFL condition (2.2) is modified accordingly.
For instance, an implicit Euler version of the scheme may be designed and will
be unconditionally stable. Let us also point out that the ν coefficients involved
in property 2a may depend on the solution. In that case, the computational cost
of implicit schemes quickly becomes important.
2.2. A possible choice of flux
A possible choice for F i is the classical two-points (TP) flux, for instance
with the Rusanov approximation [40]:
F i · nK,i = F(U
n
K) + F(U
n
L)
2
· nK,i − bKL
2
(UnL −UnK). (2.10)
This flux is consistent, conservative and fulfills the conditions of the theorem
with SK,i = L, ηKL = nK,i and νLK,i = 1. Moreover, the condition 2b is verified
with any polygonal cells, as a consequence of the divergence formula. Therefore,
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a scheme based on the flux (2.10) is stable and preserves the set of admissible
states A under the CFL condition given by (2.2).
However, this choice does not allow us to design an AP scheme since the
numerical diffusion occurs in the direction KL instead of nK,i, as stated in
the point ((i)). In fact, this choice of F i leads to the FV4 scheme [24] in the
diffusion limit, nevertheless, this limit scheme is not consistent with the diffusion
equation unless the mesh is admissible (see for instance [41, 6] for a proof).
Hence, we will consider schemes with a numerical diffusion in the direction
nK,i.
2.3. A better choice of flux: the HLL-DLP flux
To have a relevant discretization of the gradient in the asymptotic limit and
have AP properties, we propose to design a scheme in the spirit of the one
developed by Droniou and Le Potier [21], in order to target the DLP scheme in
the diffusive limit and have the numerical diffusion oriented through the normal
nK,i ((i)).
Their scheme is non linear and preserves the set of admissible states for
elliptic equations. In this framework this preservation is difficult, indeed, few
schemes for the Laplace equation preserve the set of admissible states. Let us
mention some of them: the diamond scheme [19] on particular meshes (see [6]),
the non-linear correction introduced by Le Potier in [33] and extended in [16, 34]
applied on any consistent and conservative schemes and the DLP scheme.
The DLP scheme was selected, as the expression of the discrete gradient is
well suited for our applications, hence, the normal discrete gradient with the
DLP scheme can be expressed as:
∇uK · nK,i =
∑
J∈SK,i
νJK,i(u)(uJ − uK), (2.11)
with νJK,i ≥ 0, this positivity enforces the preservation of AD and is a significant
feature to incorporate into our scheme for hyperbolic systems (2.1).
Using the same notations as in their work, the numerical flux F i is built in
the same fashion as their flux for elliptic equations but obviously adapted to
hyperbolic problems, and will be named HLL-DLP flux. The values of the νJK,i
coefficients used in Theorem 2.1 are exhibited by the following computations.
2.3.1. Interpolation
First, two points M are introduced per interface i (see Figure 4):
• xMK,i belongs to the half line of direction nK,i starting at xK ,
• xML,i belongs to the half line of direction nL,i = −nK,i starting at xL.
Let us note that these half lines do not necessarily cross the interface i.
These points xMK,i and xML,i can be defined as a convex combination of cell
centers in M as in [21] (the same thing is done with the diamond scheme [19]
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xK
xL
xB
xA
MK,i
ML,i
nK,i
i
nL,i
Figure 4: Definition of the points M .
for the interpolation of the values at the vertices):{
xMK,i =
∑
J∈SK,i w
J
K,i xJ
xML,i =
∑
J∈SL,i w
J
L,i xJ ,
(2.12)
where wJK,i, w
J
L,i ≥ 0, and
∑
J∈SK,i w
J
K,i =
∑
J∈SL,i w
J
L,i = 1. The value of the
solution at these points is interpolated using the same construction (2.12).
The definitions of xMK,i and xML,i implies that:{
KMK,i =
∑
J∈SK,i w
J
K,iKJ,
LML,i =
∑
J∈SL,i w
J
L,iLJ,
(2.13)
and the reconstruction of the outward normals in each cell is given by:
nK,i =
KMK,i
‖KMK,i‖ =
∑
J∈SK,i
wJK,i
‖KMK,i‖KJ =
∑
J∈SK,i
wJK,i‖KJ‖
KMK,i
ηKJ
=
∑
J∈SK,i w
J
K,iηKJ ,
nL,i =
LML,i
‖LML,i‖ =
∑
J∈SL,i
wJL,i
‖LML,i‖LJ =
∑
J∈SL,i
wJL,i‖LJ‖
‖LML,i‖ ηLJ
=
∑
J∈SL,i w
J
L,iηLJ ,
(2.14)
where nK,i = −nL,i and ηKJ = KJ‖KJ‖ is the unit vector in the direction of KJ .
Remark 2.2.
• The point xL has to be in SK,i but it is not mandatory for xK , as it will
be show in the construction of the flux F i.
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• For the sake of accuracy, the points chose to reconstruct the two points M
should be as close of xK and xL as possible.
Equipped with these definitions, the set of points defined in the theorem and
used in the proof are the following:
• SK,i are the points used to reconstruct xMK,i (not necessarily neighbors
of K),
• EK = ∪i∈EKSK,i are the points used to reconstruct all the points xMK,i
(stencil of the cell K),
• SKJ = {i/J ∈ SK,i} are the indexes of the interfaces of K which use xJ
to reconstruct xMK,i .
For the rest of the computations we will use the barycentric coordinates for
the convex combinations (2.12). From the definition of the barycentric coor-
dinates all the coefficients wJK,i (resp. w
J
L,i) are positive if the points xMK,i
(resp. xML,i) lie into the polygon created by the points of SK,i (resp. SL,i).
Furthermore, we have
∑
J∈SK,i w
J
K,i =
∑
J∈SL,i w
J
K,i = 1.
The computation of the barycentric coordinates are direct for a starred poly-
gon in 2D. For instance, we use the mean values coordinates from [25]. Let us
point out that, even if a wide variety of possibilities exists for the choice of SK,i,
only sets of three points will be used for practical applications in this article.
As an example, let us give some sets constructed with three points from
Figure 5:
• SK,i3 = {xL3 ,xK ,xJ1},
• EK = {xL1 ,xL2 ,xK ,xJ1 ,xL3 ,xL4 ,xJ3 ,xL5},
• SKJ1 = {i2, i3}.
Remark 2.3. The numerical cost of these new quantities is neglectable com-
pared to the cost of the global scheme. It is in the same magnitude as the
computations of the geometrical elements for an unstructured mesh.
2.3.2. Expression of the numerical fluxes
An extension of the Rusanov scheme using the DLP reconstruction is pro-
posed in this paragraph for the sake of simplicity in the notations. Let us
emphasize that the extension to other two-points approximate Riemann solvers
such as HLL [30] or HLLC (see [43, 44] for Euler and [2, 4] for the M1 model)
is straightforward. The extension with the HLL scheme will be used for some
numerical tests.
A Rusanov flux is hence used in each direction (for each J ∈ SK,i):
FKJ · ηKJ =
F(UnJ) + F(U
n
K)
2
· ηKJ −
bKJ
2
(UnJ −UnK), (2.15)
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xK
xL1xL2
xJ3
xL3
xJ2
xL4
xJ1
xL5
i1
i5
i4i3
i2
xMK,1
xMK,2
xMK,3
xMK,4
xMK,5
Figure 5: Representation of the set of points
where bKJ is the speed of the Rusanov scheme (which is therefore larger than
all wave speeds at the interface between K and J).
In order to have a consistent combination of fluxes FKJ · ηKJ which leads
to a consistent formulation of FK,i ·nK,i, the following reconstruction, from the
one of the normal vector (2.14), is used:
FK,i · nK,i =
∑
J∈SK,i
wJK,iFKJ · ηKJ . (2.16)
The consistency is guaranteed by the properties coming from the barycentric
coordinates:
∑
J∈SL,i w
J
L,iηKJ = nK,i (2.14), and the fact that FKJ is a con-
sistent flux. Similarly, FL,i is defined as:
FL,i · nL,i =
∑
J∈SL,i
wJL,iFLJ · ηLJ . (2.17)
Following the strategy of Droniou and Le Potier in [21] F i is introduced as
a convex combination of FK,i and FL,i. Hence, for each component j of the
system (1.2):
F ji = γjK,iF jK,i + γjL,iF jL,i, (2.18)
where γjL,i, γ
j
K,i ≥ 0, have to be chosen such that γjL,i + γjK,i = 1.
This expression of F ji allows us to write on the one hand:
F ji · nK,i = γjK,iF jK,i · nK,i − γjL,iF jL,i · nL,i (2.19)
:=
∑
J∈SK,i
νJ,jK,iFKJ · ηKJ , (2.20)
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and on the other hand:
F ji · nL,i = −γjK,iF jK,i · nK,i + γjL,iF jL,i · nL,i (2.21)
:=
∑
J∈SL,i
νJ,jL,iF jLJ · ηLJ . (2.22)
Let us emphasize that this numerical flux F i (= (F ji )j) is consistent, conserva-
tive and non linear by construction.
The choice of γjK,i and γ
j
L,i now has to be made in order to enforce the
positivity of the coefficients νJ,jK,i and ν
J,j
L,i. In order to do so, the fluxes F ji are
decomposed by introducing βi := min(wLK,i, w
K
L,i):{
F jK,i · nK,i = βiF jKL · ηKL +GjK,i,
F jL,i · nL,i = βiF jLK · ηLK +GjL,i.
(2.23)
This leads to the expression of GjK,i and G
j
L,i:{
GjK,i = (w
L
K,i − βi)F jKL · ηKL +
∑
J∈{SK,i\L} w
J
K,iF jKJ · ηKJ ,
GjL,i = (w
j
L,i − βi)F jLK · ηLK +
∑
J∈{SL,i\K} w
J
L,iF jLJ · ηLJ .
(2.24)
Now, the γjK,i and γ
j
L,i coefficients have to be chosen in order to balance
the negative coefficients. The choice made by Droniou and Le Potier is the
following: 
γjK,i =
|GjL,i|
|GjK,i|+|GjL,i|
γjL,i =
|GjK,i|
|GjK,i|+|GjL,i|
∈ [0; 1]2, (2.25)
with γjK,i = γ
j
L,i =
1
2 if |GjK,i|+ |GjL,i| = 0.
With these coefficients and after some computations, the flux may now be
expressed as a combination of fluxes in the direction KJ with positive coeffi-
cients:
F ji · nK,i =

βiF jKL · ηKL if GjK,iGjL,i ≥ 0,
(βi + 2γ
j
K,i(w
L
K,i − βi))F jKL · ηKL
+2γjK,i
∑
J∈{SK,i\L} w
J
K,iF jKJ · ηKJ otherwise,
:=
∑
J∈SK,i
νJ,jK,iF jKJ · ηKJ . (2.26)
The positivity of all the ν coefficients is enforced by the choice of βi, the prop-
erties on γjK,i and the positivity of the barycentric coordinates. Furthermore,
the numerical flux F i (= (F ji )j) is conservative and consistent by construction.
As previously stated it is also possible to use any two-points approximate
Riemann solver for FKJ , since the choice of the Rusanov flux does not have
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any incidence on the construction of the flux F i. Let also us remind that this
flux (2.26) will be named HLL-DLP for the rest of the paper, as is it extended
from an HLL flux (Rusanov) with the DLP reconstruction.
Remark 2.4.
• With these coefficients we have:
∑
J∈SK,i
νJ,jK,iηKJ =
{
βiηKL if G
j
K,iG
j
L,i ≥ 0,
2γjK,inK,i + βi(γ
j
L,i − γjK,i)ηKL otherwise.
(2.27)
• For the boundary fluxes a simpler definition is used, which does not use
any reconstruction:
F i · nK,i = FKJ · nK,i, (2.28)
where J is the cell where the boundary conditions are imposed, and FKJ
is the two-points approximate Riemann solver chosen earlier.
• In the case where the mesh is admissible (see Definition 1.1), a lot of
simplifications occur and the flux (2.26) becomes nothing but the two-points
flux (2.10). In this case the coefficients previously defined are reduced to:
SK,i = L EK = EK
βi = 1 ν
L,j
K,i = 1
γjK,i = γ
j
L,i =
1
2
dL = |ei|
ωjL =
|ei|
pK
δjKL =
|K|
pK
,
with pK the perimeter of the cell K, and j is the referring component in
the system (1.2).
Moreover, the second condition of admissibility 2b of the Theorem 2.1 is
immediately enforced.
2.4. Discussion on the choice of the flux
As it can be seen in (2.27), the property 2b does not hold on general meshes
with the HLL-DLP flux, since
∑
i∈SK,i ν
J,j
K,iηKJ 6= nK,i. This feature may be
interpreted in a geometrical point of view (see Figure 6): property 2b would be
true if the polygon constituted with the dash lines was closed. Unfortunately,
this is not the case except for specific cases (e.g. for admissible meshes or when
U is constant over EK).
Therefore, this property has to be enforced in order to use the Theorem 2.1
on general meshes. Moreover, the coefficients ν of the HLL-DLP flux (2.26) are
defined by equations and not globally as in the Theorem 2.1. The preservation
of A thus cannot be guaranteed by Theorem 2.1.
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xL1
xL5
xJ3
xL4
xJ2
xL3
xJ1
xL2
Figure 6: Virtual cell (in dashed blue), constituted with interfaces orthogonal to ηKJ with a
length of dKJ , which is not closed.
However, as a construction of a flux that fulfills all the conditions of the
Theorem 2.1 and has diffusion on nK,i ((i)) will be too cumbersome and numer-
ically expensive, we may use a simpler procedure. Hence, we propose a method
to conserve the set of admissible states A, using an a posteriori limitation pro-
cedure, which may be used for high-order extensions (see [18] for instance). The
scheme with the HLL-DLP flux (2.26) is used to compute the updates, then
whenever this predicts a solution that is not admissible the TP flux (2.10) is
used instead (see the Algorithm 1 for details about this procedure).
For practical implementation the following procedure, based on a posteri-
ori criterion in the spirit of the MOOD paradigm used to develop high-order
schemes [18], will hence be used (see also Figure 7):
HLL-DLP flux (2.26) U˜n+1 PAD Yes
No
TP flux (2.10)
Un Un+1
Figure 7: Principle of the TP correction
Such a correction is only expected to occur in the vicinity of discontinuities
and on distorted cells, hence only few cells need to be corrected by this pro-
cedure. As it may be seen in the numerical results, this correction with the
TP flux is seldom needed for classical test cases and the a posteriori procedure
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Algorithm 1 Principle of the TP correction, with a Physical Admissibility
Detector (PAD)
1: procedure TP-correction(U˜n+1)
2: * The computation of the candidates values U˜n+1 is done with the HLL-
DLP flux (2.26) and with ∆t given by the CFL condition (2.2) of the The-
orem 2.1.
3: while Physical Admissibility Detector: (∃K, U˜n+1K /∈ A) do
4: * The property 2b of the Theorem 2.1 is enforced by using the TP flux
(2.10) on all interfaces of all the cells K that do not satisfy the admissibility
criterion. Therefore, this also modifies the values of U˜n+1 on all neighbors
cells (to keep the conservation property). Then the time step and the new
values of U˜n+1 are re-computed with the TP flux on the corrected cells (and
their neighbors).
5: end while
6: end procedure
preserves a good precision.
Let us notice that there is no infinite loop in the procedure, as the TP
flux satisfies all the properties of the Theorem 2.1 (see Section 2.2) and then
conserves the set of admissible states. Let us also mention that the correction
has no impact in the design of AP schemes in the next part. Moreover, the
proof that this correction with the two-points flux (2.10) is not activated when
the AP property is required, is made in Lemma 3.3 and Corrollary 3.1.
Finally, the scheme (2.1) with the HLL-DLP flux (2.26) is consistent, con-
servative and conserve the set of admissible states A if the Algorithm 1 is used.
2.5. Numerical results for the hyperbolic scheme
The scheme (2.1) for the hyperbolic system without source term (1.2) is here
validated on numerical tests. For the results with the source term the reader
can refer to the Section 3.3.
2.5.1. Convergence results on the advection equation
In order to check the consistency of our numerical scheme, we test it on the
advection equation:
∂tu+ div(au) = 0. (2.29)
The test case is the transport at speed a = (1, 1)T of a double sinus u0(x, y) = sin(2pix) sin(2piy)
in a square [0 ; 1]2. The square is meshed with an unstructured mesh presented
in Figure 8, other meshes are refinement of this one. Even if, the coarse mesh
is not distorted the refinements create some deformed cells. Dirichlet boundary
conditions are imposed with the exact solution on each side of the square.
The L2-errors for the HLL-DLP flux (2.26) are presented at time tf = 1 in
the Table 1. They are compared to the errors with the TP flux (2.10) in the
same table. The size of the mesh is defined as min
K∈M
(
|K|∑
i∈EK |ei|
)
.
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Figure 8: Coarser unstructured mesh used for the runs.
Mesh HLL-DLP flux (2.26) TP flux (2.10)
Nb. cells Size Error Order Error Order
1 569 2.67× 10−3 1.93× 10−1 — 2.01× 10−1 —
6 209 1.34× 10−3 1.19× 10−1 0.70 1.22× 10−1 0.72
24 705 6.68× 10−4 6.68× 10−2 0.83 6.83× 10−2 0.84
98 561 3.34× 10−4 3.58× 10−2 0.90 3.64× 10−2 0.91
393 729 1.67× 10−4 1.86× 10−2 0.95 1.89× 10−2 0.95
1 573 889 8.35× 10−5 9.49× 10−3 0.97 9.62× 10−3 0.97
6 293 505 4.17× 10−5 4.81× 10−3 0.98 4.97× 10−3 0.98
Table 1: Convergence rates.
As expected, order one is reached except on coarse meshes. For these runs,
the TP flux correction is never activated as there is no set of admissible states
for the advection equation. It can be observed that the HLL-DLP flux is a
slightly more precise than the scheme with the TP flux.
2.5.2. Sod’s shock tube
The other test cases for this part are performed on the Euler model for ideal
gases, which is nothing but (1.5) with the equation of conservation of the energy
E and the following equation of state: e = pρ(γ−1) (see [43] for a more detailed
definition).
The first test case is Sod’s shock tube, which is a classical 1D test with
possibility to compare with the exact solution of a 1D Riemann solver. This
Riemann problem is characterised by a left state Ul = (1, 0, 0, 1)
T , and a right
statesUr = (0.125, 0, 0, 0.1)
T . The results using the HLL-DLP flux, for different
unstructured meshes are presented at time tf = 0.15 in the Figure 9, with a
section at y = 0.5. The convergence is observed on both the rarefaction waves
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Figure 9: Density for the sod shock tube test case, solid line: exact solution; dashed line:
coarse mesh (6.2×103 cells), dotted line: intermediary mesh (9.8×104 cells); and plus marks:
fine mesh (1.5× 106 cells).
and the shock. The contact discontinuity is logically not well described since
only an HLL based scheme is used. The correction with the TP flux (2.10) is
never used during the different runs, as the set of admissible states A is always
preserved during the computations. Hence, only the CPU time for the test of
the physical admissibility is measured. For the three runs it costs less than 3%
of the global computational time.
2.5.3. Wind tunnel at Mach 3
Another classical test case with the Euler model is the Mach 3 wind tunnel
with a step from Woodward and Collela [45]. The computational domain and a
coarse mesh are presented in Figure 10. The initial condition is a flow at Mach
3 with U = (1.4, 3, 0, 1)T , the same flow is imposed with Dirichlet boundary
condition on the left side. The right side of the domain is a pressure outflow
with Neumann boundary condition. Others surfaces are considered as walls.
In Figure 11 the solution on a coarse mesh of 1.7 × 103 cells with the two
different fluxes (2.10) and (2.26) is presented in order to show the differences
between the two fluxes. In the same figure the solution on a fine mesh of 1.7×106
cells with the HLL-DLP flux is given to have a comparison with the coarse mesh,
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Figure 10: Prototype of unstructured mesh used for the computations in the tunnel.
moreover, this computation allow us to investigate the number of activations of
the TP correction.
In the central figure (with the fine mesh) all the shocks and the different
reflections are well captured. The difference between the TP flux (top figure)
and the HLL-DLP flux (bottom figure) is observed by the different effects of
the mesh on the solution. Since the numerical diffusion is only directed through
KL with the TP flux, the flaws of the mesh are amplified, which is not the case
with the scheme based on the HLL-DLP flux.
For both runs with the HLL-DLP flux, the TP flux correction is activated
on less than 1% percent of the cells for a CPU cost inferior to 2% for the tests
and the re-computations.
2.5.4. 2D Riemann problems
Other 2D test cases with reference solution with the Euler model are the 2D
Riemann problems that were firstly introduced in [46], then corrected in [42]
and simulated in [32].
The ones presented here are the third configuration (C3) which leads to the
creation of four shocks and the fifth and sixth configurations (C5, C6) which
deploy four contact discontinuities. The initial condition of these 2D Riemann
problem is constituted of four states and described in Table 2.
The results for these test cases with an HLL based flux at time tf = 0.3
are presented in Figure 12. These test cases are very sensitive to the initial
condition, and that explains the form of the discontinuities as the initial condi-
tion is not properly aligned with the lines that divide the domain in four as the
mesh is unstructured. The central structures are well represented in the three
configurations, even with the unstructured mesh.
The fifth and sixth configurations do not need any TP correction during
the time iterations and the tests cost less than 1% of the CPU time. For the
third configuration (the four shocks) the correction with the TP flux is used on
less than 1% of the time iterations on a maximum of 5 cells with 3 loops (for
the re-computations) in the procedure 1. The test for the physically admissible
criterion and the re-computations only take 2% of the total CPU time.
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Figure 11: From top to bottom: density computed with the TP flux (2.10) on a coarse mesh,
solution with the HLL-DLP flux (2.26) and the correction on a fine mesh of 1.7 × 106 cells,
and solution on a coarse mesh with the HLL-DLP flux
2.5.5. 2D test case on the M1 model
In order to prove that the scheme could be easily used on other hyperbolic
systems of conservation laws as all the constructions are independent of the
physical flux, we present a result with the M1 model for radiative transfer de-
scribed with (1.8).
This test case is a 2D Riemann problem with four states inspired by those
from the Euler equations. The initial condition is described by a temperature
T = 1000K, a radiative energy E = aT 4 and a radiative flux FR = (1−108)cEv
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UTNW U
T
NE
UTSW U
T
SE
C3 (0.5323 1.206 0.0 0.3) (1.5 0.0 0.0 1.5)
(0.138 1.206 1.206 0.029) (0.5323 0.0 1.206 0.3)
C5 (2.0 −0.75 0.5 1.0) (1.0 −0.75 −0.5 1.0)
(1.0 0.75 0.5 1.0) (3.0 0.75 −0.5 1.0)
C6 (2.0 0.75 0.5 1.0) (1.0 0.75 −0.5 1.0)
(1.0 −0.75 0.5 1.0) (3.0 −0.750 −0.5 1.3)
Table 2: Four initial states for the configuration 3, 5 and 6 of the 2D Riemann problems for
Euler (C3, C5, C6).
with v defined as follows:
vNW =
(
0
1
)
↑ vNE =
(−1
0
)
←
vSW =
(
1
0
)
→ vSE =
(
0
−1
)
↓
This test case is very stiff as f = ‖FR‖cE stays close to 1 in most of the
domain during the time iterations, and the initial condition itself is close to the
boundary of the set of admissible states A.
The results for the radiative energy and the factor of anisotropy f at time
tf = 2 × 10−9 are presented in Figure 13. As f stays near 1 during all the
computations and in a major part of the domain, the TP correction could have
been expected. Moreover, strong discontinuities appear in the center of the
domain. In fact, less than 1% of the cells are corrected at each iteration within
less than 5% of the total CPU time due to the loops for the re-computations in
the Algorithm 1.
Finally, the HLL-DLP (2.26) flux and the procedure associated to preserve
the set of admissible states A (1) for the hyperbolic homogeneous system (1.2)
are well suited on classical test cases and even for very stiff ones.
3. Numerical scheme for the system of conservation laws with source
term
Now we design a scheme for the full system of conservation law with source
term (1.1). This scheme is based on the scheme for the hyperbolic part intro-
duced in the previous part (2.1) and will be proved to be AP with the diffusion
limit (1.4). For the sake of simplicity it is exposed under the following form:
∀K ∈M, Un+1K = UnK −
∆t
|K|
∑
i∈EK
|ei|FK,i · nK,i, (3.1)
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Figure 12: Density results for three 2D Riemann problems on an unstructured mesh with
1.2× 106 cells.
where the flux FK,i contains the discretization of both the hyperbolic part and
the source term from (1.1). Naturally, the objective is to design an expression
of FK,i which also preserves the set of admissible states A.
3.1. Construction of FK,i
Now that a relevant scheme has been designed for the hyperbolic part, we
propose to modify it in order to take the source term into account using the
technique introduced in [7] for the 1D case (see also [6, 23] for the introduction
in 2D).
This modification can be easily done as all the three points (i)-(ii)-(iii) re-
quired are respected by the scheme with the HLL-DLP flux.
In order to reuse the convex combinations used in the proof of the Theo-
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(a) Radiative energy (b) Factor of anisotropy f
Figure 13: Results for a 2D Riemann problems on an unstructured mesh of 1.2 × 106 cells
with the M1 model
rem 2.1, the modification is applied in the direction KJ as follows:
FKJ · ηKJ = αKJFKJ · ηKJ − (αKJ − αKK)F(UnK) · ηKJ (3.2)
− (1−αKJ)bKJ(R(UnK)−UnK),
where FKJ is a two-points approximate Riemann solver, for instance the Ru-
sanov flux as in (2.15) (see Appendix D for the changes implied by the HLL
flux), and the α coefficients are defined by components j as:
(αKJ)
j
= αjKJ =
bKJ
bKJ + γKδ
j
KJ
∈ [0; 1],
αKK =
bKK
bKK + γKδKK
, with δKK =
|K|
pK
,
(3.3)
where γK = γ(UnK), and δ
j
KJ =
|K|∑
J∈EK d
j
KJ
, with djKJ =
∑
i∈SK,i |ei|ν
J,j
K,i. The
coefficients ν are computed on FKJ as previously in (2.26).
Now the flux FK,i is also reconstructed from the modified 1D fluxes (3.2):
FK,i · nK,i =
∑
J∈SK,i
νJK,iFKJ · ηKJ , (3.4)
where νJK,i = (ν
J,j
K,i)j is obtained as previously on FKJ in the Section 2.3.
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The HLL-DLP scheme (3.1) hence becomes:
Un+1K = U
n
K −
∆t
|K|
∑
i∈EK
|ei|
∑
J∈SK,i
νJK,iFKJ · ηKJ
= UnK −
∆t
|K|
∑
i∈EK
|ei|
∑
J∈SK,i
νJK,i
(
αKJFKJ · ηKJ
− (αKJ − αKK)F(UnK) · ηKJ
)
(3.5)
+
∆t
|K|
∑
i∈EK
|ei|
∑
J∈SK,i
νJK,i(1−αKJ)bKJ(R(UnK)−UnK)
In order to preserve the set of admissible states A we generalise the Theo-
rem 2.1 by including the source term with the flux FK,i.
Theorem 3.1. The scheme (3.1) expanded in (3.5) is consistent with (1.1),
under the same assumptions of the Theorem 2.1. Moreover, it preserves the set
of admissible states A under the CFL condition:
max
K∈M
J∈EK
(
bKJ
∆t
δKJ
)
≤ 1. (2.2)
Proof. First we use two lemmas to prove the consistency:
Lemma 3.1. The term
∑
J∈SK,i ν
J
K,i
(
αKJFKJ · ηKJ − (αKJ − αKK)F(UnK) · ηKJ
)
of (3.5) is consistent with F(U) · nK,i.
Proof. One can assume that νJK,i ≤ C, with C ∈ [0; +∞[. Then when the radius
of the largest circle inside K, rK , tends to zero we have:
δKJ =
|K|∑
J∈EK dKJ
=
|K|∑
i∈EK |ei|
∑
J∈SK,i ν
J
K,i
−→ 0.
Next, from the definition of αKJ and αKK we have αKJ −−−−→
rK→0
1 and αKK −−−−→
rK→0
1.
Now, since
∑
J∈SK,i ν
J
K,iFKJ ·ηKJ is consistent with F(U) ·nK,i (as stated
in the previous section), those terms are consistent with F(U) · nK,i.
Lemma 3.2. The term that discretizes the source term in (3.5):
S(UnK) :=
∑
i∈EK
|ei|
|K|
 ∑
J∈SK,i
νJK,i(1− αKJ)bKJ(R(UnK)−UnK)
 ,
is consistent with γ(U)(R(U)−U).
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Proof. Inverting the two sums, and using the definition of ωKJ and δKJ we
have:
S(UnK) =
∑
J∈EK
(
ωKJ
δKJ
(1− αKJ)bKJ(R(UnK)−UnK)
)
=
∑
J∈EK
(
ωKJ
δKJ
γKδKJ
bKJ + γKδKJ
bKJ(R(U
n
K)−UnK)
)
= γK(R(U
n
K)−UnK)
∑
J∈EK
(
ωKJ
bKJ
bKJ + γKδKJ
)
Therefore, as δKJ −−−−→
rK→0
0, we have:
∑
J∈EK
(
ωKJ
bKJ
bKJ + γKδKJ
)
−−−−→
rK→0
∑
J∈EK
ωKJ = 1.
Then to prove the stability under a CFL condition the scheme is rewritten
as a convex combination of 1D schemes from [7]. By inverting all the sums in
(3.5) we have:
Un+1K = U
n
K −
∆t
|K|
∑
i∈EK
|ei|FK,i · nK,i
= UnK −
∑
J∈EK
(
ωKJ
∆t
δKJ
αKJFKJ · ηKJ
)
+
∑
J∈EK
(
ωKJ
∆t
δKJ
(αKJ − αKK)F(UnK) · ηKJ
)
(3.6)
+
∑
J∈EK
(
ωKJ
∆t
δKJ
(1− αKJ)bKJ(R(UnK)−UnK)
)
The assumption 2b of the Theorem 2.1 gives:
0 =
∑
J∈EK ωKJ
∆t
δKJ
αKKFKK · ηKJ
0 =
∑
J∈EK ωKJ
∆t
δKJ
(1− αKK)bKK(R(UnK)−UnK)
(3.7)
The term
∑
J∈EK ωKJ
∆t
δKJ
(1−αKK)bKK(R(UnK)−UnK) is equal to zero because
it may be rewritten using the equality R(UnK)−UnK = SKK · ηKJ .
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With the addition of the terms from (3.7) the previous scheme can be rewrit-
ten as:
Un+1K =
∑
J∈EK
ωKJ
(
UnK −
∆t
δKJ
[αKJFKJ − αKKFKK ] · ηKJ (3.8)
+
∆t
δKJ
[αKJF(U
n
K)− αKKF(UnK)] · ηKJ
+
∆t
δKJ
[(1− αKJ)− (1− αKK)]bKK(R(UnK)−UnK)
)
=
∑
J∈EK
ωKJ
(
UnK −
∆t
δKJ
[F˜KJ − F˜KK ] · ηKJ
)
(3.9)
This last scheme (3.9) is a convex combination of 1D scheme with F˜KJ as
numerical flux:
F˜KJ · ηKJ = αKJFKJ · ηKJ − αKJF(UnK) · ηKJ (3.10)
− (1− αKJ)bKJ(R(UnK)−UnK),
and for the intermediary state:
F˜KK · ηKJ = αKKFKK · ηKJ − αKKF(UnK) · ηKJ (3.11)
− (1− αKK)bKK(R(UnK)−UnK).
These flux F˜ are these defined in [7], and then are stable under the CFL con-
dition:
max
K∈M
J∈EK
(
bKJ
∆t
δKJ
)
≤ 1. (2.2)
In addition, they have the right AP properties.
Remark 3.1. As this theorem is a generalisation of the previous Theorem 2.1,
the proof is only done with a scalar νJK,i.
Let us recall that the scheme with source term (3.1) is a direct extension
of the scheme for the hyperbolic system (2.1), built using the method from [7].
Thus, this new scheme does not fulfill all the assumptions of the theorem and the
same TP flux correction described in Algorithm 1 is mandatory to preserve the
set of admissible states A. Before presenting the AP preserving correction for
the scheme 3.1, Lemma 3.3 and Corollary 3.1 prove that the TP flux correction
is not needed in the diffusive limit and will not modify the numerical diffusion
needed for the AP property.
Lemma 3.3. In the diffusion limit, Theorem 3.1 is valid under the assump-
tions 1 and 2a (property 2b is not required in that case).
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Proof. In the proof of Theorem 3.1, property 2b was used to enforce the two re-
lations labeled (3.7). In the diffusive limit, U lies in the equilibrium map defined
by the compatibility conditions (see [5]). In particular, the two relations (3.7)
are true on the equilibrium map:
1. QF(U) = 0 on the equilibrium map (see property (1.7) in [5]), where Q is
the constant 1×N matrix that multiplies the system (1.1) to obtain the
limit diffusion equation (1.4). This is indeed a crucial property in order
to obtain a diffusion equation in the limit.
2. R(U) = U is part of the definition of the equilibrium map (see property
(1.4) in [5]).
Therefore (3.7) is true on the equilibrium map independently of property 2b.
Consequently, it is also true in the diffusive limit. The rest of the proof is not
modified.
Corollary 3.1. The correction with the TP flux (2.10) described in the Algo-
rithm 1 is never active in the diffusion limit.
Proof. In the diffusive limit, only one scalar νJK,i is involved in the numerical
scheme since only scalar diffusion limits are considered in this paper.
Now, using Lemma 3.3, the scheme (3.1) enters the framework of theorem 3.1
in the diffusion limit. Therefore, it preserves the set of admissible states in this
situation.
3.2. Asymptotic limit of the scheme
Now the asymptotic behaviour (when γ(U)t → ∞) of the scheme (3.1) is
investigated. To do so, a formal Champann-Enskog expansion [7, 6] is performed
by introducing ε > 0 with the following rescaling: γ ←
γ
ε
∆t ← ∆t
ε
In the continuous case, this restrictive rescaling leads to the right limit to
the diffusion equation [5], and it also provides the expected limit with discrete
computations. It is therefore used to investigate the AP property of numeri-
cal schemes since the rigorous arguments used in the continuous case are not
adapted to numerical schemes.
The following expansions can be deduced from this rescaling, with j the
index of the component in the system (1.1):
∆t αjKJ = ∆t
bKJ
bKJε+ γKδ
j
KJ
= ∆t
bKJ
γKδ
j
KJ
+ o(1)
∆t αKK = ∆t
bKK
bKKε+ γKδKK
= ∆t
bKK
γKδKK
+ o(1)
∆t (1− αjKJ) = ∆t γKδ
j
KJ
bKJε2+γKδ
j
KJε
=
∆t
ε
+ o(ε)
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By reintroducing this expansion in the scheme (3.5) and identifying terms
in ε−1 the equilibrium is obtained:
R(U) = U. (3.12)
Now, the ε0 terms yield:
Un+1,jK = U
n,j
K −
∑
i∈EK
∆t
|K| |ei|
∑
J∈SK,i
νJ,jK,i
γK
[
bKJ
δjKJ
F jKJ −
(
bKJ
δjKJ
− bKK
δKK
)
Fj(UnK)
]
· ηKJ
|R(U)=U
(3.13)
As usual with the technique of [7] the scheme is not generally AP at this
point. The asymptotic property is recovered by introducing a free parameter γ
such as γ + γ > 0:
∂tU+ div(F(U)) = γ(U)(R(U)−U), (1.1)
= γ(U)(R(U)−U) + (γ − γ)U,
∂tU+ div(F(U)) = (γ(U) + γ)(R(U)−U), (3.14)
with the following relation:
R(U) =
γ(U)R+ γU
γ(U) + γ
∈ A. (3.15)
The scheme (3.1) is now applied on this equivalent system (3.14) and γ turns
out to be a free parameter that can be chosen to obtained an asymptotic scheme
for (1.1). Then, the identification of the ε0 terms as in (3.13), becomes:
Un+1,jK = U
n,j
K −
∑
i∈EK
∆t
|K| |ei|
∑
J∈SK,i
νJ,jK,i
γK + γ
J
K,i
[
bKJ
δjKJ
F jKJ −
(
bKJ
δjKJ
− bKK
δKK
)
Fj(UnK)
]
· ηKJ
|R(U)=U
.
(3.16)
The way to choose a relevant expression of γ is illustrated on the two systems
presented in the introduction (1.5) and (1.8) with a Rusanov based flux. The
computations are done similarly for others fluxes or system of conservation laws
(see for instance Appendix D for the computations done with an HLL based
flux on these systems)
3.2.1. Limit scheme for the Euler equations with friction
For the Euler model (1.5) the equilibrium R(U) = U implies ρu = ρv = 0.
Denoting γ + γ := κ + κ¯, to stay consistent with the usual notations, we have
the following limit scheme:
ρn+1K = ρ
n
K +
∑
i∈EK
∆t
|K| |ei|
∑
J∈SK,i
νJ,ρK,i
b2KJ
2(κK + κ¯JK,i)δ
ρ
KJ
(
ρJ − ρK
)
. (3.17)
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The free parameter κ¯ is chosen such that:
νJ,ρK,ib
2
KJ
2(κK + κ¯JK,i)δ
ρ
KJ
(ρJ − ρK) =
νJK,i
κK
(pJ − pK), (3.18)
which leads to:
κ¯JK,i =

κK
(
νJ,ρK,ib
2
KJ
2νJK,iδ
ρ
KJ
ρJ−ρK
pJ−pK − 1
)
, if pJ 6= pK
κK
(
νJ,ρK,ib
2
KJ
2νJK,iδ
ρ
KJ
1
p′(ρK)
− 1
)
, otherwise
(3.19)
where νJK,i is the coefficient of the DLP scheme developed in [21] computed on
the diffusion equation (1.7).
Remark 3.2.
• The coefficients κK + κ¯JK,i are positive as p′(ρ) > 0 and all the ν and ν
coefficients are positive by construction.
• If νJ,ρK,i or νJK,i is equal to zero, then the asymptotic correction κ¯J,jK,i is set to
zero. This may happen during the computations but never in the diffusive
limit.
With the correction (3.19) the limit scheme is now:
ρn+1K = ρ
n
K +
∑
i∈EK
∆t
|K| |ei|
∑
J∈SK,i
νJK,i
κK
(pJ − pK), (3.20)
which is nothing but the DLP scheme for:
∂t(ρ)− div
(
1
κ
∇p
)
= 0. (1.7)
3.2.2. Limit scheme for the M1 model
For the M1 model (1.8) the equilibrium R(U) = U implies that E = aT 4,
and FR = 0. Setting bKJ = c (see [35, 2]), and γ + γ := c(σm + σ¯m) we have
the following limit scheme:
(ρCvT + aT
4)
n+1
K = (ρCvT + aT
4)
n
K
+
∑
i∈EK
∆t
|K| |ei|
∑
J∈SK,i
νJ,EK,i
c
2((σm)K + (σ¯
m)
J
K,i)δ
E
KJ
(
(aT 4)J − (aT 4)K
)
.
(3.21)
The parameter σ¯m is chosen such that:
νJ,EK,i
2((σm)K + (σ¯
m)
J
K,i)δ
E
KJ
=
νJK,i
3(σf )K
, (3.22)
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which leads to:
(σ¯m)
J
K,i = 3(σ
f )K
νJ,EK,i
2νJK,iδKJ
− (σm)K . (3.23)
With the choice (3.23) the limit scheme is now:
(ρCvT + aT
4)
n+1
K =(ρCvT + aT
4)
n
K
+
∑
i∈EK
∆t
|K| |ei|
∑
J∈SK,i
νJK,i
c
3(σf )K
(
(aT 4)J − (aT 4)K
)
,
(3.24)
which is the DLP scheme for the asymptotic limit of the M1 model (the equi-
librium diffusion equation):
∂t
(
ρCvT + aT
4
)− div( c
3σf
∇(aT 4)
)
= 0. (1.10)
Remark 3.3. This asymptotic correction is linked to the fact that we choose to
set the numerical flux on the fourth equation of the M1 model to zero, FTi = 0,
as the physical flux F is equal to zero in this equation and T is only coupled with
(E,FR) through the source term.
3.3. Numerical results for the scheme with source term
3.3.1. Pseudo 1D continuous test case
The first test case to check the asymptotic behaviour of the scheme (3.1), is
a pseudo 1D test case on the M1 model with the following properties: all the
opacities (σa, σe, σf ) are fixed to 1500 and the initial condition is a Gaussian
in temperature T0(x) = 300 exp
(
− (x−0.5)22×0.052
)
+ 300, and in order to be at the
radiative equilibrium E0 = aT 40 and FR,0 = 0.
The solution with the scheme (3.1) with or without the AP correction (3.23)
is compared to the solution obtained by a 1D scheme with 1000 points and
the DLP scheme on the limit equation (1.10). Both 2D schemes compute the
solution on the same coarse mesh composed of 1.5 × 103 cells. The results at
time tf = 10−4 are presented in the Figure 14 with a section at y = 0.5.
As it can be seen the HLL-DLP scheme with the AP correction is very close
to the solution obtained with the diffusive limit, contrary to the same scheme
without the AP correction, even on a coarse mesh. The small shift between the
1D and 2D solutions is only due to the initialisation on the coarse mesh. This
test case does not need any TP flux correction and the tests need less than 1%
of the CPU time.
3.3.2. Convergence to the diffusive limit
In order to have a more quantitative evaluation of the AP property a study
of convergence to the limit equation is made. For this study four schemes are
used:
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Figure 14: Temperature computed, solid line: parabolic 1D solution; plus marks: DLP so-
lution; dotted line: HLL-DLP solution with AP correction; dashed line: HLL-DLP solution
without AP correction
(S1) the HLL-DLP (3.1) with the AP correction (3.23),
(S2) the same scheme with the AP correction set to zero (σ¯m = 0),
(S3) the TP flux scheme (2.10) with the source term introduced with the α
coefficients,
(S4) and the TP flux scheme with a centered discretization of the source term.
The initial condition is based on a 2D Gaussian in temperature, with the same
parameters as in the previous test case:
T0(x, y) = 300 exp
(
− (x−0.5)2+(y−0.5)22×0.052
)
+ 300
E0(x, y) = aT0(x, y)
4
FR,0(x, y) = 0
.
The domain used for the computations is the unit square [0; 1]2 meshed with 104
triangles for a space step of ∆x = 1.6 · 10−3 and Neumann boundary conditions
are imposed on the sides. In Table 3 the L2 relative errors regarding to the
solution obtained with the DLP scheme (2.11) on the limit equation and on the
same mesh are presented for different γt.
In this table one can see the behaviour of the schemes regarding to the
evolution of γt. Hence, for γt∆x  1 all the schemes give the same kind of
32
σa, σe, σf 1 5 25 125 625 3125
t 1/c 2/c 4/c 8/c 16/c 32/c
γt = cσmt 1 101 102 103 104 105
Scheme L2-errrors
(S1) 2.70E-2 1.47E-2 4.63E-3 8.50E-4 2.71E-4 1.12E-4
(S2) 2.70E-2 1.46E-2 3.75E-3 2.86E-3 4.44E-3 3.27E-3
(S3) 2.70E-2 1.46E-2 3.81E-3 2.63E-3 4.05E-3 2.94E-3
(S4) 2.71E-2 1.57E-2 7.58E-3 3.52E-3 1.42E-2 1.92E-2
Table 3: Convergence to the diffusion equation regarding to γt
errors. Whereas, for γt∆x 1 the errors of the three not AP schemes (S2), (S3)
and (S4) stay the same when γt increases and only the AP scheme (S1) provides
a reasonable and decreasing error.
Let us underline that for all the computations with the HLL-DLP scheme,
the TP flux correction is never activated and the CPU cost for the tests is
inferior to 1%.
3.3.3. Discontinued test case
The next case illustrates the asymptotic behaviour of the HLL-DLP scheme
on an unstructured mesh with privileged directions (a triangle is drawn in the
center of the mesh, see Figure 15). The isentropic Euler model described by
(1.5) is used for this test case.
Figure 15: Unstructured mesh with privileged directions
This test case is initialised with ρ0 = 1 inside a circle of radius 0.1 in the
center of the domain, and ρ0 = 0.1 elsewhere. Besides, the initial speed is set
to zero. The friction coefficient is set to κ = 2000 and the final time is tf = 10
in order to be close of the diffusive regime.
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The solution obtained with the HLL-DLP scheme is compared with three
others schemes on a coarse mesh of 9.4 × 103 cells: the DLP scheme on the
diffusive equation (1.7), the HLL-DLP scheme without the asymptotic correction
(3.19) (κ¯ = 0) and the TP flux scheme. The results are presented in Figure 16.
As it can be seen the two not-AP schemes differ totally from the reference
Figure 16: Density results for the circle test case with four schemes (from top to bottom and
left to right): the HLL-DLP scheme, the DLP scheme on the diffusion equation, the HLL-DLP
scheme without asymptotic correction and the TP scheme
solution (the DLP scheme) as the diffusion is way too large. Moreover, as the
diffusion of the TP flux occurs in the direction of the mesh, it significantly
diffuses anistropically. The solution computed with the HLL-DLP scheme is
close to the reference solution, even if there is some influence of the mesh:
the initial condition is discontinuous, the speed of convergence to the parabolic
equation is hence slower than in the continuous case (see [29]). As in the pseudo-
1D test case with a Gaussian, this test case does not need the TP flux correction
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and the tests for a possible activation of the correction cost less than 1% of the
CPU time.
3.3.4. Test case with a space probe
This last test case simply models the entry of a space probe from the ESA:
the MSRO (Mars Sample Return Orbiter). The mesh is presented in Figure 17
and the surfaces of the probe are considered as walls. The computational domain
is a rectangle [−6; 8]× [−5; 5], in order to capture most of the phenomenon.
Figure 17: Unstructured mesh around a space probe
A first computation is done with the Euler model, the initial state is ρ0 =
1.57005× 10−5, p0 = 8.86280× 10−1 without any speed. The left boundary is a
Dirichlet condition with u0 varying from u = (103, 0)
T to u = (104, 0)T during
0.05 s, with the same density ρ0, and pressure p0.
Then, the density and the temperature are extracted from the stationary so-
lution computed at time tf = 1 (see Figure 18), to initialise theM1 model, with
T0 = TEuler, E0 = aT 4Euler, and FR,0 = 0. The different opacities (σ
a, σe, σf ) of
the M1 model follow a non-linear law: σ(T ) =
(
T
10000
)3
σ0, with σ0 = 1500. The
results at time tf = 10−6 are presented in Figure 19.
Even though a realistic computation would involve a full coupling, chemistry
and diffusive terms, this simplified example emphasize the fact that in such
application, there are zones where the source term is neglectable, zones where
the convergence towards the diffusion regime is very fast and in-between regimes.
Moreover, these zones depend non-linearly of the time, and can not be predicted.
In such a context, a numerical scheme which preserves the asymptotics and the
set of admissible states A is mandatory. The preservation of A is made thanks
to the TP flux correction. For the hyperbolic run, with the ideal gases Euler
model, the TP flux correction is needed for almost all the time iterations on less
than 1% of the cells with a cost inferior to 2%. Whereas, the run with the M1
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(a) Density (b) Pressure
Figure 18: Density and pressure around a space probe computed with the Euler model
(a) Radiative energy (b) Anisotropy factor
(c) Opacity
Figure 19: Radiative energy, anisotropy factor and opacity around a space probe computed
with the M1 model
model with source term only needs the correction for 5% of the time iterations
and the correction is only applied on less than 1% of the cells for a cost lower
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to 1%.
Conclusion, extensions
In this work, an admissibility and AP scheme for system of conservation laws
of type (1.1) on any unstructured mesh is developed, using the DLP scheme [21]
as a limit scheme. The introduction of the source term is done using the tech-
nique developed in [7], and the preservation of the set of admissible states A
is guaranteed thanks to an a posteriori correction in the spirit of the MOOD
method [18]. This a posteriori correction uses a physical admissibility detector
that can be changed to an entropic criterion such as in [3]. The development of
a high-order scheme based on the HLL-DLP scheme will be possible for instance
using the MOOD method and SSP Runge-Kutta schemes [28] (or the schemes
used in [8]). The extension to systems of conservations laws which degenerate
into non-linear diffusion equation (e.g. Shallow water with Manning-type fric-
tion [23]), or into more complicated system of diffusion equation (for instance
the limit of the Euler for ideal gases coupled with theM1 [5]) has to be developed
by extending the DLP scheme in this context.
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D. Asymptotic preserving modification for the HLL flux
The use of the HLL flux for the base flux implies some modifications in the
definition of αKJ and then in the asymptotic correction γJK,i
With b+KJ and b
−
KJ the wave speeds the HLL flux [30] reads:
FKJ · ηKJ =
−b−KJ
b−KJ − b+KJ
F(UnJ) +
b+KJ
b−KJ − b+KJ
F(UnK) +
b−KJb
+
KJ
b−KJ − b+KJ
(UnJ −UnK)
(D.1)
Then the based flux for the complete system (1.1) is:
FKJ · ηKJ = αKJFKJ · ηKJ − (αKJ − αKK)F(UnK) · ηKJ (D.2)
− (1−αKJ)b
+
KJ − b−KJ
2
(R(UnK)−UnK),
where FKJ ·ηKJ is the HLL flux previously defined the α coefficients are defined
as following:
(αKJ)
j
= αjKJ =
(b+KJ − b−KJ)
(b+KJ − b−KJ) + 2γKδjKJ
∈ [0; 1]
αKK =
b−KK − b−KK
(b−KK − b−KK) + 2γKδKK
, with δKK =
|K|
pK
.
(D.3)
For the isentropic Euler model the limit scheme is now:
ρn+1K = ρ
n
K +
∑
i∈EK
∆t
|K| |ei|
∑
J∈SK,i
νJ,ρK,i
−b+KJb−KJ
2(κK + κ¯JK,i)δ
ρ
KJ
(
ρJ − ρK
)
. (D.4)
And therefore the correction κ¯ need to be choose such that:
κ¯JK,i = κK
(
νJ,ρK,i(−b+KJb−KJ)
2νJK,iδ
ρ
KJ
ρJ − ρK
pJ − pK − 1
)
, (D.5)
in order to have the following limit scheme:
ρn+1K = ρ
n
K +
∑
i∈EK
∆t
|K| |ei|
∑
J∈SK,i
νJK,i
κK
(pJ − pK), (3.20)
Let us notice that those results falls back to the one described with the Rusanov
flux described previously by setting b+ = −b−.
And for the M1 model:
(ρCvT + aT
4)
n+1
K = (ρCvT + aT
4)
n
K
+
∑
i∈EK
∆t
|K| |ei|
∑
J∈SK,i
νJ,EK,i
−b−KJb+KJ
2c((σm)K + (σ¯
m)
J
K,i)δ
E
KJ
(
(aT 4)J − (aT 4)K
)
,
(D.6)
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which leads to this AP correction:
(σ¯m)
J
K,i = 3(σ
f )K
−b−KJb+KJνJ,EK,i
2c2νJK,iδ
E
KJ
− (σm)K . (D.7)
We could also use an HLLC scheme (see [44, 43] for Euler and [2, 4] for the
M1 model), this will also modify the values of α and γ.
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