ABSTRACT A general theorem on the limiting behavior of certain weighted sums of i.i.d. random variables is obtained. This theorem is then applied to prove the strong consistency of least-squares estimates in linear and nonlinear regression models with i.i.d. errors under minimal assumptions on the design and weak moment conditions on the errors.
where 'E, E2, . . . are i.i.d. random variables with Eeq = 0, EEq2 = u2, 0 < a2 < co, and xi, X2, . . . is an arbitrary sequence of constants, not all equal. The least-squares estimate of (3based on Xi, is n n bn =E (xi -n (Xi-n)2 [2] where n n x= n i=i
From [1] we see that Hence, if the condition It is known (see ref. 3 and its bibliography) that for an arbitrary double array cni, in=, cnjej will converge to 0 with probability 1 provided that el is generalized Gaussian and that 2in= Cni2 = o(1/log n). In terms of the x-sequence, the latter condition becomes An/log n -oas n c , which is much stronger than [5] . In order to show that [5] suffices, it will be necessary to exploit the special structure of the double array cnj defined by Eq. 6 [4] for some sequence ofconstants xl, X2,... not all equal.
If [5] [5] is a necessary as well as sufficient condition for bn to converge to (3 in probability.) We shall be concerned with finding mild.conditions on the distribution of el such that [5] implies the convergence of b. to (3 with probability 1. Theorem I below shows that this holds whenever E[E12 (log (1 +I el I)r] < 00 for some r > 1. A related problem has recently been considered by Anderson and Taylor (refs. 1 and 2) .
From [3] , bn will converge to (3 if and only if n Ec=1 0 as n a c [6] where
and E(umun) = Oifm $ n, [10] so that Iun; n 2 1i is a wide-sense martingale.
The proof is straightforward. As a consequence we obtain that E(Un 2) = E2 E(wJ2), which is equivalent to the interesting algebraic identity
This shows that the sequence A. is nondecreasing in n. Hence, if the x's are not all equal, either [5] holds or An -c for some 0 < c < c. In the latter case, by the convergence theorem for wide-sense martingales (ref. 4 , p. 165), un converges in L2 and hence in probability to some random variable u with Eu = 0 and E(u2) = sac. It follows that bn -= Un/An converges in probability to v = u/c, with Ev = 0,E(v2) = a2> 0. Hence bn cannot converge in probability to (3; Since 2dn2/Anr < co for every r > 1 by [13] and the integral comparison test, we therefore obtain the following theorem.
THEOREM 2. Let Ei, 2, ... be i.i.d. such that Ee = Oand EIEl l 2+S < oa for some 6 > 0. Let (xn) be a sequence of real constants and let An be defined by [4] . Suppose [5] holds and (xn -n-O)2 = O(An '-P) for some p > 0.
[25] Under this condition on the design, it is easy to see that n is a strongly consistent estimator of M(0). The following theorem gives a strongly consistent estimator of M'(0). THEOREM 3. For the above nonlinear regression model, suppose the design satisfies conditions [5] and [27] , and assume that E[q12 (log (1 + IE1I))r] < oofor some r > 1. Then bw, as defined by [2] , is a strongly consistent estimator of M' (0). Iki -kjj = Ig(x,)-g(xj)I < CIxi -xjI.
Hence, [35] follows immediately from the identity n n E(k -kn)2 = 2s1<i;sn(ki -kj)2.
[35]
