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Abstract
Since the advent of the laser in the 1960’s, the possibility of using coherent light
sources to control molecules and molecular reactions has been a hot topic in
photochemistry. The ability to generate laser pulses on ever shorter time scales,
down to femto- and even atto-second durations, as well as the development of
optical techniques for actively controlling the time-dependent features of these
pulses, has driven the field forward into new lines of theoretical and experimental
inquiry.
At higher field strengths, polarization forces, i.e., the distortion of electronic
states leading to induced dipole moments related to the polarizability, can play
an important role. The application and control of these polarization forces (via
ultrashort optimized laser pulses) has previously been exploited experimentally
in order to control, e.g., the rotational, vibrational, and dissociation dynamics
of molecules through the so-called dynamic Stark effect.
This doctoral thesis contains a series of theoretical works where the concept of
exploiting the dynamic Stark effect to control quantum molecular wave packets
through dynamic Stark control (DSC) is introduced and explored through a
variety of different applications.
In the second chapter, a clarifying interpretation is presented of how the dy-
namic Stark effect operates by shifting the energy levels of the potential surfaces
present in a molecule using a simplified 1D harmonic model. Using this model,
general properties and relationships are derived that paint an intuitive picture
of this type of second order excitation process from a temporal, as well as a
spectral, perspective.
In the third chapter, the concept of DSC is extended to include diatomic molecu-
lar rotations as well as vibrations, and it is shown that the spectral interpretation
of the second order excitation process associated with DSC can be exploited to
exert state selective control over ro-vibrational transitions.
Inspired and verified by impulsive alignment experiments performed on gas
phase I2 molecules, the aforementioned rotational model is then further ex-
ii
tended to include the coupling between the quadrupole moments of the atomic
nuclei and the molecular rotational states. It is demonstrated that this so-called
quadrupole coupling will significantly perturb the time dependent alignment
traces in molecules with large quadrupole coupling constants when they are
prepared in superpositions of rotational states by ultrashort laser pulses.
In the fourth chapter, the concept of vibrational DSC is revisited and extended,
and it is demonstrated that this approach can be used to control the delicate
process of laser induced enantiomeric conversion (deracemization) in a racemic
mixture of biaryl molecules. This is achieved using a simulated closed loop
experimental setup to optimize the phases of a pair of nonresonant, linearly
polarized Gaussian laser pulses. By carefully modelling the optimization process
to accurately reflect current experimental techniques and capabilities, this work
represents an advance towards a first-ever experimental implementation of laser-
induced enantiomeric conversion.
This result is then extended by outlining a simplified approach to the deracem-
ization task that does not require appreciable optimization of the laser pulse
shape. While less effective than the full closed-loop approach, this method has
the advantage of being significantly less challenging to implement experimen-
tally.
In the fifth chapter, a different approach to experimental DSC is outlined. This
method is based on the application of a trained neural network to generate
a control field based on dynamic experimental feedback from the molecular
system.
Resume
Siden udviklingen af laseren i 1960erne har muligheden for at kontrollere molekyler
og molekylær reaktioner med kohærente lyskilder været et varmt emne inden for
fotokemi. Muligheden for at generere laserpulser helt ned på femto- og endda
atto- sekund tidsskalaer, koblet med udviklingen af optiske teknikker for at ak-
tivt kontrollere de tids-afhængige karakteristika af disse pulser, har drevet feltet
fremad imod nye retninger af teoretisk og eksperimentel udforskning.
Ved højere feltstyrker kan polariserings-kræfter, d.v.s. perturberede elektroniske
tilstande som fører til inducerede dipolmomenter relaterede til den molekylær
polarisibilitet, spille en vigtig rolle. Anvendelsen og kontrollen af disse polariserings-
kræfter (ved brug af optimerede ultrakorte laserpulser) har tidligere været ud-
nyttet eksperimentelt til at, f.eks., kontrollere den rotationelle, vibrationelle, og
dissociative dynamik i molekyler igennem den såkaldte dynamiske Stark effekt.
Denne PhD afhandling indholder en række teoretiske resultater hvori ideén
om at udnytte den dynamiske Stark effekt til at kontrollere kvantemekanisk
molekylær bølgepakker igennem dynamiske Stark control (DSC) er introduceret
og udforsket igennem en række forskellige tilfælde.
I kapitel to beskrives en sammenfattende fortolkning vedrørende måden den
dynamiske Stark effekt fører til forskudte energi-niveauer i potentielle energi
flader af et molekyle ved brug af en forenklet 1D harmonisk model. Denne model
bruges endvidere til at udlede nogle generelle egenskaber og sammenhænge som
er med til at danne et intuitivt billede af denne type anden-ordens excitations-
proces, både i tids- og frekvens- domænet.
I kapitel tre bliver DSC konceptet udviklet til at inkludere toatomige molekylære
rotationer såvel som vibrationer, og det påvises at frekvens-fortolkingen af den
anden-ordens excitationssprocess associeret med DSC kan udnyttes til at opnå
tilstands-specifik kontrol over ro-vibrationelle overgange.
Inspireret og verificeret af impulsive orienterings eksperimenter på gas-fase I2
molekyler bliver den førnævnte rotations-model videreudviklet til at inklud-
ere koblingen imellem atom-kernernes kvadrupol-moment og de rotationelle til-
iv
stande i molekylerne. Det demonstreres, at denne såkaldte kvadrupol-kobling
markant vil ændre den tidsafhængige orientering af molekyler med store kvadrupol-
koblings-konstanter, når de exciteres til superpositioner af rotationelle tilstande
med ultrakorte laserpulser.
I kapitel fire bliver konceptet bag vibrationel DSC genbesøgt og udvidet, og det
demonstreres at denne metode kan anvendes til at kontrollere en delikat proces:
laser-induceret enantiomerisk transformation (deracemization) i en racemisk
blanding af biaryl molekyler. Dette opnås ved at simulere en “closed-loop”
eksperimentel opsætning og optimere et par ikke-resonante, lineært polariserede
Gaussiske laserpulser. Ved at modellere optimerings-processen så den afspejler
nuværende eksperimentelle teknikker og kapaciteter, repræsenterer dette arbejde
et skridt fremad imod opnåelsen af laser-induceret enantiomerisk transformation
i et laboratorie for første gang nogensinde.
Dette resultat udvides ydeligere ved fremlæggelsen af en forenklet tilgang til
laser deracemization som ikke kræver synderlig optimering af laser-puls formen.
Selvom den er mindre effektiv end et closed-loop approach, har denne metode
fordelen af at være væsentligt nemmere at implementere i et eksperiment.
I kapitel fem beskrives en ny metode til implementering af eksperimentel DSC.
Denne metode er baseret på anvendelsen af et trænet neuralt netværk til at
generere et kontrol felt baseret på dynamisk eksperimentel feedback fra det
molekylær system.
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1.1 A Brief History of Ultrafast Chemistry
The motion of atoms at the molecular scale is on the order of ∼ 1 kilometer per
second [1], and the characteristic length scale over which this motion occurs on
is the order of a few Angströms, or ten-billions of a meter. Therefore, the
timescales at which molecular reactions occur are on the order of a few to
a few thousand million-billionths of a second, or femtoseconds. To underline
how remarkably brief this time scale is, note that travelling to the moon and
back (a distance roughly equivalent to travelling around the world 18 times)
at light speed will only take about 2.5 seconds. Despite moving at such an
astonishing speed, it still takes light about 100 femtoseconds to traverse the
distance equivalent to the diameter of a single human hair. The burgeoning
field of femtochemistry is the study of reactions on this timescale.
Over the past century, the time resolution at which chemical reactions can be
studied has increased dramatically:
• The study of reaction rates led to the Arrhenius equation [2] in 1889, which
relates temperature to chemical reaction rate.
• In 1923, the first direct sub-second resolution measurements of chemical
reaction velocities were made possible when H. Hartridge et al designed an
experiment in which reactants were mixed in high velocity flow tubes, and
the reaction was observed at various spatial intervals along a flow channel
[3], achieving time resolution on a scale of tens of milliseconds.
• Around 1950, time resolution at the microsecond timescale was achieved
when R. G. W. Norrish and George Porter developed the method of flash
photolysis, in which a brief intense flash of light is used to disturb the
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equilibrium of a sample, after which a series of secondary light pulses
probe the system and record the spectra of the intermediate states.
• Around 1954, Manfred Eigen was able to achieve micro- and even nano-
second time resolutions through development of the relaxation method
[2, 4] which involves disturbing the equilibrium of a system via sudden
change in temperature, pressure, or electric field, and following the kinetics
as the system equilibrates.
At the time, it was widely thought that the last two techniques on this list
represented the absolute lower limit of achievable time resolution. This quickly
changed after the first laser was developed by Theodore Maiman in 1960. By
1966, lasers were able to generate short bursts of coherent light that were only
a few picoseconds long, and a few decades later, it became possible to create
light pulses of just a few femtoseconds [5].
In 1985 Ahmed Zewail et al. started working on an experiment at Caltech
where the goal was to monitor the bond breakage (ICN∗ → I + CN) [1]. Here,
a “pump” pulse was used to dissociate the molecule, after which the reaction
kinetics of the system were probed using a series of femtosecond pulses at varying
time intervals. Two years later, a time resolution of about 40 fs was achieved,
leading to the first ever time-resolved measurements of the transition states in
a chemical bond. Lasers opened the door to monitoring chemical reactions with
ever increasing time resolution, and today it is possible to generate pulses all
the way down to the attosecond time scale [6], allowing us to even probe the
sub-femtosecond dynamics of molecular electrons.
Now, imagine being able to also assume direct control of a chemical reaction,
deciding exactly which bonds to break and which bonds to make, enabling the
construction of molecular configurations never seen before in nature. In 1980,
Zewail published a paper titled “Laser Selective Chemistry - is it Possible?” [7],
in which he explored the feasibility of using tuned laser pulses to drive molecular
systems into specific user-defined states. This helped spawn the femtochemistry
subfield known as coherent control, which is essentially based around the idea
of being able to “steer” dynamic molecular processes on femtosecond time scales
using shaped laser pulses that couple to the molecular dipole moment.
Presently, a large body of theoretical (see, e.g., refs. [8–12]) and experimental
(see, e.g., refs. [13–19]) work has been produced in which the feasibility of ap-
plying custom-tailored laser pulses to drive various systems into specific target
states has been explored/demonstrated. On the theoretical side, the develop-
ment of, e.g., optimal control theory [20] and its application to numerical simula-
tions of light-matter interaction has provided a powerful tool for understanding
the dynamics of coherently controlled molecular systems. Experimentally, the
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implementation of so-called “closed-loop” pulse optimization schemes [5, 8] have
proven to be particularly successful (a detailed explanation of this concept can
be found chapter 4 of this thesis).
1.2 Methodology Overview
One of the primary topics in my PhD work is related to how light interacts
with matter, or more specifically, how intense coherent laser light interacts with
molecules in the gas phase. Because the intensity, and therefore the number
of photons, associated with the laser pulses I am working with are relatively
large, the semiclassical approximation will be used throughout (i.e. the electric
field will be described as a classical wave, and the molecular dynamics will be
described quantum-mechanically).
As I will discuss in chapter 2, in the semiclassical limit a laser pulse can, under
certain conditions, be described by an electric field that varies as a function of
time:
ε(t), (1.1)
where ε(t) is a real function. It is often convenient to describe ε(t) as the real
part of a complex function E(t):
ε(t) = Re{E(t)}. (1.2)








This means that a laser pulse can be described either by its complex frequency
distribution E˜(ω), the complex temporal function E(t), or the real temporal
function ε(t). The spectral distribution E˜(ω) can be separated into real and
complex parts:
A(ω) exp[iφ(ω)], (1.4)
Where A(ω) is the spectral amplitude and φ(ω) is the spectral phase. It is
common to approximate the shape of an ultrashort laser pulse as the product
of an oscillating function and a Gaussian envelope:







or, in the spectral domain:









where ωc is the carrier frequency and θc is its associated phase, and where σ
characterizes the second moment temporal width of the pulse envelope. As the
relationships between equations 1.5 and 1.6 indicate, the Fourier transform of a
Gaussian temporal pulse with a constant carrier frequency will be a Gaussian
spectral distribution with a flat phase, i.e. all of the oscillating components
of the spectral distribution have the same phase angle at t = 0. Dividing
the spectral distribution into a number of discrete components with frequency
dependent amplitude An helps illustrate this concept:
E(t) = A1 exp(iω1t) +A2 exp(iω2t) + . . .+An exp(iωnt). (1.7)
A phase shift in the spectral domain means that a phase angle is added to one
or more of these oscillators:
E(t) = A1 exp(iω1t+ iφ1) +A2 exp(iω2t+ iφ2) + . . .+An exp(iωnt+ iφn).
(1.8)
In this thesis, changing the phase of a spectral distribution will henceforth be
referred to as a spectral chirp (this is not to be confused with a temporal pulse
frequency that varies over time, which can be referred to as a temporal chirp). In
general, changing the phase (and/or amplitude) of the spectral pulse components
will result in a change in the temporal pulse shape when the spectral distribution
is transformed back into the temporal domain. As I will explain in chapter 4,
this principle can be used in experiments to generate shaped laser pulses that
can be used to control the ultrafast dynamics of molecular systems.
The quantum mechanical behaviour of a molecular system interacting with a





|Ψ(t)〉 = Hˆ(t) |Ψ(t)〉 (1.9)
where Ψ(t) is the system wave function and Hˆ is the Hamiltonian operator that
characterizes the total energy E of the system, i.e.
Hˆ(t) |Ψ(t)〉 = E |Ψ(t)〉 , (1.10)
where I state the time-dependence of Hˆ(t) to underline that the system is inter-
acting with the time-dependent external field ε(t). In chapter 2, I will demon-
strate that in some simple cases it is possible to obtain analytical solutions
to equation 1.9, but in general numerical approaches such as split operator
propagation [22] or Runge-Kutta methods [23] are required. As these types of
numerical methods are generally well-known to anyone who has experience per-
forming quantum dynamics simulations, I do not discuss them in this thesis or
the accompanying publications, save for stating when a particular method has
been used.
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1.3 Narrowing the Gap Between Theory and Ex-
periment
As in many areas of science and engineering, the fields of femtochemistry and
coherent control have received intense scrutiny from theoreticians and exper-
imentalists alike. As a theoretician, I have found the most stimulating work
to be found in the overlap between the theoretical and experimental domains;
the development of new theoretical tools generates insights into the physical
processes observed in the laboratory, guiding the experimental work towards
avenues of inquiry are likely to lead to interesting breakthroughs; conversely,
the unavoidable limitations associated with working in a real experimental sit-
uation provide a never-ending source of interesting technical challenges that
require creative problem solving to overcome.
My work over the course of the last three years has resulted in the submission
and/or publication of a total of six papers, five of which I am the primary author
on. These papers are included in appendices A-F, and represent the main “meat”
of my accomplishments. My first paper (appendix A) deals with deriving and
applying simple analytical models that are related to the second order excitation
phenomenon known as dynamic Stark control (DSC). The reason for doing this is
not simply academic; the unique dynamics that apply in the regime of pure DSC
are attractive from a standpoint of experimental implementation due to the fact
that the dynamic Stark effect dominates under non-resonant conditions, making
this approach particularly interesting with respect to e.g. heavy molecules,
as their lower vibrational frequencies will typically lie outside the operational
bandwidths of conventional laser and pulse shaping technologies.
The second and third papers (appendices B and C) discussed in this thesis are
also related to second order excitation processes; specifically the role they play in
impulsive alignment via the generation of rotational wave packets. In particular,
the third paper, written in collaboration with the experimental Femtolab group
at Aarhus university, demonstrates that the coupling between molecular rota-
tional states and the nuclear spin needs to be taken into account to accurately
describe the rotational dynamics of impulsively aligned molecules containing
atoms with large quadrupole coupling constants. Again, this is a result that is
not just interesting from a theoretical perspective as it has potentially important
practical implications for any experimentalists working with impulsively aligned
molecular systems.
The fourth and fifth papers (appendices D and E) are also inspired by exper-
imental work done by the Femtolab group in Aarhus. In the fourth paper,
I describe and numerically verify an experimental approach to controlling the
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very delicate process of selective purification of a 50/50% mixture of left and
right handed molecular isomers (enantiomers). Unlike similar previous theoret-
ical studies of this problem, my work again remains focused on experimental
implementability by once more exploiting the flexibility of a nonresonant DSC
approach, as well as carefully modelling the optimization process to accurately
reflect current experimental techniques and capabilities. The fifth paper can
be considered a follow-up to the fourth paper; here I suggest a simplified setup
and show that a laboratory implementation will still lead to a potentially sig-
nificant and important step on the road towards fully achieving laser induced
deracemization.
The sixth and final paper (appendix F) outlined in this thesis is of a more
speculative nature than the others; however the main motivation behind the
work is to come up with a more efficient method of optimal control that can be
implemented in a laboratory; i.e. it is once again a body of theoretical work
that has been created specifically with the experimentalist in mind.
1.4 This Thesis
As the reader may know, academic and/or technical writing can be an extremely
time-consuming process, where much effort is spent trying to explain things in
a manner that is both succinct and informative. Having already attempted to
achieve this goal to the best of my abilities throughout my publications, the tone
of the writing in this thesis will be somewhat less formal. I will (as much as
possible) avoid simply rehashing my published results, instead I will try to use
this opportunity to paint an overall picture of my journey as a PhD student, as
well as provide a few key background details that I have found relevant and/or
interesting. To summarize, this thesis is primarily written with the following
goals in mind:
• To provide a coherent “road map” guiding the reader through the topics
that I have covered over the course of my PhD studies
• To provide derivations and background information for a few key relevant
concepts
• To include original work that I found interesting, even though it was not
necessarily “impactful” enough to warrant publication (i.e., negative or
incomplete results)
Chapter 2
Quantum Control and the
Dynamic Stark Effect
2.1 Deriving a Model of Light-Matter Interaction
The general Hamiltonian of a molecule can be written as Hˆ = Tˆnuc + Hˆe, where
Tˆnuc is the nuclear kinetic energy and Hˆe is the electronic Hamiltonian. Invok-
ing the adiabatic approximation, and confining the dynamics to the electronic
ground state ψ0, the electronic energy as a function of the nuclear position R
can be calculated by solving the equation
Hˆeψ0 (R; r) = E0 (R)ψ0 (R; r) , (2.1)
whereR and r denote the respective nuclear and electronic position vectors, R; r
denotes fixed R coordinates, and E0(R) is the electronic energy. Within the
Born-Oppenheimer approximation, the time-dependent Schrödinger equation




χ0 (R, t) =
[
Tˆnuc + E0 (R)
]
χ0 (R, t) . (2.2)
When interacting with a molecule, a coherent laser pulse can be approximated
as a spatially homogenous, time-dependent electric field ε (t), provided the car-
rier wavelength is large compared to the molecular dimensions. In this limit
and using the semiclassical approximation, the interaction of the field with the
electrons and nuclei within the electric-dipole approximation can be written as
the following time-dependent contribution to the molecular Hamiltonian
Hˆint(t) = −µ · ε (t) , (2.3)
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and where qi and ri denote the charge and position of the ith particle in the
system. When Hˆint is introduced into equation 2.1, the field-free potential
energy surface E0 (R) will become modified due to the interaction with ε (t).
This modified energy surface, which will be called Eint (the notation will be
simplified in the following steps by omitting functional dependencies on R and
r), can be expressed as
Eint = 〈ψε0|Hˆe − µε (t)|ψε0〉 , (2.5)
where the ε superscript on ψε0 indicates that the electronic wave function has
been modified by the external field, and the integration is over the electronic
coordinates r. The subsequent analysis will be simplified by aligning the po-
larization direction of the external field with the molecular frame z axis, i.e.
ε (t) = ε (t) zˆ, and µ = µz. Assuming that ε (t) is sufficiently small, the modi-
fied potential energy surface Eint (R) can be expressed as a second-order Taylor
expansion around the unperturbed potential function E0 (R)










× ε2 (t) . (2.6)
To continue, the Hellmann-Feynman theorem [25] is invoked, which states that
the derivative of the system energy with respect to some parameter λ is equiv-









Where V denotes a volume integral. Combining equations 2.7 and 2.5, it can
be shown that differentiation of Eint with respect to ε (t) yields
dEint
dε (t)
= −〈µz〉 . (2.8)
Combining equations 2.6 and 2.8 leads to the relation









× ε (t) . (2.9)









theory. First, note that 〈µz〉 can be written as
〈µz〉 = 〈ψ (t)|µz|ψ (t)〉 (2.10)
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where I have set ψ(t) = ψε0 to simplify the notation. Using the variation of
constants method, the perturbed wavefunction ψ (t) is expanded onto the un-
perturbed basis:



























where the (0) superscript denotes unperturbed wavefunctions/energies, and where
























/~. The fourth term in equation 2.12 can be ne-
glected since it contains a product of two very small coefficients, so we get
〈µz〉 = 〈0|µz |0〉+
∑
n6=0




an (t) 〈0|µz |n〉 exp (−iωn0t) . (2.13)
The task at hand is now to determine the an (t) coefficients. This can be ac-
complished using first order time-dependent perturbation theory. Start by again























where Hˆ(t) can be split up into time-dependent and time-independent parts:
Hˆ(t) = Hˆ(0) + Hˆ(1)(t) . (2.16)
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ψ(0)n (t) + i~
∑
a˙n (t) Hˆ
(1) (t)ψ(0)n . (2.18)
The first terms on the right hand sides of the above expressions are equivalent,
i.e.
Hˆ(0)ψ(0)n (t) = i~
∂
∂t
ψ(0)n (t) . (2.19)
It is therefore easy to see that∑
n
an (t) Hˆ





or, using bra ket notation:∑
n
an (t) Hˆ




















Now, multiply through by 〈k| from the left and note that 〈n|m〉 = δn,m:∑
n

















Rearranging the expression to isolate a˙k (t) and integrating on both sides yields






′) Hˆ(1)kn (t) exp (iωknt
′) dt′, (2.23)
where the notation has been changed so t′ is a dependent variable and t is the in-
tegration limit, and where Hˆ(1)kn (t







Solving this coupled system of linear equations is simplified by assuming that
the perturbation is small, and therefore a0 (t′) ≈ 1 and an 6=0 (t′) ≈ 0. This
results in the following:






′) exp (iωknt′) dt′. (2.24)
Now, let ε (t′) be an oscillating function with amplitude ε0 and carrier frequency
ωc, and an envelope function that is slowly turned on:



















′) + exp (−iωct′)] . (2.25)
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′) + exp (−iωct′)] . (2.26)
Inserting this into equation 2.24 yields














′) + exp (−iωct′)]





exp (i [ωn0 + ωc] t)− 1
[ωn0 + ωc]
+




exp (i [ωn0 + ωc] t) exp
(− tτ )− 1]
τ [ωn0 + ωc]− 1
− τ
[
exp (i [ωn0 − ωc] t) exp
(− tτ )− 1]
τ [ωn0 − ωc]− 1
]
. (2.27)
Inserting this expression into equation 2.13 and simplifying yields:
〈µz〉 = 〈0|µz |0〉+ 2~
∑
n6=0




































)2 − ω2c . (2.30)
Now, if 1/τ  ωn0, then the 1/τ terms in the numerator and denominators of
Ωτ can be neglected (i.e. Ωτ/Ω = 1), and equation 2.28 will immediately reduce
to














or, since ε (t) = 2ε0
[
1− exp (− tτ )] cos (ωct):





ε (t) . (2.32)
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Assuming that ωc  ωn0, i.e. the field carrier frequency is much lower than the
electronic state transition frequencies of the molecule, which is generally true as
long as the nuclear motion is confined to the electronic ground state, equation
2.32 simplifies to





ε (t) . (2.33)
The first and second terms on the right hand side of equation 2.33 are the per-
manent electric dipole (PED) and static molecular polarizability (SMP) terms,
respectively. The PED term is merely the charge distribution of the field-free
molecule. If the field is relatively weak the molecular electrons will not be sig-
nificantly perturbed and the PED term is sufficient to accurately describe the
dynamics of the system. If the molecule is subjected to more intense fields, the
ψ0 electronic wave functions will be significantly modified, leading to a shift in
the molecular charge distribution that the PED will not be able to account for.
The SMP term is the first order correction to this field induced charge shift,
and is therefore linearly proportional to the field amplitude ε (t).
While equation 2.33 demonstrates how the PED and SMP terms may be cal-
culated provided the electronic eigenfunctions are known, I will now disregard
the exact form of these functions and instead focus on their relation to ε (t).
Equation 2.33 can thus be recast in a simplified form:
〈µz〉 = µ+ αε (t) . (2.34)
Comparing Eqs. 2.34, 2.9 and 2.6, it can be seen that
Eint = E0 − µε (t)− 1
2
αε2 (t) . (2.35)













Remember that τ can be interpreted as the timescale at which the field ε(t) is
switched on, i.e. if τ is very small it means that the field is switched on very
quickly. In a situation where 1/τ ∼ ωn0 it will hold that Ωτ/Ω > 1. In this
regime equation 2.36 will be nonzero, meaning the second term in equation 2.28
will now contain one or more time-dependent terms oscillating at a frequency of
ωn0. Now, in terms of equation 2.35 this will manifest itself as the addition of
a time-dependent term to the PED term µ. Physically, this can be interpreted
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as the very sudden application of the field causing oscillations in the electronic
density that will persist even after the field has been shut off. This is contrasted
by the regime that we normally consider where 1/τ  ωn0. Here the application
of the field still causes the electronic density to move around in the molecule
(i.e. induce polarization as represented by the α term in equation 2.6), but the
process happens adiabatically and therefore does not cause lasting electronic
oscillations. Note that while an in-depth analysis of this phenomenon will not
be forthcoming in this thesis, I found it an interesting enough detail to include
in the hope that it may inspire future investigations.
Within the Born-Oppenheimer approximation, µ and α will be functions of
R as they contain the electronic eigenfunctions ψn (R; r), where the electronic
coordinates have been integrated out in the matrix elements of equation 2.33.
Returning to equation 2.2, the expression can now be updated to include the sec-
ond order correction to the energy that arises due to coupling with the external




χ0 (R, t) =
[
Tˆnuc + E0 (R)− Cˆint (R, t)
]
χ0 (R, t) , (2.37)
where
Cˆint (R, t) = µ (R) ε (t) +
1
2
α (R) ε2 (t) . (2.38)
Equations 2.37 and 2.38 represent the general form of the molecular models
that I will be making use of many places in this thesis. I leave the calculation of
E0(R), µ(R), and α(R) to the computational chemists. My interests lay instead
with understanding how to control the dynamics of a given system through its
interaction with the ε(t) term. A natural first approach to this task is to simplify
the model as much as possible and see what we can learn. In this spirit, I will now
show how equations 2.37 and 2.38 can be applied to derive analytical solutions
to the dynamic response of a diatomic system to a perturbing field.
2.2 The Forced Harmonic Potential
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∣∣∣[A, Hˆ]∣∣∣Ψ〉 . (2.44)
The above expression can be extended to the p (impulse) and x (spatial) oper-
ators for Hamiltonians of the form Hˆ = p
2



























Equations 2.45 and 2.46 are a formulation of Erhenfest’s theorem [26]. Note
that while these expressions may superficially resemble the classical equations
of motion for a point particle, they are quantitatively different. This is due




in equation 2.46; to calculate this quantity we
need to know what the wave function looks like, which means that in general
the time evolution of quantum mechanical observables will not obey classical
mechanics. However, by expanding dV (x)dx around 〈x〉, it can be shown that the
time evolution of 〈x〉 and 〈p〉 will behave in a classical manner when the order
















〈1〉 = 1, (2.48)
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and
〈x− 〈x〉〉 = 〈x〉 − 〈x〉 = 0, (2.49)
and
〈(x− 〈x〉)2〉 = σ2x, (2.50)
i.e. equation 2.48 states that the mean of a scalar is just the same scalar,
equation 2.49 states that the mean of a distribution minus the distribution mean
is equal to zero, and equation 2.50 is simply the definition of the distribution










Now, note that the second term in equation 2.51 will evaluate to 0 whenever the
order of V (x) is quadratic or less. When this is the case, the coupled differential










d 〈x〉 , (2.53)
which are identical to the classical equations of motion for a point particle with
momentum p and position x. Now, consider a case where the potential function
V (x) is a linearly forced harmonic oscillator being driven by a time-dependent
function f(t), i.e.
V (x, t) =
1
2
mω2x2 − βxf(t), (2.54)
where β is a constant and the t in V (x, t) indicates that the potential function
is now time-dependent. Using Ehrenfest’s theorem and noting that the order of
equation 2.54 is quadratic, the equations of motion governing the time-evolution
of the expected position 〈x〉 and momentum 〈p〉 of a quantum wave packet









= −mω〈x〉t + βf(t), (2.56)
where the t subscript has been added to remind us that these quantities are
time-dependent. These equations can combined and rewritten into a second
order linear non-homogeneous differential equation:
d2 〈x〉t
dt2
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First, we find the solution to the homogenous version of equation 2.57,
d2 〈x〉t
dt2
+ ω2 〈x〉t = 0, (2.58)
is given by
〈x〉t = c1 exp (iωt) + c2 exp (−iωt)
= y1 + y2. (2.59)
Using the variation of parameters method, it can be shown that the solution to









y˙1y2 − y˙2y1 dt. (2.60)














Equation 2.61 can be used to obtain analytical solutions to the dynamic be-
haviour of a quantum mechanical wave packet. In the next section, I will de-
scribe how I used this as a jumping-off point for the results obtained in my first
publication.
2.3 Summary: Non-Resonant Dynamic Stark Con-
trol of Vibrational Motion with Optimized Laser
Pulses
As stated, my published paper in appendix A uses the equations derived in
sections 2.1 and 2.2 of this thesis to calculate analytical expressions for the
vibrational dynamics of a diatomic molecule that is aligned with the polarization
axis of a time-dependent laser field ε(t). Specifically, I combined equations
2.37 and 2.38 with equation 2.61 by approximating the unperturbed ground
state energy surface of the molecule E0(R) as a harmonic expansion around the
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Where I define Req := 0 for simplicity. Likewise, µ(R) and α(R) are approxi-



























Using these approximations, and noting that the total order of the potential is
quadratic and therefore the time-evolution of wave packet position will follow
classical dynamics (i.e. 〈R〉(t) ≡ R(t)), the expectation value of the bond length




























This key result is then used to derive a number of properties. In particular,
I show that when the carrier frequency of a pulse ωc is much higher than the
system eigenfrequency ω0, the amplitude of the vibrational response will be
entirely related to the shape of pulse envelope and completely independent of
the carrier frequency of the laser pulse (see, e.g., equations 21, 22, and 23, as
well as figure 1 in appendix A). This is the behavior that characterizes a central
concept in my PhD work; namely the nonresonant dynamic Stark effect. In the
dynamic Stark regime, the contribution from the permanent electric dipole term
in equation 2.38 is completely neglected and the interaction term becomes
Cˆint (R, t) = −R1
4
α′E2env(t), (2.65)
where Eenv(t) denotes the pulse envelope. I use the analytical results in the
dynamic Stark regime to show that when the pulse envelope shape is a variable
width Gaussian with a constant peak intensity, the optimal pulse width (i.e. the
pulse width that will maximize the amplitude of the wave packet oscillations)







Equation 2.64 is also solved for the case where the molecule is driven by a
nonresonant train of N Gaussian pulses with spacing τ . Note that it has come
to my attention that there is a minor error in the general solution to this problem
given by equation 30 in appendix A, due to the fact that the overlap between
adjacent pulses will lead to cross terms in the expression for E2env(t). For this
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reason, it should be understood that the given solution will only hold when
the edges of the pulses do not significantly overlap with each other. Minor
errors notwithstanding, the results here demonstrate that dynamic Stark control
may be accomplished using “pseudo-frequencies” generated via pulse trains with
spacings tuned to the vibrational period of specific molecular modes.
In the next part of the paper, I show how the expression in equation 2.64 can
be expressed in the spectral domain when Eenv is a square integrable function,
i.e. ∫ ∞
−∞
|Eenv(t)|2 dt <∞. (2.67)
I will now show the derivation of this expression. As stated in the paper, as-
suming conditions where the dynamic Stark effect dominates and the system
response is independent of the pulse carrier frequency, and given a generalized,
square-integrable pulse envelope function Eenv(t), the amplitude Γ of the wave























































Next, make use of Parseval’s theorem [27], which states that for any set of square




























env(ω + ω0)dω, (2.71)















env(ω − ω0)dω. (2.72)
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Finally, inserting equations 2.71 and 2.72 into equation 2.69 and simplifying
















In the next part of the paper, equation 2.73 is used to generate insight into how
the underlying excitation mechanism associated with the dynamic Stark effect
can be interpreted as a two step Stokes-Raman scattering event to and from a
higher lying virtual state. Furthermore, we show how the intuition generated
by this spectral interpretation can be exploited to manipulate the spectral pulse
phase and generate so-called “dark pulses”, i.e. pulses with envelope shapes
designed to make Raman transitions impossible within our model system of the
linearly forced harmonic oscillator. In the next section of this chapter we will use
this result to further investigate the characteristics of optimal nonresonant pulse
spectra, and in chapter 3 we will make use of this result again to demonstrate
how to design a spectral phase chirp function that allows us to selectively control
ro-vibrational excitations.
2.4 Optimizing A Pulse Spectrum
In this section I will go over a result I obtained that was not deemed signifi-
cant or relevant enough to warrant publication. This includes a relatively long
derivation, so any reader that is not inclined to wade through such an analysis is
welcome to skip ahead to the next chapter; doing so will not impact the overall
continuity of the thesis presentation.
As stated in the previous section, in my paper in appendix A I perform an
analysis where the optimal width of a Gaussian pulse envelope interacting with
the harmonic system in the non-resonant limit is calculated, assuming that the
intensity of the pulse is kept constant. Here, I attempt to take this analysis a
step further by investigating what the optimal (i.e. greatest induced amplitude
per pulse energy unit) pulse will look like if I allow it to assume any shape,
given a constrained bandwidth (it is trivial to show that the optimal shape
given no bandwidth constraints will be a delta function). In the subsequent
analysis I will first prove some general statements about these types of optimal
pulse envelopes, after which I will use a combination of variational calculus and
numerical methods to derive expressions for the optimal pulse spectra.
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2.4.1 Optimal pulse symmetry requirements
Let Eenv (t) be a square-integrable function representing a pulse envelope with
finite energy. Now, let Eenv (t+ δ) represent the same pulse envelope, where the
shape has been time-shifted forwards or backwards in time by δ. Using equa-
tion (18) from appendix A (and ignoring the constant prefactor to simplify the
notation), the dynamic response of the wave packet position to a non resonant
pulse with Eenv (t+ δ) is given by











′ + δ) dt′
= sin (ω0t) I1 (t, δ) + cos (ω0t) I2 (t, δ) . (2.74)
In the t 1 limit, where it is assumed that Eenv (t+ δ) has died out completely,
the trajectory R (t, δ) corresponds to simple harmonic motion since the two
integrands in equation 2.74 will be constant as a function of t:
R (t, δ) |t1 = Γ cos (ω0t+ θ) , (2.75)
where the amplitude of the oscillations Γ is given by
Γ =
√
I21 (∞, δ) + I22 (∞, δ), (2.76)







Note that varying δ and translating the location of Eenv (t+ δ) forwards or
backwards in time will not have any impact on Γ as long as we look at the wave
packet in the t 1 limit, i.e.√
I21 (∞, δ1) + I22 (∞, δ1) =
√
I21 (∞, δ2) + I22 (∞, δ2), (2.78)
when δ1 6= δ2. However, varying δ can clearly cause the value of θ to change,
since this will also translate the trajectory representing the harmonic motion of
the wave packet in the t 1 limit forwards or backwards in time. Furthermore,
it is easy to see how this means that we can get θ to assume any value between
0 and 2pi by simply varying δ. This is important because it means that for any
given pulse shape Eenv (t+ δ) it is always possible to choose a δ that leads to
one of the integrals in equation 2.74 becoming 0 in the t 1 limit (for example,
if Eenv (t+ δ) is a symmetrical function, setting δ = 0 will lead to the second
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integrand I2 becoming 0 in the t  1 limit since sin (ω0t) is an odd function).
Using this information, the wave packet ampltitude at t =∞ can be expressed






′ + δ) dt′, (2.79)
where it is assumed that the temporal shift δ of the (arbitrary) pulse envelope
shape Eenv (t+ δ) has been chosen in a way that cancels the second integrand
in equation 2.74. Note that in our following analysis we generally won’t need to
know what value of δ will satisfy this condition; I am simply stating that some
δ always exists that allows us to use equation 2.79 to calculate the wave packet
amplitude in the t 1 limit.
Now, let Eoptenv (t) be an optimal pulse envelope shape designed to maximize non-
resonant transitions, given some sort of constraints. The fact that we can always
calculate the wave packet amplitude using equation 2.79 can be used to argue
that a necessary, but not sufficient, condition of pulse optimality is that Eoptenv (t)
should be symmetrical in time (assuming, of course, that the constraints allow
this to be possible). The argument is as follows: The symmetry of the cos (ω0t)
function in equation 2.79 means that if Eoptenv (t) is optimal in the interval between
0 and ∞, then it must hold that
Eoptenv (−t) = Eoptenv (t) , (2.80)
Note that I have not said anything about the carrier frequency of the pulse, as in
the non-resonant limit this parameter does not play a roll in system excitations.
This proves that the optimal pulse shape for nonresonant transitions Eoptenv (t) is
a real, even function around t = 0. It can be shown that the Fourier transform
of a real and even function will also be a real and even function, which means
that the spectral distribution of Eoptenv (t) will be real and even as well, i.e.
E˜optenv (ω) = E˜
opt
env (−ω)





For this reason, the wave packet amplitude given by equation 2.79 can be rewrit-
















where I have once again omitted the constant prefactor for simplicity. Now, let’s
assume that E˜optenv (ω) contains a finite amount of energy, and a bandwidth that
lies between ωa and ωb. I will now attempt to answer the question of how to
distribute the energy in E˜optenv (ω) within the interval running from ωa to ωb in
a way that maximizes the non-resonant excitations in a system with transition
frequency ω0.
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Figure 2.1: Visual representation of the argument that when Eoptenv (t) is opti-
mal in the region from 0 to ∞, it is necessarily so that the shape
of Eoptenv (t) from −∞ to 0 will be a reflection of the shape in the
positive domain because the integral in equation 2.79 contains a
multiplication of cos(ω0t) times Eoptenv (t), and cos(ω0t) is an even
function.
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2.4.2 Applying the calculus of variations
I will show how this question can be partially answered using the calculus of
variations and functional optimization. For clarity of notation, the following
substitutions will be used in the subsequent derivations:
ω = x, E˜optenv (ω) = f (x) , ω0 = ∆, ωa = a, ωb = b, (2.83)
















To proceed, note that the bandwidth constaints mean that f (x) is zero every-

















The energy constraints mean that we would like to determine the form of f (x)






dx, constant. For this reason, the functional J (f) to be


















where dividing by the energy in the denominator effectively normalizes the ex-
pression (otherwise the optimal f (x) would clearly be infinity everywhere be-
tween a and b) The question is now how to determine the form of f (x) that will
maximize the functional given by equation 2.86. I start by assuming f (x) is
a smooth, differentiable function and that ∆ is small compared to the interval




























∆2f (x) f¨ (x) . (2.87)
Combining equations 2.87 and 2.86, we get
J
(
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where F (x) = f (x)2 − 14∆2f˙ (x)2 + 14∆2f (x) f¨ (x). To proceed, we need to
rework the limits in the numerator so they are the same as the denominator.
Start by rearranging the expression as follows:∫ b−∆/2
a+∆/2









F (x) dx. (2.89)
Now, note that F (x) can be expanded around an arbitrary point at x = γ to
second order:
F (t) |x=γ ≈ F (γ) + (x− γ) F˙ (γ) + (x− γ)2 1
2
F¨ (γ) , (2.90)
where







f (γ) f¨ (γ)− f˙ (γ)2
]
(2.91)





f (γ) f (3) (γ)− f˙ (γ) f¨ (γ)
]
(2.92)
F¨ (γ) = 2
[
















We can use this approach to evaluate the last two integrals in equation 2.89 by
expanding F (x) around x = a and x = b, i.e.∫ a+∆/2
a







































F¨ (b) . (2.95)
Now, inserting equations 2.91, 2.92, and 2.93, and removing all terms involving
































f (b) f˙ (b) . (2.97)
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These quantities can be expressed inside the
∫ b
a




















∆2f (x) f˙ (x)
]




















∆2f (x) f˙ (x)
]




Ib (x) dx. (2.99)
Now, combining equations 2.98, 2.99, 2.94, 2.95 and 2.89, we have∫ b−∆/2
a+∆/2













[F (x)− Ia (x)− Ib (x)] dx, (2.100)
and the functional in equation 2.88 can be written as
J
(











or, inserting the explicit forms of F (x), Ia (x) and Ib (x):
J
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Now that we have reworked the limits so they are the same in the numerator and
denominator of the functional, we can apply the calculus of variations to find
the form of f (x) that maximizes J
(
f, f˙ , f¨ , x
)
. Start by replacing f (x) with
gε (x) = f (x) + εη (x), where ε is small and η (x) is an arbitrary differentiable
function satisfying η (a) = η (b) = 0. We get
Jε
(































































The task is now to find an explicit form of the function in equation 2.107.



















































gε (x) + g˙ε (x)
]




gε (x)− g˙ε (x)
])
η (x)
+ [gε (x) δ (x− b)− 2g˙ε (x)− gε (x) δ (x− a)] η˙ (x) + gε (x) η¨ (x)
]
dx. (2.110)
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Now that we have an expression for ddεAε, and
d
dεBε, proceed by setting ε = 0









[F0(x)η (x) + F1(x)η˙ (x) + F2(x)η¨ (x)] dx, (2.111)
where
F0(x) = 2 (Ca + Cb − C2) f (x) + C1f¨ (x)− 4
∆
C1f (x) δ (x− a)
− C1f˙ (x) δ (x− a)− 4
∆
C1f (x) δ (x− b) + C1f˙ (x) δ (x− b) (2.112)
F1(x) = −2C1f˙ (x)− C1f (x) δ (x− a) + C1f (x) δ (x− b) (2.113)























+ f (x) f˙ (x)
]








2 − f (x) f˙ (x)
]
δ (x− b) dx. (2.118)
The fundamental theorem of the calculus of variations states that for the inte-
grated expression in 2.111 to be equal to zero, it must hold that
F0(x)− [F1(x)− F ′2(x)]′ = 0. (2.119)
Inserting equations 2.112, 2.113, and 2.114 into equation 2.119 yields
F0(x)− [F1(x)− F ′2(x)]′ = [2 (Ca + Cb − C2)] f (x) + 4C1f¨ (x)
− 4
∆
C1f (x) δ (x− a)− 4
∆
C1f (x) δ (x− b)
+ C1f (x) δ˙ (x− a)− C1f (x) δ˙ (x− b) . (2.120)
The differential equation we must solve to find f(x) is therefore
f¨ (x) + κ2f (x)− 1
∆
f (x) δ (x− a)− 1
∆




f (x) δ˙ (x− a)− 1
4
f (x) δ˙ (x− b) = 0
, (2.121)
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where
κ2 =
(Ca + Cb − C2)
2C1
. (2.122)
Now, take a closer look at κ2. For the DE in equation 2.121 to hold, κ2 must a
constant that is independent of f (x) and/or x. With this in mind, we write the





































We can rewrite the numerator of the last term using integration by parts:∫ b
a
[





f (x) f¨ (x) dx−
[










f (x) f¨ (x) dx− f (b) f˙ (b) + f (a) f˙ (a) .
(2.125)




















Now, take a closer look at the
∫ b
a
f (x) f¨ (x) dx term in the above expression. By
directly inserting the expression for f¨ (x) as it appears in equation 2.121, this
term can be rewritten as∫ b
a
































δ˙ (x− b) dx.
(2.127)
By the sifting property of δ (x), equation 2.127 becomes
∫ b
a



























δ˙ (x− b) dx. (2.128)
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Furthermore, it can be shown that the distributional derivative of δ (x) is given
by
〈
δ˙ (x− a) , φ (x)
〉
= −φ˙ (a), so equation 2.128 can be rewritten as
∫ b
a


















f (a) f˙ (a)
− 1
2
f (b) f˙ (b) . (2.129)
Inserting equation 2.129 into the expression for κ2 in equation 2.126 and sim-
plifying, we get
κ2 =








The first term on the right side of equation 2.130 must be equal to 0, so it must
hold that
f (a) f˙ (a) = f (b) f˙ (b) (2.131)
Now, based on our previous analysis (see equation 2.81), we know that f (x)
has to be an even function on the interval between a and b. It must therefore
hold that f˙ (a) = −f˙ (b). This means that the only way to ensure that equation
2.131 holds is if f (a) = f (b) = 0. We will be making use of this information
shortly when we solve the DE in equation 2.121 using the Fourier transform.
Below are a few identities that will be needed to accomplish this:



















= −ξ2f˜ (ξ) (2.134)
F {f (x) δ (x− γ)} = 1√
2pi
f (γ) exp (iξγ) (2.135)
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sgn (γ − x) sin (κ [γ − x]) , (2.137)
where F and F−1 denote the forward and reverse Fourier transform, respec-
tively, the relationship in equation 2.136 is based on the assumption that f (±∞)
and f˙ (±∞) are equal to 0, and sgn is the sign function, defined by
sgn (x) =

−1 if x < 0
0 if x = 0
1 if x > 0
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Now remember that equation 2.131 tells us that f(a) = f(b) = 0, and the
required symmetry of the function means that f˙ (a) = −f˙ (b). This means that






exp (iξa) + exp (iξb)
κ2 − ξ2 . (2.139)
Performing the reverse Fourier transform and using the relation in equation




[sgn (a− x) sin (κ [a− x]) + sgn (b− x) sin (κ [b− x])] . (2.140)
Note that the constant pre-factor f˙(b)8κ will cancel in the functional in equation
2.86 since it appears in the numerator and denominator. It is therefore sufficient
to write
f (x) = sgn (a− x) sin (κ [a− x]) + sgn (b− x) sin (κ [b− x]) . (2.141)
This is nice because it means we don’t have to worry about the fact that f (x)
isn’t technically differentiable at a or b due to the appearance of the sgn function.
The task is now to determine the optimal value of κ for a given a, b, and ∆.
The first thing to do is simplify things a bit by setting a = −1/2 and b = 1/2:




























Which we can do because the choice of a and b is arbitrary. Confining ourselves
to the interval between −1/2 and 1/2, f (x) is given by




















= cos (κx) , (2.143)
where the removal of 2 sin (κ/2) in the last line is once again due to the fact
that it is a constant pre-factor that will cancel when f (x) is inserted into the
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functional in equation 2.86. We can now determine the value of J (f) as a
function of κ and ∆ by inserting f (x) into equation 2.86 and evaluating the
















−0.5 cos (κx) dx
=
sin (κ [1−∆])
sin (κ) + κ
+
κ (1−∆) cos (κ∆)
sin (κ) + κ
(2.144)
We can numerically evaluate the maxima of the transcendental expression given
by equation 2.144 to determine the optimal κ for any given ∆. Note that when
κ 1 the expression in equation 2.144 will reduce to
J (κ,∆) |κ1 = (1−∆) cos (κ∆) , (2.145)
a plot of equation 2.144 when ∆ = 0.05 is shown in figure 2.2. Here it is clear
to see that the first peak corresponds to the optimal value of κ. Panels (b) and
(c) in figure 2.2 shows respective plots of E˜optenv (ω) and Eoptenv (t) as they will look
when κ is optimal.
2.4.3 A numerical approach
Combining my results from section 2.4.2 with the original notation used in
section 2.4, I have shown that if the transition frequency ω0 of the system is
much smaller than the bandwidth of the pulse, the optimal spectral envelope
will be given by a simple trigonometric function that is centered around the
middle of the pulse bandwidth (see panel (b) in figure 2.2).
Now, it is clear that the expansions performed to obtain this solution mean that
the results will probably not hold for larger transition frequencies. Of course, I
could go back and repeat the work done in section 2.4.2 and expand to higher
orders, however this is likely to be quite tedious, so at this point I chose to search
for solutions using a numerical approach instead. A benefit of doing this is that
it will allows me to verify whether or not my preliminary analytical results are
accurate.
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Figure 2.2: The top panel shows a plot of equation 2.144 as a function of κ
when ∆ = 0.05, i.e. when the transition frequency is equal to
5% of the total pulse bandwidth. The middle panel shows the
spectral distribution that will maximize equation 2.144 under the
given circumstances, and the bottom panel shows the correspond-
ing optimal temporal pulse envelope.
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Figure 2.3: plot of the symmetrical basis functions described in equation 2.147
when N = 17. As stated in the main text, the numerical optimiza-
tion task is to find the coefficients for each of the pictured curves
that will maximize the functional in 2.148 when they are added
together in a linear combination.





















is the binomial coefficent and βn are the expansion coefficients.
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where β = {β1, β2, . . . , βN} is a vector of expansion coefficients and the integral
limits between 0 and 1 reflect that the Bernstein basis polynomials are defined
on the interval [0, 1]. Note that these integration limits mean that the size of
the bandwidth in question is equal to 1, exactly as is the case in the expression
found in equation 2.144, i.e. in both cases, the size of ∆ can be interpreted as
fraction of the total bandwidth since 0 ≤ ∆ ≤ 1. The advantage of the approach
outlined by equation 2.148 is that integrated numerator and denominator will
evaluate to polynomials. This makes it (relatively) easy to compute analytical
gradients of J (β) with respect to the coeffiecients β1−N . These gradients can
be used to iteratively optimize the coeffiecients in β, i.e. at each iteration step
i the expansion coefficients are updated as follows:
βi+1 = βi + γ∇J (βi) (2.149)
where the operator ∇ generates a vector of partial derivatives of the functional
J (βi) with respect to each expansion coefficient, and γ is a scaling coefficient
that determines the size of the steps taken at each iteration. Initializing the first
“guess” β0 with random values, I iterate the computation shown in equation
2.149 until the functional value of J (β) converges to a constant value.
I performed the aforementioned numerical optimization procedure on a range of
∆ values between 0 to 0.6 (note that ∆ = 0 cannot be optimized since in such a
case the functional will simply evaluate to 1). The optimal value of the functional
J(β,∆) (equation 2.146) for numerically optimized spectral functions is shown
in blue in figure 2.4. For comparison, the optimal value when E˜env(ω) is given
by the expanded/analytical solution in equation 2.141, J(κ,∆), is represented
by the dashed black line. Note that we can also easily evaluate the functional








This result is plotted in grey in figure 2.4. Finally, we can also make the as-
sumption that f(x) is given by a Gaussian function that is centered around the
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where I numerically determine the value of σ that optimizes J(σ,∆) for each
∆. This result is shown in figure 2.4 in red. Note that the expressions given by
equations 2.150 and 2.152 are evaluated where the total bandwidth is set to 1
just as before, so once again ∆ can be interpreted as a number that represents
the fraction of the total bandwidth.
2.4.4 Analysis and future perspectives
At this point it is important to note that in the top panel of figure 2.4 there does
not appear to be any significant difference between the numerical, analytical and
Gaussian solutions when ∆ < 0.18. However, if we “zoom in” by subtracting
the Gaussian solution from all curves as done in the bottom panel of figure 2.4,
we see that the numerical and analytical solutions are indeed marginally better
than the Gaussian solution when ∆ is between 0 and 0.14. We can also see
here that the numerical and analytical curves are virtually identical when ∆
is small, which is exactly what we would expect since the analytical solution
and numerical solutions are both expected to be exactly equal to the optimal
solution in this domain (i.e. it appears that the derivation in section 2.4.2 is
correct, assuming the numerical approach is also working correctly), and as
∆ gets larger the numerical solution begins to outperform both the Gaussian
and analytical solutions, which is also what we would expect assuming that
the numerical optimization method is moderately successful at determining the
optimal spectral for larger ∆. At this point it is worthwhile to note that both the
expanded analytical and the numerical approaches to determining the optimal
spectrum both assume that it will be a smooth, differentiable function, however
this may not actually be the case.
Now I am going to talk about why this work was not published. First of all,
the relatively minor discrepancies between the four curves in the top panel of
figure 2.4 mean that even if we work very hard to optimize the shape of the
pulse spectrum we can only hope to achieve very small improvements in pulse
efficiency compared to simply using a Gaussian shape or similar. The second,
and perhaps most important reason why I chose not to publish this work in its
present form is that that optimizing the pulse efficiency (i.e. the vibrational
amplitude as a function of pulse energy) is actually not that relevant a problem
when it comes to second order processes. Aside from the pulse bandwidth, the
most important limiting factor in this regime is generally the pulse intensity.
This is because we often have to drive the molecules using nonresonant pulses
that are at, or near, the ionization limit of the molecular system to be effective
when working in the dynamic Stark regime. For this reason, it would be more
useful if I had succeeded in optimizing the pulse given constraints on both
bandwidth and peak intensity. This was part of my original plan when I started
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Figure 2.4: The top panel shows the maximized functional values when the
pulse spectrum is given by the expanded analytical solution from
equation 2.144 (dashed black curve), the optimized numerical re-
sult represented by equation 2.148 (blue curve), the Gaussian
curve given by equation 2.152 (red curve), and a uniformly flat
distribution given by equation 2.150 (grey curve). The bottom
panel shows a “zoomed in” view of the curve in the region from
∆ = 0 to ∆ = 0.15, where I have subtracted the curve correspond-
ing to the Gaussian spectrum from the analytical and numerical
results to better illustrate the minute differences between these
three results.
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this work, however at present time I have not been able to come up with a
tractable analytical approach to solving this problem.
All in all, while I am satisfied with the fact that I was able to at least partly
solve an interesting functional optimization problem, the results presented in
this section are at present time not something that I am confident will have an
appeal to a broader audience and for this reason they will remain unpublished,
perhaps until someone with a better idea picks up where I left off.




3.1 Introduction to Nonadiabatic Alignment
Until this point, I have only considered the vibrational dynamics of simple di-
atomic molecules that are aligned with the field polarization axis (i.e. along
the molecular-frame z axis). In this chapter, this diatomic model is expanded
to include molecular rotations. The background literature covering this topic is
already quite extensive, so I will now only provide a very brief overview of a few
key relevant elements.

















+ V (R), (3.1)
where R is the internuclear distance, Jˆ2 is the angular momentum operator of
the nuclear rotation, and V (R) is the potential energy curve of the electronic
ground state. The stationary eigenstates of this diatomic system can be ex-
pressed using three quantum numbers:
Hˆ0 |νJM〉 = EνJM |νJM〉 , (3.2)
where ν is the vibrational quantum number, J is the angular momentum quan-
tum number, and M is the quanta of the projection of the angular momentum
onto the lab-frame Z axis
As outlined in the previous chapter, the interaction Hamiltonian of the molecule
with an external field contains a term describing the interaction with the per-
manent electric dipole and a term arising from the field-induced polarization of
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the electronic density (PED/SMP terms). If the carrier frequency of the elec-
tric field is much higher than the characteristic time-scales of the vibrational
and rotational motion (or if the molecule is homonuclear), we can assume that
the impact of the permanent electric dipole on the interaction Hamiltonian will
be negligible, and only polarization forces will play a role (i.e. we are once
again operating in the non-resonant dynamic Stark regime). In such a case, the
Hamiltonian of a diatomic molecule interacting with a field ε(t) that is linearly










where α‖(R) and α⊥(R) refer to the respective parallel and perpendicular com-
ponents of the polarizability tensor, and θ is the orientation angle with respect
to Z (i.e. when θ = 0 the molecular axis is aligned with Z). Note that when




Which is functionally equivalent to equation 2.65 from chapter 2. Now, given
a molecule starting out in the |000〉 ground state or similar, the interaction
with a field ε(t) can be simulated by numerically solving the time-dependent
Schrödinger equation using, e.g., split operator propagation [22] or Runge-Kutta
methods [23], as outlined in chapter 1. (note that in all the work discussed in
this chapter it is assumed that ε(t) is a linearly polarized field, and subsequently
there will be no changes in the M quantum number). This will generally lead
to transitions to higher lying ν and J states. In the so called “impulsive limit”,
where the time evolution of ε(t) is much shorter than the molecular rotational





aν,J |νJMi〉 , (3.5)
where the i subscript on Mi indicates that this value is the same as that of the
initial state at t = 0, and aν,J are expansion coefficients.
3.2 Summary: Femtochemistry in the Electronic
Ground State: Dynamic Stark Control of Vi-
brational Dynamics
In this article, numerical simulations are performed in which a series of Gaussian
pulses with various widths and constant intensity are simulated interacting with
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homonuclear H2 and Cl2 molecules starting in their |000〉 ro-vibrational states.
It is shown that the H2 molecule will generally experience excitations into a
superposition of the initial |000〉 state and one or more of the |100〉, |120〉,
and |020〉 states (see figure 1 in appendix B). The results for the Cl2 molecule
are similar, although the transition rate to higher rotational states is generally
stronger due to the larger anisotropy of the polarizability terms.
It is demonstrated that the analytically estimated optimal pulse width given by
equation 2.66 in chapter 2 (or equation 24 in appendix A) will indeed maximize
the transition probabilities for lower pulse intensities, however this approxima-
tion begins to break down when excitations beyond first order begin to take
place at higher intensities. Another notable result here is that in general it is
not possible to achieve vibrational transitions without also producing rotational
transitions when applying a single flat-phase Gaussian pulse to the system, i.e.
when the H2 molecule is driven with a 10 TW/cm2 pulse where the width has
been optimized for vibrational transitions (i.e. σ = 1.9 fs), the population of
the |100〉 state becomes 1.79 × 10−5 and the population of the |020〉 state is
comparable at 3.23 × 10−5. This is because the large bandwidth of the pulses
optimized for vibrational excitation will generally also cause substantial rota-
tional excitations to take place.
My principle contribution to this paper was inventing a method of manipulating
the phase of a transform limited Gaussian pulse in a manner that (in principle)
eliminates the rotational transitions while leaving the vibrational transitions
unaltered, provided we confine ourselves to a regime where the harmonic ap-
proximation described in the previous chapter is valid. To do this, I exploit the
physical insight generated by equation 2.73. In my first article in appendix A, I
show that when the spectral distribution is real [i.e. Re{A˜(ω)} = A˜(ω)], then the
transition probability Pab between any two states a and b is proportional to the





A˜(ω)A˜(ω − ωab)dω (3.6)
Using this relation, I devised a spectral chirp function Φ(ω) that, when applied
to a flat-phase Gaussian pulse as shown in figure 5 of appendix B, can lead to
a modified temporal pulse where the rotational transitions from |000〉 to |020〉
are almost completely eliminated, while the vibrational transitions from |000〉
to |100〉 remain roughly the same as they where for the un-chirped pulse. To
demonstrate, such a chirp function was calculated and applied to the Gaussian
pulse with a width optimized for vibrational transitions in H2. A comparison of
the resulting excitation levels for H2 is shown in table 3.1.
Here it can be seen that the transitions to |020〉 are reduced by nearly three
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Table 3.1: Final state populations after applying the chirped/un-chirped
pulses to H2
state no chirp chirped
|100〉 1.79× 10−5 1.61× 10−5
|020〉 3.23× 10−5 4.37× 10−8
orders of magnitude when the chirped pulse is used, while the population of
|100〉 is nearly unaltered. This shows that the chirped pulse has largely worked
as intended for the H2 molecule. We also performed the same analysis using a
10 TW/cm2 pulse with a width optimized to induce vibrational transitions on
the Cl2 molecule, the results of which are shown in table 3.2
Table 3.2: Final state populations after applying the chirped/un-chirped
pulses to Cl2
state no chirp chirped
|100〉 5× 10−4 1.14× 10−4
|120〉 2.5× 10−4 6.35× 10−5
|020〉 1.2× 10−1 1.4× 10−3
|040〉 0.35× 10−2 2.4× 10−5
Here it can be seen that the |020〉 transitions are reduced by a factor of about
100, while the purely vibrational |100〉 transitions have been reduced by roughly
a factor of 4. Quantitatively this is not as good as in the H2 example, but it’s
still not a bad result since the magnitude of the pure rotational transitions are
reduced by a significant amount compared to the reduction in the vibrational
transitions. The discrepancies are likely due to the fact that the simple har-
monic (i.e. perturbative) model begins to break down for the Cl2 system at this
intensity, and due to the fact that the temporal width of the numerical chirped
pulse data we used was truncated to contain 90% of the energy of the original
un-chirped pulse in order to reduce the simulation time.
If I had more time to pursue this project, there are a number of other things I
would have liked to investigate. For example, it would be worthwhile to compare
the numerical and analytical models in a more systematic way to gain an under-
standing of exactly where and how the analytical approximation I derived in my
first article breaks down. Furthermore, while it is not an entirely new concept
(see, e.g., refs [31, 32]), it would be interesting to further explore the idea of
controlling second order transitions via pure spectral phase chirping; e.g. is it
possible to devise simple analytic phase functions that are capable of selectively
controlling three or more transitions instead of just two, or can explicit limits
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be defined on what can be achieved by using phase shaping alone to control
second order processes within the perturbative/harmonic regime? Such a study
would be in a similar vein to an analysis performed by Paul Brumer and Moshe
Shapiro regarding the limitations of pulse shaping in the perturbative weak field
limit [33, 34].
3.3 Summary: Hyperfine-Structure-Induced De-
polarization of Impulsively Aligned I2 Molecules
This work began after a meeting with Anders Søndergaard, a former PhD stu-
dent at Aarhus university who worked on impulsive molecular alignment exper-
iments as part of the Femtolab experimental group. In Anders’s thesis [35], he
describes an experiment where he measured the time-dependent alignment of
isolated I2 molecules that had been excited into a superposition of rotational
eigenstates using a 1.06 TW/cm2, 450 fs FWHM laser pulse. It is well known
that such a superposition is expected to lead to periodically recurring alignment
trace structures called revivals (see, e.g., figures 2(b) and 2(d) in my previous ar-
ticle in appendix B), however, when the alignment trace of the I2 molecules was
measured for an extended period of about 3.2 ns (equivalent to about 7 revival
periods) it was found that the trace was not periodic; the permanent (average)
level of alignment and the amplitude of the revival structures appeared to be
decreasing and changing shape with time, as can be seen in figure 5.9 in Anders’s
thesis.
Anders suspected that this apparent loss of alignment was due to interaction be-
tween the quadrupole moment of the nuclear charge distribution and the molec-
ular electrons, i.e. the so-called quadrupole coupling effect. This phenomena
is well known to cause hyperfine splitting in frequency-resolved high-resolution
rotational spectroscopy experiments, but this was potentially the first time that
its effects had been directly observed in an impulsive alignment experiment.
I was tasked with developing a quantum-mechanical model of the aligned I2 sys-
tem that included the effects of quadrupole coupling, as this would help verify
if this was indeed the cause of the observed deviations from the expected be-
haviour. The first step was to understand the nature of the quadrupole coupling
and how it could be described quantum mechanically. There is a large body of
literature devoted to this subject; in the following subsection I will briefly go
over a derivation of the matrix coupling elements given by equation 2 in the
published article in appendix C.
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3.3.1 Deriving the quadrupole coupling terms
The classical expression for the electrostatic interaction between a nuclear charge












Now, the denominator in the second integrand in equation 3.7 can be written
as a multipole expansion:
1









(−1)qY (k)q (θe, φe)Y (k)−q (θn, φn), (3.8)






















Y (k)q (θe, φe)d
3re.
(3.9)
It can be shown that the parity of the integrands in equation 3.9 will lead to
only even k terms being nonzero. Futhermore, it can also be shown that the
k = 2 (quadrupole) term is by far the largest and will therefore dominate the


















Y (2)q (θe, φe)d
3re.
(3.10)














that transforms like the spherical harmonics Y (k)q is, by definition, an irreducible
tensor of rank k. Moreover, the scalar product of two irreducible tensors T(k)




(−1)qT (k)q U (k)−q . (3.12)
Comparing equations 3.10, 3.11, and 3.12, we see that the quadrupole interaction
term can be rewritten as
HQ = V(2) ·Q(2), (3.13)
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n (3 cos θn − 1) d3rn. (3.16)







n (3 cos θn − 1) d3rn, (3.17)




∣∣∣Qˆ∣∣∣ I∗,MI∗ = I∗〉 , (3.18)
where |I∗,MI∗〉 are nuclear spin basis functions of a single atom. Combining
equations 3.16, 3.17, and 3.18 leads to the following relation:〈
I∗,MI∗ = I∗
∣∣∣Q(2)0 ∣∣∣ I∗,MI∗ = I∗〉 = 12eQ. (3.19)
Applying the Wigner-Eckhart theorem [37] to equation 3.19 yields an expression
for a reduced matrix element that is independent of the projection number MI∗〈
I∗













By a similar, slightly more involved derivation it can be shown (see, e.g., ref.
[38]) that the reduced matrix element coupling rotational states Ja and Jb is
given by〈
Ja
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where q is the second derivative of the electric field potential V with respect to





Now, we consider a diatomic molecule (linear rotor) containing two coupled
nuclei with spin I1 and I2. The coupling scheme is
I = I1 + I2 (3.23)
F = I+ J. (3.24)
Note that a more detailed explanation of this scheme can be found in the pub-
lished article in appendix C. The basis functions in the coupled representation
are given by
|I (I1I2) JFMF 〉 , (3.25)
where the parenthesis around I1 and I2 indicate that these quantities are con-
stant since they represent the nuclear spin of each iodine atom (i.e. I1 = I2 =
5/2). The quadrupole coupling element of the Hamiltonian for this system is
given by
HQ = V(2) (1) ·Q(2) (1) +V(2) (2) ·Q(2) (2) , (3.26)
where the two terms on the right side of equation 3.26 represent the coupling of
nuclei 1 and 2 to the electric field. Now, we would like to calculate the coupling
matrix elements, given by〈
Ia (I1I2) J
aF aMaF |HQ| Ib (I1I2) JbF bM bF
〉
. (3.27)
It can be shown [39] that〈
Ia (I1I2) J
aF aMaF


















∥∥∥Q(2) (1)∥∥∥ I1〉〈Ja ∥∥∥V (2) (1)∥∥∥ Jb〉 ,
(3.28)
which can be rewritten using equations 3.20 and 3.21 and noting that I1 = 5/2:〈
Ia (I1I2) J
aF aMaF
∣∣∣V(2) (1) ·Q(2) (1)∣∣∣ Ib (I1I2) JbF bM bF〉 =
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Performing the same calculation for V(2) (2) ·Q(2) (2) yields〈
Ia (I1I2) J
aF aMaF
∣∣∣V(2) (2) ·Q(2) (2)∣∣∣ Ib (I1I2) JbF bM bF〉 =




























Finally, adding equations 3.29 and 3.30 leaves us with the expression for the
quadrupole coupling matrix element as it appears in equation 2 in appendix C.〈
Ia (I1I2) J
































3.3.2 Interpreting the results
As outlined in appendix C, equation 3.31 can be used to generate a coupling ma-
trix that an initial superposition of impulsively aligned J states,
∑
J aJ |JMi〉,
can be projected onto (this initial superposition is determined by numerically
simulating the interaction of the pulse with the system sans quadrupole cou-
pling, which is safe to do since the time scale of the aligning pulse is much
shorter than the time scale where the quadrupole coupling will begin to have
a significant effect on the alignment trace). Diagonalizing this matrix yields a
list of complex coefficients that describe the time dependent evolution of the
population of coupled states (as represented by equation 3.25).
Transforming our coupled state solution back into the uncoupled state represen-
tation (see equation 3 in appendix C) allows us to calculate the theoretical align-
ment trace shown in figure 1 in appendix C. As the plot shows, the agreement
between the experimental and theoretical traces is quite good. This strongly
indicates that we are observing and verifying the existence of quadrupole cou-
pling in an impulsive alignment experiment for the first time ever. This was an
exciting result, and the decision was made to write a paper about it and submit
it to Physical Review Letters.
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Figure 3.1: The simulated alignment trace in figure 1 of the published arti-
cle is naturally associated with a number of quantum states, and
this figure shows the total occupation levels of these states in the
uncoupled representation and how they evolve as a function of
time. I have separated the representation into the |JMJ〉 rota-
tional states and |IMI〉 nuclear spin states (i.e. the total occupa-
tion of all states in the top panel will sum to 1, as will the total
occupation of states in the bottom panel). Here it can be seen
how the initial rotational state distributions spread out over time,
leading on average to larger average values of |MJ |, which is asso-
ciated with the well understood decrease in permanent alignment
(i.e. “precession type” depolarization).
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After overcoming the technical efforts associated with developing a functioning
model that included the effects of quadrupole coupling, it was time to do the “real
science”, i.e. to try and understand exactly what the quadrupole coupling was
doing to the alignment trace and why. In general the quadrupole coupling causes
each |JMi〉 from an initial
∑
J aJ |JMi〉 superposition to spread out across a “J-
manifold” of coupled states (see figure 3 in appendix C). As stated in the article
text, the complete alignment trace is the weighted incoherent sum of traces from
all the different initial
∑
J aJ |JMi〉 superpositions that exist because of thermal
and focal volume averaging, as described in refs. [35, 40]. The total |JMJ〉 and
|IMI〉 state occupation for the complete set of systems is visualized in figure 3.1.
Here we see that the occupation levels in the |JMJ〉 state distributions for each
J evolve in a way that is initially qualitatively similar to the process of diffusion
as the average value of |MJ | increases, which also leads to a general decrease
in the permanent alignment. We can also see that this decrease in anisotropy
in the |JMJ〉 states is countered by an apparent increase in anisotropy in the
|IMI〉 states, as they go from their initial uniform distributions at t = 0 to
being concentrated around lower values of |MI | at around 1 ns. This apparent
“conservation of anisotropy” is directly attributed to the fact that the angular
projection numbers are a conserved quantity, i.e. all |JMJ〉 and |IMI〉 associated
with a given J manifold must have projection numbers that add up to the Mi
of the initial occupied state at t = 0, so as each initial distribution spreads out
across its corresponding J-manifold to states with larger values of |MJ | there is
an equal and opposite change in the associated average value of |MI |.
The nice thing about having an accurate working model is that it allowed me
to perform numerical experiments by modifying and/or removing certain model
components and analyzing the effects on the resulting simulated trace. This
allowed me to draw a few notable conclusions. As stated in the paper, I found
that the quadrupole coupling affects the off diagonal contributions to the revival
structures in a different way compared to the well-understood impact on the
“permanent” alignment of a molecule in a single rotational state. The most
important qualitative difference here is that while the effect on the permanent
alignment is known to be negligible in the limit where the rotational angular
momentum is much larger than the angular momentum of the total nuclear
spin, the hyperfine coupling will always significantly perturb the off diagonal
component of the revival structures over time (see figure 4 in appendix C).
The other main conclusion that I draw is that the perturbations in the off-
diagonal (J 6= J ′) component of the revival structures can be traced to two
intertwined, but fundamentally different, physical process; the most significant
one is related to the fact that the energy splitting of in each J state (see fig-
ure 3(b) in appendix C) introduces small frequency shifts in the off diagonal
components of the alignment trace, and the resulting frequency beating causes
attenuation of the revival peaks as well as modifications of the substructures (see
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figure 2 in appendix C). The second effect, which I have chosen to call “asyn-
chronous distributional dynamics”, is due to the fact that each |IMI〉 ⊗ |JMJ〉
state in a given J-manifold will combine with at most one state in any other
J-manifold to yield a nonzero addition to the overall alignment trace. This bi-
jective/injective manner of combining different off diagonal states leads to a net
loss of amplitude when the state distributions in two different J-manifolds are
dissimilar. While the truth of this latter statement may seem intuitive, I found
that it was an interesting exercise to prove it using Lagrange multipliers:
3.3.3 Analyzing the effect of asymmetrical distributional
dynamics







where χa(t) and χb(t) each contain N coupled states, and where we assume that
there is no inter-J coupling and α is a normalization constant (i.e. 0 ≤ α ≤ 1).
Now, let an(t) [bn(t)] be the complex time dependent coefficient representing the
occupation of the nth coupled state in manifold χa(t) [χb(t)] (see, e.g., figure
3 in the article). Based on equation 3.32, it is easy to see that for proper
normalization of Ψ(t), it must hold at all times that
N∑
n=1
|an (t)|2 = 1 (3.33)
N∑
n=1
|bn (t)|2 = 1. (3.34)
We now separate an(t) and bn(t) into their real and imaginary components, i.e.
an(t) = an,r + ian,i (3.35)
bn(t) = bn,r + ibn,i, (3.36)
where I have omitted including the time-dependence in the terms on the right
side for notational clarity. Using these relations, equations 3.33 and 3.34 can be
3.3 Summary: Hyperfine-Structure-Induced Depolarization of Impulsively























are oscillating at the
same frequency and phase (see, e.g., panel (b) in figure 2 of the article), it can





an,rbn,r + an,ibn,i, (3.39)
Now, we want to prove that the asynchronous distributional dynamics in dif-






bijective or injective (one to at most one) way of combining different sets of
states associated with different manifolds when calculating nonzero contribu-
tions to the trace. This can be accomplished by using Lagrange multipliers to
show that the value of A(t) is maximized (i.e. at a stationary point) whenever
|an(t)|2 = |bn(t)|2 for all N coupled states in χa(t) and χb(t), as this means that
A(t) will necessarily decrease any time |an(t)|2 6= |bn(t)|2 for any n. Formally
put, the objective functional we wish to maximize is given by equation 3.39,
and the constraints are defined by the normalization conditions in equations





















)− 1] . (3.40)
We now find the stationary point(s) by differentiating L with respect to an,r,
an,i, bn,r, and bn,i
∂L
∂an,i
= bn,i − 2λ1an,i (3.41)
∂L
∂an,r
= bn,r − 2λ1an,r (3.42)
∂L
∂bn,i
= an,i − 2λ2bn,i (3.43)
∂L
∂bn,r
= an,r − 2λ2bn,r. (3.44)
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At a stationary point, these derivatives should all be equal to 0, which yields
the following relations:
bn,i = 2λ1an,i (3.45)
bn,r = 2λ1an,r (3.46)
an,i = 2λ2bn,i (3.47)
an,r = 2λ2bn,r. (3.48)




















and finally, using equation 3.38, we get






























or, using the relationship defined in equations 3.35 and 3.36:
|an (t)|2 = |bn (t)|2 . (3.59)
The fact that the result in equation 3.59 this will hold for all n states means
that the magnitude of A(t) is only maximized when the state distributions in
χa(t) and χb(t) are identical. The fact that this implies a stationary point in
the Lagrangian in equation 3.40 means that whenever equation 3.59 does not
hold, A(t) will decrease, as evidenced by the attenuated peak amplitudes in the




4.1 Introduction to the Closed-Loop method of
Coherent Control
The energy required to drive chemical reactions is normally supplied in the
form of heat or incoherent light. These methods are statistical in nature; they
influence global parameters of the system, and the focus is on the end products
of the reaction. As stated in chapter 1, coherent control differs in this respect
as it involves coherently manipulating the evolution of a system “in real time”.
In order for this to be achieved in a laboratory, it has been necessary to develop
tools and techniques that are capable operating on femtosecond timescales. The
introduction of the 4f-line spectral pulse shaper by C. Froehly et al. in 1983 [41],
coupled with the development of controllable liquid crystal phase masks, led to
the ability to create and tailor complex femtosecond laser pulses with features
that evolve on the same characteristic time scales as the molecular systems.
For simple molecules, where it is possible to make theoretical predictions, a so
called “open-loop” [5] experimental coherent control scheme may be employed,
where the pulse shapes are designed based on a priori knowledge of the molecular
system in question. However, many systems are far too complicated for theoret-
ical approximations to be of much help. In these cases, a so called “closed loop”
scheme may be used, in which a series of test pulses are applied to the system,
and the resulting experimental feedback is fed into a gradient-free optimization
algorithm that attempts to determine the set of pulse shaping parameters that
will drive the system into the desired target state.
In the first part of this section, I will describe the 4f-line pulse shaper, and how it
54 Deracemization of Biphenyl Molecules
can be implemented as part of a closed loop approach to experimental coherent
control. In the second part, I will outline a published work in appendix D where
I implement a numerical model of such an experiment and demonstrated that it
can in principle be used to deracemize a racemic mixture of biphenyl molecules,
an accomplishment that has yet to be achieved in a laboratory. Finally in the
third part I will summarize a follow-up publication to this work that is included
in appendix E.
4.1.1 Spectral pulse shaping
Speaking in very general of terms, pulse shaping is about transforming an incom-
ing laser pulse into a desired shape. For ultrashort pulses on the femtosecond
time scale, this shaping is generally accomplished in the spectral domain. The
method of spectral pulse shaping introduced by Colombeau C. Froehly et al in
1983 known as the zero dispersion line or 4f line [5] is a simple and versatile
approach that operates in the following way:
1. An ultrashort pulse is angularly dispersed into its spectral components via
a diffraction grating
2. The angularly diffracted spectral components are focused via a lens or
mirror into equally spaced diffraction spots in the Fourier plane.
3. The phase, intensity and/or polarization of each spatially separated spec-
tral component is manipulated in the Fourier plane using a spatial light
modulator (SLM) or “mask”.
4. After manipulation, the spatially distributed spectral components are fo-
cused back down to a single point by another lens or mirror
5. The focused spectral elements are “recombined” back into a temporal pulse
by means of another diffraction grating
A sketch of this process is shown in figure 4.1. The spectral manipulations
caused by the SLM will impact the shape of the recombined temporal pulse. It
is therefore possible to actively control the shape of the temporal pulse using
an adjustable SLM where the phase, intensity and/or polarization of the spec-
tral distribution can be modified. The liquid crystal spatial light modulator
(LC-SLM) is one an example of such an adjustable SLM. This device indepen-
dently modifies the optical path of each spectral component using an array of
nematic liquid crystals that change their orientation when voltage is applied. A
representative sketch of such an array with typical component sizes is shown in






Figure 4.1: Schematic sketch of the 4f-line pulse shaper. The incoming un-
shaped pulse is diffracted off the grating on the left side, and
the spectral elements are focused by the first lens. After passing
through the mask in the Fourier plane, the spectral components
are transformed back into a shaped spectral pulse by the second
lens and grating.
figure 4.2, and figure 4.3 shows examples of two actual devices. By assuming
direct control over the spectral modification generated by each pixel, it becomes
possible to produce tailored frequency dependent modifications in the spectral
domain.
As alluded to in the introduction to this chapter, combining a 4f-line setup with
an adjustable spectral mask gives experimentalists the ability to generate nearly
arbitrary pulse shapes. In terms of coherent control, the next question becomes
which type of pulse shape is required to achieve a given control objective, i.e.
drive a molecular system into a desired terminal state? A compelling method
of answering this question was first posited by Richard S. Judson and Herschel
Rabitz in their 1992 PRL article entitled “Teaching Lasers to Control Molecules”,
in which they theoretically demonstrated that a genetic algorithm [42] (GA)
could be used to optimize the spectral mask of a pulse shaper in a way that
leads to selective excitation of rotational states in KCl.
A sketch of this scheme is shown in figure 4.4. The first experimental imple-
mentation of this idea was achieved by Christopher Bardeen et al. in 1997 [43],
where it was demonstrated that this so-called “closed-loop” approach could be
used to optimize the population transfer from ground to first excited state in
fluorescence dye molecules in solution. In the following years this method has
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Figure 8. (a) 640 pixel liquid crystal spatial light modulator. (b) A
folded zero dispersion line geometry with almost no optical
aberration. G: grating; IM: intermediate mirror; CM: cylindrical
mirror; FM: folding mirror; SLM: liquid crystal mask.
of the usual optics (mirrors, beamsplitter, gratings, etc) are
polarizing elements that can alter the waveform.
Alignment and calibration. The performance and accuracy
of the pulse shaper are strongly correlated to the quality of
the alignment and the calibration. At least three steps are
necessary to obtain a reliable pulse shaper that can be used
in an open-loop experiment. We will describe these steps for
a 4f -line fitted with two LC-SLMs (to shape both phase and
amplitude).
• The first step consists of a careful alignment of the 4f -
line. This step depends on the chosen geometry and
optical components. Several geometries with varying
degrees of compacity and optical aberrations [60, 67–70]
have been used. We will focus on the folded geometry
[60] as depicted in figure 8(b) as it is easy to align and
almost aberration-free. In this line, distances are such that
the grating is in the front focal plane of the cylindrical
mirror and the folding mirror in its back focal plane. The
input beam is first diffracted by the grating G, and then
sent to the cylindrical mirror CM via an intermediate flat
mirror IM. The cylindrical mirror focuses each spectral
component to a given transverse position in the Fourier
plane. A folding mirror FM is placed in this plane and
sends everything back with a small vertical tilt. The mask
is situated as close as possible to the Fourier plane [63]
(it should stay within the Rayleigh range). The final
step for the alignment is to check that the device is
really a zero dispersion line by measuring both input and
output pulse durations (either autocorrelation or a self-
referenced technique can be used as mentioned in section
4 on characterization techniques).
• The second step is to calibrate the introduced phase
φ(ω, U) as a function of both voltage and frequency,
for each LC-SLM. In principle, each pixel should be
calibrated independently and at the specific frequency
that impinges on it. In practice however, the process is
Figure 9. Phase-voltage calibration at 795 nm of a CRI-128
LC-SLM. Top curves: transmitted intensity as a function of the
applied voltage, for several orientation of the waveplate; the position
of the extrema depends on the extra phase added by the waveplate
(dashed line is a guide to the eye). Bottom curve: reconstructed
phase as a function of the voltage.
much simpler. First, the LC-SLM is usually homogeneous
enough to use a unique voltage calibration for all
the pixels. Second, from the voltage calibration at
one specific frequency ωcal, we can derive the voltage
calibration for any frequency:





A simple way to calibrate the phase is to place the LC-
SLM between two horizontal polarizers, illuminate with a
monochromatic laser at ωcal and measure the transmitted
intensity Ical as a function of the voltage U applied to all
the pixels of the mask9. From equation (23), we get that
Ical(U) ∝ [cos(φ(ωcal, U)/2)]2. In theory, it is easy to
invert this relation and retrieve φ(ωcal, U). In practice
however, problems arise at each extremum of Ical(U)
where the retrieved phase gets noisy and highly distorted.
To overcome this difficulty, a waveplate is added next to
the LC-SLM to introduce a variable phase φwp so that the
transmitted intensity now reads:
Ical(U,φwp) ∝ [cos(φ(ωcal, U)/2 + φwp/2)]2 (25)
By repeating the voltage calibration for various φwp, we
get a set of transmission curves with shifted extrema
as shown in figure 9, top curves. By combining the
9 In the case of a dual LC-SLM, each LC-SLM is calibrated independently,
while the second one is switched off.
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Figure 4.2: Typical dimensions and geometry of part of a LC-SLM pixel array.
The light gray areas contain the nematic liquid crystals. (Figure
borrowed from ref. [5])
Figure 4.3: Example of a 128 × 1 (left) and 640 × 1 (right) pixel resolution
LC-SLM (Meadowlark Optics)














Figure 4.4: Sketch of a closed-loop control system. A series of test pulses are
applied to the system, and the performance of each pulse config-
uration is analyzed by measuring the products of the reaction in
the reaction chamber. The results are fed into a computer which
updates the LC-SLM based on the performance using an optimiza-
tion algorithm until the best configuration is found.
found a number of other experimental applications, including ionization of gas
phase diatomic sodium [16], photoisomerization of organic molecules [17], prob-
ing of chemical mechanisms via optimized pulse analysis [18], and manipulation
of biological proteins [19].
4.1.2 The genetic algorithm
As stated in the previous subsection, the closed-loop approach requires a genetic
algorithm (or some other variant of a gradient-free optimization algorithm) to
determine the optimal configuration of the spectral mask that will produce a
pulse that drives a molecular system into a user defined target state or config-
uration.
In this subsection I will briefly describe how genetic algorithms work. The
description will be general, and I refer readers that are interested in specific
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implementation details to the supplementary material sections in my included
papers. GA’s and other types of evolutionary algorithms have the potential to
offer robust solutions to optimization problems with:
• a large number of parameters (i.e. high dimensionality)
• little or no a priori knowledge about the relationship between problem
inputs and outputs
• objective functions that are highly nonlinear, stochastic, non differen-
tiable, or contain many local minima
The only requirement is that there be a way to evaluate the performance of a
trial solution. In a broad sense, genetic algorithms attempt to mimic the natural
selection process when searching for an optimal solution. The basic procedure
a genetic algorithm uses to find optimal inputs to a given problem is as follows:
1. Create an initial list of trial solutions with randomly selected parame-
ters. Henceforth, each trial solution will be known as an “individual”
and the sum total of all the individuals on the list will be known as the
“population”. The set of parameters that describe each individual in the
population is referred to as a “genome”, much in the sense that an actual
genetic sequence encodes all the information to required to produce a real
life organism.
2. Determine the “fitness” of each individual in the population by using their
parameters as an input to the optimization problem, and evaluate the
performance in relation to the goal output. An important point is that the
fitness criteria are user defined, i.e. there must be some way of delineating
“good” solutions from “bad” ones.
3. Create a new list, or “generation” of individuals from the current popula-
tion. There are a number of ways to do this, but the two most important
factors are that individuals in the present generation with higher fitness
levels should be more likely to pass on traits to the new generation (selec-
tion), and there should be some element of randomness introduced to the
genomes of the new generation (mutation)
4. Repeat steps 2− 3 until the best fitness level in the population converges,
or until a specified number of generations or time steps have passed.
In this way, the fitness of each subsequent generation will ideally be higher than
the previous generation, just as the forces of natural selection and mutation will
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Figure 4.5: The non-convex Rastrigin function is a typical benchmark test for
optimization algorithms, as it contains one global minimum and a
large number of local minima.
induce a population of animals to evolve traits that increase their fitness and
ensure their survival.
A simple example of a genetic algorithm in action can be demonstrated by
attempting to minimize the Rastrigin function, which has the form:
Ras (x, y) = 20 + x2 + y2 − 10 [cos (2pix) + cos (2piy)] (4.1)
This function has a global minimum at x = y = 0, surrounded by a large
number of local minima, as the sketch in figure 4.5 indicates. minimizing the
Rastrigin function means finding the value of x and y that will yield the lowest
value when plugged into equation 4.1. In terms of a genetic optimization, this
means that each individual will have a genome of length 2, corresponding to
the x and y values of a given trial solution. Since the goal is minimization,
individuals with x and y inputs that yield the lowest values will be scored the
highest. Using these rules, an initial population of 60 individuals was created,
where each individual was assigned a uniformly distributed random initial x
and y value between −5 and 5. The MATLAB [44] genetic algorithm was





















Figure 4.6: Evolving an initial random population of 60 uniformly distributed
individuals using a genetic algorithm to find the global minimum of
Rastrigin’s function (figure 4.5). The global minimum is indicated
by the black circle in the center of each plot.
then used to evolve the population of solutions using the procedure outlined in
steps 1 − 4. The distributions of the individuals at generations 0, 5, 10, and
30 are shown in figure 4.6. The first panel at generation 0 shows a random
distribution of individuals within the initial parameter boundaries. Note that
none of the individuals are very close to the center. Already at generation 5 a
few of the individuals can be found in the global minimum, and many are in
nearby local minima. At generation 10 the population distribution has become
even more concentrated towards the center, and finally at generation 30 every
single individual has assumed the optimal value. In practice, the optimized
output of the algorithm is determined by the individual from each generation
with the highest fitness. Going by this rule, the optimization in 4.6 could in
principle already have been halted at generation 5, since the best performing
individuals here have already found values that are very close to the optimal
value. It is not necessary for the starting population to be distributed near or
around the global minimum as it was in this example, however as a general
rule, the further the initial population distribution is from the optimal point,
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the larger the population must be in order to adequately explore the parameter
space.
4.2 Summary: Phase-Modulated Nonresonant Laser
Pulses Can Selectively Convert Enantiomers
in a Racemic Mixture
This paper was once again inspired by work performed by the Femtolab experi-
mental group in Aarhus. Henrik Stapelfeldt happened to be the external censor
at my masters thesis defence, which also was about pulse shaping and its applica-
tions to coherent control. In part of my thesis, I demonstrate that an optimized
laser field can induce wave packet transfer between minima in a 1D double well
potential model. Henrik’s group had published a series of papers where they
had worked with 3,5-difluoro-3′,5′-dibromobiphenyl (F2H3C6 − C6H3Br2, see,
e.g., charts 1 and 2 in appendix D), a molecule consisting of an F-substituted
phenyl ring connected to a Br substituted ring by a C−C bond. The potential
energy landscape of this system as a function of the torsional angle between the
phenyl rings can be described by a symmetrical double well potential, and it
was for this reason that Henrik suggested that I look into his groups results.
At high temperatures, the two substituted phenyl rings of the F2H3C6−C6H3Br2
molecule rotate freely around the axial C−C bond that connects them; however,
in work performed by researchers at Aarhus it was demonstrated that cooling a
gas-phase population to a few Kelvin will hinder this internal rotation, and the
dihedral angle between the rings will become fixed at either 39◦ or −39◦. these
angular configurations correspond to two different stable structures that are each
other’s mirror image, that is, an enantiomeric pair. Using Coulomb explosion
imaging, they had been able to demonstrate that they could induce torsional
vibrations between the phenyl rings by subjecting a gas-phase population of the
molecules to one or two moderately intense nonresonant laser pulses.
4.2.1 On enantiomers and deracamization
A molecule with a chiral structure cannot be superposed onto its own mirror
image. As the article introduction in appendix D states, the inherent symmetry
of the physical laws means that the energies of a given chiral molecule and
its corresponding mirror image will be identical. Effectively, this means that
synthesizing molecules with chiralic structures will lead to a 50% : 50% mixture
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of left- and right-handed versions of the molecule (unless a chiralic precursor is
applied at some point to target one of the structures). Such a mixture of left-
and right-handed forms (or enantiomers) is known as a racemic mixture. The
process of deracemization refers to the separation or transformation of a racemic
mixture into one containing an excess of a single type of enantiomer.
In the work published by the Femtolab group [45–47], it was speculated that
it may be possible to use a laser pulse or series of laser pulses to deracemize
the system of gas-phase molecules by inducing wave packet transfer between
potential well minima in the left handed versions of the molecule, while simul-
taneously suppressing this behaviour in the mirrored right-handed versions. In
general, demonstrating laser-induced deracemization in a laboratory has been
a long-standing goal for many scientists who work with coherent control, and
a number of theoretical studies have demonstrated the basic feasibility of this
idea using a variety of different approaches (see, e.g., refs [48–58]). Many of
these theoretical investigations have been based around the use of optimal con-
trol theory to determine the shape of a deracemizing laser pulse. In spite of
these predictions, laboratory implementations of laser-induced deracemization
schemes have remained largely out of reach for experimentalists.
For this reason, I decided to attempt to narrow the gap between theory and
experiment by suggesting a new and robust method of generating deracemiza-
tion via enantiomeric conversion based on a simulated closed-loop optimization
scheme by carefully modelling the optimization process to accurately reflect
current experimental techniques and capabilities. Furthermore, I decided to fol-
low the same approach as Henrik’s group and exploit the principle of dynamic
Stark control (DSC) to achieve this objective. As already discussed in chapter
2, DSC is a phenomenon that dominates when the laser pulse frequencies are
non-resonant with respect to the vibrational eigenfrequencies of the molecule.
This further emphasized the flexibility of the methodology since a successful
experimental implementation would not be contingent on the frequencies con-
tained in the applied laser pulse. The published paper containing this work, as
well as extensive supplementary information, can be found in appendix D.
As the results in the publication show, it is in principle possible to achieve
deracemization, with a final enantiomeric purity of 98%, with the suggested
setup. Moreover, the pulse parameters are reasonable (e.g. the peak intensity
of roughly 14 TW/cm2 is not expected to ionize the molecules). However, as
discussed in the article conclusion, there is possibly an issue with the way the
fitness of each trial pulse is evaluated; in particular it requires that we have a
good idea of what the quantum probability distribution representing the dihedral
angle between the rings looks like when the system is in its terminal state. While
the experiments performed in Aarhus show that this type of information can be
obtained using Coulomb explosion imaging, it may be very time consuming to
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gather the number of measurements required to optimize the pulse. This issue
will be revisited in chapter 5.
4.3 Summary: Breaking Dynamic Inversion Sym-
metry in a Racemic Mixture Using Simple
Trains of Laser Pulses
After publishing our initial work on deracemization, Niels and I felt that the
next logical step was to advertize our results to experimental groups that might
be interested in, or capable of, implementing our idea in a laboratory. As a part
of this campaign, I presented a poster at the Femto 13 conference in Cancún
Mexico. Here I spoke with a number of people and learned some interesting
things about how experimentalists approach a problem. First of all, experiments
(especially challenging ones that require complicated setups) are very resource-
intensive to set up and perform. This, coupled with the fact that the human
and financial resources available to a department are generally finite, means that
decisions about which experimental endeavours to attempt are generally based
on careful risk-reward analyses.
From this perspective, our suggested deracemization experiment would be con-
sidered a "high-risk/high-reward" endeavour; no one has ever achieved laser-
induced deracemization in a laboratory, so any successful attempt will likely be
an immediate boon to the scientific careers and notoriety of those involved; on
the other hand, the practical difficulties associated with this task means that
it would require investing significant resources, with no prior guarantee that
anything will work as predicted.
Based on these considerations, I was asked if it would be possible to come
up with a more modest proposal that could function as a “stepping stone” on
the path towards the end goal of fully achieving laser induced enantiomeric
conversion (i.e., let’s try to land on the moon before we try to land on mars!).
After presenting my work to the Femtolab group in Aarhus and a few fruitful
discussions, I identified such an intermediate step which became the basis for
the publication in appendix E, which I will now briefly paraphrase.
In my first article concerned with deracemization, I identify the general mecha-
nism exploited by the optimized laser pulse; namely that the polarization axis of
the driving field must “hit” each enantiomer from slightly different angles while
simultaneously pumping the amplitude of the torsional oscillations, and that
this can be achieved by alternating the polarization axis of the driving field over
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time.
In my follow-up paper in appendix E, I devised a simplified experimental setup
that does not require a closed-loop optimization scheme. Here, I show that a sim-
ple train of pulses with alternating polarization axes is sufficient to significantly
break the symmetry of the internal structures in the enantiomers. Furthermore,






5.1 Summary: A Novel Pulse Optimization Scheme
for use in Coherent Control Experiments
The final paper I will discuss in this thesis is also partially inspired by my pre-
vious work with deracemization. As stated in chapter 4, one possible issue with
the general approach outlined in my article in appendix D is that performing the
required number of measurements to optimize the field may take an extremely
long time. For example, the time series data in the I2 alignment experiment
described in our PRL article in appendix C, which was also performed using
Coulomb explosion imaging, contained 896 measurements and required running
the experimental apparatus overnight. In comparison to this, the converged
results shown in appendix D require evaluating the performance of 1.2 million
different trial pulses, i.e. performing at least 1.2 million experimental measure-
ments of the system in its terminal state. Assuming it takes roughly 12 hours
to perform 1000 measurements, an experimental implementation of the same
simulated optimization process would take more than a year to complete!
Clearly this is unfeasible. One possible solution is to find a more efficient op-
timization algorithm, i.e. one that requires a smaller number of experimental
measurements to converge on an optimal pulse shape. Now, there is likely room
for improvement regarding the specific choice of genetic/evolutionary algorithm;
in my optimizations I simply made use of the standard MATLAB genetic al-
gorithm implementation and tuned the parameters until I saw that the process
was reliably converging on good solutions. Late in my PhD, Niels and I had a
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conversation with professor Carsten Witt from DTU compute, who suggested
that we might get better/faster convergence using a more modern “state-of-the-
art” evolutionary algorithm known as covariance matrix adaptation evolution
strategy (CMA-ES). While this is certainly a worthwhile idea that I would have
liked to try out given more time, the basis for this final article was inspired by
an idea I had for solving the problem using a more unorthodox approach.
To provide some background, part of what attracted me to working on coherent
control problems was my fascination with the way a computer program can
exhibit emergent complexity; for example a genetic algorithm is generally a
relatively elementary program to write and implement, yet somehow by just
following a few simple rules this search heuristic is able to generate extremely
novel solutions that no human mind is likely to conceive of. The related fields
of machine learning and artificial intelligence have also captured my general
interest, and there is at present time a quickly growing body of work in which it
is demonstrated that these techniques can be successfully implemented to solve
a wide variety of problems.
In the paper in appendix F I put forth the idea that an artificial neural network
(ANN) can be used to “learn” the general rules associated with achieving an
objective in a coherent control experiment. This idea is tested and verified on a
system consisting of a 1D torsional model of the F2H3C6 − C6H3Br2 molecule
that has been used in my previous work. As stated in the article abstract, I
demonstrate that the optimized ANN is able to achieve robust quantum control
of nuclear wave packet transfer between the potential wells of the F2H3C6 −
C6H3Br2 system despite the addition of random perturbations to the simulated
molecular potential energy and polarizability surfaces. I then argue that this
capability potentially allows the ANN to achieve the same control objective in
an experimental situation. The main advantage of this is that the required
number of measurements is equal to the number of parameters that describe
the temporal shape of the field (i.e. the dimensionality of the optimization
problem).
I want to make it very clear that this article is intended as a preliminary proof
of concept for a general idea: that machine learning techniques can be used to
increase the speed and efficiency of closed loop optimization schemes in coherent
control experiments. I am not stating that the presented solutions are the best
way to achieve this goal; the work is instead intended to demonstrate that this
general approach may have potential.
This idea came along relatively late in my PhD, and there are many more things
that I would have liked to try given more time. For example, transferring a wave
packet between two wells is a relatively simple task; it would be interesting to
see how well the general approach works for more challenging objectives like
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deracemization. Furthermore, a linchpin of my work in its present form is the
assumption that discrepancies between a simulated quantum model and the real
experimental dynamics of a molecule can be rectified via the addition of one or
more perturbing functions to the model Hamiltonian (see, e.g., equations (2) and
(3) in appendix E). While it is very unlikely that this assumption is always true,
it is likely that it is sometimes true. Short of a full experimental implementation,
one could test when this assumption breaks down by increasing the number of
degrees of freedom in the simulated model and seeing whether or not the ANN is
able to effectively achieve the control objective. Finally, as stated in the article,
there are countless other ways that an ANN could be implemented to interface
with the measurement data and generate an optimized field, and it is therefore
likely that a different setup could lead to increased robustness against larger
perturbation amplitudes.
68 New Experimental Approaches to Coherent Control
Chapter 6
Conclusion
In this thesis I have summarized the work contained in six different research
papers that represent my main accomplishments as a PhD student, as well as
some additional derivations and results that have not been published and/or
submitted to journals. While each paper in this list covers a relatively unique
topic, they are all tied together by the fundamental concept of the non-resonant
dynamic Stark effect and the applications that this phenomenon has to coherent
control.
The first paper I present is concerned with providing a clarifying interpretation
of how the dynamic Stark effect operates to shift the energy levels of the poten-
tial surfaces present in a molecule using a simplified 1D harmonic model. By
doing this I am able to uncover some general properties and relationships that
help paint a more intuitive picture of how the dynamic Stark effect operates. In
general, the fact that the dynamic Stark effect dominates under non-resonant
conditions allows us to conclude that we can effectively disregard the carrier
frequency of the laser in this regime, which is attractive from the standpoint of
experimental implementation.
The second paper extends the concepts of DSC to include rotations and vibra-
tions in diatomic molecules, and I show how a spectral interpretation of second
order excitation processes can be exploited to exert state selective control over
ro-vibrational transitions, provided that the interaction can be described within
the perturbative/harmonic approximation outlined in the first paper. The ex-
act nature by which the aforementioned approach breaks down at higher field
strengths/excitation rates is an open question that requires further study.
The third paper extends the rotational model by demonstrating that the nuclear
quadrupole moment will couple to the rotational states of impulsively aligned
I2 molecules. This theoretical work is inspired and verified by experiments
performed by the Femtolab group at Aarhus university. It is concluded that
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the quadrupole coupling affects the revival structures in qualitatively different
ways compared to the well-understood impact on the “permanent” alignment of
a molecule prepared in a single rotational state. Specifically, the effect on the
permanent alignment is known to be negligible in the limit where the rotational
angular momentum is much larger than the angular momentum of the total
nuclear spin. By contrast, it is observed that the hyperfine coupling will always
significantly perturb the revival structures over time.
The fourth paper revisits the concept of DSC by demonstrating that this ap-
proach can be used to control the delicate process of laser induced enantiomeric
conversion in a racemic mixture of molecules. I show how this can be accom-
plished using a simulated closed loop coherent control approach. Unlike previous
theoretical explorations of laser-induced deracemization, my work focuses on im-
plementability by relying on experimentally verified methods and techniques. I
am able to theoretically demonstrate that a racemic mixture consisting of a
50% : 50% mix of left and right handed enantiomers can be transformed into
one where 98% of the molecules share the same structural parity. Finally, I iden-
tify a possible challenge associated with the outlined approach; namely that a
prohibitively large number of experimental measurements may be required to
obtain the optimized pulse parameters.
The fifth paper extends the conclusions drawn in the fourth paper by exploiting
some of the general principles related to the process of deracemization that were
uncovered in the previous work. In doing this, I am able to develop a simplified
approach to deracemization/dynamic inversion symmetry breaking that does
not require appreciable optimization of the laser pulse shape. Instead, I show
how to significantly break the structural inversion symmetry of the enantiomers
by properly alternating the polarization axes of the pulses in the driving field,
and I use numerical simulations to demonstrate that this approach will lead to
significant and experimentally measurable structural asymmetries between the
enantiomers when detected by Coulomb explosion imaging. While less effec-
tive than the full closed-loop approach described in the fourth article, this new
method has the important advantage of being significantly less challenging to
implement experimentally.
In the sixth and final paper, I describe a novel approach to coherent control
of my own design that is based on the application of a trained neural network
to generate a control field based on dynamic experimental feedback from the
molecular system. By training the network to generate a control field that can
successfully achieve a desired control objective on a system being subject to
arbitrary random perturbations, I argue that the network should in principle
be able to achieve the same objective in a real life experimental situation. In
general, this relates to my previous work in the sense that I once again exploit
the flexibility that comes with a nonresonant DSC approach to manipulating
71
molecular dynamics. This final paper is fairly speculative in nature, and there
are still a number of open questions that need resolving before the ideas put
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The term dynamic Stark control (DSC) has been used to describe methods of quantum control
related to the dynamic Stark e↵ect, i.e., a time-dependent distortion of energy levels. Here, we
employ analytical models that present clear and concise interpretations of the principles behind
DSC. Within a linearly forced harmonic oscillator model of vibrational excitation, we show how
the vibrational amplitude is related to the pulse envelope, and independent of the carrier frequency
of the laser pulse, in the DSC regime. Furthermore, we shed light on the DSC regarding the
construction of optimal pulse envelopes — from a time-domain as well as a frequency-domain
perspective. Finally, in a numerical study beyond the linearly forced harmonic oscillator model,
we show that a pulse envelope can be constructed such that a vibrational excitation into a specific
excited vibrational eigenstate is accomplished. The pulse envelope is constructed such that high
intensities are avoided in order to eliminate the process of ionization. Published by AIP Publish-
ing. [http://dx.doi.org/10.1063/1.4954663]
I. INTRODUCTION
Since the advent of the laser in the 1960’s, the possibility
of using coherent light sources to control molecules and
molecular reactions has been a hot topic in photochemistry.1–6
The ability to generate laser pulses on ever shorter time scales,
down to femto- and even atto-second durations, as well as the
development of optical techniques for actively controlling the
time-dependent features of these pulses, has driven the field
forward into new lines of theoretical and experimental inquiry.
In general, the attainment of tools that are controllable on the
same characteristic time scales as the molecular systems on
which they act has led to a deeper understanding of a variety
of time-dependent quantum phenomena.
Experimentally, capabilities have advanced in step with
developments in laser, computer, and optical technology.
In 1992 Judson and Rabitz7 described a novel method
of combining adjustable spectral pulse shapers8,9 with
evolutionary algorithms10 in closed-loop schemes that could
generate shaped laser pulses for driving molecular systems
into desired states.While this technique has been demonstrated
and employed successfully in a number of experimental
applications,5,11–16 the complexity of the systems, and of
the pulses that are generated via this kind of “black box”
optimization approach, makes it di cult to ascertain the
mechanisms behind the interaction dynamics.
At higher field strengths, polarization forces, i.e., the
distortion of electronic states leading to induced dipole mo-
ments related to the polarizability, can play an important role.
The application and control of these polarization forces (via
ultrashort optimized laser pulses) has been exploited exper-
imentally in order to control the rotational, vibrational, and
dissociation dynamics of molecules. The application of laser
pulses with a temporal duration shorter than a rotational period
leads to post-pulse time-dependentmolecular alignment due to
the sudden switch-on/-o↵ of an angular-dependent interaction
potential.17 Similarly, time-dependent modifications of the
interaction potential associated with vibrational/torsional mo-
tion in molecules have been reported.18–20 For non-adiabatic
motion in molecular photodissociation involving excited elec-
tronic states, similar e↵ects have been used tomodify the disso-
ciation dynamics.21–24 A key feature of the above phenomena
involving polarization forces is that control can be exerted
under non-resonant conditions.
The challenge for theorists is to develop models and
techniques that describe the interaction between an electro-
magnetic field and a molecule that are accurate enough to be
realistic, yet simple enough to be understood qualitatively.
A few theoretical studies have discussed the systematic
numerical treatment of polarization e↵ects,25,26 and some
approaches have treated the interaction approximately;27–30
however, the majority of theoretical studies in laser control
of chemical dynamics have only included permanent dipole
moments in the laser-molecule interaction.
The motivation behind this paper is to enhance our
physical insight into time-dependent shifts in relevant
electronic energy levels that can arise due to polarization
forces. When a molecule interacts with a time-dependent
electric field, the distortion of the electronic states leads to
the so-called dynamic Stark e↵ect,22,31 which as the name
suggests is the time-dependent counterpart to the static Stark
e↵ect.32 The term dynamic Stark control (DSC) has been
used to describe methods of quantum control related to the
dynamic Stark e↵ect (see, e.g., Refs. 18 and 21). At this point,
it is also pertinent to mention the related phenomenon of
Impulsive Stimulated Raman Scattering (ISRS).33–37 One of
our intentions here is to employ analytical models that present
clear and concise interpretations of the principles behind DSC,
so that we may develop our intuitive understanding of how
these e↵ects operate.
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The structure and main results of this paper are
summarized in the following. For completeness, we start with
a derivation of the laser-molecule interaction within the Born-
Oppenheimer approximation, including the polarization term
described in a perturbative manner. Then, within a linearly
forced harmonic oscillator model of vibrational excitation,
we show analytically (in the non-resonant regime) how the
vibrational amplitude is related to the pulse envelope and
independent of the carrier frequency of the laser pulse.
Furthermore, we shed light on the DSC regarding the
construction of optimal pulse envelopes – from a time-domain
as well as a frequency-domain perspective.
Finally, in a numerical study beyond the linearly forced
harmonic oscillator model, we show that a pulse envelope
can be constructed such that a vibrational excitation into a
specific excited vibrational eigenstate is accomplished. The
pulse envelope is constructed such that high intensities are
avoided in order to eliminate the process of ionization. Since
control can be exerted under non-resonant conditions, we show
that ignoring the carrier frequency allows for a relaxation of
the criteria that an optimized pulse must fulfill, which in turn
may help facilitate experimental implementation of theoretical
results.
II. MODELING THE FIELD/MOLECULE INTERACTION
The general Hamiltonian of a molecule can be written
as Hˆ = Tˆnuc + Hˆe, where Tˆnuc is the nuclear kinetic energy
and Hˆe is the electronic Hamiltonian. Invoking the adiabatic
approximation, and confining ourselves to the electronic
ground state  0, we can calculate the electronic energy as
a function of the nuclear position R by solving the equation
Hˆe 0 (R; r) = E0 (R) 0 (R; r) , (1)
where R and r denote the respective nuclear and electronic
position vectors, R; r denotes fixed R coordinates, and
E0(R) is the electronic energy. Within the Born-Oppenheimer
approximation, the time-dependent Schrödinger equation for




 0 (R, t) = ⇥Tˆnuc + E0 (R)⇤  0 (R, t) . (2)
When interacting with a molecule, a coherent laser pulse can
be approximated as a spatially homogenous, time-dependent
electric field " (t), provided the carrier wavelength is large
compared to the molecular dimensions. In this limit, the
interaction of the field with the electrons and nuclei within the
electric-dipole approximation can be written as the following
contribution to the molecular Hamiltonian,
Hˆint =  µ · " (t) , (3)
where µ is the electric dipole moment. When this term is
introduced into Eq. (1), the field-free potential energy surface
E0 (R) will become modified due to the interaction with " (t).
This modified energy surface, which we will call Eint (we
will simplify the notation in the following steps by omitting





Hˆe   µ · " (t)  "0↵ , (4)
where the " superscript on  "0 indicates that the electronic
wave function has been modified by the external field, and
the integration is over the electronic coordinates r. As stated,
some treatments correct for the shift in charge distribution by
explicitly calculating the  "0 eigenfunctions in the presence
of external fields of varying strengths.25 While this yields
a solution that is in principle exact, the complexity of the
approach can obfuscate the dynamics behind the interaction.
We will instead utilize a simpler approach that treats the
influence of the field on the electronic wave functions as a
perturbation. We simplify the subsequent analysis by aligning
the polarization direction of the external field with the z
axis, i.e., " (t) = " (t) zˆ, and µ = µz. Assuming that " (t) is
su ciently small, we can express the modified potential
energy surface Eint (R) as a second-order Taylor expansion
around the unperturbed potential function E0 (R),













"2 (t) , (5)
where the 0 subscript indicates that the derivative is evaluated
at " (t) = 0. Applying the Hellmann-Feynman theorem38 to
Eq. (4), it can be shown that di↵erentiation of Eint with respect
to " (t) yields
dEint
d" (t) =   hµzi . (6)













" (t) . (7)
We can derive explicit functions for these two terms by
applying first-order perturbation theory to the electronic wave
functions and assuming that the envelope of " (t) changes
slowly relative to the characteristic time scales of the system,
i.e., we disregard any transient oscillations in electronic
density that may arise due to the sudden application of a
perturbing field,27




!n0|h n |µz |  0i|2
!2
n0   !2c
" (t) , (8)
where !n0 = (En   E0) /~ are the unperturbed electronic state
transition frequencies, !c is the carrier frequency of " (t), and
the n , 0 subscript indicates that the ground state is omitted
from the sum. In our analysis, we assume that !c ⌧ !n0,
i.e., the field carrier frequency is much lower than the
electronic state transition frequencies of the molecule, which
is generally true as long as the nuclear motion is confined to
the electronic ground state. In this case Eq. (8) simplifies to




|h n |µz |  0i|2
!n0
" (t) . (9)
The first and second terms on the right hand side of Eq. (9)
are the permanent electric dipole (PED) and static molecular
polarizability (SMP) terms, respectively. The PED term is
merely the charge distribution of the field-free molecule. If
the field is relatively weak, the molecular electrons will not
be significantly perturbed and the PED term is su cient
to accurately describe the dynamics of the system. If the
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molecule is subjected to more intense fields, the  0 electronic
wave functions will be significantly modified, leading to a
shift in the molecular charge distribution that the PED will
not be able to account for. The SMP term is the first order
correction to this field induced charge shift and is therefore
linearly proportional to the field amplitude " (t).
It is possible to extend the aforementioned principle of
derivation to include higher orders of " (t). Nevertheless, in this
paper it will be shown that even when only the PED and SMP
terms are included, it is possible to qualitatively reproduce
many of the behaviors observed in more complicated
models, the strength of the approach being that we are
a↵orded the clarity that comes from being able to derive
relatively simple analytical solutions for the time-dependent
dynamics.
While Eq. (9) demonstrates how the PED and SMP terms
may be calculated provided the electronic eigenfunctions are
known,wewill now disregard the exact form of these functions
and instead focus on their relation to " (t). Equation (9) can
thus be recast in a simplified form
hµzi = µ + ↵" (t) . (10)
Comparing Eqs. (10), (7), and (5), we see that
Eint = E0   µ" (t)   12↵"
2 (t) . (11)
Within the Born-Oppenheimer approximation, µ and ↵
will be functions of R as they contain the electronic
eigenfunctions  n (R; r), where the electronic coordinates
have been integrated out in the matrix elements of Eq. (9).
Returning to Eq. (2), we can now update the expression
to include the second order correction to the energy that
arises due to coupling with the external field, reinstating the




 0 (R, t) = ⇥Tˆnuc + E0 (R)   Cˆint (R, t)⇤  0 (R, t) , (12)
where
Cˆint (R, t) = µ (R) " (t) + 12↵ (R) "
2 (t) . (13)
III. A LINEARLY FORCED HARMONIC OSCILLATOR
MODEL OF DSC
In order to gain insight into the wave packet dynamics
described by Eqs. (12) and (13), we consider a one-
dimensional model of a simple diatomic molecule aligned
with the field polarization direction, with interatomic distance
coordinate R. If we assume that the variation in R is small,
we can approximate µ (R) and ↵ (R) as linear expansions
around the molecular equilibrium distance Req. It can be
shown that the zeroth order terms of these expansions will not
impact the dynamics of the field/molecule interaction, and can
therefore be disregarded.39 Approximating the unperturbed
ground state energy surface as a harmonic expansion around
Req, the potential energy of the molecule takes the form of a
linearly forced harmonic oscillator with eigenfrequency !0,




















where we have set Req = 0 to simplify the notation, and the
eq subscript indicates that the derivative is taken at R = Req = 0.
We denote the expectation value of the wave packet position
at time t as hRi (t). Ehrenfest’s theorem can be used to show
that the expectation value in a harmonic potential will obey
classical dynamics.40 This allows us simplify the description
of the wave packet by letting hRi (t) ⌘ R (t), where R (t)
denotes the position of a classical point particle. Assuming
R (t0) = 0, the position expectation value of the wave packet
at time t can be found by solving the integral,41










sin (!0t) F (t) dt
 
, (15)
where F(t) represents the time-dependent component of the
di↵erential equation, which in our case can be found from
Eq. (14) to be
F(t) =
"





where we recast ↵0 = (d↵ (R) /dR)eq and µ0 = (dµ (R) /dR)eq
to simplify the notation. Inserting F (t) into Equation (15),
we can split the resulting expression into two components
R (t) = Rµ (t) + R↵ (t), where


























sin (!0t) "2 (t) dt
 
. (18)
Now, let " (t) take the form of a transform limited Gaussian
pulse with amplitude A0, second moment pulse width   and
(positive) angular carrier frequency !c,







where it is assumed that !c    1, i.e., the pulse envelope
is wide enough to allow for multiple oscillations. When this
pulse interacts with the system, it may induce oscillations in
the position of the wave packet which will continue after the
pulse has died out. Combining Eqs. (17)–(19), and evaluating
the integrals in the limit where t0 !  1 and t ! 1, the
parity of the integrand functions leads to the elimination of
the second terms in the brackets of Eqs. (17) and (18). The
amplitude of the wave packet oscillation in the t ! 1 limit,
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which will henceforth be denoted by  , can be written as
  (A0,!c, ) =
⇣






















































where   (A0,!c, ) indicates that the wave packet amplitude is
dependent on the pulse amplitude, carrier frequency, andwidth
and Iµ (A0,!c, ) and I↵ (A0,!c, ) are the contributions from
the dipole and polarizability terms, respectively. Inspecting
Eq. (21), it is clear that the contribution from the first bracketed
term becomes large when the carrier frequency !c is close to
the harmonic eigenfrequency !0. Likewise, the middle term
in Eq. (22) will become large when !c ⇡ 12!0. We note in
passing that this result is similar to one obtained in a study in
which the excitation of a homonuclear diatomic molecule
was investigated using a complete quantum mechanical
treatment.25 The two aforementioned contributions to the
wave packet amplitude can be interpreted as one and two
photon absorption processes, respectively. These terms are
dependent on the pulse carrier frequency, and their behavior
di↵ers qualitatively from the first term in the brackets on the
right side of Eq. (22), which dominates in the |!c |   !0 limit,










In this limit, we see the behavior that characterizes the
dynamic Stark e↵ect, since the wave packet amplitude in this
regime is no longer influenced by the pulse carrier frequency.
To further illustrate this concept, a graphical representation
of   (A0,!c, ) for parameters selected to approximate the
HCl electronic ground state42,43 is shown in Fig. 1. Here,
the function is plotted for varying values of   and !c, at
a constant peak pulse intensity of 10 TW/cm2. The two
horizontal excitation “channels” visible in the top half of the
figure arise due to the one and two photon absorption terms.
The bottom half of the figure shows how the wave packet
response becomes independent of carrier frequency as the
system parameters move into the dynamic Stark regime.
Note also how the wave packet amplitude in Fig. 1 starts
to primarily respond to changes in the pulse width when
|!c |   !0, as Eq. (23) indicates. Fig. 2 shows a 1D plot of
variations in   as a function of the pulse width in the region
under the red line in Fig. 1.
FIG. 1. The wave packet oscillation amplitude  (!c, ) (Eq. (20)) as a
function of pulse carrier frequency !c and pulse width  . For comparison,
the peak intensity is held constant at 10 TW/cm2. White regions represent
pulses that either produce negligible wave packet amplitude (<1⇥10 10a0)
or are comprised of envelopes that are too narrow to allow for one full
field oscillation. The dashed black line shows the location of the harmonic
eigenfrequency!0 of the system, and the dotted black line shows the location
of !0/2. Note how the peaks present at these frequencies become narrower
as the pulse width increases. The red line shows the location of the 1D cross
section plotted in Fig. 2.
The peak of this function indicates that there is a pulse
width that will produce maximum excitation. The location of
this peak can be found by di↵erentiating Eq. (23) and can








FIG. 2. The wave packet amplitude when the central frequency of the driving
Gaussian pulse approaches the o↵-resonant Stark limit. As in Figure 1, the
peak intensity is held fixed at 10 TW/cm2. In this regime, the system ceases to
respond to the pulse frequency and instead the excitation becomes primarily
dependent on the shape of the pulse envelope. The blue curve indicates the full
solution from Eq. (20), the red curve shows the predicted behavior when the
dynamic Stark e↵ect is the only contributing factor to wave packet amplitude
as per Equation (23), and the dashed line shows the location of optimal pulse
width given by the relation in Eq. (24).
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Note that in Figs. 1 and 2, pulse fluence is not held constant
since we vary the width and keep the peak intensity fixed. The
motivation behind this choice is traced to the fact that at the
frequencies we are considering, it can be shown that limiting
the peak intensity is of critical importance when it comes to
diminishing unwanted ionization e↵ects, whereas changes in
the pulse fluence have been shown to be less impactful in
this respect.44–47 If we choose to change the parameters of
our analysis by instead keeping the pulse energy constant, it
would not be possible to calculate a non-trivial optimal pulse
width like the one in Eq. (24). The reason for this can easily
be understood considering that in order to keep the fluence
constant, the amplitude A0 must be inversely proportional to
the square root of the pulse width, i.e., A0 / 1/p . Inserting
this relation into Eq. (23), we see that the exponential pre-
factor will become independent of  , resulting in a monotonic
increase in the wave packet amplitude as   ! 0.
We will now demonstrate the impact of applying a pure
Gaussian envelope to our model in the dynamic Stark limit.
Defining the envelope function as







we see that setting !c = 0 in Eq. (19) will result in the same
expression. We can use this relation to immediately find the
solutions to Eq. (15) when F (T) = Eenv (t) by simply setting
!c = 0 in the results we have already derived. The amplitude
that arises due to coupling with the polarizability term can be










Note that setting !c = 0 is just a mathematical trick, and for
the purposes of this derivation, we can assume the system is
still operating in the dynamic Stark regime. This allows us to
disregard contributions from the permanent molecular dipole
term, meaning Eq. (26) is an expression for the total wave
packet amplitude in this limit, i.e.,
 (A0, )env = I↵(A0,!c, )!c=0. (27)
Comparing Eqs. (26), (27), and (23), we see that  (A0, )env
= 2 ⇥  (A0, )|!c | !0. This demonstrates how contributions
to the wave packet amplitude from themolecular polarizability
termwill double when the carrier frequency is eliminated from
the pulse envelope. The reason for this is obvious when one
considers that as a potential surface is shifted by a field
oscillating in the |!c |   !0 limit, the wave packet will only
“feel” the period averaged displacement since it cannot react
quickly enough to the rapidly changing field components.
Since the contribution from the molecular polarizability term
is proportional to the square of the driving pulse, this is
equivalent to multiplying the squared envelope function by a
factor of 1/2, the upshot of which is that in the dynamic Stark
limit, Eq. (14) can be simplified into the familiar form:31





↵0E2env (t) R, (28)
where the last term is equivalent to a time-dependent shift of
the potential following the squared pulse envelope.
A. Pulse trains
We now investigate the impact of splitting the Gaussian
pulse described by Eq. (19) into a train of N identical copies of
itself separated by time interval ⌧, making use of the linearly
forced harmonic oscillator model to derive analytical solutions
to the time-dependent dynamics.We assume the pulses interact
with the molecule in the dynamic Stark limit, and all share the
same phase (i.e., they constructively interfere). The envelope
of the pulse train function can therefore be expressed as











Note that the peak amplitude of each pulse in the series is set
to A0/
p
N , which ensures that the total fluence of the pulse
train will be equivalent to that of the original pulse. Inserting
(29) into Eq. (15) and solving in the dynamic Stark limit, the



















If ⌧ = 2⇡k/!0 = kT , where k 2 N and T is the length of one
wave packet oscillation period, the sum in the brackets of
Eq. (30) can be rewritten as
N 1X
n,m
cos (2⇡k [n   m]) = N (N   1) . (31)
Combining relations (30) and (31), we see that the second
line of Eq. (30) becomes unity and the functional dependency
on N and ⌧ drops out, leaving a result that is identical to
Eq. (23). This means that when the pulse spacing ⌧ is an
integer multiple of the system oscillation period T , the wave
packet amplitude induced by the pulse train is equivalent to
the amplitude produced by a single pulse of equivalent energy.
This indicates that when they are spaced in this manner, the
e↵ect of each sub-pulse on the total amplitude will be additive.
It is interesting to note that these results will also hold when
the pulses in the train significantly overlap.
If we instead consider a pulse train containing only two
pulses, and let ⌧ = T (k + 1/2), i.e., the spacing between the
pulses is an integer number of wave packet oscillation periods




cos (2⇡ (k + 1/2) [n   m]) =  2, (32)
when N = 2 and k 2 N. This result demonstrates that spacing
two pulses in this manner will lead to no net excitation of the
system, since e↵ectively the oscillations set in motion by the
first pulse are exactly canceled by the second pulse. In this
way, we can see that the e↵ect of multiple pulses on the wave
packet amplitude may also be subtractive, depending on how
we time their arrival to the system. Here, one may consider
the analogy of pushing a child on a swing, since it is clear that
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the change in the swing amplitude depends largely on when
we apply our push.
If ⌧ , kT and N is very large, it can be shown that the sum
term in Eq. (30) will be ⌧ N , since the negative and positive
contributions to the sum will on average cancel each other out.
In this limit, the resulting amplitude will be negligible since
the solution given by Eq. (30) will be proportional to 1/
p
N .
In this way it is shown how the ability to control the spacing in
a train of pulse envelopes can e↵ectively be used to highlight
certain system transitions by dampening others. Note, also,
that using a pulse train in place of a single pulse allows us
to limit the peak intensity while still exerting control over the
molecule, an important factor when it comes to minimizing
unwanted ionization.
In 1991, it was demonstrated how individual phonon
modes in an ↵-perylene molecular crystal sample were excited
by trains of pulses with non-resonant carrier frequencies
when the inter-pulse spacing was equivalent to a modal
oscillation period.33 It was also found that applying a single
pulse of equivalent energy to the same system resulted in
the excitation of a large number of di↵erent modes, i.e., the
ability to selectively excite an individual mode was lost. These
experimental results are in accordance with our theoretical
predictions that controlling the pulse train spacing leads to
modal selectivity.
More recently, it has been shown that the amplitude of
the induced dihedral oscillations in a molecule approximately
doubled when the system was hit with two Gaussian kick
pulses instead of one, provided the temporal separation
between the pulses was equivalent to the system oscillation
period. It was also shown that the dihedral oscillations became
very small when the spacing between the pulses was reduced
to roughly half a system oscillation period.20 This backs up
our result showing that the e↵ect of multiple pulses on the
wave packet oscillation amplitude can be additive or subtrac-
tive, depending on how we adjust the timing between each
pulse.
B. Frequency-space interpretation
Assuming conditions where the dynamic Stark e↵ect
dominates and the system response is independent of the pulse
frequency, and given a generalized pulse envelope function
Eenv (t), we can use Eqs. (15), (18), and (20) to show that the
wave packet amplitude when t ! 1 can be written as















If Eenv (t) is a square integrable function, Parseval’s theorem48
allows us to recast Eq. (33) in the spectral domain










E˜env (!) E˜⇤env (! + !0) d!
#!1/2
, (34)
where E˜env (!) is the Fourier transform of Eenv (t) and the
⇤ superscript denotes complex conjugation. Inspecting the two
integrals on the right side of Eq. (34) shows that the width
of the spectral distribution must be broader than !0 in order
to lead to appreciable vibrational amplitude. Additionally, the
form of Eq. (34) can generate insight as to how the underlying
mechanism of the dynamic Stark e↵ect can be interpreted as
impulsive stimulated Raman scattering. To understand why
this is, consider first the schematic shown in Fig. 3(a) of a
Stokes-Raman scattering event, in which the ground state of
a harmonic oscillator is excited up one level via a two step
process consisting of transitions to and from a higher lying
virtual state by two non-resonant frequencies.
This type of transition may occur provided that the
spectral distribution of the laser pulse contains at least two
frequencies where the di↵erence between these frequencies
is an eigenfrequency of the system. To further illustrate the
FIG. 3. (a) A pictorial representation of a Stokes-Raman scattering event in the quantum harmonic oscillator. Starting in the ground state, a photon with energy
~(!+!0) is absorbed, resulting in a transition to a higher virtual state. Strictly speaking, this is a forbidden transition; however, emission of a photon with energy
~! directly afterwards results in a net absorption of ~!0. (b) Spectral amplitude of a temporal Gaussian pulse. The arrows indicate the location of one possible
Stokes-Raman scattering event. To find the total probability of a certain transition taking place, we must integrate the probability of all possible scattering events
of a specific frequency, as indicated by Eq. (34).
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point, assume that the transitions illustrated in Figure 3(a)
are caused by a flat phase spectral distribution of a Gaussian
pulse like the one from Eq. (19), as shown in Fig. 3(b). Here
we see that if the pulse contains frequencies separated by
the harmonic eigenfrequency !0, it may generate transitions
to and from higher lying virtual states and thereby produce
non-resonant transitions in our model system.
To show how this picture relates to Eq. (34), we put
forth the naive argument that the probability of the transition
in Fig. 3(b) taking place must somehow be proportional to
the product of the spectral amplitudes of the two frequency
components A˜ (!) and A˜ (! + !0),
P"!#!+!0 / A˜ (!) A˜ (! + !0) . (35)
Building on this notion, the total probability of a Raman
transition of a specific frequency taking place must be
proportional to the sum of all possible two step transitions
that the frequency content of the pulse will allow, which can




A˜ (!) A˜ (! + !0) d!. (36)
Comparing Eqs. (36) and (34) we see that they are qualita-
tively similar. Indeed, for a flat phase spectral distribution,
i.e., given E˜env (!) =  E˜env (!)  exp (i  (!)) and   (!) = const.,
it can easily be shown that
⇤ 1
 1 E˜env (!) E˜⇤env (! + !0) d!
=
⇤ 1
 1 E˜env (!) E˜⇤env (!   !0) d!, in which case the two expres-
sions are identical save for the fact that in the exact solution
given by Eq. (34) we have been able to determine the pre-factor
as well.
These results, particularly the form of Eq. (36), are quite
similar to results obtained byMeshulach and Silberberg.36 The
key di↵erence is that in our paper, Eq. (34) is in principle exact,
although our model of vibrational excitation is a simplified
one. Qualitatively, thework done byMeshulach and Silberberg
takes the opposite approach by invoking an approximate
solution to a fully described system, it is therefore noteworthy
that they arrive at an expression similar to Eq. (36).
We can exploit our understanding of themechanics behind
the dynamic Stark e↵ect to construct so-called dark pulses,36
i.e., pulses with envelope shapes designed to make Raman
transitions impossible within our model system of the linearly
forced harmonic oscillator. We have already considered one
example of a dark pulse envelope in this paper, namely, the
case where a system with oscillation period T is driven by two
sub-pulses with a temporal separation of T (k + 1/2) , k 2 N.
While we demonstrated it analytically for completeness, from
a temporal perspective it is perhaps fairly intuitive why this
kind of pulse will produce no excitation.
A less trivial way we can construct a dark pulse is by
using our knowledge of the relationship between the spectral
distribution of the pulse envelope and the Raman transition
rate. Equation (34) indicates that the integrand functions are
e↵ectively multiplied by  1 any time the phases of E˜env (!)
and E˜env (! ± !0) di↵er by n⇡ (where n 2 Z). Therefore,
phase-chirping E˜env (!) with a ⇡ step function over certain
intervals can be shown to either limit or fully extinguish the
rate of Raman transitions.
FIG. 4. This plot shows how the wave packet amplitude   changes as the
width of the ⇡ step boxcar phase function increases. Insets 1 and 3 show
sketches of the spectral pulse amplitude (blue) and the ⇡ step phase functions
(red) when  = 0, while insets 2 and 4 show the corresponding temporal dark
pulse envelope intensities / |Eenv(t)|2.
To exemplify this idea, we choose E˜env (!) to be the
spectral distribution of a Gaussian pulse with   =  optimum as
per Eq. (24). Figure 4 shows the analytic solution to Eq. (34)
when E˜env (!) is phase chirped by a variable width ⇡ step
“boxcar” function centered at the spectral intensity peak.
As we would expect, when the chirped region becomes
very wide,   approaches the same value as that of the
un-chirped pulse. The two minima where the wave packet
amplitude becomes 0 occur when the width of the ⇡ chirped
region is such that the positive and negative contributions to
the integrals in Eq. (34) cancel each other out. The envelope
intensities of these two dark pulses are sketched in insets 2
and 4 of Fig. 4, and their corresponding spectral amplitudes
and phase functions are shown in insets 1 and 3. From a
purely temporal perspective, it is not at all obvious that these
envelope shapes should both be dark pulses, illustrating how
knowledge of the spectral mechanism behind the dynamic
Stark e↵ect can be a useful tool when it comes to predicting
and/or analyzing how a pulse will interact with a molecular
system.
IV. STATE-TO-STATE VIBRATIONAL EXCITATION
VIA DSC—A NUMERICAL EXAMPLE
While the analysis of simple pulse trains interacting with
a harmonic potential allowed us to obtain analytic solutions
to the time-dependent dynamics, so far we have only been
able to a↵ect the wave packet amplitude, due to the Ehrenfest
(classical) dynamics of our simplified harmonic model.
We will now consider a more realistic system which will
allow us to capture more complex behavior. The purpose of
this investigation is twofold: One goal is to examine how
well the principles discussed in Sec. III will generalize when
we move beyond the harmonic approximation. Additionally,
we feel it may be informative to demonstrate, as a proof of
principle, that DSC can be employed to control dynamics that
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are more sophisticated than simply increasing or decreasing
the wave packet amplitude.
To this end, we expand the model of the HCl molecule
to a Morse potential. As in the harmonic approximation,
we retain the 1D description by once again assuming that
the molecule is aligned with the field polarization direction
along the z axis. The polarizability function will now be
a semi-empirical function,42 instead of the linear expansion
we have been using thus far. Once again we assume the
pulse carrier frequency is non-resonant and disregard any
contributions to the molecular energy from the permanent
electric dipole function. The pulse is simulated interacting
with the HCl molecule using the split-operator method49 to
solve the time-dependent Schrödinger equation, where the
time-dependent part of Eq. (12) is modeled by the simplified
expression that holds in the dynamic Stark limit,
Cˆint (R, t) = 14↵ (R) E
2
env (t) . (37)
With respect to our stated intentions, the objective of
achieving a state-to-state transition within this model was
determined to be a suitable goal, as modifying the shape of
the wave packet to overlap a target eigenstate calls for a
more refined approach to the distribution of pulse energy over
time than we have considered thus far. For this purpose, a
genetic algorithm10 was used to optimize the envelope shape
of a 1 ps pulse, with the goal of maximizing the population
transfer from the ground to the second vibrational state of the
HCl molecule. The temporal pulse envelope is parameterized
using a series of discrete, equally spaced regions or “bins.”
Each bin is assigned a constant value between 0 and some
user-defined maximum that serves as the intensity cuto↵
limit. Construction of the actual pulse envelope for use in the
simulation is accomplished by smoothing the entire series of
bins using a Gaussian low pass filter, as shown in Fig. 5.
FIG. 5. The first 80 fs of the optimized pulse envelope shown in Fig. 6 (blue
curve). The black line shows the pre-filtered distribution of the 2.5 fs discrete
regions, where the genetic algorithm treats the height of each region as a
free parameter. For comparison, the intensity-limited Gaussian pulse envelope
calculated to maximize the wave packet amplitude within the harmonic ap-
proximation of the HCl model, in the dynamic Stark regime (as per Eq. (24)),
is sketched on the same time scale in the gray box to the right.
FIG. 6. The temporal intensity profile of the optimized pulse envelope. Note
that the pulse carrier frequency (not pictured) is assumed to be oscillating
much faster than the temporal evolution of the envelope shape.
The width of each bin was set to 2.5 fs, leading to a
total of 400 free parameters distributed over the 1 ps time
window. The temporal standard deviation of the Gaussian
smoothing kernel was set to 1 fs, and the intensity limit of the
pulse envelope was set to 30 TW/cm2, which was estimated
to be low enough as to not cause any appreciable system
ionization using the FC-ADK tunneling ionization model.47
Using these parameters, the genetic algorithm was able to
achieve ⇠99% population transfer from the ground to second
vibrational state of the HCl molecule after 346 generations
with a population size of 2000 individuals. The full intensity
profile of the optimized pulse envelope is shown in Fig. 6,
and the occupancies of the first four vibrational states as a
function of time are shown in Fig. 7.
The absolute value of the pulse envelope Fourier
transform is shown in Fig. 8. For reference, we include
the 0–1 and 1–2 transition frequencies here. The spectral
interpretation of Stokes-Raman scattering events which we
FIG. 7. Population of the ground, first, second, and third vibrational states of
the HCl molecule when driven by the optimized pulse shown in Fig. 6, as a
function of time. The final population of the second excited state is >99%.
 Reuse of AIP Publishing content is subject to the terms: https://publishing.aip.org/authors/rights-and-permissions. Downloaded to  IP:  176.21.29.69 On: Tue, 28 Jun
2016 15:48:36
244307-9 E. F. Thomas and N. E. Henriksen J. Chem. Phys. 144, 244307 (2016)
FIG. 8. Fourier transform of the optimized pulse envelope shown in Figure 6.
Note that the pulse carrier frequency is disregarded here as well. Including the
carrier frequency would merely shift the spectral distribution, but would not
change its overall shape.
outlined in Eqs. (34) and (36) indicates that the optimized
pulse should generate non-resonant transitions at the first
two eigenfrequencies of the HCl molecule, since the spacing
between the first and third peaks is very close to the 0–1
transition frequency, and likewise the spacing between the
first and second peaks is close to the 1–2 transition.
As Figs. 5 and 6 indicate, the pulse envelope required
to achieve the population transfer exhibits a complicated
pulse-train structure, containing a large number of sub-pulses
that evolve on ⇠5–7 fs time scales. The sketch on the right side
of Fig. 5 demonstrates how the sub-pulses present within the
initial 80 fs of the optimized envelope evolve on comparable
time scales to that of the optimal Gaussian pulse envelope
calculated using the harmonic model of HCl as discussed
in Section III, and in particular, as expressed by Eq. (24).
While the comparison is rough, it does make sense from
a controllability perspective that the numerically optimized
pulse would generally contain subfeatures with shapes similar
to the analytically calculated result from Eq. (24).
The narrow temporal widths of the sub-pulses, which
are a reflection of the high vibrational frequency of the HCl
molecule, may be challenging to implement experimentally.
Heavier molecules are attractive in this respect, since they
generally vibrate on slower time scales. The degree of
influence each sub-pulse has on the system is related to the
magnitude of the first derivative of the polarizability function
↵ (R). This means that systems where the polarizability
changes significantly as a function of the relative atomic
displacement(s) are particularly well suited for the application
of DSC.
Generally, the production of non-trivial shaped laser
pulses on ultra-fast time scales is accomplished by
manipulating the spectral components of an unshaped laser
pulse using a spectral pulse shaper. Using such a device, the
frequency components of the unshaped pulse may be acted
on by attenuating their intensity and/or modifying their phase.
The ability to change the phase and intensity distributions
of the unshaped spectral pulse allows for a large degree
of controllability with respect to achieving a desired target
pulse, however the cost of this approach is often a significant
loss of energy due to the attenuation of the spectral comp-
onents.
Phase-only pulse shaping is an attractive alternative in this
respect, as energy losses are kept to a minimum. The sacrifice
of a phase-only approach is that it becomes much harder,
and in many cases impossible, to achieve an arbitrary target
pulse envelope and carrier frequency distribution. Working
with pulses that interact with molecules in the dynamic Stark
limit allows us to disregard the carrier frequency and focus
only on the pulse envelope. This relaxes the requirements
on the target pulse and might open up the possibilities of
generating arbitrary envelope shapes using phase-only spectral
manipulation.While the task of determining the spectral phase
function that will produce a desired envelope shape is still not
trivial, there are a variety of iterative optimization methods
which have been shown to be well suited for this task.50–52
As stated in the article outset, applying tailored laser
pulses to control molecular transitions has been the subject
of numerous studies. In particular, analytical insights have
been developed for generating pulse shapes tuned to produce
specific state-to-state vibrational transitions via coupling to
the permanent molecular dipole moment.53,54 The observant
reader may therefore wonder what the advantage of a pure
DSC approach may be, when compared to these more
established methods.
The answer comes down to the unique dynamics that
apply in the regime of pure DSC. The fact that the dynamic
Stark e↵ect dominates under non-resonant conditions means
that we can e↵ectively disregard the carrier frequency
of the laser, which is attractive from the standpoint of
experimental implementation. Another obvious advantage of
DSC compared to resonant approaches is that it can applied
to molecules where there is no coupling to the permanent
electric dipole moment.
DSC may be accomplished using “pseudo-frequencies,”
generated via pulse trains with spacings tuned to specific
molecular modes. This approach is particularly interesting
with respect to heavy molecules with long vibrational
periods, as their low frequencies will typically lie outside
the operational bandwidths of conventional laser and pulse
shaping technologies.
One major drawback of a pure DSC approach is that
the required intensities are typically much higher than those
needed for resonant control. As discussed in this article, this
problem may be mitigated by splitting high intensity pulses
into trains of smaller sub-pulses; however this typically results
in an increase of the overall temporal duration of the pulse
envelope, which may in turn lead to issues with dissipation or
other unwanted coupling e↵ects.
V. CONCLUDING REMARKS
We have used the linearly forced harmonic oscillator to
model the interaction of a laser pulse with a diatomic molecule
which allows for analytic solutions to the time-dependent
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evolution of the quantum wave packet. Using these solutions,
we have been able to show how the dynamic Stark e↵ect arises
from the interaction with the electric field envelope of a laser
pulse, and an optimal pulse width has been determined.
The impact of driving our model with multiple evenly
spaced pulses demonstrates how modal selectivity can be
achieved. Additionally, we show that the e↵ect of multiple
pulses can contribute both additively and subtractively to the
wave packet amplitude in our harmonic model.
Using Parseval’s theorem, we describe and predict how a
pulse interacts with our model system in the DSC limit using
the spectral phase and amplitude of the pulse envelope. The
spectral interpretation of DSC can generate insight that would
not be available from a purely temporal perspective, which
we demonstrate via phase-only manipulation of a flat-phase
Gaussian to generate non-trivial dark pulse envelopes that
produce no net excitation.
Finally, we demonstrate how quantum control may
be achieved via the dynamic Stark e↵ect by shaping
a parameterized pulse envelope function, allowing us to
produce state-to-state vibrational excitation in an anharmonic
oscillator. The fact that the carrier frequency of the optimized
envelope can be disregarded opens the door for arbitrary
waveform generation by optical pulse shapers. We expect
that careful pulse optimization will allow for dynamic Stark
control of various more complicated competing processes
which are currently being studied.
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a b s t r a c t
We study the interplay of vibrational and rotational excitation in a diatomic molecule due to the non-
resonant dynamic Stark effect. With a fixed peak intensity, optimal Gaussian pulse durations for maxi-
mizing vibrational or rotational transitions are obtained analytically and confirmed numerically for the
H2 and Cl2 molecules. In general, pulse trains or more advanced pulse shaping techniques are required
in order to obtain significant vibrational excitation. To that end, we demonstrate that a high degree of
selectivity between vibrational and rotational excitation is possible with a suitably phase-modulated
Gaussian pulse.
 2017 Elsevier B.V. All rights reserved.
1. Introduction
The majority of the pioneering femtochemistry studies by
Ahmed Zewail and coworkers have been conducted for electroni-
cally excited states of molecules [1–3]. In general, excited elec-
tronic states set the stage for photochemistry, whereas the
electronic ground state is associated with the large class of ther-
mally activated chemical reactions. Far fewer studies of femtosec-
ond dynamics have addressed molecules in the electronic ground
state (see, e.g. [4–6] and references therein) where, in general, it
is more difficult to induce significant structural change via laser
excitation.
Controlled femtosecond dynamics in the electronic ground state
can be induced via the dynamic Stark effect, also known as impul-
sive Raman scattering [7–10]. One advantage of this approach
compared to direct resonant excitation (e.g. of vibrational states
in the infrared region) is that it operates under non-resonant con-
ditions, giving more flexibility from an experimental point of view.
In this letter, we focus on vibrational excitation of (diatomic)
molecules induced by the dynamic Stark effect. Whereas a large lit-
erature exists pertaining to rotational excitation and alignment via
the dynamic Stark effect (see, e.g. [11–13] and references therein)
the discussion of vibrational (or torsional) excitation is much more
limited [7,14,15,10]. We have recently studied vibrational excita-
tion within a one-dimensional framework corresponding to perfect
alignment along the polarization direction of the laser field [10].
The main purpose of the present work is to investigate the inter-
play of vibrational with rotational excitation, i.e. alignment.
2. Theory
We focus on diatomic molecules, whose Hamiltonian under
field-free conditions can be described by






where R is the internuclear distance, bJ2 is the angular momentum
operator of the nuclear rotation, and VðRÞ is the potential energy
curve of the electronic ground state. The stationary states jm JMi
with eigenvalues EmJM can be expressed as a product of the nuclear
radial wave function RmJðRÞ and the associated-Legendre polynomial
PMJ ðcos hÞ, where m is the vibrational quantum number, J is the rota-
tional quantum number, and h is the angle between the molecular
axis and the z direction.
The interaction with an external field contains a term describ-
ing the interaction with the permanent electric dipole and a term
arising due to polarization of the electrons, the latter of which
plays a role for strong fields. In the following we consider only
homonuclear diatomic molecules, and the interaction Hamiltonian
of the molecule interacting with a field EðtÞ linearly polarized along
the z direction can be described by
bHintðtÞ ¼ E2ðtÞ2 ½akðRÞ  a?ðRÞ cos2 hþ a?ðRÞ  ð2Þ
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where akðRÞ and a?ðRÞ refer to the parallel and perpendicular com-
ponents, respectively, of the polarizability tensor. Initially, the
molecule is assumed to be in the ground vibrational and rotational
state of the electronic ground state, j000i, and due to the linear
polarization of the field, M ¼ 0 is conserved in the following. The
wave function WðR; h; tÞ of the molecule can be obtained by solving
the time-dependent Schrödinger equation (TDSE) with the Hamilto-
nian bH0 þ bHint . The TDSE is solved numerically, as described in Ref.
[16]. The time-dependent vibrational amplitude, i.e., the expecta-
tion value of the internuclear distance R can be calculated by
hRi ¼ hWðR; h; tÞjRjWðR; h; tÞi, and the degree of alignment of the
molecule is defined as hcos2hi ¼ hWðR; h; tÞjcos2hjWðR; h; tÞi.
We first consider a molecule that is excited by a single Gaussian
laser pulse EðtÞ ¼ E0 expðt2=ð2r2ÞÞ cosðx0tÞ, where r is the pulse




 2:36r), E0 is the field strength, and
x0 is the carrier frequency. In this work we choose hx0 corre-
sponding to 12,500 cm1 (equivalent to 800 nm), which is off-
resonant with respect to the excited rovibrational or electronic
states of our chosen molecules, and the peak intensity (/ E20) is
fixed at 1:0 1013 W/cm2.
In order to analytically investigate the dynamics which can be
induced, we consider the non-resonant dynamic Stark regime,
where the carrier frequency can be neglected (e.g. x0 ¼ 0) [10].
To first order, the transition probability from a stationary state
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where xif ¼ ðEmJM  Em0J0M0 Þ=h. A maximum in the transition proba-






where Trov ¼ 2p=xif . In the following we apply this expression to
rovibrational excitations. Although the result above was derived
within first-order perturbation theory, we note that for vibrational
excitation of a harmonic oscillator, Eq. (4) is identical to the exact
(to infinite order) result for maximizing the vibrational amplitude
at a constant peak amplitude, with the polarizability described as
a linear forcing [10].
Eq. (4) shows that there is an optimal ratio rmax=Trov , i.e. the
ratio between the pulse duration and the timescale of the dynam-
ics. Thus, vibrational or rotational excitation (alignment) at a given
peak pulse intensity can be maximized by optimizing the pulse
duration. Furthermore, it is noted that in the limit r! 0, there is
no transition. That is, for a transient change in the Hamiltonian
over a time that is very short compared to the timescale of the sys-
tem, there is no change in the state (in agreement with the general
‘‘sudden theorem” of quantum mechanics). Note that the peak
intensity of the Gaussian pulse is fixed, and the energy (fluence)
will increase with the pulse width r. Thus, the maximum excita-
tion is obtained for r ¼ rmax although the energy of the pulse will
increase when r > rmax. In addition to the duration of the
(squared) pulse envelope, the ease of excitation depends on the
polarizability. For rotational excitation it is determined by the ani-
sotropy of the polarizability, i.e. ½akðRÞ  a?ðRÞ which, in general,
increases with the number of electrons, and for vibrational excita-
tion determined by the derivative of the polarizability with respect
to the bond length.
The dynamic Stark effect can also be analyzed in the frequency
domain, leading to the picture of impulsive Raman scattering.
Thus, the frequency distribution of the pulse envelope must effec-
tively cover several vibrational or rotational eigenstates, in order to
lead to substantial excitation [10]. A further discussion of this point
is given below.
We consider in the following the homonuclear diatomic mole-
cules H2 and Cl2, with internuclear potentials and polarizabilities
from Refs. [17–20]. For H2, the vibrational period associated with
the two lowest rovibrational states j000i and j100i is
Tvib ¼ 2p=xvib ¼ 8:0 fs and the rotational period associated with
the states j000i and j020i is Trot ¼ 2p=6B0 ¼ 95 fs, within the
rigid-rotor harmonic oscillator limit where B0 is the rotational con-
stant. For Cl2, the corresponding values are Tvib ¼ 61 fs and
Trot ¼ 22:8 ps. Since we work with homonuclear diatomic mole-
cules with half-integral nuclear spins, the symmetry requirement
to the total wave function implies that each molecule consists of
two types ‘‘ortho” or ‘‘para” where, respectively, only odd or even
rotational states are accessible.
3. Results and discussion
Fig. 1 shows the final populations in the rovibrational states as a
function of the pulse width r. Both ‘‘para” H2 and Cl2 show similar
population dynamics, i.e. the rotational excitations with DJ ¼ 2 to
the state j020i are dominant, and are stronger than the (pure)
vibrational excitation with DJ ¼ 0 to the state j100i and DJ ¼ 2
to the state j120i. In H2, the maximum of the vibrational excitation
to the state j100i, and rotational excitation to j020i, is reached for
r ¼ 1:9 fs and r ¼ 21 fs, respectively, in full agreement with the
analytical formula in Eq. (4). The anisotropy of the polarizability
is more than 10 times larger for Cl2 compared to H2. For Cl2, we
obtain again full agreement with the analytical formula if the
intensity is reduced to I0 ¼ 1012 W=cm2. At I0 ¼ 1013 W=cm2, the
maximum of the rovibrational excitations in Cl2 is reached in the
neighborhood of 15 fs (see Fig. 1(c)) in fair agreement with the
13:7 fs from the analytical formula, Eq. (4). The rather strong rota-
tional excitation implies that excitation beyond first order takes
place, and the linearly forced harmonic oscillator description dis-
cussed in connection to Eq. (4) did not include the possibility of
rotational transitions during the interaction with the Gaussian
pulse. Nevertheless, there is overall quite good agreement with
the analytical expression, in this case where substantial rotational
transitions take place during the interaction with the pulse.
It is clear that application of a single Gaussian pulse optimized
for vibrational excitation leads to some rotational excitation and
alignment. The probability of rotational excitation to j020i in H2
is very weak as compared with that in Cl2. Besides the different
polarizabilities, this can be understood in terms of Eq. (3) where
the probability distribution is quite broad for rotational excitation
in Cl2 due to the relatively small rotational frequency.
For a Gaussian pulse at the optimal pulse width r ¼ rmax for
vibrational excitation of, respectively, H2 and Cl2, Fig. 2 shows
the time-dependent expectation values of the displacement of
the internuclear distance relative to the uncertainty of the rovibra-
tional ground state (DR ¼ 0:1685 a.u. for H2 and DR ¼ 0:0781 a.u.
for Cl2). The vibrational amplitude in Cl2 is about 5 times larger
than in H2 but it is clear that both vibrational amplitudes are quite
small. The accompanying degree of alignment is shown in panels
(b) and (d), with a full revival at Trot ¼ 2p=6B0 corresponding to a
coherent superposition of the J ¼ 0 and J ¼ 2 states. The alignment
is much larger in Cl2 due to the higher population in the J ¼ 2 state
(see Fig. 1(d)). The first maximum in the field-free time-dependent
alignment is observed at  25 fs for H2 and at  6 ps for Cl2. With
the expansion coefficients of the rotational wave packet estab-
lished, essentially, instantaneously (at t ¼ 0) on the rotational
timescale, the time-dependent interference terms are proportional
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Fig. 1. The final populations in the rovibrational states jm JMi as a function of the pulse width r of a Gaussian pulse with peak intensity fixed at 1:0 1013 W/cm2, for the
molecules H2 (in (a) and (b)) and Cl2 (in (c) and (d)). Note the different scales for the populations. For H2, the maximum in the population of j100i is 1:79 105 and at the
same pulse width the population in the rotational state j020i is 3:23 105.
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Fig. 2. The time-dependent expectation values of the displacement of the internuclear distance relative to the uncertainty of the vibrational ground state and the degree of
alignment induced by a Gaussian pulse at the optimal pulse width r ¼ rmax for vibrational excitation. The peak intensity is fixed at 1:0 1013 W/cm2. Panels (a)-(b) are for H2
and panels (c)-(d) are for Cl2.
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to sinð6B0t=hÞ. The first maximum of this function is obtained at
Trot=4 in agreement with the numerical results. The change in
alignment after vibrational excitation is fast for H2 and slower
for Cl2, i.e. some vibrational motion can take place before a signif-
icant change in alignment shows up.
Fig. 3 shows the same quantities as in Fig. 2, but now for a train
of 6 identical pulses with r ¼ rmax for vibrational excitation and a
time delay corresponding to the vibrational periods of, respec-
tively, H2 and Cl2. The vibrational amplitude is now  6 times lar-
ger in agreement with the analytical one-dimensional harmonic
oscillator model [10]. The rotational revival structure for Cl2 is
more complicated than in Fig. 2 due to the involvement of higher
(J > 2) rotational states, and the first maximum in the field-free
time-dependent alignment shows up faster than in the one-pulse
case due to the faster timescales associated with higher rotational
states.
Fig. 4 shows higher vibrational amplitude when the molecule is
prepared in the rotationally excited state j010i. This result is read-
ily understood because the (partial) alignment prior to the arrival
of the pulse train leads to a higher average value of the term pro-
portional to cos2 h in the interaction Hamiltonian in Eq. (2).
Based on these results, it is clear that selective vibrational exci-
tation is a challenge and it cannot be obtained after the interaction
with a Gaussian pulse or the simple trains of Gaussian pulses stud-
ied above. The large bandwidth of the pulses optimized for vibra-
tional excitation implies that substantial rotational excitation
takes place. We note in passing that selective rotational excitation
and alignment can be obtained already with a single Gaussian
pulse when the pulse duration is somewhat larger than the vibra-
tional period. However, due to the rotation-vibration coupling in
Eq. (1), a small smooth increase in the average bond length will
accompany the rotational excitation [21].












































































Fig. 4. Same as Fig. 3 but for the rotationally excited initial state j010i of Cl2.
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We will now demonstrate how more advanced pulse shaping
may lead to enhanced selective vibrational excitation. Let xrot
and xvib be the 000j i  020j i rotational and 000j i  100j i vibra-
tional state transition frequencies of a diatomic molecule, respec-
tively. In the spectral domain, as stated previously, these
excitations can be interpreted as Stokes-Raman scattering events
consisting of transitions to and from higher lying virtual states.
Assuming the spectral distribution of a finite width laser pulse in
the Fourier domain is given by eEðxÞ, it can be shown both within
the analytical one-dimensional model of a linearly forced harmonic
oscillator [10], and via second-order time-dependent perturbation
theory [22], that the transition probability Pab between any two
states a and b is proportional to the continuous cross-correlation




eEðxÞeE xxabð Þdx ð5Þ
From Eq. (5) it can be seen that the bandwidth of a transform lim-
ited Gaussian pulse optimized for vibrational excitation will gener-
ally lead to rotational excitation, since it generally holds that
xrot  xvib. This corroborates the coupled rotation-vibration exci-
tation effects we have observed thus far in our numerical
simulations.
Using the insights gained from the aforementioned spectral
interpretation of the system excitation, we can demonstrate how
pure spectral phase modification of the vibrationally optimized
Gaussian pulses can lead to decoupling of the vibrational and rota-
tional excitations (i.e. we can fully eliminate the pure rotational
transitions while keeping pure vibrational transitions unmodified).
To show this, let eAðxÞ represent the (flat phase) Fourier transform
of a Gaussian pulse and let eEðxÞ represent the spectral function
when the phase of eAðxÞ is shifted by the phase function UðxÞ, i.e.
eEðxÞ ¼ eAðxÞ exp iUðxÞ½  ð6Þ
Combining Eqs. (5) and (6), it can be shown that in order to decou-
ple the excitations, the phase function must meet the following
requirements:Z 1
1
eAðxÞeA xxrotð Þ exp i UðxÞ U xxrotð Þð Þ½ dx ¼ 0 ð7Þ
UðxÞ ¼ U xxvibð Þ ð8Þ
Clearly, the condition set by Eq. (7) leads to the elimination of the
000j i  020j i rotational transitions. When Eq. (8) is fulfilled, the
complex phase argument in Eq. (6) will disappear for all x in the
integration domain of Eq. (5), which means that the transition prob-
abilities at xvib for the phase modulated and non-phase modulated
pulses will be identical.
The UðxÞ function we use consists of an equally spaced
sequence of repeating identical subsequences (see Fig. 5). The
spacing between each subsequence is xvib, which ensures that
the periodicity requirement given by Eq. (8) is satisfied. Every sub-
sequence consists of a square wave function with periodicity 2xrot,
alternating min/max values of 0 and p, and spectral width X. From
Eq. (7), it can be seen that these subsequence phase structures will
cause parts of the integral over eAðxÞeA xxrotð Þ to assume nega-
tive values when the complex exponential function becomes
exp ipð Þ. By adjusting X, we can vary the substructure widths
until the overall negative and positive contributions to the integral
cancel each other out, leading to a situation where Eq. (7) is satis-
fied, in principle eliminating the rotational excitation.
To test this principle, we calculated phase functions designed to
eliminate rotational transitions in H2 and Cl2. The initial, unshaped
Gaussian pulses were again assigned peak intensities of
1:0 1013 W/cm2, and Eq. (4) was used to define the applied pulse







































Fig. 5. In the main figure, the black curve indicates the spectral intensity of a Gaussian pulse when r ¼ rmax , calculated for the H2 molecular parameters. For reference, the
spectral widths of the vibrational and rotational transition frequencies are also illustrated (xvib and xrot , respectively). The red line shows the spectral phase function UðxÞ
that is predicted to eliminate all pure rotational transitions in H2 while keeping the pure vibrational transition probability unaltered. The solid and dashed gray lines visually
illustrate the location of the beginning and end of a given chirp subsequence, respectively. Determining the full chirp function UðxÞ that satisfies Eqs. (7) and (8) is
accomplished by varying the parameter X, which effectively shifts the location of the dashed line(s), increasing or decreasing the length of all subsequences until positive and
negative contributions to the integral in Eq. (7) cancel out. Note also how the spacing between each subsequence is equivalent to xvib, which ensures that the periodicity
requirement from Eq. (8) is always met. In the left inset we include a sketch of the corresponding temporal pulse envelope intensity. (For interpretation of the references to
color in this figure legend, the reader is referred to the web version of this article.)
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width for each molecule in an attempt to maximize the vibrational
excitation. As an example, Fig. 5 illustrates the spectral intensity
and phase of the pulse determined to produce optimal vibrational
excitation of H2 while eliminating rotational transitions, with a
sketch of the corresponding temporal pulse envelope intensity
shown in the figure inset.
Using the phase modulated (chirped) and un-chirped pulses,
we numerically simulated their interaction with the molecules
starting in the ground state, and compared the resulting state
excitation levels. For H2, the j100i vibrational population created
by the chirped pulse was  90% as large as the population
created by the un-chirped pulse, whereas rotational state
transitions to j020i were decreased by nearly three orders of
magnitude. The small discrepancy in the vibrational excitation
levels can be traced to the fact that we truncated the width of
the shaped pulse until it contained 95% of the original energy
before simulating it, as the un-truncated temporal width was
found to be quite large with small recurring structures of
decreasing amplitude appearing at tj j 	 0. Visual inspection of
the inset in Fig. 5 indicates that the H2 chirped pulse is made
up of features that operate on two different timescales. The
smaller, high frequency oscillations in the envelope are spaced
according to the H2 vibrational period (8 fs), and the spacings
between the larger temporal features appear to be equal to 1
or 1=2 times the H2 rotational period (95 fs). This is potentially
interesting from a control perspective, as it indicates that in
the regime of dynamic Stark control, the shortest useful pulse
width may be limited by, or contingent on, the longest
timescales present in the system dynamics.
While the numerical results for H2 are very promising, for Cl2
the case is less clear. As discussed previously, the interaction here
appears to be too strong to be accurately described within the
perturbative or harmonic approximation that Eq. (5) is based on.
Nevertheless, we did find that the chirped pulse reduces the
rotational excitations by a factor of  100, while the vibrational
excitation is only reduced by a factor of  4. Note that in this case
the chirped pulse was truncated to a width containing  90% of
the original energy, which may partly explain the larger discrep-
ancy between the chirped and un-chirped vibrational excitations
compared to results for H2. As a final comment, the degree to
which the aforementioned discrepancies may also be attributed
to excitation of mixed rovibrational states or the breakdown of
the perturbative/harmonic approximations is an open question
that requires further study.
4. Concluding remarks
We identified optimal pulse durations for vibrational (or rota-
tional) excitation via the non-resonant dynamic Stark effect. Opti-
mal conditions for vibrational excitation leads to substantial
accompanying rotational excitation and overall the excitations
could be enhanced by application of pulse trains. Furthermore,
we constructed a phase modulated shaped laser pulse which is
capable of giving a high degree of selective vibrational excitation
in the perturbative/rigid-rotor harmonic oscillator regime.
One can imagine several applications of the vibrational excita-
tion described above. For example, excitation of torsional modes
leading to isomerizations [14] and applications related to selective
bond breaking in molecules, e.g. for UV-photofragmentation of
HOD with vibrational pre-excitation in the electronic state [6,23].
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A moderately intense 450 fs laser pulse is used to create rotational wave packets in gas phase I2
molecules. The ensuing time-dependent alignment, measured by Coulomb explosion imaging with a
delayed probe pulse, exhibits the characteristic revival structures expected for rotational wave packets but
also a complex nonperiodic substructure and decreasing mean alignment not observed before. A quantum
mechanical model attributes the phenomena to coupling between the rotational angular momenta and the
nuclear spins through the electric quadrupole interaction. The calculated alignment trace agrees very well
with the experimental results.
DOI: 10.1103/PhysRevLett.120.163202
The alignment of isolated molecules, i.e., confinement of
their internal axes to directions fixed in space, bymoderately
intense laser pulses is considered a well-understood process
resulting from the polarizability interaction [1–4]. In the
impulsive limit, where a laser pulse much shorter than the
molecular rotational period is used, eachmolecule is left in a
superposition of rotational eigenstates. For the widely
studied case of linear molecules and a linearly polarized
femtosecond alignment pulse, this wave packet formation
causes themolecules to align shortly after the laser pulse and
in periodically occurring narrow time windows, termed
revivals [5–9]. In the rigid rotor approximation, the revival
pattern repeats itself [10], unless the rotational coherence is
distorted by, e.g., a dissipative environment [11–16].
Decades of frequency-resolved high-resolution spectros-
copy [17,18] and time-dependent depolarization experi-
ments on molecules prepared in single rotational states (see
Refs. [19–31] for previous examples) have, however,
established that a rigid rotor model is insufficient and that
a precise description of rotational spectra must include the
coupling between rotational angular momentum and elec-
tronic or nuclear spin. It is, therefore, surprising that the
influence of such effects, notably the hyperfine coupling
between the electric quadrupole moment of the nuclei and
the electric field of the electrons, has never been addressed
in femtosecond-laser-induced molecular alignment studies.
In the current work we measured the time-dependent
degree of alignment, induced by a 450 fs pulse, for a
sample of I2 molecules covering the first seven rotational
revivals. By contrast to the aforementioned depolarization
studies, which do not involve coherent superpositions of
rotational states, our experiment probes the impact of
hyperfine coupling on the revival structures.
Using a quantum mechanical model in conjunction with
the experimental results, we find that the hyperfine cou-
pling affects the revival structures in qualitatively different
ways compared to the well-understood impact on the
“permanent” alignment of a molecule prepared in a single
rotational state. Notably, the effect on the permanent
alignment is known to be negligible in the limit where
the rotational angular momentum is much larger than the
angular momentum of the total nuclear spin [29]. By
contrast, we find that the hyperfine coupling will always
significantly perturb the revival structures over time.
The experimental setup and methods were described
previously [32], so only a few details are pointed out here.
A pulsed molecular beam, formed by expanding ∼1 mbar
iodinegas in 80 bar ofHegas into a vacuum, enters a velocity
map imaging spectrometer, where it is crossed at 90° by two
pulsed collinear laser beams. The first pulse (kick pulse,
λ ¼ 800 nm, τFWHM¼ 450 fs, I0¼ 1.1×1012 W=cm2) cre-
ates rotational wave packets in the I2 molecules. The second
pulse (probe pulse, 800 nm, 35 fs, 4.3 × 1014 W=cm2)
Coulomb explodes the molecules. This leads to Iþ ion
fragments with recoil directions given by the angular
distribution of the molecular axes at the instant of the probe
pulse. The emission directions of the Iþ ions are recorded
with a 2D imaging detector at different kick-probe delays,
which allows us to determine the time-dependent degree of
alignment hcos2 θ2Di, θ2D being the angle between the
alignment pulse polarization and the projection of an
Iþ ion velocity vector on the detector [33].
The time dependence of hcos2 θ2Di determined exper-
imentally is shown in black in Fig. 1. The alignment trace is
dominated by the pronounced half and full revivals, but
their amplitude decreases with the revival order and their
structure is changing. These observations are not caused by
experimental factors such as collisions or limited temporal
detection windows (see Supplemental Material [34], which
includes Refs. [35–42]). For comparison, hcos2 θ2Di calcu-
lated by solving the time-dependent Schrödinger equation
(TDSE) for a rigid rotor is also shown. It is clear that the
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decreasing amplitude and changing structure of the revivals
observed experimentally are at odds with the calculations.
In particular, significant experimental deviations from the
calculated results are evident in the higher-order fractional
revivals; for instance, at the 6þ ð3=4Þ revival the exper-
imental and calculated peaks point in opposite directions.
We now show that the numerical results match the
experimental findings to a high degree of accuracy when
hyperfine coupling is included in the theoretical model. For
I2 molecules, this mainly stems from the coupling between
the electric quadrupole moment of the atomic nuclei and the
gradient of the electric field created by the electrons. The
coupling between the magnetic dipole moment of the nuclei
and the B field from the electrons is much weaker and not
included in our model [43]. The total nuclear spin I is the
sum of the spins of the two atomic nuclei: I ¼ I1 þ I2. As a
result, there are 36 nuclear spin isomers jIMIi with 0 ≤ I ≤
5 and −I ≤ MI ≤ I, since the nuclear spin of 127I is 5=2. We
assume that the 36 nuclear spin isomers are initially equally
abundant [44]. The rotational wave packet created by the
alignment pulse from an initial rotational eigenstate jJiMii
is denoted
P
JaJjJMii (Mi is not changed due to the linear
polarization of the alignment pulse). The symmetry require-
ments of the total molecular wave function entail that the
parity of the I and J states must be the same in a given
molecule [44]. Consequently, there are 15 (21) para (ortho)
[even (odd) I and J] spin isomers. The coupled spin isomer–











where F is the total angular momentum, F ¼ Iþ J,
MF ¼ MI þMi, and CIJFMIMiMF are the Clebsch-Gordan
coefficients.
In preparation for solving the TDSE, we construct a
square matrixH in the jIJFMFi basis, with elements given
by [45]
Ha;b ¼ hIaJaFaMaFjHB þHQjIbJbFbMbFi
¼ δJbJaB0JaðJa þ 1Þ
− ðeqQÞδFbFaδMbFMaF ½ð−1ÞI























HB describes the rigid rotor Hamiltonian, where B0 ¼
1.118 63 GHz [35] is the molecular rotational constant
of I2 in the vibrational ground state (centrifugal distortion
was found to be negligible [34]), and HQ is the electric
quadrupole interaction component of the hyperfine struc-
ture Hamiltonian for a diatomic molecule, where eqQ ¼
−2.452 58 GHz [43] is the quadrupole coupling constant.
HQ introduces shifts in the diagonal elements of H and
off-diagonal couplings when ΔI ¼ '2 and/or ΔJ ¼ '2.
Generally, H must incorporate all initial states occupied at
t ¼ 0 [i.e., those given by the right side of Eq. (1)] as well
as states that may become occupied over time as a result of
the off-diagonal couplings. Specifically, it was found that
any states that can be reached via inter-I coupling must be
included to faithfully reproduce the experimental alignment
trace; however, inter-J couplings were found to have a
negligible impact on hcos2 θ2Di (attributed to the relatively
large energy differences between various J states). As such,
the jIJFMFi states incorporated in H need only contain J
values that were already present in
P
JaJjJMii.
FIG. 1. Experimental results (black line) and the model calculations (red line) calculated at T ¼ 0.8 K. An alignment trace calculated
without quadrupole coupling is also shown (dotted black line).
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The TDSE is solved by expanding the full wave
function Ψ onto the coupled basis functions, i.e., ΨðtÞ ¼PN
k¼1 ckðtÞjIkJkFkMkFi, where N is the order of H and
Ψð0Þ is given by Eq. (1). The ckðtÞ coefficients are found
by diagonalizingH to solve the resulting system of coupled
linear differential equations. ΨðtÞ is then transformed back











jIkMIi ⊗ jJkMJi: ð3Þ
The efficient calculation of hcos2 θ2Di is achieved by
expanding cos2 θ2D onto a basis of Legendre polynomials
as described in Ref. [33] and noting the orthonormality of
the jIMIi states in Eq. (3).
The alignment trace of any initial
P
JaJjJMii super-
position is the equally weighted, incoherent sum of traces
generated by coupling to all nuclear spin isomers that
symmetry requirements will permit. The complete align-
ment trace is the weighted incoherent sum of traces from all
the different initial
P
JaJjJMii superpositions that exist
because of thermal and focal volume averaging, as per the
methodology outlined in Refs. [46,47].
The simulated alignment trace with the effects of
quadrupole coupling included is shown in red in Fig. 1.
Based on previous work in our group, we estimate that the
molecules are initially in thermal (Boltzmann) equilibrium
at 0.8 K [32]. The minor discrepancy between the theo-
retical and experimental traces from 0 to 600 ps can
essentially be eliminated by fitting the temperature [34];
however, this results in a fitted temperature of ∼0.4 K,
which we believe is unrealistically low.
Let
P
J;J0 hJMJj cos2 θ2DjJ0MJi represent the sum of
matrix elements that generates the theoretical alignment
trace, where we omit the nuclear spin states and time-
dependent coefficients in Eq. (3) for clarity. The J ≠ J0
terms are sinusoidal functions oscillating at frequencies
proportional to the energy difference between the J and J0
states. These terms represent the coherence of the wave
packet and are responsible for the revivals. In analogy with
previous work [11], we refer to their sum as hcos2 θ2Dicoh.
Conversely, the terms where J ¼ J0 represent the population
of the rotational states and characterize the permanent
alignment. Their sum is denoted hcos2 θ2Diperm [11]. Note
that the mean alignment of the trace is well characterized by
hcos2 θ2Diperm, as this term provides the baseline value
around which hcos2 θ2Dicoh oscillates.
A visual inspection of Fig. 1 indicates that the mean
alignment is slightly decreasing from 0 to 1000 ps. This
behavior is attributed to the well-understood fact that
quadrupole coupling leads to changes in theMJ projection
of a single J state due to the angular “precession” of the
coupled I and J vectors around F (see, e.g., Fig. 1 in
Ref. [30]) and changes in the relative orientation of the
individual nuclear spin vectors (which we denote “spin
flipping”). Previous experiments on hyperfine-induced
depolarization of single rotational states have shown that
this effect (hereafter referred to as “precession-type depo-
larization”) leads to a general time-dependent decrease in
the molecular alignment [19,20,22–31]. Figure 2(a) shows
hcos2 θ2Dicoh superposed with the sum of J ≠ J0 trace
elements calculated without quadrupole coupling (denoted
hcos2 θ2DieqQ¼0coh ) for comparison. It is seen that the quadru-
pole coupling also strongly affects the revival structures.
To understand the cause of the amplitude loss and
substructure modification in hcos2 θ2Dicoh, the effects of
precession-type depolarization were artificially suppressed
in the model by changing allMJ’s in Eq. (3) to theMi from
FIG. 2. In (a), the sum of J ≠ J0 matrix elements comprising the theoretical quadrupole coupled alignment trace hcos2 θ2Dicoh is shown
in blue. The blue trace in (b) shows hcos2 θ2Di¬ δωcoh , where the frequency and phase shifts caused by the hyperfine energy splitting have
been suppressed. Both (a) and (b) are superposed with equivalent traces calculated without quadrupole coupling (dotted black lines).




JaJjJMii superposition when calculating the
hJMJj cos2 θ2DjJ0MJi elements (while treating everything
else as if the “actual” MJ’s are still in place). Surprisingly,
this has very little effect on the shape of hcos2 θ2Dicoh,
indicating that some previously unexplored mechanisms
associated with the quadrupole coupling are causing the
modulations in the signal.
It is informative to show the quadrupole coupled dynam-
ics of a molecule starting in a single spin isomer=J state
combination. In Fig. 3(a), the time evolution of initial state
j2;−2i ⊗ j6; 0i is shown projected onto the jIMIi ⊗ jJMJi
basis, where the (negligible) effect of inter-J coupling has
been suppressed for clarity. The example in Fig. 3 illustrates
how the quadrupole couplingwill cause each jJMii from the
initial
P
JaJjJMii superposition to spread out across a “J
manifold” of coupled states. Also, Fig. 3 shows how all
states in a given J manifold will have different jIMIi.
Therefore, orthonormality of the jIMIi spin states implies
that each state in the J manifold will combine with at most
one state in the J0 manifold to yield a nonzero contribution to
the alignment trace.
Given two or more superposed J states coupled to the
same spin isomer at t ¼ 0, the energy splitting, coupling
strength, and number of states associated with each J
manifold partially depend on J [attributable, e.g., to the
appearance of Ja;b in Eq. (2)]. Dissimilarities in the energy
splitting between different J manifolds introduce multiple
frequency shifts into the components of hcos2θ2Dicoh. The
beating caused by the introduction of these new frequencies
modulates the alignment trace. We investigated the nature
of this frequency beating by artificially suppressing its
effect in the model. This was done by eliminating the
quadrupole-coupling-induced frequency and phase shifts in
the complex arguments of the coefficients governing the
time evolution of all jIMIi ⊗ jJMJi states across all J
manifolds. In this way, we calculate a modified trace
hcos2 θ2Di¬ δωcoh , where ¬ δω indicates that all frequency
shifts introduced by the energy splitting have been removed
while leaving the J-manifold population dynamics
unchanged. A plot of hcos2 θ2Di¬ δωcoh is shown in Fig. 2(b).
A comparison of the hcos2 θ2Dicoh and hcos2 θ2Di¬ δωcoh traces
shown in Fig. 2 reveals that the frequency beating plays a
significant, but not singular, role in attenuating the peak
amplitudes. It is also remarkable that the higher-order frac-
tional revivals in hcos2 θ2Di¬ δωcoh do not exhibit the deviations
and sign changes that are present in hcos2 θ2Dicoh. This
demonstrates that the complex nonperiodic substructures
observed in the experimental trace can be solely attributed to
the new frequencies introduced into hcos2 θ2Dicoh by the
hyperfine coupling.
Note that the peak amplitudes in hcos2 θ2Di¬ δωcoh still
decrease compared to hcos2 θ2DieqQ¼0coh . This is because, as
stated earlier, the state population distributions of manifolds
with different J will become increasingly dissimilar over
time. These asynchronous distributional dynamics cause a
net loss of amplitude due to the bijective or injective (one to
at most one) way of combining different sets of states
associated with different J manifolds when calculating
nonzero contributions to the trace. Experimentally, some
of the observed peak attenuationmay, in principle, be caused
by I2 molecules in vibrationally excited states. Our analysis
shows, however, that the potential impact is minor [34].
It has been remarked that precession-type depolarization
in single J states is most significant when the coupled I and
J vectors have similar magnitudes [29]. Conversely, our
analysis suggests that the observed modulations in the
revival structures of hcos2 θ2Dicoh are not directly contin-
gent on the magnitude of I or J. Therefore, we investigate
FIG. 3. (a) Occupancy of initial state j2;−2i ⊗ j6; 0i and the jIMIi ⊗ jJMJi states it couples to evolving over the timescale of the
experiment. (b) Sketch of the state energy splittings and relative coupling strengths (δ ¼ 57 MHz). (c) Schematic classical interpretation
of the system dynamics.
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what happens if rotational wave packets containing larger J
are created. To this end, we simulated the effects of
quadrupole coupling in I2 molecules aligned with pulses
up to 9× more intense than used in the current experiment.
Increasing the pulse intensity leads to initial revival peaks
with larger amplitudes, as well as a higher level of mean
alignment. The early decrease in the mean alignment
observed in the experiment becomes less pronounced at
higher intensities, and for all intensities the mean alignment
is nearly constant when t > 1 ns. Additionally, it was found
that for all intensities the revival structures always decay into
what resembles low-amplitude unstructured “noise”; how-
ever, this decay takes longer for more intense pulses, as
illustrated in Fig. 4 [34]. These observations agree qualita-
tively with our expectations; i.e., the classical model of
precession predicts that hcos2 θ2Diperm will change less for
wave packets with large J, whereas the scrambling or
attenuating effects of the frequency beating and asynchro-
nous dynamics will accumulate over time and eventually
dominate the hcos2 θ2Dicoh component of the trace regardless
of the magnitude of the J values present in the wave packet.
In closing, we note that the alignment trace of any
molecule containing heavy atoms (e.g., I or Br) with large
quadrupole coupling constants is expected to show similar
deviations from the rigid rotor approximation when excited
into a coherent superposition of rotational eigenstates.
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Council-AdG (Project No. 320459, DropletControl).
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2
ARE EXPERIMENTAL FACTORS INFLUENCING THE OBSERVED ALIGN-
MENT DYNAMICS?
Firstly, the conditions of the molecular beam used were such that there was absolutely
no collisions between the I2 molecules and other molecules or atoms on the nanosecond
observation time of the experiment [1].
Secondly, the maximum delay of the probe pulse with respect to the kick pulse was 3.2 ns
(see Fig. 1 in the main text). With a speed of about 1700 m/s (determined by the helium
carrier gas in the supersonic expansion) the I2 molecules moved a maximum of 3.2 ns × 1700
m/s = 5.4 µm between the kick pulse and the probe pulse. The probe laser beam and the
kick laser beam were spatially overlapped in the experiment and their Gaussian spotsizes
were ω0(kick) = 25 µm and ω0(kick) = 35 µm. This ensured that the probe pulse actually
probed molecules that had been aligned by the kick pulse. If the delay had been increased
to e.g. 10 ns or more it would have been necessary to spatially offset the focus of the probe
beam downstream of the molecular beam.
Thirdly, the extraction field in the VMI spectrometer is about 500 V/cm. Since I2
is nonpolar there were no interaction with a possible dipole moment. In addition, the
interaction between the extraction field and the polarizability of the molecules is negligible.
We conclude that none of the three experimental factors influence the observed alignment
dynamics.
3
SIMULATION WITH CENTRIFUGAL DISTORTION
Figure 1. Overlaid simulated quadrupole coupled traces with (black solid line) and without (white
dashed line) the effects of centrifugal distortion included. The background color has been darkened
to enhance the contrast between the two traces since they are nearly identical.
Centrifugal distortion leads to a decrease in the energy spacing of the rotational energy
levels as a function of J . It is one of the well-known ways that the behaviour of a real
molecule will deviate from the rigid rotor approximation, and its effect on our quantum
mechanical model is therefore worth investigating. The effects of centrifugal distortion can
be included in our model by modifying the rotational energy as a function of J in the
following way:
EJ = B0J(J + 1)−D0J2(J + 1)2, (1)
where B0 = 1.11863 GHz and D0 = 67.7531 Hz are, respectively, the molecular rotational
constant and centrifugal distortion constant of I2 in the vibrational ground state [2]. A rough
calculation shows that the size of the centrifugal correction term will be comparable to that
of the B0 constant when J ≈ 50. In a sense this means that we should not expect centrifugal
distortion to play a significant role when J < 50.
The average J value in the rotational wave packets generated by our experimental pulse is
about 5, so based on our rough analysis we are very far from the threshold where centrifugal
distortion will play a role. Nevertheless, a simulation was performed where the centrifugal
correction term was added to HB in Eq. (2) of the main article text. The result of this
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simulation is overlaid with the simulation performed without centrifugal distortion in Fig. 1,
and as expected the two traces are almost completely identical. This underlines that the
deviations from the rigid rotor model observed in the experimental trace are in no meaningful
way associated with the effect of centrifugal distortion.
5
SIMULATION WITH FITTED TEMPERATURE
Figure 2. Experimental results (black) and the model calculations (red) calculated using a fitted
initial rotational temperature of T = 0.36 K.
As stated in the main article text, fitting the simulated initial rotational temperature to
minimize the RMSE will lead to a simulated trace that agrees better with the experimental
data during the initial 600 ps. This result can be seen in Fig. 2, where the fitted temperature
was found to be 0.36 K. Note that the agreement at times after 600 ps is roughly the same
as in the 0.8 K case shown in Fig. 1 of the main article.
Generally, it was found that using simulated temperatures in the range of ∼ 0.3 − 1 K
would lead to good agreement between the theoretical and experimental traces at times
after 600 ps. This gives credence to the conclusion that the observed deviations from the
rigid rotor approximation are specifically due to quadrupole coupling, and not a result of
parametric overfitting.
6
ANALYSIS OF THE IMPACT OF THE VIBRATIONAL TEMPERATURE
The molecular beam in our experiments is created by expanding ∼ 1 mbar iodine gas in
80 bar of He gas into vacuum through an Even Lavie valve. As mentioned in the main text
this leads to a rotational temperature of about 1 K. Such low rotational temperatures have
been reported for several other molecules [3, 4] and it has also been shown that the high
pressure expansion leads to strong vibrational cooling [3]. As such we expected that most of
the I2 molecules reside in the vibrational ground state prior to the kick pulse. Nevertheless,
since we do not have a precise estimate for the vibrational temperature in the experiment,
in this section we investigate how molecules in the first excited vibrational state influence
the alignment dynamics.
At temperatures from 0−300 K, only the first two vibrational states, ν0 and ν1, have the
potential to be significantly populated. I2 in the ν1 vibrational state (hereby denoted I
ν1
2 )
has a rotational constant that is slightly smaller (∼ 0.3%) than the rotational constant of I2
in the vibrational ground state (Iν02 ). This means that in general the alignment trace of I
ν1
2
will be slightly “stretched” compared to that of Iν02 . Therefore, an incoherent superposition
of Iν12 and I
ν0
2 traces will initially start to destructively (and later constructively) interfere
over time as they move out of (and back into) phase with each other. Qualitatively, the
initial destructive interference will manifest itself as an attenuation of the peak height in the
〈cos2 θ2D〉coh component of the alignment trace.
Effectively, the introduction of higher vibrational states will have some of the same quali-
tative effects on the alignment trace as that of the quadrupole coupling (decreasing the peak
amplitude over time). The question that must be answered is therefore how much of the
observed peak attenuation is due to quadrupole coupling, and how much is potentially due
to I2 molecules in higher vibrational states?
To this end, we performed simulations of the quadrupole and non-quadrupole coupled
systems, where all parameters were the same except the rotational constant was modified
to that of Iν12 (the eqQ quadrupole coupling constant for I
ν1
2 can safely be assumed to be
identical to that of Iν02 [5]). We then incoherently added the I
ν1
2 traces to the I
ν0
2 traces to
reflect thermal vibrational distributions from 0−300 K. Results for vibrational temperatures
of 1, 100, 200 and 300 K are shown with and without quadrupole coupling and compared to
the experimental results in Fig. 3 for trace structures appearing between 2600 and 3200 ps
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Figure 3. Close-up view of the n = 6 − 7 revival peaks appearing between 2600 and 3200 ps.
calculated at various vibrational temperatures with (red line) and without (dotted line) quadrupole
coupling, compared to the experimental trace (black line). In (a) we assume that the vibrational
temperature is roughly the same as the rotational temperature, i.e. only the ground vibrational
state ν0 is populated and the trace is identical to the one appearing in Fig. 1 of the main article. In
(b), (c) and (d) we incoherently sum traces calculated for I2 molecules in ν0 and ν1 vibrational states
with proportions corresponding to Boltzmann distributions at 100, 200 and 300 K, respectively.
(we focus on this region of the trace because the attenuating effect of the higher vibrational
states only becomes significant at longer time scales).
While close inspection of Fig. 3 indicates that vibrational temperatures from 100 − 300
K will have a small impact on the peak amplitudes of both the quadrupole coupled and
non-quadrupole coupled traces, it is clear that the quadrupole coupling plays the dominant
role in modulating the overall amplitude and/or structure of the trace. In particular, the
pronounced changes of the shape of the quarter revivals can only be accounted for by the
quadrupole coupling.
It is also in principle possible that the kick pulse causes some excitation from the vi-
brational ground state to the first excited vibrational state through a stimulated Raman
transition. In Ref. [6], the authors simulate hitting Cl2 molecules in the vibrational ground
state with transform limited pulses where the widths have been optimized to induce vibra-
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tional transitions. Even though the simulated intensities are about 10× higher than our
experimental pulse, this only leads to a ν1 population of about 0.1%. The derivative of the
polarizability function at the equilibrium bond distance (and therefore the Raman transition
probability) of I2 is similar to that of Cl2 [7, 8], so the results from Ref. [6] strongly indicate
that it is unlikely that any significant vibrational excitation is caused by our experimental
pulse.
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SIMULATION OF HIGH-J WAVEPACKET TO 1 µs
As stated in the main article text, it is already well understood from, e.g., the classical
illustration in Ref. [9], that if |J | is much larger than |I| then the relative change in the
projection MJ along the z axis as I and J precess around F will be insignificant, putting
an absolute limit on how much depolarization will occur in 〈cos2 θ2D〉perm. As we uncover in
our analysis, this is not the case for 〈cos2 θ2D〉coh, where it is posited that peak structures
will eventually decay to the same “background” level regardless of the magnitude of the J
values present in the rotational wave packet (although the size of the J ’s is associated with
how long the decay takes).
In the main text we test this claim by creating wave packets with larger J , by increasing
the simulated pulse intensity. In this supporting section, we go further by upping the
intensity to 10 TW/cm2, over 9 times the experimental value, creating a rotational wave
packet with an average J value of 39, almost 8 times larger than the biggest I value (5)
present in the system.
The decay of the peak structures in 〈cos2 θ2D〉coh will happen very slowly in this case,
so it is computationally unfeasible to simulate the entire alignment trace until the peaks
disappear. Fortunately, the properties of our simulation allow us to jump forward to any
time interval without having to calculate the preceding dynamics. Fig. 4 shows the simulated
alignment trace in 500 ps segments beginning at 0, 200, 500, and 1000 ns. It can be clearly
seen that the revival peak structures are almost completely gone by 1000 ns, whereas the
change in the permanent (average) alignment from the initial level is very small.
This result further serves to underline one of the aforementioned main qualitative dif-
ferences between how the quadrupole coupling affects the 〈cos2 θ2D〉coh and 〈cos2 θ2D〉perm
components of the alignment trace for rotational wave packets in the high J limit; the effect
on 〈cos2 θ2D〉perm becomes negligible whereas the effect on 〈cos2 θ2D〉coh always eventually be-
comes significant (as a side note, it is clear the time scales where this happens can potentially
become so long that they are not feasible to measure in a given experimental setup).
10
Figure 4. Quadrupole-coupled alignment trace simulated in 500 ps intervals starting at 0, 200,
500, and 1000 ns, using an alignment pulse intensity of 10 TW/cm2. A pulse of this intensity yields
a system of rotational wave packets where the average J value is 39, significantly larger than the
I values present in the system. The horizontal red dashed lines are set to the mean of the trace
values calculated at 500 and 1000 ns, and are meant to serve as visual aids to illustrate how little
the average level of alignment deviates from its initial value over time. Note that because of the
large J states present here, we have included centrifugal distortion in our simulation.
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Enantiomers in a Racemic
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ABSTRACT: Deracemization occurs when a racemic molecular mixture is
transformed into a mixture containing an excess of a single enantiomer. Recent
advances in ultrafast laser technology hint at the possibility of using shaped pulses to
generate deracemization via selective enantiomeric conversion; however, exper-
imental implementation remains a challenge and has not yet been achieved. Here we
suggest a simple, yet novel approach to laser-induced enantiomeric conversion based
on dynamic Stark control. We demonstrate theoretically that current laser and
optical technology can be used to generate a pair of phase-modulated, nonresonant,
linearly polarized Gaussian laser pulses that can selectively deracemize a racemic
mixture of 3D-oriented, 3,5-diﬂuoro-3′,5′-dibromobiphenyl (F2H3C6−C6H3Br2)
molecules, the laser-induced dynamics of which are well studied experimentally.
These results strongly suggest that designing a closed-loop coherent control scheme
based on this methodology may lead to the ﬁrst-ever achievement of enantiomeric
conversion via coherent laser light in a laboratory setting.
Save for possible tiny energy diﬀerences due to parityviolating forces,1 the inherent symmetries of the physical
laws mean that enantiomeric pairs possess identical energies.
Because of this, synthesizing molecules with chiral structures
will generally result in a 50%:50% mixture of left- and right-
handed forms (i.e., a racemic mixture) unless a chiralic
precursor is applied at some point to target molecules of a
certain conﬁguration. Deracemization occurs when a racemic
mixture of molecules is transformed into a mixture containing
an excess of a single enantiomer. The majority of the work
done on deracemization at present time has been concerned
with the use of chemical reagents to separate or transform
enantiomers (see, e.g., refs 2 and 3).
Here we explore a fundamentally diﬀerent approach to
deracemization where coherent laser light is used to selectively
transform the structure of a speciﬁc enantiomer in a racemic
mixture into its mirrored form while leaving the opposite
enantiomer unchanged. A number of theoretical studies have
shown that this may be possible (see, e.g., refs 4−14); however,
laser-induced deracemization via enantiomeric conversion has
not yet been demonstrated in a laboratory, presumably because
experimental implementations of the theoretical principles
remain unfeasible for a variety of reasons (e.g., the theoretically
optimal laser pulse waveforms cannot easily be generated by
existing laser and optical technology).
In general, the concept of applying ultrashort laser pulses to
control the dynamics of molecular systems has been a topic of
interest for some time. A large body of theoretical (see, e.g., refs
15−19) and experimental (see, e.g., refs 20−26) work has been
produced in which the feasibility of applying custom-tailored
laser pulses to drive various systems into speciﬁc target states
has been demonstrated. Experimentally, so-called “closed-loop”
optimization schemes have proven to be particularly successful.
Essentially, the closed-loop approach is based around the
application of an adaptive algorithm27 to the inputs of a spectral
pulse shaper28,29 in a feedback loop, where the pulse-shaper
inputs are updated and optimized “on the ﬂy” based on
experimental data generated by the interaction of the molecular
system with preceding pulses.
We will demonstrate a robust method of controlling the very
delicate process of deracemization based on a computational
closed-loop scheme that manipulates the same inputs to the
optimization problem that an experimentalist would have access
to. In addition to this, we have ensured that the various control
parameters lie within the bounds of what is demonstrably
achievable in a laboratory. For these reasons, our approach
marks a departure from previous theoretical studies of laser-
induced deracemization. Our model system is the 3,5-diﬂuoro-
3′,5′-dibromobiphenyl molecule shown in Charts 1 and 2
(which we will henceforth refer to as F2H3C6−C6H3Br2).
F2H3C6−C6H3Br2 is an advantageous choice for at least two
reasons: It has an axially chiral structure where simple torsional
rotation around the stereogenic axis leads to transformations
between left- and right-handed enantiomeric forms and its
laser-induced dynamics are well studied experimentally. The
motivation for the latter statement is primarily based on an
impressive series of experiments conducted by Madsen et
al.,30−32 in which it was demonstrated that one or two
nonresonant femtosecond pulses can induce torsional vibration
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around the stereogenic axes of a Boltzmann population of
aligned or oriented F2H3C6−C6H3Br2 molecules in the gas
phase.
We use a genetic algorithm27,33 (GA) to optimize the peak
intensity and phase modulation of a pair of superposed, linearly
polarized, nonresonant Gaussian laser pulses in a manner that
leads to an increase in the amplitude of the aforementioned
torsional oscillations and a transfer of the molecular wave
packet over the potential energy barrier separating two
enantiomeric forms. Moreover, we show how to limit this
transfer so it occurs in only one type of enantiomer, leading to
deracemization. The laser pulses couple to the molecular
polarizability functions by way of the dynamic Stark eﬀect,34−36
which is proportional to the square of the ﬁeld envelope | |t( ) 2,
times the molecular polarizability term α. Therefore, an
advantage of this method over previous work is that we are
not limited by the carrier frequency of the laser because it can
be shown that the molecules will only respond to changes in
the electric ﬁeld envelope in the dynamic Stark regime.
At high temperatures, the two substituted phenyl rings of the
molecule rotate freely around the axial C−C bond that
connects them; however, in the work by Madsen et al. it is
demonstrated that cooling a gas-phase population to a few
Kelvin will hinder the internal rotation, and the dihedral angle
ϕd between the ring planes will become ﬁxed at ϕd = 39° or ϕd
= −39°. As Chart 2 demonstrates, these angular conﬁgurations
correspond to two diﬀerent stable structures that are each
other’s mirror image, that is, an enantiomeric pair. Here we
adopt the notation of labeling the 39° and −39° conﬁgurations
as Sa and Ra enantiomers, respectively. The most polarizable
axis (MPA) of the molecule lies along the stereogenic axis, as
shown in Chart 1. The second most polarizable axis (SMPA) of
both enantiomers is orthogonal to the MPA and oriented at a
relative angle of 11 and 28° with relation to the Br- and F-
substituted ring, respectively, as shown in Chart 2.
The initial 3D orientation of the molecules is critical to the
approach described here. Note that we adopt the standard
nomenclature where the term “orientation” diﬀers from the
term “alignment” in the sense that molecular orientation
imposes the additional requirement that all molecules point in
the same direction, a stricter condition than that of molecular
alignment, which does not diﬀerentiate between parallel and
antiparallel conﬁgurations. Orientation of the Sa and Ra
enantiomers, for example, so the Br ring of every molecule
points in the positive z ̂ direction as illustrated by Chart 1, can
be achieved by combining an adiabatic (ns) alignment pulse
with a static ﬁeld.37 Experiments have shown38 that elliptically
polarizing the alignment pulse will extend this 1D orientation
to 3D by conﬁning the MPA and SMPA along the major and
minor axes of the pulse, respectively,30 eﬀectively causing the Sa
and Ra SMPAs to lie parallel to each other, as shown in Chart 2.
The 3D orientation in our suggested setup is achieved by
combining a static ﬁeld with an elliptically polarized alignment/
orientation pulse E0 (see Abstract graphic), where the form of
this pulse can be expressed in lab frame coordinates as
= ̂ + ̂e et t tE ( ) ( ) ( )z z x x0 0 0 0 0, , (1)
where e0̂z and e0̂x are unit vectors aligned with the respective z ̂
and x ̂ axes and where t( )z0, and t( )x0, are the respective time-
dependent amplitudes of the major and minor pulse axes. The
suggested peak intensities of the major/minor axes of the
theoretical alignment pulse are, respectively, 3 and 1 TW/cm2,
and the suggested wavelength is 1064 nm, as these parameters
are comparable to experimental pulse parameters used in ref 32
to align a similar molecule.
The lowest frequency normal mode of the ground-state
F2H3C6−C6H3Br2 system corresponds primarily to the tor-
sional motion between the phenyl rings. Neglecting all higher
frequency modes, we can simplify the internal potential energy
surface of the molecule to a 2D representation of the torsional
energy as a function of the rotational angle of each ring, that is,
Vtor(ϕBr, ϕF),
9,31 where ϕBr and ϕF are the respective angles of
Chart 1. Molecular Structure of 3,5-Diﬂuoro-3′,5′-
dibromobiphenyl (F2H3C6−C6H3Br2)a
aThe most polarizable axis (MPA) is also shown (dashed red line). In
the simulations performed throughout this article, the MPA is always
oriented along the z ̂ axis with the Br-substituted ring pointing in the
positive direction as shown. The magenta arrow shows the direction of
the major polarization axis of the elliptical orientation pulse E0,
denoted by e0̂z.
Chart 2. Top-Down View of the 3D-Oriented Sa and Ra
Enantiomers When Their Second Most Polarizable Axes
(SMPA, dashed blue line) Are Aligned with the Minor
Polarization Axis of the Alignment Pulse E0, Denoted by e0̂x
(Magenta Arrow)a
aThe dihedral angle in this coordinate system is deﬁned as ϕd = ϕBr −
ϕF, where ϕBr and ϕF are the rotational angles of the Br- and F-
substituted rings around the stereogenic (z)̂ axis with respect to x ̂,
respectively. For reference, the polarization axes of the kick pulses E1
and E2, denoted, respectively, by e1̂ (blue arrow) and e2̂ (red arrow)
are pictured as well.
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the Br- and F-substituted rings with regard to the lab frame x ̂
axis, as illustrated in the top part of Figure 1. In a comparison
with experimental data in ﬁgure 4 of ref 32, it is demonstrated
that this 2D model will provide a very good approximation of
the system dynamics in ϕd as long as we limit the duration of
the simulated dynamics to ≲20 ps time scales.
The nonresonance and relatively large (ns) temporal width
of the adiabatic alignment pulse means we can model its eﬀects
on the system by simply adding a time-independent
perturbation to the ﬁeld-free potential Vtor(ϕBr, ϕF), that is
ϕ ϕ ϕ ϕ α′ = − | |V V( , ) ( , ) 1
4 xtor Br F tor Br F 0
2
0, (2)
where | |x0 2, is assumed to be constant over the simulated time
scales. (See Supporting Section Is for the derivation of the
polarizability term α0.) The inclusion of the alignment ﬁeld
introduces local minima in the Vtor′ (ϕBr, ϕF) potential surface.
(See Figure 1.) This means that the ﬁrst few solutions to the
time-independent Schrödinger equation will be bound states
located in these minima, which translates into angular
conﬁnement of the SMPA at low temperatures. Note that the
potential surface in the bottom right panel of Figure 1 contains
eight minima, corresponding to four physically identical
enantiomeric pairs. It is assumed that the optimized trans-
formation will involve a coherent trajectory along the minimum
energy path separating any two of these pairs. For this reason,
we reduce the simulation domain to the region bounded by the
black dashed lines. Boundary conditions are handled by
assuming that any portion of the wave packets that cross the
edge of the reduced simulation space are essentially “lost”, a
condition that is enforced by adding an absorbing negative
imaginary potential (NIP)39 to the simulation boundaries. (See
Supporting Section IIs.)
The ﬁrst two bound eigenstates (ψ0, ψ1) of this reduced
domain potential were calculated using the relaxation
method.40 In general, the eigenstates of the system are odd
and even functions around ϕd = 0. These states may be
combined to construct localized superpositions conﬁned to the
Ra or Sa well, that is, χRa = (ψ0 + ψ1)/√2 and χSa = (ψ0 − ψ1)/
√2. The energy spacing of the solutions suggest that we can
Figure 1. Upper diagram shows the ﬁeld free torsional potential Vtor as a function of the rotational angles of the Br- and F-substituted rings, that is,
moving in the positive diagonal direction corresponds to rotating the entire molecule while keeping the dihedral angle ﬁxed, and moving in the
negative diagonal direction corresponds to changes in the dihedral angle ϕd. The lower diagram shows how the ﬁeld free potential is perturbed by an
alignment ﬁeld applied along the laboratory frame x ̂ axis (see Chart 2 and eq 2), where in this case μ| | =c/ 1 TW/cmx0, 2 0 2, . The area bounded by
the dashed black lines on the lower potential surface shows the domain where we choose to simulate the dynamics, as transferring a wave packet
between the two minima located here is equivalent to switching from one enantiomeric form to the other.
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assume, to a very good approximation, that the ﬁrst two
eigenstates of the system will be equally occupied, and at
temperatures below 10 K all higher states will be empty. (Note
that the eigenenergy spacing of the unreduced domain potential
will be slightly diﬀerent, but qualitatively the argument is the
same.) As such, the initial thermal distribution can be rewritten
as the (incoherent) sum of densities associated with χRa and
χSa;
6 that is, the wave packet in the Ra or Sa well at simulation
time t = 0 can be expressed as ΨRa(0) = χRa or ΨSa(0) = χSa,
respectively. The energies of ψ0 and ψ1 are nearly degenerate,
so their superposition leads to relatively long-lived (on the
order of tens of milliseconds) states that are conﬁned to the left
or right well.30
As shown in the experimental setup sketched in the Abstract
graphic, the two deracemizing kick pulses E1 and E2 propagate
in the same direction, and their polarization axes are rotated
away from the minor alignment pulse axis by equal and
opposite angles ±δ/2, as shown in Chart 2. Dealigning the kick
pulse axes in this manner ensures that the optimized pulses can
break the inversion symmetry of the time-dependent dynamics
between the two enantiomers, a critical prerequisite to
successfully achieving deracemization. To gain an intuitive
understanding of how this symmetry breaking is made possible
by the dealignment of the kick pulses, we refer again to Chart 2,
which shows the orientation of the Ra/Sa SMPAs in the
presence of the alignment ﬁeld E0. It is illustrative to construct
a metaphor where applying a linearly polarized kick pulse to the
Ra/Sa system is loosely analogous to hitting the molecules with
a hammer moving in the same direction as the polarization axis
of the laser. We must ensure that when we swing the “hammer”
it will hit Ra and Sa from diﬀerent angles because hitting them
in the same place (e.g., if the kick pulses were aligned with x ̂)
will only lead to mirrored (inversion symmetric) time-
dependent dynamics. Within this framework, it is clear from
inspection of Chart 2 that hitting the oriented molecules from
the direction of e1̂ or e2̂ will (initially) lead to the desired
asymmetrical interaction. Note that the above argumentation
does not suﬃce to explain the reason for using two driving
ﬁelds with diﬀerent polarization axes. To understand this,
consider that applying a single ﬁeld, polarized, for example,
along e1̂, will cause the SMPAs of both enantiomers to rotate
toward and, on average, become more aligned with the e1̂ axis
over time, once again leading to issues with inversion
symmetry. Using two dealigned kick pulses makes it possible
to continually disrupt this type of unwanted molecular
alignment by changing the direction of the driving ﬁeld. The
total ﬁeld induced by the kick pulses, expressed in lab-frame
coordinates, is given by
= +
= ̂ + ̂e e
t t t
t t
E E E( ) ( ) ( )
( ) ( ) 2
tot 1 2






























where t( )1, and t( )2, are the (complex) time-dependent ﬁeld
amplitudes of each kick pulse. Including the interaction with
Etot, the full lab-frame system Hamiltonian becomes
Figure 2. Left panel shows the ﬁtness of the best performing individual from each generation of the GA optimization. (Note that in the GA we use
higher ﬁtness corresponds to lower values.) The two right panels show the spectral phase (red) and amplitude (blue) of the optimized pulse
envelopes 1, and 2, with a ﬁxed Gaussian spectral distribution, where (ω − ω0) 4 on the frequency axes indicates that the values have been shifted
and scaled to enhance readability.
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where we have omitted the time dependence of the ﬁeld
amplitudes for clarity, IBr and IF are the respective inertial
moments of the Br- and F-substituted rings, and the
polarizabilities α1, α2, and α12 are functions of ϕBr, ϕF, and δ.
(See Supporting Section Is.) Note that the molecular
polarizability tensor couples to Etot to second order, which
explains the *1 2, , and *1 2, , cross terms appearing in the
second line of eq 5.
Choosing realistic pulse parameters is clearly important if we
wish to maintain experimental feasibility. The intensity
envelopes of the initial, unshaped kick pulses are modeled as
Gaussian functions with ﬁxed fwhm widths of 495 fs. For
reference, we assume that the central wavelengths of the
unshaped pulses are 800 nm, although this choice has no
impact on our simulated model because the ﬁeld interaction in
the nonresonant limit is independent of the carrier frequency.
The GA was allowed to manipulate the peak intensities of the
unshaped pulses as free parameters in a range from 25 to 150
TW/cm2, leading to optimized peak intensities of 142.3 and
143.7 TW/cm2. This corresponds to a pulse energy of roughly
1 mJ, assuming the beam diameter is focused to 43 μm when
interacting with the molecules, as in ref 30. Energies in this
range can be handled by modern pulse shapers. It is also
possible to generate the shaped pulses at lower energies and
boost the intensity using a pulse ampliﬁer.41
Experimental spectral pulse shapers typically use an adjust-
able mask consisting of, for example, a pixel array of nematic
liquid crystals that independently modify the optical path of
discrete regions of the pulse spectrum by changing their
orientation when voltage is applied.28,29 The details of how we
chose to model the pulse shaping can be found in Supporting
Section IIIs. In short, we start by taking the numerical Fourier
transform of the unshaped Gaussian temporal pulse. The pixels
of the spectral mask are modeled by dividing a region around
the center of the spectral pulse distribution into 101 discrete
bins, as shown in the right side of Figure 2. The GA modiﬁes
the spectral phase shift produced by each bin as a boundless
parameter, which is then wrapped to a range between 0 and 2π.
Including the peak intensity of the unshaped pulses, this leads
to a total of 204 optimization parameters. These phase-chirped
pulses are reverse Fourier-transformed back into the temporal
domain, and the eﬀects of spatiotemporal coupling42−45 are
included by multiplying the center of the shaped pulse
envelopes by a 10 ps fwhm Gaussian function of height 1.
The result is a model of a pair of shaped and spatially ﬁltered
pulses, each generated by an unshaped laser with a 1.5 mm
beam spot diameter being run through a pulse shaper with a
spatiotemporal coupling speed of 150 μm/ps, representing
typical experimental values.29,46
The shaped pulses are simulated interacting with the system
using split-operator propagation39 to solve the time-dependent
Figure 3. Right column shows the intensity envelopes of the two optimized kick pulses (ﬁrst and second panels) as well as the cross term (third
panel) and the sum of all three terms (fourth panel). The three panels on the left show a sketch of how the potential surface Vtor′ is modiﬁed by each
of the three ﬁeld components, assuming μ μ μ| | = | | = * + * =c c c/ / ( )/ 51 2 0 2 2 0 1 2 1 2 0, , , , , , TW/cm2. The red and blue ovals show the Ra and Sa
wave packets at t = 0, respectively, and the arrows indicate the direction and magnitude of the wave packet acceleration in the ﬁelds. The two center
panels illustrate the trajectories of the mean wave packet positions when the system is driven by the optimized pulses, where the potential surface is
shown at t = Ttransfer, where Ttransfer is when the Ra wave packet crosses the central saddle point. The annotations on the middle panels are discussed in
the article text.
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Schrödinger equation. (See Supporting Section IIs for
simulation details.) When the simulation is ﬁnished, the ﬁtness
of the trial solution is evaluated and fed back into the GA.
(Fitness function details can be found in Supporting Section
IVs.) In short, the function evaluates how close the ﬁnal Ra and
Sa wave packets are to the location of the target well as well as
imposing penalties on the summed intensity envelope of the
combined pulses (see the bottom left panel of Figure 3) when
the peak intensity is close to or higher than a user-deﬁned
threshold. The left side of Figure 2 shows the optimization
convergence of a population of 600 individuals iterated for
2000 generations, and the right side shows the resulting phase
functions of the optimal spectral pulses. The ﬁtness curve
shown in Figure 2 is typical of the type of convergence we
observed across multiple optimizations; that is, there was
generally a very rapid initial improvement in performance,
followed by a long period of slow convergence. This rapid
initial improvement indicates that in an actual experiment it is
probably not necessary to iterate as many generations as we
have here to get decent results.
The optimized temporal intensity envelopes | |1 2, and | |2 2, as
well as the cross term * + *1 2 1 2, , , , of the two pulses
corresponding to the spectral distributions in Figure 2 are
shown in the top three panels on the right side of Figure 3. The
direct sum of all three ﬁeld components, ∑all, is shown in the
bottom right panel to illustrate that the total intensity never
exceeds 15 TW/cm2, which experimental data47 suggests is well
within a safe limit to avoid unwanted ionization eﬀects. The
two middle panels in Figure 3 show the trajectories of the
expectation value of the Ra and Sa wave-packet positions when
the molecules are driven by the optimized pulse envelopes.
These trajectories clearly demonstrate how the mean position
of the Ra wave packet transfers from the left to the right well
while the Sa wave packet remains in its original position. By
integration of the numerical wave packets at t = 25 ps, we ﬁnd
that 98% of the molecules are now Sa enantiomers. The three
panels on the left side of Figure 3 show sketches of the initial Ra
and Sa wave packets (i.e., ΨRa(0) in red and ΨSa(0) in blue), as
well as illustrations of how the potential surface is modiﬁed
when the α1, α2, or α12 terms are independently applied to the
system when | |1 2, , | |2 2, , and * + *1 2 1 2, , , , are set to a “typical”
intensity of 5 TW/cm2. The red and blue arrows in each panel
illustrate the direction and (arbitrarily scaled) magnitude of the
initial wave packet acceleration in the presence of the ﬁeld
terms. Note that the directions of the Ra/Sa acceleration vectors
associated with the α1 or α2 terms do not align (unlike the
vectors associated with the α12 term, which are antiparallel).
This indicates that modifying the potential surface with E1 or E2
will propel ΨRa(0) and ΨSa(0) along divergent trajectories, again
demonstrating how the dealigned pulses can break the
inversion symmetry of the system.
To better illustrate the optimized dynamics, we can
transform the 2D time-dependent wave packets into 1D time-
dependent marginal probability distributions by integrating ΨRa
and ΨSa along coordinates that are transverse to the dihedral
angle ϕd = ϕBr − ϕF, and the weighted rotational angle Φ =
(IBrϕBr + IFϕF)/(IBr + IF). Like ϕBr and ϕF, ϕd and Φ do not
couple in the kinetic energy operator of the Hamiltonian.9
(There are couplings expressed in terms of the boundary
conditions that depend on the ratio of the moments of inertia,9
but this issue is avoided because the interplay of the ﬁtness
function with the NIP boundary leads to optimized wave-
packet trajectories that never reach the edge of the simulation
domain.) The advantage of using the ϕd and Φ coordinates is
that they allow us to separately view the “internal” and
“external” dynamics of the system; that is, dynamics in ϕd
represent relative changes in the (internal) molecular
coordinates and dynamics in Φ represent changes in the
overall molecular rotation with regard to the (external) lab
frame coordinates.
Because of mutual association with the overall molecular
rotation, changes in Φ are concomitant with changes in the
orientation of the molecular SMPAs. Combined with
information shown in Figure 4, this can help explain how the
optimized pulses work. As discussed, alignment of the SMPA
with e1̂ (or e2̂) leads to unwanted inversion symmetry in the
dynamics generated by E1 (or E2). This is dealt with by
Figure 4. First panel from the left shows an overlay of the optimized ﬁeld components. The second and third panels show the 1D marginal
probability distribution of the 2D wave packet in the ϕd coordinate for the Ra (red) and Sa (blue) wave packets. The fourth and ﬁfth panels show the
marginal probability distribution in the weighted rotational angle Φ. The second and third panels also include a sketch of the ﬁeld free potential in ϕd
(black solid line) to illustrate the localization of the wave packets before and after the interaction with the optimized pulses. The annotations on
panels 2 and 3 are discussed in the article text.
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gradually alternating between using E1 and E2 to pump the
amplitude of the dihedral oscillations. As panels 4 and 5 in
Figure 4 show, this causes the Φ/SMPA angle to sweep back
and forth between e1̂ and e2̂, maintaining the broken inversion
symmetry of the interaction. This “switching” dynamic between
E1 and E2 can be observed in the changing /1 2, , contribution
to the train of ﬁve moderately intense pulses visible in the plot
of ∑all between 6 and 12 ps in panel 1 of Figure 4. Panels 2
and 3 in the same Figure show how this pulse train signiﬁcantly
increases the amplitude of the dihedral oscillations via “pseudo-
resonant”36 driving, as the pulse spacing is approximately
equivalent to the vibrational period in ϕd. The preceding
mechanisms eﬀectively “prime” the system for the asymmetric
transfer that occurs at 15 ps, when the ﬁelds combine to
generate a broad, intense pulse that propels the Ra wave packet
over the potential barrier, whereas the slightly dissimilar
trajectory of the Sa wave packet causes it to rebound instead.
To clarify the relationship between the dynamics plotted in
Figures 3 and 4, we identify the location of three turning points
in the ϕd oscillations leading up to the transfer, labeled by 1, 2,
and 3, on both Figures. (Note that for Ra label 3 denotes the
transfer point and not a turning point.) Using these reference
points, the 2D trajectories pictured in Figure 3 clearly show
how the Ra and Sa wave packets hit the barrier in places with
diﬀerent heights, which explains the asymmetric transfer.
Note that the symmetry of the two kick pulses with regard to
the initial alignment of the system (see, e.g., Chart 2) means
that if we wanted to deracemize the system into the Ra
conﬁguration instead of Sa as done here, we need only swap
the polarization directions of the optimized E1 and E2 pulses.
This leads to identical-but-mirrored dynamics across the
system; that is, the Sa enantiomers will now become Ra instead
of vice versa. The upshot of this is that once we have found a
pulse optimized for one type of deracemization, we can freely
select which enantiomer we want to generate with our laser.
The ﬁtness function we have used to optimize the pulses is
based on the norm of the quantum wave packet. (See eq 29s in
Supporting Section IVs.) In principle, it is possible to extract
this type of statistical information from the system in an
experiment, for example, by using Coulomb explosion to map
the positions of the Br and F rings (see, e.g., refs 30−32);
however, this approach may be time-consuming because it is
likely to require many repeated measurements. A simpler
technique could be to use a linear ﬁeld to measure the
polarization rotation produced by the molecular ensemble
because this quantity is related to the overall chirality of the
sample.48 While this would certainly be faster, it yields less
speciﬁc information about the position of the quantum wave
packets.
It is also likely that the eﬀect of intramolecular vibrational
energy redistribution49 will become more pronounced at higher
vibrational amplitudes. While our model does not capture this
type of coupling to other degrees of freedom, an experimental
closed-loop optimization scheme should be able to correct for
this type of discrepancy.
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(9) Hoki, K.; Kröner, D.; Manz, J. Selective Preparation of
Enantiomers from a Racemate by Laser Pulses: Model Simulations
for Oriented Atropisomers with Coupled Rotations and Torsions.
Chem. Phys. 2001, 267, 59−79.
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Is. MODELING THE FIELD INTERACTION
Combining equations 2 and 3 from the main text, the
Hamiltonian of the system can be written as








+ V ′tor . . .
. . .− 1
4
E∗tot(t) ·α ·Etot(t), (1s)
where IBr = 8911925 a.u., IF = 1864705 a.u., and α is
the polarizability tensor in the molecular frame:
α =
αxx αxy αxzαyx αyy αyz
αzx αzy αzz
, (2s)
where αij = αji, and where αxx,yy,xy are functions of φd.
The αxx,yy(φd) functions are of the form Axx,yy cos(φd)+
Bxx,yy, and αxy(φd) is of the form Axy sin(φd) + Bxy,
where the coefficients Axx,yy,xy and Bxx,yy,xy are de-
termined by fitting to the data in table I of ref [30],
and found to be Axx = 16.832, Bxx = 200.871, Ayy =
−20.1435, Byy = 112.4955, Axy = −18.81, and Bxy = 0
(expressed in atomic units). Note that the αzz,zx,zy com-
ponents are not required, since the kick pulses are as-
sumed to be orthogonal to the molecular MPA, which is
defined to be parallel to the molecular frame (and lab
frame) zˆ axis. As stated in the article text, Etot(t) is the
vector sum of kick pulse 1 and 2:
Etot(t) = E1(t) +E2(t), (3s)
and the first kick pulse E1(t) is rotated away from the





where E1(t) is the complex time-dependent field ampli-
tude. Similarly, the second kick pulse E2(t) is rotated






Neglecting the implicit time-dependence for clarity of no-
tation, we expand the E∗tot · α · Etot term in eq 1s by
combining it with eq 3s:
E∗tot·α·Etot = E∗1 ·α·E1+E∗2 ·α·E2+E∗1 ·α·E2+E∗2 ·α·E1.
(6s)
To proceed we need to re-express α in the laboratory
frame. This is achieved using rotational cosine matrices:
αlab = R
TαR, (7s)
where R is the rotational cosine matrix:
R =
 cos(ψ) cos(φ)− cos(θ) sin(φ) sin(ψ) cos(ψ) sin(φ) + cos(θ) cos(φ) sin(ψ) sin(ψ) sin(θ)− sin(ψ) cos(φ)− cos(θ) sin(φ) cos(ψ) − sin(ψ) sin(φ) + cos(θ) cos(φ) cos(ψ) cos(ψ) sin(θ)
sin(θ) sin(φ) − sin(θ) cos(φ) cos(θ)
. (8s)
The Euler angles ψ, θ and φ are represented in figure
1s, and due to the molecular orientation, in our case we
let ψ = 0, θ = 0 and φ = φBr. We can now rewrite the
expressions for the interaction term by simply performing
the matrix multiplications. For the first term in eq 6s,
we get
E∗1 ·RTαR ·E1 (9s)
The matrix multiplication yields an expression that can
be collected into three terms based on the relation to the
αij elements of α (eq 2s). After applying some straight-
forward trigonometric identities, we arrive at
E∗1 ·αlab ·E1 = |E1|2α1, (10s)
S2
Figure 1s. Molecular rotational angles in the laboratory frame.
where
α1 = αxx cos
2(φBr − δ/2) . . .
. . .+ αyy sin
2(φBr − δ/2) . . .
. . .− 2αxy sin(φBr − δ/2) cos(φBr − δ/2). (11s)
The result for E∗2 · αlab · E2 will be the same except we
replace δ/2 with −δ/2 in the final expression:
E∗2 ·αlab ·E2 = |E2|2α2, (12s)
where
α2 = αxx cos
2(φBr + δ/2) . . .
. . .+ αyy sin
2(φBr + δ/2) . . .
. . .− 2αxy sin(φBr + δ/2) cos(φBr + δ/2). (13s)
Now, treating the first cross-term from equation 6s, i.e.
E∗1 · RTαR · E2. Here the outer product of the field








Performing the matrix multiplication and simplifying as
before yields
E∗1 ·αlab ·E2 = E1∗E2α12, (15s)
where
α12 = αxx cos(φBr + δ/2) cos(φBr − δ/2) . . .
. . .+ αyy sin(φBr + δ/2) sin(φBr − δ/2) . . .
. . .− 2αxy cos(φBr) sin(φBr) (16s)
The form of this solution implies that the other cross
term E∗1 · RTαR · E2 will yield an identical expression
save for the complex amplitudes of the fields, which will
be conjugated. Therefore, E∗1 · αlab · E2 + E∗2 · αlab · E1
can be written as
E∗1 ·αlab ·E2+E∗2 ·αlab ·E1 = (E1∗E2 + E1E2∗)α12. (17s)
Combining eqs 10s, 12s and 17s with eqs 6s and 1s, we
arrive at the expression for the Hamiltonian given in lab-
frame coordinates shown in eq 5 of the main text.
A. Alignment Field
The expression for the polarizability term of the ori-
entating field α0 is identical to the expressions for α1 or
α2 (eq 11s or 13s) if we set δ = 0. The observant reader
will note that there should in principle also exist a cross
term between the alignment field and the two kick pulses,
however because the wavelength of the alignment field
is 1064 nm and the wavelengths of the two kick pulses
are 800 nm, this cross term will only contribute a “beat-
ing” oscillation to the field with a frequency that is much
faster than the response time of the system (i.e. it is non-
resonant). Because the mean contribution of this beating
term to the total field is 0 in the non-resonant regime, it
can be ignored just as the central carrier frequencies of
the pulses can be ignored in the dynamic Stark regime.
IIs. MODELING THE MOLECULE
As shown in section Is, the Hamiltonian of the system
can be written as








+ V ′tor . . .
. . .− 1
4
[








Note that the torsional potential energy function Vtor
varies as a function of the dihedral angle φd = φBr − φF,
and that the symmetry of the molecule implies that
Vtor(φd) is pi periodic and Vtor(φd) = Vtor(−φd). In our
model, the form of Vtor(φd) is determined by fitting a se-
ries of 7 functions that satisfy the same periodicity and
symmetry requirements to the numerical data extracted





where the coefficients of eq 20s are found to be C0 =
41.4478, C1 = −13.5702, C2 = 38.1985, C3 = 7.3650,
C4 = 0.9870, C5 = 0.3590, and C6 = 0.0813 (expressed
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in eV). In practice, we reduce the size of the simulation








(φBr + φF). (22s)
Expressed in these coordinates, the Hamiltonian becomes















+V ′tor . . .
. . .− 1
4
[
|E1|2α1 + |E2|2α2 + (E∗1E2 + E1E∗2 )α12
]
, (23s)
where M1 = 4IFIBr/(IF + IBr) and M2 =
2IFIBr/(IF − IBr) (Note the cross term in the ki-
netic energy operator). Due to symmetry considerations
discussed in the main text, we can reduce the simulation
domain to the area bounded by the black dashed lines
in the bottom part of article figure 3. As stated, it is
assumed that the optimal transfer will involve a coherent
trajectory along a minimum energy path between the
two adjacent minima located within this region, as
denoted by the double arrow in the figure. It is therefore
assumed that any portion of the wave packets that
cross the boundaries of the reduced simulation space
are essentially “lost”. In practice, this condition is
implemented by adding an absorbing negative imaginary
potential39 (NIP) to the simulation boundaries. Using
the φx and φy coordinates, the simulation domain is set
to −pi/4 ≤ φx ≤ pi/4 and −pi/2 ≤ φy ≤ pi/2. When
a negative imaginary potential function NIP(φx, φy) is
included, we extend the simulation domain by adding
a border of width pi/32 and pi/16 to the domain edges
in the φx and φy directions, respectively. By trial and
error, a good form of the NIP(φx, φy) function was found
to be:




































where generally Θ(r) is the Heaviside step function ap-
plied in the r direction. As stated, the solution to the
time-dependent Schödinger equation (TDSE) was found
numerically using split operator propagation39. Because
the full genetic algorithm optimization requires solving
the TDSE over one million times, the simulation step size
was set as large as possible to 1000 a.u., and the number
of grid points in the φx and φy directions was set as low as
possible to 128, in order to minimize the computational
costs. Once the optimization was finished, we decreased
the simulation time step to 100 a.u., and increased the
number of grid points in the φx and φy directions to
256, and simulated the system interacting with the opti-
mal pulse in order to generate the plots and data shown
in the article (it was found that further increasing the
number of time steps and/or grid points did not impact
the results). Generally, adjusting the time step spacing
of the numerically shaped pulses for simulation purposes
was achieved using linear interpolation.
IIIs. MODELING THE PULSE SHAPING
In a computer, the temporal pulse data of the un-
shaped pulse is represented by complex function E(tn),
where tn are a discrete series of N equally spaced time
steps with total length T and spacing ∆t = T/(N − 1).
An easy way to approximate the effect of a phase-only
spectral pulse shaper on E(tn) is to simply apply the
discrete Fourier transform (DFT) to the data. This re-
sults in spectral distribution E˜(ωn) = F{E0(tn)}, where
ωn are a series of equally spaced frequencies with spac-
ing ∆ω = 2pi/T , and F{} represents the application of
the DFT transformation matrix. The N phases of the
spectral signal are then modulated by multiplying the
elements of E˜(ωn) by a complex exponential argument:
E˜(ωn) exp[iΩ(ωn)], (25s)
where Ω(ωn) represents the change in phase angle of the
signal at frequencies ω0−N . The shaped temporal pulse







This simplistic approach is able to roughly demonstrate
the general principle of spectral pulse shaper operation,
however there are numerous extra factors that come into
play in an experimental situation that complicate the pic-
ture. The details of experimental pulse shaper operation
have been the subject of numerous theoretical analyses
(see e.g. refs [42–45] ), and it is in principle possible to
construct a very complete and/or accurate model of the
pulse shaping process that includes e.g. the effect of gaps
between pixels in the spectral mask45. In spite of this,
we assume that omitting some of these effects will not
significantly impact our results, since the genetic algo-
rithm doesn’t particularly “care” about all the minutiae
involved in the relationship between the phase modula-
tion and the shaped pulse, i.e. it will automatically cor-
rect for small discrepancies between our numerical model
of pulse shaping and an actual experimental setup.
A. Spectral Width of the Mask Pixels
For this reason, we have chosen to only include fac-
tors that we have deemed play fundamentally significant
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roles in the spectral pulse shaping process. The first is re-
lated to the maximum width of the shaped pulse. In gen-
eral, the maximum temporal width of the time window in
which the pulse shaper can control the shape of the pulse
is inversely related to spectral width of the phase mask
pixels. The impact that this property has on a numerical
approach using the DFT will now be discussed.
As stated, if we take the DFT of a Gaussian pulse
located within a time window of total length T and con-
stant time step size ∆t, the pulse spectrum will be repre-
sented on a grid of equally spaced frequencies with spac-
ing ∆ω = 2pi/T . Let δΩ be the spectral width of the
pixels in the phase-adjustable liquid crystal mask (LCM)
of the experimental pulse shaper. If δΩ = ∆ω = 2pi/T ,
it is clear that the pulse shaper will be able to mod-
ify every frequency in the pulse spectrum independently,
leading to the maximum possible controllability of the
pulse shape within the time window T . Now, using the
same pulse parameters and time step size, we increase
the size of the pulse time window to 3T , letting ∆ω′ be
the new frequency spacing in the spectral domain, i.e.
∆ω′ = 2pi/3T . Clearly, the general shape of the spec-
tral distribution will be unchanged, however the size of
the frequency grid spacing is now reduced by a factor of
three, i.e. ∆ω = 3 × ∆ω′. If the mask pixel width δΩ
remains unchanged, each pixel in the spectral mask will
now contain three frequencies. The first column of figure
2s illustrates this concept, where the same randomly gen-
erated phase mask with fixed pixel width δΩ = 2pi/T is
applied to the spectral distributions of a Gaussian pulse,
centered at time t = 0, calculated using time windows
of length T , 3T and 11T (note that it is always assumed
that ∆t = const.).
The second column of figure 2s shows the temporal
amplitudes of the shaped pulses that correspond to the
three phase-modulated spectra in the first column. Here
it can be seen that the shapes of all three pulses are simi-
lar within the central region of width T (bounded by the
blue lines). It can also be seen that the effect of including
more frequencies per pixel leads to a general spreading of
the pulse shape beyond this central region. The tempo-
ral pulse with the 11T time window shows that the pulse
spreading is characterized by repeating identical subse-
quences, or “replicas”, of diminishing amplitude. These
replicas also appear in experimentally shaped pulses due
to the finite spectral width of the spectral mask pixels46.
The plots in the second column of figure 2s indicate
that in the region demarcated by the blue lines (i.e. from
−T/2 < t < T/2), there is a limit where further in-
crease in the total duration of the pulse time window
(and therefore the number of frequencies per mask pixel)
will cease to significantly impact the pulse shape. This
limit is visualized in the right panel of figure 2s using a
plot of the integrated pulse area from −T/2 to T/2, as a
function of the number of frequencies per phase element.
Here, it is seen that when the number of frequencies per
pixel is > 7, the integrated area converges to a nearly
constant value, i.e. there are negligible changes in the
pulse shape in the region −T/2 to T/2 as a function of
the frequency/pixel ratio beyond this limit. In an ex-
perimental situation, the finite width of the pixels in the
phase mask means that each pixel will modulate a large
number of adjacent frequencies. Here, we have shown
that given a phase mask pixel width of δΩ = 2pi/T , the
numerically shaped pulse will closely resemble the exper-
imentally shaped pulse from −T/2 to T/2 as long as the
total size of the numerically shaped pulse time window
is > 7T .
What follows is a description of how we make use of the
principles we have just outlined to generate the numeri-
cally shaped pulses. Given a spectral amplitude distribu-




, we define the phase
modulated region to lie within a frequency window cen-
tered at ω0 and of width Wω = 8σ, where the phase is
set to 0 everywhere outside of this region. The ampli-
tude functions of the unshaped pulses are 700 fs FWHM
Gaussians, which means that the frequency window will
span Wω = 2.69 × 1013 rad. Now, we once again let
δΩ represent the spectral width of a single phase mask
pixel, and T the size of the time window where there is
maximum possible controllability of the pulse shape (i.e.
there will be no pulse replicas within a window of size
T = 2pi/δΩ). In the simulations performed in our paper,
we chose a time window of size T = 23.6 ps, yielding a
pixel width of δΩ = 2.66 × 1011 rad, which means that
within the phase modulated frequency window there will
be bWω/δΩc = 101 equally spaced discrete phases that
can be controlled by the algorithm. To ensure that the
numerically shaped pulse will accurately resemble its ex-
perimental counterpart, the total size of the time domain
was set to Ttot = 256 ps, leading to at least 10 frequen-
cies per pixel in the numerical representation of the phase
mask. In order to ensure that the representation of the
shaped pulse is not under sampled in the temporal do-
main, the full pulse in the time window Ttot is represented
on a grid of N = 217 points, yielding a time step size of
∆t = 1.9 fs.
B. Spatiotemporal Coupling
A property inherent to all spectral pulse shapers known
as spatiotemporal coupling42–45 presents us with a con-
venient way to disregard the parts of our numerical pulse
where |t|  0, i.e. the outer regions that contain the
replicated structures. In short, spatiotemporal coupling
is a result of the finite spot size of the experimental laser,
which leads to a convolution of the spectral pulse with
its spatial intensity profile. The consequence of this is
that temporal shifts of size ∆t in the shaped pulse are
associated with spatial shifts in the transverse spatial co-
ordinate of size ∆x = v∆t. The variable v is the so-called
spatiotemporal coupling speed, the value of which typi-
cally ranges from ∼ 85 to ∼ 145 µm/ps, depending on
the experimental configuration of the pulse shaper29,46.
Effectively, inclusion of spatiotemporal coupling effects
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Figure 2s. Given a series of random discrete phase shifts in the spectral domain with fixed pixel width δΩ = 2pi/T , the left
columns show how increasing the size of the numerical time window for the shaped (Gaussian) pulse from T to 3T to 11T will
increase the number of frequencies per pixel from 1 to 3 to 11. The middle column shows how increasing the time window in
this manner leads to the shaped pulse becoming spread out with repeating “replicas” appearing outside of the central time window
of width T (blue lines). The middle and right panels also illustrate how the pulse within the central time window converges to
a constant shape as the number of frequencies per pixel increases.
Figure 3s. The bottom left panel shows the shaped pulse from
figure 2s, and the panel above shows how this pulse will look
in 2D when the spatiotemporal coupling effects are included.
The two right panels illustrate how plotting E(t, x) along the
central transverse coordinate at x = 0 (top right panel) is
equivalent to multiplying the 1D representation of the pulse
E(t) by a simple Gaussian function in the temporal domain
(bottom right panel) .
in our model means that the shaped pulse is now a func-
tion of t and x, i.e. ES(t, x) as illustrated in the top left
panel of figure 3s. Note that if we set v = 0 and confine
the description of the pulse to the central transverse coor-
dinate (i.e. x = 0), we revert to the 1D description of the
pulse from subsection IIIsA, i.e. ES(t, x)|v=0,x=0 = ES(t)
as shown in the bottom left panel of figure 3s. Assum-
ing the temporal and spatial intensity profiles of the un-
shaped pulse in the t and x coordinates are well repre-
sented using Gaussian functions, i.e.













It can be shown28 that if v > 0 and σt  v/σx, the
following relation will hold:







i.e. we can approximate ES(t, x) in the central trans-
verse coordinate at x = 0 (the red line in the top left
panel of figure 3s) by simply multiplying the 1D trans-
form ES(t) by a Gaussian “masking” function of height 1.
As the top and bottom panels on the right side of figure
3s show, this leads to a truncation of the shaped pulse
time window that is related to the spot size of the un-
shaped pulse σx, and spatiotemporal coupling speed v.
Experimentally, this type of truncation can be achieved
via spatial filtering, e.g. by placing an iris after the pulse
shaping setup28. For the purposes of our model, this type
of filtering has the nice effect of eliminating the replicat-
ing structures that appear outside of the center of the
numerically shaped pulse, provided we select a masking
function with an appropriate width.
The effects of spatiotemporal coupling where incor-
porated in the numerically shaped pulses by truncating
them to a 24 ps time window by multiplying them by a 10
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ps FWHM Gaussian function of height 1. Assuming that
the FWHM diameter of the Gaussian beam spot is 1.5
mm, this translates into a spatiotemporal coupling speed
in the pulse shaper of v = 150 µm/ps, which is fairly
typical of what one would encounter in an experimental
situation.
C. The Nonimpact of the Carrier Frequency
In the main article text we state that the two kick
pulses have 800 nm wavelengths, which places them far
into the non-resonant regime and allows us to disregard
the impact of the carrier frequency on the molecular dy-
namics. While this is clearly important from an experi-
mental point of view, our model of the field interaction
implicitly disregards the carrier frequency by construc-
tion, regardless of what we choose it to be. This is be-
cause our system couples to the pulse envelopes |E1(t)|2
and |E2(t)|2, i.e. the complex field oscillations are re-
moved (note also that the E1∗(t)E2(t) and E1(t)E2∗(t)
cross terms are independent of the absolute magnitude
of the carrier frequency as well, since multiplication of
the conjugated and unconjugated components will lead
to complex arguments that are strictly a function of the
relative frequency difference). As such, changing the cen-
tral carrier frequency ω0 of the unshaped pulses will have
no impact on the shaped pulse envelopes, or the simu-
lated dynamics. For this reason, we choose to simplify
the numerical pulse shaping process by always letting
ω0 = 0.
IVs. GENETIC ALGORITHM FITNESS
FUNCTION
Let the full length of the pulse time window(s) be T ,
and the time-dependent wave packets starting in the Ra
and Sa configurations be defined by ΨRa(t) and ΨSa(t),
respectively (where we have omitted the spatial coordi-
nates for clarity). Assuming the goal is deracemization
into Sa enantiomers, the task of the optimization algo-
rithm is to determine the phase mask inputs and initial
pulse intensities that will lead to maximum localization
of ΨRa(T ) and ΨSa(T ) in the Sa potential well. To do
this, the genetic algorithm requires a way to measure the
success or “fitness” of a given, arbitrary trial solution.
Our approach is to monitor the temporal evolution of
the wave packets over an “extra” time period of length
Te after the pulses are switched off. At a series of inter-
mediate time steps between T and T + Te, we analyze
how close the wave packets are to the (in this example,
Sa) target location using the expressions
〈ΨSa(t′)|ΛSa |ΨSa(t′)〉 and 〈ΨRa(t′)|ΛSa |ΨRa(t′)〉,
(29s)


















where Θ(φx) is the Heaviside step function applied along
the φx coordinate. The second bracketed term on the
right side of equation 30s normalizes and inverts the po-
tential energy surface of V ′tor(φx, φy) so min(V ′tor) = 1
and max(V ′tor) = 0, and the first bracketed term is essen-
tially a modified Heaviside step function that multiplies
everything by −1 when φx > 0 and 0.5 when φx < 0.
Multiplying ΛSa by the wave function norm and inte-
grating over φx and φy will lead to positive values when
the wave packet is near the “undesirable” (in this exam-
ple, Ra) well and negative values when the wave packet
is near the “desirable” (in this example, Sa) well.
The evaluated fitness for each enantiomer is calculated
by applying eq 29s to the ΨRa and ΨSa wave packets N
times with equal spacing over the time period Te, i.e.
ΓRa =
∑N










where N∆t = Te, and dividing the summations by 2(N+
1) and adding 1 normalizes the values of ΓRa and ΓSa
to lie between 0 and 1. Generally Te should be a long
enough to get a good picture of the final state of the
system, e.g. the length of a few oscillation periods in
the φd coordinate. In our optimization, Te = 5 ps and
N = 9.
The final component of the fitness function is a term
that penalizes pulses with peak intensities that are higher
than a user-defined threshold limit Ithresh. The peak in-
tensity of a candidate pulse is calculated by simply find-
ing the maximum value of the the direct sum of the three
field components discussed in section Is, i.e.
Ipeak = max
[
|E1|2 + |E2|2 + E∗1E2 + E1E∗2
]
/cµ0. (33s)
Note that the fact that the two kick pulses do not share
the same alignment axes means that the actual peak in-
tensity will be slightly lower, so in effect Ipeak represents
an absolute upper bound. The intensity fitness is calcu-
lated by mapping Ipeak to a value between 0 and 1 with
a sigmoid function:
ΓI = {1 + exp[−β(Ipeak − Ithresh)]}−1, (34s)
where β is a factor that adjusts the steepness of the sig-
moid function at Ithresh, allowing us to tune the “sever-
ity” of the cutoff limit. In our optimization, Ithresh = 16
TW/cm2 and β = 2 cm2/TW.
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The final fitness of a given pulse is evaluated by taking










where in practice, the GA tries to find parameters that
minimize the value of Γ.
Vs. ALGORITHM IMPLEMENTATION
Our GA optimizations where performed using the
MATLAB33 implementation with adaptive mutation, a
total population of 600, 2 “elite” individuals, and 2000
total generations (unless otherwise specified, all other set-
tings where set to default). The calculations where run
in parallel using 20 cpu cores. To avoid Hamming cliffs,
the algorithm is allowed to modify the phases as bound-
less parameters. The peak intensity parameters for the
unshaped pulses where restricted to a range between 25
and 150 TW/cm2. Each kick pulse is characterized by
101 phase components, and 1 parameter that determines
the peak intensity of the unshaped pulse, leading to a to-
tal of 204 parameters or “genes” characterizing each trial
solution.
We will now outline how the GA optimizations where
implemented. The initial population of 600 trial solu-
tions, each with a “genome” consisting of 204 double pre-
cision floating point numbers, is randomly generated. For
each trial solution the following steps are taken:
1. Within a time window running from −128 ≤ t ≤
128 ps with temporal spacing ∆t = 1.9 fs, a pair of
unshaped 700 fs FWHM Gaussian pulses centered
at t = 0 and with carrier frequency ω0 = 0 (see
section IIIs C) are created with peak intensities de-
fined by the first two genome parameters.
2. Two spectral phase mask functions consisting of
101 equally spaced “pixels” with values ranging
from 0 to 2pi are generated using the remaining
202 genome parameters. As described in section
IIIsA, the full spectral width of each mask is
Wω = 2.69×1013 rad, and they are centered around
the peaks of the spectral pulse amplitude functions
at ω = ω0 = 0.
3. The phases of the two unshaped Gaussian pulses
are modulated by their respective masks in the
spectral domain and transformed back into the
temporal domain to generate the shaped pulse am-
plitude functions E1(t) and E2(t).
4. The temporal functions |E1(t)|2, |E2(t)|2 and
E1∗(t)E2(t)+E1(t)E2∗(t) are multiplied by the Gaus-
sian spatio-temporal coupling masking function as
described in section IIIs B, and the pulse time win-
dows are truncated to −12 ≤ t ≤ 12 ps.
5. Using linear interpolation, the shaped pulse data
is resampled at the quantum simulation time step
size of 1000 a.u..
6. Two simulations are performed by independently
propagating the ΨRa(t = 0) and ΨSa(t = 0) wave
packets interacting with the shaped pulses, as de-
scribed in sections Is and IIs.
7. After propagating the interactions for the 24 ps
pulse duration, the fitness parameters ΓRa , ΓSa and
ΓI are evaluated and the total fitness of the trial
solution is calculated as described in section IVs.
After the fitnesses of all 600 trial solutions have been eval-
uated, a new population is generated from the previous
one using the GA selection and mutation procedures, and
steps 1 − 7 are repeated. This entire process is iterated
2000 times, and the best performing solution from the
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Recent advances in ultrafast laser technology hint at the possibility of using shaped pulses to generate der-
acemization via selective enantiomeric conversion; however, experimental implementation remains a challenge
and has not yet been achieved. Here, we describe an experiment that can be considered an accessible in-
termediate step on the road towards achieving laser induced deracemization in a laboratory. Our approach
consists of driving a racemic mixture of 3D oriented 3,5-difluoro-3′,5′-dibromobiphenyl (F2H3C6 −C6H3Br2)
molecules with a simple train of Gaussian pulses with alternating polarization axes. Using arguments related
to the geometry of the field/molecule interaction, we illustrate why this will increase the amplitude of the
torsional oscillations between the phenyl rings while simultaneously breaking the inversion symmetry of the
dynamics between the left- and right-handed enantiomeric forms, two critical prerequisites to achieving the
asymmetric wave packet transfer required for deracemization to occur. We verify our approach using numeri-
cal simulations, and show that it leads to significant and experimentally measurable differences in the internal
enantiomeric structures when detected by Coulomb explosion imaging.
I. INTRODUCTION
Deracemization occurs when a racemic mixture of
molecules is transformed into a mixture containing an
excess of a single enantiomer. The majority of the work
done on deracemization at present time has been con-
cerned with the use of chemical reagents to separate or
transform enantiomers (see, e.g., refs 1 and 2).
A number of theoretical studies have also demon-
strated the feasibility of a fundamentally different ap-
proach, where deracemization is achieved using coher-
ent laser light (see, e.g., refs 3–13). Many of these
theoretical investigations have been based around deter-
mining the shape of the deracemizing laser pulse using
some kind of optimization algorithm; for example in a
previous study14 done by our group we demonstrated
theoretically that a genetic algorithm15 can be used to
optimize the spectral phase components16 of two non-
resonant, linearly polarized Gaussian laser pulses with
polarization axes rotated 13◦ away from each other in
a way that leads to selective enantiomeric conversion
of a racemic mixture of 3D-oriented, 3,5-difluoro-3′,5′-
dibromobiphenyl (F2H3C6 − C6H3Br2) molecules. How-
ever, achieving laser-induced deracemization in a labora-
tory has not yet been achieved. This is partly because
experimentalists still consider it a “high risk” venture;
the difficulty of performing the experiment means that it
will require the allocation of significant resources.
Here, we therefore propose a more modest experiment
that can be considered an intermediate step on the road
towards fully achieving laser induced deracemization.
Using an experimental setup similar to the one described
in ref. 14, we theoretically demonstrate that applying
a relatively simple series of driving laser pulses to a gas
phase racemic mixture of 3D aligned/oriented F2H3C6−
C6H3Br2 molecules can lead to significant and measur-
able differences in the internal dynamics and structure
between the left- and right-handed enantiomeric forms,
effectively transforming a racemic 50/50 mixture into a
26/74 mixture that is skewed towards one of the enan-
tiomeric species. The key difference between this work
and that performed in ref. 14 is that the results pre-
sented here do not require significant optimization of the
laser pulse shape; instead we exploit some of the general
principles that we uncovered by analyzing the optimized
fields in ref. 14 to “manually” construct the pulse train
in a way designed to make experimental implementation
more feasible.
II. BACKGROUND INFORMATION
The experimental and theoretical details pertaining to
F2H3C6 − C6H3Br2 and similar molecular systems are
covered in refs. 14, 17–19. To summarize, F2H3C6 −
C6H3Br2 has an axially chiral structure where torsional
rotation around the stereogenic axis leads to transforma-
tions between left- and right-handed enantiomeric forms.
Gas-phase F2H3C6−C6H3Br2 molecules can be oriented
in 3D using an elliptical alignment pulse combined with a
static electric field20, where the alignment pulse is defined
in lab frame coordinates (xˆ, yˆ, zˆ) as E0(t) = E0z zˆ+E0xxˆ,
where the minor (major) polarization axis of the ellipti-
cal pulse lies along the xˆ (zˆ) lab frame axis. It has been
demonstrated experimentally19 that the most polarizable
axis (MPA) of the molecules will align along zˆ with the
major alignment pulse axis, and the second most polar-
izable axis (SMPA) of the molecules will align with the
minor alignment axis along xˆ, as shown in figure 1.
As in our previous work in ref. 14, all laser pulses
described in this paper couple to the molecular polariz-
ability functions by way of the dynamic Stark effect21–23,
which is proportional to the square of the field envelope
times the molecular polarizability term. An advantage of
this method is therefore that we are not limited by the
carrier frequency of the laser, as it can be shown that
2the molecules will only respond to changes in the electric
field envelope in the dynamic Stark regime.
As outlined in refs. 14 and 19, if we treat the F and
Br substituted rings as two fixed rotors rotating in the
xˆyˆ plane, we can represent the system in 2 dimensions
using φF and φBr as coordinates describing, respectively,
the angle of the F and Br substituted ring in relation
to the xˆ axis. As also shown in refs. 14 and 17, this
2D representation can be transformed into a coordinate
system that decouples the kinetic energy of the “exter-
nal” motion (i.e. changes in the weighted rotational an-
gle Φ) of the molecules from their “internal” dynamics
(i.e. changes in the relative dihedral angle φd = φBr−φF
between the rings).
In the work performed in ref. 17 it is demonstrated
that cooling a gas-phase population of F2H3C6−C6H3Br2
molecules to a few Kelvin will hinder the internal rota-
tion, and the dihedral angle φd between the ring planes
will become fixed at 39◦ and −39◦. As figure 2 demon-
strates, these angular configurations correspond to two
different stable structures that are each other’s mirror
image, that is, an enantiomeric pair. Here we adopt the
notation of labelling the 39◦ and −39◦ configurations as
Sa and Ra enantiomers, respectively.
In a general sense, the deracemization process is char-
acterized by selective changes in the internal structure
of one of the enantiomers. For this reason, the process
can be purely quantified by only following the internal
dynamics of the Ra and Sa nuclear wave packets in the
φd coordinate. However, as we shall soon demonstrate,
the relative angle between the molecular orientations in
Φ and the polarization axis of the driving pulse is also
a critical factor to take into account for deracemization
to be possible. We now introduce a concept that will be
important in the following analyses; namely the struc-
tural symmetry axis of the system. Assuming that the
dihedral angles of the enantiomers have equal and oppo-
site signs, the structural symmetry axis is defined as the
“mirror line” in the xˆyˆ plane that will perfectly reflect
the structure and orientation of the Ra (Sa) enantiomer
into its mirrored Sa (Ra) counterpart. Mathematically,
this axis lies in the xˆyˆ plane where its angle in relation
to the the xˆ axis is defined by the mean value of the












For example, the structural symmetry axis of the enan-
tiomers will lie along the xˆ axis when they are in their
initial 3D aligned state, as can be seen in figure 2.
In ref. 14 it was discovered that the shaped pulses
are able to achieve deracemization by concurrently sat-
isfying at least two conditions; the dihedral oscillations
in φd must become large enough for at least one of the
enantiomeric wave packets to be able to move over the
potential barrier separating the enantiomeric species, and
the inversion symmetry of the dynamics in φd between
FIG. 1. Molecular structure of 3, 5-Difluoro-3′, 5′-
dibromobiphenyl (F2H3C6 − C6H3Br2). The most polariz-
able axis (MPA) and second most polarizable axis (SMPA)
are represented by respective red and blue dotted lines in the
xˆzˆ plane. In the simulations performed throughout this ar-
ticle, the MPA is always oriented along the lab frame zˆ axis
with the Br-substituted ring pointing in the positive direc-
tion as shown. The elliptical orientation pulse E0 propagates
along the yˆ axis (see, e.g., figure 5), and the vertical (hori-
zontal) pink arrows show the direction of its major (minor)
polarization axes, denoted by E0z (E0x).
the two enantiomers must be broken, i.e. the dynamics
of the torsional oscillations in the Ra and Sa enantiomer
must evolve in a way that leads to them becoming dis-
similar.
III. SYMMETRY BREAKING PRINCIPLES
At this point, it is instructive to look at how the poten-
tial energy surfaces of the initial 3D-oriented enantiomers
are modified in the presence of a nonadiabatically applied
10 TW/cm2 field when the polarization axis of the field
is rotated away from the xˆ axis in the xˆyˆ plane by various
angles. Panels (1a), (2a) and (3a) in figure 3 show the po-
tential energy surfaces when the polarization axis of the
applied field is respectively rotated 0◦, 15◦, and 30◦ away
from the xˆ axis, where the blue (red) dots show the initial
Sa (Ra) wave packet expectation positions. Switching on
the 10 TW/cm2 field creates a potential gradient that
causes the wave packets to accelerate. The solid blue
(red) arrows in the same panels indicate the magnitude
and direction of the initial Sa (Ra) wave packet accelera-
tion vectors when projected onto the φd coordinate, and
the blue (red) dotted lines show the equivalent acceler-
ation in the Φ coordinate. Panels (1b), (2b), and (3b)
in figure 3 show a sketch of the field polarization axes
in relation to the oriented molecules in lab-frame coordi-
nates, as well as illustrating how the acceleration vectors
3FIG. 2. Top-down view along the zˆ axis of the 3D-oriented
Ra and Sa enantiomers when their SMPA’s (dotted blue lines)
are aligned with the minor polarization axis of the alignment
pulse E0x (pink arrows). The dihedral angle (dashed black
arcs) in this coordinate system is defined as φd = φBr − φF,
where φBr and φF are the respective rotational angles of the
Br- and F- substituted rings around the stereogenic zˆ axis
with respect to xˆ. In this configuration, the weighted rota-
tional angles Φ (black arrows) of the enantiomers have equal
and opposite signs, i.e. the structural symmetry axis of the
system θˆsym is aligned with the lab frame xˆ axis (see equa-
tion 1). Note that the angular coordinate system used here
and throughout the rest of this article is defined such that the
positive direction corresponds to clockwise rotations.
depicted in panels (1a), (2a), and (3a) are represented in
the “real” molecular geometry.
Panels (1a) and (1b) in figure 3 show that there will
be no initial movement in the Φ coordinate when the
polarization axis of the applied field is aligned with the
xˆ axis. Additionally, the φd component of the Ra and
Sa acceleration vectors will have equal lengths and point
in opposite directions. Panel (1b) illustrates that this
corresponds to applying identical “pinching” forces to
the rings of both enantiomers. The fact that the force
vectors felt by each enantiomer are mirrored copies of
each other can be understood geometrically by noting
that the polarization axis of the driving field is paral-
lel to the structural symmetry axis θˆsym shared by the
enantiomers; in a sense the field is “seeing” two identical
mirrored versions of the exact same molecule from this
angle, so the dynamic response of the enantiomers to the
field will necessarily also be mirrored across the θˆsym/xˆ
axis at all subsequent times as long as the driving field
remains polarized in this direction.
In a classical sense, evolving the system dynamics
in time on the field-perturbed potential energy surface
shown in panel (1a) of figure 3 will lead to torsional
vibrations in φd as the wave packets oscillate in the
potential wells created by the external field. Further-
more, applying the xˆ-aligned field dynamically using,
e.g., a train of pulses with spacings approximately equal
to the torsional vibrational period will result in reso-
nant driving that increases the amplitude of this tor-
sional motion, a phenomenon that is well understood23,24
and has been demonstrated experimentally on similar
molecules19. This satisfies the first criteria that must
be met for deracemization to occur; namely that the
amplitude of the torsional vibrations must become large
enough to facilitate wave packet transfer over the saddle
point located at φd = 0 that separates the enantiomeric
forms. Note, however, that the structure of the Ra and
Sa enantiomers will remain symmetrical across the po-
larization axis of the driving field as we propagate the
dynamics forward in time, i.e. the molecules will remain
mirror images of each other as long as the driving field
is polarized along θˆsym/xˆ. This means that any trans-
formation that takes place in one enantiomer will always
take place in its mirrored counterpart as well, effectively
making deracemization impossible.
Breaking the dynamic inversion symmetry while simul-
taneously increasing the amplitude of the torsional vibra-
tions requires a slightly different approach. As stated,
the center and right columns in figure 3 show what hap-
pens when the polarization axis of the driving field is
de-aligned from the structural symmetry axis by, respec-
tively, 15◦ and 30◦ in the xˆyˆ plane. There are a number
of things to note here. First of all, both enantiomer wave
packets will start to accelerate in the positive direction
of the Φ coordinate as the molecules rotate around the
zˆ axis towards the polarization axis of the driving field.
Secondly, the magnitude of the acceleration vectors in φd
generally become smaller and, most importantly, dissim-
ilar as the de-alignment angle is increased.
These differences in the accelerations that the Ra and
Sa torsional wave packets will experience as the polar-
ization axis of the driving field is rotated away from
the structural symmetry axis of the enantiomers can be
understood if we once again consider the geometry of
the overall field/molecular configuration. Unlike the pre-
viously discussed case where the polarization axis was
aligned with the θˆsym/xˆ axis, the field is now effectively
“seeing” the Ra and Sa molecules from two different an-
gles. For example, in panel (3a) of figure 3 it can be
seen that the polarization axis of the 30◦ rotated field
is now nearly parallel with the F-ring of the Ra enan-
tiomer, and rotated roughly 60◦ away from the F-ring of
the Sa enantiomer. These geometrical differences lead to
subtle changes in the way the field interacts with each
enantiomer, a result that manifests itself in the form of
dissimilar forces being applied to the torsional wave pack-
ets. This is critically important because it can potentially
lead to dissimilar torsional dynamics, which is the second
criteria that must be met for deracemization to be pos-
sible.
4FIG. 3. As discussed in the article text, when the molecules are in their initial 3D oriented state, the application of a kick
pulse polarized in the xˆyˆ plane will exert a force on the molecular wave packets. Panels (1a), (2a), and (3a) show the field
perturbed potential energy surfaces in the (Φ, φd) coordinate system when the polarization axis of the applied field is rotated
0◦, 15◦ and 30◦ away from the alignment field axis, where the solid and dotted arrows show the φd and Φ components of the
respective initial wave packet acceleration vectors of the Ra (red) and Sa (blue) enantiomers. Panels (1b), (2b), and (3b) show
a sketch of the molecular orientations in space compared to the changing polarization direction of the applied field, where the
solid curved arrows illustrate the “pinching” forces that the field will apply to the torsional motion, and the dotted arrows
show the direction and magnitude of the field induced rotation in the Φ coordinate.
FIG. 4. The four panels illustrate how the amplitude of the dihedral oscillations can be driven while maintaining the asymmet-
rical nature of the enantiomer/field interaction by continually alternating the polarization axes of the driving pulses (see article
text for full explanation). The dashed black lines represent the angle structural symmetry axis shared by the enantiomers θˆsym.
5FIG. 5. A sketch of the initial 3D oriented Ra/Sa system,
and two pulse trains with field polarization axes rotated ±8.5◦
away from the xˆ axis in the xˆyˆ plane. As sketched in figure 4,
driving the molecules with these pulse trains will increase the
torsional oscillations and simultaneously break the dynamic
inversion symmetry of the torsional motion between the enan-
tiomers (see figure 6 for the simulated results). For reference
the alignment pulse is also shown in pink.
IV. DESIGNING THE PULSE TRAIN
Based on the present information, it would be reason-
able to assume that driving the oriented system with a
train of pulses with a polarization axis that is de-aligned
from the initial structural symmetry axis along the xˆ co-
ordinate will allow us increase the amplitude of the di-
hedral oscillations while simultaneously breaking the in-
version symmetry of the enantiomeric dynamics in φd.
However, there is a problem with this idea; the rotation
of both enantiomers in Φ will eventually cause θˆsym to
align (or nearly align) with the polarization axis of the
pulse train, which will once again make it difficult to ap-
ply the dissimilar forces to the torsional motion that are
required to further break the inversion symmetry of the
structural dynamics.
In ref. 14 it was discovered that this problem can be
addressed by driving the system with two different fields
E1 and E2, where the polarization axis of E1 (E2) is
rotated away from the minor alignment pulse axis (xˆ) by
−6.5◦ (6.5◦) in the xˆyˆ plane (see, e.g., chart 2 from the
same paper). This allowed the optimization algorithm to
generate a combined field that changes its polarization
axis over time, effectively maintaining large differences
between the structural symmetry axis of the molecules
and the polarization axis of the driving field. In this
way, the amplitude of the torsional oscillations could be
increased while maintaining the asymmetrical interaction
forces that are required for the wave packet trajectories in
φd to become sufficiently dissimilar over time to facilitate
deracemization.
Our approach here is to once again apply the aforemen-
tioned principles by driving the system with two differ-
ent fields with polarization axes that are rotated away
from the lab frame xˆ axis by equal and opposite an-
gles in the xˆyˆ plane. However, instead of optimizing
the pulse shapes, we now take a more rudimentary ap-
proach by combining the fields to make a simple train of
equally spaced pulses with alternating polarization axes.
Sketches illustrating this general idea are shown in figures
4 and 5. Panel 1 in figure 4 shows how the aligned system
is initially driven by a pulse with a polarization axis that
is rotated away from the structural symmetry axis by a
positive angle. Referring back to panels (3a) and (3b) in
figure 3, it can be seen that this will induce (asymmetric)
torsional vibrations in the enantiomers, as well as caus-
ing both enantiomers to rotate around the lab frame zˆ
axis towards the angle of the current field polarization
axis. Panel 2 of figure 4 shows how this rotation will
cause the structural symmetry axis of the molecules to
become aligned with the current polarization axis of the
driving field, effectively leaving the system in a configu-
ration similar to the one shown in panels (1a) and (1b)
of figure 3, i.e. the forces applied to the enantiomeric
wave packets in the φd coordinate will now be nearly
symmetrical. To remedy this, we change the polariza-
tion axis of the next pulse in the train to the opposite
angle as shown in panel 3 of figure 4. This restores the
asymmetrical nature of the enantiomer/field interaction,
as well as causing both enantiomers to rotate in the op-
posite direction around zˆ as they move to align with the
new polarization axis. When this alignment eventually
occurs, as shown in panel 4 of figure 4, the polarization
direction of the driving field is changed again, and the
process is repeated.
Based on this operating principle, we constructed a
train of 7 Gaussian pulses where the polarization axes
of the first, fourth and fifth pulses where rotated away
from the xˆ axis by 8.5◦, and the axes of the second, third,
sixth, and seventh pulses where rotated away from xˆ by
−8.5◦ (see the sketch in figure 5). As the forthcoming
simulated results (figure 6) will show, our strategy for
choosing the polarization axis of each pulse in the com-
bined pulse train was to simply alternate the polarization
angle of the subsequent pulse any time the angle of the
structural symmetry axis θˆsym crosses the angle of the
current pulse polarization axis. As a side note to ex-
perimentalists, figure 5 also illustrates how the suggested
field polarization geometry can be achieved in a labora-
tory by propagating the two driving pulses along axes
that are rotated away from the alignment pulse propa-
gation (yˆ) axis by ±8.5◦. While there are other direc-
tions the driving laser pulses could be applied from to
achieve the same results (see, e.g., the abstract figure in
ref. 14), this particular setup is advantageous because it
will maximize the volume of the effective region where
all three lasers overlap and interact with the molecules,
which should lead to better measurement statistics.
Besides being polarized at different angles, all 7 pulses
6shown in figure 5 have identical shapes with peak inten-
sities of 10 TW/cm2 and FWHM widths of 0.67 ps, and
the pulses were equally spaced at an interval of 1.26 ps.
In general, the pulse parameters where chosen based on
prior knowledge the system. The peak pulse intensity
was selected to approximate the intensity of the opti-
mized pulse envelope in ref. 14, as is expected to be well
below the ionization limit25 of the molecules. The choice
of pulse spacing was based on the estimated wave packet
oscillation period of T = 1.2 ps found in ref. 17, and the
FWHM pulse widths were also defined in relation to the
oscillation period based on an analysis performed in ref.
23, where it is estimated that optimal excitation with a
Gaussian pulse at a fixed intensity is achieved when the
relationship between the FWHM pulse width and the
oscillation period T is given by FWHM/T = 2
√
ln 2/pi.
Note that through trial and error we found that slightly
increasing the pulse spacing from 1.2 ps to 1.26 ps (while
also appropriately increasing the pulse widths) yielded
marginally better results in terms of induced wave packet
asymmetries. Finally, while using an angle of 17◦ be-
tween the polarization axes of the two pulse trains gave
the best results in our simulations, dealignment angles
between 13◦ and 20◦ were also able to generate signifi-
cant wave packet asymmetries. The message to experi-
mentalists here is that although we have tuned our pulse
parameters to a certain extent there is a relatively large
range of pulse parameters that will yield good results.
V. RESULTS AND DISCUSSION
The pulse trains were simulated interacting with
the 3D oriented racemic mixture using split-operator
propagation26 to solve the time-dependent Schro¨dinger
equation, and the initial wave packets at t = 0 were cal-
culated using the relaxation method27. The simulation
results are shown in panels (1a), (1b), and (1c) in figure
6. Panel (1a) shows the intensity profiles of the pulses,
panel (1b) shows the expectation value of the weighted
rotational angle 〈Φ〉 of each enantiomer, and the angle of
the structural symmetry axis θˆsym, as a function of time.
For reference, the polarization angle of the current pulse
is also shown, since this is the angle that θˆsym will gen-
erally rotate towards to as the dynamics evolve in time.
Panel (1c) shows the corresponding evolution of the ex-
pectation value of the dihedral angle 〈φd〉 of each enan-
tiomer. Note that in panel (1c) the curve corresponding
to the φd trajectory of the Ra enantiomer has been mul-
tiplied by −1 to facilitate better comparison between the
dynamics; i.e. when the enantiomeric dynamics in 〈φd〉
are mirrored, the curves on the bottom panel will lie ex-
actly on top of each other, and conversely, any asymme-
tries in the torsional dynamics will be characterized by
divergence between the two curves.
Panel (1b) of figure 6 shows how alternating the polar-
ization axis of the field as the system interacts with the
pulse train shown in panel (1a) causes the rotational an-
gles (and symmetry axis angle) of the enantiomers to os-
cillate back and forth around Φ = 0 with steadily increas-
ing amplitudes. This happens because the time scale of
the alternations of the field polarization axis are simi-
lar to the time scale of the pendular oscillations of the
molecules in the potential wells generated by the same
fields. These “driven” oscillations in Φ lead to increas-
ing dealignment angles between the structural symme-
try axis of the enantiomers and the polarization axis of
the driving field. As discussed (and shown in figure 3),
this leads to larger asymmetries in the forces driving the
torsional oscillations. The impact of these asymmetri-
cal forces on the dihedral trajectories in 〈φd〉 can clearly
be seen in panel (1c), where the expected positions of
the Ra and Sa wave packets in φd begin to significantly
diverge at around 7 ps; in fact some degree of deracem-
ization ends up occuring since the mean position of the
Ra wave packet eventually moves over the potential bar-
rier located at φd = 0, while the Sa wave packet remains
fairly well localized on the same side of the barrier that
it started out on.
For comparison, we also drove the racemic mixture
with a train of 7 pulses using the same parameters as
before, except this time the polarization axes of all the
pulses were dealigned from xˆ by 8.5◦ (i.e. we did not al-
ternate the polarization axes of the pulses in the driving
field to ensure the asymmetrical nature of the interaction
was maintained/increased). The 〈Φ〉 and 〈φd〉 dynamics
generated by this pulse train are respectively shown in
panels (2b) and (2c) of figure 6. In panel (2b) it can be
seen that now the structural symmetry axis of the enan-
tiomers spends most of its time aligned, or nearly aligned
(within about 8◦) of the polarization axis of the driving
field. While the small amount of dealignment between
the polarization axis and θˆsym leads to minor asymme-
tries in the forces applied to the dihedral oscillations, it
is far less than when we used the pulse train with alter-
nating polarization axes to drive the enantiomers. This
is also apparent in panel (2c), where only minor diver-
gences between the blue and red curves are observed, i.e.
the inversion symmetry in the torsional dynamics of the
enantiomers becomes broken, but not to a significant de-
gree.
As a final test, we once again drove the enantiomers us-
ing a train of pulses with the same parameters as before,
except this time the polarization axes of all the pulses
were aligned with xˆ. The rotational and torsional dynam-
ics generated by this pulse train are respectively shown
in panels (3b) and (3c) of figure 6, and it is apparent
that they are perfectly symmetrical at all times. This
is because, as stated, the field/molecule interaction in
this case will always apply symmetrical forces to both
enantiomeric wave packets, since the polarization axis of
the driving field always remains parallel to the structural
symmetry axis of the system. Note that the Ra and Sa
dynamics in Φ are also symmetrical for this reason, al-
though they appear to exchange positions at around 7 ps.
This can be explained by considering the fact that the
7FIG. 6. The three columns show the rotational dynamics (middle row) and dihedral dynamics (bottom row) when three different
types pulse trains are applied to the 3D oriented racemic mixture of Ra (red curves) and Sa (blue curves) molecules. The
pulse train in the first column corresponds to the one shown in figure 5, i.e. the polarization axes are alternated in a way that
ensures that the interaction between the field and the molecules remains asymmetrical. The pulse train in the middle column
corresponds to applying 7 pulses with polarization axes that are all de-aligned from the initial molecular symmetry axis by
8.5◦, and the pulse train in the right hand column corresponds to applying 7 pulses with polarization axes that are all aligned
with the initial molecular symmetry axis xˆ. Note that the evolution of the 〈φd〉 value for the Ra enantiomer in the bottom row
of plots has been multiplied by −1 to better facilitate comparison (see article text).
mean positions of both enantiomeric wave packets in φd
transfer into their respective opposite wells at around 7
ps, i.e. each enantiomer has effectively been transformed
into its own mirror image.
In order to better illustrate the critical elements of the
evolution in the torsional states in panel (1c) from figure
6, the wave packets dynamics in the interval between 6
and 10 ps were projected onto the φd coordinate axis,
resulting in the marginal probability distributions of the
dihedral wave packet shown in figure 7. Here we see that
the Ra wave packet becomes bifurcated on the potential
barrier at φd = 0 at around 7.5 ps, i.e. part of it is trans-
ferred into the right hand well and part of it remains
in its original position in the left well. This is a similar,
albeit more crude, example of what happens to the enan-
tiomeric wave packets when the system interacts with the
optimized pulse in ref. 14, where the Ra wave packet was
propelled over the potential barrier separating the enan-
tiomeric forms and the slightly dissimilar trajectory of
the Sa wave packet caused it to rebound entirely back
into its own well instead, leading to a deracemized mix-
ture where 98% of the molecules were Sa enantiomers. In
the present case, the simplified pulse train leads to a final
Sa population of 74%. While this is certainly a result that
can be improved on, achieving this in a laboratory would
still be a significant and important accomplishment.
VI. FUTURE PERSPECTIVES
As stated at the article outset, one of the primary goals
of this paper has been to suggest a relatively simple ex-
periment that will bring experimentalists a step closer to
achieving laser induced deracemization in a laboratory.
For this reason, it is relevant to discuss what the mea-
surement data generated by the pulse train in panel (1a)
of figure 6 can be expected to look like.
In previous experiments, Coulomb explosion imag-
ing has been used to determine the angular configu-
rations of the Br- and F-substituted phenyl rings in
F2H3C6 − C6H3Br2 and similar molecules17–19,28. This
technique is based around the application of a very brief
and intense probe pulse to ionize the molecules at an
instant in time. The fragmented Br+ and F+ ions are
ejected axially from the phenyl rings and accelerated
along the lab-frame zˆ axis by a static electric field un-
8FIG. 7. Marginal probability distribution of the Sa and Ra
enantiomeric wave packets projected onto the φd axis. Quan-
titative analysis reveals that the Ra/Sa enantiomeric fraction
has now become 26/74, i.e. some deracemization has taken
place. The horizontal dashed line shows the point where the
difference in 〈φd〉 between the Ra and Sa enantiomer is the
largest, i.e. the point where the structures of the each enan-
tiomer have, in a sense, become the most dissimilar. A sketch
of how this configuration will look on the experimental detec-
tor plate is shown in figure 8.
til they collide with a circular detection plate oriented
in the xˆyˆ plane at one end of the experimental chamber
(see, e.g. figure 1 in ref. 28). Because the Br+ and F+
ions have different weights, they will experience different
accelerations in the static field, and subsequently they
will arrive at the detection plate at different times. This
makes it possible to differentiate between a Br+ and a
F+ ion hit on the detector by keeping track of the delay
between the arrival of the probe pulse and the detec-
tion event. By performing repeated measurements and
recording the angular distributions of the ejected Br+
and F+ fragments, experimentalists can construct a pic-
ture of the wave packet probability distributions corre-
sponding to the angular configurations of the Br- and
F-substituted phenyl rings at various instances in time
(see, e.g. figure 3 in ref. 28).
We will now describe how we calculated simulated an-
gular distributions of the ejected Br and F fragments as
they are expected to appear on the detector plate. Let
ΨRa(φBr, φF) and ΨSa(φBr, φF) represent the simulated
2D wave packets of the respectiveRa and Sa enantiomers,
now represented in the (φBr, φF) coordinate system. Each
enantiomeric wave packet can be used to create two 1D
marginal probability distributions by integrating out ei-













PSa(φBr) and PSa(φF) represent the angular probability
distributions of the respective Br- and F-substituted ring
for the Sa enantiomer, and PRa(φBr) and PRa(φF) repre-
sent the angular probability distributions of the respec-
tive Br- and F-substituted rings for the Ra enantiomer.
At this point it is important to note that in an experi-
ment it isn’t necessarily possible to tell which enantiomer
a detected F+ or Br+ ion fragment has originated from.
For this reason, PSa(φBr) and PRa(φBr) were incoherently
summed to generate a distribution representing the total
ion fragment signal intensity of the Br+ ion fragments as




[PSa(φBr) + PRa(φBr)], (6)
and PSa(φF) and PRa(φF) where combined in the same





[PSa(φF) + PRa(φF)], (7)
Note also that the symmetry of the phenyl rings means
that whenever an ion is detected at φ◦ on the detector,
another ion will appear at (φ+ 180)
◦
. This means that
to get the angular distribution of ions as they will ap-
pear on the detector plate, the distributions Ptot(φBr)
and Ptot(φF) have to be added to versions of themselves
where the locations of the distributions have been shifted
forward by 180◦:
















where we introduce φ as a general coordinate representing
the angle in the xˆyˆ plane with relation to the lab-frame xˆ
axis (i.e. the detector plate angle). P detBr (φ) and P
det
F (φ)
were then projected onto radial surface plots in order
to replicate the form of, e.g., the raw experimental data
displayed in figure 3 in ref. 28. A plot of this result
is shown in figure 8, where we have chosen to illustrate
what the angular distributions of the ejected Br and F
ions will look like on the detector plate at the moment in
time when the difference between the expectation value of
the Ra dihedral angle 〈φd〉Ra and the Sa dihedral angle
〈φd〉Sa is largest, which we determined would occur at
9FIG. 8. Projecting P detBr (φ) and P
det
F (φ) onto radial surface plots illustrates the respective ion signal intensities of the ejected
(a) Br and (b) F molecular fragments as they are expected to appear on the detection plates at t = 9.1 ps when the pulse train
in figure 6(1a) is applied in an experimental situation. For comparison, the ion distributions at t = 0 are included as well. The
details pertaining to the construction of these pictures can be found in the main article text, however the important feature
to take note of is the highly asymmetrical nature of the distribution of F fragments across the vertical 0◦/180◦ axis (dashed
white line) at t = 9.1 ps in panel (b), as this demonstrates that the enantiomeric structures/wave packets have become very
different from each other.
about 9.1 ps (as indicated by the black dashed horizontal
lines in figure 7).
Note that we are only interested in the internal struc-
ture of the molecules, since their orientations in Φ do not
directly relate to, or characterize, the process of deracem-
ization. For this reason, the effect of external rotations of
the molecules as they appear on the detector plate plots
in figure 8 have been corrected (i.e. eliminated) by rotat-
ing the plotted distributions towards the 0◦ axis of the
radial surface plots by an angle equivalent to the mean
angular position of the Br rings. Effectively, this leads
to a picture where the mean position of each Br ring will
be mirrored across the vertical 0◦/180◦ axis, as shown in
figure 8(a). This makes it easier to see the asymmetries
present in the internal structures of the enantiomers (i.e.
φd), as they will be clearly visible as asymmetries across
the 0◦/180◦ axis in the distribution of F fragments shown
in figure 8(b).
For comparison, the simulated Br+ and F+ ion frag-
ment distributions at t = 0 are also included in the bot-
tom left corner of panels (a) and (b) in figure 8, respec-
tively. These initial distributions show the characteristic
symmetrical “four-dot” geometry that has been experi-
mentally observed before (see, e.g., figure 1 in ref. 28).
Conversely, the illustration at t = 9.1 in figure 8(b) indi-
cates that the angular distribution of the F+ fragments
has become highly asymmetrical, and the effect should
be easy to see in a laboratory setting despite the pres-
ence of confounding factors such as experimental noise.
While the qualitative analyses of the general system dy-
namics and its response to a field discussed throughout
this paper have been inspired by a classical picture (i.e.
the molecular configurations in Φ and/or φd have gen-
erally not been described as probability distributions),
figures 7 and 8 show that applying asymmetrical forces
to the enantiomeric wave packets can also have a sig-
nificant impact on the wave packet shapes and not just
their expected positions. This is useful because it makes
it even easier to see the asymmetries in an experimental
situation, e.g. in figure 8(b) there is a strong peak in
the distribution at about 130◦/−50◦ that is caused by
the relatively well-localized dihedral wave packet of the
Sa enantiomer (see figure 7(a)), whereas the spread out
areas of the distribution with lower signal intensity are
cause by the bifurcation and subsequent delocalization of
the Ra dihedral wave packet (see figure 7(b)).
VII. CONCLUSION
In this paper we have suggested, and theoretically ver-
ified, a relatively simple method of driving a racemic
mixture of 3D oriented biphenyl F2H3C6 − C6H3Br2
molecules with a train of Gaussian pulses with alternat-
ing polarization axes in a way that will increase the am-
plitude of the torsional oscillations between the phenyl
rings, as well as breaking the symmetry of the dynamics
between the left- and right-handed enantiomeric forms.
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We elucidate the fundamental principles behind our
approach by describing the dynamic response of the enan-
tiomers to the applied field in a coordinate system where
the kinetic energy of the external/rotational and inter-
nal/conformational dynamics are decoupled.
Using the perturbed potential energy surfaces and ar-
guments related to the geometry of the field/molecule
interaction, we show how rotating the polarization axis
of the driving field away from the shared structural sym-
metry axis of the enantiomers will break the dynamic
inversion symmetry of the dihedral dynamics, a criti-
cal prerequisite to achieving the asymmetric wave packet
transfer required for deracemization to occur.
Finally, we show how to maximize the broken dynamic
inversion symmetry by properly alternating the polar-
ization axis of the pulses in the driving field, and use
numerical simulations to demonstrate that this approach
will lead to significant, and most importantly, experimen-
tally measurable structural differences between the enan-
tiomers when detected by Coulomb explosion imaging.
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Denmark
We propose a new method of experimental coherent control that exploits partial/prior knowledge of a molec-
ular system to efficiently arrive at a solution. Our method is based on applying an artificial neural net-
work (ANN) to generate a control field in consecutive temporal steps based on dynamic experimental feed-
back. We use a 1D double well potential model corresponding to the torsional motion of 3,5-difluoro-3′,5′-
dibromobiphenyl (F2H3C6 − C6H3Br2) to outline and theoretically verify our approach. We demonstrate
that an optimized ANN can achieve robust quantum control of nuclear wave packet transfer between wells
despite the addition of random perturbations to the simulated molecular potential energy and polarizability
surfaces. We argue that this robustness will potentially allow the ANN to achieve the same control objective
in an experimental situation. We show that our method requires a number of measurements that is multiple
orders of magnitude smaller than a standard closed-loop approach would typically require to achieve the same
results.
I. INTRODUCTION
The concept of applying ultrashort laser pulses to con-
trol the dynamics of molecular systems has been a topic
of interest for some time. A large body of theoretical (see,
e.g., refs. 1–6) and experimental (see, e.g., refs. 7–13)
work has been produced in which the feasibility of apply-
ing custom-tailored laser pulses to drive various molec-
ular systems into specific target states has been demon-
strated.
For simple molecules, where it is possible to make ac-
curate theoretical predictions, a so called “open-loop”
scheme may be employed, where the driving pulse shapes
are designed based on knowledge of the system Hamilto-
nian. However, many molecular systems are too compli-
cated for this approach to be of much use. Alternatively,
a so called “closed-loop” scheme may be employed1,14.
Essentially, the closed-loop approach is based on the ap-
plication of an gradient-free optimization algorithm15 to
the inputs of a pulse shaper14,16 in a feedback loop where
the pulse shaper inputs are updated and optimized “on
the fly” based on experimental data generated by the in-
teraction of the molecular system with preceding pulses.
The efficacy of the closed-loop optimization scheme has
been proven in a number of experiments, including ion-
ization of gas phase diatomic sodium10, photoisomeriza-
tion of organic molecules11, probing of chemical mecha-
nisms via optimized pulse analysis12, and manipulation of
biological proteins13. One of the reasons that the closed-
loop approach is so effective in experiments is that it
requires little or no prior knowledge of the system it op-
erates on; it is essentially a “black-box” approach to co-
herent control since the relationship between the problem
inputs and outputs is unknown or does not need to be
known.
The reality is, of course, that we generally have partial
(but not complete) prior knowledge of any given molecu-
lar system and/or process that we wish to control. This
naturally leads to the question of whether or not it is
possible to devise a control scheme that makes use of this
partial information in some way to arrive at a solution
more quickly and/or efficiently. Such a scheme would
be useful in a situation where, e.g., it takes a long time
to gather the experimental data, since it would allow us
to reduce the total number of measurements required to
achieve a desired result.
The implementation of such a scheme can be accom-
plished in many different ways. One possibility is to
simply use a closed-loop approach and construct the ini-
tial trial pulses using educated guesses based on theoret-
ical knowledge of the system, in the hope the algorithm
will be starting out “closer” to a valid solution in the
parametric search space (in some sense, experimental-
ists already do this by default, since the choice of equip-
ment and parameters used in an experiment will often be
guided in some way by prior knowledge of the molecular
system in question).
One problem with initializing the search algorithm
with an educated guess in this manner is that the Ham-
ming distance17 between a guess and a solution within
the parametric search space may still be very large even
though the guess and the solution may “appear” similar;
e.g. a small temporal shift in the spacing between two
sub-pulses in a pulse train generated by a spectral pulse
shaper will require the modification of a large number of
pixels in the spectral mask. One way around this issue is
to reparameterize the relationship between the problem
inputs and outputs in a way that makes it easier for the
required adjustments to be made, but this isn’t always
possible as we don’t necessarily know how a guess and a
solution are going to differ beforehand.
Our approach to implementing a control scheme that
makes use of previously known information about a given
system is based on the fundamental assumption that any
discrepancies between the theoretical description of an
experiment and what happens in reality can, in prin-
ciple, be rectified by adding some kind of perturbative
term(s) to the theoretical model. Based on this premise,
we demonstrate theoretically how an artificial neural
network18 (ANN) can be “taught” to achieve a desired
control objective when applied to a theoretical molecu-
lar model with randomly perturbed potential and laser-
2molecule interaction functions. Furthermore, we suggest
that an ANN that has been trained in this manner will
be able to achieve the same control objective in a real
experimental situation.
While the results in this paper are purely theoreti-
cal, we substantiate the general experimental feasibility
of our approach by demonstrating that the ANN only
requires the measurements of experimentally observable
quantities to be able to generate an optimized field that
achieves the desired control objective. This is accom-
plished by training the ANN to construct the field di-
rectly in the temporal domain in consecutive steps, where
the amplitude at each time step is based on measure-
ments of the system at previous time steps. We also
demonstrate that the number of required measurements
is equal to the dimensionality of the optimization prob-
lem (i.e. the number of discrete temporal components
that characterize the shape of the field), which is far
fewer measurements than would typically be needed if
we applied a closed-loop optimization scheme to the same
problem.
At this point it is relevant to mention local control
theory (LCT)19,20, a qualitatively similar approach that
allows for on-the-fly calculation of an electric field based
on the dynamics of a theoretical model system at each
time step in a way that leads to a monotonic increase
(or decrease) in some predefined expectation value. A
key difference between our method and LCT is that ours
is intended for use on experimental, real-world systems
as an alternative to the standard closed-loop approach,
whereas LCT is generally used as a more efficient alter-
native to optimal control theory21 (OCT) when working,
e.g., with theoretical models that are very computation-
ally expensive to simulate.
II. MODEL SYSTEM
To illustrate our concept with an example, we con-
sider a model system with parameters based on the
torsional potential energy surface of 3,5-difluoro-3′,5′-
dibromobiphenyl (which we will henceforth refer to as
F2H3C6 − C6H3Br2) in the electronic ground state (see
figure 1). In ref. 22 it is shown that the lowest vibra-
tional mode of this molecule corresponds primarily to the
torsional motion of the phenyl rings. Furthermore, it is
shown that by aligning the most polarizable axis of the
molecule along the lab-frame zˆ axis (see figure 1) and
neglecting all higher frequency modes, the Hamiltonian
of the system interacting with a non-resonant laser pulse















where Φ = (φBrIBr + φFIF)/(IBr + IF) is the weighted
azimuthal angle, φBr (φF) and IBr (IF) are, respectively,
FIG. 1. (a) Molecular structure of the F2H3C6 − C6H3Br2
molecule. The most polarizable axis (MPA) is also shown
(dashed black line). In the simulations performed throughout
this article, the MPA is always oriented along the lab frame zˆ
axis (b) potential energy surface as a function of the torsional
angle φd between the Br and F substituted rings. The mini-
mum energy nuclear wave packet localized in the left well is
shown in light blue, and the red arrow illustrates the desired
control objective; wave packet transfer from the left to the
right well using a shaped laser pulse.
the rotational angle and inertial moment of the Br (F)
substituted ring, I = IBr + IF is the total moment of
inertia for rotation around the stereogenic axis, Irel =
IBrIF/(IBr + IF) is the relative moment of inertia, φd =
φBr−φF is the relative torsional angle between the rings,
Vtor(φd) is the torsional potential energy, ε(t) is the time
dependent electric field of the laser, and α(Φ, φd) is the
molecular polarizability function (the exact forms of the
Vtor(φd) and α(Φ, φd) functions we use, as well as other
model details, can be found in ref. 23).
Note that the first term on the right side of equation
1 describes the overall rotational kinetic energy of the
molecule, and the second term describes the “internal”
energy of the torsional oscillations. In addition to in-
ducing torsional vibrations in the φd coordinate, driv-
ing the system with a time-dependent field will generally
lead to rotation in the Φ coordinate as the second most
polarizable axis (SMPA, see, e.g., fig. 2 in ref. 22) ro-
tates to align with the field polarization axis. In ref.
22 it is argued that this rotation will occur on nanosec-
ond timescales, whereas the dihedral oscillations and the
laser pulses driving the system will generally operate on
picosecond timescales. Furthermore, if we assume that
the SMPA of the molecule is pre-aligned with the polar-
ization direction of the driving field, there will be very
little induced rotation in the Φ coordinate. In such a
case, the Hamiltonian can be reduced to 1D by consider-









where the Φ;φd notation in α(Φ;φd) indicates that Φ is
held fixed over the duration of the pulse. Note that we
will henceforth always assume that Φ = −4.25◦ (which
corresponds to alignment of the SMPA with the field po-
larization direction), and for clarity of notation Φ will
therefore be dropped from subsequent equations.
Having defined our model, the control task will be to
generate a field that can transfer the minimum energy
wave packet localized in the left well of the system over
the energy barrier located at φd = 0, and into the right
well (see the right side of figure 1).
In ref. 22 it is demonstrated that the description of the
F2H3C6 − C6H3Br2 system given by equation 2 will yield
provisionally accurate results based on comparisons with
experimental data. However, it is clear that such a dras-
tic simplification will generally not be able to accurately
reproduce the real behaviour of the system, particularly
if the torsional oscillations become very large.
III. CORRECTING FOR DISCREPANCIES
The potential energy Vtor(φd) and polarizability α(φd)
functions used in equation 2 are derived from a series
of quantum-chemical calculations performed in ref. 22
where the torsional angle of the central C− C bond was
held fixed at various angles and the remaining structure
was allowed to relax into the minimum energy configura-
tion before calculating the energy and polarizability.
We can identify at least two sources of error that are
likely to cause discrepancies in the dynamic behaviour of
the experimental system compared to the simulated sys-
tem; the first is simply due to unavoidable inaccuracies
associated with the chosen method of quantum-chemical
calculation, and the second is due to the fact that it is
likely that other modes will become activated as the am-
plitude of the torsional oscillations become large, which
will in turn lead to time-dependent distortions in the po-
tential energy and polarizability surfaces that the simpli-
fied Hamiltonian in equation 2 does not account for.
As stated in section I, the central idea behind our ap-
proach is that any discrepancies between the model and
the real dynamics can be rectified via the addition of
one or more perturbing functions to the model Hamil-
tonian. To illustrate this concept, we now modify the
Hamiltonian in equation 2 by respectively adding per-
turbing functions ηV (φd, t) and ηα(φd, t) to the torsional
energy function Vtor(φd) and the polarizability function
α(φd):





+ [Vtor(φd) + ηV (φd, t)]
− 1
4
ε2(t)[α(φd) + ηα(φd, t)]. (3)
In a sense, ηV (φd, t) and ηα(φd, t) effectively represent
the “difference” between the simulated and experimental
systems. The implicit assumption is, therefore, that for a
given field ε(t), some set of ηV (φd, t) and ηα(φd, t) func-
tions exist that will reproduce the behaviour of the ex-
perimental wave packet with perfect accuracy if we insert
them into the Hamiltonian in equation 3 and simulate the
dynamics.
The problem is still, of course, that we do not know
the “correct” form of ηV (φd, t) and ηα(φd, t). However,
if the aforementioned assumption is valid, then there is
a non-zero probability that a randomly generated set
of ηV (φd, t) and ηα(φd, t) functions will accurately re-
produce the behaviour of the experimental wave packet.
Furthermore, if we can teach a computer to generate a
field that accomplishes the simulated control task on the
Hamiltonian in equation 3 given any set of ηV (φd, t) and
ηα(φd, t) functions, then it should, in principle, be able
to accomplish the same control task in an experimental
situation with no further optimization required. While
this may seem like a tall order, if we assume that the
method(s) used to calculate Vtor(φd) and α(φd) are mod-
erately accurate, we can simplify the task somewhat by
making the following assumptions:
• Structural distortions that occur as the dihedral
oscillations become large will primarily be caused
by the activation of the other low-frequency modes
present in the system. As a result, the temporal
variation of the features in ηV (φd, t) and ηα(φd, t)
will occur on a time-scale that is comparable to the
time-scales of these modes.
• As the system interacts with the driving pulse the
configuration of the structural distortions will not
dramatically fluctuate as the dihedral angle be-
tween the rings changes by a small amount. Conse-
quently, the features in ηV (φd, t) and ηα(φd, t) will
vary relatively smoothly as a function of φd.
• The amplitudes of the features appearing in
ηV (φd, t) and ηα(φd, t) are relatively small com-
pared to the characteristic energies (e.g., the po-
tential barrier heights) and polarizabilities of the
calculated Vtor(φd) and α(φd) surfaces.
Based on these assumptions/simplifications, we will
now outline how we generated random ηV (φd, t) and
ηα(φd, t) perturbing functions. While there are countless
ways we can attempt to model these functions depend-
ing on how realistic/plausible we want them to be, an
in-depth analysis of this topic is beyond the scope of this
4paper, as the intention here is to merely provide a basic
proof of concept. For this reason, we have chosen a rel-
atively simple approach based around the application of
a Gaussian lowpass filter to a 2D white noise signal, the
details of which can be found in appendix A.
Applying this method allowed us to generate random
ηV (φd, t) perturbation functions consisting of features
with an amplitude variance of 11.9 meV, a mean an-
gular coherence length of 12.2◦ in the φd dimension,
and a mean temporal coherence length of 0.27 ps in
the temporal dimension (see appendix A for an expla-
nation of how the coherence lengths are defined). Figure
2 shows 2D plots of V (φd) combined with an example
of a randomly generated ηV (φd, t) function to demon-
strate how these perturbations will modify the poten-
tial energy surface. The parameters we used to generate
the ηα(φd, t) perturbation functions were identical to the
ones we used to generate the ηV (φd, t) functions, where
the variance was scaled so the mean amplitude variance
of the ηα(φd, t) features was also equal to 11.9 meV when
the field strength was at its maximum value.
The choice of coherence length for the temporal fea-
tures in ηV (φd, t) and ηα(φd, t) is roughly based on a
normal mode analysis performed in ref. 22, and the co-
herence length in the angular dimension is roughly based
on a potential energy surface calculation performed in
ref. 24. Note that, as stated, these parameters are not
intended to be any more than rough estimates.
On a final note, it is reasonable to assume that the
relative moment of inertia Irel will also vary over time
since the moments of inertia of the two phenyl rings will
change slightly when the structure of the molecule be-
comes distorted. While including this effect in the per-
turbed Hamiltonian in equation 3 is in principle not diffi-
cult, we do not expect it to significantly impact the qual-
itative conclusions that will be presented in this paper.
For this reason, we have decided to forgo the inclusion of
this effect in our model for simplicity.
IV. NEUROEVOLUTION OVERVIEW
The task is now to develop an algorithm that can
achieve the control task outlined in section II on the sys-
tem described by equation 3, for any given set of ηV (φd, t)
and ηα(φd, t) functions generated using the process and
parameters outlined in section III. In the subsequent sec-
tions we will demonstrate how this can be accomplished
using an ANN combined with a genetic algorithm (GA)15
using a technique called neuroevolution25.
ANNs and similar machine learning techniques are cur-
rently a hot topic in a variety of fields. Because the liter-
ature related to this topic is already quite extensive (see,
e.g., refs. 18, 25–27), we will here only provide a brief
general description of ANNs and their operating princi-
ples.
An ANN is essentially a mathematical function that
can be characterized by a network of directionally linked
nodes connected to a set of network input and output
vectors. Each node in the ANN consists of a so-called
“activation function” that receives a series of node inputs








where pi represents the “raw” value from the i
th incoming
connection, wi is the corresponding connection weight,
and K is the activation function that maps
∑
i wipi to
scalar node output f . Each node input pi comes either
from other nodes within the network, or from “outside”
the network as part of the network input vector. Like-
wise, each node output can connect to other nodes within
the network and/or to the network output vector. Evalu-
ation of a given network input by the ANN is achieved by
propagating the “signal” from the network input vector
through the network nodes until it reaches the network
output vector.
An ANN can “learn” generalized relationships between
the inputs and outputs associated with a given problem
and/or task. This is accomplished by optimizing all the
internal connection weights until the ANN consistently
produces the “correct” output for a given input. In many
cases, the connection weights can be optimized by gra-
dient descent using backpropagation27. However, this
method can only be used if we have access to a train-
ing set of valid input-output pairs. For example, if we
want teach an ANN to find the mathematically optimal
move on a chess board in an arbitrary configuration, we
need an extensive list of configurations where the math-
ematically optimal move is already known. Because de-
termining the mathematically optimal move in chess is
often an extremely difficult (if not impossible) task, we
have no way of generating a comprehensive training set
of input-output pairs we can use to train the ANN.
Neuroevolution avoids the aforementioned issue by us-
ing a GA to optimize the network connection weights,
where each candidate set of network weights is evaluated
based on how well it allows the network to perform a
desired behaviour. Referring back to the chess example,
this means that instead of trying to teach the network to
make the mathematically optimal move given every pos-
sible board configuration it might encounter, the fitness
of a candidate network would be characterized by how
often it wins against an opponent when allowed to play
out an entire game. This makes neuroevolution useful
for reinforcement learning tasks where the correct net-
work outputs for any given set of network inputs may
not be known.
In section V we will describe our operational ap-
proach to using an ANN to generate a field based
on dynamic feedback from an arbitrarily perturbed
F2H3C6 − C6H3Br2 system, and we will demonstrate
why our approach requires that we use neuroevolution
to optimize the ANN connection weights.
5FIG. 2. (a) the theoretical torsional potential energy function Vtor(φd). (b) Example of the perturbing ηV (φd, t) function
displaying the characteristic size scale of the perturbations in the temporal and spatial domains. (c) When ηV (φd, t) is added
to Vtor(φd), the torsional potential is perturbed in time and space. ηα(φd, t) perturbs α(φd) in a similar fashion (not shown).
V. IMPLEMENTING THE ANN
As stated in section I, the ANN is used to construct
the field directly in the temporal domain in consecutive
steps. The temporal pulse envelope is characterized by
a series of N discrete, equally spaced regions or “bins”
with width δt and total length N × δt = T . The ANN
assigns the amplitude of the bin at time step n+ 1 with
a constant value based on information about the system
behaviour from time steps 0 to n.
We will now outline the general procedure. First, let
εn and 〈φd〉n denote the respective field amplitude and
position expectation value at the nth time step, and let
Mn denote the list of positions between time step 0 and
n, i.e.
Mn = {〈φd〉0, 〈φd〉1, . . . , 〈φd〉n−1, 〈φd〉n}. (5)
Now, let F (⊆Mn) denote the evaluation of the ANN
when it receives a subset of the information in Mn as
input(s). At each general time step n, the amplitude of
the subsequent field component (εn+1) is constructed as
follows:
εn+1 = F (⊆Mn). (6)
Next, εn+1 is appended to the total field shape, the sys-
tem wave packet is propagated forward from time step
n to time step n + 1 using split-operator propagation28,
and the expectation value of the new wave packet posi-
tion 〈φd〉n+1 is calculated. Note that in the correspond-
ing experimental situation the overall pulse shape would
be updated to include the appended component, the new
pulse would be applied to the molecules, and a new mea-
surement of the system would be performed at the ap-
propriately updated time step, as shown in figure 3. The
new positional information is added to Mn (which now
becomesMn+1), and the ANN is reapplied to determine
the field amplitude at time step n+ 2, i.e.
εn+2 = F (⊆Mn+1). (7)
Iterating this procedure for all N time steps allows the
ANN to construct the entire field envelope in consecu-
tive steps based on dynamic feedback from the system.
Note that in practice we also “seeded” the dynamics by
uniformly setting the field amplitude at the first 10 time
steps to the maximum value, as it was found that this
led to performance improvements in the forthcoming op-
timizations.
To further clarify, an illustration demonstrating how
the ANN uses the measurements from previous time steps
as inputs to determine the amplitude of the next portion
of the field is shown in figure 4, the steps involved in an
experimental implementation of the process are shown
in figure 3, and a sketch of the topology and connec-
tion weights of an optimized ANN is shown in figure 5.
Here it can be seen that in practice the ANN only takes
〈φd〉n, 〈φd〉n−3 and 〈φd〉n−6 as inputs, as it was discov-
ered through trial and error that this led to the best per-
formance. Note that we also use the numerical value of
the current time step (n) as an input, as shown in figure
5.
The choice of ANN topology (i.e. the number of
nodes in the network and their connectivity) and the
type of activation function(s) used in the network nodes
(see, e.g., equation 4) can significantly impact the qual-
ity of the results. We found that a simple feedforward
configuration26 with a single hidden layer with 20 nodes
containing tanh activation functions yielded good results
(see figure 5).
Having summarized our general approach to construct-
ing the field envelope with an ANN, the task is now
6FIG. 3. Illustration of how the trained ANN can be implemented to construct an optimized field in an experimental situation.
Note that this figure is meant to show a single intermediate iteration at the nth step of a process that has already been repeated
n − 1 times beforehand. 1) At time step n the measurement acquisition time is set to tn (where tn = n × δt), as represented
by the dotted green line on the clock. 2) The current form of the shaped pulse is applied to the experimental system, a
measurement of the system is performed when t = tn, and the new measurement data is added to the full set of information
about the system from time steps 0 to n. 3) The measurement acquisition time is updated to tn+1, and a subset of the list
of measurement data is used as inputs to the ANN, which in turn informs the pulse shaper what the field amplitude at time
step n+ 1 should be. 4) The pulse shaper generates a new pulse identical to the former albeit with the newly appended field
component appearing between tn and tn+1 (shown in red), and a new measurement is performed when t = tn+1. At this point
the value of the current time step is increased by 1 and steps 3− 4 are repeated until N time steps have passed.
to build an ANN that is capable of achieving the con-
trol objective defined in section II, i.e. generating a
field that transfers a wave packet from the left well of
the F2H3C6 − C6H3Br2 system into the right well (see,
e.g., the right side of figure 1). As stated in section IV,
this is achieved via optimization of the ANN connection
weights.
Note that we do not know what the optimized field
will look like beforehand, so we do not know what the
correct network output should be at any given time step
(i.e. we do not have access to a training set of valid
input-output pairs). For this reason, we cannot opti-
mize the ANN weights using backpropagation/gradient
descent. As explained in section IV, neuroevolution of
the network weights using a GA is an alternative method
that sidesteps this issue, and consequently is the method
that we will use to optimize the ANN.
We will now explain how we used a GA to optimize
the network connection weights in order to achieve the
stated control objective. Note that the feedforward net-
work we wish to train contains a total of 121 connection
weights (see figure 5). This means that we will essentially
be using the GA to solve a 121 parameter optimization
problem, i.e. each candidate GA solution is represented
by a “genome” consisting of 121 double-precision float-
ing point numbers. Each number in a given genome
defines a unique network connection weight within the
predefined network topology. For this reason, a given
genome can be used to generate its corresponding “phe-
notype” by mapping its values to the weights of a net-
work, and conversely the “genotype” of a given network
can be extracted by mapping its connection weights to
the corresponding genome positions. In the following
outlined steps it should therefore be understood that
the terms “genome” and “network” essentially mean the
same thing, and will be used interchangeably depending
on context.
1. Generate S random “training” systems consist-
ing of perturbed potential functions Vs(φd, t) =
Vtor(φd) + ηV (φd, t) and the corresponding per-
turbed polarizabilities αs(φd, t) = α(φd)+ηα(φd, t).
2. Define the initial wave packet configuration of each
training system, Ψs(φd, t = 0), by calculating the
7FIG. 4. Schematic showing how information about the system
from time steps 0 to n is used by the ANN to determine
the field amplitude at time step n + 1. The left and right
panels respectively show the wave packet position 〈φd〉 and
the field amplitude ε at an (arbitrary) interval between time
steps n− 15 and n+ 1. As stated in the article text, once the
ANN determines the amplitude of εn+1, the new component is
added to the total field and the system is propagated forward
from time step n to n + 1. Finally, a new measurement of
the wave packet position at time step n+ 1 is made, and the
process is repeated.
FIG. 5. Sketch of the optimized feedforward network with 4
inputs and a single hidden layer with 20 nodes. The blue (red)
lines indicate positive (negative) connection weights, and the
line thicknesses correspond to the absolute weight magnitude
(for reference, the mean absolute weight magnitude is 3.6, and
the maximum absolute weight magnitude is 11.1). All hidden
and output nodes contain tanh activation functions, and the
black nodes at the top of the structure are bias nodes set
to constant output 1. The bottom input, labelled n, inputs
the current time step. All inputs are pre-processed by scaling
them to a range between approximately −1 and 1, and the
network output is scaled to a value between 0 and the (user-
defined) laser intensity cutoff limit.
minimum energy state localized in the left well of
Vs(φd, t = 0) using the Fourier grid Hamiltonian
29
(FGH) method.
3. For each training system, define a set of 10 target
states, χs = [χs,0, χs,1, . . . , χs,9], by using the FGH
method to calculate the 10 lowest energy states lo-
calized in the right well of Vs(φd, t = T ).
4. Create a random initial “population” of M net-
works where, as stated, the genome of each network
is characterized by a list of values that each define
a unique connection weight in the network.
5. Apply the mth network to all S training sets in the
manner outlined previously in this section, result-
ing in S different wave packets propagated to time
T by the network generated fields, Ψm,s(φd, t = T ).
6. Assign the mth network a fitness score Fm, defined
as the mean overlap of all Ψm,s(φd, t = T ) from step








|〈Ψm,s(φd, t = T )|χs,k〉|2 (8)
7. Repeat steps 5 − 6 for all M networks, and
use the GA to create a population of new net-
works/genomes by mutating and cross breeding
networks/genomes from the current generation
with higher fitness scores (see appendix B for de-
tails about our GA implementation).
8. Repeat steps 5− 7 until the maximum fitness level
of the population converges and/or ceases to signif-
icantly improve.
By evaluating the performance of the networks on the
same S training systems every generation, we ensure that
the convergence is monotonic (this would not be the case
if we, e.g., created a new set of training systems for each
new generation). The caveat of this approach is that we
must include a set of training systems that is large enough
to prevent overfitting; i.e. if we use too few training sys-
tems, then it is unlikely that a network will be able to
learn the general rules it needs to know to be able to
successfully tackle a system that isn’t part of the train-
ing set. In practice, the appropriate number of training
systems was determined through trial and error, by cross
validating the network performance on a series of new
systems not included in the training set. If the train-
ing fitness is similar to the cross validation fitness, then
it is reasonable to assume that the training set is of a
sufficient size.
It is important that the range of the initial guesses pro-
vided by the GA, as well as the size of the GA mutations,
are scaled to reflect the range where the tanh activation
function changes from −1 to 1. In our optimization, the
8range of the initial weights was between −6 and 6, and
the weights were mutated by adding a random Gaussian
variable with 0 mean and a standard deviation that did
not exceed 0.6.
VI. RESULTS AND DISCUSSION
Using the methodology outlined in section V we op-
timized a network using a population of M = 300 net-
works, where each network was applied to a training set
containing S = 100 different test systems that were gen-
erated using the noise parameters described in section
III. The pulse time window was set to T = 7.25 ps, and
the number of field components (and measurements) was
N = 300. The network outputs were scaled to a value
between 0 and a peak pulse intensity of 20 TW/cm2
Figure 5 shows a sketch of the optimized ANN. We
tested this ANN by applying it to 105 new systems cre-
ated using the same noise parameters as the training sets,
and calculated the resulting overlap of the propagated
wave packets with the target wave functions. The red
histogram in figure 6 shows the distribution of the target
occupation levels for all 105 measurements. It is clear
that the fields generated by the network are quite effec-
tive at achieving the control objective, as the distribution
is strongly peaked with a mean value of 0.95.
Note also that these results are achieved after perform-
ing a total of 300 measurements on each system, which,
as stated in section I, is equal to the number of free pa-
rameters used to characterize the shape of the field. A
naive closed-loop approach to the same problem would
be, e.g., to use a GA to optimize the 300 temporal com-
ponents of the field instead, as described in ref. 30. As
a rule of thumb, the population of a GA (and there-
fore the number of measurements performed per itera-
tion/generation) should generally be larger than the di-
mensionality of the search space. Furthermore, the GA
will generally require multiple iterations before finding a
good solution (e.g. the 400 parameter optimization per-
formed in ref. 30 required 346 iterations of a population
containing 2000 individuals, meaning a total of 692000
theoretical “measurements” had to be performed before
a converged solution was found). This demonstrates that
optimizing the field shape using a closed-loop scheme in
the aforementioned manner will likely require a number
of measurements that is multiple orders of magnitude
larger than our method requires.
It is possible that the optimization process may have
created a network that simply produces a generalized
pulse shape that works well across all perturbations, i.e.
the ANN may not actually be making “intelligent” de-
cisions based on the immediate behaviour of the wave
packet in a particular system. To test this hypothesis,
we took the 105 pulses that the network generated in
the previous analysis and applied each one to a different
system than the one it was intended to work for.
The blue histogram in figure 6 shows the distribution of
FIG. 6. The red histogram shows the distribution of target
state occupations when the optimized network is applied to
105 random test systems (note that these systems are not in-
cluded in the set that was used to train the network). The
blue histogram shows the corresponding distribution when
the 105 pulses generated by the network in the aforemen-
tioned analysis are used to drive different systems than the
ones they were intended for. (Note that the red and blue his-
tograms have been visually overlaid, i.e. the darker area in the
lower right corner is where the shapes of the two distributions
overlap.)
target occupation levels when we tested the pulses in the
aforementioned manner. If the shapes of the pulses gen-
erated by the network are not contingent on the specific
perturbed system that the network is operating on, we
would expect that a given pulse shape will work equally
well on any perturbed system we apply it to (assuming
all perturbations are created using the same noise param-
eters). The fact that the blue distribution in figure 6 is
relatively flat compared to the red distribution indicates
that this is not the case; the significant difference between
the red and blue distributions demonstrates that the net-
work is creating pulses that are specifically tailored to the
unique set of perturbing functions associated with each
test system.
Figure 7 shows a comparison of 40 pulse envelopes gen-
erated by the network when applied to a series of systems
perturbed by different ηV (φd, t) and ηα(φd, t) functions.
By comparing the similarities and differences between
various pulses, we can gain some insight into the general
principles of network operation. The right side of figure 7
shows a “top down” view of the pulses, and the left side
shows the 40 overlaid trajectories of the corresponding
wave packet expectation values.
Here it can be seen that each optimized field broadly
consists of a number of pulses appearing at similar times,
and the wave packet trajectories all follow similar paths.
In general, the initial “seed” pulse at t = 0 and the follow-
ing pulse are responsible for pumping the amplitude of
the dihedral oscillations for two periods in the left well,
9FIG. 7. (a) Overlaid time-dependent position expectation
values of wave packet trajectories generated by applying the
optimized ANN from figure 5 to 40 different test systems be-
ing perturbed by different ηV (φd, t) and ηα(φd, t) functions
created using the parameters outlined in section III. (b) top-
down view of the corresponding 40 optimized pulse envelopes
generated by the ANN.
the large third pulse is responsible for transferring the
wave packet over the central energy barrier at φd = 0,
and the last 2− 3 pulses are used to dampen the ampli-
tude of the oscillations in the right well. Despite these
overarching similarities, figure 7 also illustrates that there
are differences between the separate systems. Specifi-
cally, there are noticeable variations in the temporal and
spatial locations of the turning points of the oscillations,
as well as the temporal locations of the rising and falling
edges of the pulses.
While the complexity of the connections in figure 5
make it difficult to ascertain exactly how the network
uses the inputs to make decisions, we can make a few ed-
ucated guesses based on the input data characteristics.
As stated in section V, it was discovered through trial
and error that the ANN performs best when it receives
the wave packet positions at 〈φd〉n−6, 〈φd〉n−3 and 〈φd〉n.
The shape of the wave packet trajectory on the left side
of figure 4 shows that the temporal spacing between these
three measurements is similar to the time scale of changes
in the wave packet trajectory, which indicates that the
ANN may be combining the inputs to numerically esti-
mate the velocity and acceleration of the wave packet at
a given time step.
Intuitively, it makes sense that information about the
velocity of the wave packet is useful for the ANN, as this
can help identify the oscillation turning points as they
occur. However, it was found that removing 〈φd〉n−3 or
〈φd〉n−6 from the inputs resulted in a marked decrease
in performance, which suggests that the wave packet ac-
celeration is also a significant factor in the decision mak-
ing process (conversely, it was found that increasing the
number of inputs by including measurements from earlier
time steps did not improve the results).
Another aspect worth considering is how well the ANN
performs when noise is added to its inputs and outputs.
This is important because these types of effects are essen-
tially unavoidable in a laboratory situation where, e.g.,
experimental measurements of the wave packet position
will generally not reflect the actual position with 100%
accuracy. To investigate, we modified the process out-
lined in section V by adding a random uniformly dis-
tributed variable within a range of ±6◦ to each 〈φd〉n
“measurement”, and a similar random variable within a
range of ±10% of the peak field amplitude to each εn be-
ing output by the ANN. This modified model was then
applied to 105 randomly perturbed test systems exactly
as before, which yielded a mean target state occupation
of 87%. This suggests that the ANN is able to robustly
contend with moderate experimental noise.
As stated in section III, finding a way to model re-
alistic perturbations is another aspect of our proposed
scheme that is at least as important as the implementa-
tion and optimization of the ANN. For this reason, we
decided to test the performance of the optimized ANN
from figure 5 when it encounters perturbations that are
outside of the parameter space of the training data. We
did this by applying it to 105 new test sets generated
with perturbation amplitudes that were on average 50%
larger than the original training set. This yielded a mean
target state occupation of 0.82, meaning that the ANN is
generally about 13% less successful at achieving the con-
trol objective when faced with the larger perturbations.
Next, we tried to improve on this result by retraining
the network on systems containing the larger amplitude
perturbations. Despite repeated attempts using modi-
fied network topologies, GA parameters, and pulse time
window lengths, we were not able to create a new net-
work that could exceed the performance of the original
network on the new test sets.
It is encouraging to see that the original ANN is able
to “handle” the larger amplitude perturbations moder-
ately well, as this suggests a degree of flexibility with
respect to how realistically the perturbations need to be
constructed. However, the fact that an increase in per-
turbation amplitude leads to a seemingly uncorrectable
decrease in performance despite repeated optimization
attempts suggests that there are some fundamental limi-
tations associated with our current approach. Inspection
of the systems where the network fails to perform well
indicate that the problem arises when the wave packet
does not make it over the central barrier in one piece,
i.e. part of it is transferred and part remains in the left
well. The resulting delocalization means that the posi-
tion expectation value 〈φd〉 is no longer a good indicator
of the actual position of the wave packet, which has a
deleterious effect on the ANNs ability to move it into the
right well.
While our current setup may not be able to provide
the ANN with the information it requires to successfully
avoid delocalization in strongly perturbed systems, there
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are countless other ways an ANN could be used to gen-
erate an optimized field based on feedback from a given
molecular system, some of which may lead to increased
robustness against large perturbations. For example, the
problem with delocalization might be mitigated by in-
cluding information about the wave packet variance in
the ANN inputs, or by modifying the procedure in a way
that allows the ANN to also look “ahead” a few time
steps as it constructs the field.
As stated earlier, our motivation for suggesting this
scheme is the possibility of developing an experimental al-
ternative to the standard closed-loop approach to coher-
ent control that is more efficient. While the preliminary
results outlined here indicate that our approach may be
feasible, there are a number of issues and/or limitations
that may need to be addressed before an experimental
implementation is possible. For example, for our cur-
rent method to work properly it is a requirement that we
have access to some kind of information about the inter-
mediate states of the system before the end of the pulse
(whereas in a typical closed-loop approach the algorithm
only “cares” about the terminal state). Depending on
the experimental setup, these type of intermediate mea-
surements may be difficult or impossible to obtain.
Another concern is how to properly implement the
temporal step-by-step construction of the field in an ex-
perimental situation; ultrafast pulse shapers generally
operate in the Fourier domain by manipulating the fre-
quency components of the pulse spectrum, so construct-
ing a field by precisely controlling the amplitude of the
temporal features as outlined in this paper may pose a
challenge. Nevertheless, arbitrary pulse shape genera-
tion in the temporal domain has been demonstrated using
pulse shapers that combine phase and amplitude manipu-
lation in the spectral domain31. Another way around this
problem could be to characterize the field as a train of
Gaussian pulses generated with a beam splitter32, where
the ANN could be used to determine the optimal inten-
sity of each pulse.
VII. CONCLUDING REMARKS
In this paper, we have proposed a new method of ex-
perimental coherent control that is designed to make use
of partial prior knowledge of a molecular system to ar-
rive at a solution more quickly and/or efficiently than a
standard closed-loop approach by reducing the required
number of measurements. Our method is based on the
application of a trained ANN in a manner that allows
it to generate a controlling field in consecutive temporal
steps based on dynamic experimental feedback from the
molecular system.
Using a 1D model of the torsional motion in
F2H3C6 − C6H3Br2, we have outlined an approach to
modelling discrepancies between simulation and exper-
iment by adding perturbing functions to the theoretical
model Hamiltonian. We rationalized this treatment by
discussing the likely sources of error that will cause differ-
ences between the simulated and experimental dynamics,
and we suggested a method of generating random per-
turbing functions that we argue will have a finite prob-
ability of reproducing the experimental dynamics when
included in the model Hamiltonian.
Using neuroevolution, we optimized an ANN in a way
that allows it to achieve robust quantum control of a
simulated molecular system, despite the addition of the
aforementioned random perturbations to the molecular
potential energy and polarizability surfaces. We argued
that this robustness will potentially allow the optimized
ANN to achieve the same control objective in an exper-
imental situation. We also demonstrated that the ANN
can achieve the control objective using a number of mea-
surements that is potentially multiple orders of magni-
tude smaller than a closed-loop approach would typically
require to produce the same results.
In closing, the purpose of this paper is not to provide
a definitive answer regarding the best way to implement
a coherent control algorithm based on an ANN. Instead,
it is to provide a tentative proof of concept for this novel
idea that hopefully leads to lines of further inquiry.
Appendix A: Modelling Realistic Perturbations
For clarity we will use a 1D example in the following
description, however the results can easily be general-
ized to 2 or more dimensions. The goal is to generate a
“noisy” signal where it is possible to control the ampli-
tude of the noise fluctuations as well as the “smoothness”
of the noise features (i.e. how correlated a given part of
the signal is with its adjacent values).
We start by creating a discrete ordered sequence ν(x)
(where x = N), with statistically independent random
values. Each value in the sequence is selected from a
Gaussian probability distribution function (PDF):









i.e. for long sequences the mean value of ν(x) will be
∼ 0. This type of uncorrelated sequence or signal is often
called “white” Gaussian noise because its power spectral
density is constant at all frequencies. Next, ν(x) is con-
voluted with a Gaussian low pass filter and multiplied














Varying the width of the Gaussian kernel σG allows us
to control the smoothness of η(x). The autocorrelation
function can be used to obtain a quantifiable measure
of this smoothness in terms of the characteristic size of
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the features in η(x). For a signal generated using equa-
tions A1 and A2, it can be shown that the mean auto-









Using equation A3, we can borrow a measure of the
mean signal coherence length from turbulence theory in








Furthermore, it can be shown that the variance of the







Using equations A5 and A4, we can control the mean
coherence length and/or amplitude of the features in η(x)
by modifying σG and/or β.
Appendix B: Genetic Algorithm Details
We wrote our own custom GA implementation, al-
though the selection and cross breeding functions are
identical to those used in the MATLAB33 GA. As stated,
we used a population of 300 individuals where the
genomes were initialized with uniformly distributed val-
ues between −6 and 6.
When constructing a new generation, the two best per-
forming individuals in the previous generation where in-
cluded in the new generation unchanged. Of the remain-
ing new individuals to be constructed, 80% were “chil-
dren” created by selecting two “parents” from the cur-
rent generation and cross breeding their genomes, and
the remaining 20% were “mutants” created by selecting
an individual from the current generation and mutating
its genome.
Selection of P parents/mutants from a population con-
taining N individuals is accomplished as follows:
1. Rank all N individuals according to their raw fit-
ness scores.
2. Assign each individual a scaled fitness value pro-
portional to its rank. The scaled fitness function
employed here is F (Rn) = 1/
√
Rn, where Rn is the
rank of the nth individual.
3. Create a line of length L with N segments, where
the length of the nth segment is proportional to the
scaled fitness of the nth individual.
4. Starting from the beginning of the line, take a step
of random length l0 along the line, where 0 ≤ l0 ≤
L/P . Select the individual that corresponds to this
position on the line as the first selection of the P
individuals that are to be selected.
5. Select the remaining P − 1 individuals by moving
along the line with equally spaced steps of length
l, where l = L/P .
Cross breeding between parent A and B is accom-
plished by generating random binary vectors with lengths
equal to the number of genes in the genome. The nth gene
in the child is then assigned the nth gene from parent A
(B) when the nth value in the vector is 0 (1).
Mutation is accomplished by adding a random Gaus-
sian variable with a mean value of 0 and a standard devia-
tion of σ to each gene. The size of σ used to construct the
mutants in the nth generation is adaptable (albeit with a
maximum value of 0.6), and determined by the maximum
fitness at generation n − 1 and n − 2. If the maximum
fitness has not improved between generation n − 2 and
n − 1, the current value of σ is updated by multiplying
the previous value by 20. If the fitness between genera-
tion n−2 and n−1 has increased, the current value of σ
is updated by dividing the previous value by 20. Finally,
there is also a 1% chance that any gene in a genome
that has been selected for mutation will be completely
replaced with a new uniformly distributed random value
between −6 and 6.
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