We present a formula for reducing the rank of Wilson fermions from 4NcNxNyNzNt to 4NcNxNyNz keeping the value of its determinant. We analyse eigenvalues of a reduced matrix and coefficients Cn in the fugacity expansion of the fermion determinant n Cn(exp(µ/T )) n , which play an important role in the canonical formulation, using lattice QCD configurations on a 4 4 lattice. Numerically, log |Cn| varies as NxNyNz, and goes easily over the standard numerical range; We give a simple cure for that. The phase of Cn correlates with the distribution of the Polyakov loop in the complex plain. These results lay the groundwork for future finite density calculations in lattice QCD.
I. INTRODUCTION
QCD at finite temperature and density has been one of the most attracting subjects in physics. Many phenomenological models predict that the QCD phase diagram is expected to have a very rich structure, and thoroughgoing analyses of heavy ion data have been made to show that we are sweeping finite temperature and density regions. See Ref. [1] .
First-principle calculations based on QCD are now highly called. If such calculations would be at our hand, their outcomes are also very valuable for many research fields: high energy heavy ion collisions, the high density interior of neutron stars and the last stages of the star evolution. Needless to say, the inside of nucleus is also a baryon rich environment, and lots of contributions to nuclear physics could be expected.
Unfortunately, the first principle lattice QCD simulation suffers from the sign problem. Nevertheless, there have been many progresses such as the reweighting method [2] , the imaginary chemical potential [3, 4] and the canonical formulation [5, 6] ; now some light is shed on the QCD phase diagram.
Most of lattice QCD studies with non-zero density were done with the use of staggered fermions. It is desirable to study lattice QCD with Wilson fermions because it is free from the fourth-root problem. At zero density, thanks to several algorithm developments, lattice QCD simulations with Wilson fermions are now possible even on the physical quark masses.
In case of the lattice QCD simulations with finite chemical potential µ, often we must handle the fermion determinant det ∆(µ), directly. For example, the reweighting method requires a ratio of two determinants,
mation of the fermion determinant
with the quark number n and the imaginary chemical potential µ I . In these approaches, the heaviest part of the numerical calculations is the evaluation of the determinant. An efficient way of the determinant evaluation is highly desirable. It is very useful if we can transform the fermion matrix ∆ into a compressed one whose rank is less than the original one, and yet it gives the same value of the determinant, since the numerical cost to evaluate a determinant is usually proportional to the third power of the matrix rank.
Such a transformation was found for the staggered fermion by Gibbs [8] and Hasenfratz and Toussaint [9] , and used in finite density simulations, e.g. [10] [11] [12] [13] . Their method has also an advantage in the canonical formulation.
With the reduction method, the fermion determinant is expressed in powers of fugacity,
If we obtain the coefficients C n , the Fourier transformation in the canonical formulation is easily carried out.
A reduction method for Wilson fermions has not been established yet. It is unfeasible to apply the method for staggered fermions in [8, 9] The purpose of the present work is to construct a reduction method for Wilson fermions. In Ref. [22] , Borici derived a reduction method that can be applied to Wilson fermions, and tested it using a Schwinger model (QED2) with staggered fermions. We develop further the method of [22] and derive a reduction formula, which rearranges the Wilson fermion determinant in powers of fugacity and reduces the numerical cost.
Similar to the method in [8, 9] , the Wilson fermion matrix is expressed in a time-plane block matrix form.
Projection operators contained in the Wilson fermion matrix make it possible to transform forward and backward hopping parts separately. Owing to the property of the projection operators, the Wilson fermion matrix is transformed so that the determinant in the time-plane block form can be carried out analytically. The determinant of the Wilson fermion is then reduced into that of a reduced matrix, whose size is smaller than the original one. The problem results in the diagonalization of the reduced matrix instead of the original matrix. Solving the eigenvalue problem for the reduced matrix, the Wilson fermion determinant is expressed in powers of fugacity.
This paper is organized as follow. In the next section, we show the reduction method for the Wilson fermions.
In section III, as an illustration, we perform numerical simulations on a small 4 4 lattice and calculate the Wilson fermion determinant using the reduction method. We discuss the properties of the coefficients of the fugacity expansion. The results are not to be regarded as physical, due to the small lattice size, but lay the groundwork for future realistic calculations. The final section is devoted to a summary. In the appendix, we give (1) the detail of the calculation of the determinant of a permutation matrix P used in the reduction formula, (2) a simple numerical trick to evaluate the fugacity expansion coefficients, and (3) a possible alternative formulation.
II. FRAMEWORK

A. Structure of Fermion Matrix
We employ the Wilson fermions defined by
where r, κ and µ are the Wilson term, hopping parameter and chemical potential, respectively. We include the clover term with the coefficient C SW . For later convenience, we divide the quark matrix into three terms according to their time dependence
Here r ± = (r ± γ 4 )/2 and z = e −µ , and
They satisfy V V † = I. Note that r ± are projection operators in the case that r = 1. In a time-plane block matrix form, B and V are given by
B. Reduction Formula for Wilson Fermions
Now, we derive a reduction formula for the Wilson fermions. A starting point is to define a matrix [22] ,
which is referred to as a permutation matrix [22] . The parameters c a and c b are arbitrary scalar except for zero, and may be set to one. We can use these parameters to check the following reduction formula numerically. Since r ± are singular, the matrix P must contain both of them; otherwise P is singular. It is straightforward to check
Multiplied by P , the quark matrix is transformed into
In the time-plane block matrix form, the first and second terms of Eq. (11) are given by
The block-matrices are given by
where the dimensions of α i and β i are given by N red = N/N t = 4N x N y N z N c . We factor out a negative sign caused by anti-periodic boundary conditions from the definition of β Nt . Therefore the negative sign appears at the lower-left corner in Eq. (13) . The two block-matrices have different meaning; α i contains only spatial hopping terms with a fixed time t = t i , while β i contains temporal hopping terms as well as spatial ones due to temporal link variables.
Combining Eqs. (12) and (13), we can carry out the determinant in the time-plane block matrix
where
Nt β Nt ), which we refer to as a reduced matrix. Substituting
we obtain
Here, the rank of the matrices α i and Q is given by N red = N/N t , while that of the Wilson fermion is originally given by N . Thus the reduction formula makes the computation of the determinant 1/N 3 t less time. Furthermore, the µ dependent parts are separated from the hopping terms, and appear at the overall factor and the second determinant.
FIG. 1:
The left panel depicts closed loops on a plane t = ti, which contribute to det αi, while the right one does paths of quarks from t = t1 to t = tN t , which contribute to the reduced matrix Q.
Equation (17) consists of sub-determinants: det(α i ) and det(z Nt + Q). As we have explained, α i describes spatial hopping terms at a time-slice with t i . Hence, det α i describes closed loops in a plane with a fixed time Fig. 1 ). On the other hand, β i contains temporal hopping terms from t = t i to t = t i+1 . The reduced matrix Q describes paths of the propagation of quarks from t = t 1 to t = t Nt (right panel in Fig. 1 ). Thus, the reduction formula separates closed loops at time-slices from paths of the propagation of quarks (Fig. 2 ). Now, we solve an eigenvalue problem det(Q − λI) = 0. With the eigenvalues λ, the determinant of the reduced matrix is written as
which is expanded in powers of z Nt ,
where we replace c n by c −n to obtain the second line from the first one. This is an expansion with regard to (inverse) fugacity z Nt = exp(−µ/T ). Equivalently, this can be interpreted as a winding number expansion, because z Nt comes from closed loops that make a round the lattice in the time-direction. Note that the expansion Eq. (19) is exactly done and does not involve any approximation.
Finally, we obtain the reduced quark determinant
Here, C n = Cc n with C = (c a c b )
. The coefficients c n have two properties. If a chemical potential is pure imaginary µ = iµ I , then (z) * = z −1 and
These conditions bring about the first property c *
The second property is concerned with the center transformation Z 3 . Under Z 3 transformation, the time components of the link variables are transformed as
where w = exp(2πi/3) is an element of Z 3 . Regarding the n-th term in Eq. (20) , if the winding number n is a multiple of N c , the coefficient c n is Z 3 invariant, otherwise c n is not Z 3 invariant. Thus, c n are classified in terms
center variant (n = 3m + 1, 3m + 2)
where m is an integer. It is known that the center symmetry is explicitly broken in the presence of quarks. In the quark determinant, the explicit breaking of the center symmetry is caused by the terms having winding numbers not multiple of N c .
III. NUMERICAL RESULTS
In this section, we demonstrate the calculation of the quark determinant det ∆(µ) using the reduction formula. In order to see the temperature dependence of det ∆(µ), we set β = 1.85 and 2.0. We employ Table I and II. One of the advantages of the reduction method is that it makes easy to calculate the µ dependence of the quark determinant. Once we perform the reduction procedure and obtain λ n or c n , we can obtain det ∆(µ) for arbitrary µ. In Figs. 3 and 4 , we show the µ dependence of the determinant. The values remain near the starting points when µ is small, and move rapidly when µ exceeds around 0.9. Next, we study the reduction method in more detail. The distribution of the eigenvalues λ of the reduced matrix Q is shown in Figs. 5. We observe that the eigenvalues are split in two regions. Almost half of the eigenvalues are distributed in a region |λ| 5, and the other half in a region |λ| 0.5. There is a margin between two regions, where no eigenvalue is found, as we can see in the right panels in Fig. 5 . The splitting of the eigenvalues is observed in the eight measurements. Note that the eigenvalues are constrained by the condition N red n=1 λ n = 1. Qualitatively, this can be understood from the fact that the matrix Q is a product of the block matrices A i = (α −1 i β i ). It is expected that when the system is in equilibrium A i moderately depends on time. In such a case, we can express A i ∼Ā + δA i , whereĀ is independent of time. Assuming the time-dependent part
Nt causes the splitting of the eigenvalues of the matrix Q for eigen(Ā) > 1 and eigen(Ā) < 1 cases.
The coefficient c n is a polynomial of the eigenvalues λ according to Eq. (19) . Because the number of the eigenvalues N red is large, there appear two numerical problems. First problem is for an accuracy. We employ a recursive method in order to determine c n in enough precision. Second problem is that c n exceeds the range where a number can be represented in double precision: about 10 −308 ∼ 10 308 . In order to overcome this problem, we very similar to Figs. 6. As we have mentioned, |c n | goes over the standard numerical range and reaches at 10 900 at most, which is much larger than the maximum value in double precision. Note that the overall factor C is order 10 −900 , then the cancellation between C and c n makes their product C n = Cc n ordinary order. For both β = 1.8
and 2.0, we find that |c n | is maximum at n = 0 and decreases exponentially as |n| becomes larger.
Next, we show the absolute value of C n e nµ/T for several chemical potentials in Figs. 7 and 8 . In contrast to |c n |, the fugacity factor e nµ/T becomes larger as n becomes larger. The difference between the n-dependence of |c n | and e nµ/T leads to a peak for |C n e nµ/T |, as we can see in Figs. 7 and 8. Several terms in the vicinity of the peak dominate det ∆(µ). For instance, det ∆(0) is dominated by terms near n = 0. The location of the peak moves towards larger values of n as µ becomes larger. However the µ dependence of the location of the peak is not so strong. Even for the chemical potential near to µ = 1, significant contributions come from terms with n < 100.
In the following, we consider terms with n < 100. 
IV. SUMMARY
In this paper, we have presented the reduction formula for the Wilson fermion determinant. The formula reduces the numerical cost to evaluate the Wilson fermion determinant. The point is that the Wilson fermion matrix contains the projection operators, which enable to transform the fermion matrix so that the temporal part of the determinant can be performed analytically. Thus the Wilson fermion determinant is reduced to the determinant of the reduced matrix. Solving the eigenvalue problem for the reduced matrix, the determinant is expressed in powers of fugacity.
Although the basic idea for the reduction method is similar to that for staggered fermions, a difference comes from the use of the projection operators.
We perform the numerical simulations on the 4 4 lattice and calculate the Wilson fermion determinant using the reduction formula. In order to determine the coefficients of the fugacity expansion in enough accuracy, we employ the recursive method and develop the special routine. Furthermore, we compare our results with those obtained by using a multi-precision library.
We discussed the properties of the eigenvalues of the reduced matrix and of the coefficients c n of the fugacity expansion. The eigenvalues show an interesting behaviour; they are split in two regions. We find that there are two particular behaviours for the winding number dependence of the phase of the coefficients. One is that the phase of c n is a continuous function of the winding number. The other is that the phase of c n is split into three lines classified in terms of mod(n, 3) with the gap about 2π/3 between lines. Here we calculate the determinant of the permutation matrix P . Since the projection operators are singular det(r ± ) = 0, we need to use a simple trick in order to obtain det P ; first we reduce the determinant in the case that r = 1. Then we take the limit r → 1, after eliminating the singularity. To perform this, we summarize identities of the projection operators for arbitrary r. They are defined by
Using the definitions, it is straightforward to obtain
These equations lead to the inverse matrices
Using Eqs. (A2), we obtain
Considering the Dirac components, (r ± ) Nt are given by
Having these two terms, there is no singularity in Eq. (A3). Then, we obtain
and
In order to express C k , we need wide range of floating numbers, but in Eqs. (B3) we do not need very high precision. In other words, we need wide range of the exponent, but we do not need very large significant numbers.
We express each real and imaginary parts of C k in a form of
and a is a double precision real and L is an integer. When we solve the recursion relation Eqs. (B3), we express all C k , C ′ k and B k in this form. The base b can be any number, and we set it to be 8. To see if this simple trick works or not, we calculate several cases by this method, and by a high accuracy library, FMLIB [23] . We got the same results. Although this method works for obtaining the coefficients, C i in a sufficient double precision, we found a peculiar configuration on which a huge cancellation occurs in the sum of C i × exp(iµ/T ) and the double precision is not enough to get a correct value of the determinant.
Appendix C: Alternative approach
In this appendix, we give another possible transformation of the Wilson fermion determinant. It is more direct extension of the Gibbs's approach for the staggered fermion, and may give a general base. Unfortunately, in present-days numerical algorithms we cannot find a reliable one to solve a generalized eigenvalue problem if involved matrices are singular. But if in future this problem is solved, the following can be another good starting point.
Keeping in mind that for Wilson fermions, (−κ(r − γ 4 )V ) −1 does not exist unless the Wilson term r = 1, we can apply similar transformation in the staggered fermion case by Gibbs to the Wilson fermion, and get
Here the block-matrices are given by Eq. (C4) is a form of the generalized eigenvalue problem [24] . There is a mathematical theorem (Generalized Schur Decomposition) which tells us that there exist unitary matrices Y and Z such that Y † SZ and Y † T Z are upper triangular. Let α k and β k be diagonal elements of these matrices. Then
Half of α's and β's vanish.
This formula has an advantage that T and S do not have inverse matrix like Q in Eq. (17) , and can be easily constructed. A problem is that matrices T and S are singular. To our knowledge, no stable algorithm is know to solve the generalized eigenvalue problem in such a case.
