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Abstract We evaluate the accuracy of a machine-learning algorithm that uses LiDAR data to optimize
ground-based sensor placements for catchment-scale snow measurements. Sampling locations that best
represent catchment physiographic variables are identiﬁed with the Expectation Maximization algorithm for
a Gaussian mixture model. A Gaussian process is then used to model the snow depth in a 1 km2 area sur-
rounding the network, and additional sensors are placed to minimize the model uncertainty. The aim of the
study is to determine the distribution of sensors that minimizes the bias and RMSE of the model. We com-
pare the accuracy of the snow-depth model using the proposed placements to an existing sensor network
at the Southern Sierra Critical Zone Observatory. Each model is validated with a 1 m2
LiDAR-derived snow-depth raster from 14 March 2010. The proposed algorithm exhibits higher accuracy
with fewer sensors (8 sensors, RMSE 38.3 cm, bias5 3.49 cm) than the existing network (23 sensors, RMSE
53.0 cm, bias5 15.5 cm) and randomized placements (8 sensors, RMSE 63.7 cm, bias5 24.7 cm). We then
evaluate the spatial and temporal transferability of the method using 14 LiDAR scenes from two catchments
within the JPL Airborne Snow Observatory. In each region, the optimized sensor placements are determined
using the ﬁrst available snow raster for the year. The accuracy in the remaining LiDAR surveys is then com-
pared to 100 conﬁgurations of sensors selected at random. We ﬁnd the error statistics (bias and RMSE) to be
more consistent across the additional surveys than the average random conﬁguration.
1. Introduction
A major challenge of hydrologic science in montane regions relates to estimating the spatial variability of
snow cover [Bales et al., 2006; Trujillo and Lehning, 2015; McCreight et al., 2014; Guan et al., 2013]. Multiple
independent variables govern the distribution of snow cover, including elevation, slope, aspect, and the dis-
tribution of canopy [Faria et al., 2000; Musselman et al., 2008; Lehning et al., 2011; Helfricht et al., 2014]. Non-
stationary effects such as climate warming and changes in vegetation structure may signiﬁcantly alter the
timing and magnitude of storage and runoff in these watersheds [Goulden and Bales, 2014; Flanner et al.,
2009]. Existing regression-based hydrologic models, which use statistical relations from historical hydro-
graphs to predict runoff and inform allocation decisions [Perkins et al., 2009; Rosenberg et al., 2011; Rango
and Martinec, 1995] will have limited accuracy as conditions deviate from historical norms and thus may
prove to be inadequate for predictions in water management.
Recent research has focused on improving hydrologic models by assimilating remote-sensing and in situ
measurements with distributed energy-balance models to better estimate storage and runoff [Guan et al.,
2013]. These methods use well-developed remote-sensing [Painter et al., 2003; Rosenthal and Dozier, 1996;
Dozier, 1989; P€alli et al., 2002; Egli et al., 2012] and energy-balance models [Marks et al., 1992; Link and Marks,
1999; Brubaker et al., 1996] to estimate snow and snowmelt processes across basins. In situ measurements
for these methods are presently limited to snow pillows and snow courses, which largely sample ﬂat, open
terrain [Molotch and Bales, 2006], yet the distribution of snow cover can vary considerably as a function of
topographic features. To address this, in situ sensor measurements can be deployed to capture the mean
and variance of the snow depth, which can be used to inform models that use these statistics as inputs
[e.g., Essery and Pomeroy, 2004]. Alternatively, individual sensor measurements can be used together with
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distributed models to estimate snow distribution across uninstrumented regions [Balk and Elder, 2000; Erick-
son et al., 2005; Erxleben et al., 2002; Fassnacht et al., 2003; Harshburger et al., 2010].
Prior studies have investigated the feasibility of using wireless-sensor networks to distribute representative
snow measurements over a broader landscape [Kerkez et al., 2012; Rice and Bales, 2010]. These studies dem-
onstrated that wireless-sensor networks can be conﬁgured to provide simultaneous measurements of
snow-depth distribution, solar forcing, and subsurface exchange across a 1 km2 region. Based on these ﬁnd-
ings, 14 additional 1 km2 area networks were deployed across the American River Basin to develop a real-
time water information system [Kerkez et al., 2010]. Existing deployment methods for wireless-sensor net-
works require extensive ﬁeld surveys in order to identify sampling regions for a limited budget of sensor
nodes. These practices are resource intensive, provide no guarantees on accuracy, and are unsustainable if
wireless-sensor networks are going to see larger-scale adoption for real-time monitoring.
Although snow-depth statistics are site speciﬁc [Gr€unewald et al., 2013], and are often unknown prior to
deployment, the distribution of independent physiographic variables is often known at high resolution
[e.g., from LiDAR surveys, Deems et al., 2013]. Sensors could be deployed in representative locations based
on the remotely sensed data. Then, site-speciﬁc parameters for a snow-depth estimator could be inferred
from the initial deployment in order to determine whether additional sensors are needed. This process
would be well-suited to the ﬁeld of machine learning, which includes ‘‘unsupervised’’ algorithms (which
identify patterns in the independent variables without observing the dependent variable), and ‘‘supervised’’
or ‘‘active’’ algorithms (which employ limited observations of the independent variable in order to improve
the estimator). A number of recent studies have applied machine-learning algorithms to topics in hydrolo-
gy, such as runoff and streamﬂow estimation [Solomatine and Shrestha, 2009; Londhe and Charhate, 2010],
evapotranspiration modeling [Torres et al., 2011], streamﬂow forecasting [Rasouli et al., 2012], assessment of
the contamination of groundwater [Khalil et al., 2005a], and estimation of needs for reservoir releases [Khalil
et al., 2005b; Ticlavilca and McKee, 2010].
In the present study, we evaluated a two-step machine-learning method to optimize sensor locations for
catchment-scale snow-depth observatories. First, we used a Gaussian mixture model (an unsupervised algo-
rithm) to identify representative sampling locations in a LiDAR-derived feature space (i.e., the multivariate
distribution of independent variables that exist within the catchment). Second, we used a Gaussian process
to estimate the catchment-scale distribution of snow-depth and model uncertainty, then placed additional
sensors in high-uncertainty regions (i.e., supervised updates). The aim of this process is to determine the
distribution of sensors that will minimize the RMSE and bias of the Gaussian process estimate throughout
the catchment. The aims of the present study are to (i) determine how many sensors are needed in the
unsupervised step in order to estimate the catchment-scale parameters for the estimator (i.e., the regression
weights and autocorrelation for each independent variable), (ii) assess how many additional sensors are
needed in the supervised step to optimally instrument the catchment, (iii) compare the accuracy of the
snow-depth model using placements determined with the algorithm to an existing network and to random-
ized placements, and (iv) determine the spatial and temporal transferability of the method by evaluating
the accuracy of the algorithm across multiple regions and over multiple LiDAR ﬂights.
2. Methods
2.1. Study Areas and Data Collection
We evaluated the accuracy of the algorithm in three 1 km2 catchments. The ﬁrst study site is located in the
Southern Sierra Critical Zone Observatory (SSCZO) (37840N, 1198110W), within the rain-snow transition of the
Sierra Nevada near Fresno, California. In water year (WY), 2010 (1 October 2009 to 30 September 2010), a
23-node wireless-sensor network was installed (Figure 1), spanning a 1.5 km transect in a forested headwater
catchment where approximately 50–60% of annual precipitation falls as snow [Bales et al., 2011, Figure 9]. The
catchment covers elevations between 1900 and 2100 m a.s.l., which are centrally distributed at 2000 m a.s.l.
The mean and median slopes in the catchment are 11.68 and 10.28, respectively. Though a range of aspects
exist within the catchment, the distribution of ‘‘northness’’ is weighted toward 1808, as the catchment faces
SW, toward the Central Valley. The canopy distribution is bimodal: most of the site is either open (penetration
fraction5 1) or dense (penetration fraction5 0). For the present study, sensor locations in the existing wire-
less network were measured with a Trimble GPS (10 cm horizontal accuracy).
Water Resources Research 10.1002/2016WR018896
OROZA ET AL. OPTIMIZING SNOW SENSOR PLACEMENTS 8175
Node locations in the existing network are clustered such that the distribution of sensor measurements can
be used to represent the catchment-scale mean and variance. Particular attention was paid to the effect of
canopy, with clusters of sensors measuring the drip-edge, under-canopy, and open regions at multiple loca-
tions in the catchment. Although these measurements are spatially proximate, they represent 23 distinct
measurements at dissimilar points in the feature space when used in the Gaussian-process estimator. Figure
1 shows the overall sensor distribution and typical network structure. The right-hand plot shows a cluster of
sensors in the network that were placed to capture drip-edge-to-open gradient in the NE region of the
catchment. Other clusters in the network are designed to capture under-canopy effects as well as gradients
of slope, aspect, and elevation. The existing network provides a representative sampling of canopy and
aspect, but signiﬁcantly under-represents high and low elevations (elevations between 1850–1950 and
2020–2100 m are not covered), as well as high values of slope (slopes above 158 are not covered).
Physiographic variables (Figure 2) and a snow on/snow off raster (Figure 3) were gathered from the NSF
Open Topography database, opentopography.org [accessed 1 February 2016]. Elevation, slope, and aspect
extracted from LiDAR data were processed in ArcMap 10.2. On average, 9.21 points per square meter were
used to generate the 1 m2 DEM, canopy, and snow-depth rasters. Elevation information was stored as a
Figure 1. An existing wireless-sensor network at the Southern Sierra Critical Zone Observatory. Clusters of ultrasonic point measurements
of snow depth are distributed across a 1.5 km transect in a 1 km2 catchment. Data from each cluster are relayed every 15 min through a
network of wireless elements to a base station with a real-time data uplink.
Figure 2. Hillshade maps showing the LiDAR-derived digital elevation models at each of the three sites used in the present study. At the Southern Sierra Critical Zone Observatory (left-
hand plot), the distribution of canopy is overlain in green. The raster at the Southern Sierra Critical Zone Observatory was derived from LiDAR data in Anderson et al. [2012]. The rasters at
the Tuolumne and Merced locations were derived from the JPL Airborne Snow Observatory [Painter et al., 2016].
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point cloud in raw LiDAR data and the points of ground returns were gridded, averaged, and smoothed in
order to create a high-resolution digital elevation model (DEM). Slope and aspect were calculated at 1 m2
resolution from the gradient of the DEM in the longitudinal and latitudinal directions in the nine adjacent
grid cells. The ‘‘northness’’ component of aspect was used in the present study (0–1808), as N/S differences
affect snow cover due to differences in solar forcing.
The snow-depth raster was calculated by differencing the snow on/snow off surveys from 14 March 2010
[Anderson et al., 2012]. The snow depth is Gaussian-distributed between 0 and 3 m (mean5 1.42, standard
deviation5 0.50). A comparison against ground-truth surveys conducted during the LiDAR surveys showed
0.1 m of vertical error in the snow-depth raster. There were no returns in 28.5% region due to dense canopy.
In these regions, we ﬁrst segmented trees from the LiDAR canopy height model using the variable-area
local maxima algorithm and a typical pine tree height-diameter ratio [Swetnam and Falk, 2014; Wonn and
O’Hara, 2001] and found that 2.3% of regions with no returns were tree trunks. We then set the snow depth
at these points to zero and gap-ﬁlled the remaining unobserved regions using bi-linear interpolation. The
interpolation scheme was based on a prior analysis of snow-depth variability at a nearby instrument cluster
[Bales et al., 2011], which determined that under-canopy measurements were typically 30 cm lower than
drip-edge. Finally, we calculated the canopy penetration fraction from the LiDAR point cloud based on the
methods presented in Zheng et al. [2016]. The raw and gap-ﬁlled LiDAR data are shown in Figure 4.
Sites for the long-term analysis were selected from within the Airborne Snow Observatory (ASO) [Painter
et al., 2016]. The ASO mission runs LiDAR surveys every other week (beginning the last week of March) in
the Merced and Tuolumne river basins of the Sierra Nevada. For the present study we selected a 1 km2
catchment from within each basin. Both sites were selected from above the tree line. This provided two
advantages for the present study: it allowed us to evaluate the transferability of the algorithm in a new envi-
ronment (i.e., not densely forested), and meant that the snow rasters did not have to be interpolated under
dense canopy. The accuracy of the algorithm could therefore be evaluated based solely on measured val-
ues. The Tuolumne site is located at (38.044591, 2119.4273598) at 3100 m a.s.l. and is due East from the
Hetch Hetchey reservoir. The Merced site is located at (37.737945, 2119.3029838), 3450 m a.s.l. The 3 m res-
olution LiDAR rasters of site characteristics and snow depth are shown in Figures 2 and 3, respectively. At
the Tuolumne catchment, the elevation range is 3085–3340 m, the aspect is predominately west-facing and
east-facing, and the mean and median slopes are 19.3 and 18.28, respectively. The Merced catchment spans
3270–3680 m, the aspect is predominately south-facing, and the mean and median slopes are 20.0 and
17.58, respectively. Dates for the LiDAR surveys at each site are listed in Table 2. Based on the in situ meas-
urements from the Gin Flat snow pillow (located between the Merced and Tuolumne basins at 2150 m), the
differences in snow depth between the seven LiDAR scenes were primarily attributable to: accumulation
(between scenes 1 and 2), melt (2 and 3), melt (3 and 4), accumulation (4 and 5), melt (5 and 6), accumula-
tion, and then melt (6 and 7).
Figure 3. LiDAR-derived snow depth in each of the 1 km2 catchments was used to determine the optimized sensor locations for each site. At Tuolumne and Merced, these are the ﬁrst
rasters available for WY2014. The accuracy of the placements in the remaining LiDAR surveys is shown in Figures 9 and 10.
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2.2. Identification of Representative Sampling Locations
In the ﬁrst step of the proposed method, we determined the distribution of sensors that is most-
representative of the LiDAR-derived feature space. This is accomplished using a Gaussian mixture mod-
el, which assumes that a feature space (i.e., the combined R6; x5½xlat; xlon; xslope; xaspect; xelevation; xcanopy
LiDAR data from section 2.1) is a product of a ﬁnite number of latent (unobserved) components
(i.e., sensors). The sensor’s ability to observe each point in the feature space is represented using a mul-
tivariate normal distribution (equation (1)). This is the parametric expression of each component of
the mixture. The expected value of such a normal distribution is the sensor’s location in the feature
space. Multiple Gaussian distributions (multiple sensor locations) were combined and weighted with
mixing parameters from an ensemble of M mixture elements in equations (2) and (3). The combined
ability of all sensors to observe all points in the feature space is represented using a likelihood function
(equation (4)).
Formally, the Gaussian mixture model is a linear superposition of D-dimensional multivariate normal distri-
butions, N , with expected value l and covariance R applied to data x, which are vectors including the four
LiDAR derived variables. Each component is deﬁned as:
Nðxjl;RÞ5 1
ð2pÞD=2
1
jRj1=2
expf2 1
2
ðx2lÞTR21ðx2lÞg (1)
and their superposition, with mixing parameters, pm, with m being an index denoting a single mixture com-
ponent, is deﬁned as:
pðxÞ5
X
m
51MpmNðxjlm;RmÞ (2)
subject to:
XM
m51
pm51 (3)
The complete log-likelihood function, evaluated over all the LiDAR-derived measurements, N is given
by:
Figure 4. (left) Raw and (right) gap-ﬁlled LiDAR snow rasters at the Southern Sierra Critical Zone Observatory. Dense canopy resulted in no returns for under-canopy measurements in
26.2% of the catchment. These points were bilinearly interpolated from adjacent measurements (described in section 2.1). The snow rasters in Tuolumne and Merced did not require
gap-ﬁlling.
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ln pðxnjp; l;RÞ5
XN
n51
ln
XM
m51
pmNðxnjlm;RmÞ
( )
(4)
We used the Expectation Maximization (EM) algorithm [McLachlan and Peel, 2004; Pedregosa et al., 2011] to
retrieve the sensor locations. This is an iterative process in which the algorithm tries to recover the most-
likely parameter estimates for the mixture of multivariate Nm to explain the data. We used a spherical
covariance function and updated the model weights, covariance, and means with each iteration. Once the
maximization step no longer increases the log-likelihood, the process terminates and the optimized sensor
locations have been found. Like many gradient-based optimization methods, EM converges to local minima.
Therefore we used 100 initializations from randomized starting points and selected the result with the maxi-
mum likelihood. We parallelized this process onto four computational cores and subsampled the feature
space (using a 1-in-16 point subsampling) to make the evaluation of many starting points computationally
tractable. We then performed a nearest neighbor search through the full feature space (i.e., not sub-
sampled) in order to ﬁnd the physical location that most closely matches the features of each Gaussian mix-
ture model mean.
2.3. Snow-Depth Model
In the second step, the LiDAR-derived snow-depth measurements at the locations proposed by the Gauss-
ian mixture model were used to estimate the distribution of snow depth across the catchment using a
Gaussian process [Rasmussen and Williams, 2006]. A Gaussian process is a regression technique that predicts
a dependent variable (in our case, the snow depth, Y) using a set of dependent variables, X, which are
expected to be informative for its prediction. It establishes a covariance-based model that, using known
input-output relationships (the training data at the measuring stations locations, fxn; yngNn51), is able to pre-
dict the snow depth on new, unseen locations where the inputs can be obtained. In our speciﬁc application,
the physiographic variables (slope, aspect, elevation, and canopy) were used as dependent variables in the
estimation (i.e., for a single point in R4; x5½xslope; xaspect; xelevation; xcanopy). The Gaussian process (equation
(5)) combines the N point measurements XN from each sensor station and the four LiDAR-derived physio-
graphic variables to estimate the mean snow depth, Y , using a covariance function K,
Y  GPðY ; KÞ; (5)
where the  symbol means ‘‘is distributed following.’’ An illustration of the Gaussian process is shown in
Figure 5: given the observed data and uncertainty (sensor stations, in red) and a prior over the shape and
parametrization of the functions which are likely to be observed (e.g., all functions are Gaussians with mean
Y and covariance K), the Gaussian process estimates a posterior distribution with a predictive average
(dashed line) and variance (the uncertainty of the prediction—the gray envelope). Note that close to the
observed data, the variance approaches zero. Readers interested in the mathematical details may refer to
Chapter 2 in the book by Rasmussen and Williams [2006]. In the present study, we used a squared exponen-
tial covariance function (Kse in equation (6), which depends on four variables: x and x0 are two points in the
domain, d is the distance between them, and l is the characteristic length scale (computed individually for
each independent variable in the normalized feature space). We used this covariance, since we assume that
the snow depth varies smoothly with respect to the input variables. The autocorrelation in the model is con-
trolled by the l parameter. We assume the algorithm has no prior information about this parameter; it must
be estimated only from the point measurements at each sensor. Regression weights and autocorrelation
are estimated using a constrained optimization by linear approximation algorithm in the software package
SciPy (fmin cobyla) [Pedregosa et al., 2011]. The error at each measurement (0.1 m based on the LiDAR error)
was quantiﬁed using the regularization in equation (7), where yi is the measured snow depth at point i, and
ri is the measurement variance at yi.
Kseðx; x0Þ5exp 2 jjx2x
0jj2
2l2
 !
5exp 2
jjdjj2
2l2
 !
(6)
ri5
ri
yi
 2
(7)
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2.4. Supervised Updates
In addition to estimating the
spatial mean of the snow
depth, the Gaussian process
estimates the distribution of
model uncertainty from the
covariance matrix of the poste-
rior distribution, which is a
function of the independent
variable weights and estimated
autocorrelation. This provides a
basis for placing additional
sensors with the aim of mini-
mizing uncertainty throughout
the catchment. Using the
measurements from the sen-
sors placed in section 2.2, we
modeled the snow depth
using the Gaussian process
and extracted a new feature
space corresponding to the highest 1% and 10% of model uncertainty. We then performed clustering with
the Gaussian mixture model in each feature space to select new sensor locations that both reduce
the uncertainty of the model and are unique with respect to the combination of topographic varia-
bles they sample. The additional placements are considered supervised updates because they rely on
observations of the dependent variable (i.e., the estimated autocorrelation and regression weights in
the snow-depth model) to determine optimal locations. In the machine-learning community, the pro-
cedure is known as ‘‘active learning’’ [Settles, 2012]. They are distinct from the placements in section
2.2, which are unsupervised in the sense that no observations of the dependent variable (snow
depth) are used in their determination. Sensors placed in regions of high uncertainty will reduce the
uncertainty throughout the domain at points with similar combinations of physiographic features.
2.5. Model Evaluation
The error in the snow-depth model was determined by differencing the predicted snow depth under each
scenario from the LiDAR-derived snow-depth raster (Figure 3). We quantiﬁed the accuracy of the snow-
depth model under each placement scenario using two standard metrics: RMSE (equation (8)) and Bias
(equation (9)). In each equation, n is the number of points in the model, y^ i is the model prediction at point i,
and yi is the true snow depth.
RMSE5
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
n
Xn
i51
ðy^ i2yiÞ2
s
(8)
Bias5
Xn
i51
ðy^ i2yiÞ (9)
2.6. Optimal Number of Sensors
We investigated how many sensors are needed in the unsupervised step by examining the error in the
snow-depth model in a range of placement scenarios. In the ﬁrst set of scenarios, we began the unsuper-
vised placements with two sensors, increasing to 23 sensors. We took the optimal number of sensors to be
when the marginal improvement in RMSE was less than 10%. Given the placements from the unsupervised
process, we added sensors using the process described in section 2.4, up to the budget of 23 sensors. Final-
ly, with the optimal number of sensors determined, we compared the snow-depth estimate resulting from
the proposed placements to an equivalent number of randomly chosen, but spatially distributed sensors.
We evaluated the snow-depth model under 100 randomized conﬁgurations to determine the expected
accuracy of the randomized placements.
Figure 5. Illustration of a Gaussian process shown in one of the four dimensions. Uncertainty
in the observations (0.1 m in LiDAR data) is quantiﬁed with a regularization at each point
(equation (7)). The conﬁdence of the prediction at intermediate points is a function of the
covariance parameters estimated from measurements at the sensor locations. The estimated
uncertainty is employed by the supervised updating process.
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2.7. Long-Term Accuracy
Only one LiDAR survey was available for the region covered by the existing wireless-sensor network, which
is insufﬁcient to assess the long-term accuracy of the algorithm. To address this, we chose two regions with-
in the JPL Airborne Snow Observatory (described in section 2.1) that had multiple LiDAR surveys during
WY2014. First, we performed the unsupervised placements based on the independent variables at each site
(described in section 2.2). Second, we performed the supervised update step (described in section 2.4) in
the ﬁrst snow-depth raster of WY2014. We then evaluated the accuracy of the model estimated from the
sensors in seven additional LiDAR surveys for each catchment, and quantiﬁed the bias and RMSE in each
LiDAR survey. Results were then compared to the average of 100 random conﬁgurations of sensors. Finally,
we evaluated the ability of the sensors to represent the catchment-scale mean and standard deviation of
snow depth in each of the LiDAR surveys.
3. Results
Using the methods described in section 2.6, we selected six sensors in the unsupervised step for the SSCZO
catchment. An illustration of the converged Gaussian mixture model for this conﬁguration is shown in Fig-
ure 6. Optimal sensor placements (the expected values of the latent Gaussians) are shown as red markers.
The likelihood function (quantifying how well the space of independent variables is observed under the cur-
rent sensor conﬁguration), is shown as contour lines. Points that are well-observed are shown in blue; poorly
observed points are shown in red. As it is not possible to show the full six-dimensional feature space, Figure
6 illustrates a two-dimensional projection of the output. Adding more than six sensors in the unsupervised
step did not signiﬁcantly improve the accuracy of the algorithm (see Table 1). With 6 sensors, the accuracy
of the algorithm was 43.23 cm; at 23 sensors, this was reduced only to 42.90 cm. Intermediate values were
variable, and in one case as high as 73.88 cm (at 14 sensors). Two sensors were then placed in the super-
vised step (using the 10% uncertainty threshold), reducing the RMSE to 38.29 cm. The effect of the update
is shown in Figure 7: the error becomes more tightly distributed around zero, but the bias remains essential-
ly unchanged (it increases by slightly less than one centimeter).
In the 100 sample evaluation of randomized placements of eight sensors, the average RMSE was 63.7 cm.
The distribution was heavy-tailed: most of the results were clustered between 40 and 75 cm RMSE, but
there were eight outcomes with greater than 100 cm RMSE. A conﬁguration corresponding to one of the
average runs is shown in the middle plot of Figure 8. The spatial distribution is similar to the proposed
Figure 6. Representative sensor locations were determined using a Gaussian mixture model in the space of independent variables from
Figure 2. Black points represent a two-dimensional projection of the R6 LiDAR data onto the latitude-elevation plane. The optimized sensor
locations (indicated by red points) are the expected values of the latent Gaussians. The likelihood function (contour lines) quantiﬁes how
well each point in the LiDAR-derived feature space is observed given the locations and covariance of each sensor (see equation (4)). The
optimal parameters (expected value and covariance) for the model were estimated using the EM algorithm [McLachlan and Peel, 2004].
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placements, however the output of snow-depth
model reveals a slight over-estimation of the snow-
depth, particularly in the SW regions of the catch-
ment (right-hand plot in Figure 8), resulting in a posi-
tive bias for the estimator (blue line in Figure 7).
The snow-depth model estimated from the existing
23 placements has higher error (RMSE 53.0 cm, bias
15.49 cm) than the estimates from the machine-
learning method. The accuracy of the snow-depth
model is high (less than 15 cm error) near the sensor
clusters. However, the error is very high (greater
than 1 m error) in the NW and SW region, where the
snow-depth model over-estimates the true snow
depth. This produces a more heavy-tailed error distri-
bution than the proposed or random placements,
and an overall overestimate of the true snow depth
within the catchment (green line in Figure 7).
Despite this, the true mean (1.42 m) of the snow-
depth raster are better estimated by the sensors in
the existing network (i.e. without using interpolation, but simply averaging the measurements to estimate a
mean value for the catchment). The mean and standard deviation of the sensor measurements is 1.76/0.49,
1.54/0.52, and 1.48/0.57 m for the proposed, random, and existing network respectively.
In the Tuolumne ASO site, 11 sensors were placed in the unsupervised step, and 4 were added in the super-
vised step (using the 1% uncertainty threshold). The bias and RMSE of the 15 locations proposed by the
algorithm in the ﬁrst LiDAR scene are higher than at SSCZO (left-hand plot, Figure 9). This negative bias per-
sists and decreases in magnitude in the remaining LiDAR surveys (top line in Table 2) and the RMSE is
bounded between 64.2 and 70.6 cm in the remaining surveys. The bias and RMSE in the average of the 100
of the random trials are worse throughout the remaining LiDAR surveys (second number in top two lines of
Table 2) and there is greater variability in both quantities. Neither the proposed nor the random placements
capture the small-scale variability along the drainages in the center of the catchment (see spatial distribu-
tion of error in the right-hand plots, Figure 9). Although the machine-learning algorithm consistently out-
performs the average of the random placements in estimating location-speciﬁc error, the correspondence
between the measured snow mean and the snow variance is inconsistent (bottom two lines in Table 2). The
Table 1. RMSE, Bias With Increasing Number of Sensors in
the Unsupervised Step at SSCZO
Sensors Bias (cm) RMSE (cm)
5 35.58 277.5
6 2.57 43.2
7 7.47 52.8
8 9.00 63.8
9 0.16 59.3
10 20.23 62.7
11 29.73 52.6
12 214.15 46.0
13 29.11 56.0
14 23.52 73.9
15 24.67 63.4
16 23.02 47.1
17 24.32 66.3
18 3.58 52.4
19 216.79 65.2
20 4.67 43.3
21 28.25 43.9
22 29.74 46.6
23 5.41 42.9
Figure 7. Histograms showing the distribution of error in the snow-depth model under each sensor conﬁguration from Figure 8. The
placements proposed by the machine-learning algorithms have lower bias and RMSE than the eight random sensors and the existing
network. The RMSE is lowered in the supervised update, but the bias slightly increases compared to the unsupervised placements.
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mean and standard deviation are generally underestimated by the proposed placements and overesti-
mated by the random placements.
In the Merced ASO site (Figure 10), 13 sensors were placed in the unsupervised step, and 1 was added in
the supervised step (using the 10% uncertainty threshold). The RMSE and bias of the 14 locations proposed
by the algorithm are lower than at Tuolumne (top lines in the ‘‘Merced’’ subsection of Table 2). The bias
Figure 8. Predicted snow depth (left-hand plots) and error (right-hand plots) using three sensor conﬁgurations: (top) proposed, (middle)
random, and (bottom) existing. The resolution of the snow-depth model is 1 m2, the scale in the left-hand plot is 0–3.0 m. The error of
each model is computed relative to the LiDAR snow-depth raster in Figure 3. The distribution of errors is compared in Figure 7.
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starts near zero and does not deviate above 6.1 cm. By contrast, the bias and RMSE resulting from the aver-
age of the random trials are high and variable throughout the remaining LiDAR surveys (second number in
the top lines the ‘‘Merced’’ subsection of Table 2). Again, much of the small-scale variability in the catchment
is not captured by either the random or proposed placements. The relationship between the mean and
standard deviation of the sensor measurements compared to the catchment-scale statistics is again incon-
sistent (bottom two lines the ‘‘Merced’’ subsection of Table 2).
4. Discussion
Although individual point measurements of snow depth are poor estimators of the local mean, our results
indicate that an automated process can be used to ﬁnd a limited combination of representative placements
that can be used to estimate the catchment-scale snow cover. Eight placements in strategic locations pro-
duced a better catchment-scale estimate than 23 placements in the existing network, likely due to the
under-representation of high values of slope and elevation and the closer spatial distribution of the existing
sensor clusters. The long-term analysis indicated that the method is transferable to other types of environ-
ments, and that the accuracy of the sensors placement determined from the ﬁrst LiDAR survey persists in
the remaining surveys. This was not true of the random placements, which showed greater variability in the
bias and RMSE in the remaining surveys.
At the ASO catchments (Tuolumne and Merced), the RMSE of the snow-depth model was higher than at the
SSCZO, despite the additional sensors placed by the algorithm. This is likely due to the greater exposure of
the terrain above the treeline in the ASO sites. At the SSCZO, the highest errors are in exposed (i.e., unvege-
tated) areas in the NW, SW, and meadows (right-hand plots, Figure 8). At the ASO sites, the highest errors
are distributed throughout the catchments (right-hand plots in Figures 9 and 10). The dense canopy clo-
sures at SSCZO likely constrained the wind redistribution effects to smaller regions within the catchment,
thereby reducing the overall error and required number of sensors. It should also be noted that many of
the under-canopy measurements in the SSCZO raster were interpolated. This may have affected the relative
error and required number of sensors between the ASO and SSCZO sites by producing a more homoge-
neous distribution of under-canopy snow depth.
The present study is conducted in small catchments sampled at very high spatial resolution, whereas typical
hydro-metrological studies are conducted at lower resolution (e.g., spatial resolutions on the order of 50–
100 m). Running the algorithm at lower resolution will likely affect the accuracy of the spatial snow cover
model and placements determined by the algorithm. If the above analysis is repeated with the LiDAR data
averaged to 50 m resolution, the accuracy of the model increases and fewer sensors are placed by the algo-
rithm. The variance explained by the low-resolution model in the ﬁrst snow rasters for SSCZO, Merced, and
Tuolumne is 56%, 59%, and 36% with 8, 10, and 8 sensors, respectively. Using the high-resolution data, the
variance explained 45%, 6%, and 18% with 8, 14, and 15 sensors, respectively. This is likely due to small-
scale variability being averaged out at lower resolutions. The temporal persistence of the accuracy is also
observed in the 50 m data: all snow cover models chosen by the algorithm had lower RMSE than the
Table 2. Long-Term Error and Snow-Depth Statistics in ASO LiDAR Data
Tuolumne 3-23-14 4-07-14 4-13-14 4-20-14 4-28-14 5-02-14 5-11-14
Biasa 212.2/44.4 215.3/47.3 29.9/43.4 213.9/35.4 23.5/50.4 25.6/27.3 210.3/37.8
RMSEb 60.9/89.0 70.6/108.2 64.5/97.5 66.4/80.3 65.5/105.6 64.2/74.9 64.2/76.4
Meanc 115/101/136 153/130/172 127/105/145 110/75/125 124/97/142 94/69/115 85/59/107
Stdd 58/30/88 65/35/109 62/35/98 64/44/105 65/41/102 61/37/96 61/40/95
Merced 3-24-14 4-06-14 4-14-14 4-23-14 4-29-14 5-03-14 5-12-14
Bias 0.4/21.5 22.4/26.8 6.1/9.0 0.8/17.1 25.5/12.8 0.6/6.4 5.2/12.6
RMSE 58.0/70.1 73.1/82.5 65.1/84.0 62.5/87.7 66.6/74.5 61.6/74.0 59.4/81.1
Mean 76/84/67 114/117/100 73/80/68 67/75/65 77/77/68 71/75/66 54/61/48
Std 58/49/48 69/64/63 61/52/49 61/54/52 66/60/58 63/59/52 57/49/46
aBias of the Gaussian process estimator (proposed/random, cm).
bRMSE of the Gaussian process estimator (proposed/random, cm).
cMean snow depth (measured/proposed/random, cm).
dStandard deviation of the snow depth (measured/proposed/random, cm).
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average random conﬁguration. The range of model accuracies in the present study is consistent with the
ﬁndings in Erxleben et al. [2002], which analyzes the accuracy of multiple snow cover models in three 1 km2
catchments. The study ﬁnds the models explain between 6.8% and 31% of the snow-depth variance,
depending on the speciﬁc catchment and statistical model.
Figure 9. Snow-depth model accuracy (comparing proposed placements to the average of 100 random placements) in the remaining 2014 LiDAR surveys at Tuolumne. Sensor place-
ments are overlain as red points.
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The accuracy of the high-resolution model in the present study may be improved by adding independent
variables that capture the effects of small-scale terrain features and wind redistribution. None of the algo-
rithms in the ASO catchments accurately modeled the accumulation of snow depth near sharp transitions
Figure 10. Snow-depth model accuracy (comparing proposed placements to the average of 100 random placements) in the remaining 2014 LiDAR surveys at Merced. Sensor place-
ments are overlain as red points.
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in the DEM, (e.g., along the drainages in Figure 9, and along the ridges of Figure 10). Similarly, none of the
algorithms captured the increasing, S-facing gradient of snow depth across the meadow in the Southern
Sierra Critical Zone Observatory, which was likely a result of wind redistribution. This effect has been
observed in a number of prior studies [Winstral and Marks, 2002; Molotch and Bales, 2005], and directional
variables have been suggested to account for directional redistribution of snow (e.g., in Molotch and Bales
[2005]). Given the dense canopy throughout the catchment in the present study, we did not include a direc-
tional variable in the feature space. In catchments with less dense distributions of canopy, it would likely be
necessary. Care should be taken in mixed open/forested regions that the directional bias measured in open
regions is not translated to the regions with dense canopy.
It would be beneﬁcial to evaluate the proposed method in a vegetated region over long time spans in
which there are regular under-canopy measurements (from an in situ network or synoptic survey) and
multiple LiDAR ﬂights. The accuracy of the algorithm may exhibit greater temporal variability in such envi-
ronments, since the inﬂuence of canopy is different throughout the year (affecting snow interception dur-
ing the accumulation phase, and longwave radiation enhancement during the ablation phase). The
method should also be evaluated in alpine catchments that exhibit lower temporal persistence in the
spatial snow cover. The coefﬁcients of determination between the ﬁrst raster and successive rasters at
Tuolumne and Merced are: 0.82, 0.81, 0.74, 0.80, 0.76, 0.73 and 0.93, 0.93, 0.86, 0.91, 0.90, 0.87, respectively.
The long-term bias and RMSE may exhibit greater variability in catchments with lower temporal
persistence.
Recent studies have demonstrated that mutual-information-based sensor placement strategies can outper-
form placements based on Gaussian Process uncertainty [Krause et al., 2008]. This approach was not used in
the present study as the mutual information algorithm is NP-complete with complexity O(kn4) (where k is
the number of sensors and n is the number of possible locations). The fourth-order dependence on the
number of potential locations can yield computationally intractable problems when using LiDAR data. The
number of candidate placements in the numerical studies in Krause et al. [2008] is on the order of 100–200,
compared to over 1,000,000 in the present study. The mutual information-based strategy may be feasible to
implement at lower spatial resolutions or by reducing the complexity using submodularity (discussed in
Krause et al. [2008]). It therefore warrants further research for this application.
There are practical considerations in observatory design that are not considered in the present study.
Regions of the catchment may be inaccessible due to terrain attributes and other access constrains. This
can be addressed by deﬁning a set of inaccessible placements in the feature space from Figure 6. If the
optimal sensor location is determined to be on an inaccessible grid element, a search to the nearest via-
ble point in the feature space will be output as the optimal point. The proposed algorithm also requires
a greater spatial distribution than the clustering approach. Recent ﬁeld deployments have indicated
that 1 km scale wireless-sensor networks can be deployed using existing hardware in a variety of ter-
rains. If the spatial extent is limited, the spatial coordinates could be removed from the unsupervised
step, and an algorithm could determine the most-representative, spatially proximate distribution of
nodes.
It should be noted that the ‘‘supervised updating’’ step in the present study would require two ﬁeld deploy-
ments: one to gather data to estimate the distribution of uncertainty throughout the catchment (which also
requires knowledge of the catchment-scale independent-variable distributions), and a second to add sen-
sors in high-uncertainty regions. In practice, the marginal gain from the supervised updates may not be
worth the marginal cost, though in our analysis, the supervised placements outperform unsupervised place-
ments. In the present study, the ﬁrst LiDAR ﬂight was used to estimate the uncertainty and perform super-
vised placements. The selected locations may change depending on which raster is used, as the
autocorrelation and regression weights will change throughout the year. Given additional years of LiDAR
data, it may be better to perform supervised placements based on a long-term analysis of the uncertainty
within the catchment.
The true optimal number of nodes per site should be determined by considering the marginal value of the
improved information. Combined with an understanding of the marginal cost of each additional placement,
this would determine an optimal number of sensor nodes by comparing marginal cost and value functions.
This approach would capture site-speciﬁc cost/value tradeoffs for each sensor network.
Water Resources Research 10.1002/2016WR018896
OROZA ET AL. OPTIMIZING SNOW SENSOR PLACEMENTS 8187
5. Conclusion
The research reported here suggests that a machine-learning algorithm can be used to identify snow sensor
locations in catchment-scale observatories prior to ﬁeld deployment. In the three regions considered in the
present study, the placements determined from the algorithm exhibited higher accuracy and less bias than
an existing sensor network and an equivalent number of randomly selected locations. The accuracy of the
algorithm was found to be consistent when the temporal transferability was evaluated in 14 LiDAR scenes
within the Airborne Snow Observatory.
The aim of the present study was to determine sensor locations to be used together with a snow-depth
regression model to estimate the catchment-scale distribution. Without the Gaussian process estimate, we
found that the mean and standard deviation of the sensor measurements alone was not consistently more
accurate than random or existing placements. Therefore, the proposed algorithm is likely better suited to
situations in which the snow depth is to be modeled at the catchment scale, as opposed to distributed
models which take the mean and variance as an input.
While the research reported here indicates that structuring catchment-scale observatories prior to ﬁeld
deployment using remotely sensed data may be a feasible alternative to conducting ﬁeld surveys, further
research is needed to quantify the accuracy of the algorithm over longer time spans, particularly in forested
environments. It would also be useful to investigate how increased information from these networks trans-
lates to value for downstream users. This would provide a more objective metric for the marginal value of
information, which could be compared to the marginal cost of network establishment to determine the
best locations for new catchment-scale observatories.
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