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a b s t r a c t
In this work, we introduce the s, k-extremal coefficients for studying the tail dependence
between the s-th lower and k-th upper order statistics of a normalized random vector.
If its margins have tail dependence then so do their order statistics, with the strength of
bivariate tail dependence decreasing as two order statistics become farther apart. Some
general properties are derived for these dependence measures which can be expressed
via copulas of random vectors. Its relations with other extremal dependence measures
used in the literature are discussed, such as multivariate tail dependence coefficients,
the coefficient η of tail dependence, coefficients based on tail dependence functions,
the extremal coefficient ϵ, the multivariate extremal index and an extremal coefficient
for min-stable distributions. Several examples are presented to illustrate the results,
including multivariate exponential and multivariate Gumbel distributions widely used in
applications.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Let X = (X1, . . . , Xd) be a random vector with continuous marginal distributions FXj , j = 1, . . . , d, and let U1, . . . ,Ud,
with Uj = FXj(Xj), for j = 1, . . . , d, be the normalized margins. Consider U1:d ≤ · · · ≤ Ud:d the order statistics of U1, . . . ,Ud
and Xi:d the inverse probability integral transform of Ui:d. For integers s and k such that 1 ≤ s < d − k + 1 ≤ d, the upper
s, k-extremal coefficient of X is defined by
λU(Xs:d|Xd−k+1:d) ≡ λU(Us:d|Ud−k+1:d) = lim
t↑1 P(Us:d > t|Ud−k+1:d > t), (1)
and the lower s, k-extremal coefficient of X
λL(Xd−k+1:d|Xs:d) ≡ λL(Ud−k+1:d|Us:d) = lim
t↓0 P(Ud−k+1:d ≤ t|Us:d ≤ t). (2)
In engineering, coefficient λL(Xd−k+1:d|Xs:d) (λU(Xs:d|Xd−k+1:d)) can be interpreted as the limiting probability that the
normalized k-th best (s-th worst) performer in a system is attracted by the normalized s-th worst (k-th best) one, provided
the latter has an extremely bad (good) performance.
In mathematical finance, the value-at-risk at probability level t of a random asset Z is given by the quantile function
evaluated at t, F−1Z (t) = inf{x : FZ (x) ≥ t}. Therefore, λL(Xd−k+1:d|Xs:d) can be viewed as the limiting conditional probability
that Xd−k+1:d violates its extreme value-at-risk t , given that Xs:d has done so. This interpretation holds vice versa regarding
the upper coefficient.
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The concepts of tail dependence are standard tools to describe the amount of extremal dependence between random
variables. Tail dependence coefficients (upper and lower) measure the probability of occurring extreme values (very large
or small) for one randomvariable (r.v.) given that another assumes an extreme value too. These dependencemeasures can be
expressed via copulas of random vectors which capture those properties of the joint distribution which are scale invariant.
For a random pair (Z,W ), the upper tail dependence coefficient is given by
λU(W |Z) = lim
t↑1 P(FW (W ) > t|FZ (Z) > t), (3)
where FX denotes the d.f. of r.v. X , and the lower tail dependence coefficient is defined as
λL(W |Z) = lim
t↓0 P(FW (W ) ≤ t|FZ (Z) ≤ t). (4)
If some of these coefficients is positive the r.v.’s Z andW are said to be dependent on the respective tail.
For random pairs with Normal distribution, Sibuya [28] presented the interesting result that no matter how high a
correlation we choose, if we go far enough into the tail, extreme events appear to occur independently in each margin.
Resnick [23] extended this result to the d-dimensional multivariate Normal distribution. Schmidt [26] considered the more
general class of elliptical distributions (which includes the multivariate normal and t-distributions) and, in contrast to
the bivariate normal, the correlation in the bivariate t-distribution plays a surprising role. Even for negative and zero
correlations, we find asymptotic dependence in the upper tail which increases as the number of degrees of freedom
decreases and the marginal distributions become heavier-tailed. Ledford and Tawn [14], Zhang and Huang [34] extended
the definition of tail dependence coefficients to lag-k tail dependence of sequences of random variables with identical
marginal distribution. Heffernan et al. [7] computed these tail coefficients for M4 class of processes introduced in [30]
and Extended M4 class which includes asymptotic independence. Brummelhuis [2] characterized the serial dependence in
ARCH(1) process as quantified by the lower tail dependence coefficient and some of its generalizations. Ferreira and Canto
e Castro [5] presented an in-depth study of the serial tail dependence of sequences of levels persisting in time for a fixed
period.
The tail dependence coefficients can be related with other dependence measures such as the extremal coefficient ϵ [31],
the coefficient η of tail dependence [12,13] and the conditional version of Spearman’s rho ρ(p) in the bivariate setting [25].
Multivariate formulations for tail dependence coefficients can be used to describe the amount of dependence in the
upper/lower orthant tail of a multivariate distribution. Li [15,16] fully characterizes the tail dependence of multivariate
Marshall–Olkin copulas and Ferreira [4] the dependence between two multivariate extreme value distributions. Wolff [33],
Nelsen [21] and Schmid and Schmidt [25] consider multivariate concepts of tail dependence based on weighting of copulas.
The upper and lower tail dependence coefficients can be generalized to random vectors Z = (Z1, . . . , Zd) and W =
(W1, . . . ,Wd), with definition [8]
λU(W|Z) = λU

min
i=1,...,d FWi(Wi)| mini=1,...,d FZi(Zi)

(5)
and
λL(W|Z) = λL

max
i=1,...,d
FWi(Wi)| maxi=1,...,d FZi(Zi)

. (6)
We remark that, though themultivariate tail dependencemeasuresmay be represented in terms of bivariate coefficients,
they have highlighted new aspects of the dependence in vectors.
Results concerning the dependence structure between order statistics have been presented in literature. For instance,
Tukey [32] has shown that if the r.v.’s Xi, i = 1, . . . , d, are i.i.d. with ‘‘subexponential’’ d.f. in both tails, then the covariance
of Xi:d and Xj:d, respectively the i-th and j-th order statistics, decreases as i and j draw apart (see also [10]). In the independent
and identically distributed case the order statistics have theMarkov property implying another type of dependence ([1] and
[3, Chap. 2]).
Frahm [6] and Li and Sun [18] considered the upper coefficient λU for r.v.’sW = mini=1,...,d Ui and Z = maxi=1,...,d Ui, and
the lower coefficient λL forW = maxi=1,...,d Ui and Z = mini=1,...,d Ui, where X = (X1, . . . , Xd) is a random vector. Several
properties were deduced for these extremal coefficients and applications were made for elliptical distributions.
Here we present some computation formulas and properties for λU and λL when we consider that W and Z are order
statistics of a d-dimensional random vector X (Section 2). Some properties have as a particular case the ones derived in [6].
We give particular emphasis to the computation of these coefficients in multivariate extreme value distributions (MEV), as
well as distributions that are attracted to those (Section 3).
We also relate these coefficientswith other known in literature.More precisely, in Section 2,we consider themultivariate
tail dependence coefficients of Li [17], the coefficient of tail dependence of Ledford and Tawn [12,13] extended to a
d-dimensional framework and coefficients derived from the tail dependence function of Klüppelberg et al. [11].
Section 3 is devoted to MEV distributions. Here we will state connections with the extremal coefficient [31,29], with the
multivariate extremal index [20], with the spectral measure and with an extremal coefficient for min-stable distributions.
Some examples will illustrate the results. We built some multivariate distributions and consider others of recognized
interest for applications as Marshall–Olkin (Section 2) and Gumbel (Section 3).
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2. Definitions and properties
We start by stating some formulas to compute the coefficientsλU(Xs:d|Xd−k+1:d) andλL(Xd−k+1:d|Xs:d), based on the copula
function C of (U1, . . . ,Ud) and the copula functionC of (1− U1, . . . , 1− Ud), i.e., for (u1, . . . , ud) ∈ [0, 1]d,
C(u1, . . . , ud) = P(U1 ≤ u1, . . . ,Ud ≤ ud) (7)
and C(u1, . . . , ud) = P(U1 > 1− u1, . . . ,Ud > 1− ud). (8)
From now on it is conventioned that P(∩i∈∅ Ai) = 1 for any events Ai. Furthermore, we will always denote Fi as the
family of all subsets of {1, . . . , d}with cardinality equal to i and I the complement set of I ∈ Fi in {1, . . . , d}.
Proposition 2.1. For s and k such that 1 ≤ s < d− k+ 1 ≤ d, the s, k-extremal coefficients satisfy:
λU(Xs:d|Xd−k+1:d) = lim
t↑1

0≤i≤s−1

I∈Fi

J⊆I
(−1)|J|C(t1{1∈I∪J}, . . . , t1{d∈I∪J})
1− 
0≤i≤k−1

I∈Fi

J⊆I
(−1)| J|C(t1{1∈I∪J}, . . . , t1{d∈I∪J}) (9)
λU(Xs:d|Xd−k+1:d) = lim
t↑1

0≤i≤s−1

I∈Fi

J⊆I
(−1)| J|C((1− t)1{1∈I∪J}, . . . , (1− t)1{d∈I∪J})
1− 
0≤i≤k−1

I∈Fi

J⊆I
(−1)| J|C((1− t)1{1∈I∪J}, . . . , (1− t)1{d∈I∪J}) (10)
λL(Xd−k+1:d|Xs:d) = lim
t↓0

0≤i≤k−1

I∈Fi

J⊆I
(−1)| J|C(t1{1∈I∪J}, . . . , t1{d∈I∪J})
1− 
0≤i≤s−1

I∈Fi

J⊆I
(−1)| J|C(t1{1∈I∪J}, . . . , t1{d∈I∪J}) (11)
λL(Xd−k+1:d|Xs:d) = lim
t↓0

0≤i≤k−1

I∈Fi

J⊆I
(−1)| J|C((1− t)1{1∈I∪J}, . . . , (1− t)1{d∈I∪J})
1− 
0≤i≤s−1

I∈Fi

J⊆I
(−1)| J|C((1− t)1{1∈I∪J}, . . . , (1− t)1{d∈I∪J}) (12)
where 1{·} denotes the indicator function.
Proof. Let Ad(t) = di=1 1{Ui>t} and Bd(t) = di=1 1{Ui≤t} = d − Ad(t). We have, P(Us:d > t) = P(Bd(t) ≤ s − 1) and
P(Ud−k+1:d > t) = P(Ad(t) ≥ k). Since
λU(Xs:d|Xd−k+1:d) = lim
t↑1
P(Us:d > t)
P(Ud−k+1:d > t)
= lim
t↑1
s−1
i=0
P(Bd(t) = i)
1−
k−1
i=0
P(Ad(t) = i)
= lim
t↑1
s−1
i=0
P(Bd(t) = i)
d−k
i=0
P(Bd(t) = i)
(13)
and
λL(Xd−k+1:d|Xs:d) = lim
t↓0
P(Ud−k+1:d ≤ t)
P(Us:d ≤ t) = limt↓0
k−1
i=0
P(Ad(t) = i)
1−
s−1
i=0
P(Bd(t) = i)
(14)
we just have to relate P(Bd(t) = i) and P(Ad(t) = i)with function C and with functionC .
Observe that,
P(Bd(t) = i) =

I∈Fi
P

j∈I
{Uj ≤ t}

∩

j∈I
{Uj > t}


=

I∈Fi

J⊆I
(−1)| J|P

j∈I
{Uj ≤ t}

∩

j∈J
{Uj ≤ t}

=

I∈Fi

J⊆I
(−1)| J|C(t1{1∈I∪J}, . . . , t1{d∈I∪J}), (15)
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as well as,
P(Bd(t) = i) =

I∈Fi

J⊆I
(−1)| J|P

j∈J
{Uj > t}

∩

j∈I
{Uj > t}


=

I∈Fi

J⊆I
(−1)| J|C((1− t)1{1∈I∪J}, . . . , (1− t)1{d∈I∪J}).
Analogously we derive P(Ad(t) = i) from C andC . 
Since Ad(t) = d − Bd(t), we can in practice choose other summations different from those considered in the previous
Proposition. This choice can be decided by min{s − 1, d − s} and min{k − 1, d − k}, in the sense of having fewer terms to
add.
We remark that the upper s, k-extremal coefficient of a copula C is the lower k, s-extremal coefficient of its survival
copulaC . This duality property allows us to discuss in detail one of the coefficients and state some results without proof.
The previous relations (9)–(12) for d = 2 and s = k = 1 coincide with Eqs. (1) and (2) in [6]. In fact, we obtain in this
particular case
λU(X1:d|Xd:d) = lim
t↑1
C(1− t, . . . , 1− t)
P(∪dj=1{Uj > t})
= lim
t↑1
C(1− t, . . . , 1− t)
1− C(t, . . . , t)
and
λL(Xd:d|X1:d) = lim
t↓0
C(t, . . . , t)
P(∪dj=1{Uj ≤ t})
= lim
t↓0
C(t, . . . , t)
1−C(1− t, . . . , 1− t) .
Next result relates the s, k-extremal coefficients with the tail dependence coefficients of sub-vectors of (X1, . . . , Xd) and
has as a particular case the Proposition 1 in [6] for a random pair (X1, X2):
λU(X1:2|X2:2) = λU(X1|X2)2− λU(X1|X2) , (16)
λL(X2:2|X1:2) = λL(X1|X2)2− λL(X1|X2) . (17)
Proposition 2.2. Denote i(A) a fixed element of the set A. For s and k such that 1 ≤ s < d− k+ 1 ≤ d, we have
λU(Xs:d|Xd−k+1:d) =

0≤i≤s−1

I∈Fi

J⊆I
(−1)| J|λU

min
j∈I∪J
Uj|Ui(I∪J)

1− 
0≤i≤k−1

I∈Fi

J⊆I
(−1)| J|λU

min
j∈I∪J Uj|Ui(I∪J)
 (18)
and
λL(Xd−k+1:d|Xs:d) =

0≤i≤k−1

I∈Fi

J⊆I
(−1)| J|λL

max
j∈I∪J
Uj|Ui(I∪J)

1− 
0≤i≤s−1

I∈Fi

J⊆I
(−1)| J|λL

max
j∈I∪J
Uj|Ui(I∪J)
 , (19)
provided the existence of the limits corresponding to coefficients λU and λL of the terms.
Proof. In order to derive (18), just consider in (10) that
lim
t↑1
C((1− t)1{1∈I∪J}, . . . , (1− t)1{d∈I∪J})
1− t = limt↑1 P

min
j∈I∪J
Uj > t|Ui(I∪J) > t

and perform an analogous reasoning for the terms in denominator.
Now regarding (19), we can consider in (11) that
lim
t↓0
C(t1{1∈I∪J}, . . . , t1{d∈I∪J})
t
= lim
t↓0 P

max
j∈I∪J
Uj ≤ t|Ui(I∪J) ≤ t

and apply the same to the terms of the denominator. 
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Observe that λU(minj∈A Uj|Ui(A)) and λL(maxj∈A Uj|Ui(A)) are, respectively, the upper-orthant tail dependence coefficient,
τ
CA
i(A), and the lower-orthant tail dependence coefficient, ς
CA
i(A), considered in [17], where CA denotes de copula function of the
sub-vector of (X1, . . . , Xd)with r.v.’s indexed in set A. In that work it was proved that, for all A ⊆ {1, . . . , d},
τ
CA
i = τ Ci /τ CA = ς
CA
i and ς
CA
i = ςCi /ςCA = τ
CA
i ,
where
τ CA = λU

min
i∈A
Ui|min
i∈A Ui

and ςCA = λL

max
i∈A
Ui|max
i∈A
Ui

.
Now we apply Proposition 2.1 in the calculation of the s, k-extremal coefficients for Marshall–Olkin distributions, using
some results in [15,16] concerning τ CA and ς
C
A .
Example 1. For each J ⊆ {1, . . . , d}, let λJ be a positive constant and
ν(A) =

J:A⊆J
λJ , A ⊆ {1, . . . , d}.
Let ZJ ⌢ Exponential(λJ) and assume that {ZJ}J⊆{1,...,d} are independent variables. Consider the d-dimensional random vector
X = (X1, . . . , Xd), where
Xi = min{ZJ : i ∈ J}, i = 1, . . . , d,
which has Marshall–Olkin distribution [19]. It holds (expression (2.3) in [17]),
τ
CA
i(A) = mini∈A
ν(A)
ν(i)
= ςCAi(A)
and then
λL(Xd−k+1:d|Xs:d) =

0≤i≤k−1

I∈Fi

J⊆I
(−1)| J| ν(I∪J)max
j∈I∪J
ν(j)
− 
∅≠J⊆{1,...,d}
(−1)| J| ν(J)max
j∈J ν(j)
− 
1≤i≤s−1

I∈Fi

J⊆I
(−1)| J| ν(I∪J)max
j∈I∪J ν(j)
.
In order to have illustrative calculations without a computer we will take d = 3 and ν(i) = 1, i = 1, 2, 3. We obtain
λL(X3−k+1:3|Xs:3) =

λ{1,2,3}
3− 
1≤i<j≤3
λ{i,j} + 2 λ{1,2,3} , s = k = 1
λ{1,2,3} + 
1≤i<j≤3
λ{i,j}
3− 
1≤i<j≤3
λ{i,j} + 2 λ{1,2,3} , k = 2, s = 1
λ{1,2,3}
1≤i<j≤3
λ{i,j} + 8 λ{1,2,3} , k = 1, s = 2.
Following Li [16], let
θA =
d
i=1

I∈Fi
(−1)|I|+1 ν(I)
max
j∈I
ν(j)
−

∅≠I⊆A
(−1)|I|+1 ν(I)
max
j∈I
ν(j)
.
It holds, for each ∅ ≠ J ⊆ {1, . . . , d},
τ CA =

0, if θA > 0
1, if θA = 0.
Note that if B ⊆ A then τ CB ≤ τ CA . Then, if τ Ci > 0 for each i ∈ {1, . . . , d}, we have
λU(Xs:d|Xd−k+1:d) =
s−1
i=0

I∈Fi

J⊆I
(−1)| J|τ C
i(I∪J)/τ
C
I∪J
− 
∅≠J⊆{1,...,d}
(−1)| J|τ Ci(J)/τ CJ −
k−1
i=1

I∈Fi

J⊆I
(−1)| J|τ Ci(I∪J)/τ CI∪J
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=
(−1)0 +
s−1
i=1

I∈Fi

J⊆I
(−1)| J|
− 
∅≠J⊆{1,...,d}
(−1)| J| −
k−1
i=1

I∈Fi

J⊆I
(−1)| J|
= 1+ 0−(−1)+ 0 = 1. 
The above Proposition 2.2 enables to compute the s, k-extremal coefficients in classes of vectors for which explicit
expressions of tail dependence parameters are available. For instance, Li and Sun [18] computes these parameters
(Corollary 3.2) for a class of multivariate regular varying mixtures of distributions.
Next, we see that the s, k-extremal coefficients do not decrease when reducing the distance between s and d − k + 1.
Such intuitive result allows to conclude the total dependence between any order statistics, Xs:d and Xd−k+1:d, from the total
dependence between X1:d and Xd:d.
Proposition 2.3. Both coefficients, λU(Xs:d|Xd−k+1:d) and λL(Xd−k+1:d|Xs:d), are nondecreasing functions of s and k, where 1 ≤
s < d− k+ 1 ≤ d.
Proof. Just observe that, if s < s′ and k < k′, then
P(Us:d > t) ≤ P(Us′:d > t) and P(Ud−k+1:d > t) ≥ P(Ud−k′+1:d > t). 
Proposition 2.4. If Y is a sub-vector of X with dimension d− 1, then the s, k-extremal coefficients of Y are greater or equal to
the corresponding coefficients of X, for any 1 ≤ s < d− k ≤ d− 1.
Proof. Let Y be a sub-vector of X of dimension d− 1 and V the corresponding sub-vector of U = (U1, . . . ,Ud).
For s and k such that 1 ≤ s < d− 1, 1 < d− 1− k+ 1 ≤ d− 1 and s < d− k, we have
Vs:d−1 ≥ Us:d and Vd−k:d−1 ≤ Ud−k+1:d,
since when we eliminate one r.v. in U, none of the lower order statistics decreases and none of the upper order statistics
increases. Therefore
λU(Xs:d|Xd−k+1:d) = lim
t↑1
P(Us:d > t)
P(Ud−k+1:d > t)
≤ lim
t↑1
P(Vs:d−1 > t)
P(Vd−1−k+1:d−1 > t)
= λU(Ys:d−1|Yd−1−k+1:d−1)
and
λL(Xd−k+1:d|Xs:d) = lim
t↓0
P(Ud−k+1:d ≤ t)
P(Us:d ≤ t) ≤ limt↓0
P(Vd−1−k+1:d−1 ≤ t)
P(Vs:d−1 ≤ t) = λL(Yd−1−k+1:d−1|Ys:d−1). 
Now we define the extremal dependence matrixΛ = [λij]i, j=1,...,d with
λij =
1 = λU(Xi:d|Xj:d) = λL(Xi:d|Xj:d), i = j
λL(Xi:d|Xj:d), i > j
λU(Xi:d|Xj:d), i < j
and analyze conditions for its symmetry. Vectors X with radially symmetric, comonotonic or independent copula lead to
symmetricΛ.
Proposition 2.5. If X has radially symmetric copula, in the sense that C(u1, . . . , ud) =C(u1, . . . , ud), ∀(u1, . . . , ud) ∈ [0, 1]d,
then λU(Xs:d|Xd−s+1:d) = λL(Xd−s+1:d|Xs:d) for all 1 ≤ s ≤ [(d+ 1)/2].
Proof. The result follows from the radial symmetry C =C and the duality property that the upper s, k-extremal coefficient
of a copula C is the same as the lower k, s-extremal coefficient ofC . 
Proposition 2.6. If X has copula function C(u1, . . . , ud) = min{u1, . . . , ud} then, for any 1 ≤ s < d− k+ 1 ≤ d, we have
λU(Xs:d|Xd−k+1:d) = λL(Xd−k+1:d|Xs:d) = 1.
Proof. In Frahm [6] it is proved for s = k = 1 (Proposition 6). For the remaining order statistics it follows from inequalities
of Proposition 2.3. 
Proposition 2.7. If X has copula function C(u1, . . . , ud) =di=1 ui then, for any 1 ≤ s < d− k+ 1 ≤ d, we have
λU(Xs:d|Xd−k+1:d) = λL(Xd−k+1:d|Xs:d) = 0.
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Proof. Based on representation (9), we have
λU(Xs:d|Xd−k+1:d) = lim
t↑1
s−1
i=0

I∈Fi

J⊆I
(−1)| J| t |I∪J|
1−
k−1
i=0

I∈Fi

J⊆I
(−1)| J| t |I∪J|
= lim
t↑1
1+ 
∅≠J⊆{1,...,d}
(−1)| J| t | J| +
s−1
i=1

I∈Fi

J⊆I
(−1)| J| t |I∪J|
1− td −
k−1
i=1

I∈Fi

J⊆I
(−1)| J| t |I∪J|
.
Since,

∅≠J⊆A(−1)| J||J| =
|A|
i=1

|A|
i

(−1)i i = 0 andJ⊆A≠∅(−1)| J| = 0, after applying the l’Hospital rule, we obtain
λU(Xs:d|Xd−k+1:d) =

∅≠J⊆{1,...,d}
(−1)| J|| J| +
s−1
i=1

I∈Fi

J⊆I
(−1)| J|(|I| + | J|)
−d−
k−1
i=1

I∈Fi

J⊆I
(−1)| J|(|I| + | J|)
= 0.
It is analogous for coefficient λL(Xd−k+1:d|Xs:d) if we take representation (12) (just replace t by 1− t and exchange s with k
in the expressions above). The result for s = k = 1 is also stated in [6, Proposition 7]. 
We have shown that, for the product copula, r.v.’s Xs:d and Xd−k+1:d are upper and lower asymptotic tail independent
(though the converse may not be true as can be seen in Example 5).
However the tail independence of the copula C is not enough to obtain the tail independence between any two order
statistics. In the Example 3 we find tail dependence for a pair of order statistics from a vector with tail independent margins.
The above case of the product copula is a particular situation of tail independence where all the orthant tail dependence
coefficients in (18) are null. In that cases, by applying the l’Hospital rule,
λU(Xs:d|Xd−k+1:d) = lim
t↑1
s−1
i=0

I∈Fi

J⊆I
(−1)| J| 
j∈I∪J
∂
∂uj
CI∪J (1−t,...,1−t)
1−t
k−1
i=0

I∈Fi

J⊆I
(−1)| J| 
j∈I∪J
∂
∂uj
CI∪J (1−t,...,1−t)
1−t
=
s−1
i=0

I∈Fi

J⊆I
(−1)| J| 
j∈I∪J
lim
t↑1 P(∩i∈I∪J−{j}{Ui > 1− t}|Uj = 1− t)
k−1
i=0

I∈Fi

J⊆I
(−1)| J| 
j∈I∪J
lim
t↑1 P(∩i∈I∪J−{j}{Ui > 1− t}|Uj = 1− t)
,
provided the limiting conditional tail probabilities exist and the ratio is defined. Such representation for λU(Xs:d|Xd−k+1:d) or
the analogous for the lower k, s-extremal coefficient may be useful when we can exploit closure properties of conditional
distributions. Nikoloulopoulos et al. [22] and Joe et al. [9], for instance, derived these limiting conditional tail probabilities
in several examples.
In order to describe the ‘‘strength’’ of dependence within the case of asymptotic bivariate tail independence, Ledford
and Tawn [12,13] have introduced a coefficient, η, usually termed coefficient of tail dependence, based on a regularly varying
formulation for the bivariate survival copula that states its rate of convergence toward zero.
Herewe consider the coefficient of tail dependence also for the lower tail and extended to d-dimensional random vectors
(X1, . . . , Xd). More precisely, we have for the upper tail
P(U1 > 1− t, . . . ,Ud > 1− t) ∼ t1/ηU (X)L(U)X (t), as t ↓ 0, (20)
and for the lower tail,
P(U1 < t, . . . ,Ud < t) ∼ t1/ηL(X)L(L)X (t), as t ↓ 0, (21)
where the coefficients of tail dependence, ηU(X) and ηL(X), take values in the interval (0, 1] and L(U)X (t) and L(L)X (t) are slowly
varying functions at 0, i.e., L(i)X (tx)/L
(i)
X (t)→ 1 (i = L,U) for any x > 0, as t ↓ 0.
Observe that for symmetric copulas (in the sense of Proposition 2.5), relations (20) and (21) are equivalent, where
the coefficients and the slowly varying functions coincide, respectively. We give simple examples of vectors satisfying
(20) and (21).
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Example 2. Let {Yi}i=1,...,d+m be a family of i.i.d. r.v.’s with marginal d.f. FY .
(a) Define X = (X1, . . . , Xd) such that, Xi = min(Yi, . . . , Yi+m), i = 1, . . . , d. Observe that FX (x) = P(Xi ≤ x) =
1− (1− FY (x))m+1, and hence, F−1X (x) = F−1Y (1− (1− x)1/(m+1)). We have
P(∩di=1{Ui > 1− t}) = P(∩m+di=1 {Yi > F−1X (1− t)}) = (1− FY (F−1X (1− t)))m+d
= (1− FY (F−1Y (1− t1/(m+1))))m+d = t(m+d)/(m+1),
where Ui = FX (Xi) and (20) holds with ηU(X) = m+1m+d and L(U)X (t) = 1.
(b) Now, if we consider X such that Xi = max(Yi, . . . , Yi+m), i = 1, . . . , d, we have FX (x) = P(Xi ≤ x) = FY (x)m+1 and
F−1X (x) = F−1Y (x1/(m+1)). Hence
P(∩di=1{Ui < t}) = P(∩m+di=1 {Yi < F−1X (t)}) = FY (F−1X (t))m+d
= FY (F−1Y (t1/(m+1)))m+d = t(m+d)/(m+1),
where Ui = FX (Xi) and (21) holds with ηL(X) = m+1m+d and L(L)X (t) = 1. 
Next result allows to relate the s, k-extremal coefficients with ηU(XA) and ηL(XA), for subsets A ⊆ {1, . . . , d}.
Proposition 2.8. Let s and k such that 1 ≤ s < d − k + 1 ≤ d. Consider notation η1 = max{ηXI : |I| = d − s + 1},
η2 = max{ηXI : |I| = k}, η3 = max{ηXI : |I| = d − k + 1} and η4 = max{ηXI : |I| = s}. Under the assumption in (20), we
have
P(Us:d > 1− t|Ud−k+1:d > 1− t) ∝ t1/η1−1/η2L∗(t), as t ↓ 0, (22)
where slowly varying function L∗(t) is the ratio of the slowly varying functions L1(t) and L2(t), associated toη1 andη2, respectively.
Under the assumption in (21), we have
P(Ud−k+1:d ≤ t|Us:d ≤ t) ∝ t1/η3−1/η4L∗∗(t), as t ↓ 0, (23)
where slowly varying function L∗∗(t) is the ratio of the slowly varying functions L3(t) and L4(t), associated to η3 and η4,
respectively.
Proof. In order to derive (22), we are going to apply expression (10) of Proposition 2.1. Observe that, for any A ⊆ {1, . . . , d},
lim
t↑1
C((1− t)1{1∈A}, . . . , (1− t)1{d∈A}) = lim
t↓0
C(t1{1∈A}, . . . , t1{d∈A})
and C(t1{1∈A}, . . . , t1{d∈A}) ∼
t↓0 t
1/ηU (XA)L(U)XA (t).
Hence, as t ↓ 0, we have
P(Us:d > 1− t|Ud−k+1:d > 1− t) ∝

I:|I|=d−s+1
C(t1{1∈I}, . . . , t1{d∈I})
I:|I|=k
C(t1{1∈I}, . . . , t1{d∈I}) ∼

I:|I|=d−s+1
t1/ηU (XI )L(U)XI (t)
I:|I|=k
t1/ηU (XI )L(U)XI (t)
and the result is straightforward.
Concerning (23), observe that
C(t1{1∈A}, . . . , t1{d∈A}) ∼ t1/ηL(XA)L(L)XA (t), as t ↓ 0,
and, considering expression (11) in Proposition 2.1, we have now, as t ↓ 0,
P(Ud−k+1:d ≤ t|Us:d ≤ t) ∝

I:|I|=d−k+1
C(t1{1∈I}, . . . , t1{d∈I})
I:|I|=s
C(t1{1∈I}, . . . , t1{d∈I})
∼

I:|I|=d−k+1
t1/ηL(XI )L(L)XI (t)
I:|I|=s
t1/ηL(XI )L(L)XI (t)
,
leading to the result.
Observe that η1 ≤ η2 since k < d − s + 1 and hence t1/η1L1(t) ∼ C(t1{1∈M}, . . . , t1{d∈M}) ≤ C(t1{1∈N}, . . . , t1{d∈N}) ∼
t1/η2L2(t), where L1 and L2 are slowly varying functions at 0 and subsetsM,N ⊆ {1, . . . , d} are such thatM = argmaxI{ηXI :|I| = d− s+ 1} and N = argmaxI{ηXI : |I| = k}. Analogously, η3 ≤ η4. 
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Retaking Example 2 above, for d = 3 andm = 1, we have, as t ↓ 0,
P(Us:3 > 1− t|U3−k+1:3 > 1− t) ∝

t, s = k = 1
t1/2, s = 1, k = 2 or s = 2, k = 1.
The same asymptotic equivalence holds for P(U3−k+1:3 ≤ t|Us:3 ≤ t).
Example 3. Consider {Vn}n≥1 an i.i.d. sequence of r.v.’s with distribution U(0, 1) and X = (X1, X2, X3, X4) a random vector
such that, X1 = min(V3, V2, V1), X2 = min(V4, V2, V1), X3 = min(V4, V3, V1) and X4 = V5. Observe that, for 0 ≤ x ≤ 1,
FX1(x) = 1 − (1 − x)3 = FX2(x) = FX3(x) and FX4(x) = x and hence F−1X1 (x) = 1 − (1 − x)1/3 = F−1X2 (x) = F−1X3 (x) and
F−1X4 (x) = x.
The random vector X is tail independent sinceC(t, . . . , t) = t7/3.
By taking k = 2 = s in the left-hand side of (22) and by applying Proposition 2.1, after some calculations we have
P(U2:4 > 1− t|U3:4 > 1− t) = t
4/3
t4/3 + 3t2 − 3t7/3 .
Then we conclude that λU(X2:4|X3:4) = limt↓0 P(U2:4 > 1− t|U3:4 > 1− t) = 1. 
In Klüppelberg et al. [11], Joe et al. [9], Nikoloulopoulos et al. [22], among others, it is considered the multivariate tail
dependence function (see [27] for the bivariate setting), which can be established both for upper and lower tails. The tail
dependence functions are defined by
λ
XA
U (xA) = limt↓0
P(∩i∈A{Ui > 1− txi})
t
for any ∅ ≠ A ⊆ {1, . . . , d} and for all xA with nonnegative components. Hence, we have
λ
XA
U (1A) = limt↓0
P(∩i∈A{Ui > 1− t})
t
= lim
t↑1
P(∩i∈A{Ui > t})
1− t ,
where 1A denotes the unit vector with dimension |A|. We also consider
λ
XA
L (xA) = limt↓0
P(∩i∈A{Ui ≤ txi})
t
,
and hence
λ
XA
L (1A) = limt↓0
P(∩i∈A{Ui ≤ t})
t
.
Coefficients λXAU (1A) and λ
XA
L (1A)measure the extremal dependence of (Ui, i ∈ A) around the boundary points, respectively,
1A and 0A, along the direction of vector 1A.
The s, k-extremal coefficients can also incorporate the information contained in these coefficients, as we shall see in the
next result.
Proposition 2.9. The s, k-extremal coefficients satisfy the following relations:
λU(Xs:d|Xd−k+1:d) =
s−1
i=0

I∈Fi

J⊆I
(−1)| J|λXI∪JU (1I∪J)
− 
∅≠J⊆{1,...,d}
(−1)| J|λXJU (1J)−
k−1
i=1

I∈Fi

J⊆I
(−1)| J|λXI∪JU (1I∪J)
(24)
λL(Xd−k+1:d|Xs:d) =
k−1
i=0

I∈Fi

J⊆I
(−1)| J|λXI∪JL (1I∪J)
− 
∅≠J⊆{1,...,d}
(−1)| J|λXJL (1J)−
s−1
i=1

I∈Fi

J⊆I
(−1)| J|λXI∪JL (1I∪J)
, (25)
provided the ratios are defined.
Proof. In order to derive (24) we use representation (10) in Proposition 2.1 and divide both numerator and denominator
by 1 − t . With respect to (25), we use representation (11) in Proposition 2.1 and divide both numerator and denominator
by t . 
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About the above ratios we remark that, as limits of nondecreasing functions, when λXAU (xA) and λ
XA
L (xA) exist they are
nondecreasing and that, for A ⊃ B, λXAi (xA) ≤ λXBi (xB), i = U, L. Moreover, λXAU (xA) and λXAL (xA) are nonzero everywhere if
they do not vanish in a single point. Therefore, if λXU(x) > 0 (λ
X
L (x) > 0) for some x then all the terms in (24) ((25)) are non
null. Otherwise, if Xi and Xj are upper tail-independent, for each 1 ≤ i < j ≤ d, that is, λU(Xi|Xj) = λ(Xi,Xj)U (1, 1) = 0, then
the ratio in (24) (mutatismutandis for (25)) is not defined.
When s = k = 1, (24) coincides with the expression (2.5) in [18] which expresses this coefficient as a function of the
upper tail dependence function and its exponent measure.
Klüppelberg et al. [11] give the explicit formula of functionλXU(x1, . . . , xd) for randomvectorsXwith elliptical distribution
having ‘‘generating variate’’ regularly varyingwith indexα > 0 and correlationmatrix R = ΛΛT , whereΛ is a deterministic
d × d matrix with full rank. Denoting Λi the i-th row of Λ and FU the uniform distribution on the unit sphere Sd =
(u1, . . . , ud) = u ∈ Rd :di=1 u2i = 1, it follows from its Theorem 5.1, that
λ
XA
U (1A) =

{u∈Sd;Λiu>0, i=1,...,d}mini∈A (Λiu)
αdFU(u)
{u∈Sd;Λ1u>0}(Λ1u)
αdFU(u)
,
for each A ⊆ {1, . . . , d}. DenotingΞ = {u ∈ Sd;Λju > 0, j = 1, . . . , d}, we then obtain
λU(Xs:d|Xd−k+1:d) =
s−1
i=0

I∈Fi

J⊆I
(−1)| J| 
Ξ
min
j∈I∪J
(Λju)αdFU(u)
− 
∅≠J⊆{1,...,d}
(−1)| J| 
Ξ
min
j∈J (Λju)
αdFU(u)−
k−1
i=1

I∈Fi

J⊆I
(−1)| J| 
Ξ
min
j∈I∪J(Λju)
αdFU(u)
.
For different approaches in computing λL(Xd:d|X1:d) = λU(X1:d|Xd:d) for elliptical distributions see [6].
3. Extremal coefficients for multivariate extreme value distributions
ConsiderX = (X1, . . . , Xd)withmultivariate extreme value distribution (MEV). Then there exists a constant ϵ(X) ∈ [1, d]
such that, for all (u1, . . . , ud) ∈ [0, 1]d, we have C(u, . . . , u) = uϵ(X) [31,29]. If XJ is a sub-vector of X with r.v.’s indexed in
J , then XJ has also MEV distribution and we denote the respective extremal coefficient ϵ by ϵ(XJ), where ϵ(XJ) ∈ [1, | J|].
As the coefficient of tail dependence η, the extremal coefficient ϵ is an extension of the independent components case
for MEV distributions.
It is already known that if X = (X1, X2) has bivariate extreme value distribution then λU(X1|X2) = 2− ϵ(X) and, by (16),
λU(X1:2|X2:2) = 2−ϵ(X)ϵ(X) .
The next result suggests an extension of these relations, and it is calculated the upper s, k-extremal coefficient from
coefficients ϵ of sub-vectors of X.
Proposition 3.1. If X has MEV distribution then, for any 1 ≤ s < d− k+ 1 ≤ d,
λU(Xs:d|Xd−k+1:d) =

∅≠J⊆{1,...,d}
(−1)| J| ϵ(XJ)+
s−1
i=1

I∈Fi

J⊆I
(−1)| J| ϵ(XI∪J)
−
k−1
i=0

I∈Fi

J⊆I
(−1)| J| ϵ(XI∪J)
, (26)
provided the ratio is defined.
Proof. Observe that
λU(Xs:d|Xd−k+1:d) = lim
t↑1
1+ 
∅≠J⊆{1,...,d}
(−1)| J| tϵ(XJ ) +
s−1
i=1

I∈Fi

J⊆I
(−1)| J| tϵ(XI∪J )
1−
k−1
i=0

I∈Fi

J⊆I
(−1)| J| tϵ(XI∪J )
and the l’Hospital rule leads to the result. 
If X has totally dependent margins, then expression (26) comes
λU(Xs:d|Xd−k+1:d) =

∅≠J⊆{1,...,d}
(−1)| J| +
s−1
i=1

I∈Fi

J⊆I
(−1)| J|
−(−1)0 −
k−1
i=1

I∈Fi

J⊆I
(−1)| J|
=
−1+
s−1
i=1

I∈Fi
0
−1−
k−1
i=1

I∈Fi
0
= 1
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which is the result obtained in Proposition 2.6, and if X has independent margins, then
λU(Xs:d|Xd−k+1:d) =

∅≠J⊆{1,...,d}
(−1)| J|| J| +
s−1
i=1

I∈Fi

J⊆I
(−1)| J||I ∪ J|
−
k−1
i=0

I∈Fi

J⊆I
(−1)| J||I ∪ J|
,
which is null as we have seen in Proposition 2.7.
If A ⊆ B ⊆ {1, . . . , d} then ϵ(XA) ≤ ϵ(XB). In Schlather and Tawn [24] it is presented other consistent conditions for
coefficients ϵ(XA), A ⊆ {1, . . . , d}.
Observe that, if we take s = k = 1 in Proposition 3.1, we obtain
λU(X1:d|Xd:d) =

∅≠J⊆{1,...,d}
(−1)| J| ϵ(XJ)
−ϵ(X)
having as a particular case the already mentioned bivariate situation.
Example 4. Consider X = (X1, X2, X3)with Gumbel distribution
F(x1, x2, x3) = exp(−(e−αx1 + e−αx2 + e−αx3)1/α),
where α ≥ 1. If α = 1 then X has independent margins and hence the upper s, k-extremal coefficients are null. In case
α > 1, for |A| = 1 we have ϵ(XA) = 1, for |A| = 2 we have ϵ(XA) = − ln FXA (x,x)− ln FX1 (x) = 2
1/α and ϵ(X) = 31/α . Therefore,
applying (26) we obtain,
λU(Xs:3|X3−k+1:3) =

3(21/α − 1)− 31/α
−31/α , s = k = 1
3(21/α − 1)− 31/α
2× 31/α − 3× 21/α , s = 1, k = 2
−3× 21/α + 2× 31/α
−31/α , s = 2, k = 1.
Note that, if α = 1, the first and third ratios allow us to recover the value 0 while the second one is not defined, although
we know that the respective 1, 2-extremal coefficient is also null. 
Next we will see how the s, k-extremal coefficients can incorporate the information of dependence coming from the
spectral measure S of multivariate extreme value distribution.
If X has MEV distribution with margins unit Fréchet, then [23] there exists a finite measure S on the unit sphere Sd,
satisfying

Sd
ui dS(u) = 1, i = 1, . . . , d, and such that
FXA(xA) = exp

−

Sd
max
i∈A
ui
xi
dS(u)

, (27)
for all (x1, . . . , xd) ∈ Rd+ and A ⊆ {1, . . . , d}, where xA denotes the sub-vector of x = (x1, . . . , xd)with indices in A.
Proposition 3.2. If X has MEV distribution with unit Fréchet margins and spectral measure S, then
λU(Xs:d|Xd−k+1:d) =

∅≠J⊆{1,...,d}
(−1)| J| 
Sd
max
j∈J
uj dS(u)+
s−1
i=1

I∈Fi

J⊆I
(−1)| J| 
Sd
max
j∈I∪J
uj dS(u)
−
k−1
i=0

I∈Fi

J⊆I
(−1)| J| 
Sd
max
j∈I∪J
uj dS(u)
(28)
and
λL(Xd−k+1:d|Xs:d) =
k−1
i=0

I∈Fi

J⊆I
(−1)| J|δS(I ∪ J)
− 
∅≠J⊆{1,...,d}
(−1)| J|δS(J)−
s−1
i=1

I∈Fi

J⊆I
(−1)| J|δS(I ∪ J)
, (29)
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provided the ratios are defined, where
δS(A) =

1 if

Sd
max
i∈A
ui dS(u) = 1
0 if

Sd
max
i∈A
ui dS(u) > 1.
Proof. Consider notation I1(A) =

Sd
maxj∈A uj dS(u). From expression (9) in Proposition 2.1 and applying (27), we have
λU(Xs:d|Xd−k+1:d)
= lim
x→∞
1+ 
∅≠J⊆{1,...,d}
(−1)| J| exp − 1xI1(J)+ s−1
i=1

I∈Fi

J⊆I
(−1)| J| exp − 1xI1(I ∪ J)
1−
k−1
i=0

I∈Fi

J⊆I
(−1)| J| exp − 1xI1(I ∪ J)
= lim
x→∞

∅≠J⊆{1,...,d}
(−1)| J| 1
x2
I1(J) exp
− 1xI1(J)+ s−1
i=1

I∈Fi

J⊆I
(−1)| J| 1
x2
I1(I ∪ J) exp
− 1xI1(I ∪ J)
−
k−1
i=0

I∈Fi

J⊆I
(−1)| J| 1
x2
I1(I ∪ J) exp
− 1xI1(I ∪ J)
and the result is straightforward since the exponential functions converge to 1.
The second statement is a consequence of the Proposition 2.2 and the second part of Theorem 2.4 in [17], since for a fixed
element i(A) of A, we have
λU(min
j∈A Uj|Ui(A)) =

1 if

Sd
(max
i∈A
ui − ui(A)) dS(u) = 0
0 if

Sd
(max
i∈A
ui − ui(A)) dS(u) > 0
=

1 if

Sd
max
i∈A
ui dS(u) = 1
0 if

Sd
max
i∈A
ui dS(u) > 1. 
Note that in the case of perfect dependence of the margins of X all the values δS(.) in (29) are equal to 1, and then we have
λL(Xd−k+1:d|Xs:d) = 1:
k−1
i=0

I∈Fi

J⊆I
(−1)| J|
− 
∅≠J⊆{1,...,d}
(−1)| J| −
s−1
i=1

I∈Fi

J⊆I
(−1)| J|
=
(−1)0 +
k−1
i=1

I∈Fi

J⊆I
(−1)| J|
−(−1)−
s−1
i=1

I∈Fi

J⊆I
(−1)| J|
=
1+
k−1
i=1

I∈Fi
0
1−
s−1
i=1

I∈Fi
0
= 1.
However we can find λL(Xd−k+1:d|Xs:d) ≠ 0 out of the case of perfect dependence. Consider, for instance, the copula
C(u1, u2, u3) = min{u1, u2} · u3, where λL(X3:3|X2:3) = 2/11.
By applying (27), the expression (28) can also be derived from (26) in Proposition 3.1 when the ratio is defined.
Suppose that Y has d.f. in the max-domain of attraction of the MEV distribution of X and that, without loss of generality,
Y has marginal d.f. unit Pareto, FYi(x) = 1 − x−1, x ≥ 1, i = 1, . . . , d, and X has marginal d.f. unit Fréchet, FXi(x) =
exp(−x−1), x > 0, i = 1, . . . , d. We show in the following result that the respective s, k-extremal coefficients coincide in
both vectors. 
Proposition 3.3. If F nY1(nx) = (1−(nx)−1)n −→n→∞ exp(−x
−1) = FX1(x) and F nY (nx1, . . . , nxd)−→n→∞ FX(x1, . . . , xd) at continuity
points of the MEV d.f. FX, then for any 1 ≤ s < d− k+ 1 ≤ d, we have
λU(Xs:d|Xd−k+1:d) = λU(Ys:d|Yd−k+1:d).
Proof. From the representation (18) we have to see that the tail dependence parameters of XA are the same of those of YA.
Then the result is an immediate consequence of Theorem 2.6 in [17]. 
It follows from the previous proposition that if {Yn = (Yn,1, . . . ,Yn,d)}n≥1 is an i.i.d. sequence such that, for some
sequences of constants, {an = (an1 > 0, . . . , and > 0)}n≥1 and {bn = (bn1 > · · · , bnd)}n≥1, the vector of componentwise
maxima, Mn = (Mn 1, . . . ,Mn d), satisfies
P(Mn ≤ anx+ bn) ≡ P  d
j=1
{Mnj ≤ anj xj + bnj}→ FX (x1, . . . , xd), (30)
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then λU(Ys:d|Yd−k+1:d) = λU(Xs:d|Xd−k+1:d). If we relax the independence assumption between the random vectors of the
sequence, this equality is no longer valid in the presence of a non unit multivariate extremal index. The upper s, k-extremal
coefficient of Yi may not coincide with the corresponding coefficient of the limiting MEV distribution.
We start by recalling the definition of multivariate extremal index, due to Nandagopalan [20], which relates the
asymptotic distribution of the vector of componentwise maximaMn = (Mn 1, . . . ,Mn d) of a stationary sequence {Yn}n≥1 to
that of the sequence {Yn}n≥1 of independent variables with the same marginal distribution FYn = FYn .
A stationary sequence {Yn}n≥1 has extremal index θ(τ) ≡ θ(τ1, . . . , τd) ∈ [0, 1]when, for each τ = (τ1, . . . , τd) ∈ Rd+,
there exists {u(τ)n = (u(τi)ni , 1 ≤ i ≤ d)}n≥1, satisfying:
(i) n(1− FYn,j(u(τi)ni ))−→n→∞ τi, i = 1, . . . , d
(ii) P(Mn ≤ u(τ)n )−→
n→∞ γ (τ)
(iii) P(Mn ≤ u(τ)n )−→
n→∞ γ (τ)
θ(τ).
Just as in one dimension, the extremal index is a key parameter relating the extreme value properties of a stationary
sequence {Yn}n≥1 to those of the i.i.d. associated sequence {Yn}n≥1.
If (30) holds and {Yn}n≥1 has multivariate extremal index θ(τ), then
P(Mn ≤ anx+ bn) ≡ P

d
j=1
{Mnj ≤ anj xj + bnj}

→ FX (x1, . . . , xd),
and the MEV d.f. in the limit satisfies:
FX(x1, . . . , xd) = FX (x1, . . . , xd)θ(τ1(x1),...,τd(xd))
and
FXj(xj) = F θjXj (xj),
(31)
with
τj(xj) = − log FXj(xj), j = 1, . . . , d,
and
θj = lim
τi→0
i≠j
θ(τ1, . . . , τd).
Any sub-vector XA of Xwith indices in A also satisfy
FXA(xA) = F θA(τ(x)A)XA (xA), (32)
where
θA(τA) = lim
τi→0
i∉A
θ(τ1, . . . , τd).
Therefore, the sequence {(Yn)A}n≥1 of sub-vectors with indices in A also has multivariate extremal index θA(τA).
The multivariate extremal index, although dependent of τ , satisfies the following property:
θ(cτ1, . . . , cτd) = θ(τ1, . . . , τd), ∀c > 0
[20], which jointly with (32), allows to relate the copula functions of XA and XA. More precisely, denoting θ∗A =
θA((1/θ1, . . . , 1/θd)A), we have
CXA((u, . . . , u)A) = C
θ∗AXA ((u1/θ1 , . . . , u1/θd)A) = CXA((uθ∗A /θ1 , . . . , uθ∗A /θd)A).
By applying these relations in the computation of the upper s, k-extremal coefficient, we find that, in general, the respective
values for X andX do not coincide. This is illustrated in the example below.
First observe that, by taking expression (9) and then (10) of Proposition 2.1, we have
λU(Xs:d|Xd−k+1:d) = lim
t↑1

0≤i≤s−1

I∈Fi

J⊆I
(−1)| J|CXI∪J ((tθ∗I∪J /θ1 , . . . , tθ∗I∪J /θd)I∪J)
1− 
0≤i≤k−1

I∈Fi

J⊆I
(−1)| J|CXI∪J ((tθ
∗
I∪J /θ1 , . . . , t
θ∗
I∪J /θd)I∪J)
= lim
t↑1

0≤i≤s−1

I∈Fi

J⊆I
(−1)| J|CXI∪J (((1− t)θ∗I∪J /θ1 , . . . , (1− t)θ∗I∪J /θd)I∪J)
1− 
0≤i≤k−1

I∈Fi

J⊆I
(−1)| J|CXI∪J (((1− t)θ∗I∪J /θ1 , . . . , (1− t)θ∗I∪J /θd)I∪J) . (33)
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Example 5. Let Z = {Zn}n≥1 be an i.i.d. sequence with marginal d.f. F∗ in the max-domain of attraction of the extreme value
distribution G∗. Set Y = {Yn = (Yn1, Yn2, Yn3)}n≥1, where Yi1 = Zi, Yi2 = Zi+1, Yi3 = max(Zi, Zi+1), i ≥ 1. We have
FYi(x1, x2, x3) =

F∗(x1)F∗(x2), max{x1, x2} ≤ x3
F∗(x1)F∗(x3), x1 ≤ x3 < x2
F∗(x3)F∗(x2), x2 ≤ x3 < x1
F∗
2
(x3), x3 ≤ min{x1, x2}
and, if F∗n(anx+ bn)→ G∗(x) for some sequences of constants {an > 0}n≥1 and {bn}n≥1, then
F nYi(anx1 + bn, anx2 + bn, anx3 + bn) →n→∞ FX (x1, x2, x3) =

G∗(x1)G∗(x2), max{x1, x2} ≤ x3
G∗(x1)G∗(x3), x1 ≤ x3 < x2
G∗(x3)G∗(x2), x2 ≤ x3 < x1
G∗
2
(x3), x3 ≤ min{x1, x2}.
(34)
Moreover, forMnj = max{Y1j, . . . , Ynj}, j = 1, 2, 3, it holds
lim
n→∞ P(Mn1 ≤ anx1 + bn,Mn2 ≤ anx2 + bn,Mn3 ≤ anx3 + bn) = limn→∞ F
∗n−1(an min{x1, x2, x3} + bn)
= G∗(min{x1, x2, x3})
= min{G∗(x1),G∗(x2),G∗(x3)}
≡ FX(x1, x2, x3), (35)
which has totally dependent margins. In order to compute the extremal index, we first obtain γ (τ1, τ2, τ3) of (ii) in the
definition. We have from (34),
lim
n→∞ F
n
Yi(u
(τ1)
n1 , u
(τ2)
n2 , u
(τ3)
n3 ) = γ (τ1, τ2, τ3) =

e−(τ1+τ2), min{τ1, τ2} ≥ 12τ3
e−(τ1+
τ3
2 ), τ1 ≥ 12τ3 > τ2
e−(τ2+
τ3
2 ), τ2 ≥ 12τ3 > τ1
e−τ3 ,
1
2
τ3 ≥ max{τ1, τ2}.
Then by using (35), we find P(Mn ≤ u(τ)n )→ γ (τ1, τ2, τ3)θ(τ1,τ2,τ3) with
θ(τ1, τ2, τ3) =

τ1
τ1 + τ2 , τ1 ≥ τ2 ≥
1
2
τ3
τ2
τ1 + τ2 , τ2 > τ1 ≥
1
2
τ3
τ1
τ1 + τ32
, τ1 ≥ 12τ3 > τ2
τ2
τ2 + τ32
, τ2 ≥ 12τ3 > τ1
1
2
,
1
2
τ3 ≥ max{τ1, τ2}.
Hence, we have successively,
θ{1,2}(τ1, τ2) =

τ1
τ1 + τ2 , τ1 ≥ τ2τ2
τ1 + τ2 , τ2 > τ1,
θ{1,3}(τ1, τ3) =

τ1
τ1 + τ32
, τ1 ≥ 12τ3
1
2
, τ1 <
1
2
τ3,
θ{2,3}(τ2, τ3) =

τ2
τ2 + τ32
, τ2 ≥ 12τ3
1
2
, τ2 <
1
2
τ3,
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θ1 = 1, θ2 = 1 and θ3 = 1/2. We also have, θ∗{1,2,3} = θ

1
θ1
, 1
θ2
, 1
θ3

= 1/2, θ∗{1,2} = θ{1,2}

1
θ1
, 1
θ2

= 1/2,
θ∗{1,3} = θ{1,3}

1
θ1
, 1
θ3

= 1/2 and θ∗{2,3} = θ{2,3}

1
θ2
, 1
θ3

= 1/2.
Now we apply the first representation in (33) to obtain, for instance, λU(X1:3|X3:3), which we already know that must be
unit by Proposition 2.6. We have
CX (u1, u2, u3) =

u1u2, max{u1, u2} ≤ u3
u1u3, u1 ≤ u3 < u2
u2u3, u2 ≤ u3 < u1
u23, u3 ≤ min{u1, u2},
CX{1,2}(u1, u2) = u1u2,
CX{1,3}(u1, u3) =

u1u3, u1 ≤ u3
u23, u3 < u1,
CX{2,3}(u2, u3) =

u2u3, u2 ≤ u3
u23, u3 < u2,
and hence we obtain
λU(X1:3|X3:3) = lim
t↑1
1− t − t − t2 + t1/2t1/2 + tt1/2 + tt1/2 − t1/2t1/2
1− t1/2t1/2 = limt↑1
1− 2t − t2 + 2t3/2
1− t = 1.
However, we have
λU(X1:3|X3:3) = lim
t↑1
1− t − t − t2 + t2 + t2 + t2 − t2
1− t2 = limt↑1
1− 2t + t2
1− t2 = 0 ≠ λU(X1:3|X3:3).
Therefore, the 1, 3-extremal coefficient of the limitingMEV distribution for the componentwisemaxima of an i.i.d. sequence
{Yn}n≥1 such that FYi = FYi does not coincide with the corresponding coefficient for {Yn}n≥1, pointing out that the
multivariate extremal index quantitatively affects the tail dependence.
Observe that this example also illustrates that Proposition 2.7 is only a sufficient condition, since FX has no independent
margins but λU(X1:3|X3:3) = 0. 
By embedding tail dependence of X in its tail dependence function λXU , which exists everywhere on [0,+∞[d for
a multivariate extreme value distribution, we will allow a new reading for the relation between λU(Xs:d|Xd−k+1:d) and
λU(Xs:d|Xd−k+1:d). We first remark that, for each x = (x1, . . . , xd) ∈ [0,+∞[d,
λ
XA
U (xA) = limt↓0
P

i∈A
{Ui > (1− t)xi}

t
= lim
t↑1
P

i∈A
{Ui > txi}

1− t .
In fact, from (27) we can derive this relation on extreme dependence of (U1, . . . ,Ud) around the boundary point (1, . . . , 1)
considering that extreme values occur along the directions (tx1 , . . . , txd). We have
lim
t↓0
P

i∈A
{Ui > (1− t)xi}

t
= lim
t↓0

J⊆A
(−1)| J|P(∩i∈J{Ui ≤ (1− t)xi})
t
= lim
t↓0

J⊆A
(−1)| J| exp(− Sd maxi∈J ui(− ln(1− t)xi)dS(u))
t
=

J⊆A
(−1)| J|+1

Sd
max
i∈J
uixidS(u) = λXAU (xA).
Moreover, λXAU satisfies the homogeneity of order one [9] property
λ
XA
U (αxA) = αλXAU (xA), (36)
for each α > 0.
According to the Proposition 2.9, λU(Xs:d|Xd−k+1:d) and λU(Xs:d|Xd−k+1:d) can be computed from its tail dependence
functions λXU and λ
X
U , respectively. Next result gives us a better insight about the extreme values ofX which are taken into
account for the value of λU(Xs:d|Xd−k+1:d).
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Proposition 3.4. Let {Yn}n≥1 be an i.i.d. sequence with distribution FY in the domain of attraction of the multivariate extreme
value distribution FX and {Yn}n≥1 a stationary sequence with common distribution function FYn = FYn and multivariate extremal
index θ(τ1, . . . , τd), (τ1, . . . , τd) ∈ Rd+. Then, for the multivariate extreme limiting distribution,
FX(x1, . . . , xd) = lim
n→∞ P(Mn ≤ anx+ bn),
where {an > 0}n≥1 and {bn}n≥1 are some sequences of constants, we have
λU(Xs:d|Xd−k+1:d) =

0≤i≤s−1

I∈Fi

J⊆I
(−1)| J|θ∗
I∪Jλ
XI∪J
U

1
θ1
, . . . , 1
θd

I∪J


∅≠J⊆{1,...,d}
(−1)| J|θ∗J λ
XJ
U

1
θ1
, . . . , 1
θd

J

− 
1≤i≤k−1

I∈Fi

J⊆I
(−1)| J|θ∗I∪Jλ
XI∪J
U

1
θ1
, . . . , 1
θd

I∪J
 ,
provided the ratio is defined.
Proof. From representation (33), we have
λU(Xs:d|Xd−k+1:d) = lim
t↑1

0≤i≤s−1

I∈Fi

J⊆I
(−1)| J| 11−tCXI∪J (((1− t)θ∗I∪J /θ1 , . . . , (1− t)θ∗I∪J /θd)I∪J)
1
1−t −

0≤i≤k−1

I∈Fi

J⊆I
(−1)| J| 11−tCXI∪J (((1− t)θ∗I∪J /θ1 , . . . , (1− t)θ∗I∪J /θd)I∪J)
=

0≤i≤s−1

I∈Fi

J⊆I
(−1)| J|λXI∪JU (θ∗I∪J( 1θ1 , . . . , 1θd )I∪J)
∅≠J⊆{1,...,d}
(−1)| J|λXJU (θ∗J

1
θ1
, . . . , 1
θd

J
)− 
1≤i≤k−1

I∈Fi

J⊆I
(−1)| J|λXI∪JU

θ∗I∪J

1
θ1
, . . . , 1
θd

I∪J
 .
Now, just apply (36) to obtain the result. 
The distribution of a d-dimensional vector Y = (Y1, . . . , Yd) is min-stable [8] if, for each s > 0, there exist as =
(as1, . . . , asd) and bs = (bs1 > 0, . . . , bsd > 0) such that for each x = (x1, . . . , xd),
P s(∩dj=1{Yj > xj}) = P(∩dj=1{Yj > asj + bsjxj}). (37)
For a min-stable distribution FY, with identical distributed margins, there exist a constant ϵ(Y) such that
P(∩dj=1{Yj > x}) = Pϵ(Y)(Y1 > x), ∀x ∈ R.
In fact, for each x ∈ R such that P(∩dj=1{Yj > x}) > 0, we have
P(∩dj=1{Yj > x}) = Pϵ(x)(Y1 > x), with ϵ(x) ≥ 1.
From (37), for each s > 0 there exists as and bs > 0 constants such that ϵ(x) = ϵ(as+bsx). Therefore ϵ(x)must be a constant
which we shall denote by ϵ(Y).
If Y (or FY) is positive upper orthant dependent then ϵ(YA) ≤ |A|, for each A ⊆ {1, . . . , d}.
We compute now λL(Yd−k+1:d|Ys:d) from the coefficients ϵ(YA), presenting in this way a counterpart of Proposition 3.1
for min-stable distributions.
Proposition 3.5. If Y has min-stable distribution then, for any 1 ≤ s < d− k+ 1 ≤ d, we have
λL(Yd−k+1:d|Ys:d) =

∅≠J⊆{1,...,d}
(−1)| J|ϵ(YJ)+
k−1
i=1

I∈fI

J⊆I
(−1)| J|ϵ(YI∪J)
−
s−1
i=0

I∈Fi

J⊆I
(−1)| J|ϵ(YI∪J)
,
provided the ratio is defined.
Proof. The copula of a min-stable distribution with exponential margins is the survival copula of the MEV distribution with
Fréchet margins. Therefore the result follows from the Proposition 3.1 and the duality property. 
Amultivariate extreme value distribution is min-stable for multivariate minima, and therefore the vector of componen-
twise minima has the same distribution up to location-scale changes. If the random vectors X(j) = (X (j)1 , . . . , X (j)d ), 1 ≤
j ≤ n, are independent and identically distributed as X with MEV distribution, then by taking Y = (min1≤j≤n X (j)1 , . . . ,
min1≤j≤n X (j)d ) we have a random vector with min-stable distribution and positive upper orthant dependence, therefore, in
the conditions of Proposition 3.5.
We remark that all the formulas presented in this paper can be easily calculated computationally and a directory of
extremal coefficients could be implemented. Hand made calculations are only illustrative for vectors of small dimension.
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