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We present a software package that guesses formulae for
sequences of, for example, rational numbers or rational functions,
given the first few terms. We implement an algorithm due to
Bernhard Beckermann and George Labahn, together with some
enhancements to render our package efficient. Thuswe extend and
complement Christian Krattenthaler’s program Rate.m, the parts
concerned with guessing of Bruno Salvy and Paul Zimmermann’s
GFUN, the univariate case of Manuel Kauers’ Guess.m and Manuel
Kauers’ and Christoph Koutschan’s qGeneratingFunctions.m.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
For some a brain-teaser, for others one step in proving their next theorem: given the first few
terms of a sequence of, say, integers, what is the next term, and what is the general formula? Of
course, no unique solution exists, but, by Occam’s razor, we will prefer a ‘simple’ formula over a more
‘complicated’ one. In this article, we present a new package that aims at finding such a simple formula,
written for the computer algebra system FriCAS.1
Some sequences are very easy to ‘guess’, like
0, 1, 4, 9, . . . , (1)
or
1, 1, 2, 3, 5, . . . . (2)
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Others are a little harder, for example
0, 1, 3, 9, 33, . . . . (3)
Of course, at times, we might want to guess a formula for a sequence of polynomials or rational
functions, too:
1, 1+ q+ q2, (1+ q+ q2)(1+ q2), (1+ q2)(1+ q+ q2 + q3 + q4) . . . , (4)
or
1− 2q
1− q , 1− 2q, (1− q)(1− 2q)
3, (1− q)2(1− 2q)(1− 2q− 2q2)3, . . . . (5)
Fortunately, with the right tool, it is a matter of a moment to figure out formulae for all of these
sequences. In this article, we describe a computer program that encompasses well-known techniques
and adds new ideas that we hope to be effective. In particular, we generalise Christian Krattenthaler’s
program Rate.m (Krattenthaler, 1999), and the guessing functions present in GFUN written by
Salvy and Zimmerman (1994), and in qGeneratingFunctions.m by Kauers and Koutschan (2007,
2009). With a little manual aid, we can guess multivariate formulae as well, along the lines of
Doron Zeilberger’s programs GuessRat and GuessHolo (Zeilberger, 2005, 2007), or Manuel Kauers’
program Guess.m (Kauers, 2009). All these programs, as well as the one presented here, try to
compute a function that yields the terms when evaluated at 0, 1, 2, and so on. We describe this
computational approach in more detail, beginning in Section 5.
A completely different idea is pursued by The online encyclopedia of integer sequences of Sloane
(2003). There, you can enter a sequence of integers and the chances are good that the website will
respond with one or more likely matches. Namely, the encyclopedia keeps a list of currently roughly
160,000 sequences, enteredmore or lessmanually, and it compares the given sequencewith each one
of those. Besides that, there is an email service called SuperSeeker that tries some transformations
on the given sequence to find a match in the database. Furthermore, it tries some programs in the
spirit of Rate.m and GFUN to find a formula, although with a time limit; i.e., it gives up when too
much time has elapsed.
Thus, the two approaches complement each other. For example, there are sequences for which no
simple formula is likely to exist, and which can thus be found only in the encyclopedia. On the other
hand, there are many sequences that have not yet found their way into the encyclopedia, but can be
guessed easily by your computer.
In Section 3,weoutline the capabilities of our package. In Section 4,wedescribe themost important
options thatmodify the behaviour of the functions. A very brief description of the algorithms used and
the efficiency problems encountered is given in Section 5 and thereafter.
2. History
On the historical side, we remark that, already in 1964, Pivar and Finkelstein (1964) implemented
a program to identify sequences given their first few terms; see also Abrahams (1966). One interesting
feature of their programwas the ability to deal with exceptions to a rule: their programwould apply,
for example, the differencing operator, until most of the terms would be equal. In a second step, it
would then locate the exceptions to the rule and try to guess formulae for the positions and for the
values of the exceptions.
The first edition (Sloane, 1973) of ‘A Handbook of Integer Sequences’ by Neil Sloane appeared in
1973. In 1992, Bergeron and Plouffe (1992) explored the idea of applying various transformations
to the given sequence, for example series reversion. They then used the Padé approximation to see
whether the result might be rational. In the same article, an experimental program to check for
‘constructible differentially finite’ series is also briefly described, but it seems that it was not so
successful.
In the realm of physics, Brak, Joyce, Fisher, Helen, and Guttmann (Brak and Guttmann, 1990; Fisher
and Au-Yang, 1979) developed methods using algebraic and hypergeometric or holonomic functions
to fit series data, starting from the early 1970s. Of course, they named their techniques differently,
and, more importantly, they were primarily interested in estimating ‘critical exponents’ and ‘critical
points’ of the function whose first few Taylor coefficients are given.
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3. Some function classes suitable for guessing
In this section, we briefly present the function classes which are currently explicitly covered by
our package. We want to stress, however, that in many cases it is easy to add other function classes,
should the need arise. (This will become clear in Section 5.)
Throughout this article, n → f (n) is the function we would like to guess, and f (x) =∑n≥0 f (n)xn
is its generating function. The values f (n) are supposed to be elements of some field K, usually the
field of rationals or rational functions. We alert the reader to the fact that the first value in the given
sequence always corresponds to the value f (0).
3.1. Guessing sequences f (n)
guessRec finds recurrences of the form
p

f (n), f (n+ 1), . . . , f (n+ k) = 0, (6)
where p is a polynomial with coefficients in K[n]. For example,
guessRec [1,1,0,1,-1,2,-1,5,-4,29,-13,854,-685]
yields
[f (n) : −f (n+ 2)− f (n+ 1)+ f (n)2 = 0, f (0) = 1, f (1) = 1].
Note that, at least in the current implementation, we do not exclude solutions that do
not determine the function f completely. For example, given a list containing only zeros and
ones, one result will be
[f (n) : f (n)2 − f (n) = 0, f (0) = . . . ].
guessPRec only looks for recurrences with linear p; i.e., it recognises P-recursive sequences. As an
example,
guessPRec [0, 1, 0, -1/6, 0, 1/120, 0, -1/5040, 0, 1/362880,
0, -1/39916800, 0, 1/6227020800]
returns
[f (n) : (−n2 − 3n− 2)f (n+ 2)− f (n) = 0, f (0) = 0, f (1) = 1].
guessRat finds rational functions. For the sequence given in (1), we find n2 as a likely solution.
guessExpRat finds rational functions with an Abelian term, i.e.,
f (n) = (a+ bn)n r(n)
s(n)
,
where r and s are polynomials.
guessExpRat [0,3,32,375,5184]
yields
n(n+ 2)n,
which could be interpreted, for example, as the number of labelled trees with one edge
selected.
guessBinRat finds rational functions with a binomial term, i.e.,
f (n) =

a+ bn
n

r(n)
s(n)
.
where r and s are polynomials.
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Concerning q-analogues, guessRec(q) finds recurrences of the form (6), where p is a polynomial
with coefficients in K[q, qn]. Similarly, we provide q-analogues for guessPRec and guessRat. For
example, to guess a formula for Sequence (4), we enter2
guessRat(q)([1,1+q+q^2,(1+q+q^2)*(1+q^2),(1+q^2)*(1+q+q^2+q^3+q^4)],
[])
and obtain as the function
q3q2n + (−q2 − q)qn + 1
q3 − q2 − q+ 1 .
Unfortunately, the simplifying capabilities of FriCAS are rather weak, so it takes some extra work to
simplify the above expression to
(1− qn+1)(1− qn+2)
(1− q)(1− q2) ,
i.e., the q-binomial coefficient
n+2
2

q := [n+2]q[n+1]q[2]q[1]q , where [n]q := 1−q
n
1−q = 1+ q+ · · · + qn−1.
Moreover, it is also possible to guess ‘mixed’ recurrences, i.e.,where phas coefficients inK[q, n, qn];
see the description of the option maxMixedDegree in Section 4. For example,
guessPRec(q)([1,1,2*q^2,6*q^6,24*q^12,120*q^20,720*q^30,5040*q^42],
maxMixedDegree==2, homogeneous==true)
returns
[f (n) : (n+ 1)f (n+ 1)q2n − f (n+ 1) = 0, f (0) = 1].
The q-version of guessExpRat recognises functions of the form
f (n) = (a+ bqn)n r(q
n)
s(qn)
,
a and b being in K[q] and r and s being polynomials with coefficients in K[q]. For Sequence (5), we
enter
guessExpRat(q)([(1-2*q)/(1-q),1-2*q,(1-q)*(1-2*q)^3,
(1-q)^2*(1-2*q)*(1-2*q-2*q^2)^3], [])
to obtain
2q− 1
q− 1 (2q
n − 3q+ 1)n.
Another example would be Nicholas Loehr’s q-analogue [n+ 1]n−1q of Cayley’s formula.
Finally, guessBinRat(q) tries to fit the given terms to
f (n) =
[
a+ bn
n
]
q
r(qn)
s(qn)
,
where
n
m

q =
∏m
i=1
1−qn−i+1
1−qi .
3.2. Guessing series f (x)
guessADE finds an algebraic differential equation for f (x), i.e., an equation of the form
p

f (x), f ′(x), . . . , f (k)(x)
 = 0, (7)
2 Because of a flaw in FriCAS, one has to explicitly specify a list of options when using the q-versions of the guessing
functions. In the example above, we simply gave an empty list of options, and did thus not override any of the default options.
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where p is a polynomial with coefficients in K[x]. A typical example is∑ nn xnn! :
guessADE [1,1,2,9/2,32/3,625/24,324/5,117649/720,131072/315,
4782969/4480]
returns
[[xn]f (x) : −xf ′(x)+ f (x)3 − f (x)2 = 0, f (0) = 1, f ′(0) = 1].
Maybe more interestingly, we also obtain a differential equation for the exponential
generating function with coefficients of the form covered by guessExpRat:
guessADE([(a*n+b)^n/factorial(n) for n in 0..32],
maxPower==3, maxDerivative==3, homogeneous==true)
However, this equation is already quite big:
4b2(a+ b)2f (x)2f ′′(x)+ 3ab2(a+ b)xf (x)2f ′′′(x)− 4b2(2a+ b)2f (x)f ′(x)2
− a(a3 + a2b+ 19ab2 + 3b3)xf (x)f ′(x)f ′′(x)− 3a3(a− 3b)f (x)f ′(x)f ′′′(x)
+ 5a3(a− 3b)x2f (x)f ′′(x)2 + 4a4xf ′(x)3 = 0.
We stress that we did not try to prove this equation—it remains a guess, even though we
checked the first few hundred terms.
Another interesting example is given by the generating function for the chromatic
polynomials of rooted triangulations, as found by Tutte (1995). Or, as a test case, to guess a
differential equation for Jacobi’s θ-function 1+ 2∑ zn2 , a list of the first 3600 terms,
guessADE(l, maxPower==14, maxDerivative==3, maxDegree==6)
and a little patience (roughly ten minutes on an AMD Opteron processor) suffice. In fact,
according to Zagier (2008, Section 5.1, Proposition 15), Ramanujan already knew that every
modular and every quasi-modular form on Γ1 satisfies a third-order algebraic differential
equation.
guessHolo looks only for equations of the form (7) with linear p; i.e., it recognises holonomic or
differentially finite functions. It iswell known that the class of holonomic functions coincides
with the class of functions having P-recursive Taylor coefficients. However, the number of
terms necessary to find the differential equation often differs greatly from the number of
terms necessary to find the recurrence. Returning to the example given for guessPRec, we
find that already
guessHolo [0,1,0,-1/6,0,1/120]
returns
[[xn]f (x) : −f ′′(x)− f (x) = 0, f (0) = 0, f ′(0) = 1].
Moreover, nowwe immediately recognise the coefficients as being those of the sine function.
guessAlg looks for an algebraic equation satisfied by f (x), i.e., an equation of the form
p (f (x)) = 0,
the prime example being given by the Catalan numbers
guessAlg [1,1,2,5,14,42]
which yields
[[xn]f (x) : xf (x)2 − f (x)+ 1 = 0, f (0) = 1].
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guessPade recognises rational generating functions or, equivalently, recurrences with constant
coefficients. For the Fibonacci sequence given in (2), we find as a likely solution
[[xn]f (x) : (x2 + x− 1)f (x)+ 1 = 0].
guessFE finds ‘Mahler-type’ functional equations for f (x) (see for example Mahler, 1976), i.e.,
equations of the form
p

f (x), f (x2), . . . , f (xk)
 = 0, (8)
where p is a polynomial with coefficients in K[x]. A typical example is the number of
unlabelled rooted binary trees:
guessFE [0,1,1,1,2,3,6,11,23]
which returns
[[xn]f (x) : f (x2)+ f (x)2 − 2f (x)+ 2x = 0, f (x) = x+ x2 + x3 + 2x4 + O(x5)].
Browsing The online encyclopedia of integer sequences, we discovered another rather
surprising functional equation: consider the sequence A118006 of binary wordswn defined
by
w1 = ‘‘01’’ andwn+1 = concat[wn, wn, reverse(wn)].
Then
guessFE w 4
indicates that the generating function having the letters of the limiting word w∞ as
coefficients satisfies
(x− 1)(x2 − x+ 1)(x2 + x+ 1)((x2 + x+ 1) f (x)− x2f (x3)+ x(x2 + 1)2 = 0.
Again, we did not try to prove this equation, but only checked the first few hundred terms.
ForguessADE andguessHolo, we provide q-analogues, replacing differentiationwith q-dilation:
guessADE(q) finds differential equations of the form
p

f (x), f (qx), . . . , f (qkx)
 = 0, (9)
where p is a polynomial with coefficients inK[q, x]. Generating functions satisfying such q-equations
frequently occur in the enumeration of polyominoes and the study of orthogonal polynomials. As
an example, we can recover the q-algebraic differential equation for the generating function of bar
polyominoes by horizontal perimeter, marked by x, vertical perimeter, marked by y, and area, marked
by q, as given by Prellberg and Brak (1995). We enter
guessADE(q)(l, maxDerivative==1, maxPower==2, maxDegree==1)
where l are the first 11 coefficients of the series in x:
l := [0, q*y/(1-q*y), q^2*y*(1+q*y)/(1-q*y)/(1-q^2*y), ...]
The solver immediately finds the solution
[xn]f (x) : (qxf (x)+ (qx+ 1)y)f (qx)+ (qx− 1)f (x)+ qxy = 0,
f (0) = 0, f ′(0) = qy
1− qy , . . . ],
and it then takes a few seconds to verify it.
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Table 1
closure properties. ((.)−1: multiplicative inverse, ◦: composition, (.)(−1): composi-
tional inverse,

: definite integration, ⊙: Hadamard product, S: shift, alg.: algebraic
substitution; inverse and substitution only apply when the result is again a formal
power series.
Type of equation + · (.)−1 ◦ (.)(−1) D  ⊙ S
Padé X X X X – X – X X
Algebraic X X X X X X - - X
Linear differential X X – alg. – X X X X
Algebraic differential X X X X X X X – X
3.3. Operators
The observation made by Christian Krattenthaler before writing his program Rate.m (Kratten-
thaler, 1999) is the following: it occurs frequently that, although a sequence of numbers is not gener-
ated by a rational function, the sequence of successive quotients is.
We slightly extend upon this idea, and apply recursively one or both of the two following operators.
guessSum, the differencing operator∆n that transforms f (n) into f (n)− f (n− 1).
guessProduct, the operator Qn that transforms f (n) into f (n)/f (n− 1).
For example, to guess a formula for Sequence (3), we enter
guess([0, 1, 3, 9, 33], [guessRat], [guessSum, guessProduct]).
The second argument of guess indicates which of the functions of the previous section to apply
to each of the generated sequences, while the third argument indicates which operators to use to
generate new sequences.
The package will then respond with
n−1
s=0
s−1∏
p=0
(p+ 2),
i.e., the sum of the first factorials.
In the case where only the operator Qn is applied, our package is directly comparable to Rate.m.
In this case, the standard example is the number of alternating sign matrices
guess [1, 1, 2, 7, 42, 429, 7436, 218348]
which yields
n−1∏
k=0
k−1∏
l=0
27l2 + 54l+ 24
16l2 + 32l+ 12 =
n−1∏
k=0
k−1∏
l=0
3(3l+ 2)(3l+ 4)
4(2l+ 1)(2l+ 3) .
3.4. Closure properties and zero test
Part of what makes a class of functions interesting is its closure properties, summarised in Table 1
for some classes of functions. Apart from the theoretical point of view, it is also good to know that the
computer can guess an equation for f (n) if it can do so for f (n)+ 1.
However, one has to keep inmind that even simple transformationsmay dramatically increase the
number of terms necessary to successfully guess an equation. For example, consider the (exponential)
generating function for the Bell numbers Bn, counting the number of partitions of {1, 2, . . . , n}, which
is
B(x) =
−
n≥0
Bn
xn
n! = e
ex−1.
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This series is not holonomic, but it satisfies the simple algebraic differential equation B′′B − (B′)2 −
B′B = 0, and the first 13 terms suffice to find it. By contrast, it takes 36 terms to guess the shifted
series (ee
x−1 − 1)/x.
In the same spirit, note that without specifying the search space any further, already six terms are
enough to guess a functional equation for the number of unlabelled rooted binary trees. On the other
hand, we need at least 42 terms to guess an equation for the square of their generating function.
This phenomenon also explains why Christian Krattenthaler’s program Rate.m is so useful: of
course there is also an algebraic recurrence for the number of alternating sign matrices, namely
(−16n2 − 32n− 12)f (n)f (n+ 2)+ (27n2 + 54n+ 24)f (n+ 1)2 = 0,
but we need 35 terms to guess it instead of 8. (Instead of looking for a formula having k nested prod-
ucts, we could also use the options Somos==true, maxShift==k, homogeneous==2ˆ(k-1),
but this only works well for k less than 4.)
Proofs for the closure properties of rational, algebraic and linear differential equations can be
found, for example, in Richard Stanley’s book Enumerative Combinatorics 2 (Stanley, 1999) or his
article on differentiably finite series (Stanley, 1980). For algebraic differential equations, proofs were
given by Alexander Ostrowski in Ostrowski (1920); see also Klazar (2003). Slightly weaker closure
properties hold for the q case. In particular, q-holonomic series are only closed under the substitution
x → xk, k ∈ N; see for example Kauers and Koutschan (2007).
Algebraic recurrence relations seem to satisfy no interesting closure properties: for example, take
any sequence that does not satisfy an algebraic recurrence relation, and write it as the sum of two
sequences, one with odd terms zero, the other with even terms zero. Both summands are solutions of
f (n)f (n+ 1) = 0. However, a related class, so-called ‘admissible recurrences’, was studied by Kauers
(2005), and it has been shown to enjoy many closure properties.
Similarly, we are not aware of any results concerning closure properties of Mahler-type functional
equations as defined in our paper. However, linear equations p

f (x), f (xr), f (xr
2
) . . . , f (xr
k
)

= 0
for fixed r were shown by Dumas (1993) to give rise to nice closure properties. This extends to the
nonlinear case.
One very important property of these classes is the availability of a zero-test, i.e., an algorithm that
will decide whether any given equation (together with sufficiently many initial values) has only the
zero solution. For linear differential equations, this is folklore; for algebraic differential equations, an
algorithmwas proposed for example by van der Hoeven (2002). In many cases, such a test allows one
to verify conjectured identities automatically, as exercised for example by GFUN.
4. Options
To give you themaximum flexibility in guessing a formula for your favourite sequence, we provide
options thatmodify the behaviour of the functions as described in Section 3. The options are appended,
separatedby commas, to the guessing function in the formoption==value, as alreadydemonstrated
in some examples in Section 3.
maxDerivative, maxShift, maxSubst specify the maximum derivative in an algebraic differen-
tial equation, or, in a recurrence relation, the maximum shift, or, in a functional equation,
the maximum power of x to be substituted. Setting the option to arbitrary specifies that
the maximummay be arbitrary, which is the default.
maxPower specifies the maximum total degree in an algebraic differential equation or recurrence:
for example, the degree of (f ′′)3f ′ is 4. Setting the option to arbitrary specifies that the
maximum total degree may be arbitrary, which is the default.
homogeneous specifies whether the search space should be restricted to homogeneous algebraic
differential equations or homogeneous recurrences, i.e., the case where the polynomial p
in Eqs. (6) and (7) is homogeneous. By default, it is set to false. Setting it to a positive
integer, only homogeneous polynomials p of this degree are tried. Setting it to true, all
homogeneous polynomials p up to total degree maxPower are tried.
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Somos specifies whether the search space should be restricted to algebraic differential equations
where the sum of differentials is constant. Similarly, when guessing recurrences, Somos
insists that the sum of shifts is constant. By default, it is set to false. Setting it to a positive
integer, the sum of differentials or shifts must be equal to this number. Setting it to true is
equivalent to invoking the guesser with Somos==2, Somos==3, . . . , Somos==d, where d is
the specified maxDerivative (or maxShift) times maxPower or homogeneous.
maxDegree specifies themaximumdegree of the coefficient polynomials in an algebraic differential
equation, a Mahler-type functional equation, or a recurrence with polynomial coefficients.
For rational functions with an exponential term, maxDegree bounds the degree of the
denominator polynomial. The default value of maxDegree is arbitrary.
allDegrees specifies whether all possibilities of the degree vector – taking into account
maxDegree – should be tried. The default is true for guessPade and guessRat, and
false for all other functions.
maxMixedDegree allows guessing of mixed q-recurrences. Its value determines the maximum
degree of qn in the coefficients, default being zero.
maxLevel specifies how many levels of recursion are tried when applying operators as described
in Section 3.3. Note that applying either of the two operators results in a sequence which is
shorter by one than the original sequence. Therefore, in the case when both guessSum and
guessProduct are specified, the number of times a guessing algorithm from the given list
of functions is applied is roughly 2n, where n is the number of terms in the given sequence.
Thus, especiallywhen the list of terms is long, it is important to set maxLevel to a low value.
Still, the default value is arbitrary, which means that the number of levels is only
restricted by the number of terms given in the sequence.
safety specifies the number of additional equations a solution has to satisfy, as explained in detail
in Sections 5 and 6. The default setting is 1.
Experiments indicate that, the larger the class of functions covered, the larger one should
set safety. Moreover, when the sequence contains many zeros, higher settings of safety
are appropriate. For all algorithms we recommend setting safety higher than the number
of trailing zeros. The reason is best illustrated by an example:
guessPade([a,b,c,0])
returns
[[xn]cx2 + bx+ a].
In otherwords, if the sequence has a trailing zero,guessPade trivially finds a solution. A few
experiments and amoment’s thought will reveal that the other algorithms behave similarly.
check determines whether we want to check the solutions returned by the modular solver using
a deterministic check, or whether we content ourselves with a (rather weak) Monte Carlo-
type check, or skip checking entirely, the default value being deterministic.
Namely, the core solver uses a modular method allowing early termination. It thus
may produce results which do not solve the rational interpolation problem as described in
Section 5. Thus, to be sure that the rational interpolation was indeed solved, we need extra
verification. Unfortunately, this may be very expensive. Furthermore, usually the user will
want to verify the correctness of the guessed equation anyway, so in many cases checking
the result is redundant.
checkExtraValues specifieswhetherwewant to return only those solutions that fit the givendata
perfectly. With checkExtraValues==false, the complete basis of the solution space is
returned; see Section 6. The default value is true.
one specifies whether the guessing function should return as soon as at least one solution is
found. By default, this option is set to true.
indexName, variableName, functionName specify symbols to be used for the output. The
defaults are n, x and f, respectively.
debug specifies whether information about progress should be reported.
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5. Rational interpolation
The underlying idea of all guessing software is to fit the given data to a model. For example, a
formula for Sequence (1) is almost trivial to guess: it seems obvious that it is n2. A natural model to
check is that the sequence in question is generated by a polynomial—we simply apply polynomial
interpolation. Given a list of four terms – 0, 1, 4, 9 in our example – we should expect that we need
a polynomial of degree three to interpolate. Since the actual degree is lower, that is, the interpolating
polynomial is overdetermined by the data, it is reasonable to accept n2 as a good guess.
Generalising to Hermite-Padé interpolation, we can cover most models described in Section 3.1.
Rational Interpolation Problem, Sequence Variant. Let f = [f (1)(n), . . . , f (m)(n)] be a vector of
(truncated) sequences over some integral domain, and n = [n(1), . . . , n(m)] be a vector of non-negative
integers, serving as degree bounds. Let σ ≥ 0. Determine a polynomial vector p = [p(1)(n), . . . , p(m)(n)]
with deg p(l)(n) < n(l) such that
p(1)(n) · f (1)(n)+ · · · + p(m)(n) · f (m)(n) = 0 for 0 ≤ n < σ. (10)
Note that, by equating coefficients, this problem can be reduced to solving an appropriate linear
system of equations with n(1) + · · · + n(m) − 1 unknowns, namely the coefficients of the polynomials
p(1)(n), . . . , p(m)(n), up to normalisation. Thus, we will in fact determine a basis of the space of
solutions. However, instead of using, for example, naive Gaussian elimination, wewill take advantage
of the special structure of these linear systems to achieve better performance. To illustrate, we would
like to be able to solve systems where n(1) + · · · + n(m) is as large as ten thousand.
Setting σ = n(1) + n(2) − 1 and f = [(1, 1, . . . , 1), (f0, f1, . . . , fσ−1)], we would recover ordinary
rational interpolation. However, to have more confidence in the ‘guessed’ formula, we use σ =
n(1) + · · · + n(m) − 1+ safety instead.
More generally, to guess algebraic recurrences, we consider the (infinite) sequence of monomials
in the ‘variables’ f (n), f (n+ 1), f (n+ 2), . . . ,∏
i
f (n+ λi − 1)

λ
,
where λ = (λ1, λ2, . . . ) runs over the integer partitions in lexicographic order:
1, f (n), f (n)2, f (n+ 1), f (n)3, f (n)f (n+ 1), f (n+ 2), f (n)4, f (n)2f (n+ 1), . . . .
Then, for each m ≥ 2, we solve the rational interpolation problem with f given by the first m entries
of this sequence, and n such that the number of unknowns n(1)+ · · · + n(m)− 1 in the corresponding
linear system plus the specified value of safety equals the number of equations σ .
In the formulation of the rational interpolation problem above, the sequence of evaluation points
was chosen as 0, 1, 2, . . . , but it is straightforward to generalise to arbitrary evaluation points. Doing
so, we can also find q-recurrences, by pretending that f is given at the points q0, q1, q2, . . . , instead.
To deal with the models described in Section 3.2, we need to solve another variant of the rational
interpolation problem.
Rational Interpolation Problem, Series Variant. Let f = [f (1)(x), . . . , f (m)(x)] be a vector of
(truncated) power series over some integral domain, and n = [n(1), . . . , n(m)] be a vector of non-negative
integers, serving as degree bounds. Let σ ≥ 0. Determine a polynomial vector p = [p(1)(x), . . . , p(m)(x)]
with deg p(l)(x) < n(l) such that
ord (p · f) = ord p(1)(x) · f (1)(x)+ · · · + p(m)(x) · f (m)(x) ≥ σ . (11)
In this case, setting σ = n(1) + n(2) − 1 and f = [1, f (x)], where f (x) is the truncated power series
with the given values as Taylor coefficients, we recover the Padé approximation. This allows us to
‘guess’ sequences that are Taylor coefficients of rational generating functions.
To guess algebraic differential equations, we consider the sequence of monomials
∏
i D
λi−1f (x)

λ
,
where D is the differentiation operator and λ = (λ1, λ2, . . . ) runs over the integer partitions in
lexicographic order as before:
1, f (x), f (x)2, f ′(x), f (x)3, f (x)f ′(x), f ′′(x), f (x)4, f (x)2f ′(x), . . . .
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To guess q-algebraic differential equations, we just replace the usual differentiation operator with
q-dilation: Df (x) := f (qx). Finally, guessFE uses the sequence of monomials ∏i f (xλi)λ.
For the present package, we originally implemented a fraction-free algorithm proposed in 2000
by Beckermann and Labahn (2000), which at the time proved much faster than the algorithm used
by GFUN. However, during the refereeing process it became clear that a modular approach would be
even more efficient. This was first pointed out by Manuel Kauers, and independently by Alin Bostan
and Bruno Salvy in private communications. Consequently, we decided to follow this approach and
implemented a modular version of an older algorithm from 1994, also by Beckermann and Labahn
(1994), when the coefficients are rational numbers or rational functions with integer coefficients.
This turned out to be very fruitful, although quite laboursome. For other coefficient domains, we still
use the fraction-free algorithm, although we plan to extend the modular approach to allow algebraic
numbers as coefficients.
We would like to stress that, meanwhile, most of the packages mentioned in the introduction use
modular techniques, however using other algorithms for solving over a prime field. According to Bruno
Salvy, GFUN now uses an algorithm introduced in 1997, again by Beckermann and Labahn (1997).
Manuel Kauers’ packageGuess.m uses the solver provided byMathematica; it is thus unclearwhich
algorithm is employed.
Still, our package outperforms the other freely available packages, for many configurations of
degree bounds and size of the vector f (see Section 7), as well as – for univariate sequences – the
range of formulae that can be guessed.
Let us remark that while modular reduction is a standard method in symbolic computation, in the
case at hand we have to compute (a part of) a basis of a module over a polynomial ring, and the issue
of normalisation becomes difficult, making the procedure far from trivial. Also, our method include
a few optimisations specific to guessing which make our solver more efficient than a solver for the
general rational reconstruction problem. We will describe the details in a separate paper.
We also implemented specialised algorithms to test whether the nth term of the sequence is given
by a formula of the form
n → (a+ bn)n r(n)
s(n)
or n →

a+ bn
n

r(n)
s(n)
, (12)
for some a and b and polynomials r and s. Unfortunately, we could not avoid solving nonlinear
equations in this case. Even after exploiting some surprising coincidences that reduce the size of the
equations arising, the performance of this algorithm is disappointing: already eight or nine terms, i.e.,
degree two in r and s, pose a challenge, even over a finite field.3
6. Safety
How can we ‘know’ that a formula discovered via interpolation is appropriate? At first glance, the
answer is quite simple: we use all but the last few terms of the sequence to derive the formula. After
this, the last terms are compared with the values predicted by the polynomial. If they coincide, we
can be confident that the guessed formula is correct.
In the case of the rational interpolation problemwe get the same set of accepted solutionswhenwe
use all values, but keep lower degree bounds.We use this approach as it is more efficient than actually
computing ‘bad’ solutions and rejecting them later, although there is a subtle interactionwith an extra
check that we perform.
Very recently, Bostan and Kauers (2009, Section 2.4) described in some detail various other
possibilities of checking whether a guessed formula is likely to be ‘correct’, the method we just
outlined being clearly the most practical. Unfortunately, it turns out that this method is problematic
in certain situations. In this section we explain why.
First of all, we cannot expect that all elements of the solution space of the rational interpolation
problem ‘interpolate’ the given data in the following sense. Consider the truncated power series
3 Meanwhile, it seems that we have found a suitable approach, but due to time constraints we cannot describe it in this
article.
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f (x) = 1 + x6 + O(x7), and let f = [1, f (x), f ′(x)]. Setting the vector of degree bounds n = [2, 2, 2]
and σ = 6 (note that we ‘lose’ one term because of differentiation, so we have 6 equations in our
linear system), rational interpolation yields the basis [(1,−1, 0), (0, 0, x)]. Thus, the general solution
to the rational interpolation problem with the given constraints is
(α + βx) (1− f (x))+ γ xf ′(x) = 0,
α, β and γ being elements from the coefficient field.
Apparently, none of the two basis vectors actually interpolates all given values: 1 − f (x) =
−x6 + O(x7), and xf ′(x) = 6x6 + O(x7). One might be tempted to simply discard non-interpolating
basis vectors (which we do when checkExtraValues is true), but doing so we risk losing ‘good’
solutions, too:
(6γ + βx) (1− f (x))+ γ xf ′(x) = O(x7)
interpolates just fine for any β and γ . In particular, the set of interpolating solutions is not a vector
space.
An uncomfortable consequence of the above is as follows. We provide an option maxDegree that
allows the user to specify the maximum degree of the coefficient polynomials; see Section 4. When
set to some integer value d, we (essentially) do not compute solution spaces of configurations f with
(d+ 1) |f| being less than the number of values provided. Suppose now that we find an interpolating
solutionwithout settingmaxDegree, and that themaximal coefficient degree of this solution happens
to be d. Then it may be the case that setting maxDegree==d instead yields no result, because all basis
elements are discarded. Similarly, one might expect that increasing both safety and the number
of values by one does not yield more solutions. But at lower safety our check may reject all basis
elements, while at higher safety the basis may contain an interpolating solution.
A possible way to resolve this dilemma might be to reject solution spaces that are not one
dimensional. However, when pursuing this idea, another difficulty surfaces: namely, it is not
completely trivial to decide whether two solutions are really different. For example, consider f =
[1, f (x), f ′(x)], and suppose that f (x) is in fact a polynomial p(x). Then the interpolation routine will
not only find the solution [p(x), 1, 0], but also [p′(x), 0, 1]. More generally, it is well known that one
often needs more coefficients to determine the minimal-order equation than to find a solution of
higher order. Thus, if we have enough values to guess theminimal-order equation then the problem is
easy. But otherwise wewill either findmultiples of theminimal equation, or some parasitic solutions.
This problem can be remedied, at least for linear and also algebraic differential equations: in the
linear case, we could simply compute a greatest common right divisor of the given equations, whereas
in the algebraic case we could apply Ritt elimination.
Still, there is again some danger that ‘good’ solutions are lost: for example, if a sequence is non-zero
only at very few indices n1, n2, . . . , nk, then the interpolation algorithm will not only find the ‘good’
solution, but also (n− n1)(n− n2) . . . (n− nk)f (n) = 0, and the greatest common right divisor of the
two will be trivial.
We admit that so far we have been unable to find a completely satisfying solution to this problem.
In themeantime,we provide options (in particular checkExtraValues, andone; see Section 4) that
let the user decide.
7. Performance
To test the performance of the package,we ran a few exampleswith our package,GFUN (version 3.5
on Maple 11), and Guess.m (version 0.32 on Mathematica 7.0).
Timings are in seconds, the best of three runs. Guess.mwas run on a Intel Core 2 E8400 @
3 GHzwith 6 MB cache and 1.8 GB RAM but running a 32-bit operating system, and the other two on
a Intel Pentium 4 @ 3 GHz, 2 MB cache, 1 GB RAM.
Both Guess and GFUN tried all configurations of order and degree; only Guess.m was run with
specified order and degree of the recurrence. Since both GFUN and Guess.m look for homogeneous
recurrences by default, we invoked guessPRec with homogeneous==true. We believe that
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Table 2
Guessing random homogeneous recurrences with polynomial
coefficients over Q. The first line is Guess, the second GFUN, and
the third Guess.m.
order\degree 10 20 30 40 50
5 0.0 0.1 0.3 0.6 1.1
0.3 1.1 1.7 4.3 5.7
0.1 0.5 1.8 5.0 11.3
10 0.1 0.6 1.6 3.6 7.4
1.7 5.6 8.8 20.9 27.8
0.3 2.4 10.8 29.2 65.0
15 0.4 2.0 5.4 12.5 24.5
5.6 16.0 42.6 59.4 77.3
0.9 7.5 33.3 87.1 201.6
20 1.0 4.8 13.8 31.6 115.6
19.2 39.4 99.0 137.1 179.0
1.9 15.3 69.4 196.5 447.5
25 2.2 10.2
40.3 85.3
3.3 30.8
30 4.2 18.7
75.8 162.8
5.2 50.1
35 7.3 32.6
132.3 278.6
7.7 75.8
40 11.6 51.8
221.0 604.9
11.0 120.0
45 17.8 78.1
353.6 906.5
15.1 164.9
50 26.1 116.5
536.1 309.4
20.0 219.7
55 37.0 163.1
787.3 838.7
26.0 285.6
60 52.3 222.2
1094.6 2516.6
38.6 362.3
65 70.3
1509.0
48.0
70 92.5
1927.2
58.5
neither GFUN nor Guess.m checks the recurrence found; thus guessPRec was invoked with
check==’skip.
On the one hand, we recovered randomly generated homogeneous polynomial recurrences over
Q from data; see Table 2. On the other hand, we computed homogeneous polynomial recurrences
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Table 3
Guessing random homogeneous recurrences for powers of the Hermite
polynomials. (GFUN ran out of memory computing the last entry.)
H(., t)1 H(., t)2 H(., t)3 H(., t)4 H(., t)5 H(., t)6
Order 3 4 5 6 7 8
Degree 1 3 7 13 22 34
Guess 0.0 0.0 0.0 0.4 5.1 46.2
GFUN 0.0 0.1 2.5 20.2 238.3 fail
over Q[t] for the first few integer powers of the Hermite polynomials; see Table 3. (This second test
was only run against GFUN. For comparison, we also indicate the order and degree of the recurrence
discovered.)
Readers should be cautious interpreting the data. Theoretically, the algorithm used by GFUN has
lower complexity for large degrees,whileGuess.m seems best adapted to very lowdegrees. However,
aswe have explained, the performance depends verymuch on the implementation details andwe lack
sufficient information about the other packages to make a more general and precise statement.
To avoid long runtimes we limited systematic tests to relatively small problems but our package
can also handle larger ones. For example, we can guess an equation for the generating function of
Gessel walks (see the article by Manuel Kauers, Christoph Koutschan, and Doron Zeilberger about
its holonomicity (Kauers et al., 2009) and the article by Alin Bostan and Manuel Kauers about its
algebraicity (Bostan and Kauers, 2010)).
8. Further work
To conclude, we would like to point out possible future directions.
• It is very important to generalise to themultidimensional case, as already implemented byManuel
Kauers in his package. Of course, we can employ ‘diagonal guessing’; see Zeilberger (2007). That is,
we could first guess formulae for each row, and then guess formulae for the coefficients of these.
However, this approach is rather slow and, more importantly, it depends on the availability of
many terms.
• The performance of guessExpRat and guessBinRat is very disappointing, making the two
procedures useable only for short sequences. Moreover, these two are but a toy example for real-
world applications, where one would like to guess formulae like
det

3(i+ j)+ 1
i+ j

=
n∏
i=1
(6i+ 4)!(2i+ 1)!
2(4i+ 2)!(4i+ 3)!
n−
i=0
n!(4n+ 3)!!(3n+ i+ 2)!
(3n+ 2)!i!(n− i)!(4n+ 2i+ 3)!! ,
as found by Eğecioğlu et al. (2010).
• Perhaps there are other interesting operators besides∆n and Qn that could be applied recursively
to the sequence. Furthermore, there is a list of transformations used in The online encyclopedia of
integer sequences, so it might be rewarding to check which of those extend the class of functions
already covered significantly.
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