Abstract-In this work, we address optimal adaptive transmission policies in slow varying wireless environments. Continuous rate and power assignments that achieve the ergodic capacity for these channels have been derived previously.
I. INTRODUCTION
In the third generation cellular systems (see [l] and [2]), adaptation on the transmitter side is one of the core technologies leading to power efficient wireless data communication systems. A typical assumption in the design of such systems is that the channel response varies slowly. The seminal work [3] shows that the ergodic capacity of slow fading channels can be achieved by using an adaptive transmission scheme with variable power and code rates.
Optimal adaptive transmission policies [3] require the knowledge of the current channel state at both the receiver and the transmitter. Furthermore, both power and code rate assignments need to be continuously adapted to changes in the channel state. Both of these requirements are widely adopted in further work on information theoretic aspects of communication over fading channels [4, 5] .
Unfortunately, these requirements are hard to be satisfied in practice. In this paper, we evaluate the information theoretic capacity, the highest achievable average rate, of a system employing the discrete adaptive transmission. We assume that the channel state space is quantized to a finite number of intervals. When the current channel state is within a specific quantization interval, a transmitter will select a corresponding pair from a finite set of code rate and power level pairs and transmit accordingly.
In addition to proposing a framework to explore the capacity of finite-level designs, we also explore the capacityachieving policies. To find an optimal policy which achieves the capacity is generally a challenging non-convex optimization problem which can be solved by brute force maximization. However, the complexity of such maximization increases exponentially in the number of levels.
In this paper, a convergent iterative algorithm is pre-* corresponding author sented to numerically evaluate capacity lower bounds. These lower bounds are close to the true capacity when the number of levels is small. Moreover, the algorithm enables us to see how effective the discrete adaptive transmission is for the cases with large number of levels, where brute force maximization may not feasible.
SYSTEM MODEL
In this paper, we consider the multiplicative flat fading channel model with the complex received signal
where S is the channel fade state, X is the complex transmitted signal, 14' is a circularly symmetric additive white Gaussian noise (AWGN) with variance NO. The fading state S is a real random variable of unit mean with a probability density function (PDF) f ( s ) , a cumulative density finction (CDF) F ( s ) , and domain S = {sls 2 O}. Followiiig [3], it is assumed that the fading is so slow that the channel state is constant during the transmission of a codeword and, hence, the channel model (1) is sufficient for our purposes.
The specifies the transmission policy. As elaborated later, the transmission policy characterizes a number of communication parameters including the achievable average throughput, outage probability, and average power. Given an L-level policy (p, v, r), the auerage outage probability (averaged over channel states s E S) is
When pl # 0 for all 1, the average outage probability is equal to the achievable decoding error probability. Here, we adopt the following convention: when p~ = 0 for any 1, if T I = 0 , then there is no decoding error and no outage for s E U/ since no transniission is attempted.
In addition, based on the conditional outage probability, we can define average data rate (throughput) for a policy (P:v:r) as
Note that this definition hinges on the assumption that no information is successfLilly received when an outage occurs.
Employing the notation Since we are only interested in optimal policies, we will, henceforth, assume that any policy of interest (p, v, r) also satisfies condition (6) . Consequently, for any policy ( p ; v , r ) for which (6) holds and any quantization interval U/, strict monotonicity of R(.) implies that we can find a unique channel state q/ E U/ such that T I = R(p1g). This defines a one to one mapping between channel states ( 4 0 , . . . , q L -1 ) and the respective rate assign-
. . , T L -~} for a given power policy p. Thus, it will be more convenient to redefine transmission policies of interest as vector triples (p: v, q). Consequently, it is easy to illustrate a policy by using a plot such as the one in Fig. 1 
Now, we can rewrite the conditional outage probability as follows:
I=O
For an average power constraint p , the set of feasible L-level transmission policies is
With (7) and ( 2 ) , the average rate can be expressed in terms of the vector q as follows:
We can now define the capacity of the L-level adaptive system as
From (8) and Fig. 1 , we again note that the outage interVal does not contribute to the overall average rate. Thus, one could intuitively assume that the optimal policy should minimize this interval.
PROPERTIES OF OPTIMAL POLICIES
Here, we present sketches of the power allocation as a function of channel state and illustrate a number of interesting properties of optimal policies. One possible policy assignment is depicted in Fig. 1 , where the heights ofboxes indicate the power levels assigned to their respective adaptation intervals. Within each interval U!, the shaded region IDue to the lerigtli of this paper. we introduce all the lernmas and tlieorems witliout any proof except tile ~1Leore7rb I. ~1 i e detail proofs C~I I be fourid iri [7] .
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IV. OPTIMAL POLICY COMPUTATION
One way of finding the optimal policy is brute force m aimization of (12). This approach entails quantization of continuous policy variables p and q and can be taken for a small number of quantization levels L since its complexity
In the following, we assume that the CDF F ( s ) is a strictly increasing function of s and, instead of optimizing a policy (p: q), we equivalently optimize a policy (p, a), where ar = F(qr) for all 1. Expressed in terms of the pair (P, a), the average rate has the follo~ving form: Since R(prqr) is monotonic with respect to p,, we can Lemma 2: If RL(P; v: q) = C L , we have that expect that the following lemma holds. In the following, we present an iterative algorithm which finds a good policy (p; a) based on the water-filling power allocation (Theorem 2 ) and a quantization interval optimization process termed water-spilling.
Choose initial powers p / = p and interval boundaries
a0 = 1/L and a! = 1/L for 1 = I , . . . , L.
(water-filling)
Given a, find p based on the water-filling assignment (14).
3.
(repartitioning : only if p1 = 0) Let p,, be the first non-zero power assignment,
. . L -m
The optimal policy pair (p* . 9') is that which achieves
where the set of the L-level policies of interest is in Although the new optimization problem (12) is much simpler, it is still non-convex and hard to solve in the general case. In order to simplifjr this problem, we have the next theorem which shows that, given any adaptation partition defined now by q, the optimal power assignment is the water-filling assignment.
Theorem 2: Given q and p > 0, the optimal power allocation is
Set ( m -1 , a / ) = argmax(pL-l,al) RL(p:a).
.
Repeat steps 2 , 3 , and 4 until convergence occurs where the rate increment after an iteration is less than a preset E . At convergence, the corresponding average rate is a lower bound of CL.
This algorithm consists of three key operations, waterfilling, repartitioiiing, and water-spilling. The convergence follows from the fact that the average rate RL is nondecreasing for each step in the algorithm and is upperbounded by C [3] .
The repartitioning is illustrated in Fig. 3 . At this step, intervals with zero power are merged and L f -1 is partitioned. In such a way, the number of quantization intervals remains the same. This step ensures that there is no more 2Both this arid the next rriaxiiriiaatiori must satisfy the power conwhere X is the water-filling level such that p(p, q) = p . than one interval with zero power and that the average rate does not decrease. The water-spilling is illustrated in Fig. 4 . By expressing the quantization intervals in terms of a, the average power assigned to a given interval is equal to the area of its respective rectangle. Since the power constraint (16) must be satisfied regardless of the change in a / , in Fig. 4 , the sum of the areas of the shaded rectangles must remain the same to keep the same average transmitted power. Consequently, when we shift a/ to the right (or, equivalently, increase the rate assignment TI), power spills from interval I to raise the power pr-1 so that the sum of the shaded areas stays constant. Thus, we call the above step water-spilling.
It can be proved that if the fading CDF F ( s ) satisfies
the objective function in the water-spilling step will be concave.
V. NUMERICAL RESULTS
In this section, we present numerically computed capacity CL and lower bounds of CL obtained by brute force maximization and the proposed iterative algorithm, respectively. We compare the CL and the lower bounds with the ergodic capacity C for Rayleigh fading, for which 
F ( s )
s E S. In this case, the concavity condition (17) holds.
In Fig. 5 , it is shown for a non-adaptive system with L = 1 that there is a 0: to 7 dB gap between the ergodic capacitv curve and the optimal non-ergodic throughput. The outage probability corresponding to this optimal solution ranges from 17% to 62%. Thus, there is a significant throughput penalty and a high outage probability when using a non-adaptive communication system in a fading environment. In particular, when the average received power is low, the outage probability is extremely high which implies that the optimal qo is quite large. Hence, most of time, the channel is poor and the channel state s < qo. Note that as many non-adaptive wireless systems provide a throughput at around 1 to 2 bits/Hz/dim, the outage probability that we report should be considered in system optimization. The exhaustive search is prohibitive for a large L , and thus, the proposed iterative algorithm is used to find the lower bounds of CL for large L. In Fig. 7 , we present lower bounds of CL for L 5 10. There is only a negligible difference between CL and the lower bouiids produced by the iterative algorithm for L < 3. Moreover, with these lower bounds, we note that for L = 10 levels, the capacity of our discrete design is within 1 dB from the ergodic capacity when SNR is less than 20 dB.
VI. CONCLUSION
In this work, we optimize the design of an adaptive transmission system with a discrete set of power levels and code rates for wireless fading environments. We show that our design yields results close to the well-known water-filling result (1'3)
The right side of (19) 
