Abstract-We consider signal recovery from Fourier measurements using compressed sensing (CS) with wavelets. For discrete signals with structured sparse Haar wavelet coefficients, we give the first proof of near-optimal recovery from discrete Fourier samples taken according to an appropriate variable density sampling scheme. Crucially, in taking into account such structured sparsity-known as sparsity in levels-as opposed to just sparsity, this result yields recovery guarantees that agree with the empirically observed recovery properties of CS in this setting. This result complements a recent theorem in Adcock et al. 
A Note on Compressed Sensing of Structuredcross-Gramian of the Fourier and wavelet bases and second, the structured sparsity in levels of wavelet coefficients. To demonstrate their role in the reconstruction, we prove a near-optimal recovery guarantee for the case of one-dimensional (1-D) Haar wavelets based on these properties.
A. Local Incoherence
Let x ∈ C n , where n = 2 r for some r ∈ N, represent a discrete signal, Φ ∈ C n×n be the orthonormal Haar wavelet basis, and F ∈ C n×n be the matrix of the discrete Fourier transform (see Section II for precise definitions). Write U = F Φ for their cross-Gramian. Note that U is a unitary matrix.
The standard CS setup requires that the coherence μ(U ) = max i,j=1,...,n |u ij | 2 ∈ [n −1 , 1] be small. However, it is known that μ(U ) = O (1) as n → ∞ for all wavelets [1] , due to the fact that coarse scale wavelets-being widely supported in space-are highly coherent with low frequencies. Yet, while the global coherence of U is high, it has a very distinctive local coherence behaviour. Specifically:
max{l,1} be the restriction of U to frequencies in the dyadic band W j defined by (2) and Haar wavelets of fixed scale l. Then
. Hence, this lemma states that U has a block structure within which the diagonal blocks are maximally incoherent, i.e., μ(U jj ) 2 −j , where U jj is of size approximately 2 j × 2 j , and the off-diagonal blocks have coherences that decay exponentially fast. Numerical illustration of this lemma is given in Fig. 1 .
B. Structured Sparsity in Wavelet Scales
If U were exactly block diagonal, then a recovery guarantee would follow immediately from standard results. Specifically, if x had k j nonzero wavelet coefficients in the jth wavelet scale, then approximately k j measurements (up to log factors) chosen uniformly at random from the jth frequency band W j would suffice to recover those coefficients, and therefore x.
Although not a proof (since U is not block diagonal), this argument has the following implications. First, sparsity (the standard model in CS) is too crude a signal model for this problem and must necessarily lead to pessimistic recovery guarantees. Indeed, to recover an arbitrary k-sparse vector would require a number of measurements in the jth block depending on the total sparsity k (due to packing arguments) as opposed to just k j . Second, the optimal sampling strategy (by this, we 1070-9908 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. mean the distribution of the numbers of measurements m j in the bands W j ) must depend not just on the overall sparsity k = k 0 + · · · + k r−1 , but also on the local sparsities k j within the individual wavelet scales. Both these observations can be confirmed empirically via the so-called flip test [10] , and are discussed in more detail in [1] . Third, since the local sparsities k j get progressively smaller as a fraction of the size of the wavelet scale as j, the wavelet scale, increases (see Fig. 1 ), the appropriate sampling strategy for natural images and signals is of variable density in frequency space, with lower density at higher frequencies.
C. Main Result
Theorem 2: Let x ∈ C n , 0 < < e −1 and, for each j = 0, . . . , r − 1, suppose that m j Fourier samples are drawn uniformly at random from the band W j defined by (2) , where
Then, with probability exceeding 1 − k , where
for some constant C, where σ k,M (·) is as in (5),
, then this holds with probability 1.
This result confirms the heuristics given above. Observe that the key estimate (1) is dominated by the corresponding local sparsity k j , as opposed to the global sparsity k, and has only an exponentially decaying dependence on the other local sparsities k l , l = j (these cross terms arise due interferences between wavelet scales and frequency bands, i.e., the lack of block diagonality of U ). We note also that this is a nonuniform recovery guarantee. For uniform guarantees, see [11] , [12] .
By explaining how structured sampling operators such as Fourier allow one to recover structured sparse wavelet coefficients, this result also has a number of key implications for applications of CS where such operators arise naturally, e.g., MRI, as well as applications where the sampling operator can be designed, e.g., compressive imaging and fluorescence microscopy. See [13] for a thorough treatment.
D. Relation to Previous Work
Numerous works [3] , [9] , [14] , [15] have shown empirically the need to sample with variable densities when recovering wavelet coefficients. On the theoretical side, Candès and Romberg [9] show optimal recovery with CS by subsampling in certain frequency bands, provided x is separated into its constituent scales before sampling (this is analogous to the block-diagonal assumption mentioned above). In the twodimensional (2-D) setting, Krahmer and Ward [16] consider the Fourier/Haar matrix with the standard sparsity model; see also [17] , [18] . However, this work does not take into account the crucial sparsity structure in the wavelet scales, thus the recovery guarantees are necessarily suboptimal [1] , [10] .
In [1] , a general framework for CS based on local quantities (local sparsity, local incoherence in levels, and multilevel random sampling) was introduced. Our main result, Theorem 2 is a discrete analog of a result for continuous problems proved therein. That paper also considered the case of 1-D wavelets and Fourier samples in the continuous setting of [19] . In this letter, we address the discrete case, using Haar wavelets to aid the exposition. We note that the key properties of the Fourier/Haar case-namely the division of frequency space into dyadic bands corresponding to wavelet scales, the near-block diagonality of the Fourier/wavelet matrix, and the structured sparsity of wavelet coefficients within wavelet scales-all extend to more general types of wavelets.
Note that Theorem 2 was first formulated in [20] without proof. For convenience, we use the same notation as in [20] .
II. PRELIMINARIES
Let x = {x t } n−1 t=0 ∈ C n be a signal, where n = 2 r . Denote the Fourier transform of x by
x t e 2πiωt/n , ω ∈ R and write F ∈ C n×n for the corresponding matrix, so that 
A. Multilevel Random Subsampling in Frequency Bands
We now specify how to subsample the Fourier transform F x. Recall that F x is indexed over {−n/2 + 1, . . . , n/2}. Proceeding as in [20] , we divide this set up into r frequency bands. Let W 0 = {0, 1} and, for j = 1, . . . , r − 1 (3) then the vector of noisy measurements is given by y = P Ω F x + e, where e 2 ≤ η is noise and the matrix P Ω ∈ C m×n picks out the elements of F x with entries in Ω. We refer to Ω as a multilevel random subsampling scheme [1] .
Given measurements y and a sparsifying transform Φ, we now consider solutions of the 1 minimization problem
Note that this is the analysis formulation of the problem. Since Φ is unitary, it is equivalent to the synthesis formulation min w∈C n w 1 subject to y − P Ω F Φw 2 ≤ η.
B. Local Sparsity in Wavelet Scales
We now formalize our signal model: namely local sparsity measured within the Haar wavelet scales. Given the parameters M = (M 0 , . . . , M r−1 ), we recall from [20] that a vector c is so
denotes the set of such vectors, then we define the best (k, M)-term approximation error of an arbitrary c ∈ C n by
III. PROOF OF LEMMA 1
We first require the following: Proof: The first statement is trivial. For the second, we proceed by direct computation 
Proof of Lemma 1:
For j = 0, . . . , r − 1, note first that
Let ω ∈ W j . Then
Since | sin πt| ≤ π|t| ∀t ∈ R and | sin πt| ≥ 2t for |t| ≤ 1/2, we have 2 j−r ≤ |sin(πω/2 r )| ≤ π2 j−r for ω ∈ W j . Applying this and Lemma 3 now gives
and we also recall that Fφ l,p (0) = 0. Suppose now that l ≥ j. Then, |ω|/2 l ≤ 2 j−l and therefore we get
Conversely, if l < j, then we merely have
Hence, we find that
Since U jl has entries Fφ l,p (ω) for l = 0, it now follows immediately that
To complete the proof, we need only consider the case l = 0. Recall that when l = 0 the first column of the matrix U j,l has entries Fψ(ω). By Lemma 3, Fψ(ω) = 1 for ω = 0 ∈ W 0 and Fψ(ω) = 0 for ω = 0. Thus |Fψ(ω)| 2 −j/2 2 −|j−0|/2 . The second column has entries Fφ 0,0 (ω), and thus also satisfies the same bound. Hence, we get the case l = 0 as well.
IV. PROOF OF THEOREM 2

A. Setup
Define the (j, l) th local coherence of the matrix U by
(see [20, Def. 4] ). Note that the second term is the coherence of the 2 j × 2 r submatrix of U formed from the rows in W j . Given a vector k = (k 0 , . . . , k r−1 ), we also define the relative sparsities (see [20, Def. 5] ) by 
Thus, to prove Theorem 2, we need only show that (1) implies (10) and (11) . To do this, we shall estimate the local coherences μ(j, l) and the relative sparsities K j . For the former, it follows immediately from Lemma 1 that μ(j, l) 2 −j 2 −|j−l|/2 , j,l = 0, . . . , r − 1.
