Almost all of the theoretical and empirical work on reading aloud has considered only the reading of monosyllables, and so the special problems which arise when one is attempting to give an account of how polysyllabic words and nonwords are read aloud have been thoroughly neglected. Here we begin to remedy this neglect with an exploratory study of this issue from the viewpoint of the dual-route theory of reading. We propose an explicit set of nonlexical rules for the orthographicphonological translation of disyllabic letter strings which includes procedures for assigning stress and reducing vowels. We show that this set of rules predicts well how people assign stress to disyllabic nonwords and that the naming latencies for English disyllabic strings whose stress violates that predicted by these rules are longer than the latencies for words which obey these rules, especially when the words are low in frequency. We conclude with a consideration of how a particular dual-route computational model of reading, the DRC model, might be extended so as to account for these findings. © 2000 Academic Press Key Words: reading aloud; stress assignment; dual-route model; regularity; nonwords; disyllables.
Research investigating the processes involved in print-to-sound translation has flourished over the past 25 years, yielding empirical data which have identified a number of variables that seem to figure heavily in this process (e.g., regularity, consistency, frequency). A number of theories of reading aloud which seek to explain these data have been developed, and these theories have grown increasingly specific with a heightened interest in realizing verbal theories as computational models. A number of computational models of reading aloud are currently being studied (e.g., Coltheart, Curtis, Atkins, & Haller, 1993; Plaut, McClelland, Seidenberg, & Patterson, 1996; Zorzi, Houghton, & Butterworth, 1998) .
Virtually all of this theoretical, empirical, and computational modeling work has focused on the print-to-sound translation of monosyllabic words and nonwords. Only a few authors (e.g., Humphreys & Evett, 1985; Patterson & Morton, 1985) have acknowledged the theoretical difficulties encountered when the phonological recoding of printed polysyllables is considered. Focusing exclusively on the monosyllable allows reading theorists to avoid discussing the procedures by which stress assignment and vowel reduction might be accomplished as words and nonwords are read aloud. Although this simplification has allowed a number of successes in modeling the reading aloud of mono-syllables, any theory or model with aspirations to completeness will sooner or later have to confront the problems which arise when polysyllables are considered.
1 In this work, we begin to consider how these problems might be addressed by one theory of reading in particular, the dual-route theory (e.g., Coltheart, 1978; Forster & Chambers, 1973; Patterson & Morton, 1985; Patterson & Shewell, 1987) . We further try to relate our conclusions to a particular implementation of the dual-route theory, the DRC model (Coltheart et al., 1993; Coltheart & Rastle, 1994; Rastle & Coltheart, 1998 , 1999a .
THE DUAL-ROUTE THEORY OF READING
The central tenet of the dual-route theory of reading is that two procedures are required for the correct print-to-sound translation of exception words and nonwords. While correct pronunciation of exception words requires a lexical lookup procedure, correct pronunciation of nonwords requires a nonlexical, rule-governed, procedure. Application of the nonlexical procedure to an exception word results in a regularization error (e.g., pronouncing PINT as if it rhymed with MINT), and similarly, application of the lexical procedure to a nonword results in a lexical capture (e.g, pronouncing STARN as START). Regular words can be read aloud by either procedure, though of course by different means.
Exception words are read aloud more slowly than regular words, according to the theory, because they generate conflicting information between lexical and nonlexical procedures, while regular words do not. The theory predicts an increase in the size of the exceptionality cost as word frequency decreases, as is the case in reading aloud (e.g., Paap & Noel, 1991; Seidenberg, Waters, Barnes, & Tanenhaus, 1984 ; but see Jared, 1997 , who reported a consistency effect for high-frequency words), because (a) the size of the regularity effect is determined, in part, by the speed at which lexical information is activated relative to nonlexical information and (b) the speed at which lexical information is activated is determined, in part, by word frequency.
Coltheart and his colleagues (Coltheart et al., 1993; Coltheart & Rastle, 1994) sought to specify this theory of reading further by implementing it as a computational model, the DRC model. Its architecture is shown in Fig. 1 , and has been described in detail by Coltheart and Rastle (1994) and Coltheart (1998, 1999a,b) .
As shown, the DRC model utilizes a lexical procedure and a nonlexical procedure for the nonsemantic translation of print to sound (a third procedure via a semantic system has not been implemented). These procedures share a feature identification system, a letter identification system, and a phoneme system. The lexical route houses orthographic and phonological entries for every monosyllable in English, and the nonlexical route operates by applying a set of 1 Ans, Carbonnel, and Valdois (1998) have recently reported the development of a computational model of French polysyllabic word reading. However, the difficulty which arises in developing a computational model of Englishnamely, the placement of stress-does not arise in French, because French does not have lexical stress (see e.g., Beckman, 1986 ).
FIG. 1. The DRC model.
grapheme-to-phoneme correspondence (GPC) rules serially, letter by letter, across the item. Processing in the lexical route of the model is graded, cascaded, and fully interactive.
Coltheart and Rastle have reported a number of the model's successful simulations, including the regularity effect and its interaction with frequency and position of irregularity, the pseudohomophone effect and its modulation by base-word orthographic similarity, homophone priming, and the length effect in nonword reading. Simulation work on reading aloud by the model has so far been restricted to monosyllabic word and nonword reading because, although the nonlexical route can translate a polysyllabic item into a string of phonemes, it cannot assign stress or reduce vowels appropriately. Hence, pronunciations of polysyllabic letter strings cannot be exactly simulated by the present form of the model.
DUAL-ROUTE THEORY AND THE PROBLEM OF POLYSYLLABIC WORDS
If dual-route theory is to be extended beyond the monosyllabic domain, then the reading aloud of polysyllables, which requires stress assignment and vowel reduction, must be expressible as a function of lexical and nonlexical procedures. This task is easily accomplished as far as the lexical procedure is concerned; including polysyllabic words in an orthographic input lexicon and a phonological output lexicon poses no problems. However, polysyllabic words do pose special problems for the nonlexical procedure, specifically in explaining how this rule-based procedure, when translating polysyllabic items from print to sound, assigns stress and reduces vowels appropriately.
Whatever the means by which this might be done by rule, it seems certain that some English polysyllabic words would violate whatever rules for stress assignment and vowel reduction are used by the nonlexical route. One might thus expect that the reading aloud of stress-irregular words will be subject to an exceptionality cost, particularly if the words are of low frequencyjust as for words with segmental irregularities. A system of nonlexical rules which describes procedures for stress assignment and vowel reduction is needed, however, in order to classify words as regular or irregular on the basis of their suprasegmental information.
Developing rule systems for these procedures has been a focus of linguistic research for many years (e.g., Baptista, 1984; Chomsky & Halle, 1968; Fudge, 1984; Liberman & Prince, 1977; Trammell, 1978; Williams, 1987) . However, none of these rule systems is particularly suitable for the nonlexical component of a dualroute model. Much of this literature has been concerned with the assignment of suprasegmental information to a prespecified phonological representation, not an orthographic one. The rule system that we seek, however, is one that translates the orthographic representation of a polysyllabic word to a complete phonological representation, containing both segmental and suprasegmental information. It should be applicable to words and nonwords alike and so must make use only of the letters, graphemes, and phonemes in the item. Many of the rule systems considered previously in linguistic research have required information such as etymology and syntactic class and so are inappropriate for use with nonwords.
Whether such a nonlexical procedure for reading aloud English polysyllabic words can be developed at all is unclear. While generating segmental information for polysyllabic words seems a straightforward extension of our work in defining the relationship between orthography and phonology for monosyllables, the generation of suprasegmental information seems more challenging. Consider the following statements.
. . . it having been generally held that [English word stress] follows no rules. (Kingdon, 1958, p.xii) In fact lexical knowledge is the only reliable source for stress assignment, for languages like Italian and English where stress is not predictable. (Colombo & Tabossi, 1992, p.322) Given these views, how much of English stress assignment can be predicted by nonlexical rule? For the purposes of this initial investigation, we will consider this question only in relation to disyllabic items.
It turns out that English stress can be predicted to a large degree by applying just one very simple rule: assign first syllable stress to all disyllabic items. Approximately 83% of disyllabic English words are pronounced with first syllable stress (CELEX Lexical Database, Baayen, Piepenbrock, & van Rijn, 1993) , and so the nonlexical procedure of assigning first syllable stress to every disyllabic item will produce stress assignment that is correct far above chance levels. Disyllabic words in English might then be considered regular if they are stressed on the initial syllable and irregular if they are stressed on the final syllable. This type of statistically based rule, according to which stress regularity is determined by a single fact about the distribution of stress patterns in the language, has been considered a number of times (e.g., Brown, Lupker, & Colombo, 1994; Colombo, 1992; Colombo & Tabossi, 1992; Monsell, Doyle, & Haggard, 1989) . Some evidence already exists which suggests that readers appeal to this type of rule in reading aloud polysyllabic items. Colombo (1992) used this type of rule in a demonstration of regularity effects in reading Italian polysyllabic words. Although there are no irregular monosyllabic words in Italian, there are irregular Italian polysyllabic words, because the application of stress in Italian is not governed solely by rule. While most Italian words are stressed on the penultimate syllable (e.g., tac 'china), approximately 30% are stressed on the antepenultimate syllable (e.g., 'mac china). Based on this distribution, Colombo (1992) reasoned that for three-syllable words, penultimate syllable stress can be thought of as regular, whereas antepenultimate stress can be thought of as irregular. On manipulating word frequency and stress regularity, Colombo (1992) found the standard regularity by frequency interaction. While the regularity manipulation did not affect high-frequency words, irregularly stressed words of low frequency were slowed compared with low-frequency regularly stressed words (see also Colombo, 1988 , as cited in Colombo, 1991 , for a similar experiment involving lexical decision in which a stress regularity by frequency interaction appeared in the error data but not in the latency data). Monsell et al. (1989, Experiment 3) , in their investigation of the locus of frequency effects, did a similar experiment in English. Because most disyllabic English words are pronounced with first syllable stress, Monsell et al. classified these words as regular and classified disyllabic words with second syllable stress as irregular. Their experiment dealt with three variablesword frequency, task type, and stress regularity. Of primary interest here is the effect of stress regularity and its interaction with frequency in the naming task. Although it appears from their Fig. 7 that there was an interaction between these variables in the predicted direction, neither the main effect of stress regularity nor the interaction between stress regularity and frequency reached significance by subjects and by items.
2 Brown et al. (1994) also investigated the interaction of stress regularity and frequency (though not for the purposes outlined here) in an experiment in which they used the stimuli designed by Monsell et al. (1989) . Unlike Monsell et al. (1989) , they reported a main effect of stress regularity and a nearly significant interaction between stress regularity and frequency. Subjects read aloud stress-irregular words more slowly than stress-regular words, particularly when the words were of low frequency. Unfortunately, neither item analyses nor item data were reported, so it is not clear whether the effects they observed were produced by only a small set of items in the stimulus set, whether they could be generalized to a different set of items, or why they did not produce equivalent effects in the Monsell et al. (1989) study.
Thus, we designed a similar experiment to investigate whether the standard regularity by frequency interaction could be produced using a different set of English disyllabic items classified as stress regular or stress irregular based on the fact that most disyllabic items are given initial stress.
EXPERIMENT 1
If dual-route theory is to be extended to polysyllabic word reading, then stress regularity must be expressed by nonlexical rule. If regularity can be determined by examining the distribution of stress patterns in the language in this way, then final syllable stressed English words should show a cost of irregularity, and this cost should be greater for low-frequency words than for high-frequency words.
Method
Subjects. Subjects were 18 first-year Macquarie University psychology students. All had normal or corrected-to-normal vision and were native speakers of Australian-English. Subjects received an introductory course credit for their participation.
Stimuli and apparatus. One-hundred-twenty disyllabic words were selected from the MRC Psycholinguistic Database (Coltheart, 1981) . Sixty of these words were stressed on the first syllable ("regular") and 60 were stressed on the final syllable ("irregular"). Sixty of the words had Kučera and Francis (1967) frequencies over 100 occurrences per million, and 60 of the words had frequencies between 1 and 10 per million. Word frequency and stress regularity were varied in this way so that in each of four cells of the design there were 30 disyllabic words. None of the words had irregular monosyllabic GPCs. The four lists of items were groupwise matched on number of letters and on neighborhood size. Stimuli are shown in Appendix A.
One-hundred-twenty nonwords were added as fillers in order to maximize use of the nonlexical route, thereby emphasizing the conflict for low-frequency irregularly stressed words. All nonwords were phonotactically legal.
Presentation of words and nonword fillers was controlled and randomized for each subject using the DMASTR software (Forster & Forster, 1990 ) on a 486 PC. Naming latencies were recorded with the use of a voice key headset that fit each subject's head to ensure that the microphone remained at a constant distance from the subject's mouth throughout the experiment.
Procedure. Subjects were seated approximately 16 in. from the monitor and fitted with the voice key headset. They were instructed to read aloud the words and nonwords as quickly and as accurately as possible. Subjects were given 10 practice trials and then named the 240 target and filler items. The experimenter recorded errors for word targets by hand.
Results
Reaction times for word targets were recorded and latencies for errors and spoiled trials (because of voice key failure) were discarded. All remaining reaction times were winsorized to the second standard deviation boundary. Complete item data are contained in Appendix A. Subject and item data are shown in Table 1 .
Two separate ANOVAs were performed on the subject and the item data. Stress regularity and word frequency were treated as repeated factors in the subject analysis; both of these variables were treated as between-items factors in the item analysis.
Results showed a main effect of frequency, as high-frequency words were read aloud more quickly than low-frequency words, F 1 (1,17) ϭ 7.46, p Ͻ .05, MSE ϭ 1616.37, F 2 (1,116) ϭ 21.02, p Ͻ .0001, MSE ϭ 893.37. There was no effect of stress regularity, however, as initially stressed words were not named any faster than finally stressed words, F 1 (1,17) ϭ .00, n.s., F 2 (1,116) ϭ .07, n.s. Finally, there was no interaction between stress regularity and word frequency, as the effect of stress regularity was the same for low-frequency words as for high-frequency words, F 1 (1,17) ϭ 1.43, n.s., F 2 (1,116) ϭ .25, n.s. Errors were analyzed in the same way as was reaction time. A main effect of word frequency emerged, F 1 (1,17) ϭ 27.54, p Ͻ .0001, MSE ϭ .00059, F 2 (1,116) ϭ 13.22, p Ͻ .0001, MSE ϭ .817, as there were more errors for low-frequency words than for high-frequency words. As in the latency analysis, there was no effect of stress regularity, F 1 (1,17) ϭ .22, n.s., F 2 (1,116) ϭ .16, n.s. Similarly, there was no interaction between word frequency and stress regularity, F 1 (1,17) ϭ .17, n.s., F 2 (1,116) ϭ .16, n.s.
Discussion
Neither the latency data nor the error data produced an effect of stress regularity or an interaction between word frequency and stress regularity. Thus, it appears that while the nonlexical rule based on a single statistical fact about the language leads to psychologically real classifications of stress regularity in Italian (Colombo, 1992), it does not lead to such classifications in English.
3 If stress assignment and vowel reduction procedures can be described within a rule system which translates the orthography of English disyllabic words to phonology, then these procedures must be accomplished by more complex rules than are used in Italian.
A SET OF NONLEXICAL RULES FOR READING DISYLLABIC WORDS AND NONWORDS ALOUD
As discussed, previous linguistic research has generally considered the problem of stress assignment with respect to a prespecified phonological representation. Thus, in designing a nonlexical procedure for reading aloud disyllabic items, we might first develop appropriate nonlexical rules for deriving a phonological representation from orthography and then develop a secondary procedure for assigning stress and reducing vowels from this phonological representation.
However, depending on the extent to which regularities in the mapping between orthography and the placement of stress can be identified, it may be possible to develop a single procedure which derives both a phonological representation and a stress marker from the orthographic string. Recently, Kelly, Morris, and Verrekia (1998) have tried to identify such regularities in the mapping between orthography and stress placement. They identified particular orthographic segments at the ends of disyllabic words which, they proposed, "mark" the placement of stress in either the first or second syllable. An item whose stress placement diverges from its "marked" stress is considered irregular; an item whose stress placement is consistent with its "marked" stress is considered regular. On manipulating regularity in this way, they found support for their hypotheses about orthographic patterns which mark stress placement: subjects read aloud items whose stress patterns were consistent with their markings more accurately and more quickly than those items whose stress patterns were not consistent with their markings (though this effect in the latency data was significant only in the by-participants analysis).
Here, we take a similar approach to the problem of stress assignment to that taken by Kelly et al. (1998) , seeking to find regularities in the mapping between orthography and the placement of stress. However, our aims differ from theirs in two ways. First, we aim not only to develop hypotheses about the relationship be-3 It has been argued that initial stress is regular for nouns, while final stress is regular for verbs (e.g., Kelly & Bock, 1988) . In this experiment, many of the second syllable stressed irregular items were verbs, which could be viewed as somewhat problematic; if second syllable stress is actually regular for these items, then any effect of regularity (as we have defined it in this experiment) may have been masked. To investigate whether this might be the case, we compared reaction times of those irregular (second syllable stressed) words which occur only as nouns relative to those irregular words which occur only as verbs. If second syllable stress is actually regular for verbs (and indeed is the cause of the null effect in this experiment), then we would expect to see significantly faster naming latencies for verbs than for nouns in this comparison. There is no such effect, however: reaction times for "irregular" nouns (M ϭ 552) and verbs (M ϭ 547) did not differ, t(24) ϭ .34. tween orthography and the placement of stress, but also to integrate these hypotheses into a model of nonlexical translation of orthography to phonology for disyllabic words and nonwords. Second, we aim to instantiate our hypotheses about these procedures in the form of a computational algorithm. Elsewhere, we have argued that the latter of these points is particularly desirable (see e.g., Coltheart, 1996; Rastle & Coltheart, 1999a; Coltheart, Rastle, Perry, Langdon, & Ziegler, in press ), as implementing a theory in the form of a computer program ensures that the theory is complete (or else the program will not run), and enables concrete tests of theory sufficiency (whether the program behaves in the same way that people behave). Thus, we endeavored to develop an approach to reading disyllabic words and nonwords which was sufficiently specific to form the basis of the nonlexical component of a computational dualroute model.
The approach that we adopted in designing suitable rules for this nonlexical route is due largely to the work of Garde (1968) and the more recent work of Fudge (1984) . Both of these authors took the view that certain orthographic patterns can be identified as morphemes, and these morphemes have the propensity to influence the placement of stress. We will identify orthographic patterns which serve as these stress-placing morphemes and integrate this identification procedure with print-to-sound translation and vowel reduction in an algorithm designed to carry out these tasks automatically. Our algorithm is shown in Fig. 2 .
Following Fudge (1984) , our approach to stress assignment and vowel reduction relies heavily upon the identification of affixes, a principle not inconsistent with a growing body of literature which suggests that affixes are treated somewhat differently from other, nonmorphemic, parts of the syllable (e.g., Laudanna, Burani, & Cermele, 1994; Marslen-Wilson, Tyler, Waksler, & Older, 1994; Taft & Forster, 1975) . The algorithm contains a store of 54 prefixes and a store of 101 suffixes, identified as such by Fudge (1984) . The affixes in each store are ordered and searched by length, so that the suffix -NESS will be identified before the suffix -ESS, for example, and the prefix AB-will be identified before the prefix A-. Of course, since this procedure functions without reference to a lexicon of root morphemes, some affixes will be identified in items that are actually monomorphemic (e.g., the "affix" -er will be identified in the word "corner") and in nonword items (e.g., the "affix" -ness will be identified in the nonword "signess").
The algorithm first searches the string for the presence of a prefix. A successful match in the prefix lexicon is not sufficient for the string to be considered prefixed, however. Each prefix carries with it special conditions (e.g., ar-must be followed by r) that must be met. In addition, each prefix must be followed by an orthographically existing bigram in the first two positions of a word (based on monosyllabic bigrams). Thus, items like RENGING, though they contain the common prefix RE-, are not considered prefixed by the algorithm since the bigram NG does not occur in the first two positions of any monosyllabic English word.
If these conditions are met, then the prefix pronunciation is obtained from the affix store and the remaining portion of the item is translated via the GPC rules used by the nonlexical route of the DRC model. Generally, then, the full pronunciation is assembled and the prefix is given nonstress. In many cases, the prefix pronunciation contains schwa.
Sometimes, however, this procedure results in an unpronounceable string, and these instances are dealt with by a final check before pronunciation. Consider the item APPLE. The algorithm matches the prefix AP-in the prefix lexicon; it satisfies the conditions that occur with that prefix (must be followed by P) and passes the orthographic legality test (PL is legal in the first two positions of a string). The nonlexical rules of the DRC model translate the remainder of the string as /pl/, making the E silent since it occurs at the end of the word. The resulting pronunciation is the illegal string /əpl'/. Thus, before pronouncing any item with a prefix, the algorithm checks the phoneme string for a phonotactically illegal bigram in the last two positions of the string (based on phonological bigrams which do not occur in the final two positions of monosyllabic strings in English). If one occurs (as in əpl'), then the nonlexical rules of the DRC model are used to retranslate the entire string, ignoring the prefix, and a schwa is inserted between the illegal phonemes. In this case, the resulting pronunciation is correct: /'aepəl/.
If a prefix is not identified, the algorithm searches the end of the string for the presence of a suffix. Like each prefix, each suffix carries with it special conditions which must be met in order for it to be considered a suffix. There may be more than one suffix in an item (e.g., WEATHERED), and so a recursive identification procedure is built into the algorithm such that it searches the string until no more suffixes can be identified. When all suffixes have been identified, their pronunciations are obtained from the affix store and the remainder of the string is translated with the nonlexical rules used by the DRC model. However, because the suffix has been stripped and translated by other means, the "root" of the item does not have access to a part of the word which may alter its pronunciation. Consider the item PRAVY. Here, the suffix Y is identified and the nonlexical rules used by the DRC model translate the remainder of the string as /praev/. The vowel here should be /eI/, however, not /ae/, because the presence of the Y lengthens the vowel. Thus, if the suffix closest to the "root" is Y or begins with E, and it is preceded by a single consonant letter, then if the first vowel is translated to /ae/, /ɒ/, or /ˆ/, it is lengthened to /eI/, /ou/, or /u/, respectively. In this case, the item is thus pronounced /'preIvi/. The suffix is then generally given nonstress unless it has been identified as a stress-taking suffix (e.g., -EEN, -IQUE, -OO), in which case it is given stress. 4 Many of the suffixes which do not take stress contain schwa.
If neither a prefix nor a suffix are identified, then the monosyllabic nonlexical rules contained in the DRC model are applied to the string and the item is given initial stress. Two checks then occur to determine whether the second phonological vowel is reduced to schwa. First, as was the case for prefixed items, the final two phonemes are examined for illegality. If these phonemes form a phonotactically illegal cluster, a schwa is inserted between them. If no such illegal cluster is present in the final two phonemes, the entire string is checked for phonotactic illegality (based on phonological bigrams which do not occur in any position in English monosyllables). If a phonotactically illegal cluster is identified, each vowel is given full value. If no such illegal cluster is identified, and if the second phonological vowel is /ae/, /ɒ/, or /a/, that vowel is reduced to schwa. The algorithm does not consider the placement of secondary stress.
EVALUATING THE NONLEXICAL STRESS RULES
There are many ways in which the particular set of hypotheses we have advanced regarding the rules of nonlexical stress assignment could be evaluated. One way in which we might evaluate this set of hypotheses is to consider to what extent they capture regularities in stress assignment for the entire set of disyllabic words. That is, given the general principles we have adopted regarding the role of affix-like strings in the assignment of stress, what percentage of disyllabic words are stressed correctly by the algorithm? Each of the 23,266 disyllabic words contained in the CELEX database (e.g., Baayen et al., 1993) was submitted to the algorithm, and the resulting stress placement was identified. Table 2 shows the number of words given first and second syllable stress by the algorithm as a function of correct stress. As can be calculated from the table, the algorithm assigns stress correctly to 89.7% of all disyllabic words.
Evaluation of the algorithm also led us to discover facts about the relationship between orthography and grammatical class that we had not suspected previously. It has been suggested (e.g., Kelly & Bock, 1988 ) that first syllable stress is regular for nouns and second syllable stress is regular for verbs. Whether these claims are correct, any effects of grammatical class should certainly be dealt with in a lexical system, not a nonlexical system, since single nonwords do not carry information about grammat- ical class. However, we used the algorithm to investigate whether information about grammatical class is in any way related to facts about orthography by submitting nouns and verbs separately to the algorithm and examining resulting stress assignment. We submitted the 6064 disyllabic words which are classed by the CELEX database solely as nouns and the 1185 disyllabic words which are classed solely as verbs to the algorithm and then examined the resulting stress pattern assignments. As shown in Table 3 , when nouns were submitted to the algorithm, they were more likely to be stressed on the first syllable than on the second syllable; when verbs were submitted to the algorithm, they were more likely to be stressed on the second syllable than on the first syllable. Specifically, while a lexically based stress assignment rule such as "assign first syllable stress to nouns and second syllable stress to verbs" correctly stresses 90.74% of the 7249 nouns and verbs in Table 3 , the nonlexical stress assignment procedure that we have described correctly stresses 85.6% of these words. Given these figures, one wonders how much of the apparent association between grammatical class and stress assignment can actually be accounted for by an association between orthographic properties and stress assignment (or, of course, an association between phonological properties and stress assignment, an issue which will be considered under General Discussion). Although this set of hypotheses is quite successful in capturing regularities in the assignment of stress, it may be the case that this particular rule set holds no psychological reality-that these rules are not like the ones people use in assigning stress to single disyllabic words and nonwords. We thus carried out two additional experiments which aim to establish the extent to which this rule set provides a good description of the ways in which people assign stress to disyllabic words and nonwords.
EXPERIMENT 2
One way to evaluate the set of hypotheses advanced here is to investigate whether the way in which people assign stress to nonwords is related to the way in which our algorithm assigns stress to nonwords. Thus, in Experiment 2 we developed a set of nonwords which were submitted to the algorithm and then named by human subjects. Our intent was to compare the extent to which the placement of stress as determined by the algorithm for each item matched the placement of stress given by subjects.
Method
Subjects. Fifteen first-year psychology students from Macquarie University participated. All had normal or corrected-to-normal vision and were native Australian-English speakers. Subjects received course credit for their participation.
Materials and apparatus. Two-hundred-ten nonwords were constructed. All nonwords were phonotactically legal and were judged by both authors and the algorithm to be disyllabic. Seventy-six of the nonwords received second syllable stress by the algorithm. They received such stress because of the presence of a prefix or because of the presence of a stress-taking suffix. The other 134 nonwords received first syllable stress by the algorithm.
Stimulus presentation was controlled by the DMASTR software (Forster & Forster, 1990) running on a 486 PC. Responses were recorded on cassette tape.
Procedure. Subjects were seated approximately 16 in. from the display monitor. They were told that they would see a series of letter strings that did not form words, although they looked as if they could be words. They were told to pronounce each item as if it were a word, as accurately as possible, and were given 10 practice items. The target stimuli were then presented one at a time, in a different random order for each subject. Because subjects were under no time pressure to respond, they controlled the pace of the experiment, pressing a button when ready for the next stimulus.
Results
Nonword pronunciation was recorded, and each response was coded as having stress on the first phonological vowel or on the second phonological vowel. Neither secondary stress nor vowel reduction were recorded. Because stress placement can affect vowel quality, the accuracy criterion used was quite liberal. The only instances in which a nonword stimulus was coded as an error were if the subject did not complete the utterance or if the pronunciation was not a reasonable approximation of that given by the monosyllabic rules of the DRC model. Because of the liberal scoring criterion, there were very few errors. Subject results were tallied, and each nonword was coded for the percentage of subjects that assigned initial stress and the percentage of subjects that assigned final stress. Item data are contained in Appendix B.
Two types of analysis were carried out to investigate whether subjects' assignment of stress was related to the stress assigned by the algorithm. First, 2 analyses, in which subject stress assignment was examined as a function of algorithm prediction, were conducted for each subject individually. Each of these analyses was highly significant (all ps Ͻ .0001), indicating a strong relationship between subject stress assignment and algorithm stress assignment, for each subject individually: 2 (1) ϭ 73.18. Second, we determined the modal subject stress pattern assignment for each item and then examined this as a function of the algorithm prediction (excluding those 4 items which did not have a modal stress assignment because of equivalent initial and final stress assignments). For those 130 items stressed on the initial syllable by the algorithm, the modal subject stress assignment was on the initial syllable for 105 of these items and on the final syllable for 25 of these items. For those 76 items stressed on the final syllable by the algorithm, the modal subject stress assignment was on the final syllable for 68 of these items and on the initial syllable for 8 of these items. Thus, the algorithm stress agreed with the modal subject stress for 84% of the items. The 2 analysis which tested whether algorithm stress and modal subject stress were independent was highly significant, 2 (1) ϭ 95.56, p Ͻ .001, indicating a strong relationship between algorithm stress and subject stress.
Discussion
The analyses suggest that our algorithm captures at least some of the facts relevant to the ways in which people assign stress to nonwords. Unlike our original ideas about stress regularity-in which words stressed on the first syllable are considered regular-there seem to be a class of item that reliably takes second syllable stress. We suggest that this pattern of stress assignment may be related to the presence of morpheme-like orthographic segments-prefixes and stress-taking suffixes-which serve to place stress.
The construction of the nonlexical route of the current DRC model entailed the development of a set of hypotheses about the GPC rules people use in reading monosyllabic nonwords aloud. These hypotheses were intended to reflect how the majority of people pronounce any given monosyllabic nonword. Our goal was the same here-to design a set of hypotheses which pronounce disyllabic nonwords in the way that the majority of people pronounce these nonwords, complete with correct stress assignment and vowel reduction information. In examining the performance of the algorithm relative to human readers, however, it is clear that meeting this goal is still somewhat distant. While our algorithm captures many of the facts about stress assignment, it clearly does not capture all of the facts that people use when assigning stress to nonword items.
In order to investigate the areas in which the algorithm's performance was not like that of human readers, we calculated, for each item, the proportion of subjects who used, in their response, the same stress as the algorithm minus the proportion of subjects who used the opposite stress as the algorithm. Negative values (indicating disagreement between human readers and the algorithm) resulted for 33 (15.7%) of the items. Eighteen of these items (8.6%) had high negative values (over Ϫ.200): these are the items for which the algorithm fails.
Unfortunately, an examination of these items yielded few clues to the ways in which the algorithm is insufficient, though some patterns did emerge. All of the items for which the algorithm performs poorly are ones in which human readers assign second syllable stress and the algorithm assigns first syllable stress. Three of the items contain letter strings which form suffixes that reliably do not take stress: the items cavance, datance, and kabist contain suffixes which, in the set of disyllabic words, never take stress, yet subjects reliably assigned second syllable stress to these items. The items gonnoze, dorrote, jinnife, and hennoke have in common a short first syllable vowel and a long second syllable vowel; perhaps in the absence of affixes and illegal clusters, subjects assign stress to the syllable containing the long vowel. However, this rule fails to account for the fact that subjects in this experiment assigned first syllable stress to wirtife. The items imream, emvoke, emage, and ilseeb all contain letter strings which form prefixes, but the conditions required for these letter strings to be treated as prefixes by the algorithm are not met in these items, and hence they are given first syllable stress. Specifically, in the set of disyllabic words, IM-is a prefix only if followed by B, M, or P; EM is a prefix only if followed by B or P; and IL-is a prefix only if followed by L. So it seemed that readers may have overgeneralized the prefix rule. Two similar items, ilgest and irsabe, were also given unreliable stress by subjects (53 and 47% first syllable stress, respectively), though there are other items in which subjects seem to observe these constraints in prefix identification (e.g., imwise and irsome, which were given 67 and 100% first syllable stress, respectively). Thus, it seems clear that there are individual differences in the amount of information readers use in the identification of affixes; data which could elaborate this general observation are not available at present, however.
In general, this first attempt at developing an algorithm which translates orthography to phonology of disyllabic items by rule was reasonably successful in capturing some of the facts relevant to the ways in which readers assign stress to disyllabic items by rule. However, it is clear that we have not captured all of the relevant facts. Further empirical and modeling work will be required to discover what these facts are and how they might be reconciled with the system we have proposed.
EXPERIMENT 3
Our attempt in Experiment 1 to produce the stress regularity by frequency interaction in a set of disyllabic words failed: using a single rule based on the statistical distribution of stress patterns in the language failed to produce an effect of stress regularity in human readers. Thus, we developed a set of hypotheses that considers the types of facts which may be relevant to stress assignment and that seems to provide a reasonably good description of the ways in which people assign stress to nonwords. In Experiment 3, we investigated whether we would observe a main effect of stress regularity and/or a stress regularity by frequency interaction in word reading, using this set of hypotheses as the basis for the regularity classification.
As it turns out, when the algorithm we have proposed is applied to those items used in Experiment 1, the results show that 89% of the items are, in fact, classified as regularly stressed. Only three of the items in the "lowfrequency irregularly stressed" condition of that experiment are classified as irregular by the algorithm; similarly, only three of the items in the "high-frequency irregularly stressed" condition are classified as irregular. Thus, our failure to observe a main effect of stress regularity or an interaction between stress regularity and frequency may have been due to the fact that nearly 90% of the items in that experiment were regular.
Therefore, an experiment similar to Experiment 1 was designed which measured naming latencies for words varied on stress regularity and frequency. If our hypotheses concerning the rules that human readers use to read disyllabic words aloud are correct, then we will find an effect of stress regularity. We further expect that this effect will be greater for low-frequency words than for high-frequency words.
Method
Subjects. Subjects were 26 Macquarie University psychology students. All subjects had normal or corrected-to-normal vision and were native speakers of Australian-English. Subjects received an introductory course credit for their participation.
Stimuli and apparatus. The algorithm described above was applied to several hundred words, from which 60 disyllabic words were selected as targets. According to the algorithm, each of these words was irregularly stressed, and none contained a GPC irregularity. Hence, stress regularity was isolated from other types of regularity in this experiment. If the algorithm identified a word as irregular only because of an irregular application of schwa (and not an irregular application of the stress marker), the word was not included in the experiment. Kučera and Francis (1967) frequencies for each of these words were obtained, and the targets were split into a group of low-frequency words (frequencies below 25 per million) and a group of high-frequency words (frequencies above 50 per million). The algorithm indicated that very few words are stress irregular and GPC regular, and only a small percentage of these words are of high frequency; as such the high-frequency targets could not be separated from the low-frequency targets by as many frequency points as was desired. While 50 of the targets were of low frequency, only 10 were of high frequency.
Stress-regular controls were created for each group of targets. All of these controls were pronounced by the algorithm to ensure stress and GPC regularity. Irregular and regular items were groupwise matched on frequency, initial phoneme class (e.g., both fricatives), and word length.
Word presentation and data recording were controlled by the DMASTR software (Forster & Forster, 1990 ) running on a 486 PC. Responses were timed via a voice key which was attached to each subject's head so that the mouthpiece remained stationary throughout the experiment.
Procedure. Subjects were seated approximately 16 in. from the monitor and fitted with the voice key headset. They were instructed to read the words as quickly and as accurately as possible. Subjects participated in 10 practice trials and then named the 120 experimental trials. Trials were randomized for each subject. The experimenter recorded errors by hand during the session.
Results
Reaction times were collected and those for errors or spoiled trials were discarded. The item GUITAR was inadvertently classified as GPC regular, so this item was removed from the analysis. The item ANODE produced 77% errors (all of these were pure stress regularization errors), and so this item was also removed from the analysis. The remaining reaction times were winsorized to the second standard deviation boundary. Item data are contained in Appendix C.
Separate ANOVAs were performed on the subject and the item latency data. Subject analyses included two within-subjects factors (stress regularity and frequency); item analyses treated these two variables as between-items factors. Subject and item data are shown in Table 4 .
The ANOVAs revealed a main effect of word frequency, F 1 (1,25) ϭ 61.27, p Ͻ .01, MSE ϭ 1037.37, F 2 (1,114) ϭ 41.16, p Ͻ .01, MSE ϭ 952.56, as naming latencies were longer for low-frequency items than for highfrequency items. A main effect of stress regularity also emerged, F 1 (1,25) ϭ 17.41, p Ͻ .01, MSE ϭ 290.37, F 2 (1,114) ϭ 18.38, p Ͻ .01, MSE ϭ 952.56, as naming latencies were longer for stress-irregular items than for stress-regular items. The cost of stress irregularity was greater for low-frequency words than for high-frequency words. This interaction be-tween stress regularity and frequency was significant by subjects, F 1 (1,25) ϭ 22.12, p Ͻ .01, MSE ϭ 208.78, and there was a trend toward significance in the item data, F 2 (1,114) ϭ 3.17, p ϭ .078, MSE ϭ 952.56.
Error data were analyzed in the same way as were the latency data. Ninety percent of the errors were pure stress regularizations; the location of the stress marker was determined nonlexically. The other errors were a mélange of various mispronunciations. Most importantly, the ANOVAs revealed a stress regularity effect, F 1 (1,25) Eleven of the items in Experiment 3 had two possible stress patterns, though they were classified as regular or irregular based on the stress pattern of the highest frequency alternative. It could be argued that the conflicting lexical information about these items could result in slowed naming latencies; this possibility is especially worrisome since 9 of the 11 items were in the low-frequency irregular condition. Thus, we carried out additional analyses which excluded these items. The pattern of latency data was the same as that in the original analysis: an effect of frequency emerged, F 1 (1,25) 
Discussion
In Experiment 1, we failed to find a main effect of stress regularity for low-frequency words or for high-frequency words when stress regularity was determined by a single fact about the statistical distribution of stress patterns in disyllabic English words. When stress regularity is classified on the basis of the set of hypotheses implemented in the algorithm we have described, a stress regularity effect does emerge, suggesting that the set of hypotheses presented here provides a good description of the knowledge to which human readers may appeal when reading disyllabic items aloud.
The effect of stress regularity was greater for low-frequency words than for high-frequency words, as is the case with GPC regularity. This effect was significant both by subjects and by items in the error analysis, although it only reached significance by subjects in the latency analysis. Because trends in the appropriate direction are evident in the mean naming latency values, it is likely that the small number of high-frequency stress irregular items contributed to the marginal significance in the item data. In addition, because of the high error rate for low-frequency irregularly stressed items, many of the items which may have produced slow naming latencies were removed from the analysis.
Thus, it appears as if disyllabic reading can be expressed within a dual-route theory and that the procedures described in Fig. 2 may capture some of the facts relevant to the ways in which people assign stress to words and nonwords.
GENERAL DISCUSSION
We have demonstrated that the procedures required for reading disyllabic items can be expressed in a system of rules and, moreover, that this set of hypotheses provides a good description of the rules to which human readers appeal, if, of course, they appeal to rules at all. Thus, it seems worthwhile to consider whether the principles on which this system of rules is based are consistent with a dual-route computational model of reading, the DRC model (Coltheart et al., 1993; Coltheart & Rastle, 1994; Rastle & Coltheart, 1998 , 1999a , and if so, how that model might be expanded to accommodate the reading of disyllabic words.
Is This System Nonlexical?
One issue that must be considered immediately is whether the nonlexical rule system we have described in Fig. 2 runs contrary to the principles of the DRC model in its current nonlexical system. That is, would we have to relinquish our commitment to completely nonlexical processing on one side of the model in order to include a system which relies on a store of affixes? We think that the consequences of implementing such a system may not be this unfortunate and, in fact, believe that this system may fall within the principles of the current DRC model. Currently, the nonlexical route of the DRC model relies on rules which translate graphemes to phonemes. Thus, the nonlexical route already contains a store of graphemes-a store of instances in which letters combine to form graphemes. The nonlexical system described here contains this store and also a store of instances in which letters combine to form affixes. Of course, we concede that by including a store of morphological units in the nonlexical procedure, we have blurred somewhat the distinction between lexical and nonlexical information. Further thought is required to decide whether a store of letters which combine to form affixes and a store of letters which combine to form words are sufficiently distinct to refer to the former as "nonlexical" and the latter as "lexical."
Complexity of the Nonlexical Rules
Another issue that should be considered is whether the nonlexical system that we have described is unnecessarily complex; could we sacrifice either the identification of prefixes or suffixes without cost to the system? We have explored this issue briefly by designing a second algorithm which eliminates the suffix identification procedure and comparing its performance to that of the full algorithm. Recall that of the 23,226 disyllabic words in the CELEX database, only 2396 were stressed incorrectly by the full algorithm. When the suffix identification procedure is removed entirely, the algorithm stresses 2489 words incorrectly: facts about the ends of words increase the performance of the model by only 93 words, a result possibly inconsistent with Kelly et al.'s (1998) claim that stress is "marked" at the ends of words. However, while the identification of suffixes does not seem to contribute substantially to stress assignment, this procedure is important for the correct assignment of phonology from orthography. Many of the suffixes identified by the full algorithm have pronunciations that contain lax vowels, despite having orthographies which normally correspond to tense vowels (e.g., IVE). Were these strings not identified as suffixes and given pronunications accordingly, they would be translated incorrectly. The extent to which the identification of suffixes plays a role in correct spelling-sound translation of polysyllables is an issue that requires further investigation, however.
Orthography or Phonology
Our algorithm seems to capture some regularities in the assignment of stress in disyllabic words using orthographic cues which often cor-respond to prefixes and suffixes. However, given the quasi-regularity of the orthographyphonology mapping in English, might it be the case that the cues critical to stress assignment are phonological rather than orthographic? Perhaps what readers do is to apply some form of grapheme-phoneme correspondence system to disyllabic letter strings and then assign stress on the basis of vowel quality. A regularity effect might then emerge for those items like ALLOY, which would be given second syllable stress by the algorithm due to the presence of a nonlexically translated lax vowel in the initial syllable. In order to proceed with a serious model of disyllabic word reading, we would have to determine empirically whether readers derive cues for stress assignment from orthographic or from phonological information.
Toward a Model of Disyllabic Reading
We have argued that the underlying principles of the algorithm described here are not fundamentally inconsistent with the principles on which the DRC model is based. Given this, how might the DRC model be extended to consider disyllabic word and nonword reading? The DRC model currently deals only with monosyllables, and hence its orthographic lexicon contains entries for all of the monosyllabic words in the CELEX database (Baayen et al., 1993) -7980 words in all-and the model's phonological lexicon contains entries for the pronunciations of all of these words. Extending the model so that it could deal with both monosyllables and disyllables would involve two things. First, the lexicons would need to contain entries for all of the monosyllabic and disyllabic words from the CELEX database: that would increase the size of the orthographic lexicon from 7980 words to 31,246 words. Since all of the entries in the orthographic lexicon have to be appropriately connected to the letter level and also to the phonological lexicon, and since all of the entries in the phonological lexicon have to be appropriately connected to the phoneme level and to the orthographic lexicon, this expansion would involve a large increase in the number of letter, phoneme, and word units and connections in the model. Because every unit in the model is updated on every processing cycle, and because such updating requires several computations for each connection in the model, this expanded DRC would run much more slowly, but that is merely a practical obstacle.
A more challenging aspect of adding stress to the operation of the lexical route would be to decide how and where lexical stress would be represented in the model: should there be separate levels for segmental (i.e., the component phonemes) and suprasegmental (i.e., the syllabic structure and position of stress) information in the lexical system? The most obvious way to include suprasegmental information in the lexical route of the DRC model is to include it within each lexical entry, so that, for example, the orthographic lexical entry for TRUSTEE would be connected to the phonological entry for /trˆsti'/. Representing suprasegmental information in this way would, however, run counter to many current speech production models which represent segmental and suprasegmental information separately (e.g., Butterworth, 1992; Levelt, 1992; Levelt, & Wheeldon, 1994) and may not capture many of the speech error and patient data which those models were intended to capture. Clearly, an explicit commitment to a particular hypothesis about the representation of suprasegmental phonological information will be required before the DRC model could be expanded to include disyllabic items. Compelling such commitments is, of course, one of the virtues of computational modeling.
The second modification to the model would be to replace its existing nonlexical route with a system like the one illustrated in Fig. 2 , a system which includes the existing nonlexical grapheme-to-phoneme translation system but has procedures for dealing with stress assignment overlain upon it. Suprasegmental phonological information generated by this nonlexical system would need to be coordinated with suprasegmental phonology retrieved from the lexicon such that pronunciation latency is lengthened when there is conflict between these two sources of information.
Although we have suggested that stress assignment and vowel reduction can be explained within a dual-route theory, implementing this system of nonlexical rules into the DRC model will surely pose some major difficulties, some of which may be insoluble. We discuss one of these difficulties here. The set of hypotheses we have advanced regarding stress placement and vowel reduction by rule depends on information from all parts of the letter string, from beginning to end. However, the nonlexical route of the DRC model operates serially, from left to right, and we have argued previously (Coltheart & Rastle, 1994; Rastle & Coltheart, 1999a ) that only early irregularities contribute to a latency cost in naming. Thus is it the case, then, that only the instances in which irregular stress becomes evident early in nonlexical processing will result in a latency cost in naming the item? Does this imply that irregularities in stress assignment derived from stress-taking suffixes are inconsequential to naming latency, given that this information is computed late in processing by the nonlexical system? Further experimental and modeling work is required to understand how the hypotheses we have advanced here can be reconciled with a serially operating nonlexical system.
Reading Polysyllables and Other Approaches to Reading
In the work presented here, we have considered whether, and if so how, the problem of polysyllabic words can be dealt with in a dual-route framework. In this pursuit, we have offered experimental work which shows that both segmental and suprasegmental phonological information can be generated by rule and, moreover, that classifications based on these rules predict human performance in reading aloud English words and nonwords to some degree, though clearly further experimental and modeling work is required before the present research can be reconciled with our previous modeling work in the monosyllabic domain.
While we have demonstrated that stress assignment can be predicted to some degree by a system of rules, the work we have presented here is not relevant to adjudicating between various approaches to modeling reading. On the contrary, the learning algorithm approach has proven to be an extremely popular and fruitful one in modeling reading aloud in the monosyllabic domain, in both dual-route frameworks (e.g., Zorzi et al., 1998) and singleroute frameworks (e.g., Plaut et al., 1996; Seidenberg & McClelland, 1989) , and may prove useful in dealing with the added complexities posed by polysyllabic words. One potentially desirable feature of this approach to defining relationships in quasi-regular domains is its ability to capture graded effects of consistency in the mapping of interest. Thus, these types of models could be seen as particularly suitable for the problem of stress assignment if it were demonstrated that gradations in the consistency of the mapping between orthography and stress assignment affected naming latency or accuracy. However, none of these models has considered the problem of English polysyllabic word reading. No doubt, as has been the case in our efforts with the DRC model, the special issues which arise when polysyllables are considered will pose these models some difficulty. 
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