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I. INTRODUCTION
I N SPITE of the large variety of available modern filter techniques there are situations in which discrete-component active resistance-capacitance (RC) filters have a distinct edge over their hi-tech competitors. These situations are characterized, among other things, by the following requirements: 1) fast turn-around time for design and manufacture; 2) low power (e.g., only one opamp per filter) and low cost (i.e., no need for analog-to-digital or digital-to-analog converters, anti-aliasing filters, etc.); 3) moderate frequency selectivity, i.e., pole Q's less than, say, five; 4) moderate size, i.e., smaller than inductance-capacitance (LC) filters but larger than integrated circuit (IC) chips; and 5) relatively small quantities and a diversity of filter specifications, which prohibit a high-runner modular approach to the design of the filters. For situations such as these, single-amplifier allpole filters of varying order should be considered. However, to maintain their cost effectiveness relative to other filter techniques, such discrete-component active RC filters must be manufacturable with relatively wide-tolerance RC components, and yet with no need for filter tuning. In other words, their filter characteristics, e.g., frequency response, must be as insensitive to component tolerances as possible.
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Publisher Item Identifier S 1057-7130(99) 06534-9. are at a premium, and the required filter selectivity and precision is relatively modest, one very useful filter candidate is the single-amplifier th-order allpole filter. Unfortunately, the design equations for filters of higher than third order become unwieldy, if not unsolvable. Thus, the combination of cascadable low-sensitivity second-and third-order filter sections ("bi-quads" and, for lack of a better word, "bitriplets") can be used to obtain low-power tolerance-insensitive high-order active RC filters. This is the type of filter discussed here.
It is known (and briefly shown here) that the amplitude and phase sensitivity to coefficient variations is directly proportional to the pole Q's and, therefore, to the passband ripple specified by the filter requirements. The smaller the required ripple, the lower the pole Q's. Similarly, the highest pole Q of a filter will increase with the filter order. Thus, the conventional (and economical) wisdom of keeping the filter order as low as the specifications will permit (rather than, as might have seemed reasonable, overdesign in order to minimize sensitivity) is entirely justified, also from a sensitivity point of view. Note, however, that this last statement is true only for the type of active RC filters considered here. For LC and simulated LC ladder filters, increasing the order decreases the component sensitivity. This is a consequence of what has come to be known as Orchard's Theorem [1] .
Using the allpole low-pass filter as the most representative and important of the allpole filters, we discuss the sensitivity of the transfer-function coefficients to variations of the components (i.e., resistors, capacitors, and amplifier gain). We demonstrate that, whereas the amplitude and phase sensitivity to coefficient variations depends entirely on the transfer function itself, the coefficient sensitivity to component variations can be influenced directly by the design of the filter circuit. Introducing the concept of impedance tapering for the input RC ladder network, we demonstrate that the larger the impedancetapering factor can be made, the less sensitive the circuit will be to component tolerances. However, the impedance-tapering factor cannot be made arbitrarily large. It is shown that the maximum possible degree of impedance tapering depends directly on the value of the transfer function coefficients. Bounds on the impedance-tapering factor as a function of the transfer function coefficients are given, both for secondand third-order low-pass filters. Sensitivity expressions and design equations are also given for these filters, and Monte Carlo simulations demonstrate the effectiveness of impedance tapering as a means of reducing filter sensitivity to component tolerances. This desensitization comes at no additional cost; it simply requires a judicious choice of component values. Since, as is initially shown, the component sensitivity also depends on the specified ripple, order, and pole Q of the filters, it is demonstrated here that the filter designer essentially has three factors to consider, when designing low sensitivity active RC allpole filters. These are the following.
1) The component sensitivity increases with inband ripple. Thus, the specifications should be geared toward a low ripple (or, if possible, maximally-flat) amplitude response. This, in turn, decreases the pole Q's. 2) The component sensitivity increases with the filter order; the latter should, therefore, be held as low as possible. Fortunately, this is standard practice in filter design and minimizes filter cost. 3) By using the newly introduced concept of impedance tapering, the circuit can be directly and significantly desensitized with respect to component tolerances at no extra cost. Nothing but an appropriate choice of component values is required. In this paper, particularly the third step is described in detail for second-and third-order low-pass filters. Since the impedance-tapering factor cannot be chosen arbitrarily, but depends on the transfer function coefficients, a detailed and exact design procedure is required, and is presented here. The extension to high-pass and bandpass filters is straightforward and will be published shortly.
Because of the complexity of the design equations (which are nonlinear) for anything higher than second-order filters (i.e., "biquads"), even conventional third-order filters have, in the past, been considered only for special cases, e.g., unity gain [2] and equal-valued resistors or capacitors [3] , with little attention given to sensitivity considerations. Sensitivity to component tolerances has been dealt with only in rather general terms, and with a view to the initial transfer function, e.g., [4] . In what follows, we demonstrate that impedance tapering will decrease the sensitivity to component tolerances also of higher-than-third-order allpole filters. Unfortunately, analytical design equations for these filters become intractable and are, in fact, mostly unobtainable in closed form. Nevertheless, tabulated values for special-case allpole low-pass filters for up to the sixth order are available [5] , [6] . Starting out with these values, a design-optimization routine can be used to find impedance-tapered components that meet the permissible amplitude and phase tolerances specified. However, describing such routines goes beyond the scope of this paper.
II. SENSITIVITY TO COEFFICIENT VARIATIONS
Consider the transfer function of an th-order, allpole low-pass filter
The frequency response of the filter depends on the coefficients of the polynomial . These are available from any filter handbook or CAD program and determine the location of the poles [i.e., roots of ] in the plane. For example, the poles of a sixth-order Butterworth low-pass filter will lie on a semicircle about the origin in the left half plane, and those of a Chebyshev filter on an ellipse. The larger the ripple of the Chebyshev filter, the smaller the eccentricity i.e., the closer the poles will be to the axis, and the higher the corresponding pole Q's [7] . Note, however, that the slope of the asymptotic response of the two allpole filters of equal order will be the same, irrespective of the inband ripple. The functions are frequency-dependent multiplicands of the coefficient variations which cause the amplitude deviation . They depend only on the initial transfer function of a given filter, i.e., on the filter specifications and on the required filter order, and demonstrate a direct dependence of sensitivity on the Q's of the transfer function poles: the higher the pole Q's the higher the sensitivity. This dependence will appear again in the next section when we discuss coefficient-to-component sensitivity. We therefore can already conclude here that for low sensitivity of a filter to its component tolerances, the filter with the lowest possible pole Q's (consistent with the filter specifications) should be used. Thus, for example, with respect to sensitivity, a Butterworth filter is always preferable to a Chebyshev filter and, likewise, a low-ripple Chebyshev filter is always preferable to a Chebyshev filter with higher ripple. Unfortunately, this preference frequently conflicts with cost, since the lower the ripple, for a given filter specification, the higher the required order will be. A Butterworth filter, with its "maximally flat" amplitude response corresponds to the limit case of no ripple in the filter passband and, compared to a Chebyshev filter of equal order, invariably has lower pole Q's. This is shown in Fig. 1 , where the highest pole Q of second-to 6th-order Butterworth and Chebyshev filters of varying ripple is shown. The figure clearly indicates that in order to keep the pole Q's at a minimum for the sake of low filter sensitivity to coefficient variations, it is desirable to design the filter with as low ripple and as low order as consistent with the filter specifications. Whereas this is common practice in conventional filter design, it may not be obvious that an infringement of this practice violates not only the requirements of economy and performance (in terms of the inband ripple) but in terms of filter sensitivity as well.
III. COEFFICIENT SENSITIVITY TO COMPONENT TOLERANCES
As pointed out in the introduction, for reasons of low cost, low power, and fast turnaround time, single-amplifier allpole active RC filters designed with discrete components are often used in high-tech signal-processing and communicationsoriented applications, even when the brunt of the signalprocessing is carried out by "megatransistor" integrated system chips. Our discussion is therefore focused on such filters, and in particular on those with relatively low order, i.e., " " and " ." As we shall see, it is possible to extrapolate from these results, and to derive design guidelines for single-amplifier allpole active RC filters of arbitrary order . However, a more practical, and immediately applicable method of designing a filter of any order is to cascade low-sensitivity single-amplifier filters of second and third order. As will be shown, the required power is still low, and the individual second-and third-order filters have a low sensitivity to component tolerances.
The representative th-order general allpole single-amplifier filter structure to be used for our discussion is shown in Fig. 2 [5], [6] . This is a low-pass filter, but any other (e.g., highpass or bandpass) applies equally well. The transfer function of this filter has the form of (2.1). The amplitude variation due to coefficient variations is given by (2.8). The coefficients are functions of the resistors, the capacitors and the gain . Thus, with (2.2), the coefficient variations can be expressed in the form (3.1) In general the individual resistors capacitors and gain-determining resistors will be characterized by their mean and standard deviation , where in turn represents each of the component types (e.g., resistors or capacitors). The coefficient variations will then be random variables whose statistical behavior is a function of the components on which they depend.
In what follows, we derive the coefficient-to-component sensitivity analytically for the second-, third-, and th-order allpole filters. The resulting expressions provide insight into methods of deterministically reducing this sensitivity. The efficacy of these methods can be tested by Monte Carlo analysis using given component statistics. It is shown that the methods introduced to minimize the sensitivity of filters of the kind shown in Fig. 2 are very effective in reducing frequency response variations due to component tolerances.
A. Second-Order Allpole Filters
Consider the second-order low-pass filter shown in Fig. 3 . The voltage gain is obtained with an ideal noninverting opamp. The voltage transfer function for this circuit (known as class 4 or Sallen and Key [6] ) expressed in terms of the coefficients [see (2.1)] is given by (3.2) and in terms of the pole frequency and pole Q by (3.3) where and
Considering the overall variation of coefficient , we readily obtain
Note that . Furthermore, the mean of will equal the negative sum of the means of all and and the variance will be the positive sum of their variances. Since the sensitivity of to all RC components is 1 (and to the gain it is zero), can be decreased only technologically, i.e., by prescribing the quality, precision, temperature coefficient, aging behavior, etc., of the resistors and capacitors. This is true for all filters of the type shown in Fig. 2 , irrespective of their order .
For the sensitivity of to the tolerances of the passive components, we readily obtain the expressions given in the first column of Table I . Furthermore, since is independent of we obtain
where we denote the pole Q of the passive network (i.e., ) by . Note that the coefficient sensitivities are all proportional to the pole Q, . Thus, as mentioned earlier, in deciding on a filter type for a given application, one does well to select the one yielding the lowest pole Q's. This means a preference for low ripple or maximally flat filters if possible, and as low a filter degree as the specifications will allow.
From (3.6) it follows that the coefficient (or -) sensitivity to the gain is inversely proportional to the passive RC pole Q, . Thus should be as large as possible. Since a passive RC network can have only negative-real single poles, it follows that is limited to less than 0.5 [8] . It can be shown [6] that of a two-section RC ladder structure can be maximized by impedance scaling the second L-section of the ladder such as to minimize the loading on the first. For example, referring to Fig. 3 , the second L-section comprising and can be impedance-scaled upwards such as to minimize the loading on the first, i.e., and . Referring to we obtain with given in (3.4) (3.8a) and for
Thus, impedance scaling and by a value of will approach 0.5 and the sensitivity of (or ) to will, according to (3.6), be minimized. Actually, does not have to be that much larger than unity to be effective, as the plot of versus shows in Fig. 4 . This is fortunate since, in practice, a large may cause to decrease into the range of the parasitic capacitances of the circuit. From Fig. 4 , it is apparent that a value of between 2 and 3 will already bring close to its upper boundary of 0.5, i.e., between 0.4 and 0.43, respectively.
The question is now whether impedance scaling with a factor will also decrease the other coefficient sensitivities, given in the first column of Table I . Inserting the expressions in (3.7), we obtain the sensitivity relations given in the second and third column of Table I . Although proper impedance scaling requires that this may not always be possible, since a given design may require two independent degrees of freedom i.e., and . Taking this into account, both sets of expressions, namely those for and are given. It is apparent from these expressions that impedance scaling (in which case ) also reduces the coefficient sensitivities to the other components, as well as to the gain . If is required to be unequal to (for reasons of design flexibility), then increasing only the capacitor ratio will also reduce the sensitivities. Although some of the expressions include a term this term will be small since the gain will generally be in the range between unity and, say, 2.5.
To demonstrate the effect of impedance tapering, i.e., impedance scaling by the influence of the pole Q on component sensitivity for nonimpedance-scaled circuits is shown (note the vertical scale). As the pole Q is increased, the circuits become increasingly sensitive to component variations. The latter are uniformly distributed with zero mean and 5% tolerance. Impedance scaling by a factor of three (i.e., ), the sensitivities are already decreased significantly, and for even more so. Conversely, when the high sensitivity of the circuits renders them practically useless. We do not show curves here for since, in general, second-order circuits do not require this added design flexibility. However, in Section IV, we shall deal with this more general case, as required for various special situations.
Incidentally, it can be shown that the sum of the sensitivities of to all resistors and capacitors must equal minus one, respectively, i.e., (3.9) Expressions of this kind are often referred to as sensitivitiy invariants. They are a result of the so-called homogeneity of the function in question, the function in this case being the coefficient [8] .
B. Third-Order Allpole Filters
The third-order version of the th-order low-pass filter shown in Fig. 2 is shown in Fig. 6 . The voltage transfer function is given by (3.10) or, in terms of the pole frequencies and and the pole Q,
Note that is equal to for a Butterworth, and to the eccentricity for a Chebyshev third-order lowpass filter. The coefficients of in terms of the circuit components are given by (3.12) where in terms of the eccentricity and and are shown in (3.13) and (3.14), at the bottom of the next page.
With (3.1) and (3.12) we obtain (3.15)
For the case of a Butterworth filter, where it follows that . The sensitivity of and to all the circuit components follows from (3.1), and we obtain the expressions given in Table II. These analytical expressions for the coefficient sensitivity to individual component tolerances indicate that impedance scaling the ladder network of an th-order filter, as shown in Fig. 2 , with a scaling factor such as to increase the impedance level from left to right, L-section by L-section, has an effect similar to that in the simple second-order case. It reduces the overall sensitivity of the network to all component tolerances. For the third-order network, this results in the circuit shown in Fig. 6 , where we increase each resistor from left to right by a factor and decrease each capacitor by a factor . Ideally, should be equal to for proper impedance (3.13) and (3.14) Fig. 6 . Impedance tapering a third-order low-pass filter by r i and i ; i = 2; 3. scaling. However, for third and higher order filters, in order to maintain a sufficient number of degrees of freedom, this condition cannot, in general, be satisfied exactly. Nevertheless, because we are still gradually increasing the impedance level, L-section by L-section, from left to right, we still refer here to "impedance tapering of the ladder network." By impedance tapering, we may be increasing the impedance of only the resistors, capacitors, or both, from left to right. Referring to Fig. 6 for ideal tapering, we require that (3.16) and for the general th-order network in Fig. 2 , we require that
Inserting the general impedance-scaling factors and as in Fig. 6 , i.e., (3.18) into the sensitivity expressions given in Table II, we obtain  the expressions listed in the first column of Tables III and IV.  Tapering the resistors and capacitors separately by  and respectively, the sensitivity expressions in column 2 (separate impedance tapering) of the two tables Tables III and IV . Before interpreting these results, it is useful to point out their adherence to the property of the coefficient sensitivity invariants as given for the second-order network in (3.9) . It can be shown that for an th-order network (3.19) as can readily be verified for the expressions given in Tables III and IV . Furthermore, in general, the coefficient sensitivity of the impedance-tapered filter has the form (3.20) where is any resistor, capacitor, or gain element of the circuit. For ideal impedance tapering, it follows that and . Whereas the coefficients are given by the filter specifications, the function can be minimized by making . Here again, as with the second-order filter, a value of between two and five will already reduce the coefficient sensitivity appreciably. The same applies to the nonideally tapered circuits for which the coefficient sensitivities are given in the first two columns of Tables III and IV. For third-order filters, the specifications generally do not permit ideal impedance tapering, in which case just the capacitors may be tapered and the resistor values will be determined by the filter design equations. By inspection of the "separate impedance tapering" columns of Tables III and IV, it follows that the resistor tapering factor should actually be held as small as possible, or typically close to unity, while the capacitor tapering factor should be as large as possible, in order to minimize coefficient sensitivity. We shall later see that when ideal tapering for filter orders higher than two is not possible, the optimum solution is to make the -values equal, (i.e., for the third-order case:
) and as large as possible. In general a value between 2 and 5 is sufficient to provide a significant degree of insensitivity to all component tolerances.
In Fig. 7 , amplitude response curves for a third-order Butterworth and Chebyshev filter are shown. The capacitor scaling factor was varied from 1 to 5. The resistor scaling factor could not be freely chosen; it was determined by the design equations. Just how the design equations constrain the resistive scaling factor will be discussed in Section IV. Monte Carlo runs with 5% flat-distribution, zero-mean resistors and capacitors were carried out. Clearly, the circuits with tapered capacitors (i.e., and ) are considerably less sensitive to component tolerances than the nontapered circuits.
IV. DESIGN EQUATIONS FOR SECOND-AND THIRD-ORDER IMPEDANCE-TAPERED ALLPOLE FILTERS
In this section we present the design equations for tapered second-and third-order filters. Unfortunately, the equations for higher-order filters still defy a satisfactory closed-form solution. However, the combination of impedance-tapered second-and third-order sections, which can be cascaded to provide any desired filter order, is already a great improvement in terms of component sensitivity, compared to a nontapered equivalent filter, while remaining modest in terms of required power. Thus, for example, up to sixth-order filters can be realized with two, up to ninth-order with three, twelfth-order with four, fifteenth-order with five amplifiers, and so on.
A. Second-Order Allpole Filters
We start out with the second-order low-pass filter shown in Fig. 3 . Its transfer function is given by (3.2) to (3.4) . With the tapering factors in (3.7) and with (4.1) we obtain for the coefficients of (4.2)
In practice, and or, equivalently, and will be given by the filter specifications. From these quantities, and possibly some additional constraints, such as input resistance level, maximum or minimum acceptable capacitor values, etc., we must determine and . From (4.2), we obtain and must both be positive, and which is, in general, the gain of a noninverting opamp, must obey the constraint (4.5) Thus, the denominator of (4.3) and (4.4) must be larger than zero, resulting in the constraint that (4.6) Because of (4.5), the expression under the square root will always be positive.
As we shall see below, impedance tapering may be only one consideration necessary for the minimization of active filter sensitivity, namely that of minimizing for sensitivity to passive components. Minimizing sensitivity to active elements in the filter circuit has been shown to require the minimization of the gain-sensitivity product [6] , [7] . This and other considerations Thus, the required gain increases with increasing and decreases with increasing .
In general, rather than having the amplifier gain in the numerator of , a more general factor is used [see (3.
2)] which, in the case of a low-pass filter, is essentially the dc forward gain. Clearly, will be proportional to but may well have a different value. Thus, if the specified gain factor does differ from the value obtained in (4.8), then additional circuit techniques, discussed in 4) below, must be applied to obtain the required .
Consider the following practical example. Suppose that kHz pF (4.9)
From (4.7) we obtain k . Assuming an impedancetapering factor we obtain from (4.8) . Referring to Fig. 3 , the resulting filter has the values given in line 1 of Table V. For the equivalent circuit with and, consequently, with much higher sensitivity to component tolerances, we obtain and the values given in line 2.
2) Combining Gain-Sensitivity-Product Minimization with Partial Impedance Tapering: It is well known that in order to minimize the sensitivity of filter characteristics to tolerances of the gain elements, the gain-sensitivity product (GSP) of the filter should be minimized [6] , [7] . In [7] , well-proven biquadratic filter circuits ("biquads") and the corresponding design flow-chart listings are given. In the design programs, the specifications in terms of pole and zero frequencies and Q's is admitted as input, and the circuit with the minimum GSP results as output. In most of the circuits, one additional degree of freedom is available, namely the values and ratio of two (or three) capacitors. In the present context this permits the implementation of partial impedance tapering (namely with respect to the capacitors of the circuit) while, at the same time, minimizing the GSP. The latter will rarely, if ever, permit ideal impedance tapering (i.e., ); since the resistor values are selected such as to minimize the GSP they will only rarely coincide with the condition for ideal impedance tapering. Thus, the resulting circuits will, in general, have and . Let us now reexamine the previous example from this point of view.
Referring to [7] , we use the so-called low-pass medium-Q (LP-MQ) circuit, which essentially corresponds to the circuit in Fig. 3 (see [7, p. 52] of is equal to 1.85. Referring to Fig. 3 , we obtain (4.10)
These values correspond to those given in the third line of Table V . Monte Carlo runs were carried out for this circuit and compared with those of an ideally impedance-tapered circuit designed for the same specifications (i.e., line 1, Table V) . The results for the latter, i.e., the circuit with capacitive impedance tapering and minimum gain sensitivity product, were somewhat better than those of the former. However, the difference is not very large, particularly when compared with the much inferior nontapered circuit (Table V, line 2) . From this and other examples, it appears that ideal impedance tapering, and capacitive impedance tapering with GSP minimization, produce approximately the same improvement, although the latter is to be preferred if the choice is available.
3) Partial Impedance Tapering with Equal Resistors ( ):
In some cases, it may be desirable simply to use equal resistors in the circuit of Fig. 3, i. In fact, if anything, the -circuit was found to be somewhat superior to that of line 3. This is not surprising, if we reconsider the general sensitivity expressions given in Table I . Since some of the sensitivities are proportional to others to setting is an optimum compromise. Thus, in summary, for the general second-order allpole low-pass filter of Fig. 3 , capacitive impedance tapering with either equal resistors ( ), or resistor values selected for GSP-minimization, provide circuits with minimum sensitivity to the component tolerances of the circuit. It can be shown that the same strategy for desensitization to component tolerances holds also for all other allpole filters, e.g., highpass and bandpass filters. It also holds for biquads with finite zeros; there, however, the tapering must be carried out on so-called potentially-symmetrical bridged-T or twin-T circuits [6] , [8] .
4) The Gain Factor : As pointed out above, the dc forward gain of the filter transfer function, as in (3.2), will generally not coincide with the amplifier gain required to obtain and . The gain factor may be specified by the filter designer, but the amplifier gain is determined by the general expression for [see (4.2)] or, for ideal impedance tapering (i.e., ), by (4.8). Thus, the value of cannot be freely chosen; it depends on the scaling factors and and on the specified pole Q, whereas the overall dc filter gain may very likely be required to have a different value. Fortunately, there are various schemes for the decoupling of and [6] , one of which will be presented in what follows.
Consider the partial output circuit shown in Fig. 8(a) . The output voltage level is determined by the output voltage source, which also determines the voltages and at the ends of two arbitrary admittances and . Assume now that we wish to have a -times larger output voltage, while leaving the terminal voltages and unchanged. In terms of our filter, this implies that (4.14) where
. A glance at Fig. 8(b) shows that with the addition of two admittances this can readily be achieved; the loading on terminals and remains unchanged, whilst the resulting voltage dividers require a -times larger output voltage. By definition, and the additional components are positive. Applying this transform to the RC output configuration shown in Fig. 9(a) , we obtain the configuration in Fig. 9(b) . Note that, although the number of capacitors is increased by one, the total capacitance remains unchanged. The two resistors are larger than the original but their value can be reduced by introducing a resisitive into the network, such that only a part of is transformed (see [6] ). Consider now the impedance-tapered filter in Fig. 3 , whose gain is equal to 2.05 (see Table V , line 1). Assuming that we desire a dc gain i.e., we obtain the corresponding circuit shown in Fig. 10 . Note that pF pF and pF. Another closely related method of obtaining is by simply using a reasonably low-impedance voltage divider at the amplifier output such that times the output voltage can be tapped off and fed back into the circuit [see Fig. 9(c) ]. Since the amplifier's output impedance is roughly equal to the Thevenin-equivalent output impedance divided by the loop gain, the driving capability of the amplifier will not be significantly affected as long as the loop gain is sufficiently large. However, the open loop gain is now decreased by a factor of so that the error introduced by finite amplifier gain is increased. Consequently, this scheme should be used only for relatively small values, corresponding to a gain enhancement of, say, less than 10 dB. If the desired value is less than unity, i.e., then a resistive voltage divider can be inserted at the input of the network, as shown in Fig. 11 . In this case and i.e., and . Since is, in this case, less than unity, is always positive.
B. Third-Order Allpole Filters
Here we consider a third-order low-pass filter as shown in Fig. 6 . The transfer function is given by (3.10) and (3.11); in general the amplifier gain in the numerator should be replaced by the more general . The coefficients in terms of the circuit components are given by (3.12)-(3.14). With the tapering expressions shown in Fig. 6 and with we obtain the following relations between the transfer-function coefficients, tapering factors, design frequency and gain (4.15)
As we shall see below, is an important design parameter, whose value determines the realizability of a third-order filter.
Before going to the ideal impedance-tapering case, i.e., the case for which and we shall solve the general case in which , and are given, and , and must be found. It is useful to normalize the coefficients with respect to the design frequency thus (4.16) and in general (4.17) where is the order of the filter transfer function . After some calculation, we obtain the following three equations for Since must be positive and real, it follows that the discriminant of the quadratic equation (4.18) must be greater than zero, thus (4.21)
In [9] , it is shown that the necessary and sufficient conditions for to be real and positive result from (4.21) in the form of an upper-and in some rare cases also lower-bound on the design frequency . Thus The upper bound depends mainly on the polarity of the coefficient in (4.18), and to some extent also on the polarity of the coefficient . The main results of the realizability conditions for an impedance-tapered third-order low-pass filter are summarized in [9, Table I ]. Two main conditions are derived in [9] . The first (Condition I) requires that the coefficient . This results in the requirement that the design frequency is less than an upper-bound frequency . Furthermore, must also be less than a second boundary frequency . Thus the upper bound on for Condition I is the smaller of the two design frequencies, and (4.23)
Should, for some reason, be required to be larger than then the coefficient is negative, and Condition II is valid. As shown in [9] , this condition is far more confining than Condition I and should, if possible, be avoided.
A realizability condition for the product is also derived in [9] . This product is shown to also depend on namely
This condition implies that for ideal impedance tapering, in which case we must have (4.24b)
Whether, and how, these conditions can be fulfilled depends entirely on the coefficients of the specified filter. Finally, in [9] , bounds on guaranteeing both that be real and positive, and that the gain be larger than or equal to unity, are shown to be (4.25) where it is understood that the contained in and obeys the inequality in (4.22).
Design Examples:
In what follows, we go through some filter design examples that are summarized in Table VI. Consider the amplitude tolerance limits of the third-order Chebyshev low-pass filter, and the coefficients of the thirdorder transfer function satisfying these specifications (see Table VI , line 3). For reasons given in [9] , we restrict ourselves to using Condition I wherever possible. In doing so, we obtain essentially the same value for and so that the upper bound on rad. Note that . Thus, with (4.24b), it follows that for the filter given by the coefficients in Table VI, (line  3) , ideal impedance tapering is not possible. This is because ideal impedance tapering requires that in which case, according to condition (4.24b), must be larger than unity.
We now go through the step-by-step design for the thirdorder Chebyshev low-pass filter satisfying the specifications given in Table VI , line 3, while at the same time obeying different types of impedance-tapering criteria.
1) Impedance Tapering of the Capacitors: For a capacitively impedance-tapered filter, the step-by-step design proceeds as follows:
i) Calculate : From [9, Fig. 6 ) and then calculating the resistor values by computing and . These depend on the choice of the design frequency which must always be smaller than . The latter depends on the desired filter transfer function and its coefficients. As was pointed out earlier, impedance tapering both the capacitors and the resistors for filters of higher than second order is possible only in rare cases, since the degrees of freedom necessary to satisfy a given set of filter specifications permit only the capacitors or the resistors to be tapered. The preceding examples have demonstrated that impedance tapering only the capacitors provides a significant improvement of the insensitivity to component tolerances. We shall now show that the alternative procedure, i.e., tapering only the resistors, is effective in the same way. To show this, we consider the Butterworth filter specified in line 1 of Table VI. The frequency response of this filter for various capacitive-impedance-tapering values and component tolerances was given in Fig. 7 . For this example we select . In what follows, we show how to design this filter, but with tapering of the resistors rather than the capacitors. The degree of desensitization to component tolerances obtained with this resistively-tapered filter is similar to that of the capacitively-tapered version shown in Fig. 7 . 1 Note that with an equivalent third-order Chebyshev low-pass filter, a loss of less than 0.5 dB at 75 kHz, and of at least 38 dB at 300 kHz, can be obtained (see line 3, Table VI ). Fig. 12 . Monte Carlo runs of the ten resulting third-order low-pass filters showed that the deviation from the ideal filter response becomes smallest for the value of in the region of . A glance at Fig. 12 shows that this corresponds to a ratio of i.e., for the case that . Interestingly enough, this is similar to the conclusion arrived at with second-order networks. For example, the second-order filter with seemed equally good, and possibly even slightly better than the filters designed for ideal impedance tapering (i.e., ). The reason given there, which is also valid here, is that because some of the sensitivities are proportional to and others to setting provides an optimum compromise. This corresponds, in the third-order case, to making . Thus, we conclude from this and other examples that the value to be selected is the one for which . Whether this is always true is difficult to tell. Nevertheless, experiments with numerous other thirdorder low-pass filters with capacitively tapered impedances, and the design frequency selected such that have invariably produced similar results. Presumably this is true only when "ideal-tapering" cannot take place, which is generally the case (i.e., whenever ). In any event, whether the one case (i.e., ideal tapering) is superior to the other does not seem very relevant, since the difference between the two appears to be minimal, and ideal tapering is rarely possible. Thus, the obvious choice is to take the simpler of the two alternatives. This choice which, more to the point, is generally realizable, is to make . 4) Impedance Tapering of the Capacitors with : As discussed above, the design equations (4.18)-(4.20) are implemented by selecting the design parameters and and then computing the remaining design parameters and . This is done by following the six-step design procedure outlined under 1) and 2) above. If we now let and select tapering values for and we can use (4.18)-(4.20) to compute and . We cannot compute these values explicitly, however, because the resulting polynomial equations in or are of sixth order, and therefore, are not directly solvable. Instead, we can compute the bounds on and then iteratively solve the equations until we have, more or less, . "More or less" is quite sufficient here, since the optimum for which the component sensitivities are minimum is relatively broad. The resulting design procedure is summarized in the following design steps. As in one of the previous illustrative examples, we shall again use the specifications for the third-order Chebyshev filter specified in line 3 of the real root of which is ( ). The fourth value used for the Monte Carlo analysis was our "optimum" value designated , i.e., the one for which as found by the TAPERCALC program. For all the examples, the Monte Carlo runs for showed the smallest sensitivity to component tolerances. These were followed by those for which provided similarly good results. As pointed out above, the optimum range for seems to be relatively wide, i.e., in the range between and . However, since the radian frequency is invariably smaller than it is the recommended value to use. This is because it is generally desirable for the design value to be as small as possible, since this permits a larger input RC product, i.e., to be used. A larger provides a higher input impedance to the filter, which is generally advantageous; a larger permits larger tapering factors and to be used, without becoming so small that it is comparable in value to the parasitic capacitance of the circuit.
V. CONCLUSION
A procedure for the design of allpole filters with low sensitivity to component tolerances has been presented. The filters are based on RC ladder structures combined with single operational amplifiers. The filter amplifier provides a low output impedance and supplies positive feedback in order to obtain pole Q's larger than 0.5, i.e., complex-conjugate poles. It is shown that by the use of impedance tapering, in which L-sections of the RC ladder are successively impedancescaled upwards, from the driving source to the amplifier input, the sensitivity of the filter characteristics to component tolerances can be significantly decreased. Various schemes for this newly introduced concept of impedance tapering are presented. Detailed design equations for second-and third-order low-pass filters are given. The extension to other types of allpole filters, i.e., high-pass and bandpass, follows precisely the same principles as those presented here, and will be reported on shortly. Although the concept of impedance tapering for allpole filters of the same topology, but higher than third order, is perfectly valid and will have the same beneficial results, closed-form design equations cannot be derived for higher than third-order-filters. Equi-valued resistor and capacitor filter circuits for Butterworth and Chebyshev filters up to sixth-order have, in fact, been published, but their desensitization to component tolerances by impedance tapering can be accomplished only by iterative procedures. However, with the design methods presented here, higher order lowsensitivity allpole filters can be obtained by cascading secondand third-order low sensitivity (i.e., impedance-tapered) filter circuits. Since practical experience has shown that in a large segment of applications, the required filter order is between two and, say, five, the design methods outlined here should be broadly applicable. This all the more, since the circuit topology of the filters dealt with are basically conventional. Indeed, it is merely by the judicious choice of component values such that impedance tapering is achieved that the significant desensitization to component tolerances is obtained. The design procedure therefore adds nothing to the cost of conventional circuits; component count and topology remain unchanged, whereas the component values, selected for impedance tapering, account for the considerable decrease in component-tolerance sensitivity.
