A Randomized Approximation Scheme for Metric MAX-CUT  by Fernandez de la Vega, W. & Kenyon, Claire
531⁄ 0022-0000/01 $35.00© 2001 Elsevier Science (USA)All rights reserved.
Journal of Computer and System Sciences 63, 531–541 (2001)
doi:10.1006/jcss.2001.1772, available online at http://www.idealibrary.com on
A Randomized Approximation Scheme for
Metric MAX-CUT
W. Fernandez de la Vega and Claire Kenyon
CNRS, LRI, bat. 490, Université Paris Sud, 91405 Orsay Cedex, France
E-mail: lalo@lri.fr, kenyon@lri.lri.fr
Received March 3, 1999; revised March 31, 2000
Metric MAX-CUT is the problem of dividing a set of points in metric
space into two parts so as to maximize the sum of the distances between
points belonging to distinct parts. We show that metric MAX-CUT is
NP-complete but has a polynomial time randomized approximation scheme.
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1. INTRODUCTION
1.1. Background
MAX-CUT, the problem of finding a 2-partition of the vertices of a (possibly
weighted) graph which maximizes the number of edges (or sum of edge weights)
across the partition, has recently attracted a lot of attention. It has been known for
a long time that this basic optimization problem is NP-hard [13] but has a
(straightforward) .5-approximation algorithm [23]. The best approximation in the
general case is a recent exciting .87856-approximation algorithm due to Goemans
and Williamson [14, 15], building upon previous work [7, 8, 22]. Unfortu-
nately, there is not much room for improvement since the problem is Max-SNP-
hard [21], and hence [4] has no e-approximation scheme if P ]NP. Thus one is
led to consider restricted versions of MAX-CUT. In [3, 9], polynomial time
approximation schemes were presented for dense unweighted graphs, i.e. graphs
with W(n2) edges, and in [10], dense weighted instances are dealt with. Related
results also appear in [16, 12].
In this paper, which is a development of [11], we focus on metric instances of
MAX-CUT, when the vertices correspond to points in metric space, the graph is the
complete graph, and edge {x, y} has a weight equal to the distance between x and
y. Our main result is that metric MAX-CUT has a Polynomial Time Approxima-
tion Scheme.
Metric MAX-CUT is mentioned by Bern and Eppstein in [18, chapter 8], in
relation to clustering problems. Following his presentation, we loosely define a
2-clustering problem as given by a set X of points in some metric space and seeking
the ‘‘best’’ partition of X into two clusters. To measure the quality of the partition,
some criterion is applied to each cluster individually. Some criterions for which
polynomial-time algorithms exist are the diameter [6, 17] and the variance [5, 19],
but there is no polynomial-time algorithm known for minimizing the sum of
pairwise distances, which is equivalent to maximizing the sum of distances between
points in different clusters, i.e. to metric MAX-CUT. Thus Bern raises the question
of designing an efficient approximation algorithm for metric MAX-CUT, which is
answered in this paper. Of course, this does not imply a PTAS for minimizing the
sum of pairwise distances within each side of the cut. A PTAS for this problem was
recently obtained by Indyk [20].
Our proof uses a reduction of Metric MAX-CUT to dense weighted MAX-
CUT.D Dense refers usually to the 0, 1 case. Recall that a family of instances of a
problem with o, 1 weights is said to be dense if the corresponding graphs have
average degree at least cn where c is a constant and n denotes the number of ver-
tices of the instance. A PTAS for dense instances of MAX-CUT where found
independently by Arora, Karger and Karpinski [3] and Fernandez de la Vega [9].
Actually, we will reduce metric MAX-CUT to an instance of ordinary MAX-CUT
in which the maximum weight exceeds the average weight by at most a constant
factor. It is almost immediate to check that the algorithms for dense 0, 1 MAX-
CUT work for this case with trivial modifications. We refer to [10] for a more
general definition of dense weighted instances.
1.2. The Results
The following theorem is due to Luca Trevisan.
Theorem 1. Metric MAX-CUT isNP-complete.
Proof. The proof is a reduction from MAX-CUT. Consider an instance G of
MAX-CUT with n vertices. Create a new graph GŒ with 2n vertices by taking two
independent copies G1 and G2 of G. Create a new weighted complete graph H with
2n vertices by giving weight 2 to every edge which was present in GŒ and weight 1 to
all other edges. H is now a metric graph, and it is easy to see that maximum cuts of
H correspond to taking a maximum cut (A, B) of G1 and the complementary
maximum cut (B, A) of G2. If the maximum cut of G has value v, then the
maximum cut of GŒ has value 2v and the maximum cut of H has value 2v+n2. This
completes the reduction. L
We now state our approximation theorem.
Theorem 2. Metric MAX-CUT has a Polynomial Time Approximation Scheme
(PTAS), i.e. for any given e > 0, there is a randomized algorithm which takes as input
a discrete metric space given by its distance matrix, runs in time polynomial in the size
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of the space, and outputs a bipartition whose value is at least (1− e) times the value of
the maximum cut.
One may contrast this result with the situation for the Traveling Salesman
Problem (TSP): as is the case for MAX-CUT, the TSP problem is Max-SNP-hard
[21], but even the metric version of TSP is also Max-SNP-hard. On the other
hand, the Euclidian version of TSP has a PTAS in small dimension [1, 2] while
remaining Max-SNP-hard in high dimension [24].
In the Euclidian case and in small dimension, we have a different algorithm
which is also a PTAS. Since it is direct, deterministic, and quite natural, we consider
it of independent interest, and present it in Section 2.
1.3. Proof Techniques
In the Euclidian case, the algorithm is based on changing coordinates by moving
the origin to the center of gravity of the point set, using polar coordinates, suitable
rounding to simplify the point set, and using brute force to solve the simplified
instance.
In the general metric case, we will obtain our approximation theorem as a
consequence of the following reduction.
Theorem 3. Approximating Metric MAX-CUT reduces to approximating Dense
MAX-CUT.
Actually, as mentioned before, we will reduce metric MAX-CUT to an instance
of ordinary MAX-CUT in which the maximum weight exceeds the average weight
by at most a constant factor.
In fact the main idea of the reduction is the following. Let us first see what
problem is raised by a naive adaptation of dense graphs algorithms to metric MAX-
CUT. The first step usually consists in taking a constant size sample of the vertices.
In the dense graphs setting, all significant vertices have the same number of edges
(up to a constant factor), hence contribute the same number of edges to MAX-
CUT (up to a constant factor), hence a sample of constant size is sufficient to get
a fairly good picture of the whole graph. In the metric setting, the situation is
completely different. Outliers (points really far from the rest of the set) may
contribute much more to MAX-CUT than other points. A constant size sample is
bound to miss the few outliers, and examining the sample will not give good
information about MAX-CUT. Thus a naive adaptation of the dense graph algo-
rithm to metric MAX- CUT is doomed. The solution to this problem is simple: the
critical observation is that the contribution of a point x to MAX-CUT is roughly
proportional to the average distance from x to the rest of the set. Thus in the metric
setting one should not use a uniform sample of the set of points, but a biased
sample, where the probability of taking x in the sample is proportional to the
average distance from x to the rest of the set. This is the key to our algorithm. In
practice, we create a ‘‘graph of clones’’ obtained by duplicating each vertex a
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number of times proportional to its distance to the rest of the set, and perform a
uniform sample on the graph of clones.
The analysis uses two main observations: one, that up to a small constant
factor, solving metric MAX-CUT reduces to solving MAX-CUT on the (suitably
weighted) graph of clones; two, that this graph is a dense instance of MAX-CUT.
Both proofs rely on the triangular inequality.
1.4. Open Problems
Reasonable extensions would include trying the same approach to solve other
optimization problems of a similar flavour: bisection and cutting into k parts for
example.
1.5. A Few Notations
Throughout the paper, we denote by d(x, y) the distance between two points x
and y. X is our set of n points. MAXCUT(X) denotes the value of an optimum cut
of X.
2. THE EUCLIDIAN CASE
In the Euclidian case, when the dimension of the underlying space is fixed, a
PTAS for MAXCUT can easily be obtained. Here, we describe the PTAS for MAX-
CUT in the plane. The cases of higher dimension are completely similar (replacing
polar coordinates by spherical coordinates).
2.1. The Algorithm
The algorithm is the following.
Input: A set X of n points in the Euclidian plane.
1. Scale the problem so that the average interpoint distance is equal to 1.
2. Compute g=;x ¥X x/n, the center of gravity of X.
3. If (d(x, g), h(x)) denote the polar coordinates of x w.r. to g, define the
domains
Dr, k=˛x ¥ R2 : e(1+e) r−1 [ d(x, g) < e(1+e) r and
kpe [ h(x) < (k+1) pe
ˇ ,
where r \ 1 and 0 [ k < 2p/e. Let
D0={x ¥ R2 : d(x, g) < e}.
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4. Construct a point (multi)set XŒ obtained by replacing each element of
X 5 Dr, k by yr, k, the point with polar coordinates d(yr, k, g)=e(1+e) r−1
and h(yr, k=kpe. Hence yr, k has multiplicity equal to the number of points
of X 5 Dr, k. Moreover, each element of X 5 D0 is replaced by g.
5. Solve MAXCUT on XŒ by doing exhaustive search on the family of all
cuts such that points which have the same coordinates are placed on the
same side of the cut.
Output: the corresponding cut of X.
2.2. Analysis of the Running Time
The running time of the algorithm is clearly polynomial, with the possible excep-
tion of the exhaustive search. The running time of the exhaustive search is expo-
nential in the number of non-empty domains Dr, k. The following lemma will help
up analyze this quantity.
Lemma 1. Let dmax=maxx, y ¥X d(x, y) denote the diameter of the point set. Then
the sum of all interpoint distances is at least
C
{x, y} …X
d(x, y) \ (n−1) dmax.
Proof. Let x0, y0 be such that d(x0, y0)=dmax is maximum. Let XŒ be obtained
from X by orthogonal projection onto line (x0 y0): this can only decrease distances
while keeping dmax unchanged. By definition of dmax, all points of XŒ other than x0
and y0 must lie between x0 and y0, and it is easy to see that the sum of all distances
is minimized when all the points of XŒ0{x0, y0} are equal. Then the sum of all
interpoint distances is exactly (n−1) dmax, hence the lemma. L
Corollary 1. If the average interpoint distance of X is 1, then the diameter of X
is at most n/2.
Thus every point is at distance at most n/2 from g. Now, if a domain Dr, k con-
tains points of X, it must be the case that e(1+e) r−1 [ n/2, or in other words, that
r [ 1+log1+e(n/2e). The total number of non-empty domains, including D0, is than
at most 1+(1+log1+e(n/2e)) 2p/e, and the number of cuts that needs to be
examined is thus at most nO(1/e
2). This dominates the total running time of the
algorithm.
2.3. Analysis of Correctness
In this section, we will show that the cut output by the algorithm is close to
optimal.
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First, it is easy to see that if x and y are two points of XŒ which have the same
coordinates, then there is a maximum cut of XŒ which places them on the same side
of the cut (otherwise, moving either x or y to the other side would improve the cut).
Thus the algorithm does indeed compute MAXCUT(XŒ).
The main question is thus comparing MAXCUT(XŒ) to MAXCUT(X). The idea
is that points do not move very far when going from X to XŒ. In fact, if
x ¥X 5 Dr, k, then x is moved by at most the diameter dr of Dr, k, which satisfies
dr [ e(1+e) r− e(1+e) r−1+e2(1+e) r p
[ 5e2(1+e) r−1
[ 5ee(1+e) r−1
[ 5ed(x, g).
On the other hand, if x ¥ D0, then x is moved by at most e. Clearly, moving one
point x at distance d from its original position does not change the value of the
optimum cut by more than d(n−1). Thus
|MAXCUT(XŒ)−MAXCUT(X)| [ en(n−1)+5e(n−1) C
x
d(x, g).
Lemma 2.
C
x ¥X
d(x, g) [ n/2.
Proof. It is easy to see that
d(x, g) [
1
n
C
y ¥X
d(x, y).
In one dimension this is clear; in higher dimension it suffices to perform a
orthogonal projection of X onto line (xg), which does not affect the left-hand side
and can only decrease the right-hand side. Summing over all x yields the lemma. L
Using the lemma, we get
|MAXCUT(XŒ)−MAXCUT(X)| [ 4en2.
The expected value of a random cut of X is n(n−1)/4, and so
|MAXCUT(XŒ)−MAXCUT(X)| [ 17eMAXCUT(X);
hence the algorithm is a PTAS.
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3. THE GENERAL METRIC CASE
3.1. Notations and Definitions
We need a few important definitions.
Let X be a set of n points in a metric space. The value of a partition (or cut)
(A, B) of X is the sum of the distances between points of A and points of B.
Definition 1. The weight wx, of x ¥X is defined as: wx=;y ¥X d(x, y). The
total weightW of X is defined as:W=;x ¥X wx.
Again we assume that the average inter-point distance is equal to 1, i.e., that
W=n(n−1).
Definition 2. We define a weighted graph GŒ=(XŒ, EŒ), where:
— The vertex set XŒ is the set of clones; each point x ¥X is cloned to create
NwxM identical points of XŒ,
— The edge set EŒ is defined as follows. For each pair xŒ, yŒ where xŒ is a clone
of x, and yŒ, a clone of y, there is the edge between xŒ and yŒ with weight
exŒyŒ=d(x, y)/(wxwy).
3.2. The Algorithm
The algorithm is very simple.
Input: A discrete metric space X of size n with distance function d.
1. Scale d so that ;x ¥X ;x ¥X d(x, y)=n(n−1).
2. Construct the graph of clones GŒ=(XŒ, EŒ).
3. Apply the dense weighted MAX-CUT approximation scheme from [10] to
GŒ, so as to get a cut (AŒ, BŒ) of XŒ.
4. Construct a cut (A, B) of X by doing the following for each x ¥X in an
incremental manner:
• Let xŒ ¥XŒ be any clone of x, let ax=;zŒ ¥ AŒ exŒzŒ and bx=;zŒ ¥ BŒ exŒzŒ.
• If ax < bx then put x in A and let move all the clones of x to AŒ, otherwise
put x in B and move all the clones of x to BŒ.
Output: Cut (A, B) of X.
3.3. The Analysis
We will need the following lemma.
Lemma 3.
-x ¥X, W [ 2nwx.
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Proof. By the triangular inequality, d(y, z) [ d(y, x)+d(x, z). Summing over
all y, z ¥X gives the statement of the lemma. L
Since we have scaled the problem to instances where W=n(n−1), the weight of
any x is at least (n−1)/2 and the lemma below follows immediately.
Lemma 4.
-x ¥X, NwxM \ wx(1−1/n).
The theorem below reduces MAX-CUT on X to MAX-CUT on its graph of
clones.
Lemma 5.
MAXCUT(X) 11− 2
n−1
22 [MAXCUT(XŒ).
Proof. Consider an optimal cut (L, R) of X, and let (LŒ, RŒ) be the induced cut
of XŒ (where LŒ contains all the clones of elements of L and RŒ contains all the
clones of elements of R). We have
Value(LŒ, RŒ)= C
xŒ ¥ LŒ, yŒ ¥ RŒ
exŒyŒ
= C
x ¥ L, y ¥ R
NwxM NwyM
d(x, y)
wxwy
[ C
x ¥ L, y ¥ R
d(x, y) 11− 2
n−1
22
=MAXCUT(X) 11− 2
n−1
22,
where the inequality follows from Lemma 4. Since the optimum cut of XŒ is at least
as good as (LŒ, RŒ), this proves the theorem. L
Lemma 6. If (AŒ, BŒ) is any cut of XŒ, and (A, B) is the cut of X obtained from
(AŒ, BŒ) by proceeding as in step 4 of the algorithm, then the value of (A, B) is greater
than or equal to the value of (AŒ, BŒ).
Proof. Let A −x denote the set of clones of x which belong to AŒ and B −x denote
the set of clones of x which belong to BŒ. Using the notations of the algorithm and
assuming that we are in the case ax < bx (that is, when the algorithm places x in A),
we have
Value(AŒ 2 B −x, BŒ0B −x)=|B −x | (bx−ax) \ 0.
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Thus the cut (AŒ 2 B −x, BŒ0B −x) of XŒ is at least as good as (AŒ, BŒ) and has all
clones of x on the same side. Repeating this for all x ¥X in an incremental fashion,
we obtain a cut (Aœ, Bœ) of XŒ which is at least as good as (AŒ, BŒ) and which has
all clones of elements of A in Aœ and all clones of elements of B in Bœ. Them
Value(AŒ, BŒ) [ Value(Aœ, Bœ)
= C
xŒ ¥ Aœ, yŒ ¥ Bœ
exŒyŒ
= C
x ¥ A, y ¥ B
NwxM NwyM
d(x, y)
wxwy
[ Value(A, B),
which concludes the proof of the theorem. L
All that remains now is to show that (XŒ, EŒ) is a dense weighted graph.
Lemma 7.
max
xŒ, yŒ ¥XŒ
(exŒyŒ) [
4
(1−2/(n−1))2
;xŒ, yŒ ¥XŒ exŒ, yŒ
|XŒ|2 .
Proof. First note that
|XŒ|= C
x ¥X
NwxM [W.
Thus the average value of a random entry of the adjacency matrix EŒ is
;x, y ¥X NwxM MwyM d(x, y)/(wxwy)
|XŒ|2
[
(1−2/(n−1))2W
W2
=
(1−2/(n−1))2
W
,
where we have used Lemma 4.
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Now, take an arbitrary entry of EŒ. Using the triangular inequality, we can
bound it as follows:
d(x, y)
wxwy
[
1
n
C
z
(d(x, z)+d(z, y))
wxwy
=
1
n
wx+wy
wxwy
=
1
nwy
+
1
nwx
[
4
W
,
where the last inequality follows from Lemma 3.
This implies the theorem. L
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