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Abstract—The paper considers the development of a mission
planning system for a so-called ‘non-cooperative’ multi-agent
network. The network comprises two classes of agent: primary
mission agents and relay agents. The primary mission agents
have predefined tasks to execute and operate autonomously
within the field of operation. Although these agents operate
independently, from a mission planning perspective the base
station is required to maintain contact. In order to ensure
this, relay agents are employed under the direct command of
the base station with the objective of maintaining connectivity.
This paper proposes an architecture to control the relay
agents in such a way that connectivity, as measured in terms
of the Fiedler eigenvalue, is maximized subject to the cost
of moving the relay agents. A model predictive control-like
layer is used to generate a set of way-points to position the
relay agents at specific places at specific instances of time to
maximize connectivity. These way-points are then converted
into continuous time paths for the relay agents to follow. A low
level sliding mode controller implemented on each relay agent
ensures that the proposed path is followed in a robust fashion.
I. INTRODUCTION
The use of Mobile ad hoc networks (MANET) is becoming
prevalent in military engagements, civilian law enforcement,
rescue and disaster management and homeland security op-
erations [8]. In most of these scenarios, the task teams are
starting to depend on mobile agents (air, sea, and ground)
equipped with sensors and novel communication facilities. At
any instant of time, this situation can be interpreted in terms
of a graph, in which the mobile agents are the nodes and
the capability to communicate with other agents constitutes
the edges of the graph. Since the agents move position as
the operation progresses, the underlying graph is also time-
varying in nature. Factors that drive these network changes
include:
• the type of data which needs to be communicated (e.g.,
text, voice or video data transmission)
• physical changes in the location of the agents/nodes
• failures of network nodes
Usually while the operation is in progress, the main base sta-
tion where the Mission Planner is located needs to maintain
coordination among these agents/nodes. However, typically
Christopher Edwards is affiliated to CEMPS, University of Exeter, Exeter,
EX4 4QF, UK. c.edwards@exeter.ac.uk
Prathyush P. Menon is affiliated to CEMPS, University of Exeter, Exeter,
EX4 4QF, UK. P.M.Prathyush@exeter.ac.uk
Yuri Shtessel is affiliated to Department of Electrical Engineer-
ing, University of Alabama at Huntsville, Huntsville, Alabama,USA.
shtessel@ece.uah.edu
Alexander Bordetsky is affiliated to the Naval Postgraduate School,
Monterey, USA. abordets@nps.edu
the prime focus of the individual agents/nodes is to carry
out certain assigned tasks, and while doing this they do not
necessarily concern themselves with “connectedness”, and
also do not necessarily ‘cooperate’. This is quite different
from much of the existing multi-agent system scenarios
associated with coordinated control, tracking and monitoring
[1], [2], [3], [4]. In most of these works, each agent achieves
a local goal, and then ensures network coordination by
adapting its movements to meet the global goal through
information exchange and cooperation in a collective manner.
That said, similar problems have been considered in the
robotics literature – for example [5] – which considers
coverage control problem whilst maintaining formation and
connectivity amongst the agents. Also there are parallels
with the problems studied in [6], [7] for example, which
are concerned with the placement of relay nodes in wireless
sensor networks to preserve connectivity.
In this paper, the agents in a mobile sensor network
perform mission tasks (foraging, estimation, surveillance,
etc). The precise task is not particularly important although
later a specific real scenario will be used as a demonstrator
to validate the proposed methodology. These agents will be
referred to as primary mission agents (PA) and they are
not obliged to maintain connectivity – as defined in terms
of a proximity measure. To preserve connectivity additional
agents will be deployed for the explicit purpose of ensuring
connectivity among all the agents in the field of operation.
This collection of agents which are commanded directly from
the main base station will be termed relay agents (RAs). This
paper will consider an architecture formed from different
control layers which aims to maintain (or even recover)
connectivity in this scenario by means of the relay agents.
Initial work considering this so-called ‘non-cooperative’ sce-
nario was published in [10]. The work described in these
early papers used sliding mode observers to estimate the
evolution of the positions of the primary mission agents
over a chosen time horizon and used this information to
predict possible breakdowns in communication based on pure
Euclidean distance. If a loss of communication was predicted
additional agents were dispatched to reach the mid-point
between the two agents expected to lose connectivity at an
appropriate time.
The contribution of this paper is to propose a two tier
architecture to solve the problem of preserving connectivity
in non-cooperative multi-agent mesh networks. The higher
level tier, based on the predicted position of the primary
mission agents over a finite time horizon will generate way-
points (based on the minimization of a cost function that
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includes a reciprocal to the Fiedler eigenvalue of the graph
Laplacian)from which a real-time path can be generated for
the relay agents. The approach to create the way-points
that will be adopted may be thought of as a form of
model predictive control. These way-points are then used
to compute feasible smooth paths for the agents to follow.
Subsequently lower level controllers will ensure the relay
agents robustly follow the path generated from the supervi-
sory level, by exploiting the invariance properties of sliding
mode controllers [18].
II. PROBLEM FORMULATION
In this paper a 2-D plane is considered as the field of
operation. Two types of agents operate in this plane with
quite different agendas: a) co-called primary mission agents
(PAs) and b) so-called relay agents (RAs). Assume that at
a particular time, a set of nu identical primary mission
agents (PAs), Ξu = {1, .., nu} are present. These operate
autonomously out of the remit of control of the base station,
and their future behaviour is not known in advance and
cannot be modified. However the position of these agents
is continuously monitored by the base station via a GPS
system. In this paper the primary mission agents are denoted
by the subscripts (.)u. Let the dynamics of the i
th primary








for i = 1, .., nu. In (1) and (2) the constants bx and by are
known gains whilst the ordered pair (qiux, q
i
uy) represents the
(absolute) longitudinal and lateral position of the ith PA in
the field. It is assumed that the acceleration information in-
corporating modelling uncertainty and external disturbances
f i(t) := Col(f ix(t), f
i
y(t)) ∈ IR
2 is unknown. However the
signals f(t)i are assumed to be bounded. It is assumed that
(absolute) position information of the primary mission agents
is available at every instant of time to the base station.
In addition a collection of nc identical so-called relay
agents (RAs), Ξc = {1, .., nc}, are assumed to be available
to maintain connectivity among all the agents. Each of these











where bx and by are known constants and the signals ξ
i
represent uncertainty or disturbances to the agents. The terms
ξi are unknown but bounded and model external disturbances
arising from the environment in which the agents operate,
and need to be compensated for by the use of a robust low
level controller. They could represent uncertainty associated
with the gains bx and by or exogenous disturbances e.g. wind
gusts. Again the pair (qcx, qcy) represent longitudinal and
lateral positions, with the accelerations ui(t) taken as control
inputs. It is assumed that both position (qcx, qcy) and velocity
(q˙cx, q˙cy) information is locally available to develop control
laws for the RAs.
The collection of agents moving on a 2-D plane can be
viewed as an undirected dynamic graph Gt = (V , E(t), w(t))
with a common nonempty node set V and where t ∈ IR
represents time. The symbol E(t) refers to the edge set, a
subset of V ×V satisfying (k, k) /∈ E(t) for all t and k ∈ V .
The set V constitutes the nodes corresponding to the agents,
and E(t) denotes the time varying edge set where edges
are associated with pairwise proximity between nodes. Two
distinct nodes i, j ∈ Gt, i 6= j are said to be connected by
an edge if their planar Euclidean distance in the field is less
than certain threshold value depending on its sensing and
communication capabilities. Since the agents are moving in
a 2-D plane, an edge between the nodes - an element of
the edge set E(t) - can be interpreted as a potential function
based on the relative distance.
III. FORMAL PROBLEM DEFINITION
The aim of the autonomous primary mission agents (PAs)
is to undertake certain tasks e.g. foraging, surveillance or pa-
trolling etc. These agents are uncoordinated and are not con-
cerned with maintaining connectivity between themselves.
Consequently connectivity can be potentially lost at certain
points of time during the mission. However in addition to
these primary mission agents, so-called relay agents are
assumed to be present in the field of operation to act as
communication relay nodes. The controlled agents (RAs) can
be commanded to occupy optimal locations such that the
connectivity in the network is preserved.
In all that follows, a finite time window T is considered
with an associated sampling time τ such that
T = {tk = t0 + kτ, k = 0, . . . , N}
During this period of time connectivity is to be preserved.
To simplify the mathematical notation in the sequel, the































The PAs and RAs are assumed to follow the dynamics given
in (1)-(2) and (3)-(4). At time tk from knowledge of the
positions qu(tk) and qc(tk) a communication graph Gtk can
be computed by the Mission Planner (MP) in the command
centre at the base station. Based on this information, the
Mission Planner must process the GPS information about the
positions of all the agents and issue future path information
to the existing RAs in the field, plus make decisions as
to whether to deploy additional RAs (or possibly withdraw
existing RAs from the field which are deemed unnecessary).
An overview of the required functionality is described
below. At time t0 the following sequence of computations
are undertaken:
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• using existing position information qiu(t0) and estimates
for fˆ i(t0), generate predictions of the future positions
of the PAs qˆu(tk) for tk ∈ T , i.e. over a finite horizon
of N future steps.
• using the predicted positions {qˆu(tk)}
N
k=0 of the
PAs, compute N way-points {qic(t0), . . . , q
i
c(tN )} for
all RAs so that the associated predicted graphs
{Gt0 ,Gt1 , . . .GtN } have good connectivity, and the cost
of moving the relay agents qic(tk) 7→ q
i
c(tk+1) is taken
into account in a way that excessive movement is
penalized.
• From the way-points {qc(tk)}
N
k=0 optimal sets of paths
ri(t) : IR 7→ IR2 with the property that ri(t)|t=tk =
qic(tk) must be computed for each RA to ensure the
ith relay agent precisely arrives at the position qic(tk)
at time tk. The path could either be computed in a
distributed way by each agent, or centrally from the
mission planner. A robust control scheme implemented
on each agent ensures the optimal trajectory is followed,
despite the presence of exogenous disturbance (e.g.
wind gusts) and plant model mismatches.
Fig. 1. Overview of the architecture
The following sub-sections outline in detail the technical
approaches employed to realize the specifications above.
A. Prediction of the evolution of primary mission agents
The solution approach requires a prediction of the move-
ment of the PAs based only on position measurements. This
will be achieved via sliding mode techniques. It is assumed
the absolute longitudinal and lateral position measurements
of the PAs are available to the mission planner (MP) via a
GPS system and satisfy the dynamics in (1)-(2) A 2nd order
sliding mode approach will be adopted to estimate the states
and the unknown inputs f i := Col(f ix, f
i
y) simultaneously
and in finite time [12].
Specifically A second order super twisting structure ob-










































uy and the scalars
ki, i = 1, . . . , 8, are positive observer gains to be designed.
Note that, qiux and q
i
uy are the available longitudinal and
lateral position measurements of the ith agent. The observer
states vˆiux and vˆ
i





and sign represents the signum function. The estimation
error system is formed from eix and e
i















































It is argued in [13] that eix = e˙
i




y = 0 in












where sign(eix)avg and sign(e
i
x)avg represent the average
values the signum function must take on average in order
to maintain 2nd order sliding. The quantities sign(eix)avg
and sign(eix)avg can be approximated in real-time by
appropriate low pass filtering of the discontinuous switched
signals sign(eix) and sign(e
i
x) [18]. Consequently, from
(7) the quantities sign(eix)avg and sign(e
i
x)avg represent
estimates of the unknown inputs f i(t) := Col(f ix(t), f
i
y(t)).
This information can then be employed by the Mission
planner (MP) to make predictions about the future positions
of the PAs.
B. Connectivity assessment
A state dependent graph involving both the PAs and RAs
at time tk, will be denoted as Gtk . This will be constructed
from the position measurements of the agents present at time
tk (which become the nodes of the graph Gtk ). The edges
are formed by a proximity rule. If the distance between two
agents is within a fixed sensing range value, R, the edge
is assumed to be formed and the agents can communicate.
Furthermore as modelled in [15] the connectivity is assumed
to exponentially increase as the distance between the agents
decreases, up to a value r. For proximity levels below r the
connectivity is assumed to remain at its maximum value.
Associated with Gtk , a (state dependent) Laplacian matrix
[LGtk ]ij :=
{
−wij(tk), if i 6= j∑
k 6=i wik(tk), if i = j
(8)
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1 ‖dij(t)‖ < r
ǫ(r−dij(t))/(r−R) r ≤ ‖dij(t)‖ ≤ R
0 ‖dij(t)‖ > R
(9)
where ǫ, r and R are positive scalars that define the decay
of communication strength between agents [15], [16]. In (9),
the distance term
dij(t) := ‖q
i(t)− qj(t)‖2 ∀i 6= j (10)
where qi(t) is the position of the ith agent at time t (and
could be either a PA or RA).
Suppose at time t0, there are nu PAs and nc RAs present
in the field so that the Gt0 comprises n : nu + nc nodes.
Since LGt0 is always symmetric positive semi-definite, and
the eigenvalues of LGt0 are all nonnegative, the spectrum can
be written as
λ1(LGt0 ) = 0 ≤ λ2(LGt0 ) ≤ . . . ≤ λnua+nca(LGt0 )
where λ2(LGt0 ) represents the second smallest eigenvalue.
This quantity is known as the Fiedler eigenvalue and is
associated with the algebraic connectivity of the graph [9],
[15] and constitutes a measure of how connected the agents
are (based on the proximity). The term λ2(LG0) becomes
zero when G0 becomes disconnected, and the value increases
when the graph is ‘tightly connected’ [15]. Provided all the
agents are connected in some manner and there exists at least
one spanning tree; the rank of the Laplacian of G0 is n− 1
and λ2(LG0) 6= 0 .
C. Way-point Creation and Agent Deployment Decisions
At time t0, based on a prediction of how the positions of
the PAs evolve over T = {tk = t0 + kτ, k = 0, . . . , N} the
objective is to create a series of way-points for the RAs over
the same time horizon to maintain connectivity.
From the predicted future states of the PAs, (obtained
using the sliding mode observers described earlier in the
subsection), for a given set of way-points, the state dependent
graph G(tk) for all tk ∈ T can be predicted. At every step,
the algebraic connectivity λ2(LGtk ) can be computed for
k = 1, . . . , N . By construction LGtk is a function of the
way-point sequences {qic(tk)}
N
k=0 for all i = 1, . . . , nc RAs.
The main challenges are defined as:
• Find the way-point sequence {qic(tk)}
N
k=0, for all i =
1, . . . , nc at the Mission Planner level, such that the al-
gebraic connectivity LGtk of the state dependent graphs,
Gtk , are maintained at time instants tk during the time
horizon T = {tk = t0 + kτ, k = 0, . . . , N}. Further-
more, the proximity constraints among the agents must
not be violated at any of the sampling instances tk, i.e.
dij(tk) > r.




as small as possible to minimize the movement of the
RAs as much as possible.
• If connectivity is lost at a sampling instant tk during the
finite time window T , the Mission Planner must address

















c(tk) represents the distance
travelled by the ith agent during the time step τ = tk+1−tk.
The objective is to derive an optimal sequence of way-
points {q∗c (tk)}
N
k=0 for the RAs over the finite horizon T by
minimizing a finite time horizon objective
{q∗c (tk)}
N











i(t0), ∀i = 1, . . . , nu
the proximity constraint
‖dij(tk)‖
2 ≥ r2, ∀i 6= j and ∀k = {1, . . . , N}
and the ‘velocity limits’ which constrain the distance any
vehicle can move during the time interval τ of the form
‖∆ic(tk)‖ ≤ δmax, ∀i = {1, . . . , nc}














where α1 and α2 are tuning weights and δ is a small positive
scalar introduced to avoid singularity, since λ2(LGtk ) can
become zero at an instance of time tk due to connectivity
loss. The optimization problem considered here is not convex
[9], [15]. The terms in (12) are associated with the algebraic
connectivity and RA movement during each time step of the
entire horizon: these sub-costs are then summed over the
entire horizon considered. The optimization problem in (11)
has (2Nnc) optimization variables, n dynamic constraints
emanating from the dynamics of the PAs and RAs,
(Nn(n−1))
2




2 proximity constraints, a conve-
nient alternative way to treat this constraint is by introducing














where α3 is a scalar weighting term and ‖AGtk ‖F represents
the Frobenius norm of the adjacency matrix defined by
AGtk :=
{
vij(t), if i 6= j




ǫ(r−dij(t))/(r−R) r ≤ ‖dij(t)‖ ≤ R
0 ‖dij(t)‖ > R
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This reduces the constraints to ones that are only associated
with the dynamics of the PAs and RAs. During the opti-
mization process the connectivity of each LGtk is evaluated
through the computation of λ2(LGtk ). If during the process
it is not possible to find a feasible solution {qc(tk)}
N
k=0
which guarantees that the Fiedler eigenvalue λ2(LGtk ) > ǫ0
i.e. it has not been possible to achieve a minimal level of
acceptable connectivity (where ǫ0 is some small tolerance
level), at least one new additional RA must be entered into
the operational area and the value of nc incremented by
one. The optimization can then be repeated with the new
Laplacians LGtk calculated based on an increased number
of nodes.
Provided a suitably small value for the cost
J({qc(tk)}
N
k=0) can be found, the optimal values of
{q∗c (tk)}
N
k=0 representing the ideal locations of the RAs,
are used as way-points. Similar to other predictive control
methods [17], only the first set of locations {q∗c (t0)
i}Nk=0
for i = 1, . . . , nc are actually employed and used in the
real-time path planning algorithm. After τ units of time, a
new time horizon [t0 + τ, t0 + (N + 1)τ) is considered and
the whole process is repeated to generate a new sequence
of RA locations by solving the optimization with new
initial conditions based on updated position measurements
of the PAs and RAs at time t0 + τ , the new estimates of




The problem formation given in (13) is not a convex
optimisation. However a number of tools exist to attempt
to provide sub-optimal solutions: for example mesh adaptive
direct optimisation (global) methods or sequential quadratic
programming (local) approaches. A solution to the sequential
quadratic optimisation problem is provided by the Matlab
command fmincon. In this paper, the latter has been used




From the way-points {qc(tk)}
N
k=0 computed by the MP,
real-time paths ri : IR 7→ IR2 must be calculated for the
lower level controllers to use to force the relay agents into
the required positions. From the way-points {qc(tk)}
N
k=0 suf-
ficiently smooth functions ri : IR 7→ IR2 must be computed
with the property that ri(t)|t=tk = q
i
c(tk). Consequently
provided the low level controller can force the relay agents
to follow this path precisely the ith agent will arrive at the
position qic(tk) at time tk as required. This may be viewed
as a very classical curve fitting problem. A simple approach
is to use Newton-Gregory polynomials [20] computed from
a sufficient number of points so that the curve ri(t) is a
polynomial of at least order three. (In the sequel a sliding
mode controller will be used as the low level path following
controller and this will require the path ri(t) to be at least
three times differentiable.
E. Path Following
The objective is to create a controller to force the RAs to
follow paths rix(t) and r
i
y(t) where r
i(t) = col(rix(t), r
i
y(t))
for the x and y position components respectively, (where the
path ri(t) is generated from the way-points created by the
mission planner). A sliding mode approach will be adopted
because the models in (3)-(4) contain matched uncertainty
resulting from external disturbances arising from the environ-
ment in which they are required to operate together. Define






























where α > 0 is a design scalar. The equation above is a so-
called ‘Quasi Continuous 2SMC’ controller [21] for (15). It
is always bounded, although not defined at the single point
(σix, σ˙
i
x) = 0 [21]. Provided α is large enough, the controller
in (16) drives σix given in (14) and its derivative σ˙
i
x to zero
in finite time [21]. Similarly, define a sliding variable for the






A similar (decoupled) Quasi Continuous 2SMC controller
can be defined for this subsystem.
IV. NUMERICAL EXAMPLE - RESULTS
This section considers a scenario involving 3 primary
mission agents and two relay agents. The primary mission
agents are shown as ‘x’ on the plots while the relay agents
are shown by ‘o’. The initial conditions are shown in red. A
time step of τ = 10 has been used in Tier 1 of the mission
planning architecture and a horizon of 50 units of time (i.e.
N = 5) has been employed in the MPC-like optimizations.
Here the PAs move with an unknown acceleration signal.
This has been estimated by the super-twist observer structure
defined in Obs and the estimated acceleration has been
used to create the predicted evolution of the state dependent
graphs LGtk over a window of 50 units of time. The MPC
optimisation is then used to create the way-points for the
RAs based on minimisation of the cost function in (13).
Figure 2 shows the relay node agents ‘tracking’ the PAs,
always attempting to maintain connectivity. The hatched
circles show the range of communication of each agent at
the beginning and after 100 seconds. The simulation shows
that connectivity has been maintained throughout the period.
Figure 3 shows the way-points and the smooth paths
plotted in 2D together with the actual path followed by the
first RA (starting from the origin). In the simulations the ξi
uncertainty terms affecting the RAs have been modelled as
low frequency sinusoids of amplitude 0.25 units. Although
not realistic physically, the plots show the effects of these
disturbances have been completely rejected, and the proposed
paths have been followed robustly as a result of using a
sliding mode controller.
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Fig. 2. Evolution of the positions of the PAs and RAs

















Fig. 3. Paths generated by the Newton Gregory plus the trajectory of the
first RA
V. CONCLUSIONS
The paper has proposed a mission planning system for a
so-called ‘non-cooperative’ multi-agent network comprising
two classes of agent: primary mission agents and relay
agents. The primary mission agents have predefined tasks
to execute and operate autonomously within the field. In
order to ensure connectivity is maintained, relay agents are
employed under the direct command of the base station
with the objective of maintaining connectivity. This paper
has proposed an architecture to control the relay agents
in such a way that connectivity, as measured in terms of
the Fiedler eigenvalue, is maximized subject to the cost of
moving the relay agents within the field. A model predictive
control-like layer is used to generate a set of discrete way-
points to position the relay agents at specific instances of
time at specific locations to maximize connectivity. These
way-points are converted into continuous time smooth paths
for the relay agents to follow. Finally a low level sliding
mode controller associated with each agent was proposed
to ensure that the path is followed in a robust fashion,
in the sense that accurate tracking is achieved despite the
presence of exogenous disturbance (e.g. wind gusts) and
plant model mismatches associated with the RAs. The paper
has provided details of each component of the planning
system and demonstrated the efficacy of the proposed system
via simulation.
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