Abstract-In this paper, we have introduced a general modeling approach for dynamic nonlinear systems that utilizes a variant of the simulated annealing algorithm for training the Laguerre-Volterra network (LVN) to overcome the local minima and convergence problems and employs a pruning technique to achieve sparse LVN representations with 1 regularization. We tested this new approach with computer simulated systems and extended it to autoregressive sparse LVN (ASLVN) model structures that are suitable for input-output modeling of nonlinear systems that exhibit transitions in dynamic states, such as the Hodgkin-Huxley (H-H) equations of neuronal firing. Application of the proposed ASLVN to the H-H equations yields a more parsimonious input-output model with improved predictive capability that is amenable to more insightful physiological/biological interpretation.
I. INTRODUCTION
T HE data-based nonparametric methods using the Volterra-Wiener formulation of nonlinear input-output models have been used over the last 40 years to study the dynamics of neural systems [5] , [6] , [21] , [35] , [36] . One key challenge for these methods has been the parsimonious model representation that allows computational efficiency, estimation accuracy, and physiological interpretation of the obtained models. A significant advance in this regard has been the practicable use of Laguerre expansions of the Volterra kernels [14] . Subsequent methodologies such as principal dynamic modes (PDMs) [23] and Laguerre-Volterra networks (LVNs) [24] are developed to achieve model parsimony, estimation efficiency, and model interpretation, as demonstrated in various physiological systems [15] and, more recently, in the study of cerebral hemodynamics and neuronal dynamics [6] , [18] - [22] .
In the Laguerre expansion technique (LET), we use the orthonormal basis of discrete Laguerre functions (DLFs) to compactly represent the Volterra kernels and achieve estimation efficiency. Although the LET significantly reduces the number of unknown parameters in the model, it does not remove the curse of dimensionality that comes from the incorporation of higher order kernels and multiple inputs. To overcome this limitation, the concept of PDMs was introduced aiming to find the minimum set of basis functions for adequate representation of the kernels of a given system [23] . Leastsquares estimation methods have been used to obtain estimates of the expansion coefficients of the kernels in the LET. Singular value decomposition of first-order and second-order kernels has been used to obtain the PDMs by selecting the singular vectors that correspond to the significant singular values (usually >10% of maximum singular value). The PDMs obtained from this method are orthonormal, forming a functional coordinate basis for the system kernels. Using the obtained PDMs to represent/expand the kernels, the associated nonlinear functions (ANFs) are subsequently estimated via regression to obtain the Volterra-equivalent PDM-based model of the system [15] . This approach has been successfully used in various applications [6] , [14] - [17] , [51] - [53] . The LVN [24] combines the idea of Laguerre kernel expansions with the connectionist modeling notion of artificial neural network (ANN). It employs cost minimization training algorithms to obtain estimates of nonorthogonal PDMs of a given system in the context of arbitrary orders of nonlinearity (generally distinct from the original set of PDMs that are orthogonal and extracted from second-order models). The fact that the PDMs obtained from LVN are not necessarily orthogonal is viewed as providing more flexible representations of real physiological systems. Another advantage of LVN is the capability to train the critical Laguerre parameter α, which the original PDM method determines through a search procedure.
Although the LVN approach has found some useful applications [2] , [25] , [26] , its efficacy has been hindered by the limitations of the employed backpropagation (BP) training algorithm, which as a gradient-descent based algorithm, suffers from local minima trapping and convergence problems [9] . Local minima trapping depends critically on the initialization points that are arbitrarily or randomly selected. The convergence problems relate to the learning rates for each LVN parameter. Several enhancements of BP have been introduced, such as the delta-delta or delta-bar-delta rules [12] and the momentum method [31] , which mitigate these problems to some extent for many ANNs. However, they have not been 2162-237X © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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always effective in the case of LVN-perhaps due to the nonmonotonic activation functions of the LVN (in contrast to the monotonic activation functions of ANN). We have found that these problems can be largely overcome by the use of the simulated annealing (SA) algorithm [4] , [9] , [13] , which is adopted in this study as a stochastic global optimization method for training LVN. Another challenge of the LVN method is the selection of the proper structural model parameters, viz., the number of DLFs L, the number of hidden units H , and the degree of polynomial nonlinearity Q. Different structures of LVN may have similar predictive power, but the corresponding PDMs in each structure (defined by the parameters of the hidden units) may be significantly different, which would complicate the interpretation of the obtained model. One common method for determining the model order is to search through all possible combinations of the structural parameters (Q, L, H ) and use the Bayesian information criterion (BIC) [32] to select the model order with the lowest BIC value. This approach requires an evaluation of Q m L m (L m + 1)/2 models, where Q m and L m are the maximum values of Q and L, which results in heavy computational burden, since SA training requires considerable computational effort. We propose a more efficient approach to determine the model order by introducing the concept of sparse LVN, which will force many elements of an initially high-order LVN to zero and achieve a compact model by successive pruning of the LVN until convergence.
To illustrate the efficacy of the SA training algorithm and the model pruning approach, we present first the results from simulated data and, subsequently, propose a novel autoregressive sparse LVN (ASLVN) to model the extensively studied Hodgkin-Huxley (H-H) equations of neuronal firing [11] . H-H equations are crucial for understanding the underlying dynamic processes for the generation of an action potential (AP) in computational neuroscience. However, the kinetics-based H-H model does not capture the variabilities within biological systems [39] , [40] . The recent development of a stochastic H-H model is trying to capture some of these variabilities by introducing noise terms in the deterministic H-H equations [41] - [46] . On the other hand, the data-based nonparametric methods, such as nonlinear autoregressive Volterra (NARV) modeling [5] , conventional PDM analysis [6] , and recurrent ANN [47] , have been utilized to approximate the AP generation process. These nonparametric methods, however, cannot provide biological insights through interpretation of the obtained models. The proposed ASLVN method in this paper yields a parsimonious input-output representation of the H-H equations with improved predictive capability and more insightful interpretations. Some of the preliminary results were previously presented in [38] .
This paper is organized as follows. Section II describes the SA training algorithm for LVN. Section III introduces the concept of sparse LVN and model order pruning technique for LVN. In Section IV, we use simulated data to evaluate the performance of the SA training algorithm and the model order pruning technique. In Section V, we apply ASLVN for modeling the H-H equations and obtain some 
II. LVN TRAINING WITH SIMULATED ANNEALING
The structure of the LVN is shown in Fig. 1 . Its fundamental properties and BP training method are summarized in the Appendix. As mentioned in Section I, the BP algorithm is hindered by local minima limitations and convergence problems. For this reason, we propose using the SA approach for training the LVN. For each step in SA, a random move to a neighboring state is performed and if the cost function decreases, then the new state is accepted. Otherwise, the move will be accepted with the probability that is determined by the Metropolis sampling algorithm (see below). Here is the basic description of how SA works to find the best parameter set p of LVN, which minimizes the cost function J . 1) Initialize the parameter set p randomly and set the temperature T to a sufficiently large value T 0 . 2) Perform a small random move p based on the current parameter set so that the new one is p = p + p. 3) Propagate the input through the LVN using current and new parameters sets and compute the cost functions J (p) and J (p ), respectively, to get the difference:
i.e., if J < 0, we accept the new parameter set p ; otherwise, p is accepted with the probability defined above. 5) Repeat steps 2)-4) until it reaches an equilibrium, which may close to a local minimum. In practice, we often choose a large but fixed number of iterations.
6) Decrease the temperature T according to the cooling schedule and repeat steps 2)-5) again, until T reaches the frozen point (i.e., a small positive value). Initially, the temperature T should be sufficiently high and e − J /T ≈ 1, so the new state will almost always be accepted. Thus, in the beginning, SA allows random steps that explore the parameter space without fear of getting trapped in a local minimum. In order to ease the selection of the initial temperature, we use as cost function the normalized mean squared error (NMSE) rather than the sum of squared errors (SSE), since the SSE varies a lot for different data lengths. As the temperature decreases, the term e − J /T will be dominated more and more by J and SA will take new states more cautiously. When T reaches the frozen point, it allows only steps decreasing J that eventually lead to the global minimum.
The effectiveness and speed of the SA method are largely dependent on the cooling schedule [7] . A practical method is the exponential decay cooling schedule [29] 
where η is the cooling constant between 0.9 and 0.99. This schedule achieves only quasi-optimal results, but it significantly reduces the time required by the SA algorithm.
To apply the SA algorithm to LVN, another practical issue is how to perform a small random move in step 2) to get a new configuration of the parameter set. To achieve this, a single parameter p is randomly chosen from the whole set following a uniform distribution, so that each time every parameter would have the same probability to be selected. Then, p is updated by the following rule:
where the constant γ p is the step size, and rn is a random number drawn from a uniform distribution with range [0, 1]. In this way, this parameter p has an equal chance to increase or decrease by a small amount the value of γ p . When the DLF critical parameter α is updated, the outputs of the DLF filter bank v j (n) need to be recomputed (see (A3) and (A4) in the Appendix). Since each time α is updated by decreasing or increasing by a step size γ α and α is within the range (0, 1), there are only 1/γ α − 1 possible values. Therefore, we can calculate all the possible v j (n) for each α and store them into a look-up table in order to reduce the overall computational burden.
III. SPARSE LVN AND MODEL-ORDER PRUNING ALGORITHM
Define the cost function of LVN as
where || · || 0 is the 0 norm, which is the number of nonzero elements. By adding the 0 regularization term, the optimization results would prefer zero elements, which would reduce the cost function. Therefore, the trained w and c would contain many zeros and thus the LVN structure should be sparse. This property allows pruning of LVN by removing the unnecessary elements and determining the appropriate model structure. The nonlinear order Q corresponds to the highest degree term in the polynomial activation functions (PAFs) that are associated with each PDM in each hidden node. We can use SA to optimize the cost function in (4), but the results are often unsatisfactory because the 0 norm makes the cost function highly nonsmooth and very hard to optimize. To relieve this problem, we are using 1 regularization, which is obtained by relaxing the hard constraints of 0 regularization [10] , [28] , and then the cost function becomes
where || · || 1 is the summation of the absolute values of the parameter. With the 1 regularization term, the cost function is much easier to optimize by SA and the trained results also have the sparse properties. It should be mentioned that traditionally in ANN BP training methods, the 2 term, ||w|| 2 = w 2 , is added to the cost function in order to prevent overfitting, which is known as the weight decay method [27] . However, the 2 norm usually cannot generate sparse results in LVN. The 1 regularization has been recently used in Volterra-based models for neural functional connectivities [33] , [34] .
Here is a description of the model order pruning algorithm utilizing the sparse LVN.
1) Start with a full model order [e.g., (Q, L, H ) = (3, 9, 9) in practice] or a user-specified high model order. 2) Optimize the cost function defined in (5) with the SA algorithm under the current model order. 3) Prune unnecessary elements as many as possible by proposing a new model order. 4) Repeat steps 2) and 3) until convergence. More elaboration is needed in step 3. First, we have to prune H because unnecessary hidden nodes would be inactivated by sparse LVN and the output of these hidden nodes would be around zero. One method to determine the significance of hidden node is to calculate
, where RMS h is the normalized root mean square of the hidden node output z h (n). In practice, when RMS h < 0.1, the corresponding hidden node can be pruned. Then we can inspect the weights of the PDMs and reduce L as much as possible by removing weights that are below a chosen threshold (in this study <0.05). The degree Q of the PAFs can be decreased if it can achieve an adequate low-degree approximation of the system nonlinearity within the operating range of the PAF. An illustrative example using the model order pruning algorithm is shown in Section IV.
IV. METHOD EVALUATION USING SIMULATED DATA
The performance of the training algorithm and the model order pruning technique is evaluated in this section through computer simulations where ground truth is available. The simulated system has the two PDMs shown in Fig. 2 and is described by the following equations: In this second-order simulated example, the PAFs associated with each PDM are given by the following polynomials (i.e., quadratic and linear):
The PDMs are normalized as
, and the coefficients of the associated PAFs are adjusted so that the overall model prediction remains the same. The input of the simulated system is Gaussian white noise (GWN) with unit variance and the data length is N = 1000 samples. In order to test the robustness of the algorithm, an independent GWN is added to the output as noise for a signal-to-noise ratio (SNR) of 5 dB. Using the simulated input-output data, we train the LVN with the SA algorithm and apply the model order pruning algorithm to determine the structural parameters (Q, L, H ). We also compare the results with the traditional BIC model order selection method.
First, we use SA to train the LVN without regularization (λ = 0 in the cost function J ) for all possible model orders. The SA-related parameters are given in Table I . Then we use the BIC criterion to select the model order with the lowest BIC value, which is defined as
whereL is the maximum likelihood function estimate based on a sample size N and P = (L + Q)H . Since the noise is additive GWN, the BIC can be written as
The BIC values for all 135 models evaluated in this step are summarized in Fig. 3 . As we can see, the number of parameters is less for a linear model than nonlinear models, but the prediction error is greater and the BIC values are significantly higher. For nonlinear models with Q = 2 and Q = 3, the BIC values are similar for different L and H , and the best BIC values are the same. Since we favor model parsimony, the selected model order by BIC is (Q, L, H ) = (2, 7, 2). This is an appropriate model order because the simulated system has two PDMs and the highest degree of nonlinearity is 2. Evidently, seven DLFs are able to represent the PDM waveforms defined in (6) and (7). For this model order, the training results of LVN are summarized Table I . Here we set λ = 0.01 and a detailed description of the effects of λ will be discussed later. In the first step, we start with the full model order (Q, L, H ) = (3, 9, 9), and the training results are shown in Fig. 5(a) for the two significant PDMs, since all other PAF coefficients are almost zero indicating that the corresponding hidden nodes do not contribute to the LVN output. Therefore, we can reduce the number of hidden nodes from 9 to 2. Another observation is that one of the PAFs is a straight line, showing linear relation, while the other PAF is parabolic, showing second-order nonlinearity, as in the simulated system. Therefore, we can reduce Q from 3 to 2. If we look into the PDM weights, we see that we can reduce the number of DLFs from 9 to 8 based on the rules from Section III. In the second step, we retrain the sparse LVN again but with a pruned Fig. 5(b) . This time, we cannot change H or Q, since there are no redundant PDMs and the PAFs still show second-order nonlinearity. However, inspection of the weights shows that L can be further reduced to 7. The next step is to examine the model order (Q, L, H ) = (2, 7, 2), and the results are shown in Fig. 5(c) . This time we cannot prune the LVN anymore, because there are no redundant elements. Thus, (Q, L, H ) = (2, 7, 2) is the final selected model order.
The PDMs and PAFs estimated by sparse LVN are very close to their actual counterparts of the simulated system, although for a lag of 0-10 s in PDM 1, we can see some deviations. The reason is that with 1 regularization, the estimates are biased. Therefore, once we have determined the model order with sparse LVN, we should reestimate the LVN elements without regularization terms.
In the previous training case, we set the regularization parameter λ = 0.01. It is very important to determine a proper value of λ, because if λ is too small, then the regularization effect is too limited to yield sparse results. On the other hand, if λ is too large, then the training results would be strongly biased by the regularization term. Therefore, how the regularization parameter λ affects the training results must be assessed carefully. As an example, we use the same system shown in Fig. 2 with noisy data (SNR = 5, additive GWN) and the same pruning technique to examine how the training results vary for different λ values. The pruned model orders in each step are summarized in Table II and the estimated PDMs and PAFs corresponding to the final determined model order are shown in Fig. 6 . As we can see, when λ = 0.0001, the selected model order is (Q, L, H ) = (2, 8, 3) , which has the wrong number of PDMs and the estimated PDMs are very different from the actual ones. Therefore, when the regularization strength is low, it cannot yield sparse results and the correct model order.
When we increase λ from 0.001 to 0.02, we can see that the pruning algorithm works well and although the selected L varies a little, the overall model orders are very close to the best one. In addition, the estimated PDMs and PAFs are very consistent and close to their counterparts in the simulated system. When λ = 0.05, the determined model order is (Q, L, H ) = (2, 5, 5) and the estimated PDMs and ANFs are not accurate. The result is expected, because as the regularization strength increases, the selected model order decreases, but the estimated PDMs and ANFs are highly biased.
From the above results, we can conclude that although the regularization strength generally affects the selected model order of sparse LVN, the effect is relatively small over a wide range of λ values (from 0.001 to 0.02). Therefore, in practice, we can set λ to 0.01 or 0.02. In the following, λ is set to 0.01 unless otherwise explicitly stated.
V. APPLICATION TO THE HODGKIN-HUXLEY EQUATIONS
The H-H equations are a classic conductance-based model describing the underlying dynamic processes for the 
where I is the injected current, V is the membrane potential, and C m is the membrane capacitance. The maximum potassium and sodium conductances are represented byḡ K and g Na , andḡ L is the conductance of the leakage ion channel. E K , E Na , and E L are the reverse potentials for each channel. We use the standard H-H parameters from the giant axon of a squid, which are summarized in Table III , and the resting potential is set at 0 mV. The gating variables m, n, and h are responsible for the voltage-dependent activation and deactivation of the channels, which are expressed in the first-order differential equations
where
To obtain an equivalent I -V relationship of the H-H equations, we propose a novel ASLVN, which is shown in Fig. 7 . The ASLVN is derived from traditional two-input single-output LVN. The exogenous input of ASLVN is x 1 (n) = I (n), which is the current injected in the H-H model, and the autoregressive input x 2 (n) = y(n − 1)H (y(n − 1) − θ) is the thresholded output of the ASLVN with one lag delay, where H (x) is the unit step function. The reason for introducing the threshold θ is to separate the two distinct dynamic states caused by bifurcation of the H-H model [8] . It should be mentioned that in the model estimation phase, the open-loop ASLVN and the membrane potential V (n) from H-H equations are used to train ASLVN for the sake of stability. Thus, the autoregressive input is
After the training, the ASLVN predicted output y(n) should be used as the autoregressive input. The outputs of the forward branch z (1) (n) and autoregressive branch z (2) (n) are
and the output of the cross term is
We get the output of the ASLVN by adding all the outputs of above three parts
We can show that ASLVN is equivalent to two-input Volterra model. For the second-order system when
where k 1,0 and k 0,1 are the first-order self-kernels, k 2,0 and k 0,2 are the second-order self-kernels for inputs 1 and 2, respectively, and k 1,1 is the cross kernel. The equivalent Volterra kernels of ASLVN can be expressed as
The training data of the H-H model are generated by the Euler forward method with the step size of 1 μs and the input (units in microamperes) is drawn from a Gaussian distribution N (0, 50). The current is injected at a frequency of 200 Hz and each injection lasts 0.5 ms. The total length of the training data is 10 3 ms. In order to evaluate the model prediction performance, we also generate a set of testing data with the length of 10 4 ms. A proper sampling interval T = 0.25 ms is carefully chosen based on the autocorrelation method [3] to avoid redundancy and irrelevance problems. Since the resting potential is 0 mV, we set the constant offset y 0 as 0. Although ASLVN has the ability to train the DLF critical parameter α in both forward and autoregressive branches, the values are fixed to 0.7 in this case. This is due to the fact that the iterative training procedures are drawn to the fast dynamics of the autoregressive component rather than their complete dynamics, resulting in very small α.
Using the SA training algorithm and the model order pruning technique, described in Sections II and III, the obtained L 1 , H 1 ) = (1, 3, 1) and (Q 2 , L 2 , H 2 ) = (2, 4, 2), respectively. The model contains only one forward PDM with a linear PAF, two autoregressive PDMs with second-order PAFs, and two bilinear cross terms. Fig. 9 . Equivalent Volterra kernels constructed from the trained ASLVN model, where k 1,0 is the first-order forward kernel, k 0,1 and k 0,2 are the first-and second-order autoregressive kernels, and k 1,1 is the cross kernel.
ASLVN model is shown in Fig. 8 , and the equivalent Volterra kernels of ASLVN are shown in Fig. 9 . Our pruned ASLVN model has thee PDMs (one forward and two autoregressive) and a total of 18 parameters.
The output of each ASLVN component is illustrated in Fig. 10 and makes a distinct contribution to the model prediction. The forward PDM has the form of a leaky integrator and represents the subthreshold dynamics of the H-H model in Fig. 10(c) . The autoregressive PDMs are responsible for the shape of the AP in Fig. 10(a) , which consists of the depolarization and repolarization components, as well as the hyperpolarization after potential in Fig. 10(b) . The two cross terms in the model help to maintain the refractory period by counteracting the effect of the exogenous input in a transient manner (absolute and relative refractory period). These three elements, including the capacitive leaky integrator, the AP, and the refractory period, constitute the essential functional Fig. 10 . Traces of total output y, forward branch output z (1) , autoregressive branch output z (2) , and cross-term output z (cx) in (a) spike (AP) generation phase, (b) refractory phase, and (c) subthreshold phase.
features described by the H-H model and should be present in equivalent models that try to emulate the H-H dynamics [1] .
The threshold θ is chosen to be 4.5 mV in this paper. It should be noted that this θ separates the subthreshold from the suprathreshold nonlinear dynamics, which is different from the traditional hard threshold defined in the integrate-and-fire type of models [48] - [50] . The effect of different values of θ on the estimated PDMs are insignificant within a certain range (2-10 mV) and the model predictive performance is not affected. However, θ affects the cross-term coefficients that are estimated in the ASLVN, because the SA training process adapts these coefficients to accommodate the changes of θ . For example, when θ is small, the cross-term contribution would become more negative at the spike initiation phase to prevent overfiring due to the positive integration of the ASLVN forward branch. We can embed the optimization of θ into the training process, but the estimated θ values will not be the same in every SA optimization. Hence, we fix θ to guarantee consistency and chose 4.5 mV to allow the comparison with previous NARV and PDM models [5] , [6] . Another advantage of fixing θ is that the computational burden is significantly reduced by avoiding the convolution computations at each iteration when θ is updated.
It is intriguing that the forward PDM in our pruned ASLVN system resembles the capacitive behavior in the leaky integrate-and-fire (LIF) model, which is expressed by
We can compare the forward PDM with the LIF model in terms of the rate of exponential decay, which is determined by the time constant τ = RC m . It has been shown that the H-H model can be reduced to the LIF model by replacing the gating variables m, n, and h with their steady values
. The reason for this approximation is that under subthreshold conditions, m reaches its steady 
. The number of parameters N param for these three methods is 65, 50, and 18, respectively.
value m ∞ (V ) very fast, while n and h change very slowly over time and do not deviate much from the values at the resting potential n ∞ (0), h ∞ (0). Therefore, the main H-H equation can be rewritten as
The graph of f (V ) is shown in Fig. 11 (a) and f (V ) can be approximated by a linear function, where R = 1/0.65 k and the time constant for LIF is τ = RC m = 1.54 ms. The comparison between the LIF model and the forward kernel from the ASLVN are shown in Fig. 11(b) , and they match very well in their time course. We can use the out-of-sample data to compare the performances of different Volterra-type models. The prediction results of NARV, the traditional PDM method, and ASLVN are summarized in Fig. 12 , where ASLVN has a prediction power very similar to the NARV model, but the number of parameters N param of ASLVN is significantly reduced to 18. For the traditional PDM method, the prediction power is a bit worse than the other two methods and N param is still large because many cross terms are still included. Another common way to evaluate the model performance is by receiver operating characteristic (ROC) plots, which are shown in Fig. 13 . It can be seen that the performance of ASLVN is superior to others at low false-positive rates (FPRs), while at a high FPR, the ASLVN is just slightly worse than the NARV model, but better than the traditional PDM model.
It is instructive to explore the changes of underlying dynamics in the ASLVN for modeling the H-H equations under the effects of tetrodotoxin (TTX) and tetraethylammonium (TEA), which block the Na + and K + channel, respectively, i.e., we set g Na orḡ K equal to zero in the H-H equations to represent the blocking effects of TTX or TEA, respectively. The obtained ASLVN models are shown in Fig. 14(a) and (b) . As we Fig. 15. (a) Comparison of the estimated autoregressive PDM in Fig. 14(a) and K + conductance during an AP. (b) Comparison of the estimated autoregressive PDM in Fig. 14(B) and Na + conductance during an AP. can see, blocking the Na + channel has little effect on the forward PDM but affects the autoregressive PDM that exhibits the dynamics of the K + channel (the difference is caused by the autoregressive delay in ASLVN), as shown in Fig. 15(a) . The associated PAF coefficient is negative, which corresponds to the fact that the K + current is flowing out of the neuronal membrane. On the other hand, as shown in Fig. 14(b) , blocking the K + channel should cause the membrane potential to stay depolarized, so that a constant offset y 0 is added to the ASLVN output to compensate for the bias, and cross terms are not necessary because no refractory property exists for the blocked K + channel. The estimated forward PDM is underdamped and the autoregressive PDM is different from the control state in Fig. 15(b) , but still retains some of the characteristics of the Na + channel.
VI. CONCLUSION
In this paper, we have examined the use of the SA algorithm for training the LVN, which is a Volterra-equivalent general model form for nonlinear dynamic systems. SA training offers some advantages over traditional BP training in terms of avoiding local minima and convergence problems, which are caused by the nonmonotonic activation functions (typically polynomial) employed in the LVN-in contrast to the monotonic activation functions employed by perceptron-type ANNs. Another advantage of SA over BP is that it does not require complex gradient calculations (thus reducing the computational burden) and it removes the restriction of differentiability of the cost function. Thus, 1 regularization (nondifferentiable cost function) becomes feasible.
On the other hand, SA has the disadvantage of slow training speed because it can only update one parameter at each iteration, while the BP method can update all the parameters. This is probably why BP still dominates the ANN training applications. However, in the context of LVN, the training speed of SA is comparable to BP for the following three reasons. 1) Unlike ANN, which has usually many hidden nodes, LVN has usually a small number of hidden units (<10). 2) BP requires complex calculations of gradients, whereas SA needs only simple calculations. 3) Several techniques exist for accelerated SA (e.g., using exponential decay cooling schedule).
We also introduce a model order pruning technique to determine the model order for sparse LVN with 1 regularization. In a simulated system study, the pruning technique was shown to be effective and converged fast to the true model order.
We tested this new nonlinear model training approach with a new model structure of ASLVN that is applicable to inputoutput modeling of complex nonlinear systems that exhibit transitions in dynamic state (e.g., between subthreshold and suprathreshold behaviors), initially demonstrating its use on the celebrated H-H equations of neuronal firing. A compact and accurate ASLVN model was obtained using the SA algorithm and the model order pruning technique (shown in Fig. 8 ) that consists of only one forward PDM and two autoregressive PDMs. The resulting model predictions (shown in Figs. 12 and 13) indicate that the ASLVN has better predictive power than the traditional PDM method and is comparable to the recently introduced NARV method. The compactness of the ASLVN H-H model (shown in Fig. 10 ) also facilitates the physiological interpretation of the model. Compared with the traditional LIF model, our ASLVN model (shown in Fig. 11 ) exhibits richer and more accurate refractory and afterpotential dynamics, while it shows similar subthreshold capacitive characteristics. For example, the LIF utilizes a fixed absolute refractory period, while the ASLVN model explicitly captures the refractory characteristics of the neuron via the autoregressive components and cross terms. Finally, it was shown that the ASLVN can delineate the effects of altered dynamics in the Na + and K + ion channels upon AP generation, as shown in Figs. 14 and 15.
We finally note that the PDMs obtained from LVN/ASLVN are not orthogonal (as in the traditional PDM analysis), which may provide more flexible model representations and better physiological interpretation. Furthermore, LVN/ASLVN uses the SA training algorithm and the prunning technique for sparse modeling to adjust the (nonorthogonal) PDMs so that they fit the system structure in a parsimonious manner, which may minimize the estimation errors and information loss caused by the kernel-based estimation method of traditional (orthogonal) PDMs.
APPENDIX MATHEMATICAL REPRESENTATION OF LVN
AND THE BP TRAINING METHOD The basic structure of the LVN is shown in Fig. 1 . First, the input data x(n) is preprocessed by a filter bank of DLFs b 0 , . . . , b L−1 , which are given by [26] 
where m is from 0 to M − 1 (M is the memory length of the system). The parameter α is critical for controlling the exponential declining rate of DLF: larger α means slower and longer response. Therefore, system kernels with longer memory length would require larger α to guarantee efficient representation. The outputs of filter bank can be written as the convolution between input x(n) and DLFs
To reduce the computational complexity, an iterative method is proposed in [30] 
where T is the sampling interval and the inputs of the hidden units u(n) is the weighted summation of v j (n)
Then u h (n) is propagate to the hidden nodes with Qth-order PAFs
Finally, adding all the outputs of hidden units and the constant offset value y 0 , we can get the output for the entire LVN y(n) = 
The outputs of the hidden nodes can be written as
