Abstract. We improve the lower bound on worst case trace reconstruction from Ω(
Introduction
Given a string x ∈ {0, 1} n , a trace of x is obtained by deleting each bit of x with probability q, independently, and concatenating the remaining string. For example, a trace of 11001 could be 101, obtained by deleting bits 2 and 3. The goal of the trace reconstruction problem is to determine an unknown string x, with high probability, by looking at as few independently generated traces of x as possible.
More precisely, fix δ, q ∈ (0, 1). Take n large. For each x ∈ {0, 1} n , let µ x be the probability distribution on {0, 1} ≤n given by µ x (w) = (1 − q) |w| q n−|w| f (w; x), where f (w; x) is the number of times w appears as a subsequence in x, that is, the number of strictly increasing tuples (i 1 , . . . , i |w| ) such that x i j = w j for 1 ≤ j ≤ |w|. The problem is to determine the minimum value of T = T (n) for which there exists a function f : ({0, 1} ≤n ) T → {0, 1} n satisfying P µ T x [f ( U 1 , . . . , U T ) = x] ≥ 1 − δ for each x ∈ {0, 1} n (where the U j denote the T independently generated traces).
The problem of trace reconstruction was introduced by Batu, Kannan, Khanna, and McGregor [1] as "an abstraction and simplification of a fundamental problem in bioinformatics, where one desires to reconstruct a common ancestor of several organisms given genetic sequences from those organisms." [2] Holenstein, Mitzenmacher, Panigrahy, and Wieder [3] established an upper bound, that exp( O(n 1/2 )) traces suffice. Nazarov and Peres [4] and De, O'Donnell, and Servedio [5] simultaneously obtained the best known upper bound, that exp(O(n 1/3 )) traces suffice. The lower bound of Ω(n) was established in [1] . Holden and Lyons [2] obtained the (previous) best known lower bound, by presenting two strings x ′ n = y ′ n ∈ {0, 1} n for which Ω(n 5/4 / √ log n) traces are needed to distinguish between. In this paper, we improve the lower bound, exhibiting two strings x n = y n ∈ {0, 1} n for which Ω(n 3/2 / log 16 n) traces are needed to distinguish between. In fact, our
Date: May 8th, 2019.
1 methods show that Ω(n 3/2 / log 16 n) traces are needed to distinguish between x ′ n and y ′ n as well. Let k ≥ 1, n = 4k + 3, and x n = (01) k 1(01) k+1 , y n = (01) k+1 1(01) k , i.e. x n = 0101...0101 1 01 0101...0101 y n = 0101...0101 01 1 0101...0101. Theorem 1. Fix q, δ ∈ (0, 1). Then there exists some constant c = c(q, δ) > 0 so that at least cn 3/2 / log 16 n traces are required to distinguish between x n and y n with probability at least 1 − δ, under trace reconstruction with deletion probability q.
The main reason we are able to obtain an improvement over n 5/4 is that we explicitly compute the quantities relevant to determining the number of samples needed, rather than relying on a coupling argument to determine only the total variation distance.
A variant of the trace reconstruction problem is, instead of being required to reconstruct any string x, one must reconstruct, with high probability, a string x chosen uniformly at random. The best known upper bound, due to Holden, Pemantle, and Peres, is that exp(O(log 1/3 n)) traces suffice [6] . The (previous) best known lower bound was Ω( log 9/4 n √ log log n ) [2] . Proposition 4.1 of [2] together with Theorem 1 implies Theorem 2. For all q ∈ (0, 1), there is c = c(q) > 0 so that for all large n, the probability of reconstructing a random n-bit string from c log 5/2 (n)/(log log n)
16
traces is at most exp(−n 0.15 ), under trace reconstruction with deletion probability q.
Very recently, other variants of the trace reconstruction problem have been considered. The interested reader should refer to [7] , [8] , [9] , and [10] .
Here is an outline of the paper. In section 2, we determine exactly which quantity we must estimate in order to determine the number of samples needed, and we deduce Theorem 1 assuming an appropriate estimate. In section 3, we prove the estimate by obtaining closed form expressions for the probability distributions induced by the traces of x n and y n and related expressions. In section 4, we give the proofs of some lemmas used throughout section 3.
A Warmup to the Proof of Theorem 1
Throughout the proof, A B means A ≤ CB for some absolute constant C, and A ≍ B means A B and B A. We take q = 1/2 for ease. The (analogous) proof works for any q ∈ (0, 1).
Fix n ≡ 3 (mod 4) large. Let µ be the probability measure for the traces of x n and ν be the probability measure for the traces of y n . Let A be a subset of {0, 1}
. We will specify A in section 3.2.
Define
. We later establish the following 3 inequalities.
(1) sup
2.1. Deduction of Theorem 1 from the Three Inequalities. Let's assume the three inequalities for now. Let
. The Berry-Esseen theorem implies that, if F T is the cumulative distribution function of
with respect to A, i.e.
< x), and Φ is the cumulative distribution of the standard normal distribution, then, for each x ∈ R,
for some absolute constant C, where X :
As is well known, the optimal algorithm for distinguishing between x n and y n is provided by examining the log-likelihood ratios, that is, to guess x n if and only if it is more likely to have generated the observed traces. Therefore, if our success probability threshold is δ, then T samples suffice only if
Therefore,
for some small constant c 0 independent of n (but dependent on δ), then
is greater than δ if c 0 is small enough and n large enough. Since the optimal probability of success is monotone in T , Theorem 1 is deduced.
Remark. Since the error term in our application of Berry-Esseen is small enough, the argument just given can be easily adapted to show that O(n 3/2 ) samples are sufficient to distinguish between x n and y n .
A Warmup to Proving the Three Inequalities.
For (1), it suffices to show
for each w ∈ A. We do this in section 3.4.
Using log(1 + t) ≤ t + t 2 and log 2 (1 + t) ≍ t 2 for small t, we get that
and
2 n ) and
Also,
Therefore, to prove (2) and (3), it suffices to establish log −2 (n)
By Proposition 1.3 in [2] and the fact that
Therefore, to establish (2) and (3), it suffices to prove the upper bound
3. Proving Inequalities (4) and (5) 3.1. Obtaining Closed Form Expressions for µ and ν.
In this subsection, we obtain closed form expressions for the probability distributions of the traces of x n and y n . Let s k = (01) k = 0101 . . . 01 be of length 2k. Let f c (w) denote the number of contiguous 01 appearances in w.
We will use the following simple and fortuitous combinatorial lemma. It is the main reason we are able to obtain a simple(r) closed form expression.
Lemma 1. Let f (w; s) denote the number of times w appears as a subsequence in s, that is, the number of strictly increasing tuples
Proof. We prove by induction on k that the equality holds for all m ≥ 1. For k = 0 or 1, the result is easy. Now assume the result holds for k − 1 for some k ≥ 2. Take m ≥ 1 and some w of length m. If w starts with '01', then f (w; s k ) = f (w 3,m ; s k−1 ) + f (w 2,m ; s k−1 ) + f (w; s k−1 ) depending on whether we choose the first '01' as part of the subsequence, only the '0', or neither the '0' nor the '1'. By induction and two applications of Pascal's identity, this is
And, if w starts with '1' or '00', then f (w;
Doing casework on whether w includes the "special 1", and if so, where it appears, Lemma 1 implies that
Defining the Set A.
We now define the "high probability" set used in section 2. Let
We show µ(A), ν(A) ≥ 1 − O(e − log 2 n ). To this end, and for the purposes of proving inequalities (4) and (5), we make frequent use of the following technical Lemma, used to estimate binomial coefficients. It is proven in the appendix. 
A corollary of Lemma 2 we will use frequently is that, for fixed A, B with, say, A ≤ B, and for fixed η, as ∆ and σ range in [− √ A log A, √ A log A], the product
is, up to a (1+O(
)) multiplicative error, maximized at σ = ∆ = 0.
For instance, the corollary implies that for any w ∈ A,
The following is another simple combinatorial Lemma. It is proven in the appendix. .
Lemma 3 thus implies
By apriori probabilistic reasoning,
Writing m = 2k + δ and f = , we see that |f −
Hence, since there are at most n 2 values of (m, f ), it holds that
The same argument shows that
Proving Inequality (4).
In this short subsection, we establish inequality (4). The explicit formula for ν gives the lower bound
and so for any w ∈ A with |w| = m, f c (w) = f , we have
The following (technical) lemma allows us to focus on the probablistically relevant ranges of the parameters involved. 
Proof. Lemma 2 implies, for any λ, β = O(A 1/6 ) and η bounded away from 0 and 1,
A ηA A ηA .
, and
Using this Lemma together with Lemma 2, we obtain
This establishes (4).
A Closed Form Expression for w∈A
.
In this subsection, we obtain a closed form expression for w∈A
, up to an acceptable (for the purposes of proving (5)) error. The lower bound obtained above on ν together with the definition of A gives the upper bound
We fix m and f and focus on estimating
Up to a multiplicative factor of 2, we may assume t > j (the argument about to be made shows the diagonal t = j term is sufficiently small). Lemma 4 implies that we may assume j, t ∈ [
. So we may in fact assume t > j + 5; indeed, by Lemmas 2 and 3, the sum over pairs (j, t) with j ≤ t < j + 5 is upper bounded by
, and so summing this over |m − 2k| ≤ √ k log(k) and |f − , we obtain an upper bound of
The reader should note that the estimates above indicate that we merely need a savings of √ k over the trivial (magnitude) bound for w∈A (2 n µ(w) − 2 n ν(w)) 2 .
Fix some t and j with t > j + 5. We will now separate the sum over w based on f c (w 1,j−1 ) and f c (w 1,t−1 ). To relate f c (w 1,j−1 ) to f c (w j+1,m ) and f c (w 1,t−1 ) to f c (w t+1,m ) given f c (w), we need to do casework on w j−1 and w t−1 . We first do the case of w j−1 = w t−1 = 0. In this case,
Removing the product from the inner sum, we wish to count the set of w with |w| = m, f c (w) = f, w j−1 = 0, w j = 1, w t−1 = 0, w t = 1, f c (w 1,j−1 ) = a, and f c (w 1,t−1 ) = b. Noting that f c (w 1,j−1 ) = f c (w 1,j−2 ), we use
together with Lemma 3 to get that the number of such w is j−1 2a+1
. So, the case of w j−1 = w t−1 = 0 yields expression (6):
The other three cases of the value of the pair (w j−1 , w t−1 ) yield very similar expressions. The only distinction between the cases is that some binomial coefficients have −1, −2, +1, +2, or 0 in certain places. However, these minor distinctions will not affect our proceeding arguments. That is, our argument for a √ k savings for the (w j−1 , w t−1 ) = (0, 0) case implies a √ k savings for the other 3 cases. Therefore, we may restrict attention to the case (w j−1 , w t−1 ) = (0, 0).
Finishing the Proof of (5).
In this final subsection, we use the closed form expression from subsection 3.4 to prove inequality (5) . We start by noting that
Let δ j and ǫ j be defined so that
Observe that
By Lemma 4, we may assume a ∈ [
Therefore, defining δ t and ǫ t so that
we see that (6) takes the form
up to an acceptable error.
We now claim that b = a + t−j 3
+ O( √ t − j log(k)) or otherwise the magintude of the summand corresponding to a, b, j, t is sufficiently small. Note that
. We may use Lemma 2 with
Lemma 2 also implies that
If t > j + 5, Lemma 5, proven in the appendix, states that
And using the general combinatorial identity
we see that
Therefore, (6) is, up to a negligible error, equal to 162 k 2 a,t,j
where the sum is restricted to t > j + 5.
We can rid of the O( 
Now, using that log(1 + x) = x − x 2 2 + O(x 3 ) for small x,
