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ANALYTIC SUBORDINATION RESULTS IN FREE PROBABILITY FROM
NON-COASSOCIATIVE DERIVATION-COMULTIPLICATIONS
STEPHEN CURRAN
Abstrat. We extend Voiulesu's approah to analyti subordination through the oalgebra of the free
dierene quotient to non-oassoiative derivation-omultipliations appearing in free probability theory.
We obtain new proofs of Voiulesu's analyti subordination results for freely Markovian triples, and for
multipliation of unitaries whih are free with amalgamation.
Introdution
A derivation-omultipliation on a unital algebra A over C is a linear map
∆ : A→ A⊗A,
whih satises the produt rule ∆(ab) = (a ⊗ 1)∆(b) + ∆(a)(1 ⊗ b). Derivation-omultipliations play a
prominent role in free probability theory, most notably in Voiulesu's mirostates-free approahes to free
entropy, free Fisher information and free mutual information ([10℄,[11℄). Of partiular interest is the free
dierene quotient, introdued to study free Fisher information and free entropy, and at the enter of the
free analysis of Voiulesu ([14℄, [15℄, [16℄).
The free dierene quotient ∂X:B is the derivation-omultipliation on B〈X〉 determined by
∂X:B(X) = 1⊗ 1,
∂X:B(b) = 0, (b ∈ B),
where B is a unital algebra over C and X is algebraially free from B. ∂X:B has the additional property of
oassoiativity, i.e.
(id⊗ ∂X:B) ◦ ∂X:B = (∂X:B ⊗ id) ◦ ∂X:B.
In onsidering the orepresentations of this oalgebra, Voiulesu found a natural explanation for the phe-
nomenon of analyti subordination, a powerful tool in free harmoni analysis.
In [9℄, Voiulesu proved (under some easily removed generiity assumptions) that if X and Y are self-
adjoint and freely independent random variables, then the Cauhy transforms of GX+Y and GX satisfy an
analyti subordination relation in the upper half-plane. He used this result to prove ertain inequalities on p-
norms of densities, free entropies and Riesz energies. It was later disovered by Biane that the subordination
extends to the operator-valued resolvents, and that a similar result holds for free multipliative onvolution
[2℄. He used these results to prove ertain Markov-transitions properties for proesses with free inrements.
(See also [1℄,[5℄,[6℄ for other approahes to subordination in free probability).
Though tehnially useful, the proofs of these results did little to explain why analyti subordination
appears in the ontext of free onvolutions. What Voiulesu observed in [12℄ is that, roughly speaking,
the invertible orepresentations of ∂X:B are the B-resolvents (b − X)
−1
(and their matriial generaliza-
tions). Moreover, if X and Y are B-freely independent, then a ertain onditional expetation is a oalgebra
morphism from the oalgebra of ∂X+Y :B to the oalgebra of ∂X:B. Sine oalgebra morphisms preserve
orepresentations, one should expet that B-resolvents of X + Y are mapped to B-resolvents of X by this
onditional expetation. This approah led to the generalization of the earlier results for free additive
onvolution to the B-valued ontext.
In [13℄, Voiulesu found that he ould extend this result by simple operator-valued analyti ontinuation
arguments. Here he found a general subordination result for freely Markovian triples, and gave a B-valued
extension of Biane's result for multipliative onvolution of unitaries.
In this paper we extend Voiulesu's method to non-oassoiative derivation-omultipliations appearing
in free probability theory. Through this approah we obtain new proofs of the subordination results in [13℄.
1
ANALYTIC SUBORDINATION 2
In his development of free mutual information ([11℄), Voiulesu introdued the derivation
δA:B : A ∨B → A ∨B ⊗A ∨B
determined by
δA:B(a) = a⊗ 1− 1⊗ a, (a ∈ A),
δA:B(b) = 0, (b ∈ B),
where A and B are unital algebras whih are algebraially free, and A∨B denotes the algebra generated by
A∪B. Here we will use the oalgebra struture of δA:B to give a natural proof of the following subordination
result for freely Markovian triples.
Theorem. Let (M, τ) be a W∗-algebra with faithful, normal trae state τ . Let 1 ∈ B ⊂ M be a W∗-
subalgebra, and let 1 ∈ A,C ⊂ M be ∗-subalgebras whih are B-free in (M,EB), i.e. A,B,C is freely
Markovian. Then there is an analyti funtion F : H+(A) ×H+(C)→ B suh that
EA∨B(a+ c)
−1 = (a+ F (a, c))−1
for a ∈ H+(A), c ∈ H+(C).
To develop mirostates-free free Fisher information and free entropy for unitaries ([11℄), Voiulesu
introdued the derivation
dU :B : B〈U,U
∗〉 → B〈U,U∗〉 ⊗B〈U,U∗〉,
determined by
dU :B(U) = 1⊗ U,
dU :B(U
∗) = −U∗ ⊗ 1,
dU :B(b) = 0, b ∈ B,
where U is a unitary that is algebraially free from the unital algebra B. Here we show that the oalgebra
of dU :B is the natural objet in the following subordination result for multipliation of B-freely independent
unitaries.
Theorem. Let (M, τ) be a W∗-algebra with faithful, normal trae state τ . Let 1 ∈ B ⊂ M be a W∗-
subalgebra, and let U, V ∈ M suh that B〈U,U∗〉 is B-free from B〈V, V ∗〉 in (M,EB). Then there is an
analyti funtion F : D(B)→ D(B) suh that
EB〈U,U∗〉UV b(1− UV b)
−1 = UF (b)(1− UF (b))−1
and ‖F (b)‖ ≤ ‖b‖ for b ∈ D(B).
The resolvents Ub(1 − Ub)−1 appearing here are related to the S-transform in free probability theory, see
([17℄,[4℄).
The idea behind these proofs is quite simple. Beause δ and d are not oassoiative, we annot expet
to nd interesting orepresentations for these omultipliations. However, the resolvents (a + b)−1 and
Ub(1 − Ub)−1 appearing above are haraterized by ertain relations with δ and d, respetively. Moreover,
these relations are preserved by ertain onditional expetations whih are oalgebra morphisms for δ and d.
We should expet then that these resolvents are preserved by these onditional expetations. The tehnial
diulties that arise are in working with the losures of these unbounded derivations.
Besides this introdution, the paper has ve setions.
Setion 1 is purely algebrai. We look at the relationship between derivations and ertain resolvents in a
general setting.
In Setion 2 we show that ertain onditional expetations are oalgebra morphisms for δ and d.
In Setion 3 we extend some tehnial results from [11℄ to the operator-valued ase, whih will be needed
in the next setion.
Setion 4 ontains the proof of the analyti subordination result for freely Markovian triples. The greatest
diulty is in proving that ertain elements in the kernel of the losure of δA:B are atually in B.
Setion 5 overs the analyti subordination result for multipliation of B-freely independent unitaries.
The approah is similar to the freely Markovian ase, but the tehnial diulties are slightly easier.
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1. Derivations and Resolvents
Here we disuss the relationship between derivations and ertain resolvents in a general algebrai framework.
1.1. Let A,B be unital algebras over C, and ϕ1, ϕ2 : A → B be unital homomorphisms. A linear map
D : A→ B is a derivation with respet to the A-bimodule struture dened by ϕ1, ϕ2 if
D(a1a2) = ϕ1(a1)D(a2) +D(a1)ϕ2(a2).
It is easy to see that this implies D(1) = 0, and if a ∈ A is invertible then
D
(
a−1
)
= −ϕ1
(
a−1
)
D(a)ϕ2
(
a−1
)
.
Proposition 1.2. Let A,B, ϕ1, ϕ2, D be as above and let N = KerD.
(i) Fix a ∈ A. If α ∈ A is invertible, and D(α) = −ϕ1(α)D(α)ϕ2(α), then α = (a + n)
−1
for some
n ∈ KerD. Conversely, if n ∈ KerD is suh that a+ n is invertible, then
D
(
(a+ n)−1
)
= −ϕ1
(
(a+ n)−1
)
D(a)ϕ2
(
(a+ n)−1
)
.
(ii) Suppose U ∈ A is invertible, and D(U) = ϕ2(U). If α ∈ A is suh that 1 + α is invertible and
D(α) = ϕ1(α + 1)ϕ2(α), then α = Un(1 − Un)
−1
for some n ∈ N suh that 1 − Un is invertible.
Conversely, if n ∈ N is suh that 1− Un is invertible, then
D
(
Un(1− Un)−1
)
= ϕ1
(
Un(1− Un)−1 + 1
)
ϕ2
(
Un(1− Un)−1
)
.
Proof.
(i) Fix a ∈ A and suppose α ∈ A satises the hypotheses, then
D
(
α−1
)
= −ϕ1(α
−1)D(α)ϕ2(α)
−1 = D(a).
So α−1 − a ∈ KerD whih proves one diretion, the onverse is trivial.
(ii) Suppose U ∈ A is invertible, and α ∈ A satises the hypotheses, then
D
(
U−1(α+ 1)−1
)
= −ϕ1
(
U−1
)
ϕ1
(
(α+ 1)−1
)
D(α+ 1)ϕ2
(
(α+ 1)−1
)
− ϕ1
(
U−1
)
D(U)ϕ2
(
U−1
)
ϕ2
(
(α + 1)−1
)
= −ϕ1
(
U−1
)
[ϕ2(α) + 1]ϕ2
(
(α+ 1)−1
)
= D
(
U−1
)
.
So n = U−1−U−1(α+1)−1 ∈ KerD, and hene α = (1−Un)−1−1 = Un(1−Un)−1. The onverse
is a simple omputation.

1.3. In the sequel, we will apply Proposition 1.2 to ertain ompletions of δ and d.
(i) Observe that B ⊂ Ker δA:B, so if a ∈ A, b ∈ B are suh that a+ b is invertible in the ompletion of
A ∨B, then α = (a+ b)−1 satises the hypotheses of (i) above.
(ii) Likewise, B ⊂ Ker dU :B, so if b ∈ B is suh that (1−Ub) is invertible in the ompletion of B〈U,U
∗〉,
then α = Ub(1− Ub)−1 satises the onditions of (ii) above.
2. Coalgebra morphisms in free probability
In this setion we prove that ertain onditional expetations arising in the ontexts of free Markovianity,
and B-free multipliative onvolution of unitaries, are oalgebra morphisms for the omultipliations δ and
d, respetively. Beause we will need these results in the next setion, we will work with operator-valued
generalizations of δ and d.
2.1. In the remainder of the paper, (M, τ) will denote a traial W∗-probability spae. If A,B ⊂ M , A ∨ B
will denote the algebra generated (algebraially) by A ∪B. If 1 ∈ A ⊂M is a ∗-subalgebra, EA will denote
the anonial trae preserving onditional expetation of M onto W∗(A).
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2.2. Suppose that 1 ∈ B ⊂ M is a W∗-subalgebra, and that 1 ∈ A1, A2 ⊂ M are subalgebras ontaining B
whih are algebraially free with amalgamation over B. Letting A = A1 ∨ A2 denote the algebra generated
by A1 and A2, dene
δA1:A2;B : A→ A⊗B A
to be the derivation into the A-bimodule A⊗B A, whih is determined by
δA1:A2;B =
{
a⊗ 1− 1⊗ a, if a ∈ A1,
0, if a ∈ A2.
The B-valued liberation gradient j = j(A1 : A2;B) is then dened by the requirements that j ∈ L
2(A), and
EB(ja) = (EB ⊗ EB)(δA1:A2;B(a)), (a ∈ A).
Exept in Setion 3, we will be interested only in the ase B = C, in whih ase we reover the denitions of
Voiulesu in [11℄ of δ(A1 : A2) and of the liberation gradient j(A1 : A2). This B-valued generalization was
introdue by Nia, Shlyakhtenko and Speiher in [7℄ as a method for studying B-freeness of the algebras A1
and A2.
2.3. Suppose 1 ∈ B ⊂M is a W∗-subalgebra, A ⊂M is a subalgebra ontaining B and U ∈M is a unitary
suh that B〈U,U∗〉 is algebraially free with amalgamation over B from A. Dene
dU :A;B : A〈U,U
∗〉 → A〈U,U∗〉 ⊗B A〈U,U
∗〉
to be the derivation determined by
dU :A;B(U) = 1⊗ U,
dU :A;B(U
∗) = −U∗ ⊗ 1,
dU :A;B(a) = 0, (a ∈ A).
The onjugate of U relative to A with respet to B, denoted ξ = ξ(U : A;B), is then dened by the
requirements that ξ ∈ L2(A〈U,U∗〉) and
EB (ξm) = (EB ⊗ EB) (dU :A;B(m)) , m ∈ A〈U,U
∗〉.
We will mostly be interested in the ase B = C, in whih ase we reover the denition of dU :B from [11℄.
This B-valued generalization was onsidered by Shlyakhtenko in [8℄.
2.4. The following lemma is an operator-valued generalization of a result in [12℄. The proof is an easy
adaptation of the argument found there, we inlude it here for the onveniene of the reader.
Lemma 2.5. Let 1 ∈ B1, B ⊂ M be W
∗
-subalgebras in (M, τ) suh that B1 ⊂ B. Let 1 ∈ A,C ⊂ M be
∗-subalgebras whih are B-free in (M,EB). Let D : A∨B ∨C → (A∨B∨C)⊗B1 (A∨B ∨C) be a derivation
suh that D(B ∨ C) = 0 and D(A ∨B) ⊂ (A ∨B)⊗B1 (A ∨B). Then
(EA∨B ⊗B1 EA∨B) ◦D = D ◦ EA∨B|A∨B∨C .
Proof. First note that B-freeness implies
EA∨B(A ∨B ∨ C) ⊂ A ∨B.
Let F1 = (A ∨B) ∩KerEB, F2 = (B ∨ C) ∩KerEB. Sine A ∨B and B ∨ C are B-free, we have
(A ∨B ∨ C)⊖ (A ∨B) = F2 ⊕
⊕
k≥2
⊕
α1 6=···6=αk
αi∈{1,2}
Fα1Fα2 · · ·Fαk ,
where the orthogonal dierene and diret sums are with respet to the B1-valued inner produt dened by
EB1 . Now DF2 = 0, and DF1 ⊂ (F1 + B) ⊗ (F1 + B) by hypothesis. If α1 6= · · · 6= αk, αi ∈ {1, 2}, k ≥ 2,
then
D (Fα1 · · ·Fαk) ⊂
∑
1≤i≤k
αi=1
Fα1 · · ·Fαi−1 (F1 +B)⊗B1 (F1 +B)Fαi+1 · · ·Fαk .
If k ≥ 2, either i > 1 or i < k so that either
EA∨B
(
Fα1 · · ·Fαi−1 (F1 +B)
)
= 0
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or
EA∨B
(
(F1 +B)Fαi+1 · · ·Fαk
)
= 0.
Sine also DF2 = 0, we have shown that
(EA∨B ⊗B1 EA∨B) (D(A ∨B ∨ C ⊖A ∨B)) = 0.
Sine
(EA∨B ⊗B1 EA∨B) ◦D ◦ EA∨B|A∨B∨C = D ◦EA∨B |A∨B∨C
by hypothesis, the result follows. 
Corollary 2.6. Let 1 ∈ B1, B ⊂ M be W
∗
-subalgebras suh that B1 ⊂ B, and let 1 ∈ A,C ⊂ M be ∗-
subalgebras whih are B-free in (M,EB) and suh that A is algebraially free from B∨C with amalgamation
over B1. Then
(EA∨B ⊗B1 EA∨B)⊗ δA:B∨C;B1 = δA:B;B1 ◦ EA∨B|A∨B∨C .
Corollary 2.7. Suppose that j(A : B;B1) exists, then so does j(A : B ∨C;B1) and
j(A : B ∨ C;B1) = j(A : B;B1).
Proof. For m ∈ A ∨B ∨ C, we have
EB1 (j(A : B;B1)m) = EB1 (j(A : B;B1)EA∨B(m))
= (EB1 ⊗ EB1) δA:B;B1 (EA∨B(m))
= (EB1 ⊗ EB1) δA:B∨C;B1(m).

Corollary 2.8. Let 1 ∈ B1, B ⊂M be W
∗
-subalgebras suh that B1 ⊂ B. Let U, V ∈M be unitaries whih
are B-freely independent, and suh that U is algebraially free from B〈V, V ∗〉 with amalgamation over B1.
Then EB〈U,V,U∗,V ∗〉 ⊂ B〈U,U
∗〉, and(
EB〈U,U∗〉 ⊗B1 EB〈U,U∗〉
)
◦ dUV :B;B1 = dU :B;B1 ◦ EB〈U,U∗〉|B〈UV,V ∗U∗〉.
Proof. Apply Lemma 2.5 to nd that EB〈U,U∗〉B〈U, V, U
∗, V ∗〉 ⊂ B〈U,U∗〉, and(
EB〈U,U∗〉 ⊗B1 EB〈U,U∗〉
)
◦ dU :B〈V,V ∗〉;B1 = dU :B;B1 ◦EB〈U,U∗〉|B〈U,V,U∗,V ∗〉.
Sine dU :B〈V,V ∗〉;B1 |B〈UV,V ∗U∗〉 = dUV :B;B1 , the result follows by restriting to B〈UV, V
∗U∗〉. 
Corollary 2.9. Suppose that ξ(U : B;B1) exists, then so does ξ(UV : B;B1), and
ξ(UV : B;B1) = EB〈UV,V ∗U∗〉 (ξ(U : B;B1)) .
Proof. The proof is similar to Corollary 2.7. 
3. Regularization via unitary onjugation
Our aim in this setion is to show that if 1 ∈ A,B ⊂ M are ∗-subalgebras, then we an an nd a unitary
U arbitrarily lose to the identity suh that W ∗(UAU∗ ∨ B) ∩W ∗(A ∨ B) = B, whih will be needed in
the next setion. In the ase B = C, this follows easily from the onsiderations in [11℄. Here we extend the
neessary results from that paper to the B-valued ase by using the B-valued liberation gradient introdued
in the previous setion.
3.1. The L2-norm of the B-valued liberation gradient gives a measure of how far the algebras A1 and A2 are
from being B-free. In partiular, it is shown in [7℄ that A1 and A2 are B-free if and only if j(A1 : A2;B) = 0.
In the ase B = C, Voiulesu gave some estimates on the distane between the algebras A1 and A2 when
the liberation gradient j(A1 : A2) is bounded [11℄. We begin by observing that his estimates extend diretly
to the B-valued ase.
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Lemma 3.2. Let 1 ∈ B ⊂ M be a W∗-subalgebra, and let 1 ∈ A1, A2 ⊂ M be ∗-subalgebras whih ontain
B, and suh that A1 is algebraially free from A2 with amalgamation over B. Suppose that j(A1 : A2;B)
exists. If m ∈ A1 ∩KerEB , m
′ ∈ A2 ∩KerEB then
EB(j(A1 : A2;B)mm
′) = −EB(j(A1 : A2;B)m
′m) = −EB(mm
′)
and
EB(j(A1 : A2;B)[m,m
′]) = −2EB(mm
′).
In partiular,
τ(j(A1 : A2;B)[m,m
′]) = −2τ(mm′).

Proposition 3.3. Suppose that ‖j(A1 : A2;B)‖ <∞. If m ∈ A1 ∩KerEB, m
′ ∈ A2 ∩KerEB then
|τ(mm′)| ≤
‖j(A1 : A2;B)‖(
1 + ‖j(A1 : A2;B)‖
2
)1/2 |m|2|m′|2.
Equivalently,
‖(EA1 − EB)(EA2 − EB)‖ ≤
‖j(A1 : A2;B)‖(
1 + ‖j(A1 : A2;B)‖
2
)1/2 .
Proof. Idential to [11, Proposition 7.2℄. 
3.4. We now turn to the existene of the B-valued liberation gradient j(A1 : A2;B) after onjugating by a
unitary in M whih ommutes with B. As observed in the salar ase by Voiulesu, the key is the relation
between δ and d.
Proposition 3.5. Let 1 ∈ B ⊂ M be a W∗-subalgebra, and 1 ∈ A ⊂ M a ∗-subalgebra whih ontains B.
If U is a unitary in M whih ommutes with B and is algebraially free from A with amalgamation over B,
then
dU :A;B|A∨UAU∗ = −δUAU∗:A;B.
Proof. We have
dU :A;B (a1Ua2U
∗ · · ·a2k−1Ua2kU
∗) =
∑
1≤p≤k
(
a1Ua2U
∗ · · · a2p−1 ⊗ Ua2pU
∗ · · ·a2k−1Ua2kU
∗
− a1Ua2U
∗ · · · a2p−1Ua2pU
∗ ⊗ a2p+1 · · · a2k−1Ua2kU
∗
)
= −δUAU∗:A;B (a1Ua2U
∗ · · · a2k−1Ua2kU
∗) .

Corollary 3.6. If ξ(U : A;B) exists, then so does j(UAU∗ : A;B) and
j(UAU∗ : A;B) = −EA∨UAU∗(ξ(U : A;B)).

Proposition 3.7. Let 1 ∈ B ⊂ M be a W ∗-subalgebra, and suppose that U ∈ M is a unitary suh that
C[U,U∗] is independent from B. Then if ξ(U : C;C) exists, so does ξ(U : B;B) and
ξ(U : B;B) = ξ(U : C;C).
Proof. Sine U ommutes with B, we just need to hek that
EB(ξ(U : C;C)U
n) = (EB ⊗B EB)(dU :B;B(U
n))
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for all n ∈ Z. If n ≥ 0, then by independene we have
EB(ξ(U : C;C)U
n) = τ(ξ(U : C;C)Un)
= (τ ⊗C τ) (dU :C;C(U
n))
=
n−1∑
k=0
τ(Uk)τ(Un−k)
=
n−1∑
k=0
EB(U
k)EB(U
n−k)
= (EB ⊗B EB) (dU :B;B(U
n)) .
The ase n < 0 is similar.

Proposition 3.8. Let 1 ∈ B ⊂M be a W ∗-algebra, 1 ∈ A ⊂M a ∗-subalgebra ontaining B, and U ∈M a
unitary suh that A is B-free from B〈U,U∗〉 in (M,EB). If ξ(U : B;B) exists, then so does ξ(U : A;B) and
ξ(U : A;B) = ξ(U : B;B).
Proof. Apply Lemma 2.5 with D,A,B1, B, C replaed by dU :A;B , B〈U,U
∗〉, B,B,A to nd
(EB ⊗B EB) ◦ dU :B;B ◦ EB〈U,U∗〉|A〈U,U∗〉 = (EB ⊗B EB) ◦ dU :A;B.
Now for m ∈ A〈U,U∗〉, we have
EB (ξ(U : B;B)m) = EB
(
ξ(U : B;B)EB〈U,U∗〉(m)
)
= (EB ⊗B EB) dU :B;B
(
EB〈U,U∗〉(m)
)
= (EB ⊗B EB) dU :A;B(m).

Proposition 3.9. Let S be a (0, 1)-semiirular random variable in (M, τ). Fix 0 < ǫ < 1, and let Uǫ =
exp(πiǫS). Then ξ(Uǫ : C;C) exists, and∥∥ξ(Uǫ : C;C)− i(2π2ǫ)−1S∥∥ ≤ ǫ(2− ǫ)
2π(1− ǫ)
.
In partiular, ξ(Uǫ : C;C) ∈W
∗(Uǫ).
Proof. The distribution of Uǫ with respet to τ has density
p
(
eiθ
)
= χ[−πǫ,πǫ]
4
πǫ2
√
ǫ2 − θ2/π2
with respet to the normalized Lebesgue measure on T. By [11, Proposition 8.7℄, ξ(Uǫ : C;C) exists, and
is given by i(Hp)(Uǫ), where Hp is the irular Hilbert transform of p, i.e. Hp is the a.e. limit of Hδp as
δ → 0, where
(Hδp)
(
eiθ1
)
= −
1
2π

δ<|θ|≤π
p
(
ei(θ1−θ)
)
ot
(
θ
2
)
dθ.
For x 6= 0, we have the expansion ([18℄)
1
2
ot
(x
2
)
=
1
x
+
∞∑
n=1
1
x+ 2πn
−
1
2πn
.
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It follows that for 0 < |θ| ≤ 2πǫ, we have∣∣∣∣12ot
(
θ
2
)
−
1
θ
∣∣∣∣ ≤∑
n≥1
|θ|
|θ + 2nπ|2nπ
≤ (2πǫ)
 1
2π(1− ǫ)2π
+
1
2π
∑
n≥2
1
2π(n− 1)
−
1
2πn

=
ǫ(2− ǫ)
2π(1− ǫ)
.
Hene if |θ1| ≤ πǫ, then ∣∣∣∣∣(Hδp) (eiθ1)+ 1π

δ<|θ|≤π
p
(
ei(θ1−θ)
)
θ
dθ
∣∣∣∣∣ ≤ ǫ(2− ǫ)2π(1− ǫ) ,
sine p(exp(i(θ1 − θ))) = 0 if |θ| > 2πǫ. But
−
1
π

δ<|θ|≤π
p
(
ei(θ1−θ)
)
θ
dθ
onverges as δ → 0 to the Hilbert transform of the semiirular law of radius πǫ evaluated at θ1. By the
results in [10, Setion 3℄, this is equal to θ1/(2π
3ǫ2). So for |θ1| ≤ πǫ, we have∣∣∣∣(Hp) (eiθ1)− θ12π3ǫ2
∣∣∣∣ ≤ ǫ(2− ǫ)2π(1− ǫ) .
It follows that ∥∥ξ(Uǫ : C;C)− i(2π2ǫ)−1S∥∥ ≤ ǫ(2− ǫ)
2π(1− ǫ)
.

Corollary 3.10. Let 1 ∈ B ⊂ M be a W∗-subalgebra, 1 ∈ A ⊂ M a ∗-subalgebra ontaining B, and S a
(0, 1)-semiirular element in (M, τ) whih is independent from B and B-freely independent from A. Then
for 0 < ǫ < 1, we have
W ∗(A ∨B) ∩W ∗(UǫAUǫ ∨B) = B,
where Uǫ = exp(πiǫS).
Proof. By Propositions 3.7 and 3.8, ξ(Uǫ : A;B) exists and
ξ(Uǫ : A;B) = ξ(Uǫ : B;B) = ξ(Uǫ : C;C).
Applying Corollary 3.6, we see that j(UǫAU
∗
ǫ : A;B) exists and
j(UǫAU
∗
ǫ : A;B) = −EA∨UǫAU∗ǫ [ξ(Uǫ : C;C)] .
By Proposition 3.9, ξ(Uǫ : C;C) is bounded and hene
‖j(UǫAU
∗
ǫ : A;B)‖ <∞.
The result now follows from Proposition 3.3. 
4. Analyti subordination for freely Markovian triples
In this setion we use the derivation δA:B to prove the analyti subordination result for a freely Markovian
triple (A,B,C). The main diulty is in showing that ertain smooth elements in the kernel of the losure
of δA:B atually lie in B.
4.1. Let 1 ∈ A,B ⊂ M be ∗-subalgebras whih are algebraially free. Let A ∗ B denote the ∗-algebra
free produt of A and B (with amalgamation over C). Given an invertible S ∈ M , there is a unique
∗-homomorphism ρS : A ∗B →M determined by
ρS(a) = SaS
−1, (a ∈ A),
ρS(b) = b, (b ∈ B).
We will denote by ρ the isomorphism of A ∗B onto A ∨B.
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4.2. Reall that δA:B : A ∨B → A ∨B ⊗A ∨B is the derivation determined by
δA:B(a) = a⊗ 1− 1⊗ a, (a ∈ A),
δA:B(b) = 0, (b ∈ B).
For p ≥ 0, we dene δ
(p)
A:B : A ∨B → (A ∨B)
⊗(p+1)
reursively by δ
(0)
A:B = idA∨B and
δ
(p+1)
A:B =
(
δA:B ⊗ id
⊗p
)
◦ δ
(p)
A:B.
4.3. We will work a ertain smooth Banah algebra ompletion of A ∗B. Given 0 < R < 1, dene ‖ ‖
∼
R on
A ∗B by
‖f‖
∼
R =
∑
p≥0
∥∥∥δ(p)A:B(ρ(f))∥∥∥∧
(p+1)
Rp,
where ‖ ‖
∧
(s) denotes the norm on the projetive tensor produt M
b⊗s
.
Lemma. ‖ ‖∼R is a nite norm on A ∗B, and if f, g ∈ A ∗B then
‖fg‖
∼
R ≤ ‖f‖
∼
R ‖g‖
∼
R .
Proof. Sine δA:B is a derivation, if f, g ∈ A ∗B then we have
δ
(p)
A:B(ρ(fg)) =
p∑
k=0
(
δ
(k)
A:B(ρ(f))⊗ 1
⊗(p−k)
)(
1⊗k ⊗ δ
(p−k)
A:B (ρ(g))
)
,
so that
‖fg‖
∼
R =
∑
p≥0
∥∥∥δ(p)A:B(ρ(fg))∥∥∥∧
(p+1)
Rp
=
∑
p≥0
∥∥∥∥∥
p∑
k=0
(
δ
(k)
A:B(ρ(f))⊗ 1
⊗(p−k)
)(
1⊗k ⊗ δ
(p−k)
A:B (ρ(g))
)∥∥∥∥∥
∧
(p+1)
Rp
≤
∑
p≥0
p∑
k=0
∥∥∥δ(k)A:B(ρ(f))∥∥∥∧
(k+1)
Rk
∥∥∥δ(p−k)A:B (ρ(g))∥∥∥∧
(p−k+1)
Rp−k
= ‖f‖
∼
R ‖g‖
∼
R .
Sine ‖ ‖
∼
R is easily seen to be nite when restrited to A and to B, it follows that ‖ ‖
∼
R is a nite norm on
A ∗B. 
4.4. Let A ∗˜R B denote the Banah algebra obtained by ompleting A ∗ B under ‖ ‖
∼
R. It is lear that ρ
extends to a ontrative homomorphism ρ˜ : A ∗˜R B → C
∗(A∨B), note however that ρ˜ need not be injetive.
4.5. The main analyti tool we have for studying δA:B is its relation to ρ(1−m), m ∈ M , ‖m‖ < 1. To
state this relation preisely, we will rst need to introdue some notation. Given m1, . . . ,ms ∈ M , let
θs[m1, . . . ,ms] denote the linear map from M
⊗(s+1)
into M determined by
θp[m1, . . . ,ms](m
′
1 ⊗ . . .m
′
s+1) = m
′
1m1m
′
2 · · ·msm
′
s+1.
Note that
‖θp[m1, . . . ,ms](ξ)‖ ≤ ‖m1‖ · · · ‖ms‖ ‖ξ‖
∧
(s+1) ,
where ‖ ‖
∧
(s+1) denotes the projetive tensor produt norm on M
b⊗(s+1)
.
Proposition 4.6. If f ∈ A ∗B and m ∈M , ‖m‖ < 1, then
ρ(1−m)(f) =
∑
p≥0
θp[m, . . . ,m]
(
δ
(p)
A:B(ρ(f))
)
,
where the series onverges absolutely in the uniform norm on M . In partiular, ρ(1−m) extends to a on-
trative homomorphism ρ˜(1−m) : A ∗˜R B →M .
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Proof. First we will hek that the series onverges absolutely. Indeed, by the remark above we have∑
p≥0
∥∥∥θp[m, . . . ,m](δ(p)A:B(ρ(f)))∥∥∥ ≤∑
p≥0
‖m‖
p
∥∥∥δ(p)A:B(ρ(f))∥∥∥∧
(p+1)
= ‖f‖
∼
‖m‖ ,
whih is nite by 4.3.
Now let ϕ(f) denote the right hand side, it sues to show that ϕ is a homomorphism from A ∗ B into
M whih agrees with ρ(1−m) when restrited to A or B. If f, g ∈ A ∗B, then
ϕ(fg) =
∑
p≥0
θp[m, . . . ,m]
(
δ
(p)
A:B(ρ(fg))
)
=
∑
p≥0
θp[m, . . . ,m]
p∑
k=0
(
δ
(k)
A:B(ρ(f))⊗ 1
⊗(p−k)
)(
1⊗k ⊗ δ
(p−k)
A:B (ρ(g))
)
=
∑
p≥0
p∑
k=0
θk[m, . . . ,m]
(
δ
(k)
A:B(ρ(f))
)
θ(p−k)[m, . . . ,m]
(
δ
(p−k)
A:B (ρ(g))
)
= ϕ(f)ϕ(g).
So ϕ is indeed a homomorphism. Clearly ϕ(b) = b = ρ(1−m)(b). For a ∈ A, we have
ϕ(a) =
∑
p≥0
θp[m, . . . ,m]
(
a⊗ 1⊗p − 1⊗ a⊗ 1⊗(p−1)
)
=
∑
p≥0
(amp −mamp−1)
= (1−m)a
∑
p≥0
mp
= (1−m)a(1−m)−1
= ρ(1−m)(a).
Now if ‖m‖ ≤ R < 1, then we have ∥∥ρ(1−m)(f)∥∥ ≤ ‖f‖∼‖m‖ ≤ ‖f‖∼R ,
so that ρ(1−m) extends by ontinuity to a ontrative homomorphism ρ˜(1−m) : A ∗˜R B →M . 
4.7. Reall that the liberation gradient j(A : B) is determined by j(A : B) ∈ L1(W ∗(A ∨B)) and
τ (j(A : B)m) = (τ ⊗ τ) (δA:B(m)) m ∈ A ∨B.
Voiulesu has shown [11℄ that the existene of j(A : B) in L2(W ∗(A ∨ B)) is a suient ondition for the
losability of δA:B, viewed as an unbounded operator
δA:B : L
2(W ∗(A ∨B))→ L2(W ∗(A ∨B)⊗W ∗(A ∨B)).
In partiular, |j(A : B)|2 <∞ implies that δA:B is losable in the uniform norm, we will denote this losure
by δA:B. We will need the following standard result on losable derivations ([3℄, [12℄).
Proposition 4.8. Let K,L be unital C∗-algebras, let ϕ1, ϕ2 : K → L be unital ∗-homomorphisms, let
1 ∈ A ⊂ K be a unital ∗-subalgebra, and let D : A → L be a losable derivation with respet to the A-
bimodule struture on L dened by ϕ1, ϕ2. The losure D is then a derivation, and the domain of denition
D(D) is a subalgebra. Moreover, if a ∈ A is invertible in K, then a−1 ∈ D(D) and
D
(
a−1
)
= −ϕ1
(
a−1
)
D(a)ϕ2
(
a−1
)
.
Proposition 4.9. Let 1 ∈ B ⊂ M be a W∗-subalgebra, and 1 ∈ A ⊂ M a ∗-subalgebra suh that A and
B are algebraially free. Suppose also that |j(A : B)|2 < ∞. If 0 < R < 1, then ρ˜(A ∗˜R B) ⊂ D(δA:B).
Furthermore, if f ∈ A ∗˜R B and δA:B(ρ˜(f)) = 0, then ρ˜(f) ∈ B.
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Proof. It is lear from the denition of the norm ‖ ‖
∼
R that ρ˜ maps A ∗˜R B into D(δA:B). Suppose then that
f ∈ A ∗˜R B, and δA:B(ρ˜(f)) = 0. Let fn ∈ A ∗B s.t. fn → f in A ∗˜R B. Then
lim
n→∞
δA:B (ρ(fn)) = δA:B (ρ˜(f)) = 0,
the limit being taken in the projetive tensor produt norm ‖ ‖
∧
(2). Sine (δA:B ⊗ id) is losable, it follows
that
lim
n→∞
∥∥∥δ(2)A:B(ρ(fn))∥∥∥∧
(3)
= 0.
Iterating, we see that
lim
n→∞
∥∥∥δ(p)A:B(ρ(fn))∥∥∥∧
(p+1)
= 0
for all p ≥ 0. Let m ∈ M , ‖m‖ < R. Sine fn → f in A ∗˜R B, it follows that ‖fn‖
∼
R ≤ C, where C is a
onstant whih does not depend on n. Given ǫ > 0, nd P suh that
C
(‖m‖ /R)P
1− (‖m‖ /R)
< ǫ.
Then nd N suh that n ≥ N implies
P−1∑
p=1
∥∥∥δ(p)A:B(ρ(fn))∥∥∥∧
(p+1)
‖m‖p < ǫ.
We then have for n ≥ N ,
∥∥ρ(1−m)(fn)− ρ(fn)∥∥ =
∥∥∥∥∥∥
∑
p≥1
θp[m, . . . ,m]
(
δ
(p)
A:B(ρ(fn))
)∥∥∥∥∥∥
≤
(P−1)∑
p=1
‖m‖p
∥∥∥δ(p)A:B(ρ(fn))∥∥∥∧
(p+1)
+
∑
p≥P
‖m‖p CR−p
< 2ǫ.
It follows that
ρ˜(1−m)(f)− ρ˜(f) = lim
n→∞
ρ(1−m)(fn)− ρ(fn) = 0.
Now let S be a (0, 1)-semiirular element in M whih is independent from B and B-freely independent
from A. Take ǫ > 0 suiently small so that ‖Uǫ − 1‖ < R, where Uǫ = exp(iπǫS). Then ρ˜Uǫ(f) = ρ˜(f), in
partiular ρ˜(f) ∈ C∗(A ∨B) ∩ C∗(UǫAUǫ ∨B). By Corollary 3.10, we have ρ˜(f) ∈ B. 
4.10. We reall the following from [12℄. If A is a unital C∗-algebra, the upper half-plane of A is dened
as H+(A) = {T ∈ A : Im T ≥ ǫ1 for some ǫ > 0}. Similarly, the lower half-plane of A is dened as
H−(A) = {T ∈ A : Im A ≤ −ǫ1 for some ǫ > 0}. If T ∈ H+(A), then T is invertible, and T
−1 ∈ H−(A).
Moreover, ∥∥T−1∥∥ ≤ ǫ−1 Im(T−1) ≤ −(ǫ+ ǫ−1 ‖T ‖2)−1 .
Proposition 4.11. Let 1 ∈ B ⊂ M be a W∗-subalgebra, and let 1 ∈ A,C ⊂ M be ∗-subalgebras. Assume
A and C are B-free in (M,EB). Suppose also that |j(A : B)|2 < ∞. Then there is a holomorphi funtion
F : H+(A)×H+(C)→ B suh that
EA∨B(a+ c)
−1 = (a+ F (a, c))−1
for a ∈ H+(A), c ∈ H+(C).
Proof. Let a ∈ H+(A), c ∈ H+(C), and let α = (a+ c)
−1
. By Proposition 2.7, |j(A : B ∨C)|2 <∞, so δA:B
and δA:B∨C are losable in norm. By Proposition 4.8, α ∈ D(δA:B∨C). By Lemma 1.2,
δA:B(α) = −α(a⊗ 1− 1⊗ a)α.
It follows from Proposition 2.6 that γ = EB(α) ∈ D(δA:B) and
δA:B(γ) = −γ(a⊗ 1− 1⊗ a)γ.
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Sine α ∈ H−(M), it follows that also γ ∈ H−(M), in partiular γ is invertible. By Lemma 1.2, γ = (a+n)
−1
for some n ∈ Ker δA:B.
Setting F (a, c) = n, it is lear that F (a, c) depends analytially on (a, c), it remains only to show that
F (a, c) ∈ B. Fix a ∈ H+(A) and denote Fa(c) = F (a, c) for c ∈ H+(C). Sine Fa : H+(C) → M is
holomorphi, it sues to show that Fa(c) ∈ B for c in some open subset of H+(C).
Fix 0 < R < 1 and hoose x suiently large so that 2 ‖a‖ (1 −R)−1x−1 < 1/2. Let
Ω = {c ∈ H+(C) : ‖c− ix‖ < ‖a‖}.
Given c ∈ Ω, we have
(a+ c)−1 = ((ix)(1 − Γ))−1 = (ix)−1
∑
k≥0
Γk,
where Γ = (ix)−1(ix− a− c). Note that ‖Γ‖ < 2 ‖a‖x−1. For p ≥ 1 we have
δ
(p)
A:B∨C(Γ) = (ix)
−1
(
1⊗ a⊗ 1⊗(p−1) − a⊗ 1⊗p
)
,
so that ∥∥∥δ(p)A:B∨C(Γ)∥∥∥∧
(p+1)
≤ 2 ‖a‖ x−1.
Letting P ∈ A ∗B suh that ρ(P ) = Γ, it follows that f ∈ A ∗R (B ∨C) and
‖P‖A∗R(B∨C) < 2 ‖a‖x
−1(1 −R)−1 < 1/2.
Sine A ∗R (B ∨ C) is a Banah algebra, we have∥∥P k∥∥
A∗R(B∨C)
< 2−k
for k ≥ 1. Let fk ∈ A ∗B be suh that ρ(fk) = EA∨B(Γ
k), by Proposition 2.6 we have
‖fk‖
∼
R < 2
−k
for k ≥ 1. It follows that
∑
k≥1 fk onverges in A ∗˜R B to a limit f with ‖f‖
∼
R < 1. Let g = (ix)
−1(1 +
f)−1 − a ∈ A ∗˜R B, then
Fa(c) = ρ˜(f),
so that δA:B(ρ˜(f)) = δA:B(Fa(c)) = 0. By Proposition 4.9, Fa(c) ∈ B.

4.12. We may now remove the ondition on the liberation gradient.
Theorem 4.13. Let 1 ∈ B ⊂ M be a W ∗-subalgebra, and let 1 ∈ A,C ⊂ M be ∗-subalgebras. Assume A
and C are B-free in (M,EB). Then there is a holomorphi funtion F : H+(A) ×H+(C)→ B suh that
EA∨B(a+ c)
−1 = (a+ F (a, c))−1
for a ∈ H+(A), c ∈ H+(C).
Proof. Let a ∈ H+(A), c ∈ H+(C), and set
F (a, c) =
(
EA∨b(a+ c)
−1
)−1
− a,
we must show that F (a, c) ∈ B. Clearly F (a, c) depends analytially on (a, c), hene it sues to show that
F (a, c) ∈ B for (a, c) in some open subset of H+(A)×H+(C). Let
Ω = {(a, c) ∈ H+(A)×H+(C) : ‖a− i‖ < 1/2, ‖c−Ki‖ < 1/2},
where K ≫ 0.
Now let S be a (0, 1)-semiirular element inM whih is freely independent from A∨B∨C. For 0 < ǫ < 1
let Uǫ = exp(iπǫS). By Proposition 3.9, |ξ(Uǫ : C)|2 <∞. Hene by Proposition 3.6, |j(UǫAU
∗
ǫ : B)|2 <∞.
So x (a, c) ∈ Ω, by the proposition there are bǫ ∈ B for 0 < ǫ < 1 suh that
EUǫAU∗ǫ ∨B(UǫaU
∗
ǫ + c)
−1 = (a+ bǫ)
−1.
Now sine (a, c) ∈ Ω, we have
‖UǫaU
∗
ǫ + c‖ ≤ K + 2 Im(UǫaU
∗
ǫ + c) ≥ K.
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It follows from 4.10 that∥∥(UǫaU∗ǫ + c)−1∥∥ ≤ K−1 Im(UǫaU∗ǫ + C)−1 ≤ −(K + (K + 2)2/K)−1.
Therefore ∥∥(UǫaU∗ǫ + bǫ)−1∥∥ ≤ K−1 Im(UǫaU∗ǫ + bǫ)−1 ≤ −(K + (K + 2)2/K)−1.
Applying 4.10 one more, we see
Im(UǫaU
∗
ǫ + bǫ) ≥
(
(K + (K + 2)2/K)−1 + (K + (K + 2)2/K)K−2
)−1
=
K + (K+2)
2
K
3 + K
2
(K+2)2 +
(K+2)2
K2
.
For K suiently large, this is greater than 2, from whih it follows that Im(bǫ) > 1/2 for 0 < ǫ < 1. In this
ase, it follows from 4.10 that ∥∥(a+ bǫ)−1∥∥ ≤ C,
for some nite onstant C whih does not depend on ǫ. Hene
lim
ǫ→0
∥∥(UǫaU∗ǫ + bǫ)−1 − (a+ bǫ)−1∥∥ = 0,
and therefore
lim
ǫ→0
∥∥(a+ bǫ)−1 − EA∨B(UǫaU∗ǫ + bǫ)−1∥∥ = 0.
An appliation of [11, Lemma 3.3℄ shows that A ∨B, C and S are B-free, and another appliation shows
that A ∨B, UǫAU
∗
ǫ ∨B, UǫAU
∗
ǫ ∨B ∨C is a freely Markovian triple. By [11, Lemma 3.7℄, we have
EA∨BEUǫAU∗ǫ ∨BEUǫAU∗ǫ ∨B∨C = EA∨BEUǫAU∗ǫ ∨B∨C .
We therefore have
EA∨B(a+ c)
−1 = lim
ǫ→0
EA∨B(UǫaU
∗
ǫ + c)
−1
= lim
ǫ→0
EA∨BEUǫAU∗ǫ ∨B(UǫaU
∗
ǫ + c)
−1
= lim
ǫ→0
EA∨B(UǫaU
∗
ǫ + bǫ)
−1
= lim
ǫ→0
(a+ bǫ)
−1.
It follows that bǫ onverges as ǫ→ 0 to
F (a, c) =
(
EA∨B(a+ c)
−1
)−1
− a,
hene F (a, c) ∈ B whih ompletes the proof. 
5. Analyti subordination for B-free multipliative onvolution of unitaries
In this setion we use the derivation dU :B to prove the analyti subordination result for multipliation of
B-freely independent unitaries, where B is a general W∗-algebra of onstants.
5.1. Let 1 ∈ B ⊂ M be a W∗-subalgebra, and let B〈t〉 denote the algebra of nonommutative polynomials
with oeients in B. Given any m ∈ M , there is a unique homomorphism from B〈t〉 into M whih is the
identity on B and sends t to m, whih we will denote by f 7→ f(m).
5.2. Reall that if U ∈M is a unitary, dU :B : B〈U,U
∗〉 → B〈U,U∗〉 ⊗B〈U,U∗〉 is the derivation determined
by
dU :B(U) = 1⊗ U,
dU :B (U
∗) = −U∗ ⊗ 1,
dU :B(b) = 0, (b ∈ B).
Dene d
(p)
U :B : B〈U,U
∗〉 → (B〈U,U∗〉)⊗(p+1) reursively by d
(0)
U :B = id,
d
(p+1)
U :B = (dU :B ⊗ id
⊗p) ◦ d
(p)
U :B.
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5.3. Fix a unitary U ∈M whih is algebraially free from B. Dene a norm ‖ ‖
∼
R,U on B〈t〉 by
‖f‖
∼
R,U =
∑
p≥0
∥∥∥d(p)U :B(f(U))∥∥∥∧
(p+1)
,
where ‖ ‖
∧
(s) denotes the projetive tensor produt norm on M
b⊗s
.
Lemma. ‖ ‖
∼
R,U is a nite norm on B〈t〉, and if f, g ∈ B〈t〉 then
‖fg‖
∼
R,U ≤ ‖f‖
∼
R,U ‖g‖
∼
R,U .
The proof is the same as the argument for δ given in (4.3).
5.4. Let B∼R,U{t} denote the ompletion of B〈t〉 under ‖ ‖
∼
R,U . The map sending f ∈ B〈t〉 to f(U) extends
to a ontrative homomorphism from B∼R,U into M , whih we will still denote by f 7→ f(U).
5.5. Similarly to δ, dU :B is related to the homomorphism f 7→ f((1+m)U), f ∈ B〈t〉, where m ∈M is xed.
Reall that if m1, . . . ,ms ∈M are given, θs[m1, . . . ,ms] :M
⊗(s+1) →M is the linear map determined by
θp[m1, . . . ,ms](m
′
1 ⊗ · · · ⊗m
′
s+1) = m
′
1m1m
′
2 · · ·msm
′
s+1.
Proposition 5.6. Fix m ∈M , then for f ∈ B〈t〉 we have
f((1 +m)U) =
∑
p≥0
θp[m, . . . ,m]
(
d
(p)
U :B(f(U))
)
.
In partiular, if ‖m‖ ≤ R then f 7→ f((1+m)U) extends to a ontrative homomorphism from BR,U{t} into
M , whih we will also denote by f 7→ f((1 +m)U).
Proof. First observe that the right hand side has only nitely many nonzero terms, so onvergene is not an
issue. Let ϕ(f) denote the right hand side. Repeating the argument from Proposition 4.6, we see that ϕ is
a homomorphism from B〈t〉 into M . Sine ϕ(b) = b for b ∈ B, and
ϕ(t) = (1 +m)U,
it follows that ϕ(f) = f((1 +m)U) as laimed. For f ∈ B〈t〉 and ‖m‖ ≤ R, we then have
‖f((1 +m)U)‖ ≤
∑
p≥0
∥∥∥θp[m, . . . ,m](d(p)U :Bf(U))∥∥∥
≤
∑
p≥0
‖m‖
p
∥∥∥d(p)U :Bf(U)∥∥∥∧
(p+1)
≤ ‖f‖∼R,U .
So f 7→ f((1 +m)U) extends to a ontrative homomorphism on B∼R,U{t} as laimed. 
5.7. Reall that ξ(U : B) is determined by ξ(U : B) ∈ L1(W ∗(B〈U,U∗〉)) and
τ (ξ(U : B)m) = (τ ⊗ τ) (dU :B(m)) m ∈ B〈U,U
∗〉.
Voiulesu has proved that the existene of ξ(U : B) ∈ L2(B〈U,U∗〉) is a suient ondition for the losability
of dU :B when viewed as an unbounded operator
dU :B : L
2(W ∗(B〈U,U∗〉))→ L2(W ∗(B〈U,U∗〉)⊗W ∗(B〈U,U∗〉)).
In partiular, |ξ(U : B)|2 <∞ implies that dU :B is losable in the uniform norm, we will denote this losure
by dU :B .
Proposition 5.8. Suppose that |ξ(U : B)|2 < ∞. If f ∈ BR,U{t}, then f(U) ∈ D(dU :B). Furthermore, if
R > 2 and if dU :B(f(U)) = 1⊗ f(U), then f(U) = Ub for some b ∈ B.
Proof. Let f ∈ BR,U{t}, it is lear from the denition of ‖ ‖
∼
R,U that f(U) ∈ D(dU :B), suppose then that
dU :B(f(U)) = 1⊗ f(U). Let fn ∈ B〈t〉, ‖fn − f‖
∼
R,U → 0. Sine (dU :B ⊗ id) is losable, we have
lim
n→∞
d
(2)
U :B(fn) = 0,
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with onvergene in ‖ ‖(3). Iterating, we see that
lim
n→∞
d
(p)
U :B(fn) = 0,
for all p ≥ 2.
Now letm ∈M , ‖m‖ < R. Sine fn → f ∈ ‖ ‖
∼
R,U , there is a nite onstant C > 0 suh that ‖fn‖
∼
R,U < C
for all n ∈ N. Let ǫ > 0 and nd P ≥ 2 suh that
C
(‖m‖ /R)P
1− ‖m‖ /R
< ǫ.
Now nd N suh that n ≥ N implies
P−1∑
p=2
‖m‖
p
∥∥∥d(p)U :B(fn(U))∥∥∥∧
(p+1)
< ǫ.
We then have, for n ≥ N ,
‖fn((1 +m)U)− (fn(U) + θ1[m] (dU :B(fn(U))))‖ < 2ǫ.
Taking limits, it follows that
f((1 +m)U) = (1 +m)f(U).
If R > 2, we an apply this to m = U∗ − 1 to nd
f(1) = U∗f(U).
Sine f(1) ∈ B, the result follows. 
5.9. We will also use the following tehnial lemma from [13℄.
Lemma. If x ∈ A, where A is a unital C∗-algebra, the following are equivalent:
(i) ‖x‖ < 1.
(ii) 1− x is invertible and 2Re(1− x)−1 ≥ (1 + ǫ) for some ǫ > 0.
Proposition 5.10. Let 1 ∈ B ⊂ M be a W∗-subalgebra, and let U, V ∈ M be unitaries suh that B〈U,U∗〉
is B-freely independent from B〈V, V ∗〉 in (M,EB). Suppose also that |ξ(U : B)|2 < ∞. Then there is a
holomorphi map F : D(B)→ D(B) suh that
EB〈U,U∗〉UV b(1− UV b)
−1 = UF (b)(1− UF (b))−1
and ‖F (b)‖ ≤ b for b ∈ D(B).
Proof. Sine |ξ(U : B)|2 < ∞, also |ξ(UV : B)|2 < ∞ by 2.9. So dU :B and dUV :B are both losable in the
uniform norm. Let b ∈ D(B), and set α = UV b(1 − UV b)−1. Then α ∈ D(dUV :B) by Proposition 4.8, and
by Lemma 1.2 we have
dUV :B(α) = (α+ 1)⊗ α.
It follows from Corollary 2.8 that γ = EB〈U,U∗〉(α) ∈ D(dU :B), and
dU :B(γ) = (γ + 1)⊗ γ.
Now
γ + 1 = EB〈U,U∗〉(1− UV b)
−1,
so to show that γ + 1 is invertible, it sues to show that 0 is not in the onvex hull of the spetrum of
(1− UV b)−1. Let z ∈ C, then
(1− UV b)−1 − z = (1 − z + zUV b)(1− UV b)−1
is invertible if |z| ‖b‖ < |1 − z|, in partiular if Re(z) < 1/2. So γ + 1 is invertible, and by Lemma 1.2 we
have γ = Un(1− Un)−1 for some n ∈ Ker dU :B suh that 1− Un is invertible.
It is lear that n depends analytially on b, it remains to show that n ∈ D(B), and that ‖n‖ ≤ ‖b‖. First
we laim that ‖n‖ < 1. Sine U is unitary, it sues to show that ‖Un‖ < 1. By Lemma 5.9, it sues to
show that 1− Un is invertible, and 2Re(1− Un)−1 ≥ (1 + ǫ) for some ǫ > 0. But we have
(1− Un)−1 = γ + 1 = EB〈U,U∗〉(1 − UV b)
−1,
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and sine ‖UV b‖ < 1, applying Lemma 5.9 again shows that 2Re(1 − UV b)−1 ≥ (1 + ǫ) for some ǫ > 0.
So ‖b‖ < 1, and it then follows from analytiity that in fat ‖F (b)‖ ≤ ‖b‖. Indeed, let b ∈ D(B), and let
ψ a bounded linear funtional on M , then z 7→ ψ(F (z(b/ ‖b‖))) is an analyti funtion D(C) → D(C). By
Shwarz's lemma, |ψ(F (z(b/ ‖b‖)))| ≤ |z| for z ∈ D(C). Taking z = ‖b‖, we have |ψ(F (b))| ≤ ‖b‖, sine ψ is
arbitrary we have ‖F (b)‖ ≤ ‖b‖.
Finally we laim that F (b) ∈ B for b ∈ D(B). By analyti ontinuation, it sues to show this for ‖b‖
suiently small. Let R > 2, 0 < ǫ < 1/2 and let b ∈ B, ‖b‖ (1 +R) < ǫ. We have
UV b(1− UV b)−1 =
∑
n≥1
(UV b)n.
Now
d
(p)
UV :B(UV b) =

UV b p = 0
1⊗ UV b p = 1
0 p ≥ 2
.
In partiular, setting f = tb ∈ B〈t〉 we have
‖f‖
∼
R,UV < ǫ.
It follows that
‖fn‖
∼
R,UV < ǫ
n.
Now sine U and V are B-free, it follows that
EB〈U,U∗〉(UV b)
n ∈ B〈U〉,
so let Pn ∈ B〈t〉 be suh that
Pn(U) = EB〈U,U∗〉(UV b)
n.
By Corollary 2.8,
d
(p)
U :BPn(U) = (EB〈U,U∗〉)
⊗(p+1)d
(p)
UV :B(UV b)
n.
In partiular,
‖Pn‖
∼
R,U ≤ ‖f
n‖
∼
R,UV < ǫ
n.
So
∑
n≥1 Pn onverges in B
∼
R,U{t} to some limit h with ‖h‖ < 1. It follows that 1+h is invertible in B
∼
R,U{t},
and
UF (b) = g(U),
where g = 1 − (1 + h)−1. But g ∈ B∼R,U{t} and dU :B(g(U)) = 1 ⊗ g(U), so by Proposition 5.8, g(U) = Ub
for some b ∈ B. Sine U is invertible, we have F (B) = b ∈ B, whih ompletes the proof.

5.11. We may now remove the ondition on the onjugate ξ(U : B).
Theorem 5.12. Let 1 ∈ B ⊂ M be a W∗-subalgebra, and let U, V ∈ M be unitaries suh that B〈U,U∗〉 is
B-freely independent from B〈V, V ∗〉 in (M,EB). Then there is a holomorphi map F : D(B) → D(B) suh
that
EB〈U,U∗〉UV b(1− UV b)
−1 = UF (b)(1− UF (b))−1
and ‖F (b)‖ ≤ b for b ∈ D(B).
Proof. Let S be a (0, 1)-semiirular element in (M, τ) whih is freely independent with B〈U, V, U∗, V ∗〉. Ap-
plying [11, Lemma 3.3℄ twie, we see that B〈U,U∗〉, B〈UǫU,U
∗U∗ǫ 〉, B〈UǫUV, V
∗U∗Uǫ∗〉 is a freely Markovian
triple, where Uǫ = exp(πiǫS). By [11, Lemma 3.4℄, we have
EB〈U,U∗〉EB〈UǫU,U∗U∗ǫ 〉EB〈UǫUV,V ∗U∗U∗ǫ 〉 = EB〈U,U∗〉EB〈UǫUV,V ∗U∗U∗ǫ 〉.
Now B〈UǫU,U
∗U∗ǫ 〉 and B〈V, V
∗〉 are B-free, and |ξ(UǫU : B)|2 < ∞ by Corollary 3.9. So given b ∈ D, we
may apply the proposition to nd nǫ ∈ B, 0 < ǫ < 1, suh that ‖nǫ‖ ≤ ‖b‖ and
EB〈UǫU,U∗U∗ǫ 〉UǫUV b(1− UǫUV b)
−1 = UǫUnǫ(1 − UǫUnǫ)
−1.
It follows that
EB〈U,U∗〉UǫUV b(1− UǫUV b)
−1 = EB〈U,U∗〉UǫUnǫ(1− UǫUnǫ)
−1.
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Now sine UǫUV b tends to UV b as ǫ→ 0, and (1 − UV b)
−1
is invertible, it follows that
lim
ǫ→0
UǫUV b(1− UǫUV b)
−1 = lim
ǫ→0
(1− UǫUV b)
−1 − 1
= (1− UV b)−1 − 1
= UV b(1− UV b)−1,
with onvergene in norm. Sine ‖nǫ‖ ≤ ‖b‖ < 1 for 0 < ǫ < 1, it follows that
lim
ǫ→0
∥∥UǫUnǫ(1− UǫUnǫ)−1 − Unǫ(1 − Unǫ)−1∥∥ = 0.
Hene,
EB〈U,U∗〉UV b(1− UV b)
−1 = lim
n→∞
EB〈U,U∗〉UǫUV b(1− UǫUV b)
−1
= lim
n→∞
EB〈U,U∗〉UǫUnǫ(1− UǫUnǫ)
−1
= lim
n→∞
Unǫ(1− Unǫ)
−1.
By the argument in the previous proposition, EB〈U,U∗〉(1− UV b)
−1
is invertible, so that
lim
ǫ→0
1− Unǫ =
(
EB〈U,U∗〉(1− UV b)
−1
)−1
.
From this it follows that nǫ onverges to a limit n ∈ B, suh that ‖n‖ ≤ ‖b‖ and
EB〈U,U∗〉UV b(1− UV b)
−1 = Un(1− Un)−1.
Sine the analyti dependene is lear, this ompletes the proof.

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