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La formule des traces pour les reveˆtements de groupes re´ductifs
connexes. III.
Le de´veloppement spectral fin
Wen-Wei Li
Re´sume´
Nous poursuivons l’e´tude de la formule des traces pour certains reveˆtements de groupes
re´ductifs connexes en de´duisant une formule explicite du coˆte´ spectral, base´e sur des re´sultats
d’analyse harmonique locale dans les travaux pre´ce´dents. Les arguments sont dus a` Arthur
et nous expliquons comment ils s’adaptent aux reveˆtements.
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1 Introduction
Cet article succe`de a` [15, 16], qui visent a` e´tablir la formule des traces invariante d’Arthur
pour une certaine classe d’extensions centrales des groupes topologiques
1→ m → G˜
p
−→ G(A)→ 1
ou` m := {ε ∈ C
× : εm = 1}, G est un groupe re´ductif connexe sur un corps de nombres F ,
et A = AF est l’anneau d’ade`les. On exige aussi certaines proprie´te´s rendant l’e´tude des formes
automorphes possible, par exemple un scindage de p au-dessus de G(F ) et la commutativite´
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des alge`bres de Hecke sphe´riques en presque toute place non archime´dienne de F ; voir [15] pour
les de´tails. On l’appelle un reveˆtement ade´lique a` m feuillets.
La formule des traces grossie`re, ainsi qu’elle est e´nonce´ dans [15], est une e´galite´ de la forme∑
o∈OG
Jo(f)︸ ︷︷ ︸
le coˆte´ ge´ome´trique
= J(f) =
∑
χ∈XG˜
Jχ(f)
︸ ︷︷ ︸
le coˆte´ spectral
, f ∈ C∞c (G˜
1).
Ici OG signifie l’ensemble des classes de conjugaison semi-simples dans G(F ) et XG˜ signi-
fie l’ensemble des donne´es cuspidales automorphes, autrement dit des WG0 -orbites des paires
(M,σ) ou` M est un sous-groupe de Le´vi semi-standard et σ est une repre´sentation automorphe
cuspidale de M˜1.
Les termes sont effectivement les valeurs en T = T0 des polynoˆmes J
T
o (f), J
T
χ (f) et J
T (f)
en T ∈ a0, ou` T0 est un point canonique de´fini par Arthur de´pendant du choix d’un sous-
groupe compact maximal. Le terme JT (f) est l’inte´grale diagonale d’un certain noyau tronque´
de l’action re´gulie`re de f sur L2(G(F )\G˜1) pour T suffisamment re´gulier. Une telle formule
n’est pas assez utile pour des proble`mes globaux. Par exemple, JTχ (f) est de´fini en termes des
produits scalaires des se´ries d’Eisenstein tronque´es, inte´gre´s sur l’axe imaginaire, dont on ne
s’attend a` aucune formule utile et ge´ne´rale. Il faut donc trouver des formules plus fines pour les
termes Jo(f) et Jχ(f).
Le coˆte´ ge´ome´trique est de´ja` traite´ dans [15], ou` est obtenu un de´veloppement a` la Arthur [7]
en termes des inte´grales orbitales ponde´re´es. Dans cet article, nous conside´rons le coˆte´ spectral
en suivant toujours les arguments d’Arthur [3, 4]. Nous utilisons les fonctions test K˜-finies afin
d’avoir des re´sultats de finitude, ou` K˜ est un sous-groupe compact maximal convenable de G˜.
Pour de telles fonctions f nous obtenons une formule dans le Corollaire 6.10 :
Jχ(f) =
∑
M∈L(M0)
∑
π∈Πunit(M˜1)
∑
L∈L(M)
∑
s∈WL(M)reg
|WM0 ||W
G
0 |
−1·
· |det(s− 1|aLM )|
−1
∫
i(aG
L
)∗
tr (ML(P˜ , λ)MP |P (s, 0)IP˜ (λ, f)χ,π) dλ
ou` P ∈ P(M) est arbitraire.
Suivant [8], nous regroupons ensuite les χ selon les normes des parties imaginaires de leurs
caracte`res infinite´simaux νχ. On introduit ainsi Jt(f) :=
∑
χ:‖Imνχ‖=t
Jχ(f) pour tout t ≥ 0.
Si l’on extrait les termes avec L = G et ‖Imνχ‖ = t dans la formule pre´ce´dente, on arrive a`
la partie t-discre`te Jdisc,t(f) de la formule des traces. C’est la partie qui nous inte´resse. Graˆce
a` des proprie´te´s d’admissibilite´ enterre´es dans la construction du spectre discret [17, V], on
introduit un ensemble Πdisc,t(G˜) de repre´sentations de G˜
1 et des coefficients aG˜disc(π) pour tout
π ∈ Πdisc,t(G˜), tel que
Jdisc,t(f) =
∑
π∈Πdisc,t(G˜)
aG˜disc(π)tr π(f).
Ce n’est pas clair si
∑
t Jdisc,t(f) converge absolument. Nous n’abordons pas cette question
malgre´ son utilite´ dans des applications. Toutefois il n’est pas impossible d’adapter les me´thodes
dans le cas re´ductif [13].
Remarquons que, dans [15] on ne conside`re que la partie spe´cifique de la formule des traces,
c’est-a`-dire on se limite aux repre´sentations spe´cifiques et aux fonctions anti-spe´cifiques, bien
que le cas ge´ne´ral en re´sulte sans peine. Cette restriction est cruciale pour le coˆte´ ge´ome´trique
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mais n’importe pas pour le coˆte´ spectral. On autorise ainsi toutes les repre´sentations et fonctions
test de G˜1 dans cet article.
Selon [10], l’e´tape suivante sera de de´finir les caracte`res ponde´re´s locaux canoniquement
normalise´s [9], et les coefficients globaux aM˜ (·) pour tout sous-groupe de Le´vi semi-standard
M . On obtiendra ainsi un de´veloppement de Jt(f) en termes de ces objets, pour tout t ≥ 0. Ceci
diffe`re de l’approche ante´rieure dans [8] en ce que nos caracte`res ponde´re´s seront canoniquement
de´finis, et que nous utiliserons les facteurs normalisants locaux non ramifie´s pour les coefficients
aM˜ (·) qui font intervenir des fonctions L partielles au lieu des fonctions L automorphes et des
facteurs ε selon l’approche ante´rieure. Pour cela, il faut aussi une majoration de la convergence
absolue en termes de multiplicateurs [8, §6]. Nous les laissons a` un article a` venir.
Un mot sur les de´finitions : nous de´vions des conventions d’Arthur adopte´es dans [15, §6.1]
en changeant la de´finition de l’espace A2(P˜ ) (voir §3). La nouvelle convention a deux avan-
tages. D’abord les termes ρP disparaissent dans les de´finitions des se´ries d’Eisenstein et des
ope´rateurs d’entrelacement globaux. Deuxie`mement, cela est plus compatible avec la situation
locale dans [16] et facilite la comparaison local-global des ope´rateurs d’entrelacement dans §6.
Ce changement n’affecte nullement les arguments d’Arthur.
Enfin, donnons quelques remarques concernant le style et les preuves. Les arguments sont
tous dus a` Arthur et un expert peut s’en convaincre imme´diatement. Plus pre´cise´ment, les
ingre´dients importants sont le suivants.
1. De´composition spectrale [17], notamment la construction du spectre discret par re´sidus.
C’est valable pour les reveˆtements.
2. Majorations pre´cises pour le coˆte´ spectral de la formule des traces grossie`re [3, Appendix].
Cette partie est de nature plus e´le´mentaire modulo la de´composition spectrale, et nous ne
le traitons pas en profondeur.
3. The´ore`me de Paley-Wiener d’Arthur [6], qui est valable pour tout groupe re´el dans la
classe de Harish-Chandra, y compris les composantes archime´diennes des reveˆtements
ade´liques.
4. Formule du produit scalaire des se´ries d’Eisenstein tronque´es [5]. Malheureusement cela
n’est pas encore comple`tement re´dige´e, meˆme dans [17]. Nous nous contenterons d’en
donner les e´nonce´s et d’indiquer qu’elle s’appuie sur la the´orie de base de la de´composition
spectrale, eg. le calcul des termes constants des se´ries d’Eisenstein.
5. Normalisation des ope´rateurs d’entrelacement locaux, qui est faite dans [16] pour les
reveˆtements.
6. Arguments combinatoires d’Arthur, eg. la the´orie de (G,M)-familles, qui marchent sans
modification.
Ayant justifie´s ces ingre´dients, notre taˆche est de clarifier la logique des de´monstrations
d’Arthur. Parfois nous ne donnons qu’une esquisse de la de´monstration afin d’e´viter de cre´er
un texte ge´ant et illisible. D’autre part, nous remplissons aussi les de´tails de certains arguments
d’Arthur, par exemple dans la Proposition 7.1.
Organisation de cet article Dans le §2, nous rappelons le formalisme pour les reveˆtements
mis dans [15].
Dans le §3, nous mettons en place les de´finitions des se´ries d’Eisenstein et des ope´rateurs
d’entrelacement. Nous donnons ensuite l’e´nonce´ complet de la formule du produit scalaire des
se´ries d’Eisenstein tronque´es, qui permet de donner une description simple asymptotique pour
JTχ (f).
Dans le §4, nous utilisons un the´ore`me de multiplicateur d’Arthur pour inse´rer une fonction
B ∈ C∞c (ih
∗/ia∗G)
W avec B(0) = 1 dans l’inte´grale de´finissant JTχ (f) et de´finissons un polynoˆme
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P T (B) asymptotique a` JTχ (f), qui permet de contourner des proble`mes analytiques. On obtient
JTχ (f) en e´valuant limǫ→0 P
T (Bǫ) avec Bǫ(·) = B(ǫ·).
On arrive a` une formule explicite pour P T (B) dans le §6 en introduisant des (G,M)-familles.
La famille cQ controˆle la de´pendance sur T , tandis que l’autre famille dQ est de´finie a` l’aide des
ope´rateurs d’entrelacement. La formule cherche´e re´sulte alors des formules de descente dans la
the´orie de (G,M)-familles.
Pour se de´barrasser des termes Bǫ dans les formules pre´ce´dentes, il faut montrer que des
fonctions rSL(πλ, P ) qui se de´duisent de facteurs normalisants globaux sont a` croissance mode´re´e
en λ ∈ i(aGL )
∗, ce qui est le sujet du §6. Enfin, on de´finit Jdisc,t(f) et de´duit un de´veloppement
dans le §7.
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J’exprime ma profonde gratitude a` mon directeur de the`se Jean-Loup Waldspurger, qui a tre`s
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l’Institut de Mathe´matiques de Jussieu pour les excellentes conditions de travail qu’ils ont
fournies pendant ces trois anne´es.
2 Pre´liminaires
Rappelons brie`vement le formalisme dans [15] pour les reveˆtements. On se donne
– F : un corps de nombres ;
– soit v une place de F , on note Fv le comple´te´ de F en v ; si v est non archime´dienne, on
note ov son anneau des entiers ;
– A = AF :=
∏′
vFv : l’anneau d’ade`les de F ;
– G : un F -groupe re´ductif connexe ;
– une extension centrale 1 → m → G˜
p
→ G(A) → 1 de groupes topologiques, ou` m est un
entier positif, qui forme un reveˆtement ade´lique a` m feuillets ; en particulier on dispose
d’un scindage i : G(F )→ G˜ de p, par lequel G(F ) s’identifie a` un sous-groupe discret de
G˜ (voir [15, §3]) ;
– M0 : un sous-groupe de Le´vi minimal de G.
Notations combinatoires Nous utilisons les notations dans [15] concernant les sous-groupes
de Le´vi, les paraboliques et les racines, etc, qui sont pour l’essentiel celles d’Arthur. Par exemple,
on note WG0 le groupe de Weyl associe´ a` M0. Si M ∈ L(M0), on note
WG(M) := {w ∈WG0 : wMw
−1 =M}/WM0 = NormG(M)/M,
WG(M)reg := {w ∈W
G(M) : Ker (w − 1|aGM ) = {0}}.
Soient M,M ′ ∈ L(M), on pose
W (aM , aM ′) := {w ∈W
G
0 : wMw
−1 =M ′}/WM0 .
Fixons un sous-groupe compact maximal spe´cial K =
∏
vKv de G(A) tel que Kv est en
bonne position relativement a` M0 pour toute place v. Il convient aussi de fixer un sous-groupe
parabolique minimal P0 ∈ L(M0), bien que nos re´sultats finaux n’en de´pendront pas. Arthur
montre dans [2] qu’il existe un unique e´le´ment T0 ∈ a
G
0 tel que
HP0(wˆ
−1) = (1− w−1)T0, w ∈W
G
0
ou` wˆ de´signe un repre´sentant quelconque de w dans G(F ). On peut e´crire wˆ = mw˜ avec
m ∈ M0(A) et w˜ ∈ K, d’ou` HP0(wˆ
−1) = HM0(m
−1). Donc T0 ne de´pend pas du choix de
P0 ∈ P(M0).
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Reveˆtements Si v est une place de F , on note pv : G˜ → G(Fv) la fibre de p au-dessus de
G(Fv). Dans la de´finition des reveˆtements ade´liques, c’est sous-entendu que l’on fixe un ensemble
fini Vram des places de F contenant toutes les places archime´diennes. On note oram l’anneau des
Vram-entiers dans F et on fixe un oram-mode`le du sche´ma en groupes G. Pour v /∈ Vram, on
prend Kv := G(ov). Grosso modo, l’hypothe`se est qu’il existe un scindage sv : Kv →֒ G˜v de
pv tel que le triplet (pv,Kv , sv) fournit un reveˆtement non ramifie´ pour tout v /∈ Vram, et
que les applications sv de´finissent une section du reveˆtement ade´lique sur un ouvert compact
(cf. [15, §3.1 et §3.3]). Quitte a` agrandir Vram, on peut supposer de plus que Kv est en bonne
position relativement a` M0 pour toute place v /∈ Vram. Fixons un sous-groupe compact maximal
K =
∏
vKv de G(A) et posons K˜ := p
−1(K), tel que
– Kv est spe´cial et en bonne position relativement a` M0 pour tout v ;
– pour tout v /∈ Vram, Kv est le groupe hyperspe´cial choisi pre´ce´demment qui s’identifie a`
un sous-groupe de G˜v a` l’aide du scindage sv.
Les e´le´ments et sous-groupes de G˜ sont dote´s du symbole ∼, par exemple x˜, P˜ , M˜ , etc,
tandis que leurs images par p sont note´es par x, P , M , etc.
On a G˜ =
∏′
vG˜v/ {(εv)v ∈
⊕
v m :
∏
v εv = 1}, ou` le produit restreint est pris par rapport
a` (Kv)v/∈Vram .
Rappelons aussi que, pour toute place v, il existe un scindage canonique de pv au-dessus
de la sous-varie´te´ unipotente Gunip(Fv), qui se restreint en un homomorphisme sur chaque
sous-groupe unipotent. Ces scindages se rassemblent en un scindage du reveˆtement ade´lique p.
Identifions ainsi les e´le´ments unipotents de G(A) a` des e´le´ments de G˜.
Imposons les meˆmes conventions que dans [15] pour les mesures de Haar sur les reveˆtements
ainsi que les espaces vectoriels aM , a
G
M , etc. Fixons une normeW
G
0 -invariante ‖·‖ sur a0 induisant
la mesure de Haar choisie sur a0.
Repre´sentations et fonctions Soit H un groupe localement compact, on note Πunit(H)
l’ensemble de classes d’e´quivalences des repre´sentations unitaires irre´ductibles de H. Soit π ∈
Πunit(G˜). Il n’est pas toujours un produit tensoriel restreint car G˜ n’est pas force´ment un
produit restreint. Or on peut tirer π en une repre´sentation de
∏′
vG˜v et puis l’e´crire comme un
produit tensoriel restreint, graˆce a` notre hypothe`se sur la commutativite´ des alge`bres de Hecke
sphe´riques [15, §3.2] : la cle´ est que pour toute v /∈ Vram et toute repre´sentation lisse irre´ductible
de G˜v , son sous-espace fixe´ par Kv est de dimension 1. Ainsi, par abus de notation on e´crira
π =
⊗
v
πv.
Pour π comme ci-dessus et λ ∈ a∗G, on de´duit une nouvelle repre´sentation irre´ductible
πλ := π ⊗ e
〈λ,H
G˜
(·)〉.
Soient M ∈ LG(M0), π ∈ Πunit(M˜) et w ∈ W
G
0 avec un repre´sentant wˆ ∈ G(F ). On
note wπ ∈ Πunit(wM˜w
−1) la repre´sentation (wπ)(m˜′) = π(wˆ−1m˜′wˆ) pour m˜′ ∈ wM˜w−1. La
repre´sentation est inde´pendante du choix de wˆ a` e´quivalence pre`s. Idem pour M˜1 au lieu de
M˜ . Rappelons d’ailleurs que nous avons de´fini dans [15, 3.4] un sous-groupe central AM,∞ de
M˜ qui est isomorphe a` un espace euclidien (et de´sole´ pour le conflit potentiel de notations), tel
que M˜ = M˜1 ×AM,∞. Ainsi, Πunit(M˜
1) se plonge dans Πunit(M˜).
Soit φ : G(F )\G˜1 → C une fonction localement inte´grable. Soit P ∈ F(M0), on note
φP (x˜) :=
∫
U(F )\U(A) φ(ux˜) du son terme constant le long de P˜ . C’est encore une fonction loca-
lement inte´grable.
Soit P ∈ F(M0), posons
dP (T ) := sup{〈α, T 〉 : α ∈ ∆P}, T ∈ a0
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et e´crivons d0(T ) := dP0(T ).
Pour T ∈ a0 avec d0(T )≫ 0, on peut de´finir la fonction tronque´e Λ
Tφ par
ΛTφ(x˜) =
∑
P=MU⊃P0
(−1)dimAM/AG
∑
γ∈P (F )\G(F )
τˆP (HP (γx)− T )φP˜ (γx˜)
ou` τˆP est la fonction caracte´ristique de
{H ∈ a0 : ∀α ∈ ∆P , 〈̟α,H〉 > 0}.
3 Produit scalaire des se´ries d’Eisenstein tronque´es
De´finitions de base Fixons les objets p : G˜ → G(A), P0, M0, K comme dans la section
pre´ce´dente. Soient M ∈ L(M0), P =MU ∈ P(M) tel que P ⊃ P0. L’espace L
2(M(F )\M˜1) est
un espace de Hilbert de fac¸on e´vidente. On de´finit les espaces suivants
A(P˜ ) = A(U(A)M(F )\G˜) : les formes automorphes sur U(A)M(F )\G˜,
Acusp(P˜ ) : le sous-espace des formes cuspidales.
Cf. [17, I.2.17] ; dans cet article nous factorisons le sous-groupe AM,∞, par conse´quent nous ne
fixons pas le caracte`re central.
Pour φ ∈ A(P˜ ) et x˜ ∈ G˜, on de´finit φx˜(·) := δP (·)
− 1
2φ(·x˜) qui est une fonction sur M˜ .
De´finissons ensuite
A2(P˜ ) :=

φ ∈ A(P˜ ) :∀x˜ ∈ G˜, φx˜ ∈ L
2(M(F )AM,∞\M˜),
et
∫
K˜
∫
M(F )\M˜1
|φk˜(m˜)|
2 dm˜ dk˜ < +∞
 ,
A2cusp(P˜ ) := A
2(P˜ ) ∩ Acusp(P˜ ).
De´sormais nous identifions M(F )AM,∞\M˜ et M(F )\M˜
1. Soient φ, φ′ ∈ A2(P˜ ), on pose
(φ|φ′) :=
∫
K˜
∫
M(F )\M˜1
φk˜(m˜)φ
′
k˜
(m˜) dm˜ dk˜
qui fournit une structure pre´-hilbertienne. On note A2(P˜ ), etc, les comple´te´s hilbertiens ainsi
obtenus.
Soit λ ∈ a∗M,C, on de´finit une repre´sentation de G˜ sur A
2(P˜ ), note´e IP˜ (λ), en posant
(IP˜ (λ, y˜)φ)(x˜) = φ(x˜y˜)e
〈λ,HP (xy)−HP (x)〉, x˜, y˜ ∈ G˜.
Si π ∈ Πunit(M˜
1), on note L2(M(F )\M˜1)π le sous-espace π-isotypique de L
2(M(F )\M˜1).
Notons A2(P˜ )π l’espace des fonctions φ ∈ A
2(P˜ ) telles que φx˜ ∈ L
2(M(F )\M˜1)π pour tout
x˜. On de´finit A2cusp(P˜ )π de la meˆme fac¸on. Remarquons que A
2(P˜ )π 6= {0} si et seulement
si π intervient dans L2disc(M(F )\M˜
1) d’apre`s [17, V.3.17]. Donc IP˜ (λ) s’identifie a` l’induite
parabolique normalise´e de L2disc(M(F )\M˜
1)⊗ e〈λ,HM (·)〉.
Soient φ ∈ A(P˜ ) et λ ∈ a∗M,C, on de´finit la se´rie d’Eisenstein E(φ, λ), qui est la fonction
x˜ 7→ E(x˜, φ, λ) sur G(F )\G˜ donne´e par la formule suivante lorsque 〈Reλ, α∨〉 ≫ 0 pour tout
α ∈ ∆P
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E(x˜, φ, λ) =
∑
γ∈P (F )\G(F )
φ(γx˜)e〈λ,HP1 (γx)〉.
Cela se prolonge en une fonction me´romorphe en λ ∈ a∗M,C. D’autre part, soient λ comme
ci-dessus, w ∈ WG0 et M
′ := wMw−1 tels qu’il existe P ′ = M ′U ′ ∈ P(M ′) avec P ′ ⊃ P0, on a
l’ope´rateur d’entrelacement
M(w, λ) : A(P˜ )→ A(P˜ ′).
Lorsque 〈Reλ, α∨〉 ≫ 0 pour tout α ∈ ∆P , cela est de´fini par l’inte´grale absolument convergente
M(w, λ)φ : x˜ 7−→
∫
(U ′∩wUw−1)(A)\U ′(A)
φ(wˆ−1ux˜)e〈λ,HP (wˆ
−1ux)〉e〈−wλ,HP ′(x)〉 du
ou` wˆ ∈ G(F ) est un repre´sentant quelconque de w. Cela se prolonge en une fonction me´romorphe
en λ. Il entrelace IP˜ (λ) et IP˜ ′(wλ), et il envoie A
2(P˜ )π sur A
2(P˜ ′)wπ. On ve´rifie aussi qu’il ne
de´pend que de la classe wWM0 . On a les e´quations fonctionnelles suivantes
E(M(w, λ)φ,wλ) = E(φ, λ),
M(w1w2, λ) =M(w1, w2λ)M(w2, λ).
C’est connu que E(φ, λ) et M(w, λ)φ sont re´guliers lorsque λ ∈ ia∗M et φ ∈ A
2(P˜ ) ; de plus,
M(w, λ) est unitaire sur A2(P˜ ). Voir [17, VI.2].
L’ensemble des donne´es automorphes cuspidales X = XG˜ est forme´ des WG0 -orbites des
paires (M ′, σ) ou` M ′ ∈ L(M0) et σ est une repre´sentation automorphe cuspidale de (M˜
′)1. Il y
a une application naturelle XM˜ → XG˜ a` fibres finies. La the´orie de la de´composition spectrale
donne une de´composition orthogonale
L2(M(F )\M˜1) =
⊕
χ∈X
L2(M(F )\M˜1)χ.
Pre´cisons. Soit χM = [M ′, σ] ∈ XM˜ . Grosso modo, L2(M(F )\M˜1)χM est le sous-espace obtenu
en prenant les re´sidus des se´ries d’Eisenstein associe´es a` σ, cf. [17, VI]. On de´finit
L2(M(F )\M˜1)χ :=
⊕
χM 7→χ
L2(M(F )\M˜1)χM .
On de´finit ainsi les espaces
A2(P˜ )χ := {φ ∈ A
2(P˜ ) : ∀x˜ ∈ G˜, φx˜ ∈ L
2(M(F )\M˜1)χ},
A2(P˜ )χ,π := A
2(P˜ )π ∩ A
2(P˜ )χ.
En prenant les comple´te´s hilbertiens dans A2(P˜ ), on de´finit les espaces A2(P˜ )π, A2(P˜ )χ,π,
etc. Ce sont des sous-espaces invariants de IP˜ (λ) pour tout λ ∈ a
∗
M,C. On note les sous-
repre´sentations ainsi obtenues par IP˜ (λ)π, IP˜ (λ)χ,π, etc. Enfin, il convient parfois de fixer un
sous-ensemble fini Γ ⊂ Πunit(K˜), i.e. des K˜-types, et on introduit les sous-espaces A
2(P˜ )χ,π,Γ,
etc., qui sont engendre´s par les vecteurs transformant selon les e´le´ments de Γ. Ce sont des
espaces vectoriels de dimension finie.
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La formule du produit scalaire Pour Y ∈ a0, notons comme d’habitude YG la projection
de Y sur aG. Introduisons la notation suivante
G˜Y := {x˜ ∈ G˜ : HG˜(x˜) = YG},
(h|h′)G˜,Y :=
∫
G(F )\G˜Y
h(x˜)h′(x˜) dx˜, h, h′ ∈ L2(G(F )\G˜Y ),
(h|h′)G˜ := (h|h
′)G˜,0, h, h
′ ∈ L2(G(F )\G˜1).
Soient S, T ∈ a0 avec d0(T )≫ 0. D’apre`s une proprie´te´ ge´ne´rale des ope´rateurs de troncature¸
la se´rie d’Eisenstein tronque´e ΛTE(φ, λ) restreinte a` G(F )\G˜S est de carre´ inte´grable pour tout
φ ∈ A2(P˜ ).
The´ore`me 3.1 (cf. [5, §8]). Fixons les donne´es χ,Γ comme ci-dessus. Soit P ′ =M ′U ′ un autre
sous-groupe parabolique standard de G. Alors il existe
– un sous-ensemble W (aM , aM ′ , χ) de W (aM , aM ′) ;
– un sous-ensemble fini Exp de a∗0 ;
tels que
– 〈X,̟∨α〉 ≤ 0 pour tout X ∈ Exp et tout α ∈ ∆0 ;
– 0 ∈ Exp
et les proprie´te´s suivantes soient ve´rifie´es : soient φ ∈ A2(P˜ )χ,Γ, φ
′ ∈ A2(P˜ ′)χ,Γ, λ ∈ a
∗
M,C et
λ′ ∈ a∗M ′,C, on a un de´veloppement
(ΛTE(φ, λ)|ΛTE(φ′,−λ¯′))G˜,T =
∑
X∈Exp
qT,G˜X (λ, λ
′, φ, φ′)e〈X,T 〉
avec
qT,G˜X (λ, λ
′, φ, φ′) =
∑
(t,t′)∈W (aM ,aM′ ,χ)
pT,G˜X,t,t′(λ, λ
′, φ, φ′)e〈tλ−t
′λ′,T 〉
ou` pT,G˜X,t,t′(λ, λ
′, φ, φ′) est un polynoˆme en T . En tant qu’une fonction en (λ, λ′), pT,G˜X,t,t′(·, ·, φ, φ
′)
est me´romorphe, elle est re´gulie`re lorsque λ ∈ ia∗M , λ
′ ∈ ia∗M ′ .
Vu les proprie´te´s de Exp, le comportement asymptotique de (ΛTE(φ, λ)|ΛTE(φ′,−λ¯′))G˜,T en
T est controˆle´ par le terme qT,G˜0 (λ, λ
′, φ, φ′). Une description beaucoup plus pre´cise est donne´e
ci-dessous. Posons
(1) ωT (λ, λ′, φ, φ′) :=
∑
P1⊃P0
P1=M1U1
∑
t∈W (aM |aM1 )
t′∈W (aM′ |aM1)
(M(t, λ)φ|M(t′,−λ′)φ′)
e〈tλ−t
′λ′,T 〉
θP1(tλ− t
′λ′)
.
Voir [15, §4.2] pour les de´finitions de θP1 . Fixons aussi δ,N > 0 avec N suffisamment grand, et
posons
T := {T ∈ a+0 : d0(T ) > δ‖T‖ > N}.(2)
The´ore`me 3.2 ([5, Theorem 9.1]). Conservons les notations pre´ce´dentes.
1. On a
qT,G˜0 (λ, λ
′, φ, φ′) = ωT (λ, λ′, φ, φ′).
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2. Il existe ǫ > 0 et une fonction localement borne´e ρ : ia∗M × ia
∗
M ′ → R≥0, tels que
|(ΛTE(φ, λ)|ΛTE(φ′, λ′))G˜,T − ω
T (λ, λ′, φ, φ′)| ≤ ρ(λ, λ′)‖φ‖‖φ′‖e−ǫ‖T‖
pour φ, φ′ comme dans le The´ore`me 3.1, T ∈ T et λ ∈ ia∗M , λ
′ ∈ ia∗M ′ .
Corollaire 3.3. Il existe ǫ > 0 et une fonction localement borne´e ρ : ia∗M → R≥0 tels que
|(ΛTE(φ, λ)|ΛTE(φ′, λ))G˜ − ω
T (λ, λ, φ, φ′)| ≤ ρ(λ)‖φ‖‖φ′‖e−ǫ‖T‖
pour φ, φ′ comme dans le The´ore`me 3.1, T ∈ T et λ ∈ ia∗M .
Ingre´dients pour les de´monstrations. Les outils essentiels pour ces re´sultats principaux de [5]
sont
(i) la the´orie de base des se´ries d’Eisenstein, leurs termes constants, les ope´rateurs d’entrela-
cement, etc ;
(ii) le cas φ ∈ A2cusp(P˜ )χ,Γ, φ
′ ∈ A2cusp(P˜
′)χ,Γ traite´ par Langlands, cf. [1, Lemma 4.2] et [14,
§9] ;
(iii) la construction du spectre discret par re´sidus.
En fait, les parties profondes (i) et (iii) pour les reveˆtements sont traite´es dans [17], tandis
que (ii) est plus e´le´mentaire et s’appuie sur (i), pour l’essentiel.
4 E´tude asymptotique du coˆte´ spectral
Majorations Dans cette section, on fixe χ ∈ XG˜. Le symbole T de´signera toujours un e´le´ment
dans a0. Dans [15], nous avons de´fini la distribution f 7→ J
T
χ (f) ou` f ∈ C
∞
c (G˜). C’est un
polynoˆme en T .
Fixons P =MU et π ∈ Πunit(M˜ ). En supposant que d0(T )≫ 0, on de´finit un ope´rateur
ΩTχ,π(P˜ , λ) : A
2(P˜ )χ,π → A
2(P˜ )χ,π, λ ∈ ia
∗
M
par la formule suivante
(ΩTχ,π(P˜ , λ)φ|φ
′) = (ΛTE(φ, λ)|ΛTE(φ′, λ))G˜, φ, φ
′ ∈ A2(P˜ )χ,π.
On a aussi de´montre´ au cours d’e´tablir la formule des traces grossie`re que ΩTχ,π(P˜ , λ)IP˜ (λ, f)χ,π
est un ope´rateur a` trace (voir la De´finition 6.6). C’est donc loisible de poser
(3) ΨTχ,π(λ, f) := |P(M)|
−1tr (ΩTχ,π(P˜ , λ)IP˜ (λ, f)χ,π).
On l’e´crira parfois ΨTπ (λ, f). La fonction Ψ
T
χ,π(λ, f) n’est pas de´termine´e par π|M˜1 , cependant
son inte´grale sur λ ∈ i(aGM )
∗ l’est ; on sait que la somme sur π de ces inte´grales est e´gale a` JTχ (f)
lorsque d0(T )≫ 0. Nous devons pre´ciser les phrases “d0(T )≫ 0” dans la suite.
Proposition 4.1 (cf. [3, Proposition 2.1]). Il existe des entiers positifs C0, d0 tels que pour tous
f ∈ C∞c (G˜
1), n ≥ 0 et T ∈ a0 avec d0(T ) > C0, il existe une constante cn,f inde´pendante de T
ve´rifiant ∑
P=MU⊃P0
∑
π∈Πunit(M˜1)
∫
i(aG
M
)∗
|ΨTχ,π(λ, f)|(1 + ‖λ‖)
n dλ ≤ cn,f (1 + ‖T‖)
d0 .
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Choisissons une fonction hauteur ‖ · ‖ : G˜→ R≥0 comme dans [15]. Soit N ∈ R, posons
C∞N (G˜) := {f ∈ C
∞
c (G˜) : f(x˜) = 0 si log ‖x˜‖ > N}.
Idem pour C∞N (G˜
1).
Proposition 4.2 (cf. [3, Proposition 2.2]). Il existe une constante C0 > 0 telle que pour tous
N > 0, f ∈ C∞N (G˜
1), T ∈ a0 tel que d0(T ) > C0(1 +N), on a
JTχ (f) =
∑
P=MU⊃P0
∑
π∈Πunit(M˜1)
∫
i(aG
M
)∗
ΨTχ,π(λ, f) dλ.
En particulier, le coˆte´ a` droite est un polynoˆme en T .
Nous employons la meˆme lettre C0 pour la constante car il n’y aura aucune confusion a`
craindre.
De´monstration. Il suffit de reprendre les arguments dans [3, Appendix], qui sont e´le´mentaires
modulo la de´composition spectrale.
Introduisons maintenant les espaces
H(G˜) := {f ∈ C∞c (G˜) : f est K˜ − finie},
H(G˜1) := {f ∈ C∞c (G˜
1) : f est K˜ − finie},
HN (G˜) := H(G˜) ∩ C
∞
N (G˜),
HN (G˜
1) := H(G˜1) ∩ C∞N (G˜
1).
Plus pre´cise´ment, on peut fixer Γ un sous-ensemble fini de Πunit(K˜) et noter H(G˜
1)Γ (resp.
H(G˜)Γ) l’espace des f ∈ H(G˜
1) (resp. f ∈ HΓ(G˜)) dont les K˜-types sont contenus dans Γ.
Alors H(G˜1) =
⋃
ΓH(G˜
1)Γ (resp. H(G˜) =
⋃
ΓH(G˜)Γ). Idem pour les composantes locales du
reveˆtement. Le re´sultat suivant garantit que toutes les sommes sur π que nous conside´rons dans
la suite sont finies.
Proposition 4.3. Soient Γ un sous-ensemble fini de Πunit(K˜) et f ∈ H(G˜
1)Γ. Il n’existe qu’un
nombre fini de π ∈ Πunit(M˜
1) tels que
– π contient des restriction a` K˜ ∩ M˜ des e´le´ments de Γ,
– A2(P˜ )χ,π 6= {0}.
En particulier, la somme dans la Proposition 4.2 est finie.
De´monstration. C’est une conse´quence de la construction du spectre discret par re´sidus : voir
[17, VI], notamment l’assertion sur l’admissiblite´ des parame`tres discrets et le Corollaire VI.1.8.
De´sormais, nous prenons toujours f ∈ H(G˜1).
Application d’un the´ore`me de multiplicateurs Notons F∞ =
∏
v|∞ Fv et
G˜∞ := p
−1(G(F∞)),
qui est un groupe de Lie dans la classe de Harish-Chandra. Les meˆmes notations s’appliquent aux
sous-groupes de Le´vi de G. Alors K˜∞ := p
−1(
∏
v|∞Kv) est un sous-groupe compact maximal
de G˜∞ en bonne position relativement a` M˜0,∞. Notons g∞ l’alge`bre de Lie de G˜∞ et g∞,C :=
g∞ ⊗R C. On prend
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– hK : une sous-alge`bre de Cartan de l’alge`bre de Lie de K˜∞ ∩ M˜0,∞, et
– h0 : l’alge`bre de Lie d’un tore re´el de´ploye´ maximal dans M˜0,∞
de sorte que
h := ihK ⊕ h0 ⊂ g∞,C
est une sous-alge`bre de Cartan de la forme de´ploye´e de g∞. Notons hC := h⊗R C et
W :=W (g∞,C, hC)
le groupe de Weyl absolu. Alors h est invariant par W . Pour tout P ∈ F(M0), on de´finit
hP : h։ aP ,
X + Y 7→ HP (expY ), pour X ∈ ihK , Y ∈ h0.
Son dual fournit une inclusion canonique a∗P →֒ h
∗. Notons h1 := Ker (hG), c’est un sous-espace
W -invariant. On fix un produit scalaire W -invariant (, ) sur h, d’ou` une norme ‖ · ‖, pour lequel
hP : h։ est une projection orthogonale.
On de´finit ainsi la fonction ‖ · ‖∞ : G˜∞ → R≥0 par ‖x˜‖∞ = e
‖X‖ si x˜ = k˜1 exp(X)k˜2 avec
k˜1, k˜2 ∈ K˜∞ et X ∈ h0. On suppose, comme c’est loisible, que ‖ · ‖∞ est la restriction a` G˜∞ du
hauteur ade´lique ‖ · ‖ pour G˜.
Soit π∞ une repre´sentation admissible irre´ductible de G˜∞, on note νπ∞ son caracte`re infi-
nite´simal. D’apre`s l’isomorphisme de Harish-Chandra, cela s’identifie a` un e´le´ment de h∗C/W .
Notons E(h) l’espace des distributions (au sens de Schwartz) a` support compact sur h, qui
est une alge`bre sous le produit convolution ∗. Notons E(h)W son sous-espace de W -invariants.
Soit γ ∈ E(h), on note γˆ ∈ C∞(ih∗) sa transforme´e de Fourier, qui se prolonge en une fonction
entie`re sur h∗C. Idem pour h
1 au lieu de h. Notre e´tude de JTχ s’appuie sur le the´ore`me de
multiplicateurs suivant.
The´ore`me 4.4 ([6, Theorem III.4.2, Corollary III.4.3]). Soient f∞ ∈ H(G˜∞), γ ∈ E(h)
W .
Alors il existe une unique fonction f∞,γ ∈ H(G˜∞) telle que pour tout π∞ ∈ Πunit(G˜∞), on a
π∞(f∞,γ) = γˆ(νπ∞)π∞(f∞).
Si f ∈ HN (G˜∞) et γ est a` support dans {H ∈ h : ‖H‖ ≤ Nγ} pour des N,Nγ ≥ 0, alors
fγ ∈ HN+Nγ (G˜∞).
Ce the´ore`me d’Arthur est valable pour tout groupe de Lie dans la classe de Harish-Chandra,
y compris les reveˆtements. Remarquons que, lorsque γ est la mesure de Dirac concentre´e en 0,
on a fγ = f .
Revenons au cas ade´lique. Pour π =
⊗
v πv une repre´sentation admissible irre´ductible de G˜,
on pose νπ = νπ∞ . Soit f ∈ H(G˜
1), qui est la restriction d’une fonction
∑s
i=1 fi,∞f
∞
i ∈ H(G˜),
ou` les fi,∞ et f
∞
i sont comme d’habitude des fonctions en les composantes archime´diennes et
non archime´diennes, respectivement. Pour γ ∈ E(h1)W , on pose
fγ :=
s∑
i=1
fi,∞,γf
∞
i
∣∣∣∣∣
G˜1
.
Lemme 4.5. La fonction fγ ∈ H(G˜
1) est bien de´finie. Si f ∈ HN (G˜
1) et γ est a` support dans
{H ∈ h1 : ‖H‖ ≤ Nγ} pour des N,Nγ ≥ 0, alors fγ ∈ HN+Nγ(G˜
1).
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De´monstration. Il suffit de prouver la premie`re assertion. Observons d’abord que γˆ est invariant
par ia∗G. Soit π ∈ Πunit(G˜), l’inversion de Fourier entraˆıne que
(π|G˜1)(fγ) =
∫
ia∗
G
γˆ(νπλ)πλ
(
s∑
i=1
fi,∞f
∞
i
)
dλ
= γˆ(νπ)
∫
ia∗
G
πλ
(
s∑
i=1
fi,∞f
∞
i
)
dλ
= γˆ(νπ)(π|G˜1)(f |G˜1).
Puisque π est arbitraire, on voit que fγ est bien de´fini.
Fixons P = MU , χ ∈ XG˜, π ∈ Πunit(M˜) et λ ∈ ia
∗
M comme pre´ce´demment. C’est bien
connu que le caracte`re infinite´simal de la restriction sur G˜∞ de IP˜ (λ)χ,π est e´gale a` la W -orbite
contenant νπ + λ. On de´duit du Lemme 4.5 et de (3) le re´sultat suivant.
Corollaire 4.6. Soient f ∈ H(G˜1), γ ∈ E(h1)W et T ∈ a0 tels que d0(T ) > C0. Alors
ΨTπ (λ, fγ) = γˆ(νπ + λ)Ψ
T
π (λ, f).
Des polynoˆmes Pour tout Y ∈ h1, on note par δY la mesure de Dirac concentre´e en Y . Soit
H ∈ h1. Prenons
γ := |W |−1
∑
w∈W
δw−1H
ou`
Lemme 4.7. Soient N ≥ 0, f ∈ HN (G˜
1), T ∈ a0 tels que la majoration dans la Proposition
4.2 est satisfaite pour la fonction fγ ∈ HN+‖H‖(G˜
1). Alors
JTχ (fγ) = |W |
−1
∑
w∈W
∑
P⊃P0
P=MU
∑
π∈Πunit(M˜1)
ψTπ (w
−1H)e〈νpi ,w
−1H〉,
ou`, pour π ∈ Πunit(M˜), on de´finit
ψTπ (H) :=
∫
i(aG
M
)∗
ΨTπ (λ)e
〈λ,H〉 dλ.
Remarquons que ψTπ (H) = 0 (ou` T,H e´tant variables) sauf pour un nombre fini de ia
∗
M -
orbites de π ∈ Πunit(M˜), car f est suppose´e K˜-finie.
De´monstration. Il suffit d’appliquer la Proposition 4.2, le Lemme 4.5 et le fait que δ̂Y = e
〈·,Y 〉
pour tout Y .
En particulier,
(4) pT (H) := |W |−1
∑
w∈W
∑
P=MU⊃P0
∑
π∈Πunit(M˜1)
ψTπ (w
−1H)e〈νpi ,w
−1H〉
est un polynoˆme en T pourvu que d0(T ) > C(1 + ‖H‖), ou` C est une constante de´pendant de
N . De plus, on a JTχ (f) = p
T (0) pourvu que d0(T ) > C.
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D’autre part, d’apre`s la Proposition 4.1, ψTπ (H) et p
T (H) sont lisses enH. La difficulte´ princi-
pale est ce que ψTπ (H) n’est pas une distribution tempe´re´e en H. Cela ne´cessite les constructions
suivantes pour isoler les exposants re´els.
Soient P =MU comme ci-dessus. Pour π ∈ Πunit(M˜), son caracte`re infinite´simal νπ s’iden-
tifie a` un e´le´ment νπ ∈ h
∗
C/W
M , ou` WM est le groupe de Weyl absolu associe´ a` M∞. Si l’on
ne regarde que π|M˜1 , alors νπ est de´termine´ a` ia
∗
M pre`s (rappelons que a
∗
M →֒ h
∗ via le dual de
hP ). Dore´navant, nous en fixons un repre´sentant, note´ abusivement νπ, tel que
νπ = Xπ + iYπ, Xπ, Yπ ∈ h
∗
avec ‖Yπ‖ minimal.
On dit que deux paires (w1, π1), (w2, π2) avec wi ∈ W , πi ∈ Πunit(M˜
1) (i = 1, 2) sont
e´quivalentes si w1Xπ1 = w2Xπ2 . L’ensemble de telles classes d’e´quivalence est note´ E . Pour tout
Γ = [w, π] ∈ E (ne pas le confondre avec le meˆme symbole de´signant les K˜-types dans §3),
l’e´le´ment XΓ := wXπ est bien de´fini. On peut regrouper les termes dans (4) et e´crire
pT (H) =
∑
Γ∈E
ψTΓ (H)e
〈XΓ,H〉, d0(T ) > C(1 + ‖H‖)
ou`
(5) ψTΓ (H) := |W |
−1
∑
(w,π)∈Γ
ψTπ (w
−1H)e〈iYpi ,w
−1H〉.
Lemme 4.8. Soit D un ope´rateur diffe´rentiel a` coefficients constants sur h1. Il existe une
constante cD > 0 telle que pour tout Γ ∈ E, H ∈ h
1 et T ∈ a0 tel que d0(T ) > C0, on a
|DψTΓ (H)| ≤ cD(1 + ‖T‖)
d0 .
Il en re´sulte que pT (H) est de degre´ ≤ d0 en T .
De´monstration. C’est une conse´quence imme´diate de la Proposition 4.1.
Proposition 4.9. Il existe une unique famille de fonctions (pTΓ (H))Γ∈E qui sont polynomiales
de degre´s ≤ d0 en T et lisses en H telle que
1. pour tout T,H, on a
pT (H) =
∑
Γ∈E
pTΓ(H)e
〈XΓ ,H〉;
2. il existe des constantes C, ǫ > 0 telles que pour tout ope´rateur diffe´rentiel D a` coefficients
constants sur h1, il existe une constante cD > 0 ve´rifiant
(6) |D(ψTΓ (H)− p
T
Γ(H))| ≤ cDe
−ǫd0(T )(1 + ‖T‖)d0
pour tous Γ,H, T avec d0(T ) > C(1 + ‖H‖), et
(7) |DpTΓ (H)| ≤ cD(1 + ‖H‖)
d0(1 + ‖T‖)d0
pour tous H,T .
En particulier, pour tout T ∈ a0, on a
JTχ (f) =
∑
Γ∈E
pTΓ (0),
et pTΓ(H) est une distribution tempe´re´e sur h
1 pour tout T .
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De´monstration. Il de´coule du re´sultat ge´ne´ral [3, Proposition 5.1].
Soit V est un R-espace vectoriel, on note S(V ) l’espace des fonctions de Schwartz sur V .
Soient Γ ∈ E , β ∈ S(h1). Vu la Proposition 4.9, on peut de´finir
pTΓ(β) :=
∫
h1
pTΓ (H)β(H) dH.
Pour tout ǫ > 0, on de´finit la fonction βǫ : H 7→ ǫ
− dim h1β(ǫ−1H). Supposons de plus que∫
h1
β(H) dH = 1. C’est un fait standard que
lim
ǫ→0
pTΓ(βǫ) = p
T
Γ (0).
De´finition 4.10. Soit P =MU ∈ F(M0). Si g : aM → C est une fonction et L ∈ C, l’expression
lim
T
P
−→∞
g(T ) = L
signifie que, pour tous ǫ, η > 0, il existe R > 0 tel que |g(T )− L| < ǫ pourvu que
– 〈α, T 〉 > R pour tout α ∈ ΣP ;
– 〈α− ηβ, T 〉 > 0 pour tous α, β ∈ ΣP .
Cela est une version pre´cise de la notion “T →∞ fortement dans a+P ” dans [3, p.1272].
Lemme 4.11. Pour tout β ∈ S(h1), on a
lim
T
P0−→∞
∫
h1
ψTΓ (H)β(H) dH − p
T
Γ (β)
 = 0.
De´monstration. C’est un exercice en analyse. On a∣∣∣∣∣∣∣
∫
h1
ψTΓ (H)β(H) dH − p
T
Γ(β)
∣∣∣∣∣∣∣ ≤
∫
h1
|ψTΓ (H)− p
T
Γ (H)| · |β(H)|dH
=
∫
{H:d0(T )≤C(1+‖H‖)}
(· · · ) +
∫
{H:d0(T )>C(1+‖H‖)}
(· · · ).
Conside´rons la premie`re inte´grale. Puisqu’on conside`re la limite T
P0−→ ∞, d’apre`s (7) et le
Lemme 4.8, |ψTΓ (H)− p
T
Γ (H)| est borne´e par C
′(1 + ‖T‖)d0(1 + ‖H‖)d0 pour une constante C ′.
Vu la De´finition 4.10, on peut borner ‖T‖ par d0(T ) multiplie´ par une certaine constante et il
existe une constante C ′′ telle que
‖T‖ ≤ C ′′(1 + ‖H‖)
pour tout H dans le domaine d’inte´gration. Soit n ∈ Z, n > 0. La premie`re inte´grale est donc
borne´e par
Cn‖T‖
−n
∫
h1
|β(H)|(1 + ‖H‖)2d0+n dH
ou` Cn est une autre constante. Comme β ∈ S(h
1), cette expression tend vers 0.
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Pour la deuxie`me inte´grale, on utilise (6). Elle est borne´e par
c1e
−ǫd0(T )(1 + ‖T‖)d0
∫
h1
|β(H)|dH.
Cela tend vers 0 lorsque T
P0−→∞. D’ou` le lemme.
The´ore`me 4.12 ([3, Theorem 6.3]). Soit B ∈ S(ih∗/ia∗G)
W . Pour π ∈ Πunit(M˜
1) on pose
Bπ(λ) := B(iYπ + λ), λ ∈ i(a
G
M )
∗
qui est bien de´fini, et pour ǫ > 0 on pose
Bǫ(λ) := B(ǫλ).
Alors Il existe un unique polynoˆme P T (B) en T tel que
lim
T
P0−→∞
 ∑
P=MU
P⊃P0
∑
π∈Πunit(M˜1)
∫
i(aG
M
)∗
ΨTπ (λ)Bπ(λ) dλ− P
T (B)
 = 0.
De plus, si B(0) = 1 alors
JTχ (f) = lim
ǫ→0
P T (Bǫ).
De´monstration. Montrons d’abord l’unicite´. Soient P T (B), QT (B) deux polynoˆmes en T satis-
faisant a` la proprie´te´ du The´ore`me, alors
lim
T
P0−→∞
(P T (B)−QT (B)) = 0,
or cela entraˆıne que P T (B) = QT (B).
Pour l’existence, on prend β ∈ S(h1) tel que B = βˆ|ih∗/ia∗
G
. Alors Bǫ = β̂ǫ|ih∗/ia∗
G
. Posons
P T (B) :=
∑
Γ∈E
pTΓ (β).
L’assertion re´sulte de ce qui pre´ce`dent.
Maintenant on est en mesure d’employer les re´sultats du §3. Soient T ∈ a0, λ, λ
′ ∈ ia∗M .
De´finissons l’ope´rateur suivant de A2(P˜ )χ,π sur lui-meˆme :
(8) ωTχ,π(P˜ , λ
′, λ) :=
∑
P1=M1U1
P1⊃P0
∑
t∈W (aM ,aM1 )
t′∈W (aM ,aM1 )
M(t, λ)−1M(t′, λ′)
e〈t
′λ′−tλ,T 〉
θP1(t
′λ′ − tλ)
.
Vu les re´sultats dans §3, cet ope´rateur n’a pas de poˆles pour λ, λ′ ∈ ia∗M . Posons
ωTχ,π(P˜ , λ) := ω
T
χ,π(P˜ , λ, λ), λ ∈ ia
∗
M .
The´ore`me 4.13 ([3, Theorem 7.1]). Soit B ∈ C∞c (ih
∗/ia∗G)
W . Alors P T (B) est l’unique po-
lynoˆme en T tel que
lim
T
P0−→∞
∑
P⊃P0
∑
π∈Πunit(M˜1)
|P(M)|−1
∫
i(aG
M
)∗
tr (ωTχ,π(P˜ , λ)IP˜ (λ, f)χ,π)Bπ(λ) dλ− P
T (B)
 = 0.
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Observons que la somme sur π est finie et les traces se calculent dans des espaces de dimension
finie, graˆce a` la K˜-finitude de f .
De´monstration. Rappelons d’abord que∑
P,π
∫
i(aG
M
)∗
ΨTπ (λ)Bπ(λ) dλ =
∑
P,π
|P(M)|−1
∫
i(aG
M
)∗
tr (ΩTχ,π(P˜ , λ)IP˜ (λ, f)χ,π)Bπ(λ) dλ.
Vu la de´finition de ΩTχ,π(P˜ , λ) et le Corollaire 3.3, il existe une fonction localement borne´e
ρπ : ia
∗
M → R≥0 telle que la diffe´rence∫
i(aG
M
)∗
tr (ΩTχ,π(P˜ , λ)IP˜ (λ, f)χ,π)Bπ(λ) dλ−
∫
i(aG
M
)∗
tr (ωTχ,π(P˜ , λ)IP˜ (λ, f)χ,π)Bπ(λ) dλ
est borne´e par
e−ǫ‖T‖
∫
i(aG
M
)∗
ρπ(λ)Bπ(λ) dλ.
Puisque la somme sur P, π est finie et B est a` support compact, l’assertion en re´sulte.
5 Formule explicite
Fixons toujours f ∈ H(G˜1), χ ∈ XG˜ et B ∈ C∞c (ih
∗/ia∗G)
W tel que B(0) = 1. Dans
cette section, nous nous proposons d’obtenir une formule explicite pour P T (B), et puis e´valuer
limǫ→0 P
T (Bǫ), qui est e´gal a` JTχ (f).
Les ope´rateurs MP1|P (w, λ) Soient P =MU , P1 =M1U1 ∈ F(M0), w ∈W (aM , aM1). Nous
allons d. e´finir une famille d’ope´rateurs d’entrelacement MP1|P (w, λ) : IP˜ (λ) → IP˜1(wλ) qui est
me´romorphe en λ ∈ a∗M,C.
Conside´rons d’abord le cas w = 1, alors M =M1. On pose
(MP1|P (1, λ)φ)(x˜) :=
∫
(U1∩U)(A)\U1(A)
φ(ux˜)e〈λ,HP (ux)−HP1 (x)〉 du
pour tous φ ∈ A2(P˜ ), x˜ ∈ G˜. Cette inte´grale est absolument convergente si 〈Reλ, α∨〉 ≫ 0 pour
tout α ∈ ∆P . E´crivons aussi MP1|P (λ) := MP1|P (1, λ).
Conside´rons le cas ge´ne´ral. Fixons un repre´sentant wˆ ∈ G(F ) de w. De´finissons A(w, λ) :
A2(w−1P˜1w)
∼
→ A2(P˜1) par
(A(w, λ)φ)(x˜) = φ(wˆ−1x˜)e〈λ,(w
−1−1)T0〉.
Posons
MP1|P (w, λ) := A(w, λ)Mw−1P1w|P (1, λ).
C’est de´fini par une inte´grale absolument convergente si Reλ appartient a` un coˆne ouvert dans
a∗M . Nous laissons le soin au lecteur de ve´rifier que ladite de´finition co¨ıncide avec celle dans [4],
a` savoir
(MP1|P (w, λ)φ)(x˜) =
∫
(U1∩wUw−1)(A)\U1(A)
φ(wˆ−1ux˜)e〈λ,HP (wˆ
−1ux)〉−〈wλ,HP1 (x)〉 du.
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On ve´rifie que cela ne de´pend que de la classe wWM0 . Lorsque P,P1 sont standards, ils sont
de´termine´s par M et w, et on voit que
M(w, λ) =MP1|P (w, λ).
Des arguments standards entraˆınent que les ope´rateursMP1|P (w, λ) satisfont aux meˆmes pro-
prie´te´s analytiques queM(w, λ). En particulier, ils se prolongent en des ope´rateurs me´romorphes
en λ et re´guliers pour λ ∈ ia∗M , et on a les e´quations fonctionnelles suivantes.
1. Soient P,P1, P2 ∈ F(M0), w ∈W (aM , aM1) et w1 ∈W (aM1 , aM2), alors
MP2|P (w1w, λ) =MP2|P1(w1, wλ)MP1|P (w, λ);
2. Soient P,P1, w comme pre´ce´demment et φ ∈ A
2(P˜ ), on a
E(φ, λ) = E(MP1|P (w, λ)φ,wλ).
Maintenant, soit Q ∈ P(M). Il existe un unique parabolique standard P1 conjugue´ a` Q,
disons Q = t−1P1t ou` t est unique en tant qu’un e´le´ment de W
G
0 /W
M
0 . Pour T ∈ a0, on peut
bien de´finir
YQ(T ) := la projection de t
−1(T − T0) + T0 sur aM .
Proposition 5.1. Soient P = MU ∈ F(M0), π ∈ Πunit(M˜
1) et λ ∈ ia∗M , alors ω
T
χ,π(P˜ , λ) est
e´gal a` la valeur en λ′ = λ de
∑
s∈W (M)
∑
Q∈P(M)
MQ|P (λ)
−1MQ|P (s, λ
′)
e〈sλ
′−λ,YQ(T )〉
θQ(sλ′ − λ)
.
De´monstration. Dans la de´finition (8) de ωTχ,π(P˜ , λ), on e´crit les e´le´ments t
′ ∈ W (aM , aM1)
comme t′ = ts ou` s ∈ W (aM , aM ) = W (M). Supposons de´sormais que λ, λ
′ ∈ ia∗M et posons
Q := t−1P1t. Pour conclure, il reste a` ve´rifier que
MP1|P (t, λ)
−1MP1|P (ts, λ
′) =MQ|P (λ)
−1MQ|P (s, λ
′)e〈sλ
′−λ,T0−t−1T0〉,
θP1(tsλ
′ − tλ) = θQ(sλ
′ − λ),
〈tsλ′ − tλ, T 〉+ 〈sλ′ − λ, T0 − t
−1T0〉 = 〈sλ
′ − λ, YQ(T )〉.
Corollaire 5.2. Conservons les notations pre´ce´dentes, tr (ωTχ,π(P˜ , λ)IP˜ (λ, f)χ,π) est e´gal a` la
valeur en λ′ = λ de
(9)
∑
s∈W (M)
∑
Q∈P(M)
tr (MQ|P (λ)
−1MQ|P (s, λ
′)IP˜ (λ, f)χ,π)
e〈sλ
′−λ,YQ(T )〉
θQ(sλ′ − λ)
.
Des (G,M)-familles Fixons M ∈ L(M0), qui n’est pas force´ment un Le´vi standard pour
l’instant, et π ∈ Πunit(M˜
1). Rappelons que nous avons de´fini le sous-ensemble WL(M)reg ⊂
WL(M) dans §2, ou` L ∈ L(M). On a une de´composition
W (M) =
⊔
L∈L(M)
WL(M)reg.
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Soit s ∈W (M). Prenons l’unique L ∈ L(M) tel que s ∈WL(M)reg. On a un isomorphisme
a∗M ⊕ a
∗
L −→ a
∗
M ⊕ a
∗
L,
(λ, ζ) 7−→ (Λ, λL),
ou` Λ := (s−1)λ+ ζ et λL est la projection de λ sur a
∗
L. Fixons P ∈ P(M). Soient (λ, ζ) comme
ci-dessus et T ∈ a0, de´finissons deux familles de fonctions
cQ(T,Λ) := e
〈Λ,YQ(T )〉,
dQ(λL,Λ) := tr (MQ|P (λ)
−1MQ|P (s, λ+ ζ)IP˜ (λ, f)χ,π), Q ∈ P(M).
Lemme 5.3. Les fonctions cQ(T,Λ), dQ(λL,Λ) forment des (G,M)-familles des fonctions en
Λ ∈ ia∗M .
De´monstration. C’est pareil que [3, §2]. La famille {cQ(T,Λ)}Q∈P(M) est exactement celle uti-
lise´e par Arthur et le reveˆtement n’y intervient pas. L’assertion concernant dQ(λL,Λ) est prouve´e
en utilisant des proprie´te´s de base des ope´rateurs d’entrelacement MQ|P (· · · ).
Maintenant, soient λ, λ′ ∈ ia∗M comme dans (9). Puisque nous ne regardons que la limite
λ′ → λ, c’est loisible d’e´crire λ′ = λ+ ζ avec ζ ∈ ia∗L. Via la bijection (λ, ζ) 7→ (Λ, λL) ci-dessus,
on a
Λ = (s − 1)λ+ ζ = sλ′ − λ.
Supposons maintenant que P est un parabolique standard. Le terme associe´e a` s dans (9)
devient ∑
Q∈P(M)
cQ(T,Λ)dQ(λL,Λ)θQ(Λ)
−1.
D’apre`s la formule de descente [15, Lemme 4.2.4], sa valeur en λ′ = λ est e´gale a`∑
S∈F(M)
cSM (T, (s− 1)λ)d
′
S(λL, (s − 1)λ).
On en de´duit que∫
i(aG
M
)∗
tr (ωTχ,π(P˜ , λ)IP˜ (λ, f)χ,π)Bπ(λ) dλ
=
∑
L∈L(M)
∑
s∈WL(M)reg
∫
i(aG
M
)∗
∑
S∈F(M)
cSM (T, (s − 1)λ)d
′
S(λL, (s− 1)λ)Bπ(λ) dλ
=
∑
L,s
|det(s− 1|aLM )|
−1
∑
S∈F(M)
∫
i(aL
M
)∗
∫
i(aG
L
)∗
cSM (T, µ)d
′
S(λ, µ)Bπ((s− 1)
−1µ+ λ) dλdµ
a` l’aide de l’isomorphisme (s− 1) : i(aLM )
∗ → i(aLM )
∗. N’oublions pas que, vu le The´ore`me 4.13,
il suffit de conside´rer le comportement de cette expression lorsque T
P0−→ ∞, ce qui est dicte´
par la (G,M)-famille (cQ(T,Λ))Q∈P(M) qui n’a rien a` faire avec les reveˆtements. Les arguments
dans [3, pp.1305-1308] sont toujours applicables car la seule proprie´te´ de d′S(λ, µ) qui importe
est sa lissite´. Ils entraˆınent que la diffe´rence entre∫
i(aG
M
)∗
tr (ωTχ,π(P˜ , λ)IP˜ (λ, f)χ,π)Bπ(λ) dλ
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et ∑
L,s
|det(s− 1|aLM )|
−1
∫
i(aG
L
)∗
 ∑
S∈F(L)
cSL(T )d
′
S(λ)
Bπ(λ) dλ
tend vers 0 lorsque T
P0−→ ∞, et que cSL(T ) est un polynoˆme en T pour tout S ∈ F(L). En
appliquant encore une fois la formule de descente, on obtient∑
S∈F(L)
cSL(T,Λ)d
′
S(λ,Λ) =
∑
Q1∈P(L)
cQ1(T,Λ)dQ1(λ,Λ)θQ1(Λ)
−1, λ,Λ ∈ ia∗L.
De´finissons des ope´rateurs
MQ(P˜ , λ,Λ) :=MQ|P (λ)
−1MQ|P (λ+ Λ),
MTQ(P˜ , λ,Λ) := cQ(T,Λ)MQ(P, λ,Λ), Q ∈ P(M)
ou` λ,Λ ∈ ia∗M sont suppose´s en position ge´ne´rale. On ve´rifie a` l’aide des proprie´te´s des ope´rateurs
d’entrelacement qu’ils forment des (G,M)-familles en Λ.
Soit Q1 ∈ P(L), on choisit Q ∈ P(M) avec Q ⊂ Q1. Si λ,Λ ∈ ia
∗
L, on ve´rifie que
MQ|P (s, λ+ Λ) =MQ|P (λ+ Λ)MP |P (s, λ+ Λ) =MQ|P (λ+ Λ)MP |P (s, 0),
d’ou`
dQ1(λ,Λ) = tr (MQ|P (λ)
−1MQ|P (s, λ+ Λ)IP˜ (λ, f)χ,π)
= tr (MQ|P (λ)
−1MQ|P (λ+ Λ)MP |P (s, 0)IP˜ (λ, f)χ,π).
Donc cQ1(T,Λ)dQ1(λ,Λ) est e´gal a`
tr (MTQ1(P˜ , λ,Λ)MP |P (s, 0)IP˜ (λ, f)χ,π).
Vu le The´ore`me 4.13, le bilan de ces raisonnements est le suivant.
The´ore`me 5.4 (Cf. [4, Theorem 4.1]). P T (B) est e´gal a`
(10)
∑
P∈F(M0)
P=MU⊃P0
∑
π∈Πunit(M˜1)
∑
L∈L(M)
∑
s∈WL(M)reg
|P(M)|−1|det(s− 1|aLM )|
−1·
·
∫
i(aG
L
)∗
tr (MTL(P˜ , λ)MP |P (s, 0)IP˜ (λ, f)χ,π)Bπ(λ) dλ.
6 Convergence absolue
L’e´tape suivante est d’e´valuer limǫ→0 P
T (Bǫ) a` l’aide de (10). Pour ce faire, il faudra des
majorations qui permettront d’appliquer la convergence domine´e a` (10).
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Normalisation des ope´rateurs d’entrelacement Soient M ∈ L(M0), P,Q ∈ P(M) et
π =
⊗
v πv ∈ Πunit(M˜
1). Ici on regarde π comme une repre´sentation de M˜ sur laquelle AM,∞
ope`re trivialement. Supposons que π intervient dans le spectre discret L2disc(M(F )\M˜
1), c’est-
a`-dire la somme directe comple´te´e des sous-repre´sentations irre´ductibles de L2(M(F )\M˜1). En
chaque place v de F , nous avons de´fini dans [16, §3] les objets locaux suivants.
– Les ope´rateurs d’entrelacement JQ˜|P˜ (πv,λ) : IP˜ (πv,λ) → IQ˜(πv,λ), me´romorphes en λ ∈
a∗M,C.
– Les facteurs normalisant rQ˜|P˜ (πλ), qui sont des fonctions me´romorphes en λ ∈ a
∗
M,C.
Lorsque v /∈ Vram et πv est non ramifie´, nous prenons les facteurs normalisants non ramifie´s
(voir [16, §3.4]).
– Les ope´rateurs d’entrelacement normalise´s RQ˜|P˜ (πv,λ) := rQ˜|P˜ (πλ)
−1JQ˜|P˜ (πv,λ). Ils sont
me´romorphes en λ et sont des ope´rateurs unitaires pour λ ∈ ia∗M .
En fait, dans [16] on ne conside`re que les repre´sentations spe´cifiques, c’est-a`-dire le cas ou`
π(ε) = ε · id pour tout ε ∈ m. Or on peut toujours se ramener au cas spe´cifique en passant a`
un reveˆtement plus petit. De plus, on a la de´composition
rQ˜|P˜ (πv,λ) =
∏
α∈Σred
Q
∩Σred
P¯
rα(πv,λ),(11)
rα(πv,λ) := r
M˜α
Q˜∩M˜α|P˜∩M˜α
(πv,λ),(12)
ou` Mα est le sous-groupe de Le´vi tel que Σ
Mα,red
Q∩Mα
= {α}.
Soit φ =
⊗
φv un e´le´ment dans l’espace sous-jacent de IP˜ (πλ) :=
⊗
v
′IP˜ (πv,λ). Pour presque
toute place v /∈ Vram telle que πv est non ramifie´e, rappelons que la commutativite´ de l’alge`bre
de Hecke sphe´rique garantit qu’il n’y a qu’une seule droite de vecteurs sphe´riques de πv, et φv
est le vecteur sphe´rique que nous fixons pour de´finir le produit tensoriel restreint. Or, d’apre`s
la construction des ope´rateurs RQ˜|P˜ (πv,λ), on voit que RQ˜|P˜ (πv,λ)φv = φv pour tout λ ∈ a
∗
M,C
et presque toute place v. Donc l’ope´rateur d’entrelacement normalise´ global
RQ|P (πλ) :=
∏
v
RQ˜|P˜ (πv,λ)
est bien de´fini : son action sur chaque vecteur lisse est effectivement donne´e par un produit fini.
D’autre part, A2(P˜ )π s’identifie a` un sous-espace dense de Hom(π,L
2
disc(M(F )\M˜
1)) ⊗
IP˜ (λ). Idem pour Q au lieu de P . En comparant les formules de´finissant MQ|P (λ) et celles pour
les JQ˜|P˜ (πv,λ), on voit que
id⊗
∏
v
JQ˜|P˜ (πv,λ)
∣∣∣∣∣
A2(P˜ )pi
=MQ|P (λ)
pour Reλ suffisamment positif. Cf. [17, II.1.9]. Il de´finit donc une famille d’ope´rateurs me´romorphes
en λ. On en de´duit le re´sultat suivant.
Lemme 6.1. Le produit infini
rQ|P (πλ) :=
∏
v
rQ˜|P˜ (πv,λ), λ ∈ a
∗
M,C
est convergent pour Reλ suffisamment positif et de´finit une fonction me´romorphe en λ.
Remarque 6.2. On conjecture, du moins dans le cas des groupes re´ductifs, que rQ|P (πλ)
s’exprime en termes des fonctions L automorphes et des facteurs ε. Nous n’aborderons pas ce
point de vue dans cet article.
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Une majoration pour les facteurs normalisants Fixons P ∈ P(M) et de´finissons les
(G,M)-familles suivantes en Λ ∈ a∗M,C.
RQ(π,Λ, P ) := RQ|P (π)
−1RQ|P (πΛ),
rQ(π,Λ, P ) := rQ|P (π)
−1rQ|P (πΛ).
The´ore`me 6.3. Soit L ∈ L(M). Il existe un entier n0 tel que∫
i(aG
L
)∗
|rSL(πλ, P )|(1 + ‖λ‖)
−n0 dλ < +∞
pour tout S ∈ F(L).
C’est le re´sultat technique principal dans cette section. Effectuons d’abord une re´duction.
Conside´rons une fonction de la forme λ 7→ c(πλ) ou` λ ∈ R, on note c˙(πλ) :=
d
dµ
∣∣∣
µ=0
c(πλ+µ)
pour ne pas le confondre avec le formalisme de (G,M)-familles.
Lemme 6.4. Il existe un entier n0 tel que pour tout α ∈ Σ
red
P , on a∫
i(aMα
M
)∗
|rα(πλ)
−1r˙α(πλ)|(1 + ‖λ‖)
−n0 dλ < +∞
De´monstration du The´ore`me 6.3 en supposant le Lemme 6.4. On observe d’abord que (rQ(π,Λ, P ))Q
est de la sorte des (G,M)-familles conside´re´es dans [4, §7] d’apre`s (11). E´crivons S = LSUS.
Alors
rSL(πλ, P ) =
∑
F
mes(aLSL /ZF
∨
L )
∏
α∈F
rα(πλ)
−1r˙α(πλ)
ou` F parcourt les sous-ensembles de ΣLS ,redM tels que F
∨
L := F
∨|aL est une base de a
LS
L . Ainsi,
on de´compose l’inte´grale en question en une somme sur les F . Par abus de notation, on note
momentane´ment {̟α}α∈F la base duale de F
∨|aL . Pour chaque terme associe´ a` F , on utilise la
de´composition
(aGL )
∗ =
⊕
α∈F
R̟α ⊕ (a
G
LS )
∗
et le Lemme 6.4 pour conclure.
De´monstration du Lemme 6.4. C’est pareil que [4, Lemma 8.4]. Donnons-en une esquisse. Pour
simplifier, on peut supposer queM est un Le´vi propre maximal standard deG. E´crivons P(M) =
{P, P¯} ou` P est standard, ΣredP = {α}. Posons ̟ := ̟α. Prenons χ ∈ X
G˜ tel que A2(P˜ )π,χ 6=
{0}.
Le point de de´part est la Proposition 4.1 : il existe des entiers n0, d0 tels que pour tout
vecteur φ ∈ A2(P˜ )χ,π, il existe une constante cφ telle que∫
i(aG
M
)∗
|(ΩTχ,π(P˜ , λ)φ|φ)|(1 + ‖λ‖)
−n0 dλ ≤ cφ(1 + ‖T‖)
d0 .
Le The´ore`me 3.1 donne un de´veloppement de la forme
(ΩTχ,π(P˜ , λ)φ|φ) =
∑
X∈Exp
qT,G˜X (λ, λ, φ, φ)e
〈X,T 〉.
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Fixons φ et introduisons un ensemble fini LX ⊂ HomR(ia
∗
M , ia
∗
0) pour tout X ∈ Exp, tel qu’il
existe des fonctions σTL (λ), polynomiales en T et analytiques pour λ ∈ ia
∗
M , avec
qT,G˜X (λ, λ, φ, φ)e
〈X,T 〉 =
∑
L∈LX
σTL(λ)e
〈L(λ)+X,T 〉.
Donc il existe un entier d ≫ 0 tel que, si l’on prend ξ ∈ a0 avec 〈X, ξ〉 < 0 pour tout
X ∈ Exp, X 6= 0, et pose
δT := l’ope´rateur (δTψ)(T
′) = ψ(T ′ + ξ) pour toute ψ : a0 → C,
∆T (λ) :=
∏
X∈Exp\{0}
L∈LX
(
δT − e
〈L(λ)+X,ξ〉id
)d
,
alors
∆T (λ)(Ω
T
χ,π(P˜ , λ)φ|φ) = ∆T (λ)(ω
T
χ,π(P˜ , λ)φ|φ).
Puisque |e〈L(λ)+X,ξ〉| ≤ 1, on en de´duit une majoration
(13)
∫
i(aG
M
)∗
|∆T (λ)(ω
T
χ,π(P˜ , λ)φ|φ)|(1 + ‖λ‖)
−n0 dλ ≤ c′φ(1 + ‖T‖)
d0
pour une autre constante c′φ. Dans ce qui suit, nous fixons le vecteur non nul φ ∈ A
2(P˜ )χ,π.
E´crivons λ = z̟ ou` z ∈ iR. Appliquons la formule fournie par la Proposition 5.1. On
voit que (ωTχ,π(P˜ , λ)φ|φ)) est la somme d’au plus deux termes. Il y en a toujours un terme
correspondant a` s = 1 ∈W (M), qui est
lim
λ′→λ
∑
Q∈{P,P¯}
(MQ|P (λ)
−1MQ|P (λ
′)φ|φ)
e〈λ
′−λ,YQ(T )〉
θQ(λ′ − λ)
;
puisque dim aGM = 1, d’apre`s [4, §7] cela est la somme des trois termes
−(RP¯ |P (πz̟)
−1R˙P¯ |P (πz̟)φ|φ)(14)
−rα(πz̟)
−1r˙α(πz̟)(φ|φ)(15)
+2〈̟,T − T0〉(φ|φ).(16)
L’autre terme e´ventuel correspond a` s = sα ∈W (M), la syme´trie orthogonale associe´e a` α,
si elle existe. De la meˆme fac¸on, c’est e´gal a`
(17) mes(aGM/Zα
∨)
(
(MP |P (sα, z̟)
−1φ|φ)e2z〈̟,T 〉
2z
+
(MP |P (sα, z̟)φ|φ)e
−2z〈̟,T 〉
−2z
)
lorsque z 6= 0.
Montrons que le terme (14) satisfait a` une majoration de la forme
(18)
∫
iR
|∆T (z̟)(· · · )|(1 + |z|)
−n0 dz ≤ c′′φ(1 + ‖T‖)
d0
pour un entier n0 suffisamment grand et une constante c
′′
φ. Comme ce que nous avons constate´
dans la de´finition de RP¯ |P (πz̟), c’est essentiellement un proble`me local. La proprie´te´ (R8)
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dans [16, §3.1] entraˆıne que cela est vrai sans ∆T (z̟). Afin d’e´tablir (18), il suffit de noter que
l’ope´rateur ∆T (z̟) a pour effet d’introduire le facteur uniforme´ment borne´ en z :∏
X∈Exp\{0}
L∈LX
(
1− e〈L(z̟)+X,ξ〉
)
.
Montrons ensuite que (16) satisfait aussi a` (18). Il suffit de constater que l’effet ∆T (λ) est
de le multiplier par ∏
X∈Exp\{0}
L∈LX
(
2〈̟, ξ〉 − e〈L(z̟)+X,ξ〉
)
qui est toujours uniforme´ment borne´ en z.
Supposons que sα ∈ W (M) existe et conside´rons (17). Il est borne´ pour z ∈ iR e´loigne´ de
0 car MP |P (sα, z̟) est un ope´rateur unitaire. D’autre part, la somme des deux termes dans
(17) est re´gulie`re en z = 0, donc est borne´e pour z proche de 0. L’effet de ∆T (z̟) sur (17) est
d’introduire le facteur ∏
X∈Exp\{0}
L∈LX
(
e±2z〈̟,ξ〉 − e〈L(z̟)+X,ξ〉
)
pour les termes avec ±2z, respectivement. Ceci est lisse en z et uniforme´ment borne´. D’ou` la
majoration (18).
La majoration (13) et les majorations de la forme (18) satisfaites par (14), (16), (17) en-
traˆınent qu’il existe une constante c′′ et un entier n0 tels que∫
iR
|∆T (z̟)rα(πz̟)
−1r˙α(πz̟)|(1 + |z|)
−n0 dz ≤ c′′(1 + ‖T‖)d0 .
Or rα(πz̟)
−1r˙α(πz̟) e´tant inde´pendant de T , l’effet de ∆T (z̟) est d’introduire le facteur∏
X,L(1 − e
〈L(z̟)+X,ξ〉), qui est e´loigne´ de 0. On en de´duit la meˆme majoration sans ∆T (z̟)
quitte a` agrandir c′′, ce qu’il faut de´montrer.
Remarque 6.5. Il serait plus satisfaisant d’e´tablir une majoration uniforme en π, comme ce
qu’est fait dans [18, Theorem 5.3]. Une telle ame´lioration sera utile pour des proble`mes de
convergence absolue du coˆte´ spectral, cf. [13].
Le de´veloppement spectral fin Fixons maintenant des donne´es suivantes comme au §5.
– f ∈ H(G˜1),
– χ ∈ XG˜,
– M ∈ L(M0), P ∈ P(M),
– L ∈ L(M),
– s ∈WL(M)reg,
Soit π ∈ Πunit(M˜
1). Nous avons de´ja` de´fini la (G,M)-famille RQ(πλ, P ) (ou` Q ∈ P(M)),
d’ou` les ope´rateurs R′S(πλ, P ) pour chaque S ∈ F(L). Tout d’abord, il convient d’introduire la
norme de traces ‖ · ‖1 pour les ope´rateurs.
De´finition 6.6. Soient (H, (·, ·)) un espace d’Hilbert et A : H → H un ope´rateur borne´. On
note
|A| := (A∗A)
1
2
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l’ope´rateur obtenu par le calcul fonctionnel. Soit B une base orthonorme´e de H, on de´finit la
norme de traces
‖A‖1 :=
∑
v∈B
(|A|v, v) ∈ R ∪ {+∞}.
C’est connu que ‖A‖1 ne de´pend pas de B. Un ope´rateur borne´ A : H → H est dit a` trace si
‖A‖1 < +∞ ; dans ce cas-la` on peut bien de´finir sa trace
trA :=
∑
v∈B
(Av, v)
qui est inde´pendante de la base orthonorme´e B.
Ces notions sont standards en la the´orie des ope´rateurs ; voir par exemple [11, §18]. Ci-
dessous sont les proprie´te´s de ‖ · ‖1 qui nous concernent.
1. Les ope´rateurs a` trace forment un ide´al de l’alge`bre des ope´rateurs borne´s, pour lequel
‖ · ‖1 est une norme.
2. Si A est a` trace, alors |trA| ≤ ‖A‖1.
3. Si A est a` trace et B est borne´, alors tr (AB) = tr (BA).
4. Soit U : H → H un ope´rateur unitaire, alors ‖UA‖1 = ‖AU‖1 = ‖A‖1.
Les ope´rateurs que nous conside´rerons sont tous de rang fini, donc ces notions appartiennent
effectivement a` l’alge`bre line´aire e´le´mentaire.
Lemme 6.7. Pour tout entier n0 ≥ 0 et toute π ∈ Πunit(M˜
1), il existe une constante cπ(n0)
telle que pour tous λ ∈ i(aGL )
∗, on a
‖R′S(πλ, P )IP˜ (λ, f)χ,π‖1 ≤ cπ(n0)(1 + ‖λ‖)
−n0 .
De´monstration. Vu la K˜-finitude de f , la trace et la norme ‖ · ‖1 se calculent dans un espace de
dimension finie. D’apre`s les de´finitions des ope´rateurs RQ(πλ, P ) et IP˜ (λ, f)χ,π, on se rame`ne a`
une situation locale. Les places non archime´diennes ne posent aucune difficulte´ : elles donnent des
facteurs uniforme´ment borne´s en λ. En les places archime´diennes, on conclut par les proprie´te´s
suivantes.
1. Les coefficients K˜∞-finis des ope´rateurs d’entrelacement normalise´s, ainsi que leurs de´rive´s,
sont a` croissance mode´re´e en λ ∈ ia∗M (voir [16, §3.1]).
2. Les coefficients de l’ope´rateur IP˜ (λ, f)χ,π en les places archime´diennes sont a` de´croissance
rapide en λ ∈ ia∗M . En effet, ceci est la partie facile du the´ore`me de Paley-Wiener d’Arthur
[6] qui vaut pour les reveˆtements.
Lemme 6.8. L’inte´grale double∑
π∈Πunit(M˜1)
∫
i(aG
L
)∗
tr (ML(P˜ , λ)MP |P (s, 0)IP˜ (λ, f)χ,π) dλ
converge absolument.
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De´monstration. Puisque l’ope´rateur d’entrelacement MP |P (s, 0) est unitaire, on a
|tr (ML(P˜ , λ)MP |P (s, 0)IP˜ (λ, f)χ,π)| ≤ ‖ML(P˜ , λ)MP |P (s, 0)IP˜ (λ, f)χ,π‖1
= ‖ML(P˜ , λ)IP˜ (λ, f)χ,πMP |P (s, 0)‖1
= ‖ML(P˜ , λ)IP˜ (λ, f)χ,π‖1.
Donc il suffit de montrer la convergence absolue de∑
π∈Πunit(M˜1)
∫
i(aG
L
)∗
‖ML(P˜ , λ)IP˜ (λ, f)χ,π‖1 dλ.
En appliquant la formule de descente pour (G,L)-familles [15, Lemme 4.2.4],ML(P˜ , λ)IP˜ (λ, f)χ,π
est e´gal a` ∑
S∈F(L)
R′S(πλ, P )r
S
L(πλ, P )IP˜ (λ, f)χ,π.
D’ou`∑
π
∫
i(aG
L
)∗
‖ML(P˜ , λ)IP˜ (λ, f)χ,π‖1 dλ ≤
∑
π
∑
S∈F(L)
∫
i(aG
L
)∗
‖R′S(πλ, P )IP˜ (λ, f)χ,π‖1 · |r
S
L(πλ, P )|dλ.
Puisque la somme sur π est finie, on conclut en appliquant le Lemme 6.7 et le The´ore`me
6.3.
Rappelons que les objets ML(P˜ , λ), MP |P (s, 0) et IP˜ (λ, f)χ,π sont de´finis pour tout M ∈
L(M0) et tout P ∈ F(M0) pas force´ment standard.
The´ore`me 6.9 (Cf. [4, Theorem 8.2]). On a
Jχ(f) =
∑
M∈L(M0)
∑
π∈Πunit(M˜1)
∑
L∈L(M)
∑
s∈WL(M)reg
|WM0 ||W
G
0 |
−1|P(M)|−1·
· |det(s − 1|aLM )|
−1
∫
i(aG
L
)∗
∑
P∈P(M)
tr (ML(P˜ , λ)MP |P (s, 0)IP˜ (λ, f)χ,π) dλ.
De´monstration. Vu le The´ore`me 4.12, on prend B ∈ C∞c (ih
∗/ia∗G)
W avec B(0) = 1 et on calcule
limǫ→0 P
T0(Bǫ) a` l’aide du The´ore`me 5.4, qui dit que P T0(Bǫ) est e´gal a`∑
P=MU
P⊃P0
∑
π,L,s
|P(M)|−1|det(s− 1|aLM )|
−1
∫
i(aG
L
)∗
tr (MT0L (P˜ , λ)MP |P (s, 0)IP˜ (λ, f)χ,π)(B
ǫ)π(λ) dλ.
D’abord, MT0L (P˜ , λ) est la limite
lim
Λ→0
∑
Q1∈P(L)
e〈Λ,YQ1 (T0)〉MQ1(P˜ , λ,Λ)θQ1(Λ)
−1.
Or YQ1(T0) est la projection de T0 sur aL, qui ne de´pend pas de Q1, donc M
T0
L (λ, P˜ ) =
ML(λ, P˜ ).
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On remplace ensuite la somme sur P ⊃ P0 par une somme sur M ∈ L(M0) et P ∈ P(M)
en introduisant simultane´ment le facteur |WM0 ||W
G
0 |
−1. Cela donne l’expression suivante pour
P T0(Bǫ)∑
M,π,L,s
|WM0 ||W
G
0 |
−1|P(M)|−1|det(s− 1|aLM )|
−1
∫
i(aG
L
)∗
∑
P∈P(M)
tr (ML(P˜ , λ)MP |P (s, 0)IP˜ (λ, f)χ,π)(B
ǫ)π(λ) dλ.
On a (Bǫ)π(λ) = B(ǫ(iYπ +λ)). Il est borne´ par supλ∈h∗ |B(λ)| et converge simplement vers
B(0) = 1 lorsque ǫ → 0. Le the´ore`me de convergence domine´e et le Lemme 6.8 permettent de
conclure.
Corollaire 6.10. La formule dans le The´ore`me 6.9 peut aussi s’e´crire comme
Jχ(f) =
∑
M∈L(M0)
∑
π∈Πunit(M˜1)
∑
L∈L(M)
∑
s∈WL(M)reg
|WM0 ||W
G
0 |
−1·
· |det(s− 1|aLM )|
−1
∫
i(aG
L
)∗
tr (ML(P˜ , λ)MP |P (s, 0)IP˜ (λ, f)χ,π) dλ
ou` P ∈ P(M) est arbitraire.
De´monstration. Montrons que le terme tr (· · · ) est inde´pendant de P . Soient P,P1 ∈ P(M). Si
λ,Λ ∈ ia∗M , alors
MQ(P˜1, λ,Λ) =MP |P1(λ)
−1MQ|P (λ)
−1MQ|P (λ+ Λ)MP |P1(λ+Λ)
=MP |P1(λ)
−1MQ(P˜ , λ,Λ)MP |P1(λ+ Λ)
pour tout Q ∈ P(M). Fixons λ, alors la (G,L)-famille en Λ induite ve´rifie la meˆme proprie´te´.
On en de´duit
ML(P˜1, λ) =MP |P1(λ)
−1ML(P˜ , λ)MP |P1(λ).
Supposons maintenant que λ ∈ ia∗L et s ∈ W
L(M)reg. On a MP |P (s, 0) = MP |P (s, λ),
MP1|P1(s, 0) =MP1|P1(s, λ). En utilisant les proprie´te´s des ope´rateurs d’entrelacement globaux,
on obtient
ML(P˜1, λ)MP1|P1(s, 0)IP˜1(λ, f)χ,π =MP |P1(λ)
−1ML(P˜ , λ)MP |P1(λ)MP1|P1(s, 0)IP˜1(λ, f)χ,π
=MP |P1(λ)
−1ML(P˜ , λ)MP |P (s, 0)MP |P1(λ)IP˜1(λ, f)χ,π
=MP |P1(λ)
−1ML(P˜ , λ)MP |P (s, 0)IP˜ (λ, f)χ,πMP |P1(λ).
Donc cet ope´rateur a la meˆme trace que ML(P˜ , λ)MP |P (s, 0)IP˜ (λ, f)χ,π.
7 Coefficients discrets
Soient t > 0 et M ∈ L(M0), on de´finit
Πt(M˜
1) := {π ∈ Πunit(M˜
1) : ‖Imνπ‖ = t}
ou` νπ ∈ h
∗
C/W
M est de´fini dans §4 ; rappelons que le caracte`re infinite´simal νπ est bien de´fini
comme un WM -orbite dans h∗/ia∗M et on en prend un repre´sentant de la norme minimale.
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On de´finit
Jt(f) :=
∑
χ:‖Imνχ‖=t
Jχ(f), f ∈ H(G˜
1),
alors on a
∑
t≥0 Jt(f) = J(f). A priori, Jt(f) est de´fini par une somme absolument convergente.
Or il re´sultera du Lemme 7.2 qu’elle est effectivement une somme finie pourvu que l’on fixe les
K˜-types de f .
Pour t fixe´, on s’inte´resse a` la partie dite t-discre`te de J(f) de´finie comme ci-dessous. Notons
L2disc,t(M(F )\M˜
1) la somme directe des composantes π-isotypiques de L2disc(M(F )\M˜
1) avec
π ∈ Πt(M˜
1). Pour P ∈ P(M), on de´finit la repre´sentation IP˜ ,disc,t(λ) comme l’induite para-
bolique normalise´e de L2disc,t(M(F )\M˜
1) ⊗ e〈λ,HM (·)〉. Ces sous-repre´sentations de IP˜ (λ) sont
respecte´es par les ope´rateurs d’entrelacement MQ|P (w, λ) pour tous P,Q ∈ P(M), λ ∈ a
∗
M,C et
w ∈WG0 .
Proposition 7.1 (Cf. [8, Lemma 4.1]). Pour tout t ≥ 0, la repre´sentation IP˜ ,disc,t(λ) est
admissible.
Rappelons que l’admissibilite´ signifie que chaque K˜-type est de multiplicite´ finie.
De´monstration. Comme dans le cas local, l’admissibilite´ est pre´serve´e par induction parabo-
lique, donc on se rame`ne a` prouver l’admissibilite´ de L2disc,t(G(F )\G˜
1). On de´compose
L2disc,t(G(F )\G˜
1) =
⊕
χ:‖Imνχ‖=t
L2disc,χ(G(F )\G˜
1).
La construction du spectre discret entraˆıne que chaque L2disc,χ(G(F )\G˜
1) est admissible
(d’apre`s les meˆmes re´fe´rences que dans la preuve de la Proposition 4.3). D’apre`s la construction
du spectre discret [17, V], le lemme suivant permet de conclure.
Lemme 7.2. Soit Γ un sous-ensemble fini de Πunit(K˜). De´signons par Ξ l’ensemble des ca-
racte`res infinite´simaux νπ ∈ h
∗
C/W des repre´sentations automorphes cuspidales π ∈ Πunit(G˜
1)
contenant des K˜-types dans Γ. Alors
1. Ξ est discret dans h∗C/W mod ia
∗
G,
2. l’image re´ciproque de Ξ dans h∗C a pour partie re´elle borne´e.
Idem pour les sous-groupes de Le´vi de G˜.
De´monstration. Montrons d’abord que Ξ est discret. En effet, l’e´le´ment de Casimir dans U(g∞,C)
agit sur l’espace des formes automorphes cuspidales sur G(F )\G˜1. Il suffit de montrer que le
spectre de l’e´le´ment de Casimir est discret et chaque valeur propre est de multiplicite´ finie. Ceci
est bien connu ; voir par exemple [12, Theorem 9.1], qui s’applique e´galement aux reveˆtements.
La deuxie`me assertion concerne les repre´sentations unitaires irre´ductibles de G˜∞ contenant
un K˜∞-type prescrit. Il n’existe qu’un nombre fini de ia
∗
G˜∞
-orbites de repre´sentations de carre´
inte´grable modulo le centre qui contiennent le K˜∞-type choisi (voir [19, 7.7.3]), donc l’assertion
vaut pour de telles repre´sentations. On en de´duit le cas des repre´sentations tempe´re´es car
l’induction parabolique unitaire ne touche que la partie imaginaire du caracte`re infinite´simal.
Conside´rons le cas ge´ne´ral ou` la repre´sentation en question π∞ ∈ Πunit(G˜∞) est le quotient
de Langlands
J ˜¯Q|Q˜(σλ) : IQ˜(σλ)։ π∞
ou`
– Q˜ = L˜U est un parabolique standard de G˜∞ (on fixe un parabolique minimal de G˜∞),
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– σ est une repre´sentation tempe´re´e de L˜,
– λ ∈ a∗L,C est tel que
(19) 〈Reλ, α∨〉 > 0, α ∈ ∆Q.
Un lemme de Langlands [19, 5.3.4] dit que, pour tous v ∈ IQ˜(σλ) et vˇ ∈ IQ˜(σ
∨
−λ), on a
(20) lim
a
Q
−→∞
e−〈λ−ρQ,HL(a)〉〈vˇ,IQ˜(σλ, a)v〉 = 〈vˇ(1), J ˜¯Q|Q˜(σλ)v(1)〉σ .
Ici la notation signifie que a ∈ A˜L
◦
, la composante neutre de la composante de´ploye´e de ZL˜, et
HL(a) tend fortement vers l’infini dans la chambre
{H ∈ aL : ∀α ∈ ∆Q, 〈α,H〉 > 0},
cf. la De´finition 4.10.
On prend v, vˇ de sorte que 〈vˇ,IQ˜(σλ, ·)v〉 est un coefficient matriciel de π∞, qui est borne´
puisque π∞ est unitaire, et que le coˆte´ a` droite de (20) est non nul. Il en re´sulte que
(21) 〈Reλ− ρQ,̟
∨
α〉 ≤ 0, α ∈ ∆Q.
Vu (19) et (21), c’est bien connu que Reλ appartient a` un sous-ensemble borne´ de a∗L.
Puisque νπ∞ = νσ + λ modulo W , l’assertion en re´sulte.
Corollaire 7.3. Soient f ∈ H(G˜1), P = MU ∈ F(M0), s ∈ W
G(M)reg, alors l’ope´rateur
MP |P (s, 0)IP˜ ,disc,t(0, f) est a` trace.
Les termes avec L = G dans le Corollaire 6.10, somme´s sur tout χ avec ‖Imνχ‖ = t,
de´finissent une nouvelle distribution, a` savoir la partie t-discre`te de J(f) :
Jdisc,t(f) :=
∑
M∈L(M0)
∑
s∈WG(M)reg
|WM0 ||W
G
0 |
−1|det(1− s|aGM )|
−1tr (MP |P (s, 0)IP˜ ,disc,t(0, f))
ou` P ∈ P(M) est arbitraire.
Vu ladite admissibilite´, on peut de´finir des coefficients uniques aG˜disc(π) ∈ C, pour tout
π ∈ Πt(G˜
1), tels que
Jdisc,t(f) =
∑
π∈Πt(G˜1)
aG˜disc(π)tr π(f), f ∈ H(G˜
1).
Il conviendra de de´finir un sous-ensemble de Πt(G˜
1) qui sera un domaine plus commode
des coefficients aG˜disc(·) dans les articles suivants. Notons Πdisc,t(G˜
1) l’ensemble des constituants
irre´ductibles (restreintes a` G˜1) des induites paraboliques normalise´es de σ ∈ Πt(M˜
1) tel que
aM˜disc(σ) 6= 0. C’est clair que si π ∈ Πt(G˜
1) et aG˜disc(π) 6= 0, alors π ∈ Πdisc,t(G˜
1).
Proposition 7.4. Soit Γ un sous-ensemble fini de Πunit(K˜). Alors il n’existe qu’un nombre fini
de π ∈ Πdisc,t(G˜) dont la restriction a` K˜ contient un e´le´ment de Γ.
De´monstration. Observons que les e´le´ments de Πdisc,t(G˜) sont des constituants irre´ductibles de
IP˜ ,disc,t(0), ou` P parcourt F(M0). La finitude de´coule donc de l’admissibilite´.
Remarque 7.5. Jusqu’a` maintenant nous avons fixe´ t et nous n’e´tudions que Jdisc,t(f). Il
serait tentant de de´finir Jdisc(f) comme la somme des termes correspondants a` L = G dans le
Corollaire 6.10 et essayer de montrer que Jdisc(f) =
∑
t Jdisc,t(f). Il s’agit d’un proble`me de
la convergence absolue de
∑
t≥0 Jdisc,t(f) comme une inte´grale double. Nous ne traitons pas ce
proble`me ici, cependant il convient de remarquer que le cas des groupes re´ductifs connexes est
re´solu dans [13].
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