ABSTRACT Minimizing the size of routing tables and reducing the lookup latency have established the ground rules for several structured peer-to-peer lookup algorithms. The motivation behind this is that updating large routing tables require significant maintenance traffic that will eventually compete with regular traffic for bandwidth. Moreover, reducing the lookup latency is specifically pertinent to decreasing the number of hops the lookup needs to traverse. On the other hand, scalability becomes an additional constraint for several lookup mechanisms: increasing the number of nodes in the overlay is usually associated with an increase in the number of hops the lookup takes. In this direction, constant degree overlays mount as a practical solution to large networks with minimized lookup latency and limited routing tables. In this paper, we present degree-scalable, homogenous, addressing mechanism (d-SHAM), a simple, scalable, and robust constant degree algorithm that can adapt to frequent changes in the status of the overlay. It is applicable to large networks and reflects high load balancing capabilities. INDEX TERMS Distributed hash tables, overlay networks, peer-to-peer computing, performance analysis.
I. INTRODUCTION
A key characteristic of structured peer-to-peer (P2P) Networks, known as Distributed Hash Tables DHTs, is their ability to search and locate keys within a limited number of overlay hops. Many publications have discussed several DHTs and the need to keep the cost of search as minimum as possible. Based on the type of the DHT, this cost of lookup varies from accomplishing the search in one single step [1] - [8] , which is the most efficient performance in this regard, to taking several steps or hops to reach the destination [9] - [18] . On the other hand, this element of design in DHTs has always been correlated with an critical design question: What is the cost of achieving the minimized latency in locating keys? The discourse in answering here is that in order to have a minimum number of hops reaching the destination, a node requires sufficient knowledge on where to send the query. Undoubtedly, the more the node knows about the structure of the overlay, the more the lookup is efficient and optimized. Nonetheless, how much a node should know emerges as another crucial concern. Intuitively, in order to achieve the most optimistic aspiration in reaching any node within a single hop in a network of size N , the node must know the addresses of all other nodes in the overlay [2] , [5] . This argument seems satisfying for a small network with sufficient bandwidth and low churn [2] , [22] . However, with an increased network size and high churn this is not passable since maintaining routing tables becomes impractical [32] , [34] - [36] .
Multi-hop overlays gain prominence in this domain. These mechanisms trade off maintaining a global routing table at each node with a tolerable increase in lookup latency [33] . This is preferable for large networks with high churn as nodes do not have to keep up with the dynamism of too many nodes comparing to single hop overlays: instead of maintaining entries for N nodes, the size of the routing table has dropped to log N in the case of logarithmic overlays [13] , [16] , [19] . However, keeping in mind that each link in the overlay is basically comprised of several physical links in the underlying network exacerbates the situation particularly to some applications that do not tolerate excessive delays.
In this premises, there exist two preferences: minimizing the lookup latency versus minimizing the size of routing tables [33] . Some research put constraint on keeping the state at each node limited to log N entries while trying to minimize the lookup latency below O(log N ) [13] , [19] . Other research argued that it is practical to maintain global state tables in order to achieve the single-hop lookup, especially with the profusion of bandwidth and the inexpensive storage options [5] . A third direction in research resides at middle ground between the previous two. It suggests that by using Constant Degree Overlays [20] , [21] , [23] , [30] , the constraints of O(log N ) delay and maintaining global routing tables can be significantly reduced. Thus, such overlays are optimized in path length compared to multihop overlays and in the size of the routing table compared to O(1) overlays.
The algorithm in this research belongs to this category of algorithms. Our motivation behind the design is to propose a scalable overlay with optimized routing tables and minimum lookup latency. In addition to that, our objective for the proposed algorithm is to be resilient and applicable to large networks with high churn.
We introduce d-SHAM: a constant degree-Scalable, Homogenous, Addressing Mechanism. d-SHAM is a self organizing, robust and load balanced overlay. It is built on d-dimensional coordinate space system that can accommodate N nodes. Lookup latency in d-SHAM is reduced to O(d) steps with each node maintaining a maximum d.N 1/d routing entries.
The remainder of the paper is arranged as follows. We give an overview of our design in Section 2. After introducing the mechanism we evaluate its performance in Section 3. Related work is in Section 4. And we conclude the paper in Section 5.
II. DESIGN
d-SHAM is organized as a d-dimensional space system having N empty spots which are hexadecimally addressed in sequence on each dimension, or coordinate. As shown in figure 1 , each spot has a unique identifier that will be assumed by the occupant node upon its arrival to the spot. d-SHAM does not use a cryptographic hash function to assign a nodeId to the joining node [18] , [38] . Instead, addressing in the system is established beforehand and falls within the same name space that is used by other DHTs, yet, with no probability of colliding regardless of the size of the address space.
The id of the spot is a d − tuple (X 1 ..X d ) derived from its location on each coordinate X 1 , ..,
is the d coordinate in the system and r d is a system distribution parameter related to the topology. 
A. ROUTING TABLES

Each node in d-SHAM maintains d(N 1/d
− 1) records of remote neighbors. A node's remote neighbor, or simply neighbor, is any node that resides on one of its coordinates. Each record is labeled with the neighbor's nodeId and includes: its IP address, a ''state'' timer, hexadecimal counters that signify available nodes on its other coordinates, and a key counter. The state timer which has an expiry threshold indicates the last time the neighbor was alive. Table 1 shows  an example of routing table entries in d-SHAM. The table  corresponds to the overlay presented in figure 1 .
The hexadecimal counter is essential to efficient routing, the discovery of available nodes and to the process of refilling gaps in the system. Every node has to examine the availability of its remote neighbors on each coordinate based on their state timers. If the spot is occupied, a binary 1 is set in its associated field, otherwise, a binary 0. The node then combines these bits to form a hexadecimal counter that is transmitted to all neighbors on other coordinates. Figure 2 illustrates an example of calculating this counter.
B. NODE JOIN
To be placed in the overlay, a newcomer u must know an existing node in the system. This entails u contacting a bootstrapping server that maintains the IP addresses of nodes joined in the overlay. The server responds by sending u a list of recently joined nodes. The role of the server is confined to this task. u selects a node p from that list and sends it a request to join the system while setting a timer to this request: if no acknowledgment is received, u sends the join request to another node.
After receiving the join request, the selected node p will have to situate the newcomer into one of the empty spots in the system. The principle in this task is to place u in a spot such that it will have a maximum number of direct neighbors.
At this point we recognize the term gap as an empty spot that is located between nodes in the overlay. In d-SHAM, the priority is to fill the gaps with newcomers rather than expanding the diameter of the network, i.e., placing newcomers on edge spots. If a gap is found on one of p s coordinates, it will assign u with the nodeId of that gap. Otherwise, if p itself is on an edge position and does not have any gap on its coordinates, it will directly place the newcomer as one of its direct neighbors.
After that, u has to obtain the addresses of all available nodes on its coordinates. Additionally, the routing tables of affected nodes need to be adjusted to reflect the arrival of u. This procedure starts with p adding the newcomer u to its routing table and providing it with the addresses of its remote neighbors that reside on their common coordinate. Consequently, u weaves itself in the system by sending its information to those neighbors.
The next stage in this procedure is for p to provide u with addresses of nodes on its other coordinates, one node from each coordinate. The newcomer u initiates contact with each of those nodes to obtain the address of a node that is located on the intersection between u's and the contacted node's coordinates, s. After receiving the address of s, u will have to obtain the addresses of nodes on that coordinate as mentioned before.
Finally, remaining fields in routing tables are updated: state timers, hexadecimal counters and keys counters. Figure 3 illustrates the joining procedure as we discussed it. The figure represents a portion of a 2-SHAM overlay.
C. SYSTEM UPDATE MESSAGES
Maintaining routing tables in DHTs is essential to conserve the correctness of lookups. Due to the frequent arrival and departure of nodes, some entries in the routing tables become stale and need to be purged while other entries need to be added. Otherwise, routing through outdated entries causes lookups to timeout while lapsing the addition of fresh entries may prevent the lookups from taking a shorter paths. In either case, outdated routing tables certainly degrade the performance of the system and in some cases cause the network to partition [26] . Clearly, the solution to this problem is to require nodes to update their routing tables either through local knowledge (a direct neighbor is being added or departed) or through update messages sent by other nodes. However, we should not be enraptured by this: sending many update messages by many nodes will congest the network as the update messages will be competing with the traffic for bandwidth.
DHTs maintain (or recover) their routing tables either reactively or periodically. In some implementation of the reactive method, a node reacts to changes in its routing table by sending the entire table to all the nodes it knows, thus, distinctly generating considerable amount of traffic and consuming significant bandwidth. Later versions of this method however mitigated the bandwidth consumption problem by limiting the information to be sent to the actual changes that occurred to the routing tables. Yet, another critical aspect to the reactive recovery method is when a node erroneously deduces the absence of its neighbor due to link congestion, i.e., a lookup request times out. As a result of that, the node prematurely initiates a recovery procedure adding more traffic to the originally congested link and inflicting additional delays on other lookups, which will accordingly be assumed expired causing what is known as positive feedback cycles [27] .
The other common recovery mechanism used is for the node to periodically send update messages to other nodes in its routing table regardless whether a change has been detected. The major advantage of this method in addition to conserving bandwidth (due to the random selection of the updating nodes) is that it also avoids any positive feedback cycles from occurring as in the reactive method [27] .
d-SHAM employs two levels of recovery. First, the mechanism piggybacks update messages on regular traffic messages such as node placements, key placements and key search [4] . From these messages, the node deduces the available neighbors and thus updates its routing table subsequently. Still, since these messages are not indicative of the status of all neighbors, the local node must seek to discover the availability of the remaining neighbors in the overlay [29] . The second level of maintaining routing tables in d-SHAM is a form of periodic recovery: when the state timer of a neighbor expires, the local node sends it an update message which contains its renewed hexadecimal and keys counters. If the neighbor is available, it forwards the message, along with the address of the originating node, to its adjacent neighbor on both sides of the coordinate. The forwarding continues through adjacent nodes until the message reaches a node with no adjacent neighbor, i.e., a gap or an empty spot. Then, this last node replies to the originator with an alive message. The originating node infers from the alive message the available consecutive nodes along that coordinate. It also updates its VOLUME 6, 2018 routing table with any new entries, resets the state timer of the nodes which received the message, and updates its counters [23] - [25] .
1) KEY STORE
Values in structured P2P networks are paired with keys that are generated from them using a hashing function [15] . NodeIds are also generated by hashing the IP addresses of the nodes using the same hashing function [13] , [15] , [16] , [38] . Therefore, they both, keys and nodeIds, fall within the same name space. The intent here is to store every (key,value) pair at a node with an identifier that matches the key, or the closest to it if a match is not found.
Since the nodeId in d-SHAM is a concatenation of bytes (x 1 r 1 −1 ..
, the key must follow the same naming convention of sequenced bytes (
where r d is the number of hexadecimal bytes along the X d coordinate, and z is a suffix of hexadecimal bytes in which z = 0 if the address space is the same size of the key space.
To store a value in a node, its key must be translated into coordinate values, i.e., the coordinates X 1 , X 2 , . . . , and X d will be masked off from the key.
Consequently, the value will be forwarded through the system starting from the first coordinate until it reaches the node that matches the key. Nevertheless, if the targeted node has not been placed in the system yet, the value will be stored at the first available predecessor of the targeted node on the first coordinate, i.e., the neighbor node that has the smallest nodeId value. Put in other words, the node that would store the key may not be the closest in addressing to the key or the targeted spot. Later, whenever a node joins the system with a closer identifier to the key, the key will be reallocated to it.
Key storing is performed in a maximum d steps. The key will be forwarded to one coordinate at a time until it reaches the targeted spot. In figure 4 for example, in a 2-SHAM overlay, if node 3F is to place the key 1C2B in the system, it will forward the key to its remote neighbor 1F on the first coordinate X 1 . Ordinarily the key 1C2B is supposed to be stored at node 1C, however, since 1C is not available yet in the system, 1F will forward the key on the second coordinate X 2 to the node 1A which will finally host the key. In case neither 0C nor 0B are available, the key will be placed at the node 0A. Another alternative route is for 3F to forward the key directly to 3A which forwards it to 1A eventually. 1 
2) KEY SEARCH
Similar to key storing, locating a key in the system requires d steps, one step on each coordinate starting from the first coordinate. The process is similar to that in storing where a coordinate resolution is performed at each node receives the query. For example, in the same 2-dimensional system mentioned above, suppose that node 3D is requesting the 1 Node 3F knows from the 1F's hexadecimal counters that neither 1B nor 1C are available. key 1C2B. It first forwards the query to its remote neighbor on the first coordinate 1D which performs another coordinate resolution procedure and forwards the query to 1A as it is the first available node preceding the node 1C.
3) GRACEFUL DEPARTURE
In graceful departure the node hands over its keys to the neighbor with the closest nodeId value before its departure. The new host holds the keys until another node with a nodeId that is closer to the hosted keys arrives to the system. In this case the keys will be forwarded to that new node.
On the other hand, the keys will be considered unrecovered if the node fails or departs ungracefully.
III. PERFORMANCE EVALUATION
We compare d-SHAM to Chord. The reason behind selecting Chord as the protocol for comparison is because it represents the major DHT that maintains balance between the size of the routing table and the latency in lookup. Although there are other logarithmic DHTs that are derived from Chord, however, all of those mechanisms trade the log N path length achieved in Chord with increased maintenance and complexity. Moreover, many proposed DHTs have been compared or benchmarked with Chord [2] , [4] , [13] , [14] , [17] , [19] , [46] - [48] .
We evaluate d-SHAM by simulation choosing four metrics of comparison: average path length, robustness, delay in the underlying network, and load balance.
A. AVERAGE PATH LENGTH
A key performance metric for structured P2P algorithms is the latency a query incurs between a source and a destination nodes. This latency is dubbed as the path length in the worst case scenario when the two communicating nodes are farthest from each other. In other words, it is the maximum number of hops the query has to traverse from a source node to its most distant node in the overlay.
In this section we compare the average path length in d-SHAM to that in Chord in order to verify its performance. We simulate the two mechanisms and count the number of nodes the queries visited to reach the destinations. The model of this experiment is to construct the two overlays in different sizes ranging from 2 10 to 2 20 nodes. After building up the overlays, their nodes randomly generate queries to the keys that are uniformly and randomly distributed among them beforehand. The results are plotted in figure 5 .
The figure illustrates the average path length of 2-SHAM, 3-SHAM and Chord. Clearly seen, while the average path length in Chord increases as the size of the network increases, it stays around 2 and 3 for 2-SHAM and 3-SHAM respectively.
From another angle, figure 6 shows the probability density function of the path length in d-SHAM and Chord for a network of 2 22 nodes. As noticed from the figure, the presented d-SHAM configurations reflect less number of hops visited than Chord. In 2-SHAM, 95% of queries generated by nodes required 2 hops to reach their destinations. 2 While in the 3-SHAM configuration, 91% of queries required 3 hops, 7% required 2 hops, and 2% required 1 hop. In both scenarios therefore, the performance of d-SHAM is significantly better than that of Chord.
B. ROBUSTNESS
P2P networks are known for their highly dynamism where nodes join and leave without any constraint [35] - [37] . Therefore, it is imperative for the structured P2P overlay to be 2 These values are very close to expectation. If we consider the same 2 22 network in 2-SHAM configuration, then someone would expect to have 4000 nodes to be reached within 1 step from a given source. This is a probability of 0.097% resilient in facing churn or massive nodes' failure. The overlay has to continue resolving queries with high probability when large population of its occupants join or leave concurrently. In general, a query fails when: a) the route to its destination is shut-in due to the failure of nodes along that route, and b) there are no alternative paths to that destination. Moreover, the longer the path length of the overlay the more susceptible it will be to nodes' failure. d-SHAM stems its robustness from two points. First, each node in d-SHAM can be reached by 2d paths, thus, a query can be re-routed to its destination in case of a failure. Second, in contrast to the log N -step Chord, the path length in d-SHAM is confined to d steps despite the size of the network. Consequently, the probability that a query will encounter a failed node in d-SHAM will not increase if we increase the size of the network as in Chord. Figure 7 presents a comparison between d-SHAM and Chord in this aspect. The experiment in this venue starts by constructing fully occupied networks of 2 22 nodes. During the simulation, nodes depart the overlays at different phases with probabilities of 0.05, 0.1, 0.15 and 0.2. At each phase and without stabilization procedures invoked, queries are generated from the remaining nodes and traced through the network. From the figure we notice that as the percentage of failed nodes increases, the probability of facing a failed node in both systems increases as well. However, this probability is much lower in d-SHAM than Chord.
A second approach of examining the robustness of the system is to evaluate the number of additional hops required by a query to retrieve a key when it faces failed nodes. In Chord, when the query encounters a failed node it will be re-routed to its predecessor in the finger table which results eventually in adding additional hops to the path. In d-SHAM, if a query encounters a failed intermediate node it can be re-routed to the destination either around the failed node or by choosing an alternative path. In either case, each failed node causes the query to incur an additional hop to reach the destination which is the cost of the attempt to reach the failed intermediate node. Figure 8 illustrates the results of this experiment that we performed on Chord, 2-SHAM and 3-SHAM. Using the same previous simulation setup we only record the traces of the queries that are re-routed and resulted in hits. 3 Instinctively, the longer the path the higher the probability of facing a failed node. Therefore, and since d-SHAM has shorter path length comparing to Chord, the probability of visiting additional hop in d-SHAM is significantly lower than that of Chord.
The final stage of analyzing the robustness of d-SHAM is to measure the percentage of failed queries while invoking the stabilizing procedure. Our simulation model in this part of the analysis imitates that of Chord [16] . In summary, we establish a 500-node overlay in which nodes have Poisson arrival rate. The simulation starts with a rate of 0.02 which corresponds to one node joining and leaving every 50 seconds. Nodes generate queries with Poisson rate of 1 query per second. Moreover, every node will have to call the stabilizing procedure every 30 seconds. The simulation profiles are also considered for Chord, 2-SHAM and 3-SHAM overlays. The concept here is to trace queries that fail due to the departure of the targeted nodes. In other words, our results in this section do not consider locating the keys. Instead, we presume the query as a successful hit if it reaches the destination regardless of the availability of the key at that node, figure 9. 3 We consider a query to be successful if the requested key is located at the destination node or one of its neighbors. Thus, in this part of the evaluation we do not consider unsuccessful queries due to ungraceful departure of nodes. To elaborate on the results shown in figure 9 , we underline that when a query fails to reach the target, this failure is ascribed to the departure of the node itself or to the failure of intermediate nodes through the path to the targeted node. That is, in this experiment, we attempt the delivery of the query once, which as described in [16] , is the worst case scenario. As seen in the figure, d-SHAM demonstrates better performance in this worst case scenario comparing to Chord. For a 500-node Chord network the average path length is around 5: on average, a query needs to visit roughly 5 nodes until it lands at the destination. Whereas for a 2-SHAM and 3-SHAM the average path length regardless of the size of the network is around 2 and 3 respectively. Consequently, each query in Chord is vulnerable to more failures in contrast to d-SHAM and thus, increasing the fraction of failed queries.
Although figure 9 does not reflect a discouraging effect since the average path length in the three system is considered comparable, however, increasing the size of the network from 500 to 65000 highlights the advantage of d-SHAM. Figure 10 shows the difference as the average path length of Chord increases from 5 to 8 while it remains the same for 2-SHAM and 3-SHAM. Accordingly, the percentage of failed queries in Chord significantly increase, however in d-SHAM, there is no noticeable change.
C. DELAY IN UNDERLYING IP NETWORK
The latency we discussed previously does not account for the actual delay the query sustains traveling from a source node to a target node. However, the IP network (the underlying network) which the DHT is constructed above imposes sparsity on the positions of nodes. That is, two adjacent nodes in the overlay could possibly be located in two different geographical areas in the IP network. Therefore, a one hop a query traverses in the overlay could be composed of several hops in the underlying network. Hence, this latency will increase as the number of commuted hops through the path from the source to the target nodes in the overlay increases. However, through simulation we will show that d-SHAM is the least affected mechanism when it comes to this point.
Our simulation model here divides the underlying network into zones. Each zone represents a specific geographical area and holds a number of the overlay's nodes that are distributed uniformly and randomly when initializing the experiment. We presume that intra-zone delay is drawn from a normal distribution with a mean of 5 and a standard deviation of 2. Moreover, the inter-zone delay is also selected from a normal distribution with a mean of 20 and standard deviation of 6. Each node is generating one query during the simulation to a randomly selected key. Keys, as previous simulation scenarios are also randomly and uniformly distributed among nodes in the overlay. The simulation results presented in figure 11 compare the performance of our mechanism against Chord in four network sizes. In all scenarios, the query will be generated in the overlay then we measure the cumulative delay it will encounter in the underlying network until it reaches the destination. The results noticeably indicate the lowest delay encountered by d-SHAM in both configuration compared to Chord which reflects the highest delay. The noteworthy observation that we can deduce from the figure is that the delay in 2-SHAM and 3-SHAM unlike Chord remains steady regardless of the increase in the network size. This is expected since, for instance, the query in 2-SHAM will take a maximum of two hops to reach the destination. Hence, the worst delay will be encountered if both of these hops are located in different geographical zones.
D. LOAD BALANCE
Here it is important to shed the light on the size of the name space and the number of nodes hosted in the system. Suppose the size of the name space exactly matches the number of nodes in the system, then we expect to have the entire k keys uniformly distribute over the N nodes such that each node hosting k/N keys, presuming the keys are drawn form the same name space [39] - [43] . Thus, the name space must be practically chosen to be large enough so that nodes do not hash to the same identifier [16] . Put in other words, it is not acceptable to have two nodes or more with the same nodeId, yet, it is palatable to have identifiers with no nodes. Therefore, there will always exist keys that are needed to be stored at nodes which have not been placed in the overlay. As a result of that, these keys will be hosted at their successors or the nodes with closest nodeIds to their hashed identifiers. In this case, the optimal k/N ratio is violated as some nodes have more keys than others which leads to an unbalanced load in the system. Figure 12 exemplifies this context in a partially occupied network with a name space of 256 identifiers. The figure shows how 1000 keys are being hosted by the available 100 nodes with median of 9.5, 1st percentile of 4 and 99th percentile of 26.
Chord attempts to overcome this issue by replicating the node into O(log N ) virtual nodes with a tradeoff of increasing the size of routing table of each node [16] , [44] , [45] . Cycloid on the other hand follows another approach by storing keys between the node and its numerically closest neighbor [14] . In d-SHAM our resolution to this point is derived from the aforementioned approaches. The keys of a node will be stored at the node itself and several neighbors according to the number of keys each neighbor is hosting, which is declared through regular system update messages. Therefore, the keys of a given node would be cashed in at most d(N 1/d ) nodes. However, the significant concept here is that all of these nodes are not virtual considering that they already exist in the routing table of each node, thus, not affecting the optimality of the mechanism. Figure 13 shows an example of load distribution in d-SHAM.
To evaluate load distribution in our system we compare d-SHAM with Chord under two conditions: first when the identifier space is partially occupied, figure 14 , and second, when the system is mostly occupied, figure 15 . In the first scenario, d-SHAM reflects better balance than Chord with log(4096) = 12 virtual nodes that are selected by each actual node. This is related to the point that every node in d-SHAM is having more neighbors to store its keys than Chord: 88 neighbors in this scenario. Furthermore, the node in d-SHAM also relies on the update messages that it receives from its neighbors and carry, in addition to the updated routing information, the current number of keys held by each neighbor. These update messages have direct influence on enhancing the load balancing in d-SHAM. The more the node is being updated (by receiving control or piggybacked messages), the more it will know about the distribution of keys in its neighborhood. Finally, although Chord achieves high load balancing when the system is completely occupied due to the properties of consistent hashing, this notable balancing performance is associated with an increase in the size of the routing table of each node which is log 2 N 144 entries.
IV. RELATED WORK
Chord [16] perhaps is the most renowned DHT protocol. It is an overlay that is organized as one dimensional ring. Nodes are organized in the overlay in a circular fashion where each node has a unique identifier drawn from a name space of 2 m , where m is the identifier length. Chord deploys consistent hashing to generate the identifiers of nodes from their IP addresses. Later, based on its nodeId, the node will be placed on the ring at its designated address. A node in Chord recognizes two special terms: successor and predecessor. A successor to a node is the first available node that numerically follows it in the name space, while the predecessor is the first available node that numerically precedes it. Values in Chord are paired with keys which are also special identifiers generated by hashing the value using the same hashing function. Keys then assigned to nodes that have the same identifier, or closest one on the name space ring. Each node in Chord maintains a list of k nodes and a finger table of size log (N ). The k list is called the successor list and contains addresses of nodes that directly follow the holder on the ring. On the other hand, the finger table in Chord holds entries for those nodes which follow the holder exponentially on the ring. For a network with N nodes, Chord achieves a path length of log (N ) and an average path length of 1/2 log N .
Bamboo [27] , [28] is a ring-based mechanism that employs Pastry's routing algorithm and performs lookups in O(logN ). However, it maintains a leaf set of addresses of close neighbors in addition to Pastry's two-dimension routing table. Rhea et al. [25] dissect the issue of churn in DHTs: instead of relying on reactive maintenance, Bamboo deploys a recovery procedure initiated periodically. The node in Bamboo will send its routing table to its acquaintances even if there no change in it. Moreover, to reduce the congestion in the links, Bamboo relies on TCP-style timeout estimation which is suggested to be more suitable with recursive routing than iterative routing. Another interesting feature in Bamboo is its neighbors' selection, i.e., how the node selects the neighbors to be included in its leaf set. Rhea et al. [25] suggest that this process is more critical than the correctness of the routing table. The paper argues that it is not an issue taking O(N ) steps to reach the destination based on leaf set forwarding. Therefore, the leaf set selection according to [27] is more critical than the routing table itself and hence the process of selecting the members of the set should be given priority. d-SHAM is similar to Bamboo in the use of periodic recovery procedure. However, d-SHAM collects more maintenance messages that are piggybacked on regular traffic messages. Therefore, nodes in d-SHAM have additional source of updating messages. Moreover, the set of neighbors of each coordinate in d-SHAM is analogous to a leaf set consisting of all nodes in Bamboo's ring that is globally sampled.
Cycloid [14] is a constant degree overlay that is based on Cube-Connected-Cycles graph. The cube in Cycloid has d dimension with its vertexes represented as rings of d nodes such that for N-node overlay we get N =d.2 d . The nodeId in Cycloid is a tuple starting with a cyclic index, between 0 and d -1, and followed by concatenation of bits that represent the cubical index. Nodes that have the same cycle index are grouped together in rings. Cycloid achieves O(d) steps in routing queries. For instance, in 3 dimension cube, the query goes on ascending phase, descending phase, and traversing cycle. The ascending and descending phases take the query to the corresponding cyclic vertex. After that, the query traverses inside the ring to reach the destination. Each node in Cycloid maintains seven entries: a cubical neighbor, two cyclic neighbors, two inside leaf set neighbors and two outside leaf set neighbors. Although it tries to achieve the O(d) bound, Cycloid is a complex protocol. Moreover, a major concern in this mechanism is its ability to stabilize and maintain valid routes.
Ulysses [13] is another routing protocol for structured P2P networks. It tries to reduce the path length of Chord by a factor of log log N while maintaing the same routing table size of log N . Its structure is based on the butterfly topology in which a node is represented by a tuple (P, l), where P is a concatenation of bits that form an identifier that recognizes the node in the level l. Results presented in Ulysses paper indicate the robustness of the protocol. However, the complexity in the design is clearly noted.
EpiChord [4] is a hybrid DHT that achieves two lookup latencies: O(1) and O(log N ). The first one is realized under lookup-intensive workloads when the network is stabilized. On the other hand, under churn, latency shifts to the original Chord's latency of O(log N ). The protocol avails the traffic in the overlay, such as queries replies, and piggybacks on them routing information to maintain updated routing tables. Moreover, EpiChord relies as well on parallel queries to obtain additional routing information from other nodes. We have evaluated the performance of d-SHAM against the renowned Chord overlay in terms of the lookup latency, resilience to failure, delay in the underlying network and load balancing. Our simulation results indicate that with a tolerable increase in the routing tables entries, d-SHAM exhibits a remarkable performance in those metrics. d-SHAM has lower average path length that is not affected by the number of nodes in the overlay. It shows better robustness in the case of high departure rates. Moreover, due to the short path length in d-SHAM, messages are less susceptible to delays in the underlying network. Finally, our results indicate that the dynamic load balancing procedure that is adopted in d-SHAM enables the mechanism to distribute keys more uniformly among participants.
