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No-signalling, Contextuality, and the Arrow of Time
Markus Frembs1,∗ and Andreas Do¨ring†
1Blackett Laboratory, Imperial College London, Prince Consort Road, SW7 2AZ, United Kingdom
Bell’s seminal paper shows that some correlations in quantum theory are not reconcilable with
hidden variables and the classical notion of locality. Yet, a weaker notion of locality, known as
no-signalling, survives the no-go-result. We study its restrictiveness by considering the full set of
local quantum observables. This leads to a much larger set of no-signalling constraints than usually
considered, which has been shown to be sufficient to exclude PR-boxes and other types of super-
quantum correlations. Here, we emphasise that this result rests on contextuality in a fundamental
way, in particular, we show how no-signalling arises naturally from context composition. Based on
this connection, we improve existing results by establishing a one-to-one correspondence between
quantum states and (collections of) non-signalling probability distributions over product contexts
under an additional consistency condition between time arrows in subsystems.
Introduction. A common version of Bell’s theorem is
the CHSH inequality, which bounds correlations in the
outcome statistics of local Stern-Gerlach experiments on
two space-like separated spin- 1
2
systems [1]. Measuring
the spin component along an arbitrary direction in space,
one always obtains either one of two outcomes: spin-
up or spin-down. A natural notion of locality has that
the individual choices of (spin) measurements as well as
their outcomes neither affect the choice nor outcome of
the (spin) measurement at the space-like separated site.
Locality in this form is a feature of classical physics (more
generally, deterministic hidden variable models) [2], and
constrains the expectation value of the quantity c = a ×
b+ a× b′+ a′ × b− a′ × b′, where a, a′ and b, b′ denote local
Stern-Gerlach measurements, within the latter to
Ecl(c) ≤ 2 . (1)
Quantum correlations famously exceed this bound and
are themselves subject to Tsirelson’s bound [3]: Eqm(c) ≤
2
√
2. A violation of Eq. (1) in the CHSH experiment has
been reported in recent years after previous attempts had
been shown to allow for certain loopholes [4, 5]. It is now
widely accepted that nature is not classical and quantum
correlations do exceed those in Eq. (1) as well as higher
dimensional, multipartite generalisations thereof. The
usual interpretation is that nature is nonlocal.
Given the violation of classical correlation bounds,
understanding the limitations on quantum correlations
marks an important and ongoing research objective. One
line of this research has focused on the fact that while
quantum mechanics is hardly reconcilable with the clas-
sical notion of locality, it does satisfy the more general
notion of no-signalling. Let a, b represent measurements
in systems 1,2, respectively, and let A, B represent cor-
responding measurement outcomes. Then the measure-
ment statistics satisfy no-signalling if the joint probabil-
ity distribution marginalises to local probability distri-
butions conditioned on the choice of local measurements
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only, formally:
P (A ∣ a) = ∑
B
P (A,B ∣ a, b)
P (B ∣ b) = ∑
A
P (A,B ∣ a, b) (2)
A well-known example for such a set of (non-physical)
probability distributions is given by a PR-box [6]. It
thus seems that no-signalling as a physical principle is
too weak to single out quantum theory and other, often
information theoretically motivated principles have been
suggested to complement it (see [7, 8], for instance).
Importantly, Eq. (2) ranges over multiple measurement
settings. In order to evaluate all constraints, one must
therefore specify the possible choices of, e.g. spin mea-
surements on either subsystem first. From this perspec-
tive PR-boxes are probability distributions constrained
by just two possible measurement settings on either side.
A physically more interesting scenario is that in which
we allow arbitrary local (spin) measurements. There are
then many more constraints inherent to Eq. (2), and
one might suspect that no-signalling restricts to quan-
tum states over the set of all local quantum observables.
This idea has been studied in [9] and formerly in [10, 11],
where it was shown that this hypothesis is false.
In this letter we substantially improve the situation by
complementing the narrative with a notion of time ori-
entation in (local) subsystems, which will eventually al-
low us to identify non-signalling probability distributions
with quantum states unambiguously. Our result funda-
mentally builds on the concept of contextuality, which
may come as little surprise since the violation of Eq. (1)
in quantum theory is closely related to the non-existence
of a classical state space picture, as famously proven by
Kochen and Specker [12]. Generalising to contextual sys-
tems, we find that no-signalling arises naturally from con-
text composition. This is already evident in the frame-
work of unentangled frame functions in [11]; for clarity,
we thus start with a brief review of the latter. For more
details on the relation between contextuality and nonlo-
cality, as well as other key quantum features, we refer
to [13]. Proofs and further details can be found in the
Supplementary Material to this letter.
2Non-signalling (product) frame functions. Through-
out, we take (local) observables to be represented by
bounded self-adjoint operators on some Hilbert space,
Lsa(H). For simplicity we only consider finite dimen-
sional systems, in particular, H = Cd, L(H) = Md(C),
and Lsa(H) = {a ∈Md(C) ∣ a∗ = a}.
Recall that a frame function of weight W ∈ R on the
unit sphere S(H) is a function f ∶ S(H) → R such
that ∑dj=1 f(vj) = W for all orthonormal bases (vj)dj=1 ∈
ONB(H). Frame functions play a crucial role in Glea-
son’s theorem [14], and in its generalisation to composite
systems in [10, 11].
Note that from an operational perspective the only
outcomes accessible to local observers correspond to el-
ements in σ(H) ∶= {v1 ⊗ ⋯ ⊗ vn ∈ S(H) ∣ vi ∈ S(Hi)},
H = ⊗ni=1Hi. It is thus natural to consider non-negative
unentangled frame functions with domain σ(H) ⊊ S(H)
and constraints restricted to ONB(σ(H)) ⊊ ONB(H) in-
stead. [11] shows that such frame functions almost cor-
respond with quantum states in the form of density ma-
trices, where almost means up to positivity (cf. [9, 10]).
A further restriction compared to ONB(σ(H)) are
frame functions over product bases : f ∶ σ(H) → R with
∑d1,⋯,dnj1,⋯,jn=1 f(vj1,1 ⊗ ⋯ ⊗ vjn,n) = W , di ∶= dim(Hi) only
on product bases, β(H) ∶= {(vj1,1 ⊗ ⋯ ⊗ vjn,n)d1,⋯,dnj1,⋯,jn=1 ∣
(vji,i)diji=1 ∈ ONB(Hi)}. Clearly, S(H) contains many
nonlocal states. But even unentangled bases cannot al-
ways be implemented with local operations and classical
communication only [15], suggesting product bases as the
most natural choice of constraints. Yet, non-negative
frame functions over product bases do not even corre-
spond with linear operators (cf. Prop. 5 in [11]).
To gain some insight into what is ‘missing’, it is help-
ful to consider examples of frame functions over product
bases. [11] gives a whole family of examples, which are
easily seen to correspond to signalling distributions. We
thus add more constraints in the form of no-signalling:
for i ∈ {1,⋯, n} with (vji,i)diji=1, (wki,i)diki=1 ∈ ONB(Hi)
and xlr ,r ∈ S(Hr) for all lr ∈ {1,⋯, dr}, r ≠ i,
di
∑
ji=1
f(xlr,r ⊗ vji,i) =
di
∑
ki=1
f(xlr,r ⊗wki,i) , (3)
where we use the shorthand xlr ,r ⊗ vji,i ∶= (xl1,1 ⊗ ⋯ ⊗
xli−1,i−1 ⊗ vji,i ⊗ xli+1,i+1 ⊗ ⋯ ⊗ xln,n). In light of PR-
boxes one might still expect such non-signalling frame
functions to be more general than quantum states. Yet,
Eq. (3) is already enough to exlude PR-boxes. To see
this, we introduce another choice of basis: let B ∈ β(H),
B′ ∈ ONB(H) and set B′ ∼ B if there exists a sequence
of unitaries (Um)Nm=1 such that B0 = B, Bm = UmBm−1,
BN = B′ and where every unitary Um acts non-trivially
only on local subspaces of the form xmlr ,r ⊗ (vmji,i + vmj′i,i)
with xmlr ,r ⊗ vmji,i, xmlr ,r ⊗ vmj′i,i ∈ B
m. Note that the equiv-
alence relation ∼ is independent of the choice of product
basis B ∈ β(H), it only depends on the Hilbert space
decomposition H = ⊗ni=1Hi (cf. Fig. 1). We call the ele-
∣0⟩∣0 + 1⟩ ∣0⟩∣0 − 1⟩ ∣0 + 1⟩∣2⟩ ∣0⟩∣0 + 1⟩ ∣0⟩∣0 − 1⟩ ∣0 + 1⟩∣2⟩
∣1 + 2⟩∣0⟩ ∣1⟩∣1⟩ ∣0 − 1⟩∣2⟩ → ∣1 + 2⟩∣0⟩ ∣1⟩∣1⟩ ∣0 − 1⟩∣2⟩
∣1 − 2⟩∣0⟩ ∣2⟩∣1 + 2⟩ ∣2⟩∣1 − 2⟩ ∣1 − 2⟩∣0⟩ ∣2⟩∣1⟩ ∣2⟩∣2⟩
↓
∣0⟩∣0⟩ ∣0⟩∣1⟩ ∣0⟩∣2⟩ ∣0⟩∣0⟩ ∣0⟩∣1⟩ ∣0 + 1⟩∣2⟩
∣1 + 2⟩∣0⟩ ∣1⟩∣1⟩ ∣1⟩∣2⟩ ← ∣1 + 2⟩∣0⟩ ∣1⟩∣1⟩ ∣0 − 1⟩∣2⟩
∣1 − 2⟩∣0⟩ ∣2⟩∣1⟩ ∣2⟩∣2⟩ ∣1 − 2⟩∣0⟩ ∣2⟩∣1⟩ ∣2⟩∣2⟩
↓
∣0⟩∣0⟩ ∣0⟩∣1⟩ ∣0⟩∣2⟩
∣1⟩∣0⟩ ∣1⟩∣1⟩ ∣1⟩∣2⟩ = {∣0⟩, ∣1⟩, ∣2⟩}T ⊗ {∣0⟩, ∣1⟩, ∣2⟩}
∣2⟩∣0⟩ ∣2⟩∣1⟩ ∣2⟩∣2⟩
FIG. 1: The unentangled basis in the top left corner (cf.
[15]) is transformed into a product basis (bottom left corner)
by successively applying local unitaries, e.g., in the first step
(∣2⟩∣1 + 2⟩, ∣2⟩∣1 − 2⟩) → (∣2⟩∣1⟩, ∣2⟩∣2⟩) where ∣x⟩∣y⟩ ∶= ∣x⟩ ⊗ ∣y⟩
as well as ∣x ± y⟩ ∶= 1√
2
(∣x⟩ ± ∣y⟩).
ments in T (β(H)) ∶= {B′ ∈ ONB(H) ∣ ∃B ∈ β(H) ∶ B′ ∼
B} twisted product bases [16]. For instance, the unentan-
gled basis in Fig. 1 (cf. [15]) is easily transformed into a
product basis, and is thus also a twisted product basis.
We state two important facts about frame functions
over twisted product bases. (For proofs and more details
we refer to the Supplementary Material.) First, Thm. 2
in [11] fails for product bases, yet it already holds for
frame functions over twisted product bases. Since the
latter contain strictly fewer conditions than unentangled
frame functions (cf. Prop. 3 in Supp. Mat.), this gener-
alises the result in [11]. Second, for frame functions over
product bases compatibility with twisting operations is
equivalent to no-signalling in Eq. (3).
Theorem 1. Let H = ⊗ni=1Hi with dim(Hi) ≥ 3 finite for
all i ∈ {1,⋯, n}, n ∈ N. If f ∶ σ(H) → R is a non-negative,
non-signalling frame function over product bases, then
there exists a self-adjoint operator t ∶ H → H such that
f(v) = tr(tpv) = ⟨v∣t∣v⟩ ∀v ∈ σ(H), pv = ∣v⟩⟨v∣ ∈ P(H).
Moreover, [9] demonstrates that such non-signalling
correlations cannot exceed quantum correlations (cf.
App. B). In the next paragraph we reformulate Thm. 1 in
contextual form, in particular, no-signalling then arises
from marginalisation over product contexts.
Contextuality and Composition. At the core of con-
textuality lies the notion of simultaneous measurability
[17]. We say that a system is contextual if not all its ob-
servables can be measured simultaneously in every state.
Clearly, classical systems are non-contextual, but also
contextual systems might contain sets of simultaneously
measurable observables called contexts. Moreover, the
set of contexts carries an intrinsic order relation arising
from coarse-graining on outcomes of observables. The
resulting partial order is called the partial order of con-
texts. While maybe simplistic at first glance, in quantum
mechanics this structure captures most aspects of the
theory. In fact, the only missing information is a choice
of time orientation [18]. Before introducing the latter, we
show how quantum states arise in this picture.
3Note first that in quantum theory contexts are math-
ematically represented by commutative subalgebras de-
noted V ⊆ L(H), which are ordered by inclusion into
the corresponding partial order of contexts denoted by
V(H). In this setup a quantum state becomes a col-
lection of probability distributions (µV )V ∈V(H), one in
every context. Moreover, non-contextuality constrains
these across contexts: let µV˜ , µV be measures in contexts
V˜ , V , V˜ ⊆ V , then µV˜ is obtained from µV by marginali-
sation, µV˜ = µV ∣V˜ . More formally, we define:
Definition 1. Let H, K be Hilbert spaces and let V(H)
be the partial order of contexts over H. The functor Π ∶
V(H)op → Set,
ΠV ∶= {µV ∶ P(V ) → [0,1] ∣ µV = v∗ϕV v for v ∈ K,
ϕV ∶ P(V )↪ P(K) an embedding, and µV (1) = 1} ,
Π(V˜ ⊆ V ) ∶ ΠV → ΠV˜ , µV = v∗ϕV v ↦ µV˜ = v∗ϕV ∣V˜ v ,
is called the dilated probabilistic presheaf over H. [19]
A global section γ = (µγV )V ∈V(H) is a collection of prob-
ability distribution, one in every context, such that when-
ever V˜ , V ∈ V(H), V˜ ⊆ V it follows µγV ∣V˜ = µγV˜ . The set
of all global sections of Π is denoted by Γ(Π(V(H))).
In words, Π assigns to every context V ∈ V(H) the
set of probability distributions over its projection lat-
tice P(V ), and every inclusion relation between con-
texts V˜ ⊆ V is represented by the marginalisation map
between corresponding sets of probability distributions
Π(V ) → Π(V˜ ). (Note that Π thus reverses the order
on V(H).) We also require that probability distributions
admit dilations in contexts. Mathematically, this corre-
sponds to applying Naimark’s theorem in contexts [20].
In particular, by Gelfand duality we may identify ev-
ery context V ∈ V(H) with a compact Hausdorff space
such that µV becomes a positive operator-valued measure
(of 1 × 1-matrices) with spectral dilation v∗φV v, where
v ∈ K defines a linear map v ∶ C → K by scalar multipli-
cation. Importantly, in the Supplementary Material we
show that global sections of Π(V(H)) bijectively corre-
spond with quantum states by Gleason’s theorem.
In order to extend this to the bipartite case, we further
need to consider composition of contexts. The canonical
product on partial orders, denoted V1×V2, is the cartesian
product with elements (V1, V2) for V1 ∈ V1, V2 ∈ V2 and
order relations such that for all V˜1, V1 ∈ V1, V˜2, V2 ∈ V2:
(V˜1, V˜2) ⊆ (V1, V2) ∶⇐⇒ V˜1 ⊆1 V1 and V˜2 ⊆2 V2 . (4)
We define the Bell presheaf as the dilated probabilistic
presheaf Π(V(H1) × V(H2)) over product contexts. As
a consequence of Thm. 1, we find that no-signalling is
contained in the marginalisation maps between product
contexts (for more details, see [13]).
Proposition 1. Let H = H1 ⊗ H2 with dim(Hi) ≥ 3
finite. For every global section of the Bell presheaf γ ∈
Γ(Π(V(H1)×V(H2))) there exists a self-adjoint operator
t ∶H →H of unit trace such that γ(p⊗q) = tr(t(p⊗q)) ≥ 0
for all p ∈ P(H1), q ∈ P(H2).
Prop. 1 shows that no-signalling almost restricts global
sections of the Bell presheaf Π(V(H1)×V(H2)) to density
matrices. In fact, we will soon strengthen Prop. 1 to a
bijective correspondence via Lm. 1 below. In order to do
so, we first need to consider Jordan algebras.
Jordan Algebras. Let J (H) = (Lsa(H),{⋅, ⋅}) denote
the Jordan algebra corresponding to H, i.e., the set of
self-adjoint matrices Lsa(H) ∶= {a ∈ L(H) ∣ a∗ = a} with
product given by the anticommutator {a, b} = ab + ba
for all a, b ∈ Lsa(H). J (H) extends to the complexifi-
cation Lsa(H) + iLsa(H) and we will denote the com-
plexified algebra by J (H) also. A Jordan (∗-) ho-
momorphism Φ ∶ J1 → J2 is a linear map such that
Φ({a, b}) = {Φ(a),Φ(b)} (and Φ(a∗) = Φ(a)∗) for all
a, b ∈ J1. Clearly, J (H) contains less information than
L(H), it misses the antisymmetric part, i.e., the com-
mutator [a, b] = ab − ba, in the associative product ab =
1
2
(ab + ba) + 1
2
(ab − ba) for a, b ∈ L(H). Conversely, it
turns out that commutators can be added to J (H) in
only two ways (cf. [21, 22]), which are distinguished by
a sign choice: 1
2
(ab + ba) ± 1
2
(ab − ba). We denote the
corresponding associative algebras by
L(H) ∶= {a ∈ J (H) ∣ a ○ b = 1
2
{a, b} +
1
2
[a, b] = ab} ,
L(H) ∶= {a ∈ J (H) ∣ a ○ b = 1
2
{a, b} −
1
2
[a, b] = ba} .
Clearly, V(L(H)) = V(L(H)) = V(H). In fact, V(H)
already determines the Jordan algebra structure of L(H)
[23]. This allows us to prove a refinement of Prop. 1.
Lemma 1. Let H =H1⊗H2 with dim(Hi) ≥ 3 finite. For
every global section of the Bell presheaf γ ∈ Γ(Π(V(H1)×
V(H2))) there exists a unique linear map φ
γ
∶ L(H1) →
L(H2), moreover, a Hilbert space K, a linear map v ∶
H2 → K, and a Jordan ∗-homomorphism Φ
γ
∶ J (H1) →
J (K) such that φγ = v∗Φγv.
Now note that by Stinespring’s theorem, a linear map
φ ∶ L(H1)→ L(H2) is completely positive if and only if it
is of a similar form, namely φ = v∗Φv with Φ ∶ L(H1) →
L(K) a ∗-homomorphism, i.e., Φ(ab) = Φ(a)Φ(b) and
Φ(a∗) = Φ(a)∗ for all a, b ∈ L(H1). Furthermore,
by Choi’s theorem, trace-preserving completely posi-
tive maps correspond to quantum states. More pre-
cisely, the matrix (ρφ)ij = φ(Eij) arising from the Choi-
Jamio lkowski isomorphism applied to φ, where Eij ∈
L(H1) denotes the matrix with entry 1 in position (i, j)
and 0 otherwise, is positive if and only if φ is completely
positive. By the correspondence between states and den-
sity matrices in finite dimensions, ρφ therefore corre-
sponds to the state σφ ∶= tr(ρφ ⋅ ) ∈ S(L(H1)⊗L(H2)).
Clearly, φγ = v∗Φγv ∶ L(H1) → L(H2) in Lm. 1 is
positive, however, it is generally not completely pos-
itive. Consequently, no-signalling in Thm. 1, equiva-
lently, the mere order structure on product contexts,
is not enough to single out quantum states on L(H) =
L(H1)⊗L(H2). Nevertheless, Lm. 1 highlights just what
4is missing for global sections to bijectively correspond to
quantum states. Namely, Φγ needs to lift from a Jor-
dan ∗-homomorphism to a ∗-homomorphism. Since the
former already preserves anticommutators, this is equiv-
alent to imposing a consistency condition between com-
mutators in L(H1) and L(H2). Finally, since commu-
tators generate infinitesimal time evolution, and Jordan
∗-homomorphisms already fix commutators up to sign
(cf. [22]), this extra information can be interpreted as a
choice of local time orientation.
Local Time Orientations. We define a time orienta-
tion on V(H) as a map ψ ∶ R × Lsa(H) → Aut(V(H)),
where t ↦ ψ(t, a) defines a one-parameter group of or-
der automorphisms for every a ∈ Lsa(H). By Wigner’s
theorem, every ψ(t, a) ∈ Aut(V(H)) is given by conjuga-
tion with a unitary or anti-unitary operator, ψ(t, a)(V ) =
U(t, a)V U(t, a)∗. Moreover, since every anti-unitary op-
erator is the product of a unitary operator eita and
the time reversal operator, we may interpret the pa-
rameter t as time and observe that ψ fixes the for-
ward time direction of the system described by V(H).
In particular, given the associative algebra L(H), we
may define a canonical time orientation by ψ(t, a)(V ) =
eitaV e−ita, which relates to the commutator in L(H) via
d
dt
∣t=0(eitabe−ita) = i[a, b].
We define the time-oriented partial order of con-
texts Ṽ(H) as V(H) together with a time orientation
ψ. Clearly, for the product context order V(H1) ×
V(H2) orientations exist on each subsystem indepen-
dently, ψ = (ψ1, ψ2). Finally, we say a global section
γ ∈ Γ(Π(V(H1) × V(H2))) is orientation-preserving if it
preserves this time orientation, i.e.,
∀t ∈ R, a ∈ Lsa(H1) ∶ Φγ ○ ψ1(t, a) = ψ2(t,Φγ(a)) ○Φγ ,
where Φγ is the Jordan ∗-homomorphism in Lm. 1. For
more details on time orientations we refer to [18] (and
Supp. Mat.). With these definitions in place, we are
ready to lift Prop. 1 to a bijective correspondence.
Theorem 2. Let H = H1 ⊗ H2 with dim(Hi) ≥ 3 fi-
nite. There is a bijective correspondence between the
set of orientation-preserving global sections of the Bell
presheaf Γ(Π(Ṽ(H1) × Ṽ(H2))) and (quantum) states
S(L(H)) = S(L(H1)⊗L(H2)).
In fact, every global section of the Bell presheaf, γ ∈
Γ(Π(V(H1) × V(H2))), corresponds to a quantum state
since by the classification in [21, 22] we can always lift
Φγ to a ∗-homomorphism by choosing orientations on
V(H1) and V(H2) appropriately. This improves a pre-
vious result in [9, 10]: locally quantum non-signalling
correlations always admit a quantum description.
Conclusion. We discussed the physical principle of
no-signalling and its relation to contextuality. Our main
theorem, Thm. 2, is a generalisation of Gleason’s theorem
over product contexts, which complements earlier results
in [9–11]. In particular, we related non-signalling corre-
lations with quantum states unambiguously. Succinctly:
(i) no-signalling arises via marginalisation constraints on
probability distributions in product contexts, (ii) com-
plete positivity reduces to marginalisation for dilations
in product contexts and a consistency condition between
local time orientations, and (iii) non-signalling dilations
over product contexts bijectively correspond with quan-
tum states for appropriate time orientations.
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5Appendix A: Proof of Theorem 1
In this section we provide some background on frame
functions on composite systems. By generalising the
concept of (non-negative) unentangled frame functions
in [11] to (non-negative) frame functions over twisted
product bases, this will allow us to relate with locally
quantum, non-signalling probability distributions as in-
troduced in [9, 10], which is the content of Thm. 1.
To this end, we represent local observables by self-
adjoint operators a ∈ Lsa(H), in particular, we take their
outcomes to correspond to closed subspaces in the Hilbert
space H spanned by basis vectors in orthonormal bases
v ∈ ONB(H) or, equivalently, sets of orthogonal projec-
tions p, p′ ∈ P(H), pp′ = 0. In taking the set of all out-
comes to correspond to projections in Hilbert space, the
following question arises: What measures exist on this
set? A measure in this setting is a map µ ∶ P(H)→ [0,1]
such that µ(p + p′) = µ(p)+µ(p′) whenever p, p′ ∈ P(H),
pp′ = 0 and µ(1) = 1. Proposed by Mackey, it prompted
Gleason to prove the following powerful result [14].
Theorem 3. (Gleason [14]) Let µ be a measure on
the projections of a (real or complex) Hilbert space H of
finite dimension dim(H) ≥ 3. Then there exists a density
matrix ρ ∶H →H such that for all projections p ∈ P(H),
µ(p) = tr(ρp) .
A closely related concept is that of frame functions of
weight W ∈ R on the unit sphere S(H), f ∶ S(H) → R,
where ∑dj=1 f(vj) =W for all orthonormal bases (vj)dj=1 ∈
ONB(H) with d ∶= dim(H). In fact, Thm. 3 is a conse-
quence of the following theorem about frame functions.
Theorem 4. (Gleason for frame functions [14]) Let
dim(H) ≥ 3 be finite. If f is a non-negative frame func-
tion of weight W ∈ R+, then there exists a density matrix
ρ ∶ H → H such that f(v) = W tr(ρpv) = W ⟨v∣ρ∣v⟩ for all
v ∈ S(H), pv = ∣v⟩⟨v∣ ∈ P(H).
Of course, we can apply Thm. 3 to composite quan-
tum systems and consider frame functions f ∶ S(H)→ R,
where H = ⊗ni=1Hi is the tensor product Hilbert space.
However, in doing so we no longer restrict to outcomes
of local measurements only. Consequently, [11] restricts
to unentangled frame functions f ∶ σ(H) → R with con-
straints arising from bases consisting of product states
only, i.e., ∑dj=1 f(vj) = W , d ∶= dim(H) with (vj)dj=1 ∈
ONB(σ(H)), σ(H) ∶= {v1 ⊗⋯⊗ vn ∈ S(H) ∣ vi ∈ S(Hi)}.
Under this restriction, [11] derives the following result.
Theorem 5. (Wallach [11]) Let H = ⊗ni=1Hi with
dim(Hi) ≥ 3 finite for all i ∈ {1,⋯, n}, n ∈ N. For every
non-negative, unentangled frame function f ∶ σ(H) → R
there exists a self-adjoint operator t ∶ H → H such that
f(v) = tr(tpv) = ⟨v∣t∣v⟩ for all v ∈ σ(H), pv = ∣v⟩⟨v∣ ∈
P(H).
As it turns out, Thm. 5 fails for frame functions
f ∶ σ(H) → R with constraints ∑d1,⋯,dnj1,⋯,jn=1 f(vj1,1 ⊗ ⋯ ⊗
vjn,n) = W , di ∶= dim(Hi) further restricted to product
bases β(H) ∶= {(vj1,1 ⊗ ⋯ ⊗ vjn,n)d1,⋯,dnj1,⋯,jn=1 ∣ (vji,i)diji=1 ∈
ONB(Hi)} as shown in Prop. 5 in [11]. Nevertheless, a
similar result does hold for frame functions over twisted
product bases T (β(H)) ∶= {B′ ∈ ONB(H) ∣ ∃B ∈ β(H) ∶
B′ ∼ B}, where ∼ denotes the equivalence relation on
unentangled bases under local unitary transformations.
Proposition 2. Let H = ⊗ni=1Hi, dim(Hi) ≥ 3 finite for
all i ∈ {1,⋯, n}, n ∈ N. For every non-negative frame
function over twisted product bases f ∶ σ(H) → R there
exists a self-adjoint operator t ∶ H → H such that f(v) =
tr(tpv) = ⟨v∣t∣v⟩ for all v ∈ σ(H), pv = ∣v⟩⟨v∣ ∈ P(H).
Proof. In the proof of Thm. 2 in [11] replace unentan-
gled bases with twisted product bases in the inductive
hypothesis. The case n = 1 still holds by Thm. 4. Con-
sider H = H1 ⊗ V , V = ⊗ni=2Hi with dim(Hi) ≥ 3 for all
1 ≤ i ≤ n. If (vj)d1j=1 ∈ ONB(H1) is an orthonormal basis
of H1 and (u
j
k
)dV
k=1 ∈ T (β(V )) is a twisted product basis
for V , then (vj⊗u
j
k
)d1,dV
j,k=1 ∈ T (β(H)) is a twisted product
basis for H. This follows since we can transform uj
k
for
every j into a product basis on V by the assumption that
u
j
k
∈ T (β(V )), and the fact that applying local unitaries
on subspaces ∑diji=1 vjr ,r ⊗vji,i for all i, we can transform
between product bases in β(V ).
Since f is a twisted product frame function (of weight
W ∈ R+), the function fv(u) = f(v⊗u) is a non-negative
twisted product frame function on V (of weight Wv =
Wv1 =W −∑d1,dVj=2,k=1 f(vj ⊗ ujk) ∈ R+) for each v ∈ H1. By
the inductive hypothesis we thus find fv(u) = ⟨u∣tV (v)∣u⟩
for all u ∈ σ(V ) with tV (v) ∶ V → V self-adjoint.
Conversely, let (uk)
dV
k=1 ∈ T (β(V )) be a twisted prod-
uct basis for V and (vkj )
d1
j=1 ∈ ONB(H1) for every k, then
(vkj ⊗uk)
d1,dV
j,k=1 ∈ T (β(H)) is a twisted product basis for H
(by a similar argument as before), and by the inductive
hypothesis we conclude fu(v) ∶= f(v ⊗ u) = ⟨v∣tH1(u)∣v⟩
for all v ∈ S(H1) with tH1(u) ∶H1 →H1 self-adjoint. The
remainder of the proof proceeds as for Thm. 5 in [11].
One might expect (non-negative) unentangled frame
functions to correspond with (non-negative) twisted
frame functions. However, as a consequence of the fail-
ure of Keller’s cube-tiling conjecture, which was proven
in [24], this turns out not to be the case.
Proposition 3. T (β(H)) ⊊ ONB(σ(H))
Proof. Clearly, every twisted product basis is also an un-
entangled basis. The fact that the other direction fails is
non-trivial, but can be concluded from a counterexample
to Keller’s tiling conjecture [24]: for n ≥ 10 construct the
following tiling of Rn by cubes of length 2 such that
(a) the centers of all cubes are in Zn,
(b) the tiling is 4Zn-periodic,
(c) no two cubes have a complete facet in common.
6More precisely, let C ∶= {(x1,⋯, xn) ∣ −1 ≤ xi ≤ 1 ∀i ∈
{1,⋯, n}} denote a cube (of length 2). Then a tiling
corresponds to 2n equivalence classes of translates of C
of the form m +C + 4Zn for
m = (m1,⋯,mn) ∈ Zn, 0 ≤mi ≤ 3 . (A1)
Next, consider the conditions: (i) m and m′ have some
∣mi −m
′
i∣ = 2 and (ii) m and m′ differ in two coordinate
directions. Finally, denote by Gn and G
∗
n two graphs,
each of which has 4n vertices labeled by the 4n vectors in
Eq. (A1) and Gn has an edge between verticesm andm
′
if (i) holds, while G∗n is defined to have an edge between
vertices m and m′ if (i) and (ii) hold.
Then a set S of 2n vectors of the form in Eq. (A1)
yields a 4Zn-periodic cube tiling if and only if S forms
a clique in Gn; it yields a 4Z
n-periodic cube tiling with
no two cubes having a complete facet in common if and
only if S forms a clique in G∗n.
We now translate this into a basis of H = (C2)⊗10.
Consider the qubit states ∣0⟩, ∣1⟩, ∣+⟩ ∶= 1√
2
(∣0⟩ + ∣1⟩) and
∣−⟩ ∶= 1√
2
(∣0⟩ − ∣1⟩) and define the correspondence mi ↦
∣ψ(mi)⟩ as follows:
∣ψ(mi = 0)⟩ = ∣0⟩i ∣ψ(mi = 1)⟩ = ∣+⟩i
∣ψ(mi = 2)⟩ = ∣1⟩i ∣ψ(mi = 3)⟩ = ∣−⟩i
First, note that ∣ψ(S)⟩ ∶= {∣ψ(m1)⟩⊗⋯⊗∣ψ(mn)⟩ ∣m ∈ S}
forms a basis of (C2)⊗10: there are 210 vectors and it is
easily seen that ⟨ψ(m)∣ψ(m′)⟩ = 0 form,m′ ∈ S, m ≠m′
by condition (i) above. Moreover, ∣ψ(S)⟩ ∈ σ((C2)⊗10) is
an unentangled basis by construction. However, any two
vectors ∣ψ(m)⟩, ∣ψ(m′)⟩ for m,m′ ∈ S, m ≠ m′ differ
on at least two sites by condition (ii). It follows that
no two-dimensional subspace of the form xjr ,r ⊗ (vji,i +
vj′
i
,i) is spanned by vectors in ∣ψ(S)⟩. Yet, any twisted
product basis has at least one two-dimensional subspace
of this form, hence, ∣ψ(S)⟩ cannot be a twisted product
basis.
Finally, we relate non-negative frame functions over
twisted product bases with non-negative, non-signalling
frame functions over product bases. Recall that a frame
function over product bases is called non-signalling if for
i ∈ {1,⋯, n} with (vji,i)diji=1, (wki,i)diki=1 ∈ ONB(Hi) and
xlr ,r ∈ S(Hr) for all lr ∈ {1,⋯, dr}, r ≠ i the following
condition is satisfied (cf. Eq. (3)):
di
∑
ji=1
f(xlr,r ⊗ vji,i) =
di
∑
ki=1
f(xlr ,r ⊗wki,i)
Lemma 2. Let H = ⊗ni=1Hi, dim(Hi) ≥ 3 finite for all
i ∈ {1,⋯, n}, n ∈ N. There is a bijective correspondence
between non-negative, non-signalling frame functions f ∶
σ(H) → R over product bases and non-negative frame
functions over twisted product bases.
Proof. Let xlr ,r ∈ S(Hr) for all lr ∈ {1,⋯, dr}, r ≠ i
and (vji,i)
di
ji=1, (wki,i)
di
ji=1 ∈ ONB(Hi) such that w.l.o.g.
∣v1,i⟩⟨v1,i∣+ ∣v2,i⟩⟨v2,i∣ = ∣w1,i⟩⟨w1,i∣+ ∣w2,i⟩⟨w2,i∣ and vji,i =
wki,i for 3 ≤ ji = ki ≤ n. By no-signalling in Eq. (3),
f(xlr,r ⊗ v1,i) + f(xlr,r ⊗ v2,i)
=
di
∑
ji=1
f(xlr ,r ⊗ vji,i) −
di
∑
ji=3
f(xlr,r ⊗ vji,i)
=
di
∑
ki=1
f(xlr ,r ⊗wki,i) −
di
∑
ki=3
f(xlr ,r ⊗wki,i)
= f(xlr,r ⊗w1,i) + f(xlr,r ⊗w2,i) .
As twisted product bases are generated from local uni-
taries acting on two-dimensional subspaces of the form
xlr ,r⊗(vji,i+vj′i,i), f is also a frame function over twisted
product bases. Conversely, for the latter Eq. (3) holds
since it holds already for two-dimensional subspaces.
Clearly, a non-negative, non-signalling frame function
of weight 1 corresponds with a locally quantum, non-
signalling probability distribution as defined in [9, 10];
Prop. 2, Prop. 3, and Lm. 2 thus establish the precise
relation between these different concepts, in particular,
Prop. 2 and Lm. 2 prove Thm. 1.
Appendix B: Systems of dimension two
Note that Thm. 1 only applies to finite local dimen-
sions dim(Hi) ≥ 3. This restriction is due to Thm. 4,
since frame functions in two dimensions do not restrict
to the latter. Nevertheless, generalisations of Thm. 4
to two dimensions exist based on (subsets of) positive
operator-valued measures (POVMs) [25–27].
More precisely, non-negative frame functions f ∶
E(H) → R+ of weight W ∈ R+ with domain E(H) the
set of all effects, i.e., convex combinations of projec-
tions, and such that ∑i∈I f(ei) =W whenever ∑i∈I ei = 1,
correspond to density matrices: f(e) = W tr(ρe) for all
e ∈ E(H) and dim(H) ≥ 2 finite.
Similarly, replacing σ(H) by σ(E(H)) (equivalently,
projection-valued measures (PVMs) by POVMs) in the
otherwise analogous definitions of (twisted) product
frame functions and no-signalling in Eq. (3), one obtains
a generalisation for systems with dim(Hi) = 2.
Theorem 6. Let H = ⊗ni=1Hi, dim(Hi) ≥ 2 finite
for all i ∈ {1,⋯, n}, n ∈ N. For every non-negative,
non-signalling frame function over product POVMs f ∶
σ(E(H)) → R there exists a self-adjoint operator t ∶ H →
H such that f(e) = tr(te) for all e ∈ σ(E(H)).
Proof. By [25] frame functions over σ(E(H)) correspond
to quantum states for every Hi in H = ⊗ni=1Hi with
dim(Hi) ≥ 2 finite. With this the inductive proof of
Prop. 2 goes through also for systems of local dimen-
sion two. The same holds for the correspondence of the
no-signalling condition in Eq. (3) and constraints on f
arising from local transformations leaving convex combi-
nations ∑i ei ≤ 1 invariant in Lm. 2.
7Appendix C: Gleason’s theorem in contextual form
In [28, 29] it was shown that Gleason’s theorem can be
reformulated in terms of global sections over the proba-
bilistic presheaf defined as follows.
Definition 2. Let V(H) be the partial order of contexts
over the Hilbert space H. The functor Π ∶ V(H)op → Set,
Π(V ) ∶= {µV ∶ P(V ) → [0,1] ∣ µV (1) = 1,
∀p, p′ ∈P(V ), pp′ = 0 ∶ µV (p + p′) = µV (p) + µV (p′)} ,
Π(V˜ ⊆ V ) ∶ ΠV → ΠV˜ , µV ↦ µV˜ ∶= µV ∣V˜ ,
is called the probabilistic presheaf Π(V(H)) over H.
Note that Def. 2 differs from Def. 1 in that we do
not require probability distributions in contexts to ad-
mit dilations. For single systems, the two definitions
are closely related. To see this, note that every den-
sity matrix ρ ∶ H → H can be purified, i.e., there ex-
ists a Hilbert space K = H′ ⊗H and a vector ∣ψρ⟩ ∈ K
such that ρ = trH′(∣ψρ⟩⟨ψρ∣). In particular, for pure
states we find that K = H, ρ = ∣ψρ⟩⟨ψρ∣, and ϕγ ∶
P(H) → P(H) is the identity map such that γ(p) =
trH(ρp) = trK(∣ψρ⟩⟨ψρ∣φγ(p)) = ⟨ψρ∣p∣ψρ⟩. More gener-
ally, for mixed states we may therefore interpret the ad-
ditional constraint on the existence of dilations (purifica-
tions) in contexts as a consistency condition on convex
combinations of pure states.
For single systems, the set of global sections of the di-
lated probabilistic presheaf in Def. 1 therefore coincides
with the set of global sections of the probabilistic presheaf
in Def. 2; in both cases we recover the (quantum) state
space by [29]. On the other hand, Def. 1 differs from
Def. 2 over composite systems, where the additional con-
vexity condition (implicit in the dilations in contexts)
rules out certain global sections, which correspond to
non-positive linear operators between the algebras of the
component systems (via the Choi-Jamio lkowski isomor-
phism).
Appendix D: Proof of Proposition 1
Prop. 1 follows with Prop. 2 and the following theorem.
Theorem 7. Global sections of the probabilistic presheaf
in Def. 2 over product contexts γ ∈ Γ(Π(V(H1)×V(H2)))
with local dimension dim(Hi) ≥ 3 finite, bijectively cor-
respond to non-negative frame functions of weight 1 over
twisted product bases fγ ∶ σ(H) → R.
Proof. Every frame function over twisted product bases
defines a global section on product contexts by γf(pv1 ⊗
pv2) = f(v1 ⊗ v2), pvi = ∣vi⟩⟨vi∣ for all vi ∈ σ(Hi).
Marginalisation over product contexts corresponds to no-
signalling and thus follows from the constraints on f over
twisted product bases by Lm. 2.
Conversely, every global section γ ∈ Γ(Π(V(H1) ×
V(H2))) over product contexts V ∈ V(H1) × V(H2) de-
fines a map fγ ∶ σ(H) → R+, fγ(v ⊗ w) ∶= γ(pv ⊗ qw)
via the link between product projections pv ⊗ qw ∈ P(H)
and basis elements v ⊗ w ∈ σ(H) given by pv = ∣v⟩⟨v∣,
qw = ∣w⟩⟨w∣. Moreover, this map satisfies the constraints
encoded in twisted product bases, which for global sec-
tions arise from marginalisation between product con-
texts of the form (and by symmetry for i = 1↔ i = 2):
V ∶= V1 × {p1,2, p2,2, (p1,2 + p2,2)
⊥}
V˙ ∶= V1 × {q1,2, q2,2, (p1,2 + p2,2)
⊥
}
V˜ ∶= V1 × {(p1,2 + p2,2), (p1,2 + p2,2)
⊥}
V V˙
V˜
Here, we define contexts via their projections pji,i ∶=
∣vji,i⟩⟨vji,i∣, qki,i ∶= ∣wki,i⟩⟨wki,i∣ corresponding to product
bases (vji,i)
di
ji=1, (wki,i)
di
ki=1 ∈ ONB(Hi) such that V1 =
{p1,1,⋯, pd1,1} and p1,2 + p2,2 = q1,2 + q2,2. Again, this is
analogous to the proof of Lm. 2.
Thm. 1 for non-signalling frame functions therefore di-
rectly translates to Thm. 7 for global sections of the prob-
abilistic presheaf. Clearly, this implies Prop. 1. However,
note that it is no longer the case that every non-negative
frame function over twisted product bases of weight 1
also corresponds to a global section of the Bell presheaf.
The reason is that the constraints on probability distri-
butions between product contexts are more restrictive in
the case of the dilated probabilistic presheaf than those
in the probabilistic presheaf, which in turn allows us the
prove the stronger result in Lm. 1.
Appendix E: Proof of Lemma 1
Let V1&2 ∶= V(H1) × V(H2) and γ ∈ Γ(Π(V1&2)).
Step 1 - Gleason’s theorem. Fix a context V1 ∈
V(H1) and consider the corresponding partial order of
contexts inherited from V1&2 by restriction,
V1&2(V1) ∶= {V1 × V2 ∣ V2 ∈ V(H2)} .
In every context V = V1 × V2 ∈ V1&2, the probability dis-
tribution µγV ∈ Π(V1&2)V corresponding to the global sec-
tion γ takes the form: ∀p ∈ P(V1), q ∈ P(V2),
µ
γ
V (p, q) = µγV1(p)µγV2(q ∣ p) = µγV1(p)γp2(q) . (E1)
Here, (µγ
V2
( ∣ p))V2∈V(H2) =∶ γp2 ∈ Γ(Π(V1&2(V1))) is a
global section of the probabilistic presheaf Π(V1&2(V1)),
which also depends on p ∈ P(V1). Since Π(V1&2(V1)) ≅
Π(V(H2)), by Gleason’s theorem there is a unique den-
sity matrix ρp2 such that γ
p
2 = tr(ρp2 ⋅ ) ∈ S(L(H2)). More-
over, since V1 ∈ V(H1) is arbitrary, Eq. (E1) holds for all
p ∈ P(H1). Let p = p1 + p2 with p1, p2 ∈ P(H1) orthogo-
nal, i.e., p1p2 = 0. As γ is additive we have,
µ
γ
V1
(p)γp2 = µγV1(p1)γp12 + µγV1(p2)γp22 .
8It follows that the map ̺γ(p) ∶= µγV1(p)ρp2 also satisfies,
̺γ(p) = ̺γ(p1) + ̺γ(p2)
for all p = p1 + p2 with p1, p2 ∈ P(H1), p1p2 = 0. Since
µ
γ
V1
(p) ≥ 0 for all p ∈ P(Cd1), ̺γ ∶ P(H1) → L(H2)+
defines an additive map into the positive matrices on H2.
Step 2 - Naimark’s theorem. Note that ̺γ(p) cor-
responds to a density matrix (up to the factor µγV1(p)).
We can thus find a Hilbert space K =H′ ⊗H2 and a pu-
rification ∣ψ⟩γ,p ∈ K such that ̺γ(p) = trH′(∣ψ⟩γ,p⟨ψ∣γ,p).
This is a special case of Naimark’s theorem [20]. In fact,
by Gelfand duality every context V1 ∈ V(H1) defines a
compact Hausdorff space whose σ-algebra of open (and
closed) sets corresponds to the projection lattice P(V1).
̺γ ∣V1 thus becomes a positive operator-valued measure,
for which Naimark’s theorem guarantees the existence of
a Hilbert space K, a linear map v ∶ H2 → K, and an
embedding (a spectral measure) ϕV1 ∶ P(V1) ↪ P(K)
such that ̺γ ∣V1 = v∗ϕγV1v. Now, note that by the defi-
nition of the dilated probabilistic presheaf (cf. Def. 1),
we obtain such embeddings consistently across contexts
V1 ∈ V(H1), i.e., the map ̺γV1 = v∗ϕγV1v defines a col-
lection ϕγ = (ϕγ
V1
)V1∈V(H1) with ϕ
γ
V˜1
= ϕγ
V1
∣V˜1 for all
V˜1 ⊂ V1 ∈ V(H1). In particular, we can choose K and
v ∶H2 → K independently of contexts.
Hence, ϕγ ∶ P(H1) → P(K) is a kind of globally defined
purification of ̺γ . More precisely, ϕγ is an orthomor-
phism, i.e., for all p, p′ ∈ P(H1), pp′ = 0 we have ϕγ(0) =
0, ϕγ(1− p) = 1−ϕγ(p), and ϕγ(p+ p′) = ϕγ(p)+ϕγ(p′).
This follows immediately since ϕγ = (ϕγV1)V1∈V(H1) is a
family of embeddings (spectral measures). In particular,
there is an embedding ϕγV1 with p, p
′ ∈ P(V1).
Step 3 - Dye’s theorem (Gleason’s theorem II).
By a variant of Dye’s theorem in [30], ϕγ further lifts to
a Jordan homomorphism Φγ ∶ J (H1) → J (K). (Recall
that the linear map Φγ is a Jordan homomorphism if
it preserves the anticommutator, {a, b} ∶= ab + ba for all
a, b ∈ J (H1).)
There are two steps to this theorem. First, we obtain a
quasilinear map by extending ϕγ linearly in contexts. By
the generalisation of Gleason’s theorem in [31], this map
lifts to a linear map Φγ ∶ J (H1) → J (K). In particular,
̺γ uniquely extends to the linear map φγ = v∗Φγv. Sec-
ond, since ϕγ is an orthomorphism, Φγ preserves squares.
Namely, for every a ∈ Lsa(H1) with spectral decomposi-
tion a = ∑ni=1 aipi one computes,
Φγ(a2) = Φγ(
n
∑
i=1
a2i pi) =
n
∑
i=1
a2iΦ
γ(pi) = Φγ(a)2 .
Moreover, with {a, b} = ab + ba = 1
2
[(a + b)2 − a2 − b2],
Φγ({a, b}) = Φγ(1
2
[(a + b)2 − a2 − b2])
= 1
2
[(Φγ(a) +Φγ(b))2 −Φγ(a)2 −Φγ(b)2]
= {Φγ(a),Φγ(b)} .
Hence, Φγ is a Jordan homomorphism. Finally, we ex-
tend Φγ to a Jordan ∗-homomorphism on the complex-
ified algebras J (H1) = Jsa(H1) + iJsa(H1), J (K) =
Jsa(K)+ iJsa(K) by setting Φ
γ(a+ ib) ∶= Φγ(a)+ iΦγ(b)
for all a, b ∈ Lsa(H1). Then, Φγ((a + ib)∗) = Φγ(a + ib)∗.
In summary, every global section of the Bell presheaf
γ ∈ Γ(Π(V1&2)) uniquely lifts to a positive linear map
φγ ∶ L(H1) → L(H2), with φ
γ = v∗Φγv for some linear
map v ∶ H2 → K and Φ
γ
∶ J (H1) → J (K) a Jordan
∗-homomorphism. This completes the proof.
Appendix F: Proof of Theorem 2
Proof. Every state σ ∈ S(L(H)) = S(L(H1)⊗L(H2)) de-
fines a completely positive map φσ ∶ L(H1)→ L(H2) via
the Choi-Jamio lkowski isomorphism. It thus follows that
σ defines a unique orientation-preserving global section
of the composite presheaf γσ(p, q) = µγV (p, q) ∶= σ(p ⊗ q)
(by restriction to contexts V ∈ V(H1) × V(H2)).
For the converse direction, let γ ∈ Γ(Π(Ṽ(H1) ×
Ṽ(H2))). By Lm. 1, φ
γ = v∗Φγv for Φγ a Jor-
dan ∗-homomorphism, and since γ is also orientation-
preserving, Φγ further lifts to a ∗-homomorphism. By
Stinespring’s theorem φγ is thus completely positive and
by Choi’s theorem ρφγ is a density matrix. Hence,
σγ ∶= tr(ρφγ ⋅ ) ∈ S(L(H)) = S(L(H1)⊗L(H2)) defines
a unique quantum state.
