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1. ON EUCLIDEAN 2-VALUED SETS 
l. Introduction 
The set D(S) of distances between the points of a euclidean set S has 
been studied by SrERPINSKI, STEINHAUS, S. PrccARD, ERDos, L. M. KELLY 
and others (See [3], also for references). In the present paper we study 
euclidean sets S with the property that the set of distances D(S) has the 
lowest possible non-trivial cardinality. The case !D(S)i = l, when S may 
be called "equilateral", while of great interest for sets in elliptic spaces 
(See [4]), may be ruled out by us as of no interest. We now turn to the 
next case when !D(S) I = 2. 
Let 
be an n-point subset of the k-dimensional euclidean space Ek. We shall 
say that S is a 2-valued set, provided that the set of distances {PtPJ}, in 
which we disregard the multiple occurrence of the same value, contains 
* Sponsored by the Mathematics Research Center, United States Army, Madison, 
Wisconsin, under Contract No: DA-11-022-0RD-2059. 
1 ) S. J. Einhorn's contribution to this paper represents a part of his dissertation 
to be submitted to the Graduate School of the University of Pennsylvania for 
the Ph. D. degree. The other part is a paper by S. J. Einhorn, to appear separately, 
in which 2-valued metric sets are used to determine all functions (of radial symmetry) 
which are positive definite in the space 0 of real continuous functions in the inter-
val [0.1]. 
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(besides zero) two distinct positive values. As an instance, the four corners 
of a square form a 2-valued set. Such sets could be called "isosceles". 
We keep now the dimensionality k fixed and ask: What can we say about 
the cardinality n of the set and how many such subsets of n points are there~ 
This question becomes interesting only after imposing some restrictions 
on the size of n. Thus if n=k+ l (or smaller), then there are plenty of trivial 
2-valued subsets of Ek. To find them, we start from the set S with all 
PtPJ = l, if i <; j, (a regular simplex) and modify the values of some of these 
distances, from their common value l to one and the same new value b. 
The modified set will evidently satisfy all our requirements, provided only 
that b is sufficiently close to l. 
That matters are different if n > k + l is shown by the following theorem. 
Theorem 1. LetS= {p1, ... , Pn} be a set of n distinct points satisfying 
the following conditions 
( l.l) 
(1.2) S is 2-valued, 
(1.3) n~k+2. 
For a fixed k, the number of such sets which are dissimilar, is finite. In particu-
lar, n is bounded by a bound which depends on k. One such bound is n< 5k. 
In particular, for k = 2, there are only finitely many 2-valued sets in E 2, 
if n ~ 4. Similarly, there are only finitely many 2-valued sets in E 3, if n ~ 5. 
The paper consists of three parts. In Part I, Section 2, we establish 
Theorem l. In Sections 3, 4 and 5 it is shown that the proof can be easily 
modified so as to yield an effective method for the construction of all 
finitely many 2-valued sets involved. A main role is played by the criterion 
for euclidean sets in terms of quadratic forms [9]. This criterion was 
previously used for problems of isometric imbedding in Hilbert space 
(See [6], also for further references). Here it is used for the first time in 
algebraic problems of imbedding in euclidean spaces. 
In Part II the method of Part I is used to determine all 2-valued sets in 
the plane and in space. The ease with which these sets in E2 and E3 are 
determined below shows the advantage (over the standard Cartesian 
method) of Menger's idea of a purely metric study of Ek, in problems 
involving distances only. Coordinates are never even mentioned. 
In Part III we mention briefly the significance of the recent results of 
VAN LINT and SEIDEL [ 4] on equilateral sets in elliptic spaces for our 
problem of 2-valued sets in euclidean spaces. After stating two open 
questions concerning 3-valued sets, the paper closes with an interesting 
theorem on l-valued sets due to H. B. Mann (oral communication) who 
recognized the elegant applicability of Ramsey's combinatorial theorem. 
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2. A proof of Theorem 1 
One would not attack our problem with bare hands, even though the 
cases k = 2, k = 3, might perhaps be settled by a gigantic and messy trial 
and error approach. Fortunately our hands are not bare, the main tool 
being a solution of the following preliminary problem: LetS= {p~, ... , Pn} 
be an abstract semi-metric set with distances PiPJ=PiPi>O if i¥=-j. When can 
the set S be imbedded isometrically in Ek, and if so, for what values of k1 
This problem was solved in the late nineteen-twenties by K. MENGER 
in terms of the so-called Cayley-Menger determinants (See [5], also 
[1, Chapter 4]). However, an independent solution, due to ScHOENBERG 
[9], is needed for our purpose. Its advantage lies in uncovering easily the 
concavity of the function (2.12) below, with all its consequences. We state 
the alternative solution as 
Lemma 1. We consider the quadratic form 
n 
(2.1) F(x)=F(x2, .. . , Xn)= L (P1Pi2+P1PJ2 -PiPJ2) XiXJ 
i.i=2 
in terms of which the following holds: S is isometrically imbeddable in En-1, 
that is to say that S is euclidean, if and only if 
(2.2) F(x) ~ 0 for all real x2, ... , Xn. 
Moreover, if (2.2) holds and the rank of the quadratic form (2.1) is k, 
then S imbeds in Ek, but not in Ek-1· 
For n = 3 this criterion is easily shown to be equivalent with the triangle 
inequality of which it is a generalization. 
In Lemma 1 the distances PiPJ( i i=- j) were assumed to be positive. This 
is not necessary, a fact which we state as 
Lemma 1 '. The statements of Lemma 1 remain valid also in case the 
distances PiPJ are allowed to vanish. 
We now turn to a proof of Theorem l. The assumption (1.2) means that 
there are two positive numbers a and b, distinct or not, such that i < j 
implies PiPJ=a or b. However, a=b is impossible in view of the assump-
tion (1.2). By means of a similitude transformation (multiplication of all 
distances by the same positive factor) we may add the further assumption 
that 
(2.3) a=1 
We now reformulate Lemma 1 as follows: In terms of the general setS, 
introduce the quantity 
(2.4) W= min F(x2, ... , Xn), 
"' 
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the minimum being taken on the sphere 
(2.5) 
Then S is euclidean if and only if 
(2.6) 
and S imbeds in En-r, but in no lower-dimensional space, if and only if 
(2. 7) <P> 0. 
The combinatorial element now enters the scene: The 2-valued set S 
satisfying (1.1), (1.2), (1.3) and (2.3) is described by the following set of 
ordered pairs (i, j) 
(2.8) 
or by its complement 
(2.9) a'= {(i, j); i <j, PtPJ= 1 }. 
Also observe that (1.3) implies that neither of the sets a and a' is void. 
Now we wish to unfreeze b, letting it vary, the set S=S(b) still being 
defined by the fixed set a. Setting 
(2.10) 
the quadratic form (2.1) becomes a linear function of ~' 
(2.11) F(x)=F(x; n 
while x2, ... , Xn are thought of as variable parameters. In order to apply 
the criteria (2.6), (2.7), to the set S(b) we consider the function 
" (2.12) <P(~)= min F(x; n c~ Xt2 = 1), (~~0). 
"' 2 
Being defined as the minimum of a collection of linear functions, we 
conclude that 
(2.13) <P(~) is concave in the interval 0;::; ~ < + oo. 
That the euclidean character of S(b) is directly controlled by the behavior 
of <P(~) is seen as follows: To begin with it is clear that 
(2.14) @(1)>0, 
by (2.7), since 8(1) is a regular simplex in En-l· Secondly, we observe that 
(2.15) <P(O);::; 0. 
Indeed, <P(O) > 0 would imply that S(O) is euclidean, but does not imbed in 
En-2, which is absurd since S(O) contains now at most n-1 distinct points. 
Here we have applied the criteria (2.6}, (2. 7}, for the case of vanishing 
PtPJ and this is all right in view of Lemma 1 '. 
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From (2.13), (2.14) and (2.15) we now conclude the following: There 
exists an open interval 
(2.16) 
such that 
(2.17) <t>(~) > 0 if and only if ~ satisfies (2.16). 
The decisive reason for this is, of course, the concavity of <P(~) in its 
domain [0, oo). 
Let us show that 
(2.18) <P(~o) = 0 and <P(~1) = 0 if ~1 < oo. 
Indeed, both statements follow from the continuity of <t>(~) if 
However, if ~0 = 0 then S (b) is euclidean if 0 < b ~ 1. It follows by con-
tinuity that S(O) is likewise euclidean. Thus <t>(O) ~ 0 by (2.6), and (2.15) 
now impliest that <1>(0) = 0. 
In terms of the old variable b = V~ and setting 
(2.19) bo=V~o, b1=V~1 
we have obtained the following results which we state as: 
Lemma 2. The set S=S(b) imbeds exactly (i.e. in no lower space) in 
En-1 in the range bo < b < b1. It imbeds in En-2 for b = bo and also for b = b1 
(if b1 < +oo), while S(b) is not euclidean if b is outside the closed interval 
[bo, bl]. 
We shall call b0 the lower critical value and b1 the upper critical value 
of the set S(b ). 
Lemma 2 requires no proof, being a reformulation of the property (2.17) 
of <1>(~), in terms of (2.19) and our basic criteria (2.6) and (2.7). 
We could have introduced the assumption (2.3) by having the lesser 
of the two distances = 1. We therefore do not restrict the generality of 
our discussion by now introducing the stronger assumption 
(2.20) a=1<b. 
We now claim that 
(2.21) n< (2b+ 1)k. 
Indeed, remembering our assumption ( 1.1) we treat, for the moment, 
Ek as a vector space so that PiP;= IPi-Pil· We consider in Ek the open 
spheres 
(2.22) !x-pi! <t (i= 1, ... , n) 
31 Series A 
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and the single sphere 
,(2.23) 
If i ¥= j then !Pt-Pi!~ 1 and the spheres (2.22) are seen to be pair-wise 
disjoint. Moreover, since !Pt-P1l;;:::;; b, for all i, we see that the sphere (2.23) 
contains each of the spheres (2.22). We conclude that the volume of (2.23) 
exceeds the sum of the volumes of the spheres (2.22). Denoting by yrk 
the volume of the sphere of radius r, in Ek, we obtain the inequality 
ny( !)k < y(b + !)k 
which multiplied by 2ky-1 becomes (2.21). 
We further claim that 
(2.24) b;:::;;2. 
The proof will be by contradiction: We assume 
(2.25) 
and will reach a contradiction with our previous assumptions. 
Recall that all distances PtPi are = 1 or = b( > 2). This implies that a 
triangle PtPiPk may have as sides triples of values such as (1, '1, 1), (b, b, b), 
(b, b, 1), but that triples like (b, 1, 1), with 1 occurring twice and b once, 
may not occur because of (2.25) and the necessary triangle inequality. 
In other words: 
If PtPi = 1, PtPl = 1, j ¥= l, then PiP!= 1. Equivalently, we may describe 
the occurrence of distances 1 as follows: The set of points {pi} contains 
pairwise disjoint sets A1, A2, ... , At, each containing two or more points, 
such that 
(2.26) PtPi = 1 if and only if Pt and Pi belong to the same A". 
We now consider a variable T subject to o.::::-r;:;;;b and use it to define a 
new set S(-r, b) obtained from S(b) as follows: We unfreeze all distances 
PtPi> with (i, j) E a', and assign to all of them the common value 
PtPJ=T if (i, j) E a'. 
Thus 8(1, b)=S(b), while S(b, b) is the regular simplex in En-1 having all 
sides =b. 
Furthermore, observe that a discussion of the euclidicity of S(-r, b) is 
much like our previous discussion of the euclidicity of S(b) =8(1, b). This 
is so because the quadratic form (2.1) now becomes a linear function of -r2. 
All previous arguments apply and we may now reason as follows: By 
(2.26) we see that PtPi = T if and only if Pt and Pi belong to the same set A,.. 
Therefore S(O, b) is evidently euclidean, being a regular simplex with 
sides =b of n-t, or fewer points. As already mentioned, also S(b, b) is 
euclidean. It follows that 
If 0<-r<b, then S(-r, b) imbeds in En-1 and not in En-2· 
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Since k::;;;;n-2, by (1.3), it follows a fortiori that S('r:, b) can not imbed 
in Ek. In particular, forT= 1, we conclude that S(1, b)=S does not imbed 
in Ek. This conclusion contradicts our assumption (1.1) and establishes 
(2.24). 
Now we may easily conclude a proof of Theorem 1 as follows: By (2.21) 
and (2.24) we see that 
(2.27) 
hence n is bounded. For each value of n there are finitely many choices for 
the set a, which defines S(1, b), and for each a at~ most two values of b 
(the critical values bo and b1) might qualify to lead to a S(1, b) CEk. 
The number of possible solutions is evidently finite and this completes 
our proof of Theorem 1. 
3. Enumeration of the collection En of 2-valued n-point sets in En-2· 
Let En denote the collection of all incongruent 2-valued n-point sets 
Sn which imbed in En-2, the lesser of the two distances being a= 1. By 
Theorem 1 we know that their number !En! is finite; moreover, the proof 
of Theorem 1 allows us to identify the elements of En and to determine 
their number !En! in terms of appropriate combinatorial functions. 
Indeed, let Fn denote the collection of all topologically different sym-
metric (or unoriented) graphs with n vertices. If g E Fn, let m=m(g) be 
the number of sides of g. Finally, let Gn denote the subset of Fn obtained 
by removing from Fn the two elementsgforwhich m=O and m=n(n-1)/2, 
respectively. Thus 
(3.1) 
In Section 2 we have defined the semi-metric set S(b) (a= 1 <b) by the 
ordered set of pairs a described by (2.8). a also defines a graph g E Gn 
if the vertices i and j (i<j) are joined by a side if and only if (i, j) Ea. 
This establishes a one-one correspondence between the elements of Gn 
and our characterizing sets a. Moreover, our discussion of Section 2 has 
shown that S(b) imbeds in En-2 for an appropriate finite critical value 
b =b1> 1 if and only if the complementary set a', defined by (2.9), does 
not have the structure described liy the italicized statement containing 
the relation (2.26). · 
On the other hand there is evidently a one-one correspondence between 
the sets a' which do have the structure there described and the unrestricted 
partitions of n which are different from the two extreme partitions 
(3.2) n = n and n = 1 + 1 + ... +I. 
Indeed, to any set a' having the structure (2.26), with 
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corresponds the partition 
n=IA1I+IA2I+ ... +IAtl+1+1+ ... +1 
which is different from either of the partitions (3.2). Conversely, to any 
such partition corresponds a topologically unique set a'. Denoting, as 
usual, the number of unrestricted partitions of n by p(n), we see that the 
condition (2.26) describes precisely p(n)-2 sets a'. By (3.1) we conclude 
that II'nl = (ITnl-2)- (p(n)-2) = IFnl-p(n). 
We state our result as 
Theorem 2. The number II'nl of 2-valued n-poin~ sets in En-2 is 
given by 
(3.3) II'nl = IFnl-p(n), 
where IFni is the number of graphs with n vertices, while p(n) is the number of 
unrestricted partitions of n. 
In [7, page 146] we find a table of values of IFni (there denoted by Gn)· 
Riordan's book gives also a table of values of p(n) on page 122. Froni 
these tables·we see that for n=4, 5, 6, 7 we have IFni= 11, 34, 156, 1044 
and p(n) = 5, 7, 11, 15, respectively. By {3.3) we now find that 
(3.4) 
4. The discriminating polynomial D(x) and its zeros. 
Our proof of Theorem 1 may now be so modified to provide an effective· 
way to determine, for each set a, or equivalently for each graph g E Gn 
(See section 3), the corresponding critical values bo and bt, of Lemma 2. 
Indeed, in order to determine bo and bt, we do not need the complicated 
concave function <P(~), defined for ~~0 by (2.12). Rather we may use for 
this purpose the discriminant 
(4.1) 
of the quadratic form (2.1). Substituting in D, according to (2.8) and 
(2.9), the values 
{4.2) ~ P1P12 =b2 =~ if {i, j) E a, 
( PiPJ2 = 1 if {i, j) E a', (i<j), 
we see that D becomes a polynomial in ~with integral coefficients which 
we denote by D[~]. The use of D[~] is justified by the following 
Lemma 3. The polynomial D[~] has the same maximal open interval 
of positivity, containing~= 1, as the function <P(~), namely the interval (2.16). 
In other words: 
(4.3) 
(4.4) 
D[~]>O if ~o<~<~t· 
D[~o] = 0 and D[~t] = 0 if ~1 < + oo. 
487 
Proof. Clear, by Lemma 1 and Lemma 2. 
Remarks. 1. We do not claim, nor is it true, that D[~]<O outside 
[~o, ~1], as was the case for t/J(~) (See (2.17)). 
2. It should be expressly mentioned that D[~] could not have replaced 
the concave function t/J(~) in our proof of Theorem 1. 
Somewhat neater results are obtained if we shift the origin, passing 
to the new variable x defined by 
(4.5) 
Now D become~;~ a polynomial in x 
(4.6) D=D(x) 
which we call the discriminating polyn&mial of our set S(b), or for the set a. 
As we shall frequently apply its properties, we summarize them in the 
following . · 
Lemma 4. The discriminating polynomial D(x) has a largest negative 
zero xo and a smallest positive zero x1 with the following properties 
(4.7) 
and 
(4.8) bo= V1 +xo, b1 = V1 +x1. 
where bo and b1 are the critical values of Lemma 2 .. (In (3. 7) X1 = oo means 
that no positive zero X1 exists). We shall call x0 the negative critical zero 
and x1 the positive critical zero for the 2-valued set defined by a. 
5. Dual 2-valued sets. 
Our 2-valued set S=S(b) is defined by the choice of the set a of (2.8). 
Let us denote by S' the 2-valued set obtained if the role of a is now .played 
by the complementary set a' of (2.9). Let us assume that 
(5.1) 'bo>O. 
Thus S(b!l) imbeds in En-2 and perhaps even in a lower~dimensional space. 
If we multiply all distances PtPi of S(bo) by the same factor 1/bo,' then it 
is clear that its distances in a become = 1 and thos~ in a' become = 1/bo> 1. 
But then 1/bo must be the upper critical value of S'(b) .. This simple remark 
will greatly reduce our work and is for this reason rec.orded below. 
Lemma 5. Let the negative critical zero of Lemma 4 satisfy the condition 
(5.2) -1<xo. 
Then the upper critical value for the 2-valued set S', corresponding to the 
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complementary set a', is given by 
(5.3) b1' = I . 
VI+xo 
We shall refer to S' as the dual set to the setS. 
6. On the multiplicity of critical zeros. 
We return to the critical zeros x.(v=O,l) of Lemma 4, assuming that 
x. < + = if v =I. Let ( 4.8) define the corresponding critical values. 
Lemma 6. If the set S(b.) imbeds exactly in Ek, then x=x. is a zero 
of the discriminating polynomial D(x) of exact multiplicity n-k-1. 
Proof. A proof will follow from the following known theorem. 
Theorem. If A(x) and B(x) are two real quadratic forms in the same 
variables x2, ... , Xn and if A(x) is positive definite, then the equation 
iA+xBI=O 
has only real zeros and the multiplicity of each zero x = x1 is equal to the 
defect of the matrix A +x1B. By "defect" of a matrix we mean the difference 
between its order and its rank. 
A statement and proof of this theorem may, for instance, be found 
in [2, page 50]. 
Lemma 6 may now be established as follows: By its definition, the 
discriminating polynomial has the form 
D(x) = det ilatJ + xbttllt,J=2, ... ,n. 
where 
) 2 if i=j, at·= 
1 I if i=l=j. 
Thus A= llatill Is the matrix of the quadratic form 
n n 
A(x)= !atJXtXJ=2(!xt2+ !xtXJ) 
2 2 i<i 
which is positive definite, while B = llbtJII is a symmetric matrix whose 
elements have the values bt1=0, ±I, or 2. 
Now if S(b.) imbeds exactly in Ek then, by Lemma I, the rank of the 
matrix A + x.B is = k and, by the above theorem, x. is a zero of multiplicity 
=(n-I)-k=n-k-1. 
(To be continued) 
