Abstract. For I ⊂ N, let Λ I denote those numbers in the unit interval whose continued fraction digits all lie in I. Define the corresponding transfer operator L I,β f (z) = n∈I
Introduction
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When the alphabet I is finite, the irrationals in Λ I are all badly approximable by rationals (cf. [45] ). The arithmetic properties of such Λ I have therefore been widely studied, with particular emphasis on the set E 2 , corresponding to the choice I = {1, 2} (cf. [17] , [8] , [22] ). The Hausdorff dimension of sets such as E 2 yields insight into various problems in Diophantine approximation, particularly in connection with the Markoff and Lagrange spectra (cf. [8] , [13] , [25] ). Further geometric measure-theoretic properties have been studied by Mauldin & Urbański [32] , who extended this investigation to the case of infinite alphabets I, as part of a wider analysis of infinite conformal iterated function systems [31] .
A powerful approach to these problems is provided by the thermodynamic formalism of Ruelle [40] . To a continuous function g : [0, 1] → R, we associate the Ruelle transfer operator L I,g , defined by the formula
whenever this sum is convergent. The choice g(x) = g β (x) = −β log |T (x)| = log x 2β , for a real parameter β, is of particular importance, leading to the formula
where again if I is infinite then care is needed in the choice of β and f to ensure convergence of the sum. Specifically, we suppose Re(β) > θ I , where Re(β) = θ I is the abscissa of convergence of the series n∈I n −2β , and that f ∈ C 0 [0, 1] . In what follows, we will consider this operator acting on functions f that are at least C ∞ , and this will additionally ensure that it has countable spectrum (see §3).
One of the reasons for the importance of L I,β is its relation to Hausdorff dimension. Under appropriate hypotheses on I (see §2) there is a unique real value of β for which L I,β has leading eigenvalue equal to 1, and this value is precisely the Hausdorff dimension of Λ I (see [7] , [31] ). This characterisation has been used to approximate the Hausdorff dimension of Λ {1,2} (see [8] , [22] , [25] ). The eigenfunction of this leading eigenvalue is, suitably normalised, the density function for the natural geometric T -invariant probability measure supported on Λ I . For I = N this density is , corresponding to the well-known Gauss measure. The second eigenvalue of L I,β determines the rate of correlation decay for the dynamical system T : Λ I → Λ I with respect to the geometric invariant measure; for I = N this corresponds to Wirsing's constant (cf. [14] , [35] , [52] ). It can also be related to the efficiency of numerical algorithms for approximating the Hausdorff dimension of Λ I (cf. [24] ). The lower-lying eigenvalues (the so-called Ruelle resonances, cf. [41] , [42] ) determine finer mixing properties of T : Λ I → Λ I .
It is conjectured that the full C ∞ spectrum of various Ruelle transfer operators associated to expanding dynamical systems (including, for example, the linearised Feigenbaum renormalisation operator [11] ) is real. Empirical evidence supports these conjectures, although a satisfactory explanation for the phenomenon is lacking. If the underlying expanding map is piecewise linear, then it is easily proved that the spectrum is real. For nonlinear expanding maps where one branch dominates the other in a certain sense, Rugh [44] has shown that the spectrum of certain associated transfer operators is indeed real. However, reality of the spectrum is not ubiquitous, as demonstrated by Levin [30] .
A remarkable analysis of Babenko [3] established the reality of the spectrum of L N,1 , the Perron-Frobenius operator for the Gauss map on [0, 1]. His method is very different from the perturbative approach of Rugh, hinging instead on an algebraization of the problem by means of an integral transform. This analysis of the Perron-Frobenius operator was further elaborated by Mayer & Roepstorff [35, 36] , while a significant generalisation of Babenko's theorem to the family L N,β , β > 1/2, was given by Mayer [33] . The main purpose of our article is to further develop this algebraization program. It will be shown that the transfer operators L I,β associated to general invariant sets Λ I may also be transformed in such a way that the reality of their spectra is readily apparent. These operators will act primarily on canonical spaces such as C ∞ [0, 1] and C ω [0, 1]. For example we prove:
Theorem. Suppose I is a non-empty subset of N, and β > max(0, θ I ). Then the operator L I,β :
has real spectrum. This spectrum is a sequence of real numbers union its accumulation point at zero. This result will follow from Theorems 2 and 3, in sections 5 and 6 respectively, where identical spectral properties are proved for L I,β acting on the nuclear space C ω [0, 1] and on various spaces of holomorphic functions. The scheme of proof is as follows. To each alphabet I we will associate a theta function ϑ I (s) = n∈I e −ns , a Stieltjes measure dm I (s) = ϑ I (s) ds, and an integral transform given by
The transfer operator will be shown to preserve a Hilbert space H I,β = T I,β (L 2 (m I )) of holomorphic functions, on which its action is similar to a selfadjoint integral operator on L 2 (m I ). It follows that L I,β : H I,β → H I,β has real spectrum. Since it can be shown (Lemma 6) that H I,β is densely and continuously embedded in C ∞ [0, 1], a recent intertwining theorem of Bandtlow [4] implies that the spectrum of L I,β on these two spaces is the same, thus establishing the above theorem. In the same way it will be shown that the non-essential spectrum of L I,β acting on Hölder function spaces, or on spaces of C k functions, is also real. In the second part of this article we consider the analytic dependence of L I,β on the parameter β. If β ∈ C, with Re(β) > θ I , then L I,β is clearly well-defined. For such β it can again be shown (Theorem 1) that L I,β is similar to an (in general nonselfadjoint) integral operator. (If I is finite, so that (2) is convergent for all β ∈ C, this result requires the assumption Re(β) > 0).
We consider L I,β as an element of the complex Banach space of bounded linear operators on a suitable Hilbert space. This ensures a canonical notion of analyticity for the map β → L I,β , equivalent to complex differentiability. The analyticity of this map in the half-plane Re(β) > θ I suggests the possibility of an analytic continuation to a wider domain in the β-plane. The original result in this direction is due to Mayer [33] , who analysed the case I = N. Using a somewhat weaker notion of analyticity, he proved that β → L N,β has a meromorphic continuation to the whole β-plane, the only poles being simple ones at
The situation for general alphabets I is rather more recondite. The simplest situation is when I is finite; in this case θ I = −∞, and the analytic continuation, in this case to the entire β-plane, is immediate. When I is infinite then β = θ I is a non-removable singularity, and in general there is no analytic continuation past this point. However for certain infinite alphabets I a meromorphic continuation does exist, as described in Theorem 5. For example if I is an arithmetic progression {a + bn}, a monomial sequence {n b }, or a geometric progression {b n }, then there is a meromorphic continuation to the whole complex β-plane. If I is either the set of all prime numbers, or the set of numbers which are the sum of two squares, then θ I = 1/2. In both these cases an analytic continuation past β = θ I is possible, but there is no meromorphic extension to the whole plane. If I is a sequence of superexponential growth, then θ I = 0, and the line Re(β) = 0 is a natural boundary, so that no analytic continuation is possible.
The article is organised as follows. In §2 we introduce the fundamental objects necessary for our analysis. The action of L I,β on various function spaces is discussed in §3. In §4 we develop the basic properties of the integral operator and the integral transform. The conjugacy of L I,β with the integral operator is established in §5, as is the reality of the spectrum for β real. In §6 this spectral property is extended to various other function spaces. In §7 we consider the analytic properties of the map β → L I,β . This is related (Theorem 4) to the analytic properties of a certain Hurwitz zeta function, which then yields precise results (Theorem 5) for certain alphabets I of an arithmetic nature.
The fundamental objects
A nonempty subset I of N will be called an alphabet. We associate to I the following objects.
• The limit set Λ I , defined as the set of real numbers in [0, 1] whose continued fraction partial quotients all belong to I.
• The Hausdorff dimension δ I of the limit set Λ I .
• The finiteness parameter θ I , defined as the infimum of those real numbers θ for which
converges for all β ∈ C with Re(β) > θ. If I = N then Λ I is the set of irrationals in [0, 1], and in general when I is infinite Λ I is homeomorphic to the irrationals (in particular it is not compact). If I is finite with cardinality greater than one, then Λ I is a Cantor subset of [0, 1] . Moreover, we have 0 < δ I < 1 unless I = N (when the dimension is 1) or I is a singleton (when the dimension is zero).
If I is finite then clearly θ I = −∞. If I is infinite then θ I ∈ [0, 1/2], and the series (3) has a singularity at β = θ I since it is a Dirichlet series all of whose coefficients are non-negative (cf. [2] , Thm. 11.13).
To the alphabet I we further associate the following objects:
• N I := min I.
• The zeta function ζ I (s) = n∈I n −s , defined initially for Re(s) > 2θ I , but in some cases admitting an analytic continuation to a larger domain in the s-plane.
• The Hurwitz zeta function ζ I (s, z) = n∈I (n + z) −s , defined initially for z ∈ C \ (−∞, −N I ], Re(s) > 2θ I , but in some cases admitting an analytic continuation to a larger domain in the s-plane.
• The theta function ϑ I (t) = n∈I e −nt , defined for t ∈ R + .
• The theta measure m I on R + , defined by dm I (t) = ϑ I (t) dt.
• The right half-plane R I = {z ∈ C : Re(z) > −N I /2}. The nomenclature is motivated by that used in classical analytic number theory, in spectral geometry (eg. [9] , [10] , [50] ), and in recent generalisations of Jorgenson & Lang (eg. see [26, 27] ). For example if I = N then ζ I is Riemann's zeta function 1 , and the theta function is simply θ I (t) = 1 e t −1 . For any β ∈ C, the kernel function G β :
In fact this kernel function is related to a Bessel function of the first kind (cf. [51] , p. 40) by G β (s, t) = J 2β−1 (2 √ ts). The most important property of G β is that if β ∈ R then G β (s, t) = G β (t, s), so that any associated integral operator is selfadjoint.
For Re(β) > θ I we associate to the pair (I, β) the following objects.
• The integral transform T I,β defined by
• The space of integral transforms
. This is a Hilbert space, its inner product inherited from L 2 (m I ) via the map T I,β , which is easily seen to be injective and which we declare to be a Hilbert space isomorphism. It will be shown that each f ∈ H I,β is a function analytic in the right half-plane R I .
• The integral operator K I,β defined by
• The transfer operator L I,β defined by
The main focus of our attention is the transfer operator L I,β . As mentioned in §1, one of the reasons for this interest is its relation with Hausdorff dimension δ I . If ζ I (2θ I ) = ∞ (in which case we say that I is regular, as in [31, 32] , where examples of irregular sets can also be found) then there is a unique real value of β for which L I,β has spectral radius 1, and this value is precisely δ I (see [7] , [31] ). The transfer operator will be studied by means of the various auxiliary objects we have introduced. The integral transform T I,β resembles a Laplace-Mellin transform (cf. [26] , p. 9), although the exponent β −1/2 is carefully chosen for our purposes (cf. Remark 3). The reason for the choice of kernel function G β will become apparent in §5.
Trace class transfer operators
As is well known, the spectral properties of the transfer operator L I,β depend strongly upon the space on which it acts. In fact it will be convenient for L I,β to act on several different spaces, which we now specify.
For
enjoys various Perron-Frobenius type properties. In particular it has an essential spectral radius strictly smaller than its spectral radius (see [43] ).
Since z → (z + n) −2β extends as a C ω function to the unit interval, the operator L I,β in fact preserves various subspaces of
, and the nuclear space
is again quasicompact, although its essential spectral radius shrinks to zero as k → ∞ (see [43] ). In Proposition 2 it will be shown that the spectrum of L I,β on both C ∞ [0, 1] and C ω [0, 1] is a countable set accumulating at zero.
L I,β also preserves various spaces of holomorphic functions, and there is considerable freedom in selecting such spaces. For example, suppose D is a complex domain satisfying
There is an abundance of such domains D.
} (cf. [33] ) satisfies (i)-(iii) for any I ⊂ N. In certain applications it may be advantageous to choose larger domains, and the main restriction on this is the value N I = min I. If I were the set of all prime numbers larger than one hundred, say, then the disc D = {z ∈ C : |z| < 100} also satisfies (i)-(iii).
In general, if f is holomorphic on a complex domain D satisfying
A suitably chosen space of functions holomorphic on D, and satisfying some prescribed condition on the boundary of D, will then be invariant under L I,β . Ruelle [39] worked with the disc algebra A ∞ (D) of holomorphic functions which extend continuously to the boundary of D, equipped with the supremum norm. This space has since been the most common choice, although Bergman, Dirichlet, or Hardy spaces (see [12] ) are also invariant under L I,β , as are various more exotic (in general non-normable) spaces (cf. [38] , Ch. VIII, §2,3). However, for many reasons it is preferable to work with a Hilbert space. If D is a disc of radius r, centred at c, and in addition satisfying (i),(ii) above, then a convenient choice is the Hardy space H 2 (D) of those functions holomorphic on D and such that sup <r , where D is a disc satisfying conditions (i) and (ii). When acting on either of these spaces, it will be seen that the operator L I,β is trace class (and hence compact), a concept we now briefly review.
Given a compact operator L : H → H on a Hilbert space H, define the n th approximation number (or n th singular value) to be s n (L) = min{||L − F || : F is a linear operator of rank ≤ n − 1}. Then L has a norm convergent expansion L = n s n (L)(ϕ n , ·)ψ n for orthonormal sets {ϕ n }, {ψ n } (cf. [46] , Thm. 1.4). For p > 0, the Schatten-von Neumann ideal S p (H) is the collection of those operators for which
, where λ n (L) are the non-zero eigenvalues of L, counted with multiplicity. The Fredholm determinant for L is an entire function of z defined as exp [tr (log(I − zL))] for small z, and then by analytic continuation. Its zeros are precisely the reciprocals of the non-zero eigenvalues of L, the order of any zero being the algebraic multiplicity of the corresponding eigenvalue.
Grothendieck [19, 20] generalised the notion of trace class operators to Banach spaces B. If L : B → B can be written as L(f ) = n l n (f )f n , for some l n ∈ B , f n ∈ B satisfying n ||l n || B ||f n || B < ∞, then L is said to be nuclear.
If L is nuclear of order p for every p > 0 then it is said to be nuclear of order 0. The class of nuclear operators of order 2/3 (the Grothendieck trace class) is of particular importance, for in that case the trace tr(L) = n l n (f n ) is well-defined, and independent of the sequences l n , f n . Moreover, for such operators Grothendieck [19] proved that the analogue of Lidskii's theorem holds, namely tr(L) = n λ n (L). The Fredholm determinant can also be defined for such operators L, in the same way as for trace class operators on Hilbert space, and its zeros are again related to the eigenvalues of L as above.
If ||l n || B ||f n || B = O(γ n ) for some 0 < γ < 1, we will say that L is exponentially nuclear (such operators are clearly nuclear of order zero). Moreover we have the tail estimate
, and hence n s n (L) < ∞. Therefore an exponentially nuclear operator on a Hilbert space is of trace class. 
where
k , so that L I,β is exponentially nuclear. The discussion preceding this proposition then implies that L I,β is (Grothendieck) trace class.
We now consider the action of L I,β on the spaces C ∞ [0, 1] and C ω [0, 1]. These are not Banach spaces, so care is needed in the definition of its spectrum, which we will always understand in the sense of Allan [1] (see also §A.1 of [4] ). The spectrum of a linear operator L : E → E on a topological vector space E will be denoted by σ(L|E).
Proposition 2. Suppose I ⊂ N is non-empty, and Re(β) > θ I . Both
have countable spectrum, the only accumulation point being at zero.
Proof. First we consider the operator L I,β acting on the space
For definiteness we could choose ∆ j to be centred at a j = 
The Riemann mapping Φ j extends to a boundary homeomorphism ∂ (∩ n∈I S n (∆ j )) → S 1 (see [23] , Thm. 17.5.3). This ensures that C j is a continuous operator A ∞ (D(0, 1) ) → A ∞ (int (∩ n∈I S n (∆ j ))), with unit norm. The operator C −1 j is also continuous, for the same reason. By an argument analogous to that of Proposition 1 we see that
is exponentially nuclear when acting on the space A ∞ (Φ(∆ j )). From the continuity of C j and C −1 j we deduce that L I,β :
is also exponentially nuclear. It follows that the non-zero eigenvalues of L I,β : A ∞ (∆ j ) → A ∞ (∆ j ), counted with algebraic multiplicity, are precisely the reciprocals of the zeros, again counted with multiplicity, of the Fredholm determinant D I,β (z) of L I,β . But by Ruelle [39] , the Fredholm determinant for a transfer operator can be expressed in terms of the periodic points of the underlying dynamical system as
an expression which is manifestly independent of the particular domain ∆ j . Thus the spectrum of L I,β :
Let {λ i } i∈N ∪ {0} denote this common spectrum. Now C ω [0, 1] is topologised as the inductive limit of the injective inductive system of Banach spaces E j := A ∞ (∆ j ). Each L I,β : E j → E j is nuclear, hence compact, and these operators all have identical spectrum {λ i } i∈N ∪ {0}. A result of Bandtlow ([4] , Cor. A.7.11) then allows us to deduce that the spectrum of L I,β :
To treat the operator L I,β : 
is quasicompact, and that its essential spectral radius shrinks to zero as k → ∞. This will essentially follow from Ruelle [43] . Since Re(β) > θ I then condition (i) on p. 176 of [43] is satisfied for the operator L I,β , and also for L 
, the results of [43] can be applied to L 2 I,β (the subtlety here is that if 1 ∈ I then Ruelle's results would not apply verbatim to L I,β , since
is not a strict contraction). By Theorem 1.3 of [43] we see that L In particular, the essential spectral radius of L I,β does tend to zero as
is countable, its only accumulation point being at zero. Remark 1. In the course of the above proof it was shown that the spectrum of L I,β on C ω [0, 1] coincides with that on A ∞ (D), for suitable domains D. In fact it can be proved that the spectrum of L I,β on each of the spaces
The proof of this is postponed until Theorem 3, when the Hilbert space H I,β will also intervene.
The integral operator and integral transform
The following lemma is elementary, and its proof is left as an exercise.
Lemma 1. (Properties of the theta function ϑ I )
Suppose I ⊂ N is non-empty. Let ϑ I (t) = n∈I e −nt be the corresponding theta function. Then (a) ϑ I : R + → R + is monotone decreasing, with lim t→∞ ϑ I (t) = 0, (b) lim t 0 ϑ I (t) = ∞ if and only if I is infinite, (c) e
The following lemma is a standard tool in Mellin transform theory, and will be used several times. Its proof follows from the simple change of variable u = at.
Lemma 2. (Mellin transform trick)
for Re(s) > 0, a > 0, and any locally integrable function g for which either side of the equality is finite.
An immediate application is to the following. Proof. Since Re(s) > 0 we have
Applying Lemma 2, then interchanging integration and summation (which is justified since both are absolutely convergent) gives
Remark 2. The case z = 0 in Lemma 3 yields the following integral expression for the zeta function ζ I (s):
valid for Re(s) > max(0, 2θ I ). . We will first show that 
. Indeed the convergence of this integral is uniform on all of R I .
We have checked that the integral ∞ 0 s β−1/2 e −sz ϕ(s) dm I (s) is absolutely convergent, uniformly on any compact subset of R I , so we are done.
The integral operator K I,β will always act on the space L 2 (m I ), which we now show it leaves invariant. Proof. Part (a) will follow from part (b), which we now prove.
The straightforward expansion
is in fact not a nuclear representation. However, the Bessel function can be expanded (cf. [48] , p. 8) in terms of Laguerre polynomials L (2β−1) n (which form an orthogonal basis for L 2 (R + , ds)) as
This gives the representation
Γ(n + 2β) ϕ(t) dm I (t).
A calculation (cf. [35] , p. 155), again using Lemma 2, reveals this to be an exponentially nuclear representation, with the exponential decay of the ||l n || dominating the exponential growth of the ||f n ||. The discussion preceding Proposition 1 then implies that L I,β is trace class. Part (c) is clear since G β (s, t) = G β (t, s) for β ∈ R.
5. The transfer operator on the space of integral transforms.
Theorem 1. Suppose I ⊂ N is non-empty, and Re(β) > max(0, θ I ). Then (a) the transfer operator L I,β preserves the space
is a commutative diagram.
Proof. At several points during this proof we swap order of summation, or interchange summation and integration. On each occasion this is justified by absolute convergence, stemming from the hypothesis Re(β) > max(0, θ I ). Now
Manipulating part of the integrand we have
where Lemma 3 was used for the final step. Substituting into (6) gives us
So indeed the operators L I,β and K I,β are conjugated by the integral transform T I,β , and in particular L I,β preserves the space H I,β . Theorem 2. Let I be a non-empty subset of N. Suppose β ∈ R with β > max(0, θ I ). Then the operator L I,β : H I,β → H I,β is conjugate to a selfadjoint operator, and in particular has real spectrum.
This spectrum is a sequence of real numbers union its accumulation point at zero.
Proof. The continuous conjugacy of Theorem 1 between the integral operator K I,β and the transfer operator L I,β : H I,β → H I,β implies that their spectra coincide.
K I,β is trace class, by Lemma 5 (b), so in particular it is compact. Therefore the only non-discrete point in the spectrum of K I,β is the accumulation point at zero. K I,β is selfadjoint, by Lemma 5 (c), so its spectrum is real.
6. The full C ∞ spectrum of the transfer operator
In this section it will be shown that the space H I,β is large enough to capture the full spectrum of L I,β acting on C ∞ [0, 1] (and on various spaces of analytic functions), as well as the discrete part of the spectrum of L I,β acting on either
. This will follow from the fact that H I,β is densely and continuously embedded in these various spaces, a result we now prove. 
. The natural inclusion ι E : H I,β → E is continuous, and ι E (H I,β ) is a dense subspace of E.
Proof. First we show that the inclusions ι E are continuous. For any k ∈ N, α ∈ (0, 1], each inclusion in the chain 
For all ϕ ∈ L 2 (m I ), z ∈ D, the Cauchy-Schwarz inequality then gives
That is, ||T I,β ϕ|| A∞(D) ≤ C D,β ||T I,β ϕ|| I,β , so the inclusion H I,β → A ∞ (D) is continuous, as required. It now remains to prove that each ι E (H I,β ) is dense in E. Define f j (z) = 1 z+j , for j ∈ N with j > N I . Each f j ∈ E, and we claim that the linear span of {f j } j>N I is a dense subspace of E. To see this it suffices to show that any monomial z m can be approximated by linear combinations of the f j , since the space of all polynomials is certainly dense in E. If
On the other hand, there is a partial fractions decomposition of g p,m into a linear combination of elements of {f j }, thus establishing the claim. Now f j is the Laplace transform of e −js , so if
. Therefore f β,j,n := T I,β ϕ β,j,n ∈ H I,β . Now f β,j,n (z) = e −(z+j)/n /(z + j), so that f β,j,n ∈ E (and in fact does not depend on β). Clearly f β,j,n converges to f j in E as n → ∞. So the linear span of {f β,j,n } j>N I ,n∈N is E-dense in the linear span of {f j } j>N I , which itself is E-dense in E, and we are done. 
If furthermore β is real, then the non-essential spectrum of L I,β : E → E is real.
Proof. Grabiner's intertwining theorem [18] , which was initially formulated in the context of Banach spaces, has been extended by Bandtlow [4] , Thm. A.6.2, to more general topological vector spaces. This extension asserts the following. Suppose E is a sequentially complete and barrelled topological vector space, with a dense subspace F . Suppose F carries a topology stronger than the one induced by E, and that F is itself sequentially complete and barrelled with respect to this topology. If both E and F are invariant under a continuous linear operator L, then the discrete part of σ(L|E) is a subset of the discrete part of σ(L|F ). Moreover, if both L : E → E and L : F → F have countable spectrum, then these spectra coincide.
We choose L = L I,β and F = H I,β . If E is any of the spaces in the statement of the theorem then F is continuously and densely embedded in E by Lemma 6. Part (b) therefore follows from Bandtlow's intertwining theorem, and from Theorem 2 when β is real. If now E is any of the spaces in the statement of part (a), then we recall from §3 that σ(L I,β |E) is countable. Therefore (a) follows from the intertwining theorem as well, and from Theorem 2 when β is real.
In fact it is possible to say a little more about any C ∞ eigenfunction of L I,β corresponding to a non-zero eigenvalue, as described in the following corollary. Proof. Let A denote the restriction of L I,β to H I,β , and let B denote the restriction of L I,β to C ∞ [0, 1]. By Theorem 3 we know that every eigenvalue λ of B is also an eigenvalue of A. If λ = 0 then it is an isolated element of both spectra.
Let us suppose that the geometric multiplicity of λ as an eigenvalue of A coincides with its geometric multiplicity as an eigenvalue of B. Then any C ∞ eigenfunction f corresponding to λ is actually an element of H I,β . Since λ = 0, the eigenequation can be written λ −1 L I,β f = f , and iterated to give λ −n L n I,β f = f for all n ≥ 0. But f is holomorphic in the half plane R I , from which we successively deduce that λ −n L n I,β f = f is holomorphic in some region Ω n , where
Since λ was an arbitrary non-zero eigenvalue, and f an arbitrary eigenfunction, it follows that every C ∞ eigenfunction for a non-zero eigenvalue is holomorphic in the cut plane C \ (−∞, −1], as required.
It remains to show that indeed the geometric multiplicity of λ as an eigenvalue of A coincides with its geometric multiplicity as an eigenvalue of B. For the following argument we are grateful to O. F. Bandtlow, who pointed out its omission in our original proof (see also [5] for a thorough investigation of related questions).
for all z belonging to the resolvent set of both A and B.
Allan's functional calculus [1] applies to continuous linear operators L on a certain class of locally convex topological vector spaces which includes C ∞ [0, 1]. This generalises Taylor's functional calculus for closed operators on Banach spaces, and asserts that, under suitable hypotheses (see [1] , Thm.
dz for functions F holomorphic in a neighbourhood of the spectrum of L, where C is a suitable Cauchy domain (see [1] , Defn. 5.2). Combining this with (7) we can derive the relations
and
where Π(λ; A), Π(λ; B) denote the respective spectral projections at λ.
From (8) it easily follows that
where R (Π(λ; A)), R (Π(λ; B)) are the respective generalised eigenspaces corresponding to λ. Now Prop. A.6.5 of [4] implies that R (Π(λ; A)), R (Π(λ; B)) have the same dimension (i.e. the algebraic multiplicity of λ is the same for both A and B).
is trace class by Proposition 5, hence so is the operator A, by Theorem 1 (b). In particular A is compact, so that R (Π(λ; A)) is finite dimensional ( [15] , Thm. 7.4.5). Therefore equation (10), together with the injectivity of ι, implies that ι is an isomorphism between the finite dimensional generalised eigenspaces R (Π(λ; A)) and R (Π(λ; B)).
Using (9), and the fact that B commutes with Π(λ; B), we see that the restrictions B|R (Π(λ; B)) and A|R (Π(λ; A)) are similar, so that their Jordan decompositions are identical. In particular,
To complete the proof, we observe that since Π(λ; A) and Π(λ; B) are spectral projections then ker(λ − A) = ker (A|R (Π(λ; A))) and ker(λ − B) = ker (B|R (Π(λ; B))). Hence nullity (λ − A) = nullity (λ − B), as required.
Remark 4. Suppose I is a singleton I = {n}, and β ∈ C is arbitrary. In this case L I,β is just a weighted composition operator L I,β f (z) = (n + z) −2β f (1/(n + z)), whose spectrum can be determined explicitly (cf. [28] , [34] ). If
is the fixed point of 1/(n + z), then
In this section we consider the analytic properties of the map β → L I,β , where L I,β is considered as a trace class operator on a suitable The map β → L I,β is certainly holomorphic in the half-plane Re(β) > θ I , and for general alphabets I ⊂ N there is no reason to expect an analytic continuation to a larger region. However for alphabets of an arithmetic nature, such as those studied in [32] , such continuations are often possible, as will be described in this section. The original result in this direction is due to Mayer [33] , and asserts that β → L N,β , extends meromorphically to the entire plane, the only poles being simple ones at β =
1−k 2
, k ∈ Z ≥0 . The notion of analyticity used by Mayer is weaker than the one we consider here; in [33] it means that β → L I,β f (z) is analytic for every z ∈ D, f ∈ H 2 (D). 
−s denote the Hurwitz zeta function for the alphabet I. If the map β → ζ I (2β, z) has an analytic continuation to a complex domain U , then: (a) β → L I,β also has an analytic continuation to U . (b) The singularities of the analytic continuation of β → L I,β are at the points (p − k)/2, k ∈ Z ≥0 , where p is a singularity of s → ζ I (s, z). (c) If U = C, and the analytic continuation of β → ζ I (2β, z) to U is a meromorphic one to U = C, then β → L I,β also has a meromorphic continuation to C, with poles of order m at the points (p − k)/2, k ∈ Z ≥0 , where p is a pole of order m of s → ζ I (s, z).
(d) If s → ζ I (s, z) has an algebraic (resp. logarithmic) branch singularity at the point p, then β → L I,β has algebraic (resp. logarithmic) branch singularities at those points
is a trace class operator.
Proof. We follow Mayer [33] in expressing β → L I,β as the sum of two maps, the first of which is meromorphic with range the class of rank-(N + 1) operators, the second of which is entire and trace class-valued. We will then let N → ∞. Define the operators π k , P N :
Each of the rank-one projections L I,β • π k can be expressed as
(θ I − k), and for z ∈ D , some open disc concentric with D and of strictly larger radius, as in Proposition 1.
Fix f ∈ H 2 (D) and z ∈ D . Let P denote the set of singularities of s → ζ I (s, z). Since β → ζ I (2β, z) extends analytically to U , with singularities in 1 2 P , then β → L I,β π k f (z) extends to the translated region U − k, with singularities translated to lie in the set 1 2 (P − k) ∩ U . Therefore β → L I,β P N f (z) extends analytically to U , with singularities in the set {(p − k)/2 : 0 ≤ k ≤ N, p ∈ P } ∩ U . Now we claim that for arbitrary fixed f ∈ H 2 (D), z ∈ D , the map β → L I,β Q N f (z) can be extended holomorphically to the half-plane Re(β) >
. If I is finite then this claim is clearly true, so suppose I is infinite, and write I = {n k } ∞ k=1 , where n 1 < n 2 < . . .. If ξ > 0 is sufficiently small, then every f ∈ H 2 (D) has a power series expansion around 0, uniformly convergent for |z| < ξ. It follows from Cauchy's theorem that there is a constant C f > 0 such that
for all |z| < ξ.
Since I = {n k } is infinite, we may choose m ∈ N large enough so that 1 z+n k < ξ for any z ∈ D and k > m. We now write
The first summation in this expression is finite, so can be extended to an entire function of β. Using (12) we see that the second summation is absolutely and uniformly bounded on D by a constant multiple of n∈I n −2Re(β)−N −1 , which in particular is convergent for Re(β) >
, and therefore defines a holomorphic function in this half-plane. Therefore for any fixed
. Letting N → ∞ shows that β → L I,β f (z) has an analytic extension to U . The nature of any singularity of β → L I,β f (z) is clearly the same as the corresponding singularity of s → ζ I (s, z).
We now claim that β → L I,β is weakly analytic on U ; that is, given any f ∈ H 2 (D) and any bounded linear functional l ∈ H 2 (D) , the map β → l(L I,β f ) has an analytic extension to U . Every functional has a representation l = (·, g), for some g ∈ H 2 (D), so that
where c denotes the centre of D, and r denotes its radius. We have shown that for every t ∈ [0, 2π), the map β → L I,β f (c + re it ) is holomorphic. Moreover, on any compact subset K of U , the integral (13) is uniformly convergent for β ∈ K. The analyticity of β → l(L I,β f ) then follows from Lemma 1.1 of [26] .
The weak analyticity of β → L I,β in fact implies strong analyticity (see [47] , Thm. 4.4-F); that is, for any f ∈ H 2 (D) the map β → L I,β f is analytic on U (as an H 2 (D)-valued map). But strong analyticity in turn implies the analyticity of β → L I,β as a B (H 2 (D))-valued map (see [47] , Thm. 4.4-G), which is the result we want. Once again the nature of any singularity of β → L I,β is clearly the same as the corresponding singularity of s → ζ I (s, z).
The operator L I,β • Q N is trace class for each β ∈ U , by the same calculations as in Proposition 1. Adding the finite rank operator L I,β • P N gives the analytically continued operator L I,β , which is therefore itself trace class for each β ∈ U . . β → L I,β extends meromorphically to C, the only poles being simple ones among the points β = , and hence of ζ I (s, z). The result then follows by Theorem 4.
In cases (iii)-(viii) it will be more convenient to relate ζ I (s, z) to ζ I (s). The analytic properties of this latter zeta function are known for the alphabets I considered here.
We claim that if ζ I (s) has an analytic extension to a complex domain U , with set of singularities Q, then for z ∈ D, the map s → ζ I (s, z) has an analytic extension to the same domain U , and that its singularities are contained in {q − k : q ∈ Q, k ∈ Z ≥0 } ∩ U .
Let us prove this claim. Write I = {n k } also holomorphic on this domain, by the above claim, and the result follows by Theorem 4. A (see p. 61-2 of [21] ). An analogous statement is true for ζ I (s, z), by the above claim, and the result then follows by Theorem 4. (viii) Clearly θ I = 0. Write s = it, where t ∈ R. We then have the formal expression
where ξ = e −it . Now n k+1 ≥ n 1+γ k , so that log n k+1 ≥ (1 + γ) log n k . A minor modification of Hadamard's gap theorem (see §7.43 of [49] ) then implies that the circle |ξ| = 1 is a natural boundary for the function of ξ defined by (14) . Therefore Re(s) = 0 is a natural boundary for ζ I (s), and hence for ζ I (s, z). The result follows by Theorem 4.
