ABSTRACT. A greedy randomized adaptive search procedure (GRASP) is a randomized heuristic that has been shown to quickly produce good quality solutions for a wide variety of combinatorial optimization problems. In this paper, we describe a GRASP for the quadratic assignment problem. We review basic concepts of GRASP: construction and local search algorithms. The implementation of GRASP for the quadratic assignment problem is described in detail. Computational experience on a large set of standard test problems (QAPLIB) is presented.
Introduction
Given a set N = {1, 2, . . . , n} and n × n matrices F = ( f i j ) and D = (d kl ), the quadratic assignment problem (QAP) can be stated as follows:
where Π N is the set of all permutations of N . One of the major applications of the QAP is in location theory where the matrix F = ( f i j ) is the flow matrix, i.e. f i j is the flow of materials from facility i to facility j, and D = (d kl ) is the distance matrix, i.e. d kl represents the distance from location k to location l [9, 10, 21] . The cost of simultaneously assigning facility i to location k and facility j to location l is f i j d kl . The objective is to find an assignment of all facilities to all locations (i.e. a permutation p ∈ Π N ), such that the total cost of the assignment is minimized. Throughout this paper we often refer to the QAP in the context of this location problem.
In addition to its application in facility location problems, the QAP has been found useful in such applications as scheduling [16] , the backboard wiring problem in electronics [40] , and statistical data analysis [17] . Other applications may be found in [15, 22, 28] .
The QAP is, computationally, one of the most difficult combinatorial optimization problems. This problem, of which the traveling salesman problem, graph isomorphism, graph partitioning, and the band-width reduction problem are special cases [4, 24] , is NPhard. Moreover, unless P=NP, there exists no polynomial-time algorithm to find an ε-approximate solution [34] to the QAP. Furthermore, the quadratic assignment problem is PLS-Complete with respect to a Kernighan-Lin like neighborhood [29] . Computationally, problems of size n > 20 are not, to this date, practically solvable to optimality [26, 27, 31, 33] . Because of its complexity, many heuristic methods have been developed to solve the QAP [3, 38, 39, 41] .
In this paper, we present a greedy randomized adaptive search procedure (GRASP) for the QAP. A GRASP is an iterative process, with each GRASP iteration consisting of two phases, a construction phase and a local search phase. The best overall solution is kept as the result.
In the first phase (construction phase), a feasible solution is iteratively constructed, one element at a time. At each construction iteration, the choice of the next element to be added is determined by ordering all elements in a candidate list with respect to a greedy function. This function measures the (myopic) benefit of selecting each element. The heuristic is adaptive because the benefits associated with every element are updated at each iteration of the construction phase to reflect the changes brought on by the selection of the previous element. The probabilistic component of a GRASP is characterized by randomly choosing one of the best candidates in the list, but usually not the top candidate. This choice technique allows for different solutions to be obtained at each GRASP iteration, but does not necessarily compromise the power of the adaptive greedy component of the method.
As is the case for many deterministic methods, the solutions generated by a GRASP construction are not guaranteed to be locally optimal with respect to simple neighborhood definitions. Hence, it is almost always beneficial to apply a local search to attempt to improve each constructed solution. Normally, a local optimization procedure such as a two-exchange is employed. While such procedures can require exponential time from an arbitrary starting point, empirically their efficiency significantly improves as the initial solutions improve. Through the use of customized data structures and careful implementation, an efficient construction phase can be created which produces good initial solutions for efficient local search. The result is that often many GRASP solutions are generated in the same amount of time required for the local optimization procedure to converge from a single random start. Furthermore, the best of these GRASP solutions is generally significantly better than the solution obtained from a random starting point. Figure 1 illustrates a generic GRASP implementation in pseudo-code. The GRASP takes as input parameters for setting the candidate list size, maximum number of GRASP iterations and the seed for the random number generator. After inputting the instance data (line 1) and initializing data structures (line 2) and the value of the best solution found (line 3), the GRASP iterations are carried out in lines 4-8. Each GRASP iteration consists of the construction phase (line 5), the local search phase (line 6) and, if necessary, the incumbent solution update (line 7).
An especially appealing characteristic of GRASP is the ease with which it can be implemented. First, adaptive greedy functions are known for many problems. Furthermore, neighborhood definitions and local search techniques are plentiful. Few parameters need to be set and tuned (candidate list size and number of GRASP iterations) and therefore development can focus on implementing efficient data structures to assure quick GRASP iterations. Finally, GRASP can be trivially implemented on a parallel processor in an MIMD environment. Each processor can be initialized with its own copy of the procedure, the instance data, and an independent random number sequence. The GRASP iterations procedure grasp(ListSize,MaxIter,RandomSeed) GRASP has been applied successfully to several combinatorial optimization problems. These include set covering problems arising from the incidence matrix of Steiner triple systems [13] , maximum independent set problem [14] , corporate acquisition of flexible manufacturing equipment [2] , computer aided process planning [1] , airline flight scheduling and maintenance base planning [12] , scheduling of parallel machines [23] , p-hub location problems [19] , and component grouping [20] .
The paper is organized as follows. In Section 2, we describe, in detail, the GRASP for QAP, including the construction and local search phases. Computational results on the QAPLIB [5] and QAP test problems with known optimal solutions [26] are given in Section 3. Concluding remarks are made in Section 4.
A GRASP for QAP
As outlined in Section 1, a GRASP possesses four basic components: a greedy function, an adaptive search strategy, a probabilistic selection procedure, and a local search technique. These components are linked together into an iterative method that constructs a feasible solution one element at a time and then feeds the solution to the local search procedure. When applied to the QAP, the permutations are formed in two phases: (i) the first 2 assignments, and (ii) the remaining n − 2 assignments. The first two assignments are first made simultaneously in the first construction iteration, while the remaining n − 2 are made one assignment per construction iteration. The greedy function chosen in this implementation orders admissible assignments with respect to cost. For the initial two assignments, the greedy choice is the pair of assignments with the minimum cost of interaction. The greedy function implemented in this GRASP assigns facilities with high interflow to nearby locations. The final n − 2 assignments use as the greedy choice the assignment that has minimum cost interaction with respect to the already-made assignments. The term admissible initially refers to all couples of facility-location pairs and for the remaining n − 2 assignments to facility-location pairs that have not yet been assigned. The local search implemented in this GRASP is a two-exchange heuristic. We next describe the GRASP components in detail.
2.1. Stage 1 of Construction Phase. In Stage 1 of the construction phase, we select the pair of facilities and their matching locations, corresponding to the first 2 assignments of the constructed solution. One approach for making a greedy choice would be to sort all O(n 4 ) f i j d kl entries and select the couple of assignments having the smallest cost. Instead, we compromise in order to speed up the initialization process.
Let 0 < β < 1 be a given candidate restriction parameter and x be the largest integer smaller or equal to x. We sort the n 2 − n distance entries in D, keeping the β(n 2 − n) smallest, i.e.
and sort the n 2 − n flow entries in F, keeping the β(n 2 − n) largest, i.e.
Then, the costs of interaction
are sorted in increasing order, keeping the smallest αβ(n 2 − n) elements, where α (0 < α < 1) is the second candidate restriction parameter. Note that the above ordering of the cost elements needs to be done only once, in the initialization phase of the GRASP. Since the data is static throughout the GRASP iterations, the order of the cost elements remains unchanged. This can be done efficiently with a heap sort.
In the GRASP iterations, the greedy function selects the couple of assignments having the smallest d i j f kl from the αβ(n 2 − n) possible pairs. The candidate restriction limits our choice to those couples of assignment pairs having the αβ(n 2 − n) smallest d i j f kl terms. The random component selects a couple of assignment pairs from the candidate list, at random.
Since the αβ(n 2 − n) cost elements are presorted, Stage 1 of the construction phase can be computed in constant time. All that is needed is to generate a random integer in the interval [1, αβ(n 2 − n) ] and access the indices of the facilities and locations corresponding to the cost with the ranking given by the random number.
Stage 2 of Construction
Phase. In Stage 2 of the construction phase of this GRASP, facilities are assigned to locations, one facility to one location at a time. Let
be the set of already-made assignments. Stage 2 starts with |Γ| = 2, since in Stage 1 two pairs of assignments are made. Let
be the cost of assigning facility i to location k with respect to the already-made assignments.
The greedy function implemented in this GRASP is one that assigns a facility to a location that minimizes the total cost with respect to assignments already made, i.e. we select from the facility-location pairs not already assigned, the one that has the minimum C ik cost.
Let there be, at a given GRASP iteration, m unassigned facility-location pairs and let α be the same candidate restriction parameter defined earlier. The candidate restriction used here limits our choice to the αm facility-location pairs having the smallest C ik values.
The random component of this GRASP selects at random from the candidate list a facilitylocation pair. The adaptive component is captured by updating the set Γ of already assigned In this fashion the greedy function changes at each GRASP iteration. Figure 2 describes Stage 2 of the GRASP construction phase in pseudo-code. The procedure takes as input the initial two assignments, made in Stage 1 and the candidate list restriction parameter α. This procedure makes use of two heap operators: inheap inserts an element into the heap, updating the heap, and outheap deletes the top (smallest) element from the heap, and updates the heap. The set of assignments Γ initially consists of the two Stage 1 assignments (line 1). In lines 2-18 the remaining assignments are made. For each assignment, the candidate counter m is set in line 3 and in lines 4-12 the assignment costs of the unassigned pairs are computed and inserted in the heap structure for sorting. In line 13 a random number s is generated in the interval [1, αm ] and in lines 14-16, the assignment pair having the s-th smallest cost is retrieved from the heap. Line 17 updates the solution set. We have omitted some trivial implementation details that make the above pseudo-code more efficient in order to make a cleared description of Stage 2.
2.3. Local Search. For a given problem, a local search algorithm works in an iterative fashion by successively replacing the current solution by a better solution in the neighborhood of the current solution. It terminates when there is no better solution found in the neighborhood with respect to some cost function.
In this subsection, we discuss, with respect to the QAP, issues related to local search algorithms, neighborhood structures, techniques for searching the neighborhood of a solution, and related complexity issues.
Find a better solution t ∈ N(s); 3 Let s = t; 4 od; 5 return(s as local optimal for P) end local;
FIGURE 3. Layout of Local Search
The neighborhood structure N for a problem P relates a solution s of the problem to a subset of solutions N(s). A solution s is said to be locally optimal if there is no better solution in N(s). Given a neighborhood structure N, a local search algorithm has the general form as stated in Figure 3 .
The key to success for a local search algorithm consists of the suitable choice of a neighborhood structure, efficient neighborhood search techniques, and the starting solution. The GRASP construction phase plays an important role with respect to this last point, since it produces good starting solutions for local search. Next, the common neighborhood structures used in local search algorithms are discussed and a new neighborhood structure for the QAP is presented. Neighborhood design principles and neighborhood searching techniques are discussed.
Given two permutations p and q, the difference between p and q is defined to be δ(p, q) = {i | p(i) = q(i)}, and the distance between p and q is defined to be d(p, q) = |δ(p, q)|. To design a good neighborhood structure, one should be guided the following three principles: (a) reasonable neighborhood size; (b) large variance in neighborhood; and (c) high connectivity in neighborhood.
Principle (a) implies that one should limit the size of a neighborhood so that searching the neighborhood can be done efficiently. Define a diameter of a set of permutations S to be
Principle (b) requires that the diameter of a neighborhood be large. Principle (c) implies that given two permutations in a neighborhood, there should be a sequence of permutations in the neighborhood such that the difference between each pair of consecutive permutations is small. For a given problem P with the solution space represented by S(P), the degree of connectivity of a neighborhood structure N is defined to be
The constant K can be interpreted as follows. First, for each pair of permutations {p, q} in the neighborhood N(r) of the same permutation r, there corresponds a smallest distance between consecutive permutations in a path in the neighborhood N(r) between p and q.
Taking the maximum among all such paths and then taking the minimum among all possible permutations in the set of solution space S(P), one obtains K. Principle (c) requires that a good neighborhood have a high degree of connectivity. This principle rules out the use of random neighborhoods, for which the degree of connectivity is low.
return(p as local optimal permutation) end kexchange; FIGURE 4. k-Exchange Neighborhood Local Search for the QAP 2.3.1. Local Search Algorithms for the QAP. In this subsection, algorithms for the QAP corresponding to the 3 types of neighborhood structures are presented. In a GRASP, a local search algorithm starts with an initial permutation produced by the construction phase and works in a iterative fashion. At each iteration of the local search, a better solution in the neighborhood of the current solution is pursued and the current solution is replaced by an improved solution, if one is found. The most commonly used neighborhood structure for the QAP is the so-called k-exchange neighborhood structure. The k-exchange neighborhood for a permutation p ∈ Π N is defined to be
The k-exchange neighborhood is also used for many other combinational optimization problems, such as the traveling salesman problem (TSP), the graph partitioning problem (GP) and the maximum clique problem (MCP). Pseudo-code for the k-exchange local search is shown in Figure 4 .
Let p be the starting permutation of a local search algorithm and p * the optimal permutation of the QAP and let k be the distance between p and p * . If k is small, then a local search algorithm enumerating all permutations in N(p, k) will yield the optimal solution. Among all possible values of k, the most popular is k = 2. This local search is used in the computational experiments of Section 3. When the value of k is large, searching the neighborhood can be too expensive. Since the TSP, GP, and MCP are special cases of the QAP, it is not surprising that the 2-exchange neighborhood structure for the QAP is a generalization of the 2-exchange neighborhood structures for the TSP, GP, and MCP.
The relationship between the GP and the QAP also gives rise to the adaptation of the λ-exchange neighborhood structure for the GP to the QAP. First, define the set of all possible pairwise exchanges as follows
For a given permutation p, denote by N 2 (p, E ) the set of permutations in N 2 (p) obtained by performing pairwise exchanges in a subset of pairwise exchanges E .
The λ-exchange neighborhood structure, denoted by N λ , is defined as a union of a collection of subsets of 2-exchange neighborhoods. At each local search step, the current permutation is denoted as p 0 and the set E 0 = E. At step k of a search step, permutations p 1 , ..., p k have already been constructed. Let the best solution (tie is broken arbitrarily) in N 2 (p k , E k ) be denoted p k+1 . Now, construct the set E k+1 from E k as follows:
procedure LambdaExchange(n,
The algorithm is stated in Figure 5 . Following the design principles of neighborhood structures, we propose a new neighborhood structure with the objective of providing better solutions than those obtained by the λ-exchange neighborhood. The new neighborhood structure, denoted by N * , can also be defined as a union of a collection of subsets of 2-exchange neighborhoods. At each local search step, the permutation is denoted as p 0 and the set E 0 = E. At step k, permutations p 1 , ..., p k have already been constructed. Let the best solution (tie is broken arbitrarily) in N 2 (p k , E k ) be denoted p k+1 . As before, construct the set E k+1 from E k , this time according to
The process is continued until either
The new local search algorithm corresponding to the N * neighborhood structure is given in Figure 6 . Table 1 can be used to evaluate the neighborhood structures discussed earlier. The sizes of N λ and N * are approximate. Only the leading terms of the size are given. The exact formulae for the size of the neighborhood structures are given in Subsection 2.3.2.
An examination of Table 1 shows that N * is slightly greater than N λ . This is a disadvantage when one is more concerned about computational time. However, in general, N * admits better solutions, as indicated by the computational results in [25] . For N k with k small (k ≤ 4), the neighborhood size is comparable with those of N λ and N * ; however, procedure NStarNeighborhood(n, 
the diameter is smaller. For N k with k large (k > 4), the neighborhood size is considerably larger than those of N λ and N * , while the diameter is comparable in size. Consequently, in general, N k is not as good as N λ and N * . 2.3.2. Searching the Neighborhoods. The search for a better solution in a neighborhood N(p) for a given solution s can be done in two ways: (i) complete enumeration, where one searches all the solutions in the neighborhood to find the best solution; (ii) first decrement, where one enumerates the solutions in the neighborhood and stop once a better solution is found. In both cases, the worst case time complexity of searching the neighborhood is equal to the size of the neighborhood. The size of the N k neighborhood is C n k = n! k!(n−k)! . The size S λ of the N λ neighborhood (assuming that n = 2k for some k) is given by:
The size S * of the new neighborhood N * is given by:
Hence, searching the neighborhood N k can be quite expensive when k is large while searching neighborhoods N λ and N * is more affordable. 2.3.3. Complexity Issues. Although local search algorithms work quite well in practice for many combinational optimization problems, they may require exponential time in worst case instances. In order to characterize the complexity of such local search algorithms, a new complexity class, the Polynomial-time Local Search (PLS) class, was introduced and studied in [18] .
Let I(P) denote the set of instances of the problem P with an associated cost function C. For an instance x ∈ I(P), there exists a set of feasible solutions F(x). For each feasible solution s ∈ F(x), there exists a set of neighboring solutions N(s, x).
Problem P is said to be in PLS if, given an input x and a set of feasible solutions F(x), the following three polynomial-time algorithms exist:
1. On input x ∈ I, compute an initial feasible solution s 0 ∈ F(x). 2. On input x ∈ I and s ∈ F(x) compute the corresponding cost C(s, x). 3. On input x ∈ I and s ∈ F(x), either determine that s is locally optimal or find a better solution in N(s, x), with respect to the cost function. A problem P ∈ PLS is PLS-reducible to another problem Q ∈ PLS, if there are polynomialtime computable functions f 1 and f 2 , such that f 1 maps an instance x of P to an instance f 1 (x) of Q and for any locally optimal solution s for f 1 (x), f 2 (s, x) produces a locally optimal solution for x. A problem P ∈ PLS is PLS-complete, if every other problem in PLS is PLS-reducible to P.
The GP with 2-exchange neighborhood is PLS-complete [29, 35] . Since the GP is a special case of the QAP, the following theorem holds: THEOREM 1. The local search problems for the QAP with the k-exchange neighborhood structure, λ-exchange neighborhood structure, and the N * neighborhood structure are PLS-complete. 
Experimental Results
In this section, we report experimental results describing the testing of a FORTRAN implementation of the GRASP described in this paper on a wide range of test problems, including most instances from the suite of QAP test problem QAPLIB [5] and a new class of test problems with known optimal solutions [26] . The objective of this experiment is to show the effectiveness of a simple GRASP code in obtaining good-quality solutions quickly.
The FORTRAN code implementation has 537 lines of code, including input/output and debugging statements and was written and debugged in a few hours. We used the portable random number generator rand of Schrage [36] with the initial seed 270001 to generate the random integer to select a candidate from the restricted candidate list.
The experiment was conducted on a single processor of a Silicon Graphics Challenge computer (100 MHz MIPS R4400 processor), using the SGI FORTRAN compiler f77 with the compiler flags -O2 -Olimit 800. CPU times in seconds were computed by calling the system routine etime(). Reported CPU times exclude problem input time. GRASP requires few parameters to be set. The performance of most heuristics depends on parameter setting. Since we would like to make our results as reproducible as possible, we limit our runs in this experiment to a single set of parameter settings. Throughout the experiment we used the following parameters:
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Concluding remarks
In this paper, we discussed aspects of a GRASP implementation for solving the QAP. The algorithm was tested on a broad range of test problems and produced good-quality solutions in a reasonable amount of CPU time. Best known solutions were produced for almost all of the instances tested. In a few cases, the permutations found were better than those previously reported in the literature.
The algorithm can be easily implemented on a parallel computer since different GRASP iterations can be assigned to each processor. A single global variable (value of best solution found) is shared by the processors. It is expected that a parallel implementation should improve the computational results given in this paper as was observed in [14] .
GRASP can be also adapted to solve special cases of QAP, like the traveling salesman problem, graph isomorphism, graph partitioning, and the band-width reduction problem.
