Noise is an essential issue for images and videos. Recently, a range of high-sensitivity imaging devices have become available. Cameras are often used under poor lighting conditions for security purposes or night time news gathering. Videos shot under poor lighting conditions are afflicted by significant noise which degrades the image quality. The process of noise removal from videos is called noise reduction (NR). Although many NR methods are proposed, they are complex and are proposed as computer simulations. In practical applications, NR processing of videos occurs in real-time. The practical real-time methods are limited and the complex NR methods cannot cope with real-time processing. Video has three dimensions: horizontal, vertical and temporal. Since the temporal relation is stronger than that of horizontal and vertical, the conventional real-time NR methods use the temporal relation to reduce noise. This approach is known as the inter-frame relation, and the noise reducer comprises a temporal recursive filter. Temporal recursive filters are widely used in digital TV sets to reduce the noise affecting images. Although the temporal recursive filter is a simple algorithm, moving objects leave trails when it reduces the high-level noise. In this paper, a novel NR algorithm that does not suffer from this trail issue and shows better performance than NR using temporal recursive filters is proposed.
INTRODUCTION
Imaging technology advanced in the 21st century and HDTV (1920 × 1080) resolution cameras have become a reasonably priced commodity. Recently, highsensitivity imaging devices have also become widely available and video cameras can work under poor lighting conditions. This high-sensitivity imaging technology makes 4K/8K ultra-high-resolution video systems possible. The size of one 4K imaging pixel is 1/4 that of an HDTV pixel and the size of one 8K pixel is 1/16 that of an HDTV pixel. The light energy collected by one pixel is proportional to the size of the imaging cell; therefore, the light energy collected by one 4K or 8K pixel is 1/4 or 1/16 that of an HDTV pixel. Since imaging cells generate a voltage that is proportional to the collected light energy, 4K/8K imaging cells generate a lower voltage than those of HDTV imaging cells. The light intensity is often insufficient when 4K/8K imaging, which causes noise to appear in videos, degrading the image quality.
Aside from 4K/8K videos, noise is also a crucial issue in security cameras. Crimes are often committed after sunset. In the night time, the lighting conditions are worse and the recorded videos usually contain a lot of noise. When using recorded videos to investigate a crime, noise is often a problem when trying to identify the person of interest. Low noise and high resolution, such as 4K/8K, are important factors for high-quality videos. There are many signal processing methods for reducing the noise and improving the resolution of recorded videos to achieve highquality videos.
Noise reduction (NR) is a signal processing method for reducing noise in recorded videos, and super-resolution (SR) is a signal processing method for improving the video resolution. Unfortunately, these two technologies are trade-offs. Noise occurs as small dots that have high-frequency elements. The high resolution is also created by high-frequency elements. If we try to reduce the noise in a video, the high-frequency elements are reduced and the video becomes blurry; this is the first issue with NR. The second issue is real-time signal processing, which is essential for all video systems. Although there are many NR approaches, most of them are proposed for still images. There are no real-time requirements for still-image NR. The frame rates of video systems are 50/60 (analogue TV/HD/4K) or 120 Hz (8K). This means that the NR processing for a frame has to be finished within 25/16.7 ms for current practical video systems (analogue TV/HD/4K). Due to these time constraints, it is impossible to adopt as complex NR algorithms for videos as used for still images. In this paper, a novel real-time NR algorithm for videos is proposed. It exploits video characteristics that are different from those of still images and reduces noise without blurring, unlike conventional NR algorithms for videos.
PREVIOUS WORKS
Still images have horizontal and vertical (spatial) axes, but videos have spatial and temporal axes. Many two-(2D) and three-dimensional (3D) NR systems have been proposed by researchers.
In (Malfait and Roose, 1997) , (Kazubek, 2003) , (Piurica et al., 2004) , (Nai-Xiang et al., 2006) , (Selesnick and Li, 2003) , and (Pizurica et al., 2003) , the authors proposed the use of spatial (two-dimensional) and spatiotemporal (three-dimensional) filters to remove video noise. However, spatial filters only consider spatial information; therefore, these filters can cause spatial blurring at high noise levels. Using a combination of temporal and spatial information can reduce this blurring effect. This approach can also be used to improve the filtering performance at low noise levels. In (Malfait and Roose, 1997) , a wavelet domain spatial filter in which the coefficients are manipulated using a Markov random field image model has been proposed. A Wiener filter was utilized in the wavelet domain to remove the image noise in (Kazubek, 2003) . Noise reduction using the wavelet transform was proposed in previous studies (Piurica et al., 2004) (Nai-Xiang et al., 2006) (Selesnick and Li, 2003) (Pizurica et al., 2003) (Gupta et al., 2004) (Mahmoud and Faheem, 2008) (Jovanov et al., 2009) (Luisier et al., 2010) , which provides a high performance and results in images of a high quality. However, currently, these approaches are only feasible at the computer simulation level, and they do not work in real time. The wavelet transform is a complex algorithm; therefore, it is difficult to apply it to NR, and it is not cost-effective. Currently, there are no practical real-time NR systems employing the wavelet transform method. The authors in (Piurica et al., 2004) proposed a fuzzy logic-based image noise filter that considers directional deviations.
In addition, a recursive estimator structure has been proposed to differentiate a clean image from a film-grain noisy image where the noise is considered to be related to the exposure time in the form of a non-Gaussian and multiplicative structure (Nai-Xiang et al., 2006) . In addition, a pixel-based spatiotemporal adaptive filter that calculates new pixel values adaptively using the weighted mean of pixels over motion compensated frames has been proposed in (Selesnick and Li, 2003) . An edge preserving spatiotemporal video noise filter that combines 2D Wiener and Kalman filters has been presented in (Pizurica et al., 2003) . The authors of (Gupta et al., 2004) proposed a nonlinear video noise filter that calculates new pixel values using a 3D window. In this method, the pixels are arranged with respect to the related pixel values in the form of a 3D window according to their difference and the average of the pixels in the window after weighting them with respect to their sorting order, which gives good results in the case of no or slow local motion, but it deforms image regions in the case of abrupt local motion. For local motion, the 3D filtering performance of this method is low. To improve the 3D filtering performance of the method proposed in (NaiXiang et al., 2006), video de-noising uses 2D and 3D dual-tree complex wavelet transforms. The authors of (9) proposed 2D wavelet-based filtering and temporal mean filtering that uses pixel-based motion detection. The authors in (Mahmoud and Faheem, 2008) proposed 2D wavelet-based filtering and temporal mean filtering that uses pixel-based motion detection. The authors in reference (Jovanov et al., 2009 ) proposed a wavelet transform-based video filtering technique that uses spatial and temporal redundancy. A content adaptive video de-noising filter was also proposed recently (Luisier et al., 2010) .This method filters both impulsive and non-impulsive noises, but the filtering performance is low in cases with Gaussian noise with high variance. In this work, a new pixel-based spatiotemporal video noise filter that incorporates motion changes and spatial standard deviations into the denoising algorithm is proposed.
Bilateral filtering has also been proposed for NR (Yang et al., 2009) . Although it is a simple algorithm, in principle, it could cause spatial blurring in stationary areas. Our eyes are sensitive to blurring in stationary areas than in moving areas. Stopping the video signal, we perceive a large blur in the moving areas. However, when playing the same video again, you cannot find the same blur. The reason for this is that our dynamic eyesihgt is inferior to the static eyesight. Since NRs employing recursive temporal filters do not cause spatial blurring but cause blurring in moving areas, they give the perception of a better image quality. Many other proposals have been made to reduce noise in images and videos (Dabov et al., 2007) (Lebrun et al., 2013) (Portilla et al., 2003) (Kaur et al., 2002) (Rudin and S.Osher, 1992) (Elad and Aharon, 2006) . However, none of them are sufficiently fast for their use with real-time videos.
Videos have a strong correlation along the temporal axis compared to the horizontal and vertical axes. This characteristic has been used to reduce noise in videos. Conventional real-time NR algorithms use temporal correlation to reduce noise (Kondo et al., 1994) (Brailean et al., 1995) (Yagi et al., 2004) . Frame memory is required to exploit temporal correlation. This is called inter-frame signal processing. Although the memory cost has been reduced, the overall cost is still high if we use it for many frames. Traditionally, a recursive temporal filter with one frame memory was used in this configuration. Most of digital TV sets are equipped with the recursive temporal type noise reducers. However, there is an issue in the motion areas which have blur trails becuse the recusive filters have infinite responses. This issue is discussed in the next section. 
ISSUES WITH THE CONVENTIONAL METHOD
A block diagram of a real-time noise reducer is shown in Figure 1 . The parameter, α, is set based on a range 0:1 (low level noise) to 0:3 (high level noise). It reduces the pixel value changes using a temporal recursive low pass filter at every pixel. Currently, only this type of noise reducer is practical since it is costeffective. It can work in real time and is commonly used in TV systems (TI, 2011) . AAs mentioned earlier in this section, the stationary areas have the same pixel values. However, the pixels in the moving areas change their values in every frame. Although conventional noise reducers successfully reduce noise in stationary areas by averaging the values of each pixel, they create a motion trail blur behind the moving objects. Figure 2 shows a frame from a noisy video. In this video, the camera is panning from left to right. Figure 3 shows the processed result using NR shown in Figure 1 . Although the noise is reduced in Figure 3 , there is a trail from left to right in accordance with the camera panning direction. If the noise is high and visible, the recursive filter in the noise reducer has to work more heavily, i.e. with a larger recursive coefficient (α in Figure 1 ). The larger recursive coefficient reduces the noise. However, as shown in Figure 3 , it also causes blur in the moving areas. This type of NR involves a trade-off between the strength of NR and the extent of blurry trails.
A video signal can be written as f (x, y,t). Here, x is the horizontal axis, y is the vertical axis and t is the temporal axis. We assume noise as n(t), and the video with noise can be expressed as follows:
The noise reduction process of the conventional method shown in Figure 1 can be expressed as follows:
The spatial position (x,y) is the same in all frames and only the temporal parameter t changes. Therefore, Equation 2 can be written as follows:
Equation 3 is a recursive filter that has an infinite impulse response (IIR). Theoretically, IIR leads to infinite trails in movement areas. In the real video, the trails continue until the output of the IIR filter becomes smaller than the least significant bit (LSB) level. A temporal finite impulse filter (FIR) does not cause the long trails associated with IIR. However, a couple of frames of temporal relation cannot reduce noise to the practically required level. If we increase the number of frames in memory, blur/trail occurs. The spatial processing (intra-frame) NR does not cause trails or blur. It does not work well because the spatial correlation is not strong compared with the temporal relation in images/videos. The spatial NR causes a spatial blur instead of the temporal blur that is caused by temporal recursive NR. The conventional NR is a kind of low pass filter (LPF). Noise in videos looks like it comprises high-frequency elements. However, noise comprises a wide range of frequencies, including low-frequency elements and DC. NR works as an LPF against noise which eliminates the high-frequency elements while retaining the low-frequency elements. Although the peak level of noise decreases, the noise changes its shape and becomes low-level widespread spots. Since human eyes are sensitive to the low-frequency elements, the frequency shifted low-level noise becomes more visible. This means that conventional NR changes the noise shape and makes it more visible. Figure 4 shows an image comparison of the conventional and the proposed NR. In Figure 4 , the horizontal axis is the horizontal/vertical line of the video and the vertical axis is the level of the video. ure 4(b), the levels of noise are lower than those in Figure 4 (a) after the application of the LPF. However, the noise spreads over wider areas than that in Figure 4 (a). Noise becomes more visible with LPF especially for high-noise videos that are shot under poor lighting conditions. When these kinds of videos are processed by the conventional NR equipped with LPF, the low-level widespread noise appears everywhere. The conventional noise reducer changes the noise frequency from high to low, which makes the noise more visible. If the noise is converted to the high-frequency areas , it becomes less visible. Figure 4(c) shows the processed result obtained by using the proposed method. In Figure 4 (c), the levels of noise become lower but the noise does not spread. The ends of the noise become sharp edges that contain high-frequency elements. Therefore, the noise is successfully converted to the high-frequency areas. We propose a novel nonlinear FIR for NR. Here, we assume f (x, y,t − 1), f (x, y,t), and f (x, y,t + 1) are three sequential frames. The target frame for processing is f (x, y,t). f (x, y,t − 1) and f (x, y,t + 1) are the reference frames. We also assume the noise in the video is Gaussian noise with deviation because it is the most common noise for images created under poor lighting conditions. Noise is the undesired signal. If f (x, y,t) contains noise, the level of f (x, y,t) is higher or lower compared with the true value. However, although the video contains noise, f (x, y,t) may be the true value. The proposed method changes the value of f (x, y,t) according to the following three cases, which occur depending on their probability.
PROPOSED METHOD
• f (x, y,t) is the highest=⇒ the output of the NR is f (x, y,t) − δ
• f (x, y,t) is the lowest=⇒ the output of the NR is f (x, y,t) + δ Condition 1.: if f(x,y,t) is in the middle, f(x,y,t) does not contain noise and no signal processing is necessary for f(x,y,t). The output of the NR is f(x,y,t). Condition 2.: if f(x,y,t) is the highest of the three signals, f(x,y,t)-is the output of the NR. Condition 3.: if f(x,y,t) is the lowest of the three signals, f(x,y,t)+ is the output of the NR. A block diagram of the proposed signal processing is shown in Figure 5 . The proposed NR comprises two frame memories, one comparer, one adder, one subtracter, and one selector. The comparer has three inputs. It compares f(x,y,t) with the other two signals, f(x,y,t-1) and f(x,y,t+1). The output of the comparer is three bits, which represent three conditions: f(x,y,t) is the highest, f(x,y,t) is in the middle, and f(x,y,t) is the lowest of the three values . These three bits are introduced to the selector. This approach is sufficiently simple to embody as a realtime noise reducer. In Figure 5 , the top left is the video input of the NR filter and the bottom right is the output of NR filter. f(x,y,t-1), f(x,y,t), and f(x,y,t+1) are obtained with the two frame memories. By comparing f(x,y,t) with the other two values, the order of f(x,y,t) is obtained. If the value of f(x,y,t) is in the middle (case 1), f(x,y,t) is the output of the NR. If f(x,y,t) is the highest, f(x,y,t)-is the output of NR (case 2). If f(x,y,t) is the lowest, f(x,y,t)+ is the output of NR. f(x,y,t)-and f(x,y,t)+ are created by the adder and the subtracter. The three paths, f(x,y,t), f(x,y,t)-, and f(x,y,t)+, are the inputs of the selector, and one of them is selected as the output of the comparer. The block diagram shown in Figure 5 indicates practical hardware that could implement the proposed algorithm. It is a simple and compact design for the development of real-time NR hardware.
EXPERIMENT

Simulation Results
Computer simulations were conducted to compare the peak signal-to-noise ratios (PSNRs) of the proposed and conventional NR methods. Figure 7 shows stills from five video sequences. In Figures 7(a) and (e), the train and marching people are moving and the camera is panning slowly. In Figure 1(b) , the camera was moved using a circular dolly, whereas in Figure 7(d) , it was dollied in and then zoomed back. The woman stood at the same place in both sequences and did not move significantly. Figure7(c) shows a music concert with flashing lights and confetti.
We prepared test video sequences by adding Gaussian noise ( = 7) to Figures 7(a)(e). We then compared the PSNRs of the proposed NR method with those of conventional NR using computer simulations. Owing to space limitations, only the results for Figures 7(a) and (b) are presented in Figures 8 and 9 . Herein, the horizontal axis shows the frame number, and the vertical axis shows the PSNR. The blue lines show the PSNRs for the videos with added noise compared with the original videos. These stay constant because a constant level of noise ( = 7) was added. The yellow green and purple lines show the results of processing the videos with conventional NR using parameters = 0.2 and 0.5, respectively, whereas the brown lines show the results of processing the videos using the proposed method.
Although the conventional NR method reduced the noise in the videos, its PSNRs are lower than those for the noisy test videos. This means that it reduced noise and degraded the resolution. In contrast, the proposed method (brown lines) always yields PSNRs higher than those of the noisy test videos, as shown in both Figures 8 and 9 . These results indicate that the proposed NR method outperforms conventional NR. Figure 6 shows the processed result of Figure 2 using the proposed method three times sequentially. Comparing Figure 3 with Figure 6 , the image quality of Figure 6 is better than that of Figure 3 . Blur in Figure  6 is less than that in Figure 3 and noise is greatly reduced. Note that Figures 2, 3 , and 6 are just computer simulation results.
Low Luminace Video
We apply the proposed method to an actual video. Figure 10 shows a video frame shot under 3.5 lx illumination by a high-sensitivity video camera. Although 3.5 lx illumination is not sufficient for imaging, noise is not visible. In the video, the doll is rotating and the hair ornament is curving due to centrifugal force. Figure 11 shows a video frame shot under 0.4 lx illumination taken by the same video camera. Even though a high-sensitivity camera is used, noise is visible everywhere. Figure 12 shows the processed result of Fig. 10 ure 12 with Figure 11 , noise is reduced and there is no motion blur, which is apparent in Figure 3 . In particular, the moving thin hair ornament that is curved due to the motion is not blurry.
It should be noted that the proposed method does not cause any blur in moving areas, unlike the conventional NR. As shown in Figure 6 , the proposed NR algorithm is simple, cost-effective, and can process videos in real time. However, the noise levels differ depending on the video. It is necessary to precisely detect the noise level to make the NR work in real time. Future work will focus on developing a method to detect the noise level automatically. Combining the proposed NR and an automatic noise level detector can reduce video noise effectively without human intervention.
CONCLUSION
A novel NR algorithm that can process videos in real time is was proposed. It does not sufferhave from the artifactsartefacts that the afflict conventional NR algorithmshas, such as trails behind moving objects trails. The Computer simulations of a video with added noise and shot in a dark room are were presented with the noise added video and the shot in a dark room. Although the proposed NR is composed with comprises a simple algorithm, it can remove video noise effectively. Therefore, iIt is should not be difficult to develop a real-time hardware based on the proposed ideasmethod. The Future work should focus on how to detect the noise level automatically.
