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Abstract
This paper is concerned with a time periodic competition-diffusion system{
ut = uxx + u(r1(t)− a1(t)u− b1(t)v), t > 0, x ∈ R,
vt = dvxx + v(r2(t)− a2(t)u − b2(t)v), t > 0, x ∈ R,
where u(t, x) and v(t, x) denote the densities of two competing species, d > 0 is some
constant, ri(t), ai(t) and bi(t) are T−periodic continuous functions. Under suitable
conditions, it has been confirmed by Bao and Wang [J. Differential Equations 255
(2013), 2402-2435] that this system admits a periodic traveling front connecting two
stable semi-trivial T−periodic solutions (p(t), 0) and (0, q(t)) associated to the cor-
responding kinetic system. Assume further that the wave speed is non-zero, we inves-
tigate the asymptotic behavior of the periodic bistable traveling front at infinity by
a dynamical approach combined with the two-sided Laplace transform method. With
these asymptotic properties, we then give some key estimates. Finally, by applying
super- and subsolutions technique as well as the comparison principle, we establish
the existence and various qualitative properties of entire solutions defined for all time
and whole space.
Keywords: Periodic bistable traveling front; Asymptotic behavior; Comparison
principle; Entire solution.
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1 Introduction and main results
In this paper, we study the asymptotic behavior of traveling wave fronts and entire
solutions for the following time periodic Lotka-Volterra competition-diffusion systemut = uxx + u(r1(t)− a1(t)u− b1(t)v), t > 0, x ∈ R,vt = dvxx + v(r2(t)− a2(t)u− b2(t)v), t > 0, x ∈ R, (1.1)
where u = u(t, x) and v = v(t, x) denote the densities of two competing species at time
t > 0 and in location x ∈ R, d > 0 is the relative diffusive coefficient of the two species,
ri, ai and bi are T−periodic continuous functions of t, ai and bi are positive in [0, T ],
and ri :=
1
T
∫ T
0 ri(t)dt > 0 with i = 1, 2. Usually, system (1.1) is used to describe the
evolution of two competing species which live in a fluctuating environment, exactly, many
physical environmental conditions such as temperature, humidity, the availability of food,
water and other resources usually vary in time with seasonal or daily variations [47]. In
particular, we plan to investigate system (1.1) in the periodic framework, which is probably
the simplest but nonetheless interesting and realistic case.
Time periodic traveling wave solutions of (1.1) connecting (0, q(t)) and (p(t), 0) are
classical solutions with the form (u(t, x), v(t, x)) = (X(t, x− ct), Y (t, x− ct)) satisfying
(X(t+ T, z), Y (t+ T, z)) = (X(t, z), Y (t, z)), (t, x) ∈ R× R,
lim
z→−∞
(X(t, z), Y (t, z)) = (0, q(t)) uniformly in t ∈ R,
lim
z→+∞
(X(t, z), Y (t, z)) = (p(t), 0) uniformly in t ∈ R,
where c ∈ R is the wave speed, z = x− ct is the co-moving frame coordinate, (0, q(t)) and
(p(t), 0) are T−periodic solutions of the corresponding kinetic systemdudt = u(r1(t)− a1(t)u− b1(t)v),dv
dt
= v(r2(t)− a2(t)u− b2(t)v),
(1.2)
which are explicitly given by
p(t) = p0e
∫ t
0 r1(s)ds
1+p0
∫ t
0 e
∫ s
0 r1(τ)dτa1(s)ds
, p0 =
e
∫T
0 r1(s)ds−1∫ T
0 e
∫ s
0 r1(τ)dτa1(s)ds
,
q(t) = q0e
∫ t
0 r2(s)ds
1+q0
∫ t
0
e
∫ s
0 r2(τ)dτ b2(s)ds
, q0 =
e
∫T
0 r2(s)ds−1∫ T
0
e
∫ s
0 r2(τ)dτb2(s)ds
.
(1.3)
For system (1.1) with autonomous nonlinearities, the dynamical behaviors especially
for traveling wave solutions have been understood very well, see, e.g., [13, 14, 20, 21, 35,
36]. Recently, there have been quite a few works focusing on the nonautonomous Lotka-
Volterra competition-diffusion system. Among others, Zhao and Ruan [45] established the
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existence, uniqueness and stability of time periodic traveling wave fronts for system (1.1)
under monostable assumptions. Later, they extended these results to a class of periodic
advection-reaction-diffusion systems in [46]. With respect to the bistable situation, Bao
and Wang [2] studied the existence, uniqueness and stability of time periodic traveling wave
fronts, while Bao et al. [4] further considered those properties of time periodic traveling
curved fronts in two dimensional space.
Throughout the paper, we always assume that
(A1) ri, ai, bi ∈ Cθ(R,R) with 0 < θ < 1. ri > 0, ai(t) > 0 and bi(t) > 0 for any t ∈ [0, T ].
ri(t+ T ) = ri(t), ai(t+ T ) = ai(t), bi(t+ T ) = bi(t), i = 1, 2.
(A2) r1 < min
t∈[0,T ]
(
b1(t)
b2(t)
)
r2, r2 < min
t∈[0,T ]
(
a2(t)
a1(t)
)
r1.
(A3) r1 + r2 > max
t∈[0,T ]
(
a2(t)
a1(t)
)
r1, r1 + r2 > max
t∈[0,T ]
(
b1(t)
b2(t)
)
r2.
Note that (A2) implies that the two semi-trivial T-periodic solutions (p(t), 0) and (0, q(t))
are stable in the interior of the positive quadrant R2+ = {(u, v)| u > 0, v > 0}. (A3)
might be a technique assumption which ensures that the eigenvalue problem related to
the linearized system of (1.2) at (p(t), 0) and (0, q(t)) exactly admits a positive eigenvalue
and the corresponding eigenfunction is positive, which is necessary in establishing the
existence of periodic traveling wave fronts in [2]. Moreover, combining (A2) and (1.3), it
follows that
r1 =
1
T
∫ T
0
a1(s)p(s)ds < min
t∈[0,T ]
(
b1(t)
b2(t)
)
r2 = min
t∈[0,T ]
(
b1(t)
b2(t)
)
1
T
∫ T
0
b2(s)q(s)ds,
r2 =
1
T
∫ T
0
b2(s)q(s)ds < min
t∈[0,T ]
(
a2(t)
a1(t)
)
r1 = min
t∈[0,T ]
(
a2(t)
a1(t)
)
1
T
∫ T
0
a1(s)p(s)ds,
which indicates that b1q − a1p > 0 and a2p− b2q > 0.
Let
u∗(t, x) =
u(t, x)
p(t)
, v∗(t, x) =
q(t)− v(t, x)
q(t)
,
then (1.1) becomes (omitting ∗ for simplicity)ut = uxx + a1pu [1− u−N1(t)(1 − v)] ,vt = dvxx + b2q(1− v) [N2(t)u− v] , (1.4)
where
N1(t) =
b1(t)q(t)
a1(t)p(t)
and N2(t) =
a2(t)p(t)
b2(t)q(t)
for any t ∈ R,
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and the corresponding traveling wave system is
Pt = Pzz + cPz + a1pP [1− P −N1(t)(1 −Q)],
Qt = dQzz + cQz + b2q(1−Q)[N2(t)P −Q],
(P (t, z), Q(t, z)) = (P (t+ T, z), Q(t + T, z)),
lim
z→−∞
(P,Q) = (0, 0), lim
z→+∞
(P,Q) = (1, 1).
(1.5)
We first state the existence result of periodic traveling wave fronts of (1.4).
Proposition 1.1. [2, Theorem 2.5] Assume (A1)-(A3). Then there exists c ∈ R such
that (1.5) admits a solution (P (t, x− ct), Q(t, x− ct)) satisfying (Pz(t, z), Qz(t, z)) > (0, 0)
for any (t, z) ∈ R+ × R.
Remark 1.2. Observe that, though the existence of periodic traveling wave fronts has
been established in [2], the sign of the wave speed c remains an open problem. In fact, it
is not easy to determine the sign of c, which is important to decide which species becomes
dominant and eventually occupies the whole domain. Therefore, it remains an interesting
problem to study the sign of wave speed of the bistable traveling wave fronts. Particularly,
when c = 0, the propagation shall be failure and there occurs standing waves of (1.4),
which makes it very difficult to construct sub- and supersolutions for (1.4). In the rest of
this paper, we always assume that c 6= 0.
It is well known that the asymptotic behavior of the traveling wave solution is of great
importance in investigating further properties of the traveling wave solution such as the
uniqueness and stability (see, e.g., [24, 25, 41]), since this often determines the choice of
perturbation space. On the other hand, the asymptotic behavior of traveling waves is also
crucial in constructing appropriate sub- and supersolutions, which enables us to establish
some other new types of entire solutions (see, e.g., [16,29,33,37]). In other words, it is very
necessary and important to study the asymptotic behavior of traveling wave fronts near
the limiting states. In the homogeneous case, asymptotic behavior of the traveling wave
solution for reaction-diffusion equations can usually be obtained by the standard asymp-
totic theory ( see, e.g., [23, 33, 37]) or by using various versions of the Ikehara’s Theorem
(see, e.g., [7, 8, 14,43]). In the nonhomogeneous case, this subject becomes more complex
and difficult. In particular, by establishing exponential lower and upper bounds and using
the comparison argument, Hamel [17] obtained the exponential behavior of the traveling
wave front for a reaction-advection-diffusion equation with a general monostable non-
linearity in periodic excitable media as it approaches the unstable limiting state, while
Zhao [44] considered a scalar bistable reaction-diffusion equation in infinite cylinders and
obtained the exact exponential decay rates of time periodic traveling wave fronts near the
stable limiting states by applying the partial Fourier transform method.
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It should be mentioned that, for the periodic monostable traveling wave solution
(P (t, z), Q(t, z)) of system (1.4), Zhao and Ruan [45] established the exact exponential
decay rates as it approaches its unstable limiting state. Very recently, the authors of the
current paper [10] further obtained the exact exponential decay rates as it approaches its
stable limiting state under a technical condition which ensures that the eigenvalue related
to the linearized u-equation is smaller than that related to the linearized v-equation, which
leads to the same decay rate for P (t, z) and Q(t, z) as z → +∞. In the present paper, we
continue to study the exact exponential decay rates of periodic bistable traveling fronts
of system (1.1) as they approach their stable limiting states for the other two cases, that
is, the eigenvalue related to the linearized u-equation is equal or greater than that related
to the linearized v-equation. Compared with the autonomous Lotka-Volterra competition
system, the time dependence of the coefficients causes substantial technical difficulties,
and one cannot use the standard asymptotic theory or the Ikehara’s theorem to study the
exponential decay rates of a periodic traveling wave front, and hence different techniques
have to be utilized to address this issue.
Although the traveling wave solution is of great significance in characterizing the dy-
namics of reaction-diffusion equations, there might be other interesting patterns. More
precisely, a new type of entire solution which behaves as a combination of traveling wave
fronts as t → −∞ has been observed in various reaction-diffusion problems, we refer to
the earlier and original work of Hamel and Nadirashvili [18, 19] and Yagisita [42], see
also [9, 12,15,27,32,39] for equations with and without delays, and [26,34] with nonlocal
dispersal. In regard to systems, Morita and Tachibana [33] first established the exis-
tence of entire solutions for a homogeneous Lotka-Volterra competition-diffusion system,
and similar results were showed by Guo and Wu [16] for the discrete version and Li et
al. [29] for the nonlocal dispersal version. Note that all these works mainly concerned with
space/time homogeneous equations. Recently, many researchers devoted to the study of
entire solutions for space/time periodic equations, see, e.g., [6,28,30]. In particular, Du et
al. [10] established the invasion entire solutions for system (1.1) with monostable struc-
ture. In this paper, we will study the existence and various properties of entire solutions
for system (1.1) with bistable structure.
In order to employ the basic idea developed in [33] to establish the existence of entire
solutions, that is, constructing a pair of appropriate sub- and supersolutions and using the
comparison argument, we need some estimates which are concerned with the asymptotic
behavior of periodic traveling wave fronts. One of the main difficulties arises in obtaining
the exact exponential decay rate of the periodic traveling wave front as it approaches its
limiting states. Inspired by [45], we apply the two-sided Laplace transform method to
obtain the exact exponential decay rate of the periodic traveling front as it approaches its
stable limiting states, which is essentially based on the a priori exponential estimates of
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periodic traveling wave tails at infinity. Here we would like to emphasize that, unlike the a
priori exponential estimates of periodic traveling wave tails at the unstable limiting state
characterized by the principle eigenvalue associated with the linearized system (see [45,
Lemma 3.3]), the a priori exponential estimates at the stable limiting state can only be
characterized by a perturbation of the corresponding principle eigenvalues ν±i,ǫ (i = 2, 3)
with some small ǫ > 0 and ν±i (i = 1, 4) (see Lemmas 2.1 and 2.2), which causes additional
difficulties and makes it vastly more complicated to use the two-sided Laplace transform
method.
Our first main results, about the exact exponential decay rates of the periodic traveling
wave front of system (1.4) as it tends to its limiting states, are stated as follows.
Theorem 1.3. Assume (A1)-(A3). Let (P (t, z), Q(t, z)) be a traveling wave solution of
(1.4) with c 6= 0, then
lim
z→+∞
1−Q(t, z)
k1eν2zφ2(t)
= 1, lim
z→+∞
Qz(t, z)
k1eν2zφ2(t)
= −ν2 uniformly in t ∈ R,
lim
z→+∞
1− P (t, z)
k1eν2zφ˜1(t)
= 1, lim
z→+∞
Pz(t, z)
k1eν2zφ˜1(t)
= −ν2 uniformly in t ∈ R, if ν1 < ν2,
lim
z→+∞
1− P (t, z)
ϑ1 |z|eν1zφ1(t) = 1, limz→+∞
Pz(t, z)
ϑ1 |z|eν1zφ1(t) = −ν1 uniformly in t ∈ R, if ν1 = ν2,
lim
z→+∞
1− P (t, z)
k2eν1zφ1(t)
= 1, lim
z→+∞
Pz(t, z)
k2eν1zφ1(t)
= −ν1 uniformly in t ∈ R, if ν1 > ν2,
where ki > 0, νi < 0 (i = 1, 2) and ϑ1 = ϑ1(k1, ν1, c) > 0 are some constants, φi(t) (i =
1, 2) and φ˜1(t) are some positive T−periodic functions in R.
Theorem 1.4. Assume (A1)-(A3). Let (P (t, z), Q(t, z)) be a traveling wave solution of
(1.4) with c 6= 0, then
lim
z→−∞
P (t, z)
k3eν3zψ1(t)
= 1, lim
z→−∞
Pz(t, z)
k3eν3zψ1(t)
= ν3 uniformly in t ∈ R,
lim
z→−∞
Q(t, z)
k3eν3zψ˜2(t)
= 1, lim
z→−∞
Qz(t, z)
k3eν3zψ˜2(t)
= ν3 uniformly in t ∈ R, if ν4 > ν3,
lim
z→−∞
Q(t, z)
ϑ2|z|eν4zψ2(t) = 1, limz→−∞
Qz(t, z)
ϑ2|z|eν4zψ2(t) = ν4 uniformly in t ∈ R, if ν4 = ν3,
lim
z→−∞
Q(t, z)
k4eν4zψ2(t)
= 1, lim
z→−∞
Qz(t, z)
k4eν4zψ2(t)
= ν4 uniformly in t ∈ R, if ν4 < ν3,
where ki > 0, νi > 0 (i = 3, 4) and ϑ2 = ϑ2(k3, ν4, c) > 0 are some constants, ψi(t) (i =
1, 2) and ψ˜1(t) are some positive T−periodic functions in R.
With these asymptotic properties, we further construct a pair of appropriate sub- and
supersolutions, and then establish the existence of entire solutions which behave as two
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periodic traveling wave fronts propagating from both sides of x-axis. In addition, for the
traveling wave front (P,Q) of (1.4), if the wave speed c < 0, we further assume that
(C1) There exists a positive number η0 such that
P (t,z)
Q(t,z) ≥ η0 for any (t, z) ∈ R× (−∞, 0],
and if c > 0, we assume that
(C2) There exists a positive number η1 such that
1−Q(t,z)
1−P (t,z) ≥ η1 for any (t, z) ∈ R×[0,+∞).
A similar assumption to (C1) or (C2) has appeared in various papers to study entire
solutions for Lotka-Volterra competition systems (see, e.g., [16,29,33]), which is technical
but crucial in constructing sub- and supersolutions. Thankfully, it follows from Theorems
1.4 and 1.3 that (C1) and (C2) are valid provided that ν3 < ν4 and ν1 < ν2, respectively.
Hereafter, we denote u = (u1, u2) ∈ Cb(R2,R2), the set of all bounded and uniformly
continuous functions from R2 into R2. Moreover, we write u = v if u1 = v1 and u2 = v2
for any (t, x) ∈ R×R, u+v = (u1+ v1, u2+ v2), |u− v| = |u1 − v1|+ |u2 − v2| and u = a
if u1 = a and u2 = a for any constant a. The other relations such as u < v, u ≤ v, u < a,
u ≤ a, “max”, “min”, “sup” and “inf” are similarly to be understood componentwise.
Particularly, denote by 0 = (0, 0) and 1 = (1, 1).
Our another main results, regarding the existence and some qualitative properties of
entire solutions of system (1.4), are summarized in the next two theorems.
Theorem 1.5. Assume (A1)-(A3). Let Φ(t, z) = (P (t, z), Q(t, z)) be a traveling wave
solution of (1.4) satisfying (C1) with c < 0. Then for any given constants θ1, θ2 ∈ R,
system (1.4) admits an entire solution Wθ1,θ2(t, x) = (Uθ1,θ2(t, x), Vθ1,θ2(t, x)) satisfying
0 < Wθ1,θ2(t, x) < 1 and
(i) Wθ1,θ2(t+T, x) = Wθ1,θ2(t, x) or Wθ1,θ2(t+T, x) > Wθ1,θ2(t, x) for all (t, x) ∈ R×R.
(ii)
lim
t→−∞
{
sup
x≥0
|Wθ1,θ2(t, x)−Φ(t, x− ct+ θ1)|
+ sup
x≤0
|Wθ1,θ2(t, x)−Φ(t,−x− ct+ θ2)|
}
= 0.
(1.6)
(iii) lim
k→+∞
sup
(t,x)∈[0,T ]×R
|Wθ1,θ2(t+ kT, x)− 1| = 0.
(iv) lim
k→−∞
sup
(t,x)∈[0,T ]×[a,b]
|Wθ1,θ2(t+ kT, x)| = 0 for any a, b ∈ R with a < b.
(v) lim
|x|→+∞
sup
t∈[t0,+∞)
|Wθ1,θ2(t, x)− 1| = 0 for any t0 ∈ R.
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(vi) In the sense of locally in (t, x) ∈ R× R,
Wθ1,θ2(t, x) converges to

Φ(t, x− ct+ θ1) as θ2 → −∞,
Φ(t,−x− ct+ θ2) as θ1 → −∞,
0 as θ1 → −∞ and θ2 → −∞,
1 as θ1 → +∞ or θ2 → +∞.
(vii) Wθ1,θ2(t, x) is monotone increasing w.r.t. θ1 and θ2 for any (t, x) ∈ R× R.
(viii) Wθ,θ(t, x) = Wθ,θ(t,−x) for any θ ∈ R and (t, x) ∈ R× R.
(ix) For any θ∗1, θ
∗
2 ∈ R satisfying θ
∗
1−θ1+θ
∗
2−θ2
−2cT ∈ Z, there exists (t0, x0) ∈ R×R such that
Wθ∗1 ,θ
∗
2
(·, ·) = Wθ1,θ2(·+ t0, ·+ x0) on R× R.
Theorem 1.6. Assume (A1)-(A3). Let Ψ(t, z) = (P (t, z), Q(t, z)) be a traveling wave
solution of (1.4) satisfying (C2) with c > 0. Then for any given constants θ1, θ2 ∈ R,
system (1.4) admits an entire solution W˜θ1,θ2(t, x) = (U˜θ1,θ2(t, x), V˜θ1,θ2(t, x)) satisfying
0 < W˜θ1,θ2(t, x) < 1 and
(i) W˜θ1,θ2(t+T, x) = W˜θ1,θ2(t, x) or W˜θ1,θ2(t+T, x) < W˜θ1,θ2(t, x) for all (t, x) ∈ R×R.
(ii)
lim
t→−∞
{
sup
x≥0
∣∣∣W˜θ1,θ2(t, x)−Ψ(t,−x− ct+ θ1)∣∣∣
+ sup
x≤0
∣∣∣W˜θ1,θ2(t, x) −Ψ(t, x − ct+ θ2)∣∣∣} = 0.
(iii) lim
k→+∞
sup
(t,x)∈[0,T ]×R
∣∣∣W˜θ1,θ2(t+ kT, x)∣∣∣ = 0.
(iv) lim
k→−∞
sup
(t,x)∈[0,T ]×[a,b]
∣∣∣W˜θ1,θ2(t+ kT, x)− 1∣∣∣ = 0 for any a, b ∈ R with a < b.
(v) lim
|x|→+∞
sup
t∈[t0,+∞)
∣∣∣W˜θ1,θ2(t, x)∣∣∣ = 0 for any t0 ∈ R.
(vi) In the sense of locally in (t, x) ∈ R× R,
W˜θ1,θ2(t, x) converges to

Ψ(t,−x− ct+ θ1) as θ2 → +∞,
Ψ(t, x− ct+ θ2) as θ1 → +∞,
1 as θ1 → +∞ and θ2 → +∞,
0 as θ1 → −∞ or θ2 → −∞.
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Moreover, the assertions (vii)-(ix) in Theorem 1.6 are valid.
Remark 1.7. Notice that the entire solutions obtained in Theorems 1.5 and 1.6 are
“annihilating-front” type, which behave as two periodic bistable traveling fronts ap-
proaching each other from both sides of the x−axis as t→ −∞ and annihilating as time
increases. It is worthy to mention that Morita and Ninomiya [32] have constructed another
two types of “merging-front” entire solutions for some standard autonomous bistable
reaction-diffusion equations. One behaves as two monostable fronts approaching each
other from both sides of the x−axis and merging and converging to a single bistable front
while the other behaves as a monostable front merging with a bistable front and one
chases another from the same side of x−axis. Hence it is also interesting to explore these
kinds of “merging-front” entire solutions for the nonautonomous bistable system (1.4),
which left as our further consideration.
Remark 1.8. Recently, there are many results on nonlocal dispersal equations, we refer
to [1, 3, 5, 22, 26, 28, 29, 34, 40]. Naturally, it is interesting and meaningful to consider the
nonlocal version of the time periodic Lotka-Volterra competition-diffusion system (1.4):ut = J ∗ u(x, t)− u(x, t) + u(r1(t)− a1(t)u− b1(t)v), t > 0, x ∈ R,vt = d(J ∗ v(x, t) − v(x, t)) + v(r2(t)− a2(t)u− b2(t)v), t > 0, x ∈ R, (1.7)
where the nonlocal dispersal operator is defined by
(Du)(x, t) = (J ∗ u)(x, t) − u(x, t) =
∫
R
J(x− y)[u(y, t) − u(x, t)]dy.
We leave it to the interested readers.
The rest of the paper is organized as follows. In Section 2, we investigate the exact
exponential decay rates of the periodic traveling wave front of (1.4) as it approaches its
limiting states. Section 3 is devoted to a pair of sub- and supersolutions for constructing
entire solutions. In Section 4, we establish the existence and some qualitative properties
of entire solutions by a comparing argument.
2 Asymptotic behavior of periodic traveling fronts
In this section, we study the asymptotic behavior of periodic traveling wave fronts near
the limiting states. We first consider the case of z → +∞.
Let u⋆(t, x) = 1− u(t, x) and v⋆(t, x) = 1 − v(t, x), then (1.4) is transformed into the
following cooperative system (omitting ⋆ for simplicity)ut = uxx + g(t, u, v),vt = dvxx + h(t, u, v), (2.1)
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where g(t, u, v) = −(1− u)[a1(t)p(t)u− b1(t)q(t)v],h(t, u, v) = −v[a2(t)p(t)(1 − u)− b2(t)q(t)(1 − v)].
The corresponding traveling wave solution (U(t, z), V (t, z)) satisfies
Ut = Uzz + cUz + g(t, U, V ),
Vt = dVzz + cVz + h(t, U, V ),
(U(t, z), V (t, z)) = (U(t+ T, z), V (t+ T, z)),
lim
z→−∞
(U, V ) = (1, 1), lim
z→+∞
(U, V ) = (0, 0).
(2.2)
Denote
κ1 = −gu(t, 0, 0) = a1p, ν1 = −c−
√
c2 + 4κ1
2
< 0, φ1(t) = e
∫ t
0
gu(s,0,0)ds+κ1t,
and
κ2 = −hv(t, 0, 0) = a2p− b2q, ν2 = −c−
√
c2 + 4dκ2
2d
< 0, φ2(t) = e
∫ t
0 hv(s,0,0)ds+κ2t.
Due to g(t, 0, 0) = h(t, 0, 0) = g(t, 1, 1) = h(t, 1, 1) = 0, system (2.2) can be written asUt = Uzz + cUz + U
∫ 1
0 gu(t, τU, τV )dτ + V
∫ 1
0 gv(t, τU, τV )dτ,
Vt = dVzz + cVz + U
∫ 1
0 hu(t, τU, τV )dτ + V
∫ 1
0 hv(t, τU, τV )dτ.
Since (U(·, z), V (·, z)) is periodic in t ∈ R, and (U, V )(t, z) is positive and bounded for any
(t, x) ∈ R × R, the Harnack inequality for cooperative parabolic systems (see [2, 11, 45])
implies that there exists a positive constant N such that
(U(t, z), V (t, z)) ≤ N(U(t′, z), V (t′, z)) for any z, t, t′ ∈ R. (2.3)
We first give the a priori exponential estimates of periodic traveling wave fronts of
system (2.1) as z → +∞ as follows.
Lemma 2.1. Assume (A1)-(A3). Let (U(t, z), V (t, z)) be a solution of (2.2). Then for
any ǫ ∈
(
0,min
{
1, κ2
C+1
})
, there exist positive constants Ki, K
′
i (i = 1, 2) such that
K1e
ν−1 z ≤ U(t, z) ≤ K ′1eν
+
1 z, K2e
ν−2,ǫz ≤ V (t, z) ≤ K ′2eν
+
2,ǫz (2.4)
for any (t, z) ∈ R× [0,+∞), where
ν±2,ǫ =
−c−
√
c2 + 4d(κ2 ∓ C±1 ǫ)
2d
, 0 > ν+1 > max{ν1, ν+2,ǫ}, ν−1 < ν1,
and
C+1 = max
[0,T ]
a2(t)p(t), C
−
1 = max
[0,T ]
b2(t)q(t).
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Proof. Note that U(t,z)
φ1(t)
and V (t,z)
φ2(t)
are T−periodic in t for any z ∈ R, define
uˆ(z) =
∫ T
0
U(t, z)
φ1(t)
dt, vˆ(z) =
∫ T
0
V (t, z)
φ2(t)
dt for any z ∈ R.
Then direct calculations yield thatuˆzz + cuˆz − κ1uˆ+
∫ T
0
b1(t)q(t)V (t,z)
φ1(t)
dt+
∫ T
0
a1(t)p(t)U2(t,z)−b1(t)q(t)U(t,z)V (t,z)
φ1(t)
dt = 0,
dvˆzz + cvˆz − κ2vˆ +
∫ T
0
a2(t)p(t)U(t,z)V (t,z)−b2(t)q(t)V 2(t,z)
φ2(t)
dt = 0.
(2.5)
Since lim
z→+∞
(U(t, z), V (t, z)) = (0, 0) uniformly in t ∈ R, for any 0 < ǫ < min
{
1, κ2
C+1
}
, we
can choose Mǫ ≫ 1 such that
(0, 0) < (U(t, z), V (t, z)) ≤ (ǫ, ǫ) for any (t, z) ∈ [0, T ] × [Mǫ,+∞).
Let V +(z) = ρeν
+
2,ǫz with ν+2,ǫ =
−c−
√
c2+4d(κ2−C
+
1 ǫ)
2d < 0 and ρ some positive constant,
then V +(z) is a solution of the linear equation
dvzz + cvz − κ2v + C+1 ǫv = 0. (2.6)
As vˆ is bounded, we can choose ρ > 0 large enough such that vˆ(Mǫ) ≤ ρeν
+
2,ǫMǫ . In
addition, it follows from the second equation of (2.5) that
0 = dvˆzz + cvˆz − κ2vˆ +
∫ T
0
a2(t)p(t)U(t, z)V (t, z)− b2(t)q(t)V 2(t, z)
φ2(t)
dt
≤ dvˆzz + cvˆz − κ2vˆ +
∫ T
0
a2(t)p(t)U(t, z)V (t, z)
φ2(t)
dt
≤ dvˆzz + cvˆz − κ2vˆ + C+1 ǫvˆ
for any z ∈ [Mǫ,+∞), and hence vˆ(z) is a subsolution of (2.6) in [Mǫ,+∞). The maximum
principle further yields that vˆ(z) ≤ ρeν+2,ǫz for any z ∈ [Mǫ,+∞) by virtue of lim
z→+∞
vˆ(z) =
lim
z→+∞
V +(z) = 0, which together with the Harnack inequality (2.3) and the definition of
vˆ(z) implies that there exists some K ′2 > 0 such that for any (t, z) ∈ R × [0,+∞), there
hold V (t, z) ≤ K ′2eν
+
2,ǫz. Similarly, in view of∫ T
0
b2(t)q(t)V
2(t, z)
φ2(t)
dt ≤ C−1 ǫvˆ for any z ∈ [Mǫ,+∞),
we can prove that V (t, z) ≥ K2eν
−
2,ǫz for any (t, z) ∈ R× [0,+∞) and some K2 > 0.
We now consider U(t, z). Note that V (t, z) ≤ K ′2eν
+
2,ǫz for any (t, z) ∈ R× [0,+∞), the
Harnack inequality (2.3) implies that there exist some M1, M2 > 0 such that∫ T
0
b1(t)q(t)V (t, z)
φ1(t)
dt ≤M1eν
+
2,ǫz,
∫ T
0
a1(t)p(t)U
2(t, z)
φ1(t)
dt ≤M2(uˆ(z))2
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for any z ∈ [0,+∞). For any 0 > ν+1 > max{ν1, ν+2,ǫ}, let L := −(ν+1 )2 − cν+1 + κ1 > 0.
Then there exists some M ′ > 0 such that M2uˆ(z) ≤ 12 min{L, κ1} for any z ∈ [M ′,+∞)
since lim
z→+∞
uˆ(z) = 0. It follows from the first equation of (2.5) that
0 = uˆzz + cuˆz − κ1uˆ+
∫ T
0
b1(t)q(t)V (t, z)
φ1(t)
dt
+
∫ T
0
a1(t)p(t)U
2(t, z) − b1(t)q(t)U(t, z)V (t, z)
φ1(t)
dt
≤ uˆzz + cuˆz − κ1uˆ+M1eν
+
2,ǫz +
L
2
uˆ
for any z ∈ [M ′,+∞), that is, uˆ is a subsolution of equation
− uzz − cuz + κ1u− L
2
u−M1eν
+
2,ǫz = 0 for any z ∈ [M ′,+∞). (2.7)
Let U+(z) = δeν
+
1 z with δ ≥ 2M1
L
large enough such that uˆ(M ′) ≤ δeν+1 M ′ , then
−U+zz − cU+z + κ1U+ −
L
2
U+ −M1eν
+
2,ǫz
=
[
−(ν+1 )2 − cν+1 + κ1 −
L
2
]
δeν
+
1 z −M1eν
+
2,ǫz
=
L
2
δeν
+
1 z −M1eν
+
2,ǫz ≥ 0
for any z ∈ [M ′,+∞), which implies that U+(z) is a supersolution of (2.7). The maximum
principle then shows that uˆ(z) ≤ δeν+1 z for any z ∈ [M ′,+∞). On the other hand, there
exists M3 > 0 such that∫ T
0
b1(t)q(t)U(t, z)V (t, z)
φ1(t)
dt ≤M3eν
+
2,ǫzuˆ for any z ∈ [0,+∞),
we then see
0 = uˆzz + cuˆz − κ1uˆ+
∫ T
0
b1(t)q(t)V (t, z)
φ1(t)
dt
+
∫ T
0
a1(t)p(t)U
2(t, z) − b1(t)q(t)U(t, z)V (t, z)
φ1(t)
dt
≥ uˆzz + cuˆz − κ1uˆ−M3eν
+
2,ǫzuˆ
for any z ∈ [0,+∞), that is, uˆ(z) is a supersolution of the following equation
Uzz + cUz − κ1U −M3eν
+
2,ǫzU = 0 for any z ∈ [0,+∞). (2.8)
Since (ν−1 )
2 + cν−1 − κ1 > 0 for any ν−1 < ν1 < 0, we can choose M ′′ ≥M ′ such that
eν
+
2,ǫM
′′ ≤ (ν
−
1 )
2 + cν−1 − κ1
M3
.
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Let U−(z) = βeν
−
1 z with β satisfying βeν
−
1 M
′′ ≤ uˆ(M ′′), then
U−zz + cU
−
z − κ1U− −M3eν
+
2,ǫzU− ≥
[
(ν−1 )
2 + cν−1 − κ1 −M3eν
+
2,ǫM
′′
]
βeν
−
1 z ≥ 0
for any z ∈ [M ′′,+∞), that is, U−(z) is a subsolution of (2.8). Again using the maximum
principle, we have uˆ(z) ≥ βeν−1 z for any z ∈ [M ′′,+∞). The same argument as above
shows that there exist some K1, K
′
1 > 0 such that K1e
ν−1 z ≤ U(t, z) ≤ K ′1eν
+
1 z for any
(t, z) ∈ R× [0,+∞). This ends all the proof.
Denote
κ3 = b1q − a1p, ν3 = −c+
√
c2 + 4κ3
2
> 0 and κ4 = b2q, ν4 =
−c+√c2 + 4dκ4
2d
> 0.
Similarly, we can prove the a priori exponential estimates of periodic traveling wave fronts
of (2.1) as z → −∞ as follows.
Lemma 2.2. Assume (A1)-(A3). Let (U(t, z), V (t, z)) be a solution of (2.2). Then for
any ǫ ∈
(
0,min
{
1, κ3
C+2
})
, there exist positive constants Ki, K
′
i (i = 3, 4) such that
K3e
ν−3,ǫz ≤ 1− U(t, z) ≤ K ′3eν
+
3,ǫz, K4e
ν+4 z ≤ 1− V (t, z) ≤ K ′4eν
−
4 z, (2.9)
for any (t, z) ∈ R× (−∞, 0], where
ν±3,ǫ =
−c+
√
c2 + 4(κ3 ∓ C±2 ǫ)
2
, 0 < ν−4 < min{ν4, ν+3,ǫ}, ν+4 > ν4,
and
C+2 = max
[0,T ]
b1(t)q(t), C
−
2 = max
[0,T ]
a1(t)p(t).
Remark 2.3. The definitions of ν±i,ǫ (i = 2, 3) in Lemmas 2.1 and 2.2 indicate that there
exist ε±i = ε
±
i (ǫ) such that for any ǫ > 0 small enough, there hold ν
±
i,ǫ = νi ± ε±i with
ε±i = ε
±
i (ǫ)→ 0 as ǫ→ 0+. Actually, we know from the proof of Lemmas 2.1 and 2.2 that
the a priori exponential estimates of the periodic traveling wave front as it approaches
the stable limiting state can only be characterized by the perturbations ν±i,ǫ (i = 2, 3)
and ν±i (i = 1, 4) rather than νi (i = 1, 2, 3, 4), which is essentially different from the
case that it approaches its unstable limiting states, since there is no such exponential
type sub-super solutions as in [45, Lemma 3.3] that equipped with νi (i = 1, 2, 3, 4) as the
decaying exponent for the a priori exponential estimates.
Lemma 2.4. Assume (A1)-(A3). Let (U(t, z), V (t, z)) be a solution of (2.2). Then there
exist C1, C2 > 0 such that
|W (t, z)|+ |Wz(t, z)|+ |Wzz(t, z)| ≤ C1eν
−
4 z for any (t, z) ∈ R× (−∞, 0], (2.10)
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|W (t, z)− 1|+ |Wz(t, z)|+ |Wzz(t, z)| ≤ C2eν
+
1 z for any (t, z) ∈ R× [0,+∞), (2.11)
where W (t, z) = U(t, z) or V (t, z), ν+1 and ν
−
4 are defined in Lemmas 2.1 and 2.2.
Proof. The proof is similar to that of [45, Proposition 3.4], using the interior parabolic
estimates and the Harnack inequality (2.3), so we omit it.
Next we establish the exact exponential decay rate of periodic traveling wave fronts
of (2.1) near the limiting state (0, 0). Denote (U(t, z), V (t, z)) by (u(t, z), v(t, z)) for the
convenience of writing in the current section.
Proposition 2.5. Let (u(t, z), v(t, z)) be a periodic traveling wave front of (2.1). Then
lim
z→+∞
v(t, z)
k1eν2zφ2(t)
= 1 and lim
z→+∞
vz(t, z)
k1eν2zφ2(t)
= ν2 uniformly in t ∈ R.
If in addition ν1 < ν2, then
lim
z→+∞
u(t, z)
k1eν2zφ˜1(t)
= 1 and lim
z→+∞
uz(t, z)
k1eν2zφ˜1(t)
= ν2 uniformly in t ∈ R,
where k1 > 0 is some constant andφ˜1(t) = φ˜1(0)e
∫ t
0
(υ1−a1(s)p(s))ds +
∫ t
0 e
∫ t
s
(υ1−a1(τ)p(τ))dτ b1(s)q(s)φ2(s)ds,
φ˜1(0) =
(
1− e
∫ T
0
(υ1−a1(s)p(s))ds
)−1 ∫ T
0 e
∫ T
s
(υ1−a1(τ)p(τ))dτ b1(s)q(s)φ2(s)ds
(2.12)
with υ1 = ν
2
2 + cν2.
Proof. Consider the linearized system of (2.1) at (0, 0)ut = uzz + cuz − a1pu+ b1qv,vt = dvzz + cvz + (b2q − a2p)v.
Since the v−equation is not coupled with u, the exponential behavior of v can be obtained
by employing the two-sided Laplace transform method. Indeed, according to the proof
of [10, Theorem 2.7], there exist constants K ′, K ′′ > 0 and ε0 > 0 such that for any
0 < ε < ε0,
η(t, z) := v(t, z) − k1eν2zφ2(t) and η˜(t, z) := vz(t, z)− k1ν2eν2zφ2(t)
satisfy
sup
t∈[0,T ]
|η(t, z)| ≤ K ′e(ν2−ε)z and sup
t∈[0,T ]
|η˜(t, z)| ≤ K ′′e(ν2−ε)z for any z ≥ 0, (2.13)
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respectively. Therefore, we have
lim
z→+∞
v(t, z)
k1eν2zφ2(t)
= 1 and lim
z→+∞
vz(t, z)
k1eν2zφ2(t)
= ν2 uniformly in t ∈ R.
Now we study the exponential behavior of u as z → +∞. It follows from ν1 < ν2 < 0
that ν22 + cν2 − κ1 < 0, then the equation
b1(t)q(t)φ2(t) + [ν
2
2 + cν2 − a1(t)p(t)]w − wt = 0
admits a unique positive periodic solution φ˜1(t) given by (2.12). A direct calculation shows
that ω(t, z) := k1e
ν2zφ˜1(t) satisfies
b1(t)q(t)k1e
ν2zφ2(t)− a1(t)p(t)ω + ωzz + cωz − ωt = 0.
Let
ξ(t, z) =
u(t, z)− k1eν2zφ˜1(t)
φ1(t)
and ζ(t, z) =
v(t, z) − k1eν2zφ2(t)
φ1(t)
for any (t, z) ∈ R× [0,+∞), then
R(t, z) − κ1ξ + ξzz + cξz − ξt = 0 for any (t, z) ∈ R× [0,+∞),
where
R(t, z) =
[
a1(t)p(t)u
2(t, z) − b1(t)q(t)u(t, z)v(t, z)
]
φ−11 (t) + b1(t)q(t)ζ(t, z).
Note that sup
t∈R
|ζ(t, z)| = O(e(ν2−ε)z) as z → +∞. In addition, it follows from (2.11) that
sup
t∈R
[
a1(t)p(t)u
2(t, z)− b1(t)q(t)u(t, z)v(t, z)
]
= O
(
e2ν
+
1 z
)
as z → +∞.
Since we can take 0 > ν+1 > max{ν1, ν+2,ǫ} small enough such that 2ν+1 < ν2 − ε, there
exist positive constants M and KM such that∣∣[a1(t)p(t)u2(t, z)− b1(t)q(t)u(t, z)v(t, z)] φ−11 (t)∣∣+ |b1(t)q(t)ζ(t, z)| ≤ KMe(ν2−ε)z
for any (t, z) ∈ R× [M,+∞).
Next we show that sup
t∈R
|ξ(t, z)| = o(eν2z) as z → +∞. In view of (2.11), there holds
sup
t∈R
|ξ(t, z)| = O
(
eν
+
1 z
)
as z → +∞. Noting that ν1 < ν2, let 0 < ε < ε0 be small enough
such that ν2 − ε > ν1 and hence Q := (ν2 − ε)2 + c(ν2 − ε) − κ1 < 0. It is easy to verify
that ±Ke(ν2−ε)z satisfy respectively
R(t, z)− κ1ω + ωzz + cωz − ωt ≤ (≥) 0 for any (t, z) ∈ R× [M,+∞)
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whenever K ≥ KM|Q| . Since |ξ(t, z)| is bounded in (t, z) ∈ R × R+, there exists KQ ≥ KM|Q|
such that |ξ(t,M)| ≤ KQe(ν2−ε)M for any t ∈ R, then
−KQe(ν2−ε)z ≤ ξ(t, z) ≤ KQe(ν2−ε)z for any (t, z) ∈ R× [M,+∞). (2.14)
Indeed, set
ω±(t, z) = ±KQe(ν2−ε)z − ξ(t, z) for any (t, z) ∈ R× [M,+∞),
then we obtain
ω+zz + cω
+
z − ω+t − κ1ω+ ≤ 0, ω−zz + cω−z − ω−t − κ1ω− ≥ 0. (2.15)
Notice that ω±(t, z) is T− periodic in t, it is sufficient to show that ω+(t, z) ≥ 0 for any
(t, z) ∈ (0, 2T ) × [M,+∞), while a similar argument holds for ω−(t, z) ≤ 0. Assume on
the contrary that
inf
(t,z)∈(0,2T )×[M,+∞)
ω+(t, z) < 0,
it follows from lim
z→+∞
sup
t∈[0,2T ]
ω+(t, z) = 0 that there exists (t∗, z∗) ∈ (0, 2T ) × (M,+∞)
such that
ω+(t∗, z∗) = inf
(t,z)∈(0,2T )×[M,+∞)
ω+(t, z) < 0,
and then
[
ω+zz + cω
+
z − ω+t − κ1ω+
] ∣∣
(t∗,z∗)
> 0, which contradicts to (2.15). Hence (2.14)
implies that
sup
t∈R
|ξ(t, z)| = o(eν2z) as z → +∞.
Therefore, we see from the definition of ξ(t, z) that
lim
z→+∞
u(t, z)
k1eν2zφ˜1(t)
= 1 uniformly in t ∈ R.
The argument for uz is similar and we only give a brief sketch here. Let
ξ˜(t, z) =
uz(t, z)− k1ν2eν2zφ˜1(t)
φ1(t)
and ζ˜(t, z) =
vz(t, z)− k1ν2eν2zφ2(t)
φ1(t)
for any (t, z) ∈ R× [0,+∞), then
R˜(t, z) − κ1ξ˜ + ξ˜zz + cξ˜z − ξ˜t = 0 for any (t, z) ∈ R× [0,+∞),
where R˜(t, z) = [(2a1pu − b1qv)uz − (b1qu)vz]φ−11 + b1qζ˜. The same argument as above
shows that
sup
t∈R
∣∣∣ξ˜(t, z)∣∣∣ = o(eν2z) as z → +∞,
and hence
lim
z→+∞
uz(t, z)
k1eν2zφ˜1(t)
= ν2 uniformly in t ∈ R.
We now complete all the proof.
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Remark 2.6. Note that ν1 < ν2 has nothing to do with the exponential behavior of v as
z → +∞, but it is very important for that of u. In fact, in our recent paper [10] concerning
system (1.1) with monostable structure, we have proposed a sufficient condition:
(C3) b1(t)q(t) ≤ a1(t)p(t) < 5 b1(t)q(t) for any t ∈ R,
to ensure that ν1 < ν2, see [10, Theorem 2.7].
In the following, we discuss the other two cases, that is, the exponential behaviors of
u as z → +∞ for ν1 > ν2 and for ν1 = ν2. When ν1 > ν2, we regard z as the evolution
variable and then employ the Laplace transform method and spectrum analysis to address
this issue.
Let Y = L2T × L2T with
L2T :=
{∫ T
0
|h(t+ s)|2ds <∞, h(t+ T ) = h(t)
}
and ‖h‖L2
T
=
(∫ T
0
|h(s)|2ds
)1
2
,
and
H1T =
{
h ∈ L2T , sup
t∈R
∫ T
0
|h′(t+ s)|2ds <∞
}
.
Define an operator A : D(A) ⊂ Y → Y as
A =
(
0 I
∂t − gu(t, 0, 0) −c
)
. (2.16)
It is easy to verify that A is closed and densely defined in D(A) = H1T ×L2T , ν1 ∈ σ(A) =
σp(A) and
ker(ν1I −A)n = ker(ν1I −A) = span
{(
φ1
ν1φ1
)}
for n = 2, 3, · · · ,
which implies that ν1 is a simple pole of (λI −A)−1 (see [31, Remark A.2.4]). Moreover,
a similar argument to [45, Proposition 3.6] shows that there exists some ε′ > 0 such that
Θε′ ∩ σ(A) = {ν1}, where Θε′ = {λ ∈ C|ν1 − ε′ ≤ Reλ ≤ ν1 + ε′} is the vertical strip
containing the vertical line Reλ = ν1. Thus, ν1 is the only singular point of λI−A in Θε′ .
Then by [31], the Laurent series of (λI −A)−1 near λ = ν1 is given as
(λI −A)−1 =
∞∑
n=0
(−1)n(λ− ν1)nSn+1 + P
λ− ν1 +
∞∑
n=1
(λ− ν1)−n−1Dn, (2.17)
where
P =
1
2πi
∫
Γ
(λI −A)−1dλ
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is the spectral projection with Γ : |λ− ν1| < ε′′ for some ε′′ > 0 small enough, and
S =
1
2πi
∫
Γ
(λI −A)−1
λ− ν1 dλ = limλ→ν1(I − P )(λI −A)
−1, D = (A− ν1I)P.
Since ν1 is a simple pole of (λI −A)−1, it follows from [31, Proposition A.2.2] that R(P ) =
ker(ν1I −A) and hence Dn = 0 for any n ∈ N+. Then (2.17) becomes
(λI −A)−1 =
∞∑
n=0
(−1)n(λ− ν1)nSn+1 + P
λ− ν1 ,
with projection P the residue of (λI −A)−1 at λ = ν1.
Let λ = µ+ iη ∈ ρ(A) with µ, η ∈ R, denote
S =
{(
0
j
)∣∣∣∣∣ j ∈ L2T
}
⊂ Y
and (λI −A)−1S the restriction of (λI −A)−1 to S, then it is not difficult to estimate that
there exist positive constants C and ̺ such that
∥∥(λI −A)−1S ∥∥ ≤ C|η| for any µ ∈ [ν1 − ε′, ν1 + ε′], |η| ≥ ̺. (2.18)
We now state the exponential behavior of u as z → +∞ when ν1 > ν2.
Theorem 2.7. Assume (A1)-(A3). Let (u(t, z), v(t, z)) be a solution of (2.2). If ν1 > ν2,
then
lim
z→+∞
u(t, z)
k2eν1zφ1(t)
= 1, lim
z→+∞
uz(t, z)
k2eν1zφ1(t)
= ν1 uniformly in t ∈ R,
where k2 > 0 is some constant.
Proof. Introduce an auxiliary functionχ ∈ C3b (R,R) with
χ(z) ≡ 1, z ≥ 0;
χ(z) ≡ 0, z < −1;∣∣χ′∣∣+ ∣∣χ′′∣∣+ ∣∣χ′′′∣∣ <∞ for any z ∈ R
 .
Setting w = uz, u˘ = χu, w˘ = (χu)z , then a direct calculation shows that
w˘z + cw˘ = u˘t − gu(t, 0, 0)u˘ + χ[gu(t, 0, 0)u − g(t, u, v)] + χ′′u+ 2χ′uz + cχ′u. (2.19)
Denote
g˜(t, z) = χ[gu(t, 0, 0)u − g(t, u, v)] + χ′′u+ 2χ′uz + cχ′u,
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then (2.19) can be rewritten as the following first order system
d
dz
(
u˘
w˘
)
= A
(
u˘
w˘
)
+
(
0
g˜(t, z)
)
, (2.20)
where A is defined in (2.16).
Let 0 < ε′ < min
{−ν13 , 34(ν1 − ν2)} be sufficiently small such that Θε′ ∩ σ(A) = {ν1}.
For this fixed ε′ > 0, it follows from ν1 > ν2 and Remark 2.3 that there exists a small
enough 0 < ǫ < min
{
1, κ2
C+1
}
such that ν+2,ǫ = ν2 + ε
+
2 (ǫ) < ν1, where ν
+
2,ǫ is defined in
Lemma 2.1. Therefore, we can take ν+1 with 0 > ν
+
1 > max{ν1, ν+2,ǫ} = ν1 such that
0 < ε+ := ν+1 − ν1 < 12ε′.
In view of (2.11), we see supt∈R(|u˘| + |w˘| + |u˘z|+ |w˘z|) = O(eν
+
1 z) as z → +∞. Thus
for any Reλ ∈ (ν+1 , ν1 + ε′], there holds (e−λz u˘, e−λzw˘) ∈ W 1,1(R, Y ) ∩W 1,∞(R, Y ). Now
taking the two-sided Laplace transform of (2.20) with respect to z, we obtain( ∫
R
e−λsu˘(·, s)ds∫
R
e−λsw˘(·, s)ds
)
=: F(λ) = (λI −A)−1
(
0∫
R
e−λsg˜(·, s)ds
)
, (2.21)
where ν+1 < Reλ ≤ ν1 + ε′. It then follows from Lemma 2.4 and Proposition 2.5 that
|gu(t, 0, 0)u − g(t, u, v)| = O(|v|+ |u|2) = O(eσz) as z → +∞,
where σ = max{ν2, 2ν+1 } < ν1. Recall the definition of ε′, there is ν1 − 43ε′ ≥ σ. Then
sup
t∈R
(|g˜|+ |g˜z|) = O
(
e(ν1−
4
3
ε′)z
)
as z → +∞.
Therefore,
∫
R
e−λsg˜(·, s)ds and ∫
R
e−λsg˜z(·, s)ds are analytic for λ with Reλ ∈ (ν1− 43ε′, 0).
Let λ = µ + iη, then
∫
R
e−λsg˜(·, s)ds = ∫
R
e−iηs · e−µsg˜(·, s)ds = fˆµ(η), where fˆµ is the
Fourier transform of fµ(s) := e
−µsg˜(·, s). It is easy to see that
fµ(s) ∈W 1,1(R, L2T ) ∩W 1,∞(R, L2T ) for any fixed µ ∈
[
ν1 − ε′,−1
2
ε′
]
.
Particularly, ‖e−µsg˜‖W 1,1(R,L2
T
) is uniformly bounded in µ ∈ [ν1 − ε′,−12ε′]. Then there
exist C1 > 0 and ̺1 > 0 such that for any |η| ≥ ̺1,∥∥∥fˆ(η)∥∥∥
L2
T
=
∥∥∥∥∫
R
e−λsg˜(·, s)ds
∥∥∥∥
L2
T
≤ C1|η| whenever µ ∈
[
ν1 − ε′,−1
2
ε′
]
.
Moreover, by (2.18), there exist C2 > 0 and ̺2 > 0 such that∥∥(λI −A)−1G(λ)∥∥
Y
≤ C2|η|2 for any |η| ≥ ̺2, µ ∈ [ν1 − ε
′, ν1 +
1
2
ε′] \ {ν1}, (2.22)
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where
G(λ) =
(
0∫
R
e−λsg˜(·, s)ds
)
.
Thus F(λ) = F(µ + iη) ∈ L1(R, Y ) ∩ L∞(R, Y ) for any µ ∈ [ν1 − ε′, ν1 + 12ε′] \ {ν1}.
Let µ = ν1 +
1
2ε
′, the inverse Laplace transform implies that(
u(·, z)
w(·, z)
)
=
(
u˘(·, z)
w˘(·, z)
)
=
1
2πi
∫ µ+i∞
µ−i∞
eλz(λI −A)−1G(λ)dλ for any z ≥ 0. (2.23)
By virtue of (2.22), there holds that
lim
|η|→∞
∫ µ
ν1−ε′
∥∥∥e(τ+iη)z((τ + iη)I −A)−1G(τ + iη)∥∥∥
Y
dτ = 0 for any z ≥ 0.
Therefore, the path of the integral in (2.23) can be shifted to Reλ = ν1 − ε′ such that(
u(·, z)
w(·, z)
)
=
1
2πi
∫ ν1−ε′+i∞
ν1−ε′−i∞
eλz(λI −A)−1G(λ)dλ+Res(eλzF(λ), ν1) (2.24)
for any z ≥ 0, where Res(g, λ0) := 12πi
∫
Γ:|λ−λ0|<ε′′
g(λ)dλ denotes the residue of g at λ0.
Furthermore, with the aid of
(λI −A)−1G(λ) =
∞∑
n=0
(−1)n(λ− ν1)nSn+1G(λ) + PG(ν1)
λ− ν1 −
P [G(ν1)−G(λ)]
λ− ν1
for |λ− ν1| < ε′′ with some ε′′ small enough,
PG ⊂ ker(ν1I −A) = span
{(
φ1
ν1φ1
)}
and G(λ) is analytic in Reλ ∈ (ν1 − 43ε′, 0) , the residue theorem implies that(
u(t, z)
w(t, z)
)
=
e(ν1−ε
′)z
2π
∫ +∞
−∞
eiηz((ν1 − ε′ + iη)I −A)−1G(ν1 − ε′ + iη)dη
+ k2e
ν1z
(
φ1(t)
ν1φ1(t)
)
for any z ≥ 0,
(2.25)
where k2 ≥ 0 is some constant.
Let ζ(t, z) = u(t, z) − k2eν1zφ1(t) for any (t, z) ∈ R × R+. It follows from (2.25) and
(2.22) that there exists C3 > 0 such that(∫ z+1
z−1
∫ 2T
0
|ζ(τ, s)|2dτds
) 1
2
≤ C3e(ν1−ε′)z for any z ≥ 0.
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Note that ζ(t, z) satisfies
[g(t, u, v) − gu(t, 0, 0)u] + gu(t, 0, 0)ζ + ζzz + cζz − ζt = 0 for any (t, z) ∈ R×R+,
and
|g(t, u, v) − gu(t, 0, 0)u| = O(eσz) as z → +∞,
the interior parabolic estimates then yield that there exists C4 > 0 independent of z such
that(∫ z+ 1
2
z− 1
2
∫ 2T
T
(
|ζzz(τ, s)|2 + |ζz(τ, s)|2 + |ζt(τ, s)|2
)
dτds
) 1
2
≤ C4eγz for any z ≥ 0,
where γ = max{ν1−ε′, σ} = max{ν1−ε′, ν2} < ν1. It follows from the Sobolev embedding
theorem that there exists C5 > 0 such that
sup
t∈[0,T ]
|ζ(t, z)| ≤ C5eγz for any z ≥ 0.
Since ν−1 < ν1 is arbitrary, we can take some ν
−
1 such that ν
−
1 ≥ γ. Using Lemma 2.1, we
then see k2 > 0. Consequently,
lim
z→+∞
u(t, z)
k2eν1zφ1(t)
= 1 uniformly in t ∈ R.
Similarly, let
ζ˜(t, z) = uz(t, z)− k2ν1eν1zφ1(t) for any (t, z) ∈ R× R+.
It then follows from (2.22) that there exits C6 > 0 such that(∫ z+1
z−1
∫ 2T
0
∣∣∣ζ˜(τ, s)∣∣∣2dτds) 12 ≤ C6e(ν1−ε′)z for any z ≥ 0.
Noting that ζ˜ satisfies
[gv(t, u, v)vz + (gu(t, u, v) − gu(t, 0, 0))uz ] + gu(t, 0, 0)ζ˜ + ζ˜zz + cζ˜z − ζ˜t = 0
for any (t, z) ∈ R× R+, where
|gv(t, u, v)vz + (gu(t, u, v)− gu(t, 0, 0))uz | = O(eαz) as z → +∞,
with α = max{ν2, ν1 + ν+1 } < ν1. The same argument as above shows that there exists
C7 > 0 such that
sup
t∈[0,T ]
∣∣∣ζ˜(t, z)∣∣∣ ≤ C7eβz for any z ≥ 0,
where β = max{α, ν1 − ε′} = max{ν2, ν1 − ε′} < ν1. Therefore,
lim
z→+∞
uz(t, z)
k2eν1zφ1(t)
= ν1 uniformly in t ∈ R.
The proof is complete.
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Then we study the exponential behavior of u as z → +∞ when ν1 = ν2.
Theorem 2.8. Assume (A1)-(A3). Let (u(t, z), v(t, z)) be a solution of (2.2). If ν1 = ν2,
then
lim
z→+∞
u(t, z)
ϑ1 |z| eν1zφ1(t) = 1, limz→+∞
uz(t, z)
ϑ1 |z| eν1zφ1(t) = ν1 uniformly in t ∈ R, (2.26)
where
ϑ1 = −(2ν1 + c)−1̺1(t), ̺1(t) = k1b1(t)q(t)φ2(t)φ−11 (t),
and k1 is defined in Proposition 2.5.
Proof. Define
φ∗(t) =
∫ t
0
[
(2ν1 + c)ϑ1 + k1b1(s)q(s)φ2(s)φ
−1
1 (s)
]
ds,
then it is easy to see that φ∗ is T−periodic in t ∈ R. A direct calculation shows that
ω(t, z) := eν1zφ1(t)(ϑ1 |z|+ φ∗(t)) satisfies
gu(t, 0, 0)ω + k1gv(t, 0, 0)e
ν1zφ2(t) + ωzz + cωz − ωt = 0 for any z ≥ 0.
Let
ξ(t, z) = u(t, z)− eν1zφ1(t)(ϑ1 |z|+ φ∗(t)), η(t, z) = v(t, z) − k1eν1zφ2(t),
then ξ(t, z) satisfies
R(t, z) + gv(t, 0, 0)η + gu(t, 0, 0)ξ + ξzz + cξz − ξt = 0,
where R(t, z) = g(t, u, v)− gu(t, 0, 0)u− gv(t, 0, 0)v. It follows from (2.13) that there exist
K ′, ε′,M1 > 0 such that
sup
t∈[0,T ]
|η(t, z)| ≤ K ′e(ν2−ε′)z for any z ≥M1.
On the other hand, (2.11) implies that there exist C1,M2 > 0 such that
|R(t, z)| = |g(t, u, v) − gu(t, 0, 0)u − gv(t, 0, 0)v| ≤ C1e2ν
+
1 z for any (t, z) ∈ R× [M2,+∞).
Set
M =max{M1,M2}, ε ∈
(
0,min{ε′, ν1 − 2ν+1 }
)
,
ρ =(ν1 − ε)2 + c(ν1 − ε)− κ1 > 0, B =
max
t∈R
gv(t, 0, 0)K
′ + C1
ρmin
t∈R
φ1(t)
,
A ≥max
Be−εM , ϑ1M +B +maxt∈R φ∗(t), 1eν1M min
t∈R
φ1(t)
− ϑ1M −min
t∈R
φ∗(t) +B
 .
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Moreover, ω(t, z) := (Aeν1z −Be(ν1−ε)z)φ1(t) satisfies
ωzz + cωz − ωt + gu(t, 0, 0)ω + gv(t, 0, 0)η +R(t, z)
= −ρBe(ν1−ε)zφ1(t) + gv(t, 0, 0)η +R(t, z)
≤ −ρBe(ν1−ε)zφ1(t) + max
t∈R
gv(t, 0, 0)K
′e(ν1−ε)z + C1e
2ν+1 z
≤
(
−ρBmin
t∈R
φ1(t) + max
t∈R
gv(t, 0, 0)K
′ + C1
)
e(ν1−ε
′)z
≤ 0 for any (t, z) ∈ R× [M,+∞).
Similarly, ω(t, z) := −ω(t, z) = (Be(ν1−ε)z −Aeν1z)φ1(t) satisfies
ωzz + cωz − ωt + gu(t, 0, 0)ω + gv(t, 0, 0)η +R(t, z) ≥ 0
for any (t, z) ∈ R× [M,+∞). Next, we prove that
(Be(ν1−ε)z −Aeν1z)φ1(t) ≤ ξ(t, z) ≤ (Aeν1z −Be(ν1−ε)z)φ1(t) (2.27)
for any (t, z) ∈ R× [M,+∞). Let
ω±(t, z) = ±(Aeν1z −Be(ν1−ε)z)φ1(t)− ξ(t, z).
Since ω±(t, z) is T− periodic in t, it is sufficient to show that ω+(t, z) ≥ 0 for any (t, z) ∈
(0, 2T ) × [M,+∞). Note that
ω+zz + cω
+
z − ω+t + gu(t, 0, 0)ω+ ≤ 0 for any (t, z) ∈ (0, 2T ) × [M,+∞), (2.28)
and
ω+(t,M) = (Aeν1M −Be(ν1−ε)M )φ1(t)−
[
u(t,M)− eν1Mφ1(t)(ϑ1M + φ∗(t))
]
= [A+ ϑ1M + φ
∗(t)] eν1Mφ1(t)−Be(ν1−ε)Mφ1(t)− u(t,M)
≥ [A+ ϑ1M + φ∗(t)−B] eν1Mφ1(t)− 1
≥ 0 for any t ∈ (0, 2T ).
Assume on the contrary that
inf
(t,z)∈(0,2T )×[M,+∞)
ω+(t, z) < 0,
due to lim
z→+∞
sup
t∈(0,2T )
ω+(t, z) = 0, then there exists (t∗, z∗) ∈ (0, 2T )× (M,+∞) such that
ω+(t∗, z∗) = inf
(t,z)∈(0,2T )×[M,+∞)
ω+(t, z) < 0,
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and hence
[
ω+zz + cω
+
z − ω+t + gu(t, 0, 0)ω+
] ∣∣
(t∗,z∗)
> 0, which contradicts to (2.28). We
can show ω−(t, z) ≤ 0 by a similar argument. It then follows from (2.27) that
sup
t∈R
|ξ(t, z)| = o(eν1z) as z → +∞.
Therefore, by the definition of ξ(t, z), we have
lim
z→+∞
u(t, z)
ϑ1 |z| eν1zφ1(t) = 1 uniformly in t ∈ R.
The argument for uz is similar. Let
ξ˜(t, z) = uz(t, z) − eν1zφ1(t) [ϑ1(ν1 |z|+ 1) + ν1φ∗(t)] , η˜(t, z) = vz(t, z)− ν1k1eν1zφ2(t).
Then
R˜(t, z) + gv(t, 0, 0)η˜ + gu(t, 0, 0)ξ˜ + ξ˜zz + cξ˜z − ξ˜t = 0 for any (t, z) ∈ R× [0,+∞),
where R˜(t, z) = [gu(t, u, v)− gu(t, 0, 0)]uz + [gv(t, u, v) − gv(t, 0, 0)] vz. Since (2.13) shows
that
sup
t∈[0,T ]
|η˜(t, z)| ≤ K ′′e(ν2−ε′)z for any z ≥ 0,
and (2.11) implies that there exists C2 > 0 such that∣∣∣R˜(t, z)∣∣∣ ≤ C2e2ν+1 z for any (t, z) ∈ R× [0,+∞),
a similar argument as above yields that sup
t∈R
∣∣∣ξ˜(t, z)∣∣∣ = o(eν1z) as z → +∞, and hence
lim
z→+∞
uz(t, z)
ϑ1 |z| eν1zφ1(t) = ν1 uniformly in t ∈ R.
The proof is complete.
Proof of Theorem 1.3. Based on the equivalence of systems (2.2) and (1.5), all the con-
clusions in Theorem 1.3 can be easily verified with the help of Proposition 2.5, Theorems
2.7 and 2.8.
Proof of Theorem 1.4. As z → −∞, by a parallel discussion to that for z → ∞ in
Proposition 2.5, Theorems 2.7 and 2.8, we can prove
lim
z→−∞
P (t, z)
k3eν3zψ1(t)
= 1, lim
z→−∞
Pz(t, z)
k3eν3zψ1(t)
= ν3 uniformly in t ∈ R.
lim
z→−∞
Q(t, z)
k3eν3zψ˜2(t)
= 1, lim
z→−∞
Qz(t, z)
k3eν3zψ˜2(t)
= ν3 uniformly in t ∈ R, if ν4 > ν3,
lim
z→−∞
Q(t, z)
ϑ2|z|eν4zψ2(t) = 1, limz→−∞
Qz(t, z)
ϑ2|z|eν4zψ2(t) = ν4 uniformly in t ∈ R, if ν4 = ν3,
lim
z→−∞
Q(t, z)
k4eν4zψ2(t)
= 1, lim
z→−∞
Qz(t, z)
k4eν4zψ2(t)
= ν4 uniformly in t ∈ R, if ν4 < ν3,
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where ki > 0 (i = 3, 4) are constants,
ψ1(t) = e
∫ t
0 (b1(s)q(s)−a1(s)p(s))ds+κ3t, ψ2(t) = e
∫ t
0 b2(s)q(s)ds+κ4t,
ϑ2 = −(2ν4 + c)−1̺2(t), ̺2(t) = k3a2(t)p(t)ψ1(t)ψ−12 (t),
and ψ˜2(t) = ψ˜2(0)e
∫ t
0
(υ2−b2(s)q(s))ds +
∫ t
0 e
∫ t
s
(υ2−b2(τ)q(τ))dτa2(s)p(s)ψ1(s)ds,
ψ˜2(0) =
(
1− e
∫ T
0
(υ2−b2(s)q(s))ds
)−1 ∫ T
0 e
∫ T
s
(υ2−b2(τ)q(τ))dτa2(s)p(s)ψ1(s)ds
with υ2 = ν
2
3 + cν3. Because of the limited passage, we omit the details here.
3 A pair of sub- and supersolutions
In this section, we establish a comparison theorem and construct a pair of sub- and
supersolutions for system (1.4). LetF1(t, u, v) = ut − uxx − f(t, u, v),F2(t, u, v) = vt − dvxx − l(t, u, v),
where f(t, u, v) = a1pu[1− u−N1(t)(1 − v)] and l(t, u, v) = b2q(1− v)[N2(t)u− v]. Then
(1.4) can be written as F1(t, u, v) = 0,F2(t, u, v) = 0. (3.1)
Definition 3.1. A pair of continuous functions w(t, x) = (u(t, x), v(t, x)) is said to be a
supersolution (subsolution) of (3.1) in (t, x) ∈ R+×R, if the required derivatives exist and
there hold F1(t, u, v) = ut − uxx − f(t, u, v) ≥ 0 (≤ 0), (t, x) ∈ R+ × R,F2(t, u, v) = vt − dvxx − l(t, u, v) ≥ 0 (≤ 0), (t, x) ∈ R+ × R.
By similar arguments as in [38, Theorem 2.2 and Corollary 2.3], we first state the
following comparison principle for cooperative system (3.1).
Lemma 3.2. (i) Suppose that w+(t, x) and w−(t, x) are super- and subsolutions of (3.1)
in (t, x) ∈ R+ × R, respectively, 0 ≤ w±(t, x) ≤ 1. If w−(0, x) ≤ w+(0, x) for any x ∈ R,
then w−(t, x) ≤ w+(t, x) for any (t, x) ∈ R+ × R.
(ii) For any 0 ≤ w0 ≤ 1 satisfying w−(0, ·) ≤ w0(·) ≤ w+(0, ·) in x ∈ R, there hold
w−(t, x) ≤ w(t, x;w0) ≤ w+(t, x) and 0 ≤ w(t, x;w0) ≤ 1 for any (t, x) ∈ R+×R, where
w(t, x;w0) is the unique classical solution of (3.1) with initial value w(0, x;w0) = w0.
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The subsequent lemma is a straightforward consequence of Theorems 1.3 and 1.4.
Lemma 3.3. Let (P (t, z), Q(t, z)) be a traveling wave solution of (1.4) satisfying (C1).
Then there exist positive constants M,N,M1,m1, δi and γi (i = 1, 2) such that
Q(t, z) ≤MP (t, z), t ∈ R, z ≤ 0, (3.2)
m1e
ν3z ≤ P (t, z) ≤M1eν3z, t ∈ R, z ≤ 0, (3.3)
δ1P (t, z) ≤ Pz(t, z) ≤ δ2P (t, z), t ∈ R, z ≤ 0, (3.4)
γ1Q(t, z) ≤ Qz(t, z) ≤ γ2Q(t, z), t ∈ R, z ≤ 0, (3.5)
1−Q(t, z) ≤ N(1− P (t, z)), t ∈ R, z ≥ 0, (3.6)
δ1(1− P (t, z)) ≤ Pz(t, z), t ∈ R, z ≥ 0, (3.7)
γ1(1−Q(t, z)) ≤ Qz(t, z), t ∈ R, z ≥ 0. (3.8)
The next two lemmas give some key estimates which we need to construct appreciate
sub- and supersolutions later.
Lemma 3.4. Let (P (t, z), Q(t, z)) be a solution of (1.5) satisfying (C1). Denote
P1 = P (t, x+ j1), P2 = P (t,−x+ j2), Q1 = Q(t, x+ j1), Q2 = Q(t,−x+ j2),
H(t, x) = 2P1,zP2,z + b1q[P1Q2(1− P2)(1 −Q1) + P2Q1(1− P1)(1−Q2)],
where j2 ≤ j1 ≤ 0. Then there exists some K1 > 0 such that
H(t, x)
(1− P2)P1,z + (1− P1)P2,z ≤ K1e
ν3j1 for any (t, x) ∈ R× R. (3.9)
Proof. We divide x ∈ R into four intervals.
Case A: j2 ≤ x ≤ 0. Then x+ j1 ≤ 0 and −x+ j2 ≤ 0. By (3.2), (3.3) and (3.4),
H(t, x)
(1− P2)P1,z + (1− P1)P2,z ≤
2P1,zP2,z + b1q(P1Q2 + P2Q1)
(1− P1)P2,z
≤ 2P1,z
1− P1 + b1q
[
P1MP2
(1− P1)δ1P2 +
P2MP1
(1− P1)δ1P2
]
≤ 2δ2M1e
ν3(x+j1)
1− P1(t, 0) + b1q
[
MM1e
ν3(x+j1)
(1− P1(t, 0))δ1 +
MM1e
ν3(x+j1)
(1− P1(t, 0))δ1
]
≤
[
2δ2M1
1− P1(t, 0) + maxt∈[0,T ](b1q)
2MM1
(1 − P1(t, 0))δ1
]
eν3j1 , t ∈ R.
Case B: 0 ≤ x ≤ −j1. Then x+ j1 ≤ 0 and −x+ j2 ≤ 0. Similar to Case A, there holds
H(t, x)
(1− P2)P1,z + (1− P1)P2,z ≤
[
2δ2M1
1− P2(t, 0) + maxt∈[0,T ](b1q)
2MM1
(1 − P2(t, 0))δ1
]
eν3j1 , t ∈ R.
A Time Periodic Bistable Competition-Diffusion System 27
Case C: x ≥ −j1. Then x+ j1 ≥ 0 and −x+ j2 ≤ 0. By (3.2), (3.3), (3.4), (3.6) and (3.7),
H(t, x)
(1− P2)P1,z + (1− P1)P2,z ≤
2P1,zP2,z + b1q[Q2(1−Q1) + P2(1− P1)]
(1− P2)P1,z
≤ 2δ2M1e
ν3(−x+j2)
1− P2(t, 0) + b1q
[
MM1e
ν3(−x+j2)N(1− P1)
(1− P2(t, 0))δ1(1− P1) +
M1e
ν3(−x+j2)(1− P1)
(1− P2(t, 0))δ1(1− P1)
]
≤
[
2δ2M1
1− P2(t, 0) + maxt∈[0,T ](b1q)
M1(MN + 1)
(1− P2(t, 0))δ1
]
eν3j1 , t ∈ R.
Case D: x ≤ j2. Then x+ j1 ≤ 0 and −x+ j2 ≥ 0. Similar to Case C,
H(t, x)
(1− P2)P1,z + (1− P1)P2,z ≤
[
2δ2M1
1− P1(t, 0) + maxt∈[0,T ](b1q)
M1(MN + 1)
(1− P1(t, 0))δ1
]
eν3j1 , t ∈ R.
Let
K1 =M1 max
i=1,2
t∈[0,T ]
{
2δ2
1− Pi(t, 0) +
2C+2 M
(1− Pi(t, 0))δ1 ,
2δ2
1− Pi(t, 0) +
C+2 (MN + 1)
(1− Pi(t, 0))δ1
}
,
where C+2 = max
t∈[0,T ]
b1(t)q(t). Then (3.9) holds and we complete the proof.
Lemma 3.5. Let (P (t, z), Q(t, z)) be a solution of (1.5) satisfying (C1). Denote
Q1 = Q(t, x+ j1), Q2 = Q(t,−x+ j2), H˜(t, x) = 2dQ1,zQ2,z + b2qQ1Q2(1−Q1)(1−Q2),
where j2 ≤ j1 ≤ 0. Then there exists some K2 > 0 such that
H˜(t, x)
(1−Q2)Q1,z + (1−Q1)Q2,z ≤ K2e
ν3j1 for any (t, x) ∈ R× R. (3.10)
Proof. We divide x ∈ R into four intervals.
Case A: j2 ≤ x ≤ 0. Then x+ j1 ≤ 0 and −x+ j2 ≤ 0. By (3.2), (3.3) and (3.5),
H˜(t, x)
(1−Q2)Q1,z + (1−Q1)Q2,z ≤
2dQ1,z
1−Q1 +
b2qQ1Q2
Q2,z
≤ 2dγ2MM1e
ν3(x+j1)
1−Q1(t, 0) + b2q
MM1e
ν3(x+j1)Q2
γ1Q2
≤
[
2dγ2MM1
1−Q1(t, 0) + maxt∈[0,T ](b2q)
MM1
γ1
]
eν3j1 , t ∈ R.
Case B: 0 ≤ x ≤ −j1. Then x+ j1 ≤ 0 and −x+ j2 ≤ 0. Similar to Case A,
H˜(t, x)
(1−Q2)Q1,z + (1−Q1)Q2,z ≤
(
2dγ2MM1
1−Q2(t, 0) + maxt∈[0,T ](b2q)
MM1
γ1
)
eν3j1 , t ∈ R.
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Case C: x ≥ −j1. Then x+ j1 ≥ 0 and −x+ j2 ≤ 0. By (3.2), (3.3), (3.5) and (3.8),
H˜(t, x)
(1−Q2)Q1,z + (1−Q1)Q2,z ≤
2dQ2,z
1−Q2 + b2q
Q2(1−Q1)
Q1,z
≤ 2dγ2MM1e
ν3(−x+j2)
1−Q2(t, 0) + b2q
MM1e
ν3(−x+j2)(1−Q1)
γ1(1−Q1)
≤
[
2dγ2MM1
1−Q2(t, 0) + maxt∈[0,T ](b2q)
MM1
γ1
]
eν3j1 , t ∈ R.
Case D: x ≤ j2. Then x+ j1 ≤ 0 and −x+ j2 ≥ 0. Similar to Case C,
˜˜
H(t, x)
(1−Q2)Q1,z + (1−Q1)Q2,z ≤
[
2dγ2MM1
1−Q1(t, 0) + maxt∈[0,T ](b2q)
MM1
γ1
]
eν3j1 , t ∈ R.
Let K2 = MM1 max
i=1,2
t∈[0,T ]
{
2dγ2
1−Qi(t,0)
+
C−1
γ1
}
with C−1 = max
t∈[0,T ]
b2(t)q(t). Then (3.10) holds
and the proof is complete.
In order to construct a supersolution of (3.1), we first introduce two functions j1(t)
and j2(t). Let K = max{K1,K2}, where K1 and K2 are defined in Lemmas 3.4 and 3.5,
respectively. Suppose that c < 0, for any ̺1 ∈ (−∞, 0], denote
ω1(̺1) = ̺1 − 1
ν3
ln
(
1− K
c
eν3̺1
)
, ̟ = ω1(0) < 0.
Since ω1(̺1) is increasing in ̺1 ∈ (−∞, 0], we denote its inverse function by ̺1 = ̺1(ω1) :
(−∞,̟]→ (−∞, 0]. For any (ω1, ω2) ∈ (−∞,̟]2, define
̺2(ω1, ω2) = ω2 +
1
ν3
ln
(
1− K
c
eν3̺1(ω1)
)
.
Consider the following system
j˜1
′
(t;ω1) = −c+Keν3j˜1(t;ω1), t < 0,
j˜2
′
(t;ω1, ω2) = −c+Keν3 j˜1(t;ω1), t < 0,
j˜1(0;ω1) = ̺1(ω1),
j˜2(0;ω1, ω2) = ̺2(ω1, ω2).
(3.11)
Solving (3.11) explicitly, we havej˜1(t;ω1) = ̺1(ω1)− ct− 1ν3 ln
{
1− K
c
eν3̺1(ω1)(1− e−cν3t)} , t ≤ 0,
j˜2(t;ω1, ω2) = ̺2(ω1, ω2)− ct− 1ν3 ln
{
1− K
c
eν3̺1(ω1)(1− e−cν3t)} , t ≤ 0.
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It is easy to see that
j˜2(t;ω1, ω2)− j˜1(t;ω1) = ̺2(ω1, ω2)− ̺1(ω1) = ω2 − ω1,
j˜1(t;ω1)− (−ct+ ω1) = j˜2(t;ω1, ω2)− (−ct+ ω2) = − 1
ν3
ln
(
1− ς
1 + ς
e−cν3t
)
for t ≤ 0, where ς = −K
c
eν3̺1(ω1). Moreover, for any (ω1, ω2) ∈ (−∞,̟]2, let
j1(t) = j1(t;ω1, ω2) := j˜1(t;ω1), j2(t) = j2(t;ω1, ω2) := j˜2(t;ω1, ω2), if ω2 ≤ ω1;
j1(t) = j1(t;ω1, ω2) := j˜2(t;ω1, ω2), j2(t) = j2(t;ω1, ω2) := j˜1(t;ω1), if ω1 ≤ ω2.
Then j2(t) ≤ j1(t) ≤ 0 if ω2 ≤ ω1, and j1(t) ≤ j2(t) ≤ 0 if ω1 ≤ ω2. Therefore, there is a
constant R0 > 0 such that
0 < j1(t)− (−ct+ ω1) = j2(t)− (−ct+ ω2) ≤ R0e−cν3t, t ≤ 0. (3.12)
Lemma 3.6. Let Φ(t, z) = (P (t, z), Q(t, z)) be a traveling wave solution of (1.4) satisfying
(C1) with c < 0. Then for any (ω1, ω2) ∈ (−∞,̟]2, the pair W = (U, V ) defined by
W (t, x) := Φ(t, x+ j1(t)) +Φ(t,−x+ j2(t))−Φ(t, x+ j1(t))Φ(t,−x+ j2(t))
is a supersolution of (3.1) in (t, x) ∈ (−∞, 0]× R.
Proof. Without loss of generality, we suppose that ω2 ≤ ω1, then j2(t) ≤ j1(t) ≤ 0 and
j′i(t) = −c+Keν3j1(t) (i = 1, 2) for t ≤ 0. Denote
P1 = P1(t, z) = P (t, x+ j1(t)) and P2 = P2(t, z) = P (t,−x+ j2(t)),
then a direct calculation gives
F1(t, U, V ) =(P1,t − cP1,z − P1,zz)(1− P2) + (P2,t − cP2,z − P2,zz)(1− P1)
+Keν3j1(t) [(1− P2)P1,z + (1− P1)P2,z]− 2P1,zP2,z
− f(t, P1 + P2 − P1P2, Q1 +Q2 −Q1Q2)
=Keν3j1(t) [(1 − P2)P1,z + (1− P1)P2,z ]− 2P1,zP2,z
+ (1− P2)f(t, P1, Q1) + (1− P1)f(t, P2, Q2)
− f(t, P1 + P2 − P1P2, Q1 +Q2 −Q1Q2)
:=A(t, x)Keν3j1(t) −H1(t, x),
where A(t, x) = (1− P2)P1,z + (1− P1)P2,z > 0 and
H1(t, x) =2P1,zP2,z + f(t, P1 + P2 − P1P2, Q1 +Q2 −Q1Q2)
− (1− P2)f(t, P1, Q1)− (1− P1)f(t, P2, Q2).
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Note that
f(t, P1 + P2 − P1P2, Q1 +Q2 −Q1Q2)− (1− P2)f(t, P1, Q1)− (1− P1)f(t, P2, Q2)
= a1p(P1 + P2 − P1P2) [(1− P1)(1 − P2)−N1(1−Q1)(1−Q2)]
− a1p [P1(1− P2)(1− P1 −N1(1−Q1)) + P2(1− P1)(1 − P2 −N1(1−Q2))]
= a1p [−P1P2(1− P1)(1− P2) +N1P1Q2(1− P2)(1 −Q1)
+ N1P2Q1(1− P1)(1−Q2)−N1P1P2(1−Q1)(1 −Q2)]
≤ b1q [P1Q2(1− P2)(1−Q1) + P2Q1(1− P1)(1 −Q2)] ,
it follows that H1(t, x) ≤ H(t, x). By Lemma 3.4, there hold
H1(t, x)
A(t, x)
≤ H(t, x)
A(t, x)
≤ Keν3j1(t) for any (t, x) ∈ (−∞, 0] × R,
and hence F1(t, U , V ) ≥ 0 for any (t, x) ∈ (−∞, 0]× R.
We now prove F2(t, U , V ) ≥ 0. Note that
F2(t, U , V ) =(Q1,t − cQ1,z − dQ1,zz)(1−Q2) + (Q2,t − cQ2,z − dQ2,zz)(1 −Q1)
− 2dQ1,zQ2,z +Keν3j1(t) [(1−Q2)Q1,z + (1−Q1)Q2,z]
− l(t, P1 + P2 − P1P2, Q1 +Q2 −Q1Q2)
=Keν3j1(t)[(1−Q2)Q1,z + (1−Q1)Q2,z]− 2dQ1,zQ2,z + (1−Q1)l(t, P2, Q2)
+ (1−Q2)l(t, P1, Q1)− l(t, P1 + P2 − P1P2, Q1 +Q2 −Q1Q2)
:=B(t, x)Keν3j1(t) −H2(t, x),
where B(t, x) = (1−Q2)Q1,z + (1−Q1)Q2,z > 0 and
H2(t, x) =2dQ1,zQ2,z + l(t, P1 + P2 − P1P2, Q1 +Q2 −Q1Q2)
− (1−Q1)l(t, P2, Q2)− (1−Q2)l(t, P1, Q1).
Since
l(t, P1 + P2 − P1P2, Q1 +Q2 −Q1Q2)− (1−Q1)l(t, P2, Q2)− (1−Q2)l(t, P1, Q1)
= b2q [(1−Q1)(1 −Q2) [N2(P1 + P2 − P1P2)− (Q1 +Q2 −Q1Q2)]]
− b2q [(1−Q1)(1 −Q2)(N2P1 −Q1) + (1−Q1)(1−Q2)(N2P2 −Q2)]
= b2q [(1−Q1)(1 −Q2)(Q1Q2 −N2P1P2)]
≤ b2qQ1Q2(1−Q1)(1−Q2),
it follows that H2(t, x) ≤ H˜(t, x). By Lemma 3.5, there hold
H2(t, x)
B(t, x)
≤ H˜(t, x)
B(t, x)
≤ Keν3j1(t) for any (t, x) ∈ (−∞, 0] × R.
Therefore, F2(t, U , V ) ≥ 0 for any (t, x) ∈ (−∞, 0]× R. This ends the proof.
A Time Periodic Bistable Competition-Diffusion System 31
A subsolution of (3.1) can be easily obtained as follows.
Lemma 3.7. Let Φ(t, z) = (P (t, z), Q(t, z)) be a traveling wave solution of (1.4) satisfying
(C1) with c < 0. Then for any (ω1, ω2) ∈ (−∞,̟]2, the pair w = (u, v) defined by
w(t, x) = w(t, x;ω1, ω2) = max {Φ(t, x− ct+ ω1),Φ(t,−x− ct+ ω2)}
is a subsolution of (3.1) in (t, x) ∈ R× R in the sense of distribution.
Remark 3.8. We can easily see that 0 < w(t, x) ≤W (t, x) < 1 for any (t, x) ∈ R× R.
4 Entire solutions
In this section, we establish the existence and some qualitative properties of entire
solutions using the comparison argument coupled with super- and subsolutions method.
Theorem 4.1. Let Φ(t, z) = (P (t, z), Q(t, z)) be a traveling wave solution of (1.4) satis-
fying (C1) with c < 0. Then for any (ω1, ω2) ∈ (−∞,̟]2, system (1.4) admits an entire
solution Wω1,ω2(t, x) = (Uω1,ω2(t, x), Vω1,ω2(t, x)) satisfying 0 < Wω1,ω2(t, x) < 1. More-
over, the following statements are valid:
(i) Wω1,ω2(t+T, x) = Wω1,ω2(t, x) or Wω1,ω2(t+T, x) > Wω1,ω2(t, x) for any (t, x) ∈ R2.
(ii)
lim
t→−∞
{
sup
x≥0
|Wω1,ω2(t, x)−Φ(t, x− ct+ ω1)|
+ sup
x≤0
|Wω1,ω2(t, x)−Φ(t,−x− ct+ ω2)|
}
= 0.
(iii) lim
k→+∞
sup
(t,x)∈[0,T ]×R
|Wω1,ω2(t+ kT, x)− 1| = 0.
(iv) lim
k→−∞
sup
(t,x)∈[0,T ]×[a,b]
|Wω1,ω2(t+ kT, x)| = 0 for any a, b ∈ R with a < b.
(v) lim
|x|→+∞
sup
t∈[t0,+∞)
|Wω1,ω2(t, x) − 1| = 0 for any t0 ∈ R.
(vi) Wω1,ω2(t, x) is monotone increasing w.r.t. ω1 and ω2 for any (t, x) ∈ R× R.
(vii) Wω,ω(t, x) = Wω,ω(t,−x) for any ω ∈ (−∞,̟] and (t, x) ∈ R×R.
(viii) For any (ω1, ω2), (ω
∗
1, ω
∗
2) ∈ (−∞,̟]2, if ω
∗
1−ω1+ω
∗
2−ω2
−2cT ∈ Z, then there exists
(t0, x0) ∈ R× R such that Wω∗1 ,ω∗2 (·, ·) = Wω1,ω2(·+ t0, ·+ x0) on R× R.
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Proof. For any (ω1, ω2) ∈ (−∞,̟]2 and n ∈ N+, consider the following initial value
problem 
unt = u
n
xx + f(t, u
n, vn), (t, x) ∈ (−nT,+∞)× R,
vnt = dv
n
xx + l(t, u
n, vn), (t, x) ∈ (−nT,+∞)× R,
un(−nT, x) = u(−nT, x), x ∈ R,
vn(−nT, x) = v(−nT, x), x ∈ R,
(4.1)
where w(t, x) = w(t, x;ω1, ω2) is defined in Lemma 3.7 for any (t, x) ∈ R × R. It then
follows from [31] that problem (4.1) is well posed and the maximum principle holds. For
any 0 ≤ w0(·) ≤ 1, let w(t, x;w0) = (u(t, x;w0), v(t, x;w0)) be the unique classical
solution of (1.4) defined in (t, x) ∈ [0,+∞) × R with initial value w(0, x;w0) = w0(x).
Then the unique classical solution wn(t, x) = wn(t, x;ω1, ω2) = (u
n(t, x), vn(t, x)) of (4.1)
can be written as
wn(t, x) = w(t+ nT, x;w(−nT, ·)) for any (t, x) ∈ [−nT,+∞)× R.
It then follows from the comparison principle that
wn+1(−nT, x) = w(T, x;w(−(n+ 1)T, ·)) ≥ w(−nT, x) = wn(−nT, x) for any x ∈ R.
In view of Lemmas 3.2 and 3.6, we see thatw(t, x) ≤ wn(t, x) ≤ wn+1(t, x) ≤ 1, t ≥ −nT, x ∈ R,w(t, x) ≤ wn(t, x) ≤W (t, x), t ∈ (−nT, 0], x ∈ R,
where W (t, x) is defined in Lemma 3.6. By using the standard parabolic estimates and
a diagonal extraction process, there exists a subsequence {wnk(t, x)}k∈N and a function
w(t, x) such that wnk(t, x), ∂
∂t
wnk(t, x) and ∂
2
∂x2
wnk(t, x) converge to w(t, x), ∂
∂t
w(t, x)
and ∂
2
∂x2
w(t, x) uniformly in any compact subset D ⊂ R × R as k → +∞ (nk → +∞),
respectively. Clearly, w(t, x) is well-defined in (t, x) ∈ R2 and from the equations satis-
fied by wnk(t, x), we conclude that Wω1,ω2(t, x) := w(t, x) is an entire solution of (1.4).
Furthermore, there holdw(t, x;ω1, ω2) ≤Wω1,ω2(t, x) ≤ 1, x ∈ R, t ∈ R,w(t, x;ω1, ω2) ≤Wω1,ω2(t, x) ≤W (t, x), x ∈ R, t ∈ (−∞, 0], (4.2)
which together with Remark 3.8 shows that Wω1,ω2(t, x) > 0 for any (t, x) ∈ R × R and
Wω1,ω2(t, x) < 1 for any (t, x) ∈ (−∞, 0] × R. Now we prove Wω1,ω2(t, x) < 1 for any
(t, x) ∈ (0,+∞) × R.
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Suppose that there exists some (tˆ, xˆ) ∈ (0,+∞) × R such that Uω1,ω2(tˆ, xˆ) = 1 or
Vω1,ω2(tˆ, xˆ) = 1. Let (u(t, x), v(t, x)) = (1 − Uω1,ω2(t, x), 1 − Vω1,ω2(t, x)), then u(tˆ, xˆ) = 0
or v(tˆ, xˆ) = 0. Note that fv, lu ≥ 0, there hold[∫ 1
0
fu(t, τ + (1− τ)Uω1,ω2 , τ + (1− τ)Vω1,ω2)dτ
]
u+ uxx − ut ≤ 0
and [∫ 1
0
lv(t, τ + (1− τ)Uω1,ω2 , τ + (1− τ)Vω1,ω2)dτ
]
v + dvxx − vt ≤ 0,
it then follows from the (strong) maximum principle that u(t, x) = 0 or v(t, x) = 0 for
any (t, x) ∈ (−∞, tˆ] × R, which contradicts to (u(t, x), v(t, x)) > (0, 0) for any (t, x) ∈
(−∞, 0] ×R. Therefore, 0 <Wω1,ω2(t, x) < 1 for any (t, x) ∈ R× R.
(i) Since for any (t, x) ∈ R× R, there is
w(t+ T, x) = max {Φ(t+ T, x− ct− cT + ω1),Φ(t+ T,−x− ct− cT + ω2)}
= max {Φ(t, x− ct− cT + ω1),Φ(t,−x− ct− cT + ω2)}
> max {Φ(t, x− ct+ ω1),Φ(t,−x− ct+ ω2)}
= w(t, x),
it follows from the uniqueness of solutions and the comparison principle that
wn(t+ T, x) = w(t+ nT + T, x;w(−nT, ·)) = w(t+ nT, x;w(T, x;w(−nT, ·)))
≥ w(t+ nT, x;w(T − nT, ·)) ≥ w(t+ nT, x;w(−nT, ·)) = wn(t, x)
(4.3)
for any (t, x) ∈ [−nT,+∞) × R. By taking the subsequence {wnk(t, x)}k∈N in (4.3) and
letting k → +∞, we have Wω1,ω2(t + T, x) ≥ Wω1,ω2(t, x) for any (t, x) ∈ R × R. Let
W Tω1,ω2(t, x) := Wω1,ω2(t+ T, x), we further claim that there holds
W Tω1,ω2 > Wω1,ω2 or W
T
ω1,ω2
≡Wω1,ω2 for all (t, x) ∈ R2.
If the former is not true, i.e., there exists (t˜, x˜) ∈ R2 such that
UTω1,ω2(t˜, x˜) = Uω1,ω2(t˜, x˜) or V
T
ω1,ω2
(t˜, x˜) = Vω1,ω2(t˜, x˜),
the (strong) maximum principle then implies that
UTω1,ω2 ≡ Uω1,ω2 or V Tω1,ω2 ≡ Vω1,ω2 for any (t, x) ∈ (−∞, t˜]× R,
which together with the fact that fv, lu > 0 for any (t, u, v) ∈ R × (0, 1) × (0, 1) shows
that (UTω1,ω2(t, x), V
T
ω1,ω2
(t, x)) = (Uω1,ω2(t, x), Vω1,ω2(t, x)) for any (t, x) ∈ (−∞, t˜] × R.
It then follows from the comparison principle that W Tω1,ω2(t, x) = Wω1,ω2(t, x) for any
(t, x) ∈ R× R. This leads to the claim.
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(ii) For any x ≥ 0, by (3.3) and (3.12), there exists some R1 > 0 such that
0 ≤ Uω1,ω2(t, x)− P (t, x− ct+ ω1)
≤ P (t,−x+ j2(t)) + P (t, x+ j1(t))− P (t, x− ct+ ω1)
≤M1eν3(−x+j2(t)) + sup
(t,z)∈[0,T ]×R
|Pz(t, z)| · |j1(t)− (−ct+ ω1)|
≤M1eν3j2(t) +R1e−cν3t for any t < 0,
and note that j2(t)→ −∞ as t→ −∞, then
lim
t→−∞
sup
x≥0
|Uω1,ω2(t, x) − P (t, x− ct+ ω1)| = 0.
The remaining parts can be treated in a similar way.
(iii)-(v) can be easily verified using (4.2), and (vi) follows from ∂
∂z
Φ(t, z) > 0 and
0 < Φ(t, z) < 1 for any (t, x) ∈ R× R.
(vii) Noting that w(t, x;ω1, ω2) = w(t,−x;ω1, ω2) for all ω1 = ω2 = ω ∈ (−∞,̟]
and (t, x) ∈ R × R, which together with the comparison principle shows that wn(t, x) =
wn(t,−x) for any n ∈ N+ and (t, x) ∈ [−nT,+∞)× R. It then follows that Wω,ω(t, x) =
Wω,ω(t,−x) for any ω ∈ (−∞,̟] and (t, x) ∈ R× R.
(viii) Denote k∗ :=
ω∗1−ω1+ω
∗
2−ω2
−2cT . If k
∗ ∈ Z, let t0 = k∗T and x0 = ω
∗
1−ω1+ω2−ω
∗
2
2 , then
w(t, x;ω∗1 , ω
∗
2) = w(t+ t0, x+ x0;ω1, ω2) for any (t, x) ∈ R× R.
For any x ∈ R and n ∈ N+ with n′ := n− k∗ > 0, we further have
w(−nT, x;ω∗1, ω∗2) = w(−nT + t0, x+ x0;ω1, ω2) = w(−n′T, x+ x0;ω1, ω2),
and hencewn(t, x;ω∗1 , ω
∗
2) = w
n′(t+t0, x+x0;ω1, ω2) for any (t, x) ∈ [−nT,+∞)×R. Note
that n→ +∞ if and only if n′ → +∞, then we get that Wω∗1 ,ω∗2 (·, ·) = Wω1,ω2(·+t0, ·+x0)
on R× R. The proof is complete.
In order to study the convergence of the entire solution Wω1,ω2(t, x) as ω1, ω2 → −∞,
we first introduce a pair of sub- and supersolutions constructed in [2, Lemma 3.4].
Let ζ be a smooth function satisfying ζ(x) = 0 for x ≤ −2, ζ(x) = 1 for x ≥ 2,
0 ≤ ζ ′(x) ≤ 1 and |ζ ′′(x)| ≤ 1. Define p(x, t) = (p1(x, t), p2(x, t)) as
p1(x, t) = ζ(x)φ1(t) + (1− ζ(x))φ0(t),
p2(x, t) = ζ(x)ψ1(t) + (1− ζ(x))ψ0(t),
where (φi(t), ψi(t)) (i = 0, 1) satisfy
φ′0(t) = fu(t, 0, 0)φ0(t) + λ0φ0(t),
ψ′0(t) = lu(t, 0, 0)φ0(t) + lv(t, 0, 0)ψ0(t) + λ0ψ0(t),
φ0(t+ T ) = φ0(t), ψ0(t+ T ) = ψ0(t)
(4.4)
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and 
φ′1(t) = fu(t, 1, 1)φ1(t) + fv(t, 1, 1)ψ1(t) + λ1φ1(t),
ψ′1(t) = lv(t, 1, 1)ψ1(t) + λ1ψ1(t),
φ1(t+ T ) = φ1(t), ψ1(t+ T ) = ψ1(t),
(4.5)
respectively. Note that, if we take λ0 = −fu(t, 0, 0) > 0 and λ1 = −lv(t, 1, 1) > 0, then
(A3) ensures that (φi(t), ψi(t)) (i = 0, 1) exist and are strictly positive and T-periodic
functions (see [2, section 3]). According to Bao and Wang [2, Lemma 3.4], there exist
some positive constants β1, σ0 and δ0 such that for any δ ∈ (0, δ0), σ1 ≥ σ0 and ξ± ∈ R
the functions w±(t, x) = (u±(t, x), v±(t, x)) defined on t > 0 by
w±(t, x) = Φ(t, x− ct+ ξ± ± σ1δ(1 − e−β1t))± δp(x− ct+ ξ± ± σ1δ(1 − e−β1t), t)e−β1t
are super- and subsolutions of the following auxiliary cooperative system, respectively:
ut = uxx + F (t, u, v), t ∈ R+, x ∈ R,
vt = dvxx + L(t, u, v), t ∈ R+, x ∈ R,
(u(x, 0), v(x, 0)) = (u0(x), v0(x)) ∈ C, x ∈ R,
(4.6)
where C := {w ∈ C(R,R× R) : −1 ≤ w(x) ≤ 2}, and
F (t, u, v) = f(t, u, v) + L1{u}−v, L(t, u, v) = l(t, u, v) + L2{1 − v}−(u− 1)
with L1 = max
t∈[0,T ]
{b1(t)q(t)}, L2 = max
t∈[0,T ]
{a2(t)p(t)} and {w}− := max {−w, 0} .
Theorem 4.2. For any (ω1, ω2) ∈ (−∞,̟]2, the following convergence hold in the sense
of locally in (t, x) ∈ R× R :
Wω1,ω2(t, x) converges to

Φ(t, x− ct+ ω1) as ω2 → −∞,
Φ(t,−x− ct+ ω2) as ω1 → −∞,
0 as ω1 → −∞ and ω2 → −∞.
Proof. Only the assertion that Wω1,ω2(t, x) converges to Φ(t, x−ct+ω1) locally in (t, x) ∈
R×R as ω2 → −∞ will be proved here, since the others can be discussed similarly. Taking
a sequence
{
(ω1, ω
k
2 )
}
k∈Z
with (ω1, ω
k
2 ) ∈ (−∞,̟]2 such that ωk+12 < ωk2 < ω1 for any
k ∈ Z and ωk2 → −∞ as k → +∞. According to Theorem 4.1, there exist entire solutions
Wω1,ωk2
(t, x) of (1.4) such that for any (t, x) ∈ (−∞, 0]× R and k ∈ Z,
Φ(t, x− ct+ ω1) ≤ max
{
Φ(t, x− ct+ ω1),Φ(t,−x− ct+ ωk+12 )
}
≤W
ω1,ω
k+1
2
(t, x) ≤Wω1,ωk2 (t, x)
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≤ Φ(t, x+ j˜1(t;ω1)) +Φ(t,−x+ j˜2(t;ω1, ωk2 )).
Then there exists a function W (t, x) = (U(t, x), V (t, x)) such that Wω1,ωk2
(t, x) converges
to W (t, x) locally in (t, x) ∈ R× R as k → +∞. Moreover,
Φ(t, x− ct+ ω1) ≤W (t, x) ≤ Φ(t, x+ j˜1(t;ω1)) for any (t, x) ∈ (−∞, 0]× R.
Fix any t1 < 0, let
η := max
{
sup
x∈R
|U(t1, x)− P (t1, x− ct1 + ω1)| , sup
x∈R
|V (t1, x)−Q(t1, x− ct1 + ω1)|
}
,
and denote
p∗ = min
{
inf
x∈R,t∈(0,T )
p1(x, t), inf
x∈R,t∈(0,T )
p2(x, t)
}
> 0,
p∗ = max
{
sup
x∈R,t∈(0,T )
p1(x, t), sup
x∈R,t∈(0,T )
p2(x, t)
}
> 0.
Recall that j˜1(t;ω1) − (−ct + ω1) → 0 as t → −∞, then there is some t2 < t1 such that
for any δ ∈ (0, δ0], we have
Φ(t2, x− ct2 + ω1) ≤W (t2, x) ≤ Φ(t2, x− ct2 + ω1) + δp∗ for any x ∈ R.
By comparison principle, we see that for any (t, x) ∈ [t2,+∞)× R,
Φ(t, x− ct+ ω1)
≤W (t, x)
≤ Φ(t, x− ct+ ω1 + ξ(t− t2)) + δp(x− ct+ ω1 + ξ(t− t2), t)e−β1(t−t2),
where ξ(t) = σ1δ(1 − e−β1t) with σ1 large enough. Then it follows that for any x ∈ R,
Φ(t1, x− ct1 + ω1)
≤W (t1, x)
≤ Φ(t1, x− ct1 + ω1 + ξ(t1 − t2)) + δp(x− ct1 + ω1 + ξ(t1 − t2), t)e−β1(t1−t2)
≤ Φ(t1, x− ct1 + ω1 + σ1δ) + δp∗,
which further implies that
0 ≤W (t1, x)−Φ(t1, x− ct1 + ω1) ≤ δ
(
σ1 · sup
(t,z)∈[0,T ]×R
|Pz(t, z)|+ p∗
)
for any x ∈ R.
Noting that δ ∈ (0, δ0] is arbitrary, it then follows that η = 0, which further implies that
Wω1,ω2(t, x) converges to Φ(t, x− ct+ ω1) locally in (t, x) ∈ R× R as ω2 → −∞.
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Proof of Theorem 1.5. For any given contants θ1, θ2 ∈ R, there exists n∗ ∈ Z such that
ω1 := θ1 + cn
∗T ∈ (−∞,̟] and ω2 := θ2 + cn∗T ∈ (−∞,̟].
Then by Theorem 4.1, system (1.4) admits an entire solution Wω1,ω2(t, x) defined on R
2.
Let Wθ1,θ2(·, ·) = (Uθ1,θ2(·, ·), Vθ1 ,θ2(·, ·)) := Wω1,ω2(·+ n∗T, ·). Moreover, we have
Wθ1,θ2(t, x) = Wω1,ω2(t+ n
∗T, x)
≥ w(t+ n∗T, x;ω1, ω2)
= max {Φ(t+ n∗T, x− c(t+ n∗T ) + ω1),Φ(t+ n∗T,−x− c(t+ n∗T ) + ω2)}
= max {Φ(t, x− ct+ θ1),Φ(t,−x− ct+ θ2)} ,
which implies the last convergence of (vi) in Theorem 1.5. Other statements in Theorem
1.5 can be easily verified by virtue of Theorems 4.1 and 4.2.
Proof of Theorem 1.6. Consider the case c > 0. Assume that Ψ(t, z) = Ψ(t, x− ct) is
an increasing traveling wave solution of (1.4) satisfying Ψ(t,−∞) = 0 and Ψ(t,+∞) = 1.
Let c˜ = −c < 0 and define
Ψ˜(t, z) = Ψ˜(t, x− c˜t) = 1−Ψ(t,−(x+ ct)),
then Ψ˜(t,−∞) = 0, Ψ˜(t,+∞) = 1 and ∂
∂z
Ψ˜(t, z) > 0. It is not difficult to verify that
Ψ˜(t, z) = (P˜ (t, z), Q˜(t, z)) is a traveling wave solution of the following systemu˜t = u˜xx + (1− u˜)[b1qv˜ − a1pu˜],v˜t = dv˜xx + v˜[b2q(1− v˜)− a2p(1− u˜)], (4.7)
and we know from (C2) that Q˜(t,z)
P˜ (t,z)
≥ η1 for any (t, z) ∈ R × (−∞, 0]. Similar to the
argument for system (1.4), we know that for any θ1, θ2 ∈ R, system (4.7) admits an entire
solution 0 < W (t, x) < 1 satisfying W (t+ T, x) = W (t, x) or W (t+ T, x) > W (t, x) for
any (t, x) ∈ R× R, and
lim
t→−∞
{
sup
x≥0
∣∣∣W (t, x)− Ψ˜(t, x− c˜t− θ1)∣∣∣
+ sup
x≤0
∣∣∣W (t, x)− Ψ˜(t,−x− c˜t− θ2)∣∣∣} = 0.
Define W˜θ1,θ2(t, x) = 1 −W (t, x), then W˜θ1,θ2(t, x) is an entire solution of system (1.4)
which satisfies
lim
t→−∞
{
sup
x≥0
∣∣∣W˜θ1,θ2(t, x)−Ψ(t,−x− ct+ θ1)∣∣∣
+ sup
x≤0
∣∣∣W˜θ1,θ2(t, x)−Ψ(t, x− ct+ θ2)∣∣∣} = 0.
Furthermore, we can see that the other assertions in Theorem 1.6 are valid.
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