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Abstract
In this paper, we present an a posteriori error analysis for mixed ﬁnite element approximation of convex optimal control problems.
We derive a posteriori error estimates for the coupled state and control approximations under some assumptions which hold in many
applications. Such estimates can be used to construct reliable adaptive mixed ﬁnite elements for the control problems.
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1. Introduction
Adaptive ﬁnite element method is of great practical importance, and has been extensively investigated by many
researchers. For pioneering work we refer to Babuska et al. [2,3]. Successful adaptive ﬁnite element method can lead to
substantial savings in computational work for a given accuracy, and quantitative error control is of obvious interest in
applications. At the heart of any adaptive ﬁnite element method is an a posteriori error indicator, see [1]. The literature
in this area is huge. Some of techniques directly relevant to our work can be found in [2–4,8,10,14,26–28].
Finite element method is well established in the numerical treatment of optimal control problems, see for example,
the references cited in [16,18,20,25]. Although adaptive ﬁnite element approximation is widely used in numerical
simulations, it has not yet been fully utilized in optimal design. It has been shown in [6,7,18,21–24] that the central
issue in applying the adaptive ﬁnite element method to control problems is to obtain appropriate error indicators for the
mesh adaptivity. Some widely used error indicators are based on heuristic approaches or the state approximation error,
and have been found to be inefﬁcient in adaptive ﬁnite element approximation of optimal control, see [6,18,21]. Very
recently, some error indicators of residual type have been derived for some constrained control problems governed by
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elliptic, parabolic equations, and the Stokes equations, see [18,22–24]. These error estimators are based on a posteriori
error estimation of the discretization error for the state and the control (design). However, to our best knowledge, there
are few posteriori error indicators for a class of immensely important control problems where the objective functional
of control problems includes the ﬂux variable of the state equations. Becker [5] had derived a posteriori error estimates
are derived for minimization of the drag coefﬁcient, which depends on the gradient of the velocity ﬁeld. In ﬁnite element
method,mixed ﬁnite elements arewidely used to approximate ﬂux variables, although there is only very limited research
work on analyzing such elements for optimal control. Thus it is needed to investigate mixed ﬁnite element method
for the control problems involving ﬂux control. Some research on a priori error estimates and superconvergence was
carried out in [11].
In this work, we derive a posteriori error estimates for the mixed ﬁnite element approximation of convex optimal
control governed by the elliptic equations. This calls for quite different approaches from those used in the above
literature. The obtained error estimates can then be used as a posteriori error indicators to construct efﬁcient and
reliable adaptive numerical schemes for the control problem. These error estimates are based on the estimation of the
discretization error for the coupled state and the control (design).
The problem that we are interested in is the following convex optimal control problem:
min
u∈K⊂L2(U )
{g1(p) + g2(y) + h(u)} (1.1)
div p = f + Bu in , (1.2)
p = −A∇y in , (1.3)
y = 0 on , (1.4)
where the bounded open set ⊂ R2, is a convex polygon or has the smooth boundary ,U is a bounded open set in
R2 with the Lipschitz boundary U , and K is a closed convex set in L2(U). More details will be speciﬁed later on.
In this paper we adopt the standard notation Wm,p() for Sobolev spaces on  with a norm ‖ · ‖m,p given by
‖‖pm,p=∑||m‖D‖pLp().We setWm,p0 ()={ ∈ Wm,p() : |=0}. Forp=2,we denoteHm()=Wm,2(),
Hm0 ()=Wm,20 (), ‖·‖m=‖·‖m,2 and ‖·‖=‖·‖0,2. In additionC or c denotes a general positive constant independent
of h.
The outline of this paper is as follows. In Section 2, we shall give a brief review on the mixed ﬁnite element method,
and then construct the mixed ﬁnite element approximation for the convex optimal control problem (1.1)–(1.4). Then,
we brieﬂy state the deﬁnitions and properties of some interpolation operators in Section 3. In Section 4, we derive
a posteriori error estimates for some intermediate errors for the RT, the BDM and the BDFM mixed method. Our
analysis relies on a decomposition of the ﬂux functions in the spirit of a generalized Helmholtz decomposition. Finally,
in Section 5, a posteriori error bounds are derived for convex optimal control problems in general case by applying the
results in Section 4. In Section 6, equivalent a posteriori error estimates are established for a class of optimal control
problems which are most frequently met in applications.
2. Mixed ﬁnite element approximation of optimal control problems
In this section we study the mixed ﬁnite element approximation of general convex optimal problems (1.1)–(1.4).
Let V = H(div;) = {v ∈ (L2())2, div v ∈ L2()}, endowed with the norm given by ‖v‖H(div;) = (‖v‖20, +
‖div v‖20,)1/2, and W = L2(). We denote U = L2(U).
To consider the mixed ﬁnite element approximation of general convex optimal control problems, we need a weak
formula for the state (1.2)–(1.4). We recast (1.1)–(1.4) as the following weak form: (CCP) ﬁnd (p, y, u) ∈ V ×W ×U
such that
min
u∈K⊂U{g1(p) + g2(y) + h(u)} (2.1)
(A−1p, v) − (y, div v) = 0 ∀v ∈ V, (2.2)
(div p, w) = (f + Bu,w) ∀w ∈ W , (2.3)
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where the inner product in L2() or L2()2 is indicated by (·, ·), f ∈ L2(), K is a closed and non-empty convex
set in U, and B is a continuous linear operator from U to L2(). We assume that g1, g2, and h are differentiable on
L2()2,W,U , respectively, and h is strictly convex functional with the property h → ∞ as ‖u‖U → ∞. Furthermore,
we assume the coefﬁcient matrix A ∈ L∞(;R2×2) is symmetric and uniformly elliptic, i.e., A(x) is a symmetric and
positive deﬁnite 2 × 2-matrix, with eigenvalues j (x) ∈ R satisfying
0<cA1(x), 2(x)CA (2.4)
for almost all x ∈ .
It is well known (see, e.g., [19]) that the convex control problem (CCP) (2.1)–(2.3) has a unique solution (p, y, u),
and that a triplet (p, y, u) is the solution of (CCP) (2.1)–(2.3) if and only if there is a co-state (q, z) ∈ V ×W such that
(p, y, q, z, u) satisﬁes the following optimality conditions: (CCP-OPT)
(A−1p, v) − (y, div v) = 0 ∀v ∈ V, (2.5)
(div p, w) = (f + Bu,w) ∀w ∈ W , (2.6)
(A−1q, v) − (z, div v) = −(g′1(p), v) ∀v ∈ V, (2.7)
(div q, w) = (g′2(y), w) ∀w ∈ W , (2.8)
(h′(u) + B∗z, u˜ − u)U 0 ∀u˜ ∈ K , (2.9)
where (·, ·)U is the inner product of U, B∗ is the adjoint operator of B, and g′1, g′2, h′ are the derivatives of g1, g2,
h, respectively. In the rest of the paper, a product will be simply denoted as (·, ·), and a norm without any index will
denote a standard L2 norm on a suitable domain, whenever no confusion should be caused.
For ease of exposition we will assume that  and U are both polygons. LetTh andTh(U) be regular (in the
sense of [12]) triangulation or rectangulation of andU , respectively. They are assumed to satisfy the angle condition
which means that there is a positive constant C such that for all T ∈Th(TU ∈Th(U))
C−1h2T  |T |Ch2T , C−1h2TU  |TU |Ch2TU ,
where |T | (|TU |) is the area of T (TU ) and hT (hTU ) is the diameter of T (TU ). Let h = max hT (hU = max hTU ).
Let Vh × Wh ⊂ V × W denote the RT, BDM, or BDFM space [9] of index k associated with the triangulation
or rectangulation Th of , where k0. Here, RT indicates entries for the Raviart–Thomas elements, BDM for
the Brezzi–Douglas–Marini elements, and BDFM for the Brezzi–Douglas–Fortin–Marini elements. We here brieﬂy
describe them below. For any triangle or rectangle T ∈Th, let Vk(T ) and Wk(T ) be given in the following tables.
Triangular elements (two-dimensional):
Element Vk(T ) Wk(T )
RT P 2k + x · Pk Pk
BDM P 2k+1 Pk
BDFM {v ∈ P 2k+1 : ( · )|T ∈ Pk(T )} Pk
Rectangular elements (two-dimensional):
Element Vk(T ) Wk(T )
RT Qk+1,k × Qk,k+1 Qk,k
BDM P 2k+1 + span curl{xyk+2, xk+2y} Pk
BDFM Pk+1{yk+1} × Pk+1{xk+1} Pk
Here, Pk denotes the space of polynomials of total degree at most k, Qm,n indicates the space of polynomials of
degree no more than m and n in x and y, variables, respectively, and  is the outward normal to T . With the above sets
Vk(T ) and Wk(T ) we deﬁne
Vh := {vh ∈ V : ∀T ∈Th, vh|T ∈ Vk(T )}, (2.10)
Wh := {wh ∈ W : ∀T ∈Th,wh|T ∈ Wk(T )}. (2.11)
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Associated withTh(U) is another ﬁnite-dimensional subspace Uh of U:
Uh := {u˜h ∈ U : ∀T ∈Th(U), u˜h|T ∈ Pk(T )}. (2.12)
Here we do not require continuity of the elements.
The mixed ﬁnite element approximation of (CCP) (2.1)–(2.3) is as follows: (CCP)h compute (ph, yh, uh) ∈ Vh ×
Wh × Uh such that
min
uh∈Kh⊂Uh
{g1(ph) + g2(yh) + h(uh)} (2.13)
(A−1ph, vh) − (yh, div vh) = 0 ∀vh ∈ Vh, (2.14)
(div ph,wh) = (f + Buh,wh) ∀wh ∈ Wh, (2.15)
where Kh is a non-empty closed convex set in Uh, whose approximation properties will be speciﬁed in Theorem 5.1.
This control problem (CCP)h (2.13)–(2.15) again has a unique solution (ph, yh, uh), and that a triplet (ph, yh, uh) ∈
Vh × Wh × Uh is the solution of (CCP)h (2.13)–(2.15) if and only if there is a co-state (qh, zh) ∈ Vh × Wh such that
(ph, yh, qh, zh, uh) satisﬁes the following optimality conditions: (CCP-OPT)h
(A−1ph, vh) − (yh, divvh) = 0 ∀vh ∈ Vh, (2.16)
(divph,wh) = (f + Buh,wh) ∀wh ∈ Wh, (2.17)
(A−1qh, vh) − (zh, divvh) = −(g′1(ph), vh) ∀vh ∈ Vh, (2.18)
(divqh,wh) = (g′2(yh), wh) ∀wh ∈ Wh, (2.19)
(h′(uh) + B∗zh, u˜h − uh)0 ∀u˜h ∈ Kh. (2.20)
In the following we further assume that h′ is positive,
g′1, g′2 and h′ are locally Lipschitz on L2()2,W,U , (2.21)
and that there is a c > 0 such that
(h′(u) − h′(u˜), u − u˜)c‖u − u˜‖2U ∀u, u˜ ∈ U . (2.22)
3. Some preliminaries and interpolation operators
In this paper, we need some differential operators such as div, ∇, curl (for vector functions), and Curl (for scalar
functions). Their deﬁnitions are recalled as the follows: for any v = (v1, v2) ∈ (H 1())2 or w ∈ H 1()
div v = 1v1 + 2v2, ∇w = (1w, 2w),
curl v = 1v2 − 2v1, Curlw = (−2w, 1w).
We have the integration by parts formula:∫

v · ∇w dx = −
∫

w · div v dx +
∫

w(v · ) ds, (3.1)
where  = (1, 2) is the exterior unit-normal to the Lipschitz boundary . From (3.1) we gain∫

(v · Curlw + w · curl v) dx =
∫

w(v · ) ds, (3.2)
where  = (1, 2) is tangential on : 1 = −2, 2 = 1.
As the domain  has a smooth boundary or is convex with a polygonal boundary, let ¯ denote the integral average
value on  of the function , Poincaré’s inequality holds
‖− ¯‖0,C‖∇‖0, ∀ ∈ H 1(). (3.3)
80 Y. Chen, W. Liu / Journal of Computational and Applied Mathematics 211 (2008) 76–89
LetTh also denote the set of triangular or rectangle elements (open) inTh. We deﬁne
Wm,p(Th) := { ∈ Lp() : ∀T ∈Th,|T ∈ Wm,p(T )}
and consider local versions of these differential operators (understood in the distributional sense), namely, divh, curlh :
H 1(Th)
2 → L2() and ∇h,Curlh : H 1(Th) → L2()2 deﬁned such that, e.g., divh v|T := div(v|T ) (T ∈Th).
We further assume that A is elementwise smooth, and A ∈ C1,0(¯)2×2. This implies that [15]
−div(A∇·) : H 10 () ∩ H 2() → L2() is invertible (3.4)
and there exists a constant C > 0 such that for all  ∈ H 10 () and div(A∇) ∈ L2()
‖‖2,ThC‖div(A∇)‖0,. (3.5)
Let Eh denote the set of element sides inTh. If there is no risk of confusion the local mesh size h is deﬁned on both
Th and Eh by h|T := hT for T ∈ Th and h|E := hE for E ∈ Eh, respectively. For all E ∈ Eh we ﬁx one direction
of a unit normal on E pointing in the outside of  in case that E ⊂ . We deﬁne an operator J: H 1(Th) → L2(Eh),
for  ∈ H 1(Th) by
J ()|E := (T+)|E − (T−)|E if E = T+ ∩ T− (E ∈ Eh; T+, T− ∈Th),
and E points from T+ into its neighbor element T−; while
J ()|E := (T )|E if E = T ∩ (E ∈ Eh; T ∈Th).
It is clear that J ()|E represents the jump of the function  across the edge E.
We deﬁne S0(Th) ⊂ L2() as the piecewise constant space and S1(Th) ⊂ H 1() or S10(Th) ⊂ H 10 () as contin-
uous and piecewise linear functions; piecewise is understood with respect toTh. We consider Clement’s interpolation
operator [13] Ih: H 1() → S1(Th) which satisﬁes
‖− Ih‖0,T ChT ‖‖1,T ∀ ∈ H 10 (), (3.6)
‖− Ih‖0,ECh1/2E ‖‖1,E ∀ ∈ H 10 (), (3.7)
for each T ∈Th and E ∈ Eh, with which we associate neighborhoods
T := {T ′ ∈Th : T ∩ T ′ = ∅} and E := {T ∈Th : E ⊂ T }.
Moreover, the maximal number of elements in T is h-independently bounded by the angle condition.
Now, we deﬁne the standard L2()-orthogonal projection Ph: W → Wh, which satisﬁes the approximation property
[9]
‖h−1 · (− Ph)‖0,C‖∇h‖0,,  ∈ H 1(Th). (3.8)
Next, let us deﬁne the projection operator 	h : V → Vh, which satisﬁes: for any q ∈ V∫
E
wh(q −	hq) · E ds = 0 ∀wh ∈ Wh, E ∈ Eh,∫
T
(q −	hq) · vh dx dy = 0 ∀vh ∈ Vh, T ∈Th.
We have the commuting diagram property div	h = Ph div : V onto−→Wh and
div(I −	h)V ⊥ Wh. (3.9)
Further, the interpolant 	h satisﬁes a local error estimate:
‖h−1 · (q −	hq)‖0,C|q|1,Th , q ∈ H 1(Th) ∩V. (3.10)
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Furthermore, in the rest of the paper, we assume that
Wh ⊂ H 1(Th), divVh = Wh,
S0(Th)
2 ∩ H 1(div,) ⊂ Vh ⊂ H 1(Th) ∩ H 1(div,),
A−1ph|T ∈ Pl, ∇hyh|T ∈ Pl ∀T ∈Th. (3.11)
Note that ph and yh are polynomials so thatA−1 is required to be a polynomial too.Actually,A−1 has to be approximated
by some polynomial A−1T for which we proceed as in the proof given below where some additional approximation error
‖A−1 − A−1T ‖L∞() arises in the bounds.
4. A posteriori error estimates for the intermediate error
Fix a function u˜ ∈ U , let (p(u˜), y(u˜)) ∈ V × W be the solution of the following equations:
(A−1p(u˜), v) − (y(u˜), div v) = 0 ∀v ∈ V, (4.1)
(div p(u˜), w) = (f + Bu˜,w) ∀w ∈ W . (4.2)
Let (p, y, u) ∈ V × W × U and (ph, yh, uh) ∈ Vh × Wh × Uh be the solutions of (CCP) (2.1)–(2.3) and (CCP)h
(2.13)–(2.15), respectively. Set some intermediate errors:
1 := p(uh) − ph and e1 := y(uh) − yh. (4.3)
In order to analyze the approach of ﬁxing uh, let us ﬁrst note the following error equations from (2.14)–(2.15) and
(4.1)–(4.2):
(A−11, vh) − (e1, div vh) = 0 ∀vh ∈ Vh, (4.4)
(div 1, wh) = 0 ∀wh ∈ Wh. (4.5)
It follows from (3.4) and the uniqueness of the solutions for (4.1)–(4.2) that y(uh) ∈ H 10 () and in 
p(uh) = −A∇y(uh) and div p(uh) = f + Buh. (4.6)
We ﬁrst establish the following a posteriori error estimates, which can be proved similarly to the proofs given in [10]
(see [10, Theorems 2.1, 2.2]).
Lemma 4.1. For the RT, the BDM, or the BDFM elements, there is a positive constant C which only depends on A, ,
and on the shape of the elements and their polynomial degree k, such that
‖p(uh) − ph‖H(div;) + ‖y(uh) − yh‖L2()C
1, (4.7)
where

1 :=
⎛⎝ ∑
T ∈Th

21T
⎞⎠1/2 :=
⎡⎣ ∑
T ∈Th
(
‖f + Buh − divph‖20,T + h2T · ‖curl(A−1ph)‖20,T
+h2T · min
wh∈Wh
‖A−1ph − ∇hwh‖20,T + ‖h1/2E J (A−1ph · )‖20,T
)⎤⎦1/2
. (4.8)
Moreover, the reverse inequality of (4.7) holds as well provided the assumption (3.11) holds.
Lemma 4.2. For the RT, the BDM, or the BDFM elements, there is a positive constant C which only depends on A, ,
and on the shape of the elements and their polynomial degrees k and l, such that
C
1‖p(uh) − ph‖H(div;) + ‖y(uh) − yh‖L2(). (4.9)
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Let (p, y, q, z, u) ∈ (V × W)2 × U and (ph, yh, qh, zh, uh) ∈ (Vh × Wh)2 × Uh be the solutions of (CCP-OPT)
(2.5)–(2.9) and (CCP-OPT)h (2.16)–(2.20), respectively.
For a ﬁxed function u˜ ∈ U , let (q(u˜), z(u˜)) ∈ V × W be the solution of the following equations:
(A−1q(u˜), v) − (z(u˜), div v) = −(g′1(p(u˜)), v) ∀v ∈ V, (4.10)
(div q(u˜), w) = (g′2(y(u˜)), w) ∀w ∈ W . (4.11)
It follows from (3.4) and the uniqueness of the solutions for (4.10)–(4.11) that z(uh) ∈ H 10 () and
A−1q(uh) + g′1(p(uh)) − ∇z(uh) = 0 in ,
div q(uh) − g′2(y(uh)) = 0 in . (4.12)
Now set further intermediate errors:
2 := q(uh) − qh and e2 := z(uh) − zh. (4.13)
To obtain a posteriori error estimates for 2 and e2, we need the following error equations from (2.18)–(2.19) and
(4.10)–(4.11):
(A−12, vh) − (e2, div vh) = (g′1(ph) − g′1(p(uh)), vh) ∀vh ∈ Vh,
(div 2, wh) = (g′2(y(uh)) − g′2(yh), wh), ∀wh ∈ Wh. (4.14)
Using the assumption (2.21) and the argument similar to the proof of Lemmas 4.1 and 4.2, we can alsoderive the
following results:
Lemma 4.3. For the RT, the BDM, or the BDFM elements, there is a positive constant C which only depends on A, ,
and on the shape of the elements and their polynomial degree k, such that
‖q(uh) − qh‖H(div;) + ‖z(uh) − zh‖L2()
C
2 + C‖ph − p(uh)‖ + C‖yh − y(uh)‖C(
1 + 
2), (4.15)
where 
1 is deﬁned in Lemma 4.1 and

2 :=
⎛⎝ ∑
T ∈Th

22T
⎞⎠1/2 :=
⎡⎣ ∑
T ∈Th
(
‖g′2(yh) − div qh‖20,T + h2T · ‖curl(A−1qh)‖20,T
+h2T · min
wh∈Wh
‖A−1qh + ∇g1(ph) − ∇hwh‖20,T + ‖h1/2E J (A−1qh · )‖20,T
)⎤⎦1/2
. (4.16)
Lemma 4.4. For the RT, the BDM, or the BDFM elements, there is a positive constant C which only depends on A, ,
and on the shape of the elements and their polynomial degree k, such that
C
2‖q(uh) − qh‖H(div;) + ‖z(uh) − zh‖L2(), (4.17)
where 
2 is deﬁned in Lemma 4.3.
5. A posteriori error estimates for optimal control problems
In this section, we deal with general cases where the convex set K may not be the whole control space U and the
discretized constraint set Kh may not be the subset of K.
Let (p, y, q, z, u) ∈ (V × W)2 × U and (ph, yh, qh, zh, uh) ∈ (Vh × Wh)2 × Uh be the solutions of (CCP-OPT)
(2.5)–(2.9) and (CCP-OPT)h (2.16)–(2.20), respectively.
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With the intermediate errors, we can decompose the errors as follows:
p − ph = p − p(uh) + p(uh) − ph := 1 + 1,
y − yh = y − y(uh) + y(uh) − yh := r1 + e1,
q − qh = q − q(uh) + q(uh) − qh := 2 + 2,
z − zh = z − z(uh) + z(uh) − zh := r2 + e2. (5.1)
From (2.5)–(2.6) and (4.1)–(4.2), (2.7)–(2.8) and (4.10)–(4.11), we derive the following error equations:
(A−11, v) − (r1, div v) = 0 ∀v ∈ V, (5.2)
(div 1, w) = (B(u − uh),w) ∀w ∈ W , (5.3)
(A−12, v) − (r2, div v) = (g′1(p(uh)) − g′1(p), v) ∀v ∈ V, (5.4)
(div 2, w) = (g′2(y) − g′2(y(uh)), w) ∀w ∈ W . (5.5)
The assumption that A ∈ L∞(;R2×2) implies (see [9]) that the inverse operator of the map {1, r1} : R3 → V × W
deﬁned by the saddle-point problem (5.2)–(5.3) is bounded and satisﬁes
‖1‖H(div;) + ‖r1‖L2()C‖u − uh‖U , (5.6)
where the continuity of the linear operator B has been used. Similarly, by Lipschitz continuity of g′1 and g′2 and above
estimates, we have
‖2‖H(div;) + ‖r2‖L2()C(‖g′1(p(uh)) − g′1(p)‖ + ‖g′2(y) − g′2(y(uh))‖)C‖u − uh‖U . (5.7)
In the following we estimate ‖u − uh‖U and then obtain the main results:
Theorem 5.1. Let (p, y, q, z, u) ∈ (V × W)2 × U and (ph, yh, qh, zh, uh) ∈ (Vh × Wh)2 × Uh be the solutions of
(CCP-OPT) (2.5)–(2.9) and (CCP-OPT)h (2.16)–(2.20), respectively. Assume that
(h′(uh) + B∗zh)|TU ∈ Hs(TU) (s = 0 or 1) for any TU ∈Th(U), (5.8)
and that there is a u˜h ∈ Kh such that
|(h′(uh) + B∗zh, u˜h − u)|C
∑
TU
hTU ‖h′(uh) + B∗zh‖Hs(TU )‖u − uh‖sL2(TU ). (5.9)
Then for all u˜ ∈ K we have
‖u − uh‖2U C
⎧⎨⎩∑
TU
h1+sTU ‖h′(uh) + B∗zh‖1+sHs(TU ) + ‖zh − z(uh)‖2L2()
+|(h′(uh) + B∗zh, uh − u˜)| + |(B∗(zh − z(uh)), uh − u˜)|
+ |(B∗(z(uh) − z), uh − u˜)| + |(h′(uh) − h′(u), uh − u˜)|
⎫⎬⎭ , (5.10)
where z(uh) is deﬁned by (4.10)–(4.11). Moreover,
‖p − ph‖H(div;) + ‖y − yh‖L2()C(
1 + 
2 + ‖u − uh‖U), (5.11)
‖q − qh‖H(div;) + ‖z − zh‖L2()C(
1 + 
2 + ‖u − uh‖U), (5.12)
where 
1 is deﬁned in Lemma 4.1 and 
2 is deﬁned in Lemma 4.3.
Proof. For any u˜ ∈ K and u˜h ∈ Kh, it follows from (2.6) and (2.17) that
(div(p − p(u˜)), w) = (B(u − u˜), w) ∀w ∈ W , (5.13)
(div(ph − p(u˜h)), wh) = (B(uh − u˜h), wh) ∀wh ∈ Wh. (5.14)
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It then follows from (2.9), (5.13), (2.7), (2.5), (4.1), (2.8), and (4.2) that
0(h′(u) + B∗z, u − u˜) = (h′(u), u − u˜) + (B(u − u˜), z)
= (h′(u), u − u˜) + (div(p − p(u˜)), z)
= (h′(u), u − u˜) + (A−1q, p − p(u˜)) + (g′1(p), p − p(u˜))
= (h′(u), u − u˜) + (A−1(p − p(u˜)), q) + (g′1(p), p − p(u˜))
= (h′(u), u − u˜) + (y − y(u˜), div q) + (g′1(p), p − p(u˜))
= (h′(u), u − u˜) + (g′2(y), y − y(u˜)) + (g′1(p), p − p(u˜)), (5.15)
that is
(h′(u), u − u˜) + (g′1(p), p − p(u˜)) + (g′2(y), y − y(u˜))0 ∀u˜ ∈ K . (5.16)
Next, the relations (2.5)–(2.8) imply that for any u˜ ∈ U
(g′1(p), p(u˜)) + (g′2(y), y(u˜)) = − (A−1q, p(u˜)) + (z, div p(u˜)) + (div q, y(u˜))
= − (A−1p(u˜), q) + (y(u˜), div q) + (div p(u˜), z) = (f + Bu˜, z). (5.17)
Thus
(g′1(p), p(u˜) − p(uh)) + (g′2(y), y(u˜) − y(uh)) = (B∗z, u˜ − uh). (5.18)
Similarly,
(g′1(p(uh)), p − p(uh)) + (g′2(y(uh)), y − y(uh)) = (B∗z(uh), u − uh). (5.19)
Finally, due to convexity of g1 and g2 and the assumption (2.22), we observe that
c‖u − uh‖2U (h′(u), u − uh) + (g′1(p), p − p(uh)) + (g′2(y), y − y(uh))
− (h′(uh), u − uh) − (g′1(p(uh)), p − p(uh)) − (g′2(y(uh)), y − y(uh))
= (h′(u), u − u˜) + (g′1(p), p − p(u˜)) + (g′2(y), y − y(u˜))
+ (h′(u), u˜ − uh) + (g′1(p), p(u˜) − p(uh)) + (g′2(y), y(u˜) − y(uh))
− (h′(uh), u − uh) − (g′1(p(uh)), p − p(uh)) − (g′2(y(uh)), y − y(uh)). (5.20)
Using (5.16), (5.18)–(5.19) and (2.20),
c‖u − uh‖2U (h′(u), u˜ − uh) + (g′1(p), p(u˜) − p(uh)) + (g′2(y), y(u˜) − y(uh))
− (h′(uh), u − uh) − (g′1(p(uh)), p − p(uh)) − (g′2(y(uh)), y − y(uh))
= (h′(u) + B∗z, u˜ − uh) − (h′(uh) + B∗z(uh), u − uh)
= (h′(u) − h′(uh), u˜ − uh) + (h′(uh) + B∗zh, u˜ − uh)
+ (B∗(z(uh) − zh), u˜ − uh) + (B∗(z − z(uh)), u˜ − uh)
+ (h′(uh) + B∗zh, u˜h − u) + (B∗(zh − z(uh)), u − uh)
− (h′(uh) + B∗zh, u˜h − uh)
 |(h′(uh) + B∗zh, u˜h − u)| + |(B∗(zh − z(uh)), u − uh)|
+ |(h′(uh) + B∗zh, uh − u˜)| + |(B∗(zh − z(uh)), uh − u˜)|
+ |(B∗(z(uh) − z), uh − u˜)| + |(h′(uh) − h′(u), uh − u˜)|. (5.21)
By the assumption (5.9), Young’s inequality and ε-Cauchy’s inequality, for any small > 0, we have
|(h′(uh) + B∗zh, u˜h − u)|C
∑
TU
hTU ‖h′(uh) + B∗zh‖Hs(TU )‖u − uh‖sL2(TU )
C
∑
TU
h1+sTU ‖h′(uh) + B∗zh‖1+sHs(TU ) + ‖u − uh‖1+sU , (5.22)
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and
|(B∗(zh − z(uh)), u − uh)|C()‖B∗(zh − z(uh))‖2 + ‖u − uh‖2
C()‖zh − z(uh)‖2 + ‖u − uh‖2. (5.23)
Substituting (5.22)–(5.23) back into (5.21), we obtain (5.10).
It is clearly that (5.11)–(5.12) can be derived from Lemmas 4.1, 4.3, (5.1), and (5.6)–(5.7). 
The assumptions (5.8)–(5.9) hold for many optimal control problems in applications, and have been discussed in
[18,21,22].
Corollary 5.1. Let all the assumptions in Theorem 5.1 hold. Furthermore assume that Kh ⊂ K . Then
‖u − uh‖2U C
⎛⎝∑
TU
h1+sTU ‖h′(uh) + B∗zh‖1+sHs(TU ) + 
21 + 
22
⎞⎠
. (5.24)
Moreover,
‖p − ph‖H(div;) + ‖y − yh‖L2()C(
1 + 
2 + ‖u − uh‖U), (5.25)
‖q − qh‖H(div;) + ‖z − zh‖L2()C(
1 + 
2 + ‖u − uh‖U), (5.26)
where 
1 is deﬁned in Lemma 4.1 and 
2 is deﬁned in Lemma 4.3.
6. Equivalent a posteriori error estimators
It seems to be difﬁcult to further improve the estimates obtained in Theorems 5.1 without knowing structure infor-
mation on the constraint set K. In fact, the techniques needed in deriving lower error estimates heavily depend on the
structure of K. In this section, we consider a case where the constraint set is of obstacle type, which is most frequently
met in real applications. We are then able to derive improved error estimates.
We consider the most useful type of constraints:
K = {v ∈ L2(U) : vd},
where d is a constant. Let Kh = K ∩ Uh, and assume that Uh is the piecewise constant ﬁnite element space. In this
section we assume that  = U . We also assume that the structured multi-meshes (either T¯ ⊂ T¯U or T¯U ⊂ T¯ ) are
used and that the numbers of p-elements in any u-element intersected with +d (see below) are uniformly bounded up.
These can easily be satisﬁed in numerical implementation, see [17]. Let us recall that a norm without any index will
denote a standard L2 norm on a suitable domain, whenever no confusion should be caused.
In order to derive sharp a posteriori error estimates, we divide U into some subsets:
−d = {x ∈ U : (B∗zh)(x) − h′(d)},
d = {x ∈ U : (B∗zh)(x)> − h′(d), uh = d},
+d = {x ∈ U : (B∗zh)(x)> − h′(d), uh > d}.
Then, it is clear that above three subsets do not intersect each other, and U = −d ∩ d ∩ +d .
Let (p(u), y(u)) and (ph(uh), yh(uh)) be the solutions of (2.2)–(2.3) and (2.14)–(2.15), respectively. Let
J (u) = g1(p(u)) + g2(y(u)) + h(u),
Jh(uh) = g1(ph(uh)) + g2(yh(uh)) + h(uh).
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It can be shown that
(J ′(u), v) = (h′(u) + B∗z, v),
(J ′(uh), v) = (h′(uh) + B∗z(uh), v),
(J ′h(uh), v) = (h′(uh) + B∗zh, v),
where z(uh) is the solution of (4.10)–(4.11) with u˜ = uh. We have the following improved upper error estimate:
Lemma 6.1. Let u and uh be the solutions of (2.1) and (2.13), respectively. Then
‖u − uh‖2C(
23 + ‖zh − z(uh)‖2), (6.1)
where

23 =
∫
−d
|h′(uh) + B∗zh|2 dx. (6.2)
Proof. It follows from positiveness of h′ and the inequality (2.9) that
c‖u − uh‖2(J ′(u), u − uh) − (J ′(uh), u − uh) − (J ′(uh), u − uh)
= (J ′h(uh), uh − u) + (J ′h(uh) − J ′(uh), u − uh). (6.3)
It is easy to show that
(J ′h(uh) − J ′(uh), u − uh) = (h′(uh) + B∗zh, u − uh) − (h′(uh) + B∗z(uh), u − uh)
= (B∗(zh − z(uh)), u − uh)
C‖B∗(zh − z(uh))‖2 + ‖u − uh‖2
C‖zh − z(uh)‖2 + ‖u − uh‖2, (6.4)
where  is a sufﬁciently small positive constant.
Now, we estimate the ﬁrst term at the right side of (6.3). Note that
(J ′h(uh), uh − u) =
∫
−d
(h′(uh) + B∗zh)(uh − u) +
∫
+d
(h′(uh) + B∗zh)(uh − u)
+
∫
d
(h′(uh) + B∗zh)(uh − u). (6.5)
It is clear that∫
−d
(h′(uh) + B∗zh)(uh − u)C
∫
−d
|h′(uh) + B∗zh|2 + ‖u − uh‖2 = 
23 + ‖u − uh‖2. (6.6)
Since uh is piecewise constant, uh|TU > d if TU ∩ +d is not empty. If uh|TU > d , there exists > 0 and  ∈ Uh, such
that 0, ‖‖L∞(TU ) = 1 and (uh − )|TU d . For example, one can always ﬁnd such a required  from one of the
shape functions on TU . Hence, uˆh ∈ Kh, where uˆh = uh −  as x ∈ TU and otherwise uˆh = uh. Then, it follows from
(2.20) that∫
TU
(h′(uh) + B∗zh)= −1
∫
TU
(h′(uh) + B∗zh)(uh − (uh − ))
= −1
∫
U
(h′(uh) + B∗zh)(uh − uˆh)0. (6.7)
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Note that on +d , h′(uh) + B∗zhh′(d) + B∗zh > 0 and from (6.7) we have that∫
TU∩+d
|h′(uh) + B∗zh|=
∫
TU∩+d
(h′(uh) + B∗zh) −
∫
TU∩−d
(h′(uh) + B∗zh)

∫
TU∩−d
|h′(uh) + B∗zh|. (6.8)
Let T̂U be the reference element of TU , T 0U = TU ∩ +d , and T̂ 0U ⊂ T̂U be a part mapped from T̂ 0U . Note that h′(·) is
locally Lipschitz continuous, and that (
∫
TU
| · |2)1/2, ∫
TU
| · | are both norms on L2(TU ). In such a case for the function
 ﬁxed above, it follows from the equivalence of the norm in the ﬁnite-dimensional space that∫
TU∩+d
|h′(uh) + B∗zh|2 =
∫
T 0U
|h′(uh) + B∗zh|2Ch2TU
∫
T̂ 0U
|h′(uh) + B∗zh|2
Ch2TU
(∫
T̂ 0U
|h′(uh) + B∗zh|
)2
Ch−2TU
(∫
TU∩+d
|h′(uh) + B∗zh|
)2
Ch−2TU
(∫
TU∩−d
|h′(uh) + B∗zh|
)2
C
∫
TU∩−d
|h′(uh) + B∗zh|2. (6.9)
Recall our assumption that there are only ﬁnite (transferred) p-elements all inside this ˆU . Due to the minimum anger
assumption of these elements, their area cannot attend to zero with h. Thus they will converge to ﬁxed elements inside
ˆU (or by subsequence). In such a case for the function  deﬁned above, the constant C can be made independent of
h. So that,∫
+d
(h′(uh) + B∗zh)(uh − u)C
∫
+d
|h′(uh) + B∗zh|2 + ‖u − uh‖2
C
∫
−d
|h′(uh) + B∗zh|2 + ‖u − uh‖2
= C
23 + ‖u − uh‖2. (6.10)
It follows from the deﬁnition of d that h′(d) + B∗zh > 0 on d . Note that d − u0, we have that∫
d
(h′(d) + B∗zh)(d − u)0. (6.11)
Therefore, (6.1) follows from (6.3)–(6.6) and (6.10)–(6.11). 
Hence, we combine Lemma 6.1 and Corollary 5.1 to conclude that
Theorem 6.1. Let (p, y, q, z, u) ∈ (V × W)2 × U and (ph, yh, qh, zh, uh) ∈ (Vh × Wh)2 × Uh be the solutions of
(CCP-OPT) (2.5)–(2.9) and (CCP − OPT)h (2.16)–(2.20), respectively. We make the same assumption (5.8). Then
‖p − ph‖V + ‖y − yh‖W + ‖q − qh‖V + ‖z − zh‖W + ‖u − uh‖U C
3∑
i=1

i . (6.12)
The following result shows that the derived estimator in the above theorem is in fact equivalent.
Theorem 6.2. Let (p, y, q, z, u) ∈ (V × W)2 × U and (ph, yh, qh, zh, uh) ∈ (Vh × Wh)2 × Uh be the solutions of
(CCP-OPT) (2.5)–(2.9) and (CCP − OPT)h (2.16)–(2.20), respectively. We make the same assumption (5.8). Then
C
3∑
i=1

i‖p − ph‖V + ‖y − yh‖W + ‖q − qh‖V + ‖z − zh‖W + ‖u − uh‖U . (6.13)
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Proof. Note that B∗z + h′(u) = 0 when u>d and B∗z + h′(d)0 when u = d. Let
dd = {x ∈ −d : u(x) = d}.
We have that

23 =
∫
dd
(h′(uh) + B∗zh − h′(u) + h′(d))2 +
∫
−d \dd
(h′(uh) + B∗zh − h′(u) − B∗z)2
C
(
‖u − uh‖2 + ‖z − zh‖2 +
∫
dd
(B∗z + h′(d))2
)
C
(
‖u − uh‖2 + ‖z − zh‖2 +
∫
dd
(B∗z + h′(d) − B∗zh − h′(d))2
)
C(‖u − uh‖2 + ‖z − zh‖2), (6.14)
where we used the facts that B∗zh + h′(d)0B∗z + h′(d) on dd , and
‖h′(u) − h′(uh)‖L2(U )C‖u − uh‖L2(U ), ‖B∗z − B∗zh‖L2()C‖z − zh‖L2().
Hence,

23C(‖u − uh‖2 + ‖z − zh‖2). (6.15)
Finally, the result (6.13) is proved by combining (6.15), (5.6)–(5.7), Lemmas 4.2 and 4.4. 
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