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Abstract
Uniform gradient estimates are derived for diffusion semigroups, possibly with potential, generated by
second order elliptic operators having irregular and unbounded coefficients. We first consider the Rd -case,
by using the coupling method. Due to the singularity of the coefficients, the coupling process we construct
is not strongly Markovian, so that additional difficulties arise in the study. Then, more generally, we treat
the case of a possibly unbounded smooth domain of Rd with Dirichlet boundary conditions. We stress that
the resulting estimates are new even in the Rd -case and that the coefficients can be Hölder continuous. Our
results also imply a new Liouville theorem for space–time bounded harmonic functions with respect to the
underlying diffusion semigroup.
© 2005 Published by Elsevier Inc.
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1. Introduction
In this paper we establish uniform gradient estimates for Schrödinger diffusion semigroups
generated by second order elliptic differential operators L0 having irregular and possibly un-
bounded coefficients. We first consider L0 on Rd and then, more generally, on a possibly
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L0 can be written as
L0 = 12
d∑
i,j=1
qij ∂i∂j +
d∑
i=1
bi∂i − V =: L− V.
The coefficients qij and bi are assumed to be at least continuous on D; the d × d matrix
q(x) = (qij (x)) is uniformly positive definite and the potential term V is nonnegative and Borel
on D. Our precise assumptions are collected in Hypothesis 4.1 (and in Hypothesis 3.1 when
D = Rd ). We stress that, in particular, we are able to treat the case of Hölder continuous co-
efficients q and b. This seems to be the first paper that establishes uniform gradient estimates
for diffusion semigroups when the coefficients are unbounded and not assumed to be locally
Lipschitz.
It is well known that, under suitable conditions on the growth of the coefficients, the L-dif-
fusion process uniquely exists up to the boundary ∂D of D (see [12,20,22]). Define the
Schrödinger diffusion semigroup
PDt f (x) := Ex
(
f (xt )e
− ∫ t0 V (xs)ds1{τ>t}), x ∈ D, f ∈B+b (D),
where Ex is the expectation taken with respect to the distribution Px of the L-diffusion process
starting from x, xt denotes the canonical process on a probability space of continuous trajectories
with values in D, and
τ := inf{t  0: xt ∈ ∂D}.
Moreover,B+b (D) is the set of all bounded nonnegative Borel real functions on D. If f is regular
enough and q , b and V are at least locally Hölder continuous, then it is known that PDt f gives
the classical bounded solution to the parabolic Dirichlet problem involving L0, see, for instance,
[19,20]. In this paper we will establish gradient inequalities of the type
∥∥∇PDt f ∥∥∞ := sup
x∈D
∣∣∇PDt f (x)∣∣ c√
t ∧ 1‖f ‖∞, t > 0, f ∈B
+
b (D), (1.1)
involving the supremum norm ‖ · ‖∞. Note that, since we do not assume that q , b and V are
locally Hölder continuous, PDt f could be nondifferentiable in x; hence we consider a natural
generalization of |∇PDt f (x)|, see (2.3). In addition to (1.1) we prove that, even for non-convex
domains D, the map x 
→ PDt f (x) is globally Lipschitz continuous up to the boundary of D, for
any t > 0.
We stress that uniform gradient estimates like (1.1) also imply the equivalence between func-
tional inequalities and corresponding isoperimetric inequalities, see, e.g., [14,25] for details.
If the coefficients q , b and V are globally bounded and uniformly continuous on D, then L0
generates an analytic semigroup on the space UCb(D) of all uniformly continuous and bounded
functions on D, endowed with the supremum norm, see [17] and references therein. As a conse-
quence of this nontrivial generation result, one obtains the gradient estimates (1.1). On the other
hand, when the coefficients are unbounded, generation of analytic semigroups is no longer true in
general even if the coefficients are assumed to be very regular, see [8]. Recently, uniform gradient
estimates have been intensively investigated when the coefficients q , b and V are unbounded but
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probabilistic arguments, see, for instance, [4,6,21,23,25], have been used on domains of Rd and
on manifolds. Even if the coefficients are regular, uniform gradient estimates are not always true.
Counterexamples are given in [1], if D = Rd , and in [25] for domains of Rd . On the other hand,
when D = Rd , uniform gradient estimates hold under an additional assumption on the boundary
∂D, which has been introduced in [10].
To prove (1.1), the main technique we adopt here is the coupling method as in [6,23,25].
This method is in contrast with the analytic approach mainly based on a priori estimates and the
maximum principle. Our coupling is constructed in the following way: by reflection for a constant
part λ0I and by parallel displacement (called “March Coupling” in [5]) for the remaining part.
Since our coefficients are only continuous and the coupling elliptic operator is degenerate, we
have additional technical difficulties in proving the existence of the coupling process such that
its two marginal processes move together after the coupling time (namely, the first time they
meet). This is why we regularize also the coefficients of the coupling operator, introducing an
additional term, depending on ε > 0; in this way the coefficients of the coupling operators are
continuous on the whole space, rather than merely well defined outside the diagonal as it is usual
(cf. [5,15]). We only prove the existence of such a family of coupling processes, depending on ε,
but not their uniqueness as it happens in other cases of coupling available in the literature (see,
e.g., [15]). This lack of uniqueness implies also that we cannot use the strong Markov property
for the coupling process, see Section 3.1 and the proof of Theorem 4.5. Nevertheless, under
reasonable conditions, our coupling will finally lead to non-trivial gradient estimates for PDt
when ε → 0+. We also mention that our gradient estimates lead naturally to a new Liouville
theorem for space–time bounded harmonic functions (see Theorem 3.6).
After some preliminaries given in Section 2, we study the global case (i.e., D = Rd ) in Sec-
tion 3. Then we extend the resulting estimates to general smooth domains in Section 4. In this
section we consider an assumption on the boundary ∂D which generalizes the one introduced
in [10], see also Example 4.3. Concerning the operator L0, if there is no potential term V , we
substantially extend the assumptions in [10], both with respect to the regularity of the coefficients
q and b, as already mentioned, and with respect to their growth at infinity. If V = 0, then our
assumption of boundedness and measurability of V is different and not comparable with the cor-
responding one in [10] (see also Corollary 3.5 which deals with operators L0 having Lipschitz
potentials V ).
Finally, we remark that our uniform gradient estimates hold also for Neumann semigroups on
smooth convex domains as soon as the coupling processes with reflecting boundary exist. Indeed,
according to [24], the convexity of D would help the coupling to be successful and would allow
one to get the uniform gradient estimates.
2. Preliminaries and basic notation
The inner product and the Euclidean norm in Rd will be denoted by 〈·,·〉 and | · |. Moreover,
we set
ρ(x, y) := |x − y|, x, y ∈ Rd .
The space of all r × d matrices will be denoted by L(Rr ,Rd); further L(Rd,Rd) = L(Rd).
If A ∈ L(Rr ,Rd), its adjoint is denoted by A∗ ∈ L(Rd,Rr ). For any h ∈ Rd , we consider
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‖A‖ := (tr(AA∗))1/2, A ∈ L(Rr ,Rd).
By D we shall denote a possibly unbounded closed connected subset of Rd with smooth bound-
ary ∂D, interior ˚D and such that the distance function
ρ∂D(x) := inf
y∈∂D |x − y|, x ∈ R
d, (2.1)
is a C2-function with bounded second order derivatives in Dα, for some α > 0, where
Dα =
{
x ∈ Rd : ρ∂D(x) α
}
. (2.2)
It will be enough that ∂D is a uniformly C2-boundary, see, for instance, [11] or [10, Appendix]
for more details. Of course D can be the whole Rd . Moreover, ρ∂D is Lipschitz continuous with
|∇ρ∂D(x)| = 1, x ∈ Dα.
Let f :D → R be a locally Lipschitz function, we set
∣∣∇f (x)∣∣ := lim sup
y→x
|f (x)− f (y)|
|x − y| , (2.3)
for any x ∈ D. Note that if f is differentiable in x ∈ ˚D, then |∇f (x)| is just the norm of the
gradient of f in x.
Let us fix some notation on the martingale problem and coupling for diffusions, see also [5,
12,16,20,22]. Let Ωd := C([0,∞);Rd) be endowed with the metric of the uniform convergence
on bounded intervals. Let xt be the canonical process on Ωd , i.e., xt (ω) = ω(t), ω ∈ Ωd , t  0.
We consider on Ωd the natural filtration (Ft )t0 associated to xt . Note that σ(Ft , t  0) is the
Borel σ -algebra of Ωd .
Recall that a martingale solution for L is a family of probability measures Px , x ∈ Rd , on Ωd
such that Px(ω(0) = x) = 1 and for each f ∈ C20(Rd),
M
f
t := f (xt )−
t∫
0
Lf (xs)ds (2.4)
is an Ft -martingale (recall that if S ⊂ Rd , C20(S) denotes the space of all C2-functions f :S →
R with compact support). A coupling distribution for Px and Py , x, y ∈ Rd , is a probability
measure Px,y on Ω2d = (Ωd)2 such that the first and the second marginal distributions of Px,y
are just Px and Py , respectively. That is,
P
x = Px,y ◦ π−11 , Py = Px,y ◦ π−12 , x, y ∈ Rd , (2.5)
where πi : (x1, x2) 
→ xi , i = 1,2. We finally define the coupling time:
T := inf{t  0: xt = yt }, (2.6)
where we set inf∅ = ∞ by convention.
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and 1.13] for more details. Let Dˆ = D ∪ {Δ} be the one-point compactification of D. Thus Δ is
identified with ∂D if D is bounded and with ∂D and the point at infinity if D is unbounded.
Define the explosion time e :C([0,∞); Dˆ) → [0,+∞], e(ω) := inf{t  0: ω(t) = Δ} and
introduce the space
Ω
Dˆ
:= {ω ∈ C([0,∞); Dˆ): either e(ω) = ∞ or
if e(ω) < ∞ then ω(e(ω)+ t)= Δ, for any t  0}.
Following [20, p. 40], one constructs a natural stochastic basis (Ω
Dˆ
,F , (Ft )). A generalized
martingale solution for L on D (or an L-diffusion on D with absorbing boundary) is a family
of probability measures Px on Ω
Dˆ
, x ∈ Dˆ, such that Px(ω ∈ Ω
Dˆ
: ω(0) = x) = 1 and, for each
f ∈ C20( ˚D), one has that the process Mft , see (2.4), is an Ft -martingale (here one uses the
convention of setting f (Δ) = 0, for any f ∈ C20( ˚D)).
Similarly to (2.5) one defines couplings distributions on Ω
Dˆ
×Ω
Dˆ
for generalized martingale
solutions on D.
3. Gradient estimates in Rd
Let us write down our assumptions on L0.
Hypothesis 3.1.
(i) The coefficients qij and bi are continuous on Rd ; V  0 is bounded and Borel on Rd .
(ii) There exists λ0 > 0 such that 〈q(x)h,h〉 λ0|h|2, x ∈ Rd, h ∈ Rd .
(iii) The unique L-diffusion process does not explode, starting from any x ∈ Rd .
(iv) There exists a nonnegative function g ∈ C(0,+∞) such that ∫ 10 g(s)ds < ∞ and
sup
|x−y|=r
1
r
{∥∥σ(x)− σ(y)∥∥2 + 2〈b(x)− b(y), x − y〉} g(r), (3.1)
for all r > 0, where sup∅ = 0 by convention and σ := √q − λ0I is the unique symmetric
nonnegative definite matrix-valued function such that σ 2 = q − λ0I .
Remark 3.2. Let us comment on these hypotheses. Under (i), (ii) there exists a unique martingale
solution for L, see [22, Section 10] or [20, Section 1.10]. Thus, the martingale problem for L on
R
d is well posed and, in addition, the strong Markov property holds.
Condition (iv) generalizes substantially the standard condition that g(r) := cr , for some c > 0,
implying the uniqueness and regularity of strong solutions to the associated SDEs. Note that
under the assumption that g(r) := cr , for some c > 0, we can treat also potentials V which are
globally Lipschitz, see Corollary 3.5.
If σ is constant, then (iv) holds if the drift term b is uniformly continuous on Rd . Indeed, in this
case, we can take as g the modulus of continuity of b, i.e., g(r) = ωb(r) := sup|x−y|r |b(x) −
b(y)|; note that g is continuous on [0,∞).
By Hypothesis 3.1 we can also deal with the nonlocal Lipschitz coefficients considered in [9].
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tinuous coefficients q(x) and b(x). This follows applying the next lemma and taking in (3.1)
g(s) := C(s2α−1 + sα), α ∈ (0,1),
for a sufficiently large constant C > 0. Note that, possibly replacing λ0 with a smaller positive
constant, we can assume that σ(x) is uniformly positive definite.
Lemma 3.3. Let σ(x) ∈ L(Rd), x ∈ Rd , be a symmetric matrix. Assume that, for some λ > 0,
〈σ(x)h,h〉 λ|h|2, x,h ∈ Rd . Let
q(x) = σ(x)2 + λI, x ∈ Rd .
Then one has:
∥∥σ(x)− σ(y)∥∥ 1
2
√
λ
∥∥q(x)− q(y)∥∥, x, y ∈ Rd . (3.2)
Proof. We will use the following elementary fact. Let A and B be two d × d symmetric positive
matrices such that all eigenvalues of A and B are not less than λ > 0. One has:
∥∥√A− √B ∥∥ 1
2
√
λ
‖A−B‖. (3.3)
We provide a short proof for the sake of completeness. Note that X := √B − √A solves the
equation
X
(−√A )+ (−√B )X = −(B −A). (3.4)
Since −√A and −√B are both stable matrices, adapting the classical method used to treat the
Lyapunov equation AX+XA∗ = −I , it is not difficult to solve (3.4). There exists a unique d ×d
matrix which solves (3.4) and this is given by
X =
∞∫
0
e−t
√
B(B −A)e−t
√
A dt.
By this formula we get easily (3.3). The proof is complete. 
3.1. Construction of the coupling
Here, starting from L, we construct a family of coupling processes, with values in R2d , de-
pending on ε > 0. This construction is not standard due to the fact that the coefficients q and b
are only continuous. These coupling processes will allow us to obtain gradient estimates which
will be independent of ε.
Let us fix ε ∈ (0,1) and define
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k(|x − y|)+ ε ,
(3.5)
Cε(x, y) := λ0
(
I − 2uε(x, y)uε(x, y)∗
)+ σ(x)σ (y)∗, x, y ∈ Rd , x = y,
with σ given in (3.1). Here k ∈ C([0,∞)), such that k(0) = 0, k(s) s1/4, s  0, and
1∫
0
g(s)
k2(s)
ds < ∞, (3.6)
where g is given in (3.1). Take for instance k(s) = (∫ s0 g(r)dr ∨ s)1/4. Note that uε is continuous
on R2d . The coupling processes will be generated by
Lε(x, y) := 12
d∑
i,j=1
{
qij (x)
∂2
∂xi∂xj
+ qij (y) ∂
2
∂yi∂yj
+ 2Cεij (x, y)
∂2
∂xi∂yj
}
+
d∑
i=1
{
bi(x)
∂
∂xi
+ bi(y) ∂
∂yi
}
, x = y, ε > 0,
where Cε(x, y) = (Cεij (x, y)). Hence the 2d × 2d diffusion matrix Qε(x, y) of Lε is given by(
q(x) λ0(I − 2uε(x, y)uε(x, y)∗)+ σ(x)σ (y)∗
λ0(I − 2uε(x, y)uε(x, y)∗)+ σ(y)σ (x)∗ q(y)
)
and its drift term is b˜(x, y) := (b(x), b(y)) (remark that if σ = 0 and ε = 0, then Lε is the
generator of the coupling by reflection, while when λ0 = 0 it reduces to the March coupling, see
[5] for more details). To check that the matrix Qε is symmetric and nonnegative, one uses (ii)
and that ∣∣(I − 2uε(x, y)uε(x, y)∗)h∣∣ |h|, h ∈ Rd , (x, y) ∈ R2d, ε ∈ (0,1).
Thus, Lε is a possibly degenerate elliptic second order operator on R2d with continuous coef-
ficients on R2d . Following [12, Theorems 2.2.IV and 2.3.IV] and using Euler approximations,
one gets that there exists a stochastic basis (Ω,F , (Ft ),P), such that for any z = (x, y), there
exists a process Zz,εt with values in Rˆ2d (the standard one point compactification of R2d ) such
that Zz0 = z a.s., and for each F ∈ C20(R2d),
MFt := F
(
Z
z,ε
t
)−
t∫
0
LεF
(
Zz,εs
)
ds, t  0, (3.7)
is an Ft -martingale. Now, to simplify notation, we drop the dependence on z and ε for Zz,εt , i.e.,
we set Zt = Zz,εt . Let Zt =: (Xt , Yt ). The explosion time of Zt is
e = lim τn, τn := inf
{
t  0:
(|Xt | + |Yt |) n}.
n↑∞
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we have e = ∞ a.s., by (iii). Let us consider the coupling time T of Zt , i.e.,
T := inf{t  0: Xt = Yt },
where we set inf∅ = ∞ by convention. This is an Ft -stopping time; define a new process X′t ,
X′t :=
{
Xt, t  T ,
Yt , t > T .
(3.8)
We will show that
Xt and X′t are equal in distribution. (3.9)
To this end, we first prove that X′t is an L-diffusion. We write, for any f ∈ C20(Rd),
f
(
X′t
)−
t∫
0
Lf
(
X′s
)
ds =
(
f
(
X′t∧T
)−
t∧T∫
0
Lf
(
X′s
)
ds
)
+
(
f
(
X′t
)− f (X′t∧T )−
t∫
t∧T
Lf
(
X′s
)
ds
)
= M1t +M2t . (3.10)
We note that, for any t  0, a.s.
M2t = f
(
X′t
)− f (X′t∧T )−
t∫
t∧T
Lf
(
X′s
)
ds = f (Yt )− f (Yt∧T )−
t∫
t∧T
Lf (Ys)ds
and M1t = f (Xt∧T )−
∫ t∧T
0 Lf (Xs)ds. It turns out that M
1
t and M2t are both martingales. Indeed,
concerning M1t , letting F(x, y) = f (x), x, y ∈ Rd , we know that
f (Xt )−
t∫
0
Lf (Xs)ds = F(Zt )−
t∫
0
LεF(Zs)ds
is a local martingale; but in addition, since f ∈ C20(Rd), f (Xt )−
∫ t
0 Lf (Xs)ds is also bounded.
Hence f (Xt ) −
∫ t
0 Lf (Xs)ds is an Ft -martingale. By the Doob optional stopping theorem, we
infer that M1t is an Ft -martingale as well. Similarly one proves that also M2t is a martingale.
Hence X′t is an L-diffusion. Since weak uniqueness holds for L, [20, Chapter 1], we conclude
that (3.9) holds. Define the coupling process Ut = (X′t , Yt ) on (Ω,F , (Ft ),P) and recall that
X′t = Yt a.s., for any t  T .
In this section the law of Ut = Uz,εt on Ω2d will be denoted by Px,yε , for any z = (x, y) ∈ R2d .
P
x,y
ε will be our coupling distribution.
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starting from x and y, respectively. The basic coupling property is
E
xf (xt )− Eyf (xt ) = Ex,yε
(
f (xt )− f (yt )
)
 Ex,yε
∣∣f (xt )− f (yt )∣∣
= Ex,yε
(∣∣f (xt )− f (yt )∣∣1{T>t}) ‖f ‖∞Px,yε (T > t), (3.11)
f ∈ B+b (Rd), where xt and (xt , yt ) denote the canonical processes (on Ωd and Ω2d , respec-
tively) and T is the coupling time on Ω2d .
3.2. Uniform gradient estimates
Here we establish gradient estimates when D = Rd . We write Pt instead of PRdt .
Theorem 3.4. Assume Hypothesis 3.1. Then, for any t > 0, f ∈Bb(Rd), the map x 
→ Ptf (x)
is Lipschitz continuous on Rd . Moreover, the following assertions hold.
(a) If V = 0, then setting
ct = inf
r>0
{∫ r
0 exp[ 14λ0
∫ s
0 g(u)du]ds
2λ0t
+ 1∫ r
0 exp
[− 14λ0 ∫ s0 g(u)du]ds
}
, (3.12)
one has:
‖∇Ptf ‖∞
‖f ‖∞  ct , t > 0, f ∈B
+
b
(
R
d
)
.
If, in particular, C(∞) := ∫∞0 g(s)ds < ∞, then
‖∇Ptf ‖∞
‖f ‖∞ 
exp[ 14λ0 C(∞)](1 + 2λ0)
2λ0
√
t
, t > 0, f ∈B+b
(
R
d
)
. (3.13)
(b) If V = 0, formula (1.1) holds with
c := (1 + ‖V ‖∞)1 + 2λ02λ0 exp
[
1
4λ0
1∫
0
g(s)ds
]
. (3.14)
Proof. We will use the Lε-diffusion previously constructed. Recall that ρ(x, y) := |x−y| and, if
no confusion may arise, we will write ρ instead of |x−y|. We need the following straightforward
formulas (see [5, (2.8)])
Lε(f ◦ ρ) = 12 A¯εf
′′(ρ)+ f
′(ρ)
2ρ
(trAε − A¯ε + 2B), f ∈ C2(0,+∞), (3.15)
where
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B := 〈b(x)− b(y), x − y〉,
A¯ε :=
〈
Aεu(x, y), u(x, y)
〉
.
It is easy to check from (3.5) that
A¯ε  aε(ρ), where aε(ρ) := 4λ0 k
2(ρ)
(k(ρ)+ ε)2 , and
trAε =
∥∥σ(x)− σ(y)∥∥2 + aε(ρ), ρ  0.
It follows that
trAε − A¯ε + 2B 
∥∥σ(x)− σ(y)∥∥2 + 2〈b(x)− b(y), x − y〉,
where ‖σ(x) − σ(y)‖2 = tr{(σ (x) − σ(y))(σ (x) − σ(y))∗}. Thus, (3.1) and (3.15) imply that,
for any f ∈ C2(0,∞) with f ′′  0, f ′  0,
Lε(f ◦ ρ) aε(ρ)2 f
′′(ρ)+ 1
2
g(ρ)f ′(ρ), ρ > 0. (3.16)
Now we split the proof into two parts.
Case I. V = 0. Let a0(r) = 4λ0, r  0, and, for any ε  0, define
ξε(r) := exp
[ r∫
0
g(s)
aε(s)
ds
]
= exp
[
1
4λ0
r∫
0
g(s)(k(s) + ε)2
k2(s)
ds
]
, hε(r) :=
r∫
0
ds
ξε(s)
,
(3.17)
r  0.
Note that, by our hypothesis on the function k, ξε is well defined. For any δ > 0, set
Fδ,ε(r) :=
r∫
0
1
ξε(s)
( δ∫
s
ξε(u)
aε(u)
du
)
ds, r ∈ [0, δ].
In this way one has
aε
2
F ′′δ,ε +
1
2
gF ′δ,ε = −
1
2
,
F ′δ,ε  0 and F ′′δ,ε  0 in (0, δ]. By (3.16) we have:
Lε(Fδ,ε ◦ ρ)(x, y)−12 , ρ(x, y) δ, x = y.
Let Tn := inf{t  0: |xt − yt | < 1/n} (Tn ↑ T as n → ∞), and let
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{
t  0: ρ(xt , yt ) δ
}
,
(3.18)
σN := inf
{
t  0: |xt | + |yt |N
}
, N  1.
Given x = y, choose δ > 0 and n0  1 such that δ > |x − y| > 1/n0. Then
0 Ex,yε Fδ,ε ◦ ρ(xTn∧Sδ∧σN , yTn∧Sδ∧σN ) Fδ,ε
(
ρ(x, y)
)− 1
2
E
x,y
ε Tn ∧ Sδ ∧ σN,
for any n n0 and N > 1. Since the Lε-diffusion process is non-explosive, σN → ∞ as N → ∞,
P
x,y
ε a.s. Therefore, letting N → ∞, we get, by the above inequality,
E
x,y
ε Tn ∧ Sδ  2Fδ,ε
(
ρ(x, y)
)
. (3.19)
On the other hand, one has Lε(hε ◦ ρ) 0, see (3.17), and so
hε
(
ρ(x, y)
)
 Ex,yε hε ◦ ρ(xTn∧Sδ∧σN , yTn∧Sδ∧σN ) hε(δ)Px,yε (Tn ∧ σN > Sδ).
Letting N → ∞, we arrive at
P
x,y
ε (Tn > Sδ) hε
(
ρ(x, y)
)
/hε(δ).
Combining this with (3.19) and letting n → ∞, we obtain
P
x,y
ε (T > t) = Px,yε (T > t, Sδ > t)+ Px,yε (T > t, Sδ  t)
 Px,yε (T ∧ Sδ > t)+ Px,yε (T > Sδ)
 2Fδ,ε(ρ(x, y))
t
+ hε(ρ(x, y))
hε(δ)
, t > 0, ρ(x, y) < δ. (3.20)
Therefore, for any f ∈B+b (Rd), by the coupling property, see (3.11),
|Ptf (x)− Ptf (y)|
|x − y| 
E
x,y
ε |f (xt )− f (yt )|
|x − y| 
P
x,y
ε (T > t)‖f ‖∞
|x − y|

(
2Fδ,ε(|x − y|)
t |x − y| +
hε(|x − y|)
hε(δ)|x − y|
)
‖f ‖∞

(2F ′δ,ε(0)
t
+ h
′
ε(0)
hε(δ)
)
‖f ‖∞, for ρ(x, y) < δ, t > 0. (3.21)
The last inequality follows since Fδ,ε , hε ∈ C1([0, δ]), ε  0, and F ′δ,ε , h′ε are both decreasing
on [0, δ]. Now, since Ptf is bounded on Rd , the previous formula shows that Ptf is Lipschitz
continuous on Rd , for any t > 0. Indeed if ρ(x, y) δ one has:
∣∣Ptf (x)− Ptf (y)∣∣ 2‖Ptf ‖∞  2‖f ‖∞ρ(x, y).
δ
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lim sup
y→x
|Ptf (x)− Ptf (y)|
|x − y| =
∣∣∇Ptf (x)∣∣
(2F ′δ,ε(0)
t
+ 1
hε(δ)
)
‖f ‖∞,
for any ε, δ > 0 (uniformly in x ∈ Rd ). Finally, letting ε → 0+, thanks to the properties of k, we
get
∣∣∇Ptf (x)∣∣
(2F ′δ,0(0)
t
+ 1
h0(δ)
)
‖f ‖∞, δ > 0.
By taking the infimum over all δ > 0, we achieve (3.12). The desired c in (1.1) follows by taking
δ = √t ∧ 1. Finally, if ∫∞0 g(s)ds < ∞, then (3.13) follows by taking δ = √t .
Case II. V = 0. We write
∣∣Ptf (x)− Ptf (y)∣∣= ∣∣Ex,yε {f (xt )e− ∫ t0 V (xs)ds − f (yt )e− ∫ t0 V (ys)ds}∣∣
 Ex,yε
∣∣(f (xt )− f (yt ))e− ∫ t0 V (xs)ds∣∣
+ ∥∥f ‖∞Ex,yε ∣∣e− ∫ t0 V (xs)ds − e− ∫ t0 V (ys)ds∣∣
 ‖f ‖∞
(
P
x,y
ε (T > t)+ Ex,yε
∣∣e− ∫ t0 V (xs)ds − e− ∫ t0 V (ys)ds∣∣). (3.22)
Thus, to get the gradient estimate, we need to control the term
Λεx,y := Ex,yε
∣∣e− ∫ t0 V (xs)ds − e− ∫ t0 V (ys)ds∣∣ Ex,yε
∣∣∣∣∣
t∫
0
V (xs)ds −
t∫
0
V (ys)ds
∣∣∣∣∣

t∫
0
E
x,y
ε
∣∣V (xs)− V (ys)∣∣ds  ‖V ‖∞
t∫
0
P
x,y
ε (T > s)ds. (3.23)
Now, using (3.20) one has, for ρ(x, y) < δ,
t∫
0
P
x,y
ε (T > s)ds 
t∫
0
(
P
x,y
ε (T ∧ Sδ > s)+ Px,yε (T > Sδ)
)
ds
 Ex,yε
t∫
0
1{T∧Sδ>s} ds + t
hε(ρ(x, y))
hε(δ)
 t hε(ρ(x, y))
hε(δ)
+ Ex,yε (T ∧ Sδ ∧ t)
 t hε(ρ(x, y)) + 2Fδ,ε
(
ρ(x, y)
)
, t > 0. (3.24)hε(δ)
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Λεx,y
|x − y|  ‖V ‖∞
t∫
0
P
x,y
ε (T > s)
|x − y| ds  ‖V ‖∞
(
t
hε(δ)
+ 2F ′δ,ε(0)
)
, (3.25)
for ρ(x, y) < δ. This shows that Ptf is Lipschitz continuous on Rd , for any t > 0.
Moreover, using (3.22) and letting y → x, we get
|∇Ptf (x)|
‖f ‖∞ 
(2F ′δ,ε(0)
t
+ 1
hε(δ)
)
+ ‖V ‖∞
(
t
hε(δ)
+ 2F ′δ,ε(0)
)
.
Letting ε → 0+, we find, for any t > 0,
|∇Ptf (x)|
‖f ‖∞  infδ>0
(2F ′δ,0(0)
t
+ 1
h0(δ)
)(
1 + t‖V ‖∞
)

(2F ′√
t∧1,0(0)
t
+ 1
h0(
√
t ∧ 1)
)(
1 + t‖V ‖∞
)
.
Now the estimate in (1.1), with c given in (3.14), follows using the semigroup property and the
fact that ‖Ptf ‖∞  ‖f ‖∞, f ∈Bb(Rd), t  0. 
Corollary 3.5. If the function g in (3.1) verifies g(r) kr , r  0, for some k > 0, then in Theo-
rem 3.4 we can replace the assumption that V is bounded and Borel with the following one:
V is Lipschitz continuous on Rd .
Moreover, if C denotes the Lipschitz constant of V , we have (1.1) with
c := 1 + 2C
k
(
ek/2 − 1)+ 1 + 2λ0
2λ0
ek/8λ0 .
Proof. Note that the hypothesis on g guarantees that there is no explosion for the L-diffusion
process. Since V is Lipschitz continuous, we have, see (3.23),
Λεx,y 
t∫
0
E
x,y
ε
∣∣V (xs)− V (ys)∣∣1{T>s} ds C
t∫
0
E
x,y
ε |xs − ys |1{T>s} ds.
If g(r) kr , then (3.16) implies (with f (s) = s)
E
x,y
ε |xs∧σN∧Tn − ys∧σN∧Tn | |x − y| +
k
2
s∫
E
x,y
ε |xr∧σN∧Tn − yr∧σN∧Tn |dr.0
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E
x,y
ε |xs − ys |1{T>s}  Ex,yε |xs∧T − ys∧T | |x − y|eks/2, s  0,
for any ε > 0. Thus,
lim sup
ε→0+
(
lim sup
y→x
Λεx,y
|x − y|
)
 C
t∫
0
eks/2 ds = 2C
k
(
ekt/2 − 1).
Therefore, the desired result follows from the proof of Theorem 3.4. 
Theorem 3.4 leads to the following new Liouville theorem about space–time bounded har-
monic functions. We refer to [1,7,21] and references therein for corresponding results concerning
L-harmonic functions.
A bounded Borel function u on [0,∞)×Rd is called space–time harmonic with respect to Pt
if
Psu(t + s, ·)(x) = u(t, x), s, t  0, x ∈ Rd .
It is trivial to see that any classical bounded solution to ∂tu+Lu = 0 on [0,∞)×Rd is a space–
time bounded harmonic function. Note that all bounded space–time harmonic functions of Pt are
constant if and only if there exists a successful coupling for the L-diffusion process, see [7].
Theorem 3.6. Assume that Hypothesis 3.1 holds with g satisfying
∞∫
0
exp
[
− 1
4λ0
r∫
0
g(s)ds
]
dr = ∞, (3.26)
then any bounded space–time harmonic function u with respect to Pt is constant.
Proof. By (3.20), for x, y ∈ Rd , δ > |x − y| and t > 0, one has:
∣∣u(t, x)− u(t, y)∣∣= ∣∣Psu(t + s, x)− Psu(t + s, y)∣∣ Ex,yε ∣∣u(t + s, xs)− u(t + s, ys)∣∣
 2‖u‖∞Px,yε (T > s) 2
(
2Fδ,ε(|x − y|)
s
+ hε(|x − y|)
hε(δ)
)
‖u‖∞.
Letting first ε → 0+ and then s → ∞ we get
∣∣u(t, x)− u(t, y)∣∣ 2h0(|x − y|)
h0(δ)
‖u‖∞.
Now if limδ→∞ h0(δ) = ∞ (which is (3.26)), we get that u(t, x) = u(t, y) and so u(t, ·)
is constant, denoted by ut . Thus, since u is space–time harmonic, one has u0 = u(0, x) =
Ptu(t, ·)(x) = ut , t  0. Therefore, u is constant. 
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As a consequence of Theorem 3.6, we now extend a result proved in [1].
Corollary 3.7. Assume that conditions (i)–(iii) in Hypothesis 3.1 hold. Then any bounded space–
time harmonic function with respect to Pt is constant if there exists r > 14λ0 such that
r
∥∥q(x)− q(y)∥∥2 + 2〈b(x)− b(y), x − y〉 0, x, y ∈ Rd . (3.27)
Proof. Since r > 14λ0 , we have λ0 > λ
′ := λ0 − 14r > 0. Then our assumptions hold for λ′ in
place of λ0 with σ :=
√
q − λ′I bounded below by √λ0 − λ′ I = 12√r I . By Lemma 3.3 and
using (3.27) one obtains
∥∥σ(x)− σ(y)∥∥2 + 2〈b(x)− b(y), x − y〉 0, x, y ∈ Rd . (3.28)
Therefore, the desired assertion follows from Theorem 3.6 with g := 0. 
4. Gradient estimates in smooth domains
Here we assume that D = Rd .
Hypothesis 4.1. We keep assumptions (i), (ii), (iv) of Hypothesis 3.1, replacing Rd with D. We
add the following hypotheses:
(iii′) there exists a nonnegative function φ ∈ C2(D) and a constant μ> 0 such that
lim
r→∞ infx∈D, |x|r φ(x) = ∞, Lφ(x) μφ(x), x ∈ D. (4.1)
(v) Let α > 0 be such that ρ∂D is smooth in Dα , see (2.2). There exist a positive constant β ,
a function γ ∈ C2(D;R+), strictly positive in ˚D and which vanishes on ∂D, and a non-
negative function g1 ∈ C(0, α]∩ L1(0, α), such that if 0 < ρ∂D(x) < α then∣∣∇γ (x)∣∣ 1, γ (x) βρ∂D(x) and 2Lγ (x) g1(γ (x)). (4.2)
Remark 4.2. We note that (iii′) implies that the L-diffusion process is not explosive before hitting
the boundary ∂D, see, e.g., [22, Section 10.2]. When D is bounded, (iii′) is trivial as inf∅ = ∞
by convention.
Condition (v) generalizes the corresponding one in [10], namely, Lρ∂D M on {ρ∂D  α},
for some constant M > 0. If this does not hold then gradient estimates can fail, see the coun-
terexample in [25] and also [10]. To see that (v) strictly generalizes the condition used in [10],
let us consider the next example.
Example 4.3. Consider D := {z = (x, y): x  0} ⊂ R2 and take the operator L such that q(z) :=
I, z ∈ D, and
b(x, y) := (y+ ∧ (x−1/2),0), b(0, y) := (y+,0), x  0, y ∈ R,
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at most linear growth and so (iii) is verified). However b is not even uniformly continuous on D.
To check (iv), one considers
h(r) := sup
|z1−z2|=r, z1,z2∈D
〈b(z2)− b(z1), z2 − z1〉
r
, r > 0.
It is straightforward to get that h(r) r ∨ r−1/2, r > 0; hence (iv) holds with g(r) = r ∨ r−1/2.
Concerning (v) one has: ρ∂D(z) = x and Lρ∂D(z) = y+ ∧ x−1/2, z = (x, y) ∈ D, which is
unbounded in any Dα , compare with [10]. However condition (v) holds with γ := ρ∂D and
g1(r) := r−1/2.
Now, similarly to Section 3.1, we construct a suitable coupling.
First, we extend q and b to the whole space Rd in the following way. With the help of
the distance function ρ∂ , we extend these functions by reflection with respect to ∂D to D˜α :=
{x /∈ D: dist(x,D) < α}. We still denote by q and b such extended coefficients. Then we take
a continuous function ψ :Rd → R, 0 ψ  1, such that ψ = 0 on Rd \ (D ∪ D˜α/2) and ψ = 1
on D. Let us define:
qˆ(x) = ψ(x)q(x), bˆ(x) = ψ(x)b(x), x ∈ Rd,
with the understanding that q(x) = b(x) = 0 if x /∈ D ∪ D˜α . Thus, in the sequel we assume that
the operator L is defined on the whole space. Note that the extended L-diffusion process might
be explosive. Next, we use the same notation of Section 3.1.
Let z = (x, y) ∈ D × D. Set Z˜t = Z˜z,εt be one Lε-martingale solution with values in Rˆ2d .
Note that the e˜ > τD×D , where e˜ is the explosion time of Z˜t =: (X˜t , Y˜t ) and τD×D is the hitting
time to the boundary of D × D. This fact follows by assumption (iii′) and by the marginality
property. Remark that
τD×D = τ1 ∧ τ2, τ1 = inf{t  0: X˜t ∈ ∂D}, τ2 = inf{t  0: Y˜t ∈ ∂D}.
Let Dˆ = D ∪ {Δ} be the one-point compactification of D. Define a new process Zt = (Xt , Yt ),
t  0, as follows:
Zt := Z˜t , if t < τ1 ∧ τ2,
Zt := (Δ, Y˜t ), if τ1  t < τ2,
Zt := (Δ,Δ), if t  τ2 ∨ τ1,
Zt := (X˜t ,Δ), if τ2  t < τ1.
It is clear that trajectories of Zt are in ΩDˆ × ΩDˆ . Now introduce a process X′t as in (3.8).
One shows that Xt and X′t have the same distribution on ΩDˆ . To this end, one proceeds as in
(3.10), replacing f ∈ C20(Rd) with f ∈ C20( ˚D) and using Theorem 13.1 in [20, Chapter 1] about
uniqueness of the generalized martingale solution for L on D.
Finally, we consider the coupling process (X′t , Yt ), having law P
x,y
ε on ΩDˆ × ΩDˆ . The mea-
sure P
x,y
ε , ε > 0, (x, y) ∈ D×D, will be our coupling distribution. The marginals of Px,yε are Px
and Py , i.e., the generalized martingale solutions for L on D, starting from x and y, respectively.
Now, following the line of [25], we first estimate the hitting time to the boundary.
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P
x(τ > t) cρ∂D(x)√
t ∧ 1 , x ∈ D, t > 0.
Proof. For any f ∈ C2((0, α]) we have
L(f ◦ γ ) = 1
2
f ′′(γ )〈q∇γ,∇γ 〉 + f ′(γ )Lγ on {0 < ρ∂D < α}.
Similarly to the proof of Theorem 3.4, define
F1(r) :=
r∫
0
(
e−
∫ s
0 g1(u)/λ0 du
α∫
s
e
∫ u
0 g1(u)/λ0 du
λ0
)
ds, h1(r) :=
r∫
0
exp
[
−
s∫
0
g1(u)
λ0
du
]
ds,
r ∈ [0, α], where g1 is given in (4.2). Since 〈q∇γ,∇γ 〉 λ0|∇γ |2  λ0 on {0 < ρ∂D < α}, we
have
L(F1 ◦ γ )−12 and L(h1 ◦ γ ) 0 on {0 < ρ∂D < α}.
Using that there is no explosion before hitting ∂D, the proof of Theorem 3.4 leading to (3.20),
implies that, for ρ∂D(x) < α,
P
x(τ > t) 2F1(γ (x))
t
+ h1(γ (x))
h1(α)
, t > 0.
Then
P
x(τ > t) cγ (x)√
t ∧ 1 ,
for some constant c > 0, and all x ∈ D with ρ∂D(x) < α. Thus, the desired assertion follows by
noting that γ (x) βρ∂D(x), for ρ∂D(x) < α, and, for ρ∂D(x) α, one has
P
x(τ > t) 1 ρ∂D(x)
α
√
t ∧ 1 . 
Combining the above lemma with the argument developed in Section 3, we are able to prove
the following result.
Theorem 4.5. Assume that Hypothesis 4.1 holds. Then, for any t > 0, f ∈ Bb(Rd), the map
x 
→ Ptf (x) is (globally) Lipschitz continuous on D. Moreover the uniform estimate (1.1) holds
for some c > 0.
Proof. Let Px,yε , x, y ∈ D, be the coupling distribution on ΩDˆ ×ΩDˆ previously constructed. Let
τ1 := inf{t  0: xt ∈ ∂D}, τ2 := inf{t  0: yt ∈ ∂D}
and T := inf{t  0: xt = yt } be the coupling time.
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(a) Let zt = (xt , yt ) be the canonical coupling process. For any t > 0, x, y ∈ D, f ∈B+b (D),
we have, see also [25],
∣∣PDt f (x)− PDt f (y)∣∣= ∣∣Exf (xt )1{t<τ } − Eyf (xt )1{t<τ }∣∣
 Ex,yε
∣∣f (xt )1{t<τ1} − f (yt )1{t<τ2}∣∣
 ‖f ‖∞Px,yε (t < τ1 ∨ τ2, T > t ∧ τ1 ∧ τ2)
 ‖f ‖∞
(
P
x,y
ε (t < τ1 ∨ τ2, T > t ∧ τ1 ∧ τ2, T ∧ τ1 ∧ τ2 > t/2)
+ Px,yε (t < τ1 ∨ τ2, T > t ∧ τ1 ∧ τ2, T ∧ τ1 ∧ τ2  t/2)
)
.
Now let ρ(x, y) < δ and Sδ be defined as in (3.18); we find
{t < τ1 ∨ τ2, T > t ∧ τ1 ∧ τ2, T ∧ τ1 ∧ τ2  t/2}
⊂ {T ∧ τ1 ∧ τ2 > Sδ} ∪
{
τ1 
t
2
∧ Sδ, t < τ2
}
∪
{
τ2 
t
2
∧ Sδ, t < τ1
}
.
Hence
∣∣PDt f (x)− PDt f (y)∣∣
 ‖f ‖∞
{
P
x,y
ε (T ∧ τ1 ∧ τ2 > t/2)+ Px,yε
(
τ1  (t/2)∧ Sδ, τ2 > t
)
+ Px,yε
(
τ2  (t/2)∧ Sδ, τ1 > t
)+ Px,yε (T ∧ τ1 ∧ τ2 > Sδ)}, |x − y| < δ. (4.3)
Repeating the proof of Theorem 3.4, with T replaced by T ∧ τ1 ∧ τ2, we obtain
{
P
x,y
ε (T ∧ τ1 ∧ τ2 > t/2)+ Px,yε (T ∧ τ1 ∧ τ2  Sδ)
}

(
2Fδ,ε(ρ(x, y))
t
+ hε(ρ(x, y))
hε(δ)
)
. (4.4)
Now we claim that
P
x,y
ε
(
τi  Sδ ∧ (t/2), τj > t
)
 c√
t ∧ 1ρ(x, y), 1 i = j  2, (4.5)
for some constant c > 0, and all t > 0. Once (4.5) is proved, arguing as in (3.21), we find that
(4.3)–(4.5) imply that x 
→ Ptf (x) is Lipschitz continuous on D. Moreover, we get:
|∇Ptf (x)|
‖f ‖∞  lim supy→x
1
|x − y|
{
P
x,y
ε (T ∧ τ1 ∧ τ2 > t/2)
+ Px,yε
(
τ1  Sδ ∧ (t/2), τ2 > t
)+ Px,yε (τ2  Sδ ∧ (t/2), τ1 > t)
+ Px,yε (T ∧ τ1 ∧ τ2  Sδ)
}
 c√
t ∧ 1 , t > 0. (4.6)
Thus it remains to prove (4.5).
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1{τ1t∧τ2}Ex,yε (1{τ2−(τ1∧ t)>t/2}|Fτ1∧ t ) = 1{τ1t∧τ2}Pyτ1∧ t (τ2 > t/2), Px,yε a.s. (4.7)
Note that to prove (4.7), we cannot use the strong Markov property for the coupling process,
since in general this does not hold.
To simplify notation, set τˆ1 = τ1 ∧ t . Introduce θτˆ1(ω)(t) = ω(t + τˆ1(ω)), t  0, ω ∈ ΩDˆ ×
Ω
Dˆ
. We have τ2 = τ2 ◦ θτˆ1 + τˆ1 provided τˆ1  τ2. Thus, since {τˆ1  τ2} ∈Fτˆ1 , there holds
1{τ1t∧τ2}Ex,yε (1{τ2−τˆ1>t/2}|Fτˆ1) = 1{τ1t∧τ2}Px,yε (τ2 ◦ θτˆ1 > t/2|Fτˆ1)
= 1{τ1t∧τ2}Px,yε
(
θ−1
τˆ1
{τ2 > t/2}|Fτˆ1
)
. (4.8)
Since τˆ1 = τ1 ∧ t is a bounded stopping time and since the coefficients of Lε are locally bounded,
by [13, Lemma 5.4.19, p. 321] we have
P
x,y
ε
(
θ−1τ1∧ t {τ2 > t/2}|Fτ1∧ t
)
(ω) = P˜ωε (τ2 > t/2), (4.9)
where, for each ω, P˜ωε is one (not necessarily unique) solution to the Lε-martingale problem,
starting from (xτ1∧ t (ω), yτ1∧ t (ω)) (thus we could write P˜
ω
ε = P˜xτ1 (ω),yτ1 (ω)ε if τ1  t). Because
{τ2 > t/2} depends only on the second component of ω, by the marginality (cf. (2.5)) one has:
P˜
ω
ε (τ2 > t/2) = P˜
ω
ε ◦ π−12 (τ2 > t/2) = Pyτ1(ω)∧t (τ2 > t/2), Px,yε a.s.
Combining this with (4.8) and (4.9) we prove (4.7).
(c) Here we show (4.5). By (4.7) and applying Lemma 4.4, we obtain
P
x,y
ε
(
τ1  Sδ ∧ (t/2), τ2 > t
)= Ex,yε 1{τ1(t/2)∧τ2∧Sδ}1{τ2>t}
 Ex,yε
[
E
x,y
ε (1{τ1(t/2)∧τ2∧Sδ}1{τ2−τ1∧ t>t/2}|Fτ1∧ t )
]
= Ex,yε 1{τ1(t/2)∧τ2∧Sδ}
[
E
x,y
ε (1{τ2−τ1∧ t>t/2}|Fτ1∧t )
]
= Ex,yε 1{τ1(t/2)∧τ2∧Sδ}Pyτ1 (τ2 > t/2)
 c√
t ∧ 1E
x,y
ε ρ∂D(yτ1)1{τ1(t/2)∧τ2∧Sδ}
 c√
t ∧ 1E
x,y
ε ρ(xτ1∧τ2∧Sδ∧(t/2), yτ1∧τ2∧Sδ∧(t/2)), (4.10)
for some constant c > 0. Since Lε(hε ◦ ρ)  0 on D × D and c1ρ  hε(ρ)  c2ρ for some
constants c1, c2 > 0, independent of ε, and all ρ  δ, we have
E
x,y
ε ρ(xτ1∧τ2∧Sδ∧(t/2), yτ1∧τ2∧Sδ∧(t/2))
1
c1
E
x,y
ε hε ◦ ρ(xτ1∧τ2∧Sδ∧(t/2), yτ1∧τ2∧Sδ∧(t/2))
 hε ◦ ρ(x, y)  c2 ρ(x, y).
c1 c1
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P
x,y
ε
(
τ1  Sδ ∧ (t/2), τ2 > t
)
 c√
t ∧ 1ρ(x, y),
for some constant c > 0. Similarly, the same holds by exchanging τ1 and τ2. Therefore, (4.5)
holds.
Case II. V = 0. Using the gradient estimates already known for V = 0, the proof is similar to
the one of Theorem 3.4 in the case of V = 0. We only remark that to treat the term
t∫
0
E
x,y
ε
∣∣V (xs)1{s<τ1} − V (ys)1{s<τ2}∣∣ds,
one first uses estimate (4.3) (thanks to the boundedness of V ). Then one proceeds as in (3.24) and
(3.25), with T replaced by T ∧ τ1 ∧ τ2. In addition, one uses (4.5). The proof is complete. 
In particular, Theorem 4.5 implies the following classical gradient estimates for elliptic diffu-
sion semigroups on compact regular domains.
Corollary 4.6. If D is bounded, L is uniformly elliptic on D, V = 0 and q , b are Hölder contin-
uous, then, for some c,λ > 0,
∥∥∇PDt f ∥∥∞  c e−λt√t ‖f ‖∞, f ∈B+b (D), t > 0.
Proof. Let u be the positive first Dirichlet eigenfunction of  on D, one has u|∂D = 0, u > 0
in ˚D and |∇u| > 0 in a neighborhood of ∂D. Since D is compact and q is uniformly positive
definite on D, Hypothesis 4.1 holds. In particular, (4.2) holds for some α > 0, with γ := Ru and
R > 0 such that |∇γ | 1 on {ρ∂D < α}. Then Theorem 4.5 implies
∥∥∇PDt f ∥∥∞  c√
t ∧ 1
∥∥PDt/2f ∥∥∞, t > 0, f ∈B+b (D).
Since D is compact, one has:
∥∥PDt/2f ∥∥∞  ‖f ‖∞ sup
x∈D
P
x(τ > t/2) ce−λt‖f ‖∞,
for some constants c,λ > 0. The proof is complete. 
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