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Abstract
Latent factor models (LFMs) such as matrix factorization
achieve the state-of-the-art performance among various Col-
laborative Filtering (CF) approaches for recommendation.
Despite the high recommendation accuracy of LFMs, a crit-
ical issue to be resolved is the lack of explainability. Exten-
sive efforts have been made in the literature to incorporate ex-
plainability into LFMs. However, they either rely on auxiliary
information which may not be available in practice, or fail
to provide easy-to-understand explanations. In this paper, we
propose a fast influence analysis method named FIA, which
successfully enforces explicit neighbor-style explanations to
LFMs with the technique of influence functions stemmed
from robust statistics. We first describe how to employ in-
fluence functions to LFMs to deliver neighbor-style explana-
tions. Then we develop a novel influence computation algo-
rithm for matrix factorization with high efficiency. We further
extend it to the more general neural collaborative filtering and
introduce an approximation algorithm to accelerate influence
analysis over neural network models. Experimental results on
real datasets demonstrate the correctness, efficiency and use-
fulness of our proposed method.
1 Introduction
Recommender systems play an increasingly significant role
in improving user satisfaction and revenue of content
providers who offer personalized services. Collaborative fil-
tering (CF) methods, aiming at predicting users’ personal-
ized preferences against items based on historical user-item
interactions, are the primary techniques used in modern rec-
ommender systems. Among various CF methods, latent fac-
tor models (LFMs) such as matrix factorization (MF), have
gained popularity via the Netflix Prize contest (Bell and Ko-
ren 2007) and achieved the state-of-the-art performance.
The key idea of LFMs is to learn latent vectors for users
and items in a low-dimensional space, and each user-item
preference score is typically modeled as a function of two
(i.e., user and item) latent vectors, e.g., performing sim-
ple inner product, or non-linear transformation with neu-
ral structures (He et al. 2017). In spite of the superior per-
formance, a critical issue with LFMs to be resolved is the
lack of explainability. To be specific, it is extremely diffi-
cult to interpret each latent dimension and explain why the
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preference scores are derived in a particular manner. On
the contrary, most neighbor-based CF models, which gen-
erally perform worse than LFMs, are explainable thanks to
their inherent algorithm design. For example, item-based
CF (Sarwar et al. 2001) recommends an item to a user
by telling “this item is similar to some of your previously
liked items”, while user-based CF (Resnick et al. 1994) ex-
plains the recommendation of an item by saying “several
users who are similar to you liked this item”. We dub such
intuitive explanations as neighbor-style explanations. En-
forcing explainability in recommender systems is inevitably
important, which can make the reasoning more transpar-
ent and improve the trustworthiness and users’ acceptance
of the recommendation results (Bilgic and Mooney 2005;
Ricci et al. 2011). In this paper, we aim to answer the fol-
lowing question: can we endue latent factor models with the
ability of providing neighbor-style explanations?
Extensive efforts have been made in the literature to in-
corporate explainability into LFMs, which mainly fall into
two categories: content-based settings and collaborative set-
tings (Zhang and Chen 2018). For content-based settings,
many researches focused on extracting explicit item features
from auxiliary information to express the semantics of la-
tent dimensions. For example, Zhang et al. (2014) proposed
the Explicit Factor Model, which extracts product features
based on user reviews and aligns each latent factor dimen-
sion with a product feature towards explainable recommen-
dation. Wang et al. (2018) and Cheng et al. (2018b) empow-
ered LFMs with explanations using both product features
and review aspects. However, the external information (e.g.
user reviews) required by the existing content-based filter-
ing methods may not be available in practice. And the latent
space composed from the recognized explicit item features
(usually less than 10 understandable features) could be in-
sufficient to represent a large number of users and items (up
to hundred millions) while preserving their semantic simi-
larities and dissimilarities.
As for the collaborative settings, non-negative matrix fac-
torization was proposed to enhance the interpretability of
MF methods by adding a non-negative constraint on the fac-
tors (Lee and Seung 2000), but it fails to provide explicit ex-
planations. More recently, Abdollahi and Nasraoui (2016a;
2017) introduced Explainable Matrix Factorization which
prefers to recommend items liked by user’s neighbors based
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on an “explainability regularizer”. A similar idea is also
applied to the restricted Boltzmann machines for CF (Ab-
dollahi and Nasraoui 2016b). But the purpose of these two
works is to improve some ad-hoc “explainability scores”
(e.g., the number of a user’s neighbors who liked the recom-
mended item) rather than generate explanations for LFMs.
Furthermore, the above collaborative methods require spe-
cific modifications to the vanilla LFMs, and hence their ex-
planation abilities can hardly be applicable in the LFM vari-
ants, e.g., Neural Collaborative Filtering (NCF) (He et al.
2017).
In this paper, we propose a general method named
FIA (Fast Influence Analysis), which successfully enforces
neighbor-style explanations to LFMs and only relies on the
user-item rating matrix without the auxiliary information re-
quirement. The key technique used in FIA is the influence
functions stemmed from robust statistics (Cook and Weis-
berg 1980). Influence functions were originally developed to
understand the influence of training examples on a model’s
predictions (Cook and Weisberg 1982). In the context of rec-
ommendation, we train an LFM using users’ historical item
ratings and the trained model can predict ratings for the un-
rated items. Given a trained LFM and its predicted rating
for a specific user-item pair, influence functions allow us to
identify which training example, in the form of (user, item,
rating), contributes most to the prediction result. By align-
ing the user and item properly, we are able to evaluate the
effects of the historical ratings from the same user (or, from
the same item) on the rating predicted by the model. Natu-
rally, the historical ratings with the maximum influence form
a neighbor-style explanation for the LFM towards explain-
able recommendation. Note that the enforcement of influ-
ence functions is orthogonal to the specific LFM structures
and can be seamlessly applied to different LFMs.
To the best of our knowledge, this is the first attempt
to leverage influence functions in the recommendation do-
main to facilitate neighbor-style explanations in LFMs. The
key technical challenge of employing influence functions in
LFM-based recommendation is the high computation cost,
which is determined by the large number of model param-
eters in advanced LFMs and the scale of training data. To
make influence analysis applicable, our proposed FIA in-
troduces an efficient influence calculation algorithm which
exploits the characteristics of MF to effectively reduce the
time complexity. We further extend our algorithm to the
more general neural LFM, i.e., NCF, and develop an ap-
proximation algorithm to accelerate influence analysis over
neural methods. Extensive experiments have been conducted
over real-world datasets and the results demonstrate the
correctness and efficiency of FIA. The analysis on the re-
sults of influence functions leads to better understanding of
LFM behaviors, which is valuable for a broader domain of
recommendation-related researches.
2 Preliminaries
2.1 Latent Factor Models
Matrix Factorization (MF) has become the de facto ap-
proach to LFM-based recommendation. MF represents each
user/item with a real-valued vector of latent features. Let pu
and pi denote the vectors for user u and item i in a joint K-
dimensional latent space, respectively. In MF, the predicted
rating Rˆui of user u against item i is computed by the inner
product of pu and qi, as defined below:
Rˆui = p
T
uqi (1)
The inner product operation linearly aggregates the pair-
wise latent feature multiplications, which limits the expres-
siveness of MF in capturing complex user-item interactions.
Neural Collaborative Filtering (NCF) (He et al. 2017) is
thus proposed to learn a non-linear interaction function f(·),
which can be considered as a generalization of MF:
Rˆui = f(pu,qi) (2)
In the original paper, f(·) is specialized by a multi-layer per-
ceptron (MLP):
Rˆui = φX(...φ2(φ1(z0))...) (3)
z0 = pu ⊕ qi (4)
φl(zl−1) = δl(Wlzl−1 + bl), l ∈ [1, X] (5)
where X is the number of fully-connected hidden layers in
the neural network, ⊕ is the concatenation of vectors, Wl,
bl and δl are the weight matrix, bias vector and non-linear
activation function for the l-th layer, respectively. Several
recent attempts (He et al. 2018; Cheng et al. 2018a) replace
MLP with more complex operations (e.g., convolutions), but
they still belong to the general framework of NCF. In this
paper, we mainly focus on MF and the original NCF method
for clarification, but our proposed algorithms are applicable
to all the instantiated models under the NCF framework.
2.2 Influence Functions
Consider a general prediction problem from an input domain
X to an output domain Y . Let Z = {z1, z2, ..., zn} be the
training set, where zi = (xi, yi) ∈ X × Y,∀i ∈ {1, n}.
Given a point z ∈ Z and model parameters θ ∈ Θ, we de-
note by L(z, θ) the empirical loss on z. The objective func-
tion R(θ) for model training is defined as 1n
∑n
i=1 L(zi, θ),
and the model parameters that minimize R(θ) is defined
as θˆ def= arg minθ∈Θ
1
n
∑n
i=1 L(zi, θ). We assume R(θ) is
twice-differentiable and strictly convex in θ, and this as-
sumption can be relaxed via approximation.
The ultimate goal of using influence functions is to es-
timate the effects of training points on a model’s pre-
dictions. A simple solution to achieve this goal is to re-
move a training point, retrain the model with the remain-
ing points from scratch, and compute the new prediction re-
sults. However, this process involves high time consump-
tion. Influence functions provides an efficient way to es-
timate the model’s prediction change without retraining
the model. This is achieved by studying the change of
model parameters θˆ,z − θˆ when a training point z is up-
weighted by an infinitesimal step , and the new parameters
θˆ,z
def
= arg minθ∈Θ
1
n
∑n
i=1 L(zi, θ) + L(z, θ). A classical
result (Cook and Weisberg 1982) claims that:
dθˆ,z
d
∣∣∣
=0
= −H−1
θˆ
∇θL(z, θˆ) (6)
where Hθˆ
def
= 1n
∑n
i=1∇2θL(zi, θˆ) is the Hessian matrix.
Equation (6) is derived from a quadratic approximation to
R(θ) via Taylor expansion. Hθˆ is invertible by the assump-
tion on R(θ). Recent works have shown that for non-convex
objective functions that are widely used in neural networks,
a damping term can be added into the Hessian to alleviate
negative eigenvalues and make the equation approximately
work. The detailed derivations can be found in (Koh and
Liang 2017).
We then measure the change on loss at a test point ztest if
upweighting z by the step  using the chain rule:
dL(ztest, θˆ,z)
d
∣∣∣
=0
= ∇θL(ztest, θˆ)> dθˆ,z
d
∣∣∣
=0
= −∇θL(ztest, θˆ)>H−1θˆ ∇θL(z, θˆ)
(7)
By setting  to − 1n (which is equivalent to removing the
point z), we can approximate the influence of removing z
from the training set on the loss at the test point ztest:
L(ztest, θˆ−z) ≈ L(ztest, θˆ)− 1
n
dL(ztest, θˆ,z)
d
∣∣∣
=0
= L(ztest, θˆ) +
1
n
∇θL(ztest, θˆ)>H−1θˆ ∇θL(z, θˆ)
(8)
where θˆ−z is the learned model parameters after removing
z. From the above equation, we can infer the influence of a
training point z on model’s prediction loss at ztest with the
previously learned model parameters θˆ without retraining.
3 Methodology
In this section, we first describe how to apply influence func-
tions to LFMs to deliver neighbor-style explanations. We
then introduce our fast influence analysis method FIA for
MF that significantly reduces the computation cost. Finally,
we extend our method to neural settings and propose an ap-
proximation algorithm to further improve analysis efficiency
over NCF.
3.1 Explaining LFMs via Influence Analysis
Consider the rating prediction problem for recommendation
where the input space X involves the sets of users {uj} and
items {ij}, and the output space Y is the set of possible rat-
ings. LetR = {z1, z2, ..., zn} be a set of observed user-item
ratings, where zj = (uj , ij , yj) ∈ X × Y . Without loss of
generality, we define L(zj , θ) as the squared error loss at
(uj , ij) reported by an LFM with parameters θ:
L(zj , θ) = (g(uj , ij , θ)− yj)2 (9)
where g(uj , ij , θ) is the model’s predicted rating for (uj , ij).
The LFM is trained based onR and the model parameters θˆ
on convergence satisfies: θˆ def= arg minθ
1
n
∑n
j=1 L(zj , θ).
Problem. We denote by g(ut, it, θˆ) the rating predicted by
the trained LFM over a test case (ut, it). Let Rut and Rit
be two subsets of training records that are interacted with ut
and it, respectively. That is:
Rut = {zj = (uj , ij , yj) ∈ R | uj = ut}
Your ratings for
similarmovies
User Movie Rating
Test User Captain America 5
Test User Antman 4
Test User The Avengers 5
Test User Deadpool 3
Test User Iron Man 4
(a) Item-based explanation
User Movie Rating
Neighbor_1 Test Movie 5
Neighbor_2 Test Movie 5
Neighbor_3 Test Movie 3
Neighbor_4 Test Movie 4
Neighbor_5 Test Movie 4
Your neighbors’
ratings for this movie
(b) User-based explanation
Figure 1: Two types of neighbor-style explanations.
Rit = {zj = (uj , ij , yj) ∈ R | ij = it}
In this paper, we aim to find the top-k influential points in
Rut that lead to model’s prediction g(ut, it, θˆ). Similarly,
we also aim to find the k most influential points in Rit that
make the model predict g(ut, it, θˆ). We dub the above two
sets of identified influential points as item-based and user-
based neighbor-style explanations respectively, as illustrated
in Figure 1, where k = 5. Note that the influence analysis
process should be efficient and scalable to a large number of
users and items.
Influence analysis towards explainable LFMs. Inspired by
the power of influence functions, for a training point z ∈ Rt,
where we define Rt def= Rut ∪Rit , we can measure its in-
fluence on a prediction g(ut, it, θˆ) by studying the counter-
factual: How would this prediction change if we did not in-
clude z in the training set? Specifically, the change of pre-
diction can be defined as:
∆g(ut, it, θˆ−z)
def
= g(ut, it, θˆ−z)− g(ut, it, θˆ) (10)
where θˆ−z
def
= arg minθ
∑
zj 6=z L(zj , θ). In order to learn
g(ut, it, θˆ−z) without model retraining, we directly compute
∆g(ut, it, θˆ−z) via influence analysis, as described in Sec-
tion 2.2. To be specific, the computation of the prediction
change involves the following three steps.
(i) The first step is to measure how upweighting z by an
infinitesimal step  influences the LFM parameters θˆ,
i.e., dθˆ,zd
∣∣
=0
. Recall that θˆ,z is the new parameters
learned after upweighting, which can be computed us-
ing Equation (6).
(ii) The second step is to measure how upweighting z af-
fects the prediction of LFM at (ut, it) based on the
chain rule:
dg(ut, it, θˆ,z)
d
∣∣∣
=0
= ∇θg(ut, it, θˆ)> dθˆ,z
d
∣∣∣
=0
= −∇θg(ut, it, θˆ)>H−1θˆ ∇θL(z, θˆ)
(11)
(iii) The third step is to approximate ∆g(ut, it, θˆ−z) with
the derivative in Equation (11) by setting  = − 1n :
∆g(ut, it, θˆ−z) ≈ 1
n
∇θg(ut, it, θˆ)>H−1θˆ ∇θL(z, θˆ)
(12)
Based on Equation (12), we can obtain two sets of pre-
diction differences {∆g(ut, it, θˆ−z) | z ∈ Rut} and
{∆g(ut, it, θˆ−z) | z ∈ Rit} for the test case (ut, it), by
examining training points inRut andRit , respectively.
To deliver item-based neighbor-style explanations with
the computed prediction differences, we sort the training
points z in Rut in the descending order of their absolute
influence values, i.e., |∆g(ut, it, θˆ−z)|. After that, we ex-
tract k training points in Rut with the largest values of
|∆g(ut, it, θˆ−z)|, and treat them as the top-k influential
records from user ut for the rating prediction against item
it, i.e., k item-based explanations as illustrated in Figure 1a.
Similarly, we can sort the training points in Rit and find
top-k influential records associated with item it to deliver
the user-based neighbor-style explanations, as shown in Fig-
ure 1b.
3.2 Fast Influence Analysis for MF
It is worth noticing that computing ∆g(ut, it, θˆ−z) in Equa-
tion (12) is expensive due to the existence of the Hessian
and its inverse H−1
θˆ
. Given a training set with n points and
an MF model with p parameters in total, the complexity of
computing Hθˆ is O(np
2) and reverting Hθˆ needs O(p
3) op-
erations. p reflects model complexity and is determined by
the total number of users and items; n can be huge in order
to learn better user and item latent representations. To make
things worse, for each test case (ut, it), we need to compute
∆g for all the training data inRt, recallRt def= Rut∪Rit .
Basic influence computation. Instead of explicitly comput-
ingH−1
θˆ
, a more efficient way is to compute ∆g(ut, it, θˆ−z)
in Equation (12) with Hessian-vector products (HVPs) and
the iterative algorithm proposed in (Koh and Liang 2017),
which consists of three major steps as follows.
S1. Computing H−1
θˆ
∇θg(ut, it, θˆ). The computation can
be transformed into an optimization problem:
H−1
θˆ
∇θg(ut, it, θˆ)=arg min
t
{1
2
t>Hθˆt−∇θg(ut, it, θˆ)>t}
(13)
The optimization problem can be solved with conjugate
gradients methods, which will empirically reach con-
vergence within a few iterations (Martens 2010). Recall
that Hθˆ
def
= 1n
∑n
i=1∇2θL(zi, θˆ), the complexity of this
step is O(np), which is determined by the computation
of Hθˆt (Pearlmutter 1994).
S2. Computing ∇θL(z, θˆ). For a training point z, getting
∇θL(z, θˆ) requires O(p) operations. And since we need
to traverse all the training points in Rt to find influen-
tial explanations for the rating prediction of (ut, it), the
complexity of this step is O(p|Rt|).
S3. Computing ∆g(ut, it, θˆ−z). Note that H−1θˆ is symmet-
ric and we can perform this step by combining the re-
sults from the previous two steps using Equation (12):
∆g(ut, it, θˆ−z) =
1
n
∇θL(z, θˆ)>H−1θˆ ∇θg(ut, it, θˆ))
(14)
This step needs to perform an inner product with O(p)
operations for each training point in Rt. Hence, the
complexity of this step is O(p|Rt|).
Let n′ = |Rt|. Since n  n′ in practice, the overall com-
plexity of computing {∆g(ut, it, θˆ−zj )}n
′
j=1 based on the
above three steps is O(np).
Fast influence analysis (FIA). Although the basic influence
computation with the complexity of O(np) is significantly
efficient than explicitly calculating H−1
θˆ
, it still incurs high
computation cost over real datasets. According to our exper-
iments, when we employ the aforementioned computation
process on the Movielens 1M dataset (Harper and Konstan
2016), it takes up to an hour to measure influence of training
points on merely one test case, which is obviously unaccept-
able in nowadays recommender systems.
To accelerate the influence analysis process, we propose
a Fast Influence Analysis algorithm (FIA) for MF based on
the following two key observations.
O1. For a given test case (ut, it), only a small fraction
of MF parameters contribute to the prediction of yt.
Specifically, in MF, the prediction of yt is determined
by θt = {put ,qit}, where put and qit are the la-
tent vectors for ut and it, respectively. Hence, only the
change of parameters in θt affects the prediction of yt.
O2. Now that we focus on the analysis of the parameters in
θt, we only need to measure the influence of training
points in Rt on θt. Other training points do not gener-
ate gradients on θt and can be ignored during influence
computation.
Based on the above observations, we can derive the change
of MF’s prediction when removing a training point z by:
∆g(ut, it, θˆ−z) =
1
n′
∇θtg(ut, it, θˆ)>H−1θˆt ∇θtL(z, θˆ)
(15)
Recall that n′ = |Rt|. To better understand the above
equation, we zoom into its two parts. First, ∇θtg(ut, it, θˆ)
measures how the change of θt affects MF’s prediction
at (ut, it). We only consider the parameters in θt, which
is different from the basic influence computation method.
Second, 1n′H
−1
θˆt
∇θtL(z, θˆ) measures how θt changes when
removing a training point z, and Hθˆt is the Hessian
1
n′
∑n′
j=1∇2θtL(zj , θˆ). Here we are able to extract a sub-
problem from the original one, and measure the effects of
Rt on θt since ∇θtL(z, θˆ) = ∇2θtL(z, θˆ) = 0 for z /∈ Rt.
Time complexity of FIA. The computation of Equation (15)
can be achieved by the three steps used for calculating Equa-
tion (14). However, the computation cost involved in Equa-
tion (15) is significantly reduced compared with Equation
(14). Specifically, we analysis the time complexity of each
step for computing Equation (15) as follows.
S1’. Computing H−1
θˆt
∇θtg(ut, it, θˆ). According to Equa-
tion (13), the time cost of this step results from the
computation of Hθˆtt, which is O(n
′K) and K is the
dimension of latent vectors. Since now we only need
to compute the Hessian of n′ points, and the number of
parameters θˆt is reduced from p to 2K.
S2’. Computing ∇θtL(z, θˆ). For a training point z, com-
puting∇θtL(z, θˆ) needs O(K) operations. We have to
traverse all the training points inRt and the complexity
of the step becomes O(n′K).
S3’. Computing ∆g(ut, it, θˆ−z). In this step, we per-
form an inner product over H−1
θˆt
∇θtg(ut, it, θˆ) and
∇θtL(z, θˆ). In FIA, the dimension of the above vec-
tors is K, and hence the complexity of traversingRt is
O(n′K).
To sum up, the overall complexity of FIA for MF is O(n′K),
which is greatly reduced compared with O(np) cost of the
original process, since n′  n and K  p. It is also worth
mentioning that both n′ and K are typically small and inde-
pendent of the scale of the training set. On the contrary, n
and p are proportional to the number of training examples.
Thus FIA enables us to perform efficient influence analysis
for MF even over large datasets.
3.3 Approximate Influence Analysis for NCF
Extending FIA to NCF settings. The NCF methods are
based on the latent factors (i.e., embeddings) of users and
items, and aim to learn a complex interaction function (e.g.,
MLP) from training examples unlike performing inner prod-
uct as MF. To adapt FIA to NCF settings, we divide the
parameters involved in NCF into two parts: θe and θn. θe
is the latent factors of users and items, θn is the param-
eters in the interaction function (e.g., weight matrices in
MLP). Given a test case (ut, it), the rating yt predicted by
NCF is determined by both θe and θn, but the two parts
of parameters are affected by training points in different
ways. That is, θe is optimized by the training points in Rt,
whereRt def= Rut ∪ Rit , which is similar to θt in MF, while
θn is learned using the complete set of R. According to the
Taylor expansion of g(ut, it, θe, θn) at (θˆe, θˆn), we have:
g(ut, it, θe, θn) = g(ut, it, θˆe, θˆn) +
∂g
∂θe
∣∣∣
θe=θˆe
∆θe
+
∂g
∂θn
∣∣∣
θn=θˆn
∆θn + o(||∆θ||)
(16)
We then compute ∆g(ut, it, θˆ−z) by dividing it into two
parts: ∆g(ut, it, θˆe−z) and ∆g(ut, it, θˆn−z), and drop the
o(||∆θ||) term, where θˆe−z and θˆn−z are respectively the
learned θˆe and θˆn after removing z:
∆g(ut, it, θˆ−z) ≈ ∆g(ut, it, θˆe−z) + ∆g(ut, it, θˆn−z)
(17)
where ∆g(ut, it, θˆe−z) is the change of NCF’s prediction
due to the changes of the learned embedding when removing
a training point z. The computation of ∆g(ut, it, θˆe−z) is
similar to Equation (15):
∆g(ut, it, θˆe−z) =
1
n′
∇θeg(ut, it, θˆ)>H−1θˆe ∇θeL(z, θˆ)
(18)
For the parameters θn involved in the interaction function,
we have:
∆g(ut, it, θˆn−z) =
1
n
∇θng(ut, it, θˆ)>H−1θˆn ∇θnL(z, θˆ)
(19)
Combining Equation (17)−(19), we can get ∆g(ut, it, θˆ−z)
for NCF recommendation methods.
Time complexity analysis. The complexity of influence
analysis based on Equation (18) and (19) using FIA is simi-
lar to that of Equation (15) for MF. The complexity of com-
puting Equation (18) is O(n′K) since the calculation is only
based on the parameters of latent factors and the training
points in Rt. For Equation (19), the computation cost is
O(n|θn|), since the learning of θn relies on all the training
points. Hence, the total time complexity of FIA for NCF is
O(n′K + n|θn|).
FIA for NCF with approximation. We observe that in prac-
tice, ∆g(ut, it, θˆe−z)  ∆g(ut, it, θˆn−z), due to the fact
that the coefficient 1n′  1n , especially for large datasets.
For the Movielens 1M dataset, n′ is usually a few hundred,
while n can be up to one million. This inspires us to com-
pute ∆g(ut, it, θˆ−z) approximately by dropping the second
term in Equation (17) and combining with Equation (18):
∆g(ut, it, θˆ−z) ≈ 1
n′
∇θeg(ut, it, θˆ)>H−1θˆe ∇θeL(z, θˆ)
(20)
The intuition for the above approximation is that the effect
of removing a training point z on θe is more significant than
that on θn, since θn is trained on the whole training set in-
stead of the smaller subset Rt. As a result, the time com-
plexity of FIA for NCF methods can be further reduced to
O(n′K), which is as efficient as FIA for MF.
4 Experiments
The major contributions of this work are to enforce ex-
plainability for LFMs by measuring the influence of train-
ing points on the prediction results, and the proposed fast
influence analysis methods. In this section, we conduct ex-
periments to answer the following research questions:
• RQ1: How can we prove the correctness of our proposed
influence analysis method? Can influence functions be
successfully applied to explain the prediction results from
LFMs?
• RQ2: Can FIA compute influence efficiently for LFMs?
How does FIA perform compared with the basic influence
computation process in terms of the efficiency?
• RQ3: How do the explanations provided by our methods
look like? What insights can we gain from the results of
influence analysis for LFMs?
4.1 Experimental Settings
Datasets. We conduct experiments on two publicly acces-
sible datasets:
• Yelp: This is the Yelp Challenge dataset1, which includes
users’ ratings on different types of business places (e.g.,
restaurants, shopping malls, etc).
1https://www.yelp.com/dataset/challenge
Table 1: Statistics of the datasets
Dataset Interaction# User# Item# Sparsity
Yelp 731,671 25,815 25,677 99.89%
Movielens 1,000,209 6,040 3,706 95.53%
• Movielens: This is the widely used Movielens 1M
dataset2, which contains user ratings on movies.
In the following experiments, we apply the common pre-
processing method (Rendle et al. 2009) to filter out users
and items with less than 10 interactions in the datasets. The
statistics of the remaining records in two datasets are sum-
marized in Table 1.
Parameter Settings. We implemented FIA using Tensor-
flow3. For each user in the dataset, we randomly held-out
one rating as the test set, and used the remaining data for
training. We adopted Adam (Kingma and Ba 2014) to train
MF and NCF models, which is a variant of stochastic gra-
dient descent that dynamically tunes the learning rate dur-
ing training and leads to faster convergence. We set the ini-
tial learning rate to 0.001, the batch size to 3000, and the
l2 regularization coefficient to 0.001. When computing the
influence functions, to avoid negative eigenvalues in Hes-
sian (Koh and Liang 2017), we add a damping term of 10−6.
All the experiments were conducted on a server with 2 Intel
Xeon 1.7GHz CPUs and 2 NVIDIA Tesla K80 GPUs.
4.2 Verification of Correctness (RQ1)
Evaluation Protocol for Correctness. Given a test case
(ut, it), we use FIA to compute the prediction changes of
a trained LFM, i.e., ∆g(ut, it, θˆ−z), by removing a training
point z ∈ Rut ∪Rit from the whole training setR. To ver-
ify the effectiveness of FIA on computing ∆g(ut, it, θˆ−z),
we remove the training point z and retrain the model with
the remaining points. In this way, we can estimate the true
value of ∆g, denoted by ∆gtrue, and compare it with the
estimation result from FIA.
In our experiments, we first randomly select 100 test cases
{(uti , iti) | i ∈ [1, 100]} from the test set. For each test
case, we apply FIA to compute {∆g(uti , iti , θˆ−z) | z ∈Ruti ∪ Riti } by considering the influence of all the train-
ing points in Ruti ∪ Riti . Here we only select ∆g with the
largest absolute value and compare it with ∆gtrue for cor-
rectness verification. This is because the true value of pre-
diction change ∆gtrue after removing one training point is
hard to learn with retraining if it is too small, and is easily
overwhelmed by the randomness of retraining process. We
also perform retraining multiple times and use the average
value as ∆gtrue to further alleviate the effects of random-
ness during retaining.
Results Analysis. We conduct experiments for FIA-MF
and FIA-NCF on two datasets, where FIA-NCF is the ver-
sion with approximation. The results are shown in Figure 2.
First, we can see that the prediction changes computed by
2https://grouplens.org/datasets/movielens/1m/
3https://www.tensorflow.org
Table 2: Running time of FIA and IA for MF
Yelp Movielens
Factors FIA-MF IA FIA-MF IA
8 0.78s 460s 0.96s 291s
16 0.75s 500s 1.21s 292s
32 0.80s 743s 1.59s 456s
64 0.77s 927s 1.26s 371s
128 0.95s 1705s 1.24s 167s
256 0.93s 2242s 1.22s 274s
Table 3: Running time of FIA and IA for NCF
Yelp Movielens
Factors FIA-NCF IA FIA-NCF IA
8 1.17s 653s 0.89s 405s
16 1.01s 705s 1.47s 500s
32 0.97s 1010s 4.01s 601s
64 0.77s 1350s 4.35s 587s
128 1.09s 1633s 4.75s 655s
256 1.38s 2419s 2.41s 712s
FIA are highly correlated with their actual values obtained
by retraining, which verifies the correctness of FIA methods.
Specifically, for FIA-MF, the Pearson correlation coefficient
(Pearson’s R for brevity) between the computed and actual
changes are 0.99 and 0.98 for Yelp and Movielens, respec-
tively. For FIA-NCF, the Pearson’s R between the computed
and actual changes are 0.93 and 0.92 for Yelp and Movie-
lens, respectively. The strong correlations between the re-
sults from FIA and retraining prove that FIA methods can
effectively approximate the prediction changes without ex-
pensive retraining. Besides, it is worth noticing that FIA pro-
vides better results for MF than NCF on both datasets. This
is because in FIA-NCF, we ignore the effects of a part of
model parameters to improve the computational efficiency.
This trade-off sacrifices a tiny fraction of accuracy, but we
want to emphasize that the approximation method FIA-NCF
can still provide convincing influence analysis according to
the results.
4.3 Study of Computational Efficiency (RQ2)
We now empirically evaluate the computational efficiency
of FIA. We measure the time cost of FIA-MF and FIA-NCF
with IA on the two datasets, where IA is the basic influ-
ence computation method that we describe in Section 3.2.
For each dataset, we randomly select a set of test cases
{(ut, it)}, and we record the average running time for com-
puting the effects of training points on the test cases, i.e.,
{∆g(ut, it, θˆ−z) | z ∈ Rut∪Rit}. The running time results
with different latent factor dimension settings for MF and
NCF are provided in Table 2 and Table 3, respectively.
From the results, we can see that our FIA methods are
consistently much more efficient than IA on the two datasets.
Specifically, FIA runs 135 to 2411 times faster than IA in
MF, and achieves a speedup of 138x to 1752x than IA in
NCF. Note that the time cost of FIA is always at a small
scale, i.e., less than 5 seconds, regardless of the dimension
of latent factors and the employed datasets. This shows the
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Figure 2: Comparison between the actual prediction changes and those computed by FIA methods for MF and NCF.
Movie Movie Type Your Rating Influence
A Close Shave Animation&
Comedy
3 0.036
The Best of Aardman
Animation
Animation &
Children's 3 0.034
The Princess Bride Comedy & Romance 3 0.030
The Last Days of Disco Drama & Comedy 5 -0.028
My Fair Lady Musical &Romance 3 0.027
Dumbo Animation & Children's 5 -0.022
Figure 3: An example of our item-style explanations.
potential of FIA to be applied to real recommendation sce-
narios. Besides, we can observe that the time cost of each
algorithm generally increases with the dimension of latent
factors, but with some exceptions. This is caused by the it-
erative method that we used to solve Equation (13). That is,
the number of iterations until the convergence depends on
specific model parameters, which results in certain variance
of the running time in practice.
4.4 Case Study (RQ3)
To gain some intuitions on the effectiveness of FIA in pro-
viding explanations for LFMs, we now give an example
for illustration purpose. We use the Movielens dataset and
first train a MF model on the dataset until convergence. We
then randomly select a test user with 53 historical ratings
and predict the user’s rating for the movie The Lion King
(1994) using the trained MF model. In our experiment, the
MF method predicts the rating to be 4.04. Recall that given
a trained model and a test case (ut, it), we can compute
{∆g(ut, it, θˆ−z) | z ∈ Rut} and {∆g(ut, it, θˆ−z) | z ∈Rit} to provide both user-based and item-based neighbor-
style explanations for MF. Here we only present item-
based explanations, which are typically easier to understand
than user-based explanations. More specifically, we compute
{∆g(ut, it, θˆ−z) | z ∈ Rut} for the test case with FIA.
The produced explanations are shown in Figure 3, where
we preserve the top-6 influential rating records. We also pro-
vide the movie type and the computed influence, to illustrate
how the prediction would change when removing the rating
from the training set. According to the results, we can ex-
plain to the user: “we predict your rating for The Lion King
(1994) to be 4.04, mostly because of your previous ratings
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on the following 6 items”. Since the type of movie The Lion
King (1994) belongs to Animation & Comedy, the explana-
tions in this example are intuitive and convincing. Note that
most of movies in the generated list are similar to The Lion
King (1994) in terms of the movie type.
Besides, to better understand LFM behaviors with influ-
ence functions, we draw the distribution of the influence
of training points on the test example, which is shown in
Figure 4. We focus on the analysis of training points z ∈
Rut ∪ Rit , and Figure 4a is a smooth histogram showing
the distribution of influence values. From the figure, we can
see that the influence of training points is usually centered
around zero and concentrated near zero. Figure 4b is a scat-
ter plot showing the sorted absolute values of the influence
scores. We observe that only a small fraction of training
points contribute significantly to the MF model’s prediction
on the test case, which may provide some insights on under-
standing the security risks of LFMs.
5 Conclusion
In this paper, we propose a general method based on in-
fluence functions to enforce neighbor-style explanations for
LFMs towards explainable recommendation. Our method
only leverages the user-item rating matrix without the re-
quirement on auxiliary information. To make influence anal-
ysis applicable in real applications, we introduce an efficient
computation algorithm for MF. We further extend it to NCF
and develop an approximation algorithm to further improve
the influence analysis efficiency. Extensive experiments con-
ducted over real-world datasets demonstrate the correctness
and efficiency of the proposed method, as well as the useful-
ness of the provided explanations.
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