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Abstract.
In this article we prove that for a large class of 2-dimensional minimal cones (including almost all
2-dimensional minimal cones that we know), the almost orthogonal union of any two of them is still a
minimal cone. Comparing to existing results for minimality of almost orthogonal union of planes [16, 19],
here we are dealing with unions of cones with non isolated singularities, which results in a series of
essential difficulties, and new ideas are required.
The proof in this article can be generalized to other types of minimalities, e.g. topological minimality,
Reifenberg minimality, etc..
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1 Introduction
This paper is the core of a series of papers ([20, 22, 21]), which aims at finding new families of singularities
for 2-dimensional Almgren minimal sets, by taking unions of known singularities in transversal directions.
This is motivated by the attempt to classify all possible singularities for 2-dimensional Almgren minimal
sets in Rn.
In this paper we prove that for a large class of 2-dimensional minimal cones (including almost all
2-dimensional minimal cones that we know), the almost orthogonal union of any two of them is still a
minimal cone.
The notion of Almgren minimality was introduced by Almgren [2] to modernize Plateau’s problem,
which aims at understanding physical objects that minimize the area while spanning a given boundary.
The study of regularity and existence for these sets is one of the centers of interest in geometric measure
theory.
Among all other notions of minimality for Plateau’s problem (such as currents, varifolds, minimal
surfaces, see works of De Giorgi, Douglas, Federer, Fleming, Reifenberg, etc.), Almgren’s notion of
minimal sets gives a very good description of the local behavior for soap films, in the sense that the list
of all possible singularities (”tangent objects”) for 2-dimensional Almgren minimal sets in 3-dimensional
ambient spaces coincides exactly with what people can observe in soap film experiments.
So let us say more about Almgren’s minimal sets.
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Briefly, given any open set U ⊂ Rn (U is the domain in which our minimal set lives), a relatively
closed set E in U is d−dimensional Almgren minimal in U if its d−dimensional Hausdorff measure could
not be decreased by any Lipschitz deformation with compact support in U . (See Section 2.1 for the
precise definition.) In other words, E is Almgren minimal if it minimizes Hausdorff measure among all
its Lipschitz deformation with compact support in U . (For soap films, the dimension d of the set is 2,
and the ambient dimension n = 3).
Note that we are working in the setting of sets, hence the point of view here is very different from
those of minimal surfaces and mass minimizing currents under certain boundary conditions. Here we see
no algebraic or differential structure from the definition, and no equational description, hence traditional
tools on functional analysis and PDE do not work directly. On the other hand since we are talking
about absolute minima, not just stationary points for some area functional, hence we are expecting
better regularity. Comparing to the large number of results in the theory of mass minimizing currents, or
classical minimal surfaces, in our case, very few results of regularity are known. (On the other hand, there
have been a number of progress on the existence for minimizers when we work with sets, see [13, 9, 8, 10]
etc. )
The first regularity results for Almgren minimal sets have been given by Frederick Almgren [2] (recti-
fiability, Ahlfors regularity in arbitrary dimension), then generalized by Guy David and Stephen Semmes
[7] (uniform rectifiability, big pieces of Lipschitz graphs), Guy David [4] (minimality of the limit of a
sequence of minimizers).
Since Almgren minimal sets are rectifiable and Ahlfors regular, they admit a tangent plane at almost
every point. But our main interest is to study those points where there is no tangent plane. These points
are called singular points.
A first finer description of the interior regularity for Almgren minimal sets is due to Jean Taylor,
who gave in [25] an essential regularity theorem for 2-dimensional minimal sets in 3-dimensional ambient
spaces: if E is a minimal set of dimension 2 in an open set of R3 , then every point x of E has a
neighborhood where E can be parametrized (modulo a negligible set) through a C1 diffeomorphism by
an Almgren minimal cone (that is, an Almgren minimal set which is also a cone. We will call them
minimal cones in the rest part of the paper). It might be worth mentioning that the list of 2 dimensional
minimal cones in R3 coincides exactly with all possible singularities that we can observe in soap films.
In [5], Guy David generalized Jean Taylor’s theorem to 2-dimensional Almgren minimal sets in Rn,
but with a local bi-Ho¨lder parametrization, that is, every point x of E has a neighborhood where E
can be parametrized through a bi-Ho¨lder diffeomorphism by a minimal cone C (but the minimal cone
might not be unique). In addition, in [6], David also proved that, if this minimal cone C satisfies an
epiperimetric condition, we will have the C1 parametrization (called C1 regularity). In particular, the
tangent cone of E at the point x ∈ E exists and is a minimal cone, and the blow-up limit (see Definition
2.11) of E at x is unique.
Thus, the study of singular points is transformed into the classification of singularities, i.e., into
looking for a list of minimal cones. Besides, getting such a list would also help deciding locally what kind
3
(i.e. C1 or bi-Ho¨lder) of perimetrization by a minimal cone can we get.
In R3, the list of 2-dimensional minimal cones has been given by several mathematicians a century
ago. (See for example [15] or [14]). They are, modulo isometry: a plane (which we also call a P set), a
Y set (the union of 3 half planes that meet along a straight line where they make angles of 120 degrees.
This straight line is called its spine), and a T set (the cone over the 1-skeleton of a regular tetrahedron
centered at the origin). See the pictures below.
Figure 1. Various soap film examples.  (Section 2.1) 
A. Skew quadrilateral. B. Mobius band.
C. Catenoid. D. Catenoid with disk.
E. Tetrahedral film. F. Trefoil knot film.
a Y set a T set
In higher dimensions, even in dimension 4, the list of minimal cones is still very far from clear. Except
for the three minimal cones that already exist in R3, the only 2-dimensional minimal cones that were
known before this paper is the product of two 1-dimensional Y sets [18], and unions of several almost
orthogonal planes (cf.[16] and [19]). The later gives continuous one-parameter families of minimal cones,
and this gives already an interesting phenomenon that does not occur in R3—-in R3, no small perturbation
of any minimal cones ever preserves the minimality, and moreover, each minimal cone admits a different
topology from the others.
Note that in case of unions of two orthogonal planes, the minimality comes easily from an algebraic
lemma (cf. for example Lemma 5.2 of [23]). But in case of almost orthogonal planes, the minimality is
far from intuitive, and the proof of minimality is already quite envolved.
In this article we aims at proving the minimality for unions of almost orthogonal 2-dimensional
minimal cones, and let us first state the main theorem:
Theorem 1.1. [minimality of the union of two almost orthogonal 2-dimensional minimal cones]Let
K10 ⊂ Rn1 and K20 ⊂ Rn2 be two 2-dimensional Almgren unique minimal cones. We suppose in addition
that both cones are sliding stable. Then there exists 0 < θ0 <
pi
2 , such that if K
1 and K2 are two copies
(centered at 0) of K10 and K
2
0 in Rn1+n2 , with αK1,K2 ≥ θ0, then the union K1 ∪K2 is a minimal cone.
Remark 1.2. 1◦ The angle αK1,K2 between two minimal cones K1 and K2 is defined to measure the
orthogonality between the two sets. When α = 0 the two sets are orthogonal, and almost orthogonal when
α is small. See Definition 2.40;
2◦ The Almgren uniqueness says roughly that a minimal set is the only one that attains the minimal
measure in the class of its deformations and their limits. See the beginning of Section 3 for the precise
definition.
3◦ The condition of sliding stability means that the set is of minimal measure among deformations if
we allow the boundary of the set to move a little bit along the boundary of the domain. See Definition
2.29.
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Comparing to existing results for minimality of almost orthogonal union of planes [16, 19], here we
are dealing with unions of cones with non isolated singularities, which means that we cannot decompose
things into regular parts and turn ourselves into treating problems with non singularities (for which many
well known tools in minimal graphs and differential geometry can easily apply). As a result, a series of
essential difficulties occurs throughout the proof, such as the lack of good local parametrization, the lack
of translation invariance, the lack of good 1-Lipschitz projection, the lack of Almgren uniqueness, etc.
Hence new ideas are required. We list here the main ingredient to overcome some of the above difficulties:
1◦ The proof of the uniqueness theorem for the orthogonal union:
Like in [16], to prove uniqueness, we mainly use the fact that given any minimizer other than the
orthogonal union, the tangent plane is analytic almost everywhere. If the two components of the union
are planes, things turn to graphs, and complex analysis can essentially do almost everything. But here
we treat components with singularities, hence we have to carefully control the behavior of singular sets,
which are of codimension 1, for which the property of ”analytic tangent plane almost everywhere” says
nothing. We have to analyse the manner under which the regular parts can meet, to deal with this
codimension 1 set.
2◦ Flatten boundary near minimal cones:
To estimate the measure near the non isolated singular sets (Y sets), again because there is no 1-
Lipschitz projection, we construct a particular regions U (in stead of simply balls) for each 2-dimensional
minimal cone (see Section 5), to insure that the variation of the measure of the minimal cone while sliding
along the boundary of the region is zero (cf. [20] Theorem 3.1). In this particularly defined region, we can
also prove the sliding stability for all known 2-dimensional minimal cones ([20, 21]), which is a necessary
condition in our main theorem.
3◦ Fine estimates of measure based on topological invariant:
In contrary to minimal sets near a plane, we cannot use minimal graph to immitate the behavior of
a minimal set close to a Y set, the fine estimate of measure for such sets are mainly done under the help
of topological invariant, like connectness and homology to control the topology near the sets (see Section
6), and then to control the measure (see Section 7).
4◦ Reduction from a nearly conic minimal set to any of its small part:
When we want to decompose a minimal set near the union of K1 and K2, due to the non translation
invariance for minimal cones other than planes, it may occur that at smaller and smaller scales, our set
goes gradually near the union of translated K1 and K2 with different centers. The whole Section 8 will
be devoted to solve this. Briefly, we introduce a reduction procedure, and reduce this case step by step
to the case of the union of two planes. As a key step for this reduction, we construct retractions from a
minimal cone to any arbitrary small part, and further we do the same for any minimal set that is very
near a cone.
Another problem issued from the non translation invariance is the measure stability for an arbitrary
2-dimensinoal minimal cone. We prove it in [20].
5◦ We have also changed the whole workspace:
In the proof of minimality of almost orthogonal union of planes, we carried on a series of processes
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that pass to the limit. By definition, a minimal cone only minimizes measure among all its deformations,
but not among limits of its deformations. But one can see in the proof of [16, 19], that we still work in
the frame of deformations, because if the minimal cone is a plane, taking limits is not a real issue. In fact,
some manipulations on orthogonal projections (which are 1-Lipschitz) to planes are enough to show that
a plane minimizes the measure among a much larger class of sets, including limits of its deformations,
and even if we allow the deformations to move the boundary orthogonally with respect to the plane.
For an arbitrary 2-dimensional minimal cone, when there is no 1-Lipschitz neighorhood retraction,
we are forced to pay our attention to the much larger class of sets– the class of all limits of deformations.
We mainly use homology property to analyse the local structure for limits; and to further estimate the
measure, we prove an upper-semi-continuity result (cf. Theorem 4.1 of [22]). This plays an important
role in the whole proof.
There are still a number of other problems during the analysis of local structure and measure estimates
around singularities, as we will see throughout the proof.
After all the above efforts, there are still two issues that we are not able to cover: The Almgren
uniqueness, and the sliding stability for the two minimal cones K1 and K2. That is why we add these
two assumptions in our main theorem. We do not know whether these are necessary condition for the
minimality of almost orthogonal union of K1 and K2. But on the other hand, so far for all of the
2-dimensional minimal cones we know, they all satisfy these two conditions. See [22], [20] and [21].
We also remark that for minimal cones with calibrations or paired calibrations, or satisfy some topo-
logical condition, they automatically satisfy the sliding stability. Sets with calibrations and paired cali-
brations are very likely to satisfy the Almgren uniqueness as well. See proof in [20] and [21].
The whole article before the last section will be devoted to the proof of Theorem 1.1. In the last section
we give some perspectives. We prove that the almost orthogonal union of two sliding stable Almgren
unique 2-dimensional minimal cones is still sliding stable and Almgren unique, so that we can continue take
the union of these newly found minimal cones with others to generate new families of Almgren minimal
cones. We also announce a theorem on the topological minimality of the almost orthogonal union of two
topological minimal cones, the proof of which is simpler, because with the topology condition, things pass
to the limit directly.
Acknowledgement: This work was supported by China’s Recruitement Program of Global Experts,
School of Mathematics and Systems Science, Beihang University.
2 Definitions and preliminaries
2.1 Some useful notation
[a, b] is the line segment with end points a and b;−→
ab is the vector b− a;
Rab denotes the half line issued from the point a and passing through b;
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B(x, r) is the open ball with radius r and centered on x;
B(x, r) is the closed ball with radius r and center x;
Hd is the Hausdorff measure of dimension d ;
dH(E,F ) = max{sup{d(y, F ) : y ∈ E}, sup{d(y,E) : y ∈ F}} is the Hausdorff distance between two
sets E and F .
For any subset K ⊂ Rn, the local Hausdorff distance in K dK between two sets E,F is defined as
dK(E,F ) = max{sup{d(y, F ) : y ∈ E ∩K}, sup{d(y,E) : y ∈ F ∩K}};
For any open subset U ⊂ Rn, let {En}n, F be closed sets in U , we say that F is the Hausdorff limit
of {En}n, if for any compact subset K ⊂ U , limn dK(En, F ) = 0;
dx,r : the relative distance with respect to the ball B(x, r), is defined by
dx,r(E,F ) =
1
r
max{sup{d(y, F ) : y ∈ E ∩B(x, r)}, sup{d(y,E) : y ∈ F ∩B(x, r)}}.
For any (affine) subspace Q of Rn, and x ∈ Q, r > 0, BQ(x, r) stands for B(x, r) ∩Q, the open ball
in Q.
For any subset E of Rn and any r > 0, we call B(E, r) := {x ∈ Rn : dist(x,E) < r} the r neighborhood
of E.
If E is a d-rectifiable set, denote by TxE the tangent plane (if it exists and is unique) of E at x. Hd
is the Hausdorff measure of dimension d ;
For any d ≤ n, any abelien group G, and any subset E ⊂ Rn, Hd(E,G) denote the d-th singular
homological group of E with coefficient in the group G.
2.2 Basic definitions and notations about minimal sets
In the next definitions, fix integers 0 < d < n. We first give a general definition for minimal sets. Briefly,
a minimal set is a closed set which minimizes the Hausdorff measure among a certain class of competitors.
Different choices of classes of competitors give different kinds of minimal sets.
Definition 2.1 (Minimal sets). Let 0 < d < n be integers. Let U ⊂ Rn be an open set. A relative closed
set E ⊂ U is said to be minimal of dimension d in U with respect to the competitor class F (which
contains E) if
(2.1) Hd(E ∩B) <∞ for every compact ball B ⊂ U,
and
(2.2) Hd(E\F ) ≤ Hd(F\E)
for any competitor F ∈ F .
Definition 2.2 (Almgren competitor (Al competitor for short)). Let E be relatively closed in an open
subset U of Rn. An Almgren competitor for E is an relatively closed set F ⊂ U that can be written as
F = ϕ1(E), where ϕt : U → U, t ∈ [0, 1] is a family of continuous mappings such that
(2.3) ϕ0(x) = x for x ∈ U ;
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(2.4) the mapping (t, x)→ ϕt(x) of [0, 1]× U to U is continuous;
(2.5) ϕ1 is Lipschitz,
and if we set Wt = {x ∈ U ; ϕt(x) 6= x} and Ŵ = ⋃t∈[0.1][Wt ∪ ϕt(Wt)], then
(2.6) Ŵ is relatively compact in U.
Such a ϕ1 is called a deformation in U , and F is also called a deformation of E in U .
For future convenience, we also have the following more general definition:
Definition 2.3. Let U ⊂ Rn be an open set, and let E ⊂ Rn be a closed set (not necessarily contained
in U). We say that E is minimal in U , if E ∩ U is minimal in U . A closed set F ⊂ Rn is called a
deformation of E in U , if F = (E\U) ∪ ϕ1(E ∩ U), where ϕ1 is a deformation in U .
We denote by F(E,U) the class of all deformations of E in U . In the article, we need to use Hausdorff
limits in F(E,U). However, if we regard elements of F(E,U) as sets in Rn, and take the Hausdorff limit,
the limit may have positive measure on ∂U\E. In other words, sets in F(E,U) may converge to the
boundary. We do not like this. Hence we let F(E,U) be the class of Hausdorff limits of sequnces in
F(E,U) that do not converge to the boundary. That is: we set
F(E,U) = {F ⊂ U¯ : ∃{En}n ⊂ F(E,U) such that dK(En, F )→ 0
for all compact set K ⊂ Rn, (2.1) holds for F , and Hd(F ∩ ∂U\E) = 0}.
(2.7)
It is easy to see that both classes are stable with respect to Lipschitz deformations in U .
Definition 2.4 (Almgren minimal sets). Let 0 < d < n be integers, U be an open set of Rn. An Almgren-
minimal set E in U is a minimal set defined in Definition 2.1 while taking the competitor class F to be
the class of all Almgren competitors for E.
For the need of our future argument, we also have the following definition:
Definition 2.5. Let 0 < d < n be integers, U be an open set of Rn. A closed set E ⊂ Rn is said to be
Almgren minimal in U , if E ∩ U is Almgren minimal in U .
Definition 2.6 (Topological competitors). Let G be an abelian group. Let E be a closed set in an open
domain U of Rn. We say that a closed set F is a G-topological competitor of dimension d (d < n) of E
in U , if there exists a convex set B such that B¯ ⊂ U such that
1) F\B = E\B;
2) For all Euclidean n − d − 1-sphere S ⊂ U\(B ∪ E), if S represents a non-zero element in the
singular homology group Hn−d−1(U\E;G), then it is also non-zero in Hn−d−1(U\F ;G). We also say
that F is a G-topological competitor of E in B.
When G = Z, we usually omit Z, and say directly topological competitor.
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And Definition 2.1 gives the definition of G-topological minimizers in a domain U when we take the
competitor class to be the classe of G-topological competitors of E.
The simplest example of a topological minimal set is a d−dimensional plane in Rn.
Proposition 2.7 (cf.[17] Proposition 3.7 and Corollary 3.17). Let U be a domain in Rn.
1◦ Let E ⊂ U be relatively closed. Then for any d < n, every Almgren competitor of E in U is a
G-topological competitor of E of dimension d in U .
2◦ All G-topological minimal sets in U are Almgren minimal in U .
Definition 2.8 (reduced set). Let U ⊂ Rn be an open set. For every closed subset E of U , denote by
(2.8) E∗ = {x ∈ E ; Hd(E ∩B(x, r)) > 0 for all r > 0}
the closed support (in U) of the restriction of Hd to E. We say that E is reduced if E = E∗.
It is easy to see that
(2.9) Hd(E\E∗) = 0.
In fact we can cover E\E∗ by countably many balls Bj such that Hd(E ∩Bj) = 0.
Remark 2.9. It is not hard to see that if E is Almgren minimal (resp. G-topological minimal), then E∗
is also Almgren minimal (resp. G-topological minimal). As a result it is enough to study reduced minimal
sets. An advantage of reduced minimal sets is, they are locally Ahlfors regular (cf. Proposition 4.1 in [7]).
Hence any approximate tangent plane of them is a true tangent plane. Since minimal sets are rectifiable
(cf. [7] Theorem 2.11 for example), reduced minimal sets admit true tangent d-planes almost everywhere.
Remark 2.10. The notion of (Almgren or G-topological) minimal sets does not depend much on the
ambient dimension. One can easily check that E ⊂ U is d−dimensional Almgren minimal in U ⊂ Rn
if and only if E is Almgren minimal in U × Rm ⊂ Rm+n, for any integer m. The case of G-topological
minimality is proved in [17] Proposition 3.18.
2.3 Regularity results for minimal sets
We now begin to give regularity results for minimal sets. They are in fact regularity results for Almgren
minimal sets, but they also hold for all G-topological minimizers, after Proposition 2.7. By Remark 2.9,
from now on all minimal sets are supposed to be reduced.
Definition 2.11 (blow-up limit). Let U ⊂ Rn be an open set, let E be a relatively closed set in U , and
let x ∈ E. Denote by E(r, x) = r−1(E−x). A set C is said to be a blow-up limit of E at x if there exists
a sequence of numbers rn, with limn→∞ rn = 0, such that the sequence of sets E(rn, x) converges to C
for the local Hausdorff distance in any compact set of Rn.
Remark 2.12. 1◦ A set E might have more than one blow-up limit at a point x. However it is not
known yet whether this can happen to minimal sets.
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When a set E admits a unique blow-up limit at a point x ∈ E, denote this blow-up limit by CxE.
2◦ Let Q ⊂ Rn be any subpace, denote by piQ the orthogonal projection from Rn to Q. Then it is easy
to see that if E ⊂ Rn, x ∈ E, and C is any blow-up limit of E at x, then piQ(C) is contained in a blow-up
limit of piQ(E) at piQ(x).
Proposition 2.13 (c.f. [5] Proposition 7.31). Let E be a reduced Almgren minimal set in an open set U
of Rn, and let x ∈ E. Then every blow-up limit of E at x is a reduced Almgren minimal cone F centred
at the origin, and Hd(F ∩B(0, 1)) = θ(x) := limr→0 r−dHd(E ∩B(x, r)).
An Almgren minimal cone is just a cone which is also Almgren minimal. We will call them minimal
cones throughout this paper, since we will not talk about any other type of minimal cones.
Remark 2.14. 1◦ The existence of the density θ(x) is due to the monotonicity of the density function
θ(x, r) := r−dHd(E ∩ B(x, r)) at any given point x for minimal sets. See for example [5] Proposition
5.16.
2◦ After the above proposition, the set Θ(n, d) of all possible densities for points in a d-dimension
minimal set in Rn coincides with the set of all possible densities for d-dimensional minimal cones in Rn.
When d = 2, this is a very small set. For example, we know that pi is the density for a plane, 32pi is the
density for a Y set, and for any n, and any other type of 2-dimensional minimal cone in Rn, its density
should be no less than some dT = dT (n) >
3
2pi, by [5] Lemma 14.12.
3◦ Obviously, a cone in Rn is minimal if and only if it is minimal in the unit ball, if and only if it is
minimal in any open subset containing the origin.
4◦ For future convenience, we also give the following notation: let U ⊂ Rn be a convex domain
containing the origin. A set C ⊂ U is called a cone in U , if it is the intersection of a cone with U .
We now state some regularity results on 2-dimensional Almgren minimal sets.
Definition 2.15 (bi-Ho¨lder ball for closed sets). Let E be a closed set of Hausdorff dimension 2 in Rn.
We say that B(0, 1) is a bi-Ho¨lder ball for E, with constant τ ∈ (0, 1), if we can find a 2-dimensional
minimal cone Z in Rn centered at 0, and f : B(0, 2)→ Rn with the following properties:
1◦ f(0) = 0 and |f(x)− x| ≤ τ for x ∈ B(0, 2);
2◦ (1− τ)|x− y|1+τ ≤ |f(x)− f(y)| ≤ (1 + τ)|x− y|1−τ for x, y ∈ B(0, 2);
3◦ B(0, 2− τ) ⊂ f(B(0, 2));
4◦ E ∩B(0, 2− τ) ⊂ f(Z ∩B(0, 2)) ⊂ E.
We also say that B(0,1) is of type Z for E.
We say that B(x, r) is a bi-Ho¨lder ball for E of type Z (with the same parameters) when B(0, 1) is a
bi-Ho¨lder ball of type Z for r−1(E − x).
Theorem 2.16 (Bi-Ho¨lder regularity for 2-dimensional Almgren minimal sets, c.f.[5] Thm 16.1). Let U
be an open set in Rn and E a reduced Almgren minimal set in U . Then for each x0 ∈ E and every choice
of τ ∈ (0, 1), there is an r0 > 0 and a minimal cone Z such that B(x0, r0) is a bi-Ho¨lder ball of type Z
for E, with constant τ . Moreover, Z is a blow-up limit of E at x.
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Definition 2.17 (point of type Z). 1◦ In the above theorem, we say that x0 is a point of type Z (or Z
point for short) of the minimal set E. The set of all points of type Z in E is denoted by EZ .
2◦ In particular, we denote by EP the set of regular points of E and EY the set of Y points of E. Any
2-dimensional minimal cone other than planes and Y sets are called T type cone, and any point which
admits a T type cone as a blow-up is called a T type point. Set ET = E\(EY ∪ EP ) the set of all T type
points of E. Set ES := E\EP the set of all singular points in E.
Remark 2.18. Again, since we might have more than one blow-up limit for a minimal set E at a point
x0 ∈ E, the point x0 might be of more than one type (but all the blow-up limits at a point are bi-Ho¨lder
equivalent). However, if one of the blow-up limits of E at x0 admits the“full-length” property (see Remark
2.20), then in fact E admits a unique blow-up limit at the point x0. Moreover, we have the following
C1,α regularity around the point x0. In particular, the blow-up limit of E at x0 is in fact a tangent cone
of E at x0.
Theorem 2.19 (C1,α−regularity for 2-dimensional minimal sets, c.f. [6] Thm 1.15). Let E be a 2-
dimensional reduced minimal set in the open set U ⊂ Rn. Let x ∈ E be given. Suppose in addition that
some blow-up limit of E at x is a full length minimal cone (see Remark 2.20). Then there is a unique
blow-up limit X of E at x, and x + X is tangent to E at x. In addition, there is a radius r0 > 0 such
that, for 0 < r < r0, there is a C
1,α diffeomorphism (for some α > 0) Φ : B(0, 2r) → Φ(B(0, 2r)), such
that Φ(0) = x and |Φ(y)− x− y| ≤ 10−2r for y ∈ B(0, 2r), and E ∩B(x, r) = Φ(X) ∩B(x, r).
We can also ask that DΦ(0) = Id. We call B(x, r) a C1 ball for E of type X.
Remark 2.20 (full length, union of two full length cones X1 ∪X2). We are not going to give the precise
definition of the full length property. Instead, we just give some information here, which is enough for
the proofs in this paper.
1◦ The three types of 2-dimensional minimal cones in R3, i.e. the planes, the Y sets, and the T
sets, all verify the full-length property (c.f., [6] Lemmas 14.4, 14.6 and 14.27). Hence all 2-dimensional
minimal sets E in an open set U ⊂ R3 admits the local C1,α regularity at every point x ∈ E. But this
was known from [25].
2◦ (c.f., [6] Remark 14.40) Let n > 3. Note that the planes, the Y sets and the T sets are also minimal
cones in Rn. Denote by C the set of all planes, Y sets and T sets in Rn. Let X = ∪1≤i≤nXi ∈ Rn be
a minimal cone, where Xi ∈ C, 1 ≤ i ≤ n, and for any i 6= j, Xi ∩Xj = {0}. Then X also verifies the
full-length property.
Theorem 2.21 (Structure of 2-dimensional minimal cones in Rn, cf. [5] Proposition 14.1). Let K be a
reduced 2-dimensional minimal cone in Rn, and let X = K ∩ ∂B(0, 1). Then X is a finite union of great
circles and arcs of great circles Cj , j ∈ J . The Cj can only meet at their endpoints, and each endpoint is
a common endpoint of exactly three Cj, which meet with 120
◦ angles. In addition, the length of each Cj
is at least η0, where η0 > 0 depends only on the ambient dimension n.
An immediate corollary of the above theorem is the following:
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Corollary 2.22. 1◦ If C is a minimal cone of dimension 2, then for the set of regular points CP of C,
each of its connected components is a sector.
2◦ Let E be a 2-dimensional minimal set in U ⊂ Rn. Then E¯Y = ES.
3◦ The set ES\EY is isolated.
As a consequence of the C1 regularity for regular points and Y points, and Corollary 2.22, we have
Corollary 2.23. Let E be an 2-dimensional Almgren minimal set in a domain U ⊂ Rn. Then
1◦ The set EP is open in E;
2◦ The set EY is a countable union of C1 curves. The endpoints of these curves are either in ET :=
ES\EY , or lie in ∂U .
We also have a similar quantified version of the C1,α regularity (cf. [5] Corollary 12.25). In particular,
we can use the distance between a minimal set and a P or a Y cone to controle the constants of the C1,α
parametrization. As a direct corollary, we have the following neighborhood deformation retract property
for regular and Y points:
Corollary 2.24. There exists 2 = 2(n) > 0 such that the following holds : let E be an 2-dimensional
Almgren minimal set in a domain U ⊂ Rn. Then
1◦ For any x ∈ EP , and any co-dimension 1 submanifold M ⊂ U which contains x, such that
M is transversal to the tangent plane TxE + x, if r > 0 satisfies that dx,r(E, x + TxE) < 2, then
H1(B(x, r) ∩M ∩ E) <∞, and B(x, r) ∩M ∩ E is a Lipschitz deformation retract of B(x, r) ∩M ;
2◦ For any x ∈ EY , and any co-dimension 1 submanifold M ⊂ U which contains x, such that M is
transversal to the tangent cone CxE + x and its spine, if r > 0 satisfies that dx,r(E, x+CxE) < 2, then
H1(B(x, r) ∩M ∩ E) <∞, andB(x, r) ∩M ∩ E is a Lipschitz deformation retract of B(x, r) ∩M .
As for the regularity for minimal sets of higher dimensions, we know much less. But for points which
admit a tangent plane (i.e. some blow up-limit on the point is a plane), we still have the C1 regularity.
Theorem 2.25 (cf.[16] Proposition 6.4). For 2 ≤ d < n < ∞, there exists 1 = 1(n, d) > 0 such that
if E is a d-dimensional reduced minimal set in an open set U ⊂ Rn, with B(0, 2) ⊂ U and 0 ∈ E. Then
if E is 1 near a d−plane P in B(0, 1), then E coincides with the graph of a C1 map f : P → P⊥ in
B(0, 34 ). Moreover ||∇f ||∞ < 1.
Remark 2.26. 1◦ This proposition is a direct corollary of Allard’s famous regularity theorem for sta-
tionary varifold. See [1].
2◦ After this proposition, a blow-up limit of a reduced minimal set E at a point x ∈ E is a plane if
and only if the plane is the unique approximate tangent plane of E at x.
After Remark 2.26, for any reduced minimal set E of dimension d, and for any x ∈ E at which an
approximate tangent d-plane exists (which is true for a.e. x ∈ E), TxE also denotes the tangent plane of
E at x, and the blow-up limit of E at x.
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2.4 Stability for 2-dimensional minimal cones
In this subsection we discuss briefly the notions of stability for 2-dimensional minimal cones, in two
senses: 1◦ whether a minimal cone is still minimal if we allow to ”change” slightly their boundary; 2◦
whether the ”measure” of a minimal cone stays the same if we translate it a little bit in a properly chosen
domain.
In both cases, we need first to define the convex domain U(K, η), associated to each minimal cone
K and small η. Briefly, if K is a 2-dimensional minimal cone, then the domain is roughly the unit ball
B, but we modify it slightly, so that at almost every point x of K ∩ ∂U(K, η), ~ox is perpendicular to
∂U(K, η) in a neighborhood of x.
So let us fix a 2-dimensional minimal cones K in Rn. Let B denote the unit ball. Then by Theorem
2.21, K ∩ ∂B is a union of arcs of great circles with only Y type junctions. Denote by {aj , 1 ≤ j ≤ m}
the set of Y points in K ∩ ∂B. Again by Theorem 2.21, the length of each arc is no less than a certain
η0. So here let η < 10
−2η0, very small.
Define the η-convex domain for K
(2.10) U(K, η) = {x ∈ B :< x, y >< 1− η,∀y ∈ K and < x, aj >< 1− 2η,∀1 ≤ j ≤ m} ⊂ Rn.
From the definition, we see directly that each U(K, η) is obtained by ”cutting off” some small part
of the unit ball B. More precisely, we first take the unit ball B, then just like peelling an apple, we use
a knife to peel a thin band (with width about 2
√
η) near the net K ∩ ∂B. Then after this operation,
the ball B stays almost the same, except that near the set K, the boundary surface will be a thin
cylinderical surface. This is the condition ”< x, y >< 1 − η,∀y ∈ K”. Next we turn to the singular
points ak: they are isolated, so we make one cut at each point, perpendicular to the radial direction,
to get a small planar surface near each aj , of diameter about 4
√
η. This follows from the condition
”< x, aj >< 1 − 2η,∀1 ≤ j ≤ m”. Note that since η < 10−2η0, each cut at these Y points does not
intersect each other.
We will discuss the precise structure of U(K, η) in more details in Section 5. Here we continue the
definitions of stability.
Definition 2.27. Let U be an open subset of Rn, let E ⊂ U¯ be closed. For δ > 0, a δ-sliding Lipschitz
deformation of E in U¯ is a set F ⊂ U¯ that can be written as F = ϕ1(E), where ϕt : U¯ → U¯ is a family
of continuous mappings such that
(2.11) ϕ0(x) = x for x ∈ U¯ ;
(2.12) the mapping (t, x)→ ϕt(x) of [0, 1]× U¯ to U¯ is continuous;
(2.13) ϕ1 is Lipschitz ,
(2.14) ϕt(∂U) ⊂ ∂U,
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and
(2.15) |ϕt(x)− x| < δ for all x ∈ E ∩ ∂U.
Such a ϕ1 is called a sliding deformation in U¯ , and F is called a δ-sliding deformation of E in U¯ .
Let Fδ(E, U¯) denote the set of all δ-sliding deformation of E in U¯ , and let Fδ(E, U¯) be the family of
sets that are Hausdorff limit of sequences in Fδ(E, U¯) that do not converge to the boundary. That is: we
set
Fd(E,U) = {F ⊂ U¯ : ∃{En}n ⊂ Fδ(E,U) such that dK(En, F )→ 0
for all compact set K ⊂ Rn, (2.1) holds for F , and Hd(F ∩ ∂U\E) = 0}.
(2.16)
Definition 2.28 (δ-sliding minimal sets). Let δ > 0, U ⊂ Rn be open, and let E ⊂ U¯ be closed. We say
that E is δ-sliding minimal in U¯ , if (2.1) holds, and (2.2) holds for all F ∈ Fδ(E, U¯).
Definition 2.29 (Stable minimal cones). Let K be a 2-dimensional Almgren minimal cone in Rn.
1◦ We say that K is (η, δ)-sliding stable, if there exists η ∈ (0, 10−2η0), and δ > 0, such that K is
δ-sliding minimal in U¯(K, η). We say that K is sliding stable if it is (η, δ)-sliding stable for some η > 0
and δ > 0.
2◦ We say that K is (η, δ)-measure stable, if there exists η ∈ (0, 10−2η0), and δ > 0, such that for all
y ∈ Rn with ||y|| < δ, we have
(2.17) H2(K ∩ U(K, η)) = H2((K + y) ∩ U(K, η)).
We say that K is measure stable if it is (η, δ)-measure stable for some η > 0 and δ > 0.
Remark 2.30. It is not hard to see from the definition that the sliding and measure stabilities does
not depend on the ambient dimension. That is, if K ⊂ Rd is a 2-dimensional minimal cone, then it is
(η, δ)-sliding (resp. measure) stable if and only if it is (η, δ)-sliding (resp. measure) stable in Rn for any
n ≥ d.
We will see in [20] and [21] that up to now, all known 2-dimensional minimal cones are sliding stable
(and hence measure stable). In addition, independent of the hypothesis of sliding stability, we can prove
that every 2-dimensional minimal cone is measure stable, which is stated in the following theorem:
Theorem 2.31 (cf. [20] Theorem 3.1). Let K be a 2-dimensional minimal cone in Rn. Then K is
measure stable.
Remark 2.32. Let K1 and K2 be two (η, δ)-measure stable minimal cones of dimension 2, with dist(K1∩
∂B,K2 ∩ ∂B) > η0, then even if the cone C = K1 ∪K2 might not be minimal, we can define U(C, η),
and the measure stability in the sense of Definition 2.29. And directly from the definition, we know that
C is also (η, δ)-measure stable.
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2.5 Unit simple d-vectors and related results
Let 2 ≤ d < n be two integers. Denote by ∧d(Rn) the space of all d-vectors in Rn. Set In,d = {I =
(i1, i2, · · · , id) : 1 ≤ i1 < i2 < · · · < id ≤ n}. Let {ei}1≤i≤n be an orthonormal basis of Rn. For any
I = (i1, i2, · · · , id) ∈ In,d, denote by eI = ei1 ∧ ei2 ∧ · · · ∧ eid . Then the set {eI , I ∈ In,d} forms a basis of
∧d(Rn). The standard scalar product on ∧d(Rn) is: for ξ =∑I∈In,d aIeI and ζ =∑I∈In,d bIeI ,
(2.18) < ξ, ζ >=
∑
I∈In,d
aIbI .
Denote by | · | the norm induced by this scalar product.
Now given a unit simple d-vector ξ (that is, |ξ| = 1, and ξ can be written as the exterior product of d
vectors), we can associate it to a d-dimensional subspace P (ξ) ∈ G(n, d), where G(n, d) denotes the set
of all d-dimensional subspace of Rn:
(2.19) P (ξ) = {v ∈ Rn, v ∧ ξ = 0.}
In other words, if ξ = x1 ∧x2 · · · ∧xd, x1, · · ·xd being orthogonal, then P (ξ) is the d−subspace generated
by {xi}1≤i≤d.
From time to time, when there is no ambiguity, we also write P = x1∧x2∧· · ·∧xd, where P ∈ G(n, d)
and {xi}1≤i≤d are d unit vectors such that P = P (x1 ∧ · · · ∧ xd).
Now if f is a linear map from Rn to Rn, then we denote by ∧df (and sometimes by f if there is no
ambiguity) the linear map from ∧d(Rn) to ∧d(Rn) such that
(2.20) ∧df(x1 ∧ x2 · · · ∧ xd) = f(x1) ∧ f(x2) ∧ · · · ∧ f(xd).
And if P ∈ G(n, d), then P = P (ξ) for some unit simple d-vector ξ (such a d vector always exists),
we define |f(·)| : G(n, d)→ R+ ∪ {0} by
(2.21) |f(P )| = | ∧d f(x1 ∧ · · · ∧ xd)|.
One can easily verify that the value of |f(P )| does not depend on the choice of the unit simple vector
ξ that generates P . Hence |f(·)| is well defined.
Lemma 2.33. (c.f. [23] Lemma 5.2)
Let P,Q be two subspaces of Rn with
(2.22) dim(P ∩Q⊥) ≥ dim P − d+ 2
Let ξ be a simple unit d−vector in ∧d(Rn). Denote by p, q the orthogonal projections from Rn onto P
and Q respectively. Then the projections of ξ verify
(2.23) |p(ξ)|+ |q(ξ)| ≤ 1.
If moreover
(2.24) dim(P ∩Q) < d− 2,
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then
(2.25) |p(ξ)|+ |q(ξ)| = 1 if and only if ξ belongs to P or Q.
More generally, we have the following variation for projections of a simple d-vector to two almost
orthogonal subspaces:
Lemma 2.34. When P 1 and P 2 are two subspaces in Rn of dimension d1 and d2, with minimal angle
α = αP 1,P 2 , let p
i denote the orthogonal projection to P i, i = 1, 2, then there exists a map for any
d ≤ min{d1, d2}, and any unit simple d-vector ξ, we have
(2.26) |p1(ξ)|+ |p2(ξ)| ≤ (1 + d cosα)|ξ|.
Proof. The proof is the same as in [16] Proposition 2.19. 2
Lemma 2.35. Let n > d ≥ 2, and P,Q be two subspaces in Rn, F ⊂ Rn be a d−rectifiable set. Denote
by p, q the orthogonal projections on P and Q respectively. Let λ ≥ 0 be such that for almost all x ∈ F ,
the approximate tangent plane TxF ∈ G(n, d) of F verifies
(2.27) |p(TxF )|+ |q(TxF )| ≤ λ.
Then
(2.28) Hd(p(F )) +Hd(q(F )) ≤ λHd(F ).
Proof.
Denote by f the restriction of p to F ; then f is a Lipschitz function from a d-rectifiable set to a
d−rectifiable subset of P . Since F is d-rectifiable, for Hd−almost all x ∈ F , f has an approximate
differential
(2.29) apDf(x) : TxF → P
(c.f.[12], Thm 3.2.19). Moreover this differential is such that ||∧d apDf(x)|| ≤ 1 almost everywhere,
because f is 1−Lipschitz.
Now we can apply the area formula to f , (c.f. [12] Cor 3.2.20). For all Hd|F -integrable functions
g : F → R¯, we have
(2.30)
∫
F
(g ◦ f) · || ∧d apDf(x)||dHd =
∫
f(F )
g(z)N(f, z)dHdz,
where N(f, z) = ]{f−1(z)}, and for z ∈ p(F ) we have N(f, z) ≥ 1. Take g ≡ 1, we get
(2.31)
∫
F
|| ∧d apDf(x)||dHd =
∫
p(F )
N(f, z)dHdz ≥
∫
p(F )
dHd = Hd(p(F )).
Recall that p is linear, hence its differential is itself. As a result apDf(x) is the restriction of p on the
d-subspace TxF , which implies that if ξ is a unit simple d-vector with TxF = P (ξ), then
(2.32) || ∧d apDf(x)|| = || ∧d apDf(x)(ξ)|| = |p(TxF )|
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by (2.21). Hence by (2.31),
(2.33)
∫
F
|p(TxF )|dHd(x) ≥ Hd(p(F )).
A similar argument gives also:
(2.34)
∫
F
|q(TxF )|dHd(x) ≥ Hd(q(F )).
Summing (2.33) and (2.34) we get
(2.35)
Hd(pF ) +Hd(qF ) ≤ ∫
F
|pTxF |+ |qTxF |dHd(x)
≤ ∫
F
λ dHd(x) = λHd(F )
since |pTxF |+ |qTxF | ≤ λ. 2
As a corollary of Lemmas 2.33 and 2.35, we have
Proposition 2.36. Let d ≥ 2, and E1, E2 two Almgren minimal sets of dimension d in Rn1 and Rn2
respectively. Then the orthogonal union E1 ∪ E2 is an Almgren minimal set in Rn1+n2 .
Proof. Let F be a deformation of E1 ∪ E2 in Rn1+n2 , then there exists R > 0 and f a Lipschitz
deformation in Rn1+n2 such that
(2.36) f(B(0, R)) ⊂ B(0, R); f |B(0,R)C = Id, and f(E1 ∪ E2) = F.
Denote by pi the projection on Rni , i = 1, 2. Then pi ◦ f(Ei) is a deformation of Ei in B(0, R)∩Rni ,
i = 1, 2. By the Almgren minimality of Ei, Hd(pi ◦ f(Ei)) ≥ Hd(Ei), hence
(2.37) Hd(pi(E)) = Hd(pi ◦ f(E1 ∪ E2)) ≥ Hd(pi ◦ f(Ei)) ≥ Hd(Ei), i = 1, 2.
Then we apply Lemma 2.33, and the following lemma, we obtain that
(2.38) Hd(E) ≥ Hd(p1(E)) +Hd(p2(E)) ≥ Hd(E1) +Hd(E2) = Hd(E1 ∪ E2),
and the conclusion follows. 2
Let P 1 and P 2 be two mutually orthogonal and complementary subspaces of Rn (hence dimP 1+dimP 2 =
n). Then for any z ∈ Rn\{0}, it can be uniquely decomposed into z = z1 + z2, with zi ∈ P i, i = 1, 2.
The angle α = arccos |z
1|
|z| = arcsin
|z2|
|z| is called the angle of z between P
1 and P 2. In other words,
a non-zero vector z is of angle α between P 2 and P 2 if and only if there exists unit vectors u ∈ P 1 and
v ∈ P 2 such that z = |z|(cosαu+ sinαv).
Definition 2.37 (Angle of a vector between two mutually orthogonal complementary subspaces). The
angle α = arccos |z
1|
|z| = arcsin
|z2|
|z| is called the angle of z between P
1 and P 2. In other words, a non-zero
vector z is of angle α between P 2 and P 2 if and only if there exists unit vectors u ∈ P 1 and v ∈ P 2 such
that z = |z|(cosαu+ sinαv).
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Definition 2.38 (Analytic d-simple vectors and analytic d-subspaces). Let P 1 and P 2 be two mutually
orthogonal and complementary subspaces of Rn.
1◦ Let P be a d-dimensional subspace of Rn. We say that P is a d-analytic subspace between P 1 and
P 2, if there exists α ∈ [0, pi2 ], such that for all z ∈ P , the angle of z between P 1 and P 2 is α;
2◦ A simple d-vector ξ in Rn is a analytic d-simple vector between P 1 and P 2 (with angle α) if P (ξ)
is an analytic d-subspace between P 1 and P 2 (with angle α).
Lemma 2.39. Let P 1 and P 2 be as above.
A d-simple vector ξ is d-analytic between P 1 and P 2 with angle α if and only if there exists an
orthonomal system {u1, · · · , ud} of P 1, and an orthonormal system {v1, · · · , vd} of P 2, such that
(2.39) ξ = ∧di=1(cosαui + sinαvi);
Proof.
The only if part follows directly by definition. Let us prove the converse: so let {u1, · · · , ud} and
{v1, · · · , vd} be orthonormal systems of P 1 and P 2 respectively, such that ξ = ∧di=1(cosαui + sinαvi).
Obviously, the system {cosαui + sinαvi, 1 ≤ i ≤ d} forms an orthonormal basis of P (ξ). Hence for any
z ∈ P (ξ)\{0}, there exists z1, · · · , zd ∈ R such that
(2.40) z =
d∑
i=1
zi(cosαui + sinαvi).
This implies
(2.41) z = cosα(
d∑
i=1
ziui) + sinα(
d∑
i=1
zivi),
hence z is of angle α between P 1 and P 2. This holds for arbitrary z ∈ P (ξ)\{0}. Hence P (ξ) is d-analytic.
2
Definition 2.40 (Minimal angles between spaces and cones). 1◦ For every pair of non trivial subspaces
P 1 and P 2 of Rn1+n2 of dimension n1 and n2 respectively, set
(2.42) αP 1,P 2 = inf{θ : | < u, v > | ≤ cos θ||u|| · ||v||, ∀u ∈ P 1, v ∈ P 2},
αP 1,P 2 is called the minimal angle between P
1 and P 2.
2◦ For every pair of non trivial cones A1 and A2 in Rn, the minimal angle αA1,A2 between A1 and
A2 is defined similarly :
(2.43) αA1,A2 = inf{θ : | < u, v > | ≤ cos θ||u|| · ||v||, ∀u ∈ A1, v ∈ A2}.
And in fact, if P i is the subspace generated by Ai, i = 1, 2. Then
(2.44) αA1,A2 = αP 1,P 2 .
3◦ We say that two cones are orthogonal, if the minimal angles between them is pi2 .
Remark 2.41. When the two minimal cones Ki, i = 1, 2 are planes, we use characteristic angles to
define relative positions between two subspaces, as in [19].
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3 Uniqueness of the orthogonal union
In this section we discuss the uniqueness of the orthogonal union.
So let d ≥ 2, and let K1 ⊂ Rn1 and K2 ⊂ Rn2 be two d-dimensional Almgren (resp. G-topological)
minimal sets. We want to prove that the orthogonal union of K1 and K2 will be somehow the only
minimal set under some natural assumption, such as spanning the same boundary, etc.
To this aim we will of course make some assumptions on the uniqueness of K1 and K2, otherwise the
uniqueness of their orthogonal union fails obviously. So let C be a d-dimensional Almgren minimal set
in a convex domain U that contains the origin, we say that
1◦ C is Almgren unique in U if it is the only set in F(C,U) that attains the minimal measure. That
is:
(3.1) ∀E ∈ F(C,U),Hd(E) = inf
F∈F(C,U)
Hd(F )⇒ E = C.
2◦ C is G-topological unique in U if C is G-topologically minimal, and
For any d-dimensional G-topological competitor E of C in U,
Hd(E ∩ U) = Hd(C ∩ U), implies C = E;
(3.2)
3◦ We say that a d-dimensional minimal set C in Rn is Almgren (resp. G-topological) unique, if it is
Almgren (resp. G-topologial) unique in every domain U ⊂ Rn.
Remark 3.1. 1◦ note that the condition Hd(E) = infF∈F Hd(F ) already implies that E is itself a minimal
set, since the class F is stable under deformations. Also notice that Hd(E) = infF∈F Hd(F ) is equivalent
to the condition Hd(E) ≤ infF∈F Hd(F ) since E ∈ F .
2◦ By Corollary 4.7 of [22], when E is a 2-dimensional minimal cone, Hd(C∩U) = infF∈F(C,U)H2(F ).
3◦ If C is an Almgren unique minimal set in U , V ⊂ U is a domain, then C is also Almgren unique
minimal in V .
4◦ If C is a minimal cone, then its uniqueness does not depend on domains. Therefore we always say
it is unique (without specifying in which domain).
5◦ So far for almost all of the 2-dimensional minimal cones we know, they are all Almgren unique.
See [22]. We also remark that for minimal cones with calibrations or paired calibrations, or satisfy some
topological condition, they automatically satisfy the sliding stability. Sets with calibrations and paired
calibrations are very likely to satisfy the Almgren uniqueness as well.
Due to the lack of information on the structure for minimal sets, especially those of dimension greater
or equal to 3, we are kind of still far from a general conclusion for any minimal sets. However, from the
very little information we get, here we can still treat some cases.
Theorem 3.2. [Almgren uniqueness] Let K1 ⊂ Rn1 and K2 ⊂ Rn2 be two 2-dimensional Almgren mini-
mal cones. Denote by C0 = K
1 ∪⊥K2 their orthogonal union, which is Almgren minimal by Proposition
2.36. Then if Ki, i = 1, 2 are Almgren unique, so is C0.
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The rest of this section will be devoted to the proof of Theorem 3.2. The proof will be composed of
a sequence of lemmas and propositions.
So let K1 and K2 be two 2-dimensional Almgren unique minimal cones in B(0, 1), and C0 = K
1∪⊥K2.
To save notations, let P i = Rni , i = 1, 2, and denote by pi the orthogonal projection to P i, i = 1, 2.
Denote by B = B(0, 1), F = F(C0, B), F = F(C0, B). Also set Bi = B ∩ P i, and for any x ∈ P i,
Bi(x, r) = B(x, r) ∩ P i, i = 1, 2. Let E ∈ F be such that H2(E) = infF∈F H2(F ). Then E is Almgren
minimal in B.
Still set Ξ := {ξ ∈ ∧2Rn1+n2 unit simple , |p1(ξ)|+ |p2(ξ)| = 1}. Then we have
Lemma 3.3. 1) For Hd-almost all x ∈ E, TxE ∈ P (Ξ).
2) pi(E) = Ki, i = 1, 2.
3) For H2 almost all x ∈ pi(E) = Ki,
(3.3) ]{pi−1{x} ∩ E} = 1.
Proof. Since E ∈ F , for i = 1, 2, the projection pi(E) ∈ F(Ki, Bi). As a result, we have
(3.4) H2(pi(E)) ≥ inf
F∈F(Ki,Bi)
H2(F ) = H2(Ki), i = 1, 2.
By Lemma 2.35, with λ = 1, we have
(3.5) H2(E) ≥ H2(p1(E)) +H2(p2(E)) ≥ H2(K1) +H2(K2) = H2(C0) = H2(E),
hence all the inequalities above and in the proof of Lemma 2.35 (with λ = 1) are equalities. In particular,
1) follows, and for i = 1, 2,
(3.6) H2(pi(E)) = H2(Ki), and for almost all x ∈ pi(E), ]{pi−1{x} ∩ E} = 1.
This implies, by Almgren uniqueness of Ki, that pi(E) = Ki, i = 1, 2, and hence
(3.7) ]{pi−1{x} ∩ E} = 1 for a.e.x ∈ pi(E) = Ki.
2
Corollary 3.4. If x ∈ E is of type P, then TxE ∈ P (Ξ).
Proof. Suppose that TxE 6∈ P (Ξ). By the C1 regularity of E around x, there exists a neighborhood U of
x, such that for all y ∈ U ∩E, TyE exists, and TyE 6∈ P (Ξ), because P (Ξ) is closed. But U is open, thus
by the Ahlfors regularity of minimal sets, H2(E ∩ U) is of positive measure, which contradicts Lemma
3.3 1). 2
Now let us decide the structure of Ξ.
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Lemma 3.5. Let x, y be two unit vectors in Rn1+n2 = P 1 ×P 2, then x∧ y ∈ Ξ if and only if they verify
the following property.
There exists unit vectors u1, u2, v1, v2, with ui ∈ P 1, vi ∈ P 2, u1 ⊥ u2, v1 ⊥ v2, and α ∈ [0, pi2 ], such
that
(3.8) x = cosαu1 + sinαv1, y = cosαu2 + sinαv2.
In other words, x ∧ y ∈ Ξ if and only if it is an analytic 2-simple vectors. Hence P (Ξ) is exactly the
set of all 2-analytic subspaces.
Proof. We will only prove the ”only if” part. The converse is trivial.
For all unit vectors x, y ∈ Rn1+n2 , we have
|p1(x ∧ y)|+ |p2(x ∧ y)| = |p1(x) ∧ p1(y)|+ |p2(x) ∧ p2(y)|
≤ |p1(x)||p1(y)|+ |p2(x)||p2(y)|
≤ 1
2
(|p1(x)|2 + |p1(y)|2 + |p2(x)|2 + |p2(y)|2) = 1.
(3.9)
The last equality is because Rn1+n2 = P 1⊕P 2, and hence |p1(x)|2 + |p2(x)|2 = |p1(y)|2 + |p2(y)|2 = 1.
Then x∧y ∈ Ξ if and only if all inequalities in (3.9) are equalities. The first means that p1(x) ⊥ p1(y)
and p2(x) ⊥ p2(y); the second shows that |p1(x)| = |p1(y)| and |p2(x)| = |p2(y)|. Denote by u1 =
p1(x), u2 = p
1(y), v1 = p
2(x), v2 = p
2(y), and α = arctan |p
2(x)|
|p1(x)| , we obtain the conclusion. 2
Corollary 3.6. Let x, y be two unit vectors in Rn1+n2 = P 1 × P 2, with x ∧ y ∈ Ξ. If x ∧ y 6∈ P 1, then
|p2(x ∧ y)| > 0. In other words, the linear map p2|P (x∧y) is of full rank (non degenerated).
Proof. By Lemma 3.5, there exists unit vectors u1, u2, v1, v2, with ui ∈ P 1, vi ∈ P 2, u1 ⊥ u2, v1 ⊥ v2,
and α ∈ [0, pi2 ], such that x = cosαu1 + sinαv1, y = cosαu2 + sinαv2. The assumption x∧ y 6∈ P 1 implies
that α 6= 0, hence sinα 6= 0. Therefore |p2(x ∧ y)| = sin2 α > 0. 2
Next let us look at tangent cones for Y points of E.
Recall that EY denotes the set of all Y points of E. By Corollary 2.23, EY is a locally finite union
of C1 curves: E = ∪j∈Nγj , where the endpoints of the γj ’s are either in ET , or belong to the boundary
E ∩ ∂B = C0 ∩ ∂B. Each γj will be called a Y curve in the following text.
Lemma 3.7 (Position of tangent Y cones). Let y ∈ EY , then the tangent Y set Cy = CyE must belong
to an analytic 3-subspace between P 1 and P 2.
Proof.
Denote by Pi, 1 ≤ i ≤ 3 the three closed half planes in Rn such that Cy = ∪3i=1Pi. Then the
intersection of the three Pi is a line D. Denote by Qi the plane containing Pi, w the unit vector that
generates D, and wi the unit vector such that wi ⊥ w and Qi = P (w ∧ wi). Thus the angle between wi
and wj , i 6= j, is 120◦. And the three vectors wi, 1 ≤ i ≤ 3 belongs to a 2-plane W .
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By C1 regularity for P points and Y points in E, we know that Qi ∈ P (Ξ), 1 ≤ i ≤ 3.
Suppose the angle of w between P 1 and P 2 is α. Then Qi = P (w ∧ wi) ∈ P (ξ), 1 ≤ i ≤ 3. By
Lemma 3.5, the angle of wi, 1 ≤ i ≤ 3 between P 1 and P 2 are all α. Hence there exists normal vectors
ui, 1 ≤ i ≤ 3 and vi, 1 ≤ i ≤ 3 such that ui ∈ P 1, vi ∈ P 2, and wi = cosαui + sinαvi, 1 ≤ i ≤ 3.
We have
(3.10) 0 =
3∑
i=1
wi = cosα(
3∑
i=1
ui) + sinα(
3∑
i=1
vi),
therefore
(3.11) 0 = cosα(
3∑
i=1
ui) = sinα(
3∑
i=1
vi),
since cosα(
∑3
i=1 ui) ∈ P 1 and cosα(
∑3
i=1 vi) ∈ P 2.
If cosα = 0 or sinα = 0, then the four vectors w and wi, 1 ≤ i ≤ 3 belong to one of the P 1 or P 2. In
particular the 3-subspace generated by them belong to one of the P 1 or P 2, hence is 3-analytic;
Otherwise, we have 0 =
∑3
i=1 ui =
∑3
i=1 vi. As result, |u1 +u2| = |u3| = 1. Note that |u1| = |u2| = 1.
Hence the only possibility is that the angle between ui and uj , i 6= j, is 120◦. The same for vi, 1 ≤ i ≤ 3.
Now let z = w2−w3√
3
∈ W (recall that W is the 2-plane generated by wi, 1 ≤ i ≤ 3). Then w1 and z
form an orthonormal basis of W . We have
z =
1√
3
w2 − 1√
3
w3 =
1√
3
(cosαu2 + sinαv2) +
1√
3
(cosαu3 + sinαv3)
= cosα(
1√
3
u2 − 1√
3
u3) + sinα(
1√
3
v2 − 1√
3
v3).
(3.12)
Since the angles between u2, u3 and v2, v3 are both 120
◦, the two vectors z1 = 1√3u2− 1√3u3 ∈ P 1 and
z2 =
1√
3
v2 − 1√3 ∈ P 2 are unit vectors, such that z1 ⊥ u1, z2 ⊥ v1. Thus z = cosαz1 + sinαz2 ∈ Θ, and
the angle of z between P 1 and P 2 is α.
Next suppose that w = cosαu + sinαv with u ∈ P 1 and v ∈ P 2 unit vectors. We know that for
i = 1, 2, 3, w ∧ wi ∈ Ξ. Since w ⊥ wi, we have u ⊥ ui, v ⊥ vi, 1 ≤ i ≤ 3. As a result, u ⊥ z1 and v ⊥ z2
as well.
Now we know that the Y set Cy belong to the 3-subspace V of which {w,w1, z} forms an orthonormal
basis, and the angles of w,w1 and z between P
1 and P 2 are all α. By Lemma 2.39, V is 3-analytic
between P 1 and P 2. 2
Remark 3.8. In particular, when one of the P i, i = 1, 2, say, P 1, is of dimension 2 (or equivalently, C1
is a plane), then Cy must belong to P
2.
Lemma 3.9 (Projection of EY ). Let y ∈ EY such that the blow up limit Cy 6∈ P 2. Then p1(y) ∈ K1S.
Similarly, if Cy 6∈ P 1 then p2(y) ∈ K2S.
Proof. We keep the notation (D,w, Pi, Qi, wi, 1 ≤ i ≤ 3) as in the proof of lemma 3.7. Let α be the
angle of the vectors w,wi, 1 ≤ i ≤ 3 between P 1 and P 2. Then since Cy 6∈ P 2, α 6= pi2 .
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By Remark 2.12 2◦, p1(Cy) is contained in a blow up limit of p1(E) = K1 at p1(y).
Let us look at the projections of w and wi, 1 ≤ i ≤ 3. Since α 6= pi2 the components u ⊥ ui, 1 ≤ i ≤ 3,
and ui, 1 ≤ i ≤ 3 make 120◦ between each pair. In other words, the vectors {u, u1, u2, u3} generates a
3-subspace in P 1. In particular, p1(Cy) spans a 3-subspace in P
1. Hence p1(Cy) is not a plane. As a
result, the set p1(E) = K1 admit a blow up limit p1(Cy) at p
1(y) which is not a plane. By Definition
2.17, p1(y) ∈ K1S . 2
Lemma 3.10. Let x ∈ EY such that p1(x) ∈ K1P is a regular point of K1. Let j ∈ N be such that x ∈ γj,
then γj is parallel to P
2.
Proof. Let x ∈ EY be such that p1(x) ∈ K1P . Let γx ⊂ EY be a Y curve that contains x.
By Corollary 2.23 1◦, the set K1P is an open set in K
1. Hence there exists r > 0 such that B1(p1(x), r)∩
K1 ⊂ K1P . Then for each y ∈ γx such that p1(y) ∈ B1(p1(x), r), we also have p1(y) ∈ K1P . Denote by
γ0 = γx ∩ p1−1(B1(p1(x), r). Then γ0 is a C1 curve, and by Lemma 3.9, for each y ∈ γ0, the blow up
limit of E at y must satisfy Cy ∈ P 2. In particular, the tangent line to γ0 at y, which is the spine of Cy,
lies in P 2. As a result, the curve γ0 is parallel to P
2.
The above argument yields that for each x ∈ EY such that p1(x) ∈ K1P , there exists a neighborhood of
y in γx which is parallel to P
2. Therefore the set {y ∈ γx : Tyγx parallel to P 2} is open in γx. Obviously
it is also closed, hence the whole Y curve γx is parallel to P 2. 2
Proposition 3.11. p1(EY ) ⊂ K1S.
Proof. We prove by contradiction. So let x ∈ EY be such that p1(x) ∈ K1P .
Let γx ⊂ EY be a Y curve that contains x. By Lemmas 3.9, for each y ∈ γx, Cy ∈ P 2. This implies
that a blow up limit of K2 = p2(E) at p2(y) contains p2(Cy) = Cy, which is a singular set. Hence
p2(y) ∈ K2S . As a result, p2(γx) ⊂ K2S . On the other hand, by Lemma 3.10, γx is parallel to P 2, in
particular, p2(γx) is a C
1 curve in K2. Hence p2(γx) is contained in one of the Y-line ξ in K2. Note that
ξ is a segment with the origin as one end point, and the other endpoint belongs to ∂B2.
Let a, b be the endpoints of γx. Since γx ⊂ ξ, one of the p2(a) and p2(b) is further from the origin
than the other one. Suppose p2(a) is further from the origin. In particular, p2(a) ∈ K2Y .
Obviously a 6∈ ∂B: since p1(a) = p1(x) ∈ K1P , we know that p1(a) 6= 0. But E∩∂B = (K1∪K2)∩∂B ⊂
p1
−1{0} ∪ p1−1{0}, therefore a 6∈ E ∩ ∂B. But a ∈ E, since E is closed. Hence a 6∈ ∂B.
As consequence, as an endpoint of a Y curve γx of E, a must be a T type singular point of E: a ∈ ET .
Thus a blow-up limit Ca of E at a is a T type cone. By the structure Theorem 2.21 and the bi-Ho¨lder
regularity Theorem 2.16 for the minimal cone Ca, there exists finitely many Y curves ξ1, · · · , ξl of E, that
meet at a, and ES∩B(a, t) = [{a}∪(∪1≤j≤lξj)]∩B(a, t). Since p1(x) ∈ K1P , and K1P is open in K1, there
exists r > 0 such that B1(p1(x), r) ∩K1 ⊂ K1P . Then for each 1 ≤ j ≤ l, ξj ∩ p1−1(B1(p1(x), r)) ⊂ K1P .
By Lemma 3.10, we have ξj is parallel to P
2. Since one of the endpoints of ξj is a, we know that
p1(ξj) = p
1(a) = p1(x),∀1 ≤ j ≤ l. As a result, ES ∩B(a, r) is parallel to P 2. As a result, Ca = p2(Ca),
and thus by Remark 2.12 2◦, Ca is contained in a blow up limit of K2 = p2(E) at p2(a). But we know
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that p2(a) ∈ K2Y , hence Ca is in fact a Y-set (since a Y contains no minimal cones other than itself).
This contradicts the fact that a ∈ ET .
The contradiction yields that p1(EY ) ⊂ K1S . 2
Corollary 3.12. We have p1(ES) ⊂ K1S. That is, if x ∈ K1P is a regular point of K1, then p1−1(x)∩E ⊂
EP .
Proof. This follows from the fact that ES = EY . 2
Next we will study regular points of E.
Now let R be a connected component of K1P . Then by Corollary 2.22, R is an open planar sector (can
be a disk) of dimension 2. Set E(R) = E ∩ p1−1(R). By Corollary 3.12, E(R) ⊂ EP . Hence E(R) is a
2-dimensional minimal surface. In particular, it is an analytic submanifold. Moreover, by Corollary 3.4,
we know that for every x ∈ E(R), the tangent plane TxE(R) = TxE ∈ P (Ξ).
Denote by Q1 ⊂ P 1 the 2-subspace containing R.
Set A = {x ∈ E(R) : TxE ⊂ P 1} = {x ∈ E(R) : TxE = Q1}. Then A is closed in E(R).
Lemma 3.13. Suppose that E(R)\A 6= ∅. Then for each connected component Ω of E(R)\A, there exists
a 2-subspace Q2 ⊂ P 2, such that p2(Ω) ⊂ Q2.
As a result, Ω ⊂ Q1 ×Q2.
Proof. Set E0 = {x ∈ E(R)\A : p2(x) = 0}. Let us first prove that E0 is finite. In fact, suppose that
K2 contains k2 planes. Then if there are more than k2 points in E0, then there exists at least one plane
in K2 of which a neighborhood at 0 will be covered more than once by the disks Dx : x ∈ E0. This
contradicts Lemma 3.3 3).
Hence E0 is finite. As a result, Ω\E0 is connected.
Now let x be any point in Ω\E0. Since x 6∈ A, TxE 6⊂ P 1. Then since TxE ∈ P (Ξ), we know by
Corollary 3.6 that p2|TxE is of full rank. Hence there exists r = rx > 0 such that (E0 ∪A) ∩B(x, r) = ∅,
and p2 maps a neighborhood B(x, r)∩E(R) of x to an open 2-submanifold in P 2. On the other hand by
Lemma 3.3, p2(B(x, r) ∩ E(R)) ⊂ K2. As a 2-manifold in K2, obviously p2(B(x, r) ∩ E(R)) is an open
subset of the connected component of K2P that contains p
2(x). This holds for any x ∈ Ω\E0.
Let O be a connected component of K2P that conains p
2(B(x0, rx0) ∩ E(R)) for some x0 ∈ Ω\E0.
By the above property for points in Ω\E0, the subset {x ∈ Ω\E0 : p2(x) ∈ O} is both open and closed
in Ω\E0. Since Ω\E0 is connected, this implies that {x ∈ Ω\E0 : p2(x) ∈ O} = Ω\E0. That is,
p2(Ω\E0) ⊂ O.
Let Q2 be the 2-plane containing O. Then p2(x) ∈ Q2, ∀x ∈ Ω\E0. Since E0 is a finite subset of Ω,
Ω ⊂ {Ω\E0}. Hence
(3.13) p2(Ω) ⊂ p2({Ω\E0}) ⊂ p2(Ω\E0) ⊂ O ⊂ Q2.
2
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Proposition 3.14. Suppose that E(R)\A 6= ∅. Let Ω be a connected component of of E(R)\A, and let
Q2 be the 2-plane containing p2(Ω). Let {e1, e2 = ie1} be an orthonormal basis of Q1, and {e3, e4 = ie3}
be an orthonormal basis of Q2. Then
1◦ For any x ∈ Ω there exists r = rx > 0 such that in B(x, r),Ω is (under the given basis) the graph
of an injective complex analytic or anti-analytic function ϕ = ϕx : Q
2 → Q1. More precisely,
(3.14) Ω ∩B(x, r) = graph(ϕ) ∩B(x, r).
2◦ Similarly, for each x ∈ Ω, near x, E is the graph of a complex analytic or anti-analytic function
from Q1 to Q2.
3◦ Ω is the graph of a complex conformal map from p1(Ω) to p2(Ω).
Proof. The proof is similar to that of Lemma 3.4 in [16], with minor difference. So here we will only
sketch the proof here. The readers may refer to Lemma 3.4 of [16] for more details.
1◦
Let x ∈ Ω be as stated in the proposition. Assume all the hypotheses in the lemma. Since x ∈ Ω ⊂ EP ,
and TxE ∈ P (Ξ)\{Q1}, we know that Dp2 is non degenerate on TxE. Since Ω is a smooth manifold,
there exists rx > 0 such that in B(x, rx), p
2bΩ is injective. So we can define the smooth map
(3.15)
ϕ = ϕx : ω
2
x → P 1,
x 7→ p1 ◦ p2−1(x),
where ω2x = p
2(Ω ∩B(x, rx)) is an open set containing p2(x) in Q2.
Then Ω coincides with the graph of ϕ in B(x, rx). Moreover, by Corollary 3.4, Tx′Ω ∈ P (Ξ)\{Q1},
for all x′ ∈ Ω∩B(x, rx). Equivalently, for each y ∈ ω2x, (Id,Dϕ(y))(Q2) ∈ P (Ξ)\{Q1}. By the character-
isation of P (Ξ) in Lemma 3.5, this means that the differential Dϕ(y) is complex analytic or anti-analytic
(under the given basis).
So we have proved that ϕ is a complex smooth function such that at each point, its differential is
either complex analytic, or anti-analytic.
Set B1 = {y ∈ ω2x, dϕdz (y) 6= 0} = {y ∈ ω2x : Dϕ(y) is analytic. Then B1 is open, since ϕ is C1. If
B1 = ∅, then ϕ is anti-analytic. Otherwise, B1 is not empty, and set g = ∂ϕ∂z . Then g is continuous on ω2x,
and B1 = {y ∈ ω2x : g(y) 6= 0}. Moreover, since dϕdz (y) 6= 0 on B1, dϕdz¯ (y) = 0 on B1 (since at each point ϕ
is either analytic or anti-analytic), and hence ϕ is analytic on the open set B1, so that its derivative g is
analytic, too. Then the conclusion 1◦ of Proposition 3.14 will follow from the following theorem (c.f.[24]
Thm 12.14) :
Theorem 3.15 (Rado´’s theorem). Let U ⊂ C be an open domain, and f be a continuous function on
U . Set Ω = {z ∈ U : f(z) 6= 0}, and suppose that f is holomorphic on Ω. Then f is holomorphic on U .
In fact, we apply the theorem to g, and obtain that g is complex analytic on ω2x. But since B1 6= ∅,
g 6≡ 0. As a result BC1 = {y ∈ B : g(y) = 0} does not have any limit point. Notice that BC1 ⊃ B2 := {y ∈
ω2x,
dϕ
dz¯ (y) 6= 0}, and B2 is open, so it is an open set without limit point. Therefore B2 = ∅, which means
that ϕ is complex analytic on B.
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Hence ϕ is complex analytic or anti-analytic on ω2x, which yields 1
◦.
2◦.
We can see easily that for any point x ∈ Ω with TxΩ 6= Q2 the proof will be the same as that of 1◦.
So we only have to prove that for each x ∈ Ω, TxΩ = Q2.
We prove by contradiction. Let x ∈ Ω with TxΩ = Q2. By the conclusion of 1◦, there exists
r = rx > 0 such that in B(x, r),Ω is (under the given basis) the graph of an injective complex analytic
or anti-analytic function ϕ = ϕx : Q
2 → Q1. Modulo change of basis, we suppose that ϕ is complex
analytic. TxΩ = Q
2 means that ϕ′(y) = 0, where y = p2(x). Hence y is a zero of order at least 2 for
the map ψ = ϕ − ϕ(y). Thus in a punctured neighborhood ω1 of ψ(y) ∈ Q1, each point has at least 2
pre-images. So ω1 ⊂ {z ∈ P 1 : ]{p1−1{z} ∩ E} ≥ 2}. But ω2 is of positive measure because it is open.
This contradicts Lemma 3.3 3).
Hence TxΩ 6= Q2 for each x ∈ Ω. As mentioned before, this yields 2◦.
3◦.
Let us prove that p2 is injective on Ω. Suppose there exists x1, x2 ∈ Ω such that p2(x1) = p2(x2).
Take r < min{rx1 , rx2} such that B(x1, r) ∩ B(x2, r) = ∅. Then in B(xi, r), Ω coincides with the graph
of ϕxi : ω
2
xi → Q1, i = 1, 2. Therefore p2((B(xi, r) ∩ Ω) is an open set containing p2(xi), i = 1, 2.
Let ω = p2((B(x1, r) ∩ Ω) ∩ p2((B(x2, r) ∩ Ω). Then for each y ∈ ω, p2−1(y) contains the two points
ϕ−1x1 (y) ∈ B(x1, r) and ϕ−1x2 (y) ∈ B(x2, r). These two points are distinct, since B(x1, r) ∩ B(x2, r) = ∅.
As consequence, ω ⊂ {z ∈ Q2 : ]{p2−1{z} ∩ E} ≥ 2}. But ω is open and hence is of positive measure.
This contradicts Lemma 3.3 3).
We have thus proved that p2 is injective on Ω. Therefore, Ω is the graph of a map f from p2(Ω) to
p1(Ω), with pi(Ω) ⊂ Qi, k = 1, 2. And f coincides with each ϕx locally near x.
By 1◦, the two sets {x ∈ Ω : ϕx is analytic} and {x ∈ Ω : ϕx} is anti-analytic} are both open, and
their union is Ω. But obviously they are also closed in Ω, hence one of them is empty, and the other is
the whole Ω. As a result, f an analytic or anti-analytic map itself. Again by the proof of 2◦, f ′ is never
0. Hence f is a conformal map from p1(Ω) to p2(Ω). 2
Corollary 3.16. E(R) = R.
Proof. We would like to prove that A = E(R). We prove by contradiction. So suppose that A ( E(R).
Set Γ = E(R) ∩ ∂B1 = R ∩ ∂B1. Then Γ is a non trivial part of the boundary of R in Q1.
Since E(R) is an analytic manifold, A is an analytic subvariety of E(R). Since A 6= E(R), the
dimension of A is at most 1. As a result, there exists x ∈ Γ and r > 0 such that the simply connected
open subset ∆ = BQ1(x, r) ∩ E(R) does not meet A. As a result, ∆ is connected in E(R)\A. Let Ω
be the connected component of E(R)\A that contains ∆. They by Proposition 3.14 3◦, Ω is the graph
of a conformal map ϕ : p1(Ω) → p2(Ω) ⊂ Q2. Then the restriction ψ = ϕbp1(∆) is also a conformal
map, from p1(∆) to p2(∆). Since ∆ is simply connected, so does p1(∆). Note that the boundary of
p1(∆) is piecewise smooth, hence the map ψ can be extended continuously to a homeomorphism ψ¯ from
p1(∆) to p2(∆). On the other hand, we know that E(R) ∩ ∂B1 = R ∩ ∂B1 = Γ, hence in particular,
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∆ ∩ ∂B1 ⊂ Γ ⊂ Q1. This means that the restriction of ψ¯ on ∆ ∩ ∂B1 is constantly 0. But ∆ ∩ ∂B1 is a
non trivial part of the boundary of p1(∆), this contradicts the fact that ψ¯ is a homeomorphism.
Hence A = E(R). By definition of A, it is easy to see that in this case, E(R) = R. 2
Proof of Theorem 3.2. By Corollary 3.16, we know that for every connected component R of K1P ,
E ∩ p1−1(R) = E(R) = R. In particular, R ⊂ E. As a result, K1P ⊂ E. Since K1P = K1, and E is closed,
we know that K1 ⊂ E. Similarly, K2 ⊂ E. Therefore C0 = K1 ∪⊥ K2 ⊂ E. But we know that
(3.16) H2(E) = inf
F∈F
H2(F ) ≤ H2(C0),
hence E = C0, which yields the conclusion of Theorem 3.2. 2
Note that almost the same argument gives that:
Theorem 3.17. [Almgren uniqueness] Let K1 ⊂ Rn1 and K2 ⊂ Rn2 be two 2-dimensional Almgren
minimal cones. Let p1, p2 ∈ B¯(0, 12 ). Denote by Cp1,p2 = (K1 + p1) ∪⊥ (K2 + p2) a translated orthogonal
union. (Then Cp1,p2 is Almgren minimal, by Proposition 2.36) Then if K
i, i = 1, 2 are Almgren unique,
so is Cp1,p2 .
Proof. We follow the proof of Theorem 3.2. The only small difference is that Proposition 3.11 and
Corollary 3.12 may no be true, if p1(q) is a regular point of K1. But since this only results in one point
of exception, one can easily verify that this does not make any difference to the arguments that follows
(which are essentially properties of analytic maps). 2
4 A converging sequence of minimal competitors
Now we begin to prove Theorem 1.1. So let Ki ⊂ Rni , i = 1, 2 be 2-dimensional Almgren unique minimal
cones in, as in Theorem 1.1. Since they are cones, we will only look at what happens in the unit ball
B = B(0, 1). So in the following text, we suppose that Ki, i = 1, 2 are minimal cones in B(0, 1) ∩ Rni .
Let n = n1 + n2. In Rn = Rn1 × Rn2 , set B1(x, r) = B(x, r) ∩ Rn1 × {0} for x ∈ Rn1 , r > 0, and set
B2(x, r) = B(x, r) ∩ {0} × Rn1 for x ∈ Rn2 , r > 0. Set Bi = Bi(0, 1), i = 1, 2. Let K10 ⊂ B
1 × {0} and
K20 ⊂ {0} ×B
2
be copies of K1 and K2. Set P 10 = Rn1 × {0}, P 20 = {0} × Rn2 . Set C0 = K10 ∪K20 .
We prove by contradication, so suppose the conclusion of Theorem 1.1 is not true. Therefore, there
exists θk ∈ (pi2 − 1k , pi2 ) (hence limk→∞ θk = pi2 ), and copies K1k of K10 , K2k of K20 in Rn, with αK1k,K2k ≥ θk,
such that Ck = K
1
k ∪K2k is not Almgren minimal for each k. Let P ik be the subspace generated by Kik,
i = 1, 2, k ∈ N. Without loss of generality, we can suppose that K1k = K10 and P 1k = P 10 ,∀k ∈ N, and that
dH(Ck, C0)→ 0 as k →∞.
Define Ai = H2(Kik), i = 1, 2, and A = A1 +A2 = H2(Ck),∀k ∈ N.
Proposition 4.1. For each k, there exists Fk ∈ F(Ck, B), such that
1◦ H2(Fk) = infF∈F(Ck,B)H2(F ) < H2(Ck);
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2◦ Fk is Almgren minimal in B;
3◦ Fk is contained in the convex hull ∆k of Ck ∩ B (which is also the convex hull of Ck ∩ ∂B). In
particular, Fk ∩ ∂B = Ck ∩ ∂B.
Proof. Fix k.
We apply the upper semi continuity Theorem 4.1 of [22], with U = Rn\(Ck ∩ ∂B) and F = F(Ck, U)
and d = 2, and get the existence of a set Fk ∈ F(Ck, U), which is Almgren minimal in U , with H2(Fk) ≤
infF∈F(Ck,U)H2(F ). By the convex hull property for minimal sets, we know that Fk is contained in the
convex hull ∆k of Fk ∩ ∂U = Ck ∩ ∂B. Hence Fk ⊂ ∆k ⊂ B, Fk ∩ ∂B = Ck ∩ ∂B, and
(4.1) H2(Fk) ≤ inf
F∈F(Ck,U)
H2(F ) ≤ inf
F∈F(Ck,B)
H2(F ) < H2(Ck),
the last inequality is because Ck is not minimal in B.
Since Fk is minimal in U , it is also minimal in B.
Note that B is uniformly convex, by Corollary 4.7 of [22], we have
(4.2) H2(Fk) ≤ inf
F∈F(Ck,B)
H2(F ).
By the exact same argument as that after (4.8) of [22] , we get Fk ∈ F(Ck, B). 2
Note that the Fk in the above proposition satisfies that H2(Fk) < A = H2(Ck), since Ck is not
minimal in B.
Now since B is compact, we can extract a converging subsequence of {Fk}, denoted still by {Fk} for
short. Denote by F∞ its limit. Then F∞ is contained in ∩n ∪k>n ∆k, so that F∞ ∩∂B ⊂ (∩n ∪k>n ∆k)∩
∂B = C0 ∩ ∂B. On the other hand F∞ ∩ ∂B ⊃ limk→∞(∆k ∩ ∂B) = C0 ∩ ∂B. Hence
(4.3) F∞ ∩ ∂B = C0 ∩ ∂B.
Proposition 4.2. F∞ = C0.
Proof. We would like to use the uniqueness theorem 3.2, to prove that F∞ is in fact C0. So we have to
check all the conditions:
1) First, we know that K10 and K
2
0 are Almgren unique minimal cones in B;
2) Since for each k, Fk is Almgren minimal, hence the lower semi continuity of Hausdorff measure for
minimal sets (cf.[4] Thm 3.4) holds, that is,
(4.4) H2(F∞) ≤ lim inf
k→∞
H2(Fk) ≤ A = inf
F∈F(C0,B)
H2(F ).
3) The rest is to check that F∞ ∈ F(C0, B). For each k, there exists a linear homeomorphism
ϕk : Rn → Rn that maps K1k to K10 and K2k to K20 . We can also suppose that ϕk(B) ⊂ B, and ϕk → Id
as k → ∞. Then it is easy to see that ϕk(Fk) ∈ F(C0, B). Since F(C0, B) is closed under Hausdorff
limit, F∞ ∈ F(C0, B) as well.
Hence F∞ verifies all the assumptions in Theorem 3.2. By Theorem 3.2, F∞ = C0. 2
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5 Stopping times argument and -decomposition
Recall that in [16], when each Ki is a plane, we cut each Fk into two pieces (this is called an -
decomposition). One piece is inside a small ball near the origin, where something complicated happens,
and we can only estimate its measure by a projection argument; the other piece is outside the small ball,
where Fk is very near the planes. By the regularity of minimal sets near planes, this part of Fk are graphs
of the two planes, so that we can get more precise estimates for the measure of this part.
In this section we will do the -decomposition for the sequences Fk. Here the stopping time argument
works well, but due to the existence of singularities, we cannot use balls as in [16], but to use U(Ki, η)
instead. We will describe the convex domain U(Ki, η) in more details in the first subsection. In the second
subsection, we sketch the idea of the using stopping time arguments, and we will prove the existence of
the -decomposition in the last subsection.
5.1 The convex domain U
Recall that Ki, i = 1, 2 are 2-dimensional minimal cones in B, hence by the structure theorem 2.21,
Ki ∩ ∂Bi is a union of circles {sij , 1 ≤ j ≤ µi}, and arcs of great circles with only Y type junctions. By
Theorem 2.21, the length of each of these arcs is no less than a certain η0. So here we fix some η < 10
−2η0,
very small, such that Ki, i = 1, 2, Y, and the plane are all (η, δ0)-sliding stable and (η, δ0)-measure stable
for some δ0 > 0.
Denote by {aij , 1 ≤ j ≤ mi} the set of Y points in Ki ∩ ∂B, i = 1, 2.
For i = 1, 2, set
(5.1) U i = {x ∈ Bi :< x, y >< 1− η,∀y ∈ Ki and < x, aij >< 1− 2η,∀1 ≤ j ≤ mi} ⊂ P i.
Then U i is the η-convex domain U(Ki, η) for Ki in P i, i = 1, 2.
Now for i = 1, 2, 1 ≤ j, l ≤ mi, let γijl denote the arc of great circle that connects aij and ail, if it
exists; otherwise set γijl = ∅. Set J i = {(j, l) : 1 ≤ j, l ≤ mi and γijl 6= ∅}, which is exactly the set of pairs
(j, l) such that the Y points aij and ail are connected directly by an arc of great circle on Ki.
Denote by Aij the ni − 1-dimensional planar part centered at (1− 2η)aij of ∂U i. That is,
(5.2) Aij = {x ∈ B1 :< x, aij >= 1− 2η and < x, y >≤ 1− η,∀y ∈ Ki}.
The shape of this planar region (of dimension ni − 1) will be obained by cutting off 3 small planar
part of a ni − 1-dimensional ball . Take a1i for example, suppose, without loss of generality, that the
three Y points in K1 ∩ ∂B1 that are adjacent to a11 are a1l , l = 2, 3, 4. Then the planar region centered at
(1− 2η)a11 is obtained by:
Firstly, take the ni − 1-dimensional ball Ω11 perpendicular to
−→
oa11 and centered at (1 − 2η)a11 (hence
the radius of Ω11 is R =
√
1− (1− 2η)2). For l = 2, 3, 4, denote by xl the intersection of (1 − η)γ11l
with Ω11. Then the xl, l = 2, 3, 4 will situated on a 2-plane passing through the center of the ball Ω
1
1,
hence they belong to a same great circle. Let L11l be the ni − 1 subspace containing xl and orthogonal
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to
−−−−−−−−−→
(1− 2η)a11, xl. We then cut off the small part of Ω11 that is on the other side of L11l, l = 2, 3, 4, and get
the planar region A11 . This forms part of the boundary of U1.
Let us look at the boundary of A11: By definition, it is composed of three disjoint ni − 2-dimensional
small balls :
I11l = {x ∈ B1 :< x, a11 >= 1− 2η and < x, y >= 1− η for some y ∈ γ11l}, 2 ≤ l ≤ 4
and the rest of the boundary of Ω11. Note that the diameter of I
1
1l is R1 =
√
1− (1− η)2.
See the figure below.
We define similarly, for i = 1, 2 and any (j, l) ∈ J i: Iijl. Then the boundary of Aij , j ∈ mi is the union
of the balls Iijl, (j, l) ∈ J i, and the rest of the sphere ∂Ω11.
Set Ai = ∪1≤j≤miAij . This is the whole planar part of ∂U i. and will be used to get estimates of the
measures of Fk near the singular set of K
i.
For the rest of ∂U i that is not spherical, they are obtained by the equation
(5.3) x ∈ Bi, < x, y >≤ 1− η,∀y ∈ Ki.
So set
(5.4) Γijl = {x ∈ Bi, < x, y >= 1− η for some y ∈ γijl}\Ai,
with Ai being the cone over Ai centered at 0, and
(5.5) Sij = {x ∈ Bi, < x, y >= 1− η for some y ∈ sij}.
Then Γijl is the band like part of ∂U
i near each (1−η)γijl, and similar for Sij . The union Γi = ∪1≤j,l≤miΓijl
together with Si = ∪1≤j≤µiSij is the whole cylinderical part of ∂U i, and will be used to get estimates of
the measures of Fk near the regular set of K
i.
30
Set cijl, C
i
jl, C
i, sij , S
i
j , S
i, Aij and A
i the cone (centered at 0) over γijl, Γ
i
jl, Γ
i, sij , S
i
j , S
i, Aij and A
i
respectively, where for any set S ⊂ Rn, the cone over S is defined to be {ts : x ∈ S, t ≥ 0}.
Next, for any subset S ⊂ Rn, and any x ∈ Rn, r > 0, set Sx,r = x+ rS.
Last, we define the decomposition region for each k ∈ N. Recall that P ik is the ni-dimensional subspace
of Rn that contains Kik, i = 1, 2. Denote by pik the orthogonal projection from Rn to P ik for i = 1, 2.
For i = 1, 2, let ψik : Rni → P ik be the isometry that maps Ki → Kik. Set U ik(0, r) = ψik(U i(0, r)), i =
1, 2. Denote by aij,k, γ
i
jl,k, Γ
i
jl,k, Γ
i
k, s
i
j,k, S
i
j,k, S
i
k, A
i
j,k, I
i
jl,k, I
i
jl,k, A
i
k, c
i
jl,k, C
i
jl,k, C
i
k, s
i
j,k, S
i
j,k, S
i
kl,
Aij,k and A
i
k the image of a
i
j , γ
i
jl, Γ
i
jl, Γ
i, Aij , I
i
jl,I
i
jl ,A
i, cijl, C
i
jl, C
i, Aij and A
i under ψik respectively.
These are subsets of P ik.
Define the cylinders
(5.6) Uik(x, r) = p
i
k
−1
(U ik(0, r)) + x, ∀x ∈ Rn, r > 0, i = 1, 2,
and set Set
(5.7) Uk(x, r) = U
1
k(x, r) ∩ U2k(x, r) = {y ∈ Rn : pik(y − x) ∈ U ik(0, r), i = 1, 2}.
Note that Uk(x, r) is convex, and that B(x,
1
2r) ⊂ Uk(x, r) ⊂ B(x, 2r) when k is large.
Note that all these sets depend on η.
In what follows, when k is fixed, we always write U instead of Uk, to save notations.
5.2 The stopping time argument
The construction of the stopping time procedure is similar to the one that we used in [16]. So here we
will sketch the precedure. The readers may refer to [16] for more details. On the other hand, the proof
of the fact that the procedure has to stop at a finite step (Proposition 5.4) is different.
For any  > 0, we say that two sets E,F are r near each other in an open set U if
(5.8) dr,U (E,F ) < ,
where
(5.9) dr,U (E,F ) =
1
r
max{sup{d(y, F ) : y ∈ E ∩ U}, sup{d(y,E) : y ∈ F ∩ U}}.
We set also
dkx,r(E,F ) = dr,Uk(x,r)(E,F )
=
1
r
max{sup{d(y, F ) : y ∈ E ∩ Uk(x, r)}, sup{d(y,E) : y ∈ F ∩ Uk(x, r)}}.
(5.10)
Remark 5.1. We should be clear about the fact that
(5.11) dr,U (E,F ) 6= 1
r
dH(E ∩ U,F ∩ U).
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To see this, we can take U = Uk(x, r), and set En = ∂Uk(x, r +
1
n ) and Fn = ∂Uk(x, r − 1n ). Then we
have
(5.12) dkx,r(En, Fn)→ 0
and
(5.13)
1
r
dH(En ∩ Uk(x, r), Fn ∩ Uk(x, r)) = 1
r
dH(En ∩ Uk(x, r), ∅) =∞.
So dr,U measures rather how the part of one set in the open set U could be approximated by the other set,
and vice versa. However we always have
(5.14) dkx,r(E,F ) ≤
1
r
dH(E ∩ Uk(x, r), F ∩ Uk(x, r)).
Now we start our stopping time argument. Recall that {Fk} is a sequence of sets as in Proposition
4.1, with θk >
pi
2 − 1k , which converges to C0 ∩B.
We fix a small  < min{10−5, 10−3η} and a large k, and we set si = 2−i for i ≥ 0. Denote by
U(x, r) = Uk(x, r), dx,r = d
k
x,r for short. Then we proceed as follows.
Step 1: Denote by q0 = q1 = 0, then in U(q0, s0), the set Fk is s0 near Ck + q1 when k is large,
because Fk → C0 and Ck → C0 implies that dq0,s0(Fk, Ck + q1) = d0,1(Fk, Ck)→ 0.
Step 2: If in U(q1, s1), there is no point q ∈ Rn such that Fk is s1 near Ck + q, we stop here;
otherwise, there exists a point q2 such that Fk is s1 near Ck + q2 in U(q1, s1). Here since  is small
( < 10−5), such a q2 is automatically in U(q1, 12s1), by the conclusion of the step 1. Then in U(q1, s1) we
have simultaneously
(5.15) dq1,s1(Fk, Ck + q1) ≤ s−11 dq0,s0(Fk, Ck + q1) ≤ 2; dq1,s1(Fk, Ck + q2) ≤ .
This implies (by definition of dx,r) that dq1, 12 s1(Ck + q1, Ck + q2) ≤ 12 when  is small. And hence
d(q1, q2) ≤ 6.
Now we are going to define our iteration process. Notice that this process depends on , hence we
also call it a −process.
Suppose that {qi} are defined for all i ≤ m, with
(5.16) d(q1, qi+1) ≤ 12si = 12× 2−i
for 0 ≤ i ≤ m− 1, and hence
(5.17) d(qi, qj) ≤ 24min(i,j) = 2−min(i,j) × 24
for 0 ≤ i, j ≤ m, and that for all i ≤ m− 1, Fk is si near Ck + qi+1 in U(qi, si). We say in this case that
the process does not stop at step m. Then
Step m+ 1: We look inside U(qm, sm).
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If Fk is not sm near any Ck + q in this “ball” of radius sm, we stop. In this case, since d(qm−1, qm) ≤
12sm−1, we have U(qm, 2sm(1− 12)) = U(qn, sm−1(1− 12)) ⊂ U(qm−1, sm−1), and hence
dqm,2sm(1−12)(Ck + qm, Fk) ≤ (1− 12)−1dqm−1,sm−1(Ck + q, Fk)
≤ 
1− 12 .
(5.18)
Moreover
(5.19) d(qm, 0) = d(qm, q1) ≤ 2−min(1,m) × 24 = 12.
Otherwise, we can find a qm+1 ∈ Rn such that Fk is still sm near Ck + qm+1 in U(qm, sm), then since
 is small, as before we have d(qm+1, qm) ≤ 12sm, and for i ≤ m− 1,
(5.20) d(qi, qm) ≤
n∑
j=i
12× 2−j ≤ 2−min(i,m) × 24.
Thus we get our qm+1, and say that the process does not stop at step m+ 1.
From the -process, when  is small enough, and k is large enough so that P 1k and P
2
k are almost
orthogonal, we have directly the following:
Lemma 5.2. There exists 0 ∈ (0,min{10−5, 10−3η}), such that for all  < 0, k large enough, and
for every m such that the −process does not stop before m (which means in particular that there exists
qm ∈ B(qm−1, 12sm−1) such that Fk is sm−1 near Ck + qm in U(qm−1, sm−1)), we have
1◦ Fk ∩ (U(0, 1)\U(qm, sm+2)) = F 1k,m ∪ F 2k,m, where F 1k,m, F 1k,m are 12sm+2 far from each other, that
is
(5.21) dist(F 1k,m, F
2
k,m) ≥
1
2
sm+2;
2◦ Set Gik,m = F
i
k,m ∩ U(qm−1, sm−1)\U(qm, sm+2), then dqm,sm(Gik,m,Kik + qm)) < , i = 1, 2.
5.3 Existence of the -decomposition
Now let us prove that the -process has to stop at a finite step.
Proposition 5.3. For each  < 0, and k large, if the  process does not stop at step m+ 1, then there
exists a deformations ϕ1m in B
1 × Rn2 = B1 × P 20 (which contains B), satisfying
(5.22) ϕ1m(Fk) ⊂ [F 1k,m] ∪ [(U(qm, sm)\U(qm+1, sm+1)) ∩B(P 2k + qm+1, 100sm+1)] ∪ [U(qm+1, sm+1)]
and
(5.23) ϕ1m = id on [B
1 × P 20 ]C ∪ [F 1k,m] ∪ U(qm, sm).
Similarly, there exists a deformations ϕ2m in Rn1 ×B2 = P 10 ×B2 (which contains B), satisfying
(5.24) ϕ2m(Fk) ⊂ [F 2k,m] ∪ [(U(qm, sm)\U(qm+1, sm+1)) ∩B(P 1k + qm+1, 100sm+1)] ∪ [U(qm+1, sm+1)]
and
(5.25) ϕ2m = id on [P
1
0 ×B2]C ∪ [F 2k,m] ∪ U(qm, sm).
33
Proof. Fix any k large. Suppose the  process does not stop at step m + 1. We will only prove the
existence of ϕ1m, since the argument for ϕ
2
m is exactly the same.
We will construct, by recurrence, a sequence of deformations in B1×Rn2 = B1×P 20 (which contains
B), that maps Fk to [F
1
k,m] ∪ [(U(qm, sm)\U(qm, sm+1)) ∩B(P 2k + qm, 100sm)] ∪ [U(qm, sm+1)].
For each j ≤ m, let pij : Rn → U(qj , sj) denote the shortest distance projection to the convex set
U(qj , sj), and set hj : B(P
2
k + qj , 100sj) → B(P 2k + qj+1, 100sj+1) the orthogonal projection from
the 100sj-neightborhood of P
2
k + qj to the 100sj+1-neightborhood of P
2
k + qj+1. Note that since
dist(qj , qj+1) < 24sj+1, B(P
2
k + qj+1, 100sj+1) ⊂ B(P 2k + qj , 100sj).
Let us first map Fk to [F
1
k,1] ∪ [(U(q1, s1)\U(q1, s2)) ∩ B(P 2k + q2, 100s2)] ∪ [U(q1, s2)]. In fact, we
decompose Fk two three disjoint parts F
1
k,1\U(q2, s2), F 2k,1\U(q2, s2), and U(q2, s2), and we will define the
deformation on these three parts : set
(5.26) g1(x) =

h1 ◦ pi1(x) if x ∈ F 2k,1\U(q2, s2);
x if x ∈ F 1k,1\U(q2, s2);
x if x ∈ U(q2, s2).
So in fact we have only moved points in F 2k,1\U(q2, s2), and clearly g1(Fk) ⊂ [F 1k,1]∪[(U(q1, s1)\U(q2, s2))∩
B(P 2k + q2, 100s2)] ∪ [U(q2, s2)].
Let us check that g1 is Lipschitz. Note that by definition, g1 is Lipschitz on [F
1
k,1] ∪ [U(q2, s2)],
and on F 2k,1\U(q2, s2) respectively, so we only to deal with points that are close to both parts. Apply
Lemma 5.2 to step m, we know that the parts F 1k,1 and F
2
k,1 are far from each other; on the other hand,
since the -process does not stop at step m + 1, we know that F 2k,1 ∩ U(q1, s1) is already contained in
U(q1, s1) ∩ B(P 2k + q2, 100s2), hence h1 ◦ pi1 = id on F 2k,1 ∩ U(q1, s1), which is a neighborhood of the
compact set F 2k,1\U(q2, s2) ∩ [F 1k,1] ∪ [U(q2, s2)].
As a result, g1 is a Lipschitz map on Fk. Moreover, it only moves points in F
2
k,1\U(q1, s1), which is a
compact set in B1 × P 20 . So we can extend g′1 to a Lipschitz map to Rn, with
(5.27) g′1 = id on [B
1 × P 20 ]C ∪ [F 1k,1] ∪ U(q1, s1),
(5.28) g′1(F
2
k,1\U(q2, s2)) ⊂ (U(q1, s1)\U(q2, s2)) ∩B(P 2k + q2, 100s2),
and
(5.29) g′1(B
1 × P 20 ) ⊂ B1 × P 20 .
Thus g′1 is a Lipschitz deformation in B
1 × P 20 , and
(5.30) g′1(Fk) ⊂ [F 1k,1] ∪ [(U(q1, s1)\U(q2, s2)) ∩B(P 2k + q2, 100s2)] ∪ [Fk ∩ U(q2, s2)].
Set g˜1 = g
′
1.
Let us next define, for each j ≤ m: g˜j : Fk → [F 1k,j ]∪[(U(qj , sj)\U(qj+1, sj+1))∩B(P 2k+qj+1, 100sj+1)]∪
[U(qj+1, sj+1)] by recurrence. So suppose that the Lipschitz deformation map
g˜j−1 : Fk → [F 1k,j−1\U(qj , sj)] ∪ [(U(qj−1, sj−1)\U(qj , sj)) ∩B(P 2k + qj , 100sj)] ∪ [Fk ∩ U(qj , sj)]
= [F 1k,j\U(qj , sj)] ∪ [(U(qj−1, sj−1)\U(qj , sj)) ∩B(P 2k + qj , 100sj)] ∪ [Fk ∩ U(qj , sj)]
(5.31)
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is already defined, that satisfies
(5.32) g˜j−1 = id on [B1 × P 20 ]C ∪ [F 1k,j−1] ∪ U(qj−1, sj−1),
(5.33) g˜j−1(F 2k,j−1\U(qj , sj)) ⊂ (U(qj−1, sj−1)\U(qj , sj) ∩B(P 2k + qj , 100sj),
and
(5.34) gj−1(B1 × P 20 ) ⊂ B1 × P 20 .
Define g′j : g˜j−1(Fk) → [F 1k,j\U(qj+1, sj+1)] ∪ [(U(qj , sj)\U(qj+1, sj+1)) ∩ B(P 2k + qj+1, 100sj+1)] ∪
[U(qj+1, sj+1)]:
(5.35) g′j(x) =

hj ◦ pij(x) if x ∈ (U(qj−1, sj−1)\U(qj , sj)) ∩B(P 2k + qj , 100sj);
x if x ∈ F 1k,j ;
x if x ∈ U(qj+1, sj+1).
Then a similar discuss gives that gj is the identity map on F
1
k,j ∪ U(qj , sj), and
g′j ◦ g˜j−1(F 2k,j\U(qj+1, sj+1))
⊂ g′j ◦ g˜j−1[F 2k,j\U(qj , sj)] ∪ g′j ◦ g˜j−1[F 2k,j ∩ U(qj , sj)\U(qj+1, sj+1)]
⊂ g′j [U(qj−1, sj−1)\U(qj , sj)) ∩B(P 2k + qj , 100sj)] ∪ g′j(F 2k,j ∩ U(qj , sj)\U(qj+1, sj+1))
⊂ {[U(qj , sj)\U(qj+1, sj+1)] ∩B(P 2k + qj+1, 100sj+1)} ∪ (F 2k,j ∩ U(qj , sj)\U(qj+1, sj+1))
⊂ [U(qj , sj)\U(qj+1, sj+1)] ∩B(P 2k + qj+1, 100sj+1)
(5.36)
The second inclusion is due to (5.32) and (5.33); the third inclusion is due to the definition of g′j , and
the last one is because F 2k,j is sj+1 close to P
2
k in U(qj , sj)\U(qj+1, sj+1).
Similar to g′1, we know that g
′
j is Lipschitz, and we can extend it to a global Lipschitz deformation gj
in B1 × P 20 . Set g˜j = gj ◦ g˜j−1, then it verifies
(5.37) g˜j = id on [B
1 × P 20 ]C ∪ [F 1k,j ] ∪ U(qj , sj),
(5.38) g˜j(F
2
k,j\U(qj+1, sj+1)) ⊂ (U(qj , sj)\U(qj+1, sj+1) ∩B(P 2k + qj+1, 100sj+1),
and
(5.39) gj(B
1 × P 20 ) ⊂ B1 × P 20 .
Thus by recurrence, we get the deformation g˜m, and set ϕ
1
m = g˜m. 2
As a direct corollary, we have
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Proposition 5.4. For each  < 0, k large enough, there exists m = mk such that the -process does not
stop at steps before m, but stops at step m.
Proof. We prove by contradiction. So suppose that for some  < 0, and a fixed k, the -process does
not stop at any finite step. Then by Proposition 5.3, for each m ∈ N, there exists a deformation ϕ1m such
that (5.22) and (5.23) hold. Thus we know that
(5.40) F 1k,m ⊂ ϕ1m(Fk) ⊂ F 1k,m ∪ U(qm, sm).
We take the Hausdorff limit, and get
(5.41) lim
m→∞ϕ
1
m(Fk)
dH→ ∪m∈NF 1k,m.
Similarly, we have
(5.42) lim
m→∞ϕ
2
m(Fk)
dH→ ∪m∈NF 2k,m.
Set F i = ∪m∈NF ik,m, i = 1, 2, then we can see from Lemma 5.2 that F 1 ∩ F 2 = ∅. And from (5.41)
and (5.42), we know that F 1 ∈ F(Fk, B1 × P 2k ) and F 2 ∈ F(Fk, P 1k ×B2).
Since Fk is a Hausdorff limit of deformations of Ck in B, it contains a Hausdorff limit of deformation
of K1k in B, which is also a Hausdorff limit of deformations of K
1
k in B
1 × P 2k . As a result, since
F 1 ∈ F(Fk, B1 × P 2k ), it contains a Hausdorff limit of deformations of K1k in B1 × P 2k . Therefore
(5.43) H2(F 1) ≥ inf
F∈F(K1
k
,B1×P 2
k
)
H2(F ).
On the other hand, note that K1k is minimal in B
1, for any F0 ∈ F(K1k , B1 × P 2k ) we have p1k(F0) ∈
F(K1k , B1), hence
(5.44) H2(F0) ≥ H2(p1k(F0)) ≥ inf
F∈F(K1
k
,B1)
H2(F ) = H2(K1k),
where the last equation is due to upper semi continuous Theorem 4.1 of [22].
As a result, we have
(5.45) H2(F 1) ≥ inf
F0∈F(K1k,B1×P 2k )
H2(F0) ≥ H2(K1k).
The same argument gives
(5.46) H2(F 2) ≥ H2(K2k).
But then, since F 1 and F 2 are disjoint subsets of Fk, we have
(5.47) H2(Fk) ≥ H2(F 1) +H2(F2) ≥ H2(K1k) +H2(K2k) = H2(Ck),
which contradicts our hypothesis that H2(Fk) < H2(Ck). This contradiction yields that the -process
has to stop at a finite step. 2
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Remark 5.5. In fact, the arguments in this and the previous subsections hold for arbitrary dimension
d ≥ 2.
For each k, if the process stops at step m = mk, we define ok = qm, rk = sm. Then Uk := Uk(ok, rk)
is the critical ball that we look for, because inside the small ball, by definition we know that Fk is sm
far from any translation of Ck, but outside it, things are near. We also have, by (5.17), d(ok, 0) ≤ 12,
hence the center ok of the critical ball is near the origin.
6 Structure of Fk
In this section we will give two structure theorems for Fk inside and outside Uk(qm, sm), when the -
process does not stop at step m. The results of this section will be in the next sections to estimate the
measure of Fk.
6.1 Structure of Fk\Uk in regular and singular regions
In this subsection we will analyse the geometry and regularity for Fk outside Uk(qm, sm) when the -
process does not stop at step m.
The main result of this section will be a theorem on local geometric structure of Fk\Uk(qm, sm): in
regions far from singularities of Ck + qm, things are flat and regular, while near the Y points of Ck,
Fk satisfy some topological ”separation” condition in higher dimension. With the help of this structure
theorem, we give estimates of measures of Fk near and far from singularities in the next section.
A big part of the results of this section will highly rely on topology. So let us first give some notations.
First, for any subset A of Rn that admit a locally finite triangulation, and any integer d, Hd(A) stands
for the d-th simplicial homology group on A with coefficient in Z2. For any simplicial d-cycle σ in A, [σ]
denotes the corresponding element in Hd(A). We write σ ∼ σ′ if the two d-cycles σ and σ′ are homologic.
When A is an open subset of Rn, for any smooth closed d-surface σ ⊂ A, σ also stands for the simplicial
cycle in the usual sense. (Note that we are using Z2, hence there is no orientation.)
Let C˜k, K˜
1
k , and K˜
2
k denote the cone over Ck, K
1
k and K
2
k , which are in fact the minimal cones in Rn
that coincide with Ck, K
1
k and K
2
k respectively in B(0, 1). For i = 1, 2, (j, l) ∈ J i, let ξijl,k denote the
midpoint of γijl,k. Let Q
i
jl,k be the n− 2-linear plane orthogonal to cijl,k (or equivalently, orthogoonal to
the 2-plane containing γijl,k). Set σ
i
jl,k = {x ∈ Qijl,k + ξijl,k : ||x− ξijl,k|| = η}, where η is the one we used
to define the convex domain U in the beginning of Section 5.1. Then σijl,k is a n− 3 sphere that links the
planar part cijl,k. By structure of 2-dimensional minimal cones Theorem 2.21, we know that
(6.1) [σijl,k] 6= 0 and for different triples (i, j, l), [σijl,k] are different
in Hn−3(Rn\C˜k).
Set F˜k = Fk ∪ (C˜k\B(0, 1)). Then F˜k ∈ F(C˜k, B).
We can easily see that σijl,k ∩ (Ck ∪ B) = ∅. By Proposition 2.7, one can see that (6.1) holds in
Hn−3(Rn\F ) for any F ∈ F(Ck, B). In particular, (6.1) holds in Hn−3(Rn\F˜k).
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Proposition 6.1. There exists 0 ∈ (0,min{10−5, 10−3η}), such that for all  < 0, k large enough, and
for every m such that the −process does not stop before m, we have
1◦ For any t ∈ [sm+2, sm−1], the n− 3-sphere tσijl,k + qm is homologic to σijl,k in Hn−3(Rn\F˜k);
2◦ For each i = 1, 2, and (j, l) ∈ J i, i = 1, 2, let piijl,k denote the orthogonal projection from
(cijl,k\U(qm, sm))×Qijl,k × P ik⊥ to cijl,k + qm. Then for each (j, l) ∈ J i, we have
(6.2) (qm + (c
i
jl,k\Aik)) ∩ U(qm−1, sm−1\U(qm, sm+2) = piijl,k(Gik,m ∩ (Cijl,k × P ik
⊥
+ qm));
3◦ For each i = 1, 2, and 1 ≤ j, l ≤ mi, let P be the 2-plane containing qm + c1jl,k. Then Gik,m ∩
(C1jl,k × P ik⊥ + qm) is a graph of a map h = h1jl,k : (qm + (cijl,k\Aik))∩ U(qm−1, sm−1\U(qm, sm+2)→ P⊥,
with |∇h| < 1;
4◦ For each i = 1, 2, and 1 ≤ j ≤ µi, let P be the 2-plane containing qm+s1jl,k. Then Gik,m∩ ((S1jl,k×
P ik
⊥
)+qm) is a graph of a map h = h
i
j,k : (qm+s
i
jl,k)∩U(qm−1, sm−1\U(qm, sm+2)→ P⊥, with |∇h| < 1;
5◦ For each i = 1, 2, 1 ≤ j ≤ mi, and for any t ∈ [sm+2, sm−1], the intersection of Gik,m with the n−1-
dimensional planar part t(Aij,k ×P ik⊥) + qm is a set that connects the three flat parts (tIijl,k ×P ik⊥) + qm,
(l, j) ∈ J i, of the boundary of t(Aij,k×P ik⊥)+qm. That is, {Gik,m∩[t(Aij,k×P ik⊥)+qm]}∪[∪(j,l)∈Ji((tIijl,k×
P ik
⊥
) + qm)] contains a connected part that contains the three parts tI
i
jl,k × P ik⊥) + qm, (j, l) ∈ J i.
Proof. 1◦ First, by definition of σijl,k, we know that the distance dist(σ
i
jl,k, C˜k) ≥ η > 103, hence for
all t > 0 we have
(6.3) dist(tσijl,k + qm, C˜k + qm) ≥ tη > 103t,
since Ck is a cone.
We prove by induction. Suppose that the -process does not stop at step m. We will prove that for
each m′ ≤ m, 1◦ holds.
m′ = 1 : We know that the −process does not stop at step 1. Hence Fk+q1 ⊂ B(Ck+q1, ), where for
each set E ⊂ Rn and r > 0, B(E, r) denotes the r neighborhood of E: B(E, r) := {x ∈ Rn : dist(x,E) <
r}. Therefore F˜k + q1 = (C˜k\B) ∪ Fk ⊂ (C˜k\B) ∪ B(Ck + q1, ) ⊂ B(C˜k + q1, ). (6.3) tells us that for
each t ∈ (s0, s3),
(6.4) dist(tσijl,k + q1, F˜k + q1) ≥ dist(tσijl,k + q1, C˜k + q1)−  ≥ 103t−  > 0.
Therefore, for any t0 ∈ [s3, s0], the tube Tt0 := {tσijl,k + q1 : t0 ≤ t ≤ s0} does not intersect F˜k + q1.
Since, for any t0 ∈ (s0, s3), ∂Tt0 = (σijl,k + q1) ∪ (t0σijl,k + q1), we have [t0σijl,k + q1] = [σijl,k + q1] in
Hn−3(Rn\F˜k), that is, for each t ∈ (s3, s0),
(6.5) [tσijl,k + q1] = [s0σ
i
jl,k + q1] = [s0σ
i
jl,k] = [σ
i
jl,k] in Hn−3(Rn\F˜k),
because q1 = 0 and s0 = 1.
Recurrence: Now suppose that 1◦ holds for some all 1, 2, · · · ,m′ − 1, where m′ ≤ m, and we shall
prove it for m′. Since the −process does not stop at step m′, a similar argument as above yields that
for each t ∈ (sm′+2, sm′−1),
(6.6) [tσijl,k + qm′ ] = [sm′−1σ
i
jl,k + qm′ ] in Hn−3(Rn\F˜k);
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On the other hand, by hypothesis of recurrence, we know that [σijl,k] = [sm′−1σ
i
jl,k + qm′−1] in
Hn−3(Rn\F˜k). Hence we only have to prove that
(6.7) [sm′−1σijl,k + qm′−1] = [sm′−1σ
i
jl,k + qm′ ] in Hn−3(Rn\F˜k).
By (5.17), we know that d(qm′−2, qm′) ≤ 24sm′−2, and d(qm′−2, qm′−1) ≤ 24sm′−2, hence both
sm′−1σijl,k + qm′−1 and sm′−1σ
i
jl,k + qm′ belong to U(qm′−2, sm′−1). Since the -process does not stop at
step m′ − 1, we know that F˜k ∩ U(qm′−2, sm′−1) ⊂ B(C˜k + qm′−2, sm′−2). In the mean time, by (6.3),
(6.8) dist(sm′−1σijl,k + qm′−2, C˜k + qm′−2) ≥ t > 103sm′−1,
hence
dist(sm′−1σijl,k + qm′−1, C˜k + qm′−2)
≥dist(sm′−1σijl,k + qm′−2, C˜k + qm′−2)− d(qm′−2, qm′−1)
≥103sm′−1− 24sm′−2 > 102sm′−2,
(6.9)
and similarly
(6.10) dist(sm′−1σijl,k + qm′ , C˜k + qm′−2) > 10
2sm′−2.
Now for t ∈ [0, 1], set Rt = {t(x+qm′)+(1−t)(x+qm′−1) : x ∈ sm′−1σijl,k, t ∈ [0, 1]}. Then the straight
line homotopy R = ∪t∈[0,1]Rt is a 2-surface included in U(qm′−2, sm′−1), and ∂R = (sm′−1σijl,k + qm′) ∪
(sm′−1σijl,k+qm′−1). On the other hand, for each x ∈ sm′−1σijl,k, the segment It := {t(x+qm′)+(1−t)(x+
qm′−1) : t ∈ [0, 1]} does not intersect B(C˜k + qm′−2, sm′−2). In fact, the length of It is d(qm′ , qm′−1) ≤
24sm′−2, hence it is included in B(x+qm′ , 24sm′−2). But by (6.10), d(x+qm′ , Ck+qm′−2) > 102sm′−2,
hence
(6.11) dist(It, Ck + qm′−2) ≥ d(x+ qm′ , Ck + qm′−2)− 24sm′−2 > 50sm′−2,
which implies that It does not intersect B(C˜k + qm′−2, sm′−2). As a result, R = ∪t∈[0,1]It does not
intersect B(C˜k + qm′−2, sm′−2). Since R ⊂ U(qm′−2, sm′−1), and F˜k ∩ U(qm′−2, sm′−1) ⊂ B(C˜k +
qm′−2, sm′−2), we know that R ∩ F˜k = ∅. Since ∂R = (sm′−1σijl,k + qm′) ∪ (sm′−1σijl,k + qm′−1), we get
(6.7). Thus 1◦ holds for m′.
By recurrence, 1◦ holds for all steps m where the -process does not stop.
2◦ Without loss of generality we only prove it for i = 1. Fix j, l, and k.
Take any p ∈ (qm + (c1jl,k\A1k)) ∩ U(qm−1, sm−1)\U(qm, sm+2).
Let Q denote the Q1jl,k, for short. and let tp = ||p − qm|| ∈ ( 12sm+2, 2sm−1). Set D = {x ∈ p + Q :
||x− p|| ≤ ηtp an n− 2-dimensional disk centered at p. Then ∂D = tpσ1jl,k + (p− tpξ1jl,k). Note that the
center tpξ
1
jl,k+qm of tpσ
1
jl,k+qm, and the center p of D, both lie in c
1
jl,k+qm, and are of same distance to
qm, hence they are connected by an arc of circle γ of center qm and radius tp. Since qm + (c
i
jl,k\A1k) is a
sector centered at qm, the whole γ lies in it. Let T be the tube T = ∪y∈γ{x ∈ y+Q : ||x−y|| ≤ ηtp}. Then
for any x ∈ T , dist(x, C˜k) =dist(x, qm + (c1jl,k\A1k)) = ηtp, and the boundary of T is (tpσ1jl,k + qm) ∪ ∂D.
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Since in U(qm−1, sm−1)\U(qm, sm+2), F˜k is contained in the sm−1 neighborhood of C˜k + qm, we know
that T ∩ F˜k = ∅. As a result, [tpσ1jl,k + qm] = ∂[D] in Hn−3(Rn\F˜k). The conclusion of 1◦ tells that
[tpσ
1
jl,k + qm] 6= 0 in Hn−3(Rn\F˜k). Hence ∂[D] 6= 0 in Hn−3(Rn\F˜k). In particular, D ∩ F˜k 6= ∅.
On the other hand, notice thatD ⊂ U(qm−1, sm−1\U(qm, sm+2), henceD∩F˜k∩U(qm−1, sm−1)\U(qm, sm+2) 6=
∅. By definition of Gik,m, the intersection F˜k ∩ U(qm−1, sm−1)\U(qm, sm+2) = G1k,m ∪ G2k,m. We know
that G2k,m is contained in the sm-neighborhood of K
2
k + qm. In particular, the distance between G
2
k,m
and qm + (c
1
jl,k\Aik)) is larger than sm−1. On the other hand,
(6.12) D ⊂ B(p, ηtp) ⊂ B(p, 10−1sm) ⊂ B((qm + (c1jl,k\A1k)), 10−1sm−1),
hence D ∩G2k,m = ∅. As a result, D ∩G1k,m 6= ∅. That is,
(6.13) p ∈ pi1jl,k(G1k,m).
On the other hand, since p ∈ (qm + (c1jl,k\A1k)), p ∈ pi1jl,k−1(qm + (c1jl,k\A1k)) = (qm + (c1jl,k\A1k)) ×
Q× P 1k⊥. Thus
(6.14) p ∈ pi1jl,k[G1k,m ∩ ((qm + (c1jl,k\A1k))×Q× P 1k⊥)].
Since (6.14) holds for all p ∈ (qm + (c1jl,k\A1k)) ∩ U(qm−1, sm−1)\U(qm, sm+2), we know that
(6.15) (qm + (c
1
jl,k\A1k)) ∩ U(qm−1, sm−1)\U(qm, sm+2) ⊂ pi1jl,k[G1k,m ∩ ((qm + (c1jl,k\A1k))×Q× P 1k⊥)].
Now we know that G1k,m is contained in the sm-neighborhood of K
1
k + qm, therefore G
1
k,m ∩ ((qm +
(c1jl,k\A1k))×Q× P 1k⊥) ⊂ G1k,m ∩ ((qm + C1jl,k)× P 1k⊥). Altogether we have
(6.16) (qm + (c
1
jl,k\A1k)) ∩ U(qm−1, sm−1\U(qm, sm+2) ⊂ pi1jl,k(G1k,m ∩ ((qm + C1jl,k)× P 1k⊥));
The inverse inclusion in (6.2) follows directly from the definition of G1k,m,C
i
jl,k, etc. Hence equality
in (6.2) holds for i = 1.
3◦ Again we only prove for i = 1. The proof for i = 2 is exactly the same.
Notice that in the proof of 1◦ and 2◦, we only used the fact that  < 10−3η. Here we will make a
further constraint on 0: we ask that 0 be small than the 10
−31(n, 2)η, 1 being the one in Theorem
2.25.
Set U = (C1jl,k×P 1k⊥)∩(U(qm−1, sm−1)\U(qm, sm+2)), and G = G1k,m∩C1jl,k×P 1k⊥. Then G = Fk∩U .
Let U1 be the
1
2ηsm+2-neighborhood of U .
Since Fk is sm−2 near Ck + qm−1 in U(qm−2, sm−2), by (5.17) Fk is also 50sm−2 near Ck + qm in
U(qm−2, sm−2), and hence in U1. But in U1, Ck + qm coincides with the 2-plane P which contains the
planar part qm + c
1
jl,k, therefore Fk is 50sm−2 near P in U1.
Now take any x ∈ G. Set r = 12ηsm+2. Then since G ∈ U , the ball B(x, r) ⊂ U1. Hence in B(x, r),
G is 50sm−2 near P . That is,
dx,r(G,P ) <
50sm−2
r
= 400

η
< 1(n, 2).
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Therefore by Theorem 2.25, G coincides with the graph of a C1 map fx : P → P⊥ in B(x, 34r). Moreover
||∇fx|| < 1.
Now G is locally C1 graphs on P in B(x, r) for every x ∈ G. We still have to show that G is an
entire graph on (qm + (c
i
jl,k\Aik)) ∩ U(qm−1, sm−1)\U(qm, sm+2). Let pi denote the orthogonal projection
onto P . Note that by 2◦, pi coincides with pi1jl,k on G, hence we know that pi|G : G→ (qm + (cijl,k\Aik))∩
U(qm−1, sm−1)\U(qm, sm+2) is surjective. To prove G is a graph, we only have to show that pi is injective
on G.
Suppose it is not, then there exists two points x, y ∈ G with pi(x) = pi(y). Since in B(x, r), G coincides
with a C1 graph on P , hence pi is injective in B(x, r). Hence y 6∈ B(x, r), that is, |x−y| > r. On the other
hand, since G is 50sm−2 near P in U , we know that dist(x, P ) < 50sm−2, and dist(y, P ) < 50sm−2.
That is, |pi(x)− x| < 50sm−2, and |pi(y)− y| < 50sm−2. Since pi(x) = pi(y), this means that |x− y| <
50sm−2 < 1n, 2r < r, contradiction. Hence pi is injective on G. And we get 3◦ for i = 1.
4◦ The proof of 4◦ is exactly the same as 3◦.
5◦ Fix i, j and k. Fix t ∈ [sm+2, sm−1].
Let Ω denote the ni − 1 dimensional region tAij,k + qm, whose center is ot := qm + t(1− 2η)aij,k. Let
p1, p2, p3 denote the three intersection points of (C˜k + qm) ∩ (Ω × P ik⊥). Then p1, p2, p3 are exactly the
intersection of ∂tAij,k+qm with the three faces tc
i
jl,k+qm : (j, l) ∈ J i. Denote by Q1 the n−1 dimensional
subspace in Rn orthogonal to −−→otp1 and passing through p1, and let D1 be the n − 2 dimensional ball in
Q1, centered at p1 and of radius tR, where R =
√
1− (1− 2η)2. Define Q2, Q3, D2, D3 similarly. Then
the three ni−2-dimensional disks Dµ∩ (P ik+qm), µ = 1, 2, 3 forms the three planar part of ∂(tAij,k+qm),
(they are in fact the three scaled and translated version tIijl,k + qm of I
i
jl,k : (j, l) ∈ J i) and the rest of
∂tAij,k + qm coincides with the ni − 1-dimensional ball ∂tΩij,k + qm. Note that ot is also the center of
tΩij,k + qm, and p1, p2, p3 belong to a 2-dimensional plane passthing through ot, hence they lie on a same
great circle of the ball tΩij,k + qm.
Let Si, 1 ≤ i ≤ 3 denote the segment with endpoints o and pi, and let Y be the Y shape set ∪3i=1Si.
Denote by Q the subspace P ik
⊥
.
Then Y = (Ω × Q) ∩ (C˜k + qm). Since C˜k + qm is a cone centered at qm, and Gik,m is sm−2 near
C˜k + qm in U(qm−2, sm−2), the intersection Gik,m ∩ (Ω×Q) is contained in the sm−2-neighborhood of Y .
To prove that Gik,m ∩ (Ω×Q) connects the three connected parts t(Iijl,k × P ik⊥) + qm, (j, l) ∈ J i it is
enough to prove that Gik,m ∩ (Ω×Q) connectes the three subsets Dµ, 1 ≤ µ ≤ 3, since they are subsets
of the three connected sets t(Iijl,k × P ik⊥) + qm, (j, l) ∈ J i.
By definition, we would like to show that (Gik,m ∩ (Ω×Q))∪ (∪3µ=1Dµ) contains a connected set that
contains ∪3µ=1Dµ. For each s ∈ [0, 1], let sDµ denote the n− 2 dimensional ball contained in Dµ of the
same center and s times the radius of Dµ. Since G
i
k,m ∩ (Ω×Q) is contained in the sm−2-neighborhood
B(Y, sm−2) of Y , and Dµ, µ = 1, 2, 3 are all connected, it is enough to prove that (Gik,m ∩ Ω × Q) ∪
(∪3µ=1 12Dµ) contains a connected subset that contains ∪3µ=1 12Dµ. Set D′µ = 12Dµ, µ = 1, 2, 3. Note that
the D′µ are closed.
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Step 1 Let us first prove that the n− 3-sphere σ1 = {x ∈ Q1 ×Q : |x− p1| = tR} = ∂D1 represents
a non zero element in Hn−3(Rn\F˜k). Here note that p1 is the intersection (∂tAij,k + qm) ∩ (cijl,k + qm).
Let p denote the intersection of ∂Aij,k∩cijl,k. LetQ′ be the n−2 subspace orthogonal to cijl,k and passing
through the origin. Let σ be the sphere {x ∈ Q′ + p : |x− p| = R}. Then σ is an n− 3 sphere that links
the planar part cijl,k. Obviously, σ is homologic to σ
i
jl,k in Rn\C˜k. Moreover, let p(s) = sp+ (1− s)ξijl,k,
and r(s) = sR + (1 − s)η, s ∈ [0, 1], and let σ(s) = {x ∈ Q′ + p(s) : |x − p(s)| = r(s). Then σ(s) is a
n− 3-sphere orthogonal to cijl,k. Let T denote the tube ∪s∈[0,1]σ(s). Then the boundary of T is σijl,k ∪σ,
and T is in fact the image of the line homotopy between σijl,k and σ. Note that p and ξ
i
jl,k both belong
to the convex set cijl,k, hence for each s ∈ [0, 1], p(s) ∈ cijl,k. Then for each x ∈ T , let s be such that
x ∈ σ(s). Then the shortest distance projection of x to cijl,k is p(s). Hence dist(T, cijl,k) = r(s) ≥ η. On
the other hand, from the definition of p and ξijl,k, we know that the distance of T to all other parts of
C˜k is larger than η. Hence dist(T, C˜k) ≥ η.
Now as in the condition in 4◦, since t ∈ [sm+2, sm−1], and C˜k is a cone, the tube tT +qm is of distance
larger than tη to C˜k + qm, and tT + qm ⊂ U(qm−2, sm−2)\U(qm, sm+2). On the other hand, we know that
F˜k is sm−2 near C˜k+qm−1, hence by (5.17), F˜k is 25sm−2 near C˜k+qm in U(qm−2, sm−2)\U(qm, sm+2).
This means that F˜k ∩U(qm−1, sm−1)\U(qm, sm+2) is included in the 25sm−2 neighborhood of C˜k. Since
η > 103, and sm+2 ≤ t ≤ sm−1, we know that the tube tT + qm does not intersect F˜k. This means that,
as the boundary of tT + qm, the two spheres tσ+ qm and tσ
i
jl,k + qm are homologic in Rn\F˜k. By 1◦, we
know that [tσ + qm] = [tσ
i
jl,k + qm] = [σ
i
jl,k] 6= 0 in Hn−3(Rn\F˜k).
Note that tσ + qm = σ1, hence we get
(6.17) [σ1] 6= 0 in Hn−3(Rn\F˜k).
Similarly, we have
(6.18) [σµ] 6= 0 in Hn−3(Rn\F˜k), i = 1, 2, 3.
Step 2 Now let us prove that (Gik,m∩(Ω×Q))∪(∪3µ=1D′µ) containes a connected subset that contains
∪3µ=1D′µ. Suppose not.
We know that G is contained in the sm−2-neighborhood of Y , and G is relatively closed in Ω × Q,
hence the limit points of G are contained in B(Y, sm−2) ∩ ∂Ω ×Q ⊂ ∪3µ=1D′µ. On the other hand, the
three D′µ are also closed, as a result, G ∪ (∪3µ=1D′µ) is closed and bounded, and hence compact.
Write H = G∪ (∪3µ=1D′µ) for short. Then H is a compact subset, containing ∪3µ=1D′µ. But the three
D′µ do not belong to the same connected component of H. Suppose, without loss of generality, that the
connected component V of H that contains D′1 does not intersect D
′
2∪D′3. Then there exists a separation
of H that separates V and D′2 ∪D′3, i.e. a pair of disjoint relatively closed non-empty subsets A and B
of H, whose union is H, with V ⊂ A, and D′2 ∪D′3 ⊂ B. Since H is compact, A and B are compact as
well. Then the distance dA,B between A and B is strictly positive.
We want to construct a smooth manifold in Ω×Q which separates A and B, and whose boundary is
homologic to σ1.
Fix any 0 < r1 < r2 < min{dA,B , 10−1R}. Let r3 = r1+r22 , and let 3 = min{ r3−r18 , 10−2tR}.
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Let Q′ be the n− 1 subspace containing Ω×Q. Let σ′ := ∂( 12 + r3)D1. We will construct a surface
in Q′\H, whose boundary is σ′. Hence in the following text, without precision, in stead of Rn, we will
be situated in the n− 1 dimensional space Q′. The words ”open”, ”closed”, ”neighborhood”, ”smooth”
etc. are with respect to Q′.
Set f : Q′ → R+ ∪ {0}: f(x) =dist(x,A). Then f is Lipschitz.
Let M0 = {x ∈ Q′\(Ω × Q) : f(x) = r3}. Then it is a topological n − 2 ball, whose boundary is σ′,
with M¯0 = M0 ∪ σ′.
Note that for any point x in a small neighborhood W1 := B(σ
′, 53) ∩ Q′ of σ′, its distance to
Y is larger than r3 +
1
2 tR, and since G is contained in the sm−2 neighborhood of Y , we know that
dist(x,G) ≥ r3 + 12 tR − sm−2 ≥ r3 + 14 tR. But dist(x,D′µ) ≤ r3 + 43, hence dist(x,A) =dist(x,D′µ),
which is a smooth function on D′µ
C
. Therefore f is smooth on W1. For the same reason, f is also smooth
in W2 = B(M0, 53). Note that W1 ⊂ W2. Let W3 = B(M0, 43), and W4 = B(M0, 33). Then there
exists a smooth map g : Q′ → R such that
(6.19) g|W¯3 = f |W¯3 and ||g − f ||∞ < 3.
Moreover, since D′µ is convex and for any x ∈ W¯2, the closest point in A to x belongs to D′µ,we know
that for each x ∈W2, there exists a unique nearest point ξ(x) in A, i.e. f(x) = ||x− ξ(x)||.
By [11] Theorem 4.8, Df(x) = 2(x− ξ(x)) 6= 0. Hence the restriction of f : W2 → R is smooth, and
transverse to the 0-dimensional submanifold {r3} of R, for any x in W2. Since g coincides with f in W3,
we know that g is transverse to the 0-dimensional submanifold {r3} of R at every point of W3, and hence
for every point of the closed subset W¯4. By Thom transversality Theorem (cf. [3] Chapt II, Thm 15.2),
there exists a map h defined on Q′, such that h is transverse to {r3}, and
(6.20) h|W¯4 = g|W¯4 = f |W¯4 , and ||h− g||∞ < 3.
Since h is transverse to {r3}, we know that h−1{r3} is a n− 2 dimensional smooth submanifold M of
Q′. And since h coincides with f in W¯4, we know that M ∩ W¯4\(Ω◦ ×Q) = M¯0.
On the other hand, for any x ∈ Q′\(W¯4∪ (Ω◦×Q)), we know that h(x) ≥ g(x)− 3 ≥ f(x)− 3− 3 ≥
23 > 3, hence M\(W¯4 ∪ (Ω×Q)) = ∅. As a result,
(6.21) M\(Ω◦ ×Q) = M¯0.
Next we look at M ∩ (Ω◦×Q). Since h(x) = r3, we know that f(x) ∈ (r3−23, r3 +23), which means
that dist(x,A) ∈ (r3 − 23, r3 + 23) ⊂ (r1, r2). Therefore x 6∈ A ∪B. Hence M ∩H = M ∩ (A ∪B) = ∅.
Therefore, M is a smooth n−2-dimensional submanifold in Q′, M does not touch H, and M\(Ω◦×Q) =
M¯0, which is a smooth n − 2 ball, whose boundary is σ′. As consequence, the boundary of the part
M1 = M ∩ (Ω◦ ×Q) is also σ′.
This yields that [σ′] = 0 in Hn−3(Ω × Q\(A ∪ B)). But Ω × Q\(A ∪ B) ⊂ Rn\F˜k, hence [σ′] = 0 in
Hn−3(Rn\F˜k).
On the other hand, note that D1\( 12 + r3)D1 does not meet F˜k, and its boundary is σ′ ∪ σ1, hence
[σ1] = [σ
′] = 0 in Hn−3(Rn\F˜k). But this contradicts (6.17).
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This finishes the proof of 5◦.
2
6.2 Structure of Fk inside U(qm, sm) if the -process does not stop at step m
In this subsection we discuss the structure of Fk in U(qm, sm) if the -process does not stop at step m.
Proposition 6.2. There exists 0 ∈ (0,min{10−5, 10−31(n, 2)η, 2(n)}), (2 being the one in Corollary
2.24, such that for all  < 0, k large enough, if the −process does not stop before m, then there exists a
Lipschitz map gm : B → U¯(qm, sm) such that
(6.22) gm = id on U¯(qm, sm),
and
(6.23) gm(Fk) = Fk ∩ U(qm, sm).
Proof. Let us fix k,  < 0 small, to be decided. Suppose the -process does not stop at step m.
We will prove by induction. So for m = 1, we know that Fk is  close to Ck + q1 in B¯(0, 1). We claim
that,
(6.24) for each x ∈ Fk ∩ ∂U(q1, 1
2
), x is either a regular point, or a Y point for Fk.
In fact, we know that in B(x, 18η), Fk is -close to Ck + qm. But Ck + qm is either a plane or a Y set
in B(x, 18η + ), therefore Fk is -close to a plane or a Y set in B(x,
1
8η + ).
If Fk is -close to a plane in B(x,
1
8η + ), and since  < 10
−31(n, 2)η, hence Fk is 1(n, 2)[ 18η + ]
near a plane in B(x, 18η + ). Then Theorem 2.25 of [16] yields that x must be a regular point of Fk;
If Fk is -close to a 2-dimensional Y set Y centered at y in B(x, 18η+).By Lemma 16.43 of [5], when 
is small enough, the measure of Fk in B(x,
1
8η) should be smaller than the measure of (Y +y)∩B(x, 18η)) <
dT (
1
8η)
2, where dT is the smallest density of 2-dimensional minimal cone in Rn other than a plane or a
Y set. Since Fk is minimal in B(x, 14η), by monotonicity of density for minimal sets (cf. [5] Proposition
5.16, or apply directly the monotonicity of density for stationary varifold [2]), we know that the density
of Fk at x is smaller than dT (dT is the one in Remark 2.14 2
◦), and hence x can only be a regular point,
or a Y point.
Thus we get Claim (6.24).
Moreover, if Cx is the tangent cone of Fk at x, then Cx is transversal to ∂U(q1,
1
2 ), since Cx should also
be very close to Ck+q1 in B(x,
1
8η). As a result, since  < 2, by Corollary 2.24, for each x ∈ Fk∩∂U(q1, 12 ),
there exists a 2-Lipschitz deformation retract ϕx from ∂U(q1,
1
2 ) ∩ B(x, r1) to Fk ∩ ∂U(q1, 12 ) ∩ B(x, r1),
where r1 =
1
8η. Also, (Ck + q1) ∩ ∂U(q1, 12 ) is included in the 5 neighborhood of Fk ∩ ∂U(q1, 12 ).
Since E = B(Fk ∩ ∂U(q1, 12 ), 12r1) is compact, we know that it can be covered by finitely many
B(xl, r1), 1 ≤ l ≤ l1. Then by partition of unity, we know that there exists a 2-Lipschitz neighborhood
deformation retract ϕ1 from B(Fk,
1
2r1) ∩ ∂U(q1, 12 ) to Fk ∩ ∂U(q1, 12 ).
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Let pi1 denote the radial projection from B(0, 1) to U(q1, s1). Then pi1(Fk\U(q1, s1)) ⊂ ∂U(q1, s1).
Since Fk is  near Ck + q1 in B(0, 1), and Ck + q1 is a cone centered at q1, we know that pi1(Fk\U(q1, s1))
is included in the 2 neighborhood of (Ck+q1)∩∂U(q1, s1), and hence is included in the 10 neighborhood
of Fk ∩ ∂U(q1, s1), which is inclued in B(Fk, 12r1) ∩ ∂U(q1, 12 ). As a result, ϕ1(pi1(Fk\U(q1, s1)) ⊂ Fk ∩
∂U(q1, s1). We extend ϕ1 to a global Lipschitz deformation, such that ϕ1 = id on B(0, 1)
C and Fk ∩
U¯(q1, s1). Then since pi1 = id on U(q1, s1), we get
(6.25) ϕ1 ◦ pi1(Fk) = Fk ∩ U¯(q1, s1).
Set g1 = h1 = ϕ1 ◦ pi1.
We repeat this process, and get, a deformation h2 in U¯(q1, s1) that maps Fk ∩ U¯(q1, s1) to U¯(q2, s2).
Set g2 = h2 ◦ h1.
By recurrence, for each m such that the -process does not stop, we get a Lipschitz deformation gm
from B(0, 1) to B(0, 1) that maps Fk to Fk ∩ U(qm, sm). 2
A similar argument gives that
Proposition 6.3. There exists 0 ∈ (0,min{10−5, 10−3η, 2}), such that for all  < 0, k large enough,
and for every m such that the −process does not stop before m, we have: for each i = 1, 2, and t ∈ [ 14 , 1],
the set Fk ∩ U(qm, tsm) ∈ F4sm((Ck + qm) ∩ U¯(qm, tsm), U¯(qm, tsm))
Proof. In fact, a similar argument as in the proof of the previous proposition gives that: for every m
such that the −process does not stop before m, we have: for each i = 1, 2, and t ∈ [ 14 , 1], there exists a
Lipschitz map g = gm,t : U(0, 1)→ U(qm, tsm), such that g(Fk) = Fk ∩ U(qm, tsm).
Let h : U¯(qm, tsm) → U¯(0, 1) : h(x) = x−qmtsm , then g ◦ h : U¯(qm, tsm) → U¯(qm, tsm) is a Lipschitz
deformation, and g ◦ h(h−1(Fk)) = Fk ∩ U¯(qm, tsm)). But Fk ∈ F(Ck,U(0, 1)), hence g ◦ h(h−1(Fk)) ∈
F((Ck + qm) ∩ U¯(qm, tsm), U¯(qm, tsm)). Moreover, since g(Fk\U(qm, tsm)) ⊂ Fk ∩ U(qm, tsm) ⊂ B(Ck +
qm, sm), we know that Fk ∩ U¯(qm, tsm) ∈ F4sm((Ck + qm) ∩ U¯(qm, tsm), U¯(qm, tsm)). 2
7 Measure estimates outside the central ball
With the help of Proposition 6.1, we give estimates of measures of Fk outside the critical ball in this
section. Now set 0 = min{10−5, 10−3η, 2, 10−2δ0}, where δ0 is the one selected before (5.1).
Recall that for each fixed  < 0 and k large, the −process stops at step m, and we set ok = qm, rk =
sm.
We will prove the following theorem:
Theorem 7.1. For each k ∈ N,
(7.1) H2(Fk\U(ok, 1
4
rk)) ≥ H2(Ck\U(ok, 1
4
rk)) + C(,K
1,K2)r2k.
The rest of this section will be devoted to prove Theorem 7.1. The proof will be decomposed into a
series of lemmas and propositions.
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7.1 Measure estimates for zones far from the center
This subsection will be devoted to the proof of the following proposition:
Proposition 7.2. For every m such that the -process does not stop before m,
(7.2) H2(Fk ∩ U(qm−1, sm−1)\U(qm, sm)) ≥ H2((Ck + qm) ∩ U(qm−1, sm−1)\U(qm, sm)).
Proof. Let Ω denote U(qm−1, sm−1)\U(qm, sm). We would like to decompose it into intersections with
regular regions Ω∩ (Cijl,k×P ik⊥+ qm), (j, l) ∈ J i, Ω∩ (Sij,k×P ik⊥+ qm), 1 ≤ j ≤ µi, i = 1, 2, and singular
regions Ω∩ (Aij,k×P ik⊥+ qm), i = 1, 2, 1 ≤ j ≤ mi, where we can get the measure estimates for each part:
1◦ In regular regions: fix either i = 1, 2 and (j, l) ∈ J i. Then Proposition 6.1 3◦ yields that Fk ∩ Ω ∩
(Cijl,k×P ik⊥+ qm) is a graph on (cijl,k + qm)∩Ω∩ (Cijl,k×P ik⊥+ qm), which is just Ck + qm)∩Ω∩ (Cijl,k×
P ik
⊥
+ qm). Hence
(7.3) H2[Fk ∩ Ω ∩ (Cijl,k × P ik
⊥
+ qm)] ≥ H2[Ck + qm) ∩ Ω ∩ (Cijl,k × P ik
⊥
+ qm)].
Similarly by Proposition 6.1 4◦, we have, for i = 1, 2 and 1 ≤ j ≤ µi,
(7.4) H2[Fk ∩ Ω ∩ (Sij,k × P ik
⊥
+ qm)] ≥ H2[Ck + qm) ∩ Ω ∩ (Sij,k × P ik
⊥
+ qm)].
2◦ In singular regions: fix either i = 1, 2, and j ≤ mi.
Lemma 7.3. For each 1 ≤ j ≤ µi, i = 1, 2, let E ⊂ Aij × P i0⊥ be a closed 1-dimensional set, such that
E connects the three Iijl × P i0⊥. Let Y = C0 ∩Aij × P i0⊥. Then
(7.5) H1(Y ) ≤ H1(E).
Proof. Fix i and j. Let I1, I2, I3 denotes the three ni − 1-disks Iijl, (j, l) ∈ J i for short, and let al
denotes the center of Iα, α = 1, 2, 3. Then aα, α = 1, 2, 3 is also the three points of intersection of Y with
∂Aij . Let P denote the 2-plane containing Y , and hence aα ∈ P, α = 1, 2, 3. Let pi denote the orthogonal
projection from Aij × P i0⊥ to P .
Now we project everything to P , and see what happens. Let b denote pi(aij). The projection of A
i
j×P i0
is the set
(7.6) pi(Aij × P i0) = pi(Aij) = B(b, R)\(∪3α=1{x ∈ B(b, R) :< x, aα >> 1− η}),
and hence the boundary of pi(Aij × P i0⊥) is a union of three segments Sα = pi(Iα) with the same length
R1 = 2
√
1− (1− η)2, the midpoint of Sα being aα, and the union of the three arcs of circles ξα, α = 1, 2, 3,
which are parts of ∂B(b, R). For α = 1, 2, 3, the arc of circle ξα is on the opposite side of Sα. See the
picture below.
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We also know that pi(Y ) = Y , and pi(aα) = aα, α = 1, 2, 3, since they belong to P .
Since E connects the three Iα, the projection pi(E) also connects the three Sα = pi(Iα), α = 1, 2, 3.
Let E0 ⊂ pi(E) be a subset of pi(E), such that E0 ∪ (∪3α=1Sα) is connected. Then E0 intersects every Sα.
For each α = 1, 2, 3, fix bα ∈ Sα ∩E0. Then E0 is a connected set that contains bα. Let c be the Fermat
point of the three points bα, 1 ≤ α ≤ 3. Then we have
(7.7) H1(E0) ≥
3∑
α=1
H1([cbα]).
And since the triangle ∆b1b2b3 has no angle larger or equal to 120
◦, we know that c ∈ ∆◦b1b2b3 ⊂
pi(Aij × P i0), and the angles between each pair of [cbα], 1 ≤ α ≤ 3 is 120◦.
Denote by Lα the line containing Sα, 1 ≤ α ≤ 3. Then we have
(7.8)
3∑
α=1
H1([cbα]) ≥
3∑
α=1
dist(c, Sα) ≥
3∑
α=1
dist(c, Lα).
Note that c is contained in pi(Aij × P i0), which is contained in the equilateral triangle ∆ enclosed by
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the three Lα, 1 ≤ α ≤ 3. And it is easy to notice that since ∆ is equilateral, for all x ∈ ∆, the quantity
(7.9)
3∑
α=1
dist(x, Lα)
are the same. Hence
(7.10)
3∑
α=1
dist(c, Lα) =
3∑
α=1
dist(pi(b), Lα) = H1(Y ).
Combining (7.7), (7.8) and (7.10), we have
(7.11) H1(E0) ≥ H1(Y ).
But E0 is a subset of pi(E), hence
(7.12) H1(E) ≥ H1(pi(E)) ≥ H1(E0) ≥ H1(Y ),
which yields the conclusion of the Lemma. 2
As a corollary, we get that
Corollary 7.4. For each i = 1, 2, k large, and j ≤ mi, we have
(7.13) H1(Fk ∩ t(Aij,k × P ik
⊥
) + qm) ≥ H1((Ck + qm) ∩ t(Aij,k × P ik
⊥
) + qm),
for each t ∈ [sm+1, sm−1].
Proof. Fix a i, k, and j. Let ψ be an isometry from Rn = Rni × Rn−ni to Rn = P ik × P ik⊥, such that
ψ|Rni = ψik(x), and ψ|Rn−ni is any linear isometry. Here ψik : Rni → P ik is the isometry that maps Ki to
Kik, defined just before (5.6). Set f(x) = ψ(
1
t (x− qm)). Then it is easy to see that for any set F ⊂ Rn,
(7.14) H1(ψ(F )) = tH1(F ).
Let E = f [Fk ∩ t(Aij,k × P ik⊥) + qm], then by Proposition 6.1 5◦, E connects the three Iijl × P i0⊥.
Hence H1(E) ≥ H1(Y ). On the other hand, the set Y is just f((Ck + qm) ∩ t(Aij,k × P ik⊥) + qm). Thus
the conclusion of the corollary follows by (7.14). 2
We would like to apply the Corollary 7.4 to prove
H2(Fk ∩ (U(qm−1, sm−1)\U(qm, sm)) ∩ ((Aij,k × P ik
⊥
) + qm))
≥ H2((Ck + qm) ∩ (U(qm−1, sm−1)\U(qm, sm)) ∩ ((Aij,k × P ik
⊥
) + qm)),
(7.15)
using slicing method. In fact, this is ok if we replace qm−1 by qm in the above equation. In the above
equation, due to the very tiny shift of the center, the shape of the intersection of Aij × P ik⊥ + qm with
Ω = U(qm−1, sm−1)\U(qm, sm) is a little bit different near the boundary of U(qm−1, sm−1). In particular,
the slices (U(qm−1, sm−1)\U(qm, sm)) ∩ (t(Aij,k × P ik⊥) + qm))) may be only part of t(Aij,k × P ik⊥) + qm),
which makes it inconvenient to apply Corollary 7.4. See the picture below.
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So we need a slightly different decomposition of Ω ∩ Fk. More precisely, instead of taking Aij around
singular part, we take a similar but smaller region:
Let A′ij = {aij + 12x : aij + x ∈ Aij}. Then A′ij ⊂ Aij is of the same shape with the same center as
Aij , but with half the diameter; set Γ
′i
jl = {x ∈ Bi, < x, y >= 1 − η for some y ∈ γijl}\A′ij . Let A′ij and
C′ijl denote the cone over A
′i
j and Γ
′i
jl, and A
′i
j,k, Γ
′i
jl,k, A
′i
j,k and C
′i
jlk
denote the isometry copy in P ik
as before. Then this is a similar decomposition as before, in particular, the exactly same argument gives
that
(7.16) H2[Fk ∩ Ω ∩ (C′ijl,k × P ik
⊥
+ qm)] ≥ H2[(Ck + qm) ∩ Ω ∩ (C′ijl,k × P ik
⊥
+ qm)].
and
(7.17) H2(Fk ∩ t(A′ij,k × P ik
⊥
) + qm) ≥ H2((Ck + qm) ∩ t(A′ij,k × P ik
⊥
) + qm),
moreover, it satisfies that, for any t,
(7.18) (U(qm−1, sm−1)\U(qm, sm)) ∩ (t(A′ij,k × P ik
⊥
) + qm) is either t(A
′i
j,k × P ik
⊥
) + qm) or ∅.
As we said before, we use slicing method to prove (7.15), replacing Aij,k by A
′i
j,k:
Set f : U(qm−1, sm−1)\U(qm, sm)∩ (A′ij,k ×P ik⊥+ qm)→ R, f(x) = t if < f(x)− qm, aij,k >= t. Then
f is essentially an orthogonal projection to the line parallel to ~aij,k and passing through qm. Hence f is
1-Lipschitz. By the coarea formula [12] 3.2.22, we have
H2(Fk ∩ (U(qm−1, sm−1)\U(qm, sm)) ∩ ((A′ij,k × P ik
⊥
) + qm))
≥
∫
R
H1(Fk ∩ (U(qm−1, sm−1)\U(qm, sm)) ∩ ((A′ij,k × P ik
⊥
) + qm) ∩ f−1(t))dt
=
∫
R
H1(Fk ∩ (U(qm−1, sm−1)\U(qm, sm)) ∩ (t(A′ij,k × P ik
⊥
) + qm))dt
=
∫
T
H1(Fk ∩ (U(qm−1, sm−1)\U(qm, sm)) ∩ (t(A′ij,k × P ik
⊥
) + qm))dt,
(7.19)
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Where T = {t ∈ R : (U(qm, sm−1)\U(qm, sm)) ∩ (t(A′ij,k × P ik⊥) + qm) 6= ∅. By (7.18), and then (7.17),
we have ∫
T
H1(Fk ∩ (U(qm−1, sm−1)\U(qm, sm)) ∩ (t(A′ij,k × P ik
⊥
) + qm))dt
=
∫
T
H1(Fk ∩ (t(A′ij,k × P ik
⊥
) + qm))dt
≥
∫
T
H1((Ck + qm) ∩ (t(A′ij,k × P ik
⊥
) + qm))dt
=
∫
T
H1((Ck + qm) ∩ (U(qm−1, sm−1)\U(qm, sm)) ∩ (t(A′ij,k × P ik
⊥
) + qm))dt
=
∫
R
H1((Ck + qm) ∩ (U(qm−1, sm−1)\U(qm, sm)) ∩ ((A′ij,k × P ik
⊥
) + qm) ∩ f−1(t))dt
= H2((Ck + qm) ∩ (U(qm−1, sm−1)\U(qm, sm)) ∩ ((A′ij,k × P ik
⊥
) + qm)).
(7.20)
Thus (7.19) and (7.20) give
H2(Fk ∩ (U(qm−1, sm−1)\U(qm, sm)) ∩ ((A′ij,k × P ik
⊥
) + qm))
≥ H2((Ck + qm) ∩ (U(qm−1, sm−1)\U(qm, sm)) ∩ ((A′ij,k × P ik
⊥
) + qm)),
(7.21)
We apply (7.16), (7.21) and (7.4), and sum up over 1 ≤ j ≤ mi, (j, l) ∈ J i and 1 ≤ j ≤ µi respectively,
this yields (7.2). This finishes the proof of Proposition 7.2. 2
Corollary 7.5. Let  < 0. For every m such that the -process does not stop before m,
(7.22) H2(Fk\U(qm, sm)) ≥ H2(Ck\U(0, sm)).
Proof.
Note that for all m′ ≤ m, we have d(qm−1, qm) ≤ 24sm−1 < δ0sm−1. By Remark 2.32, we know that
Ck is (η, δ0)-measure stable. Hence by Proposition 7.2,
H2((Ck + qm′) ∩ (U(qm′−1, sm′−1)\U(qm′ , sm′))
= H2(Ck ∩ U(qm′−1 − qm′ , sm′−1)\U(0, sm′))
= H2(Ck ∩ U(0, sm′−1)\U(0, sm′)).
(7.23)
We sum up over all m′ ≤ m, and get (7.22). 2
7.2 Measure estimates near the critical zone
Now let us look at the critical zone U(ok, rk)\U(ok, 14rk). Recall that we defined ok = qmk , and rk = smk ,
where mk is the step where our -process stops. We know that in U(ok, rk), Fk is not rk near any
translation of Ck, but is 2rk near Ck + ok, because the -process does not stop at step m− 1. Then the
next proposition will tell us that Fk is also far from any translation of Ck in U(ok, rk)\U(ok, 14rk). For
future use, we will need it in a more general setting. So let recall that:
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For any p1, p2 ∈ B¯(0, 14 ), the set Cp1,p2 denote the translated orthogonal union (K1 +p1)∪⊥ (K2 +p2).
By Proposition 2.36, Cp1,p2 is minimal in Rn; by Theorem 3.17, it is Almgren unique.
Set Ck,p1,p2 = (K
1
k + p1) + (K
2
k + p2).
Proposition 7.6. For each 0 <  < 130, there exists a δ() ∈ (0, ), and k0 ∈ N, such that the following
holds:
For any δ < δ(), any k > k0, and any p1, p2 ∈ B(0, 14 ), suppose that E ∈ Fδ(Ck,p1,p2 ,Uk(0, 1)), E is
minimal in U(0, 1), and is 0-near Ck,p1,p2 in Uk(0, 1), δ-near Ck,p1,p2 in Uk(0, 1)\Uk(0, 12 ), then E must
be -near Ck,p1,p2 in Uk(0, 1).
Proof. The proof is a simple compactness argument.
Suppose the conclusion of the proposition is not true. Then there exists  ∈ (0, 130), and four sequences
δl → 0, kl → ∞, p1,l, p2,l ∈ B¯(0, 14 ), and a sequence of minimal sets El ∈ Fδ(Ckl,p1,l,p2,l ,Ukl(0, 1)), such
that El is δl near Ckl,p1,l,p2,l in U(0, 1)\U(0, 12 ), but not  near Ckl,p1,l,p2,l in Ukl(0, 1).
Modolu extracting a subsequence, we can suppose that pi,l converges to pi, i = 1, 2. Then Ckl,p1,l,p2,l
converges to the orthogonal union C0,p1,p2 . Since El is δl near Ckl,p1,l,p2,l with δl → 0, there exists a
sequence al → 0 such that El is al near C0,p1,p2 in Ukl(0, 1)\Ukl(0, 12 ), but not  near C0,p1,p2 in Ukl(0, 1).
Modulo extracting a subsequence, we can suppose that El converges to a limit E∞. Then E∞ is
minimal in U(0, 1), not  near C0,p1,p2 in U0(0, 1), and
(7.24) E∞ ∩ U0(0, 1)\U0(0, 1
2
) = C0,p1,p2 ∩ U0(0, 1)\U0(0,
1
2
).
Since for each l, El ∈ Fδ(Ckl,p1,l,p2,l ,Ukl(0, 1)), we know that E∞ ∈ F2δ(C0,p1,p2 ,U0(0, 1)). But by
(7.24), we know that
(7.25) E∞ ∈ F(C0,p1,p2 , B(0, 1)).
On the other hand, for each l, El is 0-close to Ckl,p1,l,p2,l in Ukl(0, 1), hence E∞ is 0-near C0,p1,p2
in B(0, 1). Note that by regularity of 2-dimensional minimal cones, there exists a Lipschitz neighbor-
hood deformation retract ϕ from the 0 neighborhood of C0,p1,p2 to C0,p1,p2 in B(0, 1). Then ϕ(E∞) ∈
F(C0,p1,p2 , B(0, 1)), and ϕ(E∞) ⊂ C0,p1,p2 . This means that
(7.26) H2(C0,p1,p2) ≥ H2(ϕ(E∞)).
But E∞ is minmal in B(0, 1), hence
(7.27) H2(E∞) ≤ H2(ϕ(E∞)) ≤ H2(C0,p1,p2).
Now by Theorem 3.17, (7.25) and (7.27), we know that E∞ = C0,p1,p2 . But this contradicts the fact
that E∞ is not -near C0,p1,p2 in U0(0, 1). 2
Corollary 7.7. For each 0 <  < 130, there exists a δ1 = δ1() ∈ (0, ), such that the following holds:
For any k > k0 (k0 is the one in the above proposition), suppose that E ∈ Fδ(Ck,Uk(0, 1)), E is
minimal in U(0, 1), and is 230-near Ck in Uk(0, 1), but not -near any translation of Ck in Uk(0, 1).
Then E is not δ1-near any translation of Ck in Uk(0, 1)\Uk(0, 14 ).
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Proof. We prove by contradiction. Fix k > k0, and set δ1 =
2
3δ() (δ() being the one in Proposition 7.6.
Suppose that there exists p ∈ Rn such that E is δ1-near Ck+p in Uk(0, 1)\Uk(0, 14 ). Since E is 230-near Ck
in Uk(0, 1), we know that dist(0, p) < C(0 + δ1), where C = C(K
1,K2) depends only on the structure
of K1 and K2. This means that Uk(p,
2
3 )\Uk(p, 13 ) ⊂ Uk(0, 1)\Uk(0, 14 ). Thus in Uk(p, 23 )\Uk(p, 13 ),
E is δ1-near Ck + p. By scaling, the minimal set
3
2 (E − p) is 32δ1 = δ near Ck in Uk(0, 1)\Uk(0, 12 ),
and is 0 near Ck in Uk(0, 1). By the same argument as in Propositions 6.2 and 6.3, we know that
3
2 (E− p) ∈ Fδ(Ck,Uk(0, 1)). Therefore we can apply Proposition 7.6, and get that 32 (E− p) is -near Ck
in Uk(0, 1). This means that E is
2
3 near Ck + p in Uk(p,
3
2 ). Since Uk(0,
1
2 ) ⊂ Uk(p, 32 ), hence E is 23
near Ck + p in Uk(0,
1
2 ). By hypothesis, E is already δ1 near Ck + p in Uk(0, 1)\Uk(0, 14 ), hence we know
that E is  near Ck + p in Uk(0, 1). This contradicts that fact that E is not -near any translation of Ck
in Uk(0, 1). 2
Now for each fixed k, and  < 130, and let δ1 = δ1() be as in Corollary 7.7.
since the -process stops at step mk, we know that in Ω0 := U(ok, rk), Fk is 2rk(<
2
30rk) near Ck+ok,
but not rk near any translation of Ck. By Corollary 7.7, Fk must be not δ1rk near any translation of
Ck in the annulus Ω := U(ok, rk)\U(ok, 14rk).
Let δ2 = min{10−3δ1, δ(8)}, where δ(8) is the δ corresponds to 8 in Proposition 7.6.
As a result, there are 2 possibilities:
1) there exists two points p1 and p2, such that each F
i
k,m is δ2 near K
i
k + ok + pi in Ω;
2) one of the F ik,m is not δ2 near any translation of K
i
k in Ω.
Remark 7.8. When both K1 and K2 are planes, possibility 1) does not happen, because planes are
invariant under translation by points in themselves. For our case, when K1 or K2 are singular minimal
cones, the whole next section will be devoted to fix this problem of non translation invariance.
Let us first treat the second possibility, and leave the possibility 1) for the next section.
So from now on, suppose, without loss of generality, that F 1k,m is not δ2 near any translation of K
1
k
in Ω.
Then there are two cases:
1◦ F 1k,m is not 10
−2δ2 near any translation of K1k in one of the region (C
1
jl,k ×P 1k⊥+ ok)∩Ω for some
(j, l) ∈ J1, or in one of the region (S1j,k × P 1k⊥ + ok) ∩ Ω for some 1 ≤ j ≤ µ1. That is, F 1k,m get away
from Ck in its regular part.
2◦ For each (j, l) ∈ J1, F 1k,m is 10−2δ2 near some translation of K1k in (C1jl,k × P 1k⊥ + ok) ∩ Ω; and
for each 1 ≤ j ≤ µ1, F 1k,m is 10−2δ2 near some translation of K1k in (S1j,k × P 1k⊥ + ok) ∩ Ω. Then there
exists 1 ≤ j0 ≤ m1, such that F 1k,m is not δ2 near any translation of Ck in (A1j0,k × P 1k
⊥
+ ok) ∩ Ω. That
is, F 1k,m get away from Ck in its singular part, while it stays very close to Ck in its regular part.
We will prove, in both cases, that the excess of measure will be of order r2k. We will treat the two
cases separatedly in the following two subsections.
52
7.3 Excess estimates in regular parts
Let us first prove following theorem, which essentially gives an estimate for regular parts of F 1k,m outside
the critical ball.
Theorem 7.9. For each δ > 0, small, there exists a constant C1(δ) > 0, such that the following holds:
Let θ0 ∈ [0, 2pi], we define α = αθ0 ∈ N: when θ0 > pi, set α = 1; otherwise, let α ≥ 2 be such
that 2pi2α < θ0 ≤ 2pi2(α−1) . Let s > 0. Let R = {x = (r, θ) ∈ R2 : 14s ≤ r ≤ 2s, θ ∈ [0, θ0]}, and
R′ = {x = (r, θ) ∈ R2 : 14s ≤ r ≤ s, θ ∈ [0, θ0]}, where (r, θ) is the polar coordinate in R2. Let f : R→ Rm
be a C1 map, such that ||∇f ||∞ ≤ 1. Denote by Gf the graph of f : Gf := {(x, f(x)) : x ∈ R} ⊂ R2×Rm.
Suppose that the restriction of the graph on R′ Gf ∩ (R′×Rm) of f is δs-far from any translation of R2,
that is, for any q ∈ Rm,
(7.28) sup
x∈R′
dist((x, f(x),R2 × {q}) = sup
x∈R′
||f(x)− q||Rm ≥ δs.
Then
(7.29) H2(Gf ) ≥ H2(R) + C1(δ)α−1s2.
Proposition 7.10. Suppose 0 < r0 <
1
2 . For α ∈ N, let Rα be {x = (r, θ) ∈ R2 : r0 ≤ r ≤ 1, θ ∈ [0, 2pi2α ]},
where (r, θ) is the polar coordinate in R2, and let Lα be the arc {x = (r, θ) ∈ Rα : r = r0}, which is part
of the boundary of Rα. Let u0 ∈ C1(Lα,R). Denote by m(u0) = 2α2pir0
∫
Lα
u0 its average.
Then for all u ∈ C1(Rα,R) such that
(7.30) u|Lα = u0,
we have
(7.31)
∫
Rα
|∇u|2 ≥ 1
4
r−10
∫
Lα
|u0 −m(u0)|2.
Proof. We define g : B(0, 1)\B(0, r0) ∩ R2 → R,
(7.32) g(r, θ) =
{
u(r, θ − 2k2α2pi) , if θ ∈ [ 2k2α2pi, 2k+12α 2pi], 1 ≤ k ≤ α− 1;
u(r, 2k2α2pi − θ) , if θ ∈ [ 2k−12α 2pi, 2k2α2pi].1 ≤ k ≤ α
Then g is C1 except on segments {x = (r, θ) : θ = 2kpi2α , 0 ≤ k ≤ 2α − 1}. And by definition of g, we
know that
(7.33)
∫
B(0,1)\B(0,r0)
|∇g|2 = 2α
∫
Rα
|∇u|2.
Set v0 = g|∂B(0,r0). Then it is continuous and piecewise C1. By definition, it is easy to see that
(7.34) m(v0) =
1
2pir0
∫
∂B(0,r0)
u0 = m(v0),
and
(7.35)
∫
∂B(0,r0)
|v0 −m(v0)|2 = 2α
∫
Lα
|u0 −m(u0)|2.
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Since both v0 and g are continuous and piecewise C
1, the conclusion (and the proof) of [16] Proposition
7.1 works also for v0 and g. Thus we get
(7.36)
∫
B(0,1)\B(0,r0)
|∇g|2 ≥ 1
4
r−10
∫
∂B(0,r0)
|v0 −m(v0)|2.
By (7.33), (7.35) and (7.36), we get
(7.37)
∫
Rα
|∇u|2 ≥ 1
4
r−10
∫
Lα
|u0 −m(u0)|2.
2
By the same reflection and periodic extension as in the proof of Proposition 7.10, we get, by Corollary
7.4 of [16], that
Proposition 7.11. For all  ∈ (0, 1), there exists C2 = C2() > 100, such that if 0 < r0 < 1, u ∈
C1(Rα,R), such that
(7.38) u|Lα ≥ δr0 −
δr0
C
and u|Kα <
δr0
C
,
where Kα = {x = (1, θ) : 0 ≤ θ ≤ 2pi2α}, then
(7.39)
∫
Rα
|∇u|2 ≥  2piδ
2r20
2α| log r0| .
Proof of Theorem 7.9.
Let f1, · · · fm : R → R be the coordinate functions of u, that is, f = (f1, · · · fm). Then for each
1 ≤ j ≤ m, fj is C1, ||∇fj ||∞ ≤ 1, and there exists j0 such that for any a ∈ R,
(7.40) sup
x∈R′
||fj0 − a|| ≥ δ =

m
.
Without loss of generality, suppose that j0 = 1. Let G
′ = {(x, f1(x)) : x ∈ R}, this is a subset of
R2 × R.
For 14s ≤ t ≤ s, define
(7.41) Γt = {(x, f1(x) : x ∈ R, |x| = t}
the graph of f1 on ∂B(0, t) ∩R.
Then there are two cases with respect to (7.40):
Case 1: There exists t ∈ [ 14s, s] such that
(7.42) sup
x,y∈Γt
|f1(x)− f1(y)| ≥ δs
C
,
where C = 4C2(
1
2 ) is the constant of Proposition 7.11.
Then there exists a, b ∈ Γt such that |f1(a) − f1(b)| ≥ δsC . Note that the part of Γt between a and b
is a circle arc, let c denote the midpoint of this arc. Then we know that
(7.43) max{|f1(a)− f1(c)|, |f1(c)− f1(b)|} ≥ δs
2C
.
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Suppose, without loss of generality, that |f1(a)− f1(c)| ≥ δs2C .
For any x ∈ R2\{0}, let θx denote the angular coordinate. Since 0 ≤ θa, θb ≤ θ0, [θa, θc] is an interval
of length less than 12θ0. We know that
1
2θ0 ≤ 2pi2α , and hence [θa, θc] is contained in an interval I of length
2pi
2α , and I ⊂ [0, θ0]. Set Rt = {x ∈ R : t ≤ |x| ≤ 1, θx ∈ I}, Lt = Γt ∩ {x : θx ∈ I}, and let u be the
restriction of f1 on Rt, and let u0 be the restriction of u on Lt. We let r0 = t, then Rt is isometric to Rα
in Proposition 7.10. Hence we apply Proposition 7.10 to u, and get that
(7.44)
∫
Rt
|∇u|2 ≥ 1
4
t−1
∫
Lt
|u0 −m(u0)|2.
Let us estimate the right-hand-side. We know that a, c ∈ Lt. Since |u0(a)−u0(c)| = |f1(a)− f1(c)| ≥
δs
2C , and ||u0||∞ ≤ ||f1||∞ < 1, we know that for any β ∈ R,
(7.45)
∫
Lt
|u0(x)− β|2 ≥ δ
3s3
29C3
,
in particular,
(7.46)
1
4
t−1
∫
Lt
|u0 −m(u0)|2 ≥ δ
3
211C3
s2.
On the other hand, since u is the restriction of f1 on Rt, and by (7.44) and (7.46), we have
(7.47)
∫
R
|∇f1|2 ≥
∫
Rt
|∇u|2 ≥ 1
4
t−1
∫
Lt
|u0 −m(u0)|2 ≥ δ
3
211C3
s2.
Case 2: If the hypothesis of Case 1 does not hold, that is, for any t ∈ [ 14s, 2s],
(7.48) sup
x,y∈Γt
|f1(x)− f1(y)| < δs
C
.
Then after (7.28), there exists 14s ≤ t < t′ ≤ s such that
(7.49) sup
x∈Γt,y∈Γt′
|f1(x)− f1(y)| ≥ δs.
Fix such a pair t and t′, and without loss of generality, suppose that
(7.50) sup
x∈Γt,y∈Γt′
f1(x)− f1(y) ≥ δs.
Let β = infx∈Γt′ f1(x). Then by (7.48)-(7.50),
(7.51) f1(x)− β ≤ δs
C
,∀x ∈ Γt′ , and f1(x)− β ≥ (δ − δ
C
)s,∀x ∈ Γt.
Let r0 =
t
t′ ∈ [ 14 , 1). Let u : Rα → R : u(x) = r0s (f1(t′x)−β). Then u is a dilatation of the restriction
of f1 on the region Rt,t′ = {x : rx ∈ [t, t′], θx ∈ [0, 2pi2α ] ⊂ R}.
The function u satisfies all the hypothesese in Proposition 7.11 with  = 12 (recall that here C = C(
1
2 )).
As a result, we know that
(7.52)
∫
Rα
|∇u|2 ≥ 1
2
2piδ2r20
2α| log r0| ≥
pi
2α log 4
δ2r20.
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Then we know that
(7.53)
∫
R
|∇f1|2 ≥
∫
Rt,t′
|∇f1|2 = s2r−20
∫
Rα
|∇u|2 ≥ piδ
2
2α log 4
s2.
Combining Case 1 and 2, let C1(δ) = 3 min{ δ3211C3 , pi2α log 4δ2} > 0, which only depends on δ. Then we
have
(7.54)
∫
R
|∇f1|2 ≥ 3C1(δ)α−1s2.
Since ||∇f1||∞ ≤ 1, we know that
H2(G′) =
∫
R
»
1 + |∇f1|2 ≥
∫
R
(1 +
|∇f1|2
3
)
= H2(R) + 1
3
∫
R
|∇f1|2 ≥ H2(R) + C1(δ)α−1s2
.(7.55)
To estimate the measure of Gf , note that G
′ is the projection of Gf on R2 × R× {(0, · · · 0}. Hence
(7.56) H2(Gf ) ≥ H2(G′) ≥ H2(R) + C(δ)s2,
which gives (7.29). 2
Recall that Ω = U(ok, rk)\U(ok, 14rk). We have the following corollary:
Corollary 7.12. If F 1k,m is not 
8 near any translation of K1k in C
1
jl,k ∩ Ω for some (j0, l0) ∈ J1, then
(7.57) H2(F 1k,m ∩ Ω) ≥ H2((Ck + ok) ∩ Ω) + C1()r2k.
Proof. The proof is similar as the proof of Proposition 7.2: we decompose F 1k,m ∩ Ω into regular
regions Ω ∩ (C1jl,k × P 1k⊥ + ok), (j, l) ∈ J1, Ω ∩ (S1j,k × P 1k⊥ + ok), 1 ≤ j ≤ µ1, and singular regions
Ω ∩ (A1j,k × P 1k⊥ + ok), 1 ≤ j ≤ m1.
In regular parts, for (j, l) ∈ J1\{(j0, l0)}, Proposition 6.1 3◦ yields that F 1k,m ∩Ω∩ (C1jl,k ×P 1k⊥+ ok)
is a graph on (c1jl,k + ok)∩Ω∩ (C1jl,k ×P 1k⊥+ ok), which is just (Ck + ok)∩Ω∩ (C1jl,k ×P 1k⊥+ ok). Hence
(7.58) H2[F 1k,m ∩ Ω ∩ (C1jl,k × P 1k⊥ + ok)] ≥ H2[Ck + ok) ∩ Ω ∩ (C1jl,k × P 1k⊥ + ok)];
Similarly, by Proposition 6.1 4◦, we have, for 1 ≤ j ≤ µ1,
(7.59) H2[F 1k,m ∩ Ω ∩ (S1j,k × P 1k⊥ + ok)] ≥ H2[Ck + ok) ∩ Ω ∩ (S1j,k × P 1k⊥ + ok)];
For (j0, l0), we apply Theorem 7.9: let θ0 be the angle of the sector C
1
j0l0,k
\A1,k, s = ok, then the
region Ω′ := (c1j0l0,k\A1,k) ∩ Ω is isometric to R′. Let f be the restriction of h1j0l0,k on Ω′. Set δ = 8,
then by Theorem 7.9, we know that
H2[F 1k,m∩Ω ∩ (Ω′ × P 1k⊥ + ok)] = H2(Gf )
≥ H2(Ω′) + C1(8)α−1r2k = H2[C1j0l0,k ∩ Ω] + C1(8)α−1r2k
= H2[(Ck + ok) ∩ Ω ∩ (C1j0l0,k × P 1k
⊥
+ ok)] + C1(
8)α−1r2k
(7.60)
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Note that by the structure Theorem 2.21 for 2-dimensional minimal cones, and the definition of Uk,
we know that θ0 > η0 − 10η > 12η0, hence α < 4piη0 . As a result, by (7.60),
H2[F 1k,m ∩ Ω ∩ (Ω′ × P 1k⊥ + ok)]
≥ H2[(Ck + ok) ∩ Ω ∩ (C1j0l0,k × P 1k
⊥
+ ok)] + C1(
8)(
4pi
η0
)−1r2k
= H2[(Ck + ok) ∩ Ω ∩ (C1j0l0,k × P 1k
⊥
+ ok)] + C3()r
2
k.
(7.61)
In singular parts, for each 1 ≤ j ≤ m1, we have again as in the proof of Proposition 7.2, by Corollary
7.4 and a slicing as (7.19) yields that
H2[F 1k,m ∩ Ω ∩ ((A1j,k × P 1k⊥) + ok)] ≥ H2[(Ck + ok) ∩ Ω ∩ ((A1j,k × P 1k⊥) + ok)].(7.62)
We sum up over all 1 ≤ j ≤ m1, all 1 ≤ j ≤ µ1, and all (j, l) ∈ J1, and get the conclusion. 2
7.4 Excess estimates in singular zones
In this section we give an estimate for the case 2◦ at the end of Subsection 7.2, that is: for each (j, l) ∈ J1,
F 1k,m is 10
−2δ2 near some translation of K1k in (C
1
jl,k × P 1k⊥ + ok) ∩ Ω, and for each 1 ≤ j ≤ µ1, F 1k,m is
10−2δ2 near some translation of K1k in (S
1
j,k × P 1k⊥ + ok) ∩Ω. Then there exists 1 ≤ j0 ≤ m1, such that
F 1k,m is not δ2 near any translation of Ck in (A
1
j0,k
× P 1k⊥ + ok) ∩ Ω. That is, F 1k,m get away from Ck in
its singular part, while it stays very close to Ck in its regular part.
Proposition 7.13. Under the condition of 2◦ at the end of Subsection 7.2,
(7.63) H2(F 1k,m ∩ (A1j0,k × P 1k
⊥
+ ok) ∩ Ω) ≥ H2((Ck + ok) ∩ (A1j0,k × P 1k
⊥
+ ok) ∩ Ω) + C4()r2k.
Proof. Let Y ⊂ Rn = P 1k × P 1k⊥ be the 2-dimensional Y cone such that Y + ok contains (Ck + ok) ∩
(A1j0,k × P 1k
⊥
+ ok) ∩ Ω. Then Y ⊂ P 1k . Let Ri, 1 ≤ i ≤ 3 be the three planes that contain the three
branched half planes of Y . Without loss of generality, suppose that the spine of Y is the first coordinate
line X1 = {(x1, 0, · · · , 0) ∈ P 1k , x1 ∈ R}.
We know that in (A1j0,k × P 1k
⊥
+ ok) ∩ Ω, F 1k,m is 2rk near Y + ok, but not δ2 near any translation
of Y .
Recall that A1j0,k is the cone over the n1−1-dimensional region A1j0,k, which is contained in the n1−1
dimensional subspace Q1 of P
1
k orthogonal to X1. Note that P
1
k = X1×Q1. Denote by pi the orthogonal
projection from P 1k to Q1. Set A(t) = pi(tA
1
j0,k
). Then we have
(7.64) A(t) = tA(1), and tA1j0,k = {x0t} ×A(t),
where x0, slightly smaller than 1 (in fact x0 = 1− 2η as in (5.2)), is the first coordinate of all the points
of the set A1j0,k.
Also, recall that the boundary of A1j0,k contains three flat part I
1
j0l,k
, (j0, l) ∈ J1. Denote by Ij , 1 ≤
j ≤ 3 the three sets pi(I1j0l,k, (j0, l) ∈ J1) ⊂ Q1. They are exactly the three flat parts of ∂A(1). Therefore
for any t ∈ R, tIj , 1 ≤ i ≤ 3 are the three flat part of ∂A(t).
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Let V = A( 14rk)\A( 18rk) ⊂ Q1, and let I = [ 14rkx0, rkx0]. Then I × V ⊂ P 1k is a sub-domain of A1j0,k.
And by a same compactness argument as in Proposition 9.6, we can prove that there exists δ3 = δ3() > 0,
that depends only on , such that F 1k,m is not δ3rk near any translation of Y in Ω1 := (I×V ×P 1k⊥+ok)∩Ω.
For the rest part of (A1j0,k × P 1k
⊥
+ ok) ∩ Ω, we set
(7.65) Ω2 := ((A
1
j0,k\(I ×A(
1
4
rk)))× P 1k⊥ + ok) ∩ Ω,
and
(7.66) Ω3 = (I ×A(1
8
rk))× P 1k⊥ + ok) ∩ Ω.
Then (A1j0,k × P 1k
⊥
+ ok) ∩ Ω is the disjoint union of Ωi, i = 1, 2, 3.
For the behavior of F 1k,m in each of the three Ωi, 1 ≤ i ≤ 3, similar to Proposition 6.1, we have the
following:
Lemma 7.14. There exists 0 small, such that for each  < 0:
1◦ For j = 1, 2, F 1k,m∩Ωj coincides with the union of the graphs from (Ri+ok)∩Ωj to Ri⊥, 1 ≤ i ≤ 3,
with gradiant less than 1, and infinity norm less than 2rk;
2◦ H2(F 1k,m ∩ Ωj) ≥ H2((Y + ok) ∩ Ωj), j = 1, 2;
3◦ For any t ∈ I, the intersection of F 1k,m∩Ω3 with the n1−1-dimensional planar part ({t}×A( 18rk)×
P 1k
⊥
) + ok is a set that connects the three flat parts ({t} × 18rkIj × P 1k
⊥
+ ok, (j0, l) ∈ J1, 1 ≤ j ≤ 3, of
the boundary of ({t} ×A( 18rk)× P 1k
⊥
) + ok.
4◦ H2(F 1k,m ∩ Ω3) ≥ H2((Y + ok) ∩ Ω3).
Proof. The proof of 1◦ and 3◦ are the same as in the proof of Proposition 6.1 3◦ and 4◦. 2◦ follows
directly from 1◦. 4◦ follows from 2◦, Lemma 7.3, and the same argument as (7.20). 2
Let us return to the proof of Proposition 7.13.
Note that F 1k,m is 2rk near Y + ok in Ω1, in which Y + ok coincides with the union of the three
planes Ri, 1 ≤ i ≤ 3. Note that Ri ∩ Ω1 is a rectangle. Hence when  is small enough, by Lemma
7.14 1◦, F 1k,m ∩ Ω1 coincides with three graphs Gi, 1 ≤ i ≤ 3, such that each Gi is the graph of a map
gi : Ri ∩ Ω1 → R⊥i , with ∇gi ≤ 1, and ||gi||∞ ≤ 2rk.
Since F 1k,m is not δ3rk near any translation of Y in Ω1, we have two cases:
Case 1: There exists an 1 ≤ i ≤ 3, such that the graph Gi is not 10−2δ3 near any translation of Ri
in Ω1. Without loss of generality, suppose that i = 1. In this case, we can use the same argument as in
the proof of Theorem 7.9 and Corollary 7.12 (the case for regular regions) to obtain that
(7.67) H2(G1) ≥ H2((R1 + ok) ∩ Ω1) + C5()r2k.
While for G2 and G3, since they are graphs on (R2 + ok) ∩ Ω1 and (R3 + ok) ∩ Ω1, we know that
(7.68) H2(Gi) ≥ H2((Ri + ok) ∩ Ω1), i = 2, 3.
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In all we have
H2(F 1k,m ∩ Ω1) =
3∑
i=1
H2(Gi) ≥
3∑
i=1
H2((Ri + ok) ∩ Ω1) + C5()r2k
= H2((Y + ok) ∩ Ω1) + C5()r2k.
(7.69)
Now by Lemma 7.14, we get
H2(F 1k,m ∩ (A1j0,k × P 1k
⊥
+ ok) ∩ Ω)
=H2(F 1k,m ∩ Ω1) +H2(F 1k,m ∩ Ω2) +H2(F 1k,m ∩ Ω3)
≥H2((Y + ok) ∩ Ω1) + C5()r2k +H2((Y + ok) ∩ Ω2) +H2((Y + ok) ∩ Ω3)
=H2((Y + ok) ∩ (A1j0,k × P 1k
⊥
+ ok) ∩ Ω) + C5()r2k
=H2((Ck + ok) ∩ (A1j0,k × P 1k
⊥
+ ok) ∩ Ω) + C5()r2k.
(7.70)
Case 2: For each 1 ≤ i ≤ 3, the graph of Gi is 10−2δ3 near some translation of Ri, but there union
is not δ3 near any translation of Y in Ω1.
This time we will do slicing in Ω1 and Ω3. Recall that Ω1 = (I × V × P 1k⊥ + ok) ∩ Ω, and Ω3 =
(I × A( 18rk) × P 1k
⊥
+ ok) ∩ Ω. We slice by t ∈ I: let Ωt1 = ({t} × V × P 1k⊥ + ok) ∩ Ω, and Ωt3 =
(A( 18rk)× {t} × P 1k
⊥
+ ok) ∩ Ω.
Let Yt = (Y + ok) ∩ ∂Ωt3, which is the union of three points. The three points are just the centers of
the three {t} × 18rkIj × P 1k
⊥
+ ok, 1 ≤ j ≤ 3.
We claim that
Lemma 7.15. For each t ∈ I, set Ft = F 1k,m ∩ ∂Ωt3. Then Ft is not 12δ3rk near any translation of Yt.
Proof. We prove by contradiction.
So suppose there exists t ∈ I and some point o ∈ Rn such that Ft is 12δ3rk near Yt + o. Since Yt is in
the slice {t} ×Q1 × P 1k⊥ + ok, hence we can suppose that o ∈ {t} ×Q1 × P 1k⊥ + ok as well.
Note that
(7.71) Ft = F
1
k,m ∩ ∂Ωt1 = ∪3i=1Gi ∩ ∂Ωt1,
and each Gi intersects ∩∂Ωt3 at exactly on point yi, we know that Ft = {yi, 1 ≤ i ≤ 3}.
Recall that Gi is the graph of gi over (Ri+ok)∩Ω1, suppose that yi = (zi, gi(zi)), zi ∈ (Ri+ok)∩Ω1.
Then the fact that Ft = {yi, 1 ≤ i ≤ 3} is 12δ3rk near Yt + o means that |gi(zi)− piR⊥i (o)| <
1
2δ3rk, where
piR⊥
i
is the orthogonal projection to R⊥i .
Recall that we are in Case 2, the graph of Gi is 10
−2δ3 near some translation of Ri. Therefore, for
each z ∈ Ri ∩ Ω1, |gi(z) − piR⊥
i
(o)| < 34δ3rk. That is, for each z ∈ Ri ∩ Ω1, piR⊥i ((z, gi(z)) − o) <
3
4δ3rk,
which implies that dist((z, gi(z)), Ri + o) <
3
4δ3rk. As a result, Gi ⊂ B((Ri + o) ∩ Ω1, 34δ3rk), 1 ≤ i ≤ 3.
On the other hand, since each Gi is a almost flat graph on Ri, hence the above inclusion results in
that each Gi is δ3rk near Ri + o in Ω1, 1 ≤ i ≤ 3. As their union, we know that F 1k,m is δ3rk near
Y + ok + o in Ω1, this contradicts our hypothesis. 2
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Now we are going to estimate the length of each slice F 1k,m ∩ Ωt3 for each t ∈ I.
Fix any t. Denote by I1, I2, I3 the three flat parts (
1
8rkIj×{t}×P 1k
⊥
+ok, 1 ≤ j ≤ 3, of the boundary
of Ωt3, for short. The center of each Ij being the intersection of (Rj + ok) ∩ ∂Ωt3.
Let H = F 1k,m ∩ Ωt3. By Lemma 7.14, H connects the three flat parts Ij , 1 ≤ j ≤ 3, of the boundary
of Ωt3. On the other hand, denote by aj the center of Ij , 1 ≤ j ≤ 3.
Note that H ∩ ∂Ωt3 is just the Ft = {yj , 1 ≤ j ≤ 3} in Lemma 7.14, each yj ∈ Gj ∩ Ij . Hence H
connects the three points yj , 1 ≤ j ≤ 3, while Ft = {yj , 1 ≤ j ≤ 3} is not δ3 near any translation of
Yt = {a1, a2, a3}. Denote by ot is the center of Ωt3. Then (Y + ok) ∩ Ωt3 is the almost disjoint union of
the three segments [ot, aj ], 1 ≤ j ≤ 3.
we are going to prove that
(7.72) H1(H) ≥ H1((Y + ok) ∩ Ωt3.
Let q ∈ Ωt3 be the point such that the angle between the segments [q, yj ], 1 ≤ j ≤ 3 are 120◦, and this
implies that
(7.73) H1(H) ≥
3∑
j=1
|q − yj |.
Such a point q exists and belongs to B(ot, 4rk), because {yj , 1 ≤ j ≤ 3} are 2rk near Yt. Moreover by
the same reason, we know that for each j, there exists zj ∈ Ij such that the segment [q, zj ] is orthogonal
to the planar part Ij .
As a result, by the same argument as in Lemma 7.3, we know that
(7.74)
3∑
j=1
|q − zj | =
3∑
j=1
|ot − aj | = H1((Y + ok) ∩ Ωt3).
Note that the set ∪3j=1{zj} = Yt−ok+q is a translation of Yt, hence it is not δ3rk near {yj , 1 ≤ j ≤ 3}.
As a result, there exists 1 ≤ j ≤ 3 such that d(yj , zj) > δ3rk. Suppose, for example, that d(y1, z1) > δ3rk.
Then we have
|q − y1| =
»
|q − z1|2 + |y1 − z1|2 = |q − z1|
 
1 + (
|y1 − z1|
|q − z1| )
2
≥ |q − z1|(1 + 1
4
(
|y1 − z1|
|q − z1| )
2) = |q − z1|+ 1
4
|y1 − z1|2
|q − z1|
(7.75)
The inequality is because |y1− z1| ≤diamIj < 10−2|ot−a1|, and |q− z1| ≥ |ot−a1|− |ot− q|− |a1− z1| ≥
|ot − a1| − 4rk−diamIj ≥ 12 |ot − a1|. Hence |y1−z1||q−z1| < 1.
Again we know that |q − z1| <diamΩt3 ≤ 14rk, and |y1 − z1| ≥ δ3rk, hence
(7.76) |q − y1| ≥ |q − z1|+ δ23rk.
For j = 2, 3, since [q, zj ] is perpendicular to Ij , we know that |q − yj | ≥ |q − zj |. As a result, we have
(7.77) H1(H) ≥
3∑
j=1
|q − yj | ≥ |q − z1|+ δ23rk +
3∑
j=2
|q − zj | = H1((Y + ok) ∩ Ωt3) + δ23rk.
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This gives, that for each t ∈ I, we have
(7.78) H1(F 1k,m ∩ Ωt3) ≥ H1((Y + ok) ∩ Ωt3) + δ23rk.
Therefore
H2(F 1k,m ∩ Ω3) =
∫
t∈I
H1(F 1k,m ∩ Ωt3) ≥
∫
t∈I
H1((Y + ok) ∩ Ωt3) + δ23rk
= |I| × (H1((Y + ok) ∩ Ωt3) + δ23rk) = H2((Y + ok) ∩ Ω3) + |I| × δ23rk
= H2((Y + ok) ∩ Ω3) + 3
4
δ23r
2
k.
(7.79)
Together with Lemma 7.14 2◦, we get
H2(F 1k,m ∩ (A1j0,k × P 1k
⊥
+ ok) ∩ Ω)
=H2(F 1k,m ∩ Ω1) +H2(F 1k,m ∩ Ω2) +H2(F 1k,m ∩ Ω3)
≥H2((Y + ok) ∩ Ω1) +H2((Y + ok) ∩ Ω2) +H2((Y + ok) ∩ Ω3) + 3
4
δ23r
2
k
=H2((Y + ok) ∩ (A1j0,k × P 1k
⊥
+ ok) ∩ Ω) + 3
4
δ23r
2
k
=H2((Ck + ok) ∩ (A1j0,k × P 1k
⊥
+ ok) ∩ Ω) + 3
4
δ23r
2
k.
(7.80)
Now combining Case 1 and Case 2, we set C4() = min{C5(), 34δ23r2k} (recall that δ3 depends only
on ), and get Proposition 7.13. 2
Corollary 7.16. If F 1k,m is not δ2 near any translation of K
1
k in A
1
j0,k
∩ Ω for some 1 ≤ j0 ≤ m1, then
(7.81) H2(F 1k,m ∩ Ω) ≥ H2((Ck + ok) ∩ Ω) + C4()r2k.
Proof. The result comes directly from Proposition 7.13, and the same argument as Corollary 7.12. 2
To summerize, by Corollary 7.12 and Corollary 7.16 (for case 1◦ and 2◦ at the end of Subsection 7.2
respectively), when the possibility (2) at the end of Subsection 7.2 happens, we have that
(7.82) H2(F 1k,m ∩ Ω) ≥ H2((Ck + ok) ∩ Ω) + C6()r2k,
where C6() = min{C3(), C4()} is a constant that only depends on .
8 An argument of reduction
Now let us turn to Possibility 1) stated after Corollary 7.7. That is, in Ω0 = U(ok, rk), Fk is not near
any translation of the union K1k ∪K2k , but it is near the union of a translated K1k , and a translated K2k .
In other words, we cannot approximate Fk by the union of translated K
1
k and K
2
k with the same center,
but we can approximate Fk if we translate K
1
k and K
2
k separately to different centers.
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To treat this case, we are going to do the following: suppose we can approximate Fk by the union
of a translated K1k + p1 and a translated K
2
k + p2 with different centers p1 and p2. Then the point o of
”intersection” of these two cones cannot be near both p1 and p2. Suppose for example o is far from p1.
As a result, near the point o there is no point of type K1 for K1k + p1.
By the structure Theorem 2.21 for 2-dimensional minimal cones, in a neighborhood of o, all points of
K1k + p1 must be Y or P points. As a result, in the region near this intersection point o, Fk will be near
a minimal cone C ′k which is the union of a Y cone or a plane, with K2k (when o is near p2) or a Y cone or
a plane (when o is far from p2 as well). Moreover, we will prove that Fk is a limit of deformation of this
cone C ′k. Note that both Y cones and planes are Almgren unique (cf. [22]) and sliding stable (cf. [20]).
Hence we can redo the argument that starts from Sections 6, to get an estimate. Of course, for the rest
part of Fk far from o, we can also prove that the measure is no less than the measure of C
′
k.
Note that the cone C ′k is ”simpler” than Ck, because its first component is strictly simpler than K
1,
and the second component is simpler than (i.e. strictly simpler than or equal to) K2. Here the word
”simpler” means the following:
A plane is strictly simpler than any singular 2-dimensional minimal cone, and Y set is strictly simpler
than any singular 2-dimensional minimal cone other than Y. This is natural, because any singular 2-
dimensional minimal cone admit a plane as a blow-up limit at some point, but the inverse does not hold;
and by the structure Theorem 2.21, any singular 2-dimensional minimal cone other than Y admit Y as a
blow-up limit at some point, but the inverse does not hold.
Next we will do the whole discuss (Sections 5 to 7) again, but with respect to a minimal cone C ′k
which is strictly simpler than Ck. And if Possibility 1) happens again, we can reduce to an even simpler
minimal cone, in the sense that it is a union of two minimal cones as well, each component of the union
is simpler than that of C ′k, and at least one of the component is strictly simpler than that of C
′
k. We
can continue this reduction, and will either ends by possibility 2) at some step, or ends by possibility 1),
and reduced finally to a union of two planes. When we come to the union of two planes, since for planes
every point has the same type of blow-up limit, possibility 1) cannot happen, and again our argument
ends by possibility 2).
So let us do it more precisely.
8.1 The new critical region
Recall that Fk is 2rk near Ck + ok, but not rk near any translation of Ck in Ω0 = U(ok, rk); not δ1rk
near any translation of Ck in the annulus Ω = U(ok, rk)\U(ok, 14rk). But there exists two points p1 and
p2 such that F
i
k,m is δ2rk near K
i
k + ok + pi in the annulus Ω. Since Fk is 2rk near Ck + ok in U(ok, rk),
we know that p1, p2 must belong to B¯(ok,
1
4rk), and d(p1, p2) < 3rk.
Now since F ik,m is δ2rk near K
i
k +ok +pi in Ω, we know that Fk is δ2rk near Ck,p1,p2 +ok in Ω. Recall
that δ2 < δ(
8), hence by Proposition 7.6, we know that Fk is 
8rk near Ck,p1,p2 + ok in Ω0.
Recall that Fk is not rk near any translation of Ck in Ω0, hence we have that d(p1, p2) >
1
2rk.
If the distance between the two Kik + ok + pi, i = 1, 2 is larger than 2× 8rk, then since Fk is 10−3rk
near Ck,p1,p2 + ok in Ω0, we can decompose Fk ∩Ω0 into a disjoint union E1 and E2, each Ei is 8rk near
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Kik + ok + pi in Ω0. But by Proposition 6.3, Fk ∩Ω0 ∈ F4((Ck + ok) ∩ Ω¯0, Ω¯0), it is a limit of 4-sliding
deformation of Ck + ok in Ω0. In particular, Fk ∩Ω0 is connected, and hence cannot be decomposed into
disjoint union of two closed subset.
Hence the distance betweenKik+ok+pi, i = 1, 2 is smaller than 2×8rk. Take xi ∈ Kik+ok+pi, i = 1, 2,
such that d(x1, x2) < 3×8rk. Set p′2 = p2+x1−x2, then we know that (K1k+ok+p1)∩(K2k+ok+p′2) = x1,
and Fk is 4
8rk < 
7rk near Ck,p1,p′2 + ok in Ω0.
So in all the following context, to save notations, we write p2 for p
′
2 instead. Then we have:
(8.1) Fk is 2rk near Ck + ok in Ω0;
(8.2) Fk is not rk near any translation of Ck in Ω0;
(8.3) Fk is 
8rk near Ck,p1,p2 + ok in Ω0.
As a result of the above three equations, we have
(8.4)
1
2
rk < d(ok + p1, ok + p2) < 3rk.
Now let us study the situation near the intersection point x1. Recall that by structure of 2-dimensional
minimal cones, we have, for each i = 1, 2: except for ok + pi, all other points of K
i
k + ok + pi are of type
Y of P. Obviously x1 cannot be very close to both ok + pi. Then have the following cases:
Case 1: Suppose that x1 is 
3rk near one of the ok+pi, say, ok+p1. Then by (8.4), d(x1, ok+p2) >
1
3rk.
Let y ∈ K2k + ok + p2 be the nearest Y point near x0, then we have the following cases:
Case 1-1: if d(x1, y) > 
2rk, then x1 must be a P point of K2k + ok + p2. Let P ⊂ P 2k be the linear
tangent plane of K2k + ok + p2 at x1. Set C
′
k = K
1
k ∪ P−, set tk = 2rk. Then in U(x1, tk), we know that
Fk is tk near C
′
k + x1;
Case 1-2: if d(x1, y) ≤ 2rk, then let Y ⊂ P 2k be the Y type tangent cone of K2k + ok + p2 at y. Set
C ′k = K
1
k ∪ Y , set tk = rk. Then in U(x1, tk), we know that Fk is tk near C ′k + x1;
Case 2: Suppose that x1 is 
3rk far from both ok + pi, i = 1, 2. For each i = 1, 2, let yi ∈ Kik + ok + pi
be the nearest Y point near x0, and let di = d(x1, yi). Without loss of generality, suppose that d1 > d2.
Then we have the following cases:
Case 2-1: if d2 > 
6rk. Then we must have d1 > 
6. For i = 1, 2, let Pi ⊂ P ik be the tangent plane
of Kik + ok + pi at x1. Set C
′
k = P1 ∪ P2. Set tk = 6rk. Then Fk is tk near C ′k + x1 in U(x1, tk);
Case 2-2: if d2 ≤ 6rk, and d1 ≤ 4rk. For i = 1, 2, let Yi ⊂ P ik be the Y type tangent cone of
Kik + ok + pi at yi. Set C
′
k = Y1 ∪ Y2. Set tk = 6rk. Then Fk is tk near C ′k + x1 in U(x1, tk);
Case 2-3: if neither Case 2-1 or Case 2-2 happen. Then we must have d1 > 
4rk and d2 ≤ 6rk.
Let P ⊂ P 1k be the tangent plane of K1k + ok + p1 at x1, and let Y ⊂ P 2k be the Y type tangent cone of
K2k + ok + p2 at y2. Set C
′
k = P ∪ Y . Set tk = 4rk, then Fk is tk near C ′k + x1 in U(x1, tk).
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Note that in all the above cases, C ′k is a union of two minimal cones A1 and A2, the angle between
which is the same as the angle between K1k and K
2
k . Thus C
′
k is a minimal cone, and is strictly simpler
than Ck, in the sense that each component Ai is simpler than K
i, and at least one of the Ai is not K
i.
Also, by Theorem 2.21, we know that Ai is one of K
i, P and Y, all of which are sliding stable, and
Almgren unique.
After the above argument, we have found x1 ∈ U(ok, 19rk), and tk ∈ (6rk, rk), such that Fk is  near
a minimal cone C ′k in U(x1, tk), where C
′
k is a union of two sliding stable Almgren unique minimal cones
A1 and A2, with A1 being K
1, a Y cone or a P cones, and A2 being a Y cone or a P cone.
Recall that our goal is to compare the measure of Fk and Ck + ok inside U(ok, rk). But by stability
of measure [20] for each Ki, we know that H2((Ck + ok) ∩ U(ok, rk)) = H2((Ck,p1,p2 + ok) ∩ U(ok, rk)),
hence we only have to compare the measure of Fk with Ck,p1,p2 + ok in U(ok, rk).
Let U′k denote the convex domain according to the cone C
′
k. Then to restart our argument as before
for Ck, we have to prove two things:
1◦ The measure of Fk ∩ U(ok, rk)\U′(x1, tk) is at least that of Ck,p1,p2 + ok ∩ U(ok, rk)\U′(x1, tk);
2◦ The part Fk ∩ U¯′(x1, tk) contains an element in Ftk((C ′k + x1) ∩ U¯′(x1, tk), U¯′(x1, tk)), which is
10−2tk near (C ′k + x1) in U
′(x1, tk).
The proof of 1◦ is similar to the proof of Proposition 7.2 and part of the argument in Proposition 6.1:
since we are outside the intersection area of the two minimal cones K1k + ok + p1 and K
2
k + ok + p2, we
can decompose Fk ∩ U(ok, rk)\U′(x1, tk) into two disjoint parts F ′1 and F ′2 that are close to K1k + ok + p1
and K2k + ok + p2 respectively. Take F
′
1 for example, if Case 1 happens, then we use the exactly same
argument as Proposition 6.1 and Proposition 7.2, and get that
(8.5) H2(F ′1) ≥ H2((K1k + ok + p1) ∩ U(ok, rk)\U′(x1, tk));
otherwise, if Case 2 happen, then we have to decompose again F ′1 into two parts: a region with the shape
U centered at ok + p1, and the rest. Again the same argument as in Proposition 6.1 and Proposition 7.2,
gives (8.5).
Similarly we get
(8.6) H2(F ′2) ≥ H2((K2k + ok + p2) ∩ U(ok, rk)\U′(x1, tk)).
Altogether we have 1◦.
We are then going to prove 2◦ in the next subsection.
8.2 Deformation
In this section we would like to prove that Fk ∩ U¯′(x1, tk) ∈ Ftk((C ′k + x1) ∩ U¯′(x1, tk), U¯′(x1, tk)).
We know that Fk ∩ U¯(ok, rk) ∈ F4rk((Ck + ok) ∩ U¯(ok, rk), U¯(ok, rk)). It is easy to see that (Ck +
ok) ∩ U¯(ok, rk) ∈ F4rk((Ck,p1,p2 + ok) ∩ U¯(ok, rk), U¯(ok, rk)). Hence we have
(8.7) Fk ∩ U¯(ok, rk) ∈ F4rk((Ck,p1,p2 + ok) ∩ U¯(ok, rk), U¯(ok, rk)).
64
On the other hand, since Fk is 
8rk near (Ck,p1,p2 + ok) in U¯(ok, rk), modulo taking the limit of some
reparametrization of Fk by (Ck,p1,p2 + ok) near ∂U(ok, rk), we know that in fact,
(8.8) Fk ∩ U¯(ok, rk) ∈ F8rk((Ck,p1,p2 + ok) ∩ U¯(ok, rk), U¯(ok, rk)).
Note that (C ′k + x1) ∩ U¯′(x1, tk) ⊂ (Ck,p1,p2 + ok) ∩ U¯(ok, rk).
Proposition 8.1. Let K ⊂ Rd be a 2-dimensional minimal cone, and let x ∈ K. Suppose that r > 0 is
such that B¯(x, r) ∩K coincides with a minimal cone A+ x centered at x. Then there exists a Lipschitz
map ϕ : B¯(x, r) ∩ (A+ x)→ K ∩ B¯(0, 1), such that
1◦ ϕ(x) = x, and ϕ((A+ x) ∩ ∂B(x, r)) ⊂ K ∩ ∂B(0, 1);
2◦ ϕ : B¯(x, r) ∩ (A+ x)→ ϕ(B¯(x, r) ∩ (A+ x)) is bi-Lipschitz;
3◦ There exists a Lipschitz deformation retract ψ : K ∩ B¯(0, 1) → ϕ(B¯(x, r) ∩ (A + x)), such that
ϕ−1 ◦ ψ ◦ ϕ((A+ x) ∩ ∂B(x, r)) = (A+ x) ∩ ∂B(x, r).
Proof. We have three cases:
Case 1: x = 0. In this case, A and K are the same cone, and we can just set ϕ to be the dilatation
ϕ(y) = 1rx, and set ψ to be the identity map;
Case 2: x 6= 0 is a Y type point of K. In this case, we know that the Y line [0, x]∩B¯(x, r)) ⊂ (A+x)Y ,
and since A+x is a Y cone centered at x, we know that the whole half line issued from x and containing
[0, x]∩ B¯(x, r) is contained in the spine (A+x)Y of A+x. Since a 2-dimensional Y set is invariant under
translation along its spine, we know that
(8.9) A+ x = A.
Set x′ = x|x| ∈ K ∩ ∂B(0, 1), then it is a Y point of K ∩ ∂B(0, 1). By the structure Theorem 2.21 of
2-dimensional minimal cones, X = K ∩ ∂B(0, 1) is a union of finitely many great circles S1, · · · , Sm, and
a net composed of finitely many arcs of great circles Lj , j ∈ J , that can only meet at their endpoints,
and each endpoint is a common endpoint of exactly three of these arcs, which meet by 120◦ angles.
Let X0 be the union of Lj , j ∈ J , and let K0 be the cone over X0. Then K0 ⊂ K.
Let L1, L2, L3 be the three arcs of great circles that meet at x
′, and let zi be the other end point of
Li, i = 1, 2, 3 (it may happen that z1 = z2 = z3, and in this case K0 = A, and we turn to the above Case
1). Then in B¯(x, r), K0 coincides with the cone over ∪3i=1Li.
When the three z1, z2, z3 are distinct, let L4, L5 be the two other arcs of great circles with endpoint
z1. Let z4, z5 be the other endpoints of L4, L5 respectively. Note that zi, 1 ≤ i ≤ 3 are distinct, but z4, z5
may coincide with zi, 1 ≤ i ≤ 3.
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Now we are going to prove that
Lemma 8.2. There exists a subset J ′ ∈ J , such that {1, 2, 3} ⊂ J ′, and except for x′ and z1, each of the
other endpoints of Lj , j ∈ J ′ is the common endpoint of exactly 2 of them. In other word, if we denote by
A0 the intersection of the Y cone A with the unit sphere, then the union X1 := ∪j∈J′Lj is a bi-Lipschitz
version of A0.
Proof. Let zj , 1 ≤ j ≤ l be the set of Y points of X0. Then l must be even.
Case 1: l = 2, then X0 must be a Y cone, and the conclusion is trivial, with J ′ = J ;
Case 2: l = 4, then X0 is topologically the complete graph K4, and we set J
′ = {1, 2, 3, 4, 5} (this is
equivalent to deleting an edge of K4, which gives a topological version of A0.
In case l ≥ 6, we can do the following: since l ≥ 6, take a Y point z6 of X0 other than zi, 1 ≤ i ≤ 5.
Let j1, j2, j3 ∈ J be such that z6 is an endpoint of Lj1 , Lj2 , Lj3 . We delete Lj1 , Lj2 , Lj3 , and regard the
other three endpoints of these three Lj as regular points, because now these points are the endpoints of
2 elements in {Lj : j ∈ J\{j1, j2, j3}}. Now the new net is topologically a graph whose edges can only
meet by group of three, and with l − 4 endpoints.
If l − 4 ≤ 4 we turn into case 1 or 2, and finish; otherwise, we continue the above reduction. This
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reduction should end at a finite step, and we get the conclusion. 2
Now let us return to the proof of Proposition 8.1. By Lemma 8.2, X1 is a bi-Lipschitz version of A0,
with x′ and z1 being the two Y type points. Moreover, X1 ∩ A0 = ∪3j=1Lj . Let Ar be the cone over
A∩ B¯(x, r), and let Ar0 = Ar ∩∂B(0, 1). Then Ar0 ⊂ ∪3j=1Lj\{z1, z2, z3}. This means that Ar0 ⊂ X1 ∩A0,
and it only contains the common Y points x′ of each set, but does not touch the other Y point of neither
X1 nor A0.
As a result, we can find a bi-Lipschitz map f0 : A0 → X1, such that f0 = id on Ar0, f0(−x′) = z1 (−x′
and z1 being the Y points of A0 and X1 respectively). Then we have f0(x′) = x′.
Let K1 denote the cone over X1. Then we can extend f0 radially to a bi-Lipschitz map f between
the cones A∩ B¯(0, 1) and K1 ∩ B¯(0, 1). That is, for each z ∈ A∩ B¯(0, 1), set f(z) = |z|f0( z|z| ). Note that
f(x) = x.
Next, define g : A∩ B¯(x, r)→ A∩ B¯(0, 1) to be the bi-Lipschitz map as following: for each θ ∈ Sn−1,
let zθ be the intersection of the ray {x + tθ, t ≥ 0} with ∂B(0, 1), and let tθ ∈ (r, 2 − r) be such that
zθ = x+ tθθ; then for each r
′ ∈ [0, r], set g(x+ r′θ) = x+ r′tθr θ. Then we have g(x) = x.
Then set ϕ = f ◦ g : A ∩ B¯(x, r)→ K1 ∩ B¯(0, 1). Then ϕ is a bi-Lipschitz map, such that ϕ(x) = x,
and ϕ(A ∩ ∂B(x, r)) = K1 ∩ ∂B(0, 1) ⊂ K ∩ ∂B(0, 1). Note that A = A + x, hence the map ϕ satisfies
both 1◦ and 2◦.
Now let us prove 3◦. We first define ψ0 on X = K ∩ ∂B(0, 1). Note that
(8.10) X = (∪mi=1Si) ∪ (∪j∈JLj) = ∪(∪mi=1Si) ∪ (∪j∈J′Lj) ∪ (∪j∈J\J′Lj).
For each z ∈ ∪mi=1Si, set ψ0(x) = 0; for z ∈ ∪j∈J′Lj = X1, set ψ0(z) = z. For j ∈ J\J ′, we have
two cases: if Lj ∩ X1 = ∅, then set ψ0(z) = 0; if Lj intersects X1 at one endpoint y, then let ψ0 be a
bi-Lipschitz map that maps Lj to the segment [0, y] such that ψ0(y) = y; if Lj intersects X1 at both of
its endpoints y and j, then let ψ0 be a bi-Lipschitz map from Lj to [y, 0]∪ [0, z], such that ψ0(y) = y and
ψ0(z) = z.
After the definition, ψ0 is a map from X to K1 ∩ B¯(0, 1), with ψ0(z) = z for z ∈ X1.
Next we extend ψ0 radially to a bi-Lipschitz map ψ from K ∩ B¯(0, 1) to K1 ∩ B¯(0, 1): for each
z ∈ K ∩ B¯(0, 1), set ψ(z) = |z|ψ( z|z| . Then ψ is a Lipschitz deformation retract from K ∩ B¯(0, 1) to
K1 = ϕ(B¯(x, r) ∩ (A+ x)), ϕ = id on K1, and ψ ◦ ϕ((A+ x) ∩ ∂B(x, r)) = (A+ x) ∩ ∂B(x, r).
This finishes the proof of Case 2. The last case is when x is a regular point of K. The proof is
similar to that of Case 2. We left the proof to the readers. 2
Corollary 8.3. For any t > 0 such that (Ck,p1,p2 + ok) ∩ U¯′(x1, t) = (C ′k + x1) ∩ U¯′(x1, t), there exists a
Lipschitz map ϕ : (C ′k + x1) ∩ U¯′(x1, t)→ (Ck,p1,p2 + ok) ∩ U¯(ok, rk), such that
1◦ ϕ(x1) = x1, and ϕ((C ′k + x1) ∩ ∂U′(x1, t)) ⊂ (Ck,p1,p2 + ok) ∩ ∂U(ok, rk);
2◦ ϕ : (C ′k + x1) ∩ U¯′(x1, t)→ ϕ((C ′k + x1) ∩ U¯′(x1, t)) is bi-Lipschitz;
3◦ There exists a Lipschitz deformation retract ψ : (Ck,p1,p2 +ok)∩U¯(ok, rk)→ ϕ((C ′k+x1)∩U¯′(x1, t)),
such that ϕ−1ψ ◦ ϕ((C ′k + x1) ∩ ∂U′(x1, t)) = (C ′k + x1) ∩ ∂U′(x1, t).
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Proof. 1◦ For i = 1, 2 denote by K˜i = Kik + ok + p1. Then K˜
i is a translation of Kik with center ok + pi.
Recall that K˜1 ∩ K˜2 = x1, and in U′(x1, tk), K˜1 ∪ K˜2 = Ck,p1,p2 + ok coincides with the minimal cone
C ′k + x1, where C
′
k is a union of two minimal cones A1 and A2, each Ai ⊂ P ik, i = 1, 2. As a result, each
(Ai + x1) ∩ U′(x1, t) is part of K˜i. Hence Ai is of type P, Y or Ki.
Then it is enough to prove the following:
For each i = 1, 2, there exists a Lipschitz map ϕi and a Lipschitz deformation retract ψi,
such that 1◦, 2◦ and 3◦ hold when we replace ϕ by ϕi, C ′k by Ai, Ck,p1,p2 + ok by K˜
i,
and ψ by ψi.
(8.11)
In fact, if (8.11) holds, then we can just define ϕ = ϕi(x) for x ∈ (Ai + x1) ∩ ∂U′(x1, t), and ψ = ψi
for x ∈ K˜i ∩ U¯(ok, rk).
Note that each convex domain U(0, 1) and U′(0, 1) is bi-Lipschitz equivalent to the unit ball B(0, 1),
via a 1-homogeneous bi-Lipschitz map l, hence it is enough to prove (8.10) while replacing U and U′ by
B. But this is follows immediately from Proposition 8.2, after translation and dilatation. 2
Proposition 8.4. There exists F ′k ⊂ Fk ∩ U¯′(x1, tk), such that
(8.12) F ′k ∈ Ftk((C ′k + x1) ∩ U¯′(x1, tk), (C ′k + x1) ∩ U¯′(x1, tk),
and F ′k is 10
−2tk near C ′k + x1 in U
′(x1, tk).
Proof. Let p be a Lipschitz neighborhood deformation retract from B((Ck,p1,p2 + ok)∩ U¯(ok, rk), rk) to
(Ck,p1,p2 + ok) ∩ U¯(ok, rk). Let t be slightly larger than tk, such that
(8.13) (C ′k + x1) ∩ U¯′(x1, t) = (Ck,p1,p2 + ok) ∩ U¯′(x1, t).
Let f : Fk ∩ U¯(ok, rk)→ [U¯′(x1, tk)∩Fk]∪ [(U¯′(x1, t)\U¯′(x1, tk))∩B((Ck,p1,p2 + ok), 8)]∪ [(Ck,p1,p2 +
ok) ∩ U¯(ok, rk)\U¯′(x1, t)] be defined as the following :
(8.14) f(x) =

x , if x ∈ U¯′(x1, tk);
p(x) , if x ∈ U¯(ok, rk)\U¯′(x1, t);
txp(x) + (1− tx)x , if x ∈ U¯′(x1, t)\U¯′(x1, tk),
where tx is the value such that x ∈ ∂U′(x1, (1− tx)tk + txt).
Now let us construct the deformation from (C ′k + x1) ∩ U¯′(x1, tk) to Fk ∩ U¯′(x1, tk):
First, take ϕ as in Corollary 8.3. It maps (C ′k +x1)∩ U¯′(x1, t) to a subset of (Ck,p1,p2 +ok)∩ U¯(ok, rk),
and for all z ∈ (C ′k + x1) ∩ ∂U′(x1, tk), ϕ(z) ∈ (Ck,p1,p2 + ok) ∩ ∂U(ok, rk).
Let θ : U¯′(x1, tk)→ U¯′(x1, t) be the dilatation centered at x1, that is: θ(x) = x1 + ttk (x− x1)
Since Fk ∩ U¯(ok, rk) ∈ F8((Ck,p1,p2 + ok) ∩ U¯(ok, rk), U¯(ok, rk)), there exists a deformation ϕ1 :
U¯(ok, rk)→ U¯(ok, rk), such that ϕ1((Ck,p1,p2 +ok)∩ U¯(ok, rk) = Fk∩ U¯(ok, rk), ϕ1(∂U(ok, rk)) ⊂ U(ok, rk),
and for z ∈ ∂U(ok, rk), |ϕ1(z) − z| < 8rk. In particular, ϕ1(Fk ∩ ∂U(ok, rk)) ⊂ B((Ck,p1,p2 + ok) ∩
∂U(ok, rk), 
8).
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Then ϕ1 ◦ ϕ ◦ θ[(C ′k + x1) ∩ U¯′(x1, tk)] is a subset of Fk, such that
(8.15) ϕ1 ◦ ϕ ◦ θ[(C ′k + x1) ∩ ∂U′(x1, tk)] ⊂ ∂U(ok, rk) ∩B((Ck,p1,p2 + ok) ∩ ∂U(ok, rk), 8).
Next we apply f to ϕ1 ◦ ϕ ◦ θ[(C ′k + x1) ∩ U¯′(x1, tk)]. Then the image
f ◦ ϕ1 ◦ ϕ ◦ θ[(C ′k + x1) ∩ U¯′(x1, tk)] ⊂
[U¯′(x1, tk) ∩ Fk]
⋃
[(U¯′(x1, t)\U¯′(x1, tk)) ∩B((Ck,p1,p2 + ok), 8)]⋃
[(Ck,p1,p2 + ok) ∩ U¯(ok, rk)\U¯′(x1, t)],
(8.16)
and f ◦ ϕ1 ◦ ϕ ◦ θ[(C ′k + x1) ∩ ∂U′(x1, tk)] ⊂ ∂U(ok, rk) ∩ (Ck,p1,p2 + ok). Moreover, for z ∈ ϕ[(C ′k + x1) ∩
U¯′(x1, tk)], we know that |f ◦ ϕ1(z)− z| < 28.
Now we define g : [U¯′(x1, tk) ∩ Fk] ∪ [(U¯′(x1, t)\U¯′(x1, tk)) ∩ B((Ck,p1,p2 + ok), 8)] ∪ [(Ck,p1,p2 +
ok) ∩ U¯(ok, rk)\U¯′(x1, t)] → [U¯′(x1, tk) ∩ Fk] ∪ [(U¯′(x1, t)\U¯′(x1, tk)) ∩ B((Ck,p1,p2 + ok), 8)], such that
g|[(Ck,p1,p2+ok)∩U¯(ok,rk)\U¯′(x1,t)] is just the deformation retract ϕ−1 ◦ ψ from (Ck,p1,p2 + ok) ∩ U¯(ok, rk) to
C ′k ∩ U¯′(x1, t), as in Corollary 8.3, and g|U¯′(x1,t) = id.
Then the set
g ◦ f ◦ ϕ1 ◦ ϕ ◦ θ[(C ′k + x1) ∩ U¯′(x1, tk)]
⊂ [U¯′(x1, tk) ∩ Fk] ∪ [(U¯′(x1, t)\U¯′(x1, tk)) ∩B((Ck,p1,p2 + ok), 8)]
= [U¯′(x1, tk) ∩ Fk] ∪ [(U¯′(x1, t)\U¯′(x1, tk)) ∩B((C ′k + x1), 8)]
⊂ U¯′(x1, t),
(8.17)
and
(8.18) g ◦ f ◦ ϕ1 ◦ ϕ ◦ θ[(C ′k + x1) ∩ ∂U′(x1, tk)] = (C ′k + x1) ∩ ∂U′(x1, t).
Let
(8.19) pi : U¯′(x1, t)→ U¯′(x1, tk) : pi(z) =
{
tk
|z−x1| (z − x1) + x1 , if z ∈ U¯′(x1, t)\U¯′(x1, tk)
z , if z ∈ U¯′(x1, tk).
Then pi is a ”radial projection” centered at x1 from U¯
′(x1, t) to U¯′(x1, tk). By (8.16), we know that
pi ◦ g ◦ f ◦ ϕ1 ◦ ϕ ◦ θ[(C ′k + x1) ∩ U¯′(x1, tk)]
⊂ [U¯′(x1, tk) ∩ Fk] ∪ [∂U′(x1, tk) ∩B((C ′k + x1), 8rk))]
⊂ [U¯′(x1, tk) ∩ Fk] ∪ [∂U′(x1, tk) ∩B(Fk, 28rk))],
(8.20)
and for any z ∈ U¯′(x1, tk) ∩ (C ′k + x1), we have
(8.21) |pi ◦ g ◦ f ◦ ϕ1 ◦ ϕ ◦ θ(z)− z| < 38rk ≤ 32tk.
Last, let h0 be a 2-Lipschitz neighborhood deformation retract from B(Fk, 4
2tk) ∩ ∂U′(x1, tk) →
Fk ∩ ∂U′(x1, tk). The existence of such an h0 is by a same argument as in the proof of Proposition 6.2.
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Define h : pi◦g◦f ◦ϕ1◦ϕ◦θ[(C ′k+x1)∩U¯′(x1, tk)]→ Fk∩U¯′(x1, tk) by h = h0 on B(Fk, 42tk)∩∂U′(x1, tk),
and h = id on Fk ∩ U′(x1, tk). Then h ◦ pi ◦ g ◦ f ◦ ϕ1 ◦ ϕ ◦ θ[(C ′k + x1) ∩ U¯′(x1, tk)] ⊂ Fk ∩ U¯′(x1, tk).
Moreover, for z ∈ (C ′k + x1) ∩ ∂U′(x1, tk), we know that h ◦ pi ◦ g ◦ f ◦ ϕ1 ◦ ϕ ◦ θ(z) ∈ ∂U′(x1, tk), and
|h ◦ pi ◦ g ◦ f ◦ ϕ1 ◦ ϕ ◦ θ(z)− z| ≤ 82tk.
Now we extend h ◦ pi ◦ g ◦ f ◦ϕ1 ◦ϕ ◦ θ to a Lipschitz deformation ξ from U¯′(x1, tk) to U¯′(x1, tk), such
that ξ(∂U′(x1, tk)) ⊂ ∂U′(x1, tk) . Then |ξ(z)− z| ≤ 82tk for z ∈ (C ′k + x1) ∩ ∂U′(x1, tk). Therefore
(8.22) F ′k := ξ((C
′
k + x1) ∩ U¯′(x1, tk)) ∈ Ftk((C ′k + x1) ∩ U¯′(x1, tk), U¯′(x1, tk)),
and
(8.23) F ′k ⊂ Fk ∩ U¯′(x1, tk).
The rest is to prove that
(8.24) dU′(x1,tk),tk(F
′
k, (C
′
k + x1) ∩ U¯′(x1, tk)) < 10−2.
We already know that Fk is 
8rk ≤ 2tk near C ′k + x1 in U(x1, tk), hence
(8.25) F ′k ⊂ Fk ∩ U¯′(x1, tk) ⊂ B(C ′k + x1, 2tk).
So we only have to prove that
(8.26) (C ′k + x1) ∩ U′(x1, tk) ⊂ B(F ′k, 10−2tk).
Suppose not. Then there exists z0 ∈ (C ′k+x1)∩U′(x1, tk), such that B(z0, 10−2tk)∩F ′k = ∅. Set Ω =
U¯′(x1, tk)\B¯(z0, 12 × 10−2tk). Since 10−2 is much larger than 2, by regularity of minimal cones, there
exists a Lipschitz neighborhood deformation retract p′ from Ω∩B((C ′k + x1), 2) to Ω∩ (C ′k + x1). Then
p′(F ′k) ⊂ (C ′k+x1)∩U′(x1, tk)\B¯(z0, 12 ×10−2tk). Note that F ′k ∈ Ftk((C ′k+x1)∩ U¯′(x1, tk), U¯′(x1, tk)),
hence p′(F ′k) ∈ F(C ′k + x1,U′(x1, tk)). Since the density of C ′k + x1 at z0 is at least 1, we have
H2(p′(F ′k)) ≤ H2((C ′k + x1) ∩ U¯′(x1, tk)\B¯(z0,
1
2
× 10−2tk))
= H2((C ′k + x1) ∩ U¯′(x1, tk))−H2((C ′k + x1) ∩ B¯(z0,
1
2
× 10−2tk))
≤ H2((C ′k + x1) ∩ U¯′(x1, tk))−
1
4
10−42t2k.
(8.27)
Now let us consider the restriction ξ1 of ξ to (C
′
k + x1) ∩ ∂U′(x1, tk). Since ξ is a deformation in
U¯′(x1, tk), we know that p′ ◦ ξ1 is a deformation from (C ′k + x1) ∩ ∂U′(x1, tk) to (C ′k + x1) ∩ ∂U′(x1, tk).
So let H : (C ′k + x1) ∩ ∂U′(x1, tk)× [0, 1] be continuous, such that H(·, 0) = id, and H(·, 1) = p′ ◦ ξ1.
Now we define G : (C ′k + x1) ∩ U¯′(x1, 2tk)\U¯′(x1, tk) → (C ′k + x1) × [0, 1]: for any z ∈ (C ′k + x1) ∩
U¯′(x1, 2tk)\U¯′(x1, tk), set tz be such that z ∈ ∂U′(x1, tz), and set G(z) = (z, 2tk−tztk ). Then we set
ξ2 : (C
′
k + x1) ∩ U¯′(x1, 2tk)→ (C ′k + x1) ∩ U¯′(x1, 2tk):
(8.28) ξ2(z) =
{
ξ(z) , if z ∈ (C ′k + x1) ∩ U¯′(x1, tk);
tz
tk
(H ◦G(z)− x1) + x1
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We extend ξ2 to a Lipschitz deformation from U
′(x1, 2tk) to itself, with ξ2|∂U′(x1,2tk) = id. Then
F ′′k := ξ2((C
′
k + x1) ∩ U¯′(x1, 2tk)) ∈ F(C ′k + x1,U′(x1, 2tk), and
F ′′k = ξ2((C
′
k + x1) ∩ U¯′(x1, 2tk))
= ξ2((C
′
k + x1) ∩ U¯′(x1, tk)) ∪ ξ2((C ′k + x1) ∩ U¯′(x1, 2tk)\U¯′(x1, tk))
⊂ p′(F ′k) ∪ [(C ′k + x1) ∩ U¯′(x1, 2tk)\U¯′(x1, tk)].
(8.29)
The last union is disjoint, hence by (8.27) we have
H2(F ′′k ) = H2(ξ2((C ′k + x1) ∩ U¯′(x1, 2tk))
≤ H2(p′(F ′k)) +H2((C ′k + x1) ∩ U¯′(x1, 2tk)\U¯′(x1, tk))
≤ H2((C ′k + x1) ∩ U¯′(x1, tk))−
1
4
10−42t2k +H2((C ′k + x1) ∩ U¯′(x1, 2tk)\U¯′(x1, tk))
= H2((C ′k + x1) ∩ U¯′(x1, 2tk))−
1
4
10−42t2k < H2((C ′k + x1) ∩ U¯′(x1, 2tk)).
(8.30)
But F ′′k := ξ2((C
′
k + x1)∩ U¯′(x1, 2tk)) ∈ F(C ′k + x1,U′(x1, 2tk), and C ′k + x1 is a minimal cone, hence
(8.30) contradicts Corollary 4.7 2◦ of [22].
Hence we get (8.24). Thus we complete the proof of Proposition 8.4. 2
8.3 The end of the reduction
Now let us summerize what happened:
Recall that we have the following:
1◦ H2(Fk\U(ok, rk)) ≥ H2((Ck + ok) ∩B(0, 1)\U(ok, rk));
2◦ Fk ∩ U¯(ok, rk) ∈ F4rk((Ck + ok) ∩ U¯(ok, rk), U¯(ok, rk));
3◦ In the critical region U(ok, rk), Fk is 2rk near Ck + ok, but is not rk near any translation of Ck.
In the annulus U(ok, rk)\U(ok, 14rk), Fk is decomposed into two disjoint part F 1k and F 2k , and each F ik is
2rk near K
i
k in U(ok, rk)\U(ok, 14rk). Then we have two situations :
Case 1: At least one of the F ik is δ(
8)rk far from K
i
k in U(ok, rk)\U(ok, 14rk);
Case 2: Each F ik is δ(
8)rk near some translation K
i
k +ok +pi of K
i
k in U(ok, rk)\U(ok, 14rk), i = 1, 2.
If we goes to Case 1, the reduction ended, and we can do all the estimates in Section 9;
If we goes to Case 2, then we can find a point x1 ∈ B(ok, 19rk), a radius tk ∈ (6rk, rk), and a
minimal cone C ′k which is a union of two Almgren unique minimal cones A1 ⊂ P 1k and A2 ⊂ P 2k , such
that
1◦ Ai is simpler than Ki, and at least one of the Ai is strictly simpler than Ki.
2◦ Fk ∩ U¯′(x1, tk) contains a part F ′k that belongs to the class Ftk((C ′k + x1) ∩ U¯′(x1, tk), U¯′(x1, tk));
3◦ F ′k is 10
−2tk near C ′k + x1 in U
′(x1, tk);
4◦ H2(Fk ∩ U(ok, rk)\U′(x1, tk)) ≥ H2[((K1k + ok + p1) ∪ (K2k + ok + p2)) ∩ U(ok, rk)\U′(x1, tk)].
Here U′ denote the convex domain corresponding to C ′k. Due to 1
◦-4◦, we can restart the -process
with respect to F ′k, C
′
k in U
′(x1, tk), and arrive to a new critical region U(o′k, r
′
k), where we fall again onto
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the two cases above. We replace ok and rk by o
′
k and r
′
k. If Case 1 happens, the reduction ended , and
get the same estimates after Section 7; If Case 2 happens, we continue the reduction in this section, and
get a new minimal cone C
(1)
k , which is strictly simpler than C
′
k, and new critical region U
(1)(o′k, r
′
k).......
This reduction procedure will stop at a finite time, because there are only finitely many choices of
pairs of minimal cones that are strictly simpler than the pair (K1,K2). We stop by falling into Case 1
in some intermediate step, or we get finally to the cone Q1 ∪ Q2, where Q1 and Q2 are planes. For the
union of two planes, when we do the -process, we will finally goes to Case 1, because Case 2 cannot
happen since planes are translation invariant.
In any case, when the reduction procedure stops, we get some ok ∈ B(0, 1), and rk > 0, such that we
have the following estimates:
Proposition 8.5. There exists 0 < 0 < min{10−5, 10−3}, such that for each  < 0, for k large, there
exists ok ∈ B(0, 10−2), rk < 10−2, a minimal cone C ′k which is a union of two sliding stable Almgren
unique minimal cones A1k ⊂ P 1k , and A2k ⊂ P 2k , each Aik being simpler than Kik, such that the following
holds:
1◦ H2(Fk\U′(ok, rk)) + H2((C ′k + ok) ∩ U′(ok, rk)) ≥ H2(Ck), where U′ = U′k is the convex domain
corresponds to C ′k;
2◦ H2(Fk ∩ U′(ok, rk)\U′(ok, 14rk)) ≥ H2((C ′k + ok) ∩ U′(ok, rk)\U′(ok, 14rk)) + C4()r2k, where C4()
depends only on  and n;
3◦ H2(Fk\U′(ok, 14rk)) +H2((C ′k + ok) ∩ U′(ok, 14rk)) ≥ H2(Ck) + C4()r2k;
4◦ Fk ∩ U¯′(ok, 14rk) ⊂ F4rk((C ′k + ok) ∩ U¯′(ok, 14rk), U¯′(ok, 14rk).
Proof. 1◦ We prove by recurrence. When we finish the initial -process using Ck, then by Corollary 7.5,
we have
H2(Fk\U(ok, rk)) +H2((Ck + ok) ∩ U(ok, rk))
≥ H2(Ck\U(o, rk)) +H2((Ck + ok) ∩ U(ok, rk))
= H2(Ck\U(o, rk)) +H2(Ck ∩ U(o, rk))
= H2(Ck).
(8.31)
If at this step, we come to Possibility (2) at the end of Subsection 7.2, then we get 1◦ directly. Otherwise,
we start the reduction argument. In U(ok, rk), Fk is 
8rk near some Ck,p1,p2 + ok and is also 2rk near
Ck + ok, hence the two points p1, p2 are in the ball B(ok, 3rk). By stability of measure [20] of each K
i
k,
we know that
(8.32) H2((Kik + ok) ∩ U(ok, rk)) = H2((Kik + ok + pi) ∩ U(ok, rk)),
which gives
(8.33) H2(Ck ∩ U(ok, rk)) = H2((Ck,p1,p2 + ok) ∩ U(ok, rk)).
On the other hand, by (8.5) and (8.6), we know that
(8.34) H2(Fk ∩ U(ok, rk)\U′(x1, tk)) ≥ H2((Ck,p1,p2 + ok) ∩ U(ok, rk)\U′(x1, tk)).
72
Then we restart the -process for Fk ∩ U′(x1, tk), with the cone (C ′k + x1) ∩ U′(x1, tk) which coincides
with Ck,p1,p2 + ok in U
′(x1, tk) and find the new critical region U′(o′k, r
′
k). Then we get similarly as in
Corollary 7.5, that
H2(Fk ∩ U′(x1, tk)\U′(o′k, r′k)) ≥ H2((C ′k + x1) ∩ U′(x1, tk)\U′(x1, r′k))
= H2((C ′k + x1) ∩ U′(x1, tk))−H2((C ′k + x1) ∩ U′(x1, r′k))
= H2((Ck,p1,p2 + ok) ∩ U′(x1, tk))−H2((C ′k + o′k) ∩ U′(o′k, r′k)).
(8.35)
Combining (8.31), (8.33), (8.34) and (8.35), we get
(8.36) H2(Fk\U′(o′k, r′k)) +H2((C ′k + o′k) ∩ U′(o′k, r′k)) ≥ H2(Ck).
By recurrence, we get 1◦;
2◦ This follow directly from the reduction procedure, and (7.81);
3◦ Follows directly from 1◦ and 2◦;
4◦ Follows from Proposition 8.4, and Proposition 6.3. 2
9 Conclusion
We will finish our proof in this section. A final step is to control the measure of Fk in U
′(ok, rk).
Proposition 9.1. Take all the notations as before. Then for each k, we have
(9.1) H2(Fk ∩ U′(ok, 1
4
rk)) ≥ (1− C(θk))H2((C ′k + ok) ∩ U′(ok,
1
4
rk)),
with C(θ)→ 0 as θ → pi2 .
Proof. By 4◦ of Proposition 8.5, we know that for each k large,
(9.2) Fk ∩ U¯′(ok, 1
4
rk) ⊂ F4rk((C ′k + ok) ∩ U¯′(ok,
1
4
rk), U¯
′(ok,
1
4
rk)).
Fix any k large. Let C ′k = A1 ∪ A2, where Ai ⊂ P ik, i = 1, 2 are measure and sliding stable Almgren
unique minimal cones. Let Ui ⊂ P ki , i = 1, 2 be the corresponding convex domain of Ai. Then U′k =
(U1 × P 1k⊥) ∩ (P 2k⊥ × U2).
Now we do projections to P k1 and P
k
2 , and get that for i = 1, 2,
(9.3) pik(Fk ∩ U¯′(ok,
1
4
rk)) ∈ F4rk((Ai + ok) ∩ U¯i(ok,
1
4
rk), U¯i(ok,
1
4
rk),
where pki denote the orthogonal projection from Rn to P ik.
By stability of Ai, we know that
(9.4) H2(pik(Fk ∩ U¯′(ok,
1
4
rk))) ≥ H2((Ai + ok) ∩ U¯i(ok, 1
4
rk)).
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Now by Lemmas 2.34 and 2.35, we know that
H2(Fk ∩ U¯′(ok, 1
4
rk)) ≥ 1
1− d cos θk
2∑
i=1
H2(pik(Fk ∩ U¯′(ok,
1
4
rk)))
≥ 1
1− d cos θk
2∑
i=1
H2((Ai + ok) ∩ U¯i(ok, 1
4
rk))
=
1
1− d cos θkH
2((C ′k + ok) ∩ U¯′(ok,
1
4
rk)).
(9.5)
2
Set C(θ) = 1− 11+d cos θ = d cos θ1+d cos θ . Then (9.1) holds, and C(θ)→ 0 as θ → pi2 . 2
To finish the proof of Theorem 1.1, we combine Proposition 8.5 3◦ and Proposition 9.1, and get
H2(Fk) =H2(Fk ∩ U¯′(ok, 1
4
rk)) +H2(Fk\U¯′(ok, 1
4
rk))
=H2(Fk ∩ U¯′(ok, 1
4
rk)) +H2(Fk\U′(ok, 1
4
rk)) +H2(Fk ∩ ∂U′(ok, 1
4
rk))
≥(1− C(θk))H2((C ′k + ok) ∩ U¯′(ok,
1
4
rk)) +H2(Ck)−H2((C ′k + ok) ∩ U′(ok,
1
4
rk))
+ C5()r
2
k +H2(Fk ∩ ∂U′(ok,
1
4
rk))
=H2(Ck)− C(θk)H2((C ′k + ok) ∩ U¯′(ok,
1
4
rk)) + C5()r
2
k +H2(Fk ∩ ∂U′(ok,
1
4
rk)).
(9.6)
Since Fk is 2rk near C
′
k + ok in U
′(ok, 14rk), by Corollary 2.24, we know that
(9.7) H2(Fk ∩ ∂U′(ok, 1
4
rk)) = 0;
On the other hand, let d denote the density of Ck at 0, then since C
′
k is simpler than Ck, we know that
the density of C ′k at zero is no more than d, therefore
(9.8) H2((C ′k + ok) ∩ U¯′(ok,
1
4
rk)) ≤ d(1
4
rk)
2 = 2−4dr2k.
As a result,
(9.9) H2(Fk) ≥ H2(Ck)− C(θk)2−4dr2k + C5()r2k = H2(Ck) + (C5()− C(θk)2−4d)r2k.
But we know that limk→∞ C(θk) = 0, therefore for k is large enough, we have
(9.10) C5()− C(θk)2−4d > 1
2
C5(),
which gives
(9.11) H2(Fk) ≥ H2(Ck) + 1
2
C5()r
2
k > H2(Ck).
This contradicts Proposition 4.1 1◦. Thus, the proof of Theorem 1.1 is completed. 2
As a result, combining with the discuss in [20, 22, 21], we have
Corollary 9.2. For all the known 2-dimensional Almgren minimal cones, their almost orthogonal union
is minimal.
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10 Perspectives
10.1 The Almgren uniqueness, sliding and measure stability for the union
Theorem 1.1 gives us families of new 2-dimensional minimal cones. As stated before, all other known 2-
dimensional minimal cones are Almgren unique and sliding stable, so the almost orthogonal union of any
two of them is still minimal. But we wonder whether this union is Almgren unique and sliding stable, so
that we can continue to do almost orthogonal unions and get new types of 2-dimensional minimal cones.
The answer is partially affirmative in the following sense:
Theorem 10.1. Let K10 ⊂ Rn1 and K20 ⊂ Rn2 be two 2-dimensional Almgren unique minimal cones. We
suppose in addition that both cones are sliding stable. Then there exists 0 < θ1 <
pi
2 , such that if K
1 and
K2 are two copies (centered at 0) of K10 and K
2
0 in Rn1+n2 , with αK1,K2 ≥ θ1, then the union K1 ∪K2
is a sliding stable Almgren unique minimal cone.
Note that here the angle θ1 might be different from the angle θ0 in Theorem 1.1. We do not guarantee
that K1 ∪K2 is Almgren unique or sliding stable once the union is minimal.
Proof of Theorem 10.1. The proof is almost the same as that of Theorem 1.1. Let us sketch it:
First suppose the conclusion of Almgren uniqueness in Theorem 10.1 does not hold for two 2-
dimensional sliding stable Almgren unique minimal cones K10 and K
2
0 . Then there exists a sequence
of angles θk → pi2 , such that the cone Ck = K1k ∩θkK2k is minimal but not Almgren unique, k →∞. Then
for each k, there exists a set Fk ∈ F(Ck,Uk(0, 1)), Fk 6= Ck, with H2(Fk) = H2(Ck). By the upper semi
continuity Theorem 4.1 of [22], we know that Fk is also Almgren minimal in Uk(0, 1). Then the limit of
Fk is C0. For the sequence Fk, we employ the same argument from Section 5: first we start a stopping
time argument. But this time, to prove that the −process has to stop at a finite step, we use Proposition
5.3: if the -process never stops, then by the argument in Proposition 5.4, we can decompose Fk into the
essentially disjoint union of two parts F 1 and F 2, F i contains an element F i0 ∈ F(Kik, B(0, 1)), i = 1, 2.
Therefore we have
(10.1) H2(Fk) ≥ H2(F 10 ) +H2(F 20 ) ≥ H2(K1k) +H2(K2k) = H2(Ck) = H2(Fk).
As consequence, H2(F i) = H2(F i0) = H2(Kik), i = 1, 2. By Almgren uniqueness of Kik, we know that
F i = F i0 = K
i
k (modulo H2-null sets), and hence Fk = K1k ∪K2k = Ck, which contradicts the fact that
Fk 6= Ck.
Hence the -process has to stop at a finite step.
Then we continue all the same arguments until the end of Section 9, and get that for k large enough,
H2(Fk) > H2(Ck), which leads to a contradiction.
Next for the sliding stability: suppose there exists a sequence of angles θk → pi2 , such that the cone
Ck = K
1
k ∩θk K2k is sliding stable, k → ∞. Then for each k, there exists a set Fk ∈ Fδk(Ck,Uk(0, 1)),
Fk 6= Ck, with H2(Fk) < H2(Ck), where δk → 0, and δk is less than the δ for which Ki is (η, δ)-sliding
stable, i = 1, 2.
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Then the limit of Fk is again C0, and we employ exactly same argument as from Section 5 to 9, and
get that H2(Fk) > H2(Ck) for k large, contradiction. 2
Using recurrence and Theorem 10.1, we have
Corollary 10.2. The almost orthogonal unions of several sliding stable Almgren unique 2-dimensional
minimal cones are sliding stable Almgren unique 2-dimensional minimal cones. More precisely, for any
group of K1, · · ·Kn of 2-dimensional sliding stable Almgren unique 2-dimensional minimal cones, there
exists θ > 0, such that if αKi,Kj ≥ θ for i 6= j, then their union
(10.2) ∪ni=1Kj
is an sliding stable Almgren unique 2-dimensional minimal cone.
10.2 Topological minimality
It is natural to ask whether the almost orthogonal union of two 2-dimensional G-topological minimal
cones is still G-topologically minimal. The answer is yes with the same conditions (G-topological unique,
and some condition similar to sliding minimality). The proof is similar, and simpler at some places.
The main differences are places where we proved that some set is either a deformation or a limit of
deformations, there we have to prove that those sets are G-topological competitors instead. But fortu-
nately, since deformations are G-topological competitors (Proposition 2.7), and limits of G-topological
competitors are still G-topological competitors, we do not need any additional work, and at some places
we can even save some time. An example is that we do not need the upper semi continuity Theorem
(Theorem 4.1 of [22]).
Otherwise, all regularity theorems for Almgren minimal sets hold for G-topological minimal ones, by
Proposition 2.7.
So let us state the result for almost orthogonal unions of G-topological minimal cones:
Theorem 10.3 (minimality of the union of two almost orthogonal 2-dimensional G-topological minimal
cones). Let K10 ⊂ Rn1 and K20 ⊂ Rn2 be two 2-dimensional G-topologically unique minimal cones. We
suppose in addition that both cones are G-topological sliding stable. Then there exists 0 < θ0 <
pi
2 , such
that if K1 and K2 are two copies (centered at 0) of K10 and K
2
0 in Rn1+n2 , with αK1,K2 ≥ θ0, then the
union K1 ∪K2 is a G-topological unique G-topological sliding stable minimal cone.
See the beginning of Section 3 for the definition of G-topological uniqueness. The G-topological sliding
stability means the following:
Definition 10.4. Let K be a 2-dimensional G-topological minimal cone in Rn. Let 0 < δ < η < 10−2η0.
1◦ We say that a closed set F is an (η, δ)-sliding G-topological competitor for K, if there exists a 2-
dimensional G-topological competitor E of K in U(K, η), such that F is a δ-sliding deformation of E in
U¯(K, η).
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2◦ We say that K is (η, δ)-G-topological sliding stable, if for all (η, δ)-sliding G-topological competitor
F of K, we have
(10.3) Hd(F ∩ U¯(K, η)) ≥ Hd(K ∩ U¯(K, η)).
Remark 10.5. 1◦ Similarly results for G-topological minimal cones as in Theorem 10.1 and Corollary
10.2 also hold.
2◦ The G-topological uniqueness and sliding stability also hold for all known G-topological minimal
cones. See [20] and [21].
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