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§ I. ВЕКТОРНАЯ АЛГЕБРА
1. Скаляры и векторы
При изучении и описании некоторого объекта или явления 
определяются различные величины, так называемые параметры, 
характеризующие изучаемый объект или явление. Такими пара­
метрами могут быть, например, количество рабочих, мощность 
станков (при описании производственных возможностей)»темпе­
ратура, давление и влажность воздуха. Каждый из названных 
параметров дается лишь числовым значением и их называют ска­
лярами. Приведем примеры другого рода. При действии силы на 
тело необходимо кроме величины силы знать и линию действия 
и направление силы. В прогнозе погоды дается скорость ветра 
и его направление. Скорость и сила есть примеры векторных 
величин.
Определение. Скалярной называется величина, определяе­
мая числовым значением (одним числом). Векторной называется 
величина, определяемая числовым значением и направлением.
2. Понятие вектора
В этом параграфе мы ограничимся трехмерным пространст­
вом.
г Определение. Вектором называется направленный отрезок;-! 
т.е. отрезок, у которого различают начало и конец.
Если точки А и В обозначают начало и конец вектора,то 
вектор обозначается символом AB или одной строчной буквой, 
снабженной стрелкой (рис. 1а), например, вектор я .В печати 
векторы часто пишутся буквами полужирного шрифта без стрел­
ки.
я) с5) (г) а а)____ Е
А' А ------ — В
А В А, В,
Рис. I
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Длиной вектора называется длина порождающего его отрез­
ка AB. Это можно обозначать по-разному,например,
lAB i=  AB ; I c l ls  а  .
Если^начальная и конечная точки вектора совпадают, то 
вектор А А называется нулевым вектором о и его длина равна
О, направление не определено.
Вектор длиной I называется единичным вектором.
Векторы, лежащие на одной прямой или на параллельных 
прямых, называются коллинеарными (pic. 16). Коллинеарность 
векторов а  и Ь обозначается а И 6- . Коллинеарные векторы 
могут быт ь^сонаправ лены (рис. 16) litte или противонаправ­
лены a US' . Два противонаправленных, по длине равных век­
тора (рисЛ в) называются противоположными. Противоположный 
к вектору й- (или AB ) вектор обозначается -а С-AB или В А).
Векторы называются равными, если они коллинеарны, сона- 
правлены и имеют равные длины. Pta рис. I г указаны две па­
ры равных векторов: AB=Ay1Bv B такой трактовке ра­
венства векторов один вектор, приложенный в любой точке про­
странства, является представителем множества всех сонаправ- 
ленных и по длине разных векторов. Другими словами, всякий 
вектор можно переносить в пространстве параллельно самому 
себе в произвольную точку пространства. Такие векторы назы­
ваются свободными.
Векторы, лежащие в одной плоскости или параллельных 
плоскостях, называются компланарными.
3. Линейные операции над векторами





III умножение вектора на действительное число.
I Сложение. Пусть даны два вектора л и &- . Перенесем 
их так, что они выходят из общей, свободно выбранной точки 
(рис. 2а).
Суммой векторов а и (г называется вектор и, + 6-, кото-
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рый является^  диагональю параллелограмма,построенного на век­
торах и, и V и выходящего из общего начала слагаемых век­
торов.
Это так называемое правило параллелограмма пригодно для 
сложения неколлинеарных векторов.
Правило сложения векторов можно представить и в виде 
правила треугольника. Построй вектор а, из его конца про­
водим вектор Т и суммой ÕI+ 6- является вектор,соединяющий 
начало cl с концом (рис. 26, в). Для неколлинеарных век­
торов это правило совпадает с правилом параллелограмма.
Если число слагаемых больше двух, то повторное примене­
ние правила треугольника приводит к правилу многоугольника, 
где суммой является вектор, соединяющий начало первого сла­
гаемого с концом последнего. Этот многоугольник может быть 
не плоским. На рис. 2г^показано сложение четырех векторов 









II Вычитание. Разностью векторов й, и V называется век­
тор Я/-Т , равный сумме уменьшаемого на противоположный 
вектор вычитаемого (рис. 2д):
= а + (-&■) . (I)
III Умножение вектора на число. Произведением вектора сГ 
на число к называется вектор ка , которнй синаправлен с 
а при *с>0 , противонаправлен при и по длине равен 
|юс1| = |ic|* |5»1 (рис. 2е).
При 0 вектор иа превращается в нулевой вектор.
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Можно доказать, что линейные операции над векторами об­
ладают следующими свойствами•
1) &■ = ?г + а ,
2) (ci'+&') + c= л + CV + c) ^
3) ^(к^п,) = (*,4К/4)а , (2)
4) (*,,,+ 1цс1-*- к2а ,
5) ч(о1 + &-) = ка/ + .
Покажем правильность 5) свойства. Сначала сложим В- 
и найдем u(gL+ 5-) (рис. За). Затем построим кД, и сло­
жим ко/Н-кб'. Оказывается, что получится один и тот же век­
тор О С , : _ ^ ^
0 А = а ;  <ЭВ=Ь-; ОС = 51+ 6" ,
СС4= *,(&,+ &-) ;
OA, = КЛ/ ; OB, = К? ;
ОС, = vm, + V.6- - 
к(й+ 6")= кй, + V.V ч.т.д.
Рис. 3.
Проверку остальных свойств предоставим читателю.
Всякий вектор л можно представить с помощью единичного 
вектора е , сонаправленного с ciCI&IM, &tta) (рис. 36) 
на основании правила умножения вектора на число следующим 
образом:
cL= cte или г  = ~ а  . (3)
П р и м е р. В параллелограмме ABCD даны векторы АВ= а, 
A D = T  . Выразить векторы АС, МА , MB и CD через а и I 
(рис. 4).
С По правилу сложения векторов имеем 
АС = AB + AD = «/+&■ .
По правилу умножения вектора на число
МХ = - А М ~ ^ А С  — i ( E + l )  .
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Из треугольника AMB получим
МВ = МА+ AB=-^(a+lö+ci = -|(E-iO .
Наконец, CD = - DC = - АВ = - а . К,
4. Составляющая и проекция вектора на ось
Проекцией точки А на прямую I называется точка А4 , в 
которой пересекается прямая t с плоскостью, проходящей че­
рез точку А и перпендикулярной к I (рис. 5а), Это озна­
чает, что проекцией точки на прямую является основание пер­
пендикуляра, опущенного из точки на прямую.
Пусть даны направленная прямая (ось) I и вектор AB = а. 
Спроектируем вектор на ось I , проекции начала и конца век­
тора AB обозначены через А,, и В, (рис. 56).
Рис. 5.
Определения. П роставляющей вектора ci на ось I назы­
вается вектор at=A/,B/,, соединяющий проекции начала и конца 
вектора на ось I (рис. 56).
2) Проекцией вектора Е на ось I называется произведе­
ние длины вектора 1а| на косинус угла между вектором и осью 
(рис. 6а).
= |и/| сое if 1 0^ц»4х. (4)
В частных случаях (рис. 66)
0 , a l t W - ! >  ;
Vi j 5 , t t t G ? = 0 )  ;
L a , O f “ * )  ■
Из определений составляющей и проекции вектора на ось




& ^ t В„ С„ A /j В^  С4 6 
Рис. 6.
Свойства проекции вектора на ось:
1) проекция суммы векторов на ось равна сумме проекций 
слагаемых векторов:
njv^(a+ &■) = + •
2) при умножении вектора на число его проекция умножает­
ся на это же число
пр^(ка)= .
Правильность этих свойств усматривается из рис. 6в:
1) А^ВЛ = r y i f i  ; В,, С,, = гцгьТ  • п |ъь(л + 1 )  ;
А А в А Д + В 4С4 ч.т.д.;
2) А4В< - пр^й •, A>|CJ|= ttp.tСил) •
Из подобия треугольников AB В' и АСС/ следует
А ^ ю - А Д  ч.т.д.
5. Метод координат
Аналитическая геометрия - раздел математики,в котором 
изучаются геометрические объекты с помощью алгебраических 
методов. Основным методом аналитической геометрии является 
метод координат. Координатами точки являются числа,заданием 
которых определяется положение точки на прямой, плоскости 
или в пространстве.
Вспомним коротко понятия, изученные в средней школе. 
Прямая, на которой указано положительное направление на-
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зывается осью. Положительное направление обычно указывается 
стрелкой. Фиксируем на этой оси точку 0 (начало координат) 
и задаем отрезок, длина которого принимается за единицу дли­
ны. В таком случае говорят, что дана числовая ось. Начало 
координат <0 разбивает ось на положительную и отрицательную 
полуоси (рис. 7а).
I Координата точки на прямой. Пусть дана числовая ось 
Ох (в дальнейшем: ось х ). Произвольной точке Р оси сопо­
ставим действительное число х , по абсолютной величине рав­
ное длине отрезка ОР и взятое со знаком плюс, если точка 
находится на положительной полуоси и со знаком минус, если 
она находится на отрицательной полуоси. Если точка совпа­
дает с началом координат, то х=0. Будем говорить, что точ­
ка Р имеет координату х (абсцисса точки) и запишем Р(х). 
Наоборот, данному числу х можно сопоставить точку Р на 
числовой оси. Это означает, что точки числовой оси Р и 
действительные числа х во взаимно-однозначном соответствии
Р — » X .
сО 6)
О \ х  х
Я
ß-1----- 1 PC*ft()
ч „  te 1-*__ L
Ж
Рис. 7.
& - Rr хIV х
II Координаты точки на плоскости. Рассмотрим множество 
точек плоскости. Проведем через некоторую точку две взаимно 
перпендикулярные оси х и tj и примем точку пересечения этих 
осей за начало координат Ю (рис. 76). Ось х называется 
осью абсцисс, ось t| - осью ординат и они составляют прямо­
угольную систему координат на плоскости. Оси координат де­
лят плоскость на четыре квадранта.
Определим положение произвольной точ!аг плоскости Р от­
носительно выбранной нами системы координат следующим обра­
зом (рис. 76). Проектируем точку Р на оси координат - по­
лучим точки Рх и Ру . Точкам В*, и Р^ на осях х и cj
2
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соответствуют действительные числа — координаты точек ^(х) 
и Ру(у) • Пара чисел (х, у) составляет координаты точки плос­
кости Р и это запишется в виде Р(х,у). Первая координата х 
называется абсциссой, вторая координата и — ординатой точки
Р .
Если задана пара чисел (х,<р,то отложим на осях коорди­
нат отрезки ОРх = х и ОР^ = ^  .Из точек Р*, и Р^ вос­
становим осям координат перпендикуляры. Точка пересечения 
этих перпендикуляров является точкой Р »имеющей координаты 
(х, <р .Из построений ясно, что в данной системе координат 
каждой точке Р соответствует только одна пара чисел (х, ф  
и по данной паре (х,ср можно построить лишь одну точку.
Таким образом, в данной системе координат точки плоскос­
ти и упорядоченные пары действительных чисел во взаимно-од- 
нозначном соответствии
р —  о , у ) .
П р и м е р . Точка Е}(сц&) принадлежит первому квадранту 
(а> 0, 0). Найти координаты точек, симметричных к ней от­
носительно осей координат и начала координат.
Точка Р2 , симметричная к R, относительно оси а ,имеет 
ординату, равную ординате точки Р, , а абсциссу с обратным 
знаком и поэтому имеем Р2(гЛ, Точка Рц. , симметричная к 
относительно оси х имеет координаты Рц.(и/,-&■). Точка 
Р3 , симметричная к R, относительно начала координат <0 
может быть получена путем зеркального отображения точки Р2 
относительно оси х (или точки Рц. относительно оси ij ) и 
имеем Рч(-а,-И • К.
6. Прямоугольные координаты точки в пространстве
Геометрическое (или реальное) пространство^ котором мы 
живем, трехмерно. Здесь мы имеем в виду тот факт, что объ­
екты этого пространства характеризуются, как правило, тремя 
измерениями — длиной, шириной и высотой (или глубиной). Для 
изучения геометрии трехмерного пространства, аналогично то­
му, как это было сделано на плоскости, введем в пространст­
ве прямоугольную систему координат.
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Проведем через какую-нибудь точку О три взаимно пер­
пендикулярные числовые оси. Точку 0 примем за начало коор­
динат на каждой оси и укажем на них единицу длины. Эти оси 
образуют систему координат в пространстве и назовем соот­
ветственно осью абсцисс (ось х), осью ординат (ось у  ) и 
осью аппликат (ось ъ ) (рис. 8). При повороте по меньшему 
углу от положительного направления оси х на положительное 
направление оси у происходит перемещение оси правого винта 
по положительному направлению оси ъ и поэтому данная сис­
тема координат называется системой правой руки. Меняя поло­
жительное направление какой-нибудь одной оси на обратное, 
получим систему левой руки.
Плоскости, проведенные через попарно взятые оси, обра­
зуют координатные плоскости х^ , , зьх . Координатные 
плоскости делят все пространство на восемь октантов, отсчет 
которых ведется против часовой стрелки: четыре над плос­
костью х^ и четыре под ней.
Наглядное представление о координатных осях и плоскост­
ях получим, совмещая начало координат Ю с углом комнаты и 
направляя оси х и ^ вдоль сторон пола, ось л вертикально 
вверх. В роли координатных плоскостей будут тогда пол и две 
скрещивающиеся стены.
Положение точки Р относительно выбранной системы коор­
динат определим через координаты проекций точки на коорди­
натные оси. Проекции точки Р на оси обозначены на рис. 8 
через РФ , Р^  , Рг . Координаты проекций на соответству- 
щих осях назовем координатами точки Р : абсцисса х »орди­
ната ^ , аппликата зь .Обстоятель­
ство, что точка Р имеет назван­
ные координаты, запишется P(x,^ ,i). 
Координаты точки указываются в 
строгом порядке - они представля­
ют упорядоченную тройку чисел.От­
резки 0РХ , ОР^ , 0Рг , взятые со 
знаком плюс или минус в зависимос­




Проектирование точки Р на координатные оси можно осу­
ществить и следующим образом (рис. 8). Спроектируем точку Р 
на плоскость xlj (точка Р4 ) и затем точку R, на оси х  и 
и . Тогда имеем равные отрезки QPx=PHR,=x , <0Р^ = PxPi = ^  * 
ÖP_b=F^P=ž. Используя эти равенства, легко построить точ­
ку Р по ее заданным координатам : из точки Ö от­
ложим отрезок 0Рх- х ?из точки Рх отрезок PxPi= ^ парал­
лельно оси и наконец из точки Р, восставим перпендикуляр 
РА Р - ъ к координатной плоскости х^ .
Из определения координат точки Р в пространстве и спо­
соба построения точки по заданной тройке чисел (х7^ ,ь) сле­
дует, что каждой точке Р соответствует точно одна упорядо­
ченная тройка чисел (х,^,2>) и наоборот.
В данной пространственной системе координат точки про­
странства и упорядоченные тройки чисел (x,tj,ab) во взаимно- 
-однозначном соответствии
Р —  (*, ^7 •
П р и м е р ы .  I) Начало координат имеет нулевые коорди­
наты 0 (0,0,0).
2) Точки оси имеют нулевые абсциссу и аппликату: 
Р(0,у,0).
3) Точки плоскости xij имеют нулевую аппликату и все 
точки с координатами Р(х,у,0) принадлежат плоскоети х ^ .
4) Дана точка Р^ (2,3,-4). Найдем симметричные к ней 
точки относительно координатных плоскостей.
Точка В, находится в V октанте на 4 единицы ниже плос­
кости х^ . Симметричная точка Р4 относительно плоскости 
х^ находится на 4 единицы выше плоскости х^ и поэтому 
имеем Р2(2,3,4> (I октант). Аналогично, симметричная точ­
ка относительно плоскости у * находится в vi октанте и имеет 
координаты Рэ(-2,3,-4) и симметричная точка относительно 
плоскости зле имеет координаты Р4(2,-3,-4) ( уш октант).К.
7. Координаты вектора. Разложение вектора по осям 
координат
I Координаты вектора. Рассмотрение векторов только в ви­
де направленных отрезков ограничивает возможности иг исполь—
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зования. Постараемся векторы описывать при помощи совокуп­
ности чисел.
Пусть в прямоугольной системе координат задан вектор AB 
(рис.^ Эа). Построим из начала координат вектор AB. Век­
тор ОР является представителем всех векторов, сонаправлен- 
ных и по длине равных с ним. Так можно из точки 0 провести
Определение. Вектор ÖP = f, ведущий из начала коорди­
нат Ö в точку пространства Р , называется радиусвектором 
точки Р . ___
Находим составляющие и проекции радиусвектора ОР на 
координатные осиJpnc. 96). Составляющими этого вектора яв­
ляются векторы 0РХ , , <0Рг , а проекциями — отрезки 
ОРж,= х , 0Ry=^ , ОPb = 3t , взятые с надлежащим 
знаком.
Определение. Координатами вектора называются проекции 
вектора на координатные оси.
Обстоятельство, что вектор г имеет координаты х , ^ , ъ , 
запишется следующим образом:
? = (х, <4, а) . (6а)
Если рассматривать векторы только на плоскости Ö9wj,to имеем 
лишь две координаты г = (х, ip (рис. 9в), на числовой оси
- одну координату г = (х) (рис. 9г).
По рисунку 96 видно, что координаты точки P(x,tj,ft)рав-
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ны координатам радиусвектора г этой точки. Таким образом, 
каждому данному вектору г* соответствуют тройка чисел 
и если задана тройка чисел (х,^ ,зь), то этой тройке соответст­
вует вектор г или г - (х, ^  , ъ) .
На основании сказанного и также заключения предыдущего 
пункта можно сказать следующее.
Заключение. Пусть задана прямоугольная система коорди­
нат О хуъ в пространстве. Тогда точки пространства Р , их 
радиусвекторы г и упорядоченные тройки чисел во
взаимно-однозначном соответствии
Р “  •
Упорядоченную тройку чисел (х,^ ,зь) можно истолковать или 
как точку с координатами P(ot7t^Ti) или как вектор с та­
кими же координатами г = (х, ^  , ъ )  .
Множество трехмерных векторов ? = (х,^,аь) называется 
трехмерным пространством и обозначается IR3 .
На плоскости в прямоугольной системе координат Оос^
Р —— (DP ——  (х71^) — взаимно-однозначное соответствие меж­
ду упорядоченными парами чисел, векторами плоскости и точ­
ками плоскости. Множество векторов на плоскости г = (x?ip 
называется двумерным пространством и обозначается IR2.
На числовой оси Ох имеем Р ÖP — - (х) . Множество 
векторов на прямой г = (х) называется одномерным простран­
ством и обозначается IR .
II Разложение вектора по осям координат. Возьмем на 
осях координат единичные векторы ъл , , еэ (рис. 96) 
(|aj=»l = IÜjIM). Эти векторы часто называются ортами осей 
координат или базисными векторами и говорят, что они обра­
зуют единичный базис в трехмерном пространстве.Базисные век­
торы имеют следующие координаты:
гг-сои,сО; г3-со,о,о.
Действительно, например, орт гл направлен по оси х и проек­
ция на ось х  равна I I = \ , на оси tj и а - 0.
Покажем, как вектор можно выразить через базисные век­
торы — это называется разложением вектора по осям координат 
(по единичному базису).
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Теорема. Всякий вектор г = (х,^ ,з>) имеет единственное 
разложение по осям координат в виде
Г* = 'ХА, + • (&б)
Доказательство. Из рис. 96 видно, что вектор v = ОР мо­
жет быть представлен в виде суммы трех векторов
_  ОР-ОРв +£Р,+ £Р ,
при этом PXR,= ОР^ , Р^Р= ОРь и следовательно,
ОР = ОР^+ 0F> + ОР* .
На основании правила умножения вектора на число можно сос­
тавляющие (компоненты) вектора ОР на координатные оси 
представить в виде
©Рх = я&А , ®Ру = , Щ - 
и окончательно
ОР = 2jZ3 ч .т .д .
Представления вектора в виде (6а) и (66) равносильны — одну 
запись можно заменить другой.
П р и м е р . Даны разложения векторов
a) jft = 2^- 5ег+ <ГЭ ; б) . Выписать
координаты векторов.
Сравнивая (6а) и (66), имеем a) * (2,-5,1) ; 6)1},- 
■ (3,0,-2). Равенство нулю второй координаты означает, что 
К.
В двумерном пространстве вводится единичный базис
(0,4)
и всякий вектор r~(x,ip имеет разложение
г = х ^  + . (7а)
В одномерном пространстве имеется единичный базис (4) 
и вектор ? =(х) выражается в виде
г = ъ%А . (76)
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8. Операции над векторами в координатной форме
I Найдем правила нахождения координат векторов et ± ^  , 
к«/ , если даны векторы в координатной форме а = ,
число V/ .
Векторы представим как разложения по осям
Jb -  ^  =  +  М *  А  •
^ . Сложим (вычитаем) векторы и используем свойства 
линейных операций (формулы (2) из 3 пункта) над ортами. 
Получим
й. ± Т - (тД, + и,12+ *>Д>) ± +y Ä + *А)=
- (*,± (<^±у2)\+ (*„+ •
Коэффициенты при ортах являются координатами вектора й ± 5- 
или
а ± т  = (*^хг, (8)
— координаты суммы (разности) двух векторов равны суммам 
(разностям) одноименных координат слагаемых векторов.
К/а • Аналогично предыдущему случаю
кл/ = к>(хД, + зь^=
или
#л* = (юл4, (9)
— при умножении вектора на число умножаются координаты век­
тора на это число.
Заключение. При выполнении линейных операций над векто­
рами выполняются аналогичные операции над соответствующими 
координатами векторов.
II Признак равенства двух векторов. Если а=  % ,то их 
проекции на оси координат равны:
= Л2 J ^4= 1$2.7 3t4“ *'2 (IO)
— у равных векторов соответствующие координаты равны.
III Найдем координаты вектора АВ = (х ,^ ,г )? заданного 
своими начальной и конечной точками А С ХА, И
ВСхв , 1^ в , 2,g) .
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Из рис. 10 видно, что га+АВ = г в или
4 ÄB-Fb-?a .
g Согласно формуле (8) разность 
имеет координаты
0 В Ге>~ Х^ В_0°Ат ^ ' У  А 9 *В~ " О  '
Следовательно, координаты вектора AB, 
Рис. 10 определенного начальной и конечной точ­
ками, равны разностям одноименных коор­
динат конечной и начальной точек вектора
* = * S T XA, * = 2-ь-*А_ (И)
П р и м е р ! . Даны векторы (3,-2,I), S-=(0,I,-I). 
Найти координаты вектора с = 2^-36- .
Проведем указанные операции над соответствующими коор­
динатами :
С®0,уО1*0- 2.(3,-2,1) - 3.(0,1,-1) = (6,-7,5) ;
С = (6,-7,5). К.
П р и м е р 2. Даны три вершины параллелограмма 
А(3,-1,2), В(132,-4), _С(—1,1,2) (рис. 4 на стр. 6 ).Най­
ти координаты вектора МВ = (х,у,а) и четвертую вершину
*>d) •
В примере 3 пункта было уже найдено
M B - j C A B - в с )  .
Координаты векторов AB и ВС находим по координатам вершин: 
AB * (1-3, 2—(—I), _-4-2) =» (-2,3,-6) ; ВС = (-2,-1,6). 
Координаты вектора MB будут равны х» (-2+2)/2 * 0, ^ =» 2, 
г = -6 и так MB» (0,2,-6). Так как^х=0, то МВ±0х. 
Вершину D найдем из условия CD = -AB. В координатах бу­
дем иметь x d-(H)=-(-2) или x D=/l . Аналогично будет = 
* -2, aD= 8. Четвертая вершина имеет координаты (1,-2,8). 
К.
П р и м е р  3. Даны вершины треугольника ACx^tj^"), 
e('x2^ 2.?z,2) » CCXj,^, 5ц) . Найти координаты точки
пересечения медиан (центра тяжести) треугольни­
ка.
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Решим эту задачу с помощью векторов (рис.
II).
Выразим вектор AM через BejcTopu^ AC и 
СВ сторон треугольника: AD = AC + CD *»
А 8 = АС + ^ ОВ . _  __
Рис. II Так как AM : MD = 2 --l то AM = 2MD и
ad = | a m .
Приравнивая выражения для AD имеем АС + ~СВ = |-АМ , откуда
АМ-^С2АС + СВ) .
Кроме того АС + СВ = AB и СВ = AB - АС .Теперь АМ=-|(АВ+АС) 
или в координатах
Хм - = -^ (Хо- X, + х3- Х„) —> Хм = -j (х4+ Xz+ Xj) . 
Аналогично получим остальные координаты. Окончательно имеем
аи“ »(*+Ч +*а>
— координаты центра тяжести треугольника равны средним ариф­
метическим координат вершин треугольника. К.
9. Деление отрезка в данном отношении
Пусть на плоскости дан отрезок F>P2 (рис. 12) и на линии 
отрезка взята точка Р . Число X , определяемое равенством
71 = - ^
рр»называется отношением, в котором точка Р делит отрезок Fjf^.
Если точка Р лежит внутри отрезка, то говорят о внут­
реннем делении и X > 0 . Если же точка Р находится вне от­
резка Р,Р2 , то говорят о внешнем делении и отношение счи­
тается отрицательным: X < 0 .
Например, на рис. II точка М делит отрезок AD в отно­
шении AM • MD = 2Н = 2, отрезок DA в отношении Я2=DM:МА* 
* 1 : 2 »  0,5. Точка D делит отрезок AM (внешнее деление!) 
в отношении \ъ -  AD • DM = -3 ; \ = -3.
Пусть на плоскости даны точки и из­
вестно отношение % = Р4Р : РР2 . Найти координаты точки де­
ления Р С х , •
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p ^ > 0 Решим эту задачу с помощью векто-
^--- - 2 \ < 0  Ров^рис.12).Так как ^р:р^=1и ^РН(%7
Р2 Р то F^ P = А.Р|э .Это векторное равенст­
во заменится двумя скалярными равен-
Р4 Р ^  ствами х-х^ = г(х2-х), >
(Гр = х  РР откуда находим » и tj .
А Координаты точки деления отрезка опре-
Рис. 12. деляются формулами
< ш  у
Обратите внимание на то, что на % умножается координата то­
го конца отрезка, к которому мы движемся при определении от­
ношения А, .
Частный случай. При делении отрезка пополам Л = \ и
*=*1121, Ч = . (13) у
П р и м е р . Даны точки Р/1,1) и РД7.4).Найти точ­
ку Р(х,^), которая I) два раза ближе к F| чем к Р2 ; 2) де­
лит отрезок R, Рг пополам.
1) Отношение 71= Р^Р; РР2= 4 : 2= 0,5. По формулам (12) 
находим х = 3, ^ =* 2.
2) Середина отрезка имеет координаты х= (1+7)/2 = 4,
Ц = 5/2. К.
10. Преобразование координат
Рассмотрим, как связаны координаты 'хючек на плоскости 
в разных системах координат. Ограничимся двумя случаями.
I Параллельный перенос осей. Пусть имеются две системы 
координат (рис. 13а): система (так называемая старая 
система) и новая система ОХУ , оси которой параллельны 
соответствующим старым осям. Начало новой системы имеет в 
старой системе координаты 0'(хО1 у0). Единицу измерения длин 
в обеих системах примем одинаковой. В обеих системах орты 
параллельных осей координат равны (на рис. 13а они обозна­
чены через и &2. ).
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Рис. 13.
Координаты произвольной точки Р в старой системе обоз­
начим через (х,^ ) » в новой — Они являются^ одновре­
менно и координатами радиусвекторов ©Р= (Х,^) ; 
вектор 00'= (x0Jip.Из рис. 13а видно, что 0Р=0СУ+0'Р или
С х Л + 1^ 0%) + ($ZA + .
После приведения подобных членов имеем
Из равенства соответствующих координат вытекают формулы,вы­
ражающие старые координаты через новые
Если известны старые координаты (х,и) , то выразим новые 
координаты через старые:
П р и м е р  I. Путем параллельного переноса осей за но 
вое начало координат взята точка ö'(2,-5). Найти координа­
ты точки Р в новой системе, если ее координаты в старой сис 
теме равны (-3,4).
Имеем х0= 2, <j0» -5 и х= -3, ij = 4. Согласно фор­
мулам (14а) получим I =» -3-2 = -5, У = 4+5 ■ 9. Точка 
имеет в новой системе координаты Р(-5,9). К.
(14)
X  = оь - ОС- (14а)
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II Поворот осей. Пусть новая система получена путем по­
ворота на угол ои против часовой стрелки ( ос > 0) вокруг 
общего начала координат (рис. 136). При повороте по часовой 
стрелке считается, что сх < 0 . Находим связь между коорди­
натами ( х, ij) точки в старой системе и новой — ( ).
С этой целью выпишем разложения радиусвектора ОР в 
обеих системах. Орты осей старой системы обозначены черев 
% t , - новой системы через . Разложения i
обеих системах дают один и тот же вектор ОР , то есть
<хЛл + .  (15)
Находим координаты новых ортов и в старой системе. 
Ими являются проекции векторов и на оси х и у :
Ik/Jcos ос — С050С • *, = I | cos (f -ос) = slrtoo ;
cos(^ + oc)=-6cri/(X j =COSOL .
Таким образом,
strux-e/2 ; ü2=-stn/oc-fy + cosoc-ež2 .
Точно также можно орты старой системы \  , Ъг выразить че­
рез орты новой системы: <?>.л v  ■ /_
гЛ9/ = СОбсС ; = ~ öüvoc • 2^Ä=S(>tcx; Ъ1У = собес ;
собос-к^- ьйъос-Убг ; . еи ъ а -^ -ь  cosa-K /2 .
Для нахождения зависимости старых координат через новые под­
ставим в правую часть равенства (15) разложения новых ортов 
в старой системе и сгруппируем слагаемые; в результате по­
лучим
-t- = (ЗВсобоо -  'У ьиг сс)^ + (Х&ыгос + У tos ос) С/2 .
Равенство соответствующих коэффициентов при ортах даст фор­
мулы, выражающие старые координаты через новые:
% = X  cos ос -  ‘Уасп/ос ,
~ „  ' (к»)^ = J tsu ioo+ ^ cosa  .
Если подставить в левую часть равенства (15) вместо 
и их выражения через и , то получим аналогично 
(проверить!) формулы, выражающие новые координаты через ста-
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рыв
96= X 'cosa + ^suvot , (166)
'У = - СС ailval + ^  COS ОС .
П р и м е р  2. Новые оси повернуты относительно старых 
на угол <%=%. Найти выражения старых координат произвольной 
точки плоскости ( ф , tj ) через ее новые координаты ( 9£ , У ) 
Используем формулы (16а) с учетом того, что cos‘% =  V V2,
. Тогда имеем
; ^ ='fe*+fe4; 
а-^СЕ-У); ^ ( Ж - И ) ) .  К.
П.р и м е р 3. Найти координаты точки Р в новой систе­
ме, повернутой относительно старой на угол ос = т/& f если ее 
координаты в старой системе равны (-2,3).
Воспользуемся формулами (166) и тем, что со5%= V3"/2., 
боа = 1h . Получим
ж = ^ _ Ё + 3_1=1(э-2УЗ),
<y = ^ i  + lJ2=^(2 + 2.ß) . К.
II. Скалярное произведение векторов
Для векторов вводятся различные операции умножения.
I Пусть даны векторы сс и I и угол ф между ними. 
Определение. Скалярным произведением векторов а и В- 
называется число cL-T, равное произведению длин этих векто­
ров, помноженному на косинус угла между ними:
^  a • 5- = a&cosif . (17)
Скалярное произведение обозначается и в виде ( а , ? )
или < ci 7 J- > .
Скалярное произведение равно нулю в следующих случаях:
1) один из множителей есть нулевой вектор;
2) множители перпендикулярные векторы.
Действительно, если а = 0 или &- = 0 или^-^то из (17)
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следует, что ci • k = 0 .
Скалярное произведение положительно, если 0 4 ^-^% и 
отрицательно, если /^Ч Ц> 4 % .
Теорема. Скалярное произведение двух векторов равно про­
изведению длины одного вектора на проекцию другого вектора 
на направление первого:
а - ß- = . (18)
Доказательство. По определению проекции вектора (формула 
(4)) njv^ = &-СО&Ц) или = oicosq?. Подставляя в формулу
(17) вместо асобср (или 1гсо51р ) выражение проекции,получим 
действительно равенство (18), ч.т.д.
Свойства скалярного произведения:
1) и, - &•=&-• Е j
2) а-(к!) = К/(а-Т) ; (19)
3) а-(Л + о)=с1 -&'+а-Е.
Правильность первого свойства следует из определения
= ß'Ctcoeq) .
Второе равенство можно доказать следующим образом:
= 10(0.11^ ^ )  = 1б(с1- И  .
Докажите сами третье свойство.
Скалярное произведение вектора я/ на самого себя назы­
вается скалярным квадратом вектора и он равняется
а • а = а2 .
П р и м е р . Дано 1&|= 8,_JH = 4- _ и угол между этими 
векторами ц?=2х/з. Найти 2) , 3) ujudel .
По формуле (17) имеем й  • fr = 8 • *fcos 20С/з = - 46 . По фор­
муле (18) найдем
"|4 U ¥  = - f - 2 ’ к. V L S
II Выведем правило нахождения скалярного произведения, 
если векторы даны в координатной форме:
Сначала найдем скалярные произведения ортов осей коорди­
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нат по правилу (17):
V^,= V Т 4= W  = М  • со&0= \ • ,^20J
%' е,2= ^ 2^ \ =  4 • 1 * соьх/2 = 0 .
Теперь представим векторы а и_ Т через компоненты и вычис­
лим скалярное произведение а-&- , используя свойства (19):
а - 1 = (х„&, + • ( х А + ^ А +  *Аз)=
= * ^ А г  V  ^ А Л *
+ у«»А- ^  ^ А  А +
+ ^ Х 2ь3- Ъл+ а^Аэ ^2+ W j A  •
Согласно (20) произведения одноименных ортов равны I,осталь­
ные произведения — 0. В последнем выражении сохраняются лишь 
подчеркнутые слагаемые и получим правило
0/-?= (21)
- скалярное произведение векторов равно сумме произведений 
одноименных координат векторов.
Частный случай. Пусть &- = а.Тогда й-а,= х Ч ^  + г,2. С дру­
гой стороны я/ • и/ = и?. Получим правило нахождения длины векто- 




Следствия. I) Расстояние между двумя точками А(ха,^ Д)2,а)и 
В(ха1^ в»*в) равно
AB = \/Схв- х / + (^ ь- ^  + (гв- ' , (23)
так как АВ=|АВ| и AB = (*в-хА, у6-^А, г,ь-*А) . '
ч 2) Косинус угла между двумя векторами равен
a - i r  0СЧХ 2 +  ^ ' У а +  *>АЪ 2.cosif---г - ----— ------ (24)air a/6r
где л и fr вычисляются по формуле (22). Формула (24) выте­
кает из сопоставления правых частей равенств (17) и (21).
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П р и м е р _2. Вычислить скалярное произведение векто- .
ров 6% и £ = 5&z- и косинус угла между
ними,,
Векторы имеют координаты а = (2, 3, 6), ? - (О, 5,-12) 
и согласно формуле (21) ~а-Т = 2-0 4- 3*5 + б-(-12) * -57.
Векторы имеют длины ot= /2е + 3^ + 6' = 7, £ * 13 и по 
формуле (24) получим 57
eoaif» - у .хз = - -дг *
Так как косинус угла отрицательный, то угол между век­
торами тупой. К.
I2. Условия коллинеарности и перпендикулярности векто­
ров. Направляющие косинусы
Пусть даны векторы &= ъ4) и fr = (х2? st,*) .
Выясним, каким условиям удовлетворяют координаты векторов в 
случае их^коллинеарности и перпендикулярности.
I а I в-. Если векторы коллинеарны, то они параллельны 
одной прямой и согласно правилу умножения вектора на число 
можем написать , где и некоторое число. Тогда и
= к/Х2 , ^4== кл)2 , *,= или,исключая коэффициент х , 
имеем
Цг.
— соответствующие координаты коллинеарных векторов пропор­
циональны.^
II а± fr . Если векторы ^ перпендикулярны, то их скалярное 
произведение равно нулю: а,- 5- = 0.Запишем это в координатной 
форме:
XtX2+ ^ 2.+ 0 (26)
— сумма произведений одноименных координат перпендикулярных 
векторов равна нулю.
Регжм следующую задачу. Дан вектор а = (х, ij, *) . Найти 
координаты единичного вектора £-(1е1М) по направлению а: 
e^tta . По формуле (3) из 3 пункта г-= %l ■ а и следовательно
к Л  = (—  — ) (27)V а ’ а ’ оьу '
(25)
4 25
П р и м е р ! . Проверить, какие из векторов л= (-4,2Д  
&- = (4,-2^ -3), с= (2,i,0) коллинеарны? перпендикулярны?
Векторы ÜIIS- , так как -1:1 = 2: (-2) - 3:(-3). Векторы 
^  4f с , так как -1:2 £ 2:1 ^ 3:0.
Скалярное произведение а-с = -2 + 2 + 0 = 0, т.е. ctJ-O. 
Также Tic. К.
III Направление вектора можно задать и с помощью углов 
ос , jb , у  , которые вектор составляет с осями координат. 
Косинусы этих углов называются направляющими косинусауи век­
тора cos ос , cos/Ь , cosy . Выведем правило их нахождения, 
если вектор задан в координатной форме ci = (x,^,2;) .
Мы знаем (п.4 и 7J, что с одной стороны проекция векто­
ра на координатную ось равна произведению длины вектора на 
косинус угла между ними и с другой координате вектора. Для 
оси х (аналогично для  ^ и г ) имеем ctcosoo = х 7 откуда
= • (28)
Если возвести эти равенства в квадрат и складывать, то
*2+ /  + *2 а2 , 
а* " а2
или направляющие косинусы любого вектора удовлетворяют усло­
вию
СО5200 + C062Jb + С062<у = /| .
Сравнение формул (27) и (28) показывает, что координаты еди­
ничного вектора по направлению вектора cl равны направля­
ющим косинусам этого вектора:
Ъ ~ (собоо, cos|b, cos .
П р и м е р  2. Дан вектор а = (-4, 3, 0).Найти его на­
правляющие косинусы и единичный вектор по направлению Е . .
Длина вектора й = f l 6  + 9 + 0 ' =. 5. Направляющие ко­
синусы и единичный вектор таковы:
а*а = -|, соб у  = 0 $ Z О) . К.
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13. Векторное произведение векторов
I Определение. Векторным произведением векторов а и  ^
называется вектор а,4"? , удовлетворяющий следующим усло­
виям:
1) он перпендикулярен к плоскости, построенной на дан­
ных векторах;
2) его направление определится правилом правой руки: 
при повороте первого множителя на второй по меньшему углу 
вектор & * 6- направлен в сторону перемещения оси винта;
3) длина ! ci * (И равна произведению длин множителей 
и синуса угла между множителями:
И/Х-&- ^ I л, * И  = ai-sUi ip . (29)
Характерные элементы определения указа- 
> ны на рис. 14.
IЕ х \  I этого определения следует, что 
длина вектора ct * Ь- численно равна 
площади параллелограмма,построенного на 
Рис.14. множителях а и Т :
| а * ^| = S .
Примечание. Обозначение & * V часто произносят N и- 
крест S'". В литературе используется и обозначение [а, fr] . 
Векторное произведение равно нулю Е * fr = 0 , если
1) один из множителей нулевой^вектор (или & = 0 или 8- =« 0);
2) множители коллинеарны а I fr (ц> = 0 , ж) .
Это следует непосредственно из (29). _
Сравнивайте условия, когда ci *Т = 0 , a-fr=0 и произ­
ведение действительных чисел et • Б- = Of 
Свойства векторного произведения:
1) при перестановке множителей знак векторного произве­
дения меняется на обратный:
fr*aj
2) a x (vi)= «,(&* fr) • (30)
3) a*(t, + c)= .
П p и M e p I. Найти длину векторного произведения
I а/ *Т| , если I) ct= 6, fr = 5 и угол между ними ip = x/6 ',
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2) oi/= 10, 2, E - lr = 12.
1) По определению векторного произведения
lE*ll = 6-5-slnf = 45 .
2) Необходимо найги ьиг . По известному скалярному 
произведению Е-1г узнаем
4_
5С 0 3  ц? a-'lr \2 = Ъ_ air 40-2 5 
4
и sui ш = \| 4 - cx)s^^~
Теперь 1сСхИ=40-2--^=46. К. ^
II Выведем правило нахождения O/xlr , если множители за­
даны в координатной форме а = (х^, ^ , &ч) , ^ = (х2, , &2) . 
Предварительно найдем векторные произведения ортов осей
координат:





2 w4 3^ 5
исходя из определения векторного произведения. Например,
= 4-4- &1лъх/2 ^ \ и %h * Т-г
по правилу правой руки направлен по \  (по оси ъ ). Теперь 
представим множители а/ и ^ через компоненты и перемножим 
с учетом свойств векторного произведения (30):
ъ Л  = («Д, + цл\ +  ь,Ь3) х С х Д  + + i2e;3) =
- х„х^х V
+ ^ x aV $ ,  + м А х 4  + ^ 4 V V
+ ^  xz V  V + А х ? 2 + ^  * А  * •
Учитывая формулы (31а) и (316) и собирая подобные слагаемые, 
получим
Ü *1 = C ^ V  j)^ + Оь,х2- х ^ 2)е/2+ Cx,cj j, - ^ х 2У£5
или
а..= «г)||Ъ * а Ч< 1•> 2^ ^2 Х2 ytj
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где координаты вектора я, * записаны в виде определителей 
второго порядка.
Координаты вектора И 4  удобно найти с помощью опре­
делителя третьего порядка, в первой строке которого орты 
осей координат, во второй и третьей - координаты первого и 
второго множителей. Координаты вектора получаются при 
разложении определителя по первой строке:





П р и м е р  2. Найти векторное произведение векторов 
<х -■ (0, 5, I) и V= (-3, 2, I) и площадь параллелограмма, 
построенного на этих векторах.
Представим векторное произведение в виде определителя и 




О 5 1 
-3 2 \
= Зс^  - Зс/2+ = (3, -3, 45)
Площадь параллелограмма S = la*lrI = \^ 32+(-2'f + 452' = \j24-3'. K.
§ 2. ПРЯМАЯ НА ПЛОСКОСТИ
I. Уравнение линии на плоскости
Под линией (кривой) на плоскости понимают геометричес­
кое место (множество) точек, обладающих определенным свойст­
вом, исключительно им присущим.
Например, I) окружностью называется множество точек, 
равноудаленных от центра;
2) перпендикуляр, проведенный через середину отрезка 
есть прямая, калдая точка которой равноудалена от концов 
этого отрезка.
В аналитической геометрии выражают свойство, присущее 
точкам линии, при помощи уравнений, связывающих координаты 
точек. Говорят об аналитическом представлении линии.
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IПусть нами определена на плоскости некоторая линия. Вы­
берем на этой плоскости определенную прямоугольную систему 
координат Оху . Возьмем на кривой произвольную (текущую) 
точку Р , координаты которой обозначим через х и и на­
зовем текущими координатами. От точки к точке эти координа­
ты меняются не произвольно, а таким образом, чтобы было вы­
полнено общее для всех точек линии свойство. Другими слова­
ми, координаты текущей точки Р(я,^ ) линии связаны и эта 
связь выражается в виде определенного уравнения.
Уравнением линии называется такое уравнение
между переменными х и ^ , которому удовлетворяют координа­
ты любой точки этой линии и только эти.
П р и м е р ! . Дано уравнение cj - х2=0. Проверить, про­
ходит ли эта линия через точки 0(0,0), А(-2, 4), В(1,-4).
Для проверки подставим в уравнение вместо х и ^ соот­
ветствующие координаты точек и выясним, сохраняется ли ра­
венство . Для точек О и А имеем 0 - 0=0, 4 -(-2)^ = 0 - 
эти точки лежат на данной линии. В случае точки В получим 
-4 - 'I* ^  0 - точка не принадлежит данной линии. К.
Рассмотрим, как составить уравнение линии. Это состоит 
из следующих этапов. I) Выберем систему координат и возьмем 
текущую точку РОх,^) в предположении, что она находится на 
линии. 2) Найдем согласно геометрическим свойствам линии 
связь между текущими координатами и заданными величинами.
3) Упростим полученное уравнение.
П р и м е р  2. Составить уравнение линии, точки кото­
рой удалены от оси ординат на два раза больше чем от оси 
абсписс.
V F(ot,^)=0
Рис. 15. Рис. 16
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На рис. 15 указана система координат и выбрана текущая 
точка P(x,tj) с расчетом, что Р2Р = 2R,P . Так как Р2Р =
= 0Р4 = х и R, Р = 0Р2 = ^  , то получим х = 2^ или x-2tj=0. 
Это есть уравнение прямой. К.
П р и м е р  3. Составить уравнение окружности радиуса 
R с центром в точке С(х0,<^о). На рис. 16 указаны система 
координат и точка С . Возьмем от С на расстоянии R теку­
щую точку P(x,ij) . Согласно определению окружности СР= R . 
Находим расстояние между точками С и Р по формуле
СР = \ [ (ъ -х 0)2 + ( у - у 0У  .
Уравнение окружности примет вид
(^ос,-т0 2+ = R
или после возведения квадрат обеих частей равенства
(х-х0)2+(^-<р2* R2 . K. (I)
Рассмотрим решение обратной задачи: по данному уравне­
нию линии 0построить линию. С этой целью дадим одной 
координате (например х) числовое значение х0 и поставим в 
уравнение. Затем решим уравнение относительно  ^ и получим 
^ . Таким путем мы получили пару значений С.х0, ко­
торая определяет точку линии Р0(х0,^ 0\ Аналогично находим 
координаты необходимого числа точек линии. Эти значения це­
лесообразно привести в таблице
х Х„ X,
Ч 4 ° ^
Затем выберем систему координат и построим точки Р0(х0 ,^0), 
Р^,^)и т.д. Соединяя эти точки плавной линией, получим 
геометрическую линию. Например, для построения прямой до­
статочно найти лишь две точки и провести через них прямую. 
Уравнение F(«,ij)=0 может определить или бесконечное множест­
во точек (тогда имеем линию) или конечное множество изоли­
рованных точек (даже одну точку) или даже ни одной точки.
П р и м е р ы .
4) Уравнение х2 + ц г = 9 определяет окружность с цент­
ром в начале координат 0(0,0) радиуса 3 (сравните с форму­
лой (I)).
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5) Уравнение удовлетворяется лишь при зна­
чениях x=Q , у = 0 - уравнение определяет лишь одну точку
6) Уравнению х2+<^-Н=0 не удовлетворяет ни одна 
пара действительных чисел — данное уравнение не определяет 
никакой линии. К.
2. Основные задачи, решаемые с помощью уравнения линии
Опишем в общих чертах некоторые задачи,решаемые с помо­
щью уравнения линии.
I Проверить, находится ли точка Р0(х0,^ )на линии F(x,<p= 0.
Для проверки подставим координаты точки в уравнение ли­
нии. Если равенство удовлетворяется, то точка находится на 
линии, в противном случае нет. Так мы и поступили в примере
I предыдущего пункта.
II Известно, что точка Р0 с абсциссой х0 находится на 
данной линии F(x,y)=0. Найти ординату этой точки.
По определению уравнения линии координаты точки Р0 
должны удовлетворять уравнению линии. Поэтому подставим в 
уравнение х=х0 и решим полученное уравнение F(xo,ip=0 от­
носительно ^ . Решение обозначим через .
Аналогично происходит нахождение абсциссы точки линии 
по известной ординате, т.е. абсцисса х=х0 является решением 
уравнения F(x,ijo)=0.
III Найти точки пересечения линии с осями координат.
Находим точки пересечения с осью х . Точки оси х имеют
ординату ^=0, Данная задача сведена к II задаче: абсцисса 
точки пересечения линии с осью х является решением х= х0 
уравнения F(x,0)=0 и точка пересечения имеет координаты 
А(хо,0). Если это уравнение имеет несколько решений,то ли­
ния пересекает ось х в нескольких точках; при отсутствии 
решения таких точек нет.
Аналогично находим ординату ^ = точки(ек) пересече­
ния линии с осью ^ путем решения уравнения F(0 , гр = 0 . 
Обозначим точку пересечения с осью ^ через ВС 0. <^0) .
0(0,0).
Вместо того, чтобы говорить о линии с уравнением 
будем часто говорить о линии F(x,tj)=0 .
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IV Даны уравнения двух линий F1('*,<p = 0 и 0 . 
Найти точку(и) пересечения этих линий.
Точка пересечения двух линий лежит одновременно на обеих 
линиях и следовательно, координаты этой точки должны удов­
летворять обоим уравнениям. Координаты точки пересечения по­
лучим путем решения системы уравнений
f 0 , 
lFt(*,y) = 0 .
Если система имеет решение % = х0 , t| = ij0 , то имеем точку пе­
ресечения При нескольких решениях имеем несколь­
ко. точек пересечения; в случае бесконечного множества реше­
ний линии совпадают; при отсутствии решений линии не пере­
секаются.
V Исследовать симметрию линии F(x,^)=0 относительно 
осей координат и начала координат.
Симметричная к точке P(x,ip точка относительно оси у 
имеет координаты &(-х7<р, относительно оси х - R0j>,-^)h от­
носительно начала координат S(-x7-tp .
Считая точку с текущими координатами (x,tp принадлежащей 
данной линии, в случае симметрии линии относительно оси ij 
должны уравнению линии удовлетворять и координаты (-х,1р  . 
Следовательно, для выяснения симметрии линии относительно 
оси ^ следует в уравнение линии подставить вместо х зна­
чение -х. Если равенство F(-x,^)=0 сохранится, то линия 
симметрична относительно оси ц , в противном случае нет.
Аналогично при проверке симметрии относительно оси х 
следует проверить выполненность равенства F(x,-y) = 0 и от­
носительно начала координат проверить равенство F(-x,-y)=0.
Иллюстрируем решение описанных задач примерами.
П р и м е р  I. Дана линия ^ * х2-4 . Найти I) точки 
пересечения линии с осями координат, 2) координаты точек 
линии,имеющих а) абсциссу х = -3; б) ординату ^ = 3.
3) Выяснить, симметрична ли линия относительно осей коорди­
нат.
I) Подставляя в уравнение значение х = 0 , получим сразу 
у * -I. Линия пересекает ось  ^ в точке R,(0,-/l). Подстав*-
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ЛЯЯ туда же ^ — 0, получим уравнение х2 - 4 = О 7 решениями ко­
торого являются X = ± 4. Таким образом, данная парабола пе­
ресекает ось х в двух точках Рг(Н,0) и PÄ(4,0).
2) Подставляя в уравнение х =* -3 имеем  ^= 8 — точ­
ка линии имеет координаты (-3 , 8); в случае б)получим урав­
нение 5 = х2- 'I , решениями которого являются х = ± 2.Это оз­
начает, что на линии имеются две точки Р4(- 2,3') и F^(2.,2>) с 
равной ординатой.
3) Исследуем симметрию относительно оси ^ .С этой целью 
заменим в уравнении х на -ос : ^ = (-x)4-i . Так как (-х) = х ? 
то уравнение линии сохраняет прежний вид - линия симметрична 
относительно оси .
При исследовании симметрии относительно оси оь заменим 
^ на = х г - \ . Это уже не совпадает с исходным
уравнением ^ = »*-4 - линия не симметрична относитель­
но оси х . К. 2 и2
П р и м е р  2. Найти точки пересечения линии -д --  \ 
с осями координат.
Ось х : примем ^ = 0 => х 2=9 => х  = ± 3. Линия пере­
секает ось ос в точках А(-2>,0 ) 7 В(5,0).
Ось ^ : примем X = 0 =*> = - Н . Это уравнение реше­
ний не имеет - линия не пересекает ось ц . В дальнейшем бу­
дет показано, что линия с данным уравнением является гипер­
болой. К.
3. О способах определения положения прямой
Рассмотрим прямую на плоскости и совместим с этой плос­
костью систему координат Оху . Положение прямой относитель­
но выбранной системы координат можно определить разными спо­
собами. Опишем некоторые из них.
I Даны одна точка Р0 прямой и вектор ä , к которому 
прямая параллельна. Этот вектор называется направляющим век­
тором прямой (рис. 17а).
II Известны одна точка прямой Р0 и вектор п .перпенди­
кулярны й к прямой. Этот вектор называется нормальным векто­
ром (рис. 17а).
III Через две заданные точки Р1 и Ра можно провести
34
лишь одну прямую (рис. 176).
1У Прямая определена, если известны отрезки ОА и ÖB, 
которые она отсекает на координатных осях.Эти отрезки обыч­
но называются начальными отрезками - начальная абсцисса 0A=ct 
и начальная ордината = fr. Исключением является слу­
чай, когда прямая проходит через начало координат, так как 
для всех таких прямых а* 0 , ^ = 0 (^рис. 176).
») S')
V Ориентацию прямой можно определить с помощью угла ои 
между осью х  и прямой. Задавая еще начальную ординату £ , 
прямая однозначно определена (рис. 17в). Угол cl называется 
углом наклона прямой и его тангенс называется угловым коэф­
фициентом прямой
ian Oj = v> .
Угловой коэффициент не определен для прямой, параллельной
оси ^ (л/ = ъ/2.) .
VI Положение прямой может быть задано и комбинацией 
данных: известны одна точка прямой и направление прямой че­
рез угловой коэффициент ч (рис. 17г).
Описанные способы задания прямой являются основными. В 
последующих пунктах составляем уравнения прямой в зависи­
мости от способа задания прямой.
5*
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4. Каноническое уравнение п р я м о й
Прямая проходит через точку P0(oo07tj0) и параллельна на 
правляющему вектору £ = (t,nv) (рис. 17а).
Составим уравнение прямой. Возьмем на - прямой текущую 
точку P(x,ij) и образуем ректор Р0Р = (х-оь0т^~У°)-Д** ка*Д° I 
точки Р прямой вектор P0PllX. Условие коллинеарности векто­
ров выразится в виде
РТР = t* ,
где параметр ^ меняется вместе с изменением положения точ­
ки Р . Для коллинеарных векторов соответствующие координа­
ты пропорциональны:
. (2)I nv
Полученное уравнение называется каноническим уравнением пря­
мой.
Рассмотрим частные случаи.
а) Пусть направляющий вектор А параллелен оси X (рис. 




Появилось деление на 0. Как это истолковать? В данном слу­
чае прямая параллельна оси х и все точки имеют ординату, 
равную = д^ о• Это означает, что и числитель равен ^ = 0. 
Это и является уравнением прямой.
б) Вектор £ параллелен оси ^ . Тогда д = (0,т) и ана­
логично предыдущему случаю из канонического уравнения
х - х 0 ^j~^o 
Ö m
следует х - х0 = 0 .
Если прямая совпадает с осью х , то ij0= 0 и прямая имеет 
уравнение ^ = 0 . Уравнение прямой, совпадающей с осью и 
есть х = 0 .
36
П р и м е р ы . I) Составить уравнение прямой,проходящей
через точку Р0(3,-2) параллельно вектору £=(-2,4).
Согласно формуле (2) напишем каноническое уравнение 
х-З. И1га х-Э _ п
_2 “ /1 или -2 ^
После упрощений получим х •+■ 2^ + \ -  0 .
2) Составить уравнение прямой, проходящей через точку 
Рв(М) параллельно оси х .
Прямая отсекает на оси отрезок и согласно рас­
смотренному частному случаю имеем уравнение -^4-= О или
5. Уравнение прямой, заданной двумя точками. Уравнение 
прямой в отрезках
I Составим уравнение прямой, проходящей через точки 
BiOx,,^ ) и P2.(xz,^ 2)(рис. 176). В данном случае примем за на­
правляющий вектор прямой вектор РЛ~(х*-*4,^-<р. Мы можем 
воспользоваться каноническим уравнением прямой в виде (2), 
принимая за заданную точку прямой точку Р^ (или Р2 ). Полу­
чим Л ,  , 1*"*4
* 1 - * 4  < ^ 4  ’
( 3)
которое называется уравнением прямой, проходящей через две 
заданные точки.
Частные случаи, а) Если оказывается, что то
точки Р^ и Pj, лежат на прямой, параллельной оси х .В урав­
нении (3) следует приравнять нулю и числитель и уравнением 
прямой является х-х,,= 0, б) Если оказывается,что 
то прямая параллельна оси ^ и уравнение прямой имеет 
вид 0 •
II Пусть заданы отрезки ot и (г , отсекаемые прямой на 
координатных осях (рис. 176). Эти отрезки определяют две 
точки прямой А(а,0) и B(0,fr). Уравнение прямой можем со­
ставить согласно (3) в виде
или - £  + 1 =4 ,-а V Я/ Б- ?
которое перепишем в виде
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*- + .1= 4 (4)Я/ fr
Это и называется уравнением п р ям о й в отрезках.
Если прямая параллельна оси х , то говорят, что прямая 
пересекает ось х в бесконечно удаленной точке и иногда за­
писывают et = оо . Точно также fr = 00 , если прямая парал­
лельна оси <4 .
П р и м е р ы . I) Составить уравнение прямой,проходящей 
через точки 1^ (2, - 5) и Р201,з) •
Согласно уравнению (3) напишем
х - 2  <Н-« Х - 2 . Г 5
которое можно преобразовать к виду
8 х + ^ - М =  0 .
2) Прямая отсекает на осях отрезки ct = -4, fr = 3 . 
Составить уравнение прямой.
На основании формулы (4) имеем
+ или Зх - + 42 = О .
3) Дана прямая уравнением Ч-х - Ъ\^ + \2 * 0 . Представить 
это уравнение в виде уравнения в отрезках.
Начальные отрезки легко найти как координаты точек пере­
сечения прямой с осями координат.
Приравнивая ^ = 0 , получим Чх + 42 = О, откуда х«=-3. 
Прямая пересекает ось х в точке Р,(-3,0) и а = -3.
При х=0 имеем -3<^-Н2 = 0 и ^ = 4, т.е. начальная ор­
дината равна fr = Ч- . Уравнение прямой в отрезках имеет вид
-3 Ц
4) Найти начальные отрезки прямой Зх + 5 = 0 .
Данная прямая параллельна оси ^ , т.к. уравнение не со­
держит переменной ^ . Начальная абсцисса х=-5/3, начальная ор­
дината отсутствует (или fr = oo ). к.
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6. Уравнение п р я м о й, заданной угловым коэффициентом
и начальной ординатой
Составим уравнение прямой, если известны угловой коэф­
фициент к, = tarva и начальная ордината fr (рис. 17в). Зна­
ние "ton/О/ равносильно знанию самого угла ос . Сначала со­
ставим каноническое уравнение прямой и затем перейдем к за­
данным величинам. За,данную точку прямой примем точку пере­
сечения с осью ^ - Рв(0Д). За направляющий вектор % пря­
мой примем единичный вектор, составляющий с осью х угол оь. 
Тогда этот вектор определен своими направляющими косинусами 
Z = (to&cL,süva). Согласно (2) уравнение прямой имеет вид
— — --= ^ ---- ИЛИ £, = U — (у/ .oose* ылгоо соьос а
Выражая отсюда ^ , и учитывая, что = tcwvot = v>, получим
^ = их + fr- , (5)
которое называется уравнением прямой с заданным угловым 
коэффициентом и начальной ординатой.
При «,>0 прямая составляет с осью х острый угол, при 
^ < 0 — тупой угол, при 4 = 0 прямая параллельна оси х . 
Если Ь1 > 0 , то прямая пересекает ось ^ выше начала коор­
динат, при - ниже. Если fr =* 0 , то прямая проходит 
через начало координат и ее уравнением послужит
^ = мль . (5а)
Рассматривая равенства (5) и (5а) как линейную функцию 
и пропорциональную зависимость, соответственно, можем ска­
зать: I) графиком линейной функции является прямая; 2)гра­
фик пропорциональной зависимости есть прямая,проходящая че­
рез начало координат.
П р и м е р . Составить уравнение прямой, составляющей с 
осью х угол Ля 60° и имеющей начальную ординату 6.
Находим угловой коэффициент прямой Ч/ = tan 60° = \[?>. Со­
гласно уравнению (5) имеем х + 6 . К.
7. Уравнение прямой, проходящей через данную т о ч к у
в заданном направлении
Составим уравнение прямой, проходящей через точку Р0(х0,»р
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и имеющей угловой коэффициент м (рис. 17г).
Уравнение прямой составим аналогично предыдущему случая* 
Подставляя координаты данной точки Р0(ф0,^и координаты еди­
ничного направляющего вектора л = (со^ л, ьй-voc) в каноническое 
уравнение прямой (2), имеем
Хо- = ^  • (х-ХоУЬшТ/Л' = 'Ч-'Чо или (Ю60С &Ш/СХ ’ 3 d (6 )
4б(х-х0) ,
которое называется уравнением прямой, проходящей через дан­
ную точку в заданном направлении.
П р и м е р ы . I) Составить уравнение прямой,проходящей 
через точку f-J>(2, -3) и имеющей угловой коэффициент и= 2. 
Согласно формуле (6) имеем
у+3 = 2(х-2) или Z x - ц - }  = 0 .
2) Составить уравнения прямых, проходящих через точку 
Р0(3, -4) параллельно осям координат.
Прямая, параллельная оси х, имеет угловой коэффициент 
= 0 и из формулы (6) следует, что. ^ + 4=0 .
Для прямой, параллельной оси у угловой коэффициент не 
определен ( ъ  = ) и формула (6) не применима. Все точки 
требуемой прямой имеют абсциссу х = 3 и уравнением служит 
х- 2> = 0 . к.
8. Общее уравнение прямой
I Составим уравнение прямой, определенной одной точкой 
Р0(х0,^ о) и нормальным вектором rl = (A,B) (рис. 17е).
_ Взяв на прямой текущую точку P(x,tp, построим вектор 
Р0Р * (х-х0 , • Для любого такого вектора Р0Р 1 Я . По
признаку перпендикулярности векторов
я  - рГр = 0
или в координатной форме имеем
А(х-х0)+ В(^-^0) = 0 . (7)
Раскроем скобки и обозначим - Ах0-Ву0=С.Тогда получим урав­
нение
Ах+ В^ + С = О , (8)
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которое называется общим уравнением прямой
Подчеркиваем, что в общем уравнении коэффициенты А и В 
можно всегда истолковать как координаты вектора нормали к 
прямой.
П р и м е р  I. Составить уравнение прямой, проходящей 
Через ТОЧКу F^ (-3, 4^  тт№ппрнттиюгл«тпнп к nPKTrmv Tl
П р и м е р  2. Даны уравнения прямых Зх+4=0 и ^ -5=0. 
Найти их нормальные векторы.
Уравнение Эх-+-4=0 перепишем в виде общего уравнения 
прямой Зх+0^ + Ц = 0  и одним нормальным вектором служит 
пч = (3, 0). Нормальным вектором может послужитьи любой кол- 
линеарный с ним вектор Ълъл (А/+0) .
Во втором случае примем за нормальный вектор па=(оДк.
II При составлении уравнения прямой ему обычно придают 
один из видов:
Объясним, как из общего уравнения прямой найти угловой 
коэффициент и начальную ординату. Для этого надо общее урав­
нение прямой решить относительно ^ :
— угловой коэффициент прямой, заданной общим уравнением, 
равно отношению коэффициентов при х и ц ,взятому с обрат­
ным знаком.
Если В=0 , то угловой коэффициент к, не определен; в 
этом случае прямая параллельна оси .
П р и м е р  3. Найти угловые коэффициенты следующих 
прямых: I) 2х - Зу + I = 0; 2) 6х + 7у + 2 * Q; 3) Зу - 
- 4 = 0 ;  4) 5х - 8 = 0.
I) Решим уравнение относительно ^ :
Согласно формуле
2х- t| + -10 = 0 . К.
Ах + В^ + С= 0 j
tj = Vj% + Ir .
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-га = -2*-4; 4= | x +i-=> «,=•§-.
2) Разделим коэффициент при х на коэффициент при ^ и 
ПОЛуЧИМ Vj = - Q/j .
3) Находим ^ = или ^ = 0 - х /^з =» «/=0 .
Можно рассуждать и так: уравнение не содержит х — прямая 
параллельна оси t и а =0 и и =0 .
4) Данное уравнение нельзя представить в виде ^=«/X+lk 
Угловой коэффициент не определен ( к = ° ° ). По-другому: 
прямая х = 8/5 параллельна оси t| и и не определен.
9. Исследование общего уравнения прямой
I Начнем с теоремы, определяющей порядок уравнения пря­
мой.
Теорема. В двумерной прямоугольной системе координат 
всякая прямая определяется линейным уравнением
Ах + + С = О
и наоборот, всякое линейное уравнение, у которого хотя бы 
один из коэффициентов А, В не равен нулю,определяет прямую.
Доказательство. В пункте 8 было составлено общее урав­
нение прямой в виде (7), которое линейное уравнение. Это и 
служит доказательством первой половины теоремы.
Докажем и вторую половину теоремы. Пусть точка Р0(ос0? 
удовлетворяет линейному уравнению: Ахо+Вуо + С = 0  .
Вычтем это равенство из уравнения Ах + В^ + С = 0 ; получим
А(х-х0) + В(^- = 0 или Ах+В^ + С=0,
которое с одной стороны, является уравнением прямой вида (7) 
и с другой стороны, совпадает с линейным уравнением Ах+ Ви+ 
+ С = 0 . Тем самым теорема доказана.
II Если А* О , В + 0 , С* 0 , то прямая отсекает на ос­
ях координат отрезки, отличные от нуля и прямая пересекает 
обе оси координат, не проходя через начало координат.
Исследуем, как зависит расположение прямой относительно 
осей координат в зависимости от того,если в уравнении неко­
торые коэффициенты равны нулю.
При равенстве нулю всех коэффициентов уравнение теряет 
смысл.
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Пусть лишь С = 0 . Уравнение примет вид
Ах+В^=0 или , где ю = -А/В.
Прямая проходит через начало координат, т.к.начальная орди­
ната &■ = 0 .
Пусть лишь В=0. Уравнение Ах+ С = 0 можно преобра­
зовать к виду х = - С/А = х 0 - прямая параллельна оси ^ .
Пусть лишь А = 0 . Уравнение В^ + С = 0 преобразуется 
к виду ij = -C/B= ^ 0 - прямая параллельна оси х .
По двум последним частным случаям делаем вывод: если в 
уравнении прямой отсутствует одна из переменных, то прямая 
параллельна одноименной оси координат. При А = С= 0 имеем 
В^ = 0 или 4 = 0 - прямая совпадает с осью х .
При В = С= 0 имеем х = 0 — прямая совпадает с осью .
III Поясним на примерах, как удобно построить прямую 
по заданному уравнению. С этой целью найдем точки пересече­
ния прямой с осями координат (если они существуют): прирав­
ниваем х = 0 и находим начальную ординату = - С/В = (г и так­
же при ^ = 0 - начальную абсциссу х = -с/А=а.0ни определяют 
две точки прямой РА ( 0, &•) и Р^ Са, 0) и через них проведем 
прямую.
П р и м е р ы . Построить прямые I) Зх - 4у + 12 = 0;
2) 2х + Зу = 0; 3) 5х - 8 а 0; 4) Зу + 7 = 0.
I) При х= 0 получим 1^ = 3 ; при ^ = 0 имеем х=-4.На­
чальные отрезки равны а = -4, &- = 3. Прямая проходит че­
рез точки R|(-4, 0) и Р2(0* 3) (рис. 18).
2) Свободный член С = 0 — 





мая проходит через точку
Рис. 18. 3) В уравнении отсутст­вует vj - прямая парал-
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лельна оси ^ : начальная абсцисса а = 8/'5‘ . К.
4) Прямая параллельна оси х $ начальная ордината •
10. 0 взаимном расположении двух прямых
Пусть заданы две прямые
+ В^ + С4= 0 ,
А2х + В2^  + С2= 0 .
I Точка пересечения прямых принадлежит одно временно 
обеим прямым и ее координаты находятся путем решения систе­
мы уравнений
Г + 0 , (10)
1 а2»+ в2< +^сй=о .
Если система решений не имеет, то прямые параллельны; если 
решений бесконечно много, то прямые совпадают.
II Найдем '/гол между двумя прямыми.
. I) способ, Угол if между прямыми равен углу между нор­
малями прямых (рис. 19а). Из общих уравнений прямых опреде-
Угол между векторами вычисляется по известному правилу
п. • и,' A.A.-COS ф = . ± . . 2. . a— d 2- - --_---- (.11 )
у • и.а
2) способ. Угол между прямыми часто выражают через уг­
ловые коэффициенты ъ Л , прямых. Рассмотрим на рис. 196 
треугольник Р0R,Рг , для которого внешний угол oia=if + <x4> 
где оц , <х2 — углы наклона данных прямых. Найдем тангенс 
угла ц> = 0/z- j to/гъ q> = t&iv Ссьа-ац,) и преобразуем правую
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часть по известной формуле из тригонометрии
I / ч "\xKX\jdjn "Ьдля/0(/,1ШП/^а-£Х/^) = -— ------- --- .
\ + тшгъсь^  --tim/ccz
Дальше учтем, что tcun/оц, = , tmvoo2= к,2. Получим формулу 
-Ьсиъц? . (12)
Q
Для получения острого утла следует найти абсолютную величи­
ну от правой части равенства (12).
Формула не применима, если угловой коэффициент прямой 
не определен ( К/ = со ). Тогда лучше воспользоваться фор­
мулой (II).
III Условие параллельности прямых. Если прямые парал­
лельны, то угол между ними <^ = 0 => touvi(> = О => ил = 0 . 
Условие параллельности через угловые коэффициенты:
^  = ^ 2. • (13а) 
Выразим это условие и через коэффициенты общего уравнения 
прямой:
*M = ~ ß S  из (13а) следУет ^ = ^
Переставляя внутренние члены пропорции, получим условие па­
раллельности в виде
41 = -|l . (136)
2
IV Условие перпендикулярности прямых. Если прямые пер­
пендикулярны, то icwv ж/1 не существует. Формула (12) тер­
яет смысл, если знаменатель равен нулю. Из этого следует 
условие перпендикулярности через угловые коэффициенты:
—  '1 . (14а)
Из формулы (II) следует при t? = x/2. , что <х>£>%/2 = 0 и отсюда 




П р и м е р ы . I) Найти острый угол между прямыми 2х + 
+ у - I = О и у = Зх + 2.
Угловые коэффициенты = -2, v,2= 3. По формуле (12) 
находим
З-С-2)■Ьшл/ф = = 4} ц>= шгекшгъ 4 = .4 + 3-С-2)
2) Найти угол между прямыми 2х - Зу + 5 = 0 и х - 3 =
= 0. ' *
Для второй прямой угловой коэффициент не определен.Вмес­
то tcui/ip находим собц? по формуле (II):
2-4- Ъ- 0 2 2СOb Ц> = ■ = .-.-.-^ = г = -==г ; = CW*CCOe -7== .
4 j 2 2+ ( r b %  V v T Õ 1 \ГТэ ’ 4 ^
3) Выяснить, какие пары данных прямых параллельны, какие 
перпендикулярны:
I) 2х - Зу + 5 = О, 2) 4х - 6у + 7 = О, 3) Зх + 2у + 1= О,
4) Зх - 5 = О, 5) 2у + I = 0.
Находим угловые коэффициенты прямых:
О к„=-| f 2)u2=-|, 2>На=--|, 5)% = 0 .
Итак: I) и 2) прямые параллельны; I) и 3), а также 2) и 3) 
перпендикулярны; 4) и 5) перпендикулярны, так как 4) парал­
лельна оси ^ и 5) параллельна оси х .
4) Даны вершины треугольника Р(I, 3), &(-3, 5),
R(0, -6). Найти а) уравнение медианы, опущенной из вер­
шины R ; б) уравнение высоты, опущенной из вершины Ol ;
в) уравнение прямой, проходящей через вершину & параллельно 
стороне RP ; г) точку пересечения найденных медианы и 
высоты.
а) Медиана проходит через вершину R и середину S от­
резка Р Q- . Найдем координаты точки 5 :
» s = ^ p+ x q) = -4, — 1 .
Составим уравнение медианы, проходящей через точки R и S :
^ Г о - Г Т ^  или 5ф + ч + 6»0. J
б) Для высоты известна одна точка. Угловой коэффициент 
находим следующим образом. Составим уравнение стороны RP
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(в принципе нам нужен лишь угловой коэффициент этой прямой) 
по двум точкам и затем находим угловой коэффициент из усло­
вия перпендикулярности основания и высоты.
Сторона RP : или
откуда Я,= 9. Обозначая угловой коэффициент высоты через v,2, 
имеем 9vl2=- 4, откуда я2= -Уэ .
Уравнение высоты есть ^ + 5 ~ ~ V9-(ос+3) или х + 9i_j-4&= 0.
в) Угловой коэффициент V/ требуемой прямой равен угло­
вому коэффициенту стороны RP , т.е.к,= 9. Уравнение прямой 
есть ^ ■+■ 5 = 9(х + 3) или 9х-^+22=0.
г) Точку пересечения медианы и высоты находим путем ре­
шения системы уравнений
j 5х + ^ + 6 = 0 ,
^ х + 9^- 48 = 0.
Решим систему способом сложения: умножим второе уравне­
ние на -5 и сложим уравнения:
-4-4и + 246 = 0 : и = 246 = 123 а ’ з цц, 22 '
Умножая первое уравнение на -9 и складывая уравнения, по­
лучим
-44ос-402=0} х  = "-Ц; •
Точка пересечения Т этих прямых имеет координаты
Т (-51. № . )  к ^22 ’ 22 /
II. Расстояние от точки до прямой
Даны точка P0(x0;ipи прямая Ах + В^ + С= 0. Найти рас­
стояние от точки до прямой.-
Поясним идею решения задачи с помощью 
рис. 20. Через •»•очку Р0 проведем прямую, 
перпендикулярную к данной прямой.Угловой 
коэффициент данной прямой пер-
'ж пендикуляра ч,2= В/А и уравнение перпен- 
Рис. 20. дикулярной прямой есть = B/A(x-xJ 
или Вх - At^  + (- Вх0+ А^0) - 0. Затем находим точку пересечежя
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R, этих прямых и наконец расстояние между точками ^ 1 — —
^сли провести соответствующие вычисления, получим слеДУ® 
формулу
j  1Ах0 + Вцр + с| (15)
Обратим внимание на то, что в числителе стоит левая часть 
общего уравнения прямой, где переменные ос и ^ заменены 
координатами данной точки, а в знаменателе длина вектора 
нормали прямой.
П р и м е р . Найти расстояние от точки (-1 , 4)до прямой 
Зх - 4у + 5 * 0.
Согласно формуле (15) имеем
j ,Ь-(Ч)-*М+5| г к 
d -  - 5  • К -
§ 3. ЛИНИИ ВТОРОГО ПОРЯДКА
I. Парабола
В настоящем параграфе изучаем линии второго порядка.Все 
эти задачи служат примерами того, как составить уравнение 
линии по ее геометрическим свойствам и изучать свойства ли­
нии по уравнению.Общая методика исследования уравнения ли­
нии изложена в I и 2 пунктах предыдущего параграфа.
I Начнем с параболы, рассматриваемой и в школьной ма­
тематике как график квадратичной функции.
Определение. Параболой называется множество точек плос­
кости, равноудаленных от данной точки (фокуса) и данной пря­
мой (директрисы).
На рис. 2ia указаны фокус F и директриса I .Пусть рас­
стояние от фокуса до директрисы равно |г , которое называет­
ся параметром параболы.
Составление уравнения параболы начнем с выбора системы 
координат. Сделаем это следующим образом (рис. 21а): ось и \ 
направим перпендикулярно к директрисе через фокус с положи- ' 
тельным направлением от директрисы к фокусу, ось х разде­
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лит расстояние между директрисой и фокусом пополам. Затем 
фиксируем текущую точку параболы Р . Согласно определению 
параболы расстояния FP = QlP. Выразим это условие на языке 
координат. Для нахождения указанных расстояний определим
координаты точек F , Р и Ol. Текущая точка имеет коорди­
наты P(oo,tp. Учитывая выбор системы координат, фокус имеет 
координаты F(0,TV2). Точка Cl находится на директрисе ^ = -TYj2? 
ее абсцисса равна абсциссе точки Р ; имеем й(х,-Г/2). Вычис­
ляя длины отрезков FP и Q.P и приравнивая их выражения, 
получим
В общих чертах уравнение параболы составлено. Упростим это 
равенство, возведя равенство в квадрат и перегруппируя сла­
гаемые . Получим 2
ъ 1+ Ц2 -  рц 4- JJj- = у* + JUJ +
и окончательно
которое называется каноническим уравнением параболы.
II Переходим к выяснению свойств параболы или другими 
словами, будем исследовать уравнение параболы.
Находим точки пересечения параболы с осями координат. 
Если х =  0 , то и ^ = 0 - парабола проходит через начало 
координат 0(0,0) . Других точек пересечения с осями нет.
Так как х,2 > 0 H | v > 0 , T O ^ p 0  . Это означает, что точ­
ки параболы не находятся ниже оси х .
Изучаем симметрию параболы относительно осей координат. 




(-%) = 2juj или x2 = уравнение параболы не менялось. т0 
означает, что парабола симметрична относительно оси орД^нат• 
Ось симметрии параболы называется осью параболы и точка пе­
ресечения параболы со своей осью — вершиной параболы.
Выясним, как будут расположены точки параболы при 
Найдем
Ctm. М = 4- tim, х2 = + ооХ*оо " ф*вО
- с удалением от оси параболы точки параболы уходят в бес­
конечность.
Парабола xa = 2ji^  построена на рис. 216.
Выражая ^ из уравнения (I), получим квадратичную функ­
цию
'з=пл'1> г«е ■
Это означает, что графиком квадратичной функции ij = ах2 яв­
ляется парабола с вершиной в начале координат и при <ь>0 
ветви направлены в положительную сторону оси ^ .
III На примере параболы покажем, как вид уравнения ли­
нии зависит от выбора системы координат.
Пусть положительное направление оси выбрано от фоку­
са в сторону директрисы. На рис. 21в фокус расположен ниже 
директрисы. Тогда уравнение директрисы ^ = ?/2, фокус имеет 
координаты F(0,-tV2) и уравнение параболы примет вид (са­
мим проверить!)
х2=-2|гу (1а)
или ^ = ах2 , а, = ^ 0 .
Ветви параболы направлены против положительного направ­
ления оси .
Направляя ось х через фокус от директрисы в сторону фо­
куса (рис. 21г) роли координат х  и vj поменяются. Дирек­
трисой служит прямая *,=-172 и уравнение параболы примет вид
= 2ц,х . (16)
Направляя ось х  через фокус в сторону директрисы (рис. 
21д), директриса расположена правее оси ^ и имеет уравне­
ние х  * Г/2. Уравнение параболы имеет вид
= - 2|lx . (Iв)
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П р и м е р  I. Составить каноническое уравнение парабо­
лы, если
1) параметр равен jv = 8 и ось ^ направлена вдоль оси 
параболы от вершины в сторону фокуса;
2) параметр равен jv * 6 и ось х направлена вдоль оси 
параболы от фокуса в сторону директрисы. Определить коорди­
наты фокуса и уравнение директрисы.
1) Фокус F находится на оси ординат на расстоянии р/2  
от начала координат. Таким образом имеем
F(0,4-) и директрису ^=-4- .
Уравнение параболы ос/2= 2-8tj или x2M6tj.
2) Фокус лежит на оси х левее оси у . Поэтому имеем фо­
кус К-3,0),директрису х = з и уравнение параболы у 2 = --12х 
(ветви открываются влево). К.
П р и м е р  2. Дано уравнение параболы: I) «*=4^,
2) xz = -6tj,3) = 6х . Найти координаты фокуса и уравнение 
директрисы.
1) Осью параболы является ось ^ и ветви открываются 
вверх. Из уравнения видно, что 2|ъ = 4 и р/2 = \ . Получим фокус 
FCO,4) и директрису  ^=-4 .
2) Ветви параболы открываются вниз. Так как 2jv=6, то 
ТУ2 * Ы 2 и имеем фокус F(0,-%), директрису ij = s/2 .
3) Ветви параболы открываются в положительную сторону 
оси х , 2р = 6 , р/2 = ъ/2 и фокус имеет координаты F(%, 0), 
уравнение директрисы
2. График квадратичной функции
В школьной математике объясняют, как выглядит график об­
щей квадратичной функции
^  =  а х 2 +  & х +  с  .
Проведем этот анализ методами аналитической геометрии.
Выделим в квадратичной функции полный квадрат:




Переходим к новой системе координат следующим образом. ^Ри~ 
мем за начало новой системы координат точку ©(х0;<р,где
(3)
и направим новые оси X  и 'У параллельно старым осям х , ц , 
соответственно. Старые координаты (х,-у ) и новые (ЗЬ, ) при 
параллельном переносе осей координат связаны друг с другом 
по формулам
Подставим выражения для х и ц в уравнение (2) и учтем 
смысл обозначений х0 , ij0 по (3). Тогда равенство (2) примет 
вид уравнения параболы 'У = .
Заключение. Уравнение Ьы-о определяет параболу,
ось которой параллельна оси ординат. Ветви параболы откры­
ваются при а>0 в положительную сторону оси ординат, при
0 - в отрицательную сторону. Координаты вершины пара­
болы определены формулами (3). Ось параболы имеет уравнение 
х= %0,параметр равен = */2 cv .
П р и м е р . Найти вершину и ось параболы  ^= 2х2- 8* + 5.
Одна возможность воспользоваться готовыми формулами. Мы 
повторим предыдущий ход рассуждений и на примере. Выделим
полный квадрат:
Для получения зависимости в новых координатах 'У» (д,36£ сле­
дует брать ^ + 2?=^ , x - 2 = £  и следовательно, **= 2 и 5. 
Это означает, что вершина параболы находится в точке ©'(2,-3) 
и ось параболы имеет уравнение х=2.Параметр параболы jv »'jfccta
По параболе движутся, например, тела,брошенные наклонно
х = х 0+ 9Б, .
2х2- 8х + 5 = 2(х2- 4-x+i) = 2[(х2-2-^х + 22)- + =
= 2 ( х -2 ) * - 3 -  
!} + ?>= 2 (х -2 )2 .
= V4. К.
к горизонту; спутники Земли, имеющие определенную начальную 
скорость, также часть комет.
3. Эллипс
Определение. Эллипсом называется множество точек плос­
кости, сумма расстояний каждой от двух данных точек (Фоку­
сов) , есть величина постоянная.
Обозначим расстояние между фокусами R, и Fz через 2с и 
заданную постоянную величину через 2сь.
Для составления уравнения эллипса выберем систему коор­
динат следующим образом (рис. 22а). Направим ось х вдоль 
прямой, проходящей через фокусы и ось  ^ по середине между 
фокусами. Текущая точка эллипса имеет координаты Р(х?у).Со­
гласно выбору системы координат фокусы имеют координаты 
F,(-c,0) и FjCe^ O). По определению эллипса сумма отрезков ?ЛР 
и F2P удовлетворяет условию
F„P + F2P = 2a.
Выразим это условие через координаты текущей точки в виде
\ 1 ы ^ ^  + = 2п, .
Рис. 22.
Преобразуем это уравнение, освобождаясь
а)
ч
от корней. С этой
целью перенесем один корень в правую сторону и возведем ра­
венство в квадрат. Затем упростим выражение и врзведем обе 
стороны еще в квадрат. Реализация этого рассуждения даст:
(x+c)2 + vj2 = Ч-а,11- 4c*,\/(x-c)2+ij2 + (ос,-с,)2 + <^2 •
х2+ 2сх + с,2 + ^ 2 = 4-ст/2-  Ци/^/(х-с,)2+ ^ 2 + х 2-  2сх + о1 + t j2 ) 
сократим, перегруппируем слагаемые и разделим на 4:
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с*/\/(»-с)2 + л^ = tv2 - с»  ^
я2(ос2+ 2сх -с2+ 1^2) = а}- 2л\х + с2х2 •
(Я/2-с2)х1+ a5y2= R/2(ol2-c2) .
Деление обеих частей на а2(а2-с2) даст
gl2 а4-С/2
По рис. 22а видно, что в треугольнике F4F2P F4P + F2P > F„F2 
или 2 öl> 2 i  и я > &  . Поэтому всегда а/-с2>0и обозначим
а2 - с,2 = 1т1 .
Уравнение эллипса примет вид
а2 8-2 ' ;
которое называется каноническим уравнением эллипса.
4. Исследование уравнения эллипеа
Выясним свойства эллипса, вытекающие из уравнения
of № •
I Находим точки пересечения эллипса с осями координат. 
Для получения абсцисс точек пересечения с осью х подставим 
в уравнение эллипса ^ = 0 и имеем х2 = и? или x=±ct. Эллипс 
пересекает ось х в двух точках A/-et, 0) и A2(ct,0).
При определении точек пересечения с.осью ^ подставим в 
уравнение х= 0 и получим аналогично предыдущему случаю,что 
эллипс пересекает ось ^ в двух точках ВД0?-&)и В^СОД).
II Симметрия эллипса. Подставляя в уравнение эллипса 
вместо х значение -х и вместо ^ значение увидим, что 
вид уравнения не меняется, так как (г1*/)2 = X2 и С-^ )2 = \J2. Это 
означает, что эллипс симметричен относительно обеих осей 
координат и также начала координат. Линии симметрии эллипса 
называются осями эллипса и центр симметрии центром эллипса»
III Выразим^ ^  через х :
\ я = или ^ = .ct
Должно быть а,2 - х2 з» 0 , откуда следует, что
— О/ 4 х 4 w  .
Выражая х через ц , имеем
х = ±  ,
откуда следует, что - fr 4 ^  4 &• .
Резюмируя полученные результаты, можем сказать,что точ­
ки эллипса не выходят из прямоугольника со сторонами 2а и 2^ 
и эллипс является замкнутой линией.
Оси эллипса равны А^А2=2а, В1В2=2&' ; отрезки длиной 
Я/ и fr называются полуосями. Полуоси и половина расстоя­
ния между фокусами связаны равенством
и,2 -  (г2 =  с 2 . ( 5 )
Эллипс с указанием его характерных отрезков построен на рис. 
226.
III Частный случай. Если & = fr , то уравнение эллипса 
примет вид
х 2 + ц 2 = л2 ,
которое определяет окружность радиуса о/ с центром в точке 
0(0,0). Оба фокуса совпадают с центром.
IV Для окружности fyctM. Если то эллипс по оси 
х растянут (по оси ^ сжат) по сравнению с окружностью ра­
диуса а. Степень сплющенности эллипса относительно длинной 
оси (оси х ) измеряется эксцентриситетом эллипса
^ f W  ■ (6)
Преобразование даст
I л ( К Л 2 _  \J c i2 - &-2 _ с, .V 4<ь/ Я/ О/ )
эксцентриситет эллипса определяется и формулой
^  • « W
Эксцентриситет эллипса заключен в интервале
О ^  t  4 ,
так как в случае окружности ( а = fr ) имеем е = 0 и с умень­
шением fr/ct величина е — - 4 .
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П р и м е р ы . I) Составить каноническое уравнение эл­
липса, если даны полуоси а=* 5, tr = 3. Найти эксцентриси­
тет эллипса.
По формуле (4) получим
25+ Т = '1 •
Эксцентриситет (формула (6а)) равен
& = с'_ = { 0 Е З Е = Ш . = *W/ (Ду 5" 5
2) Дано уравнение эллипса
16 оьг + 25ц2- 4-00 = 0 .
Найти оси эллипса, расстояние между фокусами и эксцентриси­
тет.
Приведем уравнение к каноническому виду, превращая сво­
бодный член в \ . С этой целью перенесем -400 вправо и 
разделим на 400. Получим
25 46 1 •
Из уравнения видно, что полуоси равны fr =4.
Находим С/ => v/25 — -16 = Ъ и 2я,=Н0, 26-= &, 2c/=ß, ь=ъ/5 •
3) Составить каноническое уравнение эллипса, если длин­
ная ось равна 16 и эксцентриситет 0,5.
Длинная полуось а= 8. Короткую полуось находим с помо­
щью эксцентриситета из равенств
С С  п 2
Получим с * ete = 8.0,5 = 4; 64 - 16 = 48.
Уравнение эллипса есть
+ . к64 48
Планеты движутся по эллипсам, в одном фокусе которого 
находится Солнце. Спутники при определенной стартовой ско­
рости движутся по эллипсам (в частном случае по окружности).
5. Гипербола
Определение. Гиперболой называется множество точек плос­
кости, модуль разности расстояний которых от двух данных то­
чек (фокусов) есть величина постоянная.
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Обозначим расстояние между фокусами F/tF2= 2с и заданную 
постоянную через 2ot. Интерес не представляют случаи I)2ot=0,
2) 2а = 2с. Если 2ct=0, то расстояния текущих точек Р 
от фокусов F,P= F2P, а это присуще точкам среднего перпен­
дикуляра отрезка F4F2 (рис. 23а). Если же 2а=2с;то текущие 
точки образуют полупрямые, начиная от фокусов влево и впра­
во (рис. 236).
ЧУ
В дальнейшем предположим, что 2о>2а.
Выберем систему координат следующим образом (рис. 23в). 
Ось х  направим вдоль прямой, проходящей через фокусы и ось 
^ разделит фокусное расстояние пополам. При таком выборе 
системы координат фокусы имеют координаты (— с.,0) , F2Cc,0) 
и текущая точка Р(х,^) . По определению гиперболы
1F,P-F2P| = 2a .
По определению абсолютной величины можем написать
F^P-FgP = 2а 7 если F4P-F2P>0 •
-(F^P-F2P)= 2а, если F/1P-F2P < 0
или в виде объединенного равенства
F^P-F2P = ± 2 a .
Вычисляя расстояния F^ P и F2P , получим
\|(х+с)2 + -\1 (x-c)2 + tj2 = ± 2а  .
Дальнейшее упрощение уравнения проводим аналогично тому,как 
делалось в случае эллипса. Перенесем один радикал в правую 
сторону, возведем обе стороны в квадрат и сократим подобные 
члены: _________ ,
± а\/(х-с)2 + ^ 2 = а2 - сх .
Возведение этого равенства в квадрат и сокращение дают
( с /2 -  (Я/2)  х 2 -  d 2i j z =  а Ч с 2 -  (Д/2 )  j : О/2( с 2-  GL2 )
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Из-за о  (Л, и с2-а,2>0 обозначим
о* - со* = Vх .
Окончательно получим каноническое уравнение гиперболы
ibi _ I (7)
6. Исследование уравнения гиперболы 
Исследуем уравнение гиперболы аналогично тому, как это 
делалось с уравнением эллипса.
I Точки пересечения с осями координат.
При v| = 0 :
4 => оо= ± асхг
Гипербола пересекает ось х в двух точках А^ С-О/,0) и 0). 
Эти точки называются вершинами гиперболы.
При х = 0 :
- £ . <;
— это уравнение решений не имеет и следовательно, гипербола 
ось  ^ не пересекает.
II Гипербола симметрична относительно осей координат и 
начала координат, т.к. при замене х —  - х и уравнение 
(7) удовлетворяется. Центр симметрии 0 называется центром 
гиперболы.
III Выразим ц через х :
• I
Так как должно быть хг - а,2 > 0 , то х £ - а или х > л-. Это 
означает, что внутри полосы точек гиперболы нет.
При увеличении ixi (х —  ± оо) также 1^ 1 возрастает 
( —  ± °о ) — точки гиперболы удаляются от осей коорди­
нат или другими словами, гипербола открытая линия.
IV Асимптоты гиперболы. Сначала дадим понятие асимп­
тоты линии. Асимптотой данной линии называется прямая, к 
которой беспредельно приближаются точки линии при неограни­
ченном продолжении линии или, другими словами,расстояние от 
точки линии до асимптоты стремится к нулю при движении точ-
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ки вдоль линии в бесконечность. Например, для графика функ­
ции ^ = 2 Ф асимптотой является ось х ( tj= 0 ), т.к. при 
значения функции стремятся к нулю.
Убедимся, что гипербола имеет две асимптоты. Рассмотрим 
часть гиперболы, лежащей правее оси ^ :
Если Х —  + 0О то у х 2 - а2 х и разность
±|(\|»2-п?-*)— О .
Это означает, что точки гиперболы будут все ближе и ближе к 
прямым
Ч = 4 * >  ч — I *  или Ч “ *«;* . (8>
которые называются асимптотами гиперболы.Аналогичное проис­
ходит благодаря симметрии гиперболы и при х —  - °о .
Асимптотами гиперболы служат 
диагонали прямоугольника со сто­
ронами 2ci и 2fr , построенного 
около начала координат (рис. 24).
На рис. 24 построена гипер­
бола и показаны характерные точ­
ки и отрезки. Отрезки А4Аг=2аи 
В,,В2= 2fr называются действитель­
ной и мнимой осями, отрезки длины а и fr есть полуоси. Ги­
пербола симметрична относительно своих осей. Полуоси связа­
ны с помощью формулы
fr2 = с2-а2 . (9)
Для построения гиперболы по заданному уравнению целесооб­
разно предварительно провести асимптоты.
V  Эксцентриситетом гиперболы называется величина
е = (10>\и е> /1 (для гиперболы о  & ) .
Сообщая спутнику достаточно большую начальную скорость, 
он будет двигаться по одной ветви гиперболы. Часть комет 
движется по гиперболической орбите.
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П р и м е р ы . I) Составить каноническое у р а в н е н и е  г*и 
перболы, если даны вершины гиперболы А 4 а(±&,0) и  э к с ц е н т р и с и ­
т е т  р а в е н  t  = %  . Составить уравнения асимптот.
По координатам вершин узнаем, что а= З.По формуле (Ю) 
найдем с, = а • 6 = 5. Из формулы (9) найдем мнимую полуось 
&^25 - 9 * 16, fr = 4. Каноническое уравнение гиперболы 
имеет вид
_2. д.2
-5L» 4 ,9 46
асимптотами являются прямые
14- 4
4 = 1 *  ■
2) По уравнению гиперболы 9ха-46у2-№4= 0 найти а) полу­
оси, б) вершины, в) фокусы, г) эксцентриситет, д) асимптоты.
Сначала приведем уравнение к каноническому виду: в пра­
вой части должно стоять I. Перенесем -144 вправо и разде­
лим равенство почленно на 144; получим
18 9
Из уравнения следует, что а) полуоси равны а* 4, &■ = 3;
б) вершинами являются точки -4, 0), Aj(4, 0); в) вы­
числим &2 = üf + Ь2- я 25, с = 5 и фокусы имеют координаты 
F^ (-5, 0), F2(5, 0); г) £. = c/ct = ^/4 ; д)уравнения асимп­
тот = ± ос . К.
7. Равносторонняя гипербола
Определение. Гипербола с равными полуосями cv = V назы­
вается равносторонней.
Ее уравнение можно представить в виде
х2-^2 = di2 . (II)
Асимптотами равносторонней гиперболы служат прямые ^ =-х 
и vj=x . Они являются бисектрисами координатных квадрантов 
и перпендикулярны друг к другу. Эксцентриситет е= е/ct = \П .
Примем за новые оси координат асимптоты равносторонней 
гиперболы (рис. 25а) и находим уравнение гиперболы в новых 
координатах 36 и . Новые оси повернуты относительно ста­
рых на угол оо = - х/4 . Старые координаты выражаются через но­
вые по формулам (см. формулы (14) на стр. 20 ):
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ОС, = X CX)6СИ - 'УбШ/ОС = -р=(Х+ у) ,\[2 ’
 ^= 98 s i/ь ос + 'yaosoo = Х-+- ^У) .
Подстановка правых частей этих равенств в уравнение (II)вмес­
то х и -у и упрощение последнего приведут к уравнению
Х-'У = « , *--1- • (12)
Уравнение (12) выражает обратно-пропорциональную зависимость 
= 'ко/ЭБ . На рис. 256 картина с рис. 25а повернута на угол 
против часовой стрелки и переобозначены координаты 
36 —  х , 'У —  -Lj , т.е. построена линия x*j = и/.
Заключение. Графиком обратно-пропорциональной зависимос­
ти является равносторонняя гипербола с центром в начале 
координат и асимптотами ее послужат оси координат.
8. График дробно-линейной функции
Дробно-линейной называется функция вида
o x U  _ ( 1 3 )
d СХ + cl
Выясним, какая линия служит графиком этой функции. Функция 
определена на всей числовой оси кроме х = -^/о. При »-*- /с 
функция 1) —  ± 00. Если же х —  ± со, то предел
turv ч = tünrv .Х-*±оо 'jj^ iooCX+Л ^
Это означает, что график данной функции имеет две асимп­
тоты:
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вертикальная прямая х = --^ = х0 , 
горизонтальная прямая ^=т'= Не­
осуществим параллельный перенос осей координат, принимая 
за новое начало координат точку 0'(хо,уо) и за оси координат 
и 'У асимптоты (рис. 26). Как известно, старые коорди­
наты выражаются через новые по формулам х = х 0+Х ,
Подставим эти выражения в равенство (13) и преобразуем его, 
сгруппируя слагаемые по переменным:
( ^ 0+  ' У ) [ & ( х 0 +  Х ) +  t i l  =  а ( х 0+  !£)+& •  j  
+ { < ^ 0 - а)& + ( с х 0 + о1УУ =  а х 0 +  I -  с х 0^ 0 -  сЦ0 .
Учитывая значения величин х0 и , следует, что коэффи­
циенты при X и 'У равны нулю, правая сторона равенства 
имеет значение
_ ( Л\ . р . а/ dA _ d L cut ta-ouiV- — = — --  .
Исходное равенство преобразовалось к виду
еХ'У = .
Обозначим
Vc- cod * ----—  •
Тогда получим уравнение равносторонней гиперболы X ■ 'У = %.
Заключение. Графиком дробно-линейной функции является 
равносторонняя гипербола с центром в точке 0,(<£о,^ о)и асимп­
тотами, параллельными осям координат: х = х0 , ^ , где
. При ю > 0 гипербола находится в I и III 
квадрантах новой системы координат, при 0 — во II и 1У 
квадрантах.
9. Линии второго порядка
Линия, определяемая общим уравнением второго порядка ви­
да
Ax2+2Bx^ + Cij2 + 2Dx + 2Etj + F= 0 , 
где коэффициенты А , В и С не равны нулю одновременно,назы-
вается линией второго порядка.
Можно доказать, что путем параллельного переноса и по­
ворота осей координат можно это обшее уравнение упростить.
В зависимости от конкретных значений коэффициентов могут по­
лучиться канонические уравнения или окружности,эллипса, ги­
перболы, параболы или уравнения пары пересекающихся или па­
раллельных прямых. Уравнение может не определять и ни одной 
линии.
Приведем несколько исключительных примеров. Уравнения 
+ Ъъ2- + \ = 0 7 оо* + 4- = 0 не определяют ни одной линии.
Уравнение 4ф2-^2=.о можно представить в виде
(2л-^Х2о&+ = 0 или приравнивая нулю оба множите­
ли", получим пару пересекающихся прямых.
Из уравнения ^2- /16 = 0 следует (^-Н)(^+Ч)=0 
и этому соответствует пара параллельных прямых ^=4, ^  = -4-.
Окружность, эллипс, гипербола, парабола - линии второ­
го порядка. Линий первого порядка только одна - это прямая.
§ 4. ПЛОСКОСТЬ И ПРЯМАЯ В ПРОСТРАНСТВЕ
I. Уравнения поверхности и линии
I Поверхность рассматривается как множество точек в 
пространстве, обладающих определенным свойством.Если выбра­
на определенная система прямоугольных координат öxijb ? то в 
аналитической геометрии присущее точкам поверхности свойст­
во (а) выражается на языке координат. Поясним это на одном 
примере.
П р и м е р  I. Сфера радиуса R имеет центр в точке с 
координатами С(х0, г0). Возьмем на сфере произвольную (те­
кущую) точку Р с текущими координатами Для точек 
сферы характерно, что расстояние СР = R. Выразим это рас­
стояние через координаты точек и приравниваем радиусу R :
(^tt-x0)2+(vj-'ip2+ Оь-зО*' = R •
После возведения в квадрат получим
(oc/-0&0'f+ R2= 0 •
Если поместить начало координат в центре сферы, то имеем
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х г + ^ 2 + **-R2 = 0 .
Оба уравнения определяют сферу, только в разных системах 
координат. К.
Аналогично можно поступить и при составлении уравнений 
других поверхностей.
Определение. Уравнением поверхности называется такое 
уравнение F(x,tj,b)=0 между переменными х , ^ * »которо­
му удовлетворяют координаты любой точки этой поверхности и 
не удовлетворяют координаты ни одной точки,не принадлежащей 
ей.
Если сравнивать определения уравнения линии на плоскос­
ти и уравнения поверхности в пространстве,то видим, что они 
сходны и в уравнении поверхности в общем случае прибавляет­
ся третья переменная.
Если речь идет о конкретной поверхности,то для нее всег­
да можно составить уравнение
И х ,  ^ 0 .
Задачи, решаемые с помощью уравнения поверхности,аналогичны 
задачам, решаемым для линии на плоскости (см. вводные пунк­
ты § 2).
Заданному уравнению F(x,^ ,jb)=0 может соответствовать оп­
ределенная поверхность (бесконечное множество точек ) или 
конечное множество изолированных точек или даже ни одной 
точки. Примером бесконечного множества точек является урав­
нение сферы. Но уравнению х2+^2+ъг= О удовлетворяет лишь 
одна точка 0(0,0,0). Уравнение x2+i^ 2+ + не определяет 
никакой поверхности, так как не существует ни одной точки, 
координаты которой удовлетворяли бы этому уравнению (сумма 
положительных чисел не может равняться нулю).
II Остановимся на понятии ци- 
линдрической поверхности. Пусть в 
плоскости х^ лежит линия L (рис. 
27), имеющая уравнение F(x,^)=0. 
Проведем через каждую точку линии 
L прямую, параллельную оси г . 
Множество этих прямых образует по­
верхность S , которая называетсяРис. 27.
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цилиндрической. Линия L называется направляющей поверхнос­
ти, указанные прямые — образующими. Оказывается, что урав­
нение цилиндрической поверхности с образующими,параллельны­
ми оси а не содержит координаты * и совпадает с уравне­
нием направляющей на плоскости х^ :
F(x, 1р= 0 . (I)
Действительно, пусть точка Ро(х,^ ,0) принадлежит линии L . 
Возьмем на образующей, проходящей через точку Р0 произволь­
ную точку Р(х,^,ъ). Так как координаты точки Р0 удовлетвор­
яют уравнению F(x ,^)=0?to ему удовлетворяют и числа х ,
^ , ъ , поскольку выражение F(x,^) от г не зависит. Если 
же брать точку Р(х,^,г) не с поверхности, то и точка 
Ро(х,^ ,0) не принадлежит линии L и числа х , ^ не удовлет­
воряют уравнению (I). Таким образом, уравнение (I) является 
уравнением цилиндрической поверхности.
П р и м е р ы . 2) Уравнение х^+ у2= R2 определяет круго­
вой цилиндр — направляющей является окружность.
3) Пусть на плоскости xlj взята парабола 2|uj = х2 В трех­
мерной системе координат этим же уравнением определяется 
параболический цилиндр.
4) Если на плоскости ху брать за направляющую прямую 
x = ij, то это же уравнение определяет в пространстве плос­
кость, проходящую через ось г и делящую I (У) и 1У (УШ) 
октанты пополам. К.
Уравнение вида F(y,W)=0 определяет цилиндрическую по­
верхность, направляющая которой лежит в плоскости и об­
разующие параллельны оси х . Аналогично можно рассуждать в 
случае уравнения, не содержащего переменную ^ : F(x,*)=0.
III В пространстве будем линию рассматривать как пере­
сечение двух поверхностей. Если заданы две поверхности 
F^Cx, ц , ъ) = 0 и Fz(x, ^  , ъ) = 0 , то система уравнений
f F * ( x , О ,
'-F2(x ,^,*) = 0
определяет линию, координаты точек которой одновременно 
удовлетворяют обоим уравнениям. Если эта система решений не 




П р и м е р  5. Пересечением сферы х2+^2 + = 46 (при­
мер I) и плоскости х = у (пример 4) являеася окружность ра­
диуса 4 и она определяется уравнениями
х2 + + i,2 = 4& ^ 
х = ч  .
2. Векторное и общее уравнения плоскости
Перечислим некоторые способы задания плоскости в прямо­
угольной системе координат.
1) Задана одна точка плоскости и нормаль к плоскости.
2) Заданы три точки плоскости.
3) Заданы прямая и одна точка, через которые плоскость 
проходит.
Составим уравнение плоскости, если на плоскости дана 
точка Р0(х0,^ 0,£0) и известен нормальный вектор плоскости 
П/=( А , В , С Ирис. 28). Возьмем произвольную точку плос­
кости P(x,ij,5b) . Вектор Р0Р лежит в плоскости и, следова­
тельно, PoPJLn,, т.е.
я* рТр = о
Обозначим радиусвекторы точек Р0 и Р через vo= (о:0,^ 0,?ь0) и
Тогда Р0Р = г-г0. Ус- 
1С) ловие перпендикулярности векторов 
Р0Р и н  представится в виде
a-(f-г0)= 0 , (2)
которое называется векторным урав­
нением плоскости. Запишем условие 
Рис. 28. (2) в координатной форме:
A(x-xo)+B^-\p+CU-5bo)=0 . (з)
Преобразование последнего даст
Aoc+Btj + Cfc + (-A^0- Вц0-СаО- 0 .
Обозначим через D = - Ах0- В^0-Сг,0 и получим
Ах+ В^ + Cfc-t- D= 0 . (4)
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Это уравнение называется общим уравнением плоскости.
Составление общего уравнения плоскости похоже составле­
нию общего уравнения прямой на плоскости; прибавляется лишь 
координата ъ .
П р и м е р  I. Составить уравнение плоскости.проходя­
щей через точку £(-2,5,0) и имеющей нормальный вектор 
л- = (4, -2, 3). Проверить, лежат ли на этой плоскости точ­
ки К(1,0,-6) и L(2,4,-6).
Согласно формуле (3) получим
Ч(ю+2)-2(у-5)+Э(*,-0)-0 или 4-x-2ij + 2>х, + 48=0.
Точка находится на данной плоскости, если ее координаты удо­
влетворяют уравнению плоскости. Проверим это.
Точка К : 4*1 - 2«0 + 3«(-6) + 18 = 0; 4 / 0  — точка К 
не принадлежит данной плоскости.
Точка L: 4-2 - 2*4 + 3»(—6) + 18 = 0; 0 = 0 — точка L 
принадлежит данной плоскости. К.
П р и м е р  2. Определить координаты нормального век­
тора к плоскости 2>х-2^ + Е> = 0 .
За нормальный вектор плоскости можно принимать любой 
вектор, координаты которого пропорциональны коэффициентам те­
кущих координат в уравнении плоскости. Таким образом можем 
взять за нормальный вектор п  =« (3, -2, 0) или *Я“(Зл,-2«цО); 
где *- любое отличное от нуля число. К.
3. Исследование общего уравнения плоскости
I Теорема. В трехмерной прямоугольной системе координат 
всякая плоскость определяется линейным уравнением вида (4) 
Ах + + Сг, + D = О 
и наоборот, всякое линейное уравнение, у которого хотя бы 
один из коэффициентов А , В , С не равен нулю, определяет 
плоскость.
Доказательство. Первая половина теоре;мы уже доказана - 
в предыдущем пункте было составлено общее уравнение плос­
кости и оно оказалось линейным.
Докажем и вторую половину. Пусть точка ^(х0,^ 0,г0) удов­
летворяет уравнению первой степени, т.е.
9*
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Ах0+ В^0+ С*.0-*- D = 0 .
Вычтем это равенство из общего линейного уравнения и получим
A(x-x0V  ВЦ-чр + си-5Ьо)=0 ,
которое совпадает с уравнением плоскости (3).Кроме того, из 
этого уравнения получается и линейное уравнение (4).Теирема 
доказана.
II Для очерчения плоскости в системе координат целесо­
образно найти отрезки, которые плоскость отсекает на коор­
динатных осях и прямые, по которым плоскость пересекает 
координатные плоскости.
П р и м е р  I. Найти точки пересечения с осями коорди­
нат и отрезки, отсекаемые на осях плоскостью
2 х - 6 з > - 6 = 0 .
Для точки пересечения плоскости с осью х координаты  ^= 
= ъ = 0 . Подставляя эти значения в уравнение плоскости,по­
лучим уравнение для нахождения абсциссы х : 2х-6=0 => х=5. 
Это значение определяет и отрезок а,, отсекаемый плоскостью 
на оси х. Таким образом, плоскость пересекает ось х в точ­
ке Р,(3,0,0) и а=* 3.
В точке пересечения плоскости с осью ^ имеем х = i * О 
и из уравнения плоскости следует, что  ^= -2.Точка пересе­
чения с осью t) имеет координаты Р2(0,-2,0) и отсекаемый 
на оси  ^ отрезок Ь = -2,
Аналогично, плоскость пересекает ось г, в точке (^0,0,1) 
и отсекает на оси г отрезок с=4.К.
Следом плоскости на координатной плоскости называется 
прямая пересечения плоскости с координатной плоскостью.
П р и м е р  2. Найти следы плоскости из примера А на 
координатных плоскостях.
След на плоскости oftj . Зсе точки плоскости имеют
координату зь = 0. Это является и уравнением координатной 





Результат можно выразить условно и одним уравнением, если в 
словесной форме указывается, на какой координатной плоскос­
ти след находится. Тогда равная нулю координата из уравне­
ния плоскости отпадает. Таким образом: следом плоскости на 
плоскости хл| является прямая 2х-3^-6=0 .
Следами на плоскостях уь и хг являются прямые
r2x-2>i^ +6i-6=0, f2cb-3y + 6i-6= 0 ,
1 I
или: на плоскости следом яв­
ляется прямая ^-2-ь+2=0, 
на плоскости оьь - прямая 
х+ Эх- S= 0 . На рис. 29 сле­
ды нарисованы непрерывными ли­
ниями и показаны также отрезки, 
отсекаемые плоскостью на осях. К.
III Исследование общего 
уравнения плоскости заключается 
в рассмотрении частных случаев, 




нении плоскости равны нулю
1) й^о.
Примечание: здесь и в дальнейшем предположим, что не 
указанные коэффициенты отличны от нуля.
Уравнение имеет вид
Ах+ Btj + Ci = 0 .
Такому уравнению удовлетворяют координаты начала координат 
0(0,0,0), т.е. плоскость проходит через начало координат.
2) С = 0 . Плоскость задана уравнением
Ах + Ekj + D = 0 .
Нормальный вектор плоскости tv = (А, В,0)-, он перпендикулярен 
к оси z — сама плоскость параллельна оси х .
3) В = 0 . Уравнение плоскости:
А х -t-Сь + D = 0 .
Вектор п = (А,0,С) перпендикулярен к оси  ^ и плоскость па­
раллельна оси ij .
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4) A= 0 . Уравнение
В^+С* + D= О
определяет плоскость, параллельную оси х .
5) Пусть нулю равны два коэффициента, например, А=В=0. 
Уравнение имеет вид
Cfc+D=0 или x, = - D/C-
На основании только что сказанного плоскость одновре­
менно параллельна оси х и оси ^ , т.е. параллельна плос­
кости или перпендикулярна к оси ъ , отсекая на ней от­
резок с = - tyc .
Картина аналогична и в остальных частных случаях.
6) Пусть один из коэффициентов и свободный член равны 
нулю, например, А = D = 0 . уравнение имеет вид В^ + Сь = 0. 
Плоскость параллельна оси х ( А =0) и проходит через на­
чало координат ( D * 0). Это означает,что плоскость проходит 
через ось ос, . Аналогичную картину имеем и при других ком­
бинациях коэффициентов.
7) А= В = D = 0 . Из уравнения Сг, = О следует, что г, = О
- это есть уравнение координатной плоскости х^ .
Аналогично уравнения ^ = 0 и х  = 0 определяют остальные 
координатные плоскости и tja , соответственно.
Заключение: I) Уравнение Ах+Вм + Сг=0 определяет плос­
кость, проходящую через начало координат;
2) плоскость параллельна той оси координат,название ко­
торой в уравнении отсутствует;
3) при отсутствии в уравнении свободного члена и одной 
координаты плоскость проходит через ту ось,название которой 
в уравнении отсутствует;
4) если в уравнении отсутствуют две координаты,то плос­
кость параллельна соответствующей координатной плоскости;
5) уравнения координатных плоскостей следующие : плос­
кость —  а=0 , плоскость з^ь —  х= 07 плоскость ха —  у = 0.
П р и м е р ы . Определить расположение следующих плос­
костей относительно системы координат: I) 3x-£ju + 6& = 0 7
2) 5tj + 4-5L- 3 = 0 ;  3) 2х - = 0 ; 4) 2х - 9 = 0
I) Плоскость проходит через начало координат. Следы на
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координатных плоскостях следующие прямые: на плоскости — 
Зог/- 5tj = 0 j на плоскости —  -5^ + 6а = 0 • на плос­
кости ха —  ф -*-2эь = 0 .
2) Плоскость параллельна оси ъ (А= 0) .
3) Плоскость проходит через ось ^ (В = D = 0) .
4) Плоскость параллельна плоскости уь или другими сло­
вами, перпендикулярна к оси х и отсекает на этой оси отре­
зок а= 9/2. След на плоскости хд^ определяется уравнением
X = 9/2-это прямая, параллельная оси ц . Следом на плоскос­
ти х=ь является также прямая х = 9/2, параллельная оси ^ .К.
4. Примеры составления уравнения плоскости
В данном пункте объясним на примерах, как составить 
уравнение плоскости, заданной разными способами.
I Составить уравнение плоскости, проходящей через три 
заданные точки.
П р и м е р ! . Составить уравнение плоскости,проходящей 
через точки F^(0,0,3), Рг(-4.2.1), 1^ (1,3,-1).
Для составления уравнения плоскости в духе формулы (2) 
требуется кроме одной точки^плоскости знание нормального 
вектора. Так как векторы и РЛРЪ лежат на плоскости, то 
их векторное произведение перпендикулярно к плоскости,опре­
деляемой этими векторами. Найдем векто£ 71,= РЛР^ К ^ Рэ • Коор­
динаты векторов PAPZ= (-4, 2, -2), 1^ Ра » (I, 3, -4) и за­
тем
= - 2 1 ,- V44-га =С-2,-4&,■-44) -
За нормальный вектор примем коллинеарный данному вектору 
вектор гъ а -0,5^= (I, 9,*7). Заданную точку плоскости 
можно выбирать любую из заданных трех, например, точку
^(0,0,3). По формуле (3) найдем х+ 9^ + 3(зЬ-Э) = 0 или 
х+ 9^ + ?х-21 = 0. Нетрудно проверить, что координаты точек Р2 
и Р$ удовлетворяют составленному уравнению. К.
II Составить уравнение плоскости, проходящей через две 
заданные точки (или прямую) и параллельной данному вектору.
1г.
*4 “Z
-Ч- 2 -2 
4 3 -4
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П р и м е р  2. Плоскость проходит через точки (^2-, 4,3), 
Р^С'Ц-^б) и параллельна вектору cl = (2.,-3,4). Составить урав­
нение плоскости.
Вектор РЛР2 лежит на плоскости; F>Pa компланарны.За 
нормальный вектор плоскости возьмем — ведь тог­
да tvy ±  ^  Р2 и rl-La..
Найдем ф** (4,2,2) и затем





За данную точку примем 1^ (2,-4,3) и согласно формуле (3) 
получим уравнение плоскости: &(х-2’)+ 5(^ + 4)-(&-3) = 0 ;
8*,+ 5ij + ? = 0 . К-.
5. Уравнения прямой
В пространстве можно прямую задавать разными способами, 
например, одной точкой и направлением, двумя точками, как 
линию пересечения двух плоскостей и т.д.
Пусть дан вектор Л = (t,m,,tv), параллельный прямой. Этот 
вектор называется направляющим вектором прямой. Прямая про­
ходит через точку Р0(®0,^о?^-Составим 
уравнение прямой.
Возьмем на прямой текущую точку 
Р(оь,^ ,2>) (рис. 30). Для любой точ­
ки прямой Р0РНа 1 а это означает, 
что %Р~-Ьл. Параметр + имеет для 
каждой точки Р определенное значе­
ние. РСР можно выразить через радиус- 
Рис. 30. векторы точек Р0 и Р следующим об­
разом: Р0Р = г-1*0. Подставляя это выражение в условие кол­
линеарности, получим
r-r0— tÄ, (8)
которое называется векторным уравнением прямой.
В проекциях на координатные оси получим параметрические 
уравнения прямой
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x - x0= a  j
y-ij.-tm, О)
i - X-o = in .
Выразим из каждого равенства параметр t и приравниваем 
правые части равенств, в результате имеем два равенства,объ­
единенные в цепочку:
(ю)
Уравнения (10) называются каноническими уравнениями прямой.
На плоскости мы имели аналогичное уравнение (см. § 2, 
п.4).
Прямая образуется и при пересечении двух плоскостей
А4л + + + D4= 0 и А2л + B ^  + CyL* D2= 0 .
Координаты точек прямой Р(х,^7г) удовлетворяют обоим урав­
нениям, т.е. системе
|А,®+В^+С,ь+04~0 ,
Уравнения вида (II) называются общими уравнениями прямой. 
Уравнения (10) можем переписать и в виде
гХ-ОСо
I t rrv
L ОС/ О в р __ ЗЬ %j0
£ П/
или







Каждое уравнение в отдельности определяет плоскость. Прямая 
в первом случае является линией пересечения плоскости, па­
раллельной оси ъ ( ъ не содержится в первом уравнении ) с 
плоскостью, параллельной оси ц ; во втором случае та же са­
мая прямая есть линия пересечения плоскости, параллельной 
оси зь с плоскостью, параллельной оси ос, .
Всегда возможен переход от одного вида уравнений к дру­
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гому. Соответствующую методику можно проследить на примерах.
П р и м е р  I. Прямая параллельна вектору а *(3,-4, 2) 
и проходит через точку £(5,0,-4). Составить ее канониче­
ские уравнения.
Нам следует воспользоваться уравнениями (10):
Х/-5 ^ 2.+ Ц- и
к*
П р и м е р  2. Составить параметрические,общие и кано­
нические уравнения прямой,проходящей через точку £(-3,1,0) 
параллельно вектору а *(7, 0, -3).
По уравнениям (9) получим параметрические уравнения 
х + 3 = Н  ?
^ - 4 = 0 ,
5ь ш~2гЬ.
Общие уравнения можно вывести из параметрических уравнений 
путем исключения параметра t ; прямая образуется путем пе­
ресечения двух плоскостей:
( 2&_±_£= 
j Т- -Э ’
Ч " 1 = 0 •
Второе уравнение определяет плоскость, параллельную коорди­
натной плоскости Х5Ь.
Канонические уравнения можно записать так:
х + 2> п . jj 
} О -Ъ '
Появление нуля в знаменателе означает лишь обстоятельство, 
что вектор а  перпендикулярен к оси . К.
П р и м е р  3. Прямая проходит через точку Р0(3,7,-12) 
параллельно прямой х + 3=2-Ь, y-4-Gt, ъ + 2  = - 5 Ь . 
Составить канонические уравнения прямой.
Направлящий вектор обеих прямых общий. Его координата­
ми являются коэффициенты при параметре -Ь в параметрических 
уравнениях: л =(2, 6, -5). Канонические уравнения имеют вид 
х-3 3L-M2 V
2 “ б ' -5- ‘
П р и м е р  4. Составить канонические уравнения прямой, 
проходящей через точки ^(2,-5,3) и Р2(-1,0,2).
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За данную точку можно принимать любую из заданных (возь- 
1ем Рг )._В качестве направляющего вектора можно взять век- 
юр % =* i^ P2 * (-3, 5, -I). Уравнения прямой имеют вид
х+4 Ч 5t»—2.
-Ь 5 -4
1роверим, находится ли точка R, на этой прямой.С этой целью 
подставим ее координаты в уравнения:
2+4 _ ~5~ 4 
-3 5 -4 ’
/равнения удовлетворены — точка 
трямой. К.
П р и м е р  5. Составить общие и канонические уравнения 
прямой пересечения плоскостей х+2^-*-6=0 и 2х-^+£ + 4=0. 
По формуле (11) общие уравнения прямой имеют вид
г x+2^-ž-G=0,
200- и + 5Ы- 4 = 0 .
Р^ принадлежит данной
Для записи канонических уравнений необходимо знать одну 
точку Р0 прямой и направляющий вектор. За точку Р0 обыч­
но принимают точку пересечения прямой с одной координатной 
плоскостью. Пусть выбрана точка пересечения с плоскостью 
, на которой ъ = 0 . Это значение подставим в общие 
уравнения прямой и путем решения системы уравнений узнаем 
остальные координаты точки Р0 :
( *-2Г 6 =0 ^
L 2 т ,-  tj + 4 = О 5 ’
Направляющий вектор прямой 
менно обоим нормальным векторам плоскостей 
найдем следующим образом:
43 . р ( 4 43 п\ У" 5 ’ > 5
перпендикулярен одновре- 
и поэтому его





Запишем канонические уравнения прямой
Х - ц/5_ - *
4 -Ъ - 5  ’ К.
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П р и м е р  б .  Составить уравнение п л о с к о с т и ,перпенди­
кулярной к прямой
и проходящей через точку F^ (3,-2,7).
Нормальным вектором плоскости послужит направляющий век­
тор прямой: tv = (3, I, 0). Составим общее уравнение плос­
кости Э(х-3) + (^ + 2) = 0 ; = 0. Плоскость параллельна 
оси ъ . Это согласуется с исходными данными: прямая, следо­
вательно и п перпендикулярны к оси ъ . К.
По заданным прямым можно найти угол между ними как угол 
между их направляющими векторами. Нахождение угла (р между 
плоскостью и прямой сводится к нахождению угла %/2  -  ^  меж­
ду нормальным вектором плоскости и направляющим вектором 
прямой.
П р и м е р  7. Найта угол ц> между прямой
х-2 =
\ -2 2
и плоскостью 2ос,-*-Зу + 5ь-6= 0 и точку их пересечения.
Найдем угол между векторами Л = (I, -2, 2) и rL =(2,3,1)_ 
Этот угол дополняет угол tf до %/2 . Получим
r o s № - v) = 6 m u > = i ^ = £ ^ ž - - — = - Л - = ^ 0 , « 8 .4 ^ 4 lAl-lal /НЧ+Ц- W4- + 9+4
Острый угол ц? = circötn-0,178 »  Ю°15' .
Точку пересечения прямой с плоскостью удобно найти с по­
мощью уравнений прямой в параметрической форме: x - 2 * i  , 
^+4=-2fc, ъ = 2 Ь  . Из них выразим координаты х, , i че­
рез параметр -t и подставим в уравнение плоскости: 
2(t+2)+3(-2t-4)+2t-6“ 0 ; -2i-5 = 0 .
Это уравнение определяет значение параметра t .соответству­
ющее точке пересечения i» -2,5. Подстановка этого значе­
ния в параметрические уравнения прямой определяет координа­
ты искомой точки х = -2,5 + 2 = -0,5;  ^= 4; * » -5. К.
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§ 5. МАТРИЦЫ И ОПРЕДЕЛИТЕЛИ
I. Матрицы. Операции над матрицами
I Матрицей называется прямоугольная таблица упорядочен­
ных чисел
с ц 2  • •
0 , ^ 2  . . ^2.10/
C L ^  . . ■ « 4 j  ■ • \ль
а тгА  ‘ • • " - t n j  • •
Входящие в матрицу числа называются элементами матрицы ( -t *
= I, 2, ... ,rrv ; I, 2, ... , tv). Матрицы обозначаются 
часто большими буквами с указанием общего элемента ,
взятого или между двумя парами вертикальных черточек или л 
круглые скобки: А = IIct- I . Мы будем применять первую за­
пись. Упорядоченные наборы чисел по горизонтали составляют 
строки матрицы
‘ ' ‘ ^   ^  ^1 ' ' ‘ > у
упорядоченные наборы чисел по вертикали — столбцы матрицы
а«й
Матрица с rrv строками и п столбцами называется матрицей 
порядка TTv-n или коротко ттъ ■ гъ-матрицей, напр. Ат . ^  
Элементы матрицы снабжены двумя индексами: первый индекс 
обозначает номер строки, второй - номер столбца.
Матрица с равным количеством строк и столбцов кгъ= п на­
зывается квадратной порядка rv . Элементы квадратной матри­
цы с равными первыми и вторыми индексами составляют главную 
диагональ матрицы (элементы , ... , ct^ ).
Диагональной называется квадратная матрица,элементы ко­
торой вне главной диагонали равняются нулю:
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0 . . 0
и 0
0 0 . . T^UV
Треугольной называется квадратная матрица, элементы ко­
торой на одной стороне главной диагонали равны 0.
Единичной называется диагональная матрица, элементы 
главной диагонали которой равны \ . Единичную матрицу мы 
будем обозначать через I.
Нулевой называется матрица, все элементы которой равны 
0. Ее будем обозначать через 0.
П р и м е р  I. Выпишем по элементам единичную матрицу 
четвертого порядка и нулевую матрицу порядка 2-3:
1 0  0 0
0 1 0  0
I = 0 = К.
Поменяя местами строки и столбцы, из матрицы А получает­
ся матрица А , которая называется транспонированной по от­
ношению к А . Таким образом, матрица Am-1v имеет транспони­
рованную матрицу А^.^ .
П р и м е р  2. Даны матрица А и ее транспонированная 
матрица Ат :
3  6  0 т 3  - I
А  = ,  А  =




3  0  I 3  2  5
А  = 2 - 1 4 Ат  = 0  - I  I
5  I  - 2 I  4  - 2
К.
В случае квадратной матрицы ее транспонированная матри­
ца получается путем поворота матрицы вокруг главной диаго­
нали на 180°.





называется вектор-столбдом. Нередко для удобства вектор- 
-столбец записывается также в виде строки
BT=4V, V , ... U l ,
которая получается транспонированием вектор-столбца.
Разобьем матрицу А на части е помощью вертикальных и 
горизонтальных прямых. Полученные части называются блоками. 
П р и м е р  3. Матрица
3 8 5 I 4
- 1 0  4 5 7
2 7 1 0 -2
9 0-1 I 3
разделена на четыре блока. К.
II Дадим определения основных операций над матрицами.
I) Две матрицы равного порядка называются равными.если 
равны между собой соответствующие элементы обеих матриц,т.е.
для матриц Anv-u= W 
если
В. имеет место
А * В ,  при всех v и д
Основными операциями над матрицами являются сложение, 
вычитание, умножение матрицы на число и умножение матрицы 
на матрицу.
2) Суммой (разностью) двух матриц равного порядка А ■
■ I I и В * Н ЦII называется матрица С * А ± В , 
элементы которой равняются сумме lразности) соответствую­
щих элементов матриц А и В :
± Ч ’ ^
3) Произведением матрицы А ■ I а ü I на число -к назы-
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вается матрица v-A , элементы которой получаются умножением 
элементов на число *, :
*,А = *0 I а:: I (2)
П р и м е р  4. Найти матрицу С * 2А - ЗВ , если
1 0  2 3 -2 I
А « » в *3 5-1 0 4 6
Вычислим: 2А-ЗВ = 
= 2 \ 0 2 -3 3 -2 1 н 6 >1
3 5 -\ 0 4 6 6 -2 -20
К.
4) Произведением матриц А^.^и В^ . ^называется т-я-мат­
рица С * AB , элементы которой вычисляются по формуле
(3)
(i-4,2,...,nt j j-4,2,...,*v).
Умножать можно только такие матрицы, у которых число 
столбцов первого множителя равно числу строк второго множи­
теля.
Например, элемент с^ вычисляется следующим образом:
С-М = "чЛ-И + + • • • +
П р и м е р  5. Найти С, » AB и С2 






, В * -2 4
I 6
Вычислим подробнее элемент с,,,, . Для этого выпишем пер­
вую строку матрицы А и первый столбец матрицы В и найдем
3
« « -  I I I  0 2 II * - г
I
Аналогично
1 * 3 + 0  *(-2)+2*1 * 5.
NOIО* I •  0 + 0 •  4 +  2 * 6 *  12,
см ж з  • 3 + 5 • (-2) - I • I =. -2,








С,= 10 20 -8
19 30 -4
Произведение двух матриц, как правило, некоммутативно, т.е.
AB £ В А . При умножении квадратной матрицы А порядкап 
на единичную матрицу I имеет место равенство
Al = IA = А
(проверить это самостоятельно по правилу (3)!).
Единичная матрица играет при умножении матриц такую же 
роль, как число \ при умножении действительных чисел (этим 
и объясняется термин иединичная матрица”).
Аналогично О-А = А ■ О =0, т.е. нулевая матрица игра­
ет роль нулевого элемента среди матриц.
Операции над матрицами обладают следующими свойствами:
А + В = В + А ,
(А+ В)* С = А+ (В + С) ,
(А- В)-С= А ■ (В • С) ,
СА+ В)-С = АС + ВС .
В правильности этих свойств легко убедиться с помощью фор­
мул (2) и (3).
П р и м е р  б. Предприятие изготовляет 4 типа деталей, 
которые используются при монтаже 3 типов комплектов. Эти 
комплекты будут использованы при выпуске готовой продукции 
двух видов. Необходимые количества деталей для монтажа од­
ного комплекта и также количества комплектов для единицы 









I 3 2 0 I 4 5
2 I 5 2 2 3 I
3 0 4 I 3 0 2
4 3 2 4
Подсчитать необходимое количество деталей для выпуска едини­
цы продукции обоих видов.
Непосредственный подсчет даст, что необходимое количест­
во деталей I типа для готовой продукции I вида равно 3 * 4+ 
+ 2 * 3 + 0 * 0 = 18, для продукции 2 вида: 3 * 5 + 2 : I + 
+ 0 * 2 =  17 ит. д. К результату можно прийти путем умноже­
ния матриц
3 2 0 4 5 18 17
I 5 2 • 3 I = 19 14
0 4 I 0 2 12 6
3 2 4 18 25
В первой строке необходимые количества деталей I типа для го­
товой продукции обоих видов и т.д. К.
2. Определители
Квадратной матрице ставится по определенному правилу в 
соответствие число, которое называется определителем (детер­
минантом) . Определитель n-го порядка обозначается следующим 
образом:
% • • °hrv
а 22 • • Л 2П/
01 tvl а ги2. • • •
Правило нахождения определителя дается ниже формулой (9).
Числа , расположенные в тъ строках и столбцах, на­
зываются элементами определителя. В общих рассуждениях час­
то говорят, что матрице А * I I ставится в соответствие
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определитель D = I a^\
Элементы с равными индексами составляют главную диагональ 
определителя (главная диагональ идет с верхнего левого уг­
ла в нижний правый угол); диагональ, ведущая с верхнего 
правого угла в нижний левый угол называется побочной.
В средней школе при решении системы уравнений с двумя 
неизвестными
^11+ 1^2^  = ^ 1 1 
+ К ,
использовалось понятие определителя второго порядка. Сос­





Матрице второго порядка ставится в соответствие опре­
делитель со следующим правилом вычисления:
ct.„ a.
D = ct,21 “11 22 '12 21
(4)
Правило нахождения определителя третьего порядка сле­
дующее:
an 1^2 *45
D = a2i a22 а22. =
^ 2>
+ *42*23*31^ (5)
-  С Пч* a99 + + a2iai2a35^  -
Схематически можно это правило представить в виде, из­
ображенном на рис. 31 (правило Сарруса). Между собой умно­
жаются элементы определителя, соединенные отрезками.От сум­
мы произведений элементов, соединенных между собой в груп­




П р и м е р _I. Найти значение определителя
I -I 2 
D = -3 0 4
5 7 3
Сумма произведений по направлению главной диагонали рав­
на
1 - 0 * 3 +  (-3) * 7 * 2 +  (-1) * 4 * 5 =  -62;
по направлению побочной диагонали:
5 * 0 • 2 + 7 • 4 * I + (-3) * (-1) ’ 3 = 37.
Значение определителя равно D = -62 -37 = -99. Правило вы­
числения определителя более высоких порядков будет дано ни­
же. К.
3. Минор и алгебраическое дополнение
Рассмотрим определитель u -го порядка. Если в данном оп­
ределителе вычеркнуть элементы t-й строки и j-го столбца 
(i , j =» I, 2, ..., п ),то получится определитель, имею­
щий порядок на единицу меньше. Этот определитель называется
М ;: . Эле-
З-Г'0
минором элемента и обозначается символом




^  2^. • • • ' ‘ •
a24 a2.2 ' ' • a2j-1 a2j+-1 • • * ž^n,
°4-4 1 ai-4 2' • • <Чч j-1 —  j-И • • • **ЧИ П/
(4)
<^/+4 J+4













Вычеркиванием первой строки и первого столбца получим
-51,М32= 15. К.
Алгебраическим дополнением элемента определителя а у
называется число, полученное при умножении минора на (-I)t+':
. (6)
П р и м е р  2. Найдем алгебраические дополнения элемен­
тов а. а-Э2 для определителя в примере I.
Согласно формуле (6) получим
А „ - и Г м „ - м ; Аю - с - 1 Г ам и - 5П  А « — Мм —  -I5.
Теперь дадим правило вычисления определителя порядка а 
через определители порядка п-1 .
Определителем порядка и называется число, которое вычис­
ляется по следующему правилу:П
D = <r,^j A«j“ а« А« + Л« А«4 + - • • +3
Это правило называется разложением определителя по элементам 
первой строки.
Например, определитель 3-го порядка вычисляется по прави­
лу (7) следующим образом:
К.
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2^5 “ а42 + сца Я/*, 2^2
а2.2> ** 0/ьй
После нахождения определителей 2-го порядка получим правую 
часть формулы (5).
П р и м е р  3.Вычислить определитель
I СО1 0 0
2 0 2 I
5 4 0 -7
0 -2 3 6
Разложим определитель по элементам первой строки. Полу­
чим
D= 0-А1Ь + 0-А^= А*- ЗА^ .
Затем вычислим алгебраические дополнения как определители 
третьего порядка
0 2 I 2 2 I
А1 Г  (“I)I+I 4 и -7 = -8; Ai2= (-1)1+2 5 0 -7
-2 3 6 0 3 6
и наконец D * -8 - 3 • 3 = -17.
Как видно, вычисление определителя в данном примере упрос­
тилось за счет того, что в первой строке находятся нулевые 
элементы (отпала необходимость в вычислении А13 и Ан ). К.
4. Свойства определителей
Перечислим основные свойства определителей.
1) Транспонирование определителя, т.е. замена строк 
столбцами и наоборот, не меняет его значения.
Другими словами, строки и столбцы определителя равно­
правны. Последующие свойства верны и для столбцов.
2) Перестановка любых двух строк меняет лишь знак оп­
ределителя на обратный.
П р и м е р  I. Переставим в определителе D второй и 
третий столбцы. Вычислим оба определители по правилу Сар­
ру са:
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3 5 6 3 6 5
0 = 2 2 I = 73 - 89 = -16; P's 2 I 2
5 3 2 5 2 3
= 89 - 73 - 16.
K.
3) Определитель можно разложить по его любой строке,т.е.
°Ч2АС2+ - - • + 4rvAirv , U  = 4,2,... ,tv) . (9)
Это называется Формулой Лапласа (Laplace).
4) Общий множитель всех элементов одной строки можно вы­
нести за знак определителя.
На примере определителя 3-го порядка
rrv o tM TTva4S % *ЛЪ
= m a 24 Gl 22 ^ 2 3
<4, * 3 2 01/.м OiЛ2 171
Обратим внимание на то, что при умножении матрицы на чис­
ло умножаются все элементы на это число, при умножении опре­
делителя на число умножаются на него лишь элементы какой-ли­
бо одной строки.
5) Если соответствующие элементы двух строк определителя 
между собой равны или пропорциональны, то определитель равен 
нулю. Определитель также равен нулю,если все элементы одной 
строки равны нулю.
6) Значение определителя не изменится, если к элементам 
одной строки добавить соответствующие элементы какой-либо 
другой строки, умноженные на одно и то же число.
Например, для определителя 3-го порядка имеем
ЛЛ2 а12 ъ
а22 а2Ъ = + 4,0,^ a2S+WjC4j
** *Э5 ам *32
7) Сумма произведений элементов какой-либо строки опре­
делителя на алгебраические дополнения соответствующих эле­
ментов другой строки равна нудга:
aviAji+ •• + . (10)
Левую часть равенства (10) можно истолковать как разло­
жение по j—ой строке такого определителя, в котором в j-ой
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строке стоят элементы i-ой строки. Другими словами, левая 
часть (10) есть разложение определителя с двумя равными стро­
ками, а такой определитель равен 0.
Объединяем формулы (9) и (10). Имеет место равенство
п Г D, ^= J
+ a^ AJ1+ ' • ■" = { Bi
5. Вычисление определителя
(II)
Определители 2-го и 3-го порядков обычно вычисляются не­
посредственно по их определению. Если элементы какой-либо 
строки или столбца имеют общий множитель, то это можно вы­
нести за знал определителя (свойство 4).
П р и м е р  I. Вычислить определитель





Пользуясь непосредственно правилом Сарруса придется пе­
ремножить довольно большие числа. Но сразу видно, что элемен­
ты второй строки имеют общий множитель 12, элементы третье­
го столбца — множитель 5. Из первого столбца можно еще вынес­
ти множитель -I . Тогда имеем
6 0 25




= -60(-55 -8) = 3780. К.
Вычисление определителя более высокого порядка основано на 
формуле (9). При этом используют перечисленные в предыдущем 
пункте свойства определителя. В первую очередь пытаются вынес­
ти за знак определителя общие множители из строк и столбцов. 
Затем разлагают определитель по некоторой строке или столб­
цу (учитываются свойства 1и 3) по формуле (9). Разложение 
содержит миноры, которые являются определителями порядка 
t v- 1 .  Йх нахождение сводится опять к вычислению определи­
телей порядка а -2 и т.д., пока дойдем до определителей 
третьего или даже второго порядка. С помощью свойства 6 мож­
но в нужных строках создать нулевые элементы (в
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принципе можно преобразовать в нули все элементы кроме одно­
го). Для нулевых элементов нет необходимости в вычислении 
миноров и тем самым объем вычислений уменьшается. Проиллюст­
рируем это рассуждение примерами.














I -2 0 3
4 -5 6 7
3 0 I 2
-I I 4 0
Вынесем из первой и последней строк общие множители 2 
и 3. Тогда
D = 2-3-
Так как в первой строке уже есть один нулевой элемент, 
то выгодно преобразовать определитель по свойству(6)так,что­
бы в первой строке обратились в нули и элементы и сцц. 
Воспользуемся для этого первым столбцом. Прибавим ко второ­
му столбцу двукратный первый столбец, а от четвертого столб­
ца вычитаем трехкратный первый. Затем разложим определитель 
по первой строке и вычислим полученный определитель третьего 
порядка по правилу Сарруса:
I 0 0 0 3 6 -5
4 3 6 -5
D = 6 = 6-1- 6 I -7
3 6 I -7
-I 4 3
-I -I 4 3
= 6-(-98)= -588.
К.
П р и м е р  3. Вычислить определитель
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0 I 2 -3 4
3 -5 I 2 6
I -4 5 3 2
5 4 3 -2 I
7 2 -I 3 4
0 I 2 -3 4
I 2 —3 4
0 7 -14 -7 0









0 24 -22 -17 -9
-15 18 9 5
0 30 -36 -18 -10 *
D =
Преобразуем элементы первого столбца в нули кроме аЭ1= 4 
и затем разложим по первому столбцу. С этой целью вычитаем 
из второй, четвертой и пятой строк соответственно трех-,пя­
ти- и семикратную третью строку. Оказывается, что из второй 
строки можно вынести множитель -7 и пятой -- 2. Затем разло­
жим по первому столбцу:
D =
Полученный определитель четвертого порядка разложим по вто­
рой строке, создавая там предварительно больше нулей.С этой 
целью сложим с первым столбцом третий и из второго вычтем 
двукратный третий. После этих преобразований и разложения 
будем иметь
D = 14
Из первой строки вынесем множитель 2, из второго столб­
ца 4 и воспользуемся правилом Сарруса:
-I I 2
D = -14-2*4*1 7 3 - 9 =  -112 • [(-15+54)-(-36+35)] = -4480.
-6 0 5 к.
-2 8 -3 4
-2 8 40 0 I 0
= I4-(-I)2+3-I- 7 12 -97 12 -17 -9
-6 0 5-6 0 9 5
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Определитель можно вычислить и следующим образом. Преоб­
разуем определитель к треугольному виду. Чтобы достичь этого, 
вычитаем из второй строки первую строку, умноженную на 
а2'1-сЧ( ' a2/i / = 0; из третьей строки первую,умноженную 
на cvM / 0/Л/1 и так далее. Новые элементы обозначим через а,- . 
Дальше преобразуем в нули элементы второго столбца начиная с 
третьей строки, вычитая из третьей строки вторую, умноженную
на К гг а -  аа аЭ2/ = 0 и так далее до пос­
ледней строки. Продолжая в таком духе, определитель преобра­





а22 • * 





0 . а'т т 0 0 0 . „ IIгиъ
Теперь разложим определитель по первому столбцу. Полученный 
определитель п-I порядка разложим опять по первому столбцу. 







В итоге можно сказать: определитель треугольного вида равен 
произведению элементов главной диагонали.
П р и м е р  4. Вычислить определитель








Для иллюстрации предыдущих рассуждений преобразуем в ну­
ли элементы под главной диагональю. Следует вычитать из вто­
рой строки первую, умноженную на 1/2, из третьей удвоенную 
и из четвертой первую, умноженную на 3/2. Затем с третьей
строкой сложим вторую, умноженную на 4/9. С четвертой стро­
кой сложим вторую, умноженную на 17/9. Результат преобразо­
ваний следующий:
2 -I 2 0 2 -I 2 0 2 -I 2 0
0 -9/2 0 2 0 -9/2 0 2 0 -9/2 0 2
0 2 --10 I 0 0 -10 17/9 0 0 --10 17/9
0 17/2 3 I 0 0 3 43/9 0 0 0 481/90
На последнем шаге с четвертой строкой сложена третья, умно­
женная на 3/10. Наконец
D - 2-(-§•)• ( - 1 0 ) ^ =  481 .
Аналогичные преобразования будут в дальнейшем часто ис­
пользованы для создания нулевых элементов в матрицах. К.
6. Ранг матрицы
Рассмотрим матрицу А = я ^  и порядка га • tv .Одним важ­
ным показателем является ранг матрицы.
Выбираем из матрицы произвольные к  ( ю = I, 2,...)6трок 
и столько же столбцов и составим из общих элементов этих 
строк и столбцов определитель порядка ю , который называет­
ся минором порядка и для данной матрицы.
П р и м е р  I. Составить все миноры матрицы
1 -3 0 
А = I 2 I
2 9 3
Минорами первого порядка являются сами элементы матрицы.
Миноры второго порядка можно составить следующим образом. 





Комбинируя всеми парами строк и столбцов, находим все мино­
ры второго порядка (в данном примере их всего 9):
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-3 I 0 ОСО1 I -3
I I > 2 I ? 2 9
I 1 2 I I 2 I12 9 7 2 3 > 9 3




I 2 I = 0
2 9 3
Дана матрица
I 3 5 4
2 -I 3 I
8 3 19 II
А =
Найти все миноры наивысшего порядка.
Наивысший порядок минора равен меньшему из числа строк и 
столбцов, в данном случае 3. Включая все три строки, комби­
нируем всеми столбцами и получим
I 3 5 I 3 4 I 5 4 3 5 4
2 -I 3 1 2 -I I ч 2 3 I ; -I 3 I
8 3 19 8 3 II 8 19 II 3 19 II
Нетрудно вычислить значения этих определителей и ока­
зывается, что все они равны нулю. К.
Определение. Рангом матрицы г называется наивысший по­
рядок ее миноров, отличных от нуля. Все миноры более высо­
кого порядка чем г равняются нулю.
Один способ определения ранга матрицы заключается в по­
следовательном вычислении значений миноров различного поряд­
ка. Если например хоть один минор второго порядка отличен 
от нуля, перейдем к вычислению миноров третьего порядка.Ес­
ли хоть один минор среди них отличен от нуля, составим ми­
норы четвертого порядка и т.д. Если окажется, что хоть один 
минор порядка г отличен от нуля, но все миноры порядка г+1
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нули, то ранг равняется г . Если в матрице яг строк и п  
столбцов, то ранг не может превышать меньшего из этих чисел, 
то есть у ^ itwi ( ш  , п  ). Ведь наивысший порядок миноров, 
которых можно составить для матрицы Ат-П/не может превышать 
меньшего из чисел m  и л  .Описанный способ нахождения ран­
га матрицы обычно очень трудоемкий и применяется редко.Ниже 
приведем другой способ нахождения ранга.
При вычислении ранга матрицы существенную роль играют 
элементарные преобразования матрицы:
1) перестановка любых двух строк (столбцов);
2) умножение всех элементов какой-либо строки (столбца) 
на одно и то же отличное от нуля число или короче говоря: 
умножение строки на число;
3) прибавление ко всем элементам какой-либо строки 
(столбца) соответствующих элементов произвольной другой 
строки (столбца), умноженных на некоторое число или короче: 
сложение с одной строкой другсй строки, умноженной на число.
В ходе элементарных преобразований элементы матрицы ме­
няются, но можно показать, что ранг при этом не меняется.
Если в ходе элементарных преобразований в некоторой стро­
ке (столбце) все элементы превратятся в нули, то эту строку 
можно вычеркнуть. Это не влияет на ранг матрицы, так как ми­
нор, содержающий нулевую строку, равняется нулю.
Матрицы А и В , имеющие равные ранги, называются экви­
валентными и в этом случае пишут А ~  В .
Начнем с нахождения ранга квадратной матрицы А = I I 
порядка irv . Путем элементарных преобразований над строками 
преобразуем матрицу к треугольному виду
Л 1 2  • • ' a 4TV
* 2 2  • • •
а! ъъ ■• •
0  . . .
Определитель матрицы I A I является и минором порядка и .Его 
значение равно произведению элементов главной диагонали. Ес­
ли среди них нет нулевых элементов, то I А' I / 0 и ранг матри­
цы А равен г = п  .Если же имеются нулевые элементы на глав­
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ной диагонали, то 1А'| = 0 и v < n . Вычеркиваем строки и столб­
цы,на пересечении которых находятся нулевые элементы. Из сох­
ранившихся строк и столбцов составим снова треугольный опре­
делитель, который отличен от нуля.Порядок этого минора и рав­
няется рангу матрицы А .
Заключение.Для определения ранга квадратной матрицы сле­
дует ее преобразовать к треугольному виду. Ранг матрицы ра­
вен числу ненулевых элементов главной диагонали.
П р и м е р  3.Найти ранг матрицы














Во второй строке единичный элемент. С помощью его лег­
че провести элементарные преобразования и поэтому поменяем 
первые две строки. Затем проведем следующие преобразования 
(римские цифры означают номер строки, с которой проводятся 




теперь!!! + 7*11, !У - 7-II и наконец 5-1У + 6-III
I 2 3 4 I 2 3 4
2 3 I 2 0 -I -5 -6
-3 I I -I 0 7 10 II
I -5 -2 -6 0 -7 -5 1 »—1
 о
I 2 3 4 I 2 3 4
0 -I -5 -6 /-о 0 -I -5 -6
0 0 1 го сл -31 0 0 -25 -31
0 0 30 32 0 0 0 -231
В полученной треугольной матрице все элементы главной диаго­
нали отличны от нуля и определитель матрицы 1А1 / 0,следова­
тельно г = 4. К.
П р и м е р  4. Найти ранг матрицы
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A =
2 5 -8 8
4 3 -9 9
2 3 -5 7
I 8 -7 12
ледующие элементарные преобразования: II - 2*1,
-  I:
2 5 -8 8
0 -7 7 -7 (продолжение сле-
0 -2 3 -I ~ дует после объяс­
0 II -6 16
нений) ;
разделим II строку на 7 и затем III - 2'II, I + II-II; нако­
нец 1У - 5-III:
2 5 -8 8 2 5 -8 8 2 5 -8 8
0 -I I -I 0 -I I -I 0 -I I -I
0 -2 3 -I 0 0 I I 0 0 I I
|о II -6 16 0 0 5 5* 0 0 0 0
Матрица приведена к треугольному виду и четвертая строка ну­
левая. Наивысший порядок отличного от нуля минора равен 3 и 
ранг V - 3. К.
Для прямоугольной матрицы преобразуем элементы в нули ни­
же диагонали, состоящей из элементов с двумя равными индек­





П р и м е р  5. Найти ранг матрицы
I 3 5 4
А = 2 -I 3 I
8 3 19 II
Так как число строк равно 3, то ранг к  3. Для создания 
нулей в первом столбце проведем следующие преобразования:
II - 2*1, III - 8-1:
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I 3 5 4
А ~ 0 -7 -7 -7
0 -21 -21 -21
вторую строку разделим на -7 и третью на -21 и затем III-II:
ЬН СО 5 4 1 3 СЛ 4
0 I I I 0 I I I
0 ы I I 0 0 Q. 0
На диагонали с подчеркнутыми элементами два отличных от нуля 
элемента. Отличный от нуля минор в квадрате второго порядка и 
ранг г = 2. К.
7. Обратная матрица
Понятие обратной матрицы связано лишь с квадратной матри­
цей. Для каждого числа et / О существует обратное число et* , 
дающее в произведении с а единицу: а • а4 = I. Оказывается, 
что для квадратных матриц, имеющих отличный от нуля определи­
тель IAI / О существует также такая матрица, произведение 
которой с матрицей А даст единичную матрицу.
Квадратная матрица А , определитель которой I AI ^  0, на­
зывается невырожденной (неособенной), а матрица с равным ну­
лю определителем - вырожденной (особенной).
Определение. Для данной невырожденной квадратной матрицы 
обратной называется матрица А , которая удовлетворяет усло­
виям
А-А'1= А-4-А = I . (12)
Так как единичная матрица выступает среди матриц в роли 
единицы, то А * в роли обратного элемента. Символ А не оз­
начает 4/А или I/А , операции деления среди матриц нет.
Введем понятие присоединенной матрицы к матрице А следу­
ющим образом. Составим определитель I АI матрицы и находим 
алгебраические дополнения Р ^  всех элементов . Из алгеб­




и ее транспонированную матрицу
А А12 • * 1TV
К о  ■ 22 • А 2п
А Ап1г2 • •• пиг
А „ А * - - • А ^
II
*С
A « V - • п^2
A^tv • • ■ А ПЛ
(13)
которая называется присоединенной матрицей к матрице А. 
Можно доказать следующую теорему.
Теорема. Обратная матрица А"1 для невырожденной матрицы 
равна
А - Ш 1 (14)
П р и м е р  I. Найти обратную матрицу для матрицы
0 I -I
1 I 2
2 О I 
Вычислим определитель матрицы А:
А =
0 I -I
I А| = I I 2 ю и (—• 11и
2 0 I
Матрица невырожденная и А существует. Вычислим алгебраиче­




I 2 I 2 I I
0 I
= I; А12- -
2 I
= 3; Aj3 =
2 0
I -I 0 -I 0 I
0 I = _1;А22= 2 I
= 2; А23=-
2 0
I -I 0 -I 0 I
I 2
= 3; А32= -
I 2














I А* - iТДТ А " 5
Для проверки вычислим
I -I 3 I I 33 - 3 5
3 2 - 1 = 3 2 I 3 о ~ 15
-2 2 -I 2 2 I5 5 - 3
0 I -I I -I 3 5 0 0
М ~ А = I I 2 - 3 2 -I I= 5 0 5 0
2 0 I -2 2 I 0 0 Õ
= 1.К.
Можно показать, что обратная матрица получится и следую­
щим образом. Расширим данную матрицу, прибавляя к ней спра­
ва единичную матрицу
II а ; I i i .
Затем проведем над строками элементарные преобразования так, 
что матрица А (левая часть расширенной матрицы) переходит в 
единичную матрицу. Тогда на месте I (правая часть расширен­
ной матрицы) создается обратная матрица для матрицы А. Сим­
волически можно это записать в виде
А ■ I I ' А'-А






2 2 3 I 0 0
I -I 0 0 I 0
-I 2 I 0 0 I
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На первом шагу поменяем первую и вторую строки, затем вычтем 
из второй строки удвоенную первую и третью строку сложим с 
первой. Получим
I -I 0 0 I 0 I -I 0 0 I 0
2 2 3 I 0 0 0 4 3 I -2 0 Л/
-I 2 I 0 0 I 0 I I 0 I I
На втором шагу поменяем вторую и третью 
II - 411:.
строки и затем I+II
I -I 0 0 I 0 I 0 I 0 2 I
0 I I 0 I I 0 I I 0 I I
0 4 3 I -2 0 0 0 -I I -6 -4
На третьем шагу проведем преобразования 
наконец умножим третью строку на :
I + III. II + III и
I 0 0 I -4 -3 I 0 0 I -4 -3
rsj 0 I 0 I -5 -3 0 I 0 I -5 -3
0 0 -I I -6 -4 0 0 I -I 6 4
Справа от пунктирной линии находится обратная матрица
I -4 -3 
I -5 -3 
- 1 6  4 
= I ! К.
А’ ’ =
Проверьте, что А • А
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§ 6. СИСТЕМЫ ЛИНЕЙНЫХ УРАВНЕНИЙ
I* Система линейных уравнений, ее матричная запись
Всякую систему из ttv линейных уравнений с ft неизвестны­
ми можно привести к виду:
Это так называемая нормальная Форма системы линейных уравне­
ний.
Решением системы (I) называется упорядоченная совокуп­
ность чисел , ос2 , ... , <хи , которая обращает каждое из 
уравнений системы при хл = , х2 = <х2 , ... , хи = ос^  в 
тождество.
Если система линейных уравнений имеет хотя бы одно реше­
ние, то она называется совместной, в противном случае — не­
совместной (противоречивой). Совместная система, имеющая 
единственное решение, называется определенной. а имеющая бо­
лее одного решения — неопределенной.
Если все свободные члены (правые части) 0 ( 1 =  1,2, 
... , m  ), то система называется однородной. в противном слу­
чае неоднородной.
Из коэффициентов при неизвестных в системе можно соста­
вить матрицу А, которая называется матрицей системы. Прибав­
ляя к матрице системы столбец свободных членов, получим рас­
ширенную матрицу системы А . Введя еще матрицу неизвестных 
96 в виде вектор-столбца и вектор-столбец свободных членов 
В , можно на основании правила умножения матриц систему 
уравнений записать в матричной форме
%ixi+ 01 А + • . • + о/
a*ixi + аг2*'а+ - • • + 01 ( I )
nrn
АХ = В ( 2)
П р и м е р ы .  I) Дана система уравнений 
2 х л -  З х г + * а = О,
а>л + 5ха = -3,
4 х,, + Xj, - 2 Xj = 4 .
Составить матрицу и расширенную, матрицу системы и вектор- 
столбец свободных членов.
Согласно вышесказанному
2 -3 I 2 -3 I 0 0
А = I 5 0 , А = I 5 0 -3 , В = -3
4 I -2 4 I -2 4 4
2) Даны матрица системы и вектор-столбец сво­
бодных членов
5 3 - 1 4  
А = 2 0 3 7 
1 2  5 6 
Выписать систему уравнений.
Обозначим элементы вектор-столбца неизвестных через 
х- (j = I, 2, 3, 4). Составим матричное уравнение (2) и 
перемножим матрицы:
I
, в = -4
5
5 3 - 1  
2 0 3 
I 2 5 ос.
х„
5 ос.ч + 3 х 2 - хА + 4 оц =0, 
i 2
+ 2х„
+ 3ia+ 7 Хц. = -3,
+ 5а^ + б =4.
К.
Будем рассматривать две важные задачи:!) имеет ли систе­
ма решение(я); 2) если решение существует, то найти его.
2. Правило Крамера
Рассмотрим систему уравнений, в которой число неизвест­
ных равняется числу уравнений m  = п . Определитель матрицы 
коэффициентов А = обозначим через D = la^l и назо­
вем определителем системы.
Пусть D / 0, т.е. матрица А невырожденная.
I Рассмотрим матричный способ решения системы уравнений, 
удовлетворяющей приведенным условиям. Запишем систему в мат­
ричной форме АХ = 3 .
Умножим обе части равенства слева на обратную матрицу А"
А "'А Х= к' в
и учтем, что А *А 
в матричной форме
= I и IX = X . Получим решение системы
(4)
Пользуясь формулой (4) для решения системы, следует I) 
найти обратную матрицу А" согласно формулам (13) и (14) 
из предыдущего параграфа (стр. 98); 2) найти произведение 
А В — этим является вектор-столбец; 3) выписать решение: 
значения неизвестных равняются элементам вектор-столбца.
II Путем преобразования правой части равенства (4) мож­
но решение системы представить через определители в форме, 
называемой правилом Крамера (Cramer).
Обратная матрица А"1 определяется по правилу
А~ Ч А"-где А присоединенная матрица к матрице А . Решение систе­
мы в виде (4) можем теперь написать следующим образом:
х = £а*в . (5)
Вычислим произведение матриц
А,, А* •• • А,




ЦАМ + . + &■ А .tv tvl
*Л* + ^А2Д+ ■
*Лп,+ • + н* tv т\л
Оказывается, что элементы этого вектор-столбца равняются оп­
ределителям, полученным из определителя системы D путем за­
мены отдельных столбцов столбцом свободных членов системы. 
Например, заменяя в определителе D первый столбец столбцом 
свободных членов, получим определитель »разложение кото­











Аналогично, второй элемент равняется определителю D2 , полу­
ченному из D посредством замены его второго столбца столб­









откуда хЛ = D,/D , x2=D2/D , ... , хгь= D^/D . Выведен­
ный результат сформулируем в виде следующей теоремы, носящей 
имя правила Крамера.
Правило Крамера. Пусть для системы линейных уравненийАХ= 
= В число неизвестных равно числу уравнений и определитель 
системы отличен от нуля D= I сц^ | /£ 0. Тогда решение систе­
мы имеет вид (формулы Крамера):
( H . V ' - A i e )
где определители Dj образуются из определителя системы D 
посредством замены j-ro столбца столбцом Свободных членов.
Формулы Крамера не применимы, если D= 0 — появится де­
ление на 0.
П р и м е р . Решить систему линейных уравнений 
х„ + х2 + хэ = 6,
2х< - х2 + хэ = 3,








Определитель D / О, следовательно, формулы Крамера приме­
нимы. Составим и вычислим определители D
6 I I I 6
II 3 -I I = -5, = 2 3
5 -I 2 I СЛ
3 *
= -I07D3=£ -I 
-I
= -15.
Решение данной системы равно:
ГГ = _5- = ^
Хл -5 ’ Хз - Г ^ =г> К
Если число уравнений достаточно велико, то решение сис­
темы по правилу Крамера становится очень трудоемким.В 4 пунк­
те будет изложен и другой способ решения линейной системы.
3. Общий случай решения системы линейных уравнений. Од­
нородные системы
Поясним, когда система (I) совместна, т.ё. имеет реше­
ние независимо от числа уравнений и неизвестных. Можно до­
казать TeojDeMyJfpoH^^ (Kronecker-Capelli): сис­
тема линейных уравнений совместна тогда и только тогда,ког­
да ранг матрицы системы А равен рангу расширенной матрицы 
системы А :
r (A ) = i*(Ä) .
Ранги матриц А и А находятся по правилам, указанным в 
предыдущем параграфе.
Далее допустим, что система совместна и проанализиру­
ем, каково может быть количество решений системы в зависи­
мости от числа неизвестных п и уравнений rrv .
1) Пусть число уравнений равно числу неизвестных и ранг 
равен им:
V =  тп, —  п  .
В данном случае определитель D / 0 и из предыдущего пункта 
известно, что система имеет единственное решение. чч
2) Пусть число уравнений меньше числа неизвестны^д ранг 
равен числу уравнений: \У
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Г = -nv .с n .
Тогда обязательно хоть один минор m -го порядка отличен от 
нуля. Перегруппируем слагаемые в системе так, чтобы отлич­
ный от нуля минор m -го порядка составляется из коэффициен­
тов m  первых столбцов системы.
Затем перенесем остальные n -m  слагаемых в правую сто­
рону знака равенства. Система примет вид
+ '^тп — ♦ПгМ®«п+А~ ’ ' ’ J
СТ<МЭС'1 + . . . + = " • • • ~ ( i j j
• - • + Ч^п.т-Н ~ ^ truv^iv *
Неизвестным , ... , хЛ можно придать произвольные зна­
чения оь^=С„ , х ^ 2=Сг , ... , х^= С^_т .Эти неизвест­
ные называются свободными. Неизвестные х4 , ... , , опре­
деляемые через свободные, называются базисными. При конкрет­
ном выборе свободных неизвестных имеем дело со случаем I) 
r=m и система имеет единственное решение. Свободные неиз­
вестные можно выбирать бесконечно многим образом. Таким об­
разом, система имеет бесконечное множество решений, т.е.сис­
тема неопределенная. Решение системы, содержащее произволь­
ные значения свободных неизвестных, называется общим реше­
нием. Приписывая свободным неизвестным конкретные значения, 
получим частное решение. Решение, которое получится при ну­
левых значениях свободных неизвестных, называется базисным:
= Л П  ^ 2  =  " ) ■ ■ ■ ■ >  X m  =  ° Ч л  1 '2- W M  =  - =  =  ^  •
Так как отличных от нуля миноров порядка т  = v , составлен- 
ных из коэффициентов неизвестных, может быть больше чем один, 
то выбор базисных неизвестных не определен однозначно.
3) Пусть уравнений больше чем неизвестных и
г = 1г ^  пг .
Тогда выберем из системы и таких уравнений, для которых оп­
ределитель коэффициентов порядка п отличен от нуля и для 
этих уравнений получим единственное решение по формулам Кра­
мера. Оказывается, что остальные отброшенные m - n  уравне­
ний являются последствиями выбранных п уравнений и удовлет­
ворены также при полученном решении. И так, в данном случае
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система имеет единственное решение.
4) Пусть ранг меньше числа уравнений и неизвестных:
г  < m  ^ п .
Тогда выберем за базисные г таких неизвестных,определитель 
коэффициентов которых отличен от нуля и остальные а-г не­
известных являются свободными. Из общего числа уравнений m  
выберем V штук, остальные га-г* можно выразить через выб­
ранные г уравнений и их можно исключить из рассмотрения.Ос­
танется система, состоящая из г уравнений с п, неизвестными. 
Этот случай рассмотрен во 2) случае и, следовательно, систе­
ма имеет бесконечное множество решений.
Заключение. Если выполнено условие равенства рангов г(А)=
= T»(A)=t* , то система совместна. Количество решений зависит 
от взаимоотношения числа неизвестных п , числа уравнений m  
и ранга матрицы системы г .
1) Если г = m  = п , то система имеет единственное реше­
ние.
2) Если г = n<im , то система имеет единственное реше­
ние. Для его нахождения следует решить систему из а таких 
уравнений, определитель которого отличен от нуля.
3) Если V = m<cn ,то система имеет бесконечное множест­
во решений. Свободными являются n - т  неизвестных.Можно най­
ти и базисное решение при каждом конкретном выборе базисных 
неизвестных.
4) Если то система имеет бесконечное множест­
во решений . Свободными являются а-г неизвестных. Можно 
также найти базисные решения как и во втором случае.
Частный случай. Пусть система (I) однородна. Расширенная 
матрица А получается путем добавления нулевого столбца к мат­
рице системы А и поэтому всегда т*(А) = г (А). Это означает, 
что однородная система всегда совместна. Непосредственная 
проверка подверждает, что однородная система имеет непремен­
но нулевое решение х< = х2 = ... = = 0, которое называет­
ся тривиальным решением.
Если а = п^тп или г = n = та , то система имеет в 
качестве единственного решения ( I) и 2) пункты заключения) 
лишь нулевое решение. В этом случае определитель системы
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D / 0. Если же в случае m  = п определитель D = 0, то г <1 т  
и кроме нулевого решения существует бесконечное множество 
ненулевых решений ( 3) пункт заключения). Если m  < п , то 
также решений бесконечно много.
Заключение. Однородная система имеет всегда хоть нулевое 
решение. Если в случае m  = п определитель D / 0,то нулевое 
решение единственное; при D = 0 решений бесконечно много.
При m < n  решений бесконечно много.
П р и м е р ы . I) Решить систему
Зх^ + 4 х 2 =0,
2хЛ - 5хг =0.
Вычислим определитель системы D = -23 / 0. Система име­
ет лишь нулевое решение х(, = х2= 0.
2) Решить систему
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= 29 - 29 = 0,
следовательно, система имеет кроме нулевого решения и нену­
левые решения. Решим систему способом подстановки: из пер­
вого выразим х3 = Зх2 - 2х^ и подставим в остальные два.По­
лучим два совпадающих уравнения 7х,, - 2хг = 0.Примем за сво­
бодную неизвестную х,, = С,, , тогда х2=7/2С,, и наконец х3 = 
= 21/2 С,, — 20,, = 1 7 / 2 .  Общее решение следующее: х,, = С,, , 
х2= 7/2С, , х5= 17/2С, .
Выберем в качестве свободной неизвестной х2 = . Тогда 
х, = 3/7 С, , х3= 17/7 С, .
Принимаем за свободную неизвестную хь = С., . Тогда целе­
сообразно выразить из второго уравнения, например, хйзхэ-5х< 
и подставить в остальные: получим Два совпадающих уравнения 
17хА - 2хь = 0, откуда х^= 2/17С„ . Затем х2= С, - Ю/17С4 =
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= 7/17С,, . Общее решение:
хл= 2/17С„ , х2= 7/17С, , хэ= С, . К.
4. Метод последовательного исключения неизвестных
Ранее было сказано, что решение систем с квадратной мат­
рицей при п »  4 с помощью правила Крамера очень громоздко. 
Для решения неопределенной системы это правило практически 
не применяется.
Ниже изложим один метод решения линейной системы,не тре­
бующий даже предварительной проверки совместности системы. 
Несовместность системы обнаруживается в ходе решения систе­
мы. Этот метод называется методом Гаусса или методом после­
довательного исключения неизвестных. В школьной математике 
применяется этот метод обычно под названием способа сложения.
I Начнем ознакомление с этим методом в случае, когда m= п 
и D / 0.
Составим расширенную матрицу системы
IX
А2  ■ ■ К
^ •0  9 • • К
а п 1 Л тъ2 • • ^ t u v к
1)этап. Путем элементарных преобразований преобразуем 
матрицу так, чтобы матрица системы приняла треугольный вид. 
Обозначим преобразованные элементы через и ^  . Матри­
ца представится в виде
< < к
0 <2 а 2 П . к
0 0
• • <v и,
0 0 0 . • • л'Ю Л
Преобразования проводятся лишь над строками и на первом ша­
гу создают нули в первом столбце, начиная со второй строки, 
на втором шагу - во втором столбце, начиная с третьей строки 
и т.д. Элемент столбца, с помощью которого преобразуют в ну­
ли остальные, называется разрешающим элементом. Преобразова­
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ния, проводимые на I) этапе над строками расширенной матри­
цы, означают для самой системы уравнений последовательное 
исключение неизвестных из уравнений. Из второго уравнения 
исключается х4 , из третьего х„ , и Т*Д*
На I) этапе система преобразуется к треугольному виду
"ч,*ч + аА +  • • • + К  ,
........................................................................................  (8 )
<^-4 tv-4 Xtv-4 t^v-1 tv Xti/ t^v— '1 }
a x =TUI TV TV •
Ha 2) этапе происходит последовательное нахождение зна­
чений неизвестных, начиная с последнего уравнения. Послед­
нее уравнение содержит одну неизвестную и получим 
= осЛ . Это значение подставим в предпоследнее уравнение,ко­
торое превращается также в уравнение с одной неизвестной:
аин пнХ^н + , откуда
X*v-4 = С -  ^ - 4  ч\ f ^ ^ l tv-4 ~ Л п,-4
Найденные значения хЛ=л^ и подставим в свою
очередь в уравнение на одну строку выше, откуда находим хп.2 
и т.д. до первого уравнения, откуда находим X, = . Реше­
ние системы найдено: х^ = ос^  (i = I, 2, ... , п, ). Решение 
записывается и в виде X = ( ос,, <хг, ... ,ссп).
Один сравнительно удобный способ оформления хода расче­
тов будет демонстрирован на примере.
П р и м е р  I. Решить систему уравнений
2 + ха- 5 х3 + хц = 8,
Х< - 3 х2 - 6 ®4= -9,
2 х2 - х3 + 2 Хц. = -5,
хЛ + 4 х2 - 7 хь + б хч = 0.
В таблицу внесем расширенную матрицу системы и добавим 
так называемый контрольный столбец Z. , элементы которого 
равны сумме всех элементов строки. Элементарные преобразо­
вания, проводимые над строками, распространяются и на конт-
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рольный столбец. Сумма элементов строки расширенной матрицы 
должна на каждом шагу совпадать с элементами контрольного 
столбца.
При составлении исходной таблицы напишем в первую стро­
ку коэффициенты второго уравнения. Тогда разрешающим элемен­
том в первом столбце будет I. Рядом с таблицей укажем харак­
тер проводимого преобразования. Например, (II) - 2 (I) озна­
чает, что от элементов II строки вычтены удвоенные элементы
I строки. Разрешающие элементы столбцов подчеркнуты.
«Л ха х4 в- Z
Преобразование
1 3 0 -6 -9 -17
2 I -5 I 8 7
0 2 -I 2 -5 -2
I 4 -7 6 0 4
I -3 0 -6 -9 -17
0 7 -5 13 26 41 (II) - 2(1)
0 2 -I 2 -5 -2
0 7 -7 12 9 21 (1У) - (I)
I -3 0 -6 -9 -17
0 7 -5 13 26 41
0 0 3_ -12 -87 -96 7 (III) - 2 (II)
0 0 -2 -I -17 -20 (1У) - (II)
I -3 0 -6 -9 -17
0 7 -5 13 26 41
0 0 I -4 -29 -32 (III) :4
0 0 0 -27 -225 -252 (1У) + 2 (III)
Матрица коэффициентов приведена к треугольному виду. I) этап 
завершен.
Начинается 2) этап. Последней строке соответствует урав­
нение -27 Хц. = -225, откуда осц = 25/3. Предпоследней строке 
соответствует уравнение - 4осц = -29. Подставляя сюда толь­
ко что найденное значение , получим ха = -29 + 4*25/3 *
= 13/3. Продвигаясь на одну строку выше, имеем Ъс,г-
III
откуда
Аналогично из первой строки получим
-9 + Зх 2 + 6хн = -9 - 26 + 50 = 15.
Задача решена: х^, = 15, х2 = -26/3, хэ = 13/3, х =^ 25/3.К.
II Общий случай, когда v ^  п . За разрешающие элементы 
принимаем элементы с равными индексами , л22 , ... , аГ¥. 
Путем элементарных преобразований приходим к матрице
откуда нулевые строки вычеркнуты. Если система разрешима,то 
нулевых строк будет точно n v -r  .
Блок, обведенный прямоугольником, определяет коэффициен­
ты базисных неизвестных, в остальных столбцах коэффициенты 
свободных неизвестных. Свободным неизвестным придаем произ­
вольные значения xr+i = Q, , хг+2 = С2 , ... . Последней 
матрице соответствует треугольная система, где слагаемые со 
свободными неизвестными перенесены в правые стороны уравне­
ний. Это соответствует первому этапу метода Гаусса. Выпишем 
только два уравнения преобразованной системы:
На втором этапе найдем из последнего уравнения х* как 
линейную комбинацию свободных неизвестных, затем из предпос­
леднего уравнения хгН и т.д. согласно методу Гаусса.
Несовместность системы обнаруживается в ходе преобразо­
ваний расширенной матрицы. Если все коэффициенты неизвестных 
какой-либо строки равны нулю, но свободный член не равен ну­
лю, то система несовместна. Действительно, такой строке соот­
ветствует уравнение 0 • х4 + ... t O ' X ^ M O H  такому ра­
венству не удовлетворяет никакая совокупность чисел.
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П р и м е р  2. Решить систему уравнений
2хл + 7х2 + Зхэ + хц = 6,
Зх, + 5х2 + 2хэ + 2 Хц. =4,
9х4 + 4*t + «j + 7 = 2.
Располагаем коэффициенты в последующей таблице и прове­
дем необходимые преобразования.
х2 Хц fr Z
2 7 3 I 6 19
3 5 2 2 4 16
9 4 I 7 2 23
2 7 3 I 6 19
0 -II -5 I -10 -25 2 (II) - 3 (I)
0 -55 -25 5 -50 -125 2 (III)- 9 (I):5
Элементы третьей строки пропорциональны элементам вто­
рой строки и после деления третьей строки на 5 две строки 
совпадают. Одну из них можно вычеркнуть. Ранг матрицы равен
2. В роли свободных неизвестных выступают хэ и Хц. . Обозна­
чим xs = С,, , хч = Сг . Второй строке соответствует уравне­
ние
откуда найдем
-44х2-5С,,+ С2= - 40 ,
40 D г
Из первого уравнения 2х„ + 7х2 + ЗС1 + С2 = 6 следует
= 2 [6 " ^ iiC z) “ = " ^  + 4 4 2
Общее решение системы имеет вид:
= х э= с^
Приравнивая свободные неизвестные нулю: С4= 0, С2- 0, по­
лучим одно базисное решение х4 = -2/II, х2 = I0/II, хь-®ц-0.
За базисные неизвестные можно выбирать и другие пары не­
известных, например, х,, и х3 или х4 и хц и т.д. Если в роли
ИЗ
базисных и х4 , то за разрешающие элементы целесообразно 
выбрать единицы из третьего и четвертого столбцов. Для реа­
лизации метода Гаусса можно в таблице в первые два столбца 
написать коэффициенты при хэ и х^ , поменял при этом первую 
и третью строки:
х2 V Z Преобразование
I 7 9 4 2 23
2 2 3 5 4 16
3 I 2 7 б 19
I 7 9 4 2 23
0 -12 -15 -3 0 -30 CID- 2 (I) :(-3)
0 -20 -25 -5 0 -50 CIII)- 3 (I) : (-5)
I 7 9 4 2 23
0 4 5 I 0 10
0 4 5 I 0 10
Примем х4 =с, , х2 = С2 . Тогда




= 2 - 7х4 - 9С, -- 4С2 = 2 - - - С2 4 4 •
Общее решение: х4 = с, , х2= С2 » = 2 - Сл/4 - 9С&/4
х^ = -5 С^/4 - С2/4. Второе базисное решение: х4 = х2 = О, 
х3 = 2, х4= 0. К.
5. Метод полного исключения неизвестных
Метод Гаусса можно реализовать и немного иным путем. С 
помощью разрешающего элемента можно в каждом столбце преоб­
разовать в нули все остальные элементы. Если разрешающие 
элементы выбраны на главной диагонали, то расширенная мат­
рица преобразуется к диагональному виду





Л 1 * Г + 4  • • • ° C v К
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Каждой строке соответствует уравнение лишь с одной неизвест­
ной и получим легко значения неизвестных. И так, из первой 
строки следует
■• • ' а^ с«-) и т.д., 
где свободные неизвестные обозначены х..^ , = С,..... х^=СT'-r'l т » * * TV т* ’
Этот способ иногда называется методом полного исключения не­
известных.
При практической реализации даже необязательно разрешаю­
щие элементы выбирать на главной диагонали. Необходимо лишь, 
чтобы в каждой строке и столбце не было более одного разре­
шающего элемента. В столбцах свободных неизвестных (если 
они будут)нет разрешающих элементов. Практическую реализа­
цию демонстрируем на примерах.
П р и м е р  I. Решить систему уравнений
2х, + Зх2 + 4ха - х4 =9,
3 х^  — xz + Xj + 2 Хц. =—I,
Х4 + х2 - 5 хэ + = 2,
2 х< - 3 х* - 4 хо, - 3 хч =-1 .
Составим расширенную матрицу системы и прибавим конт­
рольный столбец. Разрешающие элементы подчеркнуты. За таб­
лицей указаны проводимые преобразования.
По строкам можем выписать решение: из первой строки 
ха = 2, из второй х3 = О, из третьей = I, из четвер­
той хч = -I. Решение оформим в виде 36 = (I, 2, О, -I). К.
х2 *5 хч fr Z Преобразование
2 3 4 -I 9 17
3 -I I 2 -I 4
I I -5 I 2 0
2 -3 -4 о-О -I -9
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15*
*4 х2 Фц, Z Преобразование
0 I 14 -3 5 17 (I) - 2 (III)
0 -4 16 -I -7 4 (II) - 3 (III)
I I -5 I 2 0
0 -5 6 -5 -5 -9 (1У) - 2(111)
0 I 14 -3 5 17
0 0 72 -13 13 72 (II) + 4(1)
I 0 -19 4 -3 -17 (III) - (I)
0 0 76 -20 20 76 (1У) + 5(1) :4
0 5 13 0 10 28 5(1) - 3(1У)
0 0 113 0 0 И З 5(11) - 13(1У) : 113
5 0 -19 0 5 -9 5(111) + 4(1У)
0 0 19 -5 5 19
0 5 0 0 10 15 (I) - 13(11) :5
0 0 I 0 0 I
5 0 0 0 5 10 (III) + 19(11) :5
0 0 0 -5 5 0 (1У) - 19(11) :(-5)
П P и м е Р 2. Решить систему уравнений
+ 2хг + 3 хj + + 3 Xj = 5,
2 - Эх,, — 3 х^ + Xj| — 7 х^ = 3,
+ х2 + + 2 Хц. = 4,
3 *4 - хг - »з + 2 хч - 4 Xs- =8.
Уже до решения можем сказать, что если система совместна, 
то решений будет бесконечно много, т.к. число уравнений мень­
ше числа неизвестных. Решим задачу методом полного исключения 
неизвестных. Разрешающие элементы подчеркнуты.
Вычеркнем четвертую строку как нулевую. Кстати, это можно 
было делать уже на предпоследнем шагу, где вторая и четвертая 
строки совпали. Остаются три уравнения с пятью неизвестны»«. 
За базисные неизвестные выберем те, столбцы коэффициентов ко­
торых единичные векторы: х,, , хч и по собственному выбору тг 
или х5 : столбцы по ха и х3 содержат элемент I в одной и той 
же строке. Примем за базисную неизвестную х3 . Свободными не-
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известными являются тогда *2 = Сл , х5 = С2 .
*1 Ха. X* *5 1 Преобразование
I 2 2 I 3 5 14
2 -3 -3 I -7 3 -7
I I I 2 0 4 9
3 -I -I 2 -4 8 7
I 2 2 I 3 5 14
0 -7 -7 -I -13 -7 -35 (II) - 2(1)
0 -I -I -3 -I -5 (III) - (I)
0 -7 -7 -I -13 -7 -35 (1У) - 3(1)
I 3 3 0 6 6 19 (I) - (III)
0 -I -I 0 -2 -I -5 (II) + (III) :8
0 -I -I I -3 -I -5
0 -I -I 0 -2 -I -5 (1У) + (III) :8
I 0 0 0 0 3 4 (I) + 3(11)
0 I I 0 2 I 5 -(II)
0 0 0 I -I 0 0 (III) - (II)
0 0 0 0 0 0 0 (1У) - (II)
Из первой строки следует х^  = 3, из второй — Q, + х3 +
+ 2С2 = I или *>= I - с, - 2С2 из третьей хч = Cz .
Общее решение следующее: х< = 3, х2 = С4 , =  I — СЛ —
- 2С2 , хц=С2 , ху = С2 . Базисное решение: X,, =(3,1,0,0,0). 
При выборе свободных неизвестных С* = 2, _С2 = -I получим кро­
ме базисного следующее частное решение: Х2 = (3,2,1,2,-1). К. 
П р и м е р  3. Решить систему уравнений
х4 + Хц. - = 3,
+ 2х2 + 2Xj + Лц. + 3 х5 = 5,
ха + хэ + х^ + л5 = I,
х, - Зхг + Зх 3 - 6 ху = 2.
Решим систему методом полного исключения неизвестных.
Так как rrv^n, то заранее известно, что имеется не менее 
одной свободной неизвестной.
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*4 *JL 'Ч *>» ** t Z Преобразование
I 0 0 I -I 3 4
I 2 2 I -3 5 14
0 I I I I I 5
I -3 -3 0 -6 2 -9
I 0 0 I -I 3 4
0 2 2 0 4 2 10 (II) - (I)
0 I I I I I 5
0 -3 -3 -I -5 -I -13 (1У) - (I)
I 0 0 I -I 3 4
0 0 0 -I I 0 0 (II) - (III) :2
0 I I I I I 5
0 0 0 1 -I I I (1У) + 3(111) :2
I 0 0 0 0 2 3 (I) - (1У)
0 0 0 0 0 I I (II) + (1У)
0 I I 0 2 0 4 (III) - (1У)
0 0 0 I -I I I
Во второй строке все элементы нули кроме свободного члена. 
Этой строке соответствует уравнение 0-х,, + 0• х2 + 0• х3 +
+ 0• х^  + 0 • х5 = I, которое противоречиво. Следовательно,сис­
тема уравнений решений не имеет (несовместна). К.
§ 7. ВЕКТОРНЫЕ ПРОСТРАНСТВА
I. Множество ту -мерных векторов
В § I было введено понятие геометрического вектора как 
направленного отрезка х . В прямоугольной системе коорди­
нат было построено взаимно-однозначное соответствие между 
геометрическим вектором, упорядоченной совокупностью чисел 
и точкой. В настоящем параграфе будем оси координат в трех­
мерном случае обозначать через хд , хг , хЛ вместо привыч­
ных символов х , ^ , зь . Координаты точки обозначим через 
Р( х4 , х2 , х э ) и координаты вектора через х =(х1,х1,хг>).
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Вектор х разлагается по ортам осей координат \  = (1,0,0), 
\ =  (0,1,0), (0,0,1) в виде х = хД, + x2^ z+ x3ß/,, .
Отсюда вытекают частные случаи: 
на координатной плоскости (двумерный случай)
Р(х,, j х 2") j х  = (х4 7 Х^) — ^ 2/^ + j 
на координатной оси (одномерный случай)
Р(х„) ; х=(х<) = хД, .
Целесообразно обобщить рассмотренные понятия.Это делает­
ся так, чтобы уже рассматренные случаи вошли в более общую 
систему.
Определение. Упорядоченная совокупность п действитель­
ных чисел ( х4 , xz , ... , хп ) называется п -мерным векто­
ром.
Это запишется в виде х = ( X, , хг, ... , х^). Числа V-»3* 
называются координатами вектора х .
Нулевым вектором называется вектор 0 = (0,0, ... , 0).
Пусть даны два я-мерных вектора
* - (*о 3 = •
Векторы х и tj называются равными X = ^  , если соот­
ветствующие координаты равны между собой: X, = ^  , хг=*
..., хп = ^  .
Операции над п -мерными векторами определяются следующим
образом:
а) суммой (разностью) векторов х и ^ называется вектор 
х i vj , имеющий координаты
Х ± у-С*4±у,, x„±l|J; (I)
б) произведением вектора х на число м называется век­
тор кх , имеющий координаты
V/X = (кх4 ? ^... ^ юх^-) j (2)
в) скалярным произведением двух п-мерных векторов на­
зывается число х •^  , вычисляемое по правилу
ft
* шЧ т M ‘+ x *\l*+ -” + ^ - I x ^ i  . (3)
Скалярным квадратом вектора х называется число
х • х = + ** + .. . + х^ = Z. *i •с** 4
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Длиной или модулем вектора х называется число
1x1 = \|х • х = \jZxf . (4)
it
Молено показать, что перечисленные операции обладают та­
кими же свойствами, как трехмерные векторы (см. формулы (2) 
и (II) из §1, стр. 6 и 23 ).
Если х ■ ^  = 0, то векторы х и называются перпендикуляр­
ными.
Единичным называется п-мерный вектор, имеющий единич­
ную длину.
Единичными являются и векторы, имеющие одну координату, 
равную I и все остальные 0. Очевидно, что существуетпраз­
личных единичных векторов такого вида (1,0,0, ... , 0), 
е2 = (0,1,0,0, ... , 0), ... , е^= (0,0, ... , 0,1). Все 
эти векторы являются перпендикулярными, так как их попарно 
взятые скалярные произведения равны 0:
V  е 2 = 1-0 + 0-1 + 0-0 + ... + 0-0 = 0, W =  О Л - V  0 и т.д.
Оказывается, что всякий вектор х = ( х4 , х2 , ... , хл) 
можно выразить с помощью единичных векторов £<,( с = 1,2,...,л) 
в следующем виде
rv
X = x , V  х2а2+ .. . + = Z  ч ч  • (5)i=H
Действительно, используя операции (I) и (2) над 1г-мерными 
векторами, имеем
х ^  + ад, + ... + хле^* (V  (1,0, ••• » 0) + х2-(0,1,0,
... , 0) + ... + хп-(0,0, ... , 0,1) = ( 0, ... , 0) +
+ (0, х2,0, ... , 0) + ... + (0,0, ... , 0, x j  = ( х, , х2 ,
. . .  , Хл ) = X .
Говорят, что векторы » = ( х< , х2, ... , хл ) одинако­
вой размерности tv образуют множество п- -мерных векторов Ra. 
Совокупность единичных векторов = 1,2, ... , п ) на­
зывается единичным базисом множества IR”' и равенство (о) 
разложением вектора х по единичному базису. Частные случаи 
формулы (5) при rv = I, 2, 3 были представлены в начале нас­
тоящего пункта (см. также §1).
П р и м е р  I. Даны 5-мерные векторы х = (0,1,-2,-3,2)
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и tj = (1,4,1,0,-3). Найти вектор 2 x - 3^ , x-^ и 1x1 .
Имеем:
2x - 3^ = 2• (0,1 ,-2,-3,2) - 3• (1,4,1,0,-3) = (-3,-10,-7, 
-6,13);
xtj = O-I + 1-4 + (-2) -I + (-3)-0 + 2• (-3) = -4;
1x1= \ Г 0 Т Т 7 “4 Т 9 Т Т =  fl8 = 3\T2. K.
П р и м е р  2. Предприятие выпускает продукцию п видов 
в количествах , с^2 , ... , с^п единиц и стоимости единицы 
продукции соответственно равны fv, , jv2, ... , Найти сум­
марную стоимость продукции.
Суммарную СТОИМОСТЬ + ... + можно вы­
числить и следующим образом. Составляем вектор Ц = ( , 
су* , ... » ). именуемый вектором объема продукции и век­
тор цен tv = ( |ъА , , ... , jv^ ). Суммарная стоимость про­
дукции вычисляется как скалярное произведение
П/
• к-
П р и м е р  3. а) Дан вектор х = (3,-1,0,1*). Написать 
его разложение по единичному базису четырехмерного простран­
ства. б) В пятимерном пространстве дано разложение вектора 
^ \ - 3^ j, + 5%. - ež5 . Определить координаты вектора ^ .
Согласно правилу (5) разложения вектора имеем
а) « « 3*4 - ; б) ^ = (1,-3,0,5,-1). К.
Совокупность из п чисел ( х< , хг , ... , ) можно ис­
толковать и следующим образом. Тройке чисел ( х4 , х2 , хэ ) 
соответствует в трехмерной прямоугольной системе координат 
ОхЛх2хь точка Р( х,, , х2 , хь ) и начало координат имеет 
координаты 0(0,0,0). По аналогии с этим говорят, что сово­
купность из п чисел определяет точку п-мерного пространст­
ва и сами числа называются координатами точки. Это записы­
вается в виде Р( х, , ха , ... , хи ). Точка '0(0,0, ... ,0) 
называется началом координат. Совокупность этих точек назы­
вается ti-мерным пространством точек. В такой трактовке мож­
но сказать, что упорядоченные совокупности чисел ( хА , xz , 
... , xn ), rv-мерные векторы х и точки Р тъ-мерного про­
странства во взаимно-однозначном соответствии:
Р —  (хЛ, х2, . . . , х О  —  х .
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При размерности п > 4 нет возможности в наглядном пред­
ставлении вектора как направленного отрезка и точки прост­
ранства К .
2. Линейная зависимость векторов
Пусть в пространстве IRn дана система из тп векторов 
с координатами
Сх* , , э О  , (л= 1,2,..., т) .
Линейной комбинацией данных векторов называется вектор
$ = чД,+ * Ä +  .. . + , (6) 
где - действительные числа ( е IR ).
Например, линейная комбинация одного вектора ос есть 
вектор их ; комбинации двух векторов хч и х2 есть х, - хг,
2 х„ + 5 х2 , х4 + 0 • х2 и ».д.
Определение. Данные векторы 1,2, ... tn ) на­
зываются линейно зависимыми, если существуют числа ,
... , Vjm , не все равны нулю и такие, что линейная комбина­
ция векторов равна нулю (нулевому вектору)
* Д +  А  + ••• + -0. (7)
Если же равенство нулю линейной комбинации векторов возмож­
но лишь в случае, когда все ^ = 0 ,  то векторы называются 
линейно независимыми.
Рассмотрим одну крайность: система состоит лишь из од­
ного вектора х . Когда эта система линейно зависимая, т^ е. 
когда Х/Х = 0 при и 0 ? Это возможно лишь при х = 0 . 
Если же х ^ 0, то имеем к,х = 0 лишь при ъ = 0 и это оз­
начает, что х является линейно независимой системой.
Остановимся на двух свойствах линейно зависимой систе­
мы векторов. Их можно объединить в следующую теорему.
Теорема. Данные векторы линейно зависимы тогда и толь­
ко тогда, когда по крайней мере один из них можно выразить 
как линейную комбинацию других.
Доказательство. Предположим, что векторы зависимы.Тог­
да имеет место равенство (7), причем хоть один из коэффи­
циентов не нуль. Пусть ради конкретности £ 0. Разделим 
равенство (7) на и перенесем слагаемые кроме х, вправо.
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X  =  - - ^ Х »  ~  ——X  — — J52Ü .JCЛ *4 г V,., 3 • • • “ Xnv 7
а это и означает, что вектор хл является линейной комбина­
цией остальных. Так можно любой из векторов, коэффициент 
которого в равенстве (7) не равен нулю, выразить через дру­
гие.
Теперь предположим, что один из векторов можно предста­
вить как линейную комбинацию других. Пусть имеем
Перенеся все члены в одну сторону знака равенства, получим
+ • + - О .
В этом равенстве по крайней мере один коэффициент не нуль: 
коэффициент при хт равен -I. Это согласуется с определе­
нием линейной зависимости векторов (7).
Теорема доказана.
П р и м е р  I. Для трех векторов имеет место равенство
3 х, - 4 х2 + ха = 0.
Являются ли эти векторы линейно зависимыми или независимыми?
Линейная комбинация векторов равна нулю при ненулевых 
коэффициентах — векторы линейно зависимы.
В данном случае можно любой из векторов выразить как ли­
нейную комбинацию остальных:
х,, = ^  х^- "j ха 7 Xj, = •ц х,, + цХа, Х-j3 ~ 2>х4 + Ч-х2 . К.
Можно доказать,что максимальное число линейно независимых 
векторов в множестве векторов IR равно числу п . Эти п ли­
нейно независимых векторов можно конечно выбирать разным об­
разом.
В пространстве IRJ одну систему линейно независимых век­
торов образуют орты * (1,0,0), = (0,1,0), а^= (0,0,1) 
Для проверки этого утверждения составим равенство типа (7):
+ и 2^ 2. + = ^
и выясним, при каких значениях ^  это возможно.
Представим это равенство через координаты векторов:
Получим
v d . 0 , 0 )  + *2- (0,1,0) + м й - (0 ,0,1) = (0 ,0 ,0 ) ;
( к.4,0,0) + (0,u2 , 0) + (0,0, u3 ) = (0,0,0)*,
( ъл , u2 , us ) = (0,0,0).
Из последнего равенства следует, что = %  = v,3 = 0. По оп­
ределению линейной зависимости это означает, что ъл , 
действительно линейно независимы. Всякий вектор можно выра­
зить в виде линейной комбинации этих ортов х = х ^  + а^+од, 
т.е. система, состоящая уже из 4 векторов, линейно зависимая.
Аналогично получается, что в множестве jR*V единичных 
векторов ъл = (1,0, ... ,0),\= (0,1,0, ... ,0), ..., %,=
= (0,0, ... , 0,1) линейно независимые и всякий вектор®, вы­
ражается как линейная комбинация этих по формуле (5).
3. Гиперплоскость
Интерпретируем линейное уравнение относительно п пере­
менных х, , , ... , хп вида
а2Х2+ - • ■+ ^ А =  0 ■
При rv = I имеем уравнение & * 0. Этому уравне­
нию удовлетворяет координата точки R, ( х4 ) числовой оси 
хЛ з - fr/сц.Точка ?л разделит числовую ось на две полупрямые. 
Координаты точек этих полупрямых удовлетворяют следующим не­
равенствам: оцх, + fr <• 0 левее и оцх, + fr > 0 правее точки I}.
При и = 2 в прямоугольной системе координат 0«Лх2 мно­
жество точек Р( , х2 ), координаты которых удовлетворя­
ют уравнению + 0/2х2 + 6- = 0, образует прямую, разделяю­
щую координатную плоскость на две полуплоскости. Координаты 
точек с одной стороны прямой удовлетворяют неравенству 
+ fr > 0, с другой стороны — неравенству +
+ fr * 0.
При и = 3 в трехмерной системе координат точки Р(хЛ,1 11,г5), 
удовлетворяющие уравнению л<,х/1+ и.гх2 + а5хэ + fr = 0 опреде­
ляют плоскость. Эта плоскость разделит трехмерное пространст­
во на два полупространства, координаты точек которых удовлет­
воряют неравенствам
cv,x4 + а2х2 + a^ Xj + fr > 0 и сцх^  + a2x2 -f asx3 + fr < 0.
Объединим сказанное в единую систему, используя понятие
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tv-мерного пространства.
Рассмотрим u -мерное пространство точек Р(х4,х2,. . . , хл ). 
Множество точек, координаты которых удовлетворяют линейному 
уравнению
о ^ +  а2х 2+ . . . + аЛхЛ + fr = 0 , (8) 
называется гиперплоскостью в n-мерном пространстве. Само ура­
внение (8) называется уравнением гиперплоскости.
Гиперплоскость (8) разделит п-мерное пространство V на 
два полупространства V и V , координаты точек которых удов­
летворяют неравенствам
V + : + а2х 2+ . . . + аЛх п + fr > 0 ,
V" : а1хЛ+ а2хг+ . . . + алхи+ fr < 0 . ^
Подставляя координаты точки 0(0,0, ... , 0) в уравнение (8), 
можно определить, какому полупространству она принадлежит. 
Если fr>0, то точка О е V+ , при fr < 0 O ^ V .  При fr= 0 на­
чало координат находится на самой гиперплоскости.
После введения понятия гиперплоскости можем сказать,что 
в трехмерном пространстве гиперплоскостью является плоскость, 
в двумерном — прямая, в одномерном — точка. При п>3 мы уже 
не можем уравнению гиперплоскости дать наглядную геометриче­
скую интерпретацию.
П р и м е  р.Определить.по какую сторону от плоскостей^»
= 3 х., + 4 х а - х а+ 2  = 0 и Fi= x 1 - 2 х 2 + 3x3 = 0 ле­
жат полупространства F / 0  и F2> 0.
В первом случае подставим в уравнение плоскости х, = ос2 =
= 1} = 0 и получим F, = 2>0. Полупространство F, = 3xA + 4х2-
- х3 + 2 > 0 содержит начало координат 0 .
Во втором случае плоскость F2 = 0 проходит через начало 
координат. Подставим в уравнение плоскости координаты какой- 
-нибудь другой точки, например, 1^( 1,0,0) и получим F2 = 1>0
— полупространство R^ oc,- 2 хг + 3 х ь > 0 лежит по ту же сторо­
ну плоскости, что и точка R, . К.
4. 0 линейных неравенствах. Графическое решение систем 
неравенств с двумя переменными
Пусть дано линейное неравенство с п неизвестными
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F< = ° A + • • • + ЛпЯ^+ ^  > 0 •
Областью решений данного неравенства называется множество 
точек n-мерного пространства, координаты которых удовлет­
воряют неравенству.
Из предыдущего пункта нам известно, что областью реше­
ний служит полупространство V+ с граничной гиперплоскостью 
F, = 0.
Пусть дана система линейных неравенств
R, = + ^2Х2.+ ••• + *4> 0*
2^ = + ••• + 2^. > 0,
Fm  = atn.1X4 + «4*2*2+ ••• + «W^n, + S'flv> 0.
Областью решений системы неравенств называется множество то­
чек n-мерного пространства, координаты которых удовлетворяют 
каждому неравенству системы. Каждое неравенство в отдельнос­
ти определяет полупространство. Область решений есть пересе­
чение (общая часть) этих полупространств.
Наглядную геометрическую интерпретацию решения системы 
неравенств с двумя переменными поясним на примерах.
П р и м е р  I. Найти область решений системы
2 х,, + 3 х2 - 6 ^ 0,
Зх,, - х2 <0,
2хг - 9 4 0.
Решение задачи можно разбить на следующие этапы.
I) Построим граничные прямые (2-мерные гиперплоскости)
2х< + Зх2 - 6 = о , (I)
Зх, - х2 = 0, (II)
2 х2 - 9 = 0. (III)
Проще всего построить прямую по точкам пересечения прямой с 
осями координат (для прямой (II) нужно взять одну точку вне 
осей координат).
(I) хЛ= 0 =>х2= 2; х2=0=»х,,= 3; ^(0,2); Ра(3,0);
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(II) прямая проходит через 0(0,0) и ^(1,3)- если х4=1 ,то ж2*3;
(III) прямая параллельна оси ос,,: х2= 9/2.
Прямые построены на рис. 32а.
2) Определим области (полуплоскости) решений каждого не­
равенства. Первое неравенство при х,,* х2 = 0 не удовлетво­
ряется — область решений лежит по другую сторону от прямой
(I),чем начало координат. На рисунке полуплоскости решений 
указаны стрелкой. В область решений первого неравенства вхо­
дят и точки граничной прямой. Область решений(II) неравенст­
ва определим с помощью точки (1,1): 3-1 - I 4 0 — область 
решений лежит по другую сторону от прямой (II), чем точка (1,1). 
Область решений(III)неравенства содержит начало координат, 
включая и точки граничной прямой.
3) Пересечением найденных полуплоскостей является тре­
угольник BCD - область решений системы неравенств замкнута.
К.
Рис. 32
П р и м е р  2. Найти область решений системы неравенств 
-2х а + Зх2 ^ б,
4 х 4 + 5 х 2 > 20, 
х2 > I.
I) Построим граничные прямые (рис. 326)
-2 + 3 х2 3 б , (I)
4х. + 5х2 з 20, (II) 
х2 — I . (III)
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2) Полуплоскости, определяемые данными неравенствами,на­
ходим путем подстановки в неравенства значений х„ = х2 = О, 
на рисунке стрелки направлены в сторону полуплоскостей реше­
ний.
3) Пересечение трех полуплоскостей является областью ре­
шений системы — она неограниченная фигура. К.
П р и м е р  3. Найти область решений системы неравенств 
-х„ + х2- 4 > О, 
х4 + 2xj- 8 < О,
2 ^  + х2- 16 > 0.
Построим граничные прямые
- + х2- 4 = 0, (I) 
х4 + 2х2- 8 = 0, (II)
2 хЛ + хг- 16 = 0 (III) 
и определим полуплоскости решений отдельных неравенств (рис. 
32в). Из рисунка видно, что пересечение этих трех полуплос­
костей пустое множество. Система неравенств несовместна. К.
5. Понятие векторного пространства
I В окружающем нас мире существуют и в математике изуча­
ются множества объектов разной природы. В школьном курсе ма­
тематики рассматривались множества натуральных чисел IN »дейст­
вительных чисел IR и т.д. В нашем курсе были изучены множест­
ва векторов как направленных отрезков или как совокупностей 
чисел, множество матриц и т.д.
На множествах могут быть определены различные операции. 
Конкретная операция означает правило, согласно которому каж­
дой паре элементов данного множества сопоставляется опреде­
ленный элемент из того же множества или также из какого-ни- 
будь другого множества. Например, в множестве действитель­
ных чисел для |R сопоставляется путем сложения число 
х + ^ , путем умножения чисел а , х е IR число ах =
= зь2е IR .В множестве натуральных чисел сумма двух чисел 
также натуральное число, но при умножении натурального числа 
на любое действительное число произведение уже не всегда на­
туральное число. В множестве геометрических векторов сумма 
двух векторов х + ^ , также произведение вектора на дейст­
вительное число ах есть векторы, но скалярное произведение
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* ^ является уже элементом множества, действительных чисел. 
Правило сложения действительных чисел отличается от правила 
сложения векторов, но в обоих случаях мы говорим об опера­
ции сложения.
Особый интерес представляют множества, в которых опре­
делены две операции, условно именуемые положением" и «умно­
жением на действительное число". Правила проведения этих опе­
раций на разных множествах могут быть различными, но мы пос­
тараемся эти операции сформулировать так, чтобы они подчиня­
лись определенным общим законам. Например, как на множестве 
действительных чисел, так и на множестве геометрических век­
торов сложение коммутативно: a+ir =  ^+ а , х + = ^  + х , 
при умножении на число I имеем I • а » а , 1-х = х и т.д.
II Будем рассматривать такие непустые множества V , на 
которых даны две операции: сложение и умножение на действи­
тельное число, от которых требуем,чтобы они удовлетворяли 
некоторым дополнительным условиям — аксиомам. Договоримся 
элементы множества V обозначать малыми латинскими буквами, 
снабженными черточками над буквой. Действительные числа бу­
дем обозначать латинскими и греческими буквами. Итак, х , tj ,
и, е V ; о,, Ir, ос, (be IR . Сами элементы множества V назо­
вем векторами.
Определение. Непустое множество V называется векторным 
(или линейным) пространством, если на нем выполнены следую­
щие три требования:
I Имеется правило, посредством которого любым двум век­
торам х , ^ 6 V сопоставляется третий вектор г е V , называе­
мый суммой векторов х и ij и обозначаемый символом х + = ъ . 
Сама операция сопоставления векторам i и у вектора ъ назы­
вается сложением.
II Имеется правило, посредством которого любому вектору 
хеУи любому действительному числу ae  IR сопоставляется век­
тор V, называемый произведением вектора х на число ос и 
обозначаемый символом осх = õr . Сама операция называется ум- 
ножением вектора на число.




1) X  + lj = X  ;
2) (х + ^ ) + 1 = х + ( ^  + ь)^
3) Йуществует нулевой вектор 0 такой, что 
х + 0 = х для любого вектора х ;
4) для каждого вектора х существует противо­
положный вектор -х такой, что х + (- х ) = Õ;
5) I • х = х для любого вектора х ;
6) ос ( (Ъ тс ) = ( ot jb )х ;
7) ( ос + Jb ) х - осх + jbx ;
8) ос( х + ^ ) = otx + ос^  .
Другими словами, множество V называется векторным прост­
ранством, если на этом множестве определены две операции - 
сложение и умножение на число, удовлетворяющие перечисленным 
выше 8 аксиомам. Мы абстрагируемся и от природы изучаемых 
объектов и от конкретного вида правила сложения и умножения 
на число; важно лишь, чтобы эти два правила удовлетворяли 
сформулированным аксиомам,
Рассмотрим несколько примеров. Отметим, что в случае кон­
кретных множеств элементы могут быть и обозначены без черточ­
ки над буквой.
П р и м е р  I. Множество действительных чисел IR являет­
ся векторным пространством, если операции сложения и умноже­
ния на число совпадают с обыкновенными операциями сложения и 
умножения чисел.
Нам следует проверить, удовлетворяются ли перечисленные 
аксиомы. Из школьной математики известно, что сложение и ум­
ножение чисел удовлетворяют аксиомам 1,2,5,6,7 и 8. В роли 
нулевого вектора число 0, т.к. х + 0 = х  (3 аксиома). Проти­
воположным к числу х является число -х , т.к. х + (-х )=0.
Множество натуральных чисел n е ЙМ не является векторным 
пространством относительно сложения и умножения действитель­
ных чисел, поскольку произведение ос-п при oce|R и ne IN не 
всегда принадлежит к множеству N (при oc^lN ). По той же при­
чине множество рациональных чисел также не является вектор­
ным пространством. К.
П р и м е р  2. Множество геометрических векторов являет­
ся векторным пространством. Действительно, на этом множестве 
введены операции х + ^  и оох и эти операции удовлетворяют ак­
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сиомам векторного пространства (см. § I). Нулевым является 
вектор 0, противоположным к вектору х вектор -х . к.
П р и м е р  3. Множество матриц порядка ru n является 
векторным пространством. Операции сложения матриц ЗЕ = 11x^11 
и 'У = 11^ 1^1 и умножения на действительное число а,
& + <4 = + с с £ =
удовлетворяют всем аксиомам векторного пространства. К.
П р и м е р  4. Множество многочленов любых степеней от­
носительно сложения и умножения на число является векторным 
пространством. В роли вектора выступает каждый конкретный 
многочлен произвольной степени.
Зато множество многочленов конкретной степени относи­
тельно указанных операций не является векторным пространст­
вом, т.к. сумма двух многочленов степени п может уже не ока­
заться многочленом той же степени. Например, при п = 5 сум­
ма многочленов Зхг - 2хч + х - 5 и -3xJ + 5х4 + х2 - х + I 
уже многочлен 4-ой степени Зосц + х2'- 4. К.
П р и м е р  5. Множество и-мерных векторов х = ( х4 ,
^  , ... , ), в котором определены операции сложения и 
умножения на число по правилам, указанным в I пункте насто­
ящего параграфа, является векторным пространством. Третья 
аксиома выполнена, если за нулевой вектор принимать 0 = (О,
О, ... ,0). Четвертая аксиома удовлетворена, если в качест­
ве противоположного вектора к вектору х взять -х = (- х4 ,
- ха, ... , - хл ), т.к. х + (- х ) * ( х* , хг , ... , x j  +
+ ( - х< , - х4 , . . . , -  х^) = 0 . Следует проверить и осталь­
ные аксиомы. Демонстрируем эту проверку на 8 аксиоме (про­
верку остальных предоставим читателю): 
а(х + ф = «.[(»<, ..., »n) + C«^, • • • , -  ос(х„+^,.. ., х*+ ^ )-
= (сх(х„+ , . . . ,  ос(хп+ ^ и)) = (ах,+ cttj, , . . .  , ccxn + с и р  =
= *(х<, • - - , x j +  ссС^,.. •, * oix+ouj .
Сравнивая подчеркнутые выражения, увидим, что 8 аксиома вы­
полняется. Размерность пространства п= 1,2,3, .... К.
Повторяем еще раз, что векторное пространство одномер­
ных векторов (действительных чисел) обозначается через R , 
двумерных - IR2- , трехмерных - 1RJ и так далее ... 1RU .
17*
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П р и м е р  б. Демонстрируем на одном примере, как ха­
рактер определяемых операций влияет на то, является ли рас­
сматриваемое множество векторным пространством или нет.
Множество положительных действительных чисел IR относи­
тельно операций сложения и умножения чисел не является век­
торным пространством т.к. произведение a-x<£IR при а 4 0.
Определим теперь положение"0  как произведение чисел и 
«умножение на число" о как возведение в степень:
Х @ ^ = х - ^ ,  oc°x=xcC-, x,^e|R+, ctelR.
Проверим выполненность аксиом 1 - 8 ,  учитывая свойства 
действительных чисел.
1) x®^=x-ij- х = ^  • х = х -^ = х @ ^  .
2) (х®^)©* = Cxtpa = х^г •
х@С^@зь)= х(^ь)= х^а .
3) Нулевым вектором является Õ = I, т.к. х © 0  = х-1 = х.
4) Противоположный к вектору х есть обратное число l/xelR+, 
т.к. х ©  1/х = x-1/x = 1 = 0 .
5) I ° х = х1 = х .
6) ос ° С|Ь° х) = С|Ь о х)Л = (х^)* = хЛ  ^= (оф) о х .
7) Сое + jb) ° х = х** *ь=х<*,-х*ь=хА© х |Ь:= о1ох+|Ьох .
8) ОС о С х © ^ )  = ОС О (ослр = Схс|)л = X0t^ 0t = ХЛ ©  ^  = <*/ ° X  + ОС <> ^  .
Все аксиомы выполнены — множество IR+ является вектор­
ным пространством относительно данных операций.
Зато множество всех действительных чисел IR относитель­
но операций х ©  ^  = х^ , ос ° х = хЛ векторным пространст­
вом уже не является, поскольку при ос= 0, х = 0 произведе­
ние ос о х = хЛ = 0° в IR не определено.
6. Евклидово пространство
Среди векторных пространств целесообразно выделить 
пространства, обладающие некоторыми дополнительными свойст­
вами.
I Определение Векторное пространство называется евкли­
довым пространством, если выполнены следующие два требова­
ния:
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А.Имеется правило, посредством которого любым двум век­
торам этого пространства х и ^  ставится в соответствие 
действительное число, называемое скалярным произведением 
этих векторов и обозначаемое символом х • ^  .
Б.Скалярное произведение подчинено следующим аксиомам:
1) х - ^ = ф х  •
2) (х + ф - г = х *  + ф г  j
3) (olx)- ij = cl- С х - ф  ;
4) x-x > О, причем х х  = 0, если х нулевой вектор.
Термин певклидово пространство" введен в честь греческо­
го математика Евклида (Eukleid.es ).
П р и м е р  I. Множество геометрических векторов являет­
ся евклидовым пространством. В примере 2 предыдущего пункта 
было показано, что это множество есть векторное пространст­
во. Введенное в § I понятие скалярного произведения х =
= х^соъц? обладает свойствами, удовлетворяющими аксиомам ев­
клидова пространства и х-х= О лишь при х = 0. К.
П р и м е р  2. В векторном пространстве IRn= {*=(*<,• •-/О) 
было введено понятие скалярного произведения по формуле (3):П
*.»4
свойства которого удовлетворяют и аксиомам евклидова прост­
ранства. Таким образом, векторное пространство IR*1', в том 
числе и IR , IR2 , IR3 являются евклидовыми пространствами.
В пространстве IR скалярное произведение равно произведе­
нию действительных чисел. К.
П р и м е р  3. Определим скалярное произведение на 1R5 
по-другому, а именно х ■ ^  = - х„^ 4 + ха^ 2 + хь^ ь . Легко ви­
деть, что первые три аксиомы евклидева пространства удов­
летворены. Но х-х= -х42 + х| + х| может оказаться или отри­
цательным или нулем при х ^  О.Это означает,что аксиома 4 не 
удовлетворяется.Векторное пространствоR3c указанным скаляр­
ным произведением не является евклидовым пространством. К.
И так, если речь идет об евклидовом пространстве, то 
это пространство заведомо и векторное. Векторное пространст­
во же становится и евклидовым, если на нем скалярное произ­
ведение определяется так, чтобы выполнялись и аксиомы 1-4.
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Для евклидова пространства можно доказать неравенство 
Коши-Буняковского ( Cauchy ):
lx-ф 4\х1- \^ \ . (10)
Например, в пространстве IR имеем равенство lx-^l= 1x11^ 1.
Для геометрических векторов 1 х • 1 = 1 xl ■ 1\^\ сяъ <f .При 
ненулевых и неколлинеарных векторах | сх>*Ц) и. IxU^ llcowfU 1x11^1 
и выполняется строгое неравенство \x-^l<-lxl l^l . Если 
один из множителей нулевой вектор или х 11 ^  , то выполняет­
ся равенство |х-^1= loBl-iqi .
II Важное место в векторных пространствах занимает по­
нятие нормы вектора.
Определение. Нормой (или длиной) вектора õ,е V , обоз­
начаемой через 1х| , называется сопоставляемое каждому век­
тору по определенному правилу действительное число. Норма 
подчинена следующим аксиомам:
1) 1x1 >0, если х ненулевой вектор; 1x1 = 0,если х = Õ;
2) Icxxl = |схЛ ■ 1 xl
3) для любых двух векторов x,t^e V справедливо нера­
венство треугольника
lx + ^ U  lxl + 1^ 1 .
Можно показать, что в евклидовом пространстве удовлетво­
ряет всем аксиомам нормы величина \Jx-x и обычно в качест­
ве нормы и берется
1x1= \1 х ■ X . (II)
Справедливость для нормы I) аксиомы сразу вытекает из
4) аксиомы скалярного произведения: х х > 0  при х / Õ. 
Справедливость для нормы 2) аксиомы:
Icxxl = \](<хх) - (ах)' = \/оС2(х- х) = IcjcI'Jx • х' = |а| -\ъ\ .
При проверке 3) аксиомы для нормы используем аксиомы ска­
лярного произведения и неравенство Коши-Буняковского в виде
I х • ^  14 \J х • х • \}\^- \j' .
Найдем норму суммы 1х + ^  I :
!х + ф  = \|(х+ф • Сх+лр' = \/х • х + 2 х • ^  ^  ^  ^ '4
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4 \J x- x + 2\/x-x ^  =
= \/x - x + /tj - ij = |xl + 1ф , т.е. Ix+ijU |xl+ 1^ 1
П р и м е р ы . I) Для действительных чисел (пространст­
во IR ) нормой числа х является его абсолютная величина 
(модуль) 1х|. 1x1 > 0 при х / 0 и Ю1 = 0. Абсолютная ве­
личина произведения 1 л  ■ х| = l<*l-lxl . 3) аксиома lx+^U 
4\х1+|ф также выполняется. Например, 13 + 81 = 131 + 181 =
* II; 13 - 5 U  131 +1-51 .
2) Нормой геометрических векторов является длина векто­
ра 1x1 . Справедливость первых двух аксиом нормы очевидна.
3) аксиома также выполняется: по определению сложения век­
торов 1х + ф  < 1x1 + 1ф при и 1х + ф  * 1x1+|ф 
при х 1Т ^  .
3) В пространстве IRn норма вектора ( х,, х2 , ... , oej 
равна ______________  (____ ,
|xl= \j xf + х* + ... + х^ = J Ž x J  .»«.и
ДОПОЛНЕНИЕ
Приведем некоторые сведения, связанные с понятиями мно­
жества и отображения.
I. Множества
I Понятие множества является в математике одним из на­
чальных и его нельзя определить через более простые матема­
тические понятия. Его можно лишь описывать.
Множество объясняется как совокупность (набор) некото­
рых объектов произвольной природы, объединенных по каким- 
-либо общим для них свойствам. Объекты, из которых состоит 
множество, называются его элементами. Множество обычно об­
означается большой буквой, например, множества ЭЕ , *У , R и 
т.д.
Если множество состоит из конечного числа элементов,то 
его можно задавать перечнем его элементов. Например, запись 
ЭЕ = {1,2,3} означает, что множество ЭЕ состоит из элемен­
тов I, 2, 3. Если множество имеет бесконечное число элемен­
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тов, то оно задается своим общим элементом (например, х) с 
указанием того свойства Т ( х ), которым элементы х облада­
ют. Это записывается в виде X = (х \ Т( х )\. Например, за­
пись S£={x| -I 4 х < 2}означает, что множество % состоит 
из действительных чисел, удовлетворяющих условию -14 х < 2. 
Это неравенство является свойством Т( х ). Иногда свойство 
Т( х ) трудно записать в виде формулы. Тогда оно описы­
вается словесно. Например, множество ЗЕ состоит из всех тре­
угольников плоскости — свойство задается словами ивсе тре­
угольники плоскости". Принадлежность элемента х к множест­
ву £ обозначается записью хеЗЕ. Запись хфЭ£ означает, 
что элемент х не принадлежит множествуX.
Чаще всего встречаются числовые множества. Вспомним об­
означения числовых множеств, изученных в школе:
1N — множество натуральных чисел;
2 — множество целых чисел;
Q  - множество рациональных чисел;
IR - множество действительных чисел.
Множество X  называется подмножеством другого множества ^ , 
если каждый элемент множества 3£ является одновременно и эле­
ментом множества V . Это записывается в виде Хс 'У (читает­
ся: «I ЭЕ содержится (включается) в У").
Множества ЭЕ и 'У называются разными и пишется % = 'У , ес­
ли одновременно & сГУ и 'Усф, т> е>£ и <у состоят из одних 
и тех же элементов.
П р и м е р ы . I) Если множеством А являются студенты 
первого курса и множество В состоит из всех студентов фа­
культета, то А<= В.
2) Дано множество Ж = {1,2,3,4,5} . Тогда 1еЭЕ , 6 Ф Х  .
3) Множество Р состоит из точек ( х , ^  ) параболы x*=2|uj- 
Р = (^ х , ^  )| х2 = 2^} . Тогда (0,0)е р , (1,1/2|ъ ) е Р ,
но (2,2/р, ) $ Р .
4) Имеют место следующие включения: !NC Z C (Q.C IR. К.
Множество, не содержащее ни одного элемента, называется
пустым множеством 0. Множество 0 является подмножеством 
любого множества.
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II Операции над множествами.
1) Объединением или суммой множеств Ж и Ч называется мно­
жество всех элементов, принадлежащих хотя бы одному из этих 
множеств и обозначается £11^.
2) Пересечением множеств ЗЕ и называется множество 
всех элементов, принадлежащих одновременно обоим множествам 
и обозначается ЗЕП'У .
3) Разностью множеств ЭЕ, и 'У называется множество тех 
элементов множества 3£ , которые не содержатся во множестве 
'У и обозначается ЗЛУ .
4) Прямым произведением множеств ЭЕ и 'У называется 
множество всех упорядоченных пар ( х , ^  ), где хе $ , ije'y.
Понятия объединения, пересечения и прямого произведения 
могут быть обобщены и на случай любого числа множеств.
П р и м е р ы . I) Пусть X — множество всех натуральных 
чисел, делящихся на 2, а — множество всех натуральных чи­
сел, делящихся на 5. Множество 9EU“У состоит из чисел, деля­
щихся или на 2 или на 5. Множеством ЖПУ является множество 
чисел, делящихся и на 2 и на 5, т.е. делящихся на 10.
2) Даны множества А = {1,2,3,4,5} и В = {3,5} . Найти 
А\ В , В\А и А 1 В . Получим А\В  ^{1,2,4} ; В\А = 0 — в 
множестве В нет элементов, не содержащихся в множестве А ;
А*В= ((I, 3), (I, 5), (2, 3), (2, 5), (3, 3), (3, 5),
(4, 3), (4, 5), (5, 3), (5, 5)} .
3) Пусть на плоскости две числовые оси перпендикулярны и 
общее начало координат находится в точке их пересечения. 
Координаты точек одной оси составляют множество 1R , и вто­
рой оси также множество IR . Тогда прямое произведение IR*R=
= {( х , tj ) I x,ije|R] состоит из пар действительных чисел, 
являющихся координатами точек этой плоскости в прямоуголь­
ной системе координат. К.
III В математических предложениях (формулировках опре­
делений, теорем и т.д.) часто повторяются отдельные слова 
и целые выражения. Целесообразно их заменить специальными 
символами. Приведем несколько самых простых и чаще приме­
няемых символов.
3 - означает „существует" или «найдется" (перевернутая 
латинская буква Е- от английского слова Existence —
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существование); jf — не существует.
V - «любой", »»каждый" (перевернутое латинское А от анг­
лийского слова Any- любой).
==» — если ..., то...; А =>В читается: из А следует В или 
если А, то В.
знак эквивалентности или равносильности; А«=> В оз­
начает, что из предложения А следует предложение В и 
наоборот, из В следует А.
Л - „и"; ААВ - А и В.
V - «или"; AV В - А или В.
Приведенные символы называются логическими.
П р и м е р ы . Расшифровать предложения: I) З х е Х  ;
2) Vxe $ , 3) 3 х (х+ 3 = 20)- 4)/Зх(х2^  0) ; 5) Vx (х2+6>0) ;
6) Чх> 8 =>х>2; 7) ?> 5 .
I) Существует элемент х из множества £ ; 2) для любого 
элемента х из множества 9£ ; 3) существует число х , такое, 
что х + 3 =20; 4) не существует такого числа х , чтобы х-сО-,
5) для любого х выполняется xz + б > 0; 6) из неравенства 
4х > 8 следует, что х>2; 7) из неравенства 7 > 5 следует, 
что 5 < 7 и из 5 < 7- следует 7 > 5. К.
«
2. Отображение. Функция
Отображение — одно из фундаментальных понятий математи­
ки. Поясним содержание этого понятия.
Пусть даны два непустых множества со своими элементами 
х 6 X и  ^е 'У . Если каждому элементу множества $ ставит­
ся в соответствие некоторый вполне определенный элемент мно­
жества 'У , то говорят, что определено отображение множества 
ЗЕ в множество 'У . Отображение следует рассматривать как 
операцию, переводящую каждый элемент х в некоторый элемент
^ . Это обозначается х —  Элемент х называется про­
образом элемента ^  ; элемент ^, сопоставленный элементу % — 
образом элемента х при этом отображении. Отображений из мно­
жества ЭЕ в множество может быть много. Сами отображения 
будем обозначать малыми латинскими буквами, например, через
I , дили буквосочетаниями, например, эйг , ^ .Обстоятельство,
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что f есть отображение из множества ЭЕ в множество 'У, обо­
значается f : X —  или X 'У . Множество £ называется 
исходным, а множество У — конечным множеством отображения.
Целесообразно образ обозначать, так, чтобы он содержал 
информацию об отображении f и прообразе х . Поэтому об­
раз часто обозначается через f ( х ) вместо символа у.Сле­
дует различать понятия «отображение $ " и «элемент |(х)п. 
Например, &йг(синус) означает отображение, эигх является 
образом элемента х — результатом отображения swv :|R— [Н,<1.
В речи и часто употребляют термин «отображение (функция) 
süxx " вместо более корректного «отображение (функция) sõv".
Множество образов ^f(x )| хеХ} обозначается и короче 
{( X ) и называется образом множества % при отображении•[. 
Если это множество f( Ж ) является числовым, то употребляет­
ся и термин «множество значений отображения -f". йри отобра­
жении I : X 1У множество образов |( X )с^У . Может случить­
ся, что |( X ) = 'У , т.е. каждый элемент множества 'У имеет 
хотя бы один прообраз.
Отображение | : X —  'У , при котором каждый элемент 
конечного множества У имеет точно один прообраз х , назы­
вается биективным. В таком случае каждому элементу ^ мно­
жества У сопоставляется элемент х из множества X . Это но­
вое отображение называется обратным отображением к отобра­
жению f : X —  У и обозначается |-<1 : 'У ^ Х  . Исходное и конеч­
ное множества в отображениях | и | ^ поменяют места.
Среди отображений очень важными являются два частных 
случая: функционал и функция.
Функционалом называется отображение j : Х-"■'У, конечным 
множеством 'У которого является множество действительных чи­
сел IR или его подмножество.
Функцией называется отображение f : X -“'У, если исход­
ным и конечным множествами X и 'У являются {под)множества 
действительных чисел. Отображение | : IR—■-1R является так­
же функцией. Отображение, обратное к функции | , называет-^ 
ся обратной функцией. Для существования обратной функции| 
к функции I она как отображение должна быть также биектив­
ной. На подробностях существования обратной функции мы 
здесь останавливаться не будем.
18*
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Если отображение является функцией,то оно обычно дает­
ся формулой f ( х ). Прообраз х называется аргументом, {(х )
— функцией. Исходное множество ЭЕ называется областью опре­
деления функции f и множество |( ЭЕ ) - множеством значений 
функции.
П р и м е р ы . I) Рассмотрим два множества: элементами 
множества ЭЕ служат слова русского словаря, множество 'У со­
стоит из букв русского альфавита. Построим отображение •|:ЗЕ~'У 
следующим образом: каждому слову сопоставляется его заглав­
ная буква. Образом элемента «кошка" служит буква к,студент
- с, соль - с. Хотя студент £ соль, имеем |-(студент) =
=|(соль) = с. Кроме того, для элемента ье'У не существует сло­
ва в 96 , т.е. |(ЭЕ) Ф ^  .
Сопоставляем еще каждому слову как элементу множества ЭЕ 
его третью букву. Мы не получим отображения д: ЭЕ-^ 'У , *ак 
как слова с одной и двумя буквами не имеют образов в мно­
жестве У , а это не согласуется с определением отображения.
2) Сопоставление ь йл : IR —  [0,4] не является отображением, 
так как образы всех элементов исходного множества R не вхо­
дят в конечное множество [0,1], например при х= Зтс/2 его 
образ sm(3at/2) = -I ^ [0,1]. Заданное нами конечное множест­
во слишком «узкое".
3) Векторы х = ( х„, х* , ... , х^ ) и ^ ^  ,
... , t^v) являются элементами векторного пространства Rn .
Их сумму, определяемую формулой х + ^  = ( х, + ^  , xz + ,
... , xn+ ^ n) можно рассматривать как отображение•f:IRn*RTl—  
если образ элемента ( х , ) е IR"- * IR1"1, определяется по фор­
муле |( х , ^ ) = х + ^  . Здесь множество IR^IR" является 
прямым произведением множества Rn на IR^  (см. I пункт допол­
нения). Данное отображение | обратного отображения не имеет, 
так как одну и ту же сумму можно получить путем сложения 
различных пар векторов. Например, сумма векторов х^= (1,-1,5) 
и = (3,-2,-6) равна х, + = (4,-3,-1), а также сумма 
векторов (2,0,4) и (2,-3,-5) равна х2+ tj,, = (4,-3,-1).
Рассматриваемое отображение не удовлетворяет требованиям, 
обеспечивающим существование обратного отображения.
4) Скалярное произведение векторов в IR3 , данное форму­
лой х • ц = х ^ 4 + Ха.^ 2. + x3^ j можно рассматривать как отобра­
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жение f : IR3 * Ub — - IR , определяя образ произвольного элемен­
та ( х , g ) по формуле f( х , у ) • Это отображение 
является функционалом, так как конечное множество есть чис­
ловое.
5) Пусть М множество всех квадратных матриц. Каждой мат­
рице А сопоставляем ее определитель |A]eR . Получим отоб­
ражение : М —- 1R , являющееся функционалом и данное форму­
лой f-(A) = IА\. Обратного отображения нет (объясните,поче­
му) .
6) Любому числу x e R  соответствует точка Р числовой оси. 
Обозначим множество точек числовой оси через Р . Имеем отоб­
ражение j- : IR — - Р , заданное формулой % ( 1R ) = Р . Данное 
отображение имеет и обратное отображение £н : Р — - IR по фор­
муле Р ) = х .
Обозначая множество точек Р плоскости через $ , т.е. Р^ ЭЕ 
и элементы множества IR2"*^ х , ^ )}, то имеем отображение 
: lRa —  ЗЕ и его обратное отображение •f-'1: ЭЕ— * IR2 - каж­
дой паре действительных чисел ( х ,  ^ ) соответствует точка 
плоскости Р и наоборот.
7) Множество 38 состоит из натуральных чисел п с IC00, т. 
е. 98 = 0 <■ п <-1000} , множество *У = (0,1, ... ,9) . Отоб­
ражение f- : $ — -'У , сопоставляющее каждому числу пеЭЕ цифру 
его сотен является функцией (исходное и конечное мно­
жества числовые). Например, |(365) = 3, |(389) = 3, f(8) * 0. 
Обратной функции нет, так как из условия ^ х2 не следу­
ет f ( ^ f ( х2).
8) Отображение IR— 1R , данное формулой f(x) =х+ 4, 
является функцией, имеющей и обратную функцию IR —  1R,оп­
ределяемой формулой ^ ) = ^ - 4. В более простой запи­
си: функция  ^= х + 4 имеет обратную функцию х = ^ - 4.
9) Функция {( х ) = ж2 - 4х - 5 имеет область определе­
ния X = IR и область значений f ( X ) 38 1^1 ^ -9} с 1R .
Функция f ( х ) = х5 имеет область определения ЭЕ = IR и 
также область значений функции |( X ) = IR . К.
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