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In this note we treat a combinatorial problem posed by SMIRNOV. A 
solution to Smirnov’s problem has already been given [2], [3]; however, 
our approach, which involves generating functions, yields a result some- 
what more explicit than what was known previously. We have reformu- 
lated Smirnov’s problem in simple graphical terms: the problem is to 
find the number of Hamiltonian paths on a given complete &colored 
graph; the parameters in the required formula are the cardinalities of 
the sets of vertices bearing the same color. 
Let P=(Vi, . . . . V,} denote a partition of an n-set V, and let (P) 
denote the complete &colored graph having vertex set V and edge set 
{{u, v}: IA E Vg, v E Vj, 1 gi <j G k}. A Hamiltonian path on (P) is a se- 
quence (ui, . . . . zcn) containing each element of V exactly once such that 
{Us, ui+r) is an edge in (P) for i = 1, . . . . n - 1; a Hamiltonian path 
(Ul, -*a, un) is a rooted Hamiltonian cycle if (~1, u%} is also an edge in (P>. 
The set of edges (~1, ~a), {~a, ~a), . . ., {un, pi> obtained from a rooted 
Hamiltonian cycle (~1, 7.42, .. . , u,) is called a Hamiltonian cycle. Thus, a 
given Hamiltonian cycle {zL~, ~a}, . . . . {u%, pi} corresponds to a set con- 
taining 2n rooted Hamiltonian cycles, namely, 
(Ul, U2, . . . . Us,), (U2, . . . . Un, Ul), . . . . (Wb, .-., 9-42, @Al), (ul, Un, . . . . @~2), . . . . 
Let H(P) and C(P) denote the set of Hamiltonian paths and the set of 
rooted Hamiltonian cycles on (P) respectively. We are going to find the 
generating function for the numbers 1 H(P) j ; it turns out that the generating 
function for the numbers IQ(P)1 can be given in terms of this generating 
function. 
Suppose IVtl=ng for i=l, . . . . Ic, and let h’,(P) denote the set of se- 
quences of length n. containing VZ as an element exactly nc times for 
i=l , . . . , k, with the property that consecutive elements in the sequence 
are distinct. A mapping M sending H(P) onto X,(P) is defined as follows: 
d~l, -*-> U+n)=(ul, --a, U,) where zdi E U, and Ug E P for i=l, . . . . n. There 
are exactly nl ! . . . nk! elements of H(P) mapped to each element of S,(P) 
by v, so IH(P)I=nl! . . . nk! IS,(P)]. 
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Let s(nl, . . . . nk) denote the number of elements in S,(P), and let 
(1) P(Xl, ‘..) xk)= 5 s(n1, .*., 7ak)Xl"l . . . xp7c. 
"1. . . ..nk=l 
An explicit formula for F(xi, . . ., xk) will be derived by means of two 
different methods ; the first method makes use of a theorem employed 
by Read in his treatment of the cell growth problem, and the second 
method was suggested by N. G. de Bruijn. First, we state Read’s theorem. 
Theorem (R. C. Read [l]): Let P={Vi, . . . . I’,}, EC PxP, SLP, 
T C P, and let w denote a weight function which attaches a weight w( Vi) 
to each Vi E P. A sequence (Ui, . . ., U,) is permissible if (Ui, Ui+i) E E 
for i=l, . . . . n - 1 Ui E S UN E T. The weight of a permissible sequence 
(Ul . . . U,) is defined to be w( Ul) . . . w(U,). The sum of the weights of 
all permissible sequences of length n is the coefficient of tn in the power 
series 
(2) S(I-&~F=sT+sET+sE~T+..., 
where S:, I, i?, and F are matrices defined as follows: 
S=[si] is a lxlc matrix with sf=w(Vi)t if VIES, and sa=O if Vi$S; 
I is the k x k identity matrix ; 3 = [eij] is a k x k: matrix with egj = w( V*) t 
if (Vi, Vj) E E, and e+j = 0 if (Vi, I’,) $ E; finally, T= [tj] is a Ic x 1 matrix 
with tj=l if V~ET and tj=O if Vj$T. 
To apply this theorem we put P={Vl, . . . . Vk}, E={(Vg, Vj): i#j; 
i,i=l > a*., Ic}, and S= T =P. Now permissible sequences of length n 
correspond 
i=l , ***> h 
Xl”1 . . . Xk”k 
i=l 3 ..-, k. 
(3) -zi'k% 
to the elements of S,(P). If Vi is assigned the weight xz for 
the weight of a permissible sequence (Ul, . . ., U,) will be 
whenever Vi occurs in the sequence exactly nf times for 
Hence, by Read’s Theorem 
Because P(xi, . . . . xk) is a symmetric function of xi, . . . . xk, it is easy to 
prove from (3) that 
(4 
There is a simpler proof of (4) however. Let S,S(P) denote the subset 
of S,(P) containing sequences (Ul, . . ., u,) with Ul= Vt, let &(ni, . . ., nk) = 
= If&a'(P)/, and let 
(5) &=&(x1, . . . . xk)= % @(nl, . . ., nk)Xl”l . . . xpk. “l,...,?Q=l 
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If we put P=P(xi, . . . . xR), it follows at once from these definitions that 
P=Bi+...+B’k, and ~~=x~+s(~~+...+li’,-~~)=~~+x~li7-x~~~ which 
implies B’~=(l+P)x~(l+x~)-1. Thus, 
(6) 
and (4) follows immediately from (6). 
Let S,iJ(P) denote the subset of /&t(P) containing sequences (Ui, . . . , U,) 
with US= Vj, let stJ(ni, . . ., nr) = jS,iJ(P)l, and let 
(7) -c,j=~&a, **., WC) = 2 Si+%l, . . . . VQ+'Jl"l . . . Xknk. 
“l,...,?hk=l 
It follows from these definitions that Fi =Pt,i + . . . +Ft,k, and Ft,r =xz i- 
+ xi(Fi -P(J) ; in particular, PQ = (1 +Fg)xt( 1 + xi)-l, so 
(8) &,$=(l+P)x~2(1+x~)-s+x~(l+x~)-l. 
A proof of (8) by means of Read’s theorem is also possible. 
Let AS’,*(P) denote the subset of X,(P) containing sequences ( Ui, . . . , U,) 
such that UiZ U,, let s*(ni, . . . . nk)=I#n*(P)I, and let G=G(xl, . . . . xk) 
denote the generating function of the numbers s” (nl, . . . , nk). The mapping 
pl (defined in the third paragraph above) maps the elements of C(P) 
OntO fin*(P) ; in fact exactly nl! . . . nk! elements Of c(P) are mapped 
by 9 to each element of 8,*(P). Hence, IC(P)I =?%I! . . . nk! s*(n~, . . . . nk). 
Furthermore, G=P- (Pl,l+ . . . +Pk,k), so using (4) and (8) we find that 
c xt xj 
l<i<i<k ('+d ('+d 
using (4) it is possible to obtain an explicit formula for s(ni, . . . . nk). 
We have 
where the inner sum extends over all compositions (~1, . . ., Y$) of v into 
exactly k non-negative parts and is the multinomial coefficient 
detied by cvl, “., vk) =v!/vl! . . . !i;: *iy> x”(l+x)-“= 2 (-I),+(~) x’, 
the coefficient of xl? . . . Xpk in (10) iS 
(11) @m, . . . . nk)=c 1 (-1)"~" * Wl.....Yk) (VI, .", vk) (:;) '*- (";I) 
where the inner sum is the same as in (10) and n = nl + . . . + nk. AS usual, 
r 
0 
= 0 whenever r -=c s, so the index of summation in (11) can be restricted 
s 
to a finite set. 
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Multiplying the numerator and denominator of the fraction in the right 
member of (4) by (1 +x1) . . . (1 + zk), we see that F also has the form 
(15-9 
~x~+2~x~x~+...+kxl . . . XR 
l- ~:~X~-2~x~X~Xj-...-((k-l)X~ . . . xfi. 
This rational function can also be expanded into a power series and a 
new expression for s(nl, . . . . nk) obtained, but we have been unable to 
find a formula less ugly than (11). For example, when I% = 3 we have 
(~1+~2+~3+~~1~2+~X1X3+~X2X3+ 3X1X2 x3)-lP(x1, x2, x3)= 
-.z ,.,z vj (vl 1'2'83 VP) 
(X1X2)Y'(X1X3)Ye(X2X3p(2~1~2~3)Yl , 
I a. *r il ' ' ' 
where the inner sum extends over all compositions (vi, . . . . vq) of v into 
exactly four non-negative parts. Now we put a=V1+V2+IJ4=V-V3, 
b=V1+V3+Vq=V--2, c=v2+v3+v4=v-v1 and eliminate vi, ~2, ~3, and v4 
from (13) to find that the coefficient of Q~X$ X~C is 
(14) da, b, c) = 2 V ‘&z+b+c-2va y v-a, v-b, v-c, a+b+c-2v 
This formula together with (13) implies 
(15) s(a, b, G) = 2 (el+a+es)g(a-el, b-e2, c-es) 
where the sum extends over all binary 3-tuples (el, e2, es) with el+es+ 
+ e3 > 1, el, e2, e3 E (0, 1). 
I would like to thank N. G. de Bruijn and M. L. J. Hautus for the help 
they gave me in solving this problem. 
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