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We theoretically investigate the coexistence of antiferromagnetism and superconductivity
in the iron-based superconductors by using the mean-field theory for two- and three-orbital
models. We find that both the s+−-wave and s++-wave superconductivity can coexist with
antiferromagnetism in the two models. On Dirac Fermi surfaces emerging in the antiferromag-
netic phase, a superconducting-gap function has a node for s++ wave but is nodeless for s+−
wave. On the other hand, the gap function on non-Dirac Fermi surfaces is either nodeless or
accidentally nodal, depending on the parameters of pairing interaction, which is independent
of pairing symmetry.
1. Introduction
Understanding the phase diagram of iron-based super-
conductors is a key to clarify the physics of superconduc-
tivity of these systems. Parent compounds of iron-based
superconductors show an antiferromagnetic (AFM) spin
density wave (SDW) below a Ne´el temperature. With
hole or electron doping, magnetization is suppressed and
superconductivity emerges. A close relationship of AFM
and superconducting (SC) phases indicates that the for-
mation of a Cooper pair is mediated by spin fluctuation,
which leads to s+−-wave order
1, 2 where the sign of the
gap function on hole Fermi surfaces (FSs) centered at the
momentum k = (0, 0) is opposite to that on electron FSs
at k=(π,0) and (0,π). On the other hand, it has been
proposed that s++-wave order, where the two signs are
the same, emerges when orbital fluctuation is responsible
for superconductivity.3, 4 s+− and s++ are possible can-
didates of SC symmetry in iron-based superconductors.
Since the AFM and SC phases are next to each other,
the boundary of the two phases may provide useful infor-
mation on superconductivity of iron-based superconduc-
tors. Intriguingly, Ba1−xKxFe2As2, Ba(Fe1−xCox)2As2
and BaFe2(As1−xPx)2 show a microscopically coexist-
ing phase of AFM and SC orders, supported by neutron
diffraction,5, 6 X-ray diffraction,5, 7–9 and NMR10, 11 ex-
periments.
Such a coexistence phase has theoretically been in-
vestigated,12–17 where it is commonly assumed that FSs
in a paramagnetic phase consists of a near-circular hole
pocket centered at k = (0, 0) and an elliptical electron
pocket at k=(π,0) and (0,π). The AFM order with wave
vector Q=(π,0) mixes the hole and electron dispersions
and a SDW gap is open. Resulting reconstructed FS is
completely different from the FS of original paramag-
netic phase. In the coexistence phase, it has been pointed
out that the SC-gap function on the newly reconstructed
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FS is nodeless or has accidental nodes in the s+−-wave
order12, 16 while nodes appear in the s++ wave.
12 How-
ever, some of the theoretical studies have ignored multi-
orbital nature of the dispersions, which leads to Dirac-
type dispersions near the chemical potential in the AFM
phase.18, 19 Experimentally, an angular-resolved photoe-
mission spectroscopy experiment has advocated the ex-
istence of the Dirac dispersions in the AFM phase.20
In this paper, taking into account multi-orbital prop-
erties through two- and three-orbital models, we inves-
tigate the coexistence of AFM order and the s++- or
s+−-wave SC order by mean-field theory. We find that
both the s+− wave and s++ wave can coexist with an-
tiferromagnetism in the two models. On the Dirac FSs,
the SC-gap function has a node for s++ but is nodeless
for s+−. The presence of node in s++ is consistent with
a previous theoretical work.12 We also find that the gap
function on non-Dirac FSs in the three-orbital model is
either nodeless or nodal, depending on the parameters
of pairing interaction. This behavior is independent of
pairing symmetry.
The rest of this paper is organized as follows. We in-
troduce two-orbital and three-orbital models describing
iron-based superconductors in § 2. In § 3, phase diagrams
and SC-gap functions in the coexisting phase are shown
emphasizing some similarity and difference between the
s+− wave and s++ wave. The temperature dependence
of order parameters in the coexisting phase is also dis-
cussed. The summary is given in § 4.
2. Model
We consider multi-orbital tight-binding models for
Fe3d electrons on a square lattice,
H0 =
∑
k,σ,α,β
(Tα,β(k)− µδαβ)d
†
k,α,σdk,β,σ, (1)
where d†k,α,σ is the creation operator for a spin-σ elec-
tron of momentum k and orbital α. α=1 and 2 for
dxz and dyz, respectively, in a two-orbital model, while
1
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α=1, 2, and 3 for dxz, dyz, and dxy, respectively, in
a three-orbital model. Tα,β(k) consists of energy lev-
els and hopping matrix elements between the α orbitals.
µ is the chemical potential. The lattice constant is set
to unity. In the case of the two-orbital model,21 we
take T 11 = −2t
(2)
1 cos kx−2t
(2)
2 cos ky−4t
(2)
3 cos kx cos ky,
T 22 = −2t
(2)
2 cos kx−2t
(2)
1 cos ky−4t
(2)
3 cos kx cos ky, and
T 12 = T 21 = −4t
(2)
4 sin kx sinky , with t
(2)
1 = −1.0 eV,
t
(2)
2 = 1.3 eV, and t
(2)
3 = t
(2)
4 = −0.85 eV. The energy
levels of the two orbitals are set to be zero.
In the case of the three-orbital model,22 we take
T 11 = 2t
(3)
2 cos kx + 2t
(3)
1 cos ky + 4t
(3)
3 cos kx cos ky,
T 22 = 2t
(3)
1 cos kx+2t
(3)
2 cos ky+4t
(3)
3 cos kx cos ky, T
33 =
2t
(3)
5 (cos kx + cos ky) + 4t
(3)
6 cos kx cos ky + ∆xy, T
12 =
T 21 = 4t
(3)
4 sin kx sin ky, T
13 = (T 31)∗ = 2it
(3)
7 sinkx +
4it
(3)
8 sin kx cos ky, and T
23 = (T 32)∗ = 2it
(3)
7 sin ky +
4it
(3)
8 sin ky cos kx, with t
(3)
1 = 0.02 eV, t
(3)
2 = 0.06 eV,
t
(3)
3 = 0.03 eV, t
(3)
4 = −0.01 eV, t
(3)
5 = 0.2 eV, t
(3)
6 =
0.3 eV, t
(3)
7 = −0.2 eV, and t
(3)
8 = 0.1 eV. The energy
level of dxy is ∆xy = 0.4 eV. Both the two- and three-
orbital models have been used for the study of the AFM
and SC phases of iron-based superconductors.18, 21, 22
In order to consider the AFM state, we adopt the fol-
lowing on-site Coulomb interactions:
HAFM = U
∑
i
∑
α
ni,α,↑ni,α,↓
+ (U − 2J)
∑
i
∑
α<β
∑
σ,σ′
ni,α,σni,β,σ′
− J
∑
i
∑
α<β
∑
σ,σ′
d
†
i,α,σdi,α,σ′d
†
i,β,σ′di,β,σ
+ J
∑
i
∑
α<β
(d†i,α,↑d
†
i,α,↓di,β,↓di,β,↑ + h.c.),
(2)
where the first and second terms are intra-orbital and
inter-orbital Coulomb repulsions, respectively. The third
term is Hund’s coupling and the fourth term is inter-
orbital pair hopping. U and J are the parameter of
Coulomb and Hund’s coupling interactions, respectively.
We solve a mean-field equation self-consistently with
order parameter in the AFM state with ordering vector
Q, which is defined by
〈nQασ〉 =
1
N
∑
k
〈d†k+Q,α,σdk,α,σ〉, (3)
where N is the number of momentum points in the first
Brillouin zone of the paramagnetic phase and we take
Q = (π,0). The average 〈· · · 〉 is taken at zero tem-
perature unless otherwise explicitly stated. Note that
we neglect inter-orbital order parameter 〈nQαβσ〉 =
N−1
∑
k〈d
†
k+Q,α,σdk,β,σ〉 (α 6= β), because these values
are almost zero for the present orbital models.23
The FSs of the two- and three-orbital models in the
AFM state at half filling are shown in Fig. 1. Here we set
J = 0.25U . There are small FSs, γ in Fig. 1(a) and γ2 in
Fig. 1(b), associated with Dirac dispersions. The disper-
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Fig. 1. (Color online) Fermi surfaces (FSs) in the AFM phase
of (a) two- and (b) three-orbital models. We set the Coulomb
interaction parameter U/|t
(2)
1 | = 3.0 and electron density ne =
2.0 for (a) and U/t
(3)
1 = 32.5 and ne = 4.0 for (b). ne is selected
to be half-filling. The FSs are denoted by symbol γ in (a) and γi
(i=1,2,and 3) in (b). Note that the γ and γ2 FSs are associated
with the Dirac FS whose node is located below the chemical
potential.
sions have a crossing point along ky = 0 and ky = π in the
two-orbital model and along ky = 0 in the three-orbital
model. This means that there is no SDW gap along the
lines.18, 19 This is because off-diagonal elements in the
hopping terms are zero along the lines and each orbital
does not mix. The Dirac FSs characterize the electronic
states of AFM state in iron-arsenide systems and can-
not be described by a multi-band model where orbital
components are ignored.
We consider two SC orders: s++-wave order and s+−-
wave order. We assume that the pairing of s++ comes
from on-site pair with the same orbital. The pairing in-
teraction then reads
Honsc = J
on
sc
∑
i,α<β
(d†i,α,↑d
†
i,α,↓di,β,↓di,β,↑ + h.c.), (4)
where Jonsc is a parameter of on-site pairing interaction.
Here, we ignored the scattering process of pairs within
the same orbital. The process is important when we ar-
gue the pairing mechanism due to spin fluctuations.1, 2
However, in our mean-field treatment the effect of fluctu-
ations is not taken into account. Therefore, inter-orbital
pair scattering may be enough for our arguments shown
below. The s++ order parameter is then defined by
∆onα =
1
N
∑
k
〈d
−k,α,↓dk,α,↑〉. (5)
It is known that the s+−-wave pairing is organized
from inter-site pairings.24 We introduce a next-nearest-
neighbor pair with the same orbital for simplicity. Similar
to the s++ case (eq. (4)), the pairing Hamiltonian with
next-nearest-neighbor pair 〈i, j〉 reads
H intersc = J
inter
sc
∑
〈i,j〉
∑
α6=β
∑
σ 6=σ′
(
d
†
j,β,σd
†
i,β,σ′
+ d†i,β,σd
†
j,β,σ′
)
dj,α,σ′di,α,σ, (6)
where J intersc is a parameter of inter-site pairing interac-
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Fig. 2. (Color online) Phase diagram of the two-orbital model
with s++ wave (a) and with s+− wave (b) and of the three-
orbital model with s++ wave (c) and with s+− wave (d). The
parameters for the two-orbital (three-orbital) model is scaled by
|t
(2)
1 | (t
(3)
1 ). The area shown by blue dots (the dark-dotted area
of small U and large Jonsc and J
inter
sc ) represents SC phase, while
the green-dotted area (light-dotted area of large U and small
Jonsc and J
inter
sc ) represents AFM phase. In between there is a
coexisting phase represented by red dots. Solid lines representing
phase boundary are of a guide to eyes. Electron density ne is fixed
to 2.0 (4.0) for (a) and (b) ((c) and (d)).
tion. We define the s+− order parameter by
∆interα =
1
N
∑
δ
∑
k
2cos(k · δ)〈d
−kα↓dkα↑〉, (7)
where δ = (1, 1) and (−1, 1).
3. Results and Discussions
The mean-field phase diagrams are shown in Fig. 2,
where Figs. 2(a) and 2(b) (Figs. 2(c) and 2(d)) are for
the two-orbital (three-orbital) model with H = H0 +
HAFM + H
on
sc (H = H0 + HAFM + H
inter
sc ). There is a
coexisting phase surrounded by the AFM and SC phases
for all cases in the parameter region examined. In a pre-
vious study, a two-band model with symmetric hole and
electron bands was found not to show such a coexistence
for the s++-wave paring.
14 However, we find that our
two-orbital model exhibits a coexisting phase even for the
s++-wave symmetry as shown in Fig. 2(a). This indicates
that a qualitatively different behavior emerges when we
fully take the orbital degrees of freedom into account.
The coexisting phase disappears for large U and Jonsc .
This is in contrast with the s+− case shown in Fig. 2(b).
The coexisting phase in the three-orbital model shows a
similar U dependence between s++ in Fig. 2(c) and s+−
in Fig. 2(d), which may be organized from non-Dirac FSs
in the AFM state (γ1 and γ3 in Fig. 1(b)) as discussed
below.
In order to understand the nature of SC order in the
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Fig. 3. (Color online) SC-gap functions on the Dirac-type FSs in
a coexisting phase. (a) The Dirac FS denoted γ in Fig. 1(a) in
the two-orbital model, (b) SC-gap function on the FS for s++,
and (c) SC-gap function for s+−. (d) The Dirac FS denoted
γ2 in Fig. 1(b) in the three-orbital model, (e) SC-gap function
on the FS for s++, and (f) SC-gap function for s+−. The gap
functions denoted by green (red) segments represent gap on the
FS with green (red) segment in (a) and (d). The gap functions
of s++ wave in (b) and (e) show nodes, while those of s+−
wave in (c) and (f) are fully gapped. The parameter values are
U/|t
(2)
1 | = 3.0, J
on
sc /|t
(2)
1 | = 1.6, and ne = 2.0 for (b), U/|t
(2)
1 | =
3.0, J intersc /|t
(2)
1 | = 0.5, and ne = 2.0 for (c), U/t
(3)
1 = 32.5,
Jonsc /t
(3)
1 = 9.0, and ne = 4.0 for (e), U/t
(3)
1 = 32.5, J
inter
sc /t
(3)
1 =
3.5, and ne = 4.0 for (f).
coexisting phase, we examine the SC gap function defined
by
〈γǫ↓,−kγǫ↑,k〉 ≡
∑
α
Uǫα↓(−k)Uǫα↑(k)〈d−k,α,↓dk,α,↑〉,
(8)
where Uǫασ(k) is a unitary transformation from or-
bital α to band ǫ with spin σ in the AFM state,
and the basis for the average 〈· · · 〉 is given by∑
α(dk,α,↑, dk+Q,α,↑, d
†
−k,α,↓, d
†
−k−Q,α,↓).
Figure 3 demonstrates the SC gap along the Dirac-
type FS shown in Figs. 3(a) and 3(d) for the two-orbital
and three-orbital models, respectively. The green (red)
lines in Figs. 3(b) and 3(c) correspond to the absolute
value of gap function along the green (red) segment of
Dirac FS in Fig. 3(a). Similarly, the green (red) lines in
Figs. 3(e) and 3(f) correspond to the green (red) segment
in Fig. 3(d). In the case of the s++ wave (Figs. 3(b) and
3(e)) there are nodes on the gap functions, while in the
s+− wave (Figs. 3(c) and 3(f)) the gap functions are fully
gapped.
The sign of Uǫασ(k) for the AFM state changes under
the exchange of spin σ, which is caused by the SDW
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Fig. 4. (Color online) SC-gap function on non-Dirac-type FSs in
a coexisting phase of s++ wave for the three-orbital model. (a)
FS denoted by γ1 in Fig. 1(b). (b) SC-gap function on the γ1
FS as a function of an angle θ measured from ky = 0. (c) γ3 FS.
(d) SC-gap function on the γ3 FS. The parameter values are the
same as Fig. 3(e).
order. In the coexisting state with the s++ wave, this
sign change gives rise to a cancellation of phase in the gap
functions, leading to a node on the FS.12 On the other
hand, such a cancellation does not occur in the s+− wave.
Therefore, measuring the gap functions on the Dirac FSs
might be a good method to judge gap symmetry.
In the three-orbital model, there are FSs unassociated
with the Dirac dispersion, γ1 and γ3 in Fig. 1(b). Figure 4
shows the gap function in a coexisting phase with s++
wave for the three-orbital model. The gap function on
the γ1 FS is nodeless as shown in Fig. 4(b). On the other
hand, the gap function on the γ3 FS has nodes. Since
the γ3 FS is basically unaffected by the AFM order, the
nodes are unrelated to the AFM order unlike the case
of the Dirac FS. In this sense, the nodes are accidental.
Actually it is possible to remove the nodes by varying
the parameter Jonsc . Note that similar gap functions are
obtained for the s+− wave.
In order to clarify a competing behavior of AFM
and SC states, we calculate the temperature dependence
of AFM order parameter m =
∑
α(〈nQα↑〉 − 〈nQα↓〉)
and SC order parameter ∆++ =
∑
α∆
on
α and ∆
+− =∑
α∆
inter
α for the s++ and s+− waves, respectively. We
take a typical parameter set describing coexisting phase
for each case and the results are shown in Fig. 5. The
dark blue lines correspond to m. In all cases, m increases
with decreasing temperature T , but at T where SC order
develops (red lines) m decreases. This is a typical be-
havior of a coexisting phase observed theoretically and
experimentally.10, 14 For comparison, SC order parame-
ter without m (equivalently U = V = 0) is shown as a
light blue line. In the two-orbital model, we find a large
suppression of ∆++ under the presence of m (Fig. 5(a))
 0
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Fig. 5. (Color online) The temperature dependence of SC order
parameters (∆++ for s++ wave and ∆+− for s+− wave) and
AFM order parameter m. (a) s++ and (b) s+− in the two-orbital
model. (c) s++ and (d) s+− in the three-orbital model. The dark
blue lines with the highest transition temperature represent m
for the coexisting phase. The red lines with the lowest transition
temperature represent SC order parameters for the coexisting
phase, but the light blue lines between the dark blue and red lines
are for the case without U and J , i.e., only SC order. We take a
parameter set for each panel: (a) U/|t
(2)
1 | = 3.0, J
on
sc /|t
(2)
1 | = 1.6,
ne = 2.0, (b) U/|t
(2)
1 | = 3.0, J
inter
sc /|t
(2)
1 | = 0.42, ne = 2.0, (c)
U/t
(3)
1 = 35.0, J
on
sc /t
(3)
1 = 12.5, ne = 4.0, and (d) U/t
(3)
1 = 35.0,
J intersc /t
(3)
1 = 4.55, ne = 4.0.
as compared with ∆+− (Fig. 5(b)). This is consistent
with small coexisting region of s++ shown in Fig. 1. The
presence of nodes along the Dirac FS in s++ may give
less energy gain after superconductivity emerges. In the
three-orbital model, the difference of the suppression of
SC order parameter between s++ (Fig. 5(c)) and s+−
(Fig. 5(d)) is small. This implies that the non-Dirac γ1
and γ3 FSs, which are weakly related to AFM, are dom-
inating the SC order and small contribution from the
Dirac γ2 FS.
In order to fully describe the electronic states of iron-
pnictide superconductors, it is necessary to take a five-
orbital model. In the present work, we mainly focus on
the effect of the Dirac FS on the coexistence. For this
purpose, the most important factor is the presence of the
Dirac FS, which is sufficiently achieved by the two- and
three-orbital models. Our conclusions mentioned above
will not change even if the number of orbitals is increased,
as expected from the similarity between the two- and
three-orbital models.
4. Summary
We have investigated the coexistence of superconduct-
ing and antiferromagnetic orders by mean-field calcula-
tions in the two- and three-orbital models. It has been
known that there is no coexistence in the s++ wave if one
uses symmetric hole and electron dispersions without or-
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bital components.14 However, we have found that, if we
take fully into account the orbital degrees of freedom, not
only s+−-wave superconductivity but also the s++-wave
superconductivity can coexist with antiferromagnetism.
On Dirac-type Fermi surfaces constructed by SDW or-
der, the gap functions are fully gapped in the s+− wave
but have nodes in the s++ wave. The presence of nodes
in s++ is in agreement with a previous study where or-
bital components were not taken into account.12 On the
non-Dirac Fermi surfaces in the three-orbital model, the
gap functions are fully gapped or accidentally nodal, not
strongly dependent on whether s++ or s+−. Therefore, it
may be possible to distinguish pairing symmetry of iron-
based superconductor by investigating the gap structure
on Dirac Fermi surfaces by angle-resolved photo emission
spectroscopy.
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