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Abstract
We prove that there does not exist any semi-parallel real hypersurface in complex
two-plane Grassmannians. With this result, the nonexistence of recurrent real hyper-
surfaces in complex two-plane Grassmannians can also be proved.
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1 Introduction
The notion of semi-parallel submanifolds, as a generalization of parallel submanifolds
(submanifolds with parallel second fundamental form), was first studied by Deprez in
[6]. A submanifoldM in a Riemannian manifold is said to be semi-parallel if the second
fundamental form h satisfies R¯ · h = 0, where R¯ is the curvature tensor corresponding
to the van der Waerden-Bortolotti connection.
It was proved in [5] that a semi-parallel hypersurface in a Euclidean space is either
flat; parallel; or is an open part of a round cone or of a product of a round cone and a
linear subspace. When the ambient space is a sphere or real hyperbolic space, Dillen
showed that a semi-parallel hypersurface is either an open part of a flat surface, parallel
or an open part of a rotation hypersurfaces of certain helices [7]. A thorough survey
on the study of semi-parallel submanifolds in a real space form can be found in [12].
When the ambient space is a non-flat complex space form, parallel submanifolds
were classified by Naitoh [16]. As a result, the shape operator of a real hypersurface
cannot be parallel. The existence problem of semi-parallel real hypersurfaces was first
studied by Maeda [15] for complex projective spaces of complex dimension greater than
two, followed by Niegerball and Ryan [17] for non-flat complex space forms of complex
dimension two; and had completely been solved by Ortega [18].
∗This work was supported in part by the UMRG research grant (Grant No. RG163/11AFR)
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Theorem 1 ([18]). There does not exist any semi-parallel real hypersurface in a non-
flat complex space form.
For codimension greater than one, Kon [10] proved that there does not exist any
semi-parallel proper CR-submanifold in a complex projective space with semi-flat nor-
mal connection and with CR-dimension greater than one. As a byproduct of their main
results in [4], Chaco´n and Lobos have classified all semi-parallel Lagrangian surfaces
in a complex space form.
The study of Riemannian submanifolds has been extended to ambient spaces which
are symmetric spaces other than real space forms and complex space forms. In partic-
ular, the study of real hypersurfaces in complex two-plane Grassmannians G2(Cm+2)
has been an active field recently.
G2(Cm+2) is the unique compact irreducible Riemannian symmetric space with both
a Kaehler structure J and a quaternionic Kaehler structure J. These two geometric
structures induce on its real hypersurfaces M a (local) almost contact 3-structure
(φa, ξa, ηa), a ∈ {1, 2, 3} and almost contact structure (φ, ξ, η). In [2], Berndt and
Suh classified all real hypersurfaces M in G2(Cm+2) on which both Span{ξ} and D⊥
are invariant under the shape operator A of M , where D⊥ is the distribution on M
defined by D⊥x = Span{ξ1, ξ2, ξ3}, x ∈ M . Such real hypersurfaces can be expressed
as tubes around totally geodesic submanifolds G2(Cm+1) or HPm/2 in G2(Cm+2) (cf.
Theorem 5).
Since then, a number of interesting results along this line have been obtained. For
instance, the characterizations of real hypersurfaces under certain nice relationships
between the shape operator A and the almost contact structure φ (see [3], [21]); and
some recent papers (see [13], [14], [20]). In [19], Suh proved the following result.
Theorem 2 ([19]). There does not exist any parallel real hypersurface in G2(Cm+2),
m ≥ 3.
Motivated by Theorem 1 and Theorem 2, it is natural to ask if there are any semi-
parallel real hypersurfaces in G2(Cm+2). In this paper, we shall answer this question
in negative, that is,
Theorem 3. There does not exist any semi-parallel real hypersurface in G2(Cm+2),
m ≥ 3.
Let E be a vector bundle over a manifold M . A nonzero E-valued tensor field F
of type (r, s) on M is said to be recurrent if there exists a 1-form ω in M such that
∇¯F = F ⊗ ω, where ∇¯ is the var der Waerden-Bortolotti connection. In particular,
if ω = 0 then F is parallel. Some geometric interpretations of a manifold M with
recurrent curvature tensor in terms of holonomy group were given in [9], [23].
A submanifold of a Riemannian manifold is said to be recurrent if its second funda-
mental form is recurrent. The problem of determining the existence of (or classifying)
recurrent real hypersurfaces in G2(Cm+2) has been considered and solved partially. In
[22], the nonexistence of recurrent real hypersurfaces was proved under an additional
assumption of D-invariance of the shape operator. Kim, Lee and Yang proved in [8]
that there does not exist any Hopf hypersurface with recurrent shape operator. Recall
that a real hypersurface is said to be Hopf if the Reeb vector field ξ is principal.
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The second objective of this paper is to study the existence of recurrent real hyper-
surfaces in G2(Cm+2). We first show that a recurrent symmetric tensor field F of type
(1, 1) on a Riemannian manifold is necessarily semi-parallel (cf. Theorem 20). With
this result and Theorem 3, we prove the nonexistence of recurrent real hypersurfaces
in G2(Cm+2), m ≥ 3 (cf. Corollary 21). This improves the results of Suh [22] and Kim,
Lee and Yang [8] mentioned above.
This paper is organized as follows. In Section 2, we recall some basic properties
for G2(Cm+2) and its real hypersurfaces M . In Section 3, we first introduce a local
symmetric tensor field θa of type (1, 1) on M , and then derive some of its properties.
The proof of Theorem 3 will be given in the next section. In the last section, we prove
the nonexistence of recurrent real hypersurfaces in G2(Cm+2).
2 Real hypersurfaces in G2(Cm+2)
In this section we state some structural equations as well as some known results in
the theory of real hypersurfaces in complex two-plane Grassmannians. We begin with
some basic properties of complex two-plane Grassmannians (cf. [1]), which are needed
in our paper.
By G2(Cm+2), we denote the set of all complex two-dimensional linear subspaces
in Cm+2. Note that G2(C3) is isometric to the complex projective space CP2(8) and
G2(C4) is isometric to the real Grassmannian G
+
2
(R6) of oriented two-dimensional
linear subspaces in R8. In this paper, we only consider m ≥ 3.
Denote by 〈, 〉 the Riemannian metric, J the Kaehler structure and J the quar-
ternionic Kaehler structure on G2(Cm+2). For each x ∈ G2(Cm+2), we denote by
{J1, J2, J3} a canonical local basis of J on a neighborhood U of x in G2(Cm+2), that
is, each Ja is a local almost Hermitian structure such that
JaJa+1 = Ja+2 = −Ja+1Ja, a ∈ {1, 2, 3}. (1)
Here, the index is taken modulo three. Denote by ∇ˆ the Levi-Civita connection of
G2(Cm+2). There exist local 1-forms q1, q2 and q3 such that
∇ˆXJa = qa+2(X)Ja+1 − qa+1(X)Ja+2
for anyX ∈ TxG2(Cm+2), that is, J is parallel with respect to ∇ˆ. The Kaehler structure
J and quarternionic Kaehler structure J are related by
JJa = JaJ ; Trace (JJa) = 0, a ∈ {1, 2, 3}. (2)
The Riemannian curvature tensor Rˆ of G2(Cm+2) is locally given by
Rˆ(X,Y )Z =〈Y,Z〉X − 〈X,Z〉Y + 〈JY,Z〉JX − 〈JX,Z〉JY − 2〈JX, Y 〉JZ
+
3∑
a=1
{〈JaY,Z〉JaX − 〈JaX,Z〉JaY − 2〈JaX,Y 〉JaZ
+ 〈JJaY,Z〉JJaX − 〈JJaX,Z〉JJaY }. (3)
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for all X, Y and Z ∈ TxG2(Cm+2).
For a nonzero vector X ∈ TxG2(Cm+2), we denote by CX = Span{X,JX}, JX =
{J ′X|J ′ ∈ Jx}, HX = Span{X} ⊕ JX, and HCX the subspace spanned by HX and
HJX. If JX ∈ JX, we denote by C⊥X the orthogonal complement of CX in HX.
LetM be a connected oriented real hypersurface isometrically immersed inG2(Cm+2),
m ≥ 3, N a unit normal vector field on M . The Riemannian metric on M is denoted
by the same 〈, 〉. A canonical local basis {J1, J2, J3} of J on G2(Cm+2) induces a local
almost contact metric 3-structure (φa, ξa, ηa, 〈, 〉) on M by
JaX = φaX + ηa(X)N, JaN = −ξ, ηa(X) = 〈ξa,X〉
for any X ∈ TM . It follows from (1) that
φaφa+1 − ξa ⊗ ηa+1 = φa+2 = −φa+1φa + ξa+1 ⊗ ηa
φaξa+1 = ξa+2 = −φa+1ξa.
Denote by (φ, ξ, η, 〈, 〉) the almost contact metric structure on M induced by J , that
is,
JX = φX + η(X)N, JN = −ξ, η(X) = 〈ξ,X〉.
The vector field ξ is known as the Reeb vector field. A real hypersurface M is said to
be Hopf if ξ is principal.
It follows from (2) that the two structures (φ, ξ, η, 〈, 〉) and (φa, ξa, ηa, 〈, 〉) are related
as follows
φaφ− ξa ⊗ η = φφa − ξ ⊗ ηa; φξa = φaξ.
Denote by ∇ the Levi-Civita connection and A the shape operator on M . Then
(∇Xφ)Y = η(Y )AX − 〈AX,Y 〉ξ, ∇Xξ = φAX
(∇Xφa)Y = ηa(Y )AX − 〈AX,Y 〉ξa + qa+2(X)φa+1Y − qa+1(X)φa+2Y
∇Xξa = φaAX + qa+2(X)ξa+1 − qa+1(X)ξa+2
for any X,Y ∈ TM . From these formulas, we have
Xη(ξa) = 〈∇Xξ, ξa〉+ 〈ξ,∇Xξa〉
= −2〈Aφξa,X〉+ η(ξa+1)qa+2(X)− η(ξa+2)qa+1(X).
We define a distribution D⊥ on M by D⊥x := Span{ξ1, ξ2, ξ3}, x ∈ M , and denote by
D its orthogonal complement in TM . If ξ ∈ D at each point in M then η(ξa) = 0, for
a ∈ {1, 2, 3}, and so by the above equation, we obtain
Lemma 4. Let M be a real hypersurface in G2(Cm+2). If ξ is tangent to D then
Aφξa = 0, for a ∈ {1, 2, 3}.
Finally we state some well-known results.
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Theorem 5 ([2]). Let M be a connected real hypersurface in G2(Cm+2), m ≥ 3. Then
both Span{ξ} and D⊥ are invariant under the shape operator of M if and only if
(A) M is an open part of a tube around a totally geodesic G2(Cm+1) in G2(Cm+2), or
(B) m is even, say m = 2n, and M is an open part of a tube around a totally geodesic
HPn in G2(Cm+2).
Theorem 6 ([2]). Let M be a real hypersurface of type A in G2(Cm+2). Then ξ ∈ D⊥
at each point of M . Suppose J1 ∈ J such that J1N = JN . Then M has three (if
r = pi/2
√
8) or four (otherwise) distinct constant principal curvatures
α =
√
8 cot(
√
8r), β =
√
2 cot(
√
2r), λ = −
√
2 tan(
√
2r), µ = 0
with some r ∈]0, pi/√8[ . The corresponding multiplicities are
m(α) = 1, m(β) = 2, m(λ) = 2m− 2 = m(µ)
and the corresponding eigenspaces are
Tα =Span{ξ}, Tβ = C⊥ξ,
Tλ ={X : X ⊥ Hξ, JX = J1X},
Tµ ={X : X ⊥ Hξ, JX = −J1X}.
Theorem 7 ([2]). Let M be a real hypersurface of type B in G2(Cm+2). Then ξ ∈ D
at each point of M , m is even, say m = 2n, and M has five distinct constant principal
curvatures
α = −2 tan(2r), β = 2cot(2r), γ = 0, λ = cot(r), µ = − tan(r)
with some r ∈]0, pi/4[. The corresponding multiplicities are
m(α) = 1, m(β) = 3 = m(γ), m(λ) = 4n− 4 = m(µ)
and the corresponding eigenspaces are
Tα = Span{ξ}, Tβ = JJξ, Tγ = Jξ, Tλ, Tµ,
where Tλ ⊕ Tµ = (HCξ)⊥, JTλ = Tλ, JTµ = Tµ, JTλ = Tµ.
Theorem 8 ([11]). LetM be a connected orientable Hopf real hypersurface in G2(Cm+2),
m ≥ 3. Then the Reeb vector ξ belongs to the distribution D if and only if M is locally
congruent to an open part of a real hypersurface of type B.
3 The symmetric tensor fields θa
In this section, we introduce a local symmetric endomorphism θa in TM for real hy-
persurfaces M in G2(Cm+2). With the notion θa, some fundamental identities such as
the Gauss equation, to certain extent, could be expressed in a comparatively compact
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form. Besides, it possesses some nice characteristics, which are crucial in the proof of
our main result.
LetM be a real hypersurface in G2(Cm+2),m ≥ 3. Corresponding to each canonical
local basis {J1, J2, J3} of J, we define a local endomorphism θa on TM by
θaX := tan(JaJX) = φaφX − η(X)ξa = φφaX − ηa(X)ξ. (4)
Let R be the curvature tensor of M . It follows from (3) that the equation of Gauss
is given by
R(X,Y )Z = 〈Y,Z〉X − 〈X,Z〉Y + 〈φY,Z〉φX − 〈φX,Z〉φY − 2〈φX, Y 〉φZ
+
3∑
a=1
{〈φaY,Z〉φaX − 〈φaX,Z〉φaY − 2〈φaX,Y 〉φaZ
+ 〈θaY,Z〉θaX − 〈θaX,Z〉θaY }+ 〈AY,Z〉AX − 〈AX,Z〉AY.
for any X,Y,Z ∈ TM . Next, we derive some properties of θa.
Lemma 9. (a) θa is symmetric,
(b) Trace (θa) = η(ξa),
(c) θ2aX = X − 〈X,φξa〉φξa, for all X ∈ TM ,
(d) θaξ = −ξa; θaξa = −ξ; θaφξa = η(ξa)φξa,
(e) θaξa+1 = φξa+2 = −θa+1ξa,
(f) θaφξa+1 = −ξa+2 + η(ξa+1)φξa,
(g) θa+1φξa = ξa+2 + η(ξa)φξa+1.
Proof. For any X,Y ∈ TM ,
〈θaX,Y 〉 − 〈X, θaY 〉 = 〈φφaX,Y 〉 − η(Y )ηa(X) − 〈X,φaφY 〉+ ηa(X)η(Y ) = 0.
This gives Statement (a).
Let {e1, · · · , e4m−1} be an orthonormal basis on TxM , x ∈M . Then it follows from
Trace(JJa) = 0 that
0 =
∑
j
〈JJaej , ej〉+ 〈JJaN,N〉 =
∑
j
〈θaej , ej〉 − η(ξa) = Trace(θa)− η(ξa).
This gives Statement (b).
Statements (c)–(g) can be obtained by direct calculations as below:
θ2aX =(φφa − ξ ⊗ ηa)(φaφ− ξa ⊗ η)X = φφ2aφX + η(X)ξ
=− φ2X + η(X)ξ + ηa(φX)φξa = X − 〈φξa,X〉ξa;
θaξ =(φaφ− ξa ⊗ η)ξ = −ξa;
θaξa =(φφa − ξ ⊗ ηa)ξa = −ξ;
θaφξa =(φaφ− ξa ⊗ η)φξa = φa(−ξa + η(ξa)ξ) = η(ξa)φξa;
θaξa+1 =(φφa − ξ ⊗ ηa)ξa+1 = φφaξa+1 = φξa+2;
θa+1ξa =(φφa+1 − ξ ⊗ ηa+1)ξa = φφa+1ξa = −ξa+2.
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For each x ∈M , we define a subspace H⊥ of TxM by
H⊥ := Span{ξ, ξ1, ξ2, ξ3, φξ1, φξ2, φξ3}.
LetH be the orthogonal complement of HCξ in TxG2(Cm+2). Then TxM = H⊕H⊥.
From the above identities, we see that H is invariant under φ, φa and θa. It follows
from Lemma 9(c) that θa|H has two possible eigenvalues: 1 and −1.
Let Ha(ε) be the eigenspace of θa|H corresponding to the eigenvalue ε ∈ {±1}.
Since θaφX = −φaX = φθaX, for X ∈ H, Ha(ε) is φ-invariant and so it is of even
dimension. Moreover, since θaθbX = −φaφbX = φbφaX = −θbθaX, for a 6= b, X ∈ H,
and each θa|H is an automorphism in H, we see that θbHa(ε) = Ha(−ε). Hence, each
θa|H has exactly two eigenvalues ±1 and dimHa(1) = dimHa(−1) is even.
Further, for X,Y ∈ Ha(ε), b 6= a, since θbX ∈ Ha(−ε) and φY ∈ Ha(ε), we
have 〈φbX,Y 〉 = 〈θbX,φY 〉 = 0, that is, φbHa(ε) = Ha(−ε). We summarize these
observations as below.
Lemma 10. Let Ha(ε) be the eigenspace corresponds to eigenvalue ε of θa|H. Then
(a) θa|H has two eigenvalues ε = ±1,
(b) φHa(ε) = Ha(ε),
(c) θbHa(ε) = Ha(−ε), for a 6= b,
(d) dimHa(1) = dimHa(−1) is even,
(e) φbHa(ε) = Ha(−ε), for a 6= b.
By the properties of θa, we have
Lemma 11. (a) ξ ∈ D⊥ if and only if dimH⊥ = 3.
(b) If ξ ∈ D then ξ, ξ1, ξ2, ξ3, φξ1, φξ2, φξ3 are orthonormal.
(c) ξ /∈ D⊥ if and only if dimH⊥ = 7.
Proof. By Lemma 10(d), H⊥ is of odd dimension. Since ξ1, ξ2, ξ3 are orthonormal, we
obtain dimH⊥ ∈ {3, 5, 7} and Statement (a).
If ξ ∈ D then
0 = 〈θaφξa, φξa+1〉 = 〈φξa, θaφξa+1〉 = 〈φξa,−ξa+2〉.
Similarly, we also have 〈φξaξa+1〉 = 0 and we obtained Statement (b).
In view of Statement (b), we only have to verify the case: ξ /∈ D and ξ /∈ D⊥. We
select an appropriate canonical local basis {J1, J2, J3} J|M such that 0 < η(ξ1) < 1,
η(ξ2) = η(ξ3) = 0. It follows that 〈ξ2, φξ3〉 = η(ξ1) 6= 0 and so we have the following
orthogonal eigenvectors of θ1:
φξ1, ξ ± ξ1, ξ2 ± φξ3, ξ3 ± φξ2.
This gives Statement (c).
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4 Semi-parallel real hypersurfaces in G2(Cm+2)
Recall that a tensor field F of type (1, s) of a Riemannian manifold M is said to be
semi-parallel if R · F = 0, that is,
(R(X,Y )F )(X1, · · · ,Xs) =R(X,Y )F (X1, · · · ,Xs)
−
s∑
i=1
F (X1, · · · , R(X,Y )Xi, · · · ,Xs) = 0.
A real hypersurface M in G2(Cm+2) is said to be semi-parallel if R · A = 0.
Throughout this section, we suppose M is a semi-parallel real hypersurface in
G2(Cm+2), m ≥ 3, and we use the following notations:
α = 〈Aξ, ξ〉, αa = 〈Aξa, ξa〉, ua = ηa(ξ).
Let Y,Z ∈ TxM , x ∈M . It follows from 〈(R(ξ, Y )A)Z, ξ〉 = 0 that
α〈AY,AZ〉 + {1− ||Aξ||2}〈Y,AZ〉 − α〈Y,Z〉 − 〈A2ξ, Z〉〈Aξ, Y 〉+ 〈A2ξ, Y 〉〈Aξ,Z〉
− 〈Aξ,Z〉〈ξ, Y 〉+ 〈Aξ, Y 〉〈ξ, Z〉+
3∑
a=1
{3〈Aφξa, Z〉〈φξa, Y 〉 − 〈φaY,Z〉〈Aξ, φξa〉
− 〈φaAξ, Y 〉〈φξa, Z〉 − 2〈φaAξ,Z〉〈φξa, Y 〉 − ua〈AθaY,Z〉 − 〈Aξa, Z〉〈ξa, Y 〉
+ 〈θaY,Z〉〈Aξa, ξ〉 − 〈θaAξ, Y 〉〈ξa, Z〉} = 0; (5)
By switching Y and Z in this equation, and then subtracting the obtained equation
from (5), we obtain
− 2〈A2ξ, Z〉〈Aξ, Y 〉+ 2〈A2ξ, Y 〉〈Aξ,Z〉 − 2〈Aξ,Z〉〈ξ, Y 〉+ 2〈Aξ, Y 〉〈ξ, Z〉
+
3∑
a=1
{3〈Aφξa, Z〉〈φξa, Y 〉 − 3〈Aφξa, Y 〉〈φξa, Z〉 − 2〈φaY,Z〉〈Aξ, φξa〉
− 〈φaAξ,Z〉〈φξa, Y 〉+ 〈φaAξ, Y 〉〈φξa, Z〉 − 〈Aξa, Z〉〈ξa, Y 〉+ 〈Aξa, Y 〉〈ξa, Z〉
+ 〈θaAξ,Z〉〈ξa, Y 〉 − 〈θaAξ, Y 〉〈ξa, Z〉 − ua〈AθaY − θaAY,Z〉} = 0. (6)
Let {e1, · · · , e4m−1} be an orthonormal basis on TxM , x ∈M . Then it follows from
∑
j
{〈(R(ej , Y )A)Z, ej〉 − 〈(R(ej , Z)A)Y, ej〉} = 0
that
− 3〈Aξ,Z〉〈ξ, Y 〉+ 3〈Aξ, Y 〉〈ξ, Z〉 +
3∑
a=1
{−3〈Aξa, Z〉〈ξa, Y 〉+ 3〈Aξa, Y 〉〈ξa, Z〉
+ 〈Aφξa, Z〉〈φξa, Y 〉 − 〈Aφξa, Y 〉〈φξa, Z〉+ ua〈AθaY − θaAY,Z〉} = 0. (7)
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Also, from 〈(R(Z, Y )A)ξ, ξ〉 = 0, we have
− 〈A2ξ, Z〉〈Aξ, Y 〉+ 〈A2ξ, Y 〉〈Aξ,Z〉 − 〈Aξ,Z〉〈ξ, Y 〉+ 〈Aξ, Y 〉〈ξ, Z〉
+
3∑
a=1
{−〈φaAξ,Z〉〈φξa, Y 〉+ 〈φaAξ, Y 〉〈φξa, Z〉 − 2〈φaY,Z〉〈Aξ, φξa〉
+ 〈θaAξ,Z〉〈ξa, Y 〉 − 〈θaAξ, Y 〉〈ξa, Z〉} = 0. (8)
(6)− 2× (8):
3∑
a=1
{3〈Aφξa, Z〉〈φξa, Y 〉 − 3〈Aφξa, Y 〉〈φξa, Z〉+ 2〈φaY,Z〉〈Aξ, φξa〉
+ 〈φaAξ,Z〉〈φξa, Y 〉 − 〈φaAξ, Y 〉〈φξa, Z〉 − 〈Aξa, Z〉〈ξa, Y 〉+ 〈Aξa, Y 〉〈ξa, Z〉
− 〈θaAξ,Z〉〈ξa, Y 〉+ 〈θaAξ, Y 〉〈ξa, Z〉 − ua〈AθaY − θaAY,Z〉} = 0. (9)
(6) + (7)− (8):
− 〈A2ξ, Z〉〈Aξ, Y 〉+ 〈A2ξ, Y 〉〈Aξ,Z〉 − 4〈Aξ,Z〉〈ξ, Y 〉+ 4〈Aξ, Y 〉〈ξ, Z〉
+
3∑
a=1
{4〈Aφξa, Z〉〈φξa, Y 〉 − 4〈Aφξa, Y 〉〈φξa, Z〉
− 4〈Aξa, Z〉〈ξa, Y 〉+ 4〈Aξa, Y 〉〈ξa, Z〉} = 0. (10)
Consider two orthonormal principal vectors Yj and Yk, corresponding to principal
curvatures λj and λk respectively. Then from 〈(R(Yk, Yj)A)Yj , Yk〉 = 0, we have
(λj − λk){λjλk + 1 + 3〈Yk, φYj〉2}
+ (λj − λk)
3∑
a=1
{3〈Yk, φaYj〉2 + 〈θaYj, Yj〉〈θaYk, Yk〉 − 〈θaYk, Yj〉2} = 0. (11)
Finally, from 〈(R(Z, Y )A)ξb, ξb〉 = 0, for b ∈ {1, 2, 3}, we have
− 〈A2ξb, Z〉〈Aξb, Y 〉+ 〈A2ξb, Y 〉〈Aξb, Z〉 − 〈Aξb, Z〉〈ξb, Y 〉+ 〈Aξb, Y 〉〈ξb, Z〉
+ 〈φAξb, Y 〉〈φξb, Z〉 − 〈φAξb, Z〉〈φξb, Y 〉+ 2〈φZ, Y 〉〈Aξb, φξb〉
+
3∑
a=1
{〈φaAξb, Y 〉〈φaξb, Z〉 − 〈φaAξb, Z〉〈φaξb, Y 〉+ 2〈φaZ, Y 〉〈Aξb, φaξb〉
+ 〈θaAξb, Y 〉〈θaξb, Z〉 − 〈θaAξb, Z〉〈θaξb, Y 〉} = 0. (12)
The proof of Theorem 3 is broken into three steps. We shall show that these
following three cases cannot occur.
ξ /∈ D and ξ /∈ D; ξ ∈ D; ξ ∈ D⊥.
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4.1 The case: ξ /∈ D and ξ /∈ D⊥
Suppose ξ /∈ D and ξ /∈ D⊥ at a point x ∈ M . Without loss of generality, we assume
0 < u1 < 1, u2 = u3 = 0.
Lemma 12. Aξ, Aξ1 ∈ Span{ξ, ξ1}.
Proof. We shall first prove that Aξ, Aξ1 ∈ H⊥. By first putting Z = ξ, and next ξ1 in
(7), we obtain
−3α〈ξ, Y 〉+ 3〈Aξ, Y 〉+ u1〈Aξ, θ1Y 〉+ 4u1〈Aξ1, Y 〉
+
3∑
a=1
{−3〈Aξ, ξa〉〈ξa, Y 〉+ 〈Aξ, φξa〉〈φξa, Y 〉} = 0; (13)
−3〈Aξ, ξ1〉〈ξ, Y 〉+ 4u1〈Aξ, Y 〉+ 3〈Aξ1, Y 〉+ u1〈Aξ1, θ1Y 〉
+
3∑
a=1
{−3〈Aξ1, ξa〉〈ξa, Y 〉+ 〈Aξ1, φξa〉〈φξa, Y 〉} = 0. (14)
By choosing Y ∈ H1(1) in the above two equations, we have
(3 + u1)〈Aξ, Y 〉+ 4u1〈Aξ1, Y 〉 = 0
4u1〈Aξ, Y 〉+ (3 + u1)〈Aξ1, Y 〉 = 0.
It follows from these equations that Aξ, Aξ1 ⊥ H1(1).
Next, if we first put Y ∈ H1(−1) in (13), followed by Y ∈ H1(−1) and Z = ξ1 in
(9), then
(3− u1)〈Aξ, Y 〉+ 4u1〈Aξ1, Y 〉 = 0
(1 + u1){−〈Aξ, Y 〉+ 〈Aξ1, Y 〉} = 0.
Solving these equations, gives Aξ, Aξ1 ⊥ H1(−1) and we conclude that
Aξ,Aξ1 ⊥ H. (15)
Secondly, we shall show that Aξ,Aξ1 ⊥ φξb, ξc, for b ∈ {1, 2, 3}, c ∈ {2, 3}. Let
Z ∈ H and Y = φZ in (8). Then ∑3a=1〈θaZ,Z〉〈Aξ, φξa〉 = 0. In particular, if we
choose a unit vector Z ∈ Hb(1) then by Lemma 10(c), θaZ ∈ Hb(−1), which implies
that 〈θaZ,Z〉 = 0, for a 6= b and so
〈Aξ, φξb〉 = 0, b ∈ {1, 2, 3}. (16)
By putting Y = ξc in (13), with the help of (16), we have 4u1〈Aξ1, ξc〉 = 0 and so
〈Aξ1, ξc〉 = 0, c ∈ {2, 3}. (17)
Next, by using the above two results, after putting Y = φξb in (14), we get
(u21 + 4)〈Aξ1, φξ1〉 = 4〈Aξ1, φξ2〉 = 4〈Aξ1, φξ3〉 = 0
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these mean that
〈Aξ1, φξb〉 = 0, b ∈ {1, 2, 3}. (18)
Similarly, with the helps of (16)–(18), it follows from (14) that 〈Aξ, ξ2〉 = 〈Aξ, ξ3〉 = 0.
From this result, together with (15)–(18), gives the lemma.
We define a unit vector U := (ξ1−u1ξ)/
√
1− u2
1
. Note that {ξ, U} is an orthonor-
mal basis for Span{ξ, ξ1}. From Lemma 12, and (13), we have
Aξ =αξ + ρU ; AU = ρξ + σU, (19)
Aξ1 =αξ1 + ρ
{√
1− u2
1
ξ − u1U
}
. (20)
Further, by putting Z = ξ and Y = U in (8), we obtain
ρ(ασ − ρ2) = 0. (21)
By virtue of (19), if we choose Z ∈ H, then (10) gives
3∑
a=1
{〈Aφξa, Z〉φξa − 〈Aξa, Z〉ξa} = 0.
Since {ξ1, ξ2, ξ3, φξ1, φξ2, φξ3} is linearly independent, 〈Aφξa, Z〉 = 〈Aξa, Z〉 = 0 and
so Aξa, Aφξa ⊥ H. Hence we obtain
AH ⊂ H. (22)
By making use of (9), (19) and (22), we obtain
Aθ1Y = θ1AY, Y ∈ H. (23)
Lemma 13. Either all principal curvatures vanish or none of them is zero.
Proof. We first show that φξ1 (and so is φU) is principal. By putting Y = φξ1 in (10),
with the help of (19)–(21), we obtain
(1− u21)〈Aφξ1, Z〉+
3∑
a=1
{−〈Aφξ1, φξa〉〈φξa, Z〉+ 〈Aφξ1, ξa〉〈ξa, Z〉} = 0.
This equation implies that Aφξ1 is perpendicular to the vectors
ξ2 − u1φξ3, (2− u21)ξ2 − u1φξ3; ξ3 + u1φξ2, (2− u21)ξ3 + u1φξ2
which deduces that Aφξ1 ⊥ ξ2, ξ3, φξ2, φξ3. This fact, together with Lemma 12 and
(22), gives Aφξ1 = δ0φξ1.
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Since H is invariant under A and θ1; and by (23), we can construct orthonormal
bases {X1, · · · ,X4m−8} for H and {E0 = φU,E1, · · · , E6} for H⊥ such that
AXr =λrXr, r ∈ {1, · · · , 4m− 8}
θ1Xr =
{
Xr, r ∈ {1, · · · , 2m− 4};
−Xr, r ∈ {2m− 3, · · · , 4m− 8}.
AEi =δiEi, i ∈ {0, · · · , 6}.
By putting Yj = Ei and Yk = Xr in (11), since 〈θbXr,Xr〉 = 0, for b ∈ {2, 3}, we
obtain
(δi − λr){δiλr + 1 + 〈θ1Xr,Xr〉〈θ1Ei, Ei〉} = 0. (24)
We consider two cases: δ0 = 0; and δ0 6= 0.
Case 1. δ0 = 0.
We set i = 0 in (24) to get 0 = λr(1± 〈θ1φU, φU〉) = λr(1± u1). Hence λr = 0, for
r = {1, · · · , 4m− 8} and (24) reduces to
δi(1 + 〈θ1Xr,Xr〉〈θ1Ei, Ei〉) = 0.
Since 〈θ1X1,X1〉 = 1 and 〈θ1X4m−8,X4m−8〉 = −1, all δi = 0 and so all principal
curvatures are zero.
Case 2. δ0 6= 0.
We first claim that all λr 6= 0. Suppose to the contrary that λs = 0, for some
s ∈ {1, · · · , 4m−8}. We set i = 0 and r = s in (24) to get 0 = 1±〈θ1φU, φU〉 = 1±u1.
This is a contradiction. We conclude that λr 6= 0, for r ∈ {1, · · · , 4m− 8}.
Next, we claim that all δi 6= 0. For otherwise, we can set r = 1 and r = 4m − 8
respectively in (24) to obtain a contradiction. This completes the proof.
Lemma 14. Aξ = αξ and Aξa = αaξa, for a ∈ {1, 2, 3}.
Proof. Suppose ξ is not principal or ρ 6= 0. In view of (21), ασ = ρ2 and so α+ σ 6= 0.
Further, we can verify that A(ρξ −αU) = 0 and A(αξ + ρU) = (α+ σ)(αξ + ρU). But
this contradicts Lemma 13, hence we conclude that Aξ = αξ and ρ = 0. From (20),
we can see that ξ1 is also a principal vector.
Next, fixed b ∈ {2, 3}. Let Y be a unit vector in H and Z = φY in (12). Then
−〈Aξb, φξb〉+ 〈θ1Y, Y 〉〈Aξb, φ1ξb〉 = 0.
By first putting Y ∈ H1(−1), followed by Y ∈ H1(1), we obtain 〈Aξb, φξb〉 = 〈Aξb, φ1ξb〉 =
0, more precisely 〈Aξ2, φξ2〉 = 〈Aξ3, φξ3〉 = 〈Aξ2, ξ3〉 = 0. It follows that we may write
Aξb = αbξb + ρbUb, U2 :=
φξ3 − u1ξ2√
1− u2
1
, U3 :=
φξ2 + u1ξ3√
1− u2
1
. (25)
In view of the above equation, after putting Z = Ub in (12), we have
ρb{ρbAUb − σbAξb} = 0, (σb := 〈AUb, Ub〉).
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From this equation, we can see that ξb is principal, for b ∈ {2, 3}. Indeed, if ξb is not
principal or equivalently ρb 6= 0 then the above equation implies that
AUb = ρbξb + σbUb; αbσb = ρ
2
b . (26)
It follows from (25) and (26) that ρbξb − αbUb and αbξb + ρbUb are principal vectors
correspond to the principal curvatures 0 and αb+σb 6= 0 respectively. This contradicts
Lemma 13, hence ξb is principal, for b ∈ {2, 3}.
Lemma 15. Let M be a semi-parallel real hypersurface in G2(Cm+2), m ≥ 3. Then
either ξ ∈ D or ξ ∈ D⊥ at each point x ∈M .
Proof. Consider the open subset
M0 := {x ∈M : g(x) := u21 + u22 + u23 /∈ {0, 1}}.
Then by Lemma 14, we have Aξ = αξ and AD⊥ ⊂ D⊥ onM0. In view of Theorem 5–7,
M0 is an open part of a real hypersurface of type A or B and either ξ ∈ D or ξ ∈ D⊥
at each point in M0. Hence M0 is empty and this completes the proof.
4.2 The case: ξ ∈ D
Suppose ξ ∈ D at each point x ∈ M . Then the vectors ξ, ξ1, ξ2, ξ3, φξ1, φξ2, φξ3 are
orthonormal and each ua = 0. By using Lemma 4, we have
0 = 〈(R(φξ1, ξ)A)Z, φξ1〉 = 〈Aξ,Z〉+ 3
3∑
a=1
〈Aφaφξ1, Z〉〈φaφξ1, ξ〉 = 4〈Aξ,Z〉.
Hence Aξ = 0. By Theorem 8,M is an open part of a real hypersurface of type B. This
is a contradiction as α 6= 0 according to Theorem 7. Hence we obtain the following
lemma.
Lemma 16. Let M be a semi-parallel real hypersurface in G2(Cm+2), m ≥ 3. Then
ξ ∈ D⊥ at each point x ∈M .
4.3 The case: ξ ∈ D⊥
We suppose that ξ ∈ D⊥ at each x ∈M . Let J1 ∈ Jx such that J1N = JN . Then we
have
ξ1 = ξ = −θ1ξ1, ξ2 = θ1ξ2 = φξ3, ξ3 = θ1ξ3 = −φξ2, u1 = 1, u2 = u3 = 0
Lemma 17. Aξ = αξ.
Proof. Fixed b ∈ {2, 3}. By putting Y = ξb and Z = ξ in (7), we have 〈Aξ, ξb〉 = 0.
Using this fact, after putting Y ∈ H and Z = ξ in (7), we obtain 〈Aξ, 7Y + θ1Y 〉 = 0.
By using Lemma 10(a), we have Aξ ⊥ H. Hence we conclude that Aξ = αξ.
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Fixed b ∈ {2, 3}. By putting Y ∈ H and Z = ξb in (7), we obtain 〈Aξb, Y +θ1Y 〉 = 0,
which implies that Aξb ⊥ H1(1). Next, by putting Y ∈ H1(1) and Z ∈ H1(−1) in (7),
we have 2〈AY,Z〉 = 0. This implies that
AH1(1) ⊂ H1(1). (27)
Let Y ∈ H1(1) be a unit vector and Z = φY in (12). Then
0 =− 〈Aξb, φξb〉+
3∑
a=1
〈φaφY, Y 〉〈Aξb, φaξb〉
=− 〈Aξb, φξb〉+
3∑
a=1
〈θaY, Y 〉〈Aξb, φaξb〉
=− 〈Aξb, φξb〉+ 〈Aξb, φ1ξb〉 = −2〈Aξb, φξb〉.
Hence, 〈Aξ3, ξ2〉 = 0 and so we obtain
Aξb − αbξb ∈ H1(−1), b ∈ {2, 3}. (28)
By substituting Z = ξb in (12), we obtain
0 = −||Aξb||2Aξb + αbA2ξb − αbξb +Aξb + θ1Aξb − αbθ1ξb.
By (28), we have θ1(Aξb − αbξb) = −(Aξb − αbξb). Hence we obtain
αbA
2ξb − ||Aξb||2Aξb = 0, b ∈ {2, 3}. (29)
Lemma 18. Suppose ξb is not principal, for some b ∈ {2, 3}. Let ρb = ||φbAξb|| and
Ub = −ρ−1b φ2bAξb. Then
AUb = ρbξb + σbUb, αbσb = ρ
2
b . (30)
If X ∈ H1(1) is a unit vector with AX = λX then either λ = 0 or λ = α (6= 0).
Further we have
(a) if λ = α then 0 ≥ 2ρ2b − α2b
∑
3
a=2〈θaUb,X〉2; and
(b) if λ = 0 then 0 ≥ 2α2b − ρ2b
∑
3
a=2〈θaUb,X〉2.
Proof. The equation (30) is an immediate consequence of (29). If α = 0 then we set
Y ∈ H1(−1) in (5) to get AY = 0 and so AH1(−1) ⊂ H1(−1). But this contradicts
our assumption and (28). Hence, we have α 6= 0.
Let X ∈ H1(1) be a unit vector with AX = λX, the existence of such X is ensured
by (27). By putting Y = Z = X in (5), we have λ(λ− α) = 0. On the other hand, we
can verify that AE1 = 0 and AE2 = (αb + σb)E2, where
E1 :=
ρbξb − αbUb√
ρ2b + α
2
b
; E2 :=
αbξ + ρbUb√
ρ2b + α
2
b
.
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Suppose λ = α. By setting Yk = E1 and Yj = X in (11), we obtain
0 = 1 + 〈θ1E1, E1〉+
3∑
a=1
{3〈φaX,E1〉2 − 〈θaE1,X〉2}
0 ≥ 1 + 〈θ1E1, E1〉 −
3∑
a=2
〈θaE1,X〉2 = 1 + ρ
2
b − α2b
ρ2b + α
2
b
−
3∑
a=2
α2b〈θaUb,X〉2
ρ2b + α
2
b
≥ 2ρ2b − α2b
3∑
a=2
〈θaUb,X〉2.
Similarly, when λ = 0, we set Yk = E2 and Yj = X in (11) to get
0 ≥ 1 + 〈θ1E2, E2〉 −
3∑
a=2
〈θaE2,X〉2 = 1 + α
2
b − ρ2b
ρ2b + α
2
b
−
3∑
a=2
ρ2b〈θaUb,X〉2
ρ2b + α
2
b
≥ 2α2b − ρ2b
3∑
a=2
〈θaUb,X〉2.
Lemma 19. Aξb = αbξb, for b ∈ {2, 3}.
Proof. Suppose to the contrary that ξb is not principal. We consider the following two
cases.
Case 1. AX = αX or AX = 0, for all X ∈ H1(1).
Since dimH1(1) = 2m− 2 ≥ 4, there is a unit vector X ∈ H1(1), which is perpen-
dicular to θ2Ub and θ3Ub. Then Lemma 18(a)–(b) imply that either 0 ≥ 2ρ2b or 0 ≥ 2α2b .
However, this contradicts the fact that αbσb = ρ
2
b 6= 0. Hence this case cannot occur.
Case 2. AX1 = αX1 and AX2 = 0, for some unit vectors X1, X2 ∈ H1(1).
The two inequalities in Lemma 18 imply that
0 ≥ α2b
3∑
a=2
{1 − 〈θaUb,X1〉2}+ ρ2b
3∑
a=2
{1− 〈θaUb,X2〉2}.
Since θaUb and X1 are unit vectors, by Cauchy-Schwarz Inequality, 1−〈θaUb,X1〉2 ≥ 0
and equality holds if and only if X1 = ±θaUb. Further, since θ2θ3Ub = −θ3θ2Ub, we
have θ2Ub and θ3Ub are orthonormal. Hence 1−〈θ2Ub,X1〉2 and 1−〈θ3Ub,X1〉2 cannot
be both zero. Hence we conclude that
∑
3
a=2{1− 〈θaUb,X1〉2} > 0. Similarly, we have∑
3
a=2{1− 〈θaUb,X2〉2} > 0. It follows that αb = ρb = 0. This is a contradiction.
In view of these cases, we conclude that ξb is principal for b ∈ {2, 3}.
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4.4 Proof of Theorem 3
We are in a position to prove Theorem 3. We have showed that if a real hypersurface
M in G2(Cm+2) is semi-parallel then Aξ = αξ and AD
⊥ ⊂ D⊥; and ξ ∈ D⊥ at each
point in M . According to Theorem 5, M is an open part of a real hypersurface of type
A. Now we follow the notations in Theorem 6. If we put Yk = ξ2 and Yj ∈ Tµ = H1(1)
in (11), then
0 = 1 +
3∑
a=1
〈θaYj, Yj〉〈θaξ2, ξ2〉 = 2
which is impossible. This completes the proof of Theorem 3.
5 Recurrent real hypersurfaces in G2(Cm+2)
In this section, we shall show that there are no recurrent real hypersurfaces inG2(Cm+2).
We begin with the following result.
Theorem 20. Let M be a connected Riemannian manifold and let F be a symmetric
endomorphism on TM . If F is recurrent then F is semi-parallel.
Proof. Suppose F is recurrent, that is (∇XF )Y = ω(X)FY , for all X,Y ∈ TM , where
ω is a 1-form on M and ∇ is the levi-Civita connection on M . Let U be the maximal
open dense subset of M such that the multiplicities of the eigenvalue functions of F
are constant in each component of U . It is trivial if F = 0 on U . Consider a point
x ∈ U such that F 6= 0. Then there is an eigenvalue λ of F , which is nowhere zero in a
neighborhood U1 ⊂ U of x. Let Y be a unit eigenvector field of F on U1 corresponding
to λ. Then
Xλ = 〈(∇XF )Y, Y 〉 = λω(X)
for all vector field X on U1, or equivalently dλ = λω. Hence
0 = d2λ = dλ ∧ ω + λdω = λdω.
This means that dω = 0 at x and so (∇Xω)Y = (∇Y ω)X, for all X,Y ∈ TxM .
Denote by ∇X,Y F the second order covariant derivative of F , that is,
(∇X,Y F )Z = ∇X{(∇Y F )Z} − (∇Y F )∇XZ − (∇∇XY F )Z
for all vector fields X,Y,Z tangent to M . It follows that
(∇X,Y F )Z = {(∇Xω)Y }FZ + ω(Y )(∇XF )Z = {(∇Xω)Y }FZ + ω(Y )ω(X)FZ
for all X,Y,Z ∈ TxM . It follows that
(R(X,Y )F )Z = (∇X,Y F )Z − (∇Y,XF )Z = 0
and so R · F = 0 at all such x ∈ U1. By a standard topological argument, we conclude
that R · F = 0 on M .
The following result can be obtained immediately from Theorem 3 and Theorem 20.
Corollary 21. There does not exist any recurrent real hypersurface M in G2(Cm+2),
m ≥ 3.
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