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Summary
The growth of video streaming has increased noticeably through
the last decade. Because of it, the task of searching and recommen-
ding videos is becoming more and more difficult. Whereas before
the existence of video streaming information retrievals was only ba-
sed on text and metadata, nowadays content-based image and video
retrieval is starting to be researched. In order to add value and suc-
cess to user’s searchings, it is interesting to assess the quality and
aesthetic value of the information it is retrieved.
On this thesis we are going to extract several motion related des-
criptors in order to aesthetically assess a car commercial database.
The videos in the database are extracted from YouTube and labe-
led in order to metadata provided by the website. Specifically three
kinds of labeling are going to be used: based on quality or likes/-
dislikes, quantity or number of views and the combination of both
of them. Quality and quantity provide a binary labeling, and the
combination clusters the videos in four classes.
As it is usually done in computer vision, the main objective is
suggesting a set of descriptors and designing and providing the pro-
cedures for calculating their values on the corpus of videos. These
values are called descriptors, and they can be obtained by processing
frames and handling the data got on the procedure to get specific
numbers. With their help it may be possible to know whether they
give enough information to determine the aesthetic appealing of the
videos. On this project we are going focus on motion descriptors.
As an approach to get data about the video motion, the optical
flow is estimated between each pair of frames. To do so, a Matlab
friendly C++ code developed in [16] is used. This algorithm is based
on the brightness constancy assumption between two frames, leading
to a continuous spatial-temporal function. This is discretized, linea-
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rized and the temporal factor removed by assuming only the function
in two frames. Afterwards the zero gradient values are found using
Iterative Reweighted Least Squares (IRLS), a method which iterates
calculating different weights in order to find the ones fulfilling the
zero gradient condition. From this a linear system is obtained and it
is solved by using Successive Over-Relaxation (SOR) method, which
is Gauss’ variant with faster convergence.
The optical flow algorithm needs several parameters to be set.
Because of the difficulty of setting these parameters automatically,
these values are determined by the observation of each performance
and efficiency representing the observed motion. When the optical
flow is calculated, we filter homogeneous texture regions, due to pos-
sible error estimation induced by similar pixel values on the neigh-
borhood. In order to determine the texture level on different frame
regions, we measure the entropy on each one, which will provide a
measurement of pixel’s randomness. This is made by turning each
frame into gray-scale and dividing them into 60 different windows.
Afterwards, a threshold is set to determine which region will be con-
sidered as a low texture one. This is done considering that filtering
excessively could mean that the descriptors extraction will not be
representative. However, in cases with a lot of very homogeneous
regions (e.g.: completely black) the amount of vectors discarded will
be high no matter what threshold is set. Then, when the region’s
entropy is less than the threshold, it will be considered as a low tex-
ture one and, as a consequence, its optical flow vectors will not be
taken into consideration.
After filtering based on the texture, the first step is getting the
angle and modulus of the movement estimated in every pixel using
the components got. For easy direction interpretation when getting
the different descriptors, the angles are nominalized according to the
8 cardinal points.
By using both cardinals and modulus obtained, it is possible to es-
timate approximately which camera motion is taking place on every
frame or shot. For this we are only taking into account those values
on the margins of each frame. Previous to the camera motion de-
tection, it is necessary to apply some weights to the cardinal values
on the margins. This is done not only to give relevance to N-S-E-W
xi
cardinals, but also to diagonal ones, because they give information
about the camera motion although they do not belong to the purest
pan and tilt motion types. Adding each different weight depending
on the cardinal, we get a percentage in comparison to the ideal mo-
tion type (this is, every pixel moving towards the same direction)
which gives out the “amount” of movement going to each N-S-E-W
direction.
The most common shot type on the database is done by using
fixed cameras and it is detected by setting a threshold to the mean
modulus of the margins of each frame, which should include those
frames which are fixed but have some kind of movement on the mar-
gins because of the captured scene. If it is less than the mentioned
threshold, the frame will be considered as fixed. If not, we begin to
detect zoom presence. In order to do that, margins are divided into 2
vertical and 2 horizontal regions, and each maximum percentage car-
dinal is obtained. When detecting which type of zoom it is, we know
the specific directions each margin should have in theory. Starting
from that, we can compare the theoretical value with the maximum
direction got before using weights. When 3 or 4 of the margin’s di-
rections correspond to the theoretical pixels motion in each zoom
type, the current frame will be considered as one with zoom in or
out, depending on the conditions. Considering the zoom just under
3 conditions is not that restrictive, and this is because having just
those 3 conditions fulfilled is very unlikely unless we have a zoom.
If the zoom is not the case, we evaluate whether it is a pan or tilt
camera motion. Now, the maximum percentage is obtained among
all the margins instead of dividing them into regions, because direc-
tions should be the same along all the frame. If the difference of the
maximum value with respect to the rest of the cardinal percentages
is greater than a threshold, and the maximum value is higher than
another different threshold, it will be considered pan right/left or tilt
up/down depending on the cardinal which belongs to the maximum.
This is done in order to discard those maximums in non predomi-
nant directions. Finally, if none of these conditions are fulfilled, the
frame will have assigned a non-specific motion.
Once frame camera motion is determined, we proceed to detect
shots on each video by computing the Sum of Absolute Differences
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(SAD) of the gray intensity pixels and its first and second deriva-
tives. Shot changes are detected when this second derivative has
a value greater than a chosen threshold. After shot detection, the
mode camera motion type is obtained, as well as the percentage of
frames on the shot with that value. When this percentage is greater
than a threshold, it is considered the shot has a predominant value
which corresponds to the most present motion on the frames.
At this point the data computed are not at video level. This is
why we need to use the data in order to obtain single values which
represent each video. In order to get statistical parameters at video
level, it is not possible to iterate creating a matrix with every single
angle or modulus value, because it is highly memory and computing
time consuming, so it is necessary to do it sequentially. This means
getting single values on each frame which will be helpful when com-
puting statistical video descriptors. As angles have a circular nature,
using circular statistics is compulsory. For this purpose we are going
to store only the sum of each vector component through the whole
set of frames, as well as the sum of modulus. We also obtain the
number of pixels taken into account on the operation because it will
not be constant due to the low texture region filtering. With these
values we get everything needed to compute the mean an standard
deviation at video level. However, when dealing with data like ca-
mera motion type through frames and shots, it is not possible to get
means and standard deviations, and this is why we get the percen-
tage of each motion type at shot and frame level.
When data handling is done, we extract 27 different descriptors
which are going to be evaluated using the three labeling methods
previously referred. By using machine learning algorithms provided
by Weka, several features and classifiers are tested, getting the best
performance using quantity labeling and angle and modulus related
features, getting a 60 % accuracy with tree classifier SimpleCart. Alt-
hough in general descriptors performance is not remarkably good,
by using the Experimenter tool provided by Weka, we can find out
which set of features and classifiers really provide a statistically sig-
nificant improvement with respect to ZeroR classifier. We observe
that with combination labeling the accuracy is less than those in
quality and quantity labeling. This is because combination deals
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with 4 different types of labels, meanwhile quality and quantity are
binary, although it does not mean that combination labeling works
worse than the binary ones, because its improvement with respect to
ZeroR could be better. In fact, combination labeling gives more in-
formation because it has an statistically relevant performance when
choosing angles and modulus related features and SimpleCart and
SimpleLogistic classifiers, which means that the accuracy percentage
is not something casual. We also get significant results when using
quantity labeling and the same set of features with SimpleCart.
These results lead to the conclusion that camera motion is not
particularly relevant when assessing aesthetics on this database. This
is something contradictory to what one might think, because came-
ra motion is used typically to add drama on an audiovisual context.
An explanation to this could be the fact that in general, fixed and
hand-carried camera motion are noticeably common on the databa-
se and that is why it does not really affect when the user decides
whether he likes it or not. In addition, it is well known that establis-
hing ground-truth when dealing with people’s likings is not trivial
because of their subjectivity, and this could affect results. The lack
of ca database with camera motion labels is also crucial, because
it makes difficult knowing if the rest of the non-manually labeled
videos behave correctly when the camera motion detection method
is applied.
In this project we check that not always theoretical knowledge
corresponds to what it is observed in a practical context, but we
also provide a way to extract descriptors and analyze them with a
simple approach. This could be improved in the future by labeling
the database with respect to the camera motion and by segmenting
background in order to improve the steady camera detection. Bi-
nary aesthetic labeling could be also improved by using supervised
annotation extracted by measuring involuntary biological responses
experienced by the evaluator.
Keywords: optical flow, machine learning, camera motion, aesthe-
tics assessment.

Resumen
En este proyecto se extraen diferentes caracter´ısticas relacionadas
con el movimiento de los v´ıdeos proporcionados en la base de datos,
los cuales se corresponden con anuncios de coches. Para ello, se pro-
porciona una estimacio´n del flujo o´ptico haciendo uso del algoritmo
proporcionado en [16].
Mediante un ana´lisis del flujo o´ptico en los ma´rgenes de los fo-
togramas se caracteriza el movimiento de ca´mara presente en e´stos
y se calculan los a´ngulos y mo´dulos correspondientes al movimiento
de cada p´ıxel. Posteriormente se procede a un ca´lculo secuencial de
estos valores para obtener descriptores a nivel de v´ıdeo.
Con los datos obtenidos y con tres diferentes etiquetados de los
v´ıdeos basados en calidad, cantidad y en la combinacio´n de e´stos,
se aplican me´todos de aprendizaje ma´quina con diferentes conjuntos
de descriptores y clasificadores para la evaluacio´n de la este´tica, la
cual estara´ basada en los metadatos proporcionados por los usua-
rios a trave´s de YouTube. Se concluye de esta manera que el tipo
de movimiento de ca´mara no afecta notablemente a la evaluacio´n
este´tica por parte de los usuarios, mientras que s´ı lo hacen el a´ngulo
y mo´dulo presentes en cada v´ıdeo.
Palabras clave: flujo o´ptico, aprendizaje ma´quina, movimiento de
ca´mara, evaluacio´n de la este´tica.
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1. Introduction
1.1. Project motivation
Video streaming services’ pupularity has grown rapidly in the last
decade. This is due to the rise of services such as YouTube and Vimeo,
which allow uploading and watching videos without cost and at any
moment, providing social network services through the interaction
among users and the possibility of giving feedback about the public
content.
Thanks to this, the amount of stored videos on the Internet has
experienced a fast increase. This is why the task of carrying out a
successful search through a database such as YouTube’s is getting
more and more difficult because of its dimension. With the aim of
improving user’s experiences when getting the expected result on
their searchings, video classification and recommendation have be-
come a much studied field recent years.
This project is an extension of that work in [7] in which a da-
tabase based on car commercials is provided, labeled according to
their aesthetics or consumer’s perception and proposes a set of visual
descriptors. This project will focused, particularly, on the analysis
of motion-related descriptors, using the same database. This is be-
cause the utilization of movement to catch spectator’s attention and
emphasize drama is very common in film and commercial production
and assessing these visual features might provide relevant informa-
tion about consumers video perception.
Accomplishing an assessment about which motion features and
how they affect when users watch the video will improve the plat-
form’s recommendation and searching performance. This is because
it will be able to only retrieve those videos automatically assessed
as quality ones. This also contributes to fields such as marketing,
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Figura 1.1: Steps followed on the project
making possible to estimate whether users will like the commercials
or not, even before being released.
This project’s aim is extracting several motion features for each
video in the database to subsequently analyze the features’ influence
on users’ general video perception.
1.2. Document structure
In chapter 2, which refers to the state of art, some basic and
essential concepts related to this work will be explained in order
to improve understanding, as well as different previous techniques
developed to solve some of the addressed problems. Once finished, we
will proceed to present the main development of the project, being
every step needed explained on the figure 1.1.
Chapter 3 explains briefly those steps followed to choose and label
the used video database, to continue with chapter 4, which deals with
the optical flow. This section will explain how the chosen optical flow
algorithm works, as well as the relevance of each one of its parameters
and the procedure to set them.
After analyzing the optical flow, the extraction of different motion
features will be detailed in chapter 5: angles, modulus and camera
motion. The method applied to estimate the last one will also be
specified in this chapter.
Once the features are obtained, we will proceed to extract each
descriptor in chapter 6 and analyze their behavior in chapter 7 to
continue explaining the project’s management in chapter 8.
Finally, chapter 9 will close the document through a conclusion
and several suggestions for possible future developments related to
this project.
2. Estado del arte
En este apartado se hara´ referencia a aquellos conceptos y tra-
bajos realizados previamente en relacio´n con e´ste, as´ı como los que
sirvieron de ayuda para llevar a cabo cada uno de los pasos realiza-
dos.
2.1. Computer vision
Debido al desconocimiento del funcionamiento del sistema visual
en los animales, se desarrolla un nuevo campo cient´ıfico llamado
computer vision o visio´n artificial. Segu´n se explica en [27], mien-
tras que los humanos partimos de un objeto ya existente, el cual
percibimos con todo tipo de detalle, los investigadores de computer
vision tienen como objetivo recrear e´stos de manera fiable utilizando
diversos me´todos matema´ticos.
La dificultad de esta tarea reside en que pretende dar una solucio´n
a un problema del que se parte con informacio´n insuficiente y con la
cual se ha de llegar a un resultado espec´ıfico. Para compensar estas
carencias, el campo de computer vision se sirve de modelos basados
en la f´ısica y la probabil´ıstica. La visio´n artificial esta´ altamente re-
lacionada con el ana´lisis de imagen o imagen analysis as´ı como del
procesado de imagen o image processing. E´sto campos pueden apli-
carse a otros como la neurobiolog´ıa, la f´ısica, la inteligencia artificial
o el procesado de sen˜ales.
2.1.1. Descriptores
Para entender aquellos trabajos realizados en el campo de la vi-
sio´n artificial, es necesario conocer el concepto de descriptor. Un
descriptor visual ofrece informacio´n sobre algunas de las mu´ltiples
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caracter´ısticas visuales presentes en v´ıdeos o ima´genes. Con la ex-
traccio´n de e´stos se pueden establecer relaciones entre los valores de
los p´ıxeles y la percepcio´n humana. Sin embargo, debido a que e´sta
es subjetiva y depende del usuario que observa, los resultados sera´n
aproximaciones.
Dentro de los descriptores, se pueden encontrar aquellos de “bajo
nivel”, como el color, la textura, el brillo, la forma o el movimiento.
Con e´stos podemos obtener descripciones sobre el movimiento de
ca´mara, el tipo de formas que existen o co´mo de homoge´neos son la
imagen o v´ıdeos analizados. Existen tambie´n descriptores de “alto
nivel”, los cuales aportan informacio´n sobre objetos y sucesos que
ocurren en la imagen o v´ıdeo, como la deteccio´n de caras.
2.1.2. Funciones y aplicaciones
Gracias al computer vision se pueden llevar a cabo tareas de ana´li-
sis de movimiento y de reconocimiento, que llevan a cabo diversas
funciones. Estas son algunas de ellas:
Odometr´ıa visual: o tambie´n llamada visual odometry que, lle-
vada a un nivel 3D, se encarga de determinar el movimiento de
ca´mara relativo con respecto a una escena. Esta te´cnica se usa,
por ejemplo, en el movimiento de robots auto´nomos, como los
implicados en labores de exploracio´n espacial.
Flujo o´ptico: tambie´n llamado optical flow, es el aparente patro´n
de movimiento de una escena, ya sea de los objetos presentes
en e´sta o de sus bordes, que es provocado por el movimiento
respecto del ojo o ca´mara que lo captura. La estimacio´n del flujo
o´ptico se puede utilizar para tareas como el ana´lisis del tra´fico,
utilizando el flujo o´ptico para la segmentacio´n en clusters de la
imagen [24]. Este concepto se explicara´ en ma´s profundidad en
el apartado 2.2.
Seguimiento: o tambie´n llamado tracking. Localiza el movimien-
to de un objeto o regio´n concreta dentro de una imagen o v´ıdeo.
Se puede aplicar para la interaccio´n de humanos con ordenado-
res o para seguridad y vigilancia, detectando as´ı movimientos
indeseados.
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Reconocimiento facial: identifica o verifica personas mediante
la extraccio´n de caracter´ısticas en una imagen o v´ıdeo, y com-
para´ndola con otras buscando correspondencias. Esta te´cnica es
la utilizada en los pasaportes digitales para utilizar una verifi-
cacio´n automa´tica, prescindiendo as´ı de oficiales que las lleven
a cabo.
Recuperacio´n de ima´genes basadas en contenido: conocido como
content-based image retrieval. Consiste en buscar un conjunto
de ima´genes con un contenido espec´ıfico de entre un conjunto
de ima´genes de diversa tema´tica. El tipo de contenido se puede
establecer mediante otras ima´genes o texto. Un ejemplo de esto
es Google Goggles que realiza bu´squeda de ima´genes a trave´s de
una similar.
2.2. Estimacio´n de flujo o´ptico
La estimacio´n del flujo o´ptico consiste en “calcular una aproxi-
macio´n del campo de movimiento en 2D (...) a partir de patrones
espacio-temporales de la intesidad de imagen” [12]. Dado que es un
tema muy presente en la literatura, esto ha llevado al desarrollo de
varias te´cnicas para su estimacio´n.
2.2.1. Te´cnicas diferenciales
Las te´cnicas de estimacio´n del flujo o´ptico que utilizan derivadas
parciales de la imagen o versiones filtradas de e´stas, son las llamadas
diferenciales. Dentro de este tipo de me´todos, existen varios me´todos
como los de Buxton-Buxton [5] y Black-Jepson [4]. Sin embargo, los
ma´s populares, que detallaremos a continuacio´n, son los de Lucas-
Kanade [19] o Horn-Schunck [8].
Lucas-Kanade
Como bien se ha referido, esta te´cnica es diferencial. Asume que
el flujo o´ptico situado alrededor del p´ıxel que se analiza es constante,
es por ello que la fo´rmula del flujo o´ptico se mantendra´ dentro de una
ventana que esta´ centrada en el p´ıxel en concreto. Para resolver la
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ecuacio´n utiliza un me´todo de mı´nimos cuadrados con pesos. Dado
que este me´todo es local, no necesitamos conocer toda la imagen
para determinar el flujo o´ptico fiable de una regio´n [24]. Al contrario
que en el me´todo de Horn-Schunck, e´ste funcionara´ mejor por tanto
en el caso de ima´genes heteroge´neas, pues sus regiones no tendra´n
relacio´n con el resto de la imagen.
Horn-Schunck
A diferencia del me´todo de Lucas-Kanade, en [8] se asume un flujo
o´ptico suave en toda la imagen. E´ste se consigue mediante la mini-
mizacio´n de una funcio´n de energ´ıa que depende de una constante de
regularizacio´n llamada α, cuyo aumento lleva a un incremento de la
suavidad del flujo. Este me´todo normalmente se resuelve mediante
las ecuaciones multidimensionales de Euler-Lagrange. La ventaja de
que este me´todo sea, al contrario que el de Lucas-Kanade, iterati-
vo sobre una asuncio´n global de la imagen, implica que funcionara´
mejor en la deteccio´n del flujo o´ptico en ima´genes homoge´neas [24].
2.2.2. Correlacio´n de fase
Los me´todos de correlacio´n de fase asumen que los valores de los
p´ıxeles desplazados no cambiara´n de un frame a otro. Por ello se
puede establecer algu´n tipo de medida que comparen las regiones
cercanas de cada p´ıxel a estimar. En el momento en que la similitud
de este valor en el segundo fotograma se maximiza, se considerara´
que el centro de esa regio´n es el p´ıxel que se buscaba, y la distancia
entre este p´ıxel y el de la imagen de partida sera´ el vector de flujo
o´ptico.
Barnard and Thompson
Este me´todo utiliza caracter´ısticas para determinar el flujo, por lo
que es ma´s elaborado, pero tambie´n aplica la correlacio´n de fase para
determinar la decisio´n final sobre cua´l sera´ el vector. Esta estimacio´n
se mejora tras un etiquetado de los p´ıxeles que se basa en la similitud
de regiones alrededor de cada p´ıxel.
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2.2.3. Me´todo de bloques
Existen varias te´cnicas de ca´lculo de flujo que utilizan bloques.
Una de ellas es la bu´squeda exhaustiva, que definiendo una regio´n del
primer fotograma, busca una correspondencia en todas las soluciones
posibles del segundo, lo cual es altamente costoso y poco eficiente.
Tambie´n existe la te´cnica del gradiente descendiente, que se gu´ıa por
el gradiente del error del bloque elegido con el que se compara.
2.3. Evaluacio´n de la este´tica
A trave´s de los datos obtenidos mediante las diferentes disciplinas
englobadas en computer vision, se puede obtener informacio´n de
aquello que los humanos perciben visualmente. Relacionando esta
informacio´n objetiva con las respuestas subjetivas de los usuarios,
se puede llegar a averiguar que´ caracter´ısticas de aquello percibido
son las que estimulan a la persona que lo visualiza, aunque sean
impl´ıcitas y el usuario realmente no repare en ellas. En relacio´n
con esto existen muchos trabajos centrados en la evaluacio´n de la
este´tica, tanto de ima´genes como de v´ıdeos.
A nivel de ima´genes, podemos encontrar [30], un art´ıculo cen-
trado en la evaluacio´n este´tica de fotos mediante la extraccio´n de
caracter´ısticas de colorido (relacionado con la saturacio´n y el brillo),
contraste, simetr´ıa o nu´mero de caras, entre otros. Sin embargo, en
[18] se lleva a cabo obteniendo caracter´ısticas gene´ricas basadas en
contenido. Esto implica no recurrir a la evaluacio´n de te´cnicas fo-
togra´ficas como podr´ıa ser la regla de los tercios, sino que se centra
ma´s en el contenido sema´ntico de las ima´genes observadas.
Dado que el concepto de los los v´ıdeos en streaming es relativa-
mente nuevo y debido a que es e´ste uno de los motivos principales
que llevan al ana´lisis de su este´tica, el nu´mero de trabajos desarrolla-
dos en esta materia no es tan alto como el de otras, debido al escaso
tiempo que lleva siendo un campo de intere´s para la investigacio´n.
Sin embargo, se pueden resaltar trabajos como [3] en donde se clasifi-
can de manera automa´tica un conjunto de v´ıdeos en alto o bajo nivel
de apariencia este´tica. Para esto se evaluaron 160 v´ıdeos mediante un
estudio y se extrajeron diferentes caracter´ısticas, seleccionando las
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ma´s discriminativas. Utilizando caracter´ısticas propias de los v´ıdeos,
en [9] se preprocesan con una estimacio´n del movimiento mediante
el algoritmo de estimacio´n de flujo o´ptico desarrollado en [16], y se
extraen caracter´ısticas relacionadas con el espacio de movimiento, el
tipo de movimiento de ca´mara y el nivel de temblor de e´sta. Exis-
ten tambie´n trabajos que diferencian entre caracter´ısticas a nivel de
plano y de frame, como puede ser [26].
2.3.1. Etiquetado de bases de datos
A la hora de escoger la base de datos con la que se va a trabajar, es
importante tener en cuenta el objetivo que se busca alcanzar con ella,
por ello es necesario escoger aquel grupo de, en este caso, v´ıdeos, para
lograr comprobar si el algoritmo propuesto funciona como se espera.
Sin embargo, esto conduce a la desventaja de obtener resultados
poco fiables a la hora de aplicar el algoritmo a un elemento que no
formase parte de la base de datos, por lo que puede tener limitaciones
que debera´n contemplarse. Esto implica que la bu´squeda de bases
de datos con un fin concreto es, en s´ı misma, una tarea aparte. Por
ello existen art´ıculos relacionados con la bu´squeda de bases de datos
propicias para cada campo, como el del flujo o´ptico [25].
Una tarea au´n ma´s laboriosa relacionada con esto es el etiquetado
de las bases de datos de los estudios relacionados con la evaluacio´n
este´tica de v´ıdeos o ima´genes. Esto es provocado por los gustos y
preferencias subjetivos de cada persona, lo que puede llevar a que un
etiquetado supervisado provoque etiquetas ambiguas. En [11] se lleva
a cabo un etiquetado de una base de datos variada y amplia ayudado
por observaciones humanas. Para ello se considera la anotacio´n de
objetos, sucesos y estabilidad de la ca´mara. As´ı como en [22] se
provee una base de datos para el ana´lisis visual que proporciona tres
tipos de anotaciones automa´ticas: este´ticas, sema´nticas y de estilo
fotogra´fico, de nuevo mediante la ayuda de un sistema de evaluacio´n
humano.
2.3.2. Deteccio´n de movimiento de ca´mara
En el cine los movimientos de ca´mara son un recurso que au-
menta el dramatismo de las escenas. As´ı, por ejemplo, movimientos
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de ca´mara de izquierda a derecha resultan ma´s naturales debido a
la forma en la que leemos. Cuando nos alejamos de algo puede ser
por miedo, lo cual se representa mediante un zoom out. Si quere-
mos focalizar algo, lo simbolizaremos con el zoom in. Sin embargo,
si el objetivo es transmitir una mala sensacio´n, obtendremos planos
con cierto movimiento irregular como el que puede proporcionar una
ca´mara al hombro. Por el contrario, en un anuncio puede que con-
venga que la ca´mara sea fija dado que eso permitira´ mostrar con
claridad el producto que se pretende publicitar.
Como podemos ver, la relacio´n del movimiento de ca´mara con la
percepcio´n este´tica del v´ıdeo es muy estrecha, por lo que es intere-
sante detectarlo como una caracter´ıstica ma´s. Adema´s, su obtencio´n
ayudar´ıa en otras materias como la indexacio´n de v´ıdeos.
En [14] se detecta un movimiento global provocado por el cam-
bio de enfoque o el movimiento de ca´mara. Para esto se utiliza un
me´todo af´ın de seis para´metros y posteriormente se calculan los vec-
tores de compensacio´n de movimiento. A partir de estos para´metros
se obtienen seis movimientos: pan (horizontal), tilt (vertical), zoom,
rotacio´n y dos tipos de hiperbo´licos, teniendo cada una de las canti-
dades obtenidas diferente significado: en el caso de pan y tilt se refiere
al nu´mero de p´ıxeles y el resto representan relaciones. Posteriormen-
te se realiza una separacio´n del v´ıdeo en planos y segmentacio´n del
movimiento, clasificando u´nicamente aquellos que detectan pan, tilt
y zoom.
De manera similar, en [15] se obtiene una parametrizacio´n del
movimiento que consta de ocho para´metros. De la misma manera,
se definen valores relacionados con estos para´metros que determi-
nara´n los diferentes movimientos de ca´mara. Posteriormente se de-
be considerar que´ movimientos tienen significado en relacio´n con la
percepcio´n humana, lo cual implica relacionarlo con la cantidad de
movimiento y su duracio´n temporal. Para esto es necesario deter-
minar el valor de umbral en las magnitudes de cada movimiento de
ca´mara, as´ı como la duracio´n de e´stos, para el cual se determinara´
su presencia o no a nivel de plano. Se etiquetan manualmente un
conjunto de v´ıdeos de la base de datos, y se realizan pruebas para
determinar estos valores.
Otros trabajos, como [20] obtienen para´metros de movimiento
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de ca´mara mediante el flujo o´ptico. Esto se hace estableciendo una
relacio´n entre el flujo con cada tipo de movimiento. Se considera por
ejemplo que, un movimiento en horizontal como es el pan, producira´
por tanto un flujo en esa direccio´n, y vertical en el caso de un tilt.
2.4. Aprendizaje ma´quina
El aprendizaje ma´quina o machine learning es un campo de la
inteligencia artificial estrechamente relacionado con la estad´ıstica
computacional y cuyo objetivo es desarrollar algoritmos que sean
capaces de aprender de patrones y hacer predicciones a partir de
datos. Un ejemplo de esto es la deteccio´n de correo basura o spam,
ya que no se puede detectar mediante la bu´squeda de patrones ya
establecidos, debido a que e´stos var´ıan con el tiempo y segu´n su
destinatario y origen. Sin embargo, mediante el aprendizaje ma´quina
se pueden obtener estos nuevos patrones a partir de varias muestras
de correos que se corresponden con spam, y considerar como tales
aquellos correos futuros cuyos patrones sean similares.
2.4.1. Aplicaciones
En [2] se aportan diferentes ejemplos de aplicaciones del aprendi-
zaje ma´quina con los que sera´ ma´s fa´cil comprender sus utilidades.
De estos podemos resumir los ma´s importantes:
Clasificacio´n: teniendo unos datos de entrada, se clasifica cada
caso en un tipo u otro tras algu´n tipo de ca´lculo con ellos.
Prediccio´n: teniendo ya una clasificacio´n realizada, si los acon-
tecimientos que se quieren predecir son similares a los pasados,
se podra´ determinar la pertenencia del nuevo evento a una u
otra clasificacio´n.
Reconocimiento de patrones: un ejemplo es la deteccio´n
facial en ima´genes. Aunque no todas son iguales, todas corres-
ponden a ciertos patrones relacionados con la estrutura general
de una cara: ojos, cejas, mand´ıbula, etc. Este aprendizaje se
puede aplicar a todo tipo de datos, as´ı como deteccio´n de letras
o diagno´stico me´dico.
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Regresio´n: cuando se tiene una serie de datos, se determina
una funcio´n que se ajusta a su distribucio´n para poder pre-
decir el comportamiento de otros futuros valores debido a que
se asume que se distribuira´ de manera similar a la funcio´n de
ajuste.
Agrupacio´n o clustering: es un tipo de estimacio´n de den-
sidad en el que se hacen diferentes grupos de datos en funcio´n
a su perfil, como puede ser la agrupacio´n de usuarios mediante
un rango de edad.
2.4.2. Algoritmos de aprendizaje supervisado
Cuando se utiliza el aprendizaje ma´quina, se pueden encontrar
dos situaciones: tener una base de datos no etiquetada, lo que llevara´
a un aprendizaje no supervisado o un-supervised learning, o que e´sta
s´ı este´ etiquetada, lo que proporcionara´ etiquetas a cada una de las
instancias a estudiar.
Debido a la amplia variedad de algoritmos proporcionados en
aprendizaje ma´quina, en este caso nos centraremos en conocer algu-
nos de los algoritmos de aprendizaje supervisado que ma´s adelante
sera´n los utilizados en la realizacio´n del trabajo.
Naive Bayes
Dado a que es poco pra´ctico aprender clasificadores Bayesianos
debido al gran nu´mero de para´metros que se necesitan calcular,
segu´n [21] el algoritmo de Naive Bayes los reduce mediante una asun-
cio´n de independencia condicional que disminuye de manera dra´stica
los para´metros necesarios a la hora de modelar.
Regresio´n logar´ıtmica
La regresio´n logar´ıtmica o logistic regression es un algoritmo de
aprendizaje ma´quina para funciones condicionadas del tipo P (Y |X)
para el caso en el que Y es discreta, y X un vector con valores conti-
nuos o discretos, en cual se estiman probabilidades con una funcio´n
logar´ıtmica. En el caso de un etiquetado binario, este algoritmo pro-
porciona una regla de clasificacio´n lineal [21].
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Classification And Regression Trees (CART)
Los algoritmos de a´rboles de regresio´n y clasificacio´n representan
los datos mediante divisiones cada vez ma´s pequen˜as con preguntas
binarias. Los algoritmos CART hara´n una bu´squeda a lo largo de
todos los valores para encontrar la divisio´n ma´s homoge´nea. Esto
se hace de manera iterativa en cada fragmento de datos obtenido,
segu´n se explica en [29].
Sequential Minimal Optimization (SMO)
Como se explica en [13], la complejidad del modelado de un Sup-
port Vector Machine (SVM) no se ve afetada por el nu´mero de atri-
butos elegidos en el conjunto de entrenamiento, por lo que es una
te´cnica adecuada a la hora de trabajar con un gran nu´mero de atri-
butos. Sin embargo, este me´todo se lleva a cabo resolviendo un pro-
blema de programacio´n cuadra´tica o quadratic programming (QP) de
N dimensiones, siendo N el nu´mero de muestras evaluadas, lo cual
implica operar con grandes matrices conllevando un gran gasto de
tiempo de computacio´n. Como solucio´n a esto, aparece el algoritmo
SMO que resuelve el problema de manera relativamente ra´pida sin
necesidad de almacenar grandes matrices ni utilizar optimizaciones
nume´ricas. Esto se consigue descomponiendo el principal problema
QP en varios sub-problemas.
3. Base de datos
Dado que este trabajo esta´ relacionado con el hecho en [7], se uti-
liza la misma base de datos. En las siguientes secciones se explicara´
brevemente el proceso llevado a cabo para su seleccio´n y etiquetado.
3.1. Dominio
Para que la informacio´n obtenida de los v´ıdeos no este´ muy ses-
gada, es necesario que tengan caracter´ısticas similares entre s´ı, re-
lacionadas tanto con el contenido sema´ntico de los v´ıdeos como con
sus metadatos y duracio´n.
Se eligen en concreto v´ıdeos de anuncios de coches, debido a que
el pu´blico que los ha visionado tendra´ en general el mismo tipo de
intere´s y el objetivo de los v´ıdeos es comu´n. Adema´s el contenido de
los anuncios en general es poco variado. Esto hace que su e´xito resida
en gran parte en la manera en la que se presente el producto y por
tanto, en sus caracter´ısticas este´ticas, aunque sin ser posible ignorar
el sesgo proporcionado por las preferencias de cada espectador.
3.2. Filtrado
Se escoge YouTube debido a la variedad de metadatos y v´ıdeos
que puede proveer para formar la base de datos y su etiquetado.
Como comienzo se buscan u´nicamente anuncios de marcas vendi-
das en Espan˜a que este´n espan˜ol, as´ı como v´ıdeos a partir del an˜o
2010 para evitar sesgo cultural y temporal que pueda afectar a los
datos obtenidos. As´ı, mediante bu´squedas con palabras clave, se ob-
tienen 2732 v´ıdeos que necesitan ser filtrados, por lo que se eliminan
aquellos repetidos as´ı como los que no pertenecen a la categor´ıa se-
leccionada, limitando la duracio´n del v´ıdeo a aquellos entre 10 y 115
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segundos. Adema´s se descartan los que carecen de los metadatos ne-
cesarios para obtener una etiqueta adecuada. Tras esto se obtienen
277 v´ıdeos que son filtrados de manera manual para comprobar el
cumplimiento de los requisitos, eliminando aquellos con poca cali-
dad, virales o que no se cin˜en al dominio seleccionado.
Este filtrado lleva a la obtencio´n de un conjunto de 138 v´ıdeos que
carecen de etiquetado, por lo que el siguiente paso sera´ establecer un
sistema de etiquetas para cada uno de los v´ıdeos, el cual se basara´
en los metadatos proporcionados por YouTube.
3.3. Anotacio´n
A partir de los metadatos proporcionados por la plataforma se
obtienen diferentes datos para cada v´ıdeo, como se puede ver en la
tabla 3.1.
viewsCount Veces que se ha visualizado el v´ıdeo
numLikes Veces que los usuarios han indicado que les gusta el v´ıdeo
numDislikes Veces que los usuarios han indicado que no les gusta el v´ıdeo
favoriteCount Veces que los usuarios han an˜adido el v´ıdeo a favoritos
rating Evaluacio´n media de 1 a 5 estrellas en saltos de 0.5
numRaters Usuarios que han evaluado con estrellas o like/dislike
numComments Nu´mero de comentarios del v´ıdeo
IdRatio Nu´mero de likes respecto de likes+dislikes
viewsCountScore Evaluacio´n media de 1 a 5 segu´n el nu´mero de visitas
Tabla 3.1: Datos utilizados para el etiquetado
Estos datos se pueden clasificar en dos tipos: impl´ıcitos, que son
los proporcionados por el usuario por el simple hecho de haber visita-
do el v´ıdeo, al que so´lo pertenecera´n viewsCount y viewsCountScore;
y expl´ıcitos, al que pertenecera´n el resto y del cual el usuario es cons-
ciente a la hora de proporcionar la informacio´n. A partir de estos
datos, se obtendra´n tres tipos de etiquetado.
Calidad: a partir del dato expl´ıcito IdRatio, se calcula la me-
diana. Eso es obtener el valor para el cual la mitad de los v´ıdeos
queda por encima de e´ste y la mitad por debajo. En este caso,
aquellos v´ıdeos superiores al valor de la mediana, sera´n consi-
derados con una este´tica positiva.
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Cantidad: de manera similar, se calcula la mediana del dato
impl´ıcito viewsCount. Los v´ıdeos cuyo valor este´ por encima
de la mediana, sera´n considerados como v´ıdeos este´ticamente
positivos o con impacto.
Combinacio´n: se aplican las dos etiquetas previas de manera
conjunta, obteniendo un etiquetado de 4 clases, una por cada
combinacio´n segu´n el grupo al que pertenezca en cada uno de
los dos me´todos previos.

4. Estudio del flujo o´ptico
El flujo o´ptico, como se explico´ en el apartado 2.1.2, alude al
aparente patro´n de movimiento de una escena, ya sea de los objetos
presentes en e´sta o de sus bordes, que es provocado por el movimiento
respecto del ojo o de la ca´mara que lo captura.
La estimacio´n automa´tica del flujo o´ptico es una tarea complica-
da, pero existen varios me´todos para llevarla a cabo. Sin embargo,
debido a su disponibilidad de co´digo en Matlab y su eficacia, el ele-
gido sera´ el algoritmo utilizado en la tesis doctoral [16].
Para obtener una estimacio´n de flujo o´ptico o´ptimo para nuestra
base de datos, la cual difiere de la utilizada para el desarrollo de este
algoritmo, es necesario adema´s elegir correctamente sus para´metros
no definidos previamente y filtrar o eliminar aquellos p´ıxeles que
podr´ıan estar estimados erro´neamente debido a su baja presencia de
textura (ver figura 4.1).
Figura 4.1: Pasos para la obtencio´n del flujo o´ptico
4.1. Obtencio´n del flujo o´ptico
En [16] se busca, entre otras cosas, demostrar que para el ana´lisis
del movimiento es ma´s u´til buscar la correspondencia de estructuras
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locales entre ima´genes, antes que de intensidad entre p´ıxeles como
se ha hecho tradicionalmente en esta materia.
Para su desarrollo, se establecio´ una base de datos consistente en
v´ıdeos con movimientos reales y se propuso una solucio´n a la limita-
cio´n de v´ıdeos en espacio cerrado y con movimiento irreal propuesta
por Baker et al [25]. Esto se hace mediante un sistema de anotacio´n
del movimiento llevado a cabo por humanos, que proveyo´ a las se-
cuencias de v´ıdeo de un etiquetado o ground-truth. Para esto es u´til
conocer el flujo o´ptico entre dos fotogramas o frames.
4.1.1. Funcionamiento del algoritmo
Para simplificar la formulacio´n del problema del ca´lculo del flujo
o´ptico, tradicionalmente es comu´n asumir la constancia de brillo
de un mismo p´ıxel entre dos frames consecutivos. Gracias a esto
se obtiene una funcio´n objetivo (ver ecuacio´n 4.1) dependiente del
gradiente del campo de flujo o flow field, y de α que aporta un peso
a la regularizacio´n y suaviza los vectores. Debido a que se obtiene
una funcio´n no convexa, para evitar que la opmitizacio´n lleve a un
mı´nimo local se lleva a cabo el procedimiento coarse-to-fine (ver
4.1.2) con una pira´mide Gaussiana deformada -es decir, con warping-
cuya resolucio´n se puede disminuir (downsample).
E(u, v) =
∫
ψ(|I(p+ w)− I(p)|2) + αφ(|∇u|2 + |∇v|2)dp (4.1)
La ecuacio´n 4.1 es complicada de optimizar ya que es una funcio´n
continua que depende del espacio y del tiempo. Por esto se discretiza
y se lineariza mediante la expansio´n de Taylor. Posteriormente se
elimina el factor temporal ya que so´lo se pretende calcular el flujo
o´ptico de dos frames. Finalmente se vectorizan los componentes de
la funcio´n obteniendo la ecuacio´n 4.2.
E(dU, dV ) =
∑
P
ψ
(
(δTP (Iz + IxdU + IydV ))2
)
+
αφ((δTPDx(U + dU))2 + (δTPDy(U + dU))2+ (4.2)
(δTPDx(V + dV ))2 + (δTPDy(V + dV ))2)
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Se utiliza el algoritmo Iterative Recursive Least Squares (IRLS)
para encontrar aquellos valores que hacen que se cumpla que el gra-
diente respecto de las componentes del flujo sea nulo (ve´ase la ecua-
cio´n 4.3). Con este me´todo se recalculan los pesos de las variables ψ y
φ para posteriormente utilizar una variante del me´todo de Gauss con
una convergencia ma´s ra´pida y resolver el sistema lineal resultante:
el Successive Over-Relaxation (SOR).
[
δE
δdU
; δE
δdV
]
= 0 (4.3)
En este trabajo se aplica un co´digo de C++ utilizable en Matlab
que implementa una funcio´n Coarse2FineTwoFrames, cuya finalidad
es obtener las componentes x e y del vector de movimiento de los
p´ıxeles de cada imagen. Este co´digo ha sido publicado con propo´si-
tos educacionales y de investigacio´n, por lo que se puede aplicar en
este trabajo. De lo contrario, ser´ıa necesario buscar una alternativa
similar o implementar una de las te´cnicas explicadas previamente en
el apartado 2.2.
4.1.2. Me´todo coarse-to-fine
Para evitar llegar a un mı´nimo local en la optimizacio´n, se aplica
el me´todo coarse-to-fine. Este consiste en calcular aproximadamente
el flujo de una versio´n de la imagen con menor taman˜o y por ello
menor definicio´n, a lo que se le llamara´ coarse level, para posterior-
mente propagarlo a un nivel con mayor resolucio´n o fine level.
En el nivel ma´s alto de la pira´mide, el de menor taman˜o (coarsest
level), se establece una ventana cuadrada y la coordenada del p´ıxel
que se quiere buscar. Una vez se calcula el flujo, se propaga el vector
al siguiente nivel, que tendra´ ma´s resolucio´n (finer level). As´ı se con-
tinua con este procedimiento hasta llegar a la imagen con el taman˜o
original, obteniendo el flujo o´ptico con menor coste computacional,
dado que su estimacio´n se ha llevado a cabo en una imagen de menor
taman˜o.
El gran inconveniente de este sistema es que los vectores estima-
dos en el taman˜o final de los fotogramas son tan fiables como aquellos
calculados en el primer nivel. Si estos contienen muchos fallos en la
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estimacio´n, se propagara´n en cada operacio´n, acumula´ndose en el
nivel final [23].
4.2. Para´metros
Tras conocer el funcionamiento del algoritmo utilizado, se puede
entender fa´cilmente la utilidad de los para´metros variables de la
funcio´n Coarse2FineTwoFrames. Para poder utilizarla es necesaria
la fijacio´n de seis para´metros que influira´n de manera notable tanto
en el resultado obtenido como en el tiempo empleado en el ca´lculo
de e´ste.
Debido a la complejidad del problema, esta tarea se ha de llevar a
cabo de manera manual por la autora, ya que es necesario establecer
una correspondencia entre el flujo o´ptico estimado y el visualizado.
Alpha (α): tiene su origen en el me´todo diferencial de Horn-
Schunck referido en el apartado 2.2.1, en donde actu´a como
te´rmino de regularizacio´n. Cuanto ma´s crezca el valor de α,
mayor suavidad tendra´ el flujo, debido a que se penalizan en
mayor cantidad los gradientes ma´s altos, hacie´ndolos menos
pronunciados y suavizando as´ı el flujo representado. Dado que
este te´rmino es constante, en aquellas ima´genes en las que pre-
dominan grandes gradientes, α hace que e´stos cobren menos
importancia. Esto es debido a que el valor calculado distara´
ma´s de su valor “real” que en los casos de menor gradiente -que
sera´n ma´s suaves-, por lo que este para´metro actuara´ en cierto
modo de peso, da´ndole as´ı uno mayor a aquellas regiones con
un gradiente ma´s bajo [6].
En 4.2 podemos observar como en la figura 4.2a, al tener un
valor de α ma´s bajo, los vectores de flujo o´ptico son ma´s he-
teroge´neos que en el caso de la figura 4.2b, que representa un
campo o´ptico mucho ma´s suave pero a su vez, poco representa-
tivo del movimiento.
Ratio: se refiere a la downsampling ratio o la relacio´n de dis-
minucio´n de la resolucio´n en la imagen referida en la pira´mide
Gaussiana. Esto implica que un valor de 0.5 disminuira´ la cali-
dad de la imagen a la mitad, 0.25 a un cuarto o fijarlo en 1 har´ıa
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(a) Flujo o´ptico con α=0.012 (b) Flujo o´ptico con α=0.3
Figura 4.2: Efectos de α en el flujo o´ptico
que no se perdiera informacio´n y se mantuviese la resolucio´n.
El hecho de que este para´metro sea menor a 1 implicara´ perder
datos sobre los p´ıxeles de la imagen original, algo que puede
suponer errores a la hora de la estimacio´n del flujo o´ptico, pe-
ro a su vez un menor coste computacional comparado al de la
imagen original.
minWidth: este para´metro indica la anchura del coarsest level
ya comentado en el apartado 4.1.2.
nInnerFPIterations y nOuterFPIterations: dado que en
el algoritmo de optimacio´n del flujo o´ptico utilizado se aplica
el me´todo IRLS, se utiliza una equivalencia propuesta en [28].
Aqu´ı se determina que esta te´cnica equivale a la aplicacio´n de
dos iteraciones para el ca´lculo de los valores de ψ y φ, los cua-
les vienen determinados por estos para´metros y que corregira´n
la carencia de linearidad, primero de los s´ımbolos I (iteracio´n
externa u outer) y despue´s la de ψ (iteracio´n interna o inner).
nSORIterations: tras la aplicacio´n de las dos iteraciones pre-
vias, se obtiene un sistema de ecuaciones para el cual se utiliza
el me´todo SOR, una variacio´n de la resolucio´n de Gauss-Seidel
con una convergencia ma´s ra´pida.
Tras conocer la funcio´n y aplicacio´n de cada uno de los para´metros
utilizados, es necesario encontrar un valor para cada uno de ellos
que se adapte de la manera ma´s o´ptima posible a los v´ıdeos de
nuestra base de datos. Para esto se ha llevado a cabo un visionado
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exhaustivo de diferentes combinaciones de fotogramas consecutivos
pertenecientes o no al mismo v´ıdeo. Se parten de los para´metros por
defecto proporcionados en [16]:
α 0.012
Ratio 0.75
minWidth 20
nInnerFPIterations 1
nOuterFPIterations 1
nSORIterations 30
Tabla 4.1: Valores de partida para los para´metros
4.2.1. Alpha (α)
Para el visionado de los vectores mediante flechas, se utilizan las
componentes de x e y obtenidas a partir me´todo Coarse2FineTwoFrames
y la funcio´n quiver que proporciona Matlab. A e´sta se le introducen
como para´metros las dos matrices de las componentes del vector de
movimiento de cada p´ıxel y dos vectores de puntos que dara´n las
coordenadas en las que se representara´n cada uno de ellos. Esto es
u´nicamente para hacer posible la visualizacio´n, ya que de no hacer-
lo, se representar´ıa cada vector en cada uno de los p´ıxeles y no ser´ıa
diferenciable.
Una vez realizada la visualizacio´n del flujo o´ptico y partiendo del
valor asignado para los para´metros, probamos el valor ya asignado
por defecto (figura 4.3a). Tras esto, variamos u´nicamente α para
ver co´mo afecta. Primero elegimos un valor mucho mayor que el
de partida como en 4.3b. Dado que en 4.3 observa una suavizacio´n
excesiva del flujo, hasta tal punto que no es representativo, decidimos
decrementar el valor del para´metro dra´sticamente en 4.4b, pero au´n
siendo mayor que el de partida.
De nuevo, a pesar del decremento del valor, e´ste sigue siendo
demasiado alto. Probamos un valor dra´sticamente bajo para ver su
funcionamiento, como se ve en la figura 4.5b.
En el caso de la comparacio´n en la figura 4.5, el decremento ha
hecho au´n menos visibles los vectores del flujo o´ptico, por lo que
deja igualmente de ser significativo. Tras aplicar estas variaciones a
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(a) Flujo o´ptico con α=0.012 (b) Flujo o´ptico con α=0.3
Figura 4.3: Comparacio´n del incremento de α a 0.3
(a) Flujo o´ptico con α=0.012 (b) Flujo o´ptico con α=0.05
Figura 4.4: Comparacio´n del incremento de α a 0.05
(a) Flujo o´ptico con α=0.012 (b) Flujo o´ptico con α=0.001
Figura 4.5: Comparacio´n del decremento de α a 0.001
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varios conjuntos de frames se determina fijar el valor de α en 0.012,
aque´l aplicado por defecto, ya que parece aplicar una suavidad lo
suficientemente apropiada como para que los vectores sean claros y
representativos.
4.2.2. Ratio
Como bien se comento´ en 4.2, un valor muy pequen˜o de este
para´metro puede llevar a un ca´lculo erro´neo del flujo o´ptico. De
nuevo partimos de los para´metros prefijados y lo variamos para vi-
sualizar co´mo afecta.
Dado que previamente podemos aventurar que el resultado o´pti-
mo se producira´ cuando el valor del ratio sea 1, se observa tambie´n
el tiempo invertido en finalizar la tarea, siempre bajo las mismas
condiciones, para ayudar a la decisio´n.
(a) Flujo o´ptico con ratio = 0.75 (b) Flujo o´ptico con ratio = 1
Figura 4.6: Comparacio´n del incremento del ratio a 1
Tanto la figura 4.6a como la figura 4.6b son similares, aunque
podr´ıa parecer que e´sta u´ltima tiene unos vectores ma´s “definidos”.
Se calcula el tiempo transcurrido en el ca´lculo de la funcio´n: en
el primer caso se obtiene 7.80 segundos y en el segundo 7.85 por lo
que no hay una diferencia considerable entre ambos. Esto es variable
segu´n el taman˜o de los frames y empieza a ser un dato ma´s relevante
si se tienen en cuenta todos los fotogramas que forman parte del
v´ıdeo, dado que el tiempo de ca´lculo entre un valor y otro s´ı pasar´ıa
a ser considerable en el total.
Tras esto, se prueban y se tienen en cuenta los tiempos de la
reduccio´n del ratio a 0.5 (figura 4.7) y 0.25 (figura 4.8).
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(a) Flujo o´ptico con ratio = 0.75 (b) Flujo o´ptico con ratio = 0.5
Figura 4.7: Comparacio´n del decremento del ratio a 0.5
(a) Flujo o´ptico ratio=0.75 (b) Flujo o´ptico ratio=0.25
Figura 4.8: Comparacio´n del decremento del ratio a 0.25
En la figura 4.7b, como en la figura 4.6b, se aprecian diferencias
respecto al valor por defecto, aunque no son realmente significativas.
Sin embargo, la disminucio´n de la resolucio´n en la figura 4.8b afecta
de manera significativa, haciendo apenas visibles los vectores de flujo
o´ptico. As´ı, observamos el tiempo de ca´lculo en el primer caso y e´ste
resulta notablemente inferior: 4.13 segundos en ambos.
A pesar de la diferencia de tiempo computacional entre los valores
de este para´metro 1 y 0.75 y el valor de 0.5, se decide fijar este
para´metro a 1, dado que por definicio´n siempre dara´ una solucio´n
ma´s fiable al tener todas las muestras de la imagen intactas, a pesar
del coste computacional.
4.2.3. minWidth
En este para´metro se ha observado que, dependiendo del taman˜o
de las ima´genes que se utilizan y de lo grandes que e´stas sean, no
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es posible proceder al ca´lculo ya que Matlab encuentra un fallo que
urge a su cierre. Se establece la relacio´n de que esto puede ser debi-
do a que si el valor de la anchura del nivel con menos resolucio´n, el
coarsest level, se aproxima lo suficiente a la anchura de los frames,
no se puede realizar el ca´lculo de los vectores. Adema´s de tener en
cuenta esto, este para´metro da tambie´n una situacio´n de compromi-
so: la anchura debe ser lo suficientemente grande como para que no
se pierda demasiada resolucio´n respecto a la imagen original, pero
tambie´n lo suficientemente pequen˜a como para poder llevar a cabo
una optimizacio´n correcta y reducir de manera notable el tiempo de
ca´lculo de la estimacio´n del flujo o´ptico en el primer nivel.
Los frames utilizados para estos ejemplos son del taman˜o 640x360,
algo que var´ıa dependiendo del v´ıdeo. Teniendo esto en cuenta, par-
timos del valor inicial de este para´metro y lo doblamos a 40.
(a) Flujo o´ptico width=20 (b) Flujo o´ptico width=40
Figura 4.9: Comparacio´n del incremento de la width a 40
Como se observa en 4.9b, la diferencia entre ambos casos es in-
apreciable a la vista. Tras esto, se decide aumentar ma´s au´n el valor,
a 400 en este caso.
En la figura 4.10b se aprecia una diferencia con respecto a la
figura 4.10a que parece definir mejor el flujo o´ptico. Sin embargo,
tras probar en un v´ıdeo de dimensiones 480x271, se obtiene el error
previamente aludido (figura 4.11):
No es un caso excepcional. En el ejemplo previo, si se fija un
valor de minWidth de 600, esto sigue sucediendo. Sin embargo, no
es un problema ya que cuanto mayor sea imagen del coarsest level,
ma´s tiempo de procesado se necesitara´ y no por ello obtendremos
un resultado notablemente mejor. Por ello, en lugar de establecer un
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(a) Flujo o´ptico width=20 (b) Flujo o´ptico width=400
Figura 4.10: Comparacio´n del incremento de la width a 400
Figura 4.11: Error obtenido al usar un valor de width demasiado alto
para´metro dina´mico, ya que no necesitamos obligatoriamente valores
tan grandes, se decide fijar el valor predeterminado de 20, pues es
apto para todos los taman˜os.
4.2.4. nInnerFPIterations y nOuterFPIterations
Dado que estos para´metros esta´n relacionados con iteraciones, es
importante tener en cuenta el tiempo que se tarda en realizar la
estimacio´n del flujo o´ptico. Empezamos elevando de manera notable
el valor de nInnerFPIterations hasta 20 y compara´ndolo con el valor
1.
Como se puede observar la variacio´n entre las figuras 4.12a y 4.12b
no es apreciable, y sin embargo mientras que en el primer caso el
tiempo requerido para finalizar la operacio´n es 7.84 segundos, en el
segundo aumenta dra´sticamente hasta 100. Esto implica que el gasto
de tiempo y computacio´n no compensa con el resultado obtenido, por
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(a) Flujo o´ptico nInnerFPIterations=1 (b) Flujo o´ptico nInnerFPIterations=20
Figura 4.12: Comparacio´n del incremento nInnerFPIterations a 20
lo que se fija nInnerFPIterations al valor por defecto: el nu´mero 1.
Ahora variamos el valor de nOuterFPIterations hasta 30 (figura
4.13b) y 1 (figura 4.14b) y medimos sus tiempos de ejecucio´n. Las di-
ferencias entre la primera variacio´n y la segunda son sutiles. Adema´s
obtenemos tiempos de 7.87 y 2.73 segundos, respectivamente. A pe-
sar de la gran diferencia a la hora llevar a cabo el ca´lculo, se escoge
como valor final de nOuterFPIterations el valor 7, para adquirir un
compromiso de tiempo con respecto a la calidad del ca´lculo.
(a) Flujo o´ptico nOuterFPIterations=7 (b) Flujo o´ptico nOuterFPIterations=30
Figura 4.13: Comparacio´n del incremento nOuterFPIterations a 30
4.2.5. nSORIterations
Para la fijacio´n de este te´rmino de nuevo, al estar relacionado con
las iteraciones, se tendra´n en cuenta los tiempos de ejecucio´n a la
par que sus resultados visuales.
Las diferencias apreciables en las figuras 4.15 y 4.16 son ambas
pequen˜as. Los tiempos para los valores del para´metro 1, 30 y 50 son
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(a) Flujo o´ptico nOuterFPIterations=7 (b) Flujo o´ptico nOuterFPIterations=1
Figura 4.14: Comparacio´n del decremento nOuterFPIterations a 1
(a) Flujo o´ptico nSORIterations=30 (b) Flujo o´ptico nSORIterations=1
Figura 4.15: Comparacio´n del decremento nSORIterations a 1
(a) Flujo o´ptico nSORIterations=30 (b) Flujo o´ptico nSORIterations=50
Figura 4.16: Comparacio´n del incremento nSORIterations a 50
4.85, 7.77 y 9.97 segundos respectivamente. Obviamente, el tiempo
de procesado aumenta con el nu´mero de iteraciones seleccionadas y,
una vez ma´s, decidimos un valor intermedio de compromiso entre
tiempo y resultados: en este caso fijaremos nSORIterations en 30.
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4.2.6. Valores finales
Tras el ana´lisis de la influencia de los para´metros a la hora de
determinar el flujo o´ptico, se determina que los valores utilizados
para la totalidad de los ca´lculos restantes sera´n los fijados en la
tabla 4.2.
Para´metro Valor por defecto Valor final
α 0.012 0.012
Ratio 0.75 1
minWidth 20 20
nInnerFPIterations 1 1
nOuterFPIterations 1 7
nSORIterations 30 30
Tabla 4.2: Para´metros fijados para los ca´lculos
Todos los valores fijados son iguales a los de partida, exceptuan-
do nOuterFPIterations y Ratio. El primero se modifico´ debido a un
compromiso entre tiempo de ca´lculo y resultado, ya que un nu´mero
mayor no ten´ıa un comportamiento lo suficientemente bueno en rela-
cio´n a su coste computacional, y uno menor no aportaba demasiada
diferencia, pero por teor´ıa podr´ıa llegar a dar un peor resultado -
como similarmente sucedio´ en el caso de nSORIterations-. En el caso
del segundo para´metro, se decidio´ fijar a 1 debido a su relacio´n con
la disminucio´n de resolucio´n de la imagen que implica pe´rdida de
informacio´n. Fijando este valor, nos aseguramos de obtener toda la
informacio´n posible para la estimacio´n del flujo o´ptico. En el caso
de α el mejor resultado se obtuvo con el valor 0.012 debido a que
aportaba una representacio´n del flujo lo suficientemente representa-
tiva. Al tratar con minWidth se obtuvieron fallos cuando este era
demasiado grande y por teor´ıa fijar este valor a 20 era razonable.
4.3. Deteccio´n de regiones con baja textura
Tras la obtencio´n del flujo o´ptico, el siguiente paso es eliminar
aquellos p´ıxeles cuya estimacio´n pudiera ser erro´nea debido a su
naturaleza de escasa textura. Como herramienta de medida para la
evaluacio´n de regiones muy homoge´neas utilizaremos la entrop´ıa, que
nos dara´ informacio´n sobre el nivel de aleatoriedad de los p´ıxeles. Si
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la entrop´ıa es baja, implicara´ que la regio´n evaluada es altamente
previsible, es decir, homoge´nea. Por lo contrario, si es alta, implicara´
que sus p´ıxeles tienen un comportamiento imprevisible y estar´ıamos
ante una regio´n heteroge´nea.
La deteccio´n de estas regiones es necesaria dado que la estima-
cio´n del flujo o´ptico del algoritmo explicado en [16] se basa en la
constancia de los valores de los p´ıxeles de un frame a otro, y puede
suponer un problema en aquellas regiones homoge´neas de la ima-
gen. Esto es debido a que, si nuestro objetivo es buscar un p´ıxel de
similar valor en el pro´ximo fotograma, al tener muchos similares al-
rededor, se puede establecer una correspondencia de manera erro´nea
con otro p´ıxel, el cual no tendra´ correspondencia con el que estamos
buscando.
Para proceder a la eliminacio´n de las componentes vectoriales en
regiones homoge´neas, primero se ha de determinar un umbral de
entrop´ıa por el cual consideremos si una regio´n es homoge´nea o no.
El me´todo de fijacio´n del umbral sera´ nuevamente manual, ya que
se necesitan obtener resultados que no eliminen demasiados p´ıxeles,
ya que de ser as´ı, nuestros descriptores no ser´ıan representativos
de los v´ıdeos. Sin embargo, tambie´n se necesita valorar que este
resultado sea coherente con las ima´genes que se tratan, pues algunas
necesariamente tendra´n un gran porcentaje de valores eliminados
debido a su naturaleza.
4.3.1. Seleccio´n del umbral
Para determinar el umbral de la entrop´ıa en cada regio´n, el primer
paso es convertir la imagen a escala de grises y dividirla en regiones.
En este caso haremos 60 (ver figura 4.17) dado que se comprueba
que si el taman˜o es demasiado grande (pocas ventanas), las ven-
tanas podra´n englobar con ma´s probabilidad regiones que puedan
contener zonas con alta y baja textura simulta´neamente, llegando a
verse afectado el ca´lculo total de la entrop´ıa. Esto podr´ıa llevar a
determinar como zona de baja entrop´ıa a esta regio´n, cuando real-
mente existe alta entrop´ıa en parte, o viceversa. Adema´s, con un
alto nu´mero de regiones (ventanas ma´s pequen˜as), se prolonga el
proceso de filtrado de zonas de baja textura, complicando tambie´n
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Figura 4.17: Ejemplo de la divisio´n en regiones
la visualizacio´n para poder determinar el umbral ma´s apropiado.
Posteriormente, se calcula la entrop´ıa de cada regio´n, y se compa-
ra con un umbral que iremos variando para probar su eficacia. Por
razones de espacio, so´lo representaremos aqu´ı cuatro de las ima´ge-
nes utilizadas para esta prueba. Se escogen con regiones homoge´neas
(figuras 4.18a y 4.18c) y algunas claramente heteroge´neas (figuras
4.18b y 4.18d) en cuanto a intensidad, aunque en 4.18d se puede
observar que existe una regio´n muy homoge´nea en textura: la que
corresponde al cielo, as´ı como en la imagen 4.18a se pueden ver otras
zonas ma´s heteroge´neas, como la zona de luces en el tercio superior
de e´sta. Esto sera´ u´til para comprobar en mejor manera el funcio-
namiento de los umbrales.
A continuacio´n se le aplican varios umbrales de entrop´ıa, entre
ellos los valores 4, 2.5 y 1 (figuras 4.19, 4.20 y 4.21 respectivamente).
Los cuadrados rojos indican las regiones de p´ıxeles que se eliminar´ıan
de aplicarlo. En la tabla 4.3 se indican los porcentajes de p´ıxeles
eliminados en cada caso.
Imagen/Umbral 4 2.5 1
1 36.63 % 19.17 % 12.35 %
2 13.63 % 1.5 % 0 %
3 46 % 42.6 % 41.42 %
4 17.62 % 0 % 0 %
Tabla 4.3: Porcentajes de p´ıxeles eliminados por umbral
Como es obvio, desde el principio el menor porcentaje de p´ıxeles
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(a) Imagen 1 (b) Imagen 2
(c) Imagen 3 (d) Imagen 4
Figura 4.18: Ima´genes de prueba
(a) Imagen 1 con umbral 4 (b) Imagen 2 con umbral 4
(c) Imagen 3 con umbral 4 (d) Imagen 4 con umbral 4
Figura 4.19: Ima´genes de prueba con umbral 4
eliminados es para las ima´genes 2 y 4 que son visiblemente ma´s
heteroge´neas. Parece lo´gico que en la 4.18c se eliminen siempre una
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(a) Imagen 1 con umbral 2.5 (b) Imagen 2 con umbral 2.5
(c) Imagen 3 con umbral 2.5 (d) Imagen 4 con umbral 2.5
Figura 4.20: Ima´genes de prueba con umbral 2.5
(a) Imagen 1 con umbral 1 (b) Imagen 2 con umbral 1
(c) Imagen 3 con umbral 1 (d) Imagen 4 con umbral 1
Figura 4.21: Ima´genes de prueba con umbral 1
gran cantidad de p´ıxeles, dado que gran parte de ella tiene un color
negro y pra´cticamente en todos los umbrales se eliminan las mismas
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regiones, con pequen˜as variaciones.
A medida que decrece el umbral, con ello lo hace el porcentaje
de p´ıxeles eliminados. En 4.21 vemos que ni la imagen 4.21b ni la
4.21d se ven afectadas. Sin embargo, las restantes (4.21a y 4.21c)
siguen presentando p´ıxeles eliminados. En la primera el porcentaje
decrece notablemente con respecto al que tiene en 4.19a, dejando
atra´s algunas regiones claramente homoge´neas. El hecho de que la
imagen 4.18c no presente apenas variacio´n entre los tres umbrales
es debido a que las zonas homoge´neas que tiene, son de muy baja
entrop´ıa dado a que son regiones totalmente negras, y pra´cticamente
cualquier umbral las detectara´ como tal. El resto de la imagen es
muy heteroge´nea, y por eso se necesita un umbral ma´s alto para
considerarla como zona de baja entrop´ıa.
Con este ana´lisis, observamos que habra´ un cierto grupo de ima´ge-
nes como 4.18c que siempre podra´n eliminar un alto nu´mero de vec-
tores, independientemente del umbral, por lo que e´ste nunca sera´ un
porcentaje bajo, aunque s´ı lo´gico. En 4.19 observamos que en la figu-
ra 4.19a hay regiones eliminadas que no son tan homoge´neas, como
la zona de las luces superiores, aunque en 4.19d se elimina el cielo,
que s´ı se puede tomar como tal. Podr´ıamos considerar este umbral
como el correcto, pero en el primer caso, se eliminar´ıa ma´s de un
36 % de los p´ıxeles -que adema´s ser´ıa inadecuado eliminar-, lo que
implica ma´s de un tercio de la imagen y ello quiza´ decrementar´ıa
la fiabilidad de nuestros descriptores. Adema´s, como previamente se
ha dicho en este apartado, es preferible eliminar en defecto que en
exceso. Por esto y debido al porcentaje ma´s bajo de p´ıxeles elimina-
dos en el caso de la figura 4.20, decidimos escoger como umbral final
el valor 2.5.

5. Caracter´ısticas de movimiento
Tras obtener el flujo o´ptico de todos los v´ıdeos y filtrar las regiones
de baja textura, eliminaremos un margen de 5 vectores correspon-
dientes a los p´ıxeles en los bordes, ya que si existe un movimiento,
e´stos p´ıxeles pueden desaparecer de un frame a otro. Por lo tan-
to a la hora de buscar correspondencias en el siguiente fotograma,
dado que no se encontrara´ en e´l, su estimacio´n podr´ıa ser erro´nea.
Posteriormente, de la informacio´n aportada por los valores de cada
componente de los vectores se obtendra´ informacio´n relacionada con
el a´ngulo y mo´dulo de e´stos. Adema´s, a ra´ız de los datos, se puede
estimar tambie´n el movimiento de ca´mara presente (ve´ase la figura
5.1).
Figura 5.1: Proceso para obtener caracter´ısticas de movimiento
5.1. Manejo de a´ngulos
Tras el procedimiento llevado a cabo en el apartado 4 y eliminar
aquellas componentes de regiones homoge´neas, tenemos los datos
necesarios para calcular el a´ngulo del vector de movimiento corres-
pondiente a cada p´ıxel.
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5.1.1. Puntos de referencia
Antes de determinar los a´ngulos, debemos establecer los puntos de
referencia de los que partimos para ello. Siendo el centro el origen
de coordenadas, se considera una x positiva cuando e´sta esta´ en
la mitad derecha, y negativa si no lo esta´. Igualmente, una y sera´
positiva en la mitad superior, y negativa en la inferior (ver figura
5.2).
Figura 5.2: Eje de coordenadas y su signo
A la hora de interpretar las direcciones de los vectores del flujo
o´ptico, se toma como punto de origen la esquina superior izquier-
da de la imagen, considerando como eje negativo de y todo aquello
que quede por debajo. Sin embargo, tras calcular los a´ngulos y com-
probar el resultado con el diagrama de flechas del flujo o´ptico, se
descubre una incongruencia: la coordenada y tiene el signo erro´neo
y, sin embargo, esta´ bien representada, como se puede ver en la figura
5.3a. En esta imagen X e Y representan las coordenadas en las que
esta´ dibujado el vector, U y V son los valores de las componentes x
e y del valor del flujo o´ptico.
Como vemos, en este caso la componente y del vector es positiva,
y segu´n nuestro origen de coordenadas, deber´ıa ser negativa ya que
apunta claramente hacia abajo. Esto dara´ problemas en un futuro, ya
que los a´ngulos calculados se encontrara´n siempre en el lado opuesto
del eje x.
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(a) Ejemplo del signo incorrecto de la com-
ponente y
(b) Ejemplo del valor creciente del eje de
coordenadas
Figura 5.3: Demostracio´n del valor incorrecto de y
Esta situacio´n se da debido a que a la hora de dar valores a las
coordenadas de la imagen para posteriormente dibujar los vectores,
aunque se considera igualmente la esquina superior izquierda como
origen, le hemos dado valores crecientes segu´n el p´ıxel se aleja hacia
la parte inferior. Como vemos en la figura 5.3b, a pesar de que el
punto marcado esta´ por debajo del indicado en la figura 5.3a, el valor
de la coordenada Y en la que se ha dibujado es mayor.
Ya que el flujo o´ptico en este punto ya esta´ calculado, para solu-
cionar este problema y que sea consistente a la hora de los ca´lculos
con nuestro sistema de referencia elegido, simplemente se cambiara´
el signo de los valores de la componente y tras el ca´lculo del flujo
o´ptico, con lo que se realizara´n todas las operaciones posteriores.
5.1.2. Ca´lculo
Partiendo de las componentes x e y, como bien sabemos, se puede
obtener la tangente del a´ngulo que formar´ıa el vector:
tanφ = y
x
(5.1)
Y a su vez, partiendo de la tangente podemos obtener el propio
a´ngulo en radianes:
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φ = arctan(tanφ) = arctan
(
y
x
)
(5.2)
Sin embargo esto tiene un inconveniente: la arcotangente so´lo dara´
a´ngulos de entre pi y -pi (o´ 3pi2 ), la mitad derecha de la circunferencia,
independientemente de si el vector se encuentra ah´ı o no. Esto es de-
bido a los signos de las componentes, cuya procedencia se desconoce
en la tangente:
x y tan
+ + +
+ - -
- + -
- - +
Tabla 5.1: Combinacio´n de signos en la tangente
Debido a lo que sucede en la tabla 5.1, cada valor de tangente
tiene 2 a´ngulos posibles correspondientes con una diferencia de pi
radiantes entre ellos. Lo que realmente indica si es uno u otro, es la
componente en x y por lo tanto esto se resuelve mediante la com-
probacio´n de su signo. En el caso de ser positivo, nuestro a´ngulo
estara´ bien dado por la tangente ya que se encontrara´ en el lado
derecho de la circunferencia. Por lo contrario, si la componente x es
negativa, necesitaremos sumar o restar pi radianes al a´ngulo obteni-
do, para as´ı situar el correspondiente del lado izquierdo. Para tratar
tambie´n exclusivamente con a´ngulos positivos, se comprueba si e´stos
son negativos y se les suma 2pi como se refleja en la ecuacio´n 5.3.
φ =

arctan(yx) si x > 0 y < 0
arctan(yx) + pi si x < 0
arctan(yx) + 2pi si x > 0 y < 0
(5.3)
5.1.3. Nominalizacio´n
Dar como dato del vector su a´ngulo, ya sea en radianes o grados,
puede ser complicado de interpretar debido a su caracter circular y
su rango de valores positivos y negativos de 0 a ∞. Es por esto que
se decide agrupar los a´ngulos en ocho puntos cardinales. Para ello,
se divide la circunferencia en 8 partes, obteniendo as´ı amplitudes de
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pi
4 y situamos las divisiones tal y como se muestran en las figuras la
imagen 5.4 y en la tabla 5.2.
Figura 5.4: Representacio´n de la asignacio´n de a´ngulos
Punto cardinal A´ngulos
E 15pi8 -
pi
8
NE pi8 -
3pi
8
N 3pi8 -
5pi
8
NO 5pi8 -
7pi
8
O 7pi8 -
9pi
8
SO 9pi8 -
11pi
8
S 11pi8 -
13pi
8
SE 13pi8 -
15pi
8
Tabla 5.2: Asignacio´n de a´ngulos a los cardinales
5.2. Obtencio´n del mo´dulo
Una vez calculado el a´ngulo que forman las componentes de cada
vector de movimiento de los p´ıxeles, es interesante calcular su mo´du-
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lo mediante la ya conocida fo´rmula 5.4, siendo x e y los valores de
cada componente de un p´ıxel en concreto.
|v| =
√
x2 + y2 (5.4)
Este valor nos indicara´ si el movimiento es ma´s o menos brusco,
dado que cuanto ma´s grande sea el valor del mo´dulo de un p´ıxel,
implicara´ que e´ste se ha movido ma´s distancia y, por lo tanto, su
movimiento es ma´s ra´pido que el de otro p´ıxel con menos mo´dulo.
5.3. Deteccio´n de movimiento de ca´mara
Existe en la literatura trabajos que establecen una relacio´n en-
tre la direccio´n del frame y el movimiento de ca´mara cano´nico ma´s
presente en un plano o un v´ıdeo. A esto se le llama camera motion
estimation o estimacio´n del movimiento de ca´mara. En una primera
aproximacio´n, nos ayudaremos de la estimacio´n de movimiento de
ca´mara con te´cnicas de parametrizacio´n del movimiento.
Mediante la extraccio´n del flujo o´ptico, se pueden obtener para´me-
tros que definan el movimiento a partir de las componentes x e y
de los vectores. El objetivo es que, a partir de estos para´metros y
las coordenadas de los p´ıxeles, podamos obtener una estimacio´n del
movimiento.
Consideramos una matriz U de taman˜o Nx3 siendo N el nu´mero
de p´ıxeles del fotograma y cuyas dos primeras columnas correspon-
den a las coordenadas x e y del vector del flujo o´ptico en ese p´ıxel,
tal y como se expresa a continuacio´n:
U =

x(1) y(1) 1
x(2) y(2) 1
... ... ...
x(N) y(N) 1

Como se puede ver en la ecuacio´n 5.5, U debe ser igual al producto
de la matriz de coordenadas de los p´ıxeles (normalizadas entre -1 y
1 situando el origen en el centro de la imagen) a la que llamaremos
A, con la matriz de para´metros P que estamos buscando.
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U = AP (5.5)
Dado que la matriz U ya la tenemos porque hemos calculado pre-
viamente las componentes de los vectores de flujo o´ptico, y tambie´n
conocemos la matriz de las coordenadas de los p´ıxeles, A, podemos
simplemente despejar y obtenemos la fo´rmula 5.6:
P = A−1U (5.6)
Tenemos as´ı una matr´ız P de taman˜o 3x3, que representan los 9
para´metros del movimiento, siendo el u´ltimo siempre un 1.
P =

a b c
d e f
g h 1

Habiendo conseguido ya la matriz que se buscaba, deber´ıamos
poder proceder a llevar a cabo alguno de los me´todos ya existentes
en trabajos como [14] y [15]. Sin embargo, la parametrizacio´n llevada
a cabo en [14] es diferente, por lo cual estos me´todos no son aplica-
bles en nuestro caso. Adema´s, en [15] se utiliza una base de datos
previamente etiquetada con el fin de determinar el umbral para el
que se deba considerar la presencia de un movimiento de ca´mara
concreto, y nosotros carecemos de una base de datos con este tipo
de etiquetado.
Aunque hemos comprobado que no podremos llevar a cabo la ta-
rea mediante estos me´todos, dado que ya se ha obtenido la matriz
P , se reutiliza para sacar de nuevo la matriz U de la que se habla-
ba previamente. Con ello obtendremos una aproximacio´n del flujo
o´ptico, como se ve en la imagen 5.5.
Aunque esta representacio´n no indica correctamente el flujo o´pti-
co, s´ı podr´ıa ser un indicativo del movimiento general de los p´ıxeles
en la imagen y, si as´ı fuera, la simple determinacio´n del a´ngulo de
e´stos nos ayudar´ıa a detectar el movimiento de ca´mara aplicado.
Sin embargo, tras la representacio´n gra´fica de los vectores con este
me´todo en algunos v´ıdeos, se comprueba que la relacio´n que existe
entre la direccio´n de los vectores y el movimiento de ca´mara no se
ajusta a los objetivos buscados, por lo que se descarta este me´todo.
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Figura 5.5: Flujo o´ptico estimado con el uso de la matriz P
Debido a que las soluciones mediante para´metros de movimiento
no son aplicables en este caso, se decide recurrir a un ana´lisis de
las direcciones de los p´ıxeles en los ma´rgenes de la imagen. Esto
es debido a que el centro de la imagen existe ma´s probabilidad de
que se encuadre un sujeto y, por lo tanto, de que haya movimiento
independiente de la ca´mara.
Existen varios tipos de movimiento de ca´mara como se puede ver
en [20]. Sin embargo, so´lo se detectara´n los ma´s comunes:
Pan: es aque´l que implica un movimiento de la ca´mara en ho-
rizontal, ya sea hacia izquierda o derecha. Si e´ste movimiento
fuese hacia la derecha, los p´ıxeles de los ma´rgenes se movera´n
a hacia la izquierda, y viceversa.
Tilt: es equivalente al pan pero en el eje Y, implica movimien-
tos verticales de ca´mara. De esta manera, cuando hay un tilt
hacia arriba de la ca´mara, los p´ıxeles se movera´n hacia abajo y
viceversa.
Zoom: corresponde a un acercamiento o alejamiento de la ima-
gen en el eje Z. En el primer caso, los p´ıxeles de los bordes se
moveran hacia el exterior y en el segundo hacia el interior.
Ca´mara fija: en este caso existen dos variantes, ya que la ca´ma-
ra puede estar fija en un tr´ıpode o puede ser ca´mara al hombro,
lo cual implicara´ cierto movimiento. En este caso, el mo´dulo del
movimiento de los p´ıxeles sera´ nulo o muy pequen˜o.
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Sabiendo esto, se seguira´ el proceso representado en el diagrama
de flujo de la figura 5.7 para determinar el movimiento de ca´mara,
que se estima a partir de los valores cardinales y modulares de los
vectores de todos los p´ıxeles de cada frame. Antes de comenzar, se
escogera´ un 10 % en cada uno de los lados de la imagen, con respecto
a la altura y anchura. Esto es, si la imagen tiene una dimensio´n de
1280x720 p´ıxeles -tras la eliminacio´n de la estimacio´n de los bordes-
, los ma´rgenes horizontales tendra´n un taman˜o de 128 p´ıxeles cada
uno, y los verticales de 72 (ver 5.6).
Figura 5.6: Asignacio´n del taman˜o de los ma´rgenes
En los siguientes apartados se explicara´n las funciones de cada
uno de los para´metros que sirven de ayuda en la tarea de deteccio´n
de movimiento de ca´mara, as´ı como el proceso para la determinacio´n
de sus umbrales de decisio´n. Los procesos de fijacio´n de los umbrales
sera´ manual, debido a que carecemos de una base de datos etiquetada
previamente con los movimientos de ca´mara, por lo que no podemos
llevar a cabo un proceso de aprendizaje ma´quina.
5.3.1. Deteccio´n de ca´mara fija
Para detectar una situacio´n de ca´mara fija utilizaremos la infor-
macio´n aportada por el ca´lculo de los mo´dulos de los vectores. El
objetivo aqu´ı es determinar una cifra relacionada con el mo´dulo que
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Figura 5.7: Diagrama de flujo sobre la deteccio´n de movimiento de ca´mara
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represente a todo el frame, as´ı como un umbral para e´ste valor que
nos ayude a decidir sobre si el frame esta´ hecho con una ca´mara fija,
como en el ejemplo de la imagen 5.8.
Figura 5.8: Flujo o´ptico en una toma de ca´mara fija
Aqu´ı se puede observar que en los bordes los vectores son nulos o
muy pequen˜os, por lo que calculamos el mo´dulo de las componentes
x e y de los vectores y los sumamos, para posteriormente hacer
su media dividie´ndolo por el nu´mero total de p´ıxeles que se han
tenido en cuenta. As´ı obtenemos el para´metro meanMod que en este
caso vale 0.0857. Tras comprobar ma´s frames fijos en el caso de este
v´ıdeo en particular, se descubre que los valores no superan 0.12. Para
comprobar si este valor es u´til en otros casos, se escogen frames de
otros v´ıdeos que tambie´n son fijos, pero con vectores menos claros,
como el mostrado en la imagen 5.9.
En esta imagen existen vectores con gran mo´dulo debido a que
parte del movimiento esta´ situado en los bordes, pero sin embargo
hay regiones que no esta´n en movimiento y que pertenecen al fondo
de la imagen, por lo que demuestra que la ca´mara esta´ fija. El umbral
que busquemos debe englobar tambie´n este tipo de casos en los que
encontramos movimiento en la zona de ma´rgenes, pero cuya ca´mara
sea fija aun as´ı. En este caso, el valor de la media de los mo´dulos es
de 0.4441, por lo que fijamos un umbral de similar valor como es el de
0.45. Sabemos que este umbral englobara´ tambie´n ima´genes como la
mostrada en 5.8, pero necesitamos comprobar que tambie´n excluye a
aquellas que realmente s´ı tienen movimiento de ca´mara (figura 5.10a)
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Figura 5.9: Toma de ca´mara fija con vectores poco claros
o cuya ca´mara al hombro es lo suficientemente inestable como para
no considerarlo ca´mara fija (figura 5.10b).
(a) Ca´mara no fija (b) Ca´mara al hombro
Figura 5.10: Flujo o´ptico en ca´maras sin tr´ıpode fijo
En la primera figura obtenemos un valor de 0.661, por lo cual
sera´ considerada como ca´mara no fija, lo cual es correcto. En la se-
gunda su valor es de 0.6014, por lo cual tampoco sera´ considerada
como tal. Aunque en este caso pueda parecer incoherente, en la vi-
sualizacio´n del v´ıdeo se observa que esta toma de ca´mara al hombro
es muy inestable, por lo que es lo´gico no considerarla fija. Es por
esto que la deteccio´n de ca´mara fija va a depender adema´s, de si
lo es debido a que se ha utilizado un tr´ıpode fijo, o si es ca´mara al
hombro. Esto u´ltimo implicara´ que, a pesar de que se puede consi-
derar teo´ricamente que estamos ante una toma fija, el plano tendra´
cierto movimiento que se vera´ reflejado en el mo´dulo de los vectores
de flujo o´ptico. Dependiendo de lo suave o brusco que sea el movi-
miento producido por la ca´mara al hombro, detectaremos este tipo
5.3. DETECCIO´N DE MOVIMIENTO DE CA´MARA 49
como una ca´mara fija o no. De igual manera esto sucedera´ tambie´n
en el caso de los zooms muy sutiles, pero dado que existen pocos
en la base de datos, no sera´ algo determinante en la obtencio´n de
resultados.
5.3.2. Asignacio´n de pesos a las direcciones
En este punto del trabajo, ya conocemos los valores de direccio´n
cardinal de los vectores de movimiento en los bordes de la imagen,
de los cuales podremos extraer el movimiento de ca´mara del frame.
Adema´s, tras escoger el valor del umbral comentado en el apartado
5.3.1, habremos descartado aquellos fotogramas con ca´mara fija y
so´lo trabajaremos con el resto.
Mediante el visionado de los v´ıdeos con la representacio´n de los
vectores se puede ver que los movimientos de ca´mara ma´s claros tie-
nen una mayor´ıa de a´ngulos apuntando en un u´nico punto cardinal.
Sin embargo, debido a ciertas variaciones o a que el movimiento no
es tan “puro”, estos vectores pueden variar ligeramente y pertenecer
a un cardinal contiguo, por lo que no son una prueba clara de que
la imagen se mueva en la direccio´n concreta que buscamos, pero si-
guen siendo datos relevantes debido a su proximidad a la direccio´n
buscada. Por ejemplo, si tuvie´semos un tilt hacia abajo pero no de
manera totalmente vertical, sino con cierta inclinacio´n, los vectores
apuntar´ıan hacia arriba pero inclinados hacia la direccio´n totalmen-
te opuesta del a´ngulo de movimiento. Esto no quiere decir por ello
que no sea un tilt -lo es, aunque no en el sentido estricto, pero au´n
as´ı nos interesa detectarlo-, por lo que se han de tener en cuenta
tambie´n ciertos rangos del a´ngulo en cada caso.
A la hora de asignar pesos lo que se pretende es dar ma´s valor
a aquellas direcciones que tendr´ıan los movimientos “puros” (N, S,
E, O), para que de esta manera, si ante un movimiento puro existen
otros vectores en direcciones “diagonales” (NE, NO, SE, SO) e´stos no
lleguen a ser ma´s determinantes a la hora de estimar el movimiento,
pero s´ı que faciliten la labor de decisio´n.
En la figura 5.11, que tiene correspondencia con los cardinales
asignados en la figura 5.4, se puede ver la asignacio´n de pesos a
cada direccio´n cardinal. En 5.11a los vectores situados en la regio´n
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fucsia ser´ıan los correspondientes a un pan a la derecha (los p´ıxeles
se mueven hacia la izquierda) y por el contrario, los situados en
la regio´n verde, corresponder´ıan con un pan hacia la izquierda (los
p´ıxeles se mueven hacia la derecha). Asimismo, en la figura 5.11b
se representan en color azul las regiones de tilt hacia arriba (p´ıxeles
hacia abajo) y en rojo los correspondientes a un tilt hacia abajo
(p´ıxeles hacia arriba).
(a) Asignacio´n segu´n pan (b) Asignacio´n segu´n tilt
Figura 5.11: Asignacio´n de pesos a los cardinales
Tras la aplicacio´n, multiplicamos cada nu´mero de p´ıxeles en cada
direccio´n por su valor correspondiente en cada uno de los 4 casos.
Este valor dividido entre el nu´mero de p´ıxeles y multiplicado por
100, nos dara´ un porcentaje de similitud con respecto al caso ideal
de cada movimiento. Esto formara´ un vector de 4 posiciones que
contienen el valor correspondiente al pan izquierdo, pan derecho,
tilt hacia arriba y tilt hacia abajo, por ese orden.
Eficacia en movimientos comunes
El objetivo es determinar la eficiencia de este valor a la hora de
indicar uno u otro movimiento. Para esto, se escogen 4 ima´genes di-
ferentes (ver ima´genes en 5.12), cada una con un tipo de movimiento
de pan o tilt. Tras aplicar pesos a las direcciones cardinales de sus
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ma´rgenes, obtenemos la tabla 5.3. En ella se representan los por-
centajes obtenidos respecto a los casos ideales de cada movimiento
N-S-E-O. Estos valores indican si los p´ıxeles se mueven en mayor o
menor medida a un lado u otro.
(a) P´ıxeles izq. - Pan dcha. (b) P´ıxeles dcha. - Pan izq.
(c) P´ıxeles arriba - Tilt abajo (d) P´ıxeles abajo - Tilt arriba
Figura 5.12: Ima´genes con pan y tilt
% derecha % izquierda % arriba % abajo
Pan dcha. 2.6427 22.4652 6.8322 0.2723
Pan izq. 31.0743 0 0.6594 2.3527
Tilt abajo 0.6446 0.4537 33.914 0
Tilt arriba 0.6678 5.1335 0 18.7654
Tabla 5.3: Porcentajes para cada imagen en 5.12
En la tabla 5.3 se puede comprobar que los resultados tienen sen-
tido y que ser´ıa posible una futura deteccio´n en base a esos valores.
En la imagen 5.12a obtenemos un mayor nu´mero de p´ıxeles hacia la
izquierda, mientras que en comparacio´n el resto son muy pequen˜os.
Ma´s claro esta´ en 5.12b y 5.12c en los que se llegan a obtener ma´s
de un 30 % de movimiento en la direcciones predominantes de los
p´ıxeles, y un 0 % en aquellas opuestas. A su vez, 5.12d obtiene un
porcentaje alto de p´ıxeles hacia arriba, pero tambie´n nulo en la direc-
cio´n contraria. Esto implica que, efectivamente, si los movimientos
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de pan y tilt son muy predominantes, obtendremos un gran nu´mero
de movimiento de p´ıxeles en direccio´n contraria al movimiento de la
ca´mara, por lo cual sera´ fa´cil diferenciarlos.
Este mecanismo de asignacio´n de pesos se utilizara´, por tanto,
para la deteccio´n de pan y tilt como para la deteccio´n del zoom,
como veremos pro´ximamente en los apartados 5.3.3 y 5.3.4.
5.3.3. Deteccio´n de zoom
En el momento de detectar el zoom de un frame, necesitamos
diferenciar las regiones de los ma´rgenes en los que se encuentran
los diferentes a´ngulos. Segu´n las direcciones de estas zonas, consi-
deraremos zoom in, zoom out o ninguno (ver imagen 5.13 y tabla
5.4).
Figura 5.13: Diferentes regiones del margen
U D L R
Zoom In Arriba Abajo Izquierda Derecha
Zoom Out Abajo Arriba Derecha Izquierda
Tabla 5.4: Relacio´n de zoom con los a´ngulos de las regiones
Segu´n la imagen 5.13, no se han tenido en cuenta aquellas regiones
de solape entre dos diferentes (las denominadas como X), ya que aun
dividiendo estas regiones en diagonal para asignarlas a una u otra
zona, e´stas aportar´ıan pocos p´ıxeles. Adema´s, si estuvie´semos en el
caso de un zoom, estas zonas ser´ıan poco significativas a la hora de
determinar el a´ngulo predominante, ya que sera´n vectores diagonales
y aportar´ıan un peso muy bajo.
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En este caso seguiremos el procedimiento explicado en 5.3.2 para
obtener el vector de cuatro posiciones en cada una de las cuatro re-
giones diferentes. Posteriormente, obtendremos el mayor porcentaje
en los cuatro casos, teniendo as´ı cuatro valores que nos indicara´n
a que´ direccio´n corresponde el movimiento de cada zona. De esta
manera, y de forma equivalente a la tabla 5.4, para declarar cada
tipo de zoom, las direcciones mayoritarias de cada regio´n deben ser
las de la tabla 5.5.
U D L R
Zoom In N S O E
Zoom Out S N E O
Tabla 5.5: Direcciones con porcentaje ma´ximo de cada regio´n
Ya que el cumplimiento de estas 4 condiciones a la vez es com-
plicado incluso cuando hay un zoom debido a fallos de estimacio´n
u objetos situados en el margen, se establece que no sea necesario
cumplirse todas ellas para considerar que estamos ante un zoom. El
hecho de que se cumplan 3 de ellas de manera simulta´nea es ya lo
bastante exclusivo como para determinar este movimiento. Si estas
condiciones no se cumplen, pasamos a detectar si nos encontramos
ante un pan o un tilt.
5.3.4. Deteccio´n de pan y tilt
Tras descartar las situaciones de ca´mara fija o zoom, debemos
comprobar si nos encontramos ante un pan o tilt. Para esto, a dife-
rencia del zoom, no necesitamos hacer diferencia entre las regiones
del margen, ya que todos sus p´ıxeles necesitara´n ir en una direccio´n
u otra.
De nuevo aplicamos el me´todo descrito en el apartado 5.3.2 a lo
largo de todo el margen para obtener el vector de cuatro posiciones,
y detectamos su ma´ximo, que nos dara´ el valor maxPerc. En este
caso, a diferencia tambie´n del zoom, necesitamos observar este valor
y compararlo con el resto de los obtenidos, porque pueden darse dos
situaciones:
Que el valor ma´ximo sea de por s´ı muy pequen˜o, lo que demos-
trara´ que el patro´n de los bordes no corresponde con los que se
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han contemplado, por lo que no hay un movimiento muy claro.
Que el valor ma´ximo sea muy similar a, al menos, uno de los
dema´s valores obtenidos. Aqu´ı se puede ver que realmente nin-
guno de ellos predomina suficientemente. En este caso podr´ıa
ser que tuvie´semos una combinacio´n de movimientos, lo cual no
nos interesar´ıa deducir.
Si se da una de estas situaciones, o ambas, determinaremos que
el movimiento de ca´mara no sera´ espec´ıfico. De nuevo nos encon-
tramos con una situacio´n que necesita el establecimiento de algu´n
umbral para la decisio´n. En el primer caso determinaremos un valor
mı´nimo para el maxPerc, llamado minValue. En el segundo caso,
calcularemos la diferencia mı´nima que hay entre el ma´ximo valor de
ese vector de cuatro posiciones y el resto de porcentajes, eligiendo
para ella umbral. De esta manera nos aseguraremos que el siguiente
valor con respecto a nuestro maxPerc sea lo suficientemente pequen˜o
con respecto a este como para considerar un movimiento predomi-
nante. El proceso llevado a cabo para la seleccio´n de estos valores se
explicara´ ma´s a fondo en el apartado 5.4.2.
5.4. Funcionamiento a nivel de plano
Una vez detectado el movimiento de ca´mara en cada frame, se
puede proceder a obtener el movimiento de cada plano ya que es
ma´s perceptible al ojo humano que el de un u´nico fotograma. Por
ello primero se procede a detectar cua´ndo hay un cambio de plano
en los v´ıdeos y posteriormente se comprueba el funcionamiento del
trabajo previo.
5.4.1. Deteccio´n de cambios de plano
Para esto, utilizaremos como gu´ıa el trabajo ya realizado en [7],
ya que en este art´ıculo se ha utilizado la misma base de datos y ya se
determino´ el umbral necesario para una o´ptima deteccio´n de planos.
En [7] se basan en la diferencia que existe entre el u´ltimo foto-
grama de un plano y el primero del siguiente. Primero se obtiene la
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Sum of Absolute Differences (SAD) para cada par de frames con-
secutivos, esto es, la diferencia de los valores de la intensidad de
los p´ıxeles acumulada a lo largo de la imagen, en valor absoluto y
dividida entre el nu´mero de p´ıxeles (ver ecuacio´n 5.7).
D(n) = 1
H ×W
W∑
x=1
H∑
y=1
|In(x, y)− In−1(x, y)| (5.7)
Posteriormente se calculan la primera y segunda derivada para
conocer la variacio´n de la SAD y poder detectar sus ma´ximos. Con-
siderando D′(n) = D(n)−D(n− 1), la segunda derivada se corres-
pondera´ con la ecuacio´n 5.8. Es aqu´ı donde el umbral escogido para
determinar si ha habido o no un cambio de plano es que el valor de
M sea superior a 0.18.
M(n) = −D′′(n+ 1) = −(D′(n+ 1)−D′(n)) (5.8)
Una vez obtenidos los tipos de movimiento en cada frame y los
planos del v´ıdeo, necesitamos establecer algu´n valor que nos haga
determinar cua´l es el movimiento predominante en ese plano. Por
ello, en este caso lo que hacemos es calcular el tipo de movimiento
ma´s frecuente en los frames, es decir, la moda. Posteriormente, para
asegurar que el plano no es una mezcla de diferentes movimientos,
calculamos el porcentaje de frames que tienen el movimiento moda,
percMode. Si e´ste es superior a un umbral, consideraremos que ese
es el movimiento predominante del plano. De lo contrario, le asigna-
remos la categor´ıa de movimiento no espec´ıfico.
5.4.2. Seleccio´n de umbrales
Una vez explicados los apartados previos obtenemos varios um-
brales a determinar para aumentar la eficacia de la deteccio´n de
movimiento:
minDiff: la diferencia mı´nima que ha de haber entre el valor
ma´ximo del vector y el resto de los cuatro valores obtenidos
tras la asignacio´n de pesos (ver apartado 5.3.2).
minValue: una vez obtenido el ma´ximo valor del vector descrito
en el apartado 5.3.2, debe cumplir ser mayor que cierto nu´mero.
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percMode: tras calcular el movimiento de cada frame, se obtie-
ne el aque´l ma´s presente a lo largo de los fotogramas del plano
y se establece que´ porcentaje de frames lo tienen. Este umbral
determinara´ el porcentaje necesario para considerar si el movi-
miento moda de los frames sera´ tambie´n el predominante del
plano o no.
Dado que la base de datos no esta´ etiquetada respecto a movi-
mientos de plano ni de frame, el ana´lisis para determinar estos valo-
res es de nuevo visual, realizando comparativas entre lo que percibe
la lautora y lo que se obtiene del me´todo utilizado.
minDiff 3
minValue 7
percMode 45
Tabla 5.6: Para´metros en deteccio´n de movimiento de ca´mara
Por motivos de espacio, no se pondra´n aqu´ı los resultados de
cada una de las variaciones de para´metros que se han comprobado.
En ese caso, s´ı se proveera´n algunos resultados obtenidos mediante
la fijacio´n de para´metros a los valores indicados en la tabla 5.6, los
cuales se utilizara´n de ahora en adelante.
Para realizar las pruebas, previamente se han etiquetado uno a
uno los movimientos que parecen predominantes en cada plano de 7
v´ıdeos con caracter´ısticas muy diferentes, buscando la presencia de
cada uno de los movimientos a detectar, as´ı como los casos ambiguos
como pueden ser una ca´mara al hombro brusca o la combinacio´n
de varios movimientos. Cabe aclarar que aunque esta asignacio´n es
manual, es complicado detectar de manera objetiva que´ movimiento
esta´ ma´s presente en una combinacio´n de varios movimientos de
ca´mara ya que es imposible de manera visual cuantificar cua´ntos
p´ıxeles se mueven hacia un lado u otro. Sin embargo, esto s´ı se puede
obtener tras el ana´lisis del v´ıdeo, ya que nos dara´ una medicio´n sobre
cua´l de ellos esta´ en ma´s cantidad. Por eso, en los casos ma´s ambiguos
se considerara´ visualmente como movimiento no espec´ıfico, aunque
quiza´ automa´ticamente se obtenga un movimiento predominante. La
terminolog´ıa usada para cada tipo de movimiento se corresponde con
aquella indica en la tabla 5.7.
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0 No espec´ıfico
1 Pan izquierda
2 Pan derecha
3 Tilt abajo
4 Tilt arriba
5 Ca´mara fija
6 Zoom in
7 Zoom out
Tabla 5.7: Correspondencia nominal de movimiento
En la tabla 5.8 se tiene un v´ıdeo observado con un movimiento
generalmente fijo y sin zoom. En algunos casos de ca´mara fija encon-
tramos un fallo de deteccio´n, posiblemente debido a que la ca´mara
es llevada al hombro y hay algu´n tipo de movimiento lo suficiente-
mente grande como para no ser considerado fijo. Tambie´n podemos
observar que el plano 16 considerado visualmente con movimiento no
espec´ıfico, se detecta como un movimiento de pan hacia la izquierda.
Esto podr´ıa deberse a que a lo mejor el plano tiene una combinacio´n
de diferentes movimientos, siendo e´ste uno de ellos.
En el v´ıdeo utilizado para realizar la tabla 5.9 encontramos va-
rios planos etiquetados como movimiento no espec´ıfico, dado que
en algunos casos hay combinacio´n de movimientos y en otros direc-
tamente, es dif´ıcil de saber que´ movimiento de los estipulados es.
Debido a esto, u´nicamente presenta un acierto del 58 %, dado que
aunque visualmente es dif´ıcil establecer cua´l de los movimientos in-
fluye ma´s, computacionalmente s´ı es posible establecerlo debido a los
pesos dados a los cardinales (ver 5.3.2). As´ı, los fallos a la hora de la
deteccio´n de un zoom, como se ha referido previamente, podr´ıan ser
provocados por la sutileza de e´ste, lo que lleva a que sea detectado
como fijo. Sin embargo, dada la dificultad de la deteccio´n de estos
y su poca presencia en la base de datos respecto al movimento fijo,
no influira´ en gran medida.
La tabla 5.10 detecta bien todos los planos, debido a que tienen
movimientos muy claros. Sin embargo, en el plano nu´mero 4 obtene-
mos un fallo. Esto es debido a que se considera de nuevo que el plano
no tiene movimiento espec´ıfico, ya que e´ste espec´ıficamente tiene un
zoom in con tilt hacia arriba, lo que provoca que si no se detecta
ningu´n movimiento espec´ıfico, se detecte el ma´s predominante, en
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este caso segu´n el ca´lculo, sera´ el tilt.
Tras comparar el funcionamiento de este me´todo de deteccio´n
de movimiento de ca´mara con respecto a los observados, se puede
ver que no es una tarea trivial. La clasificacio´n manual utilizada
a nivel de plano tiene un cierto grado de subjetividad, ya que en
los casos de movimiento combinado los planos se podr´ıan etiquetar
de un modo u otro dependiendo de la persona que lo visualiza. Sin
embargo, dado que estamos detectando el movimiento predominante
mediante el ana´lisis de los vectores de flujo o´ptico, el movimiento
etiquetado puede ser uno que visualmente no se perciba en tanta
medida. Un ejemplo de esto podr´ıa ser un plano que combine un
pan a la derecha con un tilt hacia arriba, ya que habra´ usuarios
para los que destaque ma´s el tilt que el pan y viceversa, aunque a la
hora de detectar el movimiento se tendra´n en cuenta factores ma´s
objetivos y se detectara´ aque´l cuyas direcciones aporten ma´s peso,
como se explico´ en el apartado 5.3.2, o en el caso de ser direcciones
con similar grado de presencia, no se detectara´ ningu´n movimiento.
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Nu´m. Plano Mov. observado Mov. obtenido Acierto/Fallo
1 1 1 A
2 5 5 A
3 5 0 F
4 1 1 A
5 5 5 A
6 5 5 A
7 5 5 A
8 5 5 A
9 5 5 A
10 1 0 F
11 1 3 F
12 1 1 A
13 0 0 A
14 5 5 A
15 0 0 A
16 0 1 F
17 0 0 A
18 5 5 A
19 5 5 A
20 5 5 A
21 5 5 A
22 5 3 F
23 0 0 A
Acierto 82.6 %
Tabla 5.8: Deteccio´n de movimientos de ca´mara por plano en el v´ıdeo
“0hdZoUqLV Q”.
60 CAPI´TULO 5. CARACTERI´STICAS DE MOVIMIENTO
Nu´m. plano Mov. observado Mov. detectado Acierto/Fallo
1 6 5 F
2 4 4 A
3 0 0 A
4 2 2 A
5 4 4 A
6 1 1 A
7 0 4 F
8 0 1 F
9 7 7 A
10 0 1 F
11 0 1 F
12 1 1 A
13 5 5 A
14 0 4 F
15 7 5 F
16 7 7 A
17 5 5 A
% Aciertos 58 %
Tabla 5.9: Deteccio´n de movimientos de ca´mara por plano en el v´ıdeo
“LSL147vLc8S”.
Nu´m. plano Mov. observado Mov. detectado Acierto/Fallo
1 2 2 A
2 1 1 A
3 2 2 A
4 0 4 F
5 1 1 A
6 5 5 A
7 0 0 A
8 5 5 A
9 1 1 A
10 1 1 A
11 0 0 A
12 5 5 A
% Acierto 91 %
Tabla 5.10: Deteccio´n de movimientos de ca´mara por plano en el v´ıdeo
“fhTW4oz − g7A”.
6. Extraccio´n de descriptores
Tras llevar a cabo todos los pasos explicados en el cap´ıtulo 5, se
obtienen una serie de medidas ba´sicas en bruto de los v´ıdeos, las cua-
les se pueden traducir en descriptores con significado de relevancia
para la evaluacio´n de la este´tica.
6.1. Descriptores estad´ısticos
A la hora de obtener descriptores a nivel de v´ıdeo, parece lo´gico
que un primer acercamiento sea el ca´lculo de medidas estad´ısticas.
Esto se ha´ra partiendo de los datos obtenidos a nivel de frame para
posteriormente operar con ellos y obtener descriptores respresenta-
tivos de todo el v´ıdeo.
6.1.1. Estad´ıstica circular
Debido a la utilizacio´n de valores circulares, el ca´lculo de la media
y la desviacio´n esta´ndar no sera´n iguales que en el caso de los valores
lineales. Un ejemplo de esto es que, si tenemos un a´ngulo de 30◦ con
otro de -30◦ (o´ 330◦), la media nos dara´ un a´ngulo de 180◦, el cual
apunta en direccio´n completamente opuesta a la de los a´ngulos que
tenemos, por lo que no es correcto. Esto se debe a que el ca´lculo
de la media depende del origen de coordenadas y de la direccio´n de
movimiento y dado que la desviacio´n esta´ndar depende de la media,
e´sta tambie´n tendra´ el mismo problema.
Como solucio´n, existe la estad´ıstica circular, que proporciona
me´todos como los que se explican en [10] para calcular la media
y desviacio´n t´ıpica de los a´ngulos. Este me´todo consiste en trans-
formar cada a´ngulo φ en un nu´mero complejo (ver fo´rmula 6.1) y
posteriormente proceder al ca´lculo de la media aritme´tica como has-
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ta ahora hac´ıamos: sumando todos los vectores y dividiendo por el
nu´mero de ellos (ver fo´rmula 6.2):
z = cos(φ) + i sin(φ) (6.1)
ρ¯ = 1
N
N∑
i=1
z = 1
N
 N∑
i=1
cos(φ) + i
N∑
i=1
sin(φ)
 (6.2)
Como ρ¯ es un nu´mero complejo, podemos obtener el a´ngulo que
e´ste forma de la misma manera que indicamos en el apartado 5.1,
obteniendo as´ı el a´ngulo medio (ver fo´rmula 6.3).
φ¯ = arg(ρ¯) (6.3)
Se sabe adema´s que ρ¯ se puede expresar mediante una exponencial
compleja de a´ngulo φ¯ y mo´dulo R¯ =
√( 1
N c
)2 + ( 1N s)2, siendo c el
sumatorio de los cosenos de, s el de los senos de cada a´ngulo y N
el nu´mero de a´ngulos. Con la ayuda de R¯ se podra´ determinar la
desviacio´n esta´ndar, pues se cumple la ecuacio´n 6.4:
S¯ =
√
−2 ln R¯ (6.4)
Una vez conocemos co´mo calcular la media y desviacio´n esta´ndar
de un conjunto de a´ngulos, podemos proceder a la extraccio´n de
los descriptores que deseamos, que sera´n a nivel de v´ıdeo. Aunque
podr´ıa parecer lo´gico obtener primero la media y desviacio´n t´ıpica
de cada uno de los fotogramas, no nos sera´ u´til a la hora de obtener
valores a nivel de v´ıdeo. Esto se debe a que la media de los a´ngulos
de todo el v´ıdeo no se corresponde con la media de las obtenidas
a nivel de frame, al igual que pasa con la desviacio´n t´ıpica. Por lo
tanto, a nivel de fotograma la u´nica medida estad´ıstica que nos sera´
de ayuda sera´ la moda, ya que s´ı podremos obtener un valor con
sentido cuando conozcamos el cardinal ma´s presente de entre todos
los que aparecen en cada fotograma.
6.1.2. Ca´lculo secuencial
Para poder calcular de manera fiable descriptores estad´ısticos a
nivel de v´ıdeo, se deben agrupar los valores de todos los p´ıxeles de
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cada frame en una sola matriz, y operar con ello. Si tenemos en
consideracio´n el taman˜o de la matriz de a´ngulos de cada frame, que
pueden llegar a ser dimensiones superiores a 1280x720, multiplicado
esto a su vez por su nu´mero de fotogramas, que llegan a ser ma´s de
1500, obtendremos matrices con varios cientos de millones de p´ıxeles
en el peor de los casos. Dado que en la realizacio´n de todos estos
ca´lculos se utiliza un PC de uso dome´stico con 4Gb de RAM, esto
supone un problema de memoria y tiempo de ca´lculo. Por eso, se
intentan varias soluciones para resolverlo:
Eliminacio´n de bucles y valores innecesarios
Se revisa el proceso de obtencio´n de los a´ngulos y se omiten bu-
cles innecesarios reutilizando valores ya obtenidos para no tener que
recalcularlos. Se eliminan operaciones elemento a elemento de cada
matriz y se opera con matrices enteras.
Almacenamiento de los a´ngulos del v´ıdeo
Se almacena la matriz de a´ngulos de todos los p´ıxeles del v´ıdeo
en disco duro para evitar su almacenamiento en la memoria RAM,
ralentizando el sistema y evitando recalcularla cada vez que se nece-
site. Sin embargo, la simple creacio´n de la matriz produce un gran
gasto de memoria ya que se va haciendo cada vez mayor en cada
iteracio´n con los frames, por lo que continuar con el ca´lculo lleva
mucho ma´s tiempo segu´n se avanza. Si tras este per´ıodo de tiempo,
la memoria disponible es la suficiente y se ha logrado obtener, el
simple hecho de guardarla en disco tambie´n consume ma´s tiempo
de lo deseado. Adema´s, tras el posterior volcado de los datos para
continuar con los ca´lculos, de nuevo nos encontraremos un problema
de memoria.
Almacenamiento de los a´ngulos de los frames
Igual que en el punto anterior se procede a un volcado al disco de
los a´ngulos de cada frame, esta vez uno por uno, evitando as´ı utilizar
mucha memoria RAM creando la matriz que agrupa los a´ngulos de
todos los frames. Sin embargo, la continua operacio´n de salvar estos
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vectores conlleva mucho tiempo, y so´lo nos servira´n si los volcamos
para hacer un ca´lculo secuencial porque si no, recurriremos de nuevo
a un problema de memoria.
Valores para el ca´lculo secuencial
Tras estas aproximaciones, se decide llevar a cabo un ca´lculo se-
cuencial, u´nicamente almacenando nu´meros u´nicos, y no la matriz
completa. Esto es, en cada frame almacenar un valor necesario para
que, al tener todos, se puedan seguir calculando la media y la des-
viacio´n t´ıpica obteniendo un valor igual al que habr´ıamos obtenido
de haberlo hecho como se propuso inicialmente.
Para poder obtener los descriptores, debemos almacenar los datos
adecuados para cada frame. En el caso de calcular la media y la
desviacio´n esta´ndar se necesitan dos vectores, cada uno de ellos con
una longitud de n − 1, siendo n el nu´mero de frames. Uno debe
contener en cada una de sus posiciones las sumas de los cosenos
de todos los a´ngulos de cada fotograma, y el otro las de los senos.
Adema´s, para calcular la desviacio´n esta´ndar tambie´n se necesitara´
ir almacenando el nu´mero de a´ngulos que se han tenido en cuenta
en cada fotograma, ya que este no sera´ constante a lo largo del
v´ıdeo debido al filtro de textura basado en la entrop´ıa aplicado en el
apartado 4.3. Esto tambie´n sera´ u´til para calcular el mo´dulo medio
de cada fotograma, para el que tambie´n se necesitara´ almacenar la
suma de todos los mo´dulos de los vectores de movimiento para cada
frame correspondiente, obteniendo tambie´n un vector de longitud
equivalente a n− 1.
6.1.3. Extraccio´n de descriptores estad´ısticos
Una vez aplicado el ca´lculo secuencial se procede a obtener los
descriptores estad´ısticos a nivel de v´ıdeo, resumidos en la tabla 6.1.
meanMods: una vez obtenidos los vectores con la suma de los
mo´dulos de cada frame, e´stos se suman a su vez y se divide
entre el nu´mero de mo´dulos tenidos en cuenta, obteniendo as´ı
el mo´dulo medio del v´ıdeo. Este descriptor dara´ una medida de
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meanMods Media del mo´dulo de los vectores de movimiento del v´ıdeo
modeCard Punto cardinal moda de todos los frames
meanAngle A´ngulo medio de los vectores del v´ıdeo
stdAngle Desviacio´n t´ıpica de los a´ngulos del v´ıdeo
meanCard Punto cardinal correspondiente al a´ngulo medio
Tabla 6.1: Descriptores estad´ısticos y su significado
la brusquedad o sutileza del movimiento medio del v´ıdeo, ya
que se relaciona con la velocidad de movimiento de los p´ıxeles.
modeCard: tras obtener el vector de direcciones nominales
moda en cada frame, se obtiene la moda de e´ste, obteniendo as´ı
un nu´mero que representa la direccio´n ma´s presente en todos
los fotogramas del v´ıdeo.
meanAngle: se obtiene sumando todos los valores de los vec-
tores c y s de cada frame, que almacenan la suma de cosenos y
senos de todos los a´ngulos respectivamente. Despue´s se procede
al ca´lculo del a´ngulo medio como habr´ıamos hecho a nivel de
frame (ver fo´rmulas 6.2 y 6.3). Este descriptor nos da un u´ni-
co nu´mero, que representara´ el a´ngulo medio de todo el v´ıdeo,
expresado en grados, lo que nos proporcionara´ una idea de la
direccio´n global de los v´ıdeos.
stdAngle: al sumar c y s, dividirlo por el nu´mero de p´ıxeles
va´lidos de todo el v´ıdeo y hacer el mo´dulo, obtenemos lo que
ser´ıa R¯ de todo el v´ıdeo. Posteriormente so´lo es necesario aplicar
la fo´rmula 6.4 para obtener la desviacio´n esta´ndar del v´ıdeo, que
sera´ un u´nico nu´mero entre 0 e ∞. Esto da la variacio´n de las
direcciones de cada p´ıxel respecto de la media, lo indica si el
movimiento de cada uno de ellos es variado o, de lo contrario,
mono´tono.
meanCard: tras obtener el a´ngulo medio del v´ıdeo, se obtie-
ne su correspondencia con los puntos cardinales referidos en el
apartado 5.1.3. Aporta la informacio´n del a´ngulo medio, so´lo
que de manera ma´s interpretable.
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6.2. Descriptores de movimiento de ca´mara
Tras haber calculado el tipo de movimiento de ca´mara presente
en cada frame de los v´ıdeos, so´lo nos queda obtener representacio-
nes nume´ricas de estos valores. Dado que son nominales, no podemos
hacer ca´lculos estad´ısticos con ellos, pero s´ı se pueden calcular por-
centajes a nivel de frame y a nivel de v´ıdeo, as´ı como modas. Estos
descriptores esta´n resumidos en la tabla 6.2.
modeTypeFrames Movimiento moda de entre todos los frames
modeTypeShots Movimiento moda de entre todos los planos
perShotFix Porcentaje de planos con ca´mara fija
perFrameFix Porcentaje de frames con ca´mara fija
perShotNo Porcentaje de planos sin movimiento espec´ıfico
perFrameNo Porcentaje de frames sin movimiento espec´ıfico
perShotPan Porcentaje de planos con panning
perFramePan Porcentaje de frames con panning
perShotTilt Porcentaje de planos con tilt
perFrameTilt Porcentaje de frames con tilt
perShotPanLeft Porcentaje de planos con panning a la izquierda
perFramePanLeft Porcentaje de frames con panning a la izquierda
perShotPanRight Porcentaje de planos con panning a la derecha
perFramePanRight Porcentaje de frames con panning a la derecha
perShotTiltUp Porcentaje de planos con tilt hacia arriba
perFrameTiltUp Porcentaje de frames con tilt hacia arriba
perShotTiltDown Porcentaje de planos con tilt hacia abajo
perFrameTiltDown Porcentaje de frames con tilt hacia abajo
perShotZoomIn Porcentaje de planos con zoom in
perFrameZoomIn Porcentaje de frames con zoom in
perShotZoomOut Porcentaje de planos con zoom out
perFrameZoomOut Porcentaje de frames con zoom out
Tabla 6.2: Descriptores de movimiento de ca´mara y su significado
modeTypeFrames y modeTypeShots: se obtienen los mo-
vimientos de ca´mara ma´s predominantes a nivel de frame y de
plano. Aunque el segundo puede ser ma´s relevante debido a que
un plano es ma´s perceptible visualmente, a nivel de frame se
proporciona ma´s detalle que quiza´ se podr´ıa perder a la hora
de extrapolar la informacio´n a nivel de plano.
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perShotFix/No/Pan/Tilt: estos descriptores proporcionan
el porcentaje de planos con cada tipo distinto de movimiento
de ca´mara ma´s observado, lo que excluye el zoom. Aporta en
que´ medida esta´ cada tipo de movimiento presente o no en cada
v´ıdeo a nivel de plano, ya que quiza´ es u´til saber la proporcio´n
de aquellos movimientos que no son predominantes.
perFrameFix/No/Pan/Tilt: se aplican los mismos ca´lculos
pero a nivel de frame, ya que puede ser que los umbrales estable-
cidos para los movimientos de plano hagan perder informacio´n
relevante a nivel de fotograma.
perShotPanLeft/PanRight/TiltUp/TiltDown/ ZoomI-
n/ZoomOut: se especifica la direccio´n de cada tipo de movi-
miento a nivel de fotograma, para poder conocer si influye ma´s
la direccio´n de la ca´mara que el tipo de movimiento en s´ı. De-
bido a lo espec´ıfico de estos descriptores, se incluye tambie´n el
zoom, excluido previamente por su poca presencia.
perFramePanLeft/PanRight/TiltUp/ TiltDown/ZoomI-
n/ZoomOut: de nuevo se llevan a cabo las mismas medidas,
pero a nivel de frame.

7. Aprendizaje ma´quina
Gracias al trabajo previo realizado, se han obtenido 27 descripto-
res de los 138 v´ıdeos de la base de datos, algunos relacionados con el
a´ngulo y mo´dulo de los vectores de movimiento, y la mayor´ıa con el
movimiento de ca´mara. Dado que la finalidad de e´stos es ver su in-
fluencia a la hora de determinar la este´tica de los v´ıdeos, el siguiente
paso es llevar a cabo un proceso de aprendizaje ma´quina.
7.1. Weka
Para realizar un ana´lisis del potencial de los descriptores para
modelar la este´tica o percepcio´n subjetiva de los v´ıdeos, es necesario
utilizar una herramienta Weka. Weka es un software open source en
Java que aplica algoritmos de aprendizaje ma´quina y posee diferen-
tes herramientas para llevar a cabo procesos de clustering, regresio´n,
clasificacio´n y preprocesado entre otras. Weka trabaja con diferentes
tipos de atributos: nume´ricos, nominales, strings, fechas y de rela-
cio´n. Adema´s tiene un tipo concreto de archivo con extensio´n .arff
en cuya cabecera se indicara´n los nombres de los atributos, as´ı como
su tipo, y posteriormente en cada fila sus valores en orden para cada
una de las observaciones, como se observa en el siguiente ejemplo
provisto en [17]:
1 @relation weather
2
3 @attribute outlook {sunny, overcast, rainy}
4 @attribute temperature real
5 @attribute humidity real
6 @attribute windy {TRUE, FALSE}
7 @attribute play {yes, no}
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8
9 @data
10 sunny,85,85,FALSE,no
11 sunny,80,90,TRUE,no
12 overcast,83,86,FALSE,yes
13 rainy,70,96,FALSE,yes
14 rainy,68,80,FALSE,yes
15 rainy,65,70,TRUE,no
16 overcast,64,65,TRUE,yes
17 sunny,72,95,FALSE,no
18 sunny,69,70,FALSE,yes
19 rainy,75,80,FALSE,yes
20 sunny,75,70,TRUE,yes
21 overcast,72,90,TRUE,yes
22 overcast,81,75,FALSE,yes
23 rainy,71,91,TRUE,no
En este trabajo utilizaremos las funciones Explorer, para observar
la tasa de aciertos de cada combinacio´n de etiquetas y atributos, y
Experimenter para, a su vez, comparar todos los resultados entre
ellos y obtener aquellos ma´s relevantes.
En este caso utilizaremos etiquetados de los v´ıdeos basados en
los gustos del usuario para poder determinar la influencia de cada
descriptor en ellos. Como bien se refirio´ en el apartado 3, la base de
datos utilizada para este trabajo es la misma que la que encontramos
en [7]. Para este art´ıculo se llevo´ a cabo el proceso de etiquetado de
los diferentes v´ıdeos segu´n criterios basados en los metadatos que la
plataforma YouTube provee con cada v´ıdeo y aplicando la funcio´n de
clustering que proporciona Weka. En este caso utilizaremos tres de
estas clasificaciones: calidad -relacionada con los likes y dislikes del
v´ıdeo-, cantidad -basada en el nu´mero de visitas- y una combinacio´n
de ambas.
Antes de proceder a utilizar Weka, es necesitamos especificar
cua´les de nuestros descriptores tendra´n valor nominal y cua´les nume´ri-
co, as´ı como la clase a la que pertenecen. Denominaremos como no-
minal los descriptores moda y aquellos que sean referidos a nu´meros
correspondientes a los cardinales: modeTypeFrames, modeTypeShots,
7.2. CALIDAD 71
modeCard, meanCard y la clase a la que pertenecen. Por lo contrario,
el resto de los descriptores sera´n de tipo nume´rico.
Para proceder a la clasificacio´n sera´ necesario utilizar el filtro
de normalizacio´n para todos los atributos y poder trabajar a una
misma escala. Las comparaciones de funcionamiento sera´n siempre
basadas en el clasificador ZeroR, que nos sirve como referencia por
ser el clasificador ma´s simple, utilizando el me´todo cross-validation
con 10 hojas o folds.
7.2. Calidad
Para determinar el funcionamiento de un conjunto de atributos,
cuyos mejores resultados esta´n resumidos en 7.1, primero determi-
namos la tasa de acierto del clasificador ZeroR, que se situ´a en un
49.2454 %.
1. Se utilizan todos los descriptores y el clasificador con mejor
resultado es SimpleCart que pertenece al grupo de a´rboles o
trees y obtiene un 56.5217 % de acierto.
2. Posteriormente se eliminan todos aquellos atributos que no sean
de cara´cter estad´ıstico, y so´lo se tienen en cuenta meanCard,
modeCard, meanAngle, stdAngle, modeTypeFrames, meanMods
y modeTypeShots. De nuevo el mejor clasificador es SimpleCart
con un 57.2464 % de acierto.
3. Debido a la limitacio´n de algunos algoritmos de seleccio´n de
atributos en lo que respecta a los nominales, se eliminan mean-
Card, modeCard, modeTypeFrames y modeTypeShots. Tras esto
se utiliza el algoritmo SVMAttributEval con cross-validation de
10 hojas. Con ello seleccionamos los 7 primeros atributos elegi-
dos: perFramePanRight, perFrameNo, perFrameTiltDown, per-
FrameZoomIn, meanMods, perShotZoomOut y perShotPanLeft.
Tras esto, los clasificadores SMO (functions) y NaiveBayesMul-
tinomialUpdateable dan ambos un 59.42 % de acierto.
4. Se seleccionan diferentes agrupaciones de porcentajes de movi-
miento de ca´mara:
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Aquellos relacionados u´nicamente con el porcentaje de cada
movimiento a nivel de plano, sin incluir las direcciones de
estos: perShotPan, perShotTilt, perShotNo y perShotFix.
De la misma manera se hara´ otra agrupacio´n, pero a nivel
de frame: perFramePan, perFrameTilt, perFrameNo, per-
FrameFix.
Posteriormente se agrupara´n aquellos porcentajes que in-
cluyen las direcciones del movimiento a nivel de plano:
perShotPanLeft, perShotPanRight, perShotTiltUp, perShot-
TiltDown, perShotZoomIn, perShotZoomOut, perShotNo y
perShotFix.
Repetimos el proceso a nivel de frame: perFramePanLeft,
perFramePanRight, perFrameTiltUp, perFrameTiltDown, per-
FrameZoomIn, perFrameZoomOut, perFrameNo y perFra-
meFix.
Los mejores resultados se obtienen con RandomForest (tree) en
el caso de la primera agrupacio´n y en el SMO (functions) de la
tercera, siendo ambos de un porcentaje de acierto del 57.2464 %.
Conjunto atr. Clasificador Acierto
1 SimpleCart 56.5217 %
2 SimpleCart 57.2464 %
3 SMO/NaivesBayesMultUp 59.42 %
4 RandomForest/SMO 57.2464 %
Tabla 7.1: Atributos y clasificadores con mejor resultado en calidad
7.3. Cantidad
Respecto a las pruebas con las etiquetas de cantidad, se seguira´
el mismo proceso de seleccio´n de atributos que en el caso de calidad.
Por ello omitiremos en este caso la eleccio´n de atributos, ya que esta´
previamente aludida en el apartado anterior. Los mejores resultados
del ana´lisis esta´n resumidos en la tabla 7.2.
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1. En el caso de la clasificacio´n con todos los atributos, los mejo-
res resultados obtenidos son con el clasificador J48 (tree), que
provee un acierto del 62.3188 %.
2. Tras tener en cuenta todos aquellos atributos relacionados con
la media, la moda y la varianza, el mejor resultado lo propor-
ciona SimpleCart (tree) con un 60.1449 % de acierto.
3. Tras eliminar nominales y hacer seleccio´n de atributos, se es-
cogen meanMods, perShotTilt, perZoomIn, meanAngle, perFra-
meZoomOut, perShotZoomOut y perFramePanLeft. Los mejores
resultados se obtienen de nuevo con SimpleCart (trees) y con
ComplementNaiveBayes, donde en ambos casos el resultado es
de un 59.4203 % de acierto.
4. En el caso de las diferentes agrupaciones segu´n el porcentaje
de frames y planos con cierto movimiento de ca´mara, los pocos
casos que superan en funcionamiento al ZeroR, no lo hacen de
manera destacable.
Conjunto atr. Clasificador Acierto
1 J48 62.3188 %
2 SimpleCart 60.1449 %
3 SimpleCart/ComplementNaiveBayes 59.4203 %
Tabla 7.2: Atributos y clasificadores con mejor resultado en cantidad
7.4. Combinacio´n
Debido a que en este caso existen cuatro tipos diferentes de eti-
quetas, el valor de acierto del clasificador ZeroR es del 31.1594 %. El
mejor resultado se puede ver en la tabla 7.3.
Los resultados absolutos respecto al porcentaje de acierto son
notablemente inferiores a los casos de etiquetado binario. Esto es
debido a que al manipular 4 etiquetas diferentes, la clasificacio´n sera´
ma´s dif´ıcil y por ello los no es un caso comparable a los previos,
aunque igualmente se pueden obtener resultados estad´ısticamente
significativos.
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En este caso se han probado las mismas combinaciones de atribu-
tos que en los casos previos y a la hora de llevar a cabo una seleccio´n
con el algoritmo SVMAttributeEval, este conlleva mucho tiempo. Se
han probado otros algoritmos pero igualmente sus resultados no son
superiores al caso ZeroR. Sin embargo, en la utilizacio´n de valores
u´nicamente relacionados con moda, media y desviacio´n t´ıpica, se
obtiene un 42.029 % de acierto al usar el clasificador SimpleLogistic
(functions) y tras la eliminacio´n de los valores nominales, un valor
del 39.1304 % en el caso de SimpleCart (tree).
Conjunto atr. Clasificador Acierto
3 SimpleLogistic 42.029 %
Tabla 7.3: Atributos y clasificador con mejor resultado en combinacio´n
7.5. Comparacio´n
Tras las diferentes clasificaciones realizadas con los tres etiqueta-
dos, se procede a comparar diferentes conjuntos de clasificadores y
atributos mediante la herramienta Experimenter de Weka. Esto es
necesario ya que aunque los porcentajes de acierto en algunos casos
son ma´s altos, a veces no implican una diferencia estad´ısticamente
significativa. Se emplean los conjuntos mostrados en la tabla 7.4.
1 Todo el conjunto de atributos
2 meanAngle, meanMods, stdAngle, modeTypeFrames,
modeTypeShots, meanCard
perFrameFix, perFrameNo, perFramePanLeft, perFramePanRight,
3 perFrameTiltDown, perFrameTiltUp,
perFrameZoomIn, perFrameZoomOut
perShotFix, perShotNo, perShotPanLeft,
4 perShotPanRight, perShotTiltDown, perShotTiltUp,
perShotZoomIn, perShotZoomOut
Tabla 7.4: Conjuntos de atributos aplicados en la comparacio´n
En la tabla 7.5 se resumen los resultados estad´ısticamente sig-
nificativos, as´ı como su porcentaje de acierto, el etiquetado al que
pertenecen, el clasificador y el tipo de conjunto de atributos cuyas
asignaciones se corresponden con aquellos en la tabla 7.4.
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Etiquetado Conjunto atr. Clasificador Acierto
Combinacio´n 1 SimpleLogic 38.12 %
Combinacio´n 1 SimpleCart 40.22 %
Combinacio´n 2 SimpleLogic 38.94 %
Combinacio´n 2 SimpleCart 39.21 %
Cantidad 2 SimpleCart 56.90 %
Tabla 7.5: Resultados estad´ısticamente significativos
En el caso de las etiquetas combinadas, los resultados favorables
pertenecen en la primera fila al conjunto entero de los atributos, y en
la segunda al conjunto nu´mero 1 indicado en la tabla 7.4. Respecto a
las etiquetas de cantidad, el resultado pertenece de nuevo al conjunto
nu´mero 1 de la tabla 7.4.
7.6. Ana´lisis de los resultados
Como se ha comentado previamente, los porcentajes de acierto
en el caso del etiquetado combinado no son los valores ma´s altos
debido a la utilizacio´n de 4 clases de etiquetas en lugar de 2. Aun
as´ı, se observa que el etiquetado que ma´s resultados estad´ısticamen-
te significativos proporciona es el de combinacio´n, ya que su mejora
con respecto al ZeroR es tal que no se considera provocada por algo
casual. Observamos que en este caso ayudan a su decisio´n o todos
los atributos elegidos o aquellos relacionados con medidas estad´ısti-
cas de a´ngulos y mo´dulos, as´ı como los movimientos de ca´mara ma´s
presentes a lo largo de los v´ıdeos. Adema´s, los algoritmos de cla-
sificacio´n que mejor funcionan son Simple Logistic y SimpleCart,
siendo este u´ltimo el que ma´s casos signifiativos da de entre todas
las combinaciones de etiquetado y atributos.
De esta manera, se puede concluir que aquellos descriptores ma´s
influyentes son aquellos relacionados con la direccio´n media del mov-
miento

8. Gestio´n del Proyecto
8.1. Etapas de realizacio´n
El proyecto se desglosa en pequen˜os hitos que a su vez engloban
diferentes tareas con diferentes tiempos de realizacio´n.
Como etapa previa al comienzo se requiere buscar el trabajo a
realizar, as´ı como formalizar la asignacio´n del trabajo de fin de gra-
do y comenzar la documentacio´n de su tema´tica (ver tabla 8.1). En
este caso no se an˜aden las horas aportadas por la bu´squeda del pro-
yecto y su asignacio´n, ya que no suponen tiempo de trabajo en s´ı,
aunque retrasan el comienzo de e´ste. Una vez se ha finalizado la
documentacio´n ba´sica sobre el tema a tratar, se plantean pequen˜os
hitos relacionados con el disen˜o del proyecto (ver tabla 8.2).
Fase Tarea Tiempo
Bu´squeda de proyecto Seleccio´n del TFG 01/11/14 - 01/12/14
entre los disponibles
Asignacio´n Contacto con el tutor y 02/12/14 - 08/12/14
asignacio´n oficial
Documentacio´n Recopilacio´n de documentacio´n y 21/01/15 - 03/02/15
ba´sica estado del arte (40 horas)
Total 40 horas
Tabla 8.1: Etapa preliminar
Fase Tarea Tiempo
Planificacio´n Se establece el calendario 04/02/2015 - 10/02/2015
a seguir y sus hitos (10 horas)
Disen˜o Determinacio´n de las te´cnicas 11/02/2015 - 24/02/2015
a utilizar en cada hito (20 horas)
Total 30 horas
Tabla 8.2: Etapa de disen˜o y planificacio´n
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Posteriormente se necesita probar el funcionamiento del algoritmo
inicial seleccionado para la obtencio´n de los primeros datos (ver tabla
8.3). La extraccio´n de datos, aunque retrasa el tiempo del proyecto,
no implica trabajo del autor ya que es realizado automa´ticamente.
Una vez obtenidos los datos de partida, se procede a extraer las dife-
rentes caracter´ısticas de movimiento y a la extraccio´n de descriptores
a ra´ız de ellas (ver tabla 8.4).
Fase Tarea Tiempo
Pruebas Se observa el funcionamiento del 08/04/2015 - 14/04/2015
flujo o´ptico algoritmo de estimacio´n de flujo o´ptico (10 horas)
Seleccio´n Se determinan los para´metros 08/04/2015 - 21/04/2015
de para´metros a utilizar a lo largo del proyecto (30 horas)
Extraccio´n Se calculan los datos a ra´ız del 06/05/2015 - 12/05/2015
de datos algoritmo
Total 40 horas
Tabla 8.3: Etapa de prueba y extraccio´n de datos
Fase Tarea Tiempo
Filtrado baja textura Se establece un criterio para 13/05/2015 - 19/05/2015
eliminar regiones homoge´neas (20 horas)
Ca´lculo de mo´dulos Se extraen los mo´dulos 24/06/2015 - 26/06/2015
del movimiento de los p´ıxeles (4 horas)
Ca´lculo de a´ngulos Se extraen los a´ngulos 24/06/2015 - 30/06/2015
del movimiento de los p´ıxeles (16 horas)
Deteccio´n de Se desarrolla el proceso de 01/07/2015 - 21/07/2015
movimiento de ca´mara deteccio´n de movimiento de ca´mara (45 horas)
Pruebas Se comprueba el correcto 22/07/2015 - 24/07/2015
funcionamiento de ambos ca´lculos (12 horas)
Total 97 horas
Tabla 8.4: Etapa de obtencio´n de caracter´ısticas
Una vez obtenidas las caracter´ısticas, se procede a la extraccio´n
de los decriptores a nivel de v´ıdeo as´ı como a sus pruebas, cuyas
fases se explican en la tabla 8.5. Adema´s se procede, segu´n se ve en
la tabla 8.6, a la redaccio´n de la memoria.
Se representan todas las actividades en un diagrama de Gantt,
el cual por motivos de espacio ha sido dividido en cuatro partes
(figuras 8.1, 8.2, 8.3 y 8.4) para su representacio´n, omitiendo en gran
parte aquellos retrasos notables en el comienzo de las actividades.
Estos retrasos han sido debidos a per´ıodos de exa´menes, as´ı como
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Fase Tarea Tiempo
Obtencio´n de valores Se obtienen valores necesario para 17/08/2015 - 21/08/2015
para el ca´lculo secuencial el ca´lculo de los descriptores de v´ıdeo (20 horas)
Extraccio´n de Se calculan todos los descriptores 24/08/2015
descriptores a partir de los valores previos
Pruebas Se estudia el valor de los descriptores 25/08/2015 - 31/08/2015
en la evaluacio´n este´tica (20 horas)
Total 40 horas
Tabla 8.5: Etapa de extraccio´n y ana´lisis de descriptores
Fase Tarea Tiempo
Redaccio´n de la memoria Se expone el procedimiento llevado 08/07/2015 - 08/09/2015
a cabo para el desarrollo del trabajo (100 horas)
Correccio´n Se corrigen fallos de estructura 09/09/2015 - 15/09/2015
y redaccio´n (20 horas)
Total 120 horas
Tabla 8.6: Etapa de redaccio´n de la memoria
vacacionales, en los cuales el tiempo disponible era ma´s reducido y
la coordinacio´n con el tutor ma´s complicada.
8.2. Presupuesto
El coste total del proyecto se resume en la tabla 8.7 y asciende
a 8402,65e. Se desarrollara´ de manera ma´s extensa en los pro´ximos
apartados.
Recursos Coste
Personales 7530,84e
Software 69,00e
Equipo 388,81e
Otros 414,00e
Total 8402,65e
Tabla 8.7: Resumen de costes totales del proyecto
8.2.1. Coste personal
En la tabla 8.8 se representan las horas empleadas en cada etapa
del proyecto, as´ı como el total del tiempo empleado en su totalidad.
En base a esto, se obtiene el coste personal en relacio´n a las horas
invertidas y el salario por hora (ver tabla 8.9).
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Figura 8.1: Diagrama de Gantt (1)
Etapa Tiempo (horas)
Preliminar 40
Disen˜o y planificacio´n 30
Prueba y extraccio´n datos 40
Obtencio´n de caracter´ısticas 97
Extraccio´n y ana´lisis descriptores 40
Redaccio´n de memoria 120
Total 367
Tabla 8.8: Tiempo total empleado
Recurso Nu´mero de horas e/hora Coste total
Paloma Tirado Mart´ın 367 20,52 [1] 7530,84e
Tabla 8.9: Tiempo total empleado
8.2.2. Costes de sofware
Para la realizacio´n de este proyecto se han utilizado cuatro tipos
de software, los cuales se especifican en la tabla 8.10. El u´nico gasto
es debido a la obtencio´n de la licencia oficial de Matlab, dado que
el resto de softwares utilizados son Open Source y, por lo tanto,
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Figura 8.2: Diagrama de Gantt (2)
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Figura 8.3: Diagrama de Gantt (3)
Figura 8.4: Diagrama de Gantt (4)
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gratuitos. Esto produce un coste de 69,00e.
Recurso Utilidad Precio
MATLAB Student Empleado para la extraccio´n 69,00 e
Suite 2014b de los descriptores
Weka 3.6 Software de aprendizaje ma´quina para Open Source - 0 e
la evaluacio´n de los descriptores
TeXstudio Editor de LATEXpara Open Source - 0 e
la redaccio´n de la memoria
Inkscape 0.91 Software para la creacio´n de gra´ficos Open Source - 0 e
Total 69,00 e
Tabla 8.10: Coste en relacio´n al software utilizado
8.2.3. Costes de equipo
En cuanto al equipo utilizado, se tendra´ en cuenta un periodo de
depreciacio´n de 60 meses, produciendo un coste de 388,81e, como
indica la tabla 8.11.
Recurso Coste % de uso Depreciacio´n Coste de atribucio´n
Toshiba Satellite L755 699,00e 100 60 372,8e
hama optical mouse AM100 10,00e 100 60 2e
C3P0 Keyboard KBR36 29,00e 100 60 14,01e
Total 388,81e
Tabla 8.11: Coste en relacio´n al equipo utilizado
8.2.4. Otros costes directos
As´ı, en relacio´n a otro tipo de costes, se encuentan aquellos rela-
cionados con el servicio de ADSL necesario para la conexio´n a In-
ternet dado que se requiere bu´squeda de documentacio´n (ver 8.12).
Esto se resumira´ en unos costes de 414,0e.
Descripcio´n Empresa Coste
Conexio´n ADSL 10 MB Telefo´nica S.A. 41,40e/mes × 10 meses = 414,0e
(10 meses)
Total 414,0e
Tabla 8.12: Coste sobre otros servicios requeridos

9. Conclusions and future work
This chapter will finish this document, summarizing all the con-
clusions extracted from the work explained on it and proposing fu-
ture improvements on aesthetic assessment.
9.1. Conclusion
Assessing videos’ aesthetic automatically is not trivial due to sub-
jectivity related to humans’ likings. Database labeling, even being
manual can be ambiguous depending on the person who does it. This
is why carrying out this task automatically is even more difficult.
The three labeling types used in this project are not special as
they are obtained through metadata provided by YouTube, which do
not represent every single viewer’s perception. Based on the number
of views, this does not always imply that the video is appealing to
every user. The number of times users have pressed the like or dislike
buttons does not represent with accuracy de amount of users who
liked the video or not, because not all of them decided to press one
of these buttons. Because of this we will not have a ground-truth
fully in line with the perception of each person who has watched the
video.
The lack of a correctly labeled database also affects when deter-
mining the camera motion of all the different videos. As we do not
have a camera motion labeling on each different shot, it is difficult to
check the correct performance of the proposed estimation method.
Even though some of them are manually labeled, this is not enti-
rely reliable in ambiguous situations. This is why, despite of testing
the estimation in some of the videos, its efficiency on the remaining
database is unknown.
Together this might induce that the obtained results after ma-
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chine learning could not be correspondent to those which could be
logical from an audiovisual point of view. Although it seems obvious
that camera motion affects notably in video aesthetics, we do not get
a great influence from these descriptors when differentiating them
by their type of movement or direction. Despite this, we get more
positive results with descriptors related to modulus, angle and the
most present camera motion on the video. However, the percentage
of each type of camera motion, at frame or shot level, are less de-
terminant than the most present camera movement. After that, we
can deduce that motion direction and velocity along the video affect
the aesthetic appearance. However, having more or less presence of
a specific type of camera motion does not affect in the same way as
the general one, the most present.
9.2. Future work
Due to problems when establishing ground-truth about aesthetic
appearance, a possible improvement would be carrying out a super-
vised labeling by people who evaluate their perception gradually.
Despite of still having subjectivity problems, when having a gradual
evaluation it would be easier to get labels more consistent with each
user’s sentiment.
Through the utilization of sensors which measure involuntary res-
ponses of the evaluators, such as heart rate or cerebral activity, a
more reliable labeling could be done. Although there will still be
subjectivity in people’s likings, it would be a gradual and sincere
respond because it would be related to factors that are not cons-
ciously controllable.
Since fixed cameras have been detected by calculating the modu-
lus of optical flow vectors, this imply errors when detecting hand-
carried cameras. Sometimes this type of camera motion is so subtle
that is estimated as fixed as well. Due to this, it would be useful to
add software in the future that would be capable of differentiating
between these two types of camera motion since they have a strong
presence in the database. An approach could be segmenting each
frame, making possible to distinguish those regions which belong to
the background. This way, fixed cameras would be detected more re-
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liably, given that the vectors would be less than in the margins, and
the mean modulus threshold could be much more discriminative,
helping to discard hand-carried camera motion.
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