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GEOMETRIC CONSTRUCTION OF MODULAR FUNCTORS FROM
CONFORMAL FIELD THEORY
JØRGEN ELLEGAARD ANDERSEN AND KENJI UENO
Abstract. We give a geometric construct of a modular functor for any simple Lie-algebra and
any level by twisting the constructions in [16] and [19] by a certain fractional power of the abelian
theory first considered in [13] and further studied in [2].
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1. Introduction
This is the second paper in a series of three papers ([2] and [3]) in which we provide a geometric
construction of modular functors and topological quantum field theories from conformal field theory
building on the constructions in [16] and [19] and [13]. In this paper we provide the geometric
construction of a modular functor V gℓ for each simple Lie algebra g and a positive integer ℓ (the
level). In our third paper [3] in this series we give an explicit isomorphism of the modular functor
underlying the Reshetikhin-Turaev TQFT for Uq(sl(n)) and the one constructed in this paper for the
Lie algebra sl(n). This uses the Skein theory approach to the Reshetikhin-Turaev TQFT of Blanchet,
Habegger, Masbaum and Vogel [7], [8] and [6]. In particular we use Blanchet’s [6] constructions of the
Hecke-category and its associated modular tensor categories. This construction is really a generation
of the BHMV-construction of the Uq(sl2(C))-Reshetikhin-Turaev TQFT [8] to the Uq(sln(C))-case.
As a consequence of this, we construct a duality and a unitary structure on our modular functor in
the case of g = sl(n).
By a very general construction any modular functor with duality induces a topological quantum
field theory in dimension 2 + 1 by the work of Kontsevich [14] and Walker [20] and also Grove [11].
By applying this to the modular functor V gℓ , for g = sl(n), we get a TQFT for each ℓ. We also prove
in [3] that this TQFT is isomorphic to the Reshetikhin-Turaev TQFT for Uq(sl(n)) at level ℓ.
Let us now describe our construction. Fix a simple Lie algebra g and normalize the invariant
inner product on it by requiring the highest root to have length squared equal to 2. Let ℓ be a
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positive integer and consider the finite (label) set Pℓ of integrable highest weight representations at
level ℓ of the affine Lie algebra of g. By the usual highest weight vector representations, this finite
set Pℓ is naturally identified with a subset of the dominant integrable weights of g (see formula (6)).
The main idea is to construct a modular functor V gℓ by associating to each labeled marked surface
the space of vacua using the given labels for the Lie algebra g at level ℓ for some complex structure on
the marked surface, as defined in [16] [18] and [19]. In order to make this construction independent
of the complex structure it must be understood in terms of bundles with connections over the hole of
Teichmu¨ller space of the surface, relying on parallel transport to provide the required identifications
between the different spaces of vacua. The consistencies of these identifications translates to flatness
requirements on these connections. However, the sheaf of vacua construction in [16] and [19] gives
a bundles with a connections, which is only projectively flat, over Teichmu¨ller space of the surface.
By tensoring this bundle with a line bundle with a connection with the opposite curvature, we
get a flat bundle over Teichmu¨ller space and the vector space we associate to the labeled marked
surface is the vector space of covariant constant sections of this resulting bundle. This line bundle
is constructed as a fractional power of a certain rank 1 abelian sheaf of vacua, which we considered
in the first paper in this series [2] from the same point of view as [16] and [19]. The extraction of
this fractional power brings in central extensions of mapping classes as the natural morphisms on
which the resulting functor is defined.
The construction and properties of this flat bundle primarily rely on the complex algebraic con-
structions and results of [16] and [19] on the the sheaf of vacua construction yielding a conformal
field theory for each simple Lie algebra g and level ℓ. For the 1-dimensional correction theory, we
draw on the work [2], which in turn relies on [13].
The definition of the functor V gℓ requires only considerations of smooth families of Riemann
surfaces (with some extra structure which is specified in section 3) over smooth complex manifolds.
This is the setting for section 3 through to section 11. However, in order to define the glueing
isomorphism, which a modular functor is required to have, we need to discuss certain very simple
families of stable curves, which contains so call nodal curves. These are described and considered in
section 12 and in the Appendix to this paper.
The paper is organized as follows. In section 2 we give the axioms for a modular functor. We
introduce the notion of a marked surface, which is a closed smooth oriented surface, with a finite
subset of points with projective tangent vectors and a Lagrangian subspace of the first integer
homology of the surface. These form a category on which there is the operation of disjoint union
and the operation of orientation reversal. There is also the process of glueing on this category. If
we have a finite set, we can label the finite set of points on a marked surface by elements from this
finite label set and get the category of labeled marked surfaces. A modular functor based on some
finite label set, is a functor from the category of labeled marked surfaces to the category of finite
dimensional complex vector spaces, which takes the disjoint union operation to the tensor product
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operation and which takes the glueing process to a certain direct sum construction, such that some
compatibility holds, as described in details in Definition 2.11. A modular functor is said to be with
duality if further the operation of orientation reversal is taken to the operation of taking the dual
vector space.
In sections 3 to 6 we describe in detail how any simple Lie algebra and a level ℓ, via the sheaf of
vacua constructions in [19] yields a holomorphic vector bundles with a projectively flat connection
over Teichmu¨ller spaces of pointed surfaces equipped with symplectic basis of the first homology. In
sections 7 to 10 we describe in detail how the abelian sheaf of vacua constructions in [2] yields a
holomorphic line bundles with a projectively flat connection and a preferred non-vanishing section
over Teichmu¨ller spaces of pointed surfaces equipped with a symplectic basis of the first homology.
In section 11 we describe our global geometric construction of a modular functor for any simple
Lie algebra and a level ℓ. Theorem 11.1 and 11.2 summarizes the constructions from sections 3 to 10.
The preferred section of the abelian theory allows us to construct a certain fractional power of this
line bundle as stated in Theorem 11.3, which we tensor onto this holomorphic vector bundle, so as
to obtain a holomorphic vector bundle with a flat connection over Teichmu¨ller space. The modular
functor is then defined (Definition 11.3) by taking covariant constant sections of this flat bundle.
The section ends with the construction of the disjoint union isomorphism. The glueing isomorphism
is constructed in section 12, where we also prove the needed properties of glueing.
In section 13 we establish all the axioms of a modular functor is satisfied based on the main
results of the preceding sections.
We have included an Appendix, which recalls the nessessary definitions regarding nodal curves,
families of stable curves and the glueing construction.
2. The axioms for a modular functor
We shall in this section give the axioms for a modular functor. These are due to G. Segal and
appeared first in [15]. We present them here in a topological form, which is due to K. Walker [20].
See also [11]. We note that similar, but different, axioms for a modular functor are given in [17] and
in [5]. It is however not clear if these definitions of a modular functor is equivalent to ours.
Let us start by fixing a bit of notation. By a closed surface we mean a smooth real two dimensional
manifold. For a closed oriented surface Σ of genus g we have the non-degenerate skew-symmetric
intersection pairing
(·, ·) : H1(Σ,Z) ×H1(Σ,Z)→Z.
Suppose Σ is connected. In this case a Lagrangian subspace L ⊂ H1(Σ,Z) is by definition a
subspace, which is maximally isotropic with respect to the intersection pairing. - A Z-basis (~α, ~β) =
(α1, . . . , αg, β1, . . . βg) for H1(Σ,Z) is called a symplectic basis if
(αi, βj) = δij , (αi, αj) = (βi, βj) = 0,
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for all i, j = 1, . . . , g.
If Σ is not connected, then H1(Σ,Z) = ⊕iH1(Σi,Z), where Σi are the connected components of
Σ. By definition a Lagrangian subspace is in this paper a subspace of the form L = ⊕iLi, where
Li ⊂ H1(Σi,Z) is Lagrangian. Likewise a symplectic basis for H1(Σ,Z) is a Z-basis of the form
((~αi, ~βi)), where (~αi, ~βi) is a symplectic basis for H1(Σi,Z).
For any real vector space V , we define PV = (V − {0})/R+ .
Definition 2.1. A pointed surface (Σ, P ) is an oriented closed surface Σ with a finite set P ⊂ Σ
of points. A pointed surface is called stable if the Euler characteristic of each component of the
complement of the points P is negative. A pointed surface is called saturated if each component of
Σ contains at least one point from P .
Definition 2.2. A morphism of pointed surfaces f : (Σ1, P1)→(Σ2, P2) is an isotopy class of orien-
tation preserving diffeomorphisms which maps P1 to P2. Here the isotopy is required not to change
the induced map of the first order Jet at P1 to the first order Jet at P2.
Definition 2.3. A marked surface Σ = (Σ, P, V, L) is an oriented closed smooth surface Σ with
a finite subset P ⊂ Σ of points with projective tangent vectors V ∈ ⊔p∈PPTpΣ and a Lagrangian
subspace L ⊂ H1(Σ,Z).
Remark 2.1. The notions of stable and saturated marked surfaces are defined just like for pointed
surfaces.
Definition 2.4. A morphism f : Σ1 → Σ2 of marked surfaces Σi = (Σi, Pi, Vi, Li) is an isotopy
class of orientation preserving diffeomorphisms f : Σ1 → Σ2 that maps (P1, V1) to (P2, V2) together
with an integer s. Hence we write f = (f, s).
Remark 2.2. Any marked surface has an underlying pointed surface, but a morphism of marked
surfaces does not quit induce a morphism of pointed surfaces, since we only require that the isotopies
preserve the induced maps on the projective tangent spaces.
Let σ be Wall’s signature cocycle for triples of Lagrangian subspaces of H1(Σ,R) (See [21]).
Definition 2.5. Let f1 = (f1, s1) : Σ1 → Σ2 and f2 = (f2, s2) : Σ2 → Σ3 be morphisms of marked
surfaces Σi = (Σi, Pi, Vi, Li) then the composition of f1 and f2 is
f2f1 = (f2f1, s2 + s1 − σ((f2f1)∗L1, f2∗L2, L3)).
With the objects being marked surfaces and the morphism and their composition being defined
as in the above definition, we have constructed the category of marked surfaces.
The mapping class group Γ(Σ) of a marked surface Σ = (Σ, L) is the group of automorphisms of
Σ. One can prove that Γ(Σ) is a central extension of the mapping class group Γ(Σ) of the surface
Σ defined by the 2-cocycle c : Γ(Σ)→ Z, c(f1, f2) = σ((f1f2)∗L, f1∗L,L). One can also prove that
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this cocycle is equivalent to the cocycle obtained by considering two-framings on mapping cylinders
(see [4] and [1]).
Notice also that for any morphism (f, s) : Σ1 → Σ2, one can factor
(f, s) = ((Id, s′) : Σ2 → Σ2) ◦ (f, s− s′)
= (f, s− s′) ◦ ((Id, s′) : Σ1 → Σ1) .
In particular (Id, s) : Σ→ Σ is (Id, 1)s.
Definition 2.6. The operation of disjoint union of marked surfaces is
(Σ1, P1, V1, L1) ⊔ (Σ2, P2, V2, L2) = (Σ1 ⊔ Σ2, P1 ⊔ P2, V1 ⊔ V2, L1 ⊕ L2).
Morphisms on disjoint unions are accordingly (f1, s1) ⊔ (f2, s2) = (f1 ⊔ f2, s1 + s2).
We see that disjoint union is an operation on the category of marked surfaces.
Definition 2.7. Let Σ be a marked surface. We denote by −Σ the marked surface obtained from
Σ by the operation of reversal of the orientation. For a morphism f = (f, s) : Σ1 → Σ2 we let the
orientation reversed morphism be given by −f = (f,−s) : −Σ1 → −Σ2.
We also see that orientation reversal is an operation on the category of marked surfaces. Let us
now consider glueing of marked surfaces.
Let (Σ, {p−, p+} ⊔ P, {v−, v+} ⊔ V, L) be a marked surface, where we have selected an ordered
pair of marked points with projective tangent vectors ((p−, v−), (p+, v+)), at which we will perform
the glueing.
Let c : P (Tp−Σ)→P (Tp+Σ) be an orientation reversing projective linear isomorphism such that
c(v−) = v+. Such a c is called a glueing map for Σ. Let Σ˜ be the oriented surface with boundary
obtained from Σ by blowing up p− and p+, i.e.
Σ˜ = (Σ− {p−, p+}) ⊔ P (Tp−Σ) ⊔ P (Tp+Σ),
with the natural smooth structure induced from Σ. Let now Σc be the closed oriented surface
obtained from Σ˜ by using c to glue the boundary components of Σ˜. We call Σc the glueing of Σ at
the ordered pair ((p−, v−), (p+, v+)) with respect to c.
Let now Σ′ be the topological space obtained from Σ by identifying p− and p+. We then have
natural continuous maps q : Σc→Σ′ and n : Σ→Σ′. On the first homology group n induces an
injection and q a surjection, so we can define a Lagrangian subspace Lc ⊂ H1(Σc,Z) by Lc =
q−1∗ (n∗(L)). We note that the image of P (Tp−Σ) (with the orientation induced from Σ˜) induces
naturally an element in H1(Σc,Z) and as such it is contained in Lc.
Remark 2.3. If we have two glueing maps ci : P (Tp−Σ)→P (Tp+Σ), i = 1, 2, we note that there is
a diffeomorphism f of Σ inducing the identity on (p−, v−)⊔ (p+, v+)⊔ (P, V ) which is isotopic to the
identity among such maps, such that (dfp+)
−1c2dfp− = c1. In particular f induces a diffeomorphism
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f : Σc1 →Σc2 compatible with f : Σ→Σ, which maps Lc1 to Lc2. Any two such diffeomorphisms of
Σ induces isotopic diffeomorphisms from Σ1 to Σ2.
Definition 2.8. Let Σ = (Σ, {p−, p+} ⊔ P, {v−, v+} ⊔ V, L) be a marked surface. Let
c : P (Tp−Σ)→P (Tp+Σ)
be a glueing map and Σc the glueing of Σ at the ordered pair ((p−, v−), (p+, v+)) with respect to
c. Let Lc ⊂ H1(Σc,Z) be the Lagrangian subspace constructed above from L. Then the marked
surface Σc = (Σc, P, V, Lc) is defined to be the glueing of Σ at the ordered pair ((p−, v−), (p+, v+))
with respect to c.
We observe that glueing also extends to morphisms of marked surfaces which preserves the ordered
pair ((p−, v−), (p+, v+)), by using glueing maps which are compatible with the morphism in question.
We can now give the axioms for a 2 dimensional modular functor.
Definition 2.9. A label set Λ is a finite set furnished with an involution λ 7→ λˆ and a trivial element
1 such that 1ˆ = 1.
Definition 2.10. Let Λ be a label set. The category of Λ-labeled marked surfaces consists of marked
surfaces with an element of Λ assigned to each of the marked point and morphisms of labeled marked
surfaces are required to preserve the labelings. An assignment of elements of Λ to the marked points
of Σ is called a labeling of Σ and we denote the labeled marked surface by (Σ, λ), where λ is the
labeling.
We define a labeled pointed surface similarly.
Remark 2.4. The operation of disjoint union clearly extends to labeled marked surfaces. When we
extend the operation of orientation reversal to labeled marked surfaces, we also apply the involution
·ˆ to all the labels.
Definition 2.11. A modular functor based on the label set Λ is a functor V from the category of
labeled marked surfaces to the category of finite dimensional complex vector spaces satisfying the
axioms MF1 to MF5 below.
MF1. Disjoint union axiom: The operation of disjoint union of labeled marked surfaces is taken to
the operation of tensor product, i.e. for any pair of labeled marked surfaces there is an isomorphism
V ((Σ1, λ1) ⊔ (Σ2, λ2))) ∼= V (Σ1, λ1)⊗ V (Σ2, λ2).
The identification is associative.
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MF2. Glueing axiom: Let Σ and Σc be marked surfaces such that Σc is obtained from Σ by glueing
at an ordered pair of points and projective tangent vectors with respect to a glueing map c. Then
there is an isomorphism
V (Σc, λ) ∼=
⊕
µ∈Λ
V (Σ, µ, µˆ, λ),
which is associative, compatible with glueing of morphisms, disjoint unions and it is independent of
the choice of the glueing map in the obvious way (see remark 2.3).
MF3. Empty surface axiom: Let ∅ denote the empty labeled marked surface. Then
dimV (∅) = 1.
MF4. Once punctured sphere axiom: Let Σ = (S2, {p}, {v}, 0) be a marked sphere with one marked
point. Then
dimV (Σ, λ) =
{
1, λ = 1
0, λ 6= 1.
MF5. Twice punctured sphere axiom: Let Σ = (S2, {p1, p2}, {v1, v2}, {0}) be a marked sphere with
two marked points. Then
dimV (Σ, (λ, µ)) =
{
1, λ = µˆ
0, λ 6= µˆ.
In addition to the above axioms one may has extra properties, namely
MF-D. Orientation reversal axiom: The operation of orientation reversal of labeled marked surfaces
is taken to the operation of taking the dual vector space, i.e for any labeled marked surface (Σ, λ)
there is a pairing
〈·, ·〉 : V (Σ, λ)⊗ V (−Σ, λˆ)→C,
compatible with disjoint unions, glueings and orientation reversals (in the sense that the induced
isomorphisms V (Σ, λ) ∼= V (−Σ, λˆ)∗ and V (−Σ, λˆ) ∼= V (Σ, λ)∗ are adjoints).
and
MF-U. Unitarity axiom Every vector space V (Σ, λ) is furnished with a hermitian inner product
(·, ·) : V (Σ, λ) ⊗ V (Σ, λ)→ C
so that morphisms induces unitary transformation. The hermitian structure must be compatible
with disjoint union and glueing. If we have the orientation reversal property, then compatibility
GEOMETRIC CONSTRUCTION OF MODULAR FUNCTORS 9
with the unitary structure means that we have a commutative diagrams
V (Σ, λ) −−−−→
∼=
V (−Σ, λˆ)∗y∼= ∼=y
V (Σ, λ)∗
∼=−−−−→ V (−Σ, λˆ),
where the vertical identifications come from the hermitian structure and the horizontal from the
duality.
The rest of the paper is concerned with the detailed geometric construction of modular functors
using conformal field theory. However, we shall assume the reader is familiar with [19] and [2] and
freely use the notations of these two papers in this paper.
3. Teichmu¨ller space and families of pointed Riemann Surfaces with formal
neighbourhoods
Let us first review some basic Teichmu¨ller theory. Let Σ be a closed oriented smooth surface and
let P be finite set of points on Σ.
Definition 3.1. A marked Riemann surface C is a Riemann surface C with a finite set of marked
points Q and non-zero tangent vectors W ∈ TQC =
⊔
q∈Q TqC.
Definition 3.2. A morphism between marked Riemann surface is a biholomorphism of the under-
lying Riemann surface which induces a bijection between the two sets of marked points and tangent
vectors at the marked points.
The notions of stable and saturated is defined just like for pointed surfaces.
Definition 3.3. A complex structure on (Σ, P ) is a marked Riemann surfaceC = (C,Q,W ) together
with an orientation preserving diffeomorphism φ : Σ→C mapping the points P onto the points
Q. Two such complex structures φj : (Σ, P )→Cj = (Cj , Qj ,Wj) are equivalent if there exists a
morphism of marked Riemann surfaces
Φ : C1→C2
such that φ−12 Φφ1 : (Σ, P )→(Σ, P ) is isotopic to the identity through maps inducing the identity
on the first order neighbourhood of P .
We shall often in our notation suppress the diffeomorphism, when we denote a complex structure
on a surface.
Definition 3.4. The Teichmu¨ller space T(Σ,P ) of the pointed surface (Σ, P ) is by definition the set
of equivalence classes of complex structures on (Σ, P ).
We note there is a natural projection map from T(Σ,P ) to TPΣ = ⊔p∈PTpΣ, which we call πP .
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Theorem 3.1 (Bers). There is a natural structure of a finite dimensional complex analytic manifold
on Teichmu¨ller space T(Σ,P ). Associated to any morphism of pointed surfaces f : (Σ1, P1)→(Σ2, P2)
there is a biholomorphism f∗ : T(Σ1,P1)→T(Σ2,P2) which is induced by mapping a complex structure
C = (C,Q,W ), φ : Σ1→C to φ ◦ f−1 : Σ2→C. Moreover, compositions of morphisms go to
compositions of induced biholomorphisms.
There is an action of RP+ on T(Σ,P ) given by scaling the tangent vectors. This action is free and
the quotient T (r)(Σ,P ) = T(Σ,P ) /RP+ is a smooth manifold, which we call the reduced Teichmu¨ller
space of the pointed surface (Σ, P ). Moreover the projection map πP descend to a smooth projection
map from T (r)(Σ,P ) to ⊔p∈PP (TpΣ), which we denote π(r)P . We denote the fiber of this map over
V ∈ ⊔p∈PP (TpΣ) by T(Σ,P,V ). Teichmu¨ller space of a marked surfaceΣ = (Σ, P, V, L) is by definition
TΣ = T(Σ,P,V ), which we call the Teichmu¨ller space of the marked surface. Morphisms of marked
surfaces induce diffeomorphism of the corresponding Teichmu¨ller spaces of marked surfaces, which of
course also behaves well under composition. We observe that the self-morphism (Id, s) of a marked
surface acts trivially on the associated Teichmu¨ller space for all integers s. General Teichmu¨ller
theory implies that
Theorem 3.2. The Teichmu¨ller space TΣ of any marked surface Σ is contractible.
Now let us recall the definition of a formal neighbourhood of a point on a Riemann surface.
Definition 3.5. Let C be a Riemann surface and q a point on C. Let OC,q be the stalk of OC at
q and let mq the maximal ideal in OC,q. We note that mnq , n = 0, 1, 2, . . ., gives a filtration of OC,q.
A formal n’th-order neighbourhood at q is a filtration preserving isomorphism
OC,q/mn+1q ∼= C[[ξ]]/(ξn+1).
Let OˆC,q = limn→∞OC,q/mnq be the completion of OC,q with respect to the filtration. A formal
neighbourhood (or formal coordinate) at q is a filtration preserving isomorphism
η : OˆC,q ∼= C[[ξ]].
We note that we have a canonical isomorphism
OC,q/m2q ≃ C⊕T ∗q C,
f 7→ (f(q), dfq).
Hence a formal 1’st order neighbourhood induces and is determined by an isomorphism of T ∗q C
with C. Hence a formal 1’st order neighbourhood determines and is determined by a non-zero vector
in T ∗q C, specified by the property that it maps to 1 ∈ C or equivalently a vector in TqC pairing to
unity with this vector.
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Definition 3.6. A pointed Riemann surface with formal neighbourhoods
X = (C; q1, . . . , qN ; η1, . . . , ηN )
is the following data: A Riemann surface C, an ordered N -tuple of N distinct points (q1, . . . , qN )
on C together with formal neighbourhoods
ηj : OˆC,qj ∼= C[[ξj ]]
for j = 1, . . . , N .
We remark that a pointed Riemann surface with formal neighbourhoods is an ”N -pointed smooth
curve with formal neighbourhoods” in the sense of Definition 1.1.3. of [19].
Definition 3.7. For a pointed Riemann surface with formal neighbourhoods X, we denote by
c(X) the underlying marked Riemann surface. For a labeled pointed Riemann surface with formal
neighbourhoods (X, ~λ), we denote by c(X, ~λ) = (c(X), λ) the underlying labeled marked Riemann
surface. Here λ denotes the labeling of the marked points of c(X) induced by ~λ.
Definition 3.8. A family of pointed Riemann Surfaces with formal neighbourhoods
F = (π : C → B;~s; ~η)
is the following date:
• Connected complex manifolds C and B, such that dimC C = dimC B + 1.
• A holomorphic submersion π : C →B.
• Holomorphic sections sj , j = 1, . . . , N of π.
• Filtered OB-algebra isomorphisms
ηj : Ô/sj = lim←−
n→∞
OY /Inj ≃ OB[[ξ]],
where Ij is the defining ideal of sj(B) in C, j = 1, . . . , N .
Note that a family of pointed Riemann Surfaces with formal neighbourhoods is a ”Family of
N -pointed smooth curves with formal neighbourhoods” as in Definition 1.2.1 in [19]. See also the
Appendix at the end of this paper.
Let Σ be a closed oriented smooth surface and let P be finite set of N marked points on Σ, i.e.
(Σ, P ) is a pointed surface.
For a connected smooth complex manifold B let Y = Σ× B.
Let F = (π : C → B;~s; ~η) be a family of pointed Riemann surfaces with formal neighbourhoods
and assume we have a smooth fiber preserving diffeomorphism ΦF from Y to C taking the marked
points to the sections ~s and inducing the identity on B. This data induces a unique holomorphic
map ΨF from B to the Teichmu¨ller space T(Σ,P ) of the surface (Σ, P ) by the universal property of
Teichmu¨ller space.
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Definition 3.9. The pair (F,ΦF) is called a family of pointed Riemann surfaces with formal neigh-
bourhoods on (Σ, P ). If P ′ ⊂ P is a strict subset, we say that (F,ΦF) is called a family of pointed
Riemann surfaces with formal neighbourhoods over (Σ, P ′).
Often we will suppress ΦF in our notation and just write F is a family of pointed Riemann surfaces
with formal neighbourhoods on (Σ, P ).
Definition 3.10. If a family F = (π : C → B;~s; ~η) of pointed Riemann surfaces with formal
neighbourhoods on (Σ, P ), as above, has the properties, that the base B is biholomorphic to an open
ball and that the induced map ΨF is a biholomorphism onto an open subset of Teichmu¨ller space
T(Σ,P ) then the family is said to be good.
Note that if a family of pointed Riemann surfaces with formal neighbourhoods on (Σ, P ) is versal
around some point b ∈ B, in the sense of Definition 1.2.2 in [19], then there is a open ball around b
in B, such that the restriction of the family to this neighbourhood is good.
Proposition 3.1. For a stable and saturated pointed surface (Σ, P ) the Teichmu¨ller space T(Σ,P )
can be covered by images of such good families.
This follows from Theorem 1.2.9 in [19].
Suppose now that we have two stable and saturated families Fi, i = 1, 2 with the property
that they have the same image ΨF1(B1) = ΨF2(B2) in Teichmu¨ller space T(Σ,P ) and that F2 is
a good family.
Proposition 3.2. For such a pair of families there exists a unique fiber preserving biholomorphism
Φ : C1→C2 covering Ψ−1F2 ΨF1 such that Φ−1F2 ΦΦF1 : (Y, P )→(Y, P ) is isotopic to Ψ−1F2 ΨF1×Id through
such fiber preserving maps inducing the identity on the first order neighbourhood of P .
This follows from uniqueness of the Φ in Definition 3.3.
We note that there is some permutation S of {1, . . . , N} such that (SΦ∗(~η2))(1) = (~η1)(1), i.e.
SΦ∗(~η2) induce the same first order formal neighbourhoods as ~η1 does.
Suppose now f is an orientation preserving diffeomorphism from (Σ1, P1) to (Σ2, P2). Let F1 be
a family of pointed Riemann surfaces with formal neighbourhoods of (Σ1, P1). By composing ΦF1
with f−1× Id we get a family of pointed Riemann surfaces with formal neighbourhoods of (Σ2, P2).
We note that ΨF2 = f
∗ ◦ ΨF1 , where f∗ is the induced map between the Teichmu¨ller spaces. This
operation on families clearly behaves well under compositions of diffeomorphisms.
4. The space of vacua associated to a labeled marked Riemann Surface
4.1. Affine Lie algebras and integrable highest weight modules. In this section we recall
the basic facts about integrable highest weight representations of affine Lie algebras. For the details
GEOMETRIC CONSTRUCTION OF MODULAR FUNCTORS 13
of integrable highest weight representations of affine Lie algebras we refer the reader to Kac’s book
[Ka].
Let g be a simple Lie algebra over the complex numbers C, which we fix throughout the paper.
Let h be its Cartan subalgebra. By ∆ we denote the root system of (g, h). We have the root space
decomposition
g = h⊕
∑
α∈∆
gα.
Let h∗
R
be the linear span of ∆ over R. Fix a choice of positive roots ∆+.
Let ( , ) be a constant multiple of the Cartan-Killing form of the simple Lie algebra g. For
each element of λ ∈ h, there exists a unique element Hλ ∈ h∗ such that
λ(H) = (Hλ, H)
for all H ∈ h. For α ∈ ∆, Hα is called the root vector corresponding to the root α.
On h∗ we introduce an inner product by
(1) (λ, µ) = (Hλ, Hµ).
Let us normalize the inner product ( , ) by requiring that θ, the highest (or longest) root, has
length squared
(2) (θ, θ) = 2.
Let Vλ be the irreducible left g-module of highest weight λ. It is well-known that a finite dimen-
sional irreducible left g-module is a highest weight module and two irreducible left g-modules are
isomorphic if and only if they have the same highest weight. A weight λ ∈ h∗
R
is called an integral
weight, if
2(λ, α)/(α, α) ∈ Z
for any α ∈ ∆. A weight λ ∈ h∗
R
is called a dominant weight, if
w(λ) ≤ λ
for any element w of the Weyl group W of g. By P+ we denote the set of dominant integral weights
of g. A weight λ is the highest weight of an irreducible left g-module if and only if λ ∈ P+.
Let w be longest element of W . Then we define an involution † on P+ by
(3) λ† = −w(λ).
One has that the opposite of dual of the left-g-module Vλ is isomorphic to left-g-module Vλ† , meaning
there exists a non-degenerate g-invariant perfect pairing
( , ) : Vλ ⊗ Vλ†→C.
As mentioned in the introduction, we will need to fix |0〉 ∈ V0 \ {0} and
|0λ,λ†〉 ∈ (Vλ ⊗ Vλ†)g \ {0},
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where we put |0λλ†〉 = |0〉 ⊗ |0〉 for λ = 0 . Fixing such a vector is of course equivalent to fixing the
above mentioned pairing.
By C[[ξ]] and C((ξ)) we mean the ring of formal power series in ξ and the field of formal Laurent
power series in ξ, respectively.
Definition 4.1. The affine Lie algebra ĝ over C((ξ)) associated with g is defined to be
ĝ = g⊗C((ξ))⊕Cc
where c is an element of the center of ĝ and the Lie algebra structure is given by
[X ⊗ f(ξ), Y ⊗ g(ξ)] = [X,Y ]⊗ f(ξ)g(ξ) + c · (X,Y )Res
ξ=0
(g(ξ)df(ξ))
for
X, Y ∈ g, f(ξ), g(ξ) ∈ C((ξ)).
Put
(4) ĝ+ = g⊗C[[ξ]]ξ, ĝ− = g⊗C[ξ−1]ξ−1.
We regard ĝ+ and ĝ− as Lie subalgebras of ĝ. We have a decomposition
(5) ĝ = ĝ+ ⊕ g⊕Cc⊕ ĝ−.
Let us fix a positive integer ℓ (called the level) and put
(6) Pℓ = {λ ∈ P+ | 0 ≤ (θ, λ) ≤ ℓ }.
For all levels ℓ we observe that † takes Pℓ to it self.
For each element λ ∈ Pℓ we shall define the Verma module Mλ as follows. Put
p̂+ := ĝ+ ⊕ g⊕C · c.
Then p̂+ is a Lie subalgebra of ĝ. Let Vλ is the irreducible left g-module of highest weight λ. The
action of p̂+ on Vλ is defined as
cv = ℓv for all v ∈ Vλ
av = 0 for all a ∈ ĝ+ and v ∈ Vλ
Put
(7) Mλ := U(ĝ)⊗bp+ Vλ.
Then Mλ is a left ĝ-module and is called a Verma module. The Verma module Mλ is not
irreducible and contains the maximal proper submodule Jλ. The quotient module Hλ := Mλ/Jλ
has the following properties.
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Theorem 4.1. For each λ ∈ Pℓ, the left ĝ-module Hλ is the unique left ĝ-module (called the
integrable highest weight ĝ-module) satisfying the following properties.
• Vλ = { |v〉 ∈ Hλ | ĝ+|v〉 = 0 } is the irreducible left g-module with highest weight λ.
• The central element c acts on Hλ as ℓ · id.
• Hλ is generated by Vλ over ĝ− with only one relation
(8) (Xθ ⊗ ξ−1)ℓ−(θ,λ)+1|λ〉 = 0
where Xθ ∈ g is the element corresponding to the maximal root θ and |λ〉 ∈ Vλ is a highest
weight vector.
The theorem says that the maximal proper submodule Jλ is given by
(9) Jλ = U(p̂−)|Jλ〉
where we put
(10) |Jλ〉 = (Xθ ⊗ ξ−1)ℓ−(θ,λ)+1|λ〉.
For the details see (10.4.6) in [12].
Similarly we have the integrable lowest weight right ĝ-module H†λ which will be discussed below.
4.2. The Segal-Sugawara construction. We use the following notation
X(n) = X ⊗ ξn, X ∈ g
X(z) =
∑
n∈Z
X(n)z−n−1
where z is a variable. The normal ordering ◦◦ ◦◦ is defined by
◦◦X(n)Y (m) ◦◦ =

X(n)Y (m), n < m,
1
2 (X(n)Y (m) + Y (m)X(n)) n = m,
Y (m)X(n) n > m.
Note that, if n > m and X = Y , we have
(11) ◦◦X(n)X(m) ◦◦ = X(n)X(m)− nδn+m,0(X,X) · c.
Definition 4.2. The energy-momentum tensor T (z) of level ℓ is defined by
T (z) =
1
2(g∗ + ℓ)
dimg∑
a=1
◦◦Ja(z)Ja(z) ◦◦
where {J1, J2, . . . , Jdimg} is an orthonormal basis of g with respect to the Cartan-Killing form
( , ) and g∗ is the dual Coxeter number of g.
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Put
(12) Ln =
1
2(g∗ + ℓ)
∑
m∈Z
dimg∑
a=1
◦◦ Ja(m)Ja(n−m) ◦◦ .
Then we have the expansion
T (z) =
∑
n∈Z
Lnz
−n−2.
The operator Ln is called the n’th Virasoro operator and it acts on Hλ.
For X ∈ g, f = f(z) ∈ C((z)) and ℓ = ℓ(z) d
dz
∈ C((z)) d
dz
we use the following notation.
X [f ] = Res
z=0
(X(z)f(z)dz)
T [ℓ] = Res
z=0
(T (z)ℓ(z)dz).
In particular, we have that
(13) L0 = T [ξ
d
dξ
].
To define a filtration {F•} on Hλ, we first define the subspace Hλ(d) of Hλ for a non-negative
integer d by
(14) Hλ(d) = { |v〉 ∈ Hλ | L0|v〉 = (d+∆λ)|v〉 }
where
(15) ∆λ =
(λ, λ) + 2(λ, ρ)
2(g∗ + ℓ)
, ρ =
1
2
∑
α∈∆+
α.
The subspaces Hλ(d) are finite dimensional vector space and one has that
Hλ =
∞⊕
d=0
Hλ(d).
Now we define the filtration {FpHλ} by
(16) FpHλ =
p∑
d=0
Hλ(d).
Put
(17) H†λ(d) = HomC(Hλ(d),C).
Then the dual space H†λ of Hλ is defined to be
(18) H†λ = HomC(Hλ,C) =
∞∏
d=0
H†λ(d).
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By our definition H†λ is a right ĝ-module. A decreasing filtration {F pH†λ} is defined by
(19) F pH†λ =
∏
d≥p
H†λ(d).
There is a unique canonical perfect bilinear pairing
(20) 〈 | 〉 : H†λ ×Hλ −→ C,
given on V †λ ⊗ Vλ by evaluation and which satisfies the following equality for each a ∈ ĝ.
〈u|av〉 = 〈ua|v〉, for all 〈u| ∈ H†λ and |v〉 ∈ Hλ .
Put
V †λ = { 〈v| ∈ H†λ | 〈v|ĝ− = 0 }.
It is easy to show that V †λ = H†λ(0) and V †λ is the irreducible right g-module with lowest weight λ.
The integrable highest weight right ĝ-module with lowest weight λ is generated by V †λ over ĝ+ with
only one relation
〈λ|(X−θ ⊗ ξ)ℓ−(θ,λ)+1 = 0.
Now let us introduce the left g-module structure on H†λ by
X(n)〈Φ| := −〈Φ|X(−n).
It is easy to check that this indeed defines the left g-module structure on H†λ.
Now we give the relationship of the left g-module H†λ and Hλ† .
Lemma 4.1. There exists a unique canonical bilinear pairing
( | ) : Hλ ×Hλ† → C
such that we have
(X(n)u|v) + (u|X(−n)v) = 0
for any X ∈ g, n ∈ Z, |u〉 ∈ Hλ, |v〉 ∈ Hλ† , the pairing is zero on Hλ(d)×Hλ†(d′), if d 6= d′ and it
evaluates to 1 on |0λ,λ†〉.
Corollary 4.1. This pairing induces a canonical left g-module isomorphism
H†λ ≃ Ĥλ†
where Ĥλ† is the completion of Hλ† with respect to the filtration {Fp}.
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4.3. The space of vacua.
Definition 4.3. The Lie algebra ĝN is defined as
ĝN =
N⊕
j=1
g⊗C C((ξj))⊕ Cc
with the following commutation relations.
(21) [(Xj ⊗ fj), (Yj ⊗ gj)] = ([Xj , Yj ]⊗ fjgj) + c
N∑
j=1
(Xj , Yj) Res
ξj=0
(gjdfj)
where (aj) means (a1, a2, . . . , aN ) and c belongs to the center of ĝN .
Let X = (C; q1, q2, . . . , qN ; η1, η2, . . . , ηN ) be a pointed saturated Riemann Surface with formal
neighbourhoods and define
(22) ĝ(X) = g⊗C H0(C,OC(∗
N∑
j=1
qj)).
We have the natural embedding
t = ⊕ti : H0(C,OC(∗
N∑
j=1
qj)) →֒
N⊕
j=1
C((ξj))
given by Laurent expansion using the formal neighbourhoods. In the following we often regard
H0(C,OC(∗
∑N
j=1 qj)) as a subspace of
N⊕
j=1
C((ξj)). One has by lemma 1.1.15 in [19], that ĝ(X) is a
Lie subalgebra of ĝN .
Let us fix a non-negative integer ℓ. For each ~λ = (λ1, . . . , λN ) ∈ (Pℓ)N , the left ĝN -module H~λ
and a right ĝN -module H†~λ are defined by
H~λ = Hλ1 ⊗C · · · ⊗C HλN
H†~λ = H
†
λ1
⊗̂C · · · ⊗̂CH†λN .
The hats over the tensor product means that the algebraic tensor product has been completed with
respect to the induced filtration.
For each element Xj ∈ g, f(ξj) ∈ C((ξj)), the action ρj of Xj [fj ] on H~λ is given by
(23) ρj(Xj [fj])|v1 ⊗ · · · ⊗ vN 〉 = |v1 ⊗ · · · ⊗ vj−1 ⊗ (Xj [fj ])vj ⊗ vj+1 ⊗ · · · vN 〉
where |v1 ⊗ · · · ⊗ vN 〉 means |v1〉 ⊗ · · · ⊗ |vN 〉, |vj〉 ∈ Hλj . The left ĝN -action is given by
(24) (X1 ⊗ f1, . . . , XN ⊗ fN)|v1 ⊗ · · · vN 〉 =
N∑
j=1
ρj(Xj [fj ])|v1 ⊗ · · · vN 〉.
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Similarly, the right ĝN -action on H†~λ is defined by
(25) 〈u1 ⊗ · · ·uN |(X1 ⊗ f1, . . . , XN ⊗ fN ) =
N∑
j=1
〈u1 ⊗ · · ·uN |ρj(Xj [fj ]).
As a Lie subalgebra, ĝ(X) operates on H~λ and H†~λ as
(26) (X ⊗ f)|v1 ⊗ · · · ⊗ vN 〉 =
N∑
j=1
ρj(X ⊗ tj(f))|v1 ⊗ · · · vN 〉
and as
(27) 〈u1 ⊗ · · · ⊗ uN |(X ⊗ f) =
N∑
j=1
〈u1 ⊗ · · · ⊗ uN |ρj(X ⊗ tj(f)).
The pairing 〈 | 〉 introduced in 18 induces a perfect bilinear pairing
(28) 〈 | 〉 : H†~λ ×H~λ → C
given by
(〈u1 ⊗ . . .⊗ uN |, |v1 ⊗ . . .⊗ uN 〉)→ 〈u1|v1〉〈u2|v2〉 · · · 〈uN |vN 〉
which is ĝN -invariant:
〈Ψ(Xj ⊗ fj)|Φ〉 = 〈Ψ|(Xj ⊗ fj)Φ〉.
Now we are ready to define the space of vacua attached to X.
Definition 4.4. Assume that X is saturated. Put
(29) V~λ(X) = H~λ/ĝ(X)H~λ.
The vector space V~λ(X) is called the space of covacua attached to X. The space of vacua attached
to X is defined as
(30) V†~λ(X) = HomC(V~λ(X),C).
One gets that
(31) V†~λ(X) = { 〈Ψ| ∈ H
†
~λ
|〈Ψ| ĝ(X) = 0 }.
Moreover, the pairing (28) induces a perfect pairing
(32) 〈 | 〉 : V†~λ(X)× V~λ(X)→ C.
The following theorem is proved in [19].
Theorem 4.2. The vector spaces V~λ(X) and V†~λ(X) are finite-dimensional.
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4.4. Propagation of vacua. For a pointed Riemann Surface with formal neighbourhoods X =
(C; q1, . . . , qN ; η1, . . . , ηN ) let qN+1 be a point on C \{q1, . . . , qN} and ηN+1 a formal neighbourhood
of C at qN+1. Put
X˜ = (C; q1, . . . , qN , qN+1; η1, . . . , ηN , ηN+1).
Since there is a canonical inclusion
H~λ −→ H~λ ⊗H0
|v〉 −→ |v〉 ⊗ |0〉
we have a canonical surjection
ι̂∗ : H†~λ⊗̂H
†
0 −→ H†~λ .
Theorem 4.3. The canonical surjection ι̂∗ induces a canonical Propagation of vacua isomorphism
PeX,X : V†~λ,0(X˜)→V
†
~λ
(X).
4.5. Change of formal neighbourhoods. We let D be the automorphism group AutC((ξ)) of
the field C((ξ)) of formal Laurent series as a C-algebra. There is a natural isomorphism
D ≃ {
∞∑
n=0
anξ
n+1 | a0 6= 0 }
h 7→ h(ξ)
where the composition h ◦ g of h, g ∈ D corresponds to the formal power series h(g(ξ)).
Put
Dp = { h ∈ D | h(ξ) = ξ + apξp+1 + · · · }
for a positive integer p. Then we have a filtration
D = D0 ⊃ D1 ⊃ D2 ⊃ . . .
Also let
d = C[[ξ]]ξ
d
dξ
dp = C[[ξ]]ξp+1
d
dξ
p = 0, 1, 2, . . .
Then, we have a filtration
d = d0 ⊃ d1 ⊃ d2 ⊃ · · ·
For any l ∈ d and f(ξ) ∈ C[[ξ]] define exp(l)(f(ξ)) by
exp(l)(f(ξ)) =
∞∑
k=0
1
k!
(lkf(ξ)).
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Set
D0+ = { h ∈ D | h(ξ) = aξ + a1ξ2 + · · · , a > 0 }
d0+ = { l(ξ)
d
dξ
| l(ξ) = αξ + α1ξ2 + · · · , α ∈ R }
Then, we have the following result.
Lemma 4.2. The exponential map
exp : d → D
l 7→ exp(l)
is surjective. Moreover, the exponential map induces an isomorphism
exp : d0+ ≃ D0+.
Since, for any integer n, we have
exp(2πn
√−1ξ d
dξ
) = id,
the exponential mapping is not injective on d.
For any element l ∈ D0+ we define exp(T [l]) by
exp(T [l]) =
∞∑
k=0
1
k!
T [l]k.
Then, exp(T [l]) operates on Hλ from the left and on H†λ from the right.
By Lemma 4.2, for any automorphism h ∈ D0+, there exist a unique l ∈ d0+ with exp(l) = h. Now
for h ∈ D0+ define the operator G[h] by
G[h] = exp(−T [l])
where exp(l) = h. Then, G[h] operates on Hλ from the left and on H†λ from the right. Then the
following important theorems hold.
Theorem 4.4 ([19, Theorem 3.2.4]). For any h ∈ D0+, f(ξ)dξ ∈ C((ξ))dξ, g(ξ) ∈ C((ξ)) and
l = l(ξ) ddξ ∈ C((ξ)) ddξ , we have the following equalities as operators on F and F†.
(1) G[h](ψ[f(ξ)dξ])G[h]−1 = ψ[h∗(f(ξ)dξ)] = ψ[f(h(ξ))h′(ξ)dξ]
(2) G[h](ψ[g(ξ)])G[h]−1 = ψ[h∗(g(ξ))] = ψ[g(h(ξ))]
(3) G[h1 ◦ h2] = G[h1]G[h2]
(4) G[h]T [l]G[h]−1 = T [ad(h)(l)] +
1
6
Res
ξ=0
({h(ξ); ξ}l(ξ)dξ).
where {f(ξ); ξ} is the Schwarzian derivative.
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Theorem 4.5 ([19, Theorem 3.2.5]). For any hj ∈ D0+, j = 1, 2, . . . , N and a pointed Riemann
surface with formal neighbourhoods
X = (C; q1, q2, . . . , qN ; ξ1, ξ2, . . . , ξN )
put
X(h) = (C; q1, q2, . . . , qN ;h1(ξ1), h2(ξ2), . . . , hN (ξN )).
Then, the isomorphism G[h1]⊗̂ · · · ⊗̂G[hN ]
H†~λ → H
†
~λ
〈φ1⊗̂ · · · ⊗̂φN | 7→ 〈φ1G[h1]⊗̂ · · · ⊗̂φNG[hN ]|
induces the canonical isomorphism
G[~h] = G[h1]⊗̂ · · · ⊗̂G[hN ] : V†~λ(X)→ V
†
~λ
(X(h))
Let X = (C; ~Q; ~η) be a Riemann surface with formal neighbourhoods and let qN+1 be a further
point on the curve C and ηN+1 a formal neighbourhood of C at qN+1. Put
~˜
Q = (q1, . . . , qN , qN+1)
and ~˜η = (η1, . . . , ηN , ηN+1). Let
X˜ = (C;
~˜
Q; ~˜η).
We have the canonical isomorphism PeX,X from V†~λ,0(X˜) to V
†
~λ
(X) as given in Theorem 4.3. Suppose
now ~ξ is another formal neighbourhood at ~Q and that ξN+1 is a formal neighbourhood at qN+1.
Let then
~˜
ξ = (ξ, ξN+1), X
′ = (C; ~Q; ~ξ) and X˜ = (C;
~˜
Q;
~˜
ξ). Let ~h be the formal coordinate change
~ξ = ~h(~η) and ~˜h the formal coordinate change
~˜
ξ =
~˜
h(~˜η). Assume now c(X, ~λ) = c(X′, ~λ) and
c(X˜, ~λ, 0) = c(X˜′, ~λ, 0). Then hj ∈ Dpj , pj ≥ 1 and h˜j ∈ Depj , p˜j ≥ 1. We then get the following
diagram:
(33)
V†~λ,0(X˜)
PeX,X−−−−→ V†~λ(X)
G[~h]
y yG[~eh]
V†~λ,0(X˜
′)
PeX′,X′−−−−→ V†~λ(X
′)
Proposition 4.1. The diagram (33) is commutative.
Proof. A simple explicit calculation shows that
Lk|0〉 = 0
if k > 0 and
L0|0〉 = ∆0|0〉.
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But by (15) ∆0 = 0. From this we immediately get that
G[h˜N+1]|0〉 = |0〉,
which by the very construction of the propagation of vacua isomorphism makes the above diagram
commute.

4.6. The definition of the space of vacua associated to a labeled marked Riemann surface.
Let C = (C,Q,W ) be a pointed Riemann surface and let λ be a labeling of C. We shall now define
the space of vacua attached to the pair (C, λ). We do this by providing canonical isomorphisms
between the spaces of vacua associated to all correspondingly label pointed Riemann surfaces with
formal neighbourhoods over C. First we treat the case where C is saturated.
We notice that the definition of the space of vacua V†~λ(X) associated to a pointed Riemann
surface with formal neighbourhoods X = (C, ~Q, ~η) depends on the ordering of the marked points
~Q = (q1, . . . , qN ). Let S be a permutation of {1, . . . , N}. We then define XS = (C, S(vQ), S(~η)).
The permutation S acting from H~λ to HS(~λ), induces an isomorphism
S : V†~λ(X)→V
†
S(~λ)
(XS).
Clearly, compositions of permutations go to compositions of isomorphisms.
Let X′ = (C, ~Q, ~η) and X′ = (C, ~Q′, ~η′) be two pointed Riemann surface with formal neighbour-
hoods such that c(X) = C = c(X′). Let S be such that S( ~Q) = ~Q′. Let ~h be the formal change of
coordinates from S(~η) to ~η′. Then as discussed above we have the isomorphism
(34) G[~h]S : V†~λ(X)→V
†
S(~λ)
(X′)
to identify the two spaces of vacua with.
Definition 4.5. Let C = (C,Q,W ) be a saturated marked Riemann surface. Let λ be a labeling of
C using the set Pℓ. The space of vacua associated to the labeled marked curve (C, λ) is by definition
V†λ(C) =
∐
c(X,~λ)=(C,λ)
V†~λ(X)
/
∼,
where the disjoint union is over all labeled curves with formal neighbourhoods with (C, λ) as the
underlying labeled marked curve, ~λ is compatible with the labeling λ and ∼ is the equivalence
relation generated by the preferred isomorphisms (34).
That the relation ∼ is an equivalence relation follows from (1) and (2) in Theorem 4.4. Further
it is clear that
Proposition 4.2. The natural quotient map from V†~λ(X) to V
†
λ(C) is an isomorphism for all labeled
Riemann surfaces with formal neighbourhoods (X, ~λ) with c(X, ~λ) = (C, λ).
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Suppose (Ci, λi) are labeled marked Riemann surfaces and Φ : (C1, λ1)→(C2, λ2) is a morphism
of labeled marked Riemann Surfaces. Let (X2, ~λ) be a labeled pointed Riemann Surface with formal
neighbourhoods such that c(X2, ~λ2) = (C, λ2). Let Φ
∗X2 = X1. Then Φ is a morphism of labeled
marked Riemann surfaces with formal neighbourhoods. We obviously have that
Proposition 4.3. The identity map on H†~λ induces a linear isomorphism from V
†
~λ
(X1) to V†~λ(X2),
which induces a well defined linear isomorphism V†(Φ) from V†λ1(C1) to V
†
λ2
(C2). Compositions of
morphisms of labeled marked Riemann Surfaces go to compositions of the induced linear isomor-
phisms.
Let (C, λ) be a labeled marked Riemann surface which might not be saturated.
Consider all saturated labeled marked Riemann surfaces (C′, λ′) obtained from (C, λ) by adding
points labeled with the trivial label 0 ∈ Pℓ.
Definition 4.6. The space of vacua associated to the labeled marked Riemann surface (C, λ) is by
definition
V†λ(C) =
∐
(C′,λ′)
V†λ′(C′)
/
∼,
where the disjoint union is over all labeled marked Riemann surfaces (C′, λ′) discussed above and ∼
is the equivalence relation generated by the propagation of vacua isomorphisms given in Theorem 4.3,
the permutations of the order of the marked points and the change of formal coordinate isomorphisms
given in Theorem 4.5.
By Theorem 4.4, Proposition 4.1 and 2, this ∼ is also an equivalence relation. We also remark that
if we apply definition 4.6 to a labeled marked Riemann surface (C, λ) which is already saturated,
then we obtain a space of vacua which is naturally isomorphic to the space of vacua definition 4.5
produces.
5. The bundle of vacua over Teichmu¨ller space
5.1. Definition of the sheaf of vacua. Let F = (π : C → B; s1, . . . , sN ; η1, . . . , ηN ) be a family of
pointed saturated Riemann Surfaces of genus g with formal neighbourhoods.
The sheaf ĝN(B) of affine Lie algebra over B is the sheaf of OB-module
ĝN (B) = g⊗C (
N⊕
j=1
OB((ξj)))⊕OB · c
with the following commutation relation, which is OB-bilinear.
[(X1 ⊗ f1, . . . , XN ⊗ fN), (Y1 ⊗ g1, . . . , YN ⊗ gN)]
= ([X1, Y1]⊗ (f1g1), . . . , [XN , YN ]⊗ (fNgN ))⊕ c ·
N∑
j=1
(Xj , Yj) Res
ξj=0
(gjdfj)
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where Xj , Yj ∈ g, fj , gj ∈ OB((ξj)) and we require c to be central. Put
ĝ(F) = g⊗C π∗(OC(∗S))
where we define
S =
N∑
j=1
sj(B)
π∗(OC(∗S)) = Lim←−
k
π∗(OC(kS)) .
Laurent expansion using the formal neighbourhoods ηj ’s gives an inclusion:
t˜ : π∗(OB(∗S))→
N⊕
j=1
OB((ξj))
and we may regard ĝ(F) as a Lie subalgebra of ĝN (B). For any ~λ = (λ1, . . . , λN ) ∈ (Pℓ)N , put
H~λ(B) = OB ⊗C H~λ ,
H†~λ(B) = HomOB(H~λ(B),OB) = OB ⊗C H
†
~λ
.
The pairing (28) induces an OB-bilinear pairing
(35) 〈 | 〉 : H†~λ(B)×H~λ(B)→ OB.
The sheaf of affine Lie algebra ĝN (B) acts on H~λ(B) and H†~λ(B) by
((X1 ⊗
∑
n∈Z
a(1)n ξ
n
1 ), . . . , (XN ⊗
∑
n∈Z
a(N)n ξ
n
N ))(F ⊗ |Ψ〉)
=
N∑
j=1
∑
n∈Z
(a(j)n F )⊗ ρj(Xj(n))|Ψ〉
The action of ĝN (B) on H†~λ(B) is the dual action of H~λ(B), that is,
〈Ψa|Φ〉 = 〈Ψ|aΦ〉 for any a ∈ ĝN .
Definition 5.1. For the family F of pointed Riemann surfaces with formal neighbourhoods, we
define the sheaves of OB-modules on B
V~λ(F) = H~λ(B)/ĝ(F)H~λ(B)
V†~λ(F) = HomOB(V~λ(B),OB).
These are the sheaf of covacua and the sheaf of vacua attached to the family F.
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Note that we have
V†~λ(F) = { 〈Ψ| ∈ H
†
~λ
(F) | 〈Ψ|a = 0 for any a ∈ ĝ(F) }.
The pairing (35)) induces an OB-bilinear pairing
〈 | 〉 : V†~λ(F)× V~λ(F)→ OB.
By Theorem 4.1.6 in [19] and Corollary 4.2.4 in [19] we have the following highly non-trivial
theorem. Note that the theorem is true even for a family of nodal curves (see Theorem 14.1).
Theorem 5.1. The sheaves V†~λ(F) and V~λ(F) are locally free sheaves of OB-modules of finite rank
over B. They are dual to each other.
Hence V†~λ(F) is a holomorphic vector bundles over B.
5.2. Properties of the sheaf of vacua. To construct the bundle of vacua over Teichmu¨ller space,
we further need the following obvious property of the sheaf of vacua construction.
Lemma 5.1. Let Fi be two families of saturated pointed Riemann surfaces with formal neighbour-
hoods over the same base B. Let Φ : (F1, λ1)→(F2, λ2) be an isomorphism of labeled families,
which induces the identity map on the base. Then the identity map on H†~λ(B) induces a canonical
isomorphism
(36) V†(Φ) : V†~λ1(F1)→V
†
~λ2
(F2).
Suppose that we have two families of pointed Riemann surfaces with formal neighbourhoods Fi,
i = 1, 2 on a pointed saturated and stable surface (Σ, P ), with the property that they have the same
image ΨF1(B1) = ΨF2(B2) in Teichmu¨ller space T(Σ,P ) and that F2 is a good family. For such a pair
of families there exists by Proposition 3.2 a unique fiber preserving biholomorphism Φ12 : C1→C2
covering Ψ−1F2 ΨF1 such that Φ
−1
F2
Φ12ΦF1 : (Y, P )→(Y, P ) is isotopic to Ψ−1F2 ΨF1 × Id through such
fiber preserving maps inducing the identity on the first order neighbourhood of P .
We note that (Φ∗12(~η2))
(1) = (S~η1)
(1), where S is some permutation of {1, . . . , N}, i.e. Φ∗12(~η2)
induce the same first order formal neighbourhoods as S~η1 does. Let ~h be the formal change of
coordinates from S~η1 to Φ
∗
12(~η2). Let F˜1 = Φ
∗
12(F2). Then Φ12 induces an isomorphism of families
from F˜1 to (Ψ
−1
F2
ΨF1)
∗(F2). Choose labelings ~λ1 of F1 and ~λ2 of F2, which are compatible under the
above isomorphism.
Proposition 5.1. The action of S on H†~λ1(B1) induces an isomorphism from V
†
~λ1
(F1) to V†~λ2(SF1),
where S acts on the family F1 by permuting the numbering of the formal neighbourhoods and the sec-
tions. Furthermore G[~h] : H†~λ2(B1) → H
†
~λ2
(B1) induces an isomorphism from V†~λ2(SF1) to V
†
~λ2
(F˜1).
The natural pull back isomorphisms provided by Lemma 4.1.3 in [19] and the families isomorphism
GEOMETRIC CONSTRUCTION OF MODULAR FUNCTORS 27
(36) provided by Lemma 5.1 induces an isomorphism from V†~λ2(F˜1) to (Ψ
−1
F2
ΨF1)
∗V†~λ2(F2). The
composite of these three isomorphism gives the transformation isomorphism
(37) G12 : V†~λ1(F1)→(Ψ
−1
F2
ΨF1)
∗V†~λ2(F2).
The isomorphisms satisfies the cocycle condition
G12(Ψ
−1
F2
ΨF1)
∗G23 = G13.
Proof. The cocycle condition follows, since G12 is induced from the permutation S and the isomor-
phism G[~h] on the H-level, combined with formula (2) of Theorem 3.2.4 in [19].

Let F = (π : C → B; s1, . . . , sN ; η1, . . . , ηN ) be a family of pointed Riemann surfaces with for-
mal neighbourhoods. Let sN+1 be a further section of π disjoint from the si and ηN+1 a formal
neighbourhood along sN+1 and set F˜ = (π : C → B; s1, . . . , sN+1; η1, . . . , ηN+1)
Theorem 5.2. The inclusion
H~λ(B) −→ H~λ(B)⊗H0(B)
|v〉 −→ |v〉 ⊗ |0〉
induces the propagation of vacua isomorphism
PeF,F : V†~λ,0(F˜)→V
†
~λ
(F).
5.3. The definition of the bundle of vacua over Teichmu¨ller space. Let Σ be a closed oriented
smooth surface and let P be a finite set of marked points on Σ. Let λ be a labeling of (Σ, P ) and
assume (Σ, P ) is stable and saturated. We now define a holomorphic vector bundle V†λ = V†λ(Σ, P )
over Teichmu¨ller space T(Σ,P ) using the cover {ΨF(B)}, where F runs over the good families of
complex structures on (Σ, P ).
Definition 5.2. A holomorphic vector bundle V†λ = V†λ(Σ, P ) over Teichmu¨ller space T(Σ,P ) is
specify to be the bundle (Ψ−1F )
∗V†~λ(F) over ΨF(B) for any good families of complex structures on
(Σ, P ). On overlaps of the image of two good families, we use the glueing isomorphism (37) to glue
the corresponding bundles together.
Proposition 5.1 implies that V†λ(Σ, P ) is a vector bundle over T(Σ,P ) with the following property.
Proposition 5.2. For any stable and saturated family F˜ of pointed curves with formal neighbour-
hoods on (Σ, P ) we have a preferred isomorphism
ΥF˜ : V†~λ(F˜)→Ψ
∗
F˜
V†λ(Σ, P )
induced by the transformation isomorphism between V†~λ(F˜) and V
†
~λ
(F), for good families F of complex
structures on (Σ, P ) such that ΨF(B) intersect ΨF˜(B′) nonempty.
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Let (Σ, P, λ) be a general labeled pointed surface, i.e. (Σ, P ) might not be stable nor saturated. Let
(Σ, Pi, λi), i = 1, 2 be any labeled marked surfaces obtained from (Σ, P, λ) by labeling further points
by 0 ∈ Pℓ. Assume that (Σ, Pi) are stable and saturated pointed surfaces. Let P¯ = P1 ∪ P2 and λ¯
be the induced labeling of P¯ . Note that (Σ, P¯ ) is also stable and saturated.
We get holomorphic projection maps πi : T(Σ,P¯ )→T(Σ,Pi). As a direct consequence of Proposition
4.1 we get the following.
Proposition 5.3. Iterations of the propagation of vacua isomorphism given in Theorem 5.2 induces
natural isomorphisms of bundles
V†
λ¯
(Σ, P¯ ) ∼= π∗1V†λ1(Σ, P1) ∼= π∗2V
†
λ2
(Σ, P2),
which satisfies associativity.
Suppose now f : (Σ1, P1)→(Σ2, P2) is a morphism of stable and saturated pointed surfaces. Then
of course f induces a morphism f∗ from T(Σ1,P1) to T(Σ2,P2). Let λ1 be a labeling of (Σ1, P1) and let λ2
be the induced labeling on (Σ2, P2) such that f : (Σ1, P1, λ1)→(Σ2, P2, λ2) is a morphism of labeled
pointed surfaces. Let now F1 be a good family of stable pointed curves with formal neighbourhoods
of (Σ1, P1). Then by composing with f
−1 × Id we get a good family F2 of stable pointed curves
with formal neighbourhoods on (Σ2, P2) over the same base B1. The identity morphism on H†~λ(B1)
then induces a morphism V†(f) : V†~λ(F1)→V
†
~λ
(F2) which covers the identity on the base. This is
precisely the morphism induced from the morphism of families Φf = f × Id : F1→F2 by Lemma
5.1. This intern then induces a morphism V†(f) : (Ψ−1F1 )∗(V
†
~λ1
(F1))→(Ψ−1F2 )∗(V
†
~λ2
(F2)) which covers
f∗ : ΨF1(B1)→ΨF2(B1).
Proposition 5.4. The above construction provides a well defined lift of f∗ : T(Σ2,P2)→T(Σ1,P1) to
a morphism V†(f) : V†λ1(Σ1, P1)→V
†
λ2
(Σ2, P2) which behaves well under compositions.
Proof. Let f ′ be a diffeomorphism whose first order neighbourhood from P1 to P2 is the same as
f ’s and such that f ′ is isotopic to f among such. Let F2′ be obtained from F1 by composing with
(f ′)−1 × Id. Then
Φ = ΦF1 ◦ (((f ′)−1 ◦ f)× Id) ◦ Φ−1F1 : C1→C1
is the unique biholomorphism from Proposition 3.2. Hence we get a commutative diagram
(ΨF1)
∗(V†~λ1(F1))
V†(f)−−−−→ (ΨF2)∗(V†~λ2(F2))
=
y yG22′
(ΨF1)
∗(V†~λ1(F1))
V†(f ′)−−−−→ (ΨF2′ )∗(V†~λ2(F2′))
which shows that V†(f) : V†~λ1(Σ1, P1)→V
†
~λ2
(Σ2, P2) is well defined. It is obvious that V†(fg) =
V†(f)V†(g).
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
Assume that (Σi, Pi, λi) are labeled pointed surfaces, which need not be neither stable nor
saturated. Let f : (Σ1, P1, λ1)→(Σ2, P2, λ2) be an orientation preserving diffeomorphism of labeled
pointed surfaces. Let (Σi, P
′
i , λ
′
i) be labeled pointed surfaces obtained from (Σi, Pi, λi) by labeling
further points by 0 ∈ Pℓ such that (Σi, P ′i , λ′i) are stable and saturated labeled pointed surfaces such
that f : (Σ1, P
′
1, λ
′
1)→(Σ2, P ′2, λ′2) is a morphism of labeled pointed surfaces. We obviously have the
following result.
Proposition 5.5. The lift of f∗ : T(Σ1,P ′1)→T(Σ2,P ′2) to a morphism V†(f) : V
†
λ′1
(Σ1, P
′
1)→V†λ′2(Σ2, P
′
2)
as given by Theorem 5.4 is compatible with the isomorphisms given in Proposition 5.3.
6. The connection in the bundle of vacua over Teichmu¨ller space
6.1. Twisted first order differential operators acting on the sheaf of vacua. Let F = (π :
C → B; s1, . . . , sN ; η1, . . . , ηN ) is a family of saturated pointed Riemann surfaces of genus g with
formal neighbourhoods. We will assume that F(0) = (π : C → B; s1, . . . , sN) be a versal family of
pointed stable curves of genus g in the sense of definition 1.2.2. in [19]. We consider the divisors
Sj = sj(B), S =
N∑
j=1
Sj .
There is an exact sequence
0→ ΘC/B → ΘC dπ→ π∗ΘB → 0
where ΘC/B is a sheaf of vector fields tangent to the fibres of π. Put
Θ′C,π = dπ
−1(π−1ΘB).
Hence, Θ′C,π is a sheaf of vector field on C whose vertical components are constant along the fibers
of π. That is, in a neighbourhood of a point of a fiber Θ′C,π consists of germs of holomorphic vector
fields of the form
a(z, u)
∂
∂z
+
n∑
i=1
bi(u)
∂
∂ui
where (z, u1, . . . , un) is a system of local coordinates such that the mapping π is expressed as the
projection
π(z, u1, . . . , un) = (u1, . . . , un).
More generally, we can define a sheaf Θ′C(mS)π as the one consisting of germs of meromorphic
vector fields of the form
A(z, u)
∂
∂z
+
n∑
i=1
Bi(u)
∂
∂ui
where A(z, u) has the poles of order at most m along S.
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We have an exact sequence
0→ ΘC/B(mS)→ Θ′C(mS)π dπ→ π−1ΘB → 0.
Note that Θ′C(mS)π has the structure of a sheaf of Lie algebras by the usual bracket operation on
vector fields and the above exact sequence is one of sheaves of Lie algebras.
For m >
1
N
(2g − 2) we have an exact sequence of OB-modules.
0→ π∗ΘC/B(mS)→ π∗Θ′C(mS)π dπ→ ΘB → 0
which is also an exact sequence of sheaves of Lie algebras. Taking m → ∞ we obtain the exact
sequence
0→ π∗ΘC/B(∗S)→ π∗Θ′C(∗S)π dπ→ ΘB → 0.
Recall that we have the following exact sequence of OB-modules.
0→ ΘC/B(−S))→ ΘC/B(mS))→
N⊕
j=1
m⊕
k=0
OBξ−kj
d
dξj
→ 0
Which for any positive integer m ≥ 4g − 3 gives the following exact sequence
0→ π∗(ΘC/B(mS)) bm→
N⊕
j=1
m⊕
k=0
OBξ−kj
d
dξj
ϑm→ R1π∗ΘC/B(−S)→ 0
From which we deduce the following exact sequence of OB-modules
0→ π∗(ΘC/B(∗S)) b→
N⊕
j=1
OB[ ξ−1j ]
d
dξj
ϑ→ R1π∗ΘC/B(−S)→ 0.
Note that the mappings b and bm correspond to the Laurent expansions with respect to ξj up to
zero-th order.
By the Kodaira-Spencer theory (see [19] for details) we have the following commutative diagram.
0→ π∗ΘC/B(∗S) → π∗Θ′C(∗S)π dπ→ ΘB → 0
‖ ↓ p ↓ ρ
0→ π∗ΘC/B(∗S) →
⊕N
j=1OB[ ξ−1j ]
d
dξj
ϑ→ R1π∗ΘC/B(−S) → 0
where ρ is the Kodaira-Spencer mapping of the family F(0) and p is given by taking the non-positive
part of the
d
dξj
part of the Laurent expansions of the vector fields in π∗ΘC(mS)π at sj(B) . Since our
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family F(0) is versal, it follows from Proposition 1.2.6. in [19], that the Kodaira-Spencer mapping ρ
is an isomorphism of OB-modules. Therefore, p is an isomorphism. Put
L(F) :=
N⊕
j=1
OB[ ξ−1j ]
d
dξj
.
Then, we have the following exact sequence
(38) 0→ π∗ΘC/B(∗S)→ L(F) θ→ ΘB → 0
of OB-modules. The Lie bracket [ , ]d on L(F) is determined by requiring p to be a Lie algebra
isomorphism. Thus, for ~ℓ, ~m ∈ L(F) we have
(39) [~ℓ, ~m]d = [~ℓ, ~m]0 + θ(~ℓ)(~m)− θ(~m)(~ℓ)
where [ , ]0 is the usual bracket of formal vector fields and the action of θ(~ℓ) on
~m = (m1
d
dξ1
, . . . ,mN
d
dξN
)
is defined by
θ(~ℓ)(~m) = (θ(~ℓ)(m1)
d
dξ1
, . . . , θ(~ℓ)(mN )
d
dξN
).
Then, the exact sequence (38) is an exact sequence of sheaves of Lie algebras.
For ~ℓ = (l1, . . . , lN ) ∈ L(F), the action D(~ℓ) on H~λ(B) is defined by
D(~ℓ)(F ⊗ |Φ〉) = θ(~ℓ)(F )⊗ |Φ〉 − F · (
N∑
j=1
ρj(T [lj ])|Φ〉
where
F ∈ OB, |Φ〉 ∈ H~λ.
We have the following propositions.
Proposition 6.1 ([19, Proposition 4.2.2]). The action D(~ℓ) of ~ℓ ∈ L(F) on H~λ(B) defined above
has the following properties.
1) For any f ∈ OB we have
D(f~ℓ) = fD(~ℓ).
2) For ~ℓ, ~m ∈ L(F) we have
[D(~ℓ), D(~m) ] = D([ ~ℓ, ~m ]d) +
cv
12
N∑
j=1
Res
ξj=0
(
d3ℓj
dξ3j
mjdξj
)
· id.
3) For f ∈ OB and |φ〉 ∈ H~λ(B) we have
D(~ℓ)(f |φ〉) = (θ(~ℓ)(f))|φ〉 + fD(~ℓ)|φ〉.
Namely, D(~ℓ) is a first order differential operator, if θ(~ℓ) 6= 0.
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We define the dual action of L(F) on H†~λ(B) by
D(~ℓ)(F ⊗ 〈Ψ|) = (θ(~ℓ)F )⊗ 〈Ψ|+
N∑
j=1
F · 〈Ψ|ρj(T [lj ]).
where
F ∈ OB, 〈Ψ| ∈ H†~λ(B).
Then, for any |Φ˜〉 ∈ H~λ(B) and 〈Ψ˜| ∈ H†~λ(B), we have
{D(~ℓ)〈Ψ˜|}|Φ˜〉+ 〈Ψ˜|{D(~ℓ)|Φ˜〉} = θ(~ℓ)〈Ψ˜|Φ˜〉.
Proposition 6.2 ([19, Proposition 4.2.3]). For any ~ℓ ∈ L(F) we have
D(~ℓ)(ĝ(F)H~λ(B)) ⊂ ĝ(F)H~λ(B).
Hence, D(~ℓ) operates on V~λ(F). Moreover, it is a first order differential operator, if θ(~ℓ) 6= 0.
Proposition 6.3 ([19, Proposition 4.2.8]). For each element ~ℓ ∈ L(F), D(~ℓ) acts on V†~λ(F). More-
over, if θ(~ℓ) 6= 0, then D(~ℓ) acts on V†~λ(F) as a first order differential operator.
Note that for the natural bilinear pairing 〈 | 〉 : V†~λ(F)× V~λ(F)→ OB, we have the equality
{D(~ℓ)〈Ψ|}|Φ〉+ 〈Ψ|{D(~ℓ)|Φ〉} = θ(~ℓ)(〈Ψ|Φ〉).
6.2. The projectively flat connections on the on the bundle of vacua. Let Σ be a closed
oriented smooth surface and let P be a finite set of marked points on Σ. Assume that (Σ, P ) is
stable and saturated pointed surface.
Let F = (π : C → B;~s; ~η) be a family of pointed Riemann Surfaces with formal neighbourhoods on
(Σ, P ). Recall the discussion of symmetric bidifferentials from section 1.4 in [19]. We now introduce
the notion of a normalized symmetric bidifferential.
Definition 6.1. A symmetric bidifferential ω ∈ H0(C ×B C, ωC×BC/B(2∆)) with
ω =
(
1
(x− y)2 + holomorphic
)
dxdy
in a neighbourhood of the diagonal of C ×B C is called a normalized symmetric bidifferential for the
family F.
For a Riemann surface R we let (~α, ~β) = (α1, . . . , αg, β1, . . . , βg) be a symplectic basis ofH1(R,Z).
We can find a basis {ω1, . . . , ωg} of holomorphic one forms of R with
(40)
∫
βi
ωj = δij , 1 ≤ i, j ≤ g.
The matrix
(41) τ = (τij), τij =
∫
αi
ωj
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is then called the period matrix of the Riemann surface R. The complex torus
J(R) = Cg/(τ, Ig)
is called a Jacobian variety. If we chose a point P on R we can define a holomorphic mapping
j :R → J(R)
Q 7→
(∫ Q
P
ω1, . . . ,
∫ Q
P
ωg
)
.
If a family of pointed Riemann surfaces is given, we can construct a family of Jacobian varieties and
a family of holomorphic mappings.
We have the following lemma as a consequence of the construction in Section 1.4 in [19].
Lemma 6.1. For any family of pointed Riemann surfaces with formal neighbourhoods F on (Σ, P )
and any symplectic basis (~α, ~β) = (α1, . . . , αg, β1, . . . , βg) of H1(Σ,Z), there is a unique normalized
symmetric bidifferential ω ∈ H0(C ×B C, ωC×BC/B(2∆)) determined by formula
(42) ω(x, y)dxdy =
∂2 logE(x, y)
∂x∂y
dxdy
where E(x, y)(
√
dx)−1(
√
dy)−1 is the prime form associated to the symplectic basis (~α, ~β) for each
Riemann surface.
For a prime form see Chapter II of [9]. Please do note that α and β play the reverse roles in [19],
but the same as in [2].
Note that a prime form of a Riemann surface R (hence, also a normalized symmetric bidifferential)
is uniquely determined by a symplectic basis (~α, ~β) of H1(R,Z) . If (~̂α,
~̂
β) = (α̂1, . . . , α̂g, β̂1, . . . , β̂g)
is another symplectic basis , there exists a symplectic matrix
Λ =
(
A B
C D
)
∈ Sp(g,Z)
such that
(43)

α̂1
...
α̂g
β̂1
...
β̂g

=
(
A B
C D
)

α1
...
αg
β1
...
βg

.
Also for any element Λ ∈ Sp(g,Z), by (43) we can define a new symplectic basis Λ(~α, ~β) =
(α̂1, . . . , α̂g, β̂1, . . . , β̂g). Then the normalized symmetric bidifferential ω̂(x, y)dxdy associated to the
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symplectic basis Λ(~α, ~β) and the normalized symmetric bidifferential ω(x, y)dxdy have a relation:
ω̂(x, y)dxdy = ω(x, y)dxdy(44)
−1
2
∑
i≤j
{vi(x)vj(y) + vj(x)vi(y)} ∂
∂τij
log det(Cτ +D)
where {ω1 = v1(x)dx, . . . , ωg = vg(x)dx} is a basis of holomorphic one-forms on the Riemann surface
R which satisfies (40), τij is defined by (41) and
Λ =
(
A B
C D
)
.
For details see [9], Chapter II.
Let ω be a normalized symmetric bidifferential for F. In the formal neighbourhood ηj we define
the quadratic differential (projective connection)
(45) Sωdη
2
j = 6 limη→ ηj
ξ→ ηj
(
ω(η, ξ)− dηdξ
(η − ξ)2
)
.
We define
aω : L(F)→ OB
as an OB-module homomorphism by
aω(~ℓ) = − cv
12
N∑
j=1
Res
ηj=0
(ℓj(ηj)Sω(ηj)dηj)
for all ~ℓ ∈ L(F).
Definition 6.2. For each b ∈ B and each element X ∈ (ΘB)b, there is an element ~ℓ ∈ L(F)b with
θ(~ℓ) = X . Define an operator ∇(ω)X acting on V†~λ(F)b from the left by
∇(ω)X (〈Φ|) = D(~ℓ)([〈Φ|) + aω(~ℓ)([〈Φ|).
Theorem 6.1. ∇(ω) is a well-defined holomorphic connection in V†~λ(F).
In [19] we introduced the holomorphic connection on V~λ(F)b and our connection ∇(ω) is its dual
connection (see Proposition 5.1.4 in [19]).
Definition 6.3. We define a connection in the vector bundle V†~λ(F) over B by letting its (1, 0)-
part be given by the holomorphic connection ∇(ω) just defined and its (0, 1)-part be given by the
∂¯-operator determined by the holomorphic structure on V†~λ(F). We also denote this connection ∇
(ω).
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Theorem 6.2. The curvature of the connection ∇(ω) is given by
Rω(X,Y ) =
−aω(~n) +X(aω(~m))− Y (aω(~l))− cv12
N∑
j=1
Res
ξj=0
(
d3lj
dξ3j
mjdξj
)⊗ Id
where ~ℓ and ~m are liftings of X and Y to L(F), i.e. θ(~ℓ) = X and θ(~m) = Y , and ~n = [~l, ~m]d (see
(39)). Hence we see that the connection is projectively flat and the curvature is of type (2, 0).
Proof. It follows from the definition of the connection in the above definition that the (1, 1) and
(0, 2)-part of the curvature vanishes.

6.3. The definition of the connection in the bundle of vacua over Teichmu¨ller space.
Suppose we have two good families Fi, i = 1, 2 of pointed Riemann Surfaces with for mal neighbour-
hoods, with the property that they have the same image ΨF1(B1) = ΨF2(B2) in Teichmu¨ller space
T(Σ,P ).
Lemma 6.2. Let ∇(ω)i be the connection in V†~λ(Fi). Then we have that
G∗12(∇(ω)2 ) = ∇(ω)1 .
Proof. Since the connection is descended from the H-level and G12 is also descended from this level,
we just need to check the transformation rule on this level. Up on the H-level it follows straight
from Theorem 4.4 (3).

Theorem 6.3. Let (Σ, P, λ) be a closed oriented stable and saturated marked surface and let (~α, ~β) =
(α1, . . . , αg, β1, . . . , βg) be a symplectic basis of H1(Σ,Z). There is a unique connection ∇(~α,~β) =
∇(~α,~β)(Σ, P ) in the bundle V†λ(Σ, P ) over T(Σ,P ) with the property that for any good family F of stable
pointed Riemann surfaces with formal neighbourhoods on (Σ, P ) we have that
Ψ∗F(∇(~α,~β)) = ∇(ω).
In particular the connection is holomorphic and projectively flat with (2, 0)-curvature as described in
Theorem 6.2. If we act on the symplectic basis (~α, ~β) by an element Λ =
(
A B
C D
)
∈ Sp(g,Z) by
(43), then we have
(46) ∇Λ(~α,~β) −∇(~α,~β) = −cv
2
Π∗(d log det(Cτ +D)),
where Π is the period mapping of holomorphic one-forms form the base space of F to the Siegel upper-
half plane of degree g. If f : (Σ1, P1, λ1)→(Σ2, P2, λ1) is an orientation preserving diffeomorphism
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of labeled pointed surfaces which maps the symplectic basis (~α(1), ~β(1)) of H1(Σ1,Z) to the symplectic
basis (~α(2), ~β(2)) of H1(Σ2,Z) then we have that
V†(f)∗(∇(~α(2),~β(2))) = ∇(~α(1),~β(1)).
Proof. The existence of the connection is a consequence of Lemma 6.2. The transformation law (46)
is proved in section 5.2 in [19].

Proposition 6.4. For any stable and saturated family F˜ of pointed Riemann surfaces with formal
neighbourhoods on (Σ, P ) the preferred isomorphism
ΥF˜ : V†~λ(F˜)→Ψ
∗
F˜
V†λ(Σ, P )
given in Proposition 5.2 preserves connections.
This follows directly from Lemma 6.2.

Proposition 6.5. The RP+-action on T(Σ,P ) lifts by the use of the connection ∇(~α,~β) to an action
V†λ of RP+ on V†λ(Σ, P ) which preserves the connection ∇(~α,~β).
Proof. Since the RP+ action on the formal coordinates is just obtained by scaling the coordinates by
positive scalars, we get a well defined homomorphism from RP+ to the group of formal coordinates
changes for any family of N -pointed Riemann surfaces with formal coordinates, hence by composing
with the group homomorphism G we get an action of RP+ on V†λ(Σ, P ). Note that we have here used
Theorem 3.2.4. (2) for p = 0 in [19], but only for these special real coordinates changes. This action
preserved the connection by Theorem 3.2.4. (3) in [19].

Let nowΣi, i = 1, 2 be marked surface and let fj : (Σ1, P1)→(Σ2, P2), j = 1, 2 be diffeomorphisms
of pointed surfaces, which induce the same morphism of marked surfaces from Σ1 to Σ2. Then there
exists a unique v ∈ RP+ such that v · dP1f1 = dP2f2.
Lemma 6.3. We have a commutative diagram
V†λ1(Σ1, P1)
V†(f1)−−−−→ V†λ2(Σ2, P2)
=
y yV†λ2(v)
V†λ1(Σ1, P1)
V†(f2)−−−−→ V†λ2(Σ2, P2),
GEOMETRIC CONSTRUCTION OF MODULAR FUNCTORS 37
Proof. By the construction of V†λi(Σi, Pi) we just need to check the commutativity on the H-level,
where this just amounts to G being a homomorphism, which again is the content of Theorem 3.2.4.
(2) in [19].

Let (Σ, P, λ) be a general labeled pointed surface which might not be stable or saturated. Let
now (P˜ , λ˜) be obtained from (P, λ) by labeling further points not in P by 0 ∈ Pℓ such that (Σ˜, P˜ , λ˜)
is a stable and saturated labeled pointed surface. Let π˜ : T(Σ,P˜ )→T(Σ,P ) be the natural projection
map.
Proposition 6.6. The connection ∇(~α,~β) = ∇(~α,~β)(Σ, P ) is flat with trivial holonomy when re-
stricted to any of the fibers of π˜ : T(Σ,P˜ )→T(Σ,P ).
Proof. The propagation of vacua isomorphism applied along the fibers of π˜ is compatible with the
connection. In the notation of chapter 5 of [19] this is seen by the following calculation. Let N˜ = |P˜ |.
Let F be a family of N˜ -pointed curves with formal neighbourhoods on (Σ, P˜ ) such that ΨF(B) is
contained in a fiber of π˜. Further we can assume that when we consider F over (Σ, P ), then it is
simply a product family of a fixed N -pointed curve with formal neighbourhoods crossed with the
base B, i.e. we only vary the coordinates and the points in P˜ − P . Then for any tangent field X on
B, we choose a corresponding ~ℓ = (ℓ1, . . . , ℓN , ℓN+1, . . . , ℓN˜) ∈ L(F), such that ℓj = 0, j = 1, . . . , N
and ℓj ∈ C[[ξ]], j = N + 1, . . . , N˜ . Then for a section of Hλ˜(B) of the form F ⊗ |Φ〉 ⊗ |0〉 ⊗ . . .⊗ |0〉
we compute that
∇(ω)X (F |Φ〉 ⊗ |0〉 ⊗ . . .⊗ |0〉) = X(F )|Φ〉 ⊗ |0〉 ⊗ . . .⊗ |0〉
−F
N˜∑
j=N+1
ρj(T [ℓj])(|Φ〉 ⊗ |0〉 ⊗ . . .⊗ |0〉)
−aω(~λ)F |Φ〉 ⊗ |0〉 ⊗ . . .⊗ |0〉
= X(F )|Φ〉)⊗ |0〉 ⊗ . . .⊗ |0〉.
Here we have used that ρj(T [ℓj])(|0〉) = 0 because ℓj ∈ C[[ξ]] and aω(~λ) = 0 for the same reason.
Hence we see that ∇(ω) is the trivial connection in Hλ˜(B). Hence the connection is flat with trivial
holonomy on the subbundle V†
λ˜
(F) ⊂ H†
λ˜
(B).

Let (Σ, P, λ) be a general labeled pointed surface, i.e. (Σ, P ) might not be stable nor saturated. Let
(Σ, P ′, λ′) and (Σ, P ′′, λ′′) be labeled marked surfaces obtained from (Σ, P, λ) by labeling further
points not in P by 0 ∈ Pℓ. Assume that (Σ, P ′) and (Σ, P ′′) are stable and saturated pointed sur-
faces. Let P¯ = P ′ ∪ P ′′ and λ¯ be the induced labeling of P¯ . Note that (Σ, P¯ ) is also stable and
saturated.
38 JØRGEN ELLEGAARD ANDERSEN AND KENJI UENO
Proposition 6.7. Let (~α, ~β) be a symplectic basis of H1(Σ,Z). The isomorphisms given in Theorem
5.3 satisfies
∇(~α,~β)(Σ, P¯ ) = (π′)∗∇(~α,~β)(Σ, P ′) = (π′′)∗∇(~α,~β)(Σ, P ′′).
Proof. We only have to consider the case of adding one point to a stable and saturated curve, i.e.
say P¯ = P ′ and P ′ is obtained from P ′′ by adding one more point. Let N¯ be the number of points
in P¯ and F be a family of N¯ -pointed curves with formal neighbourhoods on (Σ, P¯ ). For any tangent
field X on B, we choose a corresponding ~ℓ = (ℓ1, . . . , ℓN¯ , ℓN¯+1) ∈ L(F), such that ℓN¯+1 ∈ C[[ξ]].
Then the same computation as above shows that
∇(ω)(F |Φ〉 ⊗ |0〉) = ∇(ω)(F |Φ〉)⊗ |0〉.
The Proposition follows directly from this.

Let now (Σi, P
′
i , λ
′
i) and (Σi, P
′′
i , λ
′′
i ) be stable and saturated labeled pointed surfaces, obtained
from the labeled pointed surfaces (Σi, Pi, λi), by labeling further points with the zero-label. Assume
that f ′ : (Σ1, P
′
1, λ
′
1)→(Σ2, P ′2, λ′2) and f ′′ : (Σ1, P ′′1 , λ′′1)→(Σ2, P ′′2 , λ′′2 ) are diffeomorphisms which
induce isotopic maps from (Σ1, P1) to (Σ2, P2), where the isotopy is through maps which induces
the same map from PTP1Σ1 to PTP2Σ2.
Proposition 6.8. With respect to the propagation of vacua isomorphisms, we get that
(π′)∗V†(f ′) = (π′′)∗V†(f ′′).
This follows directly from the way the morphisms for f ′ and f ′′ are defined.
7. Definition of the space of abelian vacua associated to a Riemann surface.
7.1. Fermion Fock space. Let Zh be the set of all half integers. Namely
Zh = {n+ 1/2 |n ∈ Z }.
LetW† be an infinite-dimensional vector space over C with a filtration {FmW†}m∈Z which satisfies
the following conditions.
(1) The filtration {FmW†} is decreasing;
(2)
⋃
m∈Z F
mW† =W†, ⋂m∈Z FmW† = {0};
(3) dimC F
mW†/Fm+1W† = 1;
(4) The vector space W† is complete with respect to the uniform topology such that {FmW†}
is a basis of open neighbourhoods of 0.
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We introduce a basis {eν}ν∈Zh of W† in such a way that
em+1/2 ∈ FmW† \ Fm+1W†.
Then, each element u ∈ W† can uniquely be expressed in the form
u =
∞∑
ν>n0,ν∈Zh
aνe
ν
for some n0 and with respect to this basis the filtration is given by
FmW† =
u ∈ W†
∣∣∣∣∣∣ u =
∞∑
ν>m,ν∈Zh
aνe
ν
 .
We fix the basis {eν}ν∈Zh throughout the present paper.
Let C((ξ)) be a field of formal Laurent series over the complex number field. Then the basis gives
us a filtration preserving linear isomorphism
C((ξ)) ∼= W†
ξn 7→ en+1/2.
By mapping ξndξ to en+1/2 we of course also get a filtration preserving linear isomorphism between
C((ξ))dξ and W†.
We let {eν}ν∈Zh be the dual basis of {eν}ν∈Zh . Then, put
W =
⊕
ν∈Zh
Ceν
ThenW is the topological dual of the vector spaceW†. There is a natural pairing ( | ) :W†×W →
C defined by
(eν |eµ) = δνµ.
In other word we have
(u|v) = v(u).
Let us introduce the semi-infinite exterior product of the vector spaces W and W†. For that
purpose we first introduce the notion of a Maya diagram.
Definition 7.1. A Maya diagram M of the charge p, p ∈ Z is a set
M = {µ(p− 1/2), µ(p− 3/2), µ(p− 5/2), . . .} ,
where µ is an increasing function
µ : Zh<p = {ν ∈ Zh | ν < p } → Zh
such that there exists an integer n0 such that
µ(ν) = ν
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for all ν < n0.
The function µ is called the characteristic function of the Maya diagram M . The set of Maya
diagrams of charge p is written as Mp.
For a Maya diagram M we have µ(ν) = ν for almost all ν. Therefore the set
{µ(ν)− ν | ν ∈ Zh, µ(ν) − ν > 0 }
is finite and the number
d(M) =
∑
ν∈Zh
(µ(ν)− ν)
is finite. The number d(M) is also written as d(µ) and it is called the degree of the Maya diagramM
with characteristic function µ. The finite set of Maya diagrams of degree d and change p is denoted
Mdp. Clearly Mp =
∐
dMdp.
For a Maya diagram M of charge p we define two semi-infinite products
|M〉 = eµ(p−1/2) ∧ eµ(p−3/2) ∧ eµ(p−5/2) ∧ · · ·
〈M | = · · · ∧ eµ(p−5/2) ∧ eµ(p−3/2) ∧ eµ(p−1/2)
Formally, these semi-infinite products is just another notation for the corresponding Maya diagram.
This notation is particular convenient for the following discussion. However, by using the basis eν ,
we clear indicate the relation to the vector spaces W and W†.
For any integer p put
|p〉 = ep−1/2 ∧ ep−3/2 ∧ ep−5/2 ∧ · · ·
〈p| = · · · ∧ ep−5/2 ∧ ep−3/2 ∧ ep−1/2
Now the fermion Fock space F†(p) of charge p and the dual fermion Fock space F(p) of charge p
are defined by
F(p) =
⊕
M∈Mp
C|M〉
F†(p) =
∏
M∈Mp
C〈M |
We observe that
F(p) =
⊕
d≥0
Fd(p),
where
Fd(p) =
⊕
M∈Mdp
C|M〉.
The dual pairing
〈·|·〉 : F†(p)×F(p)→ C
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is given by
〈M |N〉 = δM,N , M,N ∈Mp
Put also
F =
⊕
p∈Z
F(p)
F† =
⊕
p∈Z
F†(p)
The vector space F† is called the fermion Fock space and F is called the dual fermion Fock space.
These are the semi-infinite exterior products of the vector spaces W† and W respectively, which we
shall be interested in. We only define the fermion Fock space by using the basis eν , since we are
fixing this basis throughout.
The above pairing can be extended to the one on F† ×F by assuming that the paring is zero on
F†(p)×F(p′) if p 6= p′.
Let us introduce the fermion operators ψν and ψν for all half integers ν ∈ Zh which act on F
from the left and on F† from the right.
Left action on F ψν = i(eν), ψν = e−ν ∧(47)
Right action on F† ψν = ∧eν , ψν = i(e−ν)(48)
where i(·) is the interior product. For example we have
ψ−3/2|0〉 = i(e−3/2)e−1/2 ∧ e−3/2 ∧ · · · = −e−1/2 ∧ e−5/2 ∧ e−7/2 ∧ · · · ,
〈0|ψ5/2 = · · · ∧ e−5/2 ∧ e−3/2 ∧ e−1/2i(e−5/2) = · · · ∧ e−7/2 ∧ e−3/2 ∧ e−1/2
Note that ψν maps F(p) to F(p − 1), hence decreases the charge by one, and ψν maps F(p) to
F(p+1), hence increase the charge by one. Similarly the right action of ψν maps F†(p) to F†(p+1)
and ψν maps F†(p) to F†(p− 1). It is easy to show that for any 〈u| ∈ F and |v〉 ∈ F† we have
〈u|ψνv〉 = 〈uψν |v〉, 〈u|ψνv〉 = 〈uψν |v〉.
The fermion operators have the following anti-commutation relations as operators on F and F†.
[ψν , ψµ]+ = 0,(49)
[ψν , ψµ]+ = 0,(50)
[ψν , ψµ]+ = δν+µ,0,(51)
where we define
[A,B]+ = AB +BA.
Note that for each Maya diagram M of charge p we can find non-negative half integers
µ1 < µ2 < · · · < µr < 0, ν1 < ν2 < · · · < νs < 0, r ≥ 0, s ≥ 0
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with r − s = p and µi 6= νj such that
(52) |M〉 = (−1)
Ps
i=1 νi+s/2ψµ1ψµ2 · · ·ψµrψνsψνs−1 · · ·ψν1 |0〉.
The negative half integers µi’s and νj ’s are uniquely determined by the Maya diagram M .
The normal ordering ·· ·· of the fermion operators are defined as follows.
··AνBµ ·· =
{
−BµAν if µ < 0 and ν > 0,
AνBµ otherwise,
where A and B is ψ or ψ. By (49), (50) and (51) the normal ordering is non-trivial if and only if
µ < 0 and Aν = B¯−µ.
The field operators ψ(z) and ψ(z) are defined by
ψ(z) =
∑
µ
ψµz
−µ−1/2,(53)
ψ(z) =
∑
µ
ψµz
−µ−1/2.(54)
The current operator J(z) is defined by
(55) J(z) = ··ψ(z)ψ(z) ·· =
∑
n∈Z
Jnz
−n−1
Note that thanks to the normal ordering, the operator Jn can operate on F and F† even though
Jn is an infinite sum of operators.
The energy-momentum tensor T (z) is defined by
(56) T (z) = ··
dψ(z)
dz
ψ(z) ·· =
∑
n∈Z
Lnz
−n−2.
Again due to the normal ordering, the coefficients Ln operates on F and F†. The set {Ln}n∈Z forms
the Virasoro algebra with central charge c = −2.
The field operators ψ(z) and ψ(z), the current operator J(z) and the energy-momentum tensor
T (z) form the so-called spin j = 0 bc-system or ghost system in the physics literature.
7.2. Abelian Vacua. For a positive integer N put
FN =
⊕
p1,...,pN∈Z
F(p1)⊗ · · · ⊗ F(pN ),
F†N =
⊕
p1,...,pN∈Z
F†(p1)⊗ˆ · · · ⊗ˆF†(pN ),
where ⊗ˆ means the complete tensor product.
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Definition 7.2. Let X = (C; q1, q2, . . . , qN ; ξ1, ξ2, . . . , ξN ) be a saturated pointed Riemann Surface
with formal neighbourhoods . The abelian vacua (ghost vacua in [2]) V†ab(X) of the spin j = 0 ghost
system associated to X is a linear subspace of F†N consisting of elements 〈Φ| satisfying the following
conditions:
(1) For all |v〉 ∈ FN , there exists a meromorphic function f ∈ H0(C,OC(∗
∑N
j=1 qj)) such that
〈Φ|ρj(ψ(ξj))|v〉 is the Laurent expansion of f at the point qj with respect to the formal
coordinate ξj ;
(2) For all |v〉 ∈ FN , there exists a meromorphic one-form ω ∈ H0(C, ωC(∗
∑N
j=1 qj)) such
that 〈Φ|ρj(ψ(ξj))|v〉dξj is the Laurent expansion of ω at the point qj with respect to the
coordinates ξj ,
where ρj(A) means that the operator A acts on the j-th component of FN as
ρj(A)|u1 ⊗ u2 ⊗ · · · ⊗ uN〉 = (−1)p1+···+pj−1 |u1 ⊗ · · · ⊗ uj−1 ⊗Auj ⊗ uj+1 ⊗ · · · ⊗ uN 〉.
We will reformulate the above two conditions into gauge conditions. For that purpose we introduce
the following notation.
For a meromorphic one-form ω ∈ H0(C, ωC(∗
∑N
j=1 qjj)) we let
ωj = (
∞∑
n=−n0
anξ
n
j )dξj
be the Laurent expansion at qj with respect to the coordinate ξj . Then, for the field operator ψ(z)
let us define ψ[ωj ] by
ψ[ωj ] = Res
ξj=0
(ψ(ξj)ωj) =
∞∑
n=−n0
anψn+1/2.
Similarly we can define ψ[ωj ]. For a meromorphic function f ∈ H0(C,OC(∗
∑N
j=1 qj)) we let fj(ξj)
be the Laurent expansion of f at qj with respect to the coordinate ξj . For the field operator ψ(z)
define ψ[fj ] by
ψ[fj ] = Res
ξj=0
(ψ(ξj)fj(ξj)dξj)
Put
ψ[ω] = (ψ[ω1], . . . , ψ[ωN ]), ψ[ω] = (ψ[ω1], . . . , ψ[ωN ])
ψ[f ] = (ψ[f1], . . . , ψ[fN ]), ψ[f ] = (ψ[f1], . . . , ψ[fN ]).
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Then, these operate on FN from the left and on F†N from the right. For example, ψ[f ] operates on
FN from the left by
ψ[f ]|u1 ⊗ · · · ⊗ uN〉 =
N∑
j=1
ρj(ψ[fj ])|u1 ⊗ · · · ⊗ uN〉
=
N∑
j=1
(−1)p1+···+pj−1 |u1 ⊗ · · · ⊗ uj−1 ⊗ ψ[fj]uj ⊗ uj+1 ⊗ · · · ⊗ uN〉
for |uj〉 ∈ F†(pj) and operates on F†N from the right by
〈vN ⊗ · · · v1|ψ[f ] =
N∑
j=1
〈vN ⊗ · · · v1|ρj(ψ[fj])
=
N∑
j=1
(−1)p1+···+pj−1〈vN ⊗ · · · ⊗ vj+1 ⊗ vjψ[fj]⊗ vj−1 ⊗ · · · ⊗ v1|
for 〈vj | ∈ F†(pj).
Theorem 7.1 ([2, Theorem 3.1]). The element 〈Φ| ∈ F†N belongs to the space of abelian vacua
V†ab(X) of the j = 0 ghost system if and only if 〈Φ| satisfies the following two conditions.
(1) 〈Φ|ψ[ω] = 0 for any meromorphic one-form ω ∈ H0(C, ωC(∗
∑N
j=1 qj)).
(2) 〈Φ|ψ[f ] = 0 for any meromorphic function f ∈ H0(C,OC(∗
∑N
j=1 qj)).
The first (resp. second) condition in the above theorem is called the first (resp. second) gauge
condition. The first and second gauge conditions can be rewritten in the following form:
(1)
∑N
j=1(−1)p1+···+pj−1〈Φ|u1 ⊗ · · · ⊗ · · · ⊗ uj−1 ⊗ ψ[ωj ]uj ⊗ uj+1 ⊗ · · · ⊗ uN〉 = 0 for any
ω ∈ H0(C, ωC(∗
∑N
j=1 qj)) and |uj〉 ∈ F(pj), j = 1, 2, . . . , N .
(2)
∑N
j=1(−1)p1+···+pj−1〈Φ|u1 ⊗ · · · ⊗ uj−1 ⊗ ψ[fj ]uj ⊗ uj+1 ⊗ · · · ⊗ uN〉 = 0 for any f ∈
H0(C,OC(∗
∑N
j=1 qj)) and |uj〉 ∈ F(pj), j = 1, 2, . . . , N .
It is easy to show that the abelian vacua V†ab(X) is a finite dimensional vector space. More strongly
we can prove the following theorem.
Theorem 7.2 ([2, Theorem 3.2]). For any pointed Riemann surface X = (C;Q1, . . . , QN ; ξ1, . . . ξN )
with formal neighbourhoods we have
dimC V†ab(X) = 1.
In the later application we need to consider a disconnected Riemann surface. The following
proposition is an immediate consequence of the definition.
Proposition 7.1 ([2, Proposition 3.1]). Let
X1 = (C1; q1, . . . , qM ; ξ1, . . . , ξM )
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and
X2 = (C2; qM+1, . . . , qM ; ξM+1, . . . , ξN )
be saturated pointed Riemann surfaces with formal neighbourhoods. Let C be the disjoint union
C1 ⊔ C2 of the Riemann surfaces C1, C2. Put
X = (C; q1, . . . , qN ; ξ1, . . . , ξN ).
Then we have
V†ab(X) = V†ab(X1)⊗ V†ab(X2).
Now we can introduce the dual abelian vacua.
Definition 7.3. Let Fab(X) be the subspace of FN spanned by ψ[ω]FN , ω ∈ H0(C, ωC(∗
∑N
j=1 qj))
and ψ[f ]FN , f ∈ H0(C,O(∗
∑N
j=1 qj)). Put
Vab(X) = FN/Fab(X).
The quotients space Vab(X) is called the space of dual abelian vacua or dual ghost vacua of the j = 0
ghost system.
Since V†ab(X) is finite dimensional, Vab(X) is dual to V†ab(X).
Theorem 7.3 ([2, Theorem 3.2.]). The space of abelian vacua V†ab(X) is isomorphic to the deter-
minant of the canonical bundle ωC
V†ab(X) ∼= det(H0(C, ωC)).
Let X = (C; q1, . . . , qN ; ξ1, . . . , ξN ) be anN -pointed Riemann surface with formal neighbourhoods.
Let qN+1 be a non-singular point and choose a formal coordinate ξN+1 of C with center qN+1. Put
X˜ = (C; q1, . . . , qN , qN+1; ξ1, . . . , ξN , ξN+1).
Then the canonical linear mapping
ι : FN → FN+1
|v〉 7→ |v〉 ⊗ |0〉
induces the canonical mapping
ι∗ : F†N+1 → F†N .
Theorem 7.4 ([2, Theorem 3.4]). The canonical mapping ι∗ induces an isomorphism
V†ab(X˜) ∼= V†ab(X).
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This isomorphism is denoted the “Propagation of abelian vacua” isomorphism.
Let us consider change of formal neighbourhoods. We use the same notation as in §4.5. For any
automorphism h ∈ D0+ we can define the action G[h] on the fermion Fock space F by using the
energy-momentum tensor (56) as in §4.5.
Proposition 7.2 ([2, Proposition 6.1]). For any hj ∈ D0+, j = 1, 2, . . . , N and N -pointed curve
X = (C;Q1, Q2, . . . , Qn; ξ1, ξ2, . . . , ξN )
with formal neighbourhoods, put
X(h) = (C;Q1, Q2, . . . , QN ;h1(ξ1), h2(ξ2), . . . , hN (ξN )).
Then, the isomorphism G[h1]⊗̂ · · · ⊗̂G[hN ]
F†N → F†N
〈φ1⊗̂ · · · ⊗̂φN | 7→ 〈φ1G[h1]⊗̂ · · · ⊗̂φNG[hN ]|
induces the canonical isomorphism
G[h1]⊗̂ · · · ⊗̂G[hN ] : V†ab(X)→ V†ab(X(h))
7.3. The space of abelian vacua associated to a Riemann surface. Let C be a compact
Riemann surface. For a stable and saturated pointed Riemann surface with formal neighbourhoods
X we denote by c˜(X) the underlying Riemann surface. Suppose we now have two pointed Riemann
surfaces with formal neighbourhoods Xi such that c˜(X1) = c˜(X2) = C. Choose for each component of
C a point with a formal neighbourhood, which is not a point with formal neighbourhoods of Xi, i=1,2.
Let X0 be the resulting stable and saturated pointed Riemann surface with formal neighbourhoods
(if X0 is not stable, then add further points with formal neighbourhoods). Then iterations of
the propagation of vacua isomorphism determined by the inclusion of FN into FN+1 given by
|v〉 7→ |v〉 ⊗ |0〉, induces isomorphisms from V†ab(X0) to V†ab(Xi), i = 1, 2. It is elementary to check
that the resulting isomorphism from V†ab(X1) to V†ab(X2) is independent of X0.
Furthermore, we get from the commutativity of the following diagram
F1 =−−−−→ F1
Id⊗|0〉
y Id⊗|0〉y
F2 Id⊗G[h]−−−−−→ F2,
which follows from the fact that G[h]|0〉 = |0〉, that these isomorphisms are also compatible with
the change of formal coordinates isomorphism induced by G[h].
Definition 7.4. The space of abelian vacua associated to the Riemann surface C is by definition
V†ab(C) =
∐
c˜(X)=C
V†ab(X)/ ∼,
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where the disjoint union is over all Riemann surfaces with formal neighbourhoods with C as the un-
derlying Riemann surface and ∼ is the equivalence relation generated by the isomorphisms discussed
above.
It is obvious that
Proposition 7.3. The natural quotient map from V†ab(X) to V†ab(C) is an isomorphism for all
Riemann surfaces with formal neighbourhoods X with c˜(X) = C.
Suppose Ci, i = 1, 2 are Riemann surfaces and Φ : C1→C2 is a morphism of labeled marked
Riemann surfaces. Let X2 be a Riemann surface with formal neighbourhoods such that c˜(X2) = C2.
Let Φ∗X2 = X1. Then Φ is a morphism of Riemann surfaces with formal neighbourhoods. We
clearly have that
Proposition 7.4. The identity map on FN induces a linear isomorphism from V†ab(X1) to V†ab(X2),
which induces a well defined linear isomorphism V†ab(Φ) from V†ab(C1) to V†ab(C2). Compositions
of morphisms of labeled marked Riemann surfaces go to compositions of the induced linear isomor-
phisms.
8. Definition of the line bundle of abelian vacua over Teichmu¨ller space
8.1. Sheaf of abelian vacua. Let
F = (π : C → B; s1, . . . , sN ; ξ1, . . . , ξN )
be a family of N -pointed semi-stable curves with formal neighbourhoods. That is C and B are
complex manifolds, π is a proper holomorphic mapping, and for each point b ∈ B, F(b) = (Cb =
π−1(b); s1(b), . . . , sN (b); ξ1, . . . , ξN ) is an N -pointed semi-stable curve with formal neighbourhoods.
We let Σ be the locus of double points of the fibers of F and let D be π(Σ). Note that Σ is a non-
singular submanifold of codimension two in C, and D is a divisor in B whose irreducible components
Di, i = 1, 2, . . . ,m
′ are non-singular.
In this section we use the following notation freely.
Sj = sj(B), S =
N∑
j=1
Sj .
Put
FN(B) = FN ⊗C OB, F†N (B) = OB ⊗C F†N .
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Definition 8.1. We define the subsheaf V†ab(F) of F†N (B) by the gauge conditions:
N∑
j=1
〈Φ|ψ[ωj ] = 0, for all ω ∈ π∗(ωC/B(∗S)),
N∑
j=1
〈Φ|ψ[fj ] = 0, for all f ∈ π∗OC(∗S).
where ωj and fj are the Laurent expansion of ω and f along Sj with respect to the coordinate ξj .
The sheaf V†ab(F) is called the sheaf of (j = 0) abelian vacua or the sheaf of abelian vacua of the
family F. Similarly the sheaf Vab(F) of (j = 0) dual abelian vacua of the family is defined by
Vab(F) = FN(B)/Fab(F).
where Fab(F) is the OB-submodule of FN (B) given by Fab(F) = F0ab(F)+F1ab(F), where F0ab(F) is the
span of ψ[f ]FN (B) for all f ∈ π∗OC(∗S) and F1ab(F) is the span of ψ[ω]FN(B) for all ω ∈ π∗ωC/B(∗S).
Note that we have
V†ab(F) = HomOB(Vab(F),OB).
Moreover, by the right exactness of the tensor product we have that
(57) Vab(F)⊗OB OB,b/mb ∼= Vab(F(b)).
Theorem 8.1 ([2, Theorem 5.2]). The sheaves Vab(F) and V†ab(F) are invertible OB-modules. They
are dual to each other.
8.2. The line bundle of abelian vacua over Teichmu¨ller space. Let Fi, i = 1, 2 be two families
of stable and saturated pointed Riemann surfaces with formal neighbourhoods. Assume we have a
morphism of families (not necessarily preserving sections nor formal coordinates)
C1 Φ−−−−→ C2y y
B1 Ψ−−−−→ B2,
which is a fiberwise biholomorphism.
Let now F0 = (C1→B1;~s0, ~η0) be obtained from F1, by replacing (~s1, ~η1) by (~s0, ~η0) such that
~s0(B1) is disjoint from ~s1(B1) and from ~˜s2(B1), where Φ~˜s2 = ~s2Ψ. The propagation of vacua
isomorphism induces an isomorphism between V†ab(F0) and V†ab(F1). Furthermore the propagation
of vacua induces an isomorphism between V†ab(F0) and V†ab(F˜2), where F˜2 = (C1→B1; ~˜s2, ~˜η2) and
Φ~˜η2 = Ψ
∗~η2. The identity on FN(B1) induces an isomorphism between V†ab(F˜2) and V†ab(Ψ∗(F2)).
Composing these with the pull back isomorphism just as in the non-abelian case, we arrive at the
following proposition.
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Proposition 8.1. We get an induced bundle morphism
(58)
V†ab(F1)
V†ab(Φ)−−−−→ V†ab(F2)y y
B1 Ψ−−−−→ B2,
determined as above. Moreover, composition of such family morphisms goes to composition of the
induced bundle morphisms.
Suppose now that we have two families Fi, i = 1, 2 over Σ with the property that they have the
same image Ψ˜F1(B1) = Ψ˜F2(B2) in Teichmu¨ller space TΣ and that F2 is a good family with respect
to Σ. For such a pair of families there exists by Proposition 3.2 a unique fiber preserving biholo-
morphism Φ12 : C1→C2 covering Ψ−1F2 ΨF1 such that Φ−1F2 Φ12ΦF1 : Y →Y is isotopic to Ψ−1F2 ΨF1 × Id
through such fiber preserving maps.
By Theorem 8.1 we have that V†ab(Fi) are holomorphic line bundles over Bi. By Proposition 8.1
we get induced a glueing isomorphism
(59) V†ab(Φ12) : V†ab(F1)→V†ab(F2).
Definition 8.2. Let Σ be a closed oriented smooth surface. We now define a line bundle V†ab =
V†ab(Σ, P ) over Teichmu¨ller space TΣ using the cover {Ψ˜F(B)}, where F runs over the stable and
saturated good families of pointed Riemann surfaces with formal neighbourhoods over Σ. Over
Ψ˜F(B) we specify the line bundle as (Ψ˜−1F )∗V†ab(F). On overlaps of the image of two good families,
we use the glueing isomorphism V†ab(Φ12) to glue the corresponding bundles together.
We obviously have the following
Proposition 8.2. For any stable and saturated family F˜ of pointed Riemann surfaces with formal
neighbourhoods over Σ we have a preferred isomorphism
Υ˜F˜ : V†ab(F˜)→ Ψ˜
∗
F˜ V†ab(Σ)
induced by the transformation isomorphism between V†ab(F˜) and V†ab(F), for good families F of pointed
Riemann surfaces with formal neighbourhoods over Σ such that Ψ˜F(B) intersect Ψ˜F˜(B′) nonempty.
Suppose now f : Σ1→Σ2 is a morphism of surfaces. Then of course f induces a biholomorphism
f∗ from TΣ1 to TΣ2 . Let now F1 be a good family of stable pointed Riemann surfaces with formal
neighbourhoods over Σ1. Then by composing with f
−1×Id we get a good family F2 of stable pointed
Riemann surfaces with formal neighbourhoods over Σ2 over the same base B1. The identity morphism
on FN(B1) then induces a morphism V†ab(f) : V†ab(F1)→V†ab(F2) which covers the identity on the
base. This is precisely the morphism induced from the morphism of families Φf = f × Id : F1→F2
by Proposition 8.1. This in turn induces a morphism V†ab(f) : (Ψ˜
−1
F1
)∗(V†ab(F1))→(Ψ˜
−1
F2
)∗(V†ab(F2))
which covers f∗ : Ψ˜F1(B1)→ Ψ˜F2(B1).
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Proposition 8.3. The above construction provides a well defined lift of f∗ : TΣ2 →TΣ1 to a mor-
phism V†ab(f) : V†ab(Σ1)→V†ab(Σ2) which behaves well under compositions.
The proof is exactly the same as the proof of Proposition 5.4.
9. The connection in the line bundle of abelian vacua over Teichmu¨ller space.
Let us use the same notation as in §6.1. Let F be a family of stable and saturated pointed
Riemann surfaces with formal neighbourhoods on (Σ, P ). For an element ~ℓ = (ℓ1, . . . , ℓN) in
L(F) :=
N⊕
j=1
OB[ ξ−1j ]
d
dξj
,
the action D(~ℓ) on F is defined by
(60) D(~ℓ)(F ⊗ |u〉) = θ(~ℓ)(F )⊗ |u〉 − F ·
( N∑
j=1
ρj(T [ℓj])
)
|u〉,
where
F ∈ OB, |u〉 ∈ FN ,
and
T [ℓ] = Res
z=0
(T (z)ℓ(z)dz), .
Here T (z) is the energy-momentum tensor T of spin j = 0 bc ghost system. Then the action has
the similar properties as those of Proposition 6.1. We define the dual action of L(F) on F†N(B) by
(61) D(~ℓ)(F ⊗ 〈Φ|) = θ(~ℓ)(F )⊗ 〈Φ|+
N∑
j=1
F · 〈Φ|ρj(T [ℓj]).
where
F ∈ OB, 〈Φ| ∈ F†N(B).
Then, for any |u〉 ∈ FN (B) and 〈Φ| ∈ F†N (B), we have
(62) {D(~ℓ)〈Φ|}|Φ˜〉+ 〈Φ|{D(~ℓ)|Φ˜〉} = θ(~ℓ)〈Φ|Φ˜〉.
Now the operator D(~ℓ) acts on Vab(F).
Proposition 9.1 ([2, Proposition 4.2]). For any ~ℓ ∈ L(F) we have
D(~ℓ)(Fab(F)) ⊂ Fab(F).
Hence, D(~ℓ) operates on Vab(F). Moreover, it is a first order differential operator, if θ(~ℓ) 6= 0.
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Now choose a meromorphic bidifferential
ω ∈ H0(C ×B C, ωC×BC(2∆))
defined by (42). Put
(63) bω(~ℓ) =
N∑
j=1
Res
ξj=0
(
ℓj(ξj)Sω(ξj)dξj
)
where Sω is the projective connection defined by (45). Then this defines an OB-module homomor-
phism
bω : L(F)→ OB,
and if θ(~ℓ) = 0 then we have that
〈Φ|{D(~ℓ)|u〉} = 1
6
bω(~ℓ)〈Φ|u〉.
For a vector field X on B choose ~ℓ ∈ L(F) such that θ(~ℓ) = X . Then the connection on V†ab(F) is
defined by
(64) ∇(ω)X (〈Φ|) = D(~ℓ)(〈Φ|) +
1
6
bω(~ℓ)(〈Φ|),
for 〈Φ| ∈ V†ab(F). This is well-defined and (64) is independent of the choice of ~ℓ ∈ L(F) with
θ(~ℓ) = X . Just like for the non-abelian conformal field theory (see for example [19], section 5) we
can prove the following theorem.
Theorem 9.1 ([2, Theorem 4.2]). The operator ∇(ω) defines a projectively flat holomorphic connec-
tion of the sheaves Vab(F) and V†ab(F). Moreover, the connection has a regular singularity along the
locus D ⊂ B which is the locus of the singular curves. The connection ∇(ω) depends on the choice of
bidifferential ω and if we choose another bidifferential ω′ then there exists a holomorphic one-form
φω,ω′ on B such that
(65) ∇(ω)X −∇(ω
′)
X =
1
6
〈φω,ω′ , X〉.
Moreover, the curvature form R of ∇(ω)X is given by
(66) R(X,Y ) =
1
6
{
bω(~n)−X(bω(~m)) + Y (bω(~ℓ))−
N∑
j=1
Res
ξj=0
(d3ℓj
dξj
mjdξj
)}
,
where X,Y ∈ ΘC/B(∗S)), ~ℓ, ~m ∈ L(F) with X = θ(~ℓ), Y = θ(~m), and ~n ∈ L(F) is defined by
~n = [~ℓ, ~m]d (see (39)).
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Corollary 9.1. Let F be a family of stable and saturated pointed Riemann surfaces with formal
neighbourhoods on (Σ, P ). If we use the same bidifferential ω to define the connections on the
bundle of vacua and the line bundle of abelian vacua on F, then we have
(67) Rω(X,Y ) =
cv
2
R(X,Y )⊗ Id .
Proposition 9.2. Let F be a family of stable and saturated pointed Riemann surfaces with formal
neighbourhoods on (Σ, P ) and choose a symplectic basis (α1, . . . , αg, β1, . . . , βg) of H1(Σ,Z). Let
ω ∈ H0(C ×B C, ωC×BC/B(2∆)) be the normalized symmetric bidifferential determined by this data.
Then there is the connection ∇˜(ω) in the bundle V†ab(F) whose (1, 0)-part is given by formula (4.23)
in [2] and whose (0, 1)-part is just the ∂-operator in this holomorphic line-bundle. The curvature of
this connection is given by the formula (66).
Proof. By the definition of ∇˜(ω) and the definition (63) of bω, we see that the (1, 1) and (0, 2)-part
of the curvature is zero.

Suppose now that we have two good families Fi, i = 1, 2 with the property that they have the
same image Ψ˜F1(B1) = Ψ˜F2(B2) in Teichmu¨ller space TΣ. For such a pair of families there exists by
Proposition 3.2 a unique fiber preserving biholomorphism Φ12 : C1→C2 covering Ψ−1F2 ΨF1 such that
Φ−1F2 Φ12ΦF1 : (Y, P )→(Y, P ) is isotopic to Ψ−1F2 ΨF1 × Id.
Lemma 9.1. Let ∇˜(ω)i be the connection in V†ab(Fi) described in Proposition 9.2. Then we have that
V†ab(Φ12)∗(∇˜
(ω)
2 ) = ∇˜
(ω)
1 .
This follows from Theorem 4.4 above, by the same argument as in the non-abelian case.
Theorem 9.2. Let Σ be a closed oriented surface and let (~α, ~β) = (α1, . . . , αg, β1, . . . , βg) be a
symplectic basis of H1(Σ,Z). There is a unique connection ∇˜(~α,
~β)
= ∇˜(~α,~β)(Σ, P ) in the bundle
V†ab(Σ, P ) over TΣ with the property that for any good family F of stable pointed Riemann surfaces
with formal neighbourhoods over Σ we have that
Ψ˜
∗
F(∇˜
(~α,~β)
) = ∇˜(ω) .
In particular the connection is compatible with the holomorphic line-bundle structure on V†ab(Σ, P ).
The curvature is of type (2, 0) as stated in Proposition 9.2.
If we act on the symplectic basis (~α, ~β) by an element Λ =
(
A B
C D
)
∈ Sp(g,Z) so as to obtain
Λ(~α, ~β), as defined by (43), then
(68) ∇˜Λ(~α,
~β)−∇˜(~α,
~β)
=
1
2
Π∗(d log det(Cτ +D)),
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where Π is the period mapping of holomorphic one-forms form the base space of F to the Siegel upper-
half plane of degree g. If f : Σ1→Σ2 is an orientation preserving diffeomorphism of surfaces which
maps the symplectic basis (~α(1), ~β(1)) of H1(Σ1,Z) to the symplectic basis (~α
(2), ~β(2)) of H1(Σ2,Z)
then we have that
V†ab(f)∗(∇˜
(~α(2),~β(2))
) = ∇˜(~α
(1),~β(1))
.
Proof. The existence is a consequence of Lemma 9.1. The transformation law (68) follows from the
above Theorem 9.1.

Proposition 9.3. For any stable and saturated family F˜ of pointed Riemann surfaces with formal
neighbourhoods over Σ the preferred isomorphism
Υ˜F˜ : V†ab(F˜)→ Ψ˜
∗
F˜ V†ab(Σ)
given by Proposition 8.2 preserves connections and is compatible with the lift V†ab(f).
This follows directly from Lemma 9.1 and Theorem 9.2.
10. The preferred non-vanishing section of the bundle of abelian vacua.
Let X = (C;Q; ξ) be a one-pointed smooth curve of genus g with a formal neighbourhood. We
shall show that if we fix a symplectic basis (~α, ~β) = (α1, . . . , αg, β1, . . . , βg) of H1(C,Z), then there
is a canonical preferred non-zero vector 〈ω(X, ({α, β})| ∈ V†ab(X). Let us choose a normalized basis
{ω1, . . . , ωg} of holomorphic one-forms on C which is characterized by
(69)
∫
βi
ωj = δij , 1 ≤ i, j ≤ g.
The period matrix is given by
τ = (τij), τij =
∫
αi
ωj .
Now the numbers Iin, n = 1, 2, . . ., i = 1, . . . g are defined by
ωi = (
∞∑
n=1
Iinξ
n−1)dξ.
Note that the numbers Iin depend on the symplectic basis (~α,
~β) and the formal neighbourhood ξ.
For a positive integer n ≥ 1 let ω(n)Q be a meromorphic one-form on C which has a pole of order
n+ 1 at Q and holomorphic elsewhere such that∫
αi
ω
(n)
Q = −
2π
√−1Iin
n
,
∫
βi
ω
(n)
Q = 0, 1 ≤ i ≤ g(70)
ω
(n)
Q =
( 1
ξn+1
+
∞∑
m=1
qn,mξ
m−1
)
dξ.(71)
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These conditions uniquely determine ω
(n)
Q . Note that the second equality of (70) and (71) imply the
first equality of (70). The preferred element 〈ω(X, {α, β})| ∈ V†ab(X) is defined by
〈ω(X, {α, β})| = · · · e(ωg+2) ∧ e(ωg+1) ∧ e(ωg) ∧ · · · ∧ e(ω1),
where
ωg+n = ω
(n)
Q .
For details see Lemma 3.1 and its proof of [2]. We call {ωn}, n = 1, 2, . . . a normalized basis for
X. Note that the normalized basis depends on the choice of a symplectic basis of H1(C,Z) and the
coordinate ξ.
Theorem 10.1 ([2, Theorem 6.2]). For h(ξ) ∈ D0+ put Xh = {C;Q; η = h(ξ)}. Then
〈ω(X, {α, β})|G[h] = 〈ω(Xh, {α, β})|,
where G[h] : V†ab(X)→ V†ab(Xh) is the canonical isomorphism given in Proposition 7.2
Theorem 10.2 ([2, Theorem 6.3]). Let (α1, . . . αg, β1, . . . , βg) and (α˜1, . . . α˜g, β˜1, . . . , β˜g) be sym-
plectic bases of H1(C,Z) of the non-singular curve C. Assume that {β1, . . . , βg} and {β˜1, . . . , β˜g}
span the same Lagrangian sublattice in H1(C,Z). Then
〈ω(X, {α, β})| = detU〈ω(X, {α˜, β˜})|,
where U ∈ GL(g,Z) is defined by 
β˜1
...
β˜g
 = U

β1
...
βg
 .
Let {p, q} be two smooth points on the curve C with formal neighbourhoods ξ, η, respectively.
Put X0 = (C; p, q; ξ, η), X1 = (C; p; ξ), X2 = (C; q; η). Then the natural imbeddings
ι1 : F →֒ F2
|u〉 7→ |u〉 ⊗ |0〉
ι2 : F →֒ F2
|u〉 7→ |0〉 ⊗ |u〉
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induce canonical isomorphisms
V†ab(X0)
ι∗1 ւ ցι∗2
V†ab(X1) V†ab(X2)
by Theorem 7.4.
Theorem 10.3 ([2, Theorem 6.4]). Under the above notation we have
ι∗2 ◦ (ι∗1)−1(〈ω(X1, {α, β})|) = 〈ω(X2, {α, β})|.
Let Σ be a closed oriented surface. Assume first that Σ is connected. As described above, the
choice of a symplectic basis gives a preferred section in the line bundle of abelian vacua associated
to any family of stable and saturated pointed Riemann surfaces with formal neighbourhoods over
Σ. We have that
Theorem 10.4. Let F be a family of stable and saturated pointed Riemann surfaces with formal
neighbourhoods over Σ and choose a symplectic basis (~α, ~β) of H1(Σ,Z). Then there is a preferred
non-vanishing holomorphic section s
(~α,~β)
F in the bundle V†ab(F)⊗2 given by
s
(~α,~β)
F (t) = (〈ω(Xt, {α(t), β(t)}|)⊗2.
If we act on the symplectic basis (~α, ~β) by an element Λ =
(
(U t)−1 B
0 U
)
∈ Sp(g,Z) in order to
obtain Λ(~α, ~β) as described in (43), then
(72) sΛ(~α,
~β) = s(~α,
~β).
Proof. This is clear from Theorem 10.2, since we have detU = ±1.

Thus the section s
(~α,~β)
F only really depends on the Lagrangian subspace L = Span{βi} and we
therefore denote it sF(L).
Suppose now that Σ is not connected and that Σ =
∐
i Σi is the decomposition of Σ into its
connected components Σi. Let F be a family of stable pointed Riemann surfaces with formal neigh-
bourhoods over Σ. Let Fi be the restriction of F to Σi. Let Ni be the number of sections of Fi and
N =
∑
iNi the number of sections of F. We obviously have the following lemma.
Lemma 10.1. The isomorphism FN ∼= ⊗iFNi induces an isomorphism of holomorphic line bundles
V†ab(F) ∼= ⊗iV†ab(Fi),
which is compatible with the connections.
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Suppose now that (~α, ~β) = ((~αi, ~βi)) is a symplectic basis of H1(Σ,Z). We then define the
preferred section to be
s
(~α,~β)
F = ⊗is(~αi,
~βi)
Fi
.
For the rest of this section Σ is just any closed oriented surface.
Suppose now that we have two good families Fi, i = 1, 2 with the property that they have the
same image Ψ˜F1(B1) = Ψ˜F2(B2) in Teichmu¨ller space TΣ. For such a pair of families there exists
by Theorem 3.2 a unique fiber preserving biholomorphism Φ12 : C1→C2 covering Ψ−1F2 ΨF1 such that
Φ−1F2 Φ12ΦF1 : Y →Y is isotopic to Ψ−1F2 ΨF1 × Id through fiber preserving diffeomorphisms.
Lemma 10.2. Let s
(~α,~β)
Fi
be the preferred sections of V†ab(Fi)⊗2 described in Theorem 10.4. Then
we have that
V†ab(Φ12)⊗2(s(~α,
~β)
F1
) = s
(~α,~β)
F2
.
Proof. Since V†ab(Φ12) is induced by the propagation of vacua isomorphism and the coordinate change
isomorphism, this lemma follows from Theorem 10.1 and 10.3.

Theorem 10.5. Let Σ be a closed oriented surface and let (~α, ~β) = (α1, . . . , αg, β1, . . . , βg) be a
symplectic basis of H1(Σ,Z). Then there is a unique non-vanishing holomorphic section s
(~α,~β) =
s
(~α,~β)
Σ in the bundle V†ab(Σ)⊗2 over TΣ with the property that for any good family F of stable pointed
Riemann surfaces with formal neighbourhoods over Σ we have that
(Ψ˜
∗
F)
⊗2(s(~α,
~β)) = s
(~α,~β)
F .
The sections transforms according to the transformation rule (72. If f : Σ1→Σ2 is an orientation
preserving diffeomorphism of surfaces which maps the symplectic basis (~α(1), ~β(1)) of H1(Σ1,Z) to
the symplectic basis (~α(2), ~β(2)) of H1(Σ2,Z) then we have that
(V†ab(f)∗)⊗2(s(~α
(2),~β(2))
Σ2
) = s
(~α(1),~β(1))
Σ1
.
Proof. The first part of this theorem follows from the above. Since the choice of basis of meromorphic
1-forms with the relevant properties is natural w.r.t. morphisms of Riemann surfaces, we get that
the preferred section transforms just like the bases does.

Likewise, we see that the section only depends on the Lagrangian subspace and we denote it
therefore s(L) = sΣ(L).
Proposition 10.1. For any stable and saturated family F˜ of pointed Riemann surfaces with formal
neighbourhoods over Σ the preferred isomorphism
Υ˜⊗2
F˜
: V†ab(F˜)⊗2→ Ψ˜
∗
F˜ V†ab(Σ)⊗2
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given by Proposition 8.2 preserves the preferred sections.
This Follows from Lemma 10.2.
11. The geometric construction of the modular functor.
For the convenience of the reader, let us summarize the results of the sheaf of vacua constructions
over Teichmu¨ller spaces of pointed surfaces obtained in non-abelian case in sections 4.6 to 6 and in
the abelian case in sections 7 to 10.
Theorem 11.1. Let (Σ, P, λ) be a stable and saturated labeled pointed surface.
• The sheaf of vacua construction (see Definition 5.2) yields a vector bundle V†λ = V†λ(Σ, P )
over the Teichmu¨ller space T(Σ,P ) of (Σ, P ) whose fiber at a complex structure C on (Σ, P )
is identified (via the isomorphism given in Proposition 5.2) with the space of vacua V†λ(C)
as defined in Definition 4.5.
• For each symplectic basis of H1(Σ,Z), we get induced a connection in V†λ over T(Σ,P ). Any
two of these connections differ by a global scalar-value 1-form on T(Σ,P ). See Theorem 6.3.
• Each of these connections is projectively flat and their curvature are described in details in
Theorem 6.2 and 9.1.
• There is a natural lift of morphisms of pointed surfaces to these bundles covering induced
biholomorphisms between Teichmu¨ller spaces, which preserves compositions. See Proposition
5.4.
• A morphism of pointed surfaces transforms these connections according to the way it trans-
forms symplectic bases of the first homology. See Theorem 6.2.
Remark 11.1. If we choose a Lagrangian subspace L of H1(Σ,Z) and constrain the symplectic basis
(αi, βi) of H1(Σ,Z) such that L = Span{βi} then we see from the transformation laws in Theorem
6.2, that we get a connection in V†λ which depends only on L.
Since the connections in the vector bundle V†λ are only projectively flat, we need a 1-dimensional
theory with connections, whose curvature after taking tensor products, can cancel this curvature
and result in a bundle with a flat connection. There are obstructions to doing this mapping class
group equivariantly, so we expect to see central extension of the mapping class groups occurring. As
we shall see below, this is exactly what happens, when one extracts the necessary root of the abelian
theory treated in [2], so as to get the right scaling of the curvature. Again, the following theorem
summarizes the results and constructions, now in the abelian case treated in section 7 to 10.
Theorem 11.2. Let Σ be a closed oriented surface.
• The sheaf of abelian vacua construction (see Definition 8.2) yields a line bundle V†ab = V†ab(Σ)
over the Teichmu¨ller space TΣ of Σ, whose fiber at a complex structure C on Σ is identified
58 JØRGEN ELLEGAARD ANDERSEN AND KENJI UENO
(via the isomorphism given in Proposition 8.2) with the space of abelian vacua V†ab(C) as
defined in Definition 7.4.
• For each symplectic basis of H1(Σ,Z), we get induced a holomorphic connection in V†ab over
TΣ (see Theorem 9.2). The difference between the connections associated to two different
basis’s is the global scalar-value 1-form on TΣ given in (68).
• The curvature of each of these connections are described in Proposition 9.2.
• For each symplectic basis of H1(Σ,Z), we also get a preferred non-vanishing section of
(V†ab)⊗2 as specified in Theorem 10.5. The transformation formula (72) states how the
preferred sections transforms under change of the symplectic basis of H1(Σ,Z).
• There is a natural lift of morphisms of surfaces to these bundles covering induced biholo-
morphisms between Teichmu¨ller space, which preserves compositions. See Proposition 8.3.
• A morphism of surfaces transforms these connections and the preferred sections according
to the way it transforms symplectic bases of the first homology. See Theorem 9.1 and 10.5.
Remark 11.2. If we choose a Lagrangian subspace L of H1(Σ,Z) and constrain the symplectic basis
(αi, βi) of H1(Σ,Z) such that L = Span{βi} then we see from the transformation laws in Theorem
10.5, that we get a preferred non-vanishing section s = s(L) and a connection in (V†ab)⊗2 which only
depends on L.
From the discussion of the curvatures of the connections in V†λ and V†ab, i.e. by comparing the
curvature formula (67), it is clear that the root of (V†ab)⊗2 we are seeking is cυ. The following
theorem provided us with such a root.
Theorem 11.3. For any marked surface Σ = (Σ, L) there exists a line bundle, which we denoted
(V†ab)−
1
2 cυ (L) = (V†ab)−
1
2 cυ(Σ), over TΣ that satisfies the following:
• (V†ab)−
1
2 cυ is a functor from the category of marked surfaces to the category of line bundles
over Teichmu¨ller spaces of closed oriented surfaces.
• If we choose a symplectic basis of H1(Σ,Z) for a marked surface Σ then we get induced a
connection in (V†ab)−
1
2 cυ(L), whose curvature is − 12 cυ times the curvature of the correspond-
ing connection in V†ab. The difference between the connections associated to two different
bases is − 12cυ times the global scalar-value 1-form on TΣ given in (68).
Proof. Let ((V†ab)⊗2)∗ be the complement of the zero section of (V†ab)⊗2. Let ˜(V†ab)⊗2 be the fiberwise
universal cover of ((V†ab)⊗2)∗ based at the section s(L). This is a completely functorial construction
on pairs of line bundles and non-vanishing sections. There is a unique lift of the C∗-action on
((V†ab)⊗2)∗ to a C-action on ˜(V†ab)⊗2 with respect to the covering map exp from C to C∗. For any
α ∈ C∗ we can now functorially define a line bundle ((V†ab)⊗2)α(L) as follows:
((V†ab)⊗2)α(L) = ˜(V†ab)⊗2 ×ρα C,
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where ρα(z) : C→C is the linear map given by multiplication by exp(αz) for all z ∈ C. We emphasis
the dependence of this bundle on the section s(L) and hence on L in the notation for this bundle.
Here we choose α = −cv/4 to define (V†ab)−
1
2 cυ .
It is clear from the construction of ((V†ab)⊗2)α(L), that a connection in V†ab will induce a connection
in ((V†ab)⊗2)α(L), whose curvature two-form is α/2 times the curvature two-form of that connection
in V†ab. For the construction of the functor on the morphisms of marked surfaces, we refer to [20]
and [1].

By pulling (V†ab)−
1
2 cυ(L) with its connection back to T(Σ,P ) from TΣ, we get a line bundle with
with a connection on T(Σ,P ), which we also denote (V†ab)−
1
2 cυ (L).
Let now (Σ, λ) = (Σ, P, V, L, λ) be a stable and saturated labeled marked surface. From the
above Theorems 11.1 and 11.3, we see that there is a well defined flat connection in the vector
bundle V†λ ⊗ (V†ab)−
1
2 cυ(L) over T(Σ,P ) gotten by taking the tensor product connection of the two
connections induced by any symplectic basis (αi, βi) of H1(Σ,Z). Now T(Σ,P ) forms a RP+-principal
bundle over the reduced Teichmu¨ller space T (r)(Σ,P ). Hence we can use the flat connection to push
forward this bundle to obtain a bundle with a flat connection over the reduced Teichmu¨ller space.
Definition 11.1. For the stable and saturated labeled marked surface (Σ, λ) we define the vector
bundle V†λ(Σ) with its flat connection ∇(Σ, λ) as the push forward of the bundle V†λ⊗ (V†ab)−
1
2 cυ(L)
to the reduced Teichmu¨ller space T (r)(Σ,P ) followed by restriction to the fiber TΣ.
Remark 11.3. By Theorem 11.1 and 11.2 and Lemma 6.3 we see that morphism of stable and
saturated marked surfaces induces isomorphisms of flat vector bundles covering corresponding dif-
feomorphisms of Teichmu¨ller spaces of the corresponding marked surfaces.
However, for a labeled marked surface (Σ, λ) = (Σ, P, V, L, λ), which is not stable or not saturated we
need to say a little more. Namely, let (Σ′, λ′) be obtained from (Σ, λ) by further labeling points
not in P by the zero label 0 ∈ Pℓ and choose projective tangent vectors at these new labeled points,
such that Σ′ is both stable and saturated. . Let π′ be the projection map from TΣ′ to TΣ.
Proposition 11.1. The connection ∇(Σ′, λ′) has trivial holonomy along the fibers of the projection
map π′. The connection ∇(Σ′, λ′) induces a flat connection in the bundle over TΣ obtained by push
forward V†λ′(Σ′) along π′ using ∇(Σ′, λ′). If (Σ′′, λ′′) is another stable and saturated labeled marked
surface obtained from (Σ, λ) in the same way by adding zero-labeled point to P , then iterations of
the propagation of vacua isomorphisms given in Proposition 5.3 induces a connection preserving
isomorphism between the corresponding pair of bundles over TΣ.
This proposition follows directly from Proposition 6.7 and the definition of the flat vector bundle
V†λ′(Σ′, P ′).
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Definition 11.2. We define the vector bundle with its flat connection (V†λ(Σ),∇(Σ, λ)) over TΣ
to be π′∗(V†λ′(Σ′),∇(Σ′, λ′)) for any stable and saturated labeled marked surface (Σ′, λ′) obtained
from (Σ, λ) by adding zero-labeled marked points to P .
Suppose now f : (Σ1, λ1)→(Σ2, λ2) is a morphism of labeled marked surfaces and that (Σ′i, λ′i) is
obtained as above from (Σi, λi) by adding zero-labeled points and further that f
′ : (Σ′1, λ
′
1)→(Σ′2, λ′2)
is any morphism of labeled marked surfaces, which induces f when restricted to (Σ1, λ1). We then
have the following result as a direct consequence of Proposition 6.8.
Proposition 11.2. The induced morphism of flat vector bundles V†(f ′) : V†λ′1(Σ
′
1)→V†λ′2(Σ
′
2) in-
duces a morphism of flat vector bundles from V†λ1(Σ1) to V
†
λ2
(Σ2) which only depends on f and
which behaves well under compositions of morphism of labeled marked surface.
Let us now collect the thus fare obtained in the following theorem.
Theorem 11.4. The construction given above gives a functor from the category of labeled marked
surfaces to the category of vector bundles with flat connections over Teichmu¨ller spaces of marked
surfaces.
The modular functor we seek is now simply just obtained by composing with the functor which
takes covariant constant sections of vector bundles with connections.
Definition 11.3 (The functor V gℓ ). Let ℓ be a positive integer. Let Pℓ be the finite set defined in
(6) with the involution † as defined by (3). Let (Σ, λ) = (Σ, P, V, L, λ) be a labeled marked surface
using the label set Pℓ. The functor V
g
ℓ is by definition the composite of the functor, which assigns
to (Σ, λ) the flat vector bundle V†λ(Σ) over TΣ, and the functor, which takes covariant constant
sections.
Remark 11.4. For a labeled marked surface (Σ, λ) and a complex structure C on it, we see that
Proposition 5.2 and 8.2 give an isomorphism
V gℓ (Σ, λ)
∼= V†λ(C)⊗ (V†ab)−
1
2 cυ (L)(C),
since TΣ is contractible. Moreover, if f : (Σ1, λ1)→(Σ2, λ2) is a morphism of labeled marked Rie-
mann surfaces, which is realized by a morphism of labeled marked Riemann surfaces Φ : C1→C2,
such that Φ∗(L2) = L1, then we have the following commutative diagram
V gℓ (Σ1, λ1)
∼=−−−−→ V†λ(C1)⊗ (V†ab)−
1
2 cυ(L1)(C1)
V
g
ℓ (f)
y V†(Φ)⊗V†ab(Φ)− 12 cυy
V gℓ (Σ2, λ2)
∼=−−−−→ V†λ(C2)⊗ (V†ab)−
1
2 cυ (L2)(C2).
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Remark 11.5. Let (Σ, λ) be a labeled marked surface and suppose that (Σ′, λ′) is obtained from
(Σ, λ) by labeling further points by 0 ∈ Pℓ, then by Proposition 11.1 we get induced an isomorphism
V gℓ (Σ, λ)
∼= V gℓ (Σ′, λ′).
Let (Σ, λ) be a labeled marked surface. Let F = (π : C→B, ~s, ~η) be a family of stable and
saturated Riemann surfaces with formal neighbourhoods over Σ.
Definition 11.4. We define V gℓ (F, λ) to be the covariant constant sections of the flat bundles
V†λ(F)⊗ (V†ab)−
1
2 cυ(L)(F) over B.
Form this definition it is clear that we get an isomorphism
IF : V
g
ℓ (F, λ)→ V gℓ (Σ, λ).
In order for the functor V gℓ to be modular, we need to further construct the disjoint union
isomorphism and the glueing isomorphism and to check that the axioms of a modular functor is
satisfied. First we construct the disjoint union isomorphism. The glueing isomorphism will be
constructed in the following section.
Let (Σi, λi) = (Σi, Pi, Vi, Li, λi), i = 1, 2, be two stable and saturated labeled marked surfaces
and let (Σ, λ) = (Σ1, λ1) ⊔ (Σ2, λ2). Let λ = λ1 ⊔ λ2. We have that TΣ = TΣ1 ×TΣ2 . Let
πi : TΣ→TΣi be the projection onto the i’th factor. We clearly have that
Proposition 11.3. The natural isomorphism H~λ ∼= H~λ1 ⊗ H~λ2 (for any ordering ~λ,~λ1 and ~λ2 of
λ, λ1 and λ2 respectively) induces an isomorphism of vector bundles with connections
(73) V†λ(Σ, P ) ∼= π∗1V†λ1(Σ1, P1)⊗ π∗2V
†
λ2
(Σ2, P2),
where we use the Lagrangian subspaces to fix the connections in all three bundles. The isomorphism is
compatible with isomorphism induced by disjoint union of morphism of corresponding labeled marked
surfaces.
Remark 11.6. These disjoint union isomorphisms are clearly compatible with the propagation of
vacua isomorphisms given in Proposition 11.1.
Further it is easy to see that
Proposition 11.4. The isomorphism given in Lemma 10.1 induces an isomorphism of line bundles
with connections
(74) V†ab(Σ) ∼= π∗1V†ab(Σ1)⊗ π∗2V†ab(Σ2),
where we use the Lagrangian subspaces to fix the connections in all three bundles. The isomorphism is
compatible with isomorphism induced by disjoint union of morphism of corresponding labeled marked
surfaces. Moreover the preferred sections of the squares of these bundles specified by the given
Lagrangian subspaces are compatible with this isomorphism.
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From this proposition it then follows that we get the corresponding isomorphism of − 12cυ-power
of these bundles. Combining this with (73) we now get induced a preferred isomorphism of flat
vector bundles
V†λ(Σ) ∼= π∗1V†λ1(Σ1)⊗ π∗2V
†
λ2
(Σ2),
which intern induces the required isomorphism of the corresponding vector spaces of covariant con-
stant sections:
V gℓ (Σ, λ)
∼= V gℓ (Σ1, λ1)⊗ V gℓ (Σ2, λ2)
which is natural with respect to disjoint union of morphisms.
12. Sheaf of vacua and gluing.
Let Σ = (Σ, {p−, p+} ⊔ P, {v−, v+} ⊔ V, L) be a marked surface. Let
c : P (Tp−Σ)→P (Tp+Σ)
be a glueing map and Σc the glueing of Σ at the ordered pair ((p−, v−), (p+, v+)) with respect to c
as described in section 2. We shall first assume that (Σc, P ) is stable and saturated.
Let F = (π : C →B; s−, s+, ~s; η−, η+, ~η) be a family of pointed Riemann surfaces with formal
neighbourhoods on Σ over a simply-connected base B. Let D be the unit disk in the complex plane.
Assume we have holomorphic functions x± : U± ⊂ C→D such that for each b ∈ B we have that
x± |π−1(b): U±∩π−1(b)→D are local coordinates for π−1(b) centered at p± and further that x± = η±
as formal neighbourhoods. Further we assume that dp±(x± |π−1(b))(v±) = 1 and that
c = P (dp+(x+ |π−1(b)))−1 ◦ P (·) ◦ P (dp−(x− |π−1(b))) : P (Tp−Σ)→P (Tp+Σ)
where P (·) : P (T0D)→P (T0D) is induced by the the real linear map z 7→ z. Assume that P ⊂
Σ− (U− ∪ U+).
Set Bc = B×D and πD : Bc→D be the projection onto the second factor. Let us now construct a
stable and saturated family of pointed curves with formal neighbourhoods Fc = (πc : Cc→Bc, ~s, ~η),
in the sense of Definition 14.2 in the Appendix below, by applying the glueing construction pointwise
over B to F:
Let
C1 = {(z, w, τ) ∈ D×3 | zw = τ}
C1c = C1 × B
and
C2c = {(y, τ) ∈ C ×D | y ∈ U± ⇒ |x±(y)| > |τ |}
Let then
Cc = C1c ∪φ C2c ,
where
φ : ((U− − p−)×D ∪ (U+ − p+)×D) ∩ C2c →C1c
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is given by
φ(y, τ) =
{
(x−(y), τ/x−(y), τ, π(y)), y ∈ U− − p−
(τ/x+(y), x+(y), τ, π(y)), y ∈ U+ − p+
.
One easily checks that Cc is a smooth complex manifold of dimension dim(B) + 2 and that we have
an obvious holomorphic projection map πc : Cc→Bc. Let Fc = (πc : Cc→Bc, ~s, ~η).
The fibers over B×{0} are nodal curves, hence Fc is not a family of pointed Riemann surfaces with
formal neighbourhoods, however it is a family of pointed stable curves with formal neighbourhoods
in the sense of Definition 14.2 in the Appendix below. If D∗ = D \ {0}, then the restricted family
Fc|B×D∗ is however a family of pointed Riemann surfaces with formal neighbourhoods.
Set D˜ = {ζ ∈ C| Im(ζ) > 0}. On D˜ we now consider the real coordinates (r, θ) given by
r(ζ) = exp(−2π Im(ζ)) and θ(ζ) = Re(ζ). Let (r±, θ±) be x± composed with polar coordinates.
Let B˜c = B × D˜ and pc : B˜c→B∗c = B × D∗ be given by pc(b, ζ) = (b, exp(2πiζ)). Then B˜c is
the universal cover of Bc. Let C˜c = p∗cCc, C′c = Cc |B∗c , F˜c = p∗cFc, π˜c : C˜c→B˜c, π˜D˜ : B˜c→ D˜ and
π˜B : B˜c→B.
Let
V± = Φ
−1
F (U±)
and
x˜± : V±→B ×D
be given by
x˜± = (πB, x± ◦ ΦF).
Let us now define a fiber preserving diffeomorphism
f : C˜c→Σc × B˜c
by
f(y, r, θ) =
{
(x˜−1− (π(y), χr(r−(y)), θ−(y) +
1
2
1−r−(y)
1−r1/2
θ), r, θ) if y ∈ U−, 1 ≥ r−(y) ≥ r1/2
(x˜−1+ (π(y),−χr(r−(y)),−θ−(y)− 12 r−(y)−rr1/2−r θ), r, θ) if y ∈ U−, r1/2 ≥ r−(y) ≥ r,
and extend f to all of C˜c by the map Φ−1F × Id on (C − (U+ ∪ U−))× D˜.
Here χr is a smooth family of diffeomorphisms
χr : [1, r]→[1,−1], r ∈ (0, 1),
with the properties that χr is the identity near 1, χr maps ρ 7→ −r/ρ near r and χr(r1/2) = 0 for
each r ∈ (0, 1). We will furthermore assume that for all ρ ∈ (0, 1) we have that
lim
r→ 0
χr(ρ) = ρ and lim
r→ 0
χr(r/ρ) = −ρ,
for all ρ ∈ (0, 1).
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The extra conditions on χr implies that the limit limr→ 0 q ◦ f(·, r, 0) : Σ′→Σ′ exists and is equal
to Id : Σ′→Σ′. We observe that the monodromy (f |{b}×π−1(ζ+1)) ◦ (f |{b}×π−1(ζ))−1 is a Dehn twist
in P (Tp−Σ).
Using f−1 : Σc × B˜c→C˜c we see that F˜c is a family of stable and saturated curves with formal
neighbourhoods on Σc.
The inclusion
H~λ(B) →֒
⊕
µ∈Pℓ
Hµ,µ†,~λ(B),
given by
|φ〉 7→
⊕
µ∈Pℓ
|0µ,µ† ⊗ φ〉
induces an isomorphism of vector bundles
(75) V†~λ(Fc|B×{0}) ∼=
⊕
µ∈Pℓ
V†
µ,µ†,~λ
(F).
This is the content of Theorem 4.4.9 in [19].
The abelian sheaf of vacua construction applied to the family Fc gives a holomorphic line bundle
V†ab(Fc) over Bc. This follows from Theorem 14.2 below. We get an isomorphism of vector bundles
(76) V†ab(Fc)|B×{0} ∼= V†ab(F)
induced by the isomorphism given in Theorem 14.3 below. The preferred section sFc(Lc) is contin-
uous over Bc. Over π−1D (0) it is mapped via the above isomorphism to the preferred section sF(L)
of V†ab(F). This follows by Theorem 14.4 and 14.8. As discussed before the Lagrangian subspace L
determines connections in the bundles ⊕µV†µ,µ†,~λ(F) and V
†
ab(F).
Proposition 12.1. The Lagrangian subspace Lc ⊂ H1(Σc,Z) determines a unique normalized sym-
metric bidifferential ωc ∈ H0(Cc ×Bc Cc, ωCc×BcCc(2∆)) specified by formula (42) for any symplectic
basis (~α, ~β) of H1(Σc,Z) such that Lc = Span{βi}.
Proof. Given any symplectic basis (~α, ~β) of H1(Σc,Z) such that Lc = Span{βi}, formula (42) defines
a normalized symmetric bidifferential ω˜c ∈ H0(C˜c ×B˜c C˜c, ωC˜c×B˜c C˜c(2∆)). The monodromy of the
fibration π : Cc|π˜−1B (b)→D is the Dehn twist in the Riemann surface P (Tp−Σ), hence it preserves
Lc. But then by applying the transformation law given in (5.2.7) and (5.2.8) [19], we see that ω˜c is
invariant under this monodromy and therefore ω˜c is the pull back of a unique
ω′c ∈ H0(C′c ×Bc C′c, ωC′c×BcC′c(2∆)).
By the general theory for bidifferentials on such families, see e.g. [9] chapter III, we have that there
is a unique ωc ∈ H0(Cc ×Bc Cc, ωCc×BcCc(2∆)) such that ωc |C′c×B∗c C′c= ω′c.

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By Definition 6.2 and Theorem 6.2 we get that ωc determines a projectively flat connection in
V†~λ(Fc)|B∗c and by Theorem 9.1 a connection in V
†
ab(Fc)|B∗c .
Let us now recall the conclusion of the glueing constructions on the sheaf of vacua both in the
non-abelian and abelian case applied to the family Fc:
The explicit formula (80) and Theorem 14.6 below give an isomorphism between sections of
V†~λ(Fc)|B×{0} and sections of V
†
~λ
(F˜c), which are covariant constant along the fibers of π˜D˜.
The connection in V†ab(Fc)|B∗c determined by ωc extends to a connection on all of V†ab(Fc), hence we
get by parallel transport along the fibers of πD an isomorphism between sections of V†ab(Fc) |B×{0}
and sections of V†ab(Fc), which are covariant constant along the fibers of πD. This follows from
Theorem 14.7 below and formula (82) gives an explicit formula for this isomorphism.
By applying the fractional power construction to the line bundle V†ab(Fc)⊗2 with the preferred
section sFc(Lc), we get a line bundle over Bc, which we denote V†ab(Fc)−
1
2 cv (Lc). By the very
construction of this bundle we see that V†ab(Fc)−
1
2 cv (Lc) |B×{0} is identified with (V†ab)(F)−
1
2 cv (L).
We get a connection in this bundle from its construction and an isomorphism from sections of
(V†ab)(F)−
1
2 cv(L) to sections of V†ab(Fc)−
1
2 cv(Lc) over Bc, which are covariant constant along the
fibers of πD.
Theorem 12.1. The tensor product of these two glueing constructions gives an isomorphism Ic(F, x±)
from covariant constant sections of
⊕
µ∈Pℓ
V†
µ,µ†,~λ
(F)⊗V†ab(F)−
1
2 cv(L) over B to covariant constant
sections of V†~λ(F˜c)⊗ V
†
ab(F˜c)
− 12 cv (Lc) over B˜c:
Ic(F, x±) :
⊕
µ∈Pℓ
V gℓ (F, µ, µ
†, λ)→ V gℓ (F˜c, λ).
Proof. From an element of
⊕
µ∈Pℓ
V gℓ (F, µ, µ
†, λ), we get a section of V†~λ(Fc)⊗V
†
ab(Fc)
− 12 cv(Lc) |B×{0}.
By Theorem 5.3 and Remark 5.1 in [2] we see that the covariant derivative of the section of
V†~λ(F˜c)⊗V
†
ab(F˜c)
− 12 cv(Lc) obtained by glueing vanishes, since the contributions from the non-abelian
factor exactly cancels the contribution form the − 12cv-power of the abelian factor. Hence glueing
results in a covariant constant section of V†~λ(F˜c) ⊗ V
†
ab(F˜c)
− 12 cv(Lc) over B˜c. Since the two glueing
constructions give isomorphisms, it is clear that Ic is an isomorphism.

Let C(i), i = 1, 2, be two complex structures on Σ and let x
(i)
± : U
(i)
± →D be coordinates around
p± with dp±x
(i)
± (v±) = 1 such that c = P ((dp+x
(i)
+ )
−1 ◦P (·) ◦P (dp−x(i)− ) : P (Tp−Σ)→P (Tp+Σ). Let
η
(i)
j be formal coordinates around pj ∈ C(i).
Theorem 12.2. For such two pairs (C(i), x
(i)
± ), i = 1, 2, of complex structures and holomorphic
coordinates on (Σ, {p+, p−} ∪ P ) we have that
Ic(C
(1), x
(1)
± ) = Ic(C
(2), x
(2)
± ).
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This follows straight from Theorem 12.1, since we clearly have the following
Lemma 12.1. There exists a family of pointed Riemann surfaces with formal neighbourhoods F =
(π : C→B, ~s, ~η) on (Σ, P ), holomorphic functions x± : U± ⊂ C→D and bi ∈ B i = 1, 2 such that
the following holds
• The base B is simply-connected.
• Restriction to the fiber
(π−1(bi), ~η |π−1(bi), x± |π−1(bi): U± ∩ π−1(bi)→D)
over bi, i = 1, 2, is the same complex structure on (Σ, P ) as
(C(i), ~η(i), x
(i)
± : U
(i)
± →D)
with the same formal coordinates and the same coordinates around p±.
• For each b ∈ B we have that x± |U±∩π−1(b): U± ∩ π−1(b)→D are holomorphic coordinates
around p± ∈ π−1(b).
Definition 12.1. We define the glueing isomorphism
Ic = Ic(Σ, λ) :
⊕
µ∈Pℓ
V gℓ (Σ, µ, µ
†, λ)→V gℓ (Σc, λ)
to be equal to Ic(C, x±) for any pair (C, x±) of a complex structure and holomorphic coordinates
on (Σ, {p+, p−} ∪ P ).
Recall that it is assumed that (Σc, P ) is stable and saturated. Let now (Σ
′, λ′) be a labeled
marked surface obtained from (Σ, λ) by labeling further points by 0 ∈ Pℓ.
Proposition 12.2. We get the following commutative diagram of isomorphisms:
(77)
⊕µ∈PℓV gℓ (Σ, µ, µ†, λ)
Ic(Σ,λ)−−−−−→ V gℓ (Σc, λ)
∼=
y ∼=y
⊕µ∈PℓV gℓ (Σ′, µ, µ†, λ′)
Ic(Σ
′,λ′)−−−−−−→ V gℓ (Σ′c, λ′),
where the vertical isomorphisms are the ones gotten from Theorem 11.1.
Proof. This follows since the glueing constructions both in the non-abelian case and the in the
abelian case commutes with the propagation of vacua isomorphism. This is clear from (80) and
(82).

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Definition 12.2. In the cases where (Σ, λ) is not stable or not saturated, we define the glueing
isomorphism, to be the unique isomorphism
Ic = Ic(Σ, λ) : ⊕µ∈PℓV gℓ (Σ, µ, µ†, λ)→V gℓ (Σc, λ)
which makes the diagram (77) commutative for any stable and saturated labeled marked surface
(Σ′c, λ
′) obtained from (Σ, λ) by labeling further points by 0 ∈ Pℓ.
By the naturality of the glueing construction we have that
Proposition 12.3. The glueing isomorphism are compatible with the isomorphisms induced by glue-
ing morphisms of marked surfaces. That is suppose
f : (Σ1, {p1−, p1+} ⊔ P 1, {v1−, v1+} ⊔ V 1, L1)→(Σ2, {p2−, p2+} ⊔ P 2, {v2−, v2+} ⊔ V 2, L2)
is a morphism of marked surfaces and that there are glueing maps
ci : P (Tpi−Σ
i)→P (Tpi+Σ
i),
such that (dp1+f)
−1c2dp1−f = c1, then we get the following commutative diagram
⊕µ∈PℓV gℓ (Σ1, µ, µ†, λ1)
Ic1 (Σ
1,λ1)−−−−−−−→ V gℓ (Σ1c1 , λ1)
V gℓ (f)
y V gℓ (f)y
⊕µ∈PℓV gℓ (Σ2, µ, µ†, λ2)
Ic2 (Σ
2,λ2)−−−−−−−→ V gℓ (Σ2c2 , λ2),
for all labelings λi of P i compatible with f .
We summarize the results on the glueing construction.
Theorem 12.3. There is an isomorphism Ic from ⊕µ∈PℓV gℓ (Σ, µ, µ†, λ) to V gℓ (Σc, λ) as specified
in Definition 12.1 and 12.2, which is independent of the glueing map c in the following sense:
If ci : P (Tp−Σ)→P (Tp+Σ), i = 1, 2, are glueing maps and f : Σc1 →Σc2 is a diffeomorphism as
described in Remark 2.3, then we have that
Ic2 = V
g
ℓ (f)Ic1
as isomorphisms from ⊕µ∈PℓV gℓ (Σ, µ, µ†, λ) to V gℓ (Σc2 , λ). Moreover the isomorphisms Ic are com-
patible with glueing of morphisms of labeled marked surfaces.
Let (Σ′, λ′) be another labeled marked surface, which is stable and saturated. Let Σ′′ be the
disjoint union of Σ and Σ′. Let Σ′′c be the glueing of Σ
′′ using the glueing map c. Then we clearly
have that Σ′′c = Σc ⊔Σ′. It is trivial to check that
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Proposition 12.4. The glueing isomorphism is compatible with the disjoint union isomorphism,
namely the following diagram is commutative⊕
µ∈Pℓ
V gℓ (Σ
′′, µ, µ†, λ, λ′) −−−−→ ⊕µ∈Pℓ V gℓ (Σ, µ, µ†, λ, )⊗ V gℓ (Σ′λ′)
Ic(Σ
′′,λ,λ′)
y Ic(Σ,λ)⊗Idy
V gℓ (Σ
′′
c , λ, λ
′) −−−−→ V gℓ (Σc, λ)⊗ V gℓ (Σ′, λ′).
Let now Σ = (Σ, {p(1)− , p(1)+ , p(2)− , p(2)+ } ⊔ P, {v(1)− , v(1)+ , v(2)− , v(2)+ } ⊔ V, L) be a marked surface. Let
c(i) : P (T
p
(i)
−
Σ)→P (T
p
(i)
+
Σ)
be glueing maps and Σc(i) the glueing of Σ at the ordered pair ((p
(i)
− , v
(i)
− ), (p
(i)
+ , v
(i)
+ )) with respect
to c(i). Let Σc(12) be the glueing with respect to c
(12) = c(1) ⊔ c(2).
Theorem 12.4. The glueing isomorphisms commute, meaning the following diagram is commutative⊕
µ1,µ2∈Pℓ
V gℓ (Σ, µ1, µ
†
1, µ2, µ
†
2, λ)
L
µ2∈Pℓ
I
c(1)
(Σ,µ2,µ
†
2,λ)−−−−−−−−−−−−−−−−→ ⊕µ2∈Pℓ V gℓ (Σc(1) , µ2, µ†2, λ)
L
µ1∈Pℓ
I
c(2)
(Σ,µ1,µ
†
1,λ)
y Ic(2) (Σc(1) ,λ)y⊕
µ1∈Pℓ
V gℓ (Σc(2) , µ1, µ
†
1, λ)
I
c(1)
(Σ
c(2)
,λ)−−−−−−−−−→ V gℓ (Σc(12) , λ).
Proof. Choose a complex structure on Σ and let C denote the resulting marked Riemann sur-
face. The complex structure C gives a point in the Teichmu¨ller space T(Σ,{p(1)− ,p(1)+ ,p(2)− ,p(2)+ }⊔P ).
Choose centered coordinates x
(i)
± : U±→D around p(i)± with dp(i)± x
(i)
± (v
(i)
± ) = 1 and such that
c(i) = P (d
p
(i)
+
x
(i)
+ )
−1 ◦ P (·) ◦ P (d
p
(i)
−
x
(i)
− ) : P (Tp(i)−
Σ)→P (T
p
(i)
+
Σ). The following construction of
a smooth 3-dimensional complex manifold C with a holomorphic map π : C→D × D is the main
ingredient in this proof :
Let
C1 = {(z(i)1 , w(i)2 , τ (1), τ (2)) ∈ (C2 ⊔C2)×D×D | z(i)w(i) = τ (i), |z(i)| < 1, |w(i)| < 1, |τ (i)| < 1, i = 1, 2}
and
C2 = {(y, τ) ∈ Σ×D ×D | y ∈ U (i)± ⇒ |x(i)± (y)| > |τ (i)|}
Let then
C = C1 ∪φ C2,
where
φ : ((U
(i)
− − p(i)− )×D ×D ∪ (U (i)+ − p(i)+ )×D ×D) ∩ C2→C1
is given by
φ(y, τ) =
{
(x
(i)
− (y), τ
(i)/x
(i)
− (y), τ
(1), τ (2)), y ∈ U (i)− − p(i)−
(τ (i)/x
(i)
+ (y), x
(i)
+ (y), τ
(1), τ (2)), y ∈ U (i)+ − p(i)+
.
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One easily checks that C is a smooth complex manifold of dimension 3 and that we have an obvious
holomorphic projection map π : C →D×D. Choose formal neighbourhoods ~η for the points P . We
thus get a family of stable pointed curves with formal neighbourhoods Fc(12) over D ×D obtained
by applying the glueing construction at the two pairs (p
(1)
− , p
(1)
+ ) and (p
(2)
− , p
(2)
+ ). Let p = p1 × p2 :
D˜×D˜→D∗×D∗, be the projection and let F˜c(12) = p∗(Fc(12) |D∗×D∗). We denote the two projections
onto the first factor by p(1) : D˜ × D˜→ D˜ and onto the second by p(2) : D˜ × D˜→ D˜.
Further let F˜c(1) be the pull back under p1 of the normalization of Fc(12) |D∗×{0} at [p(2)− ] = [p(2)+ ]
and F˜c(2) be the pull back under p2 of the normalization of Fc(12) |{0}×D∗ at [p(1)− ] = [p(1)+ ]. Let
X = (C, {p(1)− , p(1)+ , p(2)− , p(2)+ } ⊔ P, {x(1)− , x(1)+ , x(2)− , x(2)+ } ⊔ ~η).
The glueing construction in the non-abelian case applied to Fc(1) (respectively to Fc(2)) and then
to Fc(12) results in two two-variable versions of (80) for any element of V†µ1,µ†1,µ2,µ†2,ν(X). Explicitly
for an element 〈Ψ| ∈ V†
µ1,µ
†
1,µ2,µ
†
2,ν
(X) we get a section 〈Ψ̂(1)| of V†
µ2,µ
†
2,ν
(Fc(1)) given by
〈Ψ̂(1)|Φ(1)〉 =
∞∑
d=0
{
md∑
i=1
〈Ψ|v(1)i (d)⊗ vi(1)(d) ⊗ Φ(1)〉
}
(τ (1))∆µ1+d,
where {v(1)1 (d), . . . , v(1)md(d)} is a basis of Hµ1(d) and {v1(1)(d), . . . , vmd(1) (d)} is the dual basis of Hµ†1(d)
and |Φ(1)〉 is any section of Hµ2,µ†2,ν . The holomorphic section 〈Ψ̂
(1)| is covariant constant along the
fibers of p1. Next we construct a holomophic section 〈Ψ̂(12)| of V†ν(Fc(12)) determined by
〈Ψ̂(12)|Φ〉 =
∞∑
e=0

me∑
j=1
〈Ψ̂(1)|v(2)j (e)⊗ vj(2)(e)⊗ Φ〉
 (τ (2))∆µ2+e,
where {v(2)1 (e), . . . , v(2)me(e)} is a basis of Hµ2(e) and {v1(2)(e), . . . , vme(2) (e)} is the dual basis of Hµ†2(e)
and |Φ〉 is any element in Hν . This section is covariant constant along the fibers of p(1).
Similarly, starting form 〈Ψ| ∈ V†
µ1,µ
†
1,µ2,µ
†
2,ν
(X) we can construct a holomorphic section of Vµ1,µ†1,ν(Fc(2)),
covariant constant along the fibers of p2, which is determined by
〈Ψ̂(2)|Φ〉 =
∞∑
e=0

me∑
j=1
〈Ψ(2)|v(2)j (e)⊗ vj(2)(e)⊗ Φ〉
 (τ (2))∆µ2+e.
Then, starting form 〈Ψ̂(2)| we can construct a holomorphic section 〈Ψ̂(21)| of V†ν(Fc(12)) which is
covariant constant along the fibers of p(2), and given by
〈Ψ̂(21)|Φ〉 =
∞∑
d=0
{
md∑
i=1
〈Ψ̂(2)|v(1)i (d)⊗ vi(1)(d) ⊗ Φ〉
}
(τ (1))∆µ1+d.
Now 〈Ψ̂(12)| and 〈Ψ̂(21)| is given by the same power series
∞∑
d=0
md∑
i=1
me∑
j=1
〈Ψ|v(1)i (d)⊗ vi(1)(d) ⊗ v(2)j (e)⊗ vj(2)(e)⊗ Φ〉(τ (1))∆µ1+d(τ (2))∆µ2+e.
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Hence, the two sections 〈Ψ̂(12)| and 〈Ψ̂(21)| of V†ν(Fc(12)) coincide, and in fact they are covariant
constant.
From this we in particular see that the connection in V†ν(F˜c(12)) is flat. By applying the same
argument to the abelian theory, we get that the glueing construction is also independent of the order
of the glueing in the abelian case and the connection in V†ab(Fc(12)) is flat over D×D. The theorem
now follows.

13. Verification of the axioms
It is now straight forward to check the axioms of a modular functor given the results obtained in
the previous sections.
Theorem 13.1. The functor V gℓ from the category of labeled marked surfaces to the category finite
dimensional vector spaces is a modular functor.
Proof. In order to check axiomMF1, we only need to check that the disjoint union isomorphisms sat-
isfies associativity, but this follows from associativity of the isomorphisms between the corresponding
H†’s and F ’s.
We have that the glueing isomorphism Ic from Theorem 12.3 is compatible with
• The disjoint union isomorphisms: Proposition 12.4.
• The glueing isomorphisms them self, i.e. the glueing isomorphisms should commute: Theo-
rem 12.4
Hence axiom MF2 is checked.
Axiom MF3 is trivial, since we define V gℓ (∅) = C. Axiom MF4 and MF5 follows from Corollary
3.5.2 (1) and (2) in [19].

14. Appendix. Families of stable curves and glueing
In order to define the functor V gℓ , we only need to refer to Riemann Surface and families of
such which form smooth complex manifolds. However, in defining the glueing morphisms we also
need to consider the so called stable nodal curves. These are one dimensional algebraic sub-varieties
(algebraic curves) of complex projective space, such that the singularities are locally analytically
isomorphic to a neighbourhood of the origin of xy = 0. A neighbourhood of a node is obtained by
patching together at the origins of two small disks D1 = { x; | |x| < ε1 } and D2 = { y; | |y| < ε2 }.
By reversing the process, from a neighbourhood of a node we obtain two disconnected small disks.
This process is called normalization or desingularization of the node. Thus, by a normalization of a
nodal curve C we obtain a compact Riemann surface C˜ and holomorphic map ν : C˜ → C such that
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for a node P , the inverse image ν−1(P ) consists of two distinct points P+ and P−. A curve which
has only nodes as singularities is called a nodal curve.
14.1. Stable curves. We begin by introducing the notion of stable curves.
Definition 14.1. The data X = (C; Q1, Q2, . . . , QN) consisting of an algebraic curve C and points
Q1, . . . , QN on C are called an (N -)pointed stable curve, if the following conditions are satisfied.
(1) The curve C is a nodal curve.
(2) Q1, Q2, . . . , QN are non-singular points of the curve C.
(3) If an irreducible component Ci is a Riemann sphere P
1 (resp. a rational curve with one
double point, resp. an elliptic curve), the sum of the number of intersection points of Ci
and other components and the number of Qj’s on Ci is at least three (resp. one, resp. one).
(4) dimCH
1(C,OC) = g.
Note that the condition (3) is equivalent to saying that the Euler characteristic of each component
of the complement of the points Qj on it and the nodes is negative.
A pointed stable curve with formal neighbourhoods is defined in an analogous way as a pointed
Riemann surface with formal neighbourhoods (see Definition 3.7). Also we can define a family of
pointed stable curves with formal neighbourhoods.
Definition 14.2. The data F = (π : C → B; s1, s2, . . . , sN ; η1, η2, . . . , ηN ) is called a family of
(N -)pointed stable curves of genus g with formal neighbourhoods, if the following conditions are
satisfied.
(1) Both C and B are connected complex manifolds, π : C → B is a proper flat holomorphic map
and s1, s2, . . . , sN are holomorphic sections of π.
(2) For each point b ∈ B the data (Cb := π−1(b); s1(b), s2(b), . . . , sN (b)) is an N -pointed stable
curve of genus g.
(3) For each j, ηj is an OB-algebra isomorphism
ηj : ÔC/sj = lim←−
n→∞
OC/Inj ≃ OB[[ξ]],
where Ij is the defining ideal of sj(B) in Y .
The only families of pointed stable curves we need in this paper are all constructed explicitly from
families of pointed Riemann surfaces via the glueing process discussed in the begining of section 12.
14.2. Sheaf of vacua for a family of pointed stable curves. For a family of stable curves with
formal neighbourhoods F = (π : C → B;~s; ~η) we can define the sheaf of vacua V†~λ(F) and the sheaf
of covacua V~λ(F) just as in Definition 5.1. If the family contains smooth curves (Riemann surfaces),
then we have the connection given by Definition 6.2 on the complement of the locus of nodal curves
and the connection has a regular singularity along this locus (see §5.3 of [19]).
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Using this connection with regular singularities it is shown in [19], that Theorem 5.1 is also valid
for a family of stable curves.
Theorem 14.1. For a stable family of stable curves with formal neighbourhoods F = (π : C →
B;~s; ~η), the sheaves V†~λ(F) and V~λ(F) are locally free sheaves of OB-modules of finite rank over B.
They are duals to of each other.
We include this theorem here for completeness. We do not need this result for the constructions
in this paper.
14.3. The sheaf of abelian vacua associated to families of pointed stable curves. For a
family of stable curves with formal neighbourhoods F = (π : C → B;~s; ~η) we can define the sheaf of
abelian vacua V†ab(F) just as in Definition 8.1. We have following result.
Theorem 14.2 ([2, Theorem 5.2]). The abelian vacua construction applied to F gives a holomorphic
line bundle V†ab(F) over B.
Next let us consider a nodal curve C with node P . Let C˜ be the Riemann surface obtained by
resolving the singularity at P and let π : C˜ → C be the natural holomorphic mapping. Then π−1(P )
consists of two points P+ and P−. Let
X = (C; q1, . . . , qN ; ξ1, . . . , ξN )
be a pointed nodal curve with formal neighbourhoods and we let
X˜ = (C˜;P+, P−, q1, . . . , qN ; z, w, ξ1, . . . , ξN )
be the associated pointed Riemann surface with formal neighbourhoods. Define an element |0+,−〉 ∈
F ⊗ F by
(78) |0+,−〉 = |0〉 ⊗ | − 1〉 − | − 1〉 ⊗ |0〉.
The natural inclusion
FN →֒ FN+2
|u〉 7→ |0+,−〉 ⊗ |u〉
defines a natural linear mapping
ι∗+,− : F†N+2 → F†N .
Theorem 14.3 ([2, Theorem 3.5]). The natural mapping ι∗+,− induces a natural isomorphism
V†ab(X˜) ∼= V†ab(X).
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Let us now consider the case where we have one marked point on C
X = (C;Q; ξ)
and we let
X˜ = (C˜;P+, P−, Q; z, w, ξ)
be the associated 3-pointed curve with formal neighbourhoods. We can define 〈ω(X, {α, β})| similar
to the non-singular case, by choosing a basis
(~α, ~β) = (α1, . . . , αg−1, αg, β1, . . . , βg−1)
of H1(C,Z), in such a way that α1, α2, . . . , αg−1 and β1, β2, . . . , βg−1 is the image of a symplectic
basis of H1(C˜,Z) under natural map to H1(C,Z) and αg corresponds to the invariant cycle of a
flat deformation of the curve C. Then we can choose a basis {ω1, . . . , ωg−1, ωg, ωg+1, ωg+2, . . .} of
H0(C, ω(∗Q)) such that {π∗ω1, . . . , π∗ωg−1, π∗ωg+1, π∗ωg+2, . . .} is a normalized basis ofH0(C˜, ω eC(∗Q))
as in (69), (70) and (71) where we put
π∗ωg+n = ω
(n)
Q , n = 1, 2, . . . ,
and π∗ωg is a meromorphic one-form on C˜ which has poles of order one at P+ and P− with residue
−1 and 1, respectively, is holomorphic outside P± and∫ P−
P+
π∗ωg = 1.
Then put
〈ω(X, {α, β})| = 〈· · · ∧ e(ωm) ∧ · · · ∧ e(ω2) ∧ e(ω1)|.
The proof of Lemma 3.1 of [2] applies also in this case and shows that 〈ω(X, {α, β})| is an element
of V†ab(X). Let
X̂ = (C˜, Q; ξ).
Then, by applying Theorem 7.4 at the points P± we have a canonical isomorphism
ι∗ : V†ab(X˜) ∼= V†ab(X̂).
Theorem 14.4 ([2, Theorem 6.5]). Under the above assumptions and notation we have that
ι∗ ◦ (ι∗+,−)−1(〈ω(X, {α, β})|) = (−1)g〈ω(X̂, {α̂, β̂})|
where {α̂, β̂} = {α1, . . . , αg−1, β1, . . . , βg−1}.
Let F = (π : C → B, s1, . . . , sN , ξ1, . . . , ξN ) be a family of N -pointed Riemann surfaces. For any
point b ∈ B there exists an open neighbourhood Ub such that π−1(Ub) is topologically trivial so that
we can choose smoothly varying symplectic bases
(α1(t), . . . , αg(t), β1(t), . . . , βg(t)), t ∈ B.
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Then we can define, using propagation of vacua,
〈ω(Xt, {α(t), β(t)})| ∈ V†ab(F)t
where Xt = (π
−1(t), s1(t), ξ1).
Theorem 14.5 ([2, Theorem 6.6]). The section 〈ω(Xt, {α(t), β(t)})| is a holomorphic section of
V†ab(F) over Ub.
14.4. The glueing of vacua construction. Let us briefly recall the glueing of vacua. First let us
consider the non-abelian case. We use freely the notation in §12. Let F = (π : C →B; s−, s+, ~s; η−, η+, ~η)
be a family of pointed Riemann surfaces with formal neighbourhoods on Σ over a simply-connected
base B and we let Fc = (πc : Cc→Bc, ~s, ~η) be a stable and saturated family of N -pointed curves
with formal neighbourhoods obtained by applying the glueing construction pointwise over B to F
where Bc = B ×D with the unit disk D.
By the isomorphism (75) holomorphic sections of ⊕µV†
µ,µ†,~λ
(F) over B may be regarded as holo-
morphic sections of V†~λ(Fc|B×{0}) over B × {0}. The glueing of vacua is an isomorphism from
holomorphic section of ⊕µV†
µ,µ†,~λ
(F) over B to a holomorphic sections of V†~λ(F˜c) over B˜c, which is
covariant constant along the direction of D˜. The construction is as follows.
By Lemma 4.1 we can choose a basis {v1(d), . . . , vmd(d)} ofHµ(d) and the dual basis {v1(d), . . . , vmd(d)}
of Hµ†(d) such that
(79) (vj(d)|vk(d)) = δjk.
For a holomorphic section 〈Ψ| ∈ V†
µ,µ†,~λ
(F) over B we define a formal series 〈Ψ̂| by
(80) 〈Ψ̂|Φ〉 =
∞∑
d=0
{
md∑
i=1
〈Ψ|vi(d)⊗ vi(d) ⊗ Φ〉
}
τ∆µ+d,
for all |Φ〉 ∈ H~λ. Here the fractional power τ∆µ+d is clearly well defined on D˜. This formal power
series converges and defines in fact a holomorphic section of V†~λ(Fc). Namely, we have the following
theorem.
Theorem 14.6 ([19, Theorem 5.3.4]). The formal power series 〈Ψ̂| is a formal solution of the
differential equation
(81)
(
τ
d
dτ
− T [~l] + a(~l)
)
〈Ψ̂| = 0,
of Fuchsian type where
~l =
(
l1(ξ1)
d
dξ1
, . . . , lN (ξN )
d
dξN
)
is an N -tuple of formal vector fields such that θ(l) = τ
d
dτ
. Moreover, 〈Ψ̂| converges and defines a
holomorphic section of V†~λ(F˜c) over B˜c.
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The differential equation (81) gives the holomorphic connection along the direction of D˜. Hence,
the above formal power series is a holomorphic section of V†~λ(Fc) which is covariant constant along
the direction of D˜.
Let us now discuss the glueing in the abelain case.
Recall we have a perfect pairing
{ | }+ : Fd(p)×Fd(−p− 1).
Let {vi(d, p)}i=1,...,md be a basis of Fd(p) for any p ∈ Z and {vi(d, p)}i=1,...,md be the dual basis of
Fd(−p− 1) with respect to the pairing { | }+.
For a holomorphic section 〈ψ| of V†ab(F) define 〈ψ˜| by
(82) 〈ψ˜|u〉 =
∑
p∈Z
{ ∞∑
d=0
md∑
i=1
(−1)p+d〈ψ|vi(d, p)⊗ vi(d,−p− 1)⊗ u〉
}
τd+p(p+1)/2.
Then the formal power series converges and defines a holomorphic section of 〈ψ˜| ∈ V†ab(Fc). Moreover
this section is covariant constant along the directions of D.
Theorem 14.7. The glueing construction gives an isomorphism between sections of V†ab(F) and
sections of V†ab(Fc) which are covariant constant along the directions of D.
This theorem follows directly form Theorem 5.3 in [2]. Finally, we analyze the preferred section
for the families. Suppose we have a continuous basis (αi(t), βi(t)) of H1(π
−1(t),Z), t ∈ (0, 1) ⊂
D, such that we get a well defined limit as t goes to zero, which gives a symplectic basis, say
(α1(0), . . . , αg−1(0), αg(0), β1(0), . . . , βg−1(0)) of H1(C0,Z) as described above for nodal curves and
βg(0) = 0. Let Xt = (π
−1(t), s1(t), . . . sN (t), ξ1, . . . ξN ).
Theorem 14.8 ([2, Theorem 6.7]). We have that
〈ω(X0, {α(0), β(0)})| = lim
t→0
〈ω(Xt, {α(t), β(t)})|.
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