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The development of new efﬁcient numerical techniques is a key point in computational ﬂuid dynamics,
and as a consequence in geological simulations. In this paper we present a model for simulating the
dynamic of three-dimensional stratiﬁed sedimentary basins. This kind of problem contains several
numerical complexities such as the presence of high viscosity jumps, or the necessity of tracking multiple
surfaces of interface (horizons) independently. To overcome these difﬁculties, we introduce a new pre-
conditioner, that reduces signiﬁcantly the amount of time required to solve the ﬁnite element linear sys-
tem resulting from the Stokes problem, and a new tracking method. Using a coupled level set–volume
tracking method, indeed, an unlimited number of layers can be tracked with good mass conservation
properties. Finally, to prove the efﬁciency of these new techniques we present the results and the com-
putation performances obtained in simulations of a realistic case with four horizons, together with a
complete description of the main physical quantities involved.
 2010 Elsevier Ltd. All rights reserved.1. Introduction
Recent geological studies have shown a strong correlation be-
tween the presence of salt domes and the formation of oilﬁelds,
and as consequence, during the last few years, the interest towards
inner dynamics of salt sedimentary basins has had a marked in-
crease. Indeed, salt is a critical element for the dynamics of sedi-
mentary basins, thanks to its high viscosity and its low
permeability.
The development of mathematical models and numerical
approximations has lead to impressive results in this research ﬁeld,
as a powerful tool to compare and/or explain seismic data. Never-
theless, the necessity of a three-dimensional (3D) approach is inev-
itable, as the geological structures assume complex morphologies
which cannot be described completely through two-dimensional
models. For this reason it is essential to employ robust and, above
all, efﬁcient methods to solve with accuracy and in a reasonable
time, models composed by a considerable number of degrees of
freedom, such as those associated with 3D discretizations.ll rights reserved.
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nne, Switzerland.In this article we describe the main features of a mathematical
model for simulating the evolution of salt sedimentary basins, and
its efﬁcient implementation. The most innovative aspects on which
we will focus on are the computational efﬁciency of the proposed
method and the ability to describe accurately the interfaces be-
tween layers (usually referred as horizons). We postpone to future
papers the handling of more complex issues such as faults, non-
Newtonian rheologies and sedimentation processes.
The reference model is composed of a series of layers, modeled
as incompressible and immiscible ﬂuids in Stokes regime. This
choice, justiﬁed by the phenomena of interest lifetime, that is com-
parable to geological ages (as shown for example by [2,28]), allows
geologists to study the Rayleigh–Taylor instabilities associated
with salt diapirism (as described by [10,14,16,25,30]). To solve this
kind of problem we choose a classic approach that splits the com-
putation of pressure and velocity ﬁeld from the interface tracking.
Moreover, to improve the efﬁciency and accuracy of the code, we
have introduced some innovations both in the resolution of the lin-
ear systems and in the tracking algorithm.
During the past few years, the ﬁnite element (FE) method has
played a predominant role in the solution of the mass and force
balance equations (as shown by [14–16,18,21,25]), as it permits
to solve the ﬂuid dynamic problem in complex geometrical cases
with high accuracy. For 3D problems, the number of degrees of
freedom (DOF) required for an accurate discretization is so high
that the adoption of iterative schemes to solve the linear system
is necessary. In the present case, in addition, the value of the
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a range of about ﬁve orders of magnitude (as shown by [16,25]),
and this leads to a bad conditioned algebraic problem. Such a com-
plex problem is in general unsolvable as it is, or at least it requires
too many iterations to converge within a reasonable tolerance. To
overcome these critical points, in this paper we introduce an inno-
vative efﬁcient preconditioner, that is able to visibly reduce the
number of iterations required to solve the linear system in presence
of high viscosity jumps. A review of other preconditioning tech-
niques applied to some two-dimensional cases can be found in [17].
As regards the tracking phase, no technique seems to be prevail-
ing on the others. One of the ﬁrst method employed to solve this
kind of problems is the particle in a cell (PIC) (as shown by
[8,18]), that has been applied successfully by Fullsack [7] and then
extended by O’Neill et al. [19]. This method permits to follow the
evolution of a large number of layers, by tracking a high number
of particles at the same time, and to reconstruct the physical quan-
tities a posteriori, on the mesh used to compute the velocity ﬁeld.
However, despite its strength, this technique is very expensive as
the reconstruction of the physical quantities needs to ﬁnd how
many particles lie inside each cell. Furthermore, the PIC method
cannot represent horizons, that instead provide a direct visualiza-
tion of the geometry of the sediment layers.
An alternative to the PIC is represented by the volume of ﬂuid
methods [30]. This algorithm transports the partial volumes but
does not contain any direct information regarding interface posi-
tions. These are extracted with post processing algorithms that
are, usually, only applicable to the two ﬂuid case. A similar way
of proceeding, based on characteristic methods, was used by Is-
mail-Zadeh et al. [9–11] to simulate the growth of diapirs in two
and three dimensions. With respect to PIC, this technique provides
some small advantages in terms of computational cost, though nei-
ther can handle the reconstruction of the horizons. A third possibil-
ity is the level set (LS) method, that represents an interface as the
zero level of an auxiliary function (see [20,26]). The advantage is
that this method easily follows a shape that changes topology,
for example when it splits into two parts or develops holes, but
on the other hand it does not guarantee the conservation of the
volumes. There are few examples of multi-ﬂuid LS approaches,
some of them are speciﬁcally devoted to the mean curvature ﬂows
([23,27]) and cannot be applied readily to an advection-driven
case. In [31] a nested LS approach is proposed: this approach relies
on the standard signed distance function and is not conservative.
A different possibility, applied almost exclusively in two dimen-
sions, is the Lagrangian tracking (as reported by [15,16,21]). This
technique allows an explicit reconstruction of horizons with a good
computational accuracy, paying a relative low computational cost.
However, an automatic handling of topological changes is still
quite complex, even in two dimensions, therefore this kind of
methods have never been applied to realistic 3D geological prob-
lems. In our case, we have chosen an Eulerian approach, as it satis-
ﬁes our objective to have a method that is robust, accurate and,
above all, able to represent horizons evolution. In particular, we
implement a coupled level set–volume tracking (LS–VT) method
(see [29]), which is applied for the ﬁrst time to a realistic 3D geo-
logical case, in presence of more than two layers. This new tech-
nique is nearly conservative and is able to give a precise and
coherent reconstruction of all the horizons.
This paper is organized as follows: in Section 2 we introduce the
mathematical model and the classic splitting approach, which con-
sists in separating the Stokes problem from the hyperbolic equa-
tion of advection of horizons. Subsequently, in Section 3 we
study in detail the algebraic structure of the Stokes problem and
we show a way to build an appropriate preconditioner optimized
for high-order viscosity jumps. Then, in Section 4 we present a
slight modiﬁcation of the tracking method proposed by Villa andFormaggia [29], and we give a brief description of the approach
used to reconstruct the Set function. In Section 5, we provide an
overview of the algorithm workﬂow, and ﬁnally in Section 6 we
illustrate and discuss the results of the simulation of a realistic
3D geological model.2. Physical and mathematical model
In this section we present the physical model and we introduce
some mathematical notation. A time splitting algorithm is intro-
duced along with the time discretization.2.1. Nomenclature
Let us introduce the geometric model of the sedimentary basin
(see Fig. 1). The domain X 2 R3 is divided into ns subdomains Xi
(without overlapping regions), which represent different layers
characterized by a speciﬁc value of density qi and dynamic viscos-
ity li. The external boundary C of the domain X is divided into
three parts: the basement CB and the free surface CS, where we
have imposed a Dirichlet condition for the velocity ﬁeld, and the
lateral contour CL, that we suppose vertical for simplicity and
where we have imposed a vertical no-stress condition. In addition,
the horizons between the subdomains are deﬁned as Ci,j =Xi \Xj.
To complete our overview let us introduce now some mathe-
matical objects: X
!
¼ ðx1; x2; x3Þ 2 X indicates a generic point in
the spatial domain of coordinates xi, with i = 1, 2, 3, ðbx1; bx2; bx3Þ
the axial versors, bn the domain outward normal and t 2 (0,T] the
time coordinate. Then for a generic vector~uwe denote its cartesian
orthogonal components with (u1,u2,u3).
Finally, we introduce the mathematical model that describes
the geological evolution of the basin, modeled as a stratiﬁed ﬂuid,
in which the layers are immiscible and have constant properties:
~r  rðlÞ  ~rP þ q~g ¼ 0 in X ð0; T;
~r ~u ¼ 0 in X ð0; T;
@q
@t
þ~u  ~rq ¼ 0; @l
@t
þ~u  ~rl ¼ 0 in X ð0; T;
q ¼ q0;l ¼ l0 in X f0g;
~u ¼ u on CB [ CS  ½0; T;
u1 ¼ u1;u2 ¼ u2; ðr ~nÞ  bx3 ¼ 0 on CL  ½0; T:
8>>>>>><>>>>>>:
ð1Þ
The unknowns are the velocity and pressure ﬁelds (respectively
~u and P), together with the physical quantities (the density q and
dynamic viscosity l). ~g is the gravitational acceleration vector.
Problem (1) describes the motion of a creeping stratiﬁed ﬂuid
when the inertial terms can be neglected. Its ﬁrst equation states
the momentum balance, the second one the incompressibility con-
dition, and the third one the transport of the physical coefﬁcients.
The transport equation for the density, under the incompressibility
assumption, is equal to the mass conservation law. The remaining
relations in (1) consist of the initial and the boundary conditions.
Initial conditions are provided for the physical quantities through
q0 and l0. As regards the boundary conditions we impose the
velocity vector on the surface and on the bottom of the domain
and, on the lateral boundary, a free slip condition in the vertical
direction plus an horizontal plane velocity ﬁeld are imposed. In
particular, u is the imposed velocity on CB and CS, while on CL
the velocity components orthogonal to bx3 are ﬁxed through u1
and u2.
We also assume for now a Newtonian law for the stress tensor:
r ¼ lð~r~uþ ð~r~uÞTÞ. This relation may not seem to be truly repre-
sentative of the rheological complexity of the sediments, however
it is widely accepted in literature as a solid base model to study the
(a) (b)
Fig. 1. (a) External shape of the domain X, which contains three horizons and four layers. The external boundary C is divided into three parts: the basement CB, the free
surface CS and the lateral contour CL. (b) An open 3D view of the sedimentary basin.
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[9,10,16]).
2.2. Time discretization and splitting algorithm
To solve (1) we must discretize the time interval [0,T]; we intro-
duce hence a variable time step, such that Dtn = tn+1  tn, and we
discretize the interval as [0, t1, t2, . . . ,T]. Therefore, we can solve
the time discrete problem through the following splitting algo-
rithm (already adopted, for example, by [16,24]). The apex n indi-
cates the value of a quantity at time tn:
Algorithm 1. At the generic time step n we solve problem (1) in
two steps:(i) given qn and ln, we compute~un and Pn by solving the Stokes
problem~r  rn  ~rPn þ qn~g ¼ 0 in X;
~r ~un ¼ 0 in X;
~un ¼ u on CB [ CS;
un1 ¼ u1;un2 ¼ u2; ðrn ~nÞ  bx3 ¼ 0 on CL;
8>><>>: ð2Þ
(ii) given ~un and Pn, we obtain qn+1 and ln+1 from the following
hyperbolic equations@q
@t
þ~un  ~rq ¼ 0; @l
@t
þ~un  ~rl
¼ 0; in X ðtn; tnþ1: ð3ÞThe ﬁrst step of the algorithm is a classic Stokes problem that
can be solved efﬁciently with a FE method. The second step re-
quires the solution of a linear hyperbolic problem.
Our splitting algorithm is ﬁrst order accurate and is an efﬁcient
and computationally cheap approach, as we will demonstrate in
the following sections. It is well suited to solve dynamic stratiﬁed
ﬂows such as those related to geophysical basin scale modeling
and salt diapirism.
2.3. Characteristic function for physical quantities
Wewant now to describe efﬁciently the internal 3D structure of
a domain made of immiscible layers characterized by different
physical properties. At this puropse we introduce a set of charac-
teristic functions ki (one for each subdomain Xi)
kiðX
!
Þ ¼ 1 if X
!
2 Xi;
0 if X
!
R Xi;
8<:
that we can gather in the composition vector k. Through these func-
tions we can write the density and the dynamic viscosity ﬁelds asq ¼
Xns
i¼1
kiqi; l ¼
Xns
i¼1
kili: ð4Þ
Denoting the value of ki at time t0 with k
0
i , we can rewrite in the
same way the initial condition for the physical quantities, as
q0 ¼
Xns
i¼1
k0i qi; l
0 ¼
Xns
i¼1
k0i li:
We need now to rephrase the hyperbolic transport equation in a
volume transport equation. For t 2 [tn, tn+1] we have
@
@t
kþ~un  ~rk ¼ 0;
kð0;X
!
Þ ¼ k0ðX
!
Þ;
8<: ð5Þ
where k0 is the composition vector at time t0. It is easy to show that
Eq. (5) is equivalent to the mass conservation law (3): multiplying
(5) by qi and performing a sum on the geological species we obtainXns
i¼1
qi
@ki
@t
þ qi~un  ~rki
 
¼ 0:
Hence, as the densities of the components qi are constant, we
get the ﬁrst equation of Eq. (3). With a similar argument we can
also prove the second of (3). Once we have provided the basic
description of the splitting algorithm, in the next two sections
we will analyze one by one both the steps of this scheme.
3. Velocity ﬁeld solver
In this section we discuss the difﬁculties related to the solution
of the Stokes problem. The FE formulation is equivalent to an alge-
braic system of equations, that, especially in 3D, has a very large
number of unknowns. Besides, the strong variability of the viscos-
ity coefﬁcient badly affects the conditioning of the FE matrix. This
imposes the usage of a preconditioned iterative method, which is
the best solution when dealing with 3D problems. This technique
has not been studied in detail yet in our particular case. In the fol-
lowing we deﬁne the discrete problem and we construct a suitable
preconditioning technique.
Let TGD be a simplicial tetrahedral grid containing n
G
e elements
eGr (with r ¼ 1; . . . ;nGe ) and nGp nodes ~xGk (with k ¼ 1; . . . ;nGp ), where
the subscript D stands for the maximum diameter of the grid ele-
ments. FromTGD we build the mini-gridT
M
D by adding n
G
e barycen-
tric nodes (see Fig. 2); hence TMD has n
M
p ¼ nGp þ nGe nodes ~xMk and
nMe ¼ 4nGe elements eMr . Let us ﬁnally recall the discrete variables
and introduce the related discrete spaces:
~unD 2 VM1 : VM1 ¼ ~uD 2 C0ðXÞ : ~uDjeMr 2 P
1;8r ¼ 1; . . . ;nMe
n o
;
PnD 2 VG1 : VG1 ¼ uD 2 C0ðXÞ : uDjeGr 2 P
1;8r ¼ 1; . . . ;nGe
n o
;
0 0.5 1
0
0.2
0.4
0.6
0.8
1
00.51
0
0.5
1
0
0.2
0.4
0.6
0.8
1
Fig. 2. A sketch ofTMD grid obtained by the reﬁnement of theT
G
D grid. An element e
G
r is depicted with a solid line while the four elements e
M
r are depicted with a dot–dashed
line. The latter are obtained by adding a barycentric node inside the grid element, connected to the vertices of eGr .
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G
1 are intended as subspaces of the couple H
1
0 and L
2
0
(i.e., the square integrable functions with zero mean value), in
which the continuous solution of the Stokes problem is searched.
Then we introduce the weak formulation of problem (2)
að~unD;~vDÞ þ bðPnD;~vDÞ ¼ Fð~vDÞ 8~vD 2 VM1 ;
bðqD;~unDÞ ¼ 0 8qD 2 VG1 ;
(
ð6Þ
where
að~unD;~vDÞ ¼ 
R
lð~r~unD þ ð~r~unDÞTÞ : ð~r~vDÞ;
bðPnD;~vDÞ ¼
R
~PnDð~r ~vDÞ;
Fð~vDÞ ¼ 
R
qDð~g ~vDÞ:
Eq. (6) represents the discretization of the Stokes problem with
the mini-elements. Let l > 0 and l 2 L1, therefore the bilinear form
a(,) is coercive and from the choice of the discrete spaces the fol-
lowing inf-sup condition holds:
inf
q2L2ðXÞ;q–0
sup
~v2H1ðXÞ;~v–0
bðq;~vÞ
j~v jH1ðXÞkqkL2ðXÞ
P b:
Furthermore, the FE couple we have chosen satisﬁes the dis-
crete inf-sup condition (see [5])
min
qD2VG1 ;qD–0
max
~vD2VM1 ;~vD–0
bðqD;~vDÞ
j~vDjH1ðXÞkqDkL2ðXÞ
P bD: ð7Þ
At last, assuming q 2 L1, the functional F() is continuous. Thus,
problem (6) has a unique solution (see [22]).
Remark 1. In the bilinear form a(,) the velocity gradient is
piecewise constant on the elements and we can slip it outside the
integral sign. Therefore we have only to provide the viscosity mean
value on every element.
Let fuMk g 2 VM1 and fuGk g 2 VG1 be the lagrangian basis deﬁned
on the grids TMD and T
G
D respectively, then the discrete solution
can be expanded as
~unD ¼
XnMp
k¼1
~unku
M
k ; P
n
D ¼
XnGp
k¼1
Pnku
G
k : ð8Þ
Through (8) and deﬁning V and P as the vectors of the degrees
of freedom of the velocity and pressure ﬁelds, we get the following
algebraic problem:
A BT
B 0
" #
V
P
 
¼ Fv
0
 
;
whereAij ¼ aðuMi ;uMj Þ; Bij ¼ bðuGi ;uMj Þ; Fv;i ¼ FðuMi Þ;
and A is a positive deﬁnite matrix. We solve this algebraic system
by means of the pressure Schur complement
ðBA1BTÞP ¼ BA1Fv :
This algebraic complement is solved through a nested cycle iter-
ative system. The inner cycle is necessary to avoid an explicit
inversion of matrix A. let us now attend to the conditioning of A
and of the Schur complement BA1BT that form the two linear sys-
tems of our iterative scheme. Before, we brieﬂy recall some useful
results applied to our case. Let ~vD 2 VM1 and qD 2 VG1 then we con-
sider the Korn inequality (see [4])
k~r~uDkL2ðXÞ 6 C1k~r~uD þ ð~r~uDÞTkL2ðXÞ; ð9Þ
and we also have
k~r~uD þ ð~r~uDÞTkL2ðXÞ 6 C2k~r~uDkL2ðXÞ: ð10Þ
From [5] we obtain
k~r ~uDkL2ðXÞ 6 C3k~r~uDkL2ðXÞ; ð11Þ
and the inverse inequality (see [6]) leads to
k~r~uDkL2ðXÞ 6
C4
D
k~uDkL2ðXÞ: ð12Þ
We remark that D stands for the maximum diameter of the grid
elements. Finally we recall the Poincaré inequality (see [6])
k~uDkL2ðXÞ 6 Cpk~r~uDkL2ðXÞ: ð13Þ
An estimation of the conditioning number of the Schur comple-
ment and of matrix A is provided by Propositions 1 and 2,
respectively.
Proposition 1. The conditioning number of the Schur complement
KðBA1BTÞ is not dependent upon D, more explicitly:
KðBA1BTÞ 6 supðlÞ
infðlÞ
C6
C5
C1C
2
2C3
b2D
 !2
:Proof.
See Appendix A. hProposition 2. The conditioning number of A is bounded by
KðAÞ 6maxðlÞ
infðlÞ
1
D2
C8
C7
C1C2C5Cp
 2
:
Fig. 4. The spectra of the Schur complement (upper ﬁgure) for the case with 4634
DOF, with different viscosity jumps g. In the lower ﬁgure we show the precondi-
tioned spectra.
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These results show that the conditioning of the two linear sys-
tems we wish to solve is bad. In particular, in the inner cycle,
where A is involved, the matrix conditioning is affected by both
the grid spacing and the viscosity jumps across the interfaces.
However in this case several standard techniques such as the
incomplete LU factorizations can be proﬁtably applied. The outer
cycle, involving the Schur complement, has instead a relatively
better conditioning number but is still dependent upon the jumps
of the viscosity coefﬁcient. Moreover we cannot apply standard
preconditioning techniques, since they would require an explicit
assembling of the Schur complement, that is memory and time
consuming. Therefore it is mandatory to ﬁnd a spectral equivalent
to the Schur complement, and at this scope we introduce the fol-
lowing matrix:
Mij ¼
Z
1
l
uGi u
G
j : ð14Þ
We now give a rough explanation about the reasons that make
this precondition matrix suitable to our purpose. We give only a
heuristical explanation of the properties of this matrix, as a com-
plete analysis on the spectral equivalence of the Schur complement
with the matrix (14) is still missing. The Schur complement is the
product between the matrix B, that represents the divergence
operator, the matrix A1, that is the discrete representation of
the inverse of the Laplace operator, and the matrix BT, that repre-
sents the gradient. As the application of the gradient to the diver-
gence yields to the Laplace operator, the Schur complement
resembles the identity operator. Indeed it is known (see [5]) that
the Schur complement is not dependent on D. In our case the ma-
trix A1 resembles more closely (r2)1/l, therefore we expect that
the Schur complement is spectrally similar to the mass matrix,
apart from the 1/l factor. The numerical results in Fig. 3 show that
the preconditioner is effective and has a better behavior when the
grid spacing is reduced. In Fig. 4 the spectra of the Schur comple-
ment and of the preconditioned Schur complement are compared.
It can be noticed that the preconditioning matrix positively affects
the ratio between the maximum and minimum eigenvalue,
although there is still a dependence on the viscosity jump
g = max(l)/min(l). The numerical tests may suggest an asymptotic
trend, but a theoretical result regarding the preconditioner perfor-
mances is still missing and researches in this ﬁeld are ongoing.4. Tracking of the layers
As we stated previously, for the tracking phase we adopt the
method developed in [24,29]. This consists in a coupled levelFig. 3. On the left we show the number of iterations of the external cycle at different va
right we show the inner cycle iterations: there is an acceptable rise in the number of itset–volume tracking technique capable of computing the move-
ment of multiple sediment layers. In this section we recall the main
feature of that method, we provide some technicalities to reduce
the computational burden, and ﬁnally their performance efﬁciency.
Let us introduce the nomenclature: let TSD be a conformal grid
obtained as a NR-times uniform reﬁnement of the grid TGD, as de-
picted in Fig. 5.TSD has n
S
e elements e
S
r and n
S
p nodes~x
S
k. Let us con-
sider the dual mesh provided with nSp node-centered cells sSk. As
regards its connectivity, let fkjg ¼ ICk ; j ¼ 1; . . . ; jICk j be the set of
the indexes of the cells surrounding a sSk cell, and let fsSkjg be the
set of cells surrounding sSk (see Fig. 5). The common surface be-
tween sSk and sSkj is the interface l
S
k;j. We can also deﬁne the map
j ¼ jðk; jÞ; j ¼ 1; . . . ; jICk j such that lSkj ;j ¼ l
S
k;j, in other terms l
S
kj ;j
is the
interface of skj that corresponds to the jth interface of sk. For the
sake of clarity, the index i will always identify the sediment layer,
k will refer to cells and j to quantities related to the interfaces.
Let us now introduce the discrete functional spaces for the cou-
pled LS–VT method: as it has a two-fold interpretation it has two
distinct discrete spaces. Consider the discretized form of kn:
knD 2 VS0 whereVS0 ¼ fuD 2 L2ðXÞ : uDjsS
k
2 P0g:
Let VS0 be piecewise constant and equipped with the base of the
characteristic functions {vk} of the cells sSk. Therefore we can ex-
pand knD aslues of the viscosity jump g: the dependence upon g or DG is not so evident. On the
erations.
Fig. 5. We show two 2D sketches of the underlying meshes. Obviously we are
handling their 3D counterparts. (a) The gridTGD is identiﬁed by a solid line, and the
dashed line deﬁnes the reﬁnement procedure leading toTSD . (b) A sketch of theT
S
D
mesh is shown, together with the cell sSk , its neighbors sSk;j and the related interfaces
lSk;j. Lastly, a generic element e
S
r is depicted.
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XnSp
k¼1
knkvk;
where knk are the cell mean values at time step n.
We consider then the ﬁrst grade interpolant of knD;/
n
D 2 VS1, with
components /ni;D, where V
S
1 ¼ fuD 2 C1ðXÞ : ujeSr 2 P
1g. Moreover
we assume
knk ¼ /nk ; ð15Þ
where /nk are the degrees of freedom of the level set ﬁeld. Eq. (15)
creates a relation between the LS and VT representations, making
possible to accede to the information related to these methods from
the solution of a single equation.
We now recall brieﬂy the method described in [29]. Let us con-
sider the following ﬁnite volume (FV) scheme
knþ1k ¼ 1þ
XjISk j
j¼1
mnk;j
0@ 1Aknk XjI
S
k
j
j¼1
Fnk;j;
where mnk;j are the interfaces Courant numbers
mnk;j ¼
Dtn
jsSkj
Z
lSk;j
~unD  bn:
Here Fnk;j ¼ mnk;jUðbknk;j; bknkj ;jÞ are the interface ﬂuxes, and
Uðbknk;j; bknkj ;jÞ ¼
bknk;j if mnk;j P 0;bkn
kj ;j
if mnk;j < 0;
8<:
is the upwind function, where bknk;j and bknkj ;j are two suitable approx-
imations of the composition near the interface lSk;j from inside sSk and
sSkj respectively. In other words, the last three equations deﬁne a FV
scheme in which the interface ﬂuxes are computed by means of an
appropriate interface state bknk;j, which is in general different from
the cell mean value considered, for instance, in the Godunov meth-od [13]. Our algorithm resembles more closely a MUSCL [1] or a Dis-
continuous Galerkin method [3] but differs from the latter for the
deﬁnition of the interface states and the ﬂux limiter. In fact we
introduce the following deﬁnition of the interface states:bkni;k;j ¼ kni;k þ cni;k;jD/ni;k;j;
where bkni;k;j; kni;k are ith components of bknk;j; knk . Moreover D/ni;k;j is the
ith component of the vector D/nk;j ¼ /nk;j  /nk;j with
/nk;j ¼
1
jlSk;jj
Z
lSk;j
/nD; /
n
k ¼
1
jsSkj
Z
sS
k
/nD:
Finally cni;k;j are the ﬂux limiters and they are computed with the
following maximization problem:
J ¼maxPn1
i¼1
cni;k;j;Pns
i¼1
cni;k;jD/
n
i;k;j ¼ 0;
0 6 cni;k;j 6 c
n;max
i;k;j ;
8>>><>>>>:
ð16Þ
with
cn;maxi;k;j ¼ min 1;
1þ
PjIS
k
j
j¼1m
n
k;j
 	
mn
k;j
jJk j
mn
k;j
jJk jD/ni;k;j
kni;k;
1kni;k
D/ni;k;j
0@ 1A if D/ni;k;j > 0;
cn;maxi;k;j ¼ min 1;
kni;k
D/ni;k;j
 
if D/ni;k;j < 0;
8>>><>>>:
ð17Þ
where Jk is the set of the indices of the outﬂow interfaces l
S
k;j of the
kth cell, i.e.,
Jk ¼ j 2 1; . . . ; jISkj : mnk;j P 0
n o
:
Problems (16) and (17) deﬁne implicitly the limiter cni;k;j 2 ½0;1.
We point out that if the limiter equals zero, our scheme equals the
Godunov method. Now we deﬁne some techniques for reducing
the computational cost. From Eqs. (16) and (17) it seems that we
need to solve a minimization problem on all the interfaces at every
time step. Actually, this is not necessary, as only the cells sSk con-
taining more than two species require an explicit solution of the
minimization problem. In addition, most of the cells have only
one or two species, whereas the remaining cells, that are near to
three or more separating interfaces, are only a few. This is true also
for more complicated models where the number of layers is higher
or the layers themselves are thinner, since in these cases a ﬁner FE
discretization is required. Thus keeping the number of cells with
three or more species much lower than the one with one or two
species. Besides, for the two species-cells we can exploit a simpli-
ﬁed version of (16):
cni1 ;k;j ¼min 1;
D/ni2 ;k;j
D/ni1 ;k;j
cn;maxi2 ;k;j ; c
n;max
i1 ;k;j
 
;
cni2 ;k;j ¼min 1;
D/ni1 ;k;j
D/ni2 ;k;j
cn;maxi1 ;k;j ; c
n;max
i2 ;k;j
 
;
cni;k;j ¼ 1 with i–i1; i2;
8>>><>>>:
ð18Þ
where i1 and i2 are the indices of the two species that ﬁll the cell we
are considering. The computational cost could be reduced further;
let us consider the following condition:
knk ¼ kni;kj 8j ¼ 1; . . . ; jISkj: ð19Þ
At the beginning of a numerical run most of the cells satisfy this
condition as they are far away from the interfaces. Their number
tends to decrease during the simulation run while it rapidly in-
creases when the LS function is reinitialized, as we can see in
(a) (b)
Fig. 6. In ﬁgure (a), we show the percentage of the cells, elements, and interfaces inside the active band. The active band is composed by the cells that do not satisfy (19). In
this case the grid is coarse therefore a lot of cells lie near an interface. However we can still achieve an average 20% reduction of the computational cost. In ﬁgure (b), we show
the percentage volume of the four species. At steps 50 and 100 a reinitialization algorithm is applied.
1970 M. Longoni et al. / Computers & Fluids 39 (2010) 1964–1976Fig. 6. Every cell that satisﬁes (19) has a trivial solution knþ1k ¼ knk ,
therefore we have only to update the composition of those cells
that does not satisfy (19). In Fig. 6 we show some results about
the computational cost reduction in a typical geological simulation
with four sedimentary layers, that we will discuss in details in the
numerical results section. The great majority (more than 98% in
current test case) of the cells has less than two species and the sim-
pliﬁed form (18) can be applied. Finally in Fig. 6b we can appreci-
ate the good conservation properties even during the
reinizialization of /ni;D at time steps 50 and 100.5. Algorithm workﬂow
In this section we describe brieﬂy the workﬂow of the algorithm
we have developed, which is schematically sketched in Fig. 7.
At the general time step tn we know the composition vector knD,
which contains the volume fractions kni;k necessary to track the po-
sition of the sedimentary layers and in particular of the horizons.Fig. 7. Algorithm workﬂow.From this information, the reconstruction algorithm RECON (de-
scribed below) is applied to all the volume fractions kni;k, leading
to an updated copy kn;D of the composition vector. This procedure
is important to limit the effects of numerical diffusion: indeed, it
reduces the diffusion layer of the properties distribution to the size
of a cell, thus enhancing the accuracy of the forthcoming computa-
tion of the velocity ﬁeld. We brieﬂy recall the algorithm RECON (de-
scribed in [29]) in the following:
Algorithm 2. At the generic time step n, if there is an index i such
that
kn
i;k
>
1
2
and kn
i;kj
>
1
2
; j ¼ 1; . . . ; jISkj;
then set kn
i;k
¼ 1 and kni;k ¼ 0 with i–i. Otherwise maintain the nodal
value kni;k.
From the new vector kn;D we compute the physical quantities qnD
and lnD through Eq. (4), and then solve the Stokes problem in the
block STOKES. This solver generates the pressure and the velocity
ﬁelds PnD and ~u
n
D. The latter, together with k
n
D, ﬁnally leads to the
new composition vector knþ1D , by means of the algorithm TRACK:
Algorithm 3. Starting from kni;k and ~u
n
D compute k
nþ1
i;k following
these three steps:
(i) construct the database of the cell to be updated;
(ii) compute the time step satisfying the condition that
maxkmaxjmnk;j < m where m is set equal to 1/5. The number
of intermediate time steps necessary to arrive to tn+1 from
tn is also computed;
(iii) compute the interface ﬂuxes, and update the cell partial
volumes.
We remark that at this stage, the new composition is tracked
starting from the original composition knD, to ensure the conserv-
ativity of our method. Nevertheless, in the last part of the code, be-
fore the beginning of the succeeding time step, we perform a test
on the diffusion of the composition, as we need to keep it bounded
inside the domain: if the number of diffused cells exceeds an im-
posed threshold, Algorithm 2 is applied also to the new composi-
tion vector knþ1D .
6. Numerical results
The test case we analyze has already been introduced in Fig. 1. It
consists in a sedimentary basin divided into four layers by three
horizons. The basin dimensions are 10.3  15.6  5.8 km, and the
Fig. 8. A couple of lateral views of the basin considered in the simulations. Salt is in white, and heavier sediments are in yellow and green. In ﬁgure (b), a bump is visible
between the white and the yellow layers, which will lead to a diapir growth as a consequence of the Rayleigh–Taylor instability. (For interpretation of the references to colour
in this ﬁgure legend, the reader is referred to the web version of this article.)
M. Longoni et al. / Computers & Fluids 39 (2010) 1964–1976 1971evolution time we consider is equal to 34.35 Mya. Density and vis-
cosity have been taken respectively 2.2  103 kg/m3 and
0.1  1020 Pa s for the salt layer and 2.0–2.6  103 kg/m3 and 1020–
1021 Pa s for the overbearing layers, that are reasonable values
physically speaking. Among the several simulations run, the one
we present here has about 900k unknowns, and requires approxi-
mately 4.2 Gb of RAM. The computations have been run on an AMD
Opteron 8212 Dual-Core 2 GHz processor.
With respect to a wide variety of two-dimensional simulations,
only a few examples of 3D cases on sedimentary basins already ex-
ist in literature, for example Zadeh [10] or Kaus and Podladchikov
[12]. The main reason of such a lack of references resides in the
dramatic rise of the computational cost that the switch to 3D im-
plies. But then, if compared to a 2D domain, a 3D model becomes
necessary to capture the complete basin dynamics. Anyway, as
for the 2D case, the domain boundaries may introduce some unde-
sired effects, worsening the quality of the results. This is mainlyFig. 9. Progressive evolution of salt diapirs: in about 34 Mdue to the imposition of the boundary conditions on a limited do-
main, where the free slip condition in the vertical direction on the
boundaries (the last equation in problem (1)) is a good approxima-
tion as long as the vertical stress in the real basin is low. In addition
the exact values of velocity and stress and their spatial and tempo-
ral variation laws, coming from geological analysis or data, are still
affected by large uncertainty.
In this sense, the simulation of this work not only represents an
enrichment of the set of test cases in a 3D domain, but also provides
speciﬁc features that lead to signiﬁcant results both from the phys-
ical andmathematical point of view. First of all, the implementation
of a numerical code for 3D multiﬂow simulations represents an
innovation in the stratiﬁed ﬂuid dynamics ﬁeld, as, with respect to
the above-mentioned two-layer 2D simulations, it can handle a
model with an arbitrary number of layers. In addition, the model
geometry is composed of interfaces representing realistic
sedimentary layers, and therefore the perturbation causing theya the growth of the three diapirs is almost complete.
1972 M. Longoni et al. / Computers & Fluids 39 (2010) 1964–1976Rayleigh–Taylor instabilities are not imposed a priori on a plane sur-
face, butoriginate fromthephysical shapeof thehorizons (see Fig. 8).
The ease of handling complicated geometries is enhanced by
the use of unstructured meshes as discretizing tool. Fig. 9 shows
subsequent steps of the basin evolution, that leads to the shaping
of some salt diapirs.
Secondly, the interface surfaces have been drawn with the inno-
vative tracking algorithm, that is able to reconstruct the horizon
positions efﬁciently, both from the geometric and the computa-
tional point of view. In particular, as these ﬁgures show, it is able
to handle and represent topological changes, and so to simulate
correctly and in a fully automatic way phenomena of key impor-
tance in the sedimentary basin evolution, such as salt diapir
detachments (see Fig. 9e) and horizon intersections (see
Fig. 10b–d). In the following ﬁgures we illustrate the evolution of
the surface between the salt and the overburden layers, that ends
with the formation of three main diapirs.
As well as the interfaces evolution, the distribution of other
quantities of physical interest is computed, such as velocity, pres-
sure and strain ﬁelds. As an example, in Fig. 11–13 we show the
distribution of the vertical stress component, the vertical velocity
and the streamlines on a sectioning plane. In the ﬁrst we can rec-
ognize three different phases in the basin evolution: the most part
of the diapir growth happens in the ﬁrst 11 Mya, followed by a set-
tlement phase lasting 24 Mya, and here-hence the evolution is al-
most stationary. In the second ﬁgure we can appreciate the
streamlines representing the ﬂow motion leading to the formation
of the main diapir, at a time step of basin major activity.Fig. 10. Progressive evolution of the lower sediment: the saltFrom the computational viewpoint, this test case lasts 180 time
steps, each one requiring the solution of one Stokes problem. Since
the numerical scheme is time-adaptive, the single step length var-
ies according to the evolution rate of the model, and in this simu-
lation ranges from 0.07 Mya to 1.61 Mya. The mean time step is
0.2 Mya. As regards the tracking time step, we implement a sub-
stepping procedure: for each Stokes solution we advance the hori-
zons tracking using 40 substeps. Although a total of 7200 tracking
steps were performed, the solution of the Stokes problem proved
to be the most time-consuming part of the code.7. Conclusions
In this article we presented an innovative numerical technique
for the mathematical and physical modeling of stratiﬁed salt sedi-
mentary basins. In particular we focused on numerical efﬁciency
and computational time reduction, operating both on the solution
of the linear system resolution and on the interface tracking
algorithm.
Firstly, we faced the problem related to the resolution of the lin-
ear system,which isderived fromtheFEmethodadoptedto solve the
set of governing equation. The huge matrix coming from the high
number of degrees of freedom shows a dependence from the viscos-
ity, thatmayhave a large range of variability among the different ba-
sin layers. The algorithmwepropose exploits this dependence of the
external loop to build a convenient preconditioningmatrix based on
the Schur complement, depending on the viscosity itself, that has
provided a sensible gain in the calculation time.rise perforates the overbearing sediment in three regions.
Fig. 11. Two isosurfaces showing the distribution of the vertical stress component rzz . (Red: 2.0 MPa, Blue: 2.0 Mpa). (For interpretation of the references to colour in this
ﬁgure legend, the reader is referred to the web version of this article.)
M. Longoni et al. / Computers & Fluids 39 (2010) 1964–1976 1973Moreover we presented an evolution of the implicit horizon
tracking method applied to a 3D case test, with a number of layers
major than two. This algorithm puts together the advantages com-
ing from volume tracking and level set methods, and can both
accomplish the reconstruction of the interfaces movement with
good accuracy, and solve the problems of the topological changes,
extremely signiﬁcant in a 3D domain. In particular, we focused on
an efﬁcient way to compute a simpliﬁed solution of the method
limiter, that, coupled with the exploitation of the localized distri-
bution of the involved cells, leads to a dramatic reduction of the
global computational time.
Finally we applied these techniques to a test case, and the re-
sults we presented state the efﬁciency in simulating the evolution
of a realistic sedimentary basin in a 3D domain.
Further development will concern the enrichment of the model
and mathematical improvements. Interesting tasks will be the
extension of the geometry representation to include faults and sed-
imentation and compaction processes, and the implementation of
more sophisticated physical models such as non Newtonian
rheologies.
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cious advices and suggestions.Appendix A. Shur complement conditioning number estimate
The conditioning number of the Schur complementKðBA1BTÞ
is not dependent upon D, more explicitly:
KðBA1BTÞ 6 supðlÞ
infðlÞ
C6
C5
C1C
2
2C3
b2D
 !2
:Proof. Combining the discrete inf-sup condition (7) and Eq. (10)
we get:
min
qD2VG1
max
~vD2VM1
jðqD; ~r ~uDÞj
k~r~uD þ ð~r~uDÞTkL2ðXÞkqDkL2ðXÞ
P
bD
C2
: ðA:1Þ
The norm of the weighted symmetric gradient can be bounded
as follows:
k~r~uD þ ð~r~uDÞTkL2ðXÞ ¼ k
1ﬃﬃﬃlp ﬃﬃﬃlp ~r~uD þ ð~r~uDÞT 	kL2ðXÞ
P
1
maxð ﬃﬃﬃlp Þk ﬃﬃﬃlp ~r~uD þ ð~r~uDÞT 	kL2ðXÞ;
ðA:2Þ
and plugging Eq. (A.2) in (A.1) we get
min
qD2VG1
max
~vD2VM1
jðqD; ~r ~uDÞj
k ﬃﬃﬃlp ~r~uD þ ð~r~uDÞT 	kL2ðXÞkqDkL2ðXÞ
P
1
maxð ﬃﬃﬃlp Þ bDC2 : ðA:3Þ
Fig. 12. A series of slabs of vertical velocity V3, at x3 = 2.18 km from the bottom of the basin: the most part of the development of the diapirs happens in the ﬁrst 11 Mya, while
in the last 24 Mya the ﬂows become gradually stationary. (Red: 1.64 km/Mya, Cyan: 0.0 km/Mya, Blue: 0.82 km/Mya). (For interpretation of the references to colour in this
ﬁgure legend, the reader is referred to the web version of this article.)
Fig. 13. A series of slabs of vertical velocity V3 and stream-lines at t = 2.69 Mya: two main vortices are visible near the biggest diapir. (Red: 1.64 km/Mya, Cyan: 0.0 km/Mya,
Blue: 0.82 km/Mya). (For interpretation of the references to colour in this ﬁgure legend, the reader is referred to the web version of this article.)
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ðqD; ~r ~uDÞ ¼ PTBV;
kqDkL2ðXÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
PTQP
q
;
k ﬃﬃﬃlp ~r~uD þ ð~r~uDÞT 	kL2ðXÞ ¼ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃVTAVp ;
where Q is the mass matrix of the pressure ﬁeld and
P 2 RnGp ;V 2 R3nMp . Hence, (A.3) can be rewritten as
min
P
max
V
jðPTBVÞjﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
VTAV
p ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
PTQP
q P 1
maxð ﬃﬃﬃlp Þ bDC2 :
Now let us introduce W = A1/2V, therefore
1
maxð ﬃﬃﬃlp Þ bDC2 6 minP maxW jP
TBA1=2Wjﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
WTW
p ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
PTQP
q :
This equation implies W = A1/2BTP, that yields to
1
maxð ﬃﬃﬃlp Þ bDC2 6
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jPTBA1BTPj
q
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
PTQP
q ; ðA:4Þ
thus completing the lower bound estimate. As regards the upper
bound, combining (9) and (11) with the Cauchy-Schwartz inequal-
ity, we have
jðqD; ~r ~uDÞj 6 kqDkL2ðXÞk~r ~uDkL2ðXÞ
6 C1C3kqDkL2ðXÞk~r~uD þ ð~r~uDÞTkL2ðXÞ
6 C1C3
minð ﬃﬃﬃlp ÞkqDkL2ðXÞk ﬃﬃﬃlp ~r~uD þ ð~r~uDÞT 	kL2ðXÞ;
or the equivalent form
jðqD; ~r ~uDÞj
kqDkL2ðXÞk
ﬃﬃﬃlp ~r~uD þ ð~r~uDÞT 	kL2ðXÞ 6
C1C3
minð ﬃﬃﬃlp Þ :
Applying the same argument used for the lower bound we get:ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jPTBA1BTPj
q
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
PTQP
q 6 C1C3
minð ﬃﬃﬃlp Þ : ðA:5Þ
Now, combining the lower bound (A.4) and the upper bound
(A.5) we obtain
1
maxðlÞ
b2D
C22
6 jP
TBA1BTPj
PTQP
6 C
2
1C
2
3
minðlÞ ;
that, multiplied by (PTQP)/(PTP), leads to
1
maxðlÞ
b2D
C22
PTQP
PTP
6 jP
TBA1BTPj
PTP
6 C
2
1C
2
3
minðlÞ
PTQP
PTP
: ðA:6Þ
From [5] we have
C5D2 6
PTQP
PTP
6 C6D2;
that combined with (A.6) yields to
C5
maxðlÞ
b2D
C22
D2 6 jP
TBA1BTPj
PTP
6 C
2
1C
2
3C6
minðlÞD
2;
and the proof holds. hAppendix B. Stiffness matrix conditioning number estimate
The conditioning number of A is bounded by
KðAÞ 6maxðlÞ
infðlÞ
1
D2
C8
C7
C1C2C5Cp
 2
:Proof. We can bound the weighted symmetric gradient through
Eqs. (10) and (12) for the upper boundk ﬃﬃﬃlp ~r~uD þ ð~r~uDÞT 	kL2ðXÞ 6 maxð ﬃﬃﬃlp Þk~r~uD þ ð~r~uDÞTkL2ðXÞ
6 C2 maxð ﬃﬃﬃlp Þk~r~uDkL2ðXÞ
6 C2C4
D
maxð ﬃﬃﬃlp Þk~uDkL2ðXÞ; ðB:1Þ
and through Eqs. (9) and (13) for the lower bound
k ﬃﬃﬃlp ~r~uD þ ð~r~uDÞT 	kL2ðXÞ Pminð ﬃﬃﬃlp Þk~r~uD þ ð~r~uDÞTkL2ðXÞ
P
minð ﬃﬃﬃlp Þ
C1
k~r~uDkL2ðXÞ
P
minð ﬃﬃﬃlp Þ
C1Cp
k~uDkL2ðXÞ: ðB:2Þ
The two inequalities (B.1) and (B.2) can be coupled as
minðlÞ
C21C
2
p
6
k ﬃﬃﬃlp ~r~uD þ ð~r~uDÞT 	k2L2ðXÞ
k~uDk2L2ðXÞ
6 C
2
2C
2
4
D2
maxðlÞ;
or, more conveniently, from (8)
minðlÞ
C21C
2
p
6 ðV
TAVÞ
ðVTQ VVÞ
6 C
2
2C
2
4
D2
maxðlÞ;
where QV is the mass matrix of the velocity discrete ﬁeld. Multiply-
ing this by (VTQVV)/(VTV) we get
VTQ VV
VTV
minðlÞ
C21C
2
p
6 ðV
TAVÞ
ðVTVÞ 6
C22C
2
4
D2
maxðlÞV
TQ VV
VTV
: ðB:3Þ
From [5] we have
D2C7 6
VTQ VV
VTV
6 C8D2;
that coupled with (B.3) leads to
C7
minðlÞ
C21C
2
p
D2 6 ðV
TAVÞ
ðVTVÞ 6 ðC
2
2C
2
4C8ÞmaxðlÞ;
and to the proof. hReferences
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