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Abstract. The alternating direction method of multipliers (ADMM) is widely used to solve
large-scale linearly constrained optimization problems, convex or nonconvex, in many engineering
ﬁelds. However there is a general lack of theoretical understanding of the algorithm when the
objective function is nonconvex. In this paper we analyze the convergence of the ADMM for solving
certain nonconvex consensus and sharing problems. We show that the classical ADMM converges to
the set of stationary solutions, provided that the penalty parameter in the augmented Lagrangian
is chosen to be suﬃciently large. For the sharing problems, we show that the ADMM is convergent
regardless of the number of variable blocks. Our analysis does not impose any assumptions on the
iterates generated by the algorithm and is broadly applicable to many ADMM variants involving
proximal update rules and various ﬂexible block selection rules.
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1. Introduction. Consider the following linearly constrained (possibly
nonsmooth or/and nonconvex) problem with K blocks of variables {xk}Kk=1:
min f(x) :=
K∑
k=1
gk(xk) + (x1, . . . , xK)
s.t.
K∑
k=1
Akxk = q, xk ∈ Xk ∀ k = 1, . . . ,K,
(1.1)
where Ak ∈ RM×Nk and q ∈ RM ; Xk ⊂ RNk is a closed convex set; (·) is a smooth
(possibly nonconvex) function; and each gk(·) can be either a smooth function or
a convex nonsmooth function. Let us deﬁne A := [A1, . . . , Ak]. The augmented
Lagrangian for problem (1.1) is given by
L(x; y) =
K∑
k=1
gk(xk) + (x1, . . . , xK) + 〈y, q −Ax〉 + ρ
2
‖q −Ax‖2,(1.2)
where ρ > 0 is a constant representing the primal penalty parameter.
∗Received by the editors October 7, 2014; accepted for publication (in revised form) November
23, 2015; published electronically January 28, 2016. A conference version of the paper was presented
at the 2015 International Conference on Acoustics Speech and Signal Processing (ICASSP).
http://www.siam.org/journals/siopt/26-1/99030.html
†Department of Industrial and Manufacturing Systems Engineering, Iowa State University, Ames,
IA 50011 (mingyi@iastate.edu). This author is supported by National Science Foundation (NSF)
grant CCF-1526078 and by Air Force Oﬃce of Scientiﬁc Research grant 15RT0767.
‡Chinese University of Hong Kong, Shenzhen, China, and Department of Electrical and
Computer Engineering, University of Minnesota, Minneapolis, MN 55455 (luozq@cuhk.edu.cn,
luozq@umn.edu). This author is supported by NSF grant CCF-1526434.
§Department of Electrical Engineering, Stanford University, Stanford, CA 94305
(meisamr@stanford.edu).
337
D
ow
nl
oa
de
d 
02
/2
0/
17
 to
 1
29
.1
86
.1
76
.1
88
. R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
338 MINGYI HONG, ZHI-QUAN LUO, AND MEISAM RAZAVIYAYN
To solve problem (1.1), let us consider a popular algorithm called the alternating
direction method of multipliers (ADMM), whose steps are given in Algorithm 0.
Algorithm 0. ADMM for problem (1.1).
At each iteration t+ 1, update the primal variables:
xt+1k = arg minxk∈Xk
L(xt+11 , . . . , x
t+1
k−1, xk, x
t
k+1, . . . , x
t
K ; y
t), ∀ k = 1, . . . ,K.(1.3)
Update the dual variable:
yt+1 = yt + ρ(q −Axt+1).(1.4)
The ADMM algorithm was originally introduced in the early 1970s [2, 3] and has
since been studied extensively [4, 5, 6, 7]. Recently it has become widely popular in
modern big data related problems arising in machine learning, computer vision, signal
processing, networking, and so on; see [8, 9, 10, 11, 12, 13, 14, 15] and the references
therein. In practice, the algorithm often exhibits faster convergence than traditional
primal-dual type algorithms such as the dual ascent algorithm [16, 17, 18] or the
method of multipliers [19]. It is also particularly suitable for parallel implementation
[8].
There is a vast literature that applies the ADMM to various problems in the
form of (1.1). Unfortunately, theoretical understanding of the algorithm is still fairly
limited. For example, most of its convergence analysis is done for a certain special
form of problem (1.1)—the two-block convex separable problems, where K = 2,  = 0
and g1, g2 are both convex. In this case, ADMM is known to converge under very mild
conditions; see [7] and [8]. Under the same conditions, several recent works [20, 21, 22]
have shown that the ADMM converges with the sublinear rate of O(1t ) or o(1t ), and
it converges with a rate O( 1t2 ) when properly accelerated [23, 24]. Deng and Yin [25]
has shown that the ADMM converges linearly when the objective function as well as
the constraints satisfy certain additional assumptions. For the multiblock separable
convex problems where K ≥ 3, it is known that the original ADMM can diverge for
certain pathological problems [26]. Therefore, most research eﬀort in this direction
has been focused on either analyzing problems with additional conditions or showing
convergence for variants of the ADMM; see, for example, [26, 27, 28, 29, 30, 31, 32, 33,
34]. It is worth mentioning that when the objective function is not separable across the
variables (e.g., the coupling function (·) appears in the objective), the convergence
of the ADMM is still open, even in the case where K = 2 and f(·) is convex. Recent
works of [29, 35] have shown that when problem (1.1) is convex but not necessarily
separable, and when a certain error bound condition is satisﬁed, then the ADMM
iteration converges to the set of primal-dual optimal solutions, provided that the dual
stepsize decreases in time. Another recent work in this direction can be found in [36].
Unlike the convex case, for which the behavior of ADMM has been investigated
quite extensively, when the objective becomes nonconvex, the convergence issue of
ADMM remains largely open. Nevertheless, it has been observed by many researchers
that the ADMM works extremely well for various applications involving nonconvex
objectives, such as the nonnegative matrix factorization [37, 38], phase retrieval [39],
distributed matrix factorization [40], distributed clustering [41], sparse zero variance
discriminant analysis [42], polynomial optimization[43], tensor decomposition [44],
matrix separation [45], matrix completion [46], asset allocation [47], sparse feedback
control [48], and so on. However, to the best of our knowledge, existing conver-
gence analysis of ADMM for nonconvex problems is very limited—all known global
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CONVERGENCE OF ADMM FOR NONCONVEX PROBLEMS 339
convergence analysis needs to impose uncheckable conditions on the sequence gener-
ated by the algorithm. For example, [43, 45, 46, 47] show global convergence of the
ADMM to the set of stationary solutions for their respective nonconvex problems, by
making the key assumptions that the limit points do exist and that the successive
diﬀerences of the iterates (both primal and dual) converge to zero. However, such
assumption is nonstandard and overly restrictive. It is not clear whether the same
convergence result can be claimed without making assumptions on the iterates. Zhang
[49] analyzes a family of splitting algorithms (which includes the ADMM as a spe-
cial case) for certain nonconvex quadratic optimization problem and shows that they
converge to the stationary solution when a certain condition on the dual stepsize is
met. We note that there have been many recent works proposing new algorithms to
solve nonconvex and nonsmooth problems, for example, [50, 51, 52, 53, 54]. However,
these works do not deal with nonconvex problems with linearly coupling constraints,
and their analysis does not directly apply to the ADMM-type methods.
The aim of this paper is to provide some theoretical justiﬁcation on the good
performance of the ADMM for nonconvex problems. Speciﬁcally, we establish the
convergence of ADMM for certain types of nonconvex problems including the con-
sensus and sharing problems without making any assumptions on the iterates. Our
analysis shows that, as long as the objective functions gk’s and  satisfy certain regular-
ity conditions, and the penalty parameter ρ is chosen large enough (with computable
bounds), then the iterates generated by the ADMM are guaranteed to converge to the
set of stationary solutions. It should be noted that our analysis covers many variants
of the ADMM, including per-block proximal update and ﬂexible block selection. An
interesting consequence of our analysis is that for a particular reformulation of the
sharing problem, the multiblock ADMM algorithm converges, regardless of the con-
vexity of the objective function. Finally, to facilitate possible applications to other
nonconvex problems, we highlight the main proof steps in our analysis framework that
can guarantee the global convergence of the ADMM iterates (1.3)–(1.4) to the set of
stationary solutions.
2. The nonconvex consensus problem.
2.1. The basic problem. Consider the following nonconvex global consensus
problem with regularization:
min f(x) :=
K∑
k=1
gk(x) + h(x)
s.t. x ∈ X,
(2.1)
where gk’s are a set of smooth, possibly nonconvex functions, while h(x) is a convex
nonsmooth regularization term. This problem is related to the convex global consensus
problem discussed heavily in [8, section 7], but with the important diﬀerence that gk’s
can be nonconvex.
In many practical applications, gk’s need to be handled by a single agent, such as
a thread or a processor. This motivates the following consensus formulation. Let us
introduce a set of new variables {xk}Kk=0 and transform problem (2.1) equivalently to
the following linearly constrained problem:
min
K∑
k=1
gk(xk) + h(x0)
s.t. xk = x0 ∀ k = 1, . . . ,K, x0 ∈ X.
(2.2)D
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340 MINGYI HONG, ZHI-QUAN LUO, AND MEISAM RAZAVIYAYN
We note that after reformulation, the problem dimension is increased by K due to the
introduction of auxiliary variables {x1, . . . , xK}. Consequently, solving the reformu-
lated problem (2.2) distributedly may not be as eﬃcient (in terms of total number of
iterations required) as applying the centralized algorithms [50, 51, 52, 53, 54] directly
to the original problem (2.1). Nonetheless, a major beneﬁt of solving the reformulated
problem (2.2) is the ﬂexibility of allowing each distributed agent to handle a single
local variable xk and a local function gk.
The augmented Lagrangian function is given by
L({xk}, x0; y) =
K∑
k=1
gk(xk) + h(x0) +
K∑
k=1
〈yk, xk − x0〉+
K∑
k=1
ρk
2
‖xk − x0‖2.(2.3)
Note that this augmented Lagrangian is slightly diﬀerent from the one expressed in
(1.2), as we have used a set of diﬀerent penalization parameters {ρk}, one for each
equality constraint xk = x0. We note that there can be many other variants of the
basic consensus problem, such as the general form consensus optimization, the sharing
problem, and so on. We will discuss some of those variants in later sections.
2.2. The ADMM algorithm for nonconvex consensus. Problem (2.2) can
be solved distributedly by applying the classical ADMM. The details are given in
Algorithm 1.
Algorithm 1. The classical ADMM for problem (2.2).
At each iteration t+ 1, compute
(2.4) xt+10 = arg min
x0∈X
L({xtk}, x0; yt).
Each node k computes xk by solving
xt+1k = argminxk
gk(xk) + 〈ytk, xk − xt+10 〉+
ρk
2
‖xk − xt+10 ‖2.(2.5)
Each node k updates the dual variable:
yt+1k = y
t
k + ρk
(
xt+1k − xt+10
)
.(2.6)
In the x0 update step, if the nonsmooth penalization h(·) does not appear in the
objective, then this step can be written as
xt+10 = arg min
x0∈X
L({xtk}, x0; yt) = projX
[∑K
k=1 ρkx
t
k +
∑K
k=1 y
t
k∑K
k=1 ρk
]
.(2.7)
Note that the above algorithm has the exact form as the classical ADMM de-
scribed in [8], where the variable x0 is taken as the ﬁrst block of primal variable and
the collection {xk}Kk=1 as the second block. The two primal blocks are updated in a
sequential (i.e., Gauss–Seidel) manner, followed by an inexact dual ascent step.
In what follows, we consider a more general version of ADMM which includes
Algorithm 1 as a special case. In particular, we propose a flexible ADMM algorithm
in which there is a greater ﬂexibility in choosing the order of the update of both the
primal and the dual variables. Speciﬁcally, we consider the following two types of
variable block update order rules: let k = 0, 2, ...,K be the indices for the primal
variable blocks x0, x1, x2, ..., xK , and let Ct ⊆ {0, 1, . . . ,K} denote the set of variables
updated in iteration t. Then the following hold:
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CONVERGENCE OF ADMM FOR NONCONVEX PROBLEMS 341
1. Randomized update rule: At each iteration t+ 1, a variable block k is chosen
randomly with probability pt+1k ,
Pr
(
k ∈ Ct+1 | xt0, yt, {xtk}
)
= pt+1k ≥ pmin > 0.(2.8)
2. Essentially cyclic update rule: There exists a given period T ≥ 1 during which
each index is updated at least once. More speciﬁcally, at iteration t, update
all the variables in an index set Ct whereby
T⋃
i=1
Ct+i = {0, 1, . . . ,K} ∀ t.(2.9)
We call this update rule a period-T essentially cyclic update rule.
Algorithm 2. The flexible ADMM for problem (2.2).
Let C1 = {0, . . . ,K}, t = 0, 1, . . . .
At each iteration t+ 1, do:
If t+ 1 ≥ 2, pick an index set Ct+1 ⊆ {0, . . . ,K}.
If 0 ∈ Ct+1, compute
(2.10) xt+10 = argmin
x∈X
L({xtk}, x0; yt).
Else xt+10 = x
t
0.
If k 
= 0 and k ∈ Ct+1, node k computes xk by solving
xt+1k = argminxk
gk(xk) + 〈ytk, xk − xt+10 〉+
ρk
2
‖xk − xt+10 ‖2.(2.11)
Update the dual variable:
yt+1k = y
t
k + ρk
(
xt+1k − xt+10
)
.(2.12)
Else xt+1k = x
t
k, y
t+1
k = y
t
k.
We note that the randomized version of Algorithm 2 is similar to that of the convex
consensus algorithms studied in [55] and [56]. It is also related to the randomized
BSUM-M algorithm studied in [29]. The diﬀerence with the latter is that in the
randomized BSUM-M, the dual variable is viewed as an additional block that can be
randomly picked (independent of the way that the primal blocks are picked), whereas
in Algorithm 2, the dual variable yk is always updated whenever the corresponding
primal variable xk is updated. To the best of our knowledge, the period-T essentially
cyclic update rule is a new variant of the ADMM.
Notice that Algorithm 1 is simply the period-1 essentially cyclic rule, which is a
special case of Algorithm 2. Therefore we will focus on analyzing Algorithm 2. To
this end, we make the following assumption.
Assumption A.
A1. There exists a positive constant Lk > 0 such that
‖∇kgk(xk)−∇kgk(zk)‖ ≤ Lk‖xk − zk‖ ∀ xk, zk, k = 1, . . . ,K.
Moreover, h is convex (possible nonsmooth); X is a closed convex set.
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342 MINGYI HONG, ZHI-QUAN LUO, AND MEISAM RAZAVIYAYN
A2. For all k, the penalty parameter ρk is chosen large enough such that
1. for all k, the xk subproblem (2.11) is strongly convex with modulus
γk(ρk);
2. for all k, ρkγk(ρk) > 2L
2
k and ρk ≥ Lk.
A3. f(x) is bounded from below over X , that is,
f := min
x∈X
f(x) > −∞.
We have the following remarks regarding the assumptions made above.
• As ρk increases, subproblem (2.11) eventually will be strongly convex with
respect to xk. The corresponding strong convexity modulus γk(ρk) is a mono-
tonic increasing function of ρk.
• Whenever gk(·) is nonconvex (therefore ρk > γk(ρk)), the condition ρkγk(ρk) ≥
2L2k implies ρk ≥ Lk.
• By construction, L({xk}, x0; y) is also strongly convex with respect to x0,
with a modulus γ :=
∑K
k=1 ρk.
• Assumption A makes no assumption on the iterates generated by the algo-
rithm. This is in contrast to the existing analysis of the nonconvex ADMM
algorithms [37, 43, 46].
Now we begin to analyze Algorithm 2. We ﬁrst make several deﬁnitions. Let t(k)
(resp., t(0)) denote the latest iteration index that xk (resp., x0) is updated before
iteration t+ 1, i.e.,
t(k) = max {r | r ≤ t, k ∈ Cr}, k = 1, . . . ,K,
t(0) = max {r | r ≤ t, 0 ∈ Cr}.(2.13)
This deﬁnition implies that xtk = x
t(k)
k for all k = 0, . . . ,K.
Also deﬁne new vectors xˆt+10 , {xˆt+1k }, yˆt+1 and {x˜t+1k }, y˜t+1 by
xˆt+10 = arg min
x0∈X
L({xtk}, x0; yt),(2.14a)
xˆt+1k = argminxk
gk(xk) + 〈ytk, xk − xˆt+10 〉+
ρk
2
‖xk − xˆt+10 ‖2 ∀ k,(2.14b)
yˆt+1k = y
t
k + ρk
(
xˆt+1k − xˆt+10
)
,(2.14c)
x˜t+1k = argminxk
gk(xk) + 〈ytk, xk − xt0〉+
ρk
2
‖xk − xt0‖2 ∀ k,(2.14d)
y˜t+1k = y
t
k + ρk
(
x˜t+1k − xt0
)
.(2.14e)
In other words, (xˆt+10 , {xˆt+1k }, yˆt+1) is a “virtual” iterate assuming that all variables
are updated at iteration t + 1. {x˜t+1k }, y˜t+1 is a “virtual” iterate for the case where
x0 is not updated but the rest of the variables are updated.
We ﬁrst show that the size of the successive diﬀerence of the dual variables can
be bounded above by that of the primal variables.
Lemma 2.1. Suppose Assumption A holds. Then for Algorithm 2 with either a
randomized or essentially cyclic update rule, the following are true:
L2k‖xt+1k − xtk‖2 ≥ ‖yt+1k − ytk‖2 ∀ k = 1, . . . ,K,(2.15a)
L2k‖xˆt+1k − xtk‖2 ≥ ‖yˆt+1k − ytk‖2 ∀ k = 1, . . . ,K,(2.15b)
L2k‖x˜t+1k − xtk‖2 ≥ ‖y˜t+1k − ytk‖2 ∀ k = 1, . . . ,K.(2.15c)
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CONVERGENCE OF ADMM FOR NONCONVEX PROBLEMS 343
Proof. We will show the ﬁrst inequality. The second and third inequalities follow
a similar line of argument.
To prove (2.15a), ﬁrst note that the case for k /∈ Ct+1 is trivial, as both sides of
(2.15a) evaluate to zero. Suppose k ∈ Ct+1. From the xk update step (2.11) we have
the following optimality condition:
∇gk(xt+1k ) + ytk + ρk(xt+1k − xt+10 ) = 0 ∀ k ∈ Ct+1/{0}.(2.16)
Combined with the dual variable update step (2.12) we obtain
∇gk(xt+1k ) = −yt+1k ∀ k ∈ Ct+1/{0}.(2.17)
Combining this with Assumption A1, and noting that for any given k, yk and xk are
always updated in the same iteration, we obtain for all k ∈ Ct+1/{0}
‖yt+1k − ytk‖ = ‖yt+1k − yt(k)k ‖
= ‖∇gk(xt+1k )−∇gk(xt(k)k )‖ ≤ Lk‖xt+1k − xt(k)k ‖ = Lk‖xt+1k − xtk‖.
The desired result follows.
Next, we use (2.15a) to bound the diﬀerence of the augmented Lagrangian.
Lemma 2.2. For Algorithm 2 with either randomized or period-T essentially
cyclic update rule, we have the following:
L({xt+1k }, xt+10 ; yt+1)− L({xtk}, xt0; yt)
≤
∑
k =0,k∈Ct+1
(
L2k
ρk
− γk(ρk)
2
)
‖xt+1k − xtk‖2 −
γ
2
‖xt+10 − xt0‖2.(2.18)
Proof. We ﬁrst split the successive diﬀerence of the augmented Lagrangian by
L({xt+1k }, xt+10 ; yt+1)− L({xtk}, xt0; yt)
=
(
L({xt+1k }, xt+10 ; yt+1)− L({xt+1k }, xt+10 ; yt)
)
+
(
L({xt+1k }, xt+10 ; yt)− L({xtk}, xt0; yt)
)
.(2.19)
The ﬁrst term in (2.19) can be bounded by
L({xt+1k }, xt+10 ; yt+1)− L({xt+1k }, xt+10 ; yt)
=
K∑
k=1
〈yt+1k − ytk, xt+1k − xt+10 〉
(a)
=
∑
k =0,k∈Ct+1
1
ρk
‖yt+1k − ytk‖2,(2.20)
where in (a) we have used (2.12) and the fact that yt+1k − ytk = 0 for all variable block
xk that has not been updated (i.e., k 
= 0, k /∈ Ct+1). The second term in (2.19) can
be bounded by
L({xt+1k }, xt+10 ; yt)− L({xtk}, xt0; yt)
= L({xt+1k }, xt+10 ; yt)− L({xtk}, xt+10 ; yt) + L({xtk}, xt+10 ; yt)− L({xtk}, xt0; yt)
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(a)
≤
K∑
k=1
(〈∇xkL({xt+1k }, xt+10 ; yt), xt+1k − xtk〉− γk(ρk)2 ‖xt+1k − xtk‖2
)
+
〈
ζt+1x0 , x
t+1
0 − xt0
〉− γ
2
‖xt+10 − xt0‖2
(b)
=
∑
k =0,k∈Ct+1
(〈∇xkL({xt+1k }, xt+10 ; yt), xt+1k − xtk〉− γk(ρk)2 ‖xt+1k − xtk‖2
)
+ ι{0 ∈ Ct+1}
(〈
ζt+1x0 , x
t+1
0 − xt0
〉− γ
2
‖xt+10 − xt0‖2
)
(c)
≤ −
∑
k =0,k∈Ct+1
γk(ρk)
2
‖xt+1k − xtk‖2 − ι{0 ∈ Ct+1}
γ
2
‖xt+10 − xt0‖2,
(2.21)
where in (a) we have used the fact that L({xk}, x0; y) is strongly convex w.r.t. each
xk and x0, with modulus γk(ρk) and γ, respectively, and that
ζt+1x0 ∈ ∂x0L({xtk}, xt+10 ; yt)
is some subgradient vector; in (b) we have used the fact that when k /∈ Ct+1 (resp.,
0 /∈ Ct+1), xt+1k = xtk (resp., xt+10 = xt0), and we have deﬁned ι{0 ∈ Ct+1} as the
indicator function that takes the value 1 if 0 ∈ Ct+1 is true and takes value 0 otherwise;
and in (c) we have used the optimality of each subproblem (2.11) and (2.10) (where
ζt+1x0 is specialized to the subgradient vector that satisﬁes the optimality condition for
problem (2.10)).
Combining the above two inequalities (2.20) and (2.21), we obtain
L({xt+1k }, xt+10 ; yt+1)− L({xtk}, xt0; yt)
≤ −
∑
k =0,k∈Ct+1
γk(ρk)
2
‖xt+1k − xtk‖2 +
∑
k =0,k∈Ct+1
1
ρk
‖yt+1k − ytk‖2 − ι{0 ∈ Ct+1}
γ
2
‖xt+10 − xt0‖2
≤
∑
k =0,k∈Ct+1
(
L2k
ρk
− γk(ρk)
2
)
‖xt+1k − xtk‖2 − ι{0 ∈ Ct+1}
γ
2
‖xt+10 − xt0‖2,
where the last inequality is due to (2.15a). The desired result is obtained by noticing
the fact that when 0 /∈ Ct+1, we have xt+10 − xt0 = 0.
The above result implies that if the condition
ρkγk(ρk) ≥ 2L2k ∀ k = 1, . . . ,K(2.22)
is satisﬁed, then the value of the augmented Lagrangian function will always decrease.
Note that as long as γk(ρk) 
= 0, one can always ﬁnd a ρk large enough such that the
above condition is satisﬁed, as the left-hand side of (2.22) is monotonically increasing
w.r.t. ρk, while the right-hand side (rhs) is a constant.
Next we show that L ({xtk}, xt0; yt) is in fact convergent.
Lemma 2.3. Suppose Assumption A is true. Let {{xtk}, xt0, yt} be generated by
Algorithm 2 with either the essentially cyclic rule or the randomized rule. Then the
following limit exists and is lower bounded by f defined in Assumption A3:
lim
t→∞L({x
t
k}, xt0, yt) ≥ f.(2.23)Do
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Proof. Notice that the augmented Lagrangian function can be expressed as
L({xt+1k }, xt+10 ; yt+1)
= h(xt+10 ) +
K∑
k=1
(
gk(x
t+1
k ) + 〈yt+1k , xt+1k − xt+10 〉+
ρk
2
‖xt+1k − xt+10 ‖2
)
(a)
= h(xt+10 ) +
K∑
k=1
(
gk(x
t+1
k ) + 〈∇gk(xt+1k ), xt+10 − xt+1k 〉+
ρk
2
‖xt+1k − xt+10 ‖2
)
(b)
≥ h(xt+10 ) +
K∑
k=1
gk(x
t+1
0 ) = f(x
t+1
0 ),
(2.24)
where (b) comes from the Lipschitz continuity of the gradient of gk’s (Assumption
A1) and the fact that ρk ≥ Lk for all k = 1, . . . ,K (Assumption A2). To see why (a)
is true, we ﬁrst observe that due to (2.17), we have for all k 
= 0 and k ∈ Ct+1
〈yt+1k , xt+1k − xt+10 〉 = 〈∇gk(xt+1k ), xt+10 − xt+1k 〉.
For all k 
= 0 and k /∈ Ct+1, it follows from xt+1k = xtk = xt(k)k = xt(k)+1k and
yt+1k = y
t
k = y
t(k)
k = y
t(k)+1
k that
〈yt+1k , xt+1k − xt+10 〉 = 〈yt(k)+1k , xt(k)+1k − xt+10 〉
= 〈∇gk(xt(k)+1k ), xt+10 − xt(k)+1k 〉 = 〈∇gk(xt+1k ), xt+10 − xt+1k 〉.
Combining these two cases shows that (a) is true.
Clearly, (2.24) and Assumption A3 together imply that L({xt+1k }, xt+10 ; yt+1) is
lower bounded. This combined with (2.18) says that whenever the penalty parameter
ρk’s are chosen suﬃciently large (as per Assumption A2), L({xt+1k }, xt+10 ; yt+1) is
monotonically decreasing and is convergent. This completes the proof.
We are now ready to prove our ﬁrst main result, which asserts that the sequence
of iterates generated by Algorithm 2 converges to the set of stationary solution of
problem (2.2).
Theorem 2.4. Assume that Assumption A is satisfied. Then we have the fol-
lowing:
1. We have limt→∞ ‖xt+1k − xt+10 ‖ = 0, k = 1, . . . ,K, deterministically for the
essentially cyclic update rule and almost surely (a.s.) for the randomized
update rule.
2. Let ({x∗k}, x∗0, y∗) denote any limit point of the sequence {{xt+1k }, xt+10 , yt+1}
generated by Algorithm 2. Then the following statement is true (deterministi-
cally for the essentially cyclic update rule and a.s. for the randomized update
rule):
0 = ∇gk(x∗k) + y∗k, k = 1, . . . ,K.
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x∗0 ∈ argmin
x∈X
h(x) +
K∑
k=1
〈y∗k, x∗k − x〉
x∗k = x
∗
0, k = 1, . . . ,K.
That is, any limit point of Algorithm 2 is a stationary solution of problem
(2.2).
3. If X is a compact set, then the sequence of iterates generated by Algorithm 2
converges to the set of stationary solutions of problem (2.2). That is,
lim
t→∞ dist
(
({xtk}, xt0, yt);Z∗
)
= 0,(2.25)
where Z∗ is the set of primal-dual stationary solutions of problem (2.2);
dist(x;Z∗) denotes the distance between a vector x and the set Z∗, i.e.,
dist(x;Z∗) = min
xˆ∈Z∗
‖x− xˆ‖.
Proof. We ﬁrst show part 1 of the theorem. For the essentially cyclic update rule,
Lemma 2.2 implies that
L({xt+Tk }, xt+T0 ; yt+T )− L({xtk}, xt0; yt)
≤
T∑
i=1
∑
k =0,k∈Ct+i
(
L2k
ρk
− γk(ρk)
2
)
‖xt+ik − xt+i−1k ‖2 −
γ
2
‖xt+i−10 − xt+i0 ‖2
=
T∑
i=1
K∑
k=1
(
L2k
ρk
− γk(ρk)
2
)
‖xt+ik − xt+i−1k ‖2 −
γ
2
‖xt+i−10 − xt+i0 ‖2,
where the last equality follows from the fact xt+ik = x
t+i−1
k if k 
∈ Ct+i and k 
= 0.
Using the fact that each index in {0, . . . ,K} will be updated at least once during
[t, t+ T ], as well as Lemma 2.3 and the bounds for ρk’s in Assumption A2, we have
‖xt+10 − xt(0)0 ‖ → 0, ‖xt+1k − xt(k)k ‖ → 0 ∀ k = 1, . . . ,K.(2.26)
By Lemma 2.1, we further obtain ‖yt+1k − yt(k)k ‖ → 0 for all k = 1, 2, ...,K. In light
of the dual update step of Algorithm 2, the fact that ‖yt+1k − yt(k)k ‖ → 0 implies that
‖xt+1k − xt+10 ‖ → 0.
For the randomized update rule, we can take the conditional expectation (over
the choice of the blocks) on both sides of (2.18) and obtain
E
[
L({xt+1k }, xt+10 ; yt+1)− L({xtk}, xt0; yt) | {xtk}, xt0; yt
]
≤ E
⎡
⎣ ∑
k =0,k∈Ct+1
(
L2k
ρk
− γk(ρk)
2
)
‖xt+1k − xtk‖2 −
γ
2
‖xt+10 − xt0‖2
∣∣∣∣ {xtk}, xt0; yt
⎤
⎦
≤
K∑
k=1
pkp0
(
L2k
ρk
− γk(ρk)
2
)
‖xˆt+1k − xtk‖2 − p0
γ
2
‖xˆt+10 − xt0‖2
+
K∑
k=1
pk(1− p0)
(
L2k
ρk
− γk(ρk)
2
)
‖x˜t+1k − xtk‖2
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≤ p2min
K∑
k=1
(
L2k
ρk
− γk(ρk)
2
)
‖xˆt+1k − xtk‖2 − pmin
γ
2
‖xˆt+10 − xt0‖2,
where in the last two inequalities, we have used the fact that ρk’s satisfy Assumption
A2, hence
L2k
ρk
− γk(ρk)2 < 0 for all k; the last inequality follows from the fact that
pk ≥ pmin for all k = 0, . . . ,K. Note that by Lemma 2.3, L({xt+1k }, xt+10 ; yt+1)−f ≥ 0
for all t, where f is deﬁned in Assumption A3. Then let us substract both sides of
the above inequality by f , and invoke the supermartigale convergence theorem [57,
Proposition 4.2]. We conclude that L({xt+1k }, xt+10 ; yt+1) is convergent a.s. and that
‖xˆt+10 − xt0‖ → 0, ‖xˆt+1k − xtk‖ → 0 ∀ k = 1, . . . ,K a.s.(2.27)
By Lemma 2.1, we further obtain ‖yˆt+1k − ytk‖ → 0 a.s. and for all k = 1, 2, . . . ,K.
Finally, from the deﬁnition of yˆt+1, we see that ‖yˆt+1k − ytk‖ → 0 a.s. implies that
‖xˆt+10 − xˆt+1k ‖ → 0 a.s. for all k = 1, 2, . . . ,K.
Next we show part 2 of the theorem. For simplicity, we consider only the essen-
tially cyclic rule as the proof because the randomized rule is similar. We begin by
examining the optimality condition for the xk and x0 subproblems at iteration t+ 1.
Suppose k 
= 0, k ∈ Ct+1; then we have
∇gk(xt+1k ) + ytk + ρk(xt+1k − xt+10 ) = 0.(2.28)
Similarly, suppose 0 ∈ Ct+1; then there exists an ηt+1 ∈ ∂h(xt+10 ) such that〈
x− xt+10 , ηt+1 −
K∑
k=1
(
ytk − ρk(xt+10 − xt0)
)〉 ≥ 0 ∀ x ∈ X.
These expressions imply that
∇gk(xt+1k ) + ytk + ρk(xt+1k − xt+10 ) = 0, k 
= 0, k ∈ Ct+1,
h(x)− h(xt+10 ) +
〈
x− xt+10 ,
K∑
k=1
(−ytk + ρk(xt+10 − xt0))
〉
≥ 0, ∀ x ∈ X, if 0 ∈ Ct+1.
(2.29)
Using the deﬁnition of the essentially cyclic update rule, we have that for all t
∇gk(xr(k)k ) + yr(k)k = 0, ∀ k 
= 0, for some r(k) ∈ [t, t+ T ],
h(x) − h(xr(0)0 ) +
〈
x− xr(0)0 ,
K∑
k=1
(
−yr(0)−1k + ρk(xr(0)0 − xr(0)−1k )
)〉
≥ 0,
∀ x ∈ X, for some r(0) ∈ [t, t+ T ].
(2.30)
Note that T is ﬁnite and that ‖xt+1k −xtk‖ → 0, ‖xt+10 −xt0‖ → 0, and ‖yt+1k −ytk‖ → 0,
and we have
‖xr(k)k − xt+1k ‖ → 0 ∀ k, ‖xr(0)0 − xt+10 ‖ → 0,
‖yt+1k − yr(k)k ‖ → 0, ‖yt+1k − yr(0)−1k ‖ → 0 ∀ k.(2.31)
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Using this result, taking limit for (2.30), and using the fact that ‖xt+1k − xtk‖ → 0,
xt+10 → x∗0, xt+1k → x∗k, yt+1k → y∗k for all k, we have
∇gk(x∗k) + y∗k = 0, k = 1, . . . ,K,
h(x)− h(x∗0) +
K∑
k=1
〈
x− x∗0,−y∗k
〉 ≥ 0 ∀x ∈ X.(2.32)
Due to the fact that ‖yt+1k − ytk‖ → 0 for all k, we have that the primal feasibility is
achieved in the limit, i.e.,
x∗k = x
∗
0 ∀ k = 1, . . . ,K.(2.33)
This set of equalities together with (2.32) imply
h(x) +
K∑
k=1
〈
x∗k − x, y∗k
〉−
(
h(x∗0) +
K∑
k=1
〈
x∗k − x∗0, y∗k
〉) ≥ 0 ∀x ∈ X.(2.34)
This concludes the proof of part 2.
To prove part 3, we ﬁrst show that there exists a limit point for each of the
sequences {xtk}, {xt0}, and {yt}. Let us consider only the essentially cyclic rule. Due
to the compactness assumption of X , it is obvious that {xt0} must have a limit point.
Also by a similar argument leading to (2.26), we see that ‖xtk − xt0‖ → 0; thus for
each k, xtk must also lie in a compact set and thus have a limit point. Note that the
Lipschitz continuity of ∇gk combined with the compactness of the set X implies that
the set {∇gk(x) | x ∈ X} is bounded; therefore {∇gk(xtk)} is a bounded sequence.
Using (2.17), we conclude that {ytk} is also a bounded sequence and therefore must
have at least one limit point.
We prove part 3 by contradiction. Because the feasible set is compact, then {xtk}
lies in a compact set. From the argument in the previous part it is easy to see that
{xt0}, {yt} also lie in some compact sets. Then every subsequence will have a limit
point. Suppose that there exists a subsequence {xtjk }, xtj0 , and {ytj} such that
({xtjk }, xtj0 , ytj) → ({xˆk}, xˆ0, yˆ),(2.35)
where ({xˆk}, xˆ0, yˆ) is some limit point, and by part 2, we have (xˆk, xˆ0, yˆ) ∈ Z∗. By
further restricting to a subsequence if necessary, we can assume that (xˆk, xˆ0, yˆ) is the
unique limit point.
Suppose that this sequence does not converge to the set of stationary solutions,
i.e.,
lim
j→∞
dist
(
({xtjk }, xtj0 , ytj);Z∗
)
= γ > 0.(2.36)
Then it follows that there exists some J(γ) > 0 such that
‖({xtjk }, xtj0 , ytj )− ({xˆk}, xˆ0, yˆ)‖ ≤ γ/2 ∀ j ≥ J(γ).
By the deﬁnition of the distance function we have
dist
(
({xtjk }, xtj0 , ytj );Z∗
)
≤ dist
(
({xtjk }, xtj0 , ytj ), ({xˆk}, xˆ0, yˆ)
)
.
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Combining the above two inequalities we must have
dist
(
({xtjk }, xtj0 , ytj );Z∗
)
≤ γ/2 ∀ tj ≥ Tj(γ).
This contradicts to (2.36). The desired result is proven.
The analysis presented above is diﬀerent from the conventional analysis of the
ADMM algorithm where the main eﬀort is to bound the distance between the current
iterate and the optimal solution set. The above analysis is partly motivated by our
previous analysis of the convergence of ADMM for multiblock convex problems, where
the progress of the algorithm is measured by the combined decrease of certain primal
and dual gaps; see [27, Theorem 3.1]. Nevertheless, the nonconvexity of the problem
makes it diﬃcult to estimate either the primal or the dual optimality gaps. Therefore
we choose to use the decrease of the augmented Lagrangian as a measure of the
progress of the algorithm.
Next we analyze the iteration complexity of the vanilla ADMM (i.e., Algorithm 1).
To state our result, let us deﬁne the proximal gradient of the augmented Lagrangian
function as
∇˜L({xk}, x0, y) =
⎡
⎢⎢⎢⎣
x0 − proxh [x0 −∇x0(L({xk}, x0, y)− h(x0))]
∇x1L({xk}, x0, y)
...
∇xKL({xk}, x0, y)
⎤
⎥⎥⎥⎦ ,(2.37)
where proxh[z] := argminx h(x) +
1
2‖x − z‖2 is the proximity operator. We will use
the following quantity to measure the progress of the algorithm:
P ({xtk}, xt, yt) := ‖∇˜L({xtk}, xt0, yt)‖2 +
K∑
k=1
‖xtk − xt0‖2.
It can be veriﬁed that if P ({xtk}, xt, yt) → 0, then a stationary solution of the problem
(2.2) is obtained. We have the following iteration complexity result.
Theorem 2.5. Suppose Assumption A is satisfied. Let T (	) denote an iteration
index in which the following inequality is achieved:
T (	) := min
{
t | P ({xtk}, xt, yt) ≤ 	, t ≥ 0
}
for some 	 > 0. Then there exists some constant C > 0 such that
	 ≤ C(L({x
1
k}, x10, y1)− f)
T (	)
,(2.38)
where f is defined in Assumption A3.
Proof. We ﬁrst show that there exists a constant σ1 > 0 such that
‖∇˜L({xtk}, xt0, yt)‖ ≤ σ1
(
‖xt+10 − xt0‖+
K∑
k=1
‖xt+1k − xtk‖
)
∀ r ≥ 1.(2.39)
This proof follows similar steps of [27, Lemma 2.5]. From the optimality condition of
the x0 update step (2.10) we have
xt+10 = proxh
[
xt+10 −
K∑
k=1
ρk
(
xt+10 − xtk −
ytk
ρk
)]
.
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This implies that
‖xt0 − proxh
[
xt0 −∇x0(L({xtk}, xt0, yt)− h(xt0))
] ‖
=
∥∥∥∥∥xt0 − xt+10 + xt+10 − proxh
[
xt0 −
K∑
k=1
ρk(x
t
0 − xtk −
ytk
ρk
)
]∥∥∥∥∥
≤ ‖xt0 − xt+10 ‖+
∥∥∥∥∥proxh
[
xt+10 −
K∑
k=1
ρk
(
xt+10 − xtk −
ytk
ρk
)]
− proxh
[
xt0 −
K∑
k=1
ρk(x
t
0 − xtk −
ytk
ρk
)
]∥∥∥∥∥
≤ 2‖xt+10 − xt0‖+
K∑
k=1
ρk‖xt0 − xt+10 ‖,(2.40)
where in the last inequality we have used the nonexpansiveness of the proximity
operator.
Similarly, the optimality condition of the xk subproblem is given by
∇gk(xt+1k ) + ρk
(
xt+1k − xt+10 +
ytk
ρk
)
= 0.
Therefore we have
‖∇xkL({xtk}, xt0, yt)‖
=
∥∥∥∥∇gk(xtk) + ρk
(
xtk − xt0 +
ytk
ρk
)∥∥∥∥
=
∥∥∥∥
(
∇gk(xtk) + ρk
(
xtk − xt0 +
ytk
ρk
))
−
(
∇gk(xt+1k ) + ρk
(
xt+1k − xt+10 +
ytk
ρk
))∥∥∥∥
≤ (Lk + ρk)‖xtk − xt+1k ‖+ ρk‖xt0 − xt+10 ‖.
(2.41)
Therefore, combining (2.40) and (2.41), we have
‖∇˜L({xtk}, xt0, yt)‖ ≤
(
2 +
K∑
k=1
2ρk
)
‖xt0 − xt+10 ‖+
K∑
k=1
(Lk + ρk)‖xtk − xt+1k ‖.
(2.42)
By taking σ1 = max{(2 +
∑K
k=1 2ρk), L1 + ρ1, . . . , LK + ρK}, (2.39) is proved.
According to Lemma 2.1, we have
K∑
k=1
‖xt+1k − xt+10 ‖ =
K∑
k=1
1
ρk
‖yt+1k − ytk‖ ≤
K∑
k=1
Lk
ρk
‖xt+1k − xtk‖.(2.43)
The inequalities (2.42)–(2.43) imply that for some σ3 > 0
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K∑
k=1
‖xtk − xt0‖2 + ‖∇˜L({xtk}, xt0, yt)‖2
≤ σ3
(
‖xt0 − xt+10 ‖2 +
K∑
k=1
‖xtk − xt+1k ‖2
)
.(2.44)
According to Lemma 2.2, there exists a constant σ2 = min{{ γk(ρk)2 − L
2
k
ρk
}Kk=1, γ2}
such that
L({xtk}, xt0; yt)− L({xt+1k }, xt+10 ; yt+1)
≥ σ2
(
K∑
k=1
‖xt+1k − xtk‖2 + ‖xt+10 − xt0‖2
)
.(2.45)
Combining (2.44) and (2.45) we have
K∑
k=1
‖xtk − xt0‖2 + ‖∇˜L({xtk}, xt0, yt)‖2
≤ σ3
σ2
(
L({xtk}, xt0; yt)− L({xt+1k }, xt+10 ; yt+1)
)
.
Summing both sides of the above inequality over t = 1, . . . , r, we have
r∑
t=1
K∑
k=1
‖xtk − xt0‖2 + ‖∇˜L({xtk}, xt0, yt)‖2
≤ σ3
σ2
(
L({x1k}, x10; y1)− L({xr+1k }, xr+10 ; yr+1)
)
≤ σ3
σ2
(
L({x1k}, x10; y1)− f
)
,
where in the last inequality we have used the fact that L({xr+1k }, xr+10 ; yr+1) is de-
creasing and lower bounded by f (cf. Lemmas 2.2–2.3).
By utilizing the deﬁnition of T (	) and P ({xtk}, xt, yt), the above inequality be-
comes
T (	)	 ≤ σ3
σ2
(
L({x1k}, x10; y1)− f
)
.(2.46)
By dividing both sides by T (	), and by setting C = σ3/σ2, the desired result is
obtained.
2.3. The proximal ADMM. One potential limitation of Algorithms 1 and
2 is the requirement that each subproblem (2.11) needs to be solved exactly, while
in certain practical applications cheap iterations are preferred. In this section, we
consider an important extension of Algorithms 1–2 in which the above restriction
is removed. The main idea is to take a proximal step instead of minimizing the
augmented Lagrangian function exactly with respect to each variable block. Like in
the previous section, we will analyze a generalized version, termed the flexible proximal
ADMM, where there is more freedom in choosing the update schedules.
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Algorithm 3. A flexible proximal ADMM for problem (2.2).
At each iteration t+ 1, compute
xt+10 = argmin
x∈X
L({xtk}, x0; yt).(2.47)
Pick a set Ct+1 ⊆ {1, . . . ,K}.
If k ∈ Ct+1, update xk by solving
xt+1k = argminxk
〈∇gk(xt+10 ), xk − xt+10 〉+ 〈ytk, xk − xt+10 〉+
ρk + Lk
2
‖xk − xt+10 ‖2.
(2.48)
Update the dual variable:
yt+1k = y
t
k + ρk
(
xt+1k − xt+10
)
.(2.49)
Else let xt+1k = x
t
k, y
t+1
k = y
t
k.
Notice that the xk update step is diﬀerent from the conventional proximal up-
date (e.g., [8]). In particular, the linearization is done with respect to xt+10 instead
of xtk computed in the previous iteration. This modiﬁcation is instrumental in the
convergence analysis of Algorithm 3.
Here we use the period-T essentially cyclic rule to decide the set Ct+1 at each
iteration. We note that there is a slight diﬀerence of the update schedule used in
Algorithm 3 and in Algorithm 2. In Algorithm 3, the block variable x0 is updated
in every iteration, while in Algorithm 2 the update of x0 is also governed by block
selection rules.
Now we begin analyzing Algorithm 3. We make the following assumptions in this
section (in addition to Assumptions A1 and A3).
Assumption B. For all k, the penalty parameter ρk is chosen large enough such
that
αk :=
ρk − 7Lk
2
−
(
4Lk
ρ2k
+
1
ρk
)
2L2k > 0,(2.50)
βk :=
ρk
2
− T 2
(
4Lk
ρ2k
+
1
ρk
)
8L2k > 0,(2.51)
ρk ≥ 5Lk, k = 1, . . . ,K.(2.52)
Again let t(k) denote the last iteration that xk is updated before t+ 1, i.e.,
t(k) = max {r | r ≤ t, k ∈ Cr}, k = 1, . . . ,K.(2.53)
Note that we do not need t(0) anymore since x0 is updated in every iteration. Clearly,
we have xtk = x
t(k)
k and as a result, y
t
k = y
t(k)
k . We have the following result.
Lemma 2.6. Suppose Assumption B and Assumptions A1, A3 are satisfied. Then
for Algorithm 3, the following is true for the essentially cyclic block selection rule:
2L2k(4‖xt+10 − xt(k)0 ‖2 + ‖xt+1k − xtk‖2) ≥ ‖yt+1k − ytk‖2, k = 1, . . . ,K.(2.54)
Proof. Suppose k /∈ Ct+1; then the inequality is trivially true, as yt+1k = ytk.
For any k ∈ Ct+1, we observe from the update of xk step (2.48) that
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∇gk(xt+1) + ytk + (ρk + Lk)(xt+1k − xt+10 ) = 0, k ∈ Ct+1,(2.55)
is true, or equivalently
∇gk(xt+1) + Lk(xt+1k − xt+10 ) = −yt+1k , k ∈ Ct+1.(2.56)
Therefore we have for all k ∈ Ct+1
‖yt+1k − ytk‖ = ‖yt+1k − yt(k)k ‖
= ‖∇gk(xt+10 )−∇gk(xt(k)0 ) + Lk(xt+1k − xt+10 )− Lk(xt(k)k − xt(k)0 )‖
= ‖∇gk(xt+10 )−∇gk(xt(k)0 ) + Lk(xt+1k − xt+10 )− Lk(xtk − xt(k)0 )‖
≤ Lk(2‖xt+10 − xt(k)0 ‖+ ‖xt+1k − xtk‖),
where the last step follows from the triangular inequality and the fact xtk = x
t(k)
k (cf.
the deﬁnition of t(k)). The above result further implies that
2L2k(4‖xt+10 − xt(k)0 ‖2 + ‖xt+1k − xtk‖2) ≥ ‖yt+1k − ytk‖2, k = 1, . . . ,K,(2.57)
which is the desired result.
Next, we upper bound the successive diﬀerence of the augmented Lagrangian. To
this end, let us deﬁne the following functions:
k(xk;x
t+1
0 , y
t) = gk(xk) + 〈ytk, xk − xt+10 〉+
ρk
2
‖xk − xt+10 ‖2
uk(xk;x
t+1
0 , y
t) = gk(x
t+1
0 ) + 〈∇gk(xt+10 ), xk − xt+10 〉
+ 〈ytk, xk − xt+10 〉+
ρk + Lk
2
‖xk − xt+10 ‖2.
Using these short-hand deﬁnitions, we have
L({xt+1k }, xt+10 ; yt) =
K∑
k=1
k(x
t+1
k ;x
t+1
0 , y
t)(2.58)
xt+1k = argminxk
uk(xk;x
t+1
0 , y
t) ∀ k ∈ Ct+1.(2.59)
The lemma below bounds the diﬀerence between k(x
t+1
k ;x
t+1
0 , y
t) and
k(x
t
k;x
t+1
0 , y
t).
Lemma 2.7. Suppose Assumption A1 is satisfied. Let {xtk, xt0, yt} be generated by
Algorithm 3 with the essential cyclic block update rule. Then we have the following:
k(x
t+1
k ;x
t+1
0 , y
t)− k(xtk;xt+10 , yt)
≤ −ρk − 7Lk
2
‖xt+1k − xtk‖2 +
4Lk
ρ2k
‖yt+1k − ytk‖2, k = 1, . . . ,K.(2.60)
Proof. When k /∈ Ct+1, the inequality is trivially true. We focus on the case
k ∈ Ct+1. From the deﬁnition of k(·) and uk(·) we have the following:
k(xk;x
t+1
0 , y
t) ≤ uk(xk;xt+10 , yt) ∀ xk, k = 1, . . . ,K.(2.61)Do
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Observe that when k ∈ Ct+1, xt+1k is generated according to (2.59). Due to the strong
convexity of uk(xk;x
t+1
0 , y
t) with respect to xk, we have
uk(x
t+1
k ;x
t+1
0 , y
t)− uk(xtk;xt+10 , yt) ≤ −
ρk + Lk
2
‖xtk − xt+1k ‖2 ∀ k ∈ Ct+1.(2.62)
Further, we have the following series of inequalities:
uk(x
t
k;x
t+1
0 , y
t)− k(xtk;xt+10 , yt)
= gk(x
t+1
0 ) + 〈∇gk(xt+10 ), xtk − xt+10 〉+ 〈ytk, xtk − xt+10 〉+
ρk + Lk
2
‖xtk − xt+10 ‖2
−
(
gk(x
t
k) + 〈ytk, xtk − xt+10 〉+
ρk
2
‖xtk − xt+10 ‖2
)
= gk(x
t+1
0 )− gk(xtk) + 〈∇gk(xt+10 ), xtk − xt+10 〉+
Lk
2
‖xtk − xt+10 ‖2
≤ 〈∇gk(xt+10 )−∇gk(xtk), xtk − xt+10 〉+ Lk‖xtk − xt+10 ‖2
≤ 2Lk‖xtk − xt+10 ‖2 ≤ 4Lk
(‖xtk − xt+1k ‖2 + ‖xt+1k − xt+10 ‖2) ,
(2.63)
where the ﬁrst two inequalities follow from Assumption A1. Combining (2.61)–(2.63)
we obtain
k(x
t+1
k ;x
t+1
0 , y
t)− k(xtk;xt+10 , yt)
≤ uk(xt+1k ;xt+10 , yt)− uk(xtk;xt+10 , yt) + uk(xtk;xt+10 , yt)− k(xtk;xt+10 , yt)
≤ −ρk − 7Lk
2
‖xtk − xt+1k ‖2 + 4Lk‖xt+1k − xt+10 ‖2
= −ρk − 7Lk
2
‖xtk − xt+1k ‖2 +
4Lk
ρ2k
‖yt+1k − ytk‖2 ∀ k ∈ Ct+1.
The desired result then follows.
Next, we bound the diﬀerence of the augmented Lagrangian function values.
Lemma 2.8. Assume the same setup as in Lemma 2.7. Then we have
L({xt+1k }, xt+10 ; yt+1)− L({x1k}, x10; y1)
≤ −
t∑
i=1
K∑
k=1
αk‖xi+1k − xik‖2 −
t∑
i=1
K∑
k=1
βk‖xi+10 − xi0‖2,(2.64)
where βk and αk are the positive constants defined in (2.50) and (2.51).
Proof. We ﬁrst bound the successive diﬀerence L({xt+1k }, xt+10 ; yt+1)
− L({xtk}, xt0; yt). Again we decompose it as in (2.19) and bound the resulting two
diﬀerences separately.
The ﬁrst term in (2.19) can be again expressed as
L({xt+1k }, xt+10 ; yt+1)− L({xt+1k }, xt+10 ; yt) =
K∑
k=1
1
ρk
‖yt+1k − ytk‖2.
To bound the second term in (2.19), we use Lemma 2.7. We use an argument similar
to the proof of (2.21) to obtain
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L({xt+1k }, xt+10 ; yt)− L({xtk}, xt0; yt)
= L({xt+1k }, xt+10 ; yt)− L({xtk}, xt+10 ; yt) + L({xtk}, xt+10 ; yt)− L({xtk}, xt0; yt)
=
K∑
k=1
(
k(x
t+1
k ;x
t+1
0 , y
t)− k(xtk;xt+10 , yt)
)
+ L({xtk}, xt+10 ; yt)− L({xtk}, xt0; yt)
≤ −
K∑
k=1
(
ρk − 7Lk
2
‖xt+1k − xtk‖2−
4Lk
ρ2k
‖yt+1k − ytk‖2
)
− γ
2
‖xt+10 − xt0‖2,
(2.65)
where the last inequality follows from Lemma 2.7 and the strong convexity of
L({xtk}, x0; yt) with respect to the variable x (with modulus γ =
∑K
k=1 ρk) at x0 =
xt+10 .
Combining the above two inequalities, we obtain
L({xt+1k }, xt+10 ; yt+1)− L({xtk}, xt0; yt)
≤
K∑
k=1
(
−ρk − 7Lk
2
‖xt+1k − xtk‖2 +
(
4Lk
ρ2k
+
1
ρk
)
‖yt+1k − ytk‖2
)
− γ
2
‖xt+10 − xt0‖2
(a)
≤
K∑
k=1
(
−ρk − 7Lk
2
‖xt+1k − xtk‖2
+
(
4Lk
ρ2k
+
1
ρk
)
2L2k(4‖xt+10 − xt(k)0 ‖2 + ‖xt+1k − xtk‖2)
)
− γ
2
‖xt+10 − xt0‖2
(b)
= −
K∑
k=1
(
ρk − 7Lk
2
−
(
4Lk
ρ2k
+
1
ρk
)
2L2k
)
‖xt+1k − xtk‖2 −
K∑
k=1
(ρk
2
)
‖xt+10 − xt0‖2
+
K∑
k=1
(
4Lk
ρ2k
+
1
ρk
)
8L2k‖xt(k)0 − xt+10 ‖2
≤ −
K∑
k=1
(
ρk − 7Lk
2
−
(
4Lk
ρ2k
+
1
ρk
)
2L2k
)
‖xt+1k − xtk‖2 −
K∑
k=1
(ρk
2
)
‖xt+10 − xt0‖2
+
K∑
k=1
T
(
4Lk
ρ2k
+
1
ρk
)
8L2k
min{T−1,t−1}∑
i=0
‖xt−i+10 − xt−i0 ‖2,
(2.66)
where in (a) we have used (2.54); in (b) we have used the fact that γ =
∑K
k=1 ρk;
in the last inequality we have used the deﬁnition of the period-T essentially cyclic
update rule which implies that
‖xt+10 − xt(k)0 ‖ ≤
min{T−1,t−1}∑
i=0
‖xt−i+10 − xt−i0 ‖
=⇒ ‖xt+10 − xt(k)0 ‖2 ≤ T
min{T−1,t−1}∑
i=0
‖xt−i+10 − xt−i0 ‖2.(2.67)D
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Then for any given t, the diﬀerence L({xt+1k }, xt+10 ; yt+1)−L({x1k}, x10; y1) is obtained
by summing (2.66) over all iterations. Speciﬁcally, we obtain
L({xt+1k }, xt+10 ; yt+1)− L({x1k}, x10; y1)
≤ −
t∑
i=1
K∑
k=1
(
ρk − 7Lk
2
−
(
4Lk
ρ2k
+
1
ρk
)
2L2k
)
‖xi+1k − xik‖2
−
t∑
i=1
K∑
k=1
(
ρk
2
− T 2
(
4Lk
ρ2k
+
1
ρk
)
8L2k
)
‖xi+10 − xi0‖2
= −
t∑
i=1
K∑
k=1
αk‖xi+1k − xik‖2 −
t∑
i=1
K∑
k=1
βk‖xi+10 − xi0‖2.
This completes the proof.
We conclude that to make the rhs of (2.64) negative at each iteration, it is suﬃ-
cient to require that αk > 0 and βk > 0 for all k, or more speciﬁcally,
ρk − 7Lk
2
−
(
4Lk
ρ2k
+
1
ρk
)
2L2k > 0, k = 1, . . . ,K,
ρk
2
− T 2
(
4Lk
ρ2k
+
1
ρk
)
8L2k > 0, k = 1, . . . ,K.
(2.68)
Note that one can always ﬁnd a set of ρk’s large enough such that the above condition
is satisﬁed.
Next we show that L({xtk}, xt0; yt) is convergent.
Lemma 2.9. Suppose Assumptions A1, A3 and Assumption B are satisfied. Then
Algorithm 3 with the period-T essentially cyclic update rule generates a sequence of
augmented Lagrangian, whose limit exists and is bounded below by f .
Proof. Observe that the augmented Lagrangian can be expressed as
L({xt+1k }, xt+10 ; yt+1)
= h(xt+10 ) +
K∑
k=1
(
gk(x
t+1
k ) + 〈yt+1k , xt+1k − xt+10 〉+
ρk
2
‖xt+1k − xt+10 ‖2
)
(a)
= h(xt+10 ) +
K∑
k=1
(
gk(x
t+1
k ) + 〈∇gk(xt+10 ) + Lk(xt+1k − xt+10 ), xt+10 − xt+1k 〉
+
ρk
2
‖xt+1k − xt+10 ‖2
)
= h(xt+10 ) +
K∑
k=1
(
gk(x
t+1
k ) + 〈∇gk(xt+10 ), xt+10 − xt+1k 〉+
ρk − 2Lk
2
‖xt+1k − xt+10 ‖2
)
(b)
≥ h(xt+10 ) +
K∑
k=1
(
gk(x
t+1
0 ) +
ρk − 5Lk
2
‖xt+1k − xt+10 ‖2
)
= f(xt+10 ) +
K∑
k=1
ρk − 5Lk
2
‖xt+1k − xt+10 ‖2,
(2.69)
where (a) is from (2.56); (b) is due to the following inequalities:
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gk(x
t+1
0 ) ≤ gk(xt+1k ) + 〈∇gk(xt+1k ), xt+10 − xt+1k 〉+
Lk
2
‖xt+1k − xt+10 ‖2
= gk(x
t+1
k ) + 〈∇gk(xt+1k )−∇gk(xt+10 ), xt+10 − xt+1k 〉
+ 〈∇gk(xt+10 ), xt+10 − xt+1k 〉+
Lk
2
‖xt+1k − xt+10 ‖2
≤ gk(xt+1k ) + 〈∇gk(xt+10 ), xt+10 − xt+1k 〉+
3Lk
2
‖xt+1k − xt+10 ‖2.
Clearly, combining the inequality (2.69) with Assumption B and A3 yields that
L({xt+1k }, xt+10 ; yt+1) is lower bounded. It follows from Lemma 2.8 that whenever
the penalty parameter ρk’s are chosen suﬃciently large (as per Assumption B),
L({xt+1k }, xt+10 ; yt+1) will monotonically decrease and is convergent. This completes
the proof.
Using Lemmas 2.6–2.9, we arrive at the following convergence result. The proof
is similar to Theorem 2.4 and is thus omitted.
Theorem 2.10. Suppose that Assumptions A1, A3, and B hold. Then the fol-
lowing is true for Algorithm 3:
1. We have limt→∞ ‖xt+10 − xt+1k ‖ = 0, k = 1, . . . ,K.
2. Let ({x∗k}, x∗0, y∗) denote any limit point of the sequence {{xt+1k }, xt+10 , yt+1}
generated by Algorithm 3 with period-T essentially cyclic block update rule.
Then ({x∗k}, x∗0, y∗) is a stationary solution of problem (2.2).
3. If X is a compact set, then Algorithm 3 with period-T essentially cyclic block
update rule converges to the set of stationary solutions of problem (2.2). That
is, the following is true:
lim
t→∞ dist
(
({xtk}, xt0, yt);Z∗
)
= 0,(2.70)
where Z∗ is the set of primal-dual stationary solutions of problem (2.2).
3. The nonconvex sharing problem. Consider the following well-known shar-
ing problem (see, e.g., [8, section 7.3] for motivation):
min f(x1, . . . , xK) :=
K∑
k=1
gk(xk) + 
(
K∑
k=1
Akxk
)
s.t. xk ∈ Xk, k = 1, . . . ,K,
(3.1)
where xk ∈ RNk is the variable associated with a given agent k, and Ak ∈ RM×Nk is
some data matrix. The variables are coupled through the function (·).
To facilitate distributed computation, this problem can be equivalently formulated
into a linearly constrained problem by introducing an additional variable x0 ∈ RM :
min
K∑
k=1
gk(xk) +  (x0)
s.t.
K∑
k=1
Akxk = x0, xk ∈ Xk, k = 1, . . . ,K.
(3.2)
The augmented Lagrangian for this problem is given by
L({xk}, x0; y) =
K∑
k=1
gk(xk) + (x0) +
〈
x0 −
K∑
k=1
Akxk, y
〉
+
ρ
2
∥∥∥∥x0 −
K∑
k=1
Akxk
∥∥∥∥
2
.
(3.3)
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Note that we have chosen a special reformulation in (3.2): a single variable x0
is introduced which leads to a problem with a single linear constraint. Applying the
classical ADMM to this reformulation leads to a multiblock ADMM algorithm in which
K + 1 block variables ({xk}Kk=1, x0) are updated sequentially. As mentioned in the
introduction, even in the case where the objective is convex, it is not known whether
the multiblock ADMM converges in this case. Variants of the multiblock ADMM have
been proposed in the literature to solve this type of multiblock problem; see recent
developments in [26, 27, 28, 29, 30] and the references therein.
In this section, we show that the classical ADMM, together with several of its
extensions using diﬀerent block selection rules, converges even when the objective
function is nonconvex. The main assumptions for convergence are that the penalty
parameter ρ is large enough and that the coupling function (x0) should be smooth
(more detailed conditions will be given shortly). Similarly as in the previous sections,
we consider a generalized version of ADMM with two types of block update rules: the
period-T essentially cyclic rule and the randomized rule. The detailed algorithm is
given in the algorithm below.
Algorithm 4. The flexible ADMM for problem (3.2).
Let C1 = {0, . . . ,K}, t = 0, 1, . . ..
At each iteration t+ 1, do:
If t+ 1 ≥ 2, pick an index set Ct+1 ⊆ {0, . . . ,K}.
For k = 1, . . . ,K
If k ∈ Ct+1, then agent k updates xk by
xt+1k = arg minxk∈Xk
gk(xk)− 〈yt, Akxk〉+ ρ
2
∥∥∥∥xt0 −∑
j<k
Ajx
t+1
j −
∑
j>k
Ajx
t
j −Akxk
∥∥∥∥
2
(3.4)
Else xt+1k = x
t
k.
If 0 ∈ Ct+1, update the variable x0 by
xt+10 = argminx
(x0) + 〈yt, x0〉+ ρ
2
∥∥∥∥∥x0 −
K∑
k=1
Akx
t+1
k
∥∥∥∥∥
2
.(3.5)
Update the dual variable:
yt+1 = yt + ρ
(
xt+10 −
K∑
k=1
Akx
t+1
k
)
.(3.6)
Else xt+10 = x
t
0, y
t+1 = yt.
The analysis of Algorithm 4 follows a similar argument as that of Algorithm 3.
Therefore we will only provide an outline for it.
First, we make the following assumptions in this section.
Assumption C.
C1. There exists a positive constant L > 0 such that
‖∇(x)−∇(z)‖ ≤ L‖x− z‖ ∀ x, z.
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Moreover, Xk’s are closed convex sets; each Ak is full column rank so that
λmin(A
T
kAk) > 0, where λmin denotes the minimum eigenvalue of a matrix.
C2. The penalty parameter ρ is chosen large enough such that
(1) each xk subproblem (3.4) as well as the x0 subproblem (3.5) is strongly
convex, with modulus {γk(ρ)}Kk=1 and γ(ρ), respectively;
(2) ργ(ρ) > 2L2 and that ρ ≥ L.
C3. f(x1, . . . , xK) is lower bounded over
∏K
k=1Xk.
C4. gk is either smooth nonconvex or convex (possibly nonsmooth). For the for-
mer case, there exists Lk > 0 such that ‖∇gk(xk)−∇gk(zk)‖ ≤ Lk‖xk − zk‖
for all xk, zk ∈ Xk.
Note that compared with Assumptions A and B, in this case we no longer require
that each gk be smooth. Deﬁne an index set K ⊆ {1, . . . ,K} such that gk is convex
if k ∈ K and nonconvex smooth otherwise. Further, the requirement that Ak is full
column rank is needed to make the xk subproblem (3.4) strongly convex.
Our convergence analysis consists of a series of lemmas whose proofs, for the most
part, are omitted since they are similar to that of Lemmas 2.1–2.3.
Lemma 3.1. Suppose Assumption C is satisfied. Then for Algorithm 4 with either
the essentially cyclic rule or the randomized rule, the following is true:
∇(xt+10 ) = −yt+1, if 0 ∈ Ct+1, L2‖xt+10 − xt0‖2 ≥ ‖yt+1 − yt‖2,
L2‖xt+10 − xt(k)0 ‖2 ≥ ‖yt+1 − yt(k)‖2, L2‖xˆt+10 − xt0‖2 ≥ ‖yˆt+1 − yt‖2.
Lemma 3.2. Suppose Assumption C is satisfied. Then for Algorithm 4 with either
the essentially cyclic rule or the randomized rule, the following is true:
L({xt+1k }, xt+10 ; yt+1)− L({xtk}, xt0; yt)
≤
∑
k =0,k∈Ct+1
−γk(ρ)
2
‖xt+1k − xtk‖2 −
(
γ(ρ)
2
− L
2
ρ
)
‖xt+10 − xt0‖2.(3.7)
Lemma 3.3. Assume the same setup as in Lemma 3.2. Then the following limit
exists and is bounded from below:
lim
t→∞L({x
t+1
k }, xt+10 ; yt+1).(3.8)
Proof. We have the following series of inequalities:
L({xr+1k }, xr+10 ; yr+1)
=
K∑
k=1
gk(x
t+1
k ) + (x
t+1
0 ) +
〈
xt+10 −
K∑
k=1
Akx
t+1
k , y
t+1
〉
+
ρ
2
∥∥∥∥xt+10 −
K∑
k=1
Akx
t+1
k
∥∥∥∥
2
=
K∑
k=1
gk(x
t+1
k ) + (x
t+1
0 ) +
〈 K∑
k=1
Akx
t+1
k − xt+10 ,∇(xt+10 )
〉
+
ρ
2
∥∥∥∥xt+10 −
K∑
k=1
Akx
t+1
k
∥∥∥∥
2
≥
K∑
k=1
gk(x
t+1
k ) + 
(
K∑
k=1
Akx
t+1
k
)
+
ρ− L
2
∥∥∥∥xt+10 −
K∑
k=1
Akx
t+1
k
∥∥∥∥
2
.
The last inequality comes from the fact that
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
(
K∑
k=1
Akx
t+1
k
)
≤ (xt+10 ) +
〈 K∑
k=1
Akx
t+1
k − xt+10 ,∇(xt+10 )
〉
+
L
2
∥∥∥∥∥xt+10 −
K∑
k=1
Akx
t+1
k
∥∥∥∥∥
2
.
Using assumptions C2–C3 leads to the desired result.
We note that the above result holds true deterministically even if the randomized
scheme is used. The reason is that at each iteration regardless of whether 0 ∈ Ct+1,
we have yt+1 = −∇(xt+1) because these two variables are always updated at the
same iteration. The rest of the proof is not dependent on the algorithm.
We have the following main result for the nonconvex consensus problem.
Theorem 3.4. Suppose that Assumption C holds. Then the following is true for
Algorithm 4, either deterministically for the essentially cyclic update rule or a.s. for
the randomized update rule:
1. We have limt→∞ ‖
∑
k Akx
t+1
k − xt+10 ‖ = 0, k = 1, . . . ,K.
2. Let ({x∗k}, x∗0, y∗) denote any limit point of the sequence {{xt+1k }, xt+10 , yt+1}
generated by Algorithm 4. Then ({x∗k}, x∗0, y∗) is a stationary solution of
problem (3.2) in the sense that
x∗k ∈ arg min
xk∈Xk
gk(xk) + 〈y∗,−Akxk〉, k ∈ K,〈
xk − x∗k,∇gk(x∗k)−ATk y∗
〉 ≥ 0 ∀ xk ∈ Xk, k /∈ K,
∇(x∗0) + y∗ = 0,
K∑
k=1
Akx
∗
k = x
∗
0.
3. If Xk is a compact set for all k, then Algorithm 4 converges to the set of
stationary solutions of problem (3.2), i.e.,
lim
t→∞ dist
(
({xtk}, xt0, yt);Z∗
)
= 0,(3.9)
where Z∗ is the set of primal-dual stationary solutions for problem (3.2).
The following corollary specializes the previous convergence result to the case
where all gk’s as well as  are convex (but not necessarily strongly convex). We
emphasize that this is still a nontrivial result, since unlike [27, 29, 31, 34], we do not
require the dual stepsize to be small or the gk’s and  to be strongly convex. Therefore
it is not known whether the classical ADMM converges for the multiblock problem
(3.2), even for the convex case.
Corollary 3.5. Suppose that Assumptions C1 and C3 hold and that gk and
 are convex. Further, suppose that Assumption C2 is weakened with the following
assumption:
C2. The penalty parameter ρ is chosen large enough such that ρ >
√
2L.
Then the flexible ADMM algorithm (i.e., Algorithm 4) converges to the set of primal-
dual optimal solutions ({x∗k}, x∗, y∗) of problem (2.2), either deterministically for the
essentially cyclic update rule or a.s. for the randomized update rule.
Similar to the consensus problem, one can extend Algorithm 4 to its proximal
version. Here the beneﬁt oﬀered by the proximal-type algorithms is twofold: (i) one
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can remove the strong convexity requirement posed in Assumption C2(1); (ii) one can
allow an inexact and simple update for each block variable. However, the analysis is
a bit more involved, as the penalty parameter ρ as well as the proximal coeﬃcient
for each subproblem needs to be carefully bounded. Due to the fact that the analysis
follows steps almost identical to those in section 2.3, we will not present them here.
4. Extensions. In this paper, we analyze the behavior of the ADMM method
in the absence of convexity. We show that when the penalty parameter is chosen suf-
ﬁciently large, the ADMM and several of its variants converge to the set of stationary
solutions for certain consensus and sharing problems.
Our analysis is based on using the augmented Lagrangian as a potential function
to guide the iterate convergence. This approach may be extended to other nonconvex
problems. In particular, if the following set of suﬃcient conditions (see Assumption
D below) are satisﬁed, then the convergence of the ADMM is guaranteed for the
nonconvex problem (1.1). It is important to note that in practice these conditions
should be veriﬁed case by case for diﬀerent applications, just as we have done for the
consensus and sharing problems.
Assumption D.
D1. The iterations are well deﬁned, meaning the function L(xt; yt) is uniformly
lower bounded for all t.
D2. There exists a constant σ > 0 such that ‖yt+1 − yt‖2 ≤ σ‖xt+1 − xt‖2 for all
t.
D3. gk(·) is either smooth nonconvex or nonsmooth convex. The coupling function
(·) is smooth with Lipschitz continuous gradient L. Moreover, (·) is convex
with respect to each block variable xk but is not necessarily jointly convex
with x. Xk is a closed convex set. Problem (1.1) is feasible, that is, {x |
Ax = q}⋂Kk=1 relintXk 
= ∅.
D4. The penalty parameter ρ is chosen large enough such that each subproblem
is strongly convex with modulus γk(ρ), which is a nondecreasing function of
ρ. Further, ργk(ρ) > 2σ for all k.
Following a similar argument leading to Theorem 2.4, we can show that as long
as Assumption D is satisﬁed, then the primal feasibility gap ‖q−∑Kk=1 Akxt+1k ‖ goes
to zero in the limit and that every limit point of the sequence {{xt+1k }, xt+10 , yt+1} is
a stationary solution of problem (1.1). A few remarks on Assumption D are in order:
1. Assumption D1 is necessary for showing convergence. Without D1, even if one
is able to show that the augmented Lagrangian is decreasing, one cannot claim
the convergence to stationary solutions. The reason is that the augmented
Lagrangian may go to −∞,1 and therefore there is no way to guarantee that
the successive diﬀerence of the iterates goes to 0, or the primal feasibility is
satisﬁed in the limit.
2. The main drawback of Assumption D is that it is made on the iterates rather
than on the problem. For diﬀerent linearly constrained optimization prob-
lems, one still needs to verify that these conditions are indeed valid, as we
have done for the consensus and the sharing problem considered in this paper.
1In fact, it is very easy to modify the algorithm so that the augmented Lagrangian reduces at
each iteration—just change the “+” in the dual update (2.12) to “–.” However, it is obvious that
by doing this the dual variables will become unbounded, and the primal feasibility will never be
satisﬁed.
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Here we mention one more family of problems for which Assumption D can be
veriﬁed. Consider
min f(x1) + g(x2)
s.t. Bx1 +Ax2 = c, x1 ∈ X,(4.1)
where f(·) is a convex possibly nonsmooth function; g(·) is a possibly nonconvex
function and has Lipschitzian gradient with modulus Lg; X ⊆ RN ; A is an invertible
matrix; and g(·) and f(·) are lower bounded over the set X . Consider the following
ADMM method, where the iterate generated at iteration t+ 1 is given by
xt+11 = arg min
x1∈X
f(x1) + 〈Bx1 +Axt2 − c, yt〉+
ρ
2
‖Bx1 +Axt2 − c‖2,
xt+12 = argmin g(x2) + 〈Bxt+11 +Ax2 − c, yt〉+
ρ
2
‖Bxt+11 +Ax2 − c‖2,
yt+1 = yt + ρ
(
Bxt+11 +Ax
t+1
2 − c
)
.
By using steps in Lemmas 2.1–2.3, one can verify that if ρ > Lg/λmin(AA
T ), then
Assumption D1 holds true. By having ρ large enough and by using the invertibility of
A, we can make the x2 subproblem strongly convex, and then Assumption D4 holds
true. Other assumptions can be veriﬁed along similar lines. Note that in this case
the convergence can be obtained with a slightly weaker condition in which the x1
subproblem is convex but not necessarily strongly convex.
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