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El problema con el que el investigador empírico se encuentra a la 
hora de estimar un modelo no es sólo de estimación, sino también de 
selección de una estructura específica dentro de un conjunto, general-
mente amplio, de posibles estructuras. 
Esta selección se debe realizar en base a estimaciones que tengan 
en cuenta hipótesis bastante generales en la definición de los modelos. 
En el caso de sistemas dinámicos el método de variables instrumenta-
les autorregresivas es adecuado, mientras que la selección en base a es-
timaciones por mínimos cuadrados ordinarios puede conducirnos a elec-
ciones erróneas. 
La metodología presentada en la sección segunda de este trabajo 
está tomada de la investigación en curso que sobre este tema se está 
llevando a cabo en el departamento de Econometría de la «London 
School of Economics». El proceso de selección parte de una hipótesis 
mantenida general y está orientado para concluir con modelos que, sien-
do aptos para explicar la muestra, tengan el mayor número posible de 
grados de libertad. 
La elección final será conveniente contrastarla, si la muestra dispo-
nible lo permite, mediante una estimación por métodos espectrales (véa-
se Espasa y Sargan (1975» y, en cualquier caso, debe ser compatible 
con la información a priori de la Teoría Económica. Por último, el pro-
blema del agotamiento de los datos puede aliviarse mediante la realiza-
ción de tests de estabilidad muestral y post-muestral. 
INTRODUCCION 
El problema con que el economista empírico se encuentra a la hora 
de estimar un modelo macroeconométrico consiste en que la Teoría 
Económica no le provee con una estructura específica cuyos paráme-
tros deben estimarse mediante la utilización de las series temporales dis-
ponibles sobre las
e 
magnitudes económicas en cuestión, sino que el nú-
mero de estructuras posibles que aquélla le señala es bastante amplio. 
Ante esta falta de precisión teórica, deben de ser los datos quienes eli-
jan la especificación final dentro del conjunto de estructuras posibles. 
Con ello tenemos que el investigador empírico no sólo ha de dis-
poner de un método de estimación adecuado para el modelo que final-
mente se estime, sino que ha de disponer de unas técnicas que le 
permitan estimar adecuadamente especificaciones bastante generales que 
la teoría económica no descarta. A partir de dichas estimaciones, el 
investigador tiene que verificar cuál es la especificación más simple que, 
entre las teóricamente aceptables, los datos no rechazan. Esta es a su 
vez la razón de la interdependencia de la Teoría Económica y la Eco-
nometría. Esta última necesita de aquélla para disponer de un modelo 
departida, ya que los datos por sí solos no pueden identificar el uni-
verso que los genera. Pero dado que el modelo de partida no contiene 
una especificación única sino un conjunto -con frecuencia amplísi-
mo-- de especificaciones, los resultados econométricos, además de ser-
vir para autentificar o rechazar el modelo inicial, proveen a la Teoría 
de nuevos elementos con los que concretizar o reformular sus modelos. 
En este trabajo nos concentramos en los problemas de selección y 
estimación de modelos en lo que a la formulación dinámica se refiere, 
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y damos por ciertos otros aspectos que definen a los mismos, como qué 
variables entran en ellos. Además sólo trataremos modelos lineales. 
El plan en este trabajo es el siguiente. En la primera parte se tra-
tan los peligros que supone el uso de los estimadores por mínimos cua-
drados ordinarios (MCO) para este tipo de modelos y se señala como 
alternativa los estimadores por el método de variables instrumentales 
autorregresivas (VIA). Estos son consistentes bajo una serie de hipó-
tesis más amplias, sobre las estructuras dinámicas de la parte sistemá-
tica y del término de error del modelo, que las requeridas para la con-
sistencia de los MCO. Por ello es interesante verificar las hipótesis uti-
zadas en la estimación en contra de otras más restrictivas. A este tipo 
de cuestiones se dedica el resto de la comunicación, que empieza con-
siderando modelos uniecuacionales para acabar con el estudio de mo-
delos simultáneos. 
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1. LA UTILIZACION DE MINIMOS CUADRADOS 
ORDINARIOS (MCO) EN LA ESTIMACION 
DE MODELOS SIMUL T ANEOS 
El problema con que nos enfrentamos al estimar los parámetros de 
un modelo simultáneo, o los parámetros correspondientes a una ecua-
ción de dicho modelo, es que los MCO no sólo no son eficientes, sino 
que tampoco son consistentes. Es decir, incluso cuando el modelo refle-
jase exactamente el universo que intenta aproximar y dispusiésemos de 
un gran número de observaciones, el método MCO nos daría valores 
sesgados de los parámetros. La inconsistencia se puede corregir utili-
zando métodos de estimación simultánea de información limitada o, más 
generalmente, por el método de variables instrumentales, y la ineficien-
cia mediante la aplicación de métodos de información completa. Ahora 
bien, estos métodos de estimación presentan más problemas en su compu-
tación que los MCO, por lo que su utilización ha sido bastante res-
tringida. 
En la práctica al estimar modelos macroeconométricos bajo el su-
puesto de ausencia de correlación serial en las perturbaciones, los resul-
tados obtenidos por MCO no difieren mucho, en bastantes casos, de los 
obtenidos con otros estimadores, lo que se ha utilizado como gran argu-
mento para defender el uso de aquéllos. Sin embargo, como ha seña-
lado claramente el profesor L. R. Klein, pequeñas diferencias en los 
coeficientes estimados pueden tener efectos serios al considerar el sis-
tema en conjunto. Así, existe cierta evidencia (ver KIein (1969) y 
Seaks (1974)) de que la simulación de un modelo en base a los resul-
tados de la estimación por MCO es peor que la obtenida en base a 
estimadores consistentes. 
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Además, si en el modelo incorporamos una hipótesis más realista 
que considere que el ruido Ut, que afecta al sistema en el momento t, 
está correlacionado con los ruidos o distorsiones que se sufrieron pre-
viamente, los métodos de estimación consistente son todavía más com-
plicados. 
Como se ha señalado en la Introducción, dada la escasa informa-
ción que el económetra obtiene de la Teoría Económica sobre las pro-
piedades de las perturbaciones aleatorias, especificación dinámica del 
modelo, etc., el problema con que aquél se enfrenta no es sólo de esti-
mación, sino también de especificación. Sobre la metodología a seguir 
para ello el artículo de Hendry (1975a) es particularmente interesante y 
pasamos a considerarlo en sus rasgos generales. 
El modelo de Hendry (1975a) es excesivamente sencillo y posible-
mente en un modelo más complejo los sesgos serían menores. Por otra 
parte, como señala Sargan (ver Renton (1975), página 321), el modelo 
podría especificarse, alternativamente, de forma que los MCO fueran 
consistentes. No obstante las hipótesis necesarias para ello son menos 
realistas que las que supone Hendry (1975a), por lo que las conclusio-
nes -no siempre nuevas- que éste obtiene pueden tomarse como in-
dicativas de las que obtendríamos en modelos más complejos. El obje-
tivo del estudio en cuestión, es investigar los efectos que ciertos errores 
de especificación de un modelo simultáneo y dinámico, tienen sobre la 
consistencia de los parámetros estimados. La estructura del modelo es 
tal que, dando el valor cero a ciertos coeficientes el modelo deja de ser 
simultáneo, dinámico o pierde la correlación serial en los errores. Ello 
permite estudiar los efectos de especificación incorrecta por uno o va-
rios motivos y, aunque esto se hace de forma asintótica, es sorprendente 
la confirmación empírica que se obtiene de las conclusiones teóricas, con 
una muestra de 47 observaciones. 
Sin entrar en el detalle del artículo señalemos algunos puntos de 
interés que en él se sugieren. 
En el modelo de regresión múltiple con todas las variables expli-
cativas exógenas, es un resultado bien conocido que si omitimos un re-
gresor, los estimadores obtenidos para el resto de los coeficientes están, 
en general, sesgados (ver Theil (1971), capítulo 11). Por el contrario, 
si incluimos indebidamente una variable adicional en la regresión, esto 
no afecta a la consistencia (aunque sí a la eficiencia) del resto de los 
parámetros. No obstante, este resultado no es cierto si la variable que 
erróneamente se incluye es endógena. En tal caso los parámetros esta-
rán, en general, sesgados incluso para grandes muestras. La consecuen-
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cia es que a la vista de los resultados de esta última regresión podemos 
excluir, equivocadamente, en base a los estadísticos t de Student, va-
riables que debieran incluirse e incluir indebidamente el regresor en-
dógeno. 
En la estimación MCO de un modelo de regresión con retardos en· 
dógenos y errores autorregresivos, sabemos que los estimadores que 
obtenemos son inconsistentes. Hendry, en .base a su modelo, pone de 
manifiesto que la inclusión errónea de una variable exógena irrelevante 
no tiene un efecto adicional en la inconsistencia mencionada. Sin em-
bargo, la adecuada introducción de una variable exógena reduce el ses-
go. En ese modelo conviene observar que si la autocorrelación en los 
errores es negativa las inconsistencias, en valor absoluto, son mayores 
que cuando la autocorrelación es positiva, y el efecto dinámico en la 
ecuación se infraestima. Por ello y dado que la estimación de p, en un 
proceso autorregresivo de primer orden para los errores, a partir de los 
residuos de MCO, está sesgada hacia cero, es fácil concluir, en este 
caso y en base a los resultados MCO, que el retardo endógeno no es 
significativo y que no hay correlación serial en los errores. 
Como conclusión general de los aspectos teóricos y evidencia empí-
rica presentada en Hendry (1975a), tenemos que para ecuaciones per-
tenecientes a un modelo simultáneo es peligroso seleccionar una espe-
cificación a partir de los resultados por Meo y que por el contrario 
es muy importante realizar la estimación en base a métodos que tengan 
en cuenta la simultaneidad y la correlación serial, y a partir de dichos 
resultados verificar la estructura propuesta por todos los modos posi-
bles y seleccionar únicamente aquellas especificaciones que no sean re-
chazadas en dichos tests y correspondan a un modelo teórico aceptable. 
Un método de estimación con las características mencionadas, es el pro-
puesto por Sargan (1964) (de variables instrumentales autorregresivas, 
VIA) y que se puede aplicar mediante los programas RALS y GIVE 
(Hendry (1972 y 1973». 
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11. VERIFICACION y SELECCION DE MODELOS 
11.1. DESCRIPCIÓN DEL PROBLEMA 
En la sección anterior hemos apuntado 'que al estimar una ecuación 
perteneciente a un modelo simultáneo utilizando simplemente informa-
ción limitada sobre el sistema, el método VIA de Sargan es adecuado, 
ya que corrige el sesgo debido a la determinación simultánea de la va-
riable dependiente con algunas variables explicativas y el sesgo debido 
a la correlación serial de tipo autorregresivo en las perturbaciones alea-
torias que afectan al sistema. Ahora bien, en la consideración de una 
ecuación del tipo mencionado no tenemos, en general, información exac-
ta sobre la estructura dinámica de la parte sistemática ni sobre la es-
tructura autorregresiva 1, AR, de los errores, por 10 que dichos aspec-
tos se han de determinar empíricamente y para ello podemos utilizar 
una serie de tests. Gran parte de estos tests se .describen en Espasa 
(1973), pero allí no se señala el orden a seguir en su realización. En 
Anderson (1971) se establece el principio de verificar las hipótesis par-
tiendo de la menos restrictiva a la más restrictiva, con lo que cada hi-
pótesis se verifica sin depender de otras hipótesis que se han de verifi-
car posteriormente. Con ello tenemos que es más probable acabar con 
un modelo más general que el que la realidad económica exige, que 
acabar con un modelo excesivamente restrictivo. La gran ventaja de 
I La estructura de los errores puede ser también de medias móviles (MA) o 
del tipo autorregresivo y de medias móviles (ARMA). El ceñirnos a una estruc-
tura AR en los casos en que en realidad es MA o ARMA sólo será válido en la 
medida que el proceso AR utilizado aproxime a la verdadera estructura MA o 
ARMA. Si la parte sistemática del modelo está bien especificada se puede utili-
zar el método de estimaci6n espectral expuesto en Espasa y Sargan (1975) para 
obtener una estimación consistente de los residuos independientemente del tipo de 
estructura al que éstos obedezcan. 
esto es que un modelo demasiado general nos planteará problemas dé 
eficiencia, pero no de consistencia, como ocurriría con un modelo inde-
bidamente restrictivo. El procedimiento secuencial de Anderson tiene 
la propiedad de ser el uniformemente más poderoso dentro de la clase 
de procedimientos que fijan las probabilidades de aceptar una hipóte-
sis menos restrictiva que la verdadera. 
La exposición contenida en las secciones 11.4, 11.5, 11.6 Y 11.7 se 
basa en una serie de trabajos, la mayor parte de ellos no publicados 
todavía, realizados en el Departamento de Econometría de la «London 
School of Economics», y principalmente en Sargan (1975 y 1976), Hen-
dry (1975b y 1975c) y Mizon (1975 y 1976). La aportación del autor' 
en estas secciones se reduce a la presentación sistemática de parte del 
material contenido en dichos trabajos ampliando aquellos puntos que 
se han considerado más oscuros, con material desarrollado en artículos 
anteriores o con comentarios personales. 
Previamente dedicaremos la sección 11.2 al problema del agotamien-
to de los datos. 
11.2. EL PROBLEMA DEL AGOTAMIENTO DE LOS DATOS 
(DATA MINING) 
Los test para la verificación de hipótesis de que hablábamos en el 
apartado anterior llevan consigo el problema del agotamiento de los 
datos, consistente en que, al someter a diversos tests el mismo conjun-
to de datos, los valores probabilísticos asignados a la especificación fi-
nalmente escogida pueden estar sobrevalorados. El ejemplo de Jorgen-
son et al. (1970), páginas 214-215, es bastante ilustrativo. En efecto, 
si el nivel de significación del error de tipo 1 (probabilidad de recha-
zar equivocadamente la hipótesis nula cuando es cierta) en la verifica-
ción de hipótesis es 11, y se verifican p hipótesis por medio de estadís-
ticos independientemente distribuidos, la probabilidad de rechazar la 
hipótesis nula al menos una vez en las p alternativas es (1 - [1 - I1P), 
que aumentando p se puede hacer tan grande como se quiera. Este ejem-
plo es exagerado pues, en general, los estadísticos empleados no se dis-
tribuyen independientemente unos de otros. No obstante, el problema 
de agotamiento de datos es bastante grave en el campo de la economía 
aplicada. 
Utilicemos el modelo de regresión múltiple con regresores fijos para 
ilustrar más claramente el problema. Supongamos que la hipótesis: 
[4] 
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es cierta. Supongamos también que en base a una muestra de T obser-
vaciones queremos verificar Ho en contra de hipótesis alternativas del 
tipo: 
H¡: y = X ~ + "t¡ z¡ + v [5] 
Es decir, queremos investigar si las variables Zl, Z., ...... Zp entran 
también en la explicación de y. Para ello hacemos las regresiones (con T 
observaciones) de y sobre X y Z¡ dando a i cada vez un valor desde 1 
a p, y se toma el cociente t, correspondiente al parámetro de la varia-
ble Z¡, como criterio para verificar la hipótesis nula. Supongamos que 
el cociente t muestral sigue una distribución t de Student y que los gra-
dos de libertad en la regresión son 20. La probabilidad de rechazar la 
hipótesis nula en la primera regresión (es decir, obtener un cociente t 
para Zl mayor que 2.086) es del 5 por 100, pero la probabilidad de 
rechazar H o al menos una vez en las p regresiones está comprendida 
entre el 0,05 y el (1 - 0,95') por uno. Es decir, aumentando el número 
de variables Z¡ a considerar, el límite superior que tiene la probabilidad 
de rechazo de la hipótesis nula, cuando es cierta, se va haciendo cada 
vez más próximo a cero. Dicho de otro modo, la probabilidad de que, 
para al menos un Z¡, el valor de t sea superior a 2.086 cuando el valor 
teórico del correspondiente "t¡ es cero, será en general superior al 5 
por 100. 
Desgraciadamente dada la escasa información teórica de que dispo-
nemos para formular los modelos econométricos, y dada la escasa in-
formación estadística disponible, en la que las series temporales son 
cortas, y por tanto, no permiten su descomposición en p subseries (to-
das ellas pertenecientes al mismo modelo teórico), de forma que cada 
hipótesis se pudiese verificar con datos igualmente válidos pero distin-
tos, el investigador empírico no tiene forma de evitar el problema del 
agotamiento de los datos. 
Conviene señalar, sin embargo, que como intento de solución al pro-
blema de este apartado, se está desarrollando una literatura economé-
trica sobre «estimadores por contrastaciones preliminares» (preliminary 
test estimators), pero este tipo de estimadores sólo se han obtenido para 
modelos mucho más sencillos que los que nos preocupan en este docu-
mento. 
De todas formas la situación no es tan pesimista, pues existen mo-
dos de confirmar la autenticidad de la bondad de las estimaciones. Esto 
se puede logtar principalmente verificando la estabilidad del modelo 
dentro de la muestra y verificando también la capacidad del modelo en 
predecir. 
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Dados los peligros, que hemos visto, que el agotamiento de datos 
suponen es muy deseable que allí donde se expongan los resultados de 
una estimaci6n se añadan siempre los resultados sobre los test de esta-
bilidad en la. estimaci6n y en la predicci6n. 
11.3. VERIFICACIÓN SECUENCIAL DE HIPÓTESIS 
Volvamos al problema de la determinación empírica de la especifica-
ción dinámica de los modelos econométricos. Señalemos que 10 que se 
propone en las secciones siguientes es un procedimiento ad hoc para 
suplir la falta de una verdadera teoría dinámica del comportamiento 
económico, que nos diera información a priori sobre las distribuciones 
de retardos que aparecen en los trabajos empíricos. El desarrollo de 
dicha teoría (véase por ejemplo las indicaciones contenidas en Nerlo-
ve (1972», y la posterior especificación de los modelos econométricos 
incorporando la información contenida en los resultados de aquélla, de-
biera ser el camino a seguir. No obstante, los hallazgos en este sentido 
son escasos y la formulación dinámica de los modelos econométricos 
es, todavía, principalmente una cuestión empírica. Como veremos más 
adelante, la metodología propuesta para hallar una formulación diná-
mica adecuada no cubre, plenamente, todos los problemas que la falta 
de información teórica y las muestras disponibles (pequeñas) plantean. 
La especificación dinámica de un modelo puede deberse a una es-
tructura de retardos en la parte sistemática del mismo (estructura diná-
mica sistemática, EDS) y/o ,a una estructura dinámica de los errores 
(EDE). La verificación secuencial de hipótesis que se presenta en los 
apartados siguientes tiene como objeto proponer formulaciones de los 
modelos que supongan una explicación aceptable de los datos, pero 
con el mayor número posible de grados de libertad. El procedimiento 
es en cierto modo arbitrario, pues, ya hemos indicado, es simplemente 
una forma de contrastación estadística que viene a sustituir la falta de 
información teórica. Por todo ello 'el valor de los resultados finales ha 
de juzgarse en gran parte en función de opiniones a priori sobre la acep-
tabilidad económica de los resultados. No ohstante, una confirmación 
de éstos -los cuales se obtienen a través de formulaciones de series 
temporales en el dominio del tiempo- se puede obtener mediante una 
reestimación del modelo final utilizando el análisis espectral. En efecto, 
en el proceso de determinación de los factores dinámicos podemos llegar 
a especificaciones «válidas» para el período muestral en su conjunto, 
pero que sean inestables dentro de él. Por ejemplo, la EDS en situa-
ciones en las que la evolución económica es lenta puede diferir de la 
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correspondiente a situaciones de cambio más rápido. Este tipo de hipó-
tesis tienen una verificación inmediata mediante el análisis espectral, 
estimando el modelo para bandas de frecuencias bajas (evolución len-
ta) y para bandas de frecuencias altas (evolución rápida) y ver si las 
estructuras son significativamente distintas o no. 
11.4. MODELOS UNIECUACIONALES CON PROCESOS AUTORREGRESIVOS 
DE PRIMER ORDEN 
Consideremos el 1nodelo 
X'f = Y - Z ~ - oc Y¡ = u 
... - - - -
[6] 
en el que ~ es el vector de observaciones de la variable dependiente, 
cuyo parámetro se ha normalizado al valor unidad, Zes la matriz de 
observaciones de k variables explicativas, ~ es un vector de perturba-
ciones no observables que afectan al sistema y ~ y oc son los paráme-
tros estructurales a estimar. Un vector o una matriz con un subíndice i 
se refiere al vector o matriz original retardado i períodos. 
Supongamos que las perturbaciones aleatorias se generan mediante 
un proceso autorregresivo (AR) de primer orden. 
[7] 
El modelo definido por [6] y [7] se puede transformar como sigue 
X 'f - P Xl 'f = Y - Z ~ - oc Yl - P Yl + P Zl ~ + P oc Y2 = e [8] 
- - - - ,- - ,.. --
con lo que y depende ahora de una perturbación aleatoria del tipo «rui-
do blanco»~ A [8] le denominamos la forma transformada restringida 
(ya que los parámetros de [8] están sometidos a ciertas restricciones no 
lirieales), FTR. En contraposición a [8] podemos considerar una forma 
transformada no restringida (FTNR) 
[9] 
donde X' es el conjunto de variables no redundantes (es decir, variables 
que no son combinaciones lineales de las variables contenidas en X; por 
ejemplo, el término constante, las «dummies» estacionales, etc., son va-
riables redundantes). 
Los valores de r y p que maximizan la función de verosimilitud co-
rrespondiente a [8] cuando las observaciones iniciales son conocidas, son 
2 A las perturbaciones del tipo ! las denominaremos «ruido blanco». 
19 
los valores que minimizan la suma de los cuadrados de los componentes 
de !' St,. 
Es decir, si 
e = y - Z ~ - (oc + p) YI + P ZI ~ + P oc Ya = 
- - - - - -
= Y + Z 'PI + 'Pa YI + ZI 'Ps + 'P, Ya , 
- - - - -
[10] 
La minimización de esta suma de cuadrados se puede realizar bajo 
diferentes hipótesis que, de la menos a la más restrictiva, son: 
1) Minimizar sin tener en cuenta las restricciones no lineales a que 
están sometidos los parámetros de [8], o 10 que es equivalente minimi-
zar la suma de los cuadrados de los residuos de [9], S., es decir, aplicar 
MeO a [9]. 
Si llamamos 




(obviamente los fL correspondientes a las variables redundantes son cero). 
11) Minimizar teniendo en cuenta las restricciones paramétricas de 
[8], es decir, aplicando mínimos cuadrados autorregresivos (MeA). La 
correspondiente suma de cuadrados es Se. La hipótesis utilizada es 
[. ] [ I [12] - pI 
111) Minimizar bajo la restricción de que p es cero, es decir, apli-




Tenemos, pues, que 
[14] 
es decir, cuanto menos restrictiva es la hipótesis utilizada en la minimi-
zación, menor será la suma de cuadrados. 
En esta situación hay dos tipos de hipótesis a testar: 
i = 1, ...... ,k + 1 
es decir, que la restricción autorregresiva es válida o sea que el modelo 
viene definido por [8] y no por [9]. El estadístico empleado puede ser 
Al = T log (Se /S.) , 
que asintóticamente tiene una distribución x'~n')' donde n* = k - n, 
donde n es el número de variables redundantes. Si Al es mayor que el 
valor tabulado al nivel de significación deseado, rechazamos Hl, es de-
cir, rechazamos [8] en favor de [9]. Tenemos, pues, que no hay tal 
autocorrelación en las perturbaciones, sino más bien que la especificación 
sistemática en [6] no era correcta y necesita reformularse de acuerdo 
con [9]. En esta reformulación es conveniente tener en cuenta los esta-
dísticos t y F sobre la significación individual y conjunta de los pará-
metros estimados en [9] para decidir qué retardos conviene incluir. Con 
la nueva reformulación se empezará de nuevo el proceso de verificación. 
Si Al es menor que el valor tabulado, [8] no se rechaza. Es decir, la 
reducción en la suma de cuadrados de [9] respecto a [8] no es estadís-
ticamente significativa, en cuyo caso cogemos el modelo más simple, es 
decir [8]. Solamente en este caso, en que no se rechaza [8], tiene sen-
tido pasar a verificar la siguiente hipótesis de la significación de la auto-
correlación; es decir, 
y esto se puede realizar mediante el estadístico 
que asintóticamente tiene una distribución x,2 (1). Este estadístico es asin-
tóticamente equivalente al estadístico t para el parámetro p en la estima-
ción de [8]. Si A2 es mayor que el valor tabulado rechazamos Ha en 
favor de la autocorrelación; si es menor tenemos que la reducción en 
la suma de cuadrados por tener en cuenta un proceso autorregresivo no 
es significativamente distinta de la obtenida suponiendo errores del tipo 
ruido blanco y en consecuencia adoptamos esta última hipótesis por ser 
más sencilla. 
11.5. MODELOS UNIECUACIONALES CON PROCESOS 
AUTORREGRESIVOS DE ORDEN r 
El análisis señalado en el apartado anterior se generaliza para el caso 
de perturbaciones autorregresivas de orden r: 
!:! = Pl!:!l + ......... + Pr Er + !. [15] 
con lo que si el modelo es 
[16] 
la FTR es 
x y - PI Xl Y - ......... - Pr x r y = :. [17] 
y la FTNR es 
[18] 
Si denominamos rSOAR a la hipótesis recogida en [18] de una es-
pecificación dinámica de orden r en la parte sistemática y de orden cero 
en las perturbaciones, y si denominamos OSrAR a la hipótesis definida 
en [15] y [16], es decir, de orden cero 3 en la parte sistemática y de 
orden r en las perturbaciones, al igual que antes podemos contrastar 
OSrAR contra rSOAR comparando las sumas de cuadrados en ambas 
hipótesis mediante un estadístico Al. El problema radica en que desde 
la hipótesis rSOAR hasta la hipótesis OSOAR existen varias posibles 
hipótesis intermedias y todas ellas no están anidadas como ocurría antes 
en [14]. El número de posibilidades para r = 2 se puede ver en el 
gráfico 1, tomado de Mizon (1975), en donde las flechas van de una 
hipótesis menos a otra más restringida. En el gráfico se aprecia clara-
mente que las hipótesis OS2AR y lSOAR no están anidadas. Para el 
caso general, r, tenemos que mientras la suma de los cuadrados de los 
3 La terminología de orden r u orden cero en la parte sistemática se refiere al 
número de retardos de X, en conjunto, que aparecen en el modelo, pero en la com-
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errores correspondientes a la hipótesis rSOAR -llamémosle S(rSOAR)-
es menor que la correspondiente suma de cuadrados de OSrAR 
-S(OSrAR)-, es decir, 
S(rSOAR) -< S(OSrAR) [19] 
y a su vez 
S(OSrAR) -< S(OS [r - j] AR) [20] 
no se puede establecer prelación alguna entre S( [r - j] SOAR) y 
S(OSrAR) para valores positivos de i y distintos de r. 
Este problema se puede tratar de varias formas, una de ellas es la 
siguiente: 
Formar con las hipótesis comprendidas entre rSOAR y OSOAR to-
dos los grupos posibles de hipótesis anidadas y aplicar la verificación 
secuencial en cada grupo. Con este procedimiento exhaustivo de contras-
tación llegaremos a diversas hipótesis posibles que se podrán verificar 
por medio de métodos no anidados (véase Quandt (1974». Este procedi-
miento puede ser largo y su costo de computación considerable, pero 
además su poder estadístico puede ser pequeño. Por todo ello este pro-
cedimiento no es muy recomendable en la práctica. 
Descartado este procedimiento exhaustivo las restantes alternativas se 
basan en limitar las hipótesis a contrastar a un conjunto anidado (o casi 
anidado) de ellas. El problema radica en que el test de ([r - j] SOAR) 
contra (OSrAR), para i =1= r, no se puede encajar dentro de la secuencia 
que nos ha llevado a esta última. Por ello, si tenemos información sufi-
ciente para postular que la estructura sistemática del modelo se encuen-
tra adecuadamente representada por X "f, en donde X puede contener 
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variables retardadas, el problema de las hipótesis no anidadas se solu-
ciona estableciendo de antemano que la posibilidad de una estructura 
dinámica en la parte sistemática más allá de la contenida en X será igno-
rada si (OSrAR) no se rechaza al ser contrastada en contra de (rSOAR). 
Si eso es así, pasaremos a contrastar (OSrAR) en contra de (OS [r - 1] 
AR). Si aquélla no se rechaza éste será el punto final. Si se rechaza en 
favor de (OS [r - 1] AR) pasaremos a contrastar ésta en contra de 
(OS [r - 2] AR) Y así sucesivamente, hasta llegar a no rechazar una 
hipótesis (OSr* AR), r > r* > O. Si r* es mayor que uno, será conve-
niente contrastar la hipótesis de un proceso autorregresivo de orden r·, 
(OSr* AR), en contra de un proceso autorregresivo simple de orden r· 
definido por 
!:! = P*!:r + ! [2i] 
Con datos trimestrales este test será especialmente importante para r* = 
= 4 (véase Wallis (1972)). 
Así, pues, cuando la EDS no se pone en duda, la verificación se-
cuencial es aplicable para determinar el orden del proceso autorregre-
sivo. Sin embargo, como hemos señalado antes, la hipótesis de procesos 
AR o tiene por qué ser cierta, pudiendo los errores generarse por otro 
tipo de proceso ARMA, en cuyo caso los estimadores obtenidos para ! 
en el modelo OSr* AR serían inconsistentes. Por ello si la EDS es co-
rrecta, es preferible estimarla bajo la hipótesis de que los errores obser-
van una estructura estacionaria general (EEG), sin referirse a ninguna 
parametrización finita concreta. El método de estimación para tal caso, 
aplicando el análisis espectral, se describe en Espasa (1976). Con este 
método los errores estimados son consistentes independientemente del 
proceso ARMA que sigan y pueden utilizarse, aplicándoles el método 
Box-Jenkins (1971), para determinar qué tipo ARMA siguen, y estimar, 
finalmente, ! bajo tal hipótesis. 
La verificación secuencial de los párrafos anteriores surgía al no re-
chazar (OSrAR) en favor de (rSOAR). Si por el contrario se rechaza 
(OSrAR), tenemos que los datos no soportan la hipótesis a priori sobre 
la EDS, y el modelo debe reformularse. Al rechazar (OSrAR) en favor de 
(rSOAR), no es aconsejable, por las razones antes indicadas en 11.4, con-
trastar esta hipótesis en contra de otras contenidas en otras sendas. 
La elección de qué variables escoger entre las que forman el con-
junto {Xl, Xz, ...... X r J se puede realizar mediante tests F. Conviene ad-
vertir que estos tests F no están animados con el test inicial, con 10 que el 
poder estadístico de este procedimiento se verá también afectado. Esto 
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parece inevitable, pero al menos el procedimiento seguido habrá servido 
para indicamos que los datos no respaldaban la hipótesis inicial sobre 
la parte sistemática de nuestro modelo. Una vez reestructurado éste, será 
conveniente empezar el proceso de nuevo. 
Una tercera alternativa, que en la práctica es la más recomendable 
y es la adoptada en Sargan (1975) y Mizon (1976), consiste en un pro-
ceso de dos etapas. Si tenemos un modelo que en su forma no restrin-
gida es 
X~m(L) =! [22] 
donde .§m (L) es un vector polinomial de orden m en el operador de re-
tardos L, de la forma: 
~m (L) = Jo + ~1 L + ......... + ~m L, [23] 
la primera etapa consiste en determinar m y en la segunda, condicional 
al valor m determinado en la primera, se verifica si !¡¡; (L) se puede fac-
torizar de la forma 
~¡;¡ (L) = Pr (L) '(eiñ-r) (L) [24] 
donde '(m-rl (L) representa una EDS de orden (m - r) y p, (L) una 
EDE de orden r. La hipótesis más general es la de r = O Y la más res-
trictiva la de r = m. 
Para determinar el valor de m en la primera etapa, se formula [22] 
con un valor m = m* y, mediante un test F, se verifica si 2m. = O, si 
no se rechaza se verifica si ~m'-1 = O y así, sucesivamente, hasta recha-
zar ~iñ = O. El valor m* dependerá del modelo en cuestión y de la mues-
tra disponible, ya que los problemas de multicolinearidad pueden ha-
cer [22] inestimable. No obstante, como señala Mizon (1976), m* debe 
ser un valor que pueda recoger adecuadamente los efectos de estaciona-
lidad y tendencia. Así, con datos trimestrales, un valor mínimo para m* 
debiera ser 5. 
Esta forma de determinar m impone que las estructuras de retardos 
en cada uno de los componentes de X sea del mismo orden, mientras 
que en la práctica puede existir información a priori que indique que 
dichos órdenes son diferentes para las distintas variables de la regresión. 
El problema radica en que investigar los mi correspondientes a cada va-
riable no se puede realizar mediante una verificación secuencial que ten-
ga las propiedades señaladas en- Anderson (1971), ya que todas las hipó-
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tesis posibles no están anidadas y el orden que se siga en la verificación 
será arbitrario. No obstante, para cada variable XI la investigación de 
su correspondiente mi sí que constituye un tipo secuencial de los seña-
lados en Anderson (1971). En la práctica, a pesar de la arbitrariedad 
mencionada, la determinación independiente de cada mi es recomen-
dable. 
Una vez determinados m o los diferentes mi, en cuyo caso m = min 
(mi), pasamos a verificar si el polinomio .fim (L) se puede descomponer 
según [24] dando a r los valores de O a m. La hipótesis de r = O es la 
menos restrictiva, en la que toda la estructura dinámica se atribuye a la 
parte sistemática. Así, pues, contrastaremos esta hipótesis en contra de 
la correspondiente a r = 1. Si r = 1 no se rechaza la contrastaremos 
con r = 2 Y así, sucesivamente, hasta no rechazar un valor de r en con-
tra de otro superior en una unidad o hasta llegar a r = m, que es la 
hipótesis más restrictiva de las definidas en [24]. En ella la estructura 
dinámica se inserta en las perturbaciones estocásticas del modelo. El es-
tadístico empleado en la contrastación de hipótesis de esta segunda etapa 
puede ser el cociente de la máxima verosimilitud. No obstante el empleo 
de este estadístico puede presentar problemas cuando el proceso AR sea 
de orden par con todas las raíces complejas. Por ello Mizon (1976) su-
giere contrastar la factorización de 6;;¡- (L) para valores de r = O, 2, 4, ... 
y si no se rechaza un valor de r = 2 P pasaremos a contrastar la hipó-
tesis correspondiente a r = 2 P con la correspondiente a r = 2 P + 1. 
Como estrategia para este procedimiento, Mizon (1976) sugiere ele-
gir un m* bastante grande (con 10 que la hipótesis mantenida es bastante 
general) y un nivel de significación pequeño (entre el 1,0 y 0,5 por 100) 
en las contrastaciones próximas a la hipótesis mantenida (HM). Con 
ello, si la hipótesis mantenida es cierta todavía puede ser detectado por 
los datos. Se requerirá que el valor del estadístico empleado sea verda-
deramente alto para superar un valor crítico alto correspondiente a un 
nivel de significación pequeño. Por otra parte si no es necesaria una hi-
pótesis muy general la probabilidad de aceptarla (es decir, el nivel de 
significación del test) es pequeña. 
Los tests descritos son válidos asintóticamente, es decir, para gran-
des muestras. Sin embargo, los vamos a aplicar a modelos estimados 
con pequeñas muestras. Esta discrepancia entre la teoría y la práctica 
se puede paliar aplicando una corrección de grados de libertad a los es-
tadísticos sugeridos arriba. Así, si llamamos A,R al cociente de la máxima 
verosimilitud entre dos hipótesis, en las que la más restrictiva contie-
ne R restricciones sobre la más amplia, la corrección que sugiere Mizon 
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(1976) consiste en emplear el estadístico 
T* 
Á*=-Á 
R T R 
donde T* = T - k - 1 + R12, siendo k el número de parámetros en 
la hipótesis amplia, y comparar Á ~ con el valor tabulado para 'l con R 
grados de libertad. 
Otra forma de adaptar el contraste de hipótesis a pequeñas mues-
tras es obteniendo una aproximación de la distribución de los estadísti-
cos empleados en pequeñas muestras. Este es el procedimiento seguido 
en Sargan (1976). 
Hemos señalado que el estadístico empleado puede ser el del cocien-
te de la máxima verosimilitud, que implica estimar el modelo para cada 
hipótesis, pero que es fácil de calcular. Alternativamente se pueden ob-
tener estadísticos basados en el principio de Wald, que sólo requieren 
estimar la hipótesis más general, pero que suponen una complicación 
considerable en su cálculo. Una programación del estadístico de Wald 
para este tipo de problemas se está realizando en la London School of 
Economics (véase Sargan (1975». 
11.6. ECUACIONES INDIVIDUALES ESTIMADAS POR 
VARIABLES INSTRUMENTALES 
Los tests descritos en la sección anterior se generalizan para estima-
ciones por el método de variables instrumentales (VI) y por tanto para 
estimaciones por mínimos cuadrados bietápicos (MCB). Ahora, suponien-
do que el número de instrumentos disponibles es superior al de regreso-
res en la ecuación, la suma de los cuadrados en vez de ser del tipo!' X' 
X 1, como ocurría en la sección anterior, serán del tipo l' X' Z (Z' Z)-l 
Z' X 'f = 'f' R 'f, donde Z es el conjunto de instrumentos disponibles, que 
incluirá aquell~s regresares en X que actúen de instrumentos de sí mis-
mos. En el caso de MCB, Z es el conjunto de variables predeterminadas 
que aparecen en el sistema. 
Asimismo, los estadísticos empleados en los tests no provienen de 
cocientes de funciones de verosimilitud, sino que su justificación es la 
siguiente (véase Sargan (1958». Supongamos la ecuación 
[25] 
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en la que, además de la variable normalizada, existen otra, u otras, que 
se determinan en otras ecuaciones del sistema. 
Formemos la variable 
Tu 
w=---
Si Z constituye un conjunto adecuado de N variables instrumentales, es 
decir si no están correlacionadas con el término de error, de acuerdo 
con los resultados de Mann y Wald (1943), tenemos que 
donde 
( Z' Z ) M=plim -r- . 
con 10 que 
w' M-1w 
- - [26] 
En Sargan (1958) se· demuestra que 
Q U' Z (Z' Z)-l Z' u 
Ao = - = ......::.-------=-- = 
SZu 
y' X' Z (Z' Z)-l Z' .y X 
- - [27] 
y' x' x.y 
- -
donde S\ = ª' g/T, A se refiere a los valores estimados por V.1. y k* es 
el número de parámetros a estimar en [25]. 
El estadístico Ao sirve para contrastar si «la hipótesis de que entre 
las variables sugeridas existe una relación estructural con un término de 
error independiente de todos los instrumentos» (Sargan (1958), pági-
na 404), ya que, bajo dicha hipótesis, Ao tiene una distribución asintó-
tica X.2(N_k')' Este test es asintóti~amente equivalente al desarrollado por 
Hood y Koopmans (1953), págs. 178-183, para la estimación por el mé-
todo de la máxima verosimilitud de información limitada (MVIL). En 
el caso de MCB; Ao es un test sobre la especificación de la ecuación, y 
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sobre si las variables definidas como exógenas son realmente exógenas. 
Tenemos, pues, que en los casos en 'que la ecuación está sobreidentifi-
cada 4 ([N - k*] > O), además de los tests correspondientes a los desa-
rrollados en la sección anterior, y que comentamos más adelante, tene-
mos este test adicional sobre la especificación y/o sobre la sobreidenti-
ficación de la ecuación. En este test, la hipótesis alternativa no la 
constituye una especificación única, sino un conjunto de especificaciones 
que responden al tipo general de estructura establecido en la definición 
de [25] y a la definición de qué variables son dependientes y cuáles son 
predeterminadas o instrumentales (Hood y Koopmans [1953], pág. 179). 
Este test es asintóticamente válido para modelos no lineales (véase 
Sargan (1959), pág. 29). Supongamos que en [25] el término de error 
no es ruido blanco, sino que sigue un proceso AR de orden T, y denomi-
nemos [25'] a la ecuación así definida. Si transformamos la matriz X 
de acuerdo con el filtro autorregresivo del término de error -P (L)- y 
llamamos X+ a la matriz transformada (que dependerá de X y de los 
parámetros autorregresivos) tenemos que la forma transformada restrin-
gida de [25'] será: 
X+ 1 = X P (L) 1 = , , 
- --
[28] 
que no es lineal. Si llamamos 
X' = (X, Xl ......... X,) 
tenemos que el numerador de Ao para este caso será: 
Q' = i (1, p) X" Z (Z' Z)-I Z' X' i (1, p) , [29] 
--,." ---
donde si p' = (PI ...... p,), f (1, p) es función de los parámetros en 1 y p. 
- - -
El denominador será 
oS! = i (1, p) X" x' ¡ (-t' p)/T 
--- -_ ... 
y los grados de libertad del test serán el número de variables instrumen-
tales menos el número de parámetros estimados, es decir, N - (k" + T). 
La forma transformada no restringida se puede escribir 
[30] 
• Si la ecuación está justamente identificada, es decir, si el grado de sobre-
identificación (N - k*) es cero, (X'Z)-I existe y el numerador de Ao es cero. 
donde XD se ha formado a partir de X suprimiendo las variables re-
dundantes. 
El correspondiente test Ao para el modelo [30] viene dado por 
QD S' X·' Z (z' Z)-l Z' x· 8 
- -
- - ---------(8' x·' x· 8)/T 
- -
La generali:l:aci6n de los tests de la secci6n 11.4 para el caS0 de va-
riables instrumentales se puede ver en Hendry (1975b), y se basa en el 
resultado de Sargan (1958), en el que 
(y - y)' x' Z (Z' Z) z' x (y - y) 
- - - - ,.."" 2 
a2 a X. (k*) [31] 
y es independiente de [26]. 
Consideramos aquí procesos AR -de primer orden, por 10 que en 10 
sucesivo [28] y [30] se definen para r = 1. 
Los criterios propuestos por Hendry· para contrastar la valide:l: de 
las restricciones autorregresivas y, en su caso, la de p = O, se basan en 
10 siguiente. Utili:l:ando [31] tenemos que bajo la hip6tesis nula de que 
el modelo [25] es cierto 
[32] 
Conociendo a\ A se podría uti1i:l:ar para c~ntrastar si las k** varia-
bles añadidas en [30] son conjuntamente significativas. En la práctica, 
Hendry propone sustituir a~ por su estimador bajo la hip6tesis más am-
plia y corregido de grados de libertad. Si ese estimador tiene una distri-
buci6n x.2 entonces la distribuci6n asint6tica de 
Q_ QO 
AC =-__ 
_ 2 2 
donde S. es S. corregido de grados de libertad, se puede aproximar 
asint6ticamente por F~~~*-k** y, para valores de A C superiores a los tabu-
lados para F, al nivel de significaci6n requerido, rechazamos [25] en 
favor de [30]. • 
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De forma similar la verificación de las restricciones autorregresivas 
se puede hacer mediante el estadístico 
Qr _ QO 
A}=-----
-2 (k**-l) S. 
[33] 
comparándolo con el valor tabulado de F~~';}_k** y rechazando [28] en 
favor de [30] para valores de A} superiores a los tabulados. 
Si la autocorrelación serial no se rechaza podemos contrastar si 
p = O, es decir, podemos pasar a verificar [25] en contra de [28]. El 
estadístico para ello es 
[34] 
que 10 compararemos con el valor tabulado para F~-k'-1 . 
Como señala Hendry (1974), pág. 564, para que en las estimaciones 
por VI sea posible la comparación de las ecuaciones [25], [28] Y [30] 
se necesita que todos los regresores predeterminados que aparecen en 
[30] se usen como instrumentos; también en la estimación de [25] y 
[28], además de las variables predeterminadas de la forma reducida que 
se hayan seleccionado como instrumentos. 
Por último señalemos que como advierte Sargan (1958), sección 11, 
la utilización en la estimación por VI, de estos tests asintóticos como 
una aproximación para el caso de pequeñas muestras, puede ser bastan-
te pobre. En estos casos la orientación de Sargan (1976), consistente en 
aproximar la distribución de los estadísticos para muestras pequeñas, es 
bastante prometedora. 
11.7. MODELOS SIMULTÁNEOS PEQUEÑOS 
El procedimiento de selección señalado en las secciones anteriores se 
puede generalizar para tratar modelos simultáneos. En la práctica el aná-
lisis que se propone en este epígrafe sólo será aplicable a modelos muy 
pequeños con estructuras dinámicas cortas. Por ello sólo consideraremos 
procesos autorregresivos de primer orden. La exposición de este apartado 
está basada en Hendry (1975c). 
Consideremos el modelo simultáneo lineal 
AX' = BY' + C* Z·' = BY' + CZ' + DY\ = U' [35] 
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en el que Y y Z* son las matrices de observaciones de las variables en-
d6genasy predeterminadas respectivamente. Yl es la matriz Y retardada 
un período. B -(n X n)-, e -(n X k)- Y D -(n X n)- son las 
matrices de parámetros a estimar en las que suponemos que existen su-
ficientes restricciones cero para que el modelo esté identificado. Asimis-
mo suponemos que B es una matriz no singular, pues de lo con~rario [35] 
no representaría una teoría de formaci6n conjunta de las variables de-
pendientes. U es la matriz de perturbaciones aleatorias no observables, 
sobre las que si !:t es un vector fila en U suponemos que 
!;!t = R!:!t-l + ¡tt ¡tt '" N (O, Q) . 
La forma reducida (FR) de [35] viene dada por 
FRl 
donde 
y' = II* Z*' + V' = III Z' + II2 Y\ + V', 
II* = - B-lC· III = - B-lC 
V' = (~'t) = B-l u' 
Vt = S Vt - l + '1)t. 
- - -
II2 = - B-l D, 
[36] 
[37] 
La matriz IT* está sometida a una serie de restricciones consecuencia 
de las restricciones cero de B y C*. 
Al igual que en secciones anteriores podemos transformar [37] para 
eliminar la autocorrelaci6n. Así tenemos: 
FR2 [38] 
Por otra parte la FR sin las restricciones de sobreidentificaci6n se 
puede representar de la siguiente forma: 
FR3 y' = p. Z*' + W' =Plz' + P2 Y'l + W' [39] 
donde 
W' = S W'l + :E' . 
Con la transformaci6n AR de W' se obtiene: 
FR4 [40] 
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y si en [40] eliminamos las restricciones que la autocorrelación supone 
podemos escribir: 
FR5 [41] 
donde ZOl contiene solamente los regresores no redundantes de Zl. 
Tenemos, pues, cinco posibles formas reducidas que están relacio-







En estas formas reducidas se recogen tres tipos de restricciones: 
1) Las restricciones autorregresivas no lineales. 
11) Parámetros autorregresivos cero. 
111) Restricciones de sobreidentificación. 
Lógicamente las restricciones de sobreidentificación deberán contras-
tarse una vez elegida la especificación dinámica del modelo y no antes. 
Es decir, antes de intentar sobreidentificar el modelo imponiendo res-
tricciones en su estructura, es conveniente especificar las características 
dinámicas de ésta. 
Llamemos L" al logaritmo de la función de verosimilitud cuando el 
error de la FR es x. Una verificación secuencial de las formas reducidas 
FRl a FRS, yendo de la menos a la más restrictiva y contrastando pri-
mero los aspectos dinámicos y en segundo lugar las condiciones de sobre-
identificación, es la siguiente. 
A) Verificaremos las restricciones autorregresivas. Es decir, contras-
taremos 
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en contra de 
mediante el estadístico del cociente de máxima verosimilitud 
Al = 2 (L - L ~) ,..,., X2 
E .!:. a (m) 
donde si mO es el número de variables en ZO, m = mO X n. Valores 
de Al superiores al tabulado indican que el incremento en el logaritmo 
de la función de verosimilitud al relajar las restricciones autorregresivas 
es estadísticamente significativo y en consecuencia elegimos FRS. Valores 
inferiores al tabulado indican que el incremento no es significativo, por 
lo que elegimos el modelo más restrictivo, es decir, FR4. 
Si FR4 se rechaza en favor de FR5 tenemos que los datos están indi-
cando que la estructura inicial de [35] debe modificarse incluyendo va-
riables de las contenidas en Z\ e Y2• Al igual que en secciones anterio-
res los tests para decidir qué elementos de ZOl e Y2 deben incorporarse 
no están anidados con el realizado para contrastar FR4. 
B) Si en A) no rechazamos FR4 pasaremos a contrastar FR3 en 
contra de FR4. Es decir, pasamos a verificar si los parámetros autorre-
gresivos son cero. El estadístico será 
y rechazamos FR3 para valores altos de A2. De 10 contrario elegimos FR3 
por ser el modelo más simple. 
C) Si FR3 se rechazó en B) podemos pasar a verificar las restric-
ciones de sobreidentificaci6n, contrastando FR4 con FR2 mediante el 
estadístico 
donde N es el número de restricciones de sobreidentificación. 
Si FR3 no se rechazó el test de sobreidentificación se hará contras-
tando FR3 y FRl mediante 
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Si las condiciones de sobreidentificación se rechazan los datos indi-
can que las restricciones cero impuestas no son compatibles con la 
muestra y que necesitan revisarse. 
Al aplicar estos tests a modelos estimados con muestras pequeñas, 
necesitaremos aplicar una corrección por grados de libertad similar a la 
indicada en la sección 11.5. 
Para un programa que realice el tipo de estimaciones y cálculos que 
hemos discutido en esta sección, véase Hendry y Tremagne (1973). 
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CONCLUSION 
La selección de modelos se debe realizar en base a estimaciones que 
tengan en cuenta hipótesis bastante generales en la definición de aqué-
llos. En el caso de modelos simultáneos dinámicos el método de varia-
bles instrumentales autorregresivas es adecuado, mientras que la selec-
ción en base a estimaciones por mínimos cuadrados ordinarios puede 
conducirnos a elecciones erróneas. 
La metodología presentada en la sección segunda para realizar la 
selección de modelos parte de una hipótesis mantenida general y está 
orientada para concluir con modelos que, siendo aptos para explicar la 
muestra, tengan el mayor número posible de grados de libertad. La 
elección final será conveniente contrastarla mediante una estimación por 
métodos espectrales y, en cualquier caso, debe ser compatible con la 
información a priori de la Teoría Económica. 
Por último dado que el problema del agotamiento de los datos puede 
ser grave en la selección de modelos debe considerar también la estabi-
lidad muestral y post-muestral de éstos. 
/ 
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