Abstract: ISI (Intersymbol Interference) 
Introduction
The presence of ISI (Intersymbol Interference) in digital communications is an undisputed fact. Non ideal band-limited channels distort the transmitted signal in both amplitude and phase; because of this pulses transmitted in succession at rates comparable to the bandwidth are smeared to the point that they are no longer distinguishable as well defined pulses at the receiving terminal [1] . Instead they overlap giving rise to ISI. ISI makes high speed communication unreliable by causing high error rates at the receiver. Equalization is defined as any signal processing technique that can counter ISI. In practice, the characteristics of transmission channels are unknown a priori and most of the channels are time-variant. Because of this, equalizers that are adaptive to the variations in the channels response are designed [1] . Adaptive Equalization can be classified into Supervized/Trained and Blind/Unsupervized. In supervized equalization a particular training sequence that is available both at the transmitter and receiver in proper synchronism is transmitted for the purpose of initial training of equalizer's weights [2] . On the contrary initial training of the weights cannot be done in Blind/Unsupervized as transmission of training sequence is not possible.
Sato was the first to propose an algorithm for performing blind equalization [3] . His algorithm was proposed in the context of binary pulse amplitude modulated signals. The significance of blind equalizers was well explained by Godard [4] . Godard proposed Constant Modulus Algorithm (CMA) and it is the first blind algorithm that could be applied for two dimensional communication systems. CMA requires the transmitted signal's statistics in order to perform equalization. Picchi and Prati's [5] Stop-and-Go Decision-Directed algorithm is basically a modified version of the standard decision-directed algorithm. The modification is made in the weight updation process with the help of a binary flag. This binary flag dictates whether the weight updation should be done or not. By simple adjustment of the equalizer output, Wei Rao [6] proposed a modified version of CMA. Unlike CMA, Wei Rao's modified CMA requires only the statistics of 4-QAM (Quadrature Amplitude Modulation) signal regardless of the transmitted signal. The basic aim of all the three algorithms is to make the impulse response of the cascade of the transmission channel and the equalizer (after convergence) to match the impulse response of the ideal transmission channel. Impulse response of an ideal transmission channel is given by: h(k) = A (k -n) (1)  where k denotes the time instant, n denotes the propagation delay and δ(k) is the Dirac delta function (Unit Impulse Function). In this paper performance of the three algorithms (CMA, Stop-and-Go and Wei Rao's modified CMA) is compared in terms of their convergence rate to investigate which blind algorithm has quicker learning capacity for 16 and 64-QAM transmitted constellations across a linear band-limited channel.
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II. Constant Modulus Algorithm (CMA)
Godard proposed a nonconvex Mean Square Error (MSE) cost function given by:
where y(k) is the equalizer's instantaneous output and R 2 is called constant modulus. The N-tap weighted equalizer's output is given by:
H represents Hermitian operation (conjugate transpose),
is the equalizer's instantaneous input vector and
is the equalizer's instantaneous weight vector where T represents transpose operation. The constant modulus is defined as:
is the instantaneous transmitted symbol. CMA is designed to penalize deviations of the blind equalizer output y(k) from the constant modulus [7] . The tap weight vector of the equalizer is adapted in accordance with the stochastic gradient algorithm [4] 
 α is a real valued parameter called the adaptation step size and CMA e (k) is the instantaneous error signal given by: 
III. Stop-and-Go Decision-Directed Algorithm
The goal of Picchi and Prati in [5] proposing Stop-and-Go algorithm was to modify the standard decision-directed (DD) algorithm [8] such that it retains it's simplicity and improves blind convergence capabilities. Picchi and Prati employed a binary valued flag f(k) which dictates whether the weight adaptation should be carried on or not. The weight updation is carried on if the self decided output error on the current decision is reliable to be used in the DD algorithm, if it is not, then the updation is stopped for that iteration. The MSE cost function is defined as:
where SĜ e (k) the self decided error is defined as: 
IV. Wei Rao's Modified CMA
Wei Rao and his team of researchers proposed a new CMA cost function which performs equalization of higher order QAM input signals with the help of 4-QAM signal statistics. In addition, order detection of transmitted QAM signal is also achieved. Wei Rao proposed this new CMA algorithm by exploiting the inherent structural relationship between the 4-QAM signal coordinates and other higher order QAM signal coordinates [6] .Wei Rao's cost function is defined as: 
where sgn represents the signum function. The above equation is applicable for changing the coordinates of 16-QAM, 32-QAM and 64-QAM constellation points to that of 4-QAM constellation points [6] . By using this coordinate conversion technique Wei Rao was able to modify CMA. The result of applying (15) to 64-QAM is 4-QAM, and it is shown in Table I . In Fig.1 Wei Rao's modified CMA mode of operation can be obtained by keeping the switch at position 3. 
The weight update equation is given by
Simulation Results
Simulation is done for 16 and 64 rectangular Quadrature Amplitude Modulated (QAM) transmitted constellations for the linear band-limited transmission channel 1 considered in [4] . A 21-tap feed forward equalizer with SNR of 30 dB is considered for all the three algorithms. Initial tap weight settings correspond to closed eye condition. From Fig. 2 to Fig. 4 , impulse response of the cascade of transmission channel and the equalizer (after convergence) for 16-QAM transmission is presented for all the three algorithms considered. From Fig. 5 to Fig. 7 , impulse response for 64-QAM transmission is presented for all the three algorithms considered. The Learning Curves of CMA, Stop-and-Go and Wei Rao's modified CMA are shown for 16-QAM in Fig. 8 and in Fig. 9 for 64-QAM. 
VI. Conclusion
It is evident from figures 2-7 that all the three algorithms for both 16-QAM and 64-QAM transmissions produce a cascaded impulse response that is very similar to the ideal impulse response. Hence it could be said that the three algorithms successfully perform equalization. In blind equalization the speed of convergence is the chief performance determining factor of the algorithm. Low MSE results in high reduction of ISI. From figures 8-9 it is clear that for both 16-QAM and 64-QAM transmission Stop-and-Go algorithm has higher convergence rate followed by Wei Rao's modified CMA and CMA. By a simple modification in the weight updation process, the standard decision-directed algorithm can become very effective by giving better performance than the popular CMA in terms of convergence, MSE and residual error variance. By simple modification of the equalizer's output coordinates Wei Rao and his team modified CMA, and this algorithm exhibited better performance in terms of convergence, MSE and residual error variance than CMA, thus serving its purpose. CMA offers low convergence rate and high MSE besides large residual variance. Thus, it is obvious that from the obtained results Stop-and-Go would be the ideal choice over Wei Rao's modified CMA and CMA for blind equalization.
