Theorem D to be stated in §6 here. We would like to mention that this paper owes certain ideas to the above cited work of Webster [39] , BaouendiBell-Rothschild [1] , Baouendi-Rothschild [7] , and Diederich-Fornaess-Ye [22] .
The proper mapping version of the regularity result of holomorphic correspondences (closely related to Theorem 1.1 in [29] , or Theorem D in the present version ) was also announced by Diederich-Pinchuk at MSRI in November, 1995 . See also [23] , where a different construction of holomorphic correspondences for biholomorphisms was presented by using the known regularity theorem of holomorphic correspondences for biholomorphisms proved in [20] . (However, we mention that the work in [23] does not seem to be relevant and useful to the study of regularity problems of holomorphic correspondences itself.) §1. Preliminaries, Notation, and Definitions Let M be a real analytic hypersurface of finite D'Angelo type in C n+1 .
For each point p ∈ M, there exist a small open neighborhood U (p) of p, a real analytic function ρ(z, w) over
ρ(z, z) = 0} and dρ| M = 0. For each z ∈ U (p) , as in [38] , we call the analytic variety Q z = {w ∈ U (p) : ρ(w, z) = 0} the Segre variety of M, associated to z. By shrinking U (p) , we can choose two neighborhoods P and P of p such that the following holds (see [19] or [22] ): (i) P ⊂⊂ P ⊂⊂ U (p) ; (ii) for each z ∈ P, Q z ∩ P is a simply connected submanifold with smooth boundary, and Q z is transversal to ∂ P; (iii) P \ M has two connected components, homeomorphic to the ball. Here, for a subset A ⊂ C n we write A for its closure in C n .
For each z ∈ P, write A z = {w ∈ P : Q w = Q z }. By the finite D'Angelo type assumption of M and by shrinking U (p) if necessary, we can always assume that #A z < ∞ for each z ∈ P and A p = {p} (see [3] and [24] ). Still letting p ∈ M, we can always find a biholomorphic change of coordinates [3] such that p = 0 and M in U (p) is defined by an equation of the following form :
where z = (z 1 , · · · , z n ), φ j 's and φ j 's do not contain any harmonic terms, and ρ is real-valued. In what follows, we will call such a coordinate system normal for M near p = 0, and call ρ or ρ the normalized defining equation of M. Notice that in the normal coordinate system, (0 , −t) ∈ Q (0 ,t) for each t ∈ R near the origin. More generally, by varying the base point p, and by noticing the smooth dependence of the normal coordinates with respect to p ( [3] ), we can find a smooth conjugating operator R : P → U (0) such that R(z) ∈ Q z , R reverses the sides of M and R| M = id. (See ( [22] , pp 545) for a similar notion). For more properties concerning Segre varieties, we refer the reader to [19] , [22] . Now, we let M be in C 2 and let Ω be a bounded domain such that Ω ∪ M forms a manifold with smooth boundary M. From §2 to §5, we need the following semi-analytic stratification for M as introduced in [22] : is known (see [9] , or [21] , [2] ) that any CR function defined near C ± t can be holomorphically extended to both sides of M near C ± t ; (d) C o is a locally finite union of one dimensional real analytic curves and isolated points.
In what follows, we write W L(M) = M \ (M s ∪ M a ). §2. Basic Approaches and Some Preliminary Facts
From now on until §5, we let M 1 and M 2 be two connected real analytic hypersurfaces of finite type in C 2 . Let f be a non-constant continuous CR mapping from M 1 into M 2 . For a given point p ∈ M 1 , write D for the side of M 1 near p, into which any CR function near p (in particular, the components of f) extends holomorphically. We notice that D (near p) can be filled in by 'small' analytic disks attached to M 1 ([9] [36] ). Let q = f(p).
As introduced in §1, we have the following stratification for M 1 with respect
In all that follows, for convenience, we use the notation in §1 for M 1 and add 'prime' for those corresponding to M 2 .
For a point p ∈ M 1 and a totally real analytic submanifold S ⊂ M 1 of real dimension 2 with p ∈ S, after a holomorphic change of coordinates, we Moreover, we can assume that W + ∩ P is connected.
A closed subset E ⊂ W + ∩ P is said to be negligible if W + ∩ P \ E is a connected open dense subset of W + ∩ P and S \ E is dense in S.
In the following, we always assume that P and P are sufficiently small neighborhoods of p = 0 q = 0, respectively.
We now introduce the following: 
The starting point for the proof of our theorem is the following regularity result of holomorphic correspondences, whose proof will be the main content of Part II of this paper:
Suppose that for some sufficiently small P and P , f extends as a holomorphic correspondence to (W + ∩ P; P ). Also suppose that f extends almost everywhere across M 1 . Then f admits a holomorphic extension across p.
By the above Theorem C and a Hopf type lemma obtained in [7] (see the following Lemma 2.2 (h)), to prove the Main Theorem, it suffices for us to show the existence of the analytic variety V as in Definition 2.1. Indeed, this will be our approach (see already related approaches in [39] , [19] , [22] , [23] ).
In the rest of this section, we describe briefly how V can be constructed. Then we list some known facts to be used later.
First, for each z ∈ P ∩ W + , we let Q c z be the connected component of Q z ∩ D ∩ P which contains z (see already [22] For each point a ∈ Q z ∩ U (0) , we will write a Q z for the germ of Q z at a.
As usual, we denote by J f the Jacobian of f. Write E 0 = {z ∈ P ∩ W + :
Assume that E is a negligible set of P ∩ W + . Motivated by the invariant property of Segre varieties (see also related work in [39] , and, in particular, the work in [22] ), we define
Define π (π , respectively) to be the natural projection from
where f extends biholomorphically.
In the following lemma, we collect some facts, most of which are, more or less, implied in the existing work or can be proved easily. Also, in its statement, we keep the previously established notation. 
Lemma 2.2. Assume that Bih
M 1 (f) is dense in M 1 and Bih M 1 (f) ∩ S(b) V(E) is a closed analytic variety of dimension at most 2. (c) Let (z 0 , w 0 ) ∈ V(E) and let (z j , w j ) ⊂ V(E) be a sequence such that lim(z j , w j ) = (z 0 , w 0 ). If V(E) has dimension 2 at each (z j , w j ), then (z 0 , w 0 ) is also a point of dimension 2 of V(E). (d) Suppose that p 0 ∈ (S \ E) ∩ Bih M 1 (f). Then V(E) contains: Γ f | O(p 0 )∩W + ∩P\E = {(z, w) ∈ O(p 0 ) ∩ W + ∩ P \ E × P : w = f(z)}.
(Hence, V(E) is a complex analytic variety of dimension 2, by the hypothesis and the statement in (b)).
(e) [22] Let E * = {z ∈ P ∩W 
(h)( [7] 
π, π are locally finite to one, and W L(M 2 ) is a real analytic subset of real dimension at most 2 (see the related explanation in [22] and also [17] ). (2.f) was essentially proved in [39] . The first part of (2.g) is an easy application of the maximum principle and the disk filling-in property of D. The last part of (2.g) also follows from the work of [39] . [8] ). Meanwhile, it is easy to see that any open piece of S cannot be mapped into isolated points in C o ; for f is not constant. Hence, the proof is complete.
Before leaving this section, we mention that the construction of holomorphic correspondences by using Segre varieties was implied in the work of Webster [39] , where a simple proof of Fefferman's extension theorem was presented in the real analytic category and a continuity method was employed to obtain the required correspondence. Related approaches were further explored in the work [19] , [20] , [22] , [23] (see, in particular, the work in [22] ). Our construction of V(E), though largely motivated by the above mentioned work of [39] and [22] , is different in many aspects from the existing constructions and seems, in particular, suitable for the study of general CR mappings.
Part I. Proof of the Main Theorem
Assuming Theorem C In this part, we assume Theorem C and give a complete proof of our Main Theorem (in the form of Theorem A). Our approach is, as described above, to construct the variety V as in Definition (2.1). We first observe that f already admits holomorphic extension across the pseudoconcave part
We keep the notation which we have set up so far. We will prove the following result in this section: Define V(E) as in (2.1). Then, by Lemma 2.3, Theorem C, and Lemma 2.2 (i), we need only to show that for a small neighborhood P of q = 0, after making P sufficiently small, then π is surjective.
Seeking a contradiction, suppose not. 
Assume the claim for the moment. Then, for each t, we can find some
) |w|, by the maximum principle. After shrinking P, we can assume that w * (t) ∈ P * , where P * ⊂⊂ P and R (P * ) ⊂⊂ P . By passing to the limit, we see that all limit points of w(t) as t → 1 − stay in P * .
On the other hand, for each limit point, say
Therefore, to complete the proof of Lemma 3.1, we need only prove Claim 3.2:
)}. Then δ > 0 by the above observation. Suppose that δ < 1. Then there exists a point ξ(t) ∈ Q c γ(t) for each t ∈ (0, τ ), such that f(ξ(t)) = w * (t). Now, we have two cases to study:
for some subsequence {t j } converging to δ.
, we can easily reach a contradiction by applying the maximum principle and Lemma 2.2(g).
Therefore, Case (ii) is the only possibility. After taking a limit, it then holds that w
). Now, for t sufficiently close to δ and some small ( , respectively), we can easily find a conformal mapping φ t (ψ t , respectively), depending 
Then f admits a holomorphic extension across p.
We mention here that the importance of having a nice property similar to
to start with was first showed up in the work of [22] .
Proof of Lemma 4.1:
In the proof of this lemma, we let E = E 0 = {z ∈ W + ∩ P : J f (z) = 0} and let S be an edge with S ∩ M s 1 open dense in S. After shrinking P, we can assume, by the hypothesis, the existence of a small , such that f extends holomorphically to the union of the balls B (p j ) of radius with center at
from the open covering lemma (or, an empty set in case
By the continuity principle, we can assume that Q p \ {p} ⊂ D near p; for otherwise, f extends automatically across p. By Lemma 2.2 (h) and the choice of the balls B (p j ), it thus follows easily that f is not constant when restricted to each B (p j ) ∩ Q p (provided it is not an empty set).
As before, we still denote by π the natural projection from V(E) to W + ∩ P \ E. Suppose that π is not surjective, no matter how we shrink the size of P. Then for each small δ, it is clear that there exists a se- 
* . This gives a contradiction, once we make P * sufficiently small
Hence, we can find 
Proof of Lemma 4.2:
As before, after a holomorphic change of coordinates, we assume that
Let E = E 0 . Then the assumption in the lemma indicates that E is a negligible set of W + ∩ P and V(E) is an analytic variety of dimension 2.
Hence, as before, to finish the proof of Lemma 4.2, it suffices for us to show that π is surjective after making P sufficiently small. If this is not the case, as in Lemma 4.1, for each small δ > 0, there is a
, where {w j (δ)} is a certain sequence converging to w(δ) and with |w j (δ)| = δ.
We will show that this is impossible by proving the following: 
Proof of Claim 4.3:
By the definition of C + t and the special choice of our coordinates, we see that M 1 near p = 0 is given by an equation of the form:
Here m is a positive integer.
Notice that for w ∈ W + as above, we can write
greater than some fixed positive constant. Also,
or if
Now, it is easy to see that the left hand side of the above inequality can be written as
When m is even, the left hand side of (4.2) is not greater than −0.5r 2m for θ = 0 and for τ 2 , r sufficiently close to 0. When m > 1 is odd, we let 2mθ = π. Then the left hand side of (4.2) can be written in the following form:
when m ≥ 3 and when τ 2 , r are sufficiently small.
Since Q p \{p} cannot stay completely inside D, by the pseudoconvexity of [23] 
We first assume Lemma 5.1 and see how the proof of the Main Theorem follows:
We first notice, by the finiteness of A z for each z ∈ P, that C * is a discrete set in M 1 (see [22] ). Now Lemma 5.
On the other hand, once we know that f extends across M 1 \ C * , then for each point p ∈ C * , we can easily construct an arc as in Lemma 5.1. Therefore, we see that f also extends holomorphically across C * . This completes the proof of our main Theorem assuming Theorem C.
We next present the proof of Lemma 5.1, which will be divided, for clarity, into several steps. The main idea is similar to that which appeared in the proof of Lemma 3.1. We also would like to mention that the above lemma was obtained in the work of Diederich-Fornaess-Ye [22] in case f is a CR homeomorphism.
Proof of Lemma 5.1: STEP I: After making P small, we can assume that for each z ∈ D c ∩ P, Q z ∩ C is a finite set. Moreover, we claim that we can also assume that
Hence by Lemma 2.2 (h) and the hypothesis, we conclude for each z ∈ P ∩ D c , that f is not constant when restricted to each connected component
a finite set, then Q z j ∩ P ∩ D is connected and its boundary is contained
From the continuity principle, it follows that f extends holomorphically across any point in Q z j ∩ P ∩ D. Now, notice that the hypothesis indicates that f extends to a fixed neighborhood of
Thus a standard application of the maximum principle indicates that the convergence radius of f at each point in Q z j ∩ P ∩ D is greater than the smallest convergence radius of f along Q z j ∩ ∂ P ∩ D, which is greater than some positive constant for j sufficiently large (see, for example, [5] for a related argument). Hence it follows, in particular, that f extends holomorphically across p = 0. Thus, we are done in this case.
STEP II:
This step can be skipped if for some choice of P,
Assume that for any choice of P, (Q p ∩D∩∂ P) = ∅. Then as in the beginning of Lemma 4.2, there are a small > 0 and a finite set
Arguing in the same way as in Lemma 4.2 and by using the result established in Step I, we can assume that f is finite to one when restricted to each B (p j ) ∩ Q p . Now, it is clear that there are only
there are only finitely many ξ's in ∪ j (B (p j ) ∩ Q p ), which can be mapped to the set {R (w)}. Therefore, after shrinking P slightly, if necessary, we can assume, in the following, that the above mention ξ's do not meet ∂ P.
STEP III:
After the above preparation, we now are ready to use the idea that appeared in the proof of Lemma 3.1 to finish the proof of Lemma 5.1.
First, we fix a small P and then choose a sufficiently small P such that (i)
which is sufficiently close to p = 0; and write
As before, we will seek a contradiction suppose that π :
Then, we can find a curve γ :
Let δ be the maximal value of τ which has the following property: For
the germ V * (γ(t)) of the complex analytic variety, which is defined near γ(t)
by the holomorphic conditions:
is of dimension 2 at γ(t). (1) , as in the proof of Lemma 3.1, we then need only to show that δ = 1 to get a contradiction. Indeed, if δ = 1, then for any limit point w(1) of w(t) as
, we can conclude that (γ(1), w(1)) ∈ V p 0 (E) and thus reach a contradiction.
Suppose that δ < 1. For t < δ, let ξ(t) be chosen as above. Then we have three cases to study.
We first claim that Case (i) can be excluded if we make P small. Indeed, suppose that this is not the case. Then there are sequences {z j }, {w j (z j )}(⊂ P ), and
, and f(ξ j (z j )) = w * j (z j ). By passing to the limit, we see a contradiction to our special arrangement of P as in Step II.
We next show that Case (ii) can be excluded, too. Also, suppose not. Then after taking the limit, we get f(ξ 0 ) = w
. By our choice of E, it follows that w(δ) ∈ W L(M 2 ). Therefore, Lemma 4.1 indicates that f extends holomorphically across ξ 0 . In particular,
On the other hand, the following claim says that γ(δ) ∈ A ξ 0 . Then, an easy fact shows that γ(δ) ∈ M 1 (see [19] , for example). This gives us a contradiction. 
Thus, we conclude that ξ ∈ Q ξ 0 . On the other hand, using the properness of f near ξ 0 , we notice that f(
The hypothesis in Claim 5.2 then indicates that
We thus conclude that Q γ(δ) and Q ξ 0 have a piece near O(ξ 0 ) in common. Therefore, we see that
The proof of Claim 5.2 is complete.
Hence, Case (iii) is the only possibility to study. Now, by passing to the limit, we conclude that
Still, we let V * ( γ(δ)) be the germ of the complex analytic variety near (γ(δ), w(δ)) which is defined by the holomorphic conditions f(
We notice that it is contained in the germ of
at γ(δ). Also, by using a similar fact as in Lemma 2.2 (c), one sees that V * ( γ(δ)) must be of dimension 2 at γ(δ).
On the other hand, we assumed that V p 0 is smooth at γ(δ). It thus follows that V * ( γ(δ)) is the same as the germ of V p 0 at γ(δ). Thus, for
Step I, we notice that f is not constant along Q z ∩ O(ξ 0 ). As in Lemma 3.1, one can then apply the Hurwitz theorem to conclude that for z sufficiently close to
contradicts the maximality of our δ.
Finally, the proof of Lemma 5.1 is complete.
Part II: Regularity of Holomorphic Correspondences --Proof of Theorem C §6. Statement of Theorem D and Related Notation
Part II of this paper is devoted to the proof of Theorem C stated in §2, which has been one of the key ingredients in the proof of our Main Theorem.
In fact, Theorem C will be a special case of the following Theorem D.
In this part, except in §11, we always let M 1 and M 2 be two connected hypersurfaces of finite D'Angelo type in C n+1 , and let f be a non-constant continuous CR mapping from M 1 into M 2 , which maps p = 0 ∈ M 1 to q = 0 ∈ M 2 . Assume that f extends holomorphically to the side D of M 1 .
We will always choose normal coordinates for M 2 near q = 0 in what follows.
Let ρ 2 and ρ 2 be the normalized defining equations of M 2 near 0, as introduced in (1.1) and (1.2), respectively. Then, for example, ρ 2 takes the following form:
where ψ j contain no harmonic terms and w = (w 1 , · · · , w n ).
Similar to the notion introduced in [3] and [1] , we define the reflection function G(f, λ) as follows:
where
Also, after a holomorphic change of variables, we let 
Write V (n+1) (E) for the union of all n + 1 dimensional irreducible components. Then π will be an analytic cover from V (n+1) to W + ∩ P \ E, by the above assumption. For each z ∈ W + ∩ P \ E, write π (π|
where π is the natural projection of V to P . Here N is independent of z. Then any symmetric function of {w
Part II is devoted to proving the following result, whose last statement is the content of Theorem C:
, and p = q = f(p) = 0, be as above. 
Assume that f admits a holomorphic extension across an open dense subset of M 1 . Also, assume that for sufficiently small P and P , f extends as a holomorphic correspondence to (W + ∩ P; P ). Then (a) G(f(z), λ) extends as a holomorphic function to
O z (0) × O λ (0).
Lemma 7.1. Under the above notation and assumptions, G(f(z), λ) extends holomorphically to
The proof we present here is to take the differentiation along the boundary. Comparing to the study of smooth CR-mappings as in [31] , [34] , [3] , [1] , etc, there is an essential difference here. That is, our map is not assumed to be smooth. So, we can only do it almost everywhere. To reach the bad points, we jump into the domain and use the hypothesis to control the rate of blowing-up so that we can apply the edge of the wedge theorem (see also Chapter 2 of [28] ).
Proof of Lemma 7.1: First, we notice that G(f(z), λ) is holomorphic over
. By the definition of G(f(z), λ) and using the assumption that f(M 1 ) ⊂ M 2 , we have
Shrinking the size of M 1 if necessary, we can choose a basis {L j } n j=1 for the complex tangent subbundle T (1,0) M 1 of M 1 , whose coefficients are real analytic in z. Applying L j to (7.1), we obtain
Here the notation Bih M 1 (f) is the same as before . By our non-constancy assumption of f and a result in [8] ,
,l≤n and let J be the matrix (L j f l ) 1≤j,l≤n , which are well-defined over Bih M 1 (f). Then, we claim that J = 0 on Bih(M 1 ). Indeed, for each z ∈ Bih(M 1 ), the rank of the vectors {J 1 (z), · · · , J n (z)} is n, where
2) indicates that the rank of { J 1 (z), · · · , J n (z)} is also n. Hence, J (z) = 0.
For z ∈ Bih(M 1 ), we now have
Writing (7.3) as n scalar equations, applying L j to each of them, and proceeding in this manner, we see, by induction, that for each multi-index
α and g (2) α in the
Here D k denotes the vector formed by all derivatives of f with order k. We remark that g
α is actually a polynomial in (Df , · · · , D |α| f ) (j = 1, 2) with coefficients real analytic in z for z close to M 1 . By passing to the limit, we see that the function
has a continuous extension to M 1 , which we will denote by h α (z, z, · · · , D |α| f ). Notice also that for w , λ 1, there exists a large constant R so that |D
Consider the following equation in X:
where l j runs from 1 to N for each j ≤ n + 1, and N * = N n+1 . c j (z) s can be seen to be the symmetric functions of w (j) (z)'s and hence can be seen to be holomorphic and bounded over O(0) ∩ W + \ E. Moreover, one can obtain the Cauchy estimates |c j (z)| < ∼ R N * |α| . In particular, each c j (z) has a limit up to R n+1 ∩ O(0) in the distribution sense (see [3] , for example). Now, one can easily verify that
satisfies the above equation when z is in a certain open subset of R n+1 near 0.
Meanwhile, h α (z) clearly extends to a meromorphic function to
. Thus, by the uniqueness of holomorphic functions (see for example, [33] ), it follows that
In particular, we see that h α (z) is bounded. Using the Riemann extension theorem, we conclude that h α extends holomorphically to 
Then it can be seen that |φ
where z stays in their defining regions, respectively. Notice that φ indicates that φ − α extends to a holomorphic function φ α defined over some sufficiently small neighborhood U of 0, whose size depends only on the size of the wedges where φ ± α are defined, and therefore is independent of α (see [37] or [4] , for example). Moreover, U can be filled in by analytic disks with boundary staying in the closure of (W + ∪ W − ) ∩ U ( [37] ). So, the maximal principle tells that φ α has the same kind of Cauchy estimates as φ
. The proof of Lemma 7.1 is now complete.
As an immediate application of Lemma 7.1, we let λ = 0 and conclude that f n+1 admits a holomorphic extension to a neighborhood of 0. Also, by the Nullstellensatz (see [6] ), one sees from the holomorphic property of In what follows, we denote, by Write (Y, σ, V) for the standard normalization of V (see [40] , Chapter 8). We remark that after making V small, σ −1 (0) is a single point. Write
Sing = {x ∈ Y : either x is singular or x is smooth but d x σ is singular}.
mapping from Y \ Sing 0 to its image and gives a finitely sheeted covering mapping away from the singular set. (see [40] , Chapter 8 and [27] , pp 108). Therefore, if V is singular at 0, i.e, f is not holomorphic at 0, then E 0 = π • σ(Sing) is a non-trivial analytic variety. We call E 0 the genuine branch locus of F or V. By the basic fact concerning branched covering spaces, it is known that E 0 is of codimension 1 everywhere. Also, it is easy to see that for each z ∈ E 0 , there is a sequence {z j } → z such that #π −1 (z) < #π −1 (z j ) for each j. Moreover, for each z ∈ E 0 , F can be split into several holomorphic branches near z. §8.
Branches of F and Segre Varieties
We now start to study the connection between F and the Segre varieties of M 1 and M 2 . Our basic tool will be the reflection function introduced in Theorem D (a). We first prove the following
Lemma 8.1. After shrinking P, if necessary, then for each z ∈ P, it holds that
and
for any f(z) ∈ F(z).
Proof of Lemma 8.1:
We mention that by a simple unique continuation argument and by using the invariant property of Segre varieties, one can easily show that for each "nice" branch f with f
. The main idea of the proof of the lemma is to use the fact that
) is single-valued for each fixed ω, by the above established reflection function.
We let z ∈ P ∩ D, and assume that z, z * ∈ E. Here, as before, we use z * to denote the reflection point of z, i.e, z * = R(z). We also choose a simply connected smooth curve γ :
Here, when there is no confusion arising, we also use the letter γ to denote its image set. Moreover, we assume that γ intersects M 1 transversally at γ(0). Let γ = R(γ) ∪ γ. Then γ is still a simply connected curve in P. Thickening γ suitably, we can then obtain a simply connected domain, which we will denote by O(⊂ P). Now, we can define a holomorphic mapf from O, which coincides with f on O ∩ D. For a subset A, write 
a totally real subset in M * c of maximal dimension, we conclude from the uniqueness property of holomorphic functions [33] that Ξ(z, ω) ≡ 0 in the union, denoted by M By slightly perturbing z if necessary, we assume momentarily that Jf = 0
for any f (z) ∈ F(z), and since each of them is a connected complex submanifold of dimension n nearf (z * ), all these submanifolds therefore coincide nearf (z * ). Hence, it follows easily
for any given f(z) ∈ F(z).
Assume also that J f (z) = 0. In a similar manner, we then also see that
for any given f (z * ) ∈ F(z * ).
Next, we note that ρ 2 (F (z),f * (ω)) = 0 if and only if ρ 2 (F (z),f (ω)) = 0. Let q = (q , q n+1 ) ∈ F(z). Then, by what we just obtained and by the reality of ρ 2 , we have ρ 2 (f (ω), q) = 0 and therefore, ρ 2 (f (ω), q ) = 0
. Now, since Lemma 7.1 indicates that ρ 2 (F (ω), q ) is well defined and holomorphic for ω ∈ U (0) , we conclude, in particular, that
In a similar manner, we can also show that
Finally, we can complete the proof of Lemma 8.1 by passing to the limit.
Let z be close to 0 such that either
By what we did above, we can find a sequence {z j } with z j → z
Hence, after shrinking P one more time if necessary, we see the proof of Lemma 8.1.
Remark 8.2 (a)
By Lemma 8.1, we can now define Q F (z) to be Q q and A F (z) = A q for some q ∈ F(z). Then Lemma 8.1 can be written as
(b) As an application of Lemma 8.1, we conclude that when A w is just a single point for w ≈ 0, then f extends holomorphically near 0. This is the case when the target point is a Levi non-degenerate point or has some special bi-type property. Define A by sending each point w to A w . One can see that if f does not allow holomorphic extension, then A branches at 0 (we will make this more precise later). It is this fact that links the branch points of F with the singular points of A , which will be one the key observations for the proof of Theorem D (c).
Then the branch locus of G is given by Z = {(0, z 2 )}, and G(Z) = {(0, z 2 )}. We observe that G(Z) is exactly the branch locus of the A -map of ∂D 2 .
Lemma 8.3. (i) Let M 2 be given in the normal coordinates with a normalized real-valued defining equation ρ 2 (see (1.1)).
Let Ω ± be defined by
for some holomorphic function g(z) defined near 0 and for some positive integer k.
(iv) After shrinking P, it holds that {F −1 (0)}∩ P = {0}, i.e, f (z) = 0 for any z(∈ P) = 0 and for any f(z) ∈ F(z). Moreover F −1 (w) ∩ P is a finite set for any w ≈ 0; and for any analytic variety V passing through 0 ∈ P, F (V ) also gives the germ of an analytic variety at 0 ∈ P with dim 0 V = dim 0 (F (V )).
(v) After shrinking P if necessary, then for any
Proof of Lemma 8.3 :
is positive and small; and is negative when b n+1 < 0. This gives the proof of part (i).
(
, by Lemma 8.1. So, f(z) ∈ M 2 (see [19] ).
(iii). By Lemma 8.1, it follows that
for some holomorphic function g near 0 and some positive integer k.
(iv). Let V be as at the end of §7. In the following discussion, we let U be such that P ⊃ U ⊃ P and restrict π to π −1 (U).
Notice that it holds that
U and it would have positive dimension at 0. We will assume this and seek a contradiction.
Then, Y ∩ U contains some holomorphic curve Y * ⊂ P parametrized by
We claim that ∪Q z with z ∈ Y * fills in an open subset in C n+1 . This then gives us a contradiction; for we assumed that J f ≡ 0 and Q 0 is a complex hypersurface.
To see the size of U * = ∪Q z with z ∈ Y * , we choose the normal coordinates for M 1 near p = 0 with the normalized defining equation ρ 1 (z, z) = 0 as in (1.2). Therefore, it can be seen that Q z can be parametrized by
t).
Here and in what follows, we use the notation h(z) for the function h(z). So, U * can be parametrized by the map
. To see that T (z , t) is a biholomorphism at a certain point (z , t)(≈ (0, 0)), it suffices to show that In the following discussion, we make F (U) ⊂ U , and we restrict π to π −1 (U ). By the above discussion, we also observe the fact:
Using again the elimination theorem and noting that π, π are local analytic covering maps, it follows that for any analytic variety
with the same dimension at the origin (see for example, Theorem 11 E pp 68 of [40] ; or Theorem 1, pp122, of [16] ). This completes the proof of (iv).
(v) Since π is proper, it is also closed. Also, both are open mappings; for they are local analytic covering mappings, too. For any closed subset B of U , we first notice that
by the above arrangement. By using the fact that π is closed, it follows that F −1 (B) is closed in U. In particular, we see that
Then it is open. We notice that ∂U 0 is contained
, the openness of π implies the openness of F from U as a multiple-valued map. Therefore it sends interior points to interior points. On the other hand, using the continuity of F , one sees that F maps the closure of U 0 to the closure of F (U 0 ). Hence, a simple topological argument shows that the boundary of
Since F −1 (0)∩ P = {0}, it follows easily that 0 is not contained in the closure of F (∂U). Hence, we see that there is a small ball, denoted by B 0 , centered at the origin such that B 0 ∩ F(∂U) = ∅. Let U * be a small neighborhood 
Then a simple topological argument indicates that either andf • γ(t) ∈ Ω + for t close enough to 0 (this can be seen by the fact that all limit points off (γ(t)) (t → 0) are in F (p 0 )), we conclude thatf (z) and thus f(z) have to be in Ω + . For z ∈ E ∩ D * , by passing to a limit and noting We now present some connections between the 'genuine' branch locus E 0 and the Segre varieties of M 1 and M 2 .
In Remark (8.2), we already noticed the importance of the points where the counting number of A w collapses. In the following, we make this more precise:
As before, denote by A the map, which sends: w ∈ P to the finite set w is not a separable point of A}. Similarly, we can define A and B .
We will see in the following lemmas that B and B can be used to control the branch locus of F . Proof of Lemma 9.1: We choose the normal coordinates for M 1 near p = 0.
For our purpose here, we can assume that M 1 is defined by an equation of the form: and P α (a , a n+1 ) = P α (b , b n+1 ). By the finite D'Angelo type assumption, it follows that the common zero of P α (z , 0) s is 0 near the origin. Using the Noetherian property, we see that for some finitely many indices {α j } m j=1 , the locus of {P α j (z , 0)} m j=1 is also zero. Now, for a small neighborhood U of 0, define Λ from a small neighborhood U to C m+1 by Λ(z) =
). Then Λ is finite to one and proper from U, after suitably shrinking of U. So, by the Remmert theorem, we conclude that the set
is a proper variety of U (see [19] for a similar argument). Obviously, V ⊃ B.
Since the projection from V to the {(z 1 , · · · , z n )}-subspace is one to one, after a linear change of coordinates in the (z 1 , · · · , z n )-space, we see that V can be defined by an equation of the form: z 
Proof of Lemma 9.2: (a). Let z ∈ E 0 be sufficiently close to 0. Then, by the definition of E 0 and the discussions at the end of §7, it follows that there is a sequence z j → z such that we can find two sequences {η j } and {ξ j } with Before proceeding further, we need to strengthen Lemma 8.3 (iii) to the following version:
This sort of the Hopf lemma was established in [7] in the case when the map is assumed to be smooth. Since we now have a nice control of the branches of F and we know that f n+1 is holomorphic, Lemma 10.1 can be proved by using the same approach and ideas as in [7] .
Proof of Lemma 10.1: Since we use the same approach appeared in [7] , we will be brief for those arguments which can be obtained from ( §2, [7] ). 
Proof of Proposition 10.4:
Let a and b be as in the hypothesis of the proposition. We then need to show that Q a ∩ P = Q b ∩ P. To this aim, we consider the function ρ 2 (F (z), f * (ω)), for any given f (ω) ∈ F(ω). By Lemma 
As did in Lemma 8.3, one sees that w 2 = b 2 . Now, it is easy to see that Q w can be defined by
j , where the notation φ is the same as explained before. Write
any α.
Choose k 0 to be the smallest integer so that for some α 0 , Ξ 0α 0 (w 1 ) = a * w (b). We first observe that in the two dimensional case, E is exactly the branch locus of the irreducible Weierstrass polynomial defining f 1 . Hence for z ∈ E, there is always a sequence {z j } → z such that #π −1 (z) < #π −1 (z j ).
So, the exact argument as in Lemma 9.2 (a) shows that F (E) ⊂ B . We We now are finally ready to complete the proof of Theorem C.
Proof of Theorem C:
The idea is to use the Hartogs extension theorem. By Lemma 11.1, we know that E is defined by an equation of the form:
j=0 a j (z 2 )z j = 0. Let t be a small positive number and fix a small δ Now, using the hypothesis on E and shrinking δ if necessary, we can find small R > 0 such that
Here, (0 ∈)B η (−t) is a small disk centered at −t with radius η and B(t) ⊂ ∆ δ is another disk which contains B η (−t) and 0.
Then, it is easy to see that any (closed) loop in Ω 0 \ E based at certain z 0 ∈ (∆ R × (B η (−t))) \ E can be deformed, relative to the base point and without cutting E, to a loop in (∆ R × B η (−t)) \ E, by our above choices.
Claim 11.2. Suppose that for a sufficiently small η, f can be extended holomorphically to ∆ R × B η (−t). Then f admits a holomorphic extension across 0.
Proof of Claim 11.2:
Let Ω 0 be as defined above. We then notice that the holomorphic hull of Ω 0 is ∆ R × B(t). In fact, for any φ ∈ Hol(Ω 0 ), the following Cauchy integral gives the holomorphic extension of φ to ∆ R × B(t):
Now, since any loop in Ω 0 \ E can be deformed to a loop in ∆ R × (B η (−t)) without cutting E, by the monodromy theorem, one sees that under the hypothesis, f can be extended holomorphically to Ω 0 . Hence, f admits a holomorphic extension to a small neighborhood of the origin. This completes the proof of Claim 11.2.
We next need the following simple topological fact, whose proof is easy and is left to the reader:
Fact: Assume that t, η are sufficiently small. Write z 0 = (ξ, −t) ∈ ∆ R × {−t} \ E for a certain ξ, where R is as chosen before. Then any loop in ∆ R × B η (−t) \ E, which is based on z 0 , can be deformed, relative to the base point and without cutting E, into ∆ R × {−t}. Here, without loss of generality, we assume that the variety E, which has dimension at most 1, is smooth away from 0.
Let t be chosen as in the above fact. By Lemma 11.1, the finite set E ∩ {∆ R × {−t}} stays in ∆(t) ∩ {C 1 × {−t}} ⊂⊂ D, where ∆(t) is as chosen in Lemma 11.1 (a).
On the other hand, since f is holomorphic in a small neighborhood of ∆(t) × {−t}, by the monodromy theorem, we see that f admits a holomorphic extension to a neighborhood of ∆ R × {−t}. Hence by the above fact, the monodromy theorem, and Claim 11.2, we conclude that f admits an extension across 0.
The proof of Theorem C is complete now.
