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Resumo 
Actualmente, a Medicina gera enormes quantidades de dados que nem sempre são 
devidamente analisados e explorados. É objectivo deste trabalho contribuir para o 
processo de extracção de conhecimento em dados na saúde, não só com a descoberta de 
novos conhecimentos, mas também com a definição e implementação de novas 
metodologias com relevância para a gestão hospitalar. 
Para a obtenção de novos conhecimentos, foram investigados e aplicados métodos de 
data mining em dados hospitalares, incluindo técnicas de classificação, de regressão e 
de aglomeração. Para a definição de novas metodologias de extracção de conhecimento, 
foram analisadas e implementadas estratégias de classificação sensíveis aos vários 
custos, económicos e não económicos, normalmente associados a testes médicos. Na 
implementação destas novas estratégias foram utilizadas árvores de decisão modificadas 
para minimizar os custos. 
Em termos de novos conhecimentos, os episódios com internamentos de longa duração 
têm diminuído ao longo dos anos, apesar de as taxas de readmissão e os internamentos 
de curta duração não terem aumentado e de o número de comorbilidades (diagnósticos 
secundários) ter aumentado. Os grandes hospitais têm mais episódios de longa duração 
do que os restantes, mesmo depois de ajustado às características dos doentes. Por outro 
lado, foi definida uma nova estratégia de aprendizagem e de utilização sensível a vários 
custos, incluindo um factor de “risco” associado a cada teste, custos de grupo e custos 
específicos a determinadas situações ou instantes. Na comparação com métodos 
tradicionais, não sensíveis aos custos, os resultados obtidos com a nova estratégia foram 
melhores, com custos globais mais baixos. 
Os novos conhecimentos obtidos poderão ser importantes indicadores para 
determinadas análises de gestão e de planeamento hospitalar na medida em que podem 
indiciar maior eficiência, nomeadamente em relação aos tempos de internamento. A 
nova estratégia de aprendizagem e de utilização sensível aos custos procura ser ajustada 
à realidade e ao pensamento dos profissionais de saúde. Este trabalho conjuga vários 
tipos de custos com relevância na área da gestão em saúde, e sugere como estes poderão 
ser processados. 
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Abstract 
Today’s medicine produces vast quantities of data that is not always properly analyzed 
and explored. The aim of this work is to contribute to the process of knowledge 
discovery in health, namely with the discovery of new, potentially useful, knowledge, 
and also with the definition and implementation of new methodologies relevant for 
hospital management. 
New knowledge was achieved using data mining methods applied to hospital databases, 
including techniques from classification, regression and clustering. For the definition of 
new methodologies for knowledge extraction, cost-sensitive classification strategies 
were analysed and implemented, considering various economical and non-economical 
costs, usually present in medical tests. These new strategies were implemented using 
decision trees modified to account for cost minimization. 
In our results, regards new knowledge, we note that exceptionally high lengths of stay 
(outliers) are decreasing over years, although readmission rates did not increase, low 
lengths of stay did not increase and the number of comorbidities (secondary diagnoses) 
increase. Large hospitals have significantly more outliers than other hospitals, even after 
adjustments for the patients’ characteristics. Concerning new methodologies, we 
defined a new strategy for learning and for utilization, sensible to various costs, 
including a risk factor for each test, group costs and other specific costs. We compared 
our new strategy with traditional, non cost-sensitive, approaches and obtained better 
results, with lower total costs. 
In this study, we applied data mining techniques to medical data and we discovered new 
knowledge. This new knowledge can represent important indicators for some analysis in 
hospital management and planning, as they can point to more hospital efficiency, 
specifically regarding length of stay. Our cost-sensitive learning strategy aim to be 
adjusted to the real world as it includes costs commonly considered by health 
professionals. This work combines different relevant costs in the area of health 
management and suggests how these should be processed. 
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Résumé 
Actuellement, la Médecine produit de grandes quantités de données qui ne sont pas 
toujours correctement analysée et explorée. L’objective de ce travail est de contribuer 
pour le procès d’extraction de connaissance en données de médecine, avec de nouvelles 
connaissances et aussi avec la définition et implémentation de nouvelles méthodologies 
importantes pour la gestion hospitalière. 
Pour l’obtention de nouvelles connaissances, on a étudié et appliqué certaines méthodes 
de data mining dans des données hospitalières, principalement avec des techniques de 
classification, de régression et de partitionnement de données. Pour la définition de 
nouvelles méthodologies d’extraction de connaissance, on a analysé et implémenté des 
stratégies de classification sensibles aux divers coûts, économiques et non économiques, 
habituellement associé aux examens médicaux. Dans l’implémentation de cette nouvelle 
stratégie on a utilisé des arbres de décision modifiés pour minimiser les coûts. 
En considérant les nouvelles connaissances, on a vérifié que, au long des années, les 
épisodes avec des internements de longue durée ont diminué, malgré les taux de 
réadmission et les internements de courte durée n´ont pas augmenté et le nombre de 
comorbidités ont augmenté. Les grands hôpitaux ont plus d´épisodes d´internements de 
longue durée, même après avoir était ajusté aux caractéristiques des patients. À propos 
des méthodologies, on a défini une nouvelle stratégie d’apprentissage et d’utilisation 
sensible à plusieurs types de coûts, avec l’inclusion d’un facteur de « risque » associé à 
chaque test, des coûts de group et des coûts spécifiques de certaines situations ou 
moments. Dans la comparaison avec les traditionnelles méthodes non sensibles aux 
coûts, les résultats obtenus ont été meilleurs, avec des coûts globaux plus bas. 
Les nouvelles connaissances obtenues peuvent être des indicateurs très importants pour 
certaines analyses de gestion et de planification hospitalière, parce qu’ils peuvent 
indicer une plus grande efficience, particulièrement concernant les temps d’internement. 
La nouvelle stratégie d'apprentissage et d'utilisation sensible aux coûts essaye d´être 
ajustée à la réalité et à la pensée des professionnels de la santé. Ce travail a conjugué 
plusieurs types de coûts avec importance dans le secteur de la gestion dans santé, et 
suggère comme ces coûts peuvent être traités. 
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1. Introdução 
Embora a Medicina actual gere enormes quantidades de dados nem sempre estes são 
devidamente analisados ou compreendidos. Neste contexto existe uma grande 
necessidade tanto de investigar melhores métodos de análise de dados como de 
automatizar esses métodos de modo a facilitar a criação de conhecimento. Este 
conhecimento é crucial para apoio à tomada de decisão, quer seja no âmbito da 
prestação de cuidados médicos, de investigação biomédica ou de gestão de unidades de 
saúde (Cios, 2001). Relativamente às decisões é importante que existam esforços na 
análise de medidas que possam influenciar os custos e que possam contribuir para a sua 
minimização (Zubek e Dietterich, 2002). 
Data mining, também conhecido por extracção de conhecimento de base de dados, é o 
processo não trivial de identificação de padrões válidos, novos, potencialmente úteis e, 
fundamentalmente, inteligíveis nos dados (Fayyad et al., 1996a). Existem vários 
exemplos de sucesso da aplicação de técnicas de data mining na área da saúde, com um 
contributo importante no processo de extracção de conhecimento em Medicina. 
Com este estudo pretende-se aplicar técnicas de data mining em bases de dados 
hospitalares, com objectivo de contribuir com novos conhecimentos para o processo de 
tomada de decisão (Goebel e Gruenwald, 1999; Lavrac, 1998; Lee et al., 2000). O 
conhecimento assim descoberto deverá ser avaliado, nomeadamente na valorização da 
informação, na interpretação dos resultados e na avaliação do seu impacto em 
objectivos médicos, de investigação ou de gestão. 
Para além desta pretensão de obtenção de resultados eventualmente relevantes para a 
gestão hospitalar, pretende-se também contribuir com o desenho e implementação de 
novos métodos de descoberta de conhecimento que sejam sensíveis aos custos, 
designadamente aos custos dos erros, aos custos associados aos testes de diagnóstico 
médicos e ainda a outros custos como por exemplo custos específicos a cada doente. 
Conjuntamente com a construção de modelos de decisão sensíveis aos custos, pretende-
se ainda considerar estratégias de teste e de utilização dos modelos que permitam, por 
exemplo, a existência de custos de um grupo de testes ou de custos específicos a 
determinadas situações ou instantes. 
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As bases de dados dos Grupos de Diagnóstico Homogéneos (GDHs), apesar de 
constituírem uma das maiores bases de dados na área da saúde em Portugal (mais de 10 
milhões de registos a nível nacional), são manifestamente pouco utilizadas. Os GDHs 
são uma boa fonte de dados, mas existe pouca extracção de informação a partir destes. É 
assim fundamental a existência de ferramentas que permitam a exploração destas bases 
de dados por forma a possibilitar a validação da consistência clínica dos dados, a análise 
dos mesmos segundo várias dimensões e a detecção de situações clínicas ou 
administrativas anómalas que mereçam a atenção dos gestores, dos epidemiologistas 
hospitalares ou dos clínicos. 
A aplicação de técnicas de data mining a estas bases de dados poderá ser de grande 
utilidade. São exemplos de potenciais contribuições: 
a) Detecção de subgrupos e procura de casos isolados (por exemplo, em relação ao 
tempo de internamento por Serviço1, por hospital ou tipo de hospital, por 
procedimento diagnóstico ou cirúrgico, por sexo ou por ano de alta); 
b) Definição de perfis de utilização e de oferta, ou seja, a caracterização dos 
diagnósticos e procedimentos (médicos ou cirúrgicos) por Serviço hospitalar ou 
por hospital; 
c) Análise da evolução de alguns parâmetros (por exemplo, a fatalidade, as 
comorbilidades ou as readmissões) em várias dimensões (por exemplo, por ano 
de admissão, patologia, dias de internamento, idade). 
Qualquer um dos exemplos referidos poderá ter influência na gestão hospitalar. Uma 
boa caracterização dos internamentos hospitalares e a identificação de situações 
desviantes poderão permitir um bom planeamento, a melhoria das previsões e a eventual 
detecção e correcção de anomalias. Estas questões foram abordadas ao longo dos 
trabalhos de doutoramento sendo que, algumas delas, serão abordadas com mais detalhe 
nesta tese, com destaque para o estudo dos tempos de internamento desviantes, para o 
                                               
1
 Um Serviço hospitalar é uma unidade orgânica funcionando autonomamente, e dispondo de direcção 
técnica específica, podendo constituir um centro de custos [Divisão Geral de Estatística do Departamento 
de Estudos e Planeamento da Saúde, Conceitos Estatísticos em Saúde, Fevereiro 1990] 
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estudo de comorbilidades com influência nos custos hospitalares e para o estudo das 
readmissões hospitalares. 
A aplicação de técnicas de data mining a outras bases de dados hospitalares, como as de 
cuidados intensivos, é também de grande importância (Morik et al., 2000; Imhoff, 
2004). Neste âmbito pode-se destacar as seguintes análises de bases de dados de 
cuidados intensivos, que serão também abordadas com algum detalhe nesta tese: 
a) Estudo do comportamento da fatalidade em relação a determinados factores, 
incluindo índices de probabilidade de morte; 
b) Análise de parâmetros relativos à qualidade de vida em várias dimensões (idade, 
sexo, duração do internamento, grupo diagnóstico, índices de probabilidade de 
morte, etc.). 
c) Estudo dos factores com influência na gravidade da Sepsis e caracterização da 
sua origem. 
Por outro lado, a análise e implementação de algoritmos para a construção de 
classificadores que sejam sensíveis aos custos assume especial relevância, dado que os 
seus produtos (classificadores sensíveis aos custos) podem contribuir não só para a 
redução de custos económicos mas também para a redução de outros tipos de custos, 
como por exemplo os custos associados à perda de qualidade de vida do doente. 
Pretende-se assim que este trabalho ajude a ultrapassar algumas das dificuldades e 
limitações existentes nos sistemas de informação hospitalares e departamentais, 
disponibilizando e facilitando o acesso a informação relevante, possivelmente 
desconhecida até então. A tomada de decisão por parte dos directores de Serviço, dos 
administradores e gestores poderá assim ser mais informada. Por outro lado a tomada de 
decisão será suportada por ferramentas sensíveis aos custos que estão presentes no 
quotidiano dos médicos e dos gestores. 
4 
5 
Estrutura da dissertação 
Após a breve introdução anterior, segue-se um capítulo sobre a extracção de 
conhecimento em medicina, com a definição de data mining, a apresentação das várias 
etapas do seu processo, a enumeração de diversas técnicas (com destaque para as 
árvores de decisão), a indicação de exemplos na área da saúde, a exposição de 
determinadas características específicas do processo de data mining em medicina, e 
ainda uma breve introdução a data envelopment analysis e sua utilização na área da 
saúde. 
O capítulo seguinte (3) é sobre gestão hospitalar, especificamente sobre as questões 
relacionadas com os internamentos, onde se incluem as definições de produto 
hospitalar, de case-mix e dos Grupos de Diagnóstico Homogéneos (GDH). Os GDHs 
são apresentados, nomeadamente a sua origem, características, formação, situação em 
Portugal, relação com o conjunto mínimo de dados, e são ainda introduzidas diversas 
potenciais análises sobre as bases de dados de internamentos hospitalares, 
designadamente os tempos de internamento desviantes, as comorbilidades e as 
readmissões hospitalares. 
No capítulo 4 encontram-se resultados de diversas análises com aplicação na área da 
gestão hospitalar, ao nível dos internamentos hospitalares e dos cuidados intensivos. No 
caso dos internamentos hospitalares são apresentados resultados de dados de um 
hospital central e resultados de análises dos dados de todos os hospitais do Serviço 
Nacional de Saúde, com destaque para o estudo dos tempos de internamento desviantes, 
o estudo da evolução das comorbilidades e o estudo das readmissões hospitalares. Em 
relação aos cuidados intensivos, são apresentados vários resultados da análise de dados 
pediátricos. Em cada uma das análises existe uma breve discussão e apresentação de 
etapas futuras. 
O capítulo 5 é dedicado a vários aspectos da classificação sensível ao custo, onde se 
inclui uma exposição dos diferentes tipos de custos (com realce para os custos de má 
classificação e custos dos testes), a apresentação de várias estratégias para a 
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aprendizagem sensível ao custo, a revisão do trabalho feito na área e a apresentação de 
métodos para a avaliação de classificadores. 
Segue-se o capítulo 6 onde é apresentada as nossas estratégias para a classificação 
sensível ao custo, com definição e explicação de um função de custo, com a explanação 
de estratégias de teste das árvores de decisão sensíveis aos custos, a indicação de 
abordagens futuras, com a apresentação de resultados experimentais das estratégias 
propostas e com uma breve discussão. 
Por último surgem as conclusões, onde se incluem algumas das contribuições deste 
trabalho, limitações e etapas futuras. Referência ainda para os vários anexos na última 
parte deste documento. 
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2. Extracção de Conhecimento em Medicina 
Neste capítulo define-se data mining, apresentam-se as várias etapas do processo de 
extracção de conhecimento de dados, enumeram-se diversas técnicas, com destaque 
para as árvores de decisão, são apresentados exemplos na área da saúde, são expostas 
determinadas características que distinguem o processo de data mining em medicina 
face a outras áreas, e é ainda feita uma introdução ao data envelopment analysis e à sua 
utilização na área da saúde. 
Introdução 
Com o desenvolvimento das tecnologias de informação, tem existido um aumento das 
bases de dados em número, complexidade e rapidez de crescimento, o que leva à 
necessidade de recurso a análises automáticas de grandes quantidades de informação 
heterogénea estruturada (Petrovskiy, 2003). Neste contexto surge a utilização de data 
mining, ou seja a extracção de conhecimento de dados, que tem como objectivo a 
descoberta de dependências escondidas nos dados (Han e Kamber, 2000). 
Na área da saúde, os hospitais da actualidade recolhem, cada vez mais, grandes 
quantidades de dados. Este aumento no volume de dados leva a grandes dificuldades na 
extracção de informação útil para o apoio à tomada de decisão (Bemmel e Musen, 
1997). Os tradicionais métodos de análise de dados manuais são inadequados nestas 
condições, tornando-se indispensável o uso da informática, nomeadamente as 
tecnologias desenvolvidas nesta área multidisciplinar da descoberta de conhecimento 
em bases de dados que é o data mining (Fayyad e Piatetsky-Shapiro, 1996b). 
Estudos, que têm por base os Grupos de Diagnóstico Homogéneos (GDH), mostram que 
se os hospitais conseguirem controlar os tempos de internamento em determinados 
níveis projectados, os custos por admissão bem como os custos do doente por dia 
decrescem (Suthummanon e Omachonu, 2004). A sua análise, quer seja na detecção de 
padrões ou casos desviantes, pode ser de grande relevância na gestão dos hospitais do 
Serviço Nacional de Saúde (SNS). Note-se que praticamente todos os hospitais do SNS 
usam estas bases de dados dos GDHs. 
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Os diversos métodos de data mining, quer sejam a classificação, a previsão, a 
aglomeração, a associação, a detecção de desvios ou outros, podem ajudar na tarefa de 
extracção de informação útil no apoio à gestão das instituições de saúde. 
Definição 
As designações “extracção de conhecimento” (knowledge discovery) e “data mining” 
são muitas vezes usados como sendo sinónimos. No entanto a extracção de 
conhecimento em bases de dados é um processo no qual os métodos de data mining são 
usados para a construção de modelos ou para a descoberta de padrões nos dados. Cada 
iteração do processo de extracção de conhecimento pode usar um determinado método 
de data mining, revelando diferentes características dos dados (que podem ser 
interessantes ou não...). Neste processo de extracção de conhecimento é fundamental a 
interacção com os profissionais de saúde. 
Segundo Frawley “Knowledge discovery in databases is the nontrivial process of 
identifying valid, novel, potentially useful, and ultimately understandable patterns in 
data” (Frawley et al., 1991). 
 
2.1 Processo de data mining 
O processo de data mining (descoberta de conhecimento) engloba várias fases, 
designadamente (i) a percepção do domínio médico, (ii) a compreensão dos dados, (iii) 
a preparação dos dados, (iv) a aplicação de algoritmos de data mining, (v) a avaliação 
do conhecimento descoberto e (vi) a utilização do conhecimento descoberto (Figura 1). 
A preparação dos dados (selecção, pré-processamento) é normalmente a fase mais 
demorada de todo o processo (Feelders et al., 2000). 
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(i) Perceber o domínio médico 
Esta fase envolve trabalhar com os médicos para definir o problema, determinar os 
objectivos médicos, identificar pessoas chave, aprender acerca das soluções correntes 
para o problema, seus requisitos e restrições, determinar critérios de sucesso do ponto 
de vista médico. É importante ainda averiguar a disponibilidade dos peritos e das bases 
de dados, definir critérios de sucesso do ponto de vista de data mining, e preparar um 
plano com a identificação de todos os passos críticos. 
(ii) Compreender os dados 
Esta fase inclui a obtenção dos dados (por ex. uma amostra), o planeamento sobre que 
dados serão usados, a identificação de informação adicional necessária, a descrição da 
base de dados, a verificação dos dados (completude dos dados, redundância, 
identificação de dados erróneos, etc.). Nesta fase é importante ter, em especial, atenção 
para os problemas da confidencialidade dos dados: para além das devidas autorizações 
para uso dos dados, poderá ser necessário o uso da encriptação de dados para que o 
acesso a informação sensível não seja possível. 
(iii) Preparar os dados 
Passo chave de todo o processo, que pode consumir mais de metade de todo o tempo 
gasto. É nesta da fase que são definidos os dados sobre os quais serão aplicados 
métodos de data mining; com justificação da inclusão ou exclusão de dados, com a 
realização de testes de significância e correlação, com amostragem da base de dados, 
com a “limpeza” dos dados seleccionados (correcções, remover ou ignorar ruído, casos 
especiais, valores omissos, etc.), com a produção de novos dados (discretização, 
transformações de alguns atributos, etc.), com a criação de novos registos para os dados 
construídos, com a agregação de informação, ou com a reorganização dos atributos 
(Pyle, 1999). 
10 
(iv) Aplicar algoritmos de data mining 
Outro passo chave que, apesar de ser a etapa onde se revela a nova informação, 
consome normalmente menos tempo do que a fase de preparação dos dados. Esta fase 
inclui a selecção de técnicas de modelação dos dados, a definição de procedimentos de 
treino e de teste, a construção de modelos e a sua avaliação. 
(v) Avaliar o conhecimento descoberto 
Nesta fase tenta-se perceber os resultados, verificar se a nova informação é de facto 
nova e interessante, fazer uma interpretação médica dos resultados, verificar o seu 
impacto nos objectivos médicos. Os modelos aprovados, resultantes da aplicação de 
diferentes métodos de data mining, são então retidos. Depois desta fase poderá existir 
uma análise de todo o processo de descoberta de conhecimento para identificação de 
falhas, passos falsos ou alternativas que podiam ser tomadas. Depois de determinadas as 
várias acções possíveis, poder-se-á criar um ranking destas, com eventual selecção das 
melhores e documentação das razões para a sua escolha. 
(vi) Utilizar o conhecimento descoberto 
Por fim, o conhecimento descoberto poderá ser utilizado nos processos de tomada de 
decisão. Nesta fase, deverá existir um plano para a implementação médica dos 
resultados, com a identificação dos problemas associados à sua implementação, e com 
um plano para a sua monitorização. No final poderá ser produzido um relatório a 
sumariar os resultados de todo o processo. Os resultados anteriores deverão ser 
considerados em futuras utilizações, com eventual revisão de todo o processo. 
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Figura 1 – O processo de extracção de conhecimento2 
                                               
2
 Adaptado de um esquema de Mark Arunasalam (Rensselaer Polytechnic Institute, EUA)  
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Relação com outras disciplinas 
Data mining tem muito em comum com a estatística (Hand, 1999) na medida em que 
ambas as áreas empenham-se na descoberta de estruturas nos dados, no entanto data 
mining aproxima-se muito de outras disciplinas (Bradley et al., 1998), nomeadamente 
aprendizagem automática3 (Kononenko, 2001) e base de dados (Chaudhuri, 1998; Netz 
et al., 2000), e ao contrário da estatística adequa-se ao tratamento de dados 
heterogéneos. Os dados médicos podem por exemplo conter imagens, sinais, 
informação clínica, níveis de colesterol, etc., bem como texto livre resultante da 
interpretação do médico (Trueblood e Lovett, 2001). 
Natureza dos dados, pré-processamento 
No processo de extracção de conhecimento há diversos aspectos directamente 
relacionados com a natureza dos dados que têm que ser considerados na fase de pré-
processamento: 
 A grande quantidade de dados, que obriga normalmente à necessidade de 
amostragem, que deverá ser representativa, no espaço dos dados ou dos 
atributos. 
 A natureza dinâmica dos dados. As bases de dados são constantemente 
actualizadas (novos dados, dados alterados), o que implica a necessidade de 
métodos com capacidade de estender ou modificar o conhecimento adquirido até 
então. 
 Dados imprecisos ou incompletos. 
 Dados com “ruído”. Os métodos devem ser pouco sensíveis ao ruído, dada a 
dificuldade na sua eliminação por inteiro. 
 Valores omissos. Valores acidentalmente não inseridos ou valores 
desconhecidos podem criar problemas para muitos métodos. Para remediar esta 
situação estes valores são por vezes substituídos pelos valores mais prováveis. 
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 Machine learning 
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 Dados redundantes, insignificantes ou inconsistentes, ao nível dos objectos ou 
dos atributos. Os dados são inconsistentes quando são categorizados como 
pertencendo a mais do que uma categoria. 
 
2.2 Métodos e técnicas 
O processo de extracção de conhecimento é suportado por diversos técnicas (Cios, 
2001), sucintamente descritas de seguida. 
Sumarização – técnicas para descrição dos dados, de forma agregada, utilizando 
poucos atributos. 
Análise exploratória de dados – técnicas onde são normalmente usados modelos 
gráficos para a realização de análise de dados exploratória. Pretende potenciar o poder 
de reconhecimento visual do utilizador para, por exemplo, descobrir novos padrões. 
Visualização – técnicas muito importantes para tornar o resultado do processo de 
descoberta de conhecimento mais compreensível para os utilizadores. 
Aglomeração (clustering) – técnicas para descoberta de agrupamentos naturais nos 
dados (clusters). Os objectos são agrupados no mesmo grupo se forem similares entre si 
e simultaneamente dissimilares com objectos de outros grupos. Em algumas aplicações, 
a aglomeração pode ser designada por segmentação (segmentation). Nestas situações, 
onde também se pretende formar grupos de objectos, o número de grupos é escolhido 
por conveniência do investigador. 
Regressão – técnicas para a análise de dependências dos valores de atributos 
relativamente a outros atributos no mesmo objecto, com consequente geração de 
modelos que possam prever valores para novos objectos. 
Classificação (e previsão) – técnicas para construção de classificadores que, para um 
dado conjunto de classes, determinem qual a classe à qual pertence um novo objecto. Os 
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modelos de classificação podem ser usados para a previsão. Para um novo caso, um 
modelo de previsão tenta prever qual o valor que esse caso deverá assumir. A previsão 
pode ser usado para testes de hipóteses. 
Análise de dependências – técnicas para determinação de relações (dependências) 
entre campos de uma base de dados. 
Associação (Link Analysis/Association) – técnicas para descoberta de associações entre 
atributos e objectos, como por exemplo a presença de um padrão dever implicar a 
presença de um outro padrão. 
Análise de sequências – técnicas para a modelação de dados através da análise de 
séries temporais, modelos de séries temporais, redes neuronais temporais. 
Detecção de desvios – técnicas para a procura de casos desviantes (outliers) ou 
“pequenos padrões” nos dados (em contraste com os “grandes padrões” nos métodos de 
associação, classificação ou aglomeração). Os casos desviantes, que são aqueles 
consideravelmente dissimilares ou inconsistentes em relação aos restantes dados, podem 
conter informação útil. 
Estes são alguns exemplos do um vasto leque de técnicas existentes. Mais à frente 
algumas das técnicas serão abordadas com mais detalhe dado a sal relevância para os 
trabalhos associados a esta tese, como por exemplo a classificação (particularmente as 
árvores de decisão). 
O resultado do processo de data mining 
 O resultado de todo o processo (outcome) pode ser apresentado de duas maneiras, com 
estruturas facilmente interpretáveis ou com estruturas não facilmente interpretáveis. Na 
segunda situação encontram-se métodos tipo “caixa-preta” como nas redes neuronais. 
Por outro lado, na situação das estruturas facilmente interpretáveis, encontram-se vários 
métodos de aprendizagem automática, de lógica fuzzy e algoritmos genéticos, que 
podem produzir regras do tipo “if ... then ...” no seu output. As árvores de decisão são 
um bom exemplo dos métodos que apresentam justificação, com os seus modelos a 
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serem facilmente interpretáveis, facilmente utilizáveis e a apresentarem, de certa forma, 
uma estrutura parecida com a encontrada no processo de tomada de decisão de um 
médico, no seu quotidiano. 
 
De seguida são apresentados mais detalhes de duas das principais técnicas utilizadas em 
data mining, nomeadamente a aglomeração, de forma sucinta, e a classificação, com 
uma exposição mais alargada (onde se incluiu a secção 2.3, especificamente sobre 
árvores de decisão). 
 
Aglomeração (Clustering) 
A aglomeração (e a segmentação) pode ser usada para a modelação descritiva dos 
dados, e representa o processo de agrupar um conjunto de objectos em classes similares. 
Exemplos de outras técnicas de descrição dos dados são a estimação de densidade e a 
modelação de dependências. 
A segmentação pretende dividir os dados em grupos homogéneos, com o número de 
grupos a ser escolhido pelo investigador por sua conveniência. Já a aglomeração 
(clustering) é a descoberta de agrupamentos naturais nos dados (clusters) (Hand et al., 
2001a; Han e Kamber, 2000). Ambos (adiante designados unicamente por aglomeração) 
pretendem arrumar os objectos em grupos úteis, com os objectos de cada grupo a terem 
propriedades em comum e que estas sejam diferentes das dos outros grupos. Os objectos 
são agrupados no mesmo grupo se forem similares entre si e simultaneamente 
dissimilares com objectos de outros grupos. Num bom resultado de aglomeração deverá 
existir uma alta similaridade intra-classe e uma baixa similaridade inter-classe. 
Existem muitos algoritmos de aglomeração na literatura e, apesar de a sua categorização 
não ser fácil (Grabmeier e Rudolph, 2002), a maioria dos métodos poderão ser 
classificados nas seguintes categorias (que se certa forma se sobrepõem): métodos de 
partição, métodos hierárquicos, métodos baseados na densidade, métodos baseados em 
grelhas e métodos baseados em modelos (Han e Kamber, 2006). 
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Nos métodos de partição (partitioning methods), dado um conjunto de dados e um 
número n , são construídas k  partições dos dados, onde cada partição representa um 
grupo (cluster), com k n≤ . A procura exaustiva pela melhor situação não é possível, 
dado que, para tal, seria preciso enumerar todas as partições possíveis. Assim, estes 
algoritmos de agrupamento utilizam heurísticas de pesquisa para obter uma boa solução 
que não será necessariamente a melhor. Nos métodos heurísticos mais populares é 
possível encontrar os algoritmos k-means e k-medoids. No algoritmo k-means cada 
grupo é representado pelo valor dos objectos do grupo, enquanto que no k- medoids essa 
representação é feita por um dos objectos perto do centro do grupo. Estes métodos 
funcionam bem para conjuntos de dados pequenos mas têm problemas de 
escalabilidade. Para grandes conjuntos de dados podem ser usados métodos baseados 
em amostragem, como por exemplo o CLARA (Clustering LARge Applications) 
(Kaufman e Rousseeuw, 1990). 
Nos métodos hierárquicos (hierarchical methods), é criada uma decomposição 
hierárquica de um determinado conjunto de objectos. Os métodos hierárquicos podem 
ser classificados como aglomerativos ou divisivos, tendo em conta a forma como a 
decomposição é feita. Na abordagem aglomerativa, que é do tipo bottom-up, a 
decomposição é iniciada com cada objecto a formar um grupo separado. Depois, 
sucessivamente, os objectos mais perto uns dos outros são reunidos, até que seja 
atingida a reunião total (um único grupo) ou até que se verifiquem determinadas 
condições. A abordagem divisiva, do tipo top-down, começa com todos os objectos no 
mesmo grupo. Depois, sucessivamente em cada iteração, um grupo é dividido em 
grupos mais pequenos, até que cada objecto esteja isolado num grupo ou até que se 
verifiquem determinadas condições. Exemplos da aglomeração hierárquica 
aglomerativa são os métodos hclust (hierarchical clustering) e AGNES (AGlomerative 
NESting), enquanto que o método DIANA é um exemplo da aglomeração hierárquica 
divisiva (Kaufman e Rousseeuw, 1990). 
Nos métodos baseados na densidade (density-based methods) o tamanho de cada grupo 
está condicionado à densidade na sua vizinhança, ou seja, o grupo crescerá enquanto o 
número de objectos (pontos) na sua proximidade não ultrapassar um determinado 
limiar. Para cada ponto no grupo, a sua vizinhança num determinado raio terá que 
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conter um determinado número mínimo de pontos. Desta forma, e contrariamente à 
maioria dos métodos de partição, poderá ser possível encontrar grupos com formas 
arbitrárias, não necessariamente esféricas. Um exemplo deste tipo de métodos é o 
DBSCAN (Density-Based Spatial Clustering of Applications with Noise) (Ester et al., 
1996). 
Nos métodos baseados em grelhas (grid-based methods) o espaço dos objectos é 
dividido num número finito de células que formam uma estrutura em grelha (espaço 
“quantizado”), onde todas as operações são efectuadas. A principal vantagem desta 
abordagem é o seu rápido processamento, normalmente independente do número de 
objectos, e dependente do número de células de cada dimensão do espaço “quantizado”. 
Um exemplo deste tipo de métodos é o STING (STatistical INformation Grid) (Wang et 
al., 1997). 
Nos métodos baseados em modelos (model-based methods) é criada uma hipótese de 
modelo para cada grupo e é procurado o melhor “encaixe” de dados para esse modelo. 
Um algoritmo baseado em modelos pode localizar os grupos através da construção de 
uma função de densidade que permita reflectir a distribuição espacial dos pontos. O 
número de grupos pode ser automaticamente determinado via estatísticas básicas, 
considerando o ruído e os casos desviantes (outliers), resultando assim em métodos de 
aglomeração robustos. Exemplos destes métodos são os algoritmos EM (expectation-
maximization), CobWeb (Fisher, 1987) e SOM (self-organizing maps). Os modelos 
utilizados nestes exemplos são diferentes uns dos outros (Han e Kamber, 2006). 
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Classificação 
Classificação e regressão são métodos para a modelação preditiva dos dados. Pretendem 
ambos construir modelos que permitam prever o valor de uma variável tendo 
conhecimento dos valores de outras variáveis. Na classificação a variável a prever é 
categórica, enquanto que na regressão a variável é quantitativa (Hand et al., 2001a). 
Para um determinado conjunto de registos e seus atributos, e tendo por base um 
conjunto de classes, onde cada registo pertence a uma classe, uma função de 
classificação examina os registos e produz descrições das características dos registos de 
cada classe. As estruturas geradas podem então ser usadas para tentar prever a que 
classes pertencem novos registos. 
São muitos os algoritmos de classificação existentes. É possível encontrar 
implementações de algoritmos com metodologias distintas, como por exemplo a 
utilização de métodos Bayesianos (naive Bayes, redes Bayesianas, AODE), redes 
neuronais, algoritmos para a indução de árvore de decisão (ID3, C4.5, C5, CART, 
ramdom trees, forests), aprendizagem de regras (Ripper, PART, decision tables, Prism), 
abordagens que usam hiperplanos (discriminante linear, support vector machines, 
discriminante logístico, perceptrão, Winnow), métodos de aprendizagem lazy (IB1, IBk, 
redes Bayesianas lazy, KStar) (Witten e Frank, 2005). Para além dos algoritmos base, 
existem também algoritmos meta-classificadores que permitem a combinação de 
algoritmos base de diversas maneiras, utilizando por exemplo bagging, boosting e 
stacking. 
As séries temporais são normalmente um tipo especial de regressão, ou ocasionalmente 
um problema de classificação, onde, para um mesmo atributo, diversas medições são 
efectuadas ao longo do tempo (Weiss e Indurkhya, 1997). 
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Regressão logística 
Em alguns dos estudos apresentados em capítulos seguintes desta tese foi utilizada a 
regressão logística binária. A regressão logística é um método muito utilizado na área 
da Medicina. Para informações mais detalhadas sobre regressão logística e a sua 
aplicação na área da saúde, consultar Hosmer e Lemeshow (1989). 
Uma regressão é designada por regressão logística binária (ou regressão logística 
binomial) quando a variável dependente é dicotómica, ou seja, tem apenas duas 
categorias. A regressão logística pode ser usada para prever uma variável categórica 
(um determinado evento) a partir de um conjunto de variáveis independentes (que 
podem ser categóricas ou contínuas). Além disso, pode ser usada para averiguar a 
percentagem de variação que cada variável independente explica na variável 
dependente, para ordenar a importância relativa das variáveis independentes, e ainda 
para averiguar interacções entre variáveis. A probabilidade de um determinado evento 
k (variável dependente), é dado pela fórmula (Hand et al., 2001a): 
 ( )0 1
1
1 exp
k N
i ii
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Xβ β
=
=
+ +∑
 (1) 
Onde 0 ,..., Nβ β  são os parâmetros do modelo e 1,..., NX X  são as variáveis 
independentes. 
Numa regressão logística, os coeficientes podem ser usados para estimar odds ratios 
para cada variável independente no modelo. Existem vários métodos de estimação do 
modelo, através da introdução das variáveis em bloco ou então passo a passo (stepwise). 
Na regressão logística utilizando stepwise, que pode ser forward ou backward, são 
automaticamente determinadas as variáveis a adicionar ou a remover do modelo. Os 
métodos stepwise, dada a sua natureza de modelação “à força bruta”, correm o risco de 
modelação de ruído, devendo idealmente ser usados numa fase inicial de análise 
exploratória dos dados. 
Por motivos de simetria, técnicas com a regressão logística expressam os coeficientes 
como logits e não como odds ratios (um logit é o logaritmo natural do odds ratio). 
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Assim, para interpretar um logit, é normal efectuar-se a sua transformação em odds 
ratio, através da função exponencial. 
Um odds ratio é a razão entre dois odds. Odds é a razão entre a probabilidade de algo 
ser verdadeiro pela probabilidade de não o ser. Quanto maior for a diferença entre o 
odds ratio (OR) e o valor 1,0 mais forte será a dependência (relação) entre as variáveis, 
e quanto mais perto de 1,0 estiver, mas independentes serão as variáveis. Um OR de 1,0 
significa que a variável independente não tem efeito na variável dependente, ou seja, 
são estatisticamente independentes. Nas circunstâncias em que o intervalo de confiança 
a 95% para o odds ratio inclui o valor 1,0, a variável independente em questão não é 
considerada útil. 
Nos estudos apresentados em capítulos seguintes desta tese, as regressões logísticas 
binárias foram obtidas através da utilização do software SPSS for Windows (Statistical 
Package for the Social Sciences) e também do Weka – Data Mining Software in Java4. 
Na secção seguinte, são apresentadas com mais detalhe as árvore de decisão, dada a sua 
importância nos trabalhos desta tese, em especial a sua utilização na estratégia de 
classificação sensível aos custos. 
                                               
4
 http://www.cs.waikato.ac.nz/ml/weka/ 
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2.3 Árvores de decisão 
O problema da aprendizagem a partir de um conjunto de instâncias levou ao 
aparecimento das árvores de decisão como forma de representar modelos que resultam 
da abordagem dividir para conquistar. Os nós de uma árvore de decisão pressupõem 
testes a determinados atributos, normalmente através da comparação com uma 
constante. Existem, no entanto, árvores onde o teste a efectuar consiste na comparação 
entre atributos ou entre atributos e funções de atributos. A cada folha da árvore pode 
estar associado um valor ou uma distribuição das probabilidades das classes, a atribuir 
às instâncias que atinjam a folha em questão. As novas instâncias são classificadas 
numa determinada classe, percorrendo a árvore desde o topo até uma folha, e fazendo os 
devidos testes aos seus atributos em cada nó. 
Na classificação de uma nova instância, os testes a atributos nominais, normalmente, só 
são efectuados uma vez, dado que neste tipo de nós é habitual existir uma divisão da 
árvore para cada categoria do atributo. 
No caso das variáveis numéricas, usualmente, o teste num nó é feito pela comparação 
com uma determinada constante, originando uma divisão binária (ou outra divisão 
múltipla; por exemplo um divisão em 3 sub-árvores: abaixo de um valor v1, entre v1 e 
v2, acima de v2). Nestas circunstâncias, é possível que o mesmo atributo numérico 
possa ser novamente testado na mesma árvore, através da comparação com diferentes 
constantes. 
Os casos omissos podem constituir um problema nas árvores de decisão, dado que, pode 
não ser claro qual o ramo da árvore a seguir se o valor do atributo for desconhecido. 
Existem várias abordagens para resolver este problema. Nalguns casos os valores 
omissos são considerados como um valor possível no atributo, noutros casos serão 
tratados de forma especial e será, por exemplo, usado o valor mais comum naquela 
circunstância. Uma solução possível é a de dividir a instância em partes (com um peso 
para cada parte entre 0 e 1) e distribuí-las pelos diversos ramos e folhas da sub-árvore 
em questão. Estes pesos serão depois usados na decisão associada a cada folha. 
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Construção de uma árvore de decisão 
Os algoritmos para a construção de árvores de decisão têm tido muito sucesso nas áreas 
de aprendizagem automática e de data mining. Para tal sucesso contribuem os factos de 
serem rápidos, efectivos e não precisarem da configuração de muitos parâmetros 
(Provost e Domingos, 2003). Por outro lado funcionam bem com conjuntos grandes de 
dados, com muitas variáveis e com diferentes tipos de dados. Grande parte do mérito 
destas vantagens resulta do facto de existirem algoritmos simples e poderosos para a 
indução de árvore de decisão, implementados em aplicações de software de alta 
qualidade, com destaque para o CART (Breiman et al., 1984) e o para o C4.5 (Quinlan, 
1993). 
A construção de uma árvore de decisão baseia-se num processo recursivo. Escolhe-se 
um atributo para o nó de topo (raiz) da árvore e faz-se um ramo para cada valor possível 
do atributo. De seguida, para cada subconjunto de dados que atinge um determinado 
ramo, aplica-se a mesma regra recursivamente. O desenvolvimento de uma determinada 
parte da árvore pára quando é verificado um determinado critério de paragem. Existem 
várias estratégias associadas ao critério de paragem, sendo que as mais comuns serão: 
quando num nó as instâncias têm todas o mesmo valor (pertencem todas à mesma 
classe); quando as instâncias têm todos os valores iguais aos dos testes, apesar de não 
pertencerem todas à mesma classe; ou quando o número de instâncias é inferior a um 
determinado limite. 
Tradicionalmente a escolha do atributo para um nó é feita tendo por base o ganho de 
informação (information gain) de cada um dos atributos candidatos. Esta medida 
representa a quantidade de informação que será necessária para especificar se uma 
determinada instância que atinja um dado nó da árvore será classificada como não ou 
como sim. O ganho de informação será tanto mais perto de zero quanto maior for a 
proporção da classe sim ou da classe não. Se as instâncias forem todas da mesma classe 
já não haverá lugar à criação de mais qualquer sub-árvore nesse nó. Sendo, 
genericamente, desejável que as árvores sejam o mais pequenas possível é pois 
importante que na sua construção seja dado ênfase a esta medida de ganho de 
informação. 
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Ganho de informação 
A selecção de um atributo num determinado nó é, tradicionalmente, o aspecto mais 
importante na estratégia de indução de árvores de decisão. O algoritmo de indução de 
árvore de decisão C4.5 (Quinlan, 1993) usa a teoria da informação (Shannon, 1948) na 
avaliação das divisões, ou seja, na selecção de atributos. Para tal, são implementados os 
critérios information gain (ganho de informação) e gain ratio (rácio do ganho). 
A informação info num nó t é a entropia (medida em bits): 
( ) ( ){ }2info( ) | log |
j
t p j t p j t= −∑  
Supondo que t é dividido nos sub-nós t1,…, tn pelo atributo A. Então: 
info ( ) info( ) ( ) ( )A i i
i
t t N t N t=∑  
ganho( ) info( ) info ( )AA t t= −  
{ } { }2info da divisão( ) ( ) ( ) log ( ) ( )i i
i
A N t N t N t N t= −∑  
ganho( )
rácio do ganho( )
info da divisão( )
AA
A
=
 
A divisão que permitir o maior rácio do ganho é a escolhida. A opção pela medida rácio 
do ganho em detrimento do ganho de informação, deve-se ao facto de o ganho de 
informação apresentar resultados enviesados quando os atributos a testar têm muitos 
atributos. 
Este processo pode ser generalizado para incluir situações onde ocorram valores 
omissos. 
A utilização do algoritmo CART (Classification and Regression Trees) é outra das mais 
conhecidas abordagens para a construção de árvore de decisão (Breiman et al., 1984). 
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No algoritmo CART a heurística usada para a selecção de atributos é o Gini index. 
Raileanu e Stoffel (2004) compararam formalmente as funções Gini index e ganho de 
informação concluindo que estas funções só não estão de acordo em 2% de todos os 
casos que testaram, o que, na sua perspectiva, explicará o porquê da maioria dos 
resultados empíricos publicados na literatura afirmar não ser possível indicar qual dos 
dois tem melhor desempenho. 
Selecção dos atributos 
Atributos irrelevantes, ou que provoquem diversão, podem muitas vezes confundir os 
sistemas de aprendizagem. Estes atributos irrelevantes podem influenciar negativamente 
a construção das árvores de decisão (Liu e White, 1994). Assim, para evitar esta 
situação, deverá existir uma etapa na aprendizagem, prévia à construção do modelo de 
decisão, onde os atributos irrelevantes deverão ser cuidadosamente eliminados e onde se 
procure manter todos os atributos relevantes. O melhor processo de selecção é o 
manual, usando para tal conhecimento sobre o que os dados de facto representam e 
conhecimento sobre o problema de aprendizagem em questão. Apesar de a melhor 
opção ser a manual, os métodos automáticos podem claramente ajudar neste processo de 
selecção. 
São exemplos destes métodos automáticos os já referidos, ganho de informação, rácio 
do ganho e Gini index, e outros como a symmetric uncertainty, os critérios baseados em 
support vector machines ou a estatística do qui-quadrado. 
Para além dos atributos irrelevantes, Turney (1996a; 1996b) distingue ainda os atributos 
primários dos contextuais, ou seja, os atributos que são úteis para a classificação quando 
considerados isoladamente, sem se considerar outros atributos (primários), e os 
atributos que não são úteis isoladamente mas sim quando combinados com outros 
atributos (contextuais). 
25 
Discretização de atributos numéricos 
O processo de discretização de atributos numéricos é muitas vezes necessário, dado que 
muitos algoritmos de aprendizagem só aceitam atributos nominais. 
Na geração de árvores de decisão os atributos numéricos são analisados numa 
perspectiva local de um determinado nó, e não numa visão global de todos os dados. 
Assim, o algoritmo usa as instâncias que atingem esse nó para decidir qual o atributo 
seleccionado e, caso seja numérico, qual será o melhor ponto de corte. 
Existem vantagens e desvantagens entre a utilização de uma estratégia de discretização 
local face à global. A discretização local permite uma adequação do corte às 
características locais dos dados, ou seja, se o mesmo atributo for usado várias vezes na 
árvore de decisão poderá claramente ter vários valores diferentes de corte, o que não 
acontece na estratégia global. Será, por outro lado, uma desvantagem uma decisão 
tomada localmente com um conjunto diminuto de dados que pode ser muito 
influenciado por atributos irrelevantes. De facto, na indução de árvores de decisão, o 
número de instâncias necessário para se obter um determinado nível de desempenho 
aumenta exponencialmente com o número de atributos irrelevantes presentes (Koller e 
Sahami, 1996). 
Poda 
Os classificadores do tipo árvore de decisão têm como objectivo genérico dividir os 
dados do conjunto de treino em subconjuntos que tenham uma única classe. Este 
processo pode normalmente levar a que a árvore fique demasiado ajustada aos dados de 
treino (over-fitting). O conjunto de treino pode não ser representativo da população 
(existência de ruído ou outros vieses nos dados), e nestas circunstâncias haverá uma 
melhor taxa de acerto com os dados de treino do que com os dados da população. 
Para colmatar estes problemas, a maioria dos algoritmos de indução de árvores de 
decisão efectuam, ou permitem efectuar, a poda (pruning) das árvores. Na realidade, em 
domínios com ruído e variação residual dos dados, a poda pode melhorar a taxa de 
acerto da árvore de decisão até 25% (Mingers, 1989). Normalmente as árvores crescem 
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até ao seu tamanho máximo e são depois sujeitas à poda para evitar o sobre-
ajustamento. No C4.5 a poda é realizada quando a taxa de erro associada à substituição 
de um ramo da árvore por uma folha não é pior que a taxa de erro original. 
O método de poda descrito, com as árvores a crescerem primeiro até ao seu tamanho 
máximo, é designado por post-pruning. Na eliminação dos ramos que não são fiáveis 
são usadas estimativas fiáveis, como os métodos baseados em re-amostragem (holdout e 
cross-validation), os métodos bayesianos (M-estimates da variância) ou métodos 
baseados nas propriedades da amostragem (intervalos de confiança para a variância) 
(Torgo, 1998). 
Uma outra alternativa é a utilização de pre-pruning, onde o crescimento da árvore pára 
sem que a árvore classifique perfeitamente todos os dados de treino. A grande 
dificuldade desta alternativa é a de escolher o limite a partir do qual o crescimento 
deverá parar, já que, para tal, não deverá ser usada informação dos dados de treino. 
Normalmente, estes limites serão estabelecidos por peritos no domínio em questão, 
apesar de existirem métodos com pre-pruning que não o façam e que são supostamente 
eficientes (Yin et al., 2004). 
Interpretação dos resultados 
A questão da interpretabilidade dos resultados obtidos é fundamental nos sistemas de 
apoio à decisão, onde as decisões devem ser devidamente justificadas ao utilizador. A 
este nível, Lavrac (1998) destaca pela positiva as árvores de decisão por normalmente 
fornecerem uma exposição apropriada e poderem ser utilizadas no apoio ao diagnóstico 
sem o uso do computador. Aponta, no entanto, algumas das suas limitações, como o 
facto de poderem não ser suficientemente informativas para o utilizador, o facto de 
poderem por vezes utilizar só alguns atributos do conjunto possível de dados, e o facto 
de pequenas mudanças nos dados iniciais poderem levar a mudanças substanciais na 
árvore de decisão. Estas possíveis limitações podem ser ultrapassadas de modo a não 
diminuir a confiança do utilizador em relação, por exemplo, aos diagnósticos propostos 
e à sua explicação. 
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2.4 Avaliação de classificadores 
Na área da medicina, é possível encontrar exemplos de aplicação de diferentes medidas 
de avaliação de desempenho de classificadores, como a exactidão, a sensibilidade e 
especificidade, e a probabilidade pós-teste5 (Lavrac, 1998). Existem no entanto outros 
métodos para a comparação de classificadores, com ênfase nos problemas de duas 
classes. Entre os mais comuns estão a taxa de má classificação (taxa de erro, que é 
igual a 1 menos a exactidão), o gráfico ROC (Receiver Operating Characteristics) e a 
área sob a curva ROC. 
Dado um classificador e uma instância, e considerando um problema de classificação 
com duas classes, existem quatro resultados possíveis. Se a instância tem um valor 
positivo e é classificada como positiva então o resultado é verdadeiro positivo, se é 
classificada como negativa então é um resultado falso negativo. Por outro lado, se a 
instância tiver um valor negativo e for classificada como positiva então o resultado é 
falso positivo, se for classificada como negativa o resultado é verdadeiro negativo. 
Tabela 1 – Matriz de confusão (tabela de contingência) 
  Classe real  
  Positivo Negativo  
Sim 
Verdadeiro 
Positivos 
Falso 
Positivos 
s  
Classe 
prevista 
Não 
Falso 
Negativos 
Verdadeiro 
Negativos 
n  
  P N  
 
                                               
5
 Valor Preditivo Positivo e Valor Preditivo Negativo; estes valores podem também ser calculados a partir 
da probabilidade pré-teste (prevalência) em conjunto com a sensibilidade e especificidade do teste. A 
Prevalência é a proporção de valores reais positivos (P/(P+N)) e é independente das previsões dos 
classificadores. 
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Consideremos VP = Verdadeiro Positivo, VN = Verdadeiro Negativo, FP = Falso 
Positivo e FN = Falso Negativo. Na matriz de confusão (Tabela 1) os valores da 
diagonal principal (VP e VN) são os casos correctamente classificados enquanto que na 
outra diagonal estão os casos incorrectamente classificados (FP e FN). 
A matriz de confusão é uma ferramenta útil para analisar quão bem um classificador 
consegue identificar casos (tuplos) de diferentes classes. A matriz de confusão da 
Tabela 1 é de duas classes. Para m  classes, a matriz de confusão deverá ser, pelo 
menos, uma tabela de m m∗  entradas. Uma entrada 
,i jM  na linha i  e coluna j  da 
matriz de confusão indica o número de tuplos da classe i  que foram identificados pelo 
classificador como sendo da classe j . Um classificador com boa exactidão terá a 
maioria dos tuplos representados na diagonal da matriz de confusão (entradas 1,1M  a 
,m m
M ), e terá nas restantes entradas valores perto de zero. 
Se existir uma relação de ordem entre as classes, ou seja, se a variável dependente for 
ordinal, então será de esperar que os erros de classificação associados a um bom 
classificador estejam em geral próximos da referida diagonal. Nestas situações, é 
possível definir um custo associado a cada erro, que será tanto maior quanto maior for a 
distância à diagonal. Depois de definida a matriz de custos (com m m∗  entradas) é 
possível calcular o custo médio associado à matriz de confusão. A medição deste custo 
pode ser relevante em problemas de classificação com mais de duas classes, onde será 
importante distinguir entre os erros que estão mais perto e os que estão mais afastados 
da diagonal. 
Tendo em conta a matriz de confusão da Tabela 1, é possível calcular determinadas 
medidas: 
Taxa de VP = Casos positivos correctamente classificados
Número total de casos positivos
   
    
=
VP
P
 
Taxa de FP = Casos negativos incorrectamente classificados
Número total de casos negativos
   
    
= 
FP
N
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Precisão = Valor Preditivo Positivo = VP
s
=
VP
VP FP+
 
Valor Preditivo Negativo = VN
n
=
VN
FN VN+
 
Recall = Sensibilidade = Taxa de VP 
Especificidade = VN
N
= 1 – Taxa de FP 
Exactidão (Accuracy) = VP VN
P N
+
+
= 1 – Taxa de erro 
Medida-F (F-measure)6 = 2 2
1 1
precisão recall
precisão recall precisão recall
⋅ ⋅
=
+ +
 
Tendo por base a Precisão e o Recall é possível definir o desempenho geral médio 
de um classificador binário, para todo o espaço de categorias, através das medidas 
macro-average e micro-average (Sun e Lim (2001); Yang (1999)). Para a macro-
average, é usada uma tabela de contingência para cada categoria, as medidas 
locais são calculadas, e depois são calculados os seus valores médios globais. No 
caso do micro-average as tabelas de contingência das categorias individuais são 
reunidas numa única tabela, onde cada célula (VP, FP, VN, FN) resulta da soma 
das correspondentes células nas tabelas locais. Macro-average atribui um peso 
igual para o desempenho de cada categoria, independentemente de ser uma 
categoria rara ou muito frequente. Por outro lado, micro-average, atribui peso 
igual para cada nova instância, favorecendo assim o desempenho das categorias 
comuns. 
                                               
6
 Conjugação de precisão com recall (sensibilidade): corresponde à média harmónica de ambas as 
medidas, ou seja, para que esta medida seja alta, e comparando com a média aritmética, é necessário que 
ambas a medidas (precisão e recall) sejam altas. Neste caso, esta medida também é conhecida por F1 visto 
a precisão e recall terem o mesmo peso (existe uma fórmula genérica, não apresentada aqui, que permite 
dar mais ou menos peso à precisão face e recall ou vice-versa). 
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Gráficos ROC 
Os gráficos ROC são uma técnica útil para a organização e visualização do desempenho 
de classificadores (Fawcett, 2004). Tradicionalmente são muito utilizados na área da 
medicina (Swets et al., 2000), mas ultimamente têm também, e de forma crescente, sido 
utilizados noutras áreas como em aprendizagem automática7 e em data mining. Em 
medicina são muito utilizadas na avaliação de testes diagnósticos (Zou, 2002). Estes 
gráficos têm propriedades que os tornam especialmente úteis em domínios com 
distribuição de classes desigual e custos diferentes para os erros de classificação. 
Os gráficos ROC representam-se em duas dimensões, com a taxa de VP no eixo dos Y e 
a taxa de FP no eixo dos X, permitindo visualizar a relação entre os verdadeiros 
positivos e os falsos positivos, ou seja, a relação entre a sensibilidade (recall ou taxa de 
VP) e a especificidade (que é igual a 1 – taxa de FP, ou seja, 1 – especificidade = taxa 
de FP). 
 
Figura 2 – Gráfico ROC para três classificadores discretos 
Na Figura 2 pode-se ver um gráfico ROC com informação de três classificadores 
discretos. Neste exemplo, o classificador A é o que apresenta maior taxa de verdadeiros 
positivos e menor taxa de falsos positivos. O classificador C é o pior em ambos os 
níveis. A linha de referência, a diagonal y=x, representa a estratégia de se tentar 
aleatoriamente prever uma classe (ao acaso), ou seja, quando mais longe estiver desta 
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linha (estando no triângulo superior do gráfico) melhor será o classificador. Qualquer 
classificador que esteja no triângulo inferior do gráfico (abaixo da diagonal) tem pior 
desempenho do que o classificador que prevê ao acaso. 
De notar que quanto mais perto estiver do canto superior esquerdo, ponto (0,1), melhor 
será o classificador, pois terá maior taxa de VP e menor taxa de FP. Os classificadores 
com baixa sensibilidade e alta especificidade (baixa taxa de FP), ou seja perto do ponto 
(0,0), são úteis quando têm um resultado positivo, pois normalmente estarão correctos 
(a taxa de falsos positivos é baixa); para estes classificadores, os resultados negativos 
não são muito interessantes, visto poderem ser falsos negativos (a sensibilidade é 
baixa). Por outro lado, os classificadores com alta sensibilidade e baixa especificidade 
(mais perto do ponto (1,0)), normalmente terão maior acerto na classificação dos 
valores positivos, mas têm elevada taxa de FP (os resultados positivos podem ser 
falsos), e são por isso mais úteis quando o resultado é negativo; o facto de o 
classificador ser muito sensível, ou seja, ter elevada taxa de verdadeiros positivos, em 
conjunção com o facto de ter elevada taxa de falsos positivos, faz aumentar a 
importância dos resultados negativos dado que estes têm maior probabilidade de estar 
correctos. 
 
Figura 3 – Curvas ROC para dois classificadores 
Como visto, os classificadores discretos resultam num único ponto no espaço ROC. 
Existem no entanto classificadores, como o Naive Bayes, algumas árvores de decisão e 
as redes neuronais, que podem atribuir uma determinada probabilidade ou um score a 
32 
cada instância. Para estes casos, é possível fazer variar um limiar (threshold) para 
produzir um classificador discreto binário; se o resultado estiver acima do limiar fica 
com o valor de uma classe (por ex. S), senão fica com o valor da outra (por ex. N). Para 
cada valor de limiar diferente é produzido um valor diferente no espaço ROC. Os vários 
pontos obtidos podem ser usados para desenhar uma “curva” no espaço ROC. 
Na Figura 3 podem-se ver exemplos de curvas ROC para dois classificadores. Note-se 
que neste caso o classificador C1 é sempre melhor que o C2. Em geral, as curvas dos 
classificadores podem se cruzar, isto é, um classificador pode ser o melhor numa 
determinada zona mas não o ser noutra. 
Na comparação de vários classificadores é habitual a utilização de um único valor, a 
Area Under the Curve (AUC), que representa a área sob a curva ROC. Este método, 
AUC, tem importantes propriedades estatísticas sendo, por um lado, equivalente ao teste 
de Mann-Whitney-Wilcoxon (Hanley e McNeil, 1982), e por outro, muito relacionado 
com o coeficiente Gini (Breiman et al., 1984). De notar ainda que, para que a avaliação 
de classificadores via AUC seja mais correcta, é necessária a existência de uma medida 
de variância (Fawcett, 2004) obtida, por exemplo, através de validação cruzada 
(normalmente com 10 conjuntos de dados de teste, i.e., 10-fold cross-validation8). 
Geralmente, e de um forma simplista, poder-se-á dizer que quanto maior é a área 
melhor é o modelo. 
No exemplo da Figura 3, às curva C1 e C2 correspondem áreas sob a curva ROC de 
0,86 e de 0,74 respectivamente (a área sob a linha diagonal é de 0,5). Esta medida 
também indica que, como visto anteriormente, o classificador C1 é melhor que o C2. 
Apesar de tradicionalmente a área sob a curva ROC (AUC) ser usada em problemas 
com duas classes, é possível a sua generalização para problemas de classificação com 
                                               
8
 A validação cruzada permite uma melhor estimativa do erro de um modelo. Na validação cruzada k-fold, 
o conjunto inicial de dados é aleatoriamente dividido em k subconjuntos mutuamente exclusivos (folds), 
com aproximadamente a mesma dimensão cada um. A fase de treino e de teste é realizada k vezes, onde 
em cada iteração um dos subconjuntos fica para teste enquanto os restantes dados são usados no treino do 
modelo. A estimação final do erro do modelo resulta da combinação dos k erros (Kohavi, 1995). 
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mais do que duas classes (Hand e Till, 2001b). Um dos métodos para abordar um 
problema com n classes é o de produzir n gráficos, um para cada classe. Em cada 
instante, a classe de referência tem um valor positivo, enquanto que o conjunto de todas 
as restantes classes tem um valor negativo. 
As curvas ROC são muitos úteis para se comparar e perceber a relação entre diferentes 
classificadores, sem se considerar a distribuição das classes ou os erros de má 
classificação. Para ambientes imprecisos e em constante mutação, por exemplo com 
custos de má classificação variáveis, existem variantes a este método, como por 
exemplo o ROCCH (ROC Convex Hull) proposto por Provost e Fawcett (1998; 2001). 
 
2.5 Data mining na área da saúde 
Lavrac (1998) apresentou uma selecção de métodos de data mining para a análise de 
dados em medicina, onde destacou a indução de regras (rule induction), a indução de 
árvores de decisão (decision tree induction), a aprendizagem baseada em instâncias 
(instance-base learning), os classificadores bayesianos (bayesian classifier), utilização 
de conhecimento de anterior na aprendizagem (background knowledge in learning) e a 
programação em lógica indutiva (inductive logic programming). 
Na literatura é possível encontrar referências à aplicação na área da saúde das várias 
técnicas de data mining enumeradas no sub-capítulo 2.2. A título de exemplo apresenta-
se sucintamente algumas das referências encontradas. 
Assim, Sibbritt e Gibberd (2004) usam técnicas de sumarização na análise de conjuntos 
de dados muito grandes; já Spenke (2001) usa a análise exploratória de dados no estudo 
de parâmetros do sangue; técnicas de visualização estão presentes nos trabalhos de 
Robinson e Shapcott (2002), de Chittaro (2001) e também de Falkman (2001), este 
último na odontologia clínica. Por seu lado a aglomeração é usada por Hirano et al. 
(2001; 2004) com a comparação de diversos métodos de aglomeração aplicados a bases 
de dados clínicas, e também por Langford et al. (2001) para a detecção de infecções 
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hospitalares. A regressão está patente nos trabalhos de Motulsky e Christopoulos (2003) 
e de Colombet et al. (2001); Kuo et al. (2001) usam a classificação para o diagnóstico 
de cancro da mama; a análise de dependências é usada por Tsechansky et al. (1999); no 
caso da associação existem vários trabalhos (Brossette et al. (1998), Durand et al. 
(2001), Delgado et al. (2001) e Stilou et al. (2001)). Por outro lado a análise de 
sequências está presente no trabalho de Miksch et al. (1996); já a previsão é usada por 
Holmes et al. (2000) e por Demsar et al. (2001) e, por último, a detecção de desvios é 
usada por Ramaswamy et al. (2000). 
 
2.6 Características de data mining em medicina 
Data mining em bases de dados médicas não é substancialmente diferente de data 
mining em bases de dados de outras áreas. 
Na medicina, face a outras áreas, é possível encontrar características únicas, 
nomeadamente (i) o aumento no uso da imagem como ferramenta de diagnóstico 
preferida em procedimentos médicos; (ii) a interpretação de imagens, sinais ou outros 
dados clínicos muitas vezes escrita em texto livre, não estruturado; (iii) o receio de 
processos legais contra os profissionais de saúde; (iv) a privacidade e segurança; (v) a 
fraca caracterização matemática das estruturas de dados médicas (Cios, 2001; Cios e 
Moore, 2002). Informação mais detalhada sobre estas características pode ser vista no 
Anexo 2. 
 
35 
2.7 Data envelopment analysis  
Por último é feita uma breve introdução, com exemplos, à utilização de uma técnica 
conhecida como data envelopment analysis que tem dado importantes contributos na 
descoberta de conhecimento na área da saúde. 
Data Envelopment Analysis (DEA) é uma técnica de programação matemática que pode 
ser usada no estudo do desempenho de unidades similares, como hospitais, bancos ou 
escolas, ou seja, para determinar a produtividade relativa entre diferentes unidades 
(Ramanathan, 2003). Este modelo de programação pode incluir múltiplos outputs e 
inputs sem a priori recorrer à ponderação e sem requerer a explicita especificação das 
relações funcionais entre inputs e outputs. Apresenta como resultado uma medida 
escalar de eficiência e determina níveis de eficiência de inputs e outputs para as 
unidades em avaliação (Bowlin, 1998). 
A utilização de DEA para medir o desempenho da produtividade dos serviços de saúde 
tem, desde meados dos anos 80, continuamente aumentado (Hollingsworth et al., 1999). 
A gestão hospitalar pretende alcançar determinados objectivos tendo em consideração 
determinadas restrições. Nestas organizações complexas são necessárias medidas para a 
análise de eficiência que revelem os seus compromissos (capacidades e limitações) 
(O’Neil, 1998; Birman et al., 2003). 
São vários os estudos que usaram DEA para obtenção de indicadores de eficiência por 
parte dos hospitais e outras unidades de saúde, por exemplo para determinar a eficiência 
relativa de unidades de prestação de cuidados de saúde primários (Siddharthan et al., 
2000), para avaliar a eficiência ao longo do tempo de hospitais (Prior e Sola, 2000; 
Hofmarcher et al., 2002; Biørn et al., 2003), para comparação de técnicas aplicadas a 
dados hospitalares (Jacobs, 2001), para a avaliação de doentes um unidades de cuidados 
intensivos (Nathanson et al., 2003), para melhorar a capacidade de planeamento dos 
hospitais (Kuntz e Scholtes, 2003), para determinar o quanto os hospitais podem 
aumentar a sua carga de cirurgia programada em cada especialidade (Dexter e O'Neill, 
2004). E, apesar do aumento da utilização de técnicas que pretendam medir a eficiência 
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e produtividade dos serviços de saúde, convém ter algumas cautelas. Estes estudos 
poderão ter alguns problemas relacionados com a dificuldade de medição de outputs 
reais na área da saúde, com a baixa qualidade dos dados, ou com a omissão de viéses 
nas variáveis (Hollingsworth et al., 1999; Hollingsworth, 2003). Ainda segundo 
Hollingsworth, a utilização de DEA é mais útil na identificação de tendências ou teste 
de hipóteses gerais do que na avaliação da eficiência individual de uma organização. 
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3. Gestão Hospitalar 
Neste capítulo, são abordados alguns temas de gestão hospitalar, designadamente 
questões relacionadas com os internamentos hospitalares e os Grupos de Diagnóstico 
Homogéneos (GDH). Os GDHs são apresentados, nomeadamente a sua origem, 
características, formação, situação em Portugal e relação com o conjunto mínimo de 
dados. São ainda introduzidos diversos temas relacionados com as bases de dados de 
internamentos hospitalares, especificadamente a importância do estudo dos tempos de 
internamento desviantes, a importância do estudo das comorbilidades e a importância 
do estudo das readmissões hospitalares. A análise de dados relacionados com a 
actividade hospitalar, nomeadamente através da utilização de técnicas de data mining, 
pode representar um contributo importante para o planeamento e para a gestão 
hospitalar. 
 
3.1 Produto hospitalar 
A necessidade de medir a actividade de um hospital levou ao aparecimento da definição 
de produto hospitalar (Urbano e Bentes, 1990; Ministério da Saúde, 1990). Esta 
necessidade é essencial na medida em que um dos princípios específicos da gestão 
hospitalar refere que o financiamento das actividades dos hospitais será feito em função 
da valorização dos actos e serviços efectivamente prestados, ou seja, de acordo com o 
seu produto (regime jurídico da gestão hospitalar). A definição de produto hospitalar é 
muito complexa, dado que o sistema de produção de um hospital é um dos mais 
complicados dos sistemas de produção existentes, e é difícil adoptar e adaptar métodos 
utilizados noutros sistemas, com dificuldades de vários tipos. O sistema de produção 
hospitalar torna-se ainda mais complexo devido à necessidade de prestar, a cada doente, 
um determinado conjunto específico de bens e serviços, tendo em conta o seu estado de 
saúde. 
Um produto é o resultado de um processo que é posto de alguma forma à disposição do 
consumidor. Nos hospitais existem produtos, como por exemplo os exames laboratoriais 
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ou os cuidados de enfermagem, que são consumidos pelos doentes mediante a 
intervenção dos profissionais de saúde. São os médicos, e outros profissionais de saúde, 
que analisam as necessidades do doente (consumidor) e especificam quais os bens e 
serviços que este necessita, ou seja, são feitos produtos à medida para cada consumidor. 
O produto hospitalar pode, portanto, ser referido como “o conjunto específico de 
outputs que cada doente recebe em função das suas necessidades e como parte do 
processo de tratamento definido pelo médico” (Urbano e Bentes, 1990). 
Note-se que para cada doente, num hospital, são disponibilizadas grandes quantidades 
de bens e serviços, o que faz com que o hospital tenha uma enorme quantidade de 
produtos diferentes, originando grandes dificuldades na medição da produção do 
hospital. 
 
3.2 Case-mix 
O case-mix de um hospital é, basicamente, a variedade de situações clínicas dos doentes 
que trata. Os sistemas case-mix têm sido implementados em larga escala na América do 
Norte, na Europa Ocidental e na Austrália (e posteriormente na Europa de Leste e na 
Ásia) para financiamento e para medição da performance dos hospitais. A sua função é 
a de categorizar os doentes por grupos tendo por base informação clínica, e tem como 
objectivo fazer distinguir diferenças clínicas e de custo entre os grupos de doentes 
(Roger France, 2003b; Sutherland e Botz, 2006). 
O índice de case-mix (ICM) é o coeficiente global de ponderação da produção de um 
hospital, reflectindo a sua relatividade face aos outros, em termos da sua maior ou 
menor proporção de doentes com patologias complexas e, consequentemente, mais 
consumidoras de recursos (InterSIM, 2003). 
O ICM de um hospital é a medida de combinação dos seus GDHs face à dos outros 
hospitais, e corresponde à média das ponderações dos doentes tratados nesse hospital. 
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Calcula-se multiplicando o número de doentes saídos em cada GDH pelo respectivo 
coeficiente de ponderação e dividindo depois pelo número total de doentes saídos. 
O ICM é calculado anualmente pelo IGIF (Instituto de Gestão Informática e Financeira 
da Saúde) e é utilizado nas contas que levam à determinação da dotação orçamental de 
cada hospital. 
 
3.3 Grupos de diagnóstico homogéneos (GDHs) 
O desenvolvimento de sistemas de classificação de doentes durante as décadas de 70 e 
80 (século passado) contribuiu significativamente para a viabilização da descrição dos 
produtos hospitalares que resultam dos seus doentes internados. O sistema dos GDHs 
foi um do que mais sucesso teve e, rapidamente, foi adaptado e implementado em vários 
países por todo o mundo. 
Os GDHs (Grupos de Diagnóstico Homogéneos, no original DRG – Diagnosis Related 
Groups) são um sistema de classificação de internamentos de doentes agudos que 
permite definir, operacionalmente, os produtos de um hospital (Urbano e Bentes, 1990; 
Rodrigues, 1993; Roger France, 1993a; Bentes et al., 1996-97). Este sistema de 
classificação de doentes permite relacionar o tipo de doentes que o hospital trata com os 
custos que estes acarretam ao hospital. Para a sua definição são usadas determinadas 
variáveis que podem explicar os custos hospitalares e que estão associadas aos doentes 
tratados, nomeadamente o diagnóstico principal, as intervenções cirúrgicas, os 
diagnósticos secundários, a idade, o sexo e o destino após alta. Um dos objectivos na 
sua concepção era a criação de grupos que fossem coerentes tanto em termos clínicos 
como em termos de consumo de recursos. 
Os GDHs foram desenhados e desenvolvidos nos anos 70 na Universidade de Yale com 
a finalidade de constituir um sistema de pagamento prospectivo, tendo vindo a ser 
rotineiramente utilizados pelo Medicare (sistema de saúde americano) desde 1986. 
Pertencem às medidas de case-mix desenvolvidas nos EUA para identificar diferenças 
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clínicas entre grupos de doentes, bem como para comparar grupos similares entre 
diferentes hospitais (Fetter et al., 1980; Rodrigues, 1993). Os GDHs derivam de uma 
extensão da Classificação Internacional de Doenças9 (CID) e são usados para facilitar o 
reembolso e a análise de casos do tipo case-mix (Evers et al., 2002). Estes grupos, úteis 
para actividades de gestão e planeamento, não têm a especificidade clínica para terem 
valor nos cuidados médicos de um doente ou na investigação clínica. Em Portugal são 
usados desde 1989. 
Características dos GDHs 
A classificação dos GDHs foi elaborada tendo em conta a necessidade de obterem 
grupos que tivessem significado do ponto de vista médico e que fossem homogéneos no 
tipo de recursos hospitalares que consumissem. 
O sistema dos GDHs foi construído de modo a ter as seguintes características: 
- Ser interpretável do ponto de vista médico, com subclasses de doentes em 
categorias de diagnóstico homogéneas. 
- As classes individuais deviam ser definidas de acordo com as variáveis que 
estavam habitualmente disponíveis nos hospitais, que fossem relevantes para 
futuras utilizações e que fossem pertinentes tanto para a condição do doente 
como para o processo de tratamento. 
- Devia existir um número maneável de classes, com preferência para as centenas 
em vez dos milhares, que fossem mutuamente exclusivas e exaustivas, ou seja, 
deviam cobrir todas as possíveis condições de doença, sem sobreposições, no 
contexto dos hospitais de agudos. 
- As classes deviam conter doentes que fossem semelhantes em termos de 
consumo de recursos. 
- Os grupos podiam ser usados para várias finalidades como o planeamento e a 
gestão dos hospitais. 
                                               
9
 No original em inglês: ICD – International Classification of Diseases 
41 
 
Formação dos GDHs 
A formação original dos GDHs teve por base uma análise de bases de dados de 
hospitais de agudos, utilizando um sistema estatístico interactivo para estabelecer 
relações entre certos tipos de atributos clínicos e demográficos dos doentes internados e 
o consumo de recursos do hospital. 
A formação do sistema de classificação dos GDHs pode ser descrito pelas seguintes 
etapas: 
- Os diagnósticos, classificados na Modificação Clínica da CID, foram divididos 
em Grandes Categorias Diagnósticas (GCDs), correspondendo aos vários 
sistemas de órgãos do corpo humano e às especialidades médicas. O diagnóstico 
principal, a principal razão para a admissão no hospital, foi usado para 
direccionar os episódios de internamento para as GCDs. 
- Na maioria das GCDs, a primeira divisão foi feita tendo em conta a presença ou 
ausência de um procedimento cirúrgico que ocorre, em princípio, num bloco 
operatório. Estes procedimentos foram organizados hierarquicamente desde o 
maior até ao menor consumidor de recursos hospitalares. 
- Os doentes sem procedimentos no bloco operatório foram agrupados em 
categorias de doença e organizados também hierarquicamente, desde o maior 
consumidor até ao menor consumidor de recursos. 
- Alguns dos primeiros agrupamentos (médicos e cirúrgicos) foram 
posteriormente subdivididos de acordo com a presença ou ausência de 
malignidade, comorbilidade substancial ou complicações substanciais. A idade 
foi também um factor usado em algumas partições. 
GDHs em Portugal 
O sistema dos GDHs é o sistema de case-mix habitualmente mais utilizado para o 
reembolso e medição de performance dos hospitais. Em Portugal é utilizado desde 1990 
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(Bentes et al., 1993) e teve um impacto positivo na produtividade e na eficiência técnica 
de algumas tecnologias de diagnóstico (Dismuke e Sena, 1997). 
O governo português é simultaneamente o principal pagador e o principal fornecedor de 
cuidados de saúde hospitalares. Originalmente, os componentes chave do modelo de 
distribuição de recursos baseado nos GDHs eram os pesos dos GDHs, os índices de 
case-mix hospitalares, os preços base corrigidos dos hospitais e o número total de altas 
(Bentes et al., 1993). O modelo então utilizado considerava ajustamentos para as 
ocorrências de casos desviantes (baixos e altos) e para as situações de transferência para 
outros hospitais de agudos. 
A intenção inicial de, gradualmente, passar de um orçamento baseado nos anos 
anteriores para um sistema de financiamento baseado nos GDHs não ocorreu. 
Inicialmente o modelo baseado nos GDHs era utilizado para determinar 10% dos 
orçamentos. Mas, mesmo esse pequeno passo, foi abandonado e os GDHs tornaram-se 
tendencialmente num sistema de preços para os pagadores externos ao SNS 
(companhias de seguros, por exemplo) (Pereira et al., 1997). Entretanto o modelo 
baseado nos GDHs evoluiu e, desde 1997, uma parte crescente do orçamento passou a 
ser calculada com este modelo por base. Desde os 10% em 1997, alcançou os 50% em 
2002 (Bentes et al., 2004). 
Actualmente, os orçamentos hospitalares são calculados usando o número de doentes 
que o hospital espera tratar durante um ano, em vários componentes. Para todas as altas 
hospitalares (doentes equivalentes) que sejam classificadas como GDHs médicos existe 
um preço único, predeterminado. Analogamente, são também predeterminados preços 
únicos para outros grupos, como para os GDHs cirúrgicos com admissão programada, 
para os GDHs cirúrgicos com admissão não programada (de urgência), para as cirurgias 
de ambulatório, para as consultas externas e para as idas às urgências hospitalares. Para 
os dias de internamento em cuidados intensivos são aplicadas taxas específicas. Alguns 
procedimentos (ex.: cirurgia de vitreorretinopatia, queratomileusis) e alguns meios 
auxiliares (ex.: radiologia) tinham também taxas específicas no passado mas são agora 
taxados via GDHs. Para alguns grupos é ainda aplicado um índice de case-mix diferente 
e específico. A produção hospitalar aquém dos objectivos iniciais, ou que seja 
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excedente, está também contemplada no contrato anual. Por prestarem um serviço de 
saúde público, alguns recebem uma compensação extra no seu orçamento. 
Conjunto mínimo de dados 
Os sistemas de informação hospitalar contêm uma enorme quantidade de dados 
administrativos, financeiros e médicos. O aumento do uso da informática para dar 
suporte à informação na medicina levou à proliferação de sistemas independentes numa 
grande parte da Europa Ocidental (Roger France, 1993a). Essa proliferação originou 
uma grande quantidade de sistemas de informação e comunicação distintos. Por outro 
lado é de referir que esses sistemas eram usados basicamente para fins de gestão, não 
havendo sistemas que integrassem a gestão, o planeamento e o tratamento de doentes. 
Apesar das diferenças existentes de país para país, existem características comuns nos 
métodos internos de gestão dos hospitais. É normal, e comum, a necessidade de 
obtenção de indicadores básicos de patologias de doentes e do uso de recursos. 
O conjunto mínimo de dados (MBDS – Minimun Basic Data Set) surgiu no 
Luxemburgo em 1973, desenvolvido por um grupo de trabalho europeu na área 
biomédica (BMWG, BioMedical WorkGroup), em representação do comité europeu 
para a informação e documentação na ciência e tecnologia. Este grupo estava incumbido 
do desenvolvimento de sistemas de informação na área da medicina que envolvessem, 
particularmente, registos médicos. Após várias etapas de pesquisa e desenvolvimento, o 
conceito de MBDS foi aplicado pela primeira vez a doentes hospitalizados. 
O MBDS é, basicamente, um conjunto de informações dos doentes internados, formado 
pelos elementos mais vulgarmente disponíveis e mais utilizados. As variáveis 
inicialmente incluídas no MBDS foram a identificação do hospital, o número de doente, 
o sexo, a idade, o estado civil, a residência, a data de admissão, a duração do 
internamento, o destino após alta, os diagnósticos principal e secundários, os 
procedimentos cirúrgicos e de obstetrícia, e outros procedimentos significativos. 
O objectivo principal do MBDS era o de fazer com que os sistemas de informação 
hospitalar tivessem pelo menos um conjunto mínimo de dados que permitissem 
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comparações entre instituições a vários níveis, nomeadamente a nível da gestão, 
planeamento, avaliação e investigação. Ao MBDS podem no entanto estar associados 
alguns problemas, como por exemplo as diferenças na forma como diferentes médicos 
codificadores identificam o diagnóstico principal ou os critérios diferentes usados no 
cálculo dos casos desviantes de país para país. 
O MBDS teve um sucesso rápido na Europa devido essencialmente às necessidades de 
medir a produtividade, a eficiência e a qualidade dos cuidados de saúde, necessidades 
essas que podiam ser realizadas a partir dos dados recolhidos. 
Em Portugal verificaram-se várias alterações no conjunto mínimo, como por exemplo o 
número de doente ser sequencial e único por hospital, e o número nacional de 
identificação não ter sido implementado. 
Dados administrativos 
No contexto dos sistemas de informação hospitalar é comum falar-se das bases de dados 
dos GDHs, compostas por dados clínico-administrativos, onde se incluem as variáveis 
do conjunto mínimo. Estas bases de dados, ditas administrativas, podem conter dados 
incorrectos e com determinados problemas de qualidade, mas comportam dados que 
estão facilmente disponíveis, são relativamente baratos e são frequentemente utilizados 
(Iezzoni, 1997; Torchiana e Meyer, 2005). Em algumas situações podem ser a única 
fonte de dados disponível para estudar uma determinada questão clínica. Assim, e 
apesar de vários problemas existentes (Calle et al., 2000; Powell et al., 2003; Sutherland 
e Botz, 2006; Williams e Mann, 2002), os dados administrativos podem, por exemplo, 
ser utilizados para a produção de indicadores de qualidade ou para o estudo e 
comparação de actividades hospitalares (Jarman et al., 1999; Scott et al., 2004; Zhan e 
Miller, 2003). 
Estas bases de dados são importantes para a gestão dos hospitais, quer seja a nível local 
(cada hospital), regional (administrações regionais de saúde) ou nacional (Ministério da 
Saúde). São dados com alguns problemas mas que têm muito potencial que não tem 
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sido devidamente aproveitado. É possível melhorar o seu conhecimento a vários níveis, 
e contribuir com conhecimento novo que justifique ou facilite a tomada de decisão. 
De seguida são apresentados três áreas de análise, e respectiva revisão da literatura, com 
potencial interesse para a gestão dos hospitais: os tempos de internamento desviantes, as 
comorbilidades e as readmissões hospitalares. 
 
3.4 Tempos de internamento desviantes 
Quando um determinado objecto não está de acordo com o comportamento geral dos 
dados é considerado um caso desviante (outlier) (Han e Kamber, 2000). Normalmente 
os casos desviantes são muito diferentes ou inconsistentes em relação aos restantes 
dados. Podem ser um erro mas podem também resultar da natural variabilidade dos 
dados, e podem ocultar informação desconhecida e importante. Em data mining, a tarefa 
de detecção e análise de casos desviantes é designada por outlier mining. 
Não existe uma técnica universal para a detecção de casos desviantes, sendo necessário 
considerar vários factores. Tanto na estatística como na aprendizagem automática10 é 
possível encontrar várias metodologias diferentes (Hodge e Austin, 2004; Lee et al., 
1998; Podgorelec et al., 2005; Ramaswamy et al., 2000). Tipicamente os métodos de 
análise de casos desviantes seguem uma abordagem estatística, uma abordagem baseada 
nas distâncias ou uma abordagem baseada nos desvios (Han e Kamber, 2000). 
O tempo de internamento é uma importante medida da actividade dos hospitais e por 
isso, naturalmente, existem vários sistemas para a sua modelação e previsão (Abe et al., 
2005; Kraft et al., 2003; Marshall et al., 2005; Shu-Kay et al., 2006). No entanto, Taheri 
et al. (2000) dizem que, para a maioria dos doentes, os custos directamente atribuíveis 
                                               
10
 Machine learning 
46 
ao último dia de internamento no hospital são economicamente insignificantes, e 
representam em média 3% do total dos custos. 
Especificamente, o estudo dos casos desviantes no tempo de internamento é essencial 
para a gestão e financiamento dos hospitais. Tradicionalmente, no contexto dos sistemas 
de financiamento dos hospitais, estes casos desviantes no tempo de internamento eram 
designados por doentes excepcionais, onde os casos desviantes altos são os doentes 
excepcionais de longa duração e os casos desviantes baixos são os doentes 
excepcionais de curta duração (Bentes et al., 1996-97). Actualmente, e segundo 
publicações do Ministério da Saúde (2006) e do IGIF (2006), as designações oficiais 
para os vários tipos de episódio de internamento são as seguintes: 
− Episódio de curta duração, caso o tempo de internamento seja igual ou inferior 
ao limiar inferior de excepção do respectivo Grupo de Diagnóstico Homogéneo 
(GDH); 
− Episódio de longa duração, caso o tempo de internamento seja igual ou superior 
ao limiar superior de excepção do respectivo GDH; 
− Episódio de evolução prolongada, caso o tempo de internamento seja igual ou 
superior ao limiar máximo de excepção do respectivo GDH; 
−  Episódio normal, caso o tempo de internamento esteja entre os limiares inferior 
e máximo de excepção do respectivo GDH. 
Para cada GDH, o limite a partir do qual um determinado internamento é considerado 
excepcional é denominado limiar de excepção, e é calculado, pelo IGIF, de acordo com 
os intervalos inter-quartis das distribuições de cada GDH (IGIF, 2006). Os episódios de 
curta duração e os episódios de evolução prolongada designam-se por episódios 
excepcionais de internamento. No caso dos episódios de evolução prolongada o limiar 
máximo de cada GDH corresponde a duas vezes o respectivo limiar superior de 
excepção menos a demora média do GDH (IGIF, 2006). 
O pagamento destes casos desviantes é importante porque pode, por um lado, proteger 
os doentes que sejam a priori mais dispendiosos, e por outro proteger os hospitais de 
despesas com casos invulgares (Lee et al., 1998). O tempo de internamento só em parte 
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explica os custos hospitalares: não existe uma correlação perfeita entre o tempo de 
internamento e os custos hospitalares, mas esta é, no entanto, uma relação muito forte 
(Cots et al., 2003). Um estudo feito com dados de dois hospitais públicos espanhóis 
revelou que 4,8% dos episódios de internamento, identificados como episódios de longa 
duração, representam 15,4% do número total de dias de internamento e 17,9% dos 
custos totais (Cots et al., 2000). Em Portugal, nos hospitais públicos, não existem custos 
reais para cada internamento. 
Cots et al. (2003) compararam quatro diferentes métodos para a identificação de casos 
desviantes no tempo de internamento (episódios de longa duração), para situações em 
que os custos de internamento eram desconhecidos. Os seus resultados mostraram que a 
utilização do limiar superior de excepção resultante da média geométrica mais dois 
desvios padrão levava a um maior nível de concordância entre o tempo de internamento 
e os custos e, simultaneamente, exponha uma maior proporção dos episódios de longa 
duração. A distribuição do tempo de internamento tem uma grande assimetria positiva 
(lognormal) (Diehr et al., 1999) e por isso a média geométrica, que é igual à média 
aritmética quando calculada sobre uma transformação logarítmica, pode ser usada. 
Num outro estudo, Cots et al. (2004) analisaram a relação existente entre o nível de 
estrutura dos hospitais e a presença de episódios de longa duração. Nesse estudo, os 
episódios de longa duração representavam 4,5% do total de tempos de internamentos 
hospitalares. Verificaram ainda que os grandes hospitais urbanos tinham 
significativamente mais episódios de longa duração (5,6%) do que os hospitais de 
tamanho médio (4,6%) e do que os hospitais pequenos (3,6%). 
Pirson et al. (2006) estudaram os casos desviantes nos custos de um hospital belga e, em 
relação ao consumo de recursos, detectaram 6,3% de casos com consumo elevado e 
1,1% de casos desviantes com consumo reduzido. Nesse trabalho, consideraram que a 
média geométrica não era útil na detecção dos casos desviantes baixos, e por isso 
escolheram um método diferente. Assim, usaram o percentil 75 mais uma vez e meia o 
âmbito inter-quartil para a selecção de casos desviantes altos (episódios de longa 
duração) e o percentil 25 menos uma vez e meia o âmbito inter-quartil para a selecção 
de casos desviantes baixos (episódios de curta duração). 
48 
Bentes et al. (1993) descreveram a experiência com a utilização dos GDHs no 
financiamento dos hospitais portugueses, e verificaram que entre 1989 e 1990 o número 
de casos desviantes no tempo de internamento aumentou 2,5%. No entanto, referiram 
que o aparente aumento poderia não ser real porque, para muitos GDHs, os limites 
utilizados estavam fixados em níveis baixos. Apesar desta situação, os hospitais centrais 
diminuíram a proporção de casos desviantes entre os dois anos (-4,8%). Confirmaram 
ainda que os hospitais maiores tinham também custos maiores, mesmo considerando os 
índices de case-mix. 
A utilização de técnicas de data mining pode contribuir decisivamente para se perceber 
que factores influenciam os tempos de internamentos desviantes e qual a sua evolução 
ao longo do tempo. 
 
3.5 Comorbilidades 
Uma comorbilidade é um diagnóstico secundário, ou seja, uma condição de doença que 
não a principal, já existente aquando da admissão do doente. Por outro lado, uma 
complicação é uma condição adquirida durante o internamento hospitalar. 
O estudo das comorbilidades é importante na investigação de serviços de saúde, nos 
estudos epidemiológicos e nos ensaios clínicos (Dominick et al., 2005; Schneeweiss e 
Maclure, 2000). O seu estudo é, também, muito importante no planeamento dos 
cuidados de saúde e na definição de políticas para a saúde, pois pode permitir perceber 
qual o estado de saúde da população em geral. Por outro lado, na literatura científica há 
indícios de que a variabilidade intra-GDH pode ser reduzida refinando os grupos de 
classificação (GDHs), de maneira a que considerem a presença de determinadas 
complicações e comorbilidades (Preyra, 2004). 
Grande parte dos trabalhos sobre as comorbilidades estudam as suas consequências e 
poucos são os que estudam as suas causas (Gijsen, 2001). Em termos de consequências, 
as comorbilidades têm influência a vários níveis, por exemplo na mortalidade, na 
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qualidade de vida, na utilização de recursos de saúde e nas estratégias de tratamento. No 
entanto, as consequências de determinadas combinações de doenças dependem de 
muitos factores. As causas podem estar relacionadas com demografia, genética, riscos 
biológicos, estilo de vida, ambiente social, ambiente físico, cuidados de saúde, etc. 
Existem várias metodologias para a determinação das comorbilidades (de Groot et al., 
2003). Estes métodos podem incluir os questionários aplicados aos pacientes (Katz et 
al., 1996), a abstracção de registos clínicos electrónicos (Uldall et al., 1994) ou a 
utilização de bases de dados administrativas (Esper et al., 2006). Por conterem muitos 
dados e serem de fácil acesso, as bases de dados administrativas (conhecidas em 
Portugal como bases de dados dos GDHs) tendem a ser cada vez mais utilizadas. Apesar 
das suas virtudes, estas bases de dados têm também alguns problemas, nomeadamente 
relacionados com erros de codificação, casos omissos e outras inconsistências nos dados 
(Iezzoni, 1997; Schwartz et al., 1999). 
Três dos principais índices de comorbilidades baseados em bases de dados 
administrativas são o de Charlson, o de Elixhauser e o RxRisk-V. O índice de 
comorbilidade de Charlson (Charlson et al., 1987) é um índice com pesos, que variam 
entre 1 e 6, associados a cada uma das 19 comorbilidades definidas. O valor do índice 
resulta da soma dos pesos de cada comorbilidade e pode variar entre 0 e 33. Os pesos 
foram obtidos através da observação da associação entre cada comorbilidade e o risco 
de mortalidade durante um ano, num coorte11 de doentes hospitalizados. O método de 
Charlson foi posteriormente adaptado para bases de dados que usem a Classificação 
Internacional de Doenças, 9ª Revisão, Modificação Clínica (CID-9-MC) (Deyo et al., 
1992). O método de Elixhauser (Elixhauser et al., 1998) utiliza também os códigos 
ICD-9-CM e é também, tal como o anterior, utilizado para prever a mortalidade, mas 
tem um processo de cálculo e um leque de comorbilidades diferentes. Alguns estudos 
recentes apontam para uma melhor previsão da mortalidade pelo método de Elixhauser 
(Dominick et al., 2005; Southern et al., 2004; Stukenborg et al., 2001). O RxRisk-V é 
                                               
11
 O termo “coorte” é utilizado na medicina para designar um grupo de indivíduos que têm um conjunto 
de características em comum e que são observados durante um período de tempo para analisar a sua 
evolução. 
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um índice de comorbilidade baseado em dados da farmácia hospitalar e apresenta bons 
resultados na previsão dos custos totais de saúde (Sales et al., 2003). 
As comorbilidades e complicações têm influência nos custos hospitalares, ao nível do 
tempo de internamento e do consumo de recursos, entre outros. Elixhauser et al. (1998) 
identificaram um conjunto de 30 comorbilidades (Tabela 2) que estão associadas a um 
aumento substancial do tempo de internamento, das despesas hospitalares e da 
mortalidade. Comparativamente com outros trabalhos na área, identificaram ainda 
comorbilidades que não eram normalmente medidas (por exemplo pelo índice de 
Charlson) e que eram também importantes indicadores dos resultados hospitalares, 
nomeadamente as doenças mentais, abuso de drogas, abuso de álcool, transtornos de 
fluidos e electrólitos, deficiência de coagulação, obesidade e perda de peso. 
As comorbilidades são identificadas e separadas do diagnóstico principal de forma 
automática, o que permite uma fácil aplicação às bases de dados hospitalares (bases de 
dados dos GDHs), para um vasto leque de doenças. 
Tabela 2 – As 30 comorbilidades, identificadas por Elixhauser et al. (1998), com influência nos custos 
hospitalares 
Insuficiência cardíaca congestiva VIH e SIDA 
Doença valvular Linfoma 
Transtornos de circulação pulmonar Cancro metastático 
Transtornos vasculares periféricos Tumor sólido sem metástases 
Hipertensão, não complicada Artrite reumatóide / doenças vasculares do colagénio 
Hipertensão, complicada Deficiência de coagulação 
Paralisia Obesidade 
Outros transtornos neurológicos Perda de peso 
Doença pulmonar crónica Transtornos de fluidos e electrólitos 
Diabetes sem complicações crónicas Anemia por perda de sangue 
Diabetes com complicações crónicas Anemia por deficiência 
Hipotiroidismo Abuso de álcool 
Insuficiência renal Abuso de drogas 
Doença do fígado Psicoses 
Doença péptica ulcerosa crónica Depressão 
 
51 
De realçar ainda que a separação entre complicações e comorbilidades, usando somente 
a informação constante nas bases de dados administrativas, não é um processo 100% 
fiável. Note-se que esta separação não existe tradicionalmente nas bases de dados 
administrativas e não pode ser claramente inferida a partir dos GDHs. De facto vários 
estudos mostram algumas falhas na separação entre complicações e comorbilidades para 
alguns diagnósticos (Roos et al., 1997; Glance et al., 2006; Stukenborg et al., 2004). 
Uma possível solução para esta questão poderá porventura passar por registar 
informação adicional para cada diagnóstico secundário, nomeadamente sobre se o 
diagnóstico estava presente ou não aquando da admissão do doente ao hospital (Glance 
et al., 2006). 
As complicações hospitalares são normalmente esperadas devido ao curso natural das 
doenças ou devido a efeitos adversos de determinados tratamentos. No entanto, as 
complicações podem também estar relacionadas com uma maior ou menor qualidade 
nos cuidados de saúde prestados (Librero et al., 2004). 
Como as comorbilidades e complicações são identificadas através dos diagnósticos 
secundários é importante verificar se o seu número se mantém ao longo dos anos ou, no 
caso mais provável, aumenta com os passar dos anos. Assim, é importante que exista 
um ajuste dos resultados obtidos à possível evolução do número de diagnósticos 
secundários. Em hospitais com sistemas de pagamento prospectivo, nomeadamente os 
que usam o sistema dos GDHs, é normal a existência de um aumento no número de 
diagnósticos secundários codificados ao longo do tempo (Serden et al., 2003). 
Também neste domínio, a utilização de técnicas de data mining pode contribuir 
decisivamente para melhor se perceber quais as comorbilidades associadas a maiores 
consumos de recursos hospitalares e perceber também a sua evolução ao longo do 
tempo. 
52 
3.6 Readmissões hospitalares 
Apesar de muitas vezes serem inevitáveis, as readmissões são normalmente usadas 
como um indicador de qualidade nos cuidados de saúde (Jiménez-Puente et al., 2004). 
A sua utilização como indicador de qualidade acontece porque têm maior frequência do 
que outros possíveis indicadores, em geral é considerado que uma melhoria na 
qualidade dos cuidados de saúde prestados pode diminuir as readmissões (algumas 
readmissões são consideradas evitáveis), e podem facilmente ser obtidas a partir das 
bases de dados administrativas (Ashton e Wray, 1996). 
Na literatura são vários os estudos que tentam perceber se as readmissões podem ser 
usadas como indicadores da qualidade dos serviços de saúde. 
Luthi et al. (2004) estudaram a relação entre as readmissões e os doentes com 
insuficiência cardíaca e concluíram que as readmissões não eram um indicador válido 
para a qualidade dos cuidados de saúde prestados a esses doentes. Noutro estudo, 
Kossovsky et al. (2000) concluíram que em relação aos doentes com insuficiência 
cardíaca congestiva as readmissões não planeadas estão mais associadas a 
características clínicas e demográficas do que à qualidade dos cuidados de saúde no 
hospital. Benbassat e Taragin (2000) referem que globalmente as readmissões não são 
um indicador de qualidade útil, mas que taxas elevadas de readmissão para condições de 
doença específicas (como diabetes ou asma brônquica) podem identificar potenciais 
problemas de qualidade na prestação dos cuidados de saúde. 
Por outro lado, existem vários estudos que afirmam que a qualidade da prestação dos 
cuidados de saúde influência a readmissão. Ashton et al. (1995) verificaram que uma 
deficiente qualidade na gestão de cuidados de saúde aumenta o risco de readmissões em 
doentes com insuficiência cardíaca, diabetes e doença pulmonar obstrutiva. Frankl et al. 
(1991) concluíram que 9% das readmissões num hospital universitário eram evitáveis. 
Rich et al. (1995) sugerem que determinadas mudanças nas intervenções hospitalares 
podem reduzir as readmissões, melhorar a qualidade de vida e reduzir os gastos 
hospitalares em doentes idosos com insuficiência cardíaca congestiva. Outros (Naylor et 
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al., 2004; Griffiths 2004) concluíram também que alterações ao nível dos cuidados de 
enfermagem (planeamento das altas com seguimento dos doentes em casa) podem 
diminuir o número de readmissões e de mortes em doentes com insuficiência cardíaca, 
com diminuição nos custos de prestação de cuidados de saúde. Halfon et al. (2002) 
desenvolveram um método para monitorização de readmissões potencialmente evitáveis 
(num hospital universitário) e verificaram que, das readmissões ocorridas, 13% eram 
evitáveis. Outros estudos mostraram também que características dos doentes, como a 
idade, o sexo, a história médica e comorbilidades estão correlacionadas com as 
readmissões (Chin e Goldman, 1997; Moloney et al., 2004; Billings et al., 2006), assim 
como determinadas características dos hospitais (Heggestad, 2002). 
Se nuns trabalhos as readmissões são estudadas como indicadores de qualidade, noutros 
o principal objectivo é medir o seu impacto em termos económicos, como por exemplo 
a utilização das taxas de readmissão nos esquemas de financiamento dos hospitais ou os 
gastos em admissões evitáveis (Friedman e Basu, 2004). 
Não existe uma definição uniforme para as readmissões. Não há consenso na 
determinação do espaço temporal máximo até ao qual é considerada readmissão (Brown 
e Gray, 1998), não há consenso na inclusão das readmissões urgentes ou planeadas, nem 
há consenso na necessidade da existência de relação entre os diagnósticos da admissão 
anterior e os da readmissão (Jiménez-Puente et al., 2004). A maioria das readmissões 
ocorre num espaço de 30 dias e, de facto, a maioria dos trabalhos científicos usa este 
intervalo de tempo (Maurer e Ballmer, 2004). Dependendo das patologias estudadas, as 
taxas de readmissão em adultos variam entre os 5 e os 29% (Hasan, 2001). Não será 
certamente alheia a tão grande amplitude a não utilização de uma definição uniforme. 
Apesar de tudo, o problema principal não está na definição de readmissão, mas sim na 
definição de qualidade e de responsabilidade (Weissman, 2001). Não será importante 
usar os resultados de estudos nesta área para a definição de políticas, mas sim tentar 
perceber se existirão modificações nas readmissões ao longo do tempo e, caso existam, 
tentar perceber o que mudou e quais são as suas implicações. 
Os custos do SNS relacionados com as readmissões são elevados. Em alguns casos as 
readmissões podem representar metade dos internamentos, com os custos das 
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readmissões a poder chegar aos 60% dos gastos do hospital (Weinberger et al., 1996). E 
se poderá não existir consenso acerca da utilização da taxa de readmissões como 
indicador de qualidade, já não restarão tantas dúvidas de que as readmissões 
representam um grande peso nos custos hospitalares. Por isso é importante que sejam 
estudadas, em especial para se averiguar a evolução ao longo dos anos. Também aqui, 
data mining pode ter um contributo relevante. 
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4. Análises na área da Gestão Hospitalar 
Neste capítulo são apresentados resultados da aplicação de algumas técnicas de data 
mining na área da gestão hospitalar, ao nível dos internamentos hospitalares e dos 
cuidados intensivos. No caso dos internamentos hospitalares são apresentados 
resultados de dados de um hospital central e resultados de análises dos dados de todos 
os hospitais do SNS, com destaque para o estudo dos tempos de internamento 
desviantes, o estudo da evolução das comorbilidades e o estudo das readmissões 
hospitalares. Em relação aos cuidados intensivos, são apresentados resultados da análise 
de dados pediátricos. A dimensão destes dois conjuntos de dados é muito distinta, isto é, 
no primeiro grupo de análises tratam-se de base de dados de âmbito hospitalar local ou 
nacional, com centenas de milhar ou milhões de registos, enquanto que os conjunto de 
dados de cuidados intensivos limitam-se a centenas ou escassos milhares de casos. Em 
cada uma das análises existe uma breve discussão e apresentação de etapas futuras. As 
técnicas utilizadas centraram-se principalmente nas árvores de decisão, na regressão 
logística e na aglomeração. 
 
4.1 Internamentos hospitalares 
Nesta secção apresentamos um conjunto de análises realizadas sobre dados de 
internamentos hospitalares (base de dados dos GDHs). O primeiro conjunto de análises 
incide sobre dados de um hospital central, enquanto que um segundo conjunto de 
análises incide sobre os dados de todos os hospitais públicos do SNS. Este segundo 
conjunto de análises é composto pelo estudo dos tempos de internamento desviantes, 
pelo estudo da evolução das comorbilidades e pelo estudo das readmissões hospitalares. 
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Análise de internamentos num hospital central 
Nas análises seguintes foi utilizada uma base de dados de internamentos de um hospital 
central. Com os exemplos sucintos apresentados pretende-se mostrar o potencial que 
esta base de dados poderá ter para a gestão hospitalar ou departamental. São 
apresentadas algumas análises estatísticas (estatística descritiva e teste de hipótese), 
bem como resultados da aplicação de técnicas de aglomeração/segmentação aos dados. 
As análises apresentadas relacionam-se em grande parte com o tempo de internamento, 
dada a sua importância em termos de custos para o hospital (Polverejan et al., 2003). 
São ainda apresentadas análises para a fatalidade e para o diagnóstico principal, 
segundo variáveis como o Serviço de admissão, o ano de admissão, o sexo e a idade. 
Descrição sumária dos dados 
A base de dados estudada, de um hospital central, continha registos de internamentos 
hospitalares desde 1989 e contava, em meados de 2003, com cerca de 585.000 registos 
de internamento, relativos a 411000 doentes. A taxa de fatalidade global era de 4.4%. 
Da totalidade dos internamentos verificou-se que 51,5% eram do sexo feminino. Já o 
tempo de internamento tinha uma distribuição assimétrica positiva, com mediana de 5 
dias de internamento. A idade ia dos 0 aos 103 anos, com média de 39 anos. Por outro 
lado o valor facturável era em média de 1880 €, mas podia chegar aos 8.294.430 €. O 
número de internamentos por doente variava entre 1 e 165, sendo a mediana de 1 e o 
percentil 97.5 de 5 internamentos. Para melhor se perceber o tipo de dados em questão 
ver, em anexo, outras estatísticas (Anexo 5) e um modelo simplificado da base de dados 
(Anexo 6). No Anexo 7 pode-se ver estas variáveis por grupos, para melhor percepção 
dos seus âmbitos. 
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Algumas análises estatísticas 
O tempo de internamento, ao ser uma das variáveis que mais influência tem nos custos, 
é naturalmente uma das variáveis de análise mais importante. Esta é, tipicamente, uma 
variável com distribuição assimétrica positiva (Figura 4). 
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Figura 4 – tempo de internamento para a totalidade dos casos 
Seguem-se algumas análises sucintas ao tempo de internamento por sexo, ao número de 
internamentos por ano e por sexo, ao tempo de internamento por ano de alta, e ainda 
uma análise a uma selecção de dados com o diagnóstico principal a pertencer ao 
conjunto das neoplasias malignas. 
Análise do tempo de internamento por sexo 
Será que existe alguma diferença nos tempos de internamento entre homens e 
mulheres? 
Dada a natureza da distribuição da variável tempo de internamento, aplicou-se o teste 
não paramétrico de Mann-Whitney e obteve-se um valor de p muito pequeno (p=0,001), 
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ou seja, há de facto uma diferença estatisticamente significativa entre os tempos de 
internamento de doentes homens e mulheres. Numa análise às distribuições dos tempos 
de internamento por sexo, constatou-se que os homens ficam mais tempo internados do 
que as mulheres (percentil 25 = 2 e percentil 75 = 13 para os homens versus 2 e 11 para 
as mulheres). 
Análise do número de internamentos por ano e por sexo 
Será que existe uma evolução no número de internamentos ao longo dos anos e por 
sexo? 
Incluindo na análise anterior os anos de alta (anos completos de altas entre 1989 e 
2002), notou-se que em geral existiu uma evolução crescente no número de 
internamentos por ano e que foram mais as mulheres internadas do que os homens 
(Anexo 7). 
Será que existe alguma diferença no número de internamentos por ano e por sexo? 
Verificou-se que com o passar dos anos o número de mulheres internadas aumentou 
mais do que o número de homens (Anexo 7). Estas diferenças são estatisticamente 
significativas (p<0,001 via teste do qui-quadrado de Pearson). 
Tempo de internamento por ano de alta 
Será que existe uma evolução no tempo de internamento ao longo dos anos? 
Pela análise de algumas estatísticas descritivas (Anexo 8) constatou-se parecer existir 
uma diminuição ao longo dos anos. 
Aplicando o teste não paramétrico de Kruskal-Wallis, para uma amostra de 10% dos 
casos, obteve-se um valor de p muito significativo (p<0,001). A diminuição nos tempos 
de internamento ao longo dos anos é significativa. 
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Excluiu-se os casos onde o número de dias era superior a 100 (0,3% dos casos), 
seleccionou-se nova amostra de 10% dos casos e obteve-se resultados semelhantes 
(p<0,001). Ou seja, eventuais casos desviantes não influenciam a tendência verificada. 
Estudo das neoplasias malignas 
Nesta análise, e a título de exemplo, procedeu-se à selecção dos registos que tiveram um 
diagnóstico de alta de neoplasia maligna. Foi uma vertente de análise diferente, onde se 
pretendia mostrar o interesse da análise de determinadas patologias. De notar que o 
comportamento de várias variáveis muda significativamente quando se estuda uma 
diferente patologia, ou seja um conjunto de dados com características diferentes. 
A selecção de casos teve por base o diagnóstico principal do internamento hospitalar, ao 
qual correspondiam 785 códigos distintos da CID-9-MC. Foram incluídas na análise as 
variáveis sexo, tempo de internamento, idade, resultado, diagnóstico principal, Serviço 
de admissão e data de admissão. Os dados foram restritos a anos completos (1989 a 
2002, inclusive) e restaram 32.791 casos para análise. 
Neste conjunto de internamentos, 56,6% dos doentes eram do sexo masculino. A taxa 
de fatalidade total era de 11,8% (13,1% nos homens e 10,1% nas mulheres). 
Através de uma análise gráfica dos dados (Anexo 9) verificou-se que em relação à idade 
dos doentes com neoplasia maligna existia uma diminuição no número de casos até aos 
20 anos, com posterior aumento progressivo no número de casos. Já o tempo de 
internamento tinha uma distribuição assimétrica positiva, ou seja, a maioria dos doentes 
ficou pouco tempo internado, diminuindo progressivamente o número de doentes 
internados com o aumentar do tempo de internamento. Em relação à frequência por ano 
de admissão houve um aumento progressivo de casos com o passar dos anos. 
 
Aglomeração de departamentos hospitalares 
Nesta secção apresentam-se alguns resultados da aplicação de técnicas de aglomeração, 
nomeadamente para a formação de grupos no par de variáveis idade e tempo de 
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internamento e também para a formação de grupos em relação a um conjunto de 
estatísticas dos Serviços de admissão. 
Idade e tempo de internamento 
Com esta análise pretende-se formar grupos de casos com características similares nas 
variáveis idade e tempo de internamento, através de técnicas de segmentação. 
Para tal foram aplicados os métodos de partição k-means e clara 12 para a idade e tempo 
de internamento com vários tamanhos das partições experimentados. No Anexo 10 
podem-se consultar os gráficos com os resultados da aplicação destes dois métodos 
(com 2 partições). Note-se que a não existência de uma clara definição de possíveis 
fronteiras poderá ter também influência na obtenção de grupos com centros diferentes 
para ambos os métodos. De qualquer maneira qualquer um dos métodos resultou na 
formação de um grupo de idosos com mais tempo de internamento em relação ao outro 
grupo onde as idades são jovens.  
Estatísticas por Serviço de admissão 
Nesta análise pretende-se formar grupos de Serviços de admissão que tenham 
características (neste caso estatísticas) em comum. 
Na preparação dos dados os Serviços com baixa frequência foram à priori agrupados. 
As estatísticas recolhidas para cada Serviço foram a percentagem de falecidos, a 
percentagem de homens, a idade média e o tempo de internamento médio (ver Anexo 
11). 
As relações, duas a duas, entre as diversas estatísticas calculadas encontram-se no 
gráfico do Anexo 12. 
                                               
12
 Consultar o capítulo “Extracção de Conhecimento em Medicina” e, para informações adicionais, os 
manuais “R: A Language and Environment for Statistical Computing” e “The cluster Package”, 
disponíveis em http://cran.r-project.org/ 
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Aplicando métodos de agrupamento hierárquicos (hclust e Diana 12), para as estatísticas 
por Serviço foram obtidos os dendrogramas constantes na Figura 5 e na Figura 6 e que, 
apesar de à primeira vista parecerem diferentes, têm exactamente os mesmos grupos, ou 
seja, estão organizados da mesma maneira. 
Os resultados obtidos servem especialmente para mostrar que as utilizações de técnicas 
de aprendizagem não supervisionadas, onde se inclui aglomeração, podem também dar 
origem a resultados interessantes e potencialmente úteis para a gestão hospitalar. Por 
exemplo, nas estatísticas por Serviço hospitalar, será possível a um gestor perceber 
quais os Serviços com características mais similares e consequentemente também os 
com características mais dissimilares. No exemplo anterior, e considerando as 
estatísticas que lhe deram origem, pode-se ver que os Serviços 2 e 3 são similares entre 
si e que o Serviço 14 é muito dissimilar em relação aos restantes Serviços. A mesma 
metodologia poderia ser aplicada para outras características dos Serviços hospitalares 
(estatísticas ou outro tipo de indicadores de gestão). 
De futuro, estas técnicas serão utilizadas no estudo de outros problemas e será alargado 
o âmbito de aplicação para as bases de dados administrativas de nível nacional, que têm 
estrutura similar à utilizada nestas experiências. 
Na secção seguinte apresenta-se um estudo sobre a influência de determinados factores 
nos tempos de internamento hospitalares desviantes. 
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Figura 5 – Dendrograma para as estatísticas por Serviço via hclust 
 
  
Figura 6 – Dendrograma para as estatísticas por Serviço via Diana 
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4.2 Tempos de internamento desviantes 
Os custos hospitalares estão associados ao tempo de internamento e, dado não existirem 
custos reais para cada internamento, o estudo dos tempos de internamento e em 
particular o estudo dos casos desviantes é importante para a gestão e financiamento dos 
hospitais. 
Objectivo 
Com este estudo pretende-se estudar factores que possam explicar os casos desviantes 
no tempo de internamento utilizando dados administrativos (bases de dados dos GDHs). 
Os factores em estudo incluem o ano de alta e o tipo do hospital. 
Material e métodos 
A base de dados dos GDHs, que está associada ao sistema de financiamento dos 
hospitais portugueses, foi a principal fonte de dados para esta análise. Esta base de 
dados, assente no conjunto mínimo de dados (MBDS), é utilizada na maioria dos 
hospitais públicos de agudos do SNS. Não foram incluídos nesta análise dados de 
hospitais privados. O acesso aos dados foi facultado pelo IGIF. 
Os dados em questão são relativos a altas de 5 anos consecutivos, entre os anos de 2000 
e 2004. 
Média e desvio padrão geométricos 
Para um conjunto X = {x1, x2, …, xn} a média geométrica ( gx ) define-se da seguinte 
maneira: 
1
1 2
1
nn
n
g i n
i
x x x x x
=
 = = ⋅ ⋅⋅ ⋅  ∏  
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A média geométrica de X é igual ao resultado da aplicação da função exponencial sobre 
a média aritmética do logaritmo natural de X: 
1
11
1
exp ln
nn n
g i i
ii
x x x
n ==
   = =      ∑∏  
A média geométrica está relacionada com as distribuições lognormais, ou seja as 
distribuições que são normais no conjunto de valores transformados pelo logaritmo 
natural. 
Associado à média geométrica surge normalmente o desvio padrão geométrico ( gs ). O 
logaritmo natural do desvio padrão geométrico de X é igual ao desvio padrão aritmético 
do logaritmo natural dos valores de X: 
( ) ( ) ( )1 1ln , , ln , , lng n ns x x s x x  =    … …  
Aplicando a função exponencial em ambas as partes, obtém-se: 
( ) ( ) ( )( )1 1, , exp ln , , lng n ns x x s x x=   … …  
Importação dos dados 
Depois de um processo simples de importação e validação dos dados, 12,1% dos casos 
foram excluídos e permaneceram 4.685.831 internamentos para análise. Neste processo 
várias regras de validação foram aplicadas, com a rectificação dos dados em alguns 
casos e com a sua exclusão noutros casos. A maioria dos casos excluídos não mantinha 
a integridade referencial da base de dados, nomeadamente devido ao uso incorrecto dos 
códigos de diagnósticos da CID-9-MC. 
Nota importante: os tempos de internamento com zero dias foram convertidos para um 
dia. Fez-se essa transformação porque, apesar de o doente entrar e sair no mesmo dia, 
houve consumo de recursos, pelo menos ao nível dos serviços hoteleiros (serviços 
administrativos, cama, refeições, lavandaria, limpeza, etc.). 
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Preparação dos dados 
Tempo de internamento: Variável dicotómica, com as categorias Sim ou Não, 
conforme seja ou não um episódio de longa duração. Para cada GDH (HCFA 
16.0) foi definido um limite de excepção para determinar se o tempo de 
internamento era ou não um caso desviante, ou seja, se era ou não um episódio de 
longa duração. Para tal foi usada a média geométrica mais duas vezes o desvio 
padrão, isto porque, segundo Cots et al. (2003) este método leva a um elevado 
grau de concordância entre os custos e o tempo de internamento, permitindo a 
identificação da maioria dos custos extremos. 
Limiar superior: 2gj jx s+ ⋅   (MG+2DP) 
gjx : média geométrica para os tempos de internamento do GDH j 
js : desvio padrão aritmético para os tempos de internamento do GDH j 
 
A média geométrica é usada em vez da média aritmética porque a distribuição do 
tempo de internamento por GDH é lognormal (distribuição assimétrica positiva) e, 
para estes casos, esta é uma medida de tendência central mais estável. 
Em concordância com a utilização da média geométrica pode ser também 
utilizado o desvio padrão geométrico, ou seja, o resultado da aplicação da função 
exponencial ao desvio padrão calculado na distribuição logarítmica dos tempos de 
internamento. Esta segunda opção, mais natural, foi também usada na detecção de 
episódios de curta e de longa duração. Originalmente, nos EUA e também em 
Portugal, os limiares de excepção eram definidos por este processo, ou seja, os 
limites inferior e superior eram definidos da seguinte forma: 
Limiar inferior: ( ) ( ){ }exp ln 2 lnj jx X s X   − ⋅      (L1) 
Limiar superior: ( ) ( ){ }exp ln 2 lnj jx X s X   + ⋅      (L2) 
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Onde: 
jX  Conjunto de tempos de internamento do GDH j 
exp
 
Função exponencial 
x
 
Média aritmética 
ln
 
Logaritmo natural 
s  Desvio padrão aritmético 
Ano de alta: variável com cinco categorias relativas aos anos de alta entre 2000 e 2004. 
Tipo de hospital: utilizando informação disponível em várias publicações nacionais (na 
sua maioria do IGIF) foram definidos as seguintes três variáveis relacionadas com 
o tipo de hospital: 
Grupo administrativo – variável composta pelos grupos tradicionalmente 
utilizados em relatórios publicados pelo IGIF que agrupam os hospitais em 
“Hospitais centrais”, “Hospitais distritais” e “Hospitais distritais de nível 1” 
(Bentes et al., 1993; IGIF, 2004a; IGIF, 2004b; IGIF, 2004c). 
Grupo económico – uma outra abordagem do IGIF para agrupar os hospitais 
similares, em quatro grupos. No seu agrupamento, o IGIF utilizou três factores, 
nomeadamente escala/leque de valências, complexidade/case-mix, e básico versus 
intermédio (IGIF, 2004d). Esta variável foi recodificada para ficar com as duas 
categorias “Grupo I” e “Grupo II, III e IV”. A categoria “Grupo I” diferia da outra 
na medida em que incluía os hospitais especializados, mais complexos e com mais 
tecnologia. 
Com ensino universitário? – Foi definida uma variável com três categorias para 
identificar se um hospital pertencia ao grupo dos grandes hospitais universitários 
(com mais de 1000 camas), ao grupo dos outros hospitais com ensino universitário 
(com menos de 1000 camas), ou ao grupo dos hospitais sem ensino universitário. 
Esta variável foi incluída na análise dado que os custos de saúde são geralmente 
superiores nos hospitais universitários comparativamente com os hospitais sem 
ensino universitário (Dalton et al., 2001; López-Casasnovas e Sáez, 1999; 
Mechanic et al., 1998; Rosko, 2004; Shanahan et al., 1999; Yuan et al., 2000), 
facto provavelmente explicado, em parte, pelos case-mix mais complexos, pelos 
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custos de mão-de-obra superiores, pelos custos da educação médica graduada, ou 
pelo uso de tecnologia mais sofisticada (Taylor et al., 1999). 
Comorbilidades: na definição desta variável foi aplicado o método de Elixhauser, 
originalmente definido por Elixhauser et al. (1998) e actualizado pela instituição 
americana Agency for Healthcare Research and Quality (AHRQ) através do 
projecto Healthcare Cost and Utilization Project (HCUP) (HCUP, 2006). Neste 
processo foram utilizados os diagnósticos secundários na determinação da 
ausência (0) ou presença (1) de cada uma das 30 comorbilidades. O índice final 
utilizado neste trabalho resultou do somatório dos valores calculados, ou seja, 
representou o número de condições de comorbilidade presentes. 
Idade: a variável idade foi recodificada nos cinco grupos comuns “[0 a 17] anos”, “[18 
a 45] anos”, “[46 a 65] anos”, “[66 a 80] anos”, “Mais de 80 anos”. 
Complexidade do GDH Adjacente: na definição desta variável foram considerados 
três grupos (Cots et al., 2004), baixa (inferior ao 1º quartil), média (do 1º ao 3º 
quartil) e alta (superior ao 3º quartil). Foram utilizados os GDHs adjacentes (no 
original, A-DRG – Adjacent DRG) porque pretendia-se excluir da nova variável 
informação acerca das comorbilidades/complicações e dos escalões etários 
existentes na variável original dos GDHs. 
Assim, o conjunto inicial de 499 GDHs (HCFA 16) foi reduzido a 338 GDHs 
adjacentes. Para cada GDH adjacente foi considerado o peso relativo mais baixo 
associado aos respectivos GDHs. O peso relativo é o coeficiente de ponderação 
que reflecte o custo esperado para tratar um doente típico de um determinado 
GDH e está expresso em termos relativos face ao custo do doente médio nacional 
(que por definição tem um coeficiente de ponderação de 1,0). Os pesos em 
questão foram os publicados na Portaria nº 132/2003 do Diário da República (I 
Série-B) de 5 de Fevereiro (Ministério da Saúde, 2003). 
Readmissão: variável com as categorias “Não readmissão” e “Readmissão”, relativa 
aos doentes readmitidos no mesmo hospital num espaço de 30 dias. Não foi 
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possível seguir as readmissões em hospitais diferentes porque o identificador 
utilizado é único para cada hospital. 
Tipo de admissão e de GDH: variável que resultou da combinação do tipo de admissão 
(programada ou não programada) com o tipo de GDH (cirúrgico ou não cirúrgico) 
(Cots et al., 2004), tendo dado origem às 4 categorias “Programado e cirúrgico”, 
“Programado e não cirúrgico”, “Não programado e cirúrgico” e “Não programado 
e não cirúrgico”. 
Mortalidade: variável que resultou da transformação do destino após alta num variável 
dicotómica, com os valores “Vivo” ou “Falecido”. 
Distância desde a residência até ao hospital: variável com a distância calculada em 
linha recta e posteriormente dividida nos quatro grupos, “[0 a 5] km”, “]5 a 20] 
km”, “]20 a 60] km” e “Mais de 60 km”. 
 
Na análise destes dados foram usadas técnicas da estatística e de aprendizagem 
automática. 
Um modelo de regressão logística binária foi estimado para cada variável independente 
(modelo não ajustado) e para a maioria das variáveis em simultâneo (modelo ajustado). 
Os dados foram explorados através do método stepwise (inclusão progressiva de 
variáveis independentes) e os modelos finais foram estimados pelo método enter. 
As técnicas de aprendizagem automática usadas foram essencialmente as árvores de 
decisão, construídas individualmente e também para todas as variáveis em simultâneo. 
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Resultados 
Episódios de longa duração 
Nos 4.845.394 casos estudados, 3,3% eram episódios de longa duração (com a definição 
MG+2DP). A mediana (média) do tempo de internamento para estes episódios foi de 29 
dias (39,1 dias) e foi de 3 dias (5,8 dias) para os restantes episódios. Apesar de 
representarem somente 3,3% do número total de casos, estes episódios de longa duração 
perfizeram 18,8% do somatório total de dias de internamento. 
A Tabela 3 apresenta informação relativa às variáveis estudadas e a sua influência 
nestes episódios de longa duração. 
Estatísticas descritivas 
O número de doentes saídos (altas hospitalares) aumentou ao longo dos anos, e a 
proporção de episódios de longa duração diminui continuamente, desde 3,8% em 2000 
até 2,9% em 2004. 
Nos hospitais centrais (com 3,7%) foram detectados relativamente mais episódios de 
longa duração do que nos outros dois grupos de hospitais administrativos (ambos com 
3,0%). Nos grupos económicos, os hospitais do “Grupo I” representaram 9,5% dos 
internamentos e tiveram uma proporção mais elevada de episódios de longa duração 
(4,3%) do que os restantes hospitais (3,2%). No caso dos hospitais com ensino 
universitário, os de ensino e mais de mil camas tiveram mais episódios de longa duração 
(4,1%) do que os outros com ensino (3,5%) e do que os que não tinham ensino (3,1%). 
Nas restantes variáveis, pode-se verificar que a proporção de episódios de longa duração 
aumentou com a idade, desde os cerca de 2% entre os 0 e 45 anos, até aos 5% para 
idades superiores a 66 anos. Em relação aos GDHs cirúrgicos obteve-se 5% de 
episódios de longa duração nas admissões não programadas, valor claramente superior 
aos 2,1% verificados nas admissões programadas. A presença de comorbilidades 
mostrou estar também associada ao aumento da proporção de episódios de longa 
duração, passando-se o mesmo com a mortalidade e com as readmissões. 
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Aparentemente, a distância desde a residência do doente até ao hospital tinha alguma 
influência na incidência dos casos desviantes, com a proporção de episódios de longa 
duração a aumentar com o aumento da distância da residência ao hospital. 
Regressão logística binária 
Foram utilizados modelos de regressão logística binária para examinar o impacto de 
diversas variáveis na presença de episódios de longa duração. Na Tabela 3 é possível 
também encontrar odds ratios (ORs) obtidos para modelos não ajustados e para 
modelos ajustados. 
Os ORs não ajustados são obtidos considerando, em cada instante, uma única variável 
independente na construção do modelo. Este processo repete-se para cada uma das 
variáveis independentes. Em relação aos ORs ajustados, todas as variáveis 
independentes são consideradas na construção do modelo. Assim, um OR ajustado mais 
baixo, face ao não ajustado, poderá indicar que parte da explicação terá sido diluída por 
outras variáveis. Cada variável independente tem uma categoria de referência no 
modelo, sobre a qual os diferentes valores de OR podem ser comparados. Por exemplo, 
para a variável idade, a categoria de referência é “0 a 17 anos” e assume por isso o valor 
1. Os restantes valores de OR para cada categoria da idade referem-se à relação entre 
essa categoria e a categoria de referência. 
Globalmente, o modelo ajustado à maioria das variáveis (as presentes na Tabela 3) é 
estatisticamente significativo (p <0,001). As variáveis estudadas estão fortemente 
relacionadas com a presença de episódios de longa duração, com valores p para o qui-
quadrado de Wald inferiores a 0,001. Os coeficientes são na sua maioria 
estatisticamente significativos (com valores p <0,001), com excepção da dummy “sem 
ensino” versus “com ensino (menos de 1000 camas)” (nos hospitais agrupados 
conforme tenham ou não ensino universitário). A dummy “Hospitais distritais de nível 
1” versus “Hospitais distritais” (nos grupos administrativos) também é estatisticamente 
significativa mas com valor p = 0,02. 
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O odds ratio (OR) para o ano de alta decresceu continuamente desde o valor 1 em 2000 
até 0,7 em 2004, ou seja, a proporção de episódios de longa duração era muito inferior 
em 2004 face a 2000. Esta evolução foi estatisticamente significativa. 
Considerando os grupos administrativos constatou-se uma diferença significativa entre 
os hospitais centrais (OR = 1,2) e os restantes dois grupos. Esta diferença foi reduzida 
mas permaneceu significativa no modelo ajustado às outras variáveis. Nos grupos 
económicos, o grupo I teve um OR ajustado de 1,3. Em relação aos grupos baseados na 
existência de ensino, depois de ajustado às restantes variáveis, os grandes hospitais com 
ensino tiveram mais casos desviantes do que os restantes hospitais (OR = 1,2 com os 
“sem ensino” na categoria de referência). 
No modelo ajustado, a categoria “Não programado e cirúrgico” da variável ‘Tipo de 
admissão e de GDH’ é claramente mais propícia à presença de episódios de longa 
duração (OR = 2,5), quando comparada com a categoria de referência “Programado e 
cirúrgico”. Os grupos etários “0 a 17 anos” e “18 a 45 anos” apresentaram resultados 
similares e muito diferentes dos restantes três grupos etários (com ORs entre 1,5 e 1,8). 
A presença de comorbilidades teve influência na presença de episódios de longa 
duração (OR = 1,7). Para a mortalidade o OR foi de 1,5, o que significa que a presença 
de episódios de longa duração é mais propensa a acontecer nos internamentos que 
resultaram em falecimento no hospital. As readmissões tiveram também influência 
significativa nestes casos (OR =1,2). 
As diferenças existentes entre as diversas categorias da variável ‘Distância desde a 
residência até ao hospital’ não eram importantes e por isso esta variável não foi incluída 
no modelo de regressão logística. 
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Tabela 3 – Relação entre determinadas características dos internamentos (maioritariamente relacionadas 
com o MBDS) e a presença de episódios de longa duração: proporção de casos, proporção de casos 
desviantes, odds ratios (ORs) não ajustados, e ORs ajustados com intervalos de confiança (IC) a 95% 
Casos válidos: 4.845.394 
Variável 
Valores 
Casos 
(%) 
Casos 
desviantes* 
(%) 
OR não 
ajustado 
OR 
ajustado** 
(ORA) 
IC a 95% 
para ORA 
Inf. – Sup. 
Episódio de longa duração 
Não 
Sim 
 
96,7 
3,3 
    
Tipo de admissão e de GDH 
Programado e cirúrgico 
Programado e não cirúrgico 
Não programado e não cirúrgico 
Não programado e cirúrgico 
 
22,6 
9,5 
54,4 
13,5 
 
2,1 
3,0 
3,4 
5,0 
 
1 
1,41 
1,62 
2,39 
 
1 
1,23 
1,61 
2,53 
 
 
1.20 – 1.25 
1.59 – 1.64 
2.49 – 2.58 
Idade 
0 a 17 anos 
18 a 45 anos 
46 a 65 anos 
66 a 80 anos 
Mais de 80 anos 
 
20,5 
29,0 
20,5 
21,8 
8,2 
 
2,0 
2,1 
3,8 
5,0 
4,8 
 
1 
1,05 
1,88 
2,52 
2,44 
 
1 
0,93 
1,53 
1,77 
1,53 
 
 
0.91 – 0.94 
1.50 – 1.56 
1.74 – 1.81 
1.49 – 1.56 
Ano de alta 
2000 
2001 
2002 
2003 
2004 
 
18,6 
19,5 
20,2 
21,0 
20,8 
 
3,8 
3,6 
3,3 
3,0 
2,9 
 
1 
0,94 
0,86 
0,77 
0,75 
 
1 
0,91 
0,83 
0,73 
0,71 
 
 
0.90 – 0.93 
0.82 – 0.84 
0.72 – 0.74 
0.70 – 0.72 
Nº de comorbilidades 
(Método de Elixhauser) 
 
 
***
 
  
2,32 
 
1,65 
 
1.63 – 1.67 
Mortalidade 
Vivo 
Falecido 
 
95,9 
4,1 
 
3,1 
7,4 
 
1 
2,47 
 
1 
1,49 
 
 
1.46 – 1.52 
Complexidade do GDH Adjacente 
Inferior a 0,48 
De 0,48 a 1,24 
Superior a 1,24 
 
25,9 
49,6 
24,5 
 
2,0 
3,5 
4,3 
 
1 
1,74 
2,20 
 
1 
1,12 
1,12 
 
 
1.10 – 1.14 
1.10 – 1.15 
Readmissão 
Não readmissão 
Readmissão 
 
90,9 
9,1 
 
3,2 
4,2 
 
1 
1,33 
 
1 
1,16 
 
 
1.14 – 1.18 
Hospital, grupo administrativo 
Hospital distrital de nível 1 
Hospital distrital 
Hospital central 
 
5,4 
51,8 
42,8 
 
3,0 
3,0 
3,7 
 
1 
0,98 
1,23 
 
1 
1,03 
1,12 
 
 
1.01 – 1.05 
1.09 – 1.16 
Hospital, grupo económico 
Grupo II, III e IV 
Grupo I 
 
90,5 
9,5 
 
3,2 
4,3 
 
1 
1,31 
 
1 
1,28 
 
 
1.26 – 1.31 
Hospital, com ensino universitário? 
Sem ensino 
Com ensino, menos de mil camas 
Com ensino, mais de mil camas  
 
69,6 
15,9 
14,4 
 
3,1 
3,5 
4,1 
 
1 
1,3 
1,3 
 
1 
1,00 
1,23 
 
 
0.98 – 1.01 
1.21 – 1.26 
*  Episódios de longa duração 
** As variáveis são apresentadas na ordem em que entram no modelo ajustado 
*** 71% dos internamentos não têm qualquer comorbilidade associada 
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Uso de classificação na previsão de episódios de longa duração 
Para estudar a presença de episódios de longa duração em função das variáveis 
anteriormente apresentadas foi também utilizada a classificação, especificamente as 
árvores de decisão. Para tal foi necessário reduzir substancialmente o número de casos, 
para um valor aceitável, de modo a que a aplicação dos algoritmos de indução de 
árvores de decisão fosse possível. Assim, para a obtenção de duas classes com igual 
número de casos, ou seja, com igual número de casos abaixo e acima dos limiares de 
excepção, foi utilizado amostragem (under-sampling), ficando assim 159.563 
internamentos em cada classe. Para a previsão dos episódios de longa duração foi 
utilizado o gerador de árvores de decisão C4.5 (Quinlan, 1993). Foram geradas árvores 
de decisão podadas tanto individualmente, para cada atributo independente, como para 
todos os atributos independentes em simultâneo. O conjunto de dados foi dividido em 
66% para treino e os restantes 34% para teste. 
Para determinar quais os atributos mais informativos em relação aos episódios de longa 
duração, foi feito o seguinte estudo: foram calculadas árvores de decisão com um único 
atributo independente de cada vez. Adicionalmente foi calculado o ganho de informação 
(information gain) desse atributo. Os resultados obtidos podem ser vistos na Tabela 4. 
Os atributos ‘Comorbilidades’ e ‘Idade’ são os mais informativos; individualmente têm 
mais influência nos episódios de longa duração do que os restantes atributos. Os 
atributos ‘Distância’ e ‘Readmissão’ são os menos informativos. 
Para um factor de poda (confidence factor) de 0,25 a árvore de decisão obtida manteve 
todos os doze atributos, com uma taxa de acerto de 64,5%. Reduzindo o factor de poda 
para 10-6, somente seis atributos permaneceram na árvore podada (com uma taxa de 
acerto de 63,3%): ‘Comorbilidades’, ‘Idade’, ‘Tipo de admissão e de GDH’, 
‘Mortalidade’, ‘Hospital, grupo económico’ e ‘Readmissão’. 
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Tabela 4 – Previsão dos episódios de longa duração, individualmente por cada atributo, através do C4.5: 
ganho de informação, rácio do ganho (gain ratio) e taxa de acertos 
Episódios de longa duração ~ Ganho de informação (bits) 
Rácio do 
ganho 
Taxa de 
acertos (%) 
Comorbilidades 0,0305 0,01938    59,5 
Idade 0,0280    0,01244    59,3 
Complexidade do GDH Adjacente 0,0138    0,00930 55,3 
Tipo de admissão e de GDH 0,0122   0,00730 54,5 
Mortalidade 0,0084    0,02416    52,6 
Hospital, grupo administrativo 0,0025     0,00201 52,9 
Ano de alta 0,0022    0,00093    52,4 
Hospital, com ou sem ensino 0,0021   0,00171   53,0 
Hospital, grupo económico 0,0016   0,00312   52,8 
Readmissão 0,0014 0,00297    51,3 
Distância 0,0007 0,00038 51,3 
 
Uma análise de sensibilidade foi feita para tentar perceber a relativa importância de 
cada um dos seis atributos identificados com o factor de poda de 10-6. Percorrendo todos 
os atributos, cada um foi individualmente excluído do conjunto de dados. Sem o 
atributo ‘Idade’ a taxa de acerto da árvore foi de 61,3%, ou seja, 2.0% menos do que 
com a sua inclusão. A exclusão do ‘Tipo de admissão e de GDH’ implicou uma redução 
de 1,8% e as ‘Comorbilidades’ de 1,3%. ‘Mortalidade’ e ‘Hospital, grupo económico’ 
têm uma importância relativa menor (0,1% cada). Sem o atributo ‘Readmissão’ a taxa 
de acerto da árvore subiu 0,03% (para 63,4%) e, consequentemente, este atributo foi 
excluído do modelo final, permanecendo os restantes 5 atributos (Figura 7). 
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Figura 7 – Árvore de decisão com factor de poda de 10-6 e depois de uma análise de sensibilidade 
 
Casos desviantes por GDH 
A Tabela 5 apresenta os 20 GDHs com maior e os 20 GDHs com menor proporção de 
episódios de longa duração. Na Tabela 6 é possível também encontrar proporções de 
episódios de longa duração mas, neste caso, usando uma outra definição. Neste caso o 
limiar de excepção para os internamentos de longa duração é definido pelo 3º quartil 
mais 1,5 vezes o âmbito inter-quartil. Com este método são detectados 6,8% de 
episódios de longa duração, contra os 3,3% obtidos pelo método anterior (média 
geométrica mais duas vezes o desvio padrão). Usando o método tradicional (fórmula L2 
na pág. 65) a proporção global de episódios de longa duração é de 2,6%. 
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Tabela 5 – GDHs com episódios de longa duração, os 20 mais e os vinte menos 
 % N 
Todos os GDHs 3,3 159.563 
GDHs com as maiores proporções de episódios de longa duração 
495 Transplante de pulmão 10,0 1 
409 Radioterapia 9,4 618 
103 Transplante cardíaco 8,9 9 
285 Amputação membro inferior por D. endócrinas, nutricionais e metabólic. 8,6 19 
386 Extrema imaturidade ou síndromo dificuldade respiratória no Recém-Nasc 8,4 533 
200 Procedimentos diagnósticos hepatobiliares por doença não maligna 8,2 59 
501 Intervenções joelho c/diagnóstico principal de infecção c/Compl/Comorb 8,2 8 
141 Síncope e colapso, com Complicações e/ou Comorbilidades 8,1 71 
462 Reabilitação 7,8 40 
414 Outras D.mieloprolif ou neoplasias mal diferenc., sem Compl./Comorbil. 7,7 150 
199 Procedimentos diagnósticos hepatobiliares por doença maligna 7,2 50 
216 Biópsias do sistema osteomuscular ou do tecido conjuntivo 7,1 109 
86 Derrame pleural, sem Complicações e/ou Comorbilidades 7,1 116 
236 Fracturas da anca e da bacia 7,1 605 
265 Enxerto cutâneo e/ou desbridamento excepto por úlcer.pele/fleimão c/CC 7,0 118 
45 Perturbações neurológicas do olho 6,9 121 
192 Interv. pancreáticas, hepáticas e de derivação portal s/Compl./Comorb. 6,9 143 
416 Septicemia, Idade > 17 anos 6,8 533 
274 Doenças malignas da mama, com Complicações e/ou Comorbilidades 6,8 372 
328 Aperto uretral, Idade > 17 anos, com Complicações e/ou Comorbilidades 6,8 17 
GDHs com as menores proporções de episódios de longa duração 
425 Reacções agudas de adaptação ou perturbações de disfunção psico-social 1,1 42 
391 Recém-nascido normal 1,1 3.778 
52 Reparações de fenda labial e do palato 1,0 24 
435 Dependênc./abuso álcool/droga, desintox./outr.tratam.sintomát. sem CC 1,0 97 
231 Excisão local ou remoção meio de fixação interna excepto da anca/fémur 1,0 228 
468 Intervenções no Bloco Operatório não relacionadas c/diagn.principal 0,9 58 
12 Perturbações degenerativas do sistema nervoso 0,9 77 
163 Intervenções por hérnia, Idade 0 - 17 anos 0,9 114 
373 Parto vaginal sem diagnóstico de complicação 0,9 2.827 
393 Esplenectomia, Idade 0-17 anos 0,9 2 
60 Amigdalectomia e/ou adenoidectomia apenas, Idade 0 – 17 anos 0,7 175 
24 Convulsões e cefaleias, Idade > 17 anos, com Complicações/Comorbilidad 0,4 22 
429 Perturbações orgânicas e atraso mental 0,4 24 
430 Psicoses 0,2 49 
343 Circuncisão, Idade 0-17 anos 0,2 17 
168 Intervenções na boca, com Complicações e/ou Comorbilidades 0,2 1 
434 Dependênc./abuso álcool/droga, desintox./outr.tratam.sintomát. com CC 0,1 3 
371 Cesariana sem Complicações e/ou Comorbilidades 0,1 64 
426 Neuroses depressivas 0,0 4 
181 Oclusão gastrintestinal, sem Complicações e/ou Comorbilidades 0,0 1 
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Tabela 6 – GDHs com episódios de longa duração (com limiar de excepção definido pelo 3º quartil mais 
1,5 vezes o âmbito inter-quartil), os 20 mais e os vinte menos 
 % N 
Todos os GDHs 6,8 328.698 
GDHs com as maiores proporções de episódios de longa duração 
129 Paragem cardíaca, causa desconhecida 24,5 96 
343 Circuncisão, Idade 0-17 anos 24,3 2.095 
163 Intervenções por hérnia, Idade 0 - 17 anos 23,4 2.930 
33 Concussão, Idade 0 - 17 anos 21,6 1.101 
270 Outras intervenções na pele, tecido subcutâneo ou mama s/Compl./Comorb 20,4 8.435 
492 Quimioterapia com leucemia aguda como diagnóstico secundário 19,7 588 
360 Intervenções na vagina, colo do útero e vulva 19,2 2.294 
187 Extracções e recuperações dentárias 18,4 913 
330 Aperto uretral, Idade 0-17 anos 18,3 22 
125 D. circul. excepto EAM, c/cateter. cardíaco, sem diagnóstico complexo 17,1 5.666 
74 Outros diagnósticos do ouvido, nariz, boca e garganta, Idade 0-17 anos 16,6 612 
372 Parto vaginal com diagnóstico de complicação 16,0 2.865 
299 Erros inatos do metabolismo 15,3 558 
256 Outros diagnósticos do sistema osteomuscular e do tecido conjuntivo 14,9 1.128 
229 Intervenções na mão ou punho excepto gr.intervenções articulares s/CC 14,7 3.478 
465 Seguimento com história de doença maligna como diagnóstico secundário 14,4 294 
35 Outras perturbações do Sistema Nervoso, sem Complicações/Comorbilidad. 14,3 911 
118 Substituição do gerador de pacemaker cardíaco 14,2 497 
39 Procedimentos no cristalino, com ou sem vitrectomia 13,4 12.615 
293 Outras interv. endócrin./nutricion./metaból. no Bloco Operat., sem CC 13,3 58 
GDHs com as menores proporções de episódios de longa duração 
479 Outros procedimentos vasculares, sem Complicações e/ou Comorbilidades 2,9 130 
258 Mastectomia total por doença maligna, sem Complicações/Comorbilidades 2,9 304 
41 Procedimentos extra-oculares, excepto órbita, Idade 0-17 anos 2,9 211 
196 Colecistectomia com exploração do colédoco sem Complicações/Comorbilid 2,9 10 
328 Aperto uretral, Idade > 17 anos, com Complicações e/ou Comorbilidades 2,8 7 
165 Apendicectomia c/diagnóstico princ. complic., s/Complicações/Comorbil. 2,8 275 
119 Laqueação venosa e flebo-extracção 2,7 1.165 
162 Interv. p/hérnia inguinal e femoral Idade >17 s/Complicações/Comorbil. 2,7 1.666 
393 Esplenectomia, Idade 0-17 anos 2,6 6 
70 Otite média e infecções vias respiratórias superiores, Idade 0-17 anos 2,6 444 
261 Intervenções mama por doença não maligna excepto biópsia/excisão local 2,5 177 
437 Dependênc. álcool/droga, terapia combinada reabilitação e desintoxicaç 2,5 31 
422 Doença viral e síndromo febril indeterminado, Idade 0-17 anos 2,4 290 
314 Intervenções uretrais, Idade 0-17 anos 2,2 13 
167 Apendicectomia s/diagnóstico princ. complic., s/Complicações/Comorbil. 2,1 929 
436 Dependência de álcool ou droga com terapia de reabilitação 2,1 3 
469 Diagnóstico principal não válido como diagnóstico de alta 1,9 4 
322 Infecções dos rins e vias urinárias, Idade 0 - 17 anos 1,7 255 
126 Endocardite aguda e subaguda 1,1 12 
495 Transplante de pulmão 0,0 0 
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Comorbilidades 
Tabela 7 – Influência das comorbilidades nos episódios de longa duração – ORs não ajustados, ORs 
ajustados e intervalos de confiança para os ORs ajustados 
Comorbilidades 
(por ordem de introdução no modelo ajustado) 
Odds ratio 
não 
ajustado 
Odds ratio 
ajustado 
(ORaj) 
IC a 95% para 
ORaj 
Inf. – Sup. 
Anemia por deficiência 3,61 2,68 2,63 – 2,73 
Anemia por perda de sangue 2,68 2,28 2,20 – 2,37 
Paralisia 2,66 1,93 1,87 – 1,99 
Diabetes sem complicações crónicas 1,76 1,41 1,39 – 1,44 
Depressão 2,54 2,11 2,04 – 2,19 
Insuficiência renal 2,28 1,47 1,43 – 1,51 
Transtornos vasculares periféricos 2,67 1,80 1,72 – 1,87 
Perda de peso 4,57 2,82 2,63 – 3,01 
Outros transtornos neurológicos 1,99 1,50 1,46 – 1,55 
Psicoses 2,72 2,29 2,16 – 2,43 
Hipertensão, não complicada 1,51 1,21 1,19 – 1,22 
Doença valvular 2,29 1,57 1,51 – 1,64 
Cancro metastático 2,07 1,72 1,64 – 1,79 
Diabetes com complicações crónicas 2,18 1,49 1,44 – 1,54 
Doença do fígado 2,02 1,49 1,44 – 1,55 
Artrite reumatóide/d. vasc. colagénio 2,20 1,78 1,67 – 1,89 
Tumor sólido sem metástases 1,80 1,47 1,41 – 1,54 
Hipotiroidismo 2,39 1,60 1,51 – 1,70 
Deficiência de coagulação 2,34 1,40 1,34 – 1,47 
Transtornos de fluidos e electrólitos 1,88 1,18 1,15 – 1,21 
VIH e SIDA 2,44 2,13 1,91 – 2,37 
Linfoma 1,85 1,63 1,52 – 1,75 
Doença pulmonar crónica 1,44 1,17 1,13 – 1,20 
Doença péptica ulcerosa crónica 2,32 1,71 1,55 – 1,89 
Hipertensão, complicada 1,72 1,19 1,14 – 1,24 
Transtornos de circulação pulmonar 2,26 1,46 1,34 – 1,59 
Abuso de álcool 1,46 1,15 1,12 – 1,20 
Insuficiência cardíaca congestiva 1,68 1,10 1,07 – 1,13 
Obesidade 1,37 1,05 1,01 – 1,09 
Abuso de drogas 1,22 0,93 0,87 – 1,00 
 
Individualmente, as comorbilidades têm influência distinta nos resultados hospitalares e 
não devem ser estudadas utilizando unicamente o número de comorbilidades presentes. 
Por isso, estudou-se também a influência de cada comorbilidade nos episódios de longa 
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duração. Na Tabela 7 encontram-se as 30 comorbilidades seleccionadas por Elixhauser 
et al. (1998) e a sua relação com os episódios de longa duração, através de modelos de 
regressão logística ajustados a todas as comorbilidades e individualmente por 
comorbilidade. Nos modelos obtidos todas as 30 comorbilidades têm influência 
estatisticamente significativa, com OR maior que 1. Somente uma comorbilidade, 
“Abuso de drogas”, tem OR menor que 1 (0,93). 
 
 
Episódios de curta duração 
Adicionalmente foram identificados episódios de curta duração, com o limiar inferior de 
excepção definido por vários métodos. 
NUM dos métodos, o limiar de excepção foi definido, para cada GDH, pelo 1º quartil 
menos 1,5 vezes o âmbito inter-quartil (Q1-1,5AIQ). Segundo este método, só 4 GDHs 
tiveram episódios de curta duração (Tabela 8) e estes casos representavam somente 
0,05% do número total de internamentos. 
Noutro método testou-se a definição do limiar de excepção para os doentes de curta 
duração através da média geométrica menos 2 vezes o desvio padrão. Com este método 
os limiares obtidos tinham valores negativos para todos os GDHs, o que é uma situação 
normal, dada a distribuição assimétrica positiva dos dados. 
Usando o método tradicional (fórmula L1 na pág. 65) a proporção de episódios de curta 
duração aumentou para um valor consideravelmente superior: 1,9%. Estes limiares, por 
serem o resultado da função exponencial, têm sempre valores positivos. Por outro lado o 
tempo mínimo de internamento é de um dia. Atendendo a que 328 (66%) dos 499 
GDHs tinham limiar de excepção entre 0 e 1, não foi possível detectar qualquer 
episódio de curta duração para estes GDHs. Nos restantes 171 GDHs, 169 tinham 
episódios de curta duração. Na Tabela 9 podem-se ver os 10 GDHs com maiores 
percentagens de episódios de curta duração identificados por este método. 
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Tabela 8 – GDHs com episódios de curta duração (com limiar de excepção definido pelo 1º quartil menos 
1,5 vezes o âmbito inter-quartil)* 
 % N 
Todos os GDHs 0,05 2.353 
GDH 
481 Transplante de medula óssea 1,78 18 
371 Cesariana sem Complicações e/ou Comorbilidades 1,71 2.129 
372 Parto vaginal com diagnóstico de complicação 0,97 174 
109 Bypass coronário sem cateterismo cardíaco 0,40 32 
* Em todos os 4.845.394 casos, só os 4 GDHs desta tabela contêm episódios de curta duração 
 
Tabela 9 – Os 10 GDHs com maiores proporções de episódios de curta duração (com limiar de excepção 
definido pelo método tradicional, tendo por base a transformação logarítmica) 
 % N 
Todos os GDHs 1,9 91.224 
GDH 
359 Interv. Útero e anexos, por doença não maligna sem Complic./Comorbil. 10,6 6.871 
78 Embolia pulmonar 10,5 756 
127 Insuficiência cardíaca e choque 10,4 6.814 
90 Pneumonia e pleurisia simples, Idade > 17 anos, sem Complic./Comorbil. 10,3 2.621 
68 Otite média e infecções vias respiratórias super. I>17 c/Complic./Comorbil. 9,7 338 
174 Hemorragia gastrintestinal, com Complicações e/ou Comorbilidades 9,6 2.028 
101 Outros diagnósticos aparelho respiratório, com Complicações/Comorbilid 9,5 2.192 
110 Grandes intervenções cardiovasculares com Complicações/Comorbilidades 9,4 237 
475 Diagnósticos do aparelho respiratório com ventilação 9,4 991 
95 Pneumotórax, sem Complicações e/ou Comorbilidades 9,2 373 
 
Factores com influência nos episódios de curta duração 
Para verificar a influência de determinados factores na presença de episódios de curta 
duração foi utilizado um modelo de regressão logística binária. Nesta análise foram 
utilizados, como factores independentes, as variáveis relativas ao tipo de admissão e de 
GDH, idade, ano de alta, número de comorbilidades, mortalidade, complexidade do 
GDH, readmissão, hospital com/sem ensino universitário, e grupo económico do 
hospital. 
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Nos resultados obtidos (Tabela 10), verifica-se que os internamentos que resultam em 
falecimento tiveram mais internamentos de curta duração, bem como as admissões não 
programadas, os GDHs de complexidade média/alta e as readmissões. A presença de 
comorbilidades fez diminuir a proporção dos casos de curta duração. 
Tabela 10 – Influência de determinados factores nos episódios de curta duração – proporção de casos, 
ORs ajustados e intervalos de confiança para os ORs ajustados 
Factores 
(por ordem de introdução no modelo) 
Episódios de 
curta duração 
(%) 
Odds ratio 
ajustado 
(ORaj) 
IC a 95% 
para ORaj 
Inf. – Sup. 
Mortalidade    
Vivo 1,7 1  
Falecido 7,2 3,9 3,78 – 3,94 
Tipo de admissão e de GDH    
Programado e cirúrgico 1,2 1  
Programado e não cirúrgico 1,0 0,8 0,80 – 0,85 
Não programado e cirúrgico 2,3 1,7 1,64 – 1,72 
Não programado e não cirúrgico 2,2 1,7 1,67 – 1,74 
Complexidade do GDH (Adjacente)    
Inferior a 0,48 1,3 1  
De 0,48 a 1,24 2,2 2,1 2,055 – 2,145 
Superior a 1,24 1,9 1,7 1,699 – 1,789 
Hospital, com ensino universitário?    
Com ensino, mais de mil camas  1,8 1  
Com ensino, menos de mil camas 2,7 1,5 1,43 – 1,50 
Sem ensino 1,7 0,9 0,92 – 0,96 
Idade    
0 a 17 anos 1,8 1  
18 a 45 anos 1,8 0,8 0,81 – 0,85 
46 a 65 anos 1,5 0,6 0,60 – 0,63 
66 a 80 anos 1,9 0,6 0,63 – 0,66 
Mais de 80 anos 3,4 0,9 0,86 – 0,91 
Readmissão    
Não readmissão 1,8 1  
Readmissão 2,5 1,3 1,31 – 1,37 
Hospital, grupo económico  
 
 
Grupo I 1,4 1  
Grupo II, III e IV 1,9 1,2 1,18 – 1,24 
Nº de comorbilidades (método de Elixhauser)  0,9 0,90 – 0,93 
Ano de alta    
2000 1,9 1   
2001 1,9 1,02 0,994 – 1,037 
2002 1,9 1,04 1,019 – 1,063 
2003 1,9 1,02 0,996 – 1,039 
2004 1,8 0,98 0,963 – 1,005 
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Em relação ao tipo de hospital, os hospitais com ensino e menos de 1000 camas tiveram 
consideravelmente mais casos de curta duração do que os de ensino com mais de 1000 
camas (OR = 1,5). Nos grupos económicos, os hospitais do Grupo I (hospitais 
especializados, mais complexos e com mais tecnologia) tiveram menos episódios de 
curta duração do que os restantes hospitais. 
No ano de alta, notou-se uma ligeira oscilação com uma pequena diminuição no último 
ano (2004). No entanto, e exceptuando o ano de 2002 (comparado com 2000), estas 
diferenças entre os vários anos não foram estatisticamente significativas. 
 
Discussão 
O estudo dos tempos de internamento desviantes (episódios de longa duração) é 
importante por estes terem uma clara influência nos custos hospitalares e, 
principalmente, por não existirem custos reais. Quase um quinto do total de tempos de 
internamento (18,8%) é da responsabilidade de apenas 3,3% dos internamentos 
hospitalares. 
Um resultado importante desde estudo é a confirmação de que os episódios de longa 
duração têm diminuído continuamente ao longo dos anos. Este resultado é útil pois pode 
indicar que os hospitais têm reduzido custos, possivelmente com melhores cuidados de 
saúde e melhor gestão hospitalar. Esta diminuição foi conseguida sem que tivesse 
existido um aumento na proporção de episódios de curta duração. 
Outros resultados importantes são os relativos à análise por tipo de hospital. Qualquer 
uma das 3 variáveis relacionadas com o tipo de hospital tem influência estatisticamente 
significativa na maior ou menor existência de episódios de longa duração, mesmo 
depois de feito o ajustamento às características dos doentes. Os hospitais centrais 
(grupos administrativos) têm significativamente mais episódios de longa duração do que 
os restantes hospitais. Por outro lado, os hospitais mais tecnológicos, mais complexos e 
especializados (categoria Grupo I nos grupos económicos), têm claramente maior 
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proporção de episódios de longa duração, com um odds ratio de 1,3 depois de ajustado 
às restantes variáveis. Os hospitais com ensino universitário e mais de 1000 camas têm 
também mais episódios de longa duração do que os restantes hospitais. 
Os hospitais mais tecnológicos, complexos e especializados, para além de terem mais 
episódios de longa duração, têm também menos episódios de curta duração. O mesmo 
se passa em relação aos hospitais com ensino e mais de 1000 camas quando comparados 
com os de ensino com menos de 1000 camas. 
Estes resultados poderão servir de base para outros estudos que tentem explicar as 
razões para as diferenças observadas. Apesar de os hospitais centrais, os mais 
tecnológicos, mais complexos e especializados, terem normalmente episódios de 
internamento mais complicados, continuam a existir diferenças por explicar, afinal os 
resultados obtidos estão ajustados a características dos doentes, incluindo variáveis 
directa ou indirectamente relacionadas com a complexidade do internamento (idade, 
comorbilidades, complexidade do GDH, etc.). 
As árvores de decisão são outro meio importante para se perceber a influência dos 
factores explanatórios nos episódios de longa duração. As comorbilidades, a idade, o 
tipo de admissão e de GDH, a mortalidade e os hospitais em grupos económicos, são os 
atributos mais informativos nesta abordagem. A árvore de decisão com todos os 
atributos indicou uma taxa de acerto de 65%, o que revela que há ainda muito por 
explicar no que diz respeito a factores com influência nos desvios do tempo de 
internamento. 
A proporção de episódios de longa duração neste estudo é inferior à encontrada num 
estudo feito na Catalunha (Espanha), com doentes saídos em 1998 (Cots et al., 2004). 
No entanto não é possível fazer uma comparação directa dado que os anos dos dados em 
estudo são diferentes e, como demonstrado, os episódios de longa duração têm 
diminuído ao longo dos anos. Noutro estudo (Pirson et al., 2006) a proporção de 
episódios de longa duração é parecida mas, nesse estudo, foram utilizados custos 
hospitalares reais e não uma aproximação aos custos via tempo de internamento. 
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Uma melhor codificação clínica, com menos erros ao longo dos anos, poderia em parte 
explicar o decrescimento na proporção de episódios de longa duração. Para estudar esta 
possibilidade foram recolhidos e analisados vários casos com tempos de internamento 
extremos, num hospital central. Os registos clínicos associados a esses casos foram 
auditados por um médico codificador e não foram encontrados erros, ou seja, os tempos 
extremos em causa, apesar de invulgares, estavam correctos. Uma melhoria na 
qualidade da codificação clínica terá certamente influência na qualidade dos dados mas, 
neste caso, não será a principal razão para a diminuição dos episódios de longa duração 
ao longo dos anos. 
O número de comorbilidades (método de Elixhauser) está relacionado com a presença 
de episódios de longa duração e todas a 30 comorbilidades (individualmente ou 
ajustadas) têm uma relação estatisticamente significativa com estes casos desviantes. 
Os recursos são limitados e precisam de ser correctamente distribuídos e claramente 
justificados. Os episódios de longa duração estão associados aos custos hospitalares e 
portanto devem ser considerados no financiamento dos hospitais. É importante ter este 
tipo de informação presente na definição de políticas e no planeamento dos hospitais. 
As bases de dados administrativas (normalmente conhecidos por bases de dados dos 
GDHs) podem ser uma ferramenta de monitorização valiosa, na medida em que 
permitem a detecção de situações atípicas, que podem dar origem a investigações mais 
detalhadas. 
Outras variáveis, que não as estudadas, poderão no futuro ser usadas como candidatas 
adicionais a factores explanatórios. Estas novas variáveis poderão por exemplo incluir 
factores sociais, o rácio entre o número de profissionais e o número de camas, ou outra 
informação estrutural relacionada com os hospitais. O âmbito dos dados poderá também 
ser alargado, incluindo não só dados de outros anos, mas também, se possível, incluindo 
dados de hospitais privados. Adicionalmente, outros métodos de estatística e de 
aprendizagem automática poderão ser utilizados nestas tarefas de extracção de 
conhecimento de dados. 
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Na secção seguinte apresenta-se um estudo sobre a evolução de comorbilidades que 
estão associadas ao aumento do tempo de internamento, das despesas hospitalares e da 
mortalidade, nos hospitais públicos portugueses. 
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4.3 Evolução das comorbilidades 
Uma comorbilidade é um diagnóstico secundário, ou seja, uma condição de doença que 
não a principal, já existente aquando da admissão do doente. A presença de 
comorbilidades pode ter consequências a vários níveis, por exemplo na mortalidade, na 
qualidade de vida, na utilização de recursos de saúde e nas estratégias de tratamento. As 
comorbilidades têm influência nos custos hospitalares, ao nível do tempo de 
internamento e do consumo de recursos. 
Objectivo 
Estudar a evolução das comorbilidades, especificamente um conjunto de 
comorbilidades associadas ao aumento do tempo de internamento, das despesas 
hospitalares e da mortalidade, nos hospitais públicos portugueses. 
Material e métodos 
Para este estudo foram utilizados dados de internamentos em hospitais públicos 
portugueses (bases de dados dos GDHs) com altas entre os anos de 2000 e 2004, 
inclusive. Estes dados englobam 4.845.394 internamentos relativos a 94 hospitais de 
agudos. Os tempos de internamento com zero dias foram convertidos para um dia 
porque, apesar de o doente entrar e sair no mesmo dia, houve consumo de recursos, pelo 
menos ao nível dos serviços. 
Para a identificação das comorbilidades com influência nos custos hospitalares foi 
utilizado o método de Elixhauser (Elixhauser et al., 1998), actualizado, com algumas 
modificações ao longo dos anos, pelo HCUP (2006). Na definição das 30 
comorbilidades foram utilizados critérios de inclusão, mediante a presença de 
determinados códigos CID-9-MC nos diagnósticos secundários, e critérios de exclusão, 
tendo por base a presença de determinados GDHs (Anexo 1). 
Foram criadas 30 variáveis dicotómicas, uma por comorbilidade, para indicar quais as 
comorbilidades associadas a cada internamento. 
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As comorbilidades são calculadas através dos diagnósticos secundários, e como tal, a 
uma maior proporção de diagnósticos secundários codificados estará provavelmente 
associada uma maior proporção de situações de comorbilidade identificadas. Por esse 
motivo, a evolução do número de diagnósticos secundários codificados ao longo dos 
anos foi também estudada, sendo este número utilizado para ajustar os valores na 
evolução das comorbilidades. 
Foi ainda usada a variável relativa ao tempo de internamento e outras variáveis 
recodificadas como o ano de alta (entre 2000 e 2005), o sexo (Masculino, Feminino), a 
mortalidade (Vivo, Falecido) e os grupos etários (0 a 17 anos, 18 a 45 anos, 46 a 65 
anos, 66 a 80 anos, mais de 80 anos). 
Foram utilizados modelos de regressão logística para o estudo da presença de 
comorbilidades (ajustados por ano de alta, grupo etário e sexo), da mortalidade 
associada e do tempo de internamento. 
As comorbilidade foram estudadas ao longo dos anos e em particular foi analisada a sua 
relação com o número de diagnósticos secundários, a duração média dos internamentos 
por ano e a mortalidade associada a internamentos com comorbilidades. 
Averiguou-se ainda a relação entre a presença de comorbilidades em função outras 
variáveis, onde se incluiu o tipo de hospital. Os hospitais foram classificados em três 
variáveis distintas: grupos económicos, grupos administrativos e com/sem ensino 
universitário. Os grupos económicos tinham duas categorias, “Grupo I” e “Grupo II, III 
e IV”, onde a primeira diferia da segunda por incluir os hospitais especializados, mais 
complexos e com mais tecnologia. Os grupos administrativos eram compostos pelos 
tradicionais hospitais centrais, distritais e distritais de nível 1. No grupo dos com/sem 
ensino existiam 3 categorias correspondentes a hospitais com ensino e mais de 1000 
camas, com ensino e menos de 1000 camas e sem ensino. 
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Resultados 
Nos 4.845.394 episódios de internamento estudados, 29% tinham pelo menos uma 
situação identificada como comorbilidade. Destes, 60% tinham uma única 
comorbilidade identificada (Tabela 11). 
Tabela 11 – Internamentos com comorbilidades identificadas 
Nº de 
comorbilidades 
Frequência Percentagem 
acumulada 
1 842.314 60,0 
2 374.784 86,7 
3 131.822 96,1 
4 40.316 98,95 
5 11.051 99,74 
6 2.811 99,94 
7 660 99,989 
8 140 99,9987 
9 13 99,9996 
10 4 99,9999 
11 1 100 
Total 1.403.916 
 
 
Pela Tabela 12 verifica-se que, para os dados do ano de 2000, a 25% dos internamentos 
estava pelo menos associada uma comorbilidade, e que este valor aumentou 
progressivamente até atingir os 32% no ano de 2004. 
Tabela 12 – Comorbilidades por ano de alta: relação com o nº de diagnósticos secundários 
Ano de 
alta 
Episódios com 
comorbilidades 
N (%) 
(A) Média do nº de 
comorbilidades por 
internamento 
(B) Média do nº de 
diagnósticos 
secundários 
Razão entre 
B e A 
2000 901.468 (24,8) 0,38 1,44 3,84 
2001 942.643 (27,7) 0,43 1,61 3,73 
2002 977.493 (29,2) 0,46 1,71 3,70 
2003 1.017.041 (30,8) 0,50 1,79 3,62 
2004 1.006.749 (31,9) 0,52 1,85 3,53 
Total 4.845.394 (29,0) 0,46 1,69 3,67 
 
Verifica-se também que a média do número de comorbilidade por internamento 
aumentou ao longo dos anos, e que esse aumento estava obviamente associado ao 
aumento no número de diagnósticos secundários codificados. Entre os anos de 2000 e 
de 2004 a média do número de comorbilidades por internamento aumentou 39%, 
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enquanto que a média do número de diagnósticos secundários aumentou 28%. Em 2000, 
existiam quase 4 diagnósticos secundários para cada comorbilidade; esta razão baixou 
progressivamente e em 2004 era de 3,5 diagnósticos secundários para cada 
comorbilidade. 
No intervalo de tempo considerado, ou seja, entre 2000 e 2004 a proporção de 
comorbilidades identificadas aumentou, na sua maioria, consideravelmente (Tabela 13). 
Em destaque nos maiores aumentos o “Hipotiroidismo” (aumento superior a 100%), a 
“Obesidade” e a “Depressão”. Nos aumentos negativos encontram-se a “Diabetes com 
complicações crónicas”, a “Doença péptica ulcerosa crónica” e o “Abuso de drogas”. 
Tabela 13 – Evolução na proporção de comorbilidades entre 2000 e 2004 (Ordenação por “Rácio 2004 / 2000”) 
 Total 
(n) 
Total 
(%) 
2000 
(%) 
2001 
(%) 
2002 
(%) 
2003 
(%) 
2004 
(%) 
Rácio 2004 
/ 2000 
Episódios com pelo menos uma 
comorbilidade 1.403.916 28,97 24,79 27,67 29,24 30,77 31,87 1,29 
Hipotiroidismo 17.140 0,35 0,23 0,28 0,35 0,43 0,47 2,08 
Obesidade 72.751 1,50 0,97 1,28 1,48 1,79 1,91 1,96 
Depressão 48.141 0,99 0,66 0,89 1,00 1,14 1,23 1,87 
Hipertensão, não complicada 515.088 10,63 7,83 9,50 10,72 11,73 13,01 1,66 
Diabetes sem complicações crónicas 250.688 5,17 3,89 4,56 5,28 5,78 6,19 1,59 
Outros transtornos neurológicos 85.480 1,76 1,36 1,64 1,77 1,95 2,05 1,51 
Deficiência de coagulação 31.667 0,65 0,51 0,62 0,64 0,71 0,77 1,50 
Artrite reumatóide/d. vasc. colagénio 16.219 0,33 0,27 0,33 0,33 0,34 0,39 1,43 
Doença valvular 36.801 0,76 0,63 0,70 0,75 0,82 0,87 1,39 
Cancro metastático 36.889 0,76 0,64 0,70 0,77 0,80 0,87 1,36 
Transtornos vasculares periféricos 32.154 0,66 0,57 0,61 0,66 0,72 0,75 1,33 
Insuficiência renal 92.380 1,91 1,61 1,87 1,90 2,01 2,11 1,31 
Transtornos de fluidos e electrólitos 159.721 3,30 2,80 3,24 3,25 3,53 3,60 1,29 
Psicoses 14.954 0,31 0,26 0,30 0,33 0,32 0,33 1,28 
Transtornos de circulação pulmonar 7.971 0,16 0,14 0,16 0,16 0,17 0,18 1,27 
Anemia por perda de sangue 38.435 0,79 0,69 0,75 0,78 0,86 0,88 1,27 
Paralisia 57.905 1,20 1,02 1,12 1,22 1,30 1,29 1,26 
Doença pulmonar crónica 128.559 2,65 2,30 2,50 2,71 2,82 2,89 1,26 
Tumor sólido sem metástases 39.825 0,82 0,75 0,79 0,79 0,83 0,94 1,25 
Insuficiência cardíaca congestiva 109.168 2,25 1,99 2,15 2,28 2,35 2,46 1,24 
Doença do fígado 48.759 1,01 0,89 0,99 1,02 1,05 1,08 1,21 
Abuso de álcool 78.704 1,62 1,43 1,61 1,72 1,66 1,68 1,18 
Hipertensão, complicada 49.319 1,02 0,93 1,00 1,01 1,07 1,07 1,15 
Anemia por deficiência 137.278 2,83 2,48 2,85 3,02 2,93 2,85 1,15 
Linfoma 14.481 0,30 0,28 0,30 0,29 0,31 0,31 1,10 
Perda de peso 7.707 0,16 0,16 0,18 0,15 0,14 0,17 1,06 
VIH e SIDA 5.080 0,10 0,10 0,10 0,10 0,11 0,11 1,05 
Abuso de drogas 22.897 0,47 0,52 0,49 0,48 0,45 0,42 0,82 
Doença péptica ulcerosa crónica 6.098 0,13 0,13 0,13 0,14 0,13 0,10 0,80 
Diabetes com complicações crónicas 64.382 1,33 1,55 1,41 1,24 1,24 1,23 0,79 
91 
Neste grupo de comorbilidades pode-se destacar a “Hipertensão, não complicada” que 
foi a comorbilidade mais frequente, tanto em 2000 como em 2004, e teve também um 
grande aumento nesse espaço de tempo (passou de 7,8% para 10,6%, ou seja, teve um 
aumento de 66%). 
O número de internamentos nos hospitais públicos portugueses tem, em geral, 
aumentado ao longo dos anos (Tabela 14). Apesar do aumento simultâneo no número de 
doentes e no número de comorbilidades, os tempos médios de internamento têm 
baixado. 
Tabela 14 – Tempo de internamentos médios por ano de alta 
Ano 
de alta N Mediana 
Média 
aritmética 
Média 
Geométrica 
2000 901.468 4 7,07 3,96 
2001 942.643 4 6,97 3,91 
2002 977.493 4 6,90 3,88 
2003 1.017.041 3 6,71 3,81 
2004 1.006.749 3 6,68 3,79 
Total 4.845.394 4 6,86 3,87 
 
A variável relativa ao ano de alta foi estatisticamente significativa em todos os 31 
modelos de regressão logística presentes na Tabela 15. O mesmo se passou para o grupo 
etário. Já a variável sexo não teve influência nas seguintes três comorbilidades: 
“Transtornos de circulação pulmonar”, “Transtornos de fluidos e electrólitos” e 
“Psicoses”. 
Com estes modelos, ajustados a várias variáveis (Tabela 15), confirmou-se o ligeiro 
aumento por ano, progressivo, na proporção de internamentos com pelo menos uma 
comorbilidade identificada. Nos grupos etários verificou-se um grande aumento nos 
odds ratios para as idades superiores a 45 anos. Em relação ao sexo, os homens têm, em 
geral, mais comorbilidades dos que as mulheres (OR ajustado de 0,83). De facto, os 
homens apresentaram comorbilidades em 33% dos internamentos face a 26% nas 
mulheres. 
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Tabela 15 – Modelos de regressão logística binária para cada comorbilidade: odds ratios ajustados 
 Nº 
Ddx 
Ano de alta 
CR: 2000 
Grupo etário (anos) 
CR: 0-17 
Sexo 
CR: 
Masc 
  2001 2002 2003 2004 18–45 46–65 66–80 >80 Fem 
Comorbilidades 18,27 1,03 1,04 1,06 1,10 1,77 8,23 11,30 11,25 0,83 
Insuficiência cardíaca congestiva 5,39 0,88 0,85 0,78 0,77 1,39 10,03 29,99 56,42 1,12 
Doença valvular 6,80 0,96 0,94 * 0,99 * 1,00 2,50 6,73 8,03 6,29 1,42 
Transtornos de circulação pulmonar 8,41 * 0,92 0,83 0,87 0,86 0,52 1,40 1,87 1,40 – 
Transtornos vasculares periféricos 6,34 0,89 0,87 0,86 0,85 10,93 60,79 87,29 100,64 0,55 
Hipertensão, não complicada 4,49 1,11 1,18 1,25 1,38 23,13 221,47 279,26 188,52 1,36 
Hipertensão, complicada 4,35 0,90 0,89 0,74 0,70 10,78 40,17 70,18 80,85 1,19 
Paralisia 5,56 0,94 0,94 0,87 0,82 0,71 1,22 1,97 2,42 0,77 
Outros transtornos neurológicos 4,88 1,07 1,06 1,08 1,09 0,71 0,88 1,46 1,86 0,86 
Doença pulmonar crónica 4,28 0,96 0,96 0,95 0,93 2,08 4,41 6,10 5,68 0,63 
Diabetes sem complicações crónicas 4,15 1,02 1,13 1,13 1,17 9,06 73,42 94,80 60,19 1,15 
Diabetes com complicações crónicas 5,84 0,77 0,63 0,52 0,49 6,68 43,34 54,39 36,23 1,12 
Hipotiroidismo 6,26 * 1,05 1,19 1,34 1,41 2,14 6,63 6,05 4,18 5,01 
Insuficiência renal 5,94 * 0,98 0,92 0,91 0,91 5,14 11,83 15,88 22,13 0,73 
Doença do fígado 7,14 0,94 0,90 0,86 0,85 12,15 10,99 5,10 2,06 0,34 
Doença péptica ulcerosa crónica 4,53 * 0,95 0,87 0,87 0,64 48,71 159,44 144,09 123,46 0,73 
VIH e SIDA 6,01 0,89 0,86 0,72 0,71 19,30 3,21 0,39 0,11 0,23 
Linfoma 2,42 * 0,93 * 0,92 1,49 1,45 2,05 4,44 3,94 2,37 0,76 
Cancro metastático 4,35 0,94 * 0,98 1,25 1,31 5,72 23,51 20,26 11,11 0,82 
Tumor sólido sem metástases 2,57 0,94 0,93 1,06 1,15 2,76 10,88 15,69 16,98 0,50 
Artrite reumatóide/d. vasc. colagénio 3,93 1,11 1,12 1,20 1,33 5,18 10,56 6,67 2,87 2,77 
Deficiência de coagulação 10,21 * 1,02 0,95 * 1,03 1,05 1,76 1,66 1,22 * 1,03 0,75 
Obesidade 6,19 1,18 1,25 1,29 1,33 6,39 16,94 8,79 2,54 1,86 
Perda de peso 9,60 * 0,99 * 0,93 0,81 0,88 0,50 0,58 0,64 1,32 0,67 
Transtornos de fluidos e electrólitos 8,29 * 0,99 0,92 0,89 0,86 0,15 0,29 0,52 1,29 – 
Anemia por perda de sangue 6,86 0,91 0,86 0,96 0,94 10,41 5,28 5,80 7,76 1,58 
Anemia por deficiência 8,96 0,95 0,97 0,89 0,80 1,15 1,76 2,09 3,38 1,08 
Abuso de álcool 5,66 * 1,02 * 1,00 0,87 0,85 160,44 154,77 49,81 14,66 0,11 
Abuso de drogas 8,77 0,84 0,80 0,69 0,64 73,79 1,91 0,25 0,24 0,14 
Psicoses 3,78 1,10 1,13 1,08 1,07 16,88 20,66 13,36 9,66 – 
Depressão 4,67 1,18 1,28 1,41 1,48 10,93 19,48 9,77 4,06 2,50 
Nº ddx Número de diagnósticos secundários 
CR  Categoria de Referência da variável no modelo de regressão, com odds ratio = 1 
–   Variável não incluída no modelo, por não ser estatisticamente significativa 
*   p>0,05, i.e., categorias que não são significativamente diferentes das categorias de referência 
 
Apesar de em geral a presença de comorbilidades ter aumentado, há algumas que têm 
diminuído ao longo dos anos. Nestes modelos ajustados percebe-se que alguns dos 
aparentes aumentos verificados anteriormente (para algumas comorbilidades, por 
exemplo para “Insuficiência cardíaca congestiva”) afinal eram explicados, em grande 
parte, pelo número de diagnósticos secundários codificados e também, embora em 
menor parte, pela idade e pelo sexo. As relações entre o ano de alta e cada uma das 
restantes 3 variáveis são estatisticamente significativas (Qui-quadrado de Pearson), ou 
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seja, o número de diagnósticos secundários codificados aumentou com o passar dos 
anos (p < 0,001), a proporção de doentes nos escalões etários mais avançados aumentou 
ao longo dos anos (p < 0,001), e a proporção de homens internados aumentou de ano 
para ano (p < 0,001). 
Estes resultados confirmaram a diminuição, estatisticamente significativa, de algumas 
comorbilidades ao longo dos anos, e confirmaram também o grande aumento de outras 
como foi o caso do “Hipotiroidismo”, do “Linfoma” e da “Depressão”. 
As comorbilidades aqui estudadas foram identificadas por Elixhauser et al. (1998) por 
terem influência na mortalidade e nos custos hospitalares. 
Por não existirem custos individuais para cada internamento, estudou-se o tempo de 
internamento dado a sua forte relação com os custos hospitalares (Cots et at., 2003). Na 
Tabela 16 pode-se visualizar diversas estatísticas de sumário para o tempo de 
internamento, em termos globais, para os internamentos com pelo menos uma 
comorbilidade e para cada comorbilidade individualmente. Dada a natureza claramente 
assimétrica do tempo de internamento, a medida de tendência central usada foi a 
mediana, auxiliada pelos percentis 2,5 e 97,5 como medida de dispersão. É possível 
observar nestes resultados que, em termos médios, os internamentos de doentes com 
pelo menos uma comorbilidade tinham quase o dobro do tempo de internamento normal 
(e mais do dobro em relação aos casos sem comorbilidades). 
A “Hipertensão, não complicada” seguida da “Diabetes sem complicações crónicas” 
assumiram os lugares cimeiros nas comorbilidades que, em termos médios globais, 
teriam mais custos associados. De notar ainda os elevados tempos médios das 
comorbilidades “Perda de peso” (13), “Cancro metastático” (11), “Transtornos de 
circulação pulmonar” (11) e “Anemia por deficiência” (10), quando a mediana global 
foi de 4 dias de internamento. 
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Tabela 16 – Tempo de internamento para episódios com comorbilidades identificadas 
(ordenação por N * Mediana) 
 Nº de 
episódios Mediana P2,5 P97,5 Soma 
N * 
Mediana 
Global 4.845.394 4 1 32 33.237.205 19.381.576 
Comorbilidades (com pelo menos uma) 1.403.916 7 1 44 14.894.269 9.827.412 
Sem comorbilidades 3.441.478 3 1 25 18.342.936 10.324.434 
Hipertensão, não complicada 515.088 6 1 38 4.853.476 3.090.528 
Diabetes sem complicações crónicas 250.688 7 1 42 2.614.571 1.754.816 
Anemia por deficiência 137.278 10 1 63 2.179.510 1.372.780 
Transtornos de fluidos e electrólitos 159.721 7 1 51 1.861.778 1.118.047 
Insuficiência cardíaca congestiva 109.168 9 1 47 1.375.194 982.512 
Doença pulmonar crónica 128.559 7 1 42 1.362.269 899.913 
Insuficiência renal 92.380 8 1 51 1.107.975 739.040 
Abuso de álcool 78.704 8 1 49 953.255 629.632 
Outros transtornos neurológicos 85.480 7 1 52 1.045.190 598.360 
Diabetes com complicações crónicas 64.382 8 1 50 785.581 515.056 
Paralisia 57.905 8 1 72 890.020 463.240 
Obesidade 72.751 6 1 36 645.690 436.506 
Cancro metastático 36.889 11 1 62 615.233 405.779 
Hipertensão, complicada 49.319 8 1 45 585.256 394.552 
Doença do fígado 48.759 8 1 55 648.596 390.072 
Depressão 48.141 7 1 58 593.091 336.987 
Doença valvular 36.801 9 1 51 475.795 331.209 
Anemia por perda de sangue 38.435 8 1 62 550.087 307.480 
Transtornos vasculares periféricos 32.154 9 1 62 463.225 289.386 
Tumor sólido sem metástases 39.825 7 1 47 439.509 278.775 
Deficiência de coagulação 31.667 8 1 62 452.101 253.336 
Abuso de drogas 22.897 7 1 66 312.512 160.279 
Hipotiroidismo 17.140 8 1 52 208.508 137.120 
Psicoses 14.954 8 1 60 201.388 119.632 
Artrite reumatóide/d. vasc. do colagénio 16.219 7 1 54 184.841 113.533 
Perda de peso 7.707 13 1 89 160.371 100.191 
Transtornos de circulação pulmonar 7.971 11 1 60 122.167 87.681 
Linfoma 14.481 6 1 42 135.653 86.886 
Doença péptica ulcerosa crónica 6.098 8 1 48 72.174 48.784 
VIH e SIDA 5.080 6 1 56 62.585 30.480 
 
Por outro lado, foi também estudada a mortalidade em episódios de internamento com 
comorbilidades identificadas (Tabela 17). A percentagem de mortes para todos os 
internamentos foi de 4,1%; já nos internamentos com pelo menos uma comorbilidade 
esta percentagem subiu para os 9,4%; considerando os internamentos sem qualquer 
comorbilidade a percentagem encontrada foi substancialmente inferior (1,9%). De notar 
que a comorbilidade “Transtornos de fluidos e electrólitos” foi a que teve maior número 
absoluto de mortes e, em termos relativos, teve também uma das maiores percentagens 
de mortes (20,5%). Em termos relativos, a comorbilidade “Perda de peso” foi a que 
apresentou maior mortalidade, com 27,3%. No lado oposto, “Depressão” com 3,6% e 
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“Obesidade” com 3,8%, foram as comorbilidades com menor proporção de mortalidade 
associada. 
Confirmou-se a relação das comorbilidades com o tempo de internamento e com a 
mortalidade, ou seja, as comorbilidades aumentam de facto os custos hospitalares. 
Tabela 17 – Mortalidade para episódios com comorbilidades identificadas 
(ordenação por número de mortes) 
Mortalidade 
 
Nº de 
episódios 
 N  % 
Global 4.845.394 196.936 4,1 
Comorbilidades (com pelo menos uma) * 1.403.916 132.127 9,4 
Sem comorbilidades 3.441.478 64.809 1,9 
Transtornos de fluidos e electrólitos 159.721 32.806 20,5 
Hipertensão, não complicada 515.088 29.431 5,7 
Diabetes sem complicações crónicas 250.688 23.365 9,3 
Insuficiência cardíaca congestiva 109.168 19.568 17,9 
Anemia por deficiência 137.278 19.159 14,0 
Insuficiência renal 92.380 14.749 16,0 
Doença pulmonar crónica 128.559 10.988 8,5 
Outros transtornos neurológicos 85.480 10.974 12,8 
Paralisia 57.905 7.973 13,8 
Diabetes com complicações crónicas 64.382 7.625 11,8 
Cancro metastático 36.889 6.830 18,5 
Abuso de álcool 78.704 6.755 8,6 
Deficiência de coagulação 31.667 5.928 18,7 
Doença do fígado 48.759 5.909 12,1 
Tumor sólido sem metástases 39.825 5.524 13,9 
Transtornos vasculares periféricos 32.154 5.510 17,1 
Hipertensão, complicada 49.319 4.974 10,1 
Anemia por perda de sangue 38.435 4.455 11,6 
Doença valvular 36.801 3.141 8,5 
Obesidade 72.751 2.754 3,8 
Perda de peso 7.707 2.107 27,3 
Abuso de drogas 22.897 1.890 8,3 
Depressão 48.141 1.724 3,6 
Linfoma 14.481 1.322 9,1 
Hipotiroidismo 17.140 1.262 7,4 
Transtornos de circulação pulmonar 7.971 1.126 14,1 
Psicoses 14.954 1.057 7,1 
Artrite reumatóide/d. vasc. do colagénio 16.219 1.036 6,4 
Doença péptica ulcerosa crónica 6.098 436 7,1 
VIH e SIDA 5.080 424 8,3 
(*) 67% das altas que resultaram em morte tinham pelo menos uma comorbilidade 
 
A mortalidade verificada nos internamentos com comorbilidades diminuiu ao logo dos 
anos (Tabela 18). Os tempos médios destes internamentos diminuíram também ao longo 
dos anos. 
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Tabela 18 – Tempo de internamento e mortalidade por ano, para os episódios com comorbilidades 
Tempo de internamento Ano 
de alta 
Nº de 
episódios Mediana Média 
aritmética 
Média 
geométrica 
Mortalidade 
(%) 
2000 223.514 7 11,25 6,54 9,76 
2001 260.785 7 10,88 6,28 9,55 
2002 285.805 7 10,73 6,20 9,55 
2003 312.985 7 10,22 5,97 9,37 
2004 320.827 7 10,21 5,95 8,97 
Total 1.403.916 7 10,61 6,16 9,41 
 
 
Relação da presença de comorbilidades com outras variáveis  
Com uma amostra aleatória de 5% dos internamentos, e com 66% das instâncias para 
treino e as restantes para teste, construiu-se uma árvore de decisão (C4.5) para a 
variável dependente relativa à presença (ou ausência) de comorbilidades, usando os 
seguintes atributos independentes: idade, tipo de admissão e de GDH, complexidade do 
GDH, mortalidade, ano de alta, readmissão, distância da residência ao hospital, tempo 
de internamento, sexo, e 3 variáveis para o tipo do hospital. Todos estes atributos 
permaneceram na árvore gerada. A taxa de acerto foi de 78%, com a área sob a curva 
ROC de 0,797 (sensibilidade = 0,552 e especificidade = 0,876). Na Tabela 19 pode-se 
ver o ganho de informação para cada um destes atributos. Os atributos idade, 
complexidade do GDH e tempo de internamento foram os que tiveram maior ganho de 
informação. Deste conjunto de atributos, o ano de alta foi o que apresentou menor 
ganho de informação. 
Das variáveis relacionadas com o tipo de hospital, a divisão por grupo económico foi a 
que apresentou maior ganho de informação. 
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Tabela 19 – Comorbilidades, ganho de informação 
Comorbilidades Ganho de informação (bits) 
Idade 0.14680    
Complexidade do GDH Adjacente 0.08012   
Tempo de internamento 0.07884    
Mortalidade 0.01883    
Tipo de admissão e de GDH 0.00980 
Hospital, grupo económico 0.00617   
Distância 0.00391 
Hospital, grupo administrativo 0.00349    
Sexo 0.00318    
Readmissão 0.00288    
Hospital, com ou sem ensino 0.00211    
Ano de alta 0.00198 
 
Discussão 
As comorbilidades estão associadas a um maior consumo de recursos hospitalares 
(Elixhauser et al., 1998). Em 29% dos internamentos estudados existe pelo menos uma 
situação de comorbilidade identificada, ou seja, há um peso importante das 
comorbilidades nos internamentos hospitalares. Neste estudo verificou-se que as 30 
comorbilidades definidas por Elixhauser et al. (1998) têm mais mortalidade associada, 
estão associadas a mais readmissões e têm tempos de internamento mais prolongados. 
A proporção de comorbilidades identificadas aumentou de 25% para 32% no período 
compreendido entre 2000 e 2004. Se o número de diagnósticos secundários codificados 
está claramente associado a este aumento, não será porventura o único factor 
responsável por tal. As comorbilidades ajustadas ao número de diagnósticos secundários 
continuam a aumentar significativamente por ano. A razão entre o número de 
diagnósticos secundários codificados e o número de comorbilidades diminui ao longo 
dos anos, ou seja, se se mantivesse o mesmo número de diagnósticos secundários ao 
longo dos anos o número de comorbilidades continuaria a aumentar. 
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Com excepção de três comorbilidades, todas as restantes 27 aumentaram a frequência 
de situações identificadas entre 2000 e 2004. Quando ajustado ao número de 
diagnósticos secundários, à idade e ao sexo, verificou-se que em geral as 
comorbilidades aumentam mas, em termos individuais, cerca de metade das 
comorbilidades diminui ao longo dos anos. 
Apesar do aumento das comorbilidades, o tempo médio de internamento tem diminuído 
ao longo dos anos. Por outro lado os tempos de internamento associados aos 
internamentos com comorbilidades têm quase o dobro do tempo de internamento 
normal, ou seja, mais comorbilidades deveriam originar demoras médias superiores, o 
que não se tem verificado. Ou seja, aparentemente deve ter existido um aumento na 
produtividade dos hospitais. 
Por outro lado as comorbilidades fazem aumentar a probabilidade de readmissão. No 
entanto, apesar de as comorbilidades estarem a aumentar, as readmissões estão mais ou 
menos estabilizadas ao longo dos anos (conforme a análise relativa ao estudo das 
readmissões hospitalares, pág. 101). Poderá ser este um outro indício de que tem havido 
uma melhoria na gestão e na prestação de cuidados de saúde. 
As comorbilidades estão claramente associadas à idade e os homens têm em geral mais 
comorbilidades do que as mulheres. A mortalidade é muito superior em doentes que 
tenham pelo menos uma comorbilidade comparativamente com os que não têm qualquer 
comorbilidade. Quer os tempos de internamento quer a mortalidade associados aos 
doentes com comorbilidades têm diminuído ao longo dos anos. 
As comorbilidades estão a aumentar ao longo dos anos. Será que este resultado reflecte 
de facto o que se passa na sociedade portuguesa? Será o resultado do envelhecimento da 
população? Ou será devido a melhorias na codificação? Estarão os médicos 
codificadores mais sensibilizados para codificar, principalmente, as situações de doença 
com mais influência no consumo de recursos hospitalares? Os factos indicam que o 
número de diagnósticos secundários e o número de comorbilidades aumentaram ao 
longo dos anos, com os segundos em maior proporção. 
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Os resultados aqui apresentados poderão ser usados numa tentativa de diminuição de 
custos hospitalares, através de medidas que permitam, de alguma forma, minimizar 
algumas das comorbilidades descritas. Para tal, poderia existir uma análise de algumas 
comorbilidades após a introdução de variáveis que representem opções de tratamento ou 
de cuidados hospitalares. Por exemplo, a comorbilidade “Perda de peso” poderia 
eventualmente ser minimizada caso o hospital introduzisse uma “dieta controlada” ou 
programasse consultas de acompanhamento (por exemplo, anteriores a uma intervenção 
cirúrgica programada). O impacto da aplicação desta e de outras medidas poderia depois 
ser avaliado. 
De realçar ainda a dificuldade relacionada com a separação das comorbilidades face às 
complicações. Esta situação poderia melhorar caso se passasse a guardar informação 
adicional nos registos clínicos electrónicos dos doentes respeitante à existência de 
determinadas condições de doença aquando da admissão do doente ao hospital (Glance 
et al., 2006). 
Próximos passos 
Num futuro próximo, pretende-se alargar o âmbito temporal dos dados, com a inclusão 
de dados de 2005 e, se possível, de 2006. Serão aplicados e comparados outros métodos 
de detecção de comorbilidades, nomeadamente o método de Charlson (Charlson et al., 
1987), numa das suas versões actualizadas e, se possível, tentar-se-á perceber até que 
ponto estes métodos se adequam de facto à realidade portuguesa. Procurar-se-á ainda 
detalhar o estudo de determinadas comorbilidades, em especial as que estejam 
associadas a um maior consumo de recursos ou a uma maior mortalidade. 
Serão por outro lado, na medida do possível, identificadas e estudadas as complicações 
hospitalares. Dada a dificuldade na sua identificação, tentar-se-á averiguar da 
sensibilidade e especificidade dos métodos mais frequentemente utilizados nesta 
detecção. 
Na secção seguinte apresenta-se um estudo sobre a evolução das readmissões nos 
hospitais públicos portugueses. 
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4.4 Estudo das readmissões hospitalares 
As readmissões são normalmente usadas como um indicador de qualidade nos cuidados 
de saúde, apesar de muitas vezes serem inevitáveis. A sua utilização como indicador de 
qualidade acontece por um lado por serem frequentes e fáceis de calcular, e por outro 
por, em geral, se considerar que uma melhoria na qualidade dos cuidados de saúde 
prestados poder diminuir as readmissões consideradas evitáveis. 
Para o SNS, os custos relacionados com as readmissões são elevados. Apesar da 
controvérsia que existe acerca da utilização da taxa de readmissão como indicador de 
qualidade, não há dúvidas de que as readmissões representam um grande peso nos 
custos hospitalares. 
Objectivo 
Estudar a evolução das readmissões nos hospitais públicos portugueses. 
Material e métodos 
Para este estudo foram utilizados dados de internamentos em hospitais públicos 
portugueses (bases de dados dos GDHs) com altas entre os anos de 2000 e 2004 
(inclusive) em 94 hospitais de agudos. Após uma primeira fase de pré preparação dos 
dados ficaram 4.845.394 internamentos. Os tempos de internamento com 0 dias foram 
convertidos para 1 dia dado que, também nestes casos, há consumo de recursos (pelo 
menos ao nível dos serviços). 
Os dados originais vieram anonimizados e em ficheiros separados, um para cada ano de 
alta. No processo de anonimização o número do doente não se manteve o mesmo para 
ficheiros diferentes, ou seja, não era o mesmo entre 2 anos distintos. Este facto teve 
claramente influência no cálculo das readmissões. Supondo que o espaço temporal para 
ser considerado readmissão era de 30 dias, então, por exemplo, para um doente que 
tivesse uma admissão a internamento ocorrido a 1 de Janeiro não era possível verificar 
se teve internamentos com altas no mês anterior, ou seja, em Dezembro do ano anterior. 
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Esta situação permanece enquanto o âmbito temporal alcançar dias do ano anterior 
(Figura 8). Assim, considerando os 30 dias como espaço máximo para se considerar 
readmissão, este problema será tendencialmente menor conforme se estejam a verificar 
admissões mais perto do final do mês de Janeiro, até que deixa de existir passados 30 
dias desde o início do ano. 
 
Figura 8 – Evolução no número de readmissões diárias identificadas no conjunto dos meses de Janeiro 
O número de readmissões por dia estabilizou após o trigésimo dia num valor próximo 
de 1.200, conforme se pode comprovar pelo gráfico da Figura 9. 
 
Figura 9 – Número de readmissões para cada dia do ano (1 a 366), com linha de referência no 30º dia 
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Independentemente destes problemas, era sempre possível fazer comparações entre 
anos, visto que os métodos e os problemas são os mesmos para todos os anos. 
Considerou-se que se tratava de uma readmissão quando um doente foi readmitido no 
mesmo hospital num espaço de 30 dias. Este valor dos 30 dias é frequentemente 
utilizado em estudos de âmbito nacional (por exemplo em informações de actividade 
como o Relatório Nacional anual de GDH (IGIF, 2006)) e internacional (por exemplo 
em (Luthi et al., 2004)). Não foi possível seguir as readmissões em hospitais diferentes 
porque os números de identificação dos doentes são únicos por hospital. 
As readmissões foram estudadas em função de várias variáveis, algumas relativas às 
características dos doentes e dos internamentos, outras relativas às características dos 
hospitais. As variáveis independentes, descritas com mais detalhe na análise aos tempos 
de internamento desviantes, foram o “Ano de alta”, o “Tipo de admissão e de GDH”, a 
“Complexidade do GDH (Adjacente)”, o “Nº de comorbilidades”, a “Idade”, a 
“Mortalidade”, a “Distância da residência ao hospital”, o “Sexo” e as 3 variáveis 
relativas ao tipo de hospital, “Hospital, com ensino universitário?”, “Hospital, grupo 
económico” e “Hospital, grupo administrativo”. 
Um modelo de regressão logística binária foi estimado com a inclusão da maioria destas 
variáveis independentes em simultâneo (modelo ajustado). Os dados foram explorados 
através do método stepwise, onde existe uma inclusão progressiva de variáveis 
independentes no modelo. 
Numa outra análise foi estudada a influência das comorbilidades nas readmissões. 
Foram definidas 30 comorbilidades que têm influência nos resultados hospitalares 
(Elixhauser et al., 1998; HCUP, 2006). Estes dados foram também estudados através de 
uma regressão logística binária. 
A relação entre as readmissões e os tipos de hospitais foi estudada através de tabelas de 
contingência e da aplicação do teste de Qui-quadrado de Pearson. 
As árvores de decisão podem ser uma importante ferramenta na avaliação de 
performance nos cuidados de saúde, incluindo o estudo das readmissões (Neumann et 
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al., 2004). Foram assim também geradas árvores de decisão e calculados os ganhos de 
informação associados a cada atributo. 
Resultados 
Nos 4.431.252 episódios de internamento estudados, 9,1% foram readmissões, isto é, 
foram reinternamentos no mesmo hospital num espaço de 30 dias. Por ano, a proporção 
de readmissões esteve mais ou menos estabilizada nos 9,1% de casos (Tabela 20). As 
proporções das readmissões para os internamentos com pelo menos uma comorbilidade 
são claramente superiores, e rondam ao 12,1%. 
Tabela 20 – Readmissões por ano de alta, para todos os internamentos e para os internamentos com 
comorbilidades 
Todos os internamentos Internamentos com comorbilidades § Ano 
de alta Nº de episódios * Readmissões (%) ** Nº de episódios * Readmissões (%) ** 
2000 901.468 8,76 223.514 11,69 
2001 942.643 9,08 260.785 12,16 
2002 977.493 9,24 285.805 12,18 
2003 1.017.041 9,17 312.985 12,15 
2004 1.006.749 9,18 320.827 12,39 
Total 4.845.394 9,09 1.403.916 12,14 
* Incluindo os meses de Janeiro 
** Excluindo os meses de Janeiro 
§ A taxa de readmissão global para os internamentos sem comorbilidades é de 7,85% 
 
O impacto de várias variáveis nas readmissões foi estudado. Na Tabela 21 podem-se 
visualizar essas variáveis por ordem de introdução no modelo de regressão logística. 
Para o ano de alta houve um ligeiro aumento ao longo dos anos. Durante as várias 
experiências feitas, verificou-se que quando foi construído o mesmo modelo de 
regressão logística mas utilizando apenas 10% dos casos (cerca de 480.000 
internamentos) a variável ano de alta não foi incluída no modelo (não tinha contribuição 
estatisticamente significativa), o que atesta o facto de que nos cinco anos em análise não 
ter existido uma grande variação nas taxas de readmissão. As restantes variáveis 
independentes constantes nesta tabela (com excepção do sexo) apresentaram uma 
relação mais significativa com as readmissões. 
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Tabela 21 – Influência de determinados factores nas readmissões – odds ratios ajustados e seus intervalos 
de confiança obtidos através de regressão logística 
Factores 
(por ordem de introdução no modelo) Casos (%) 
Readmissões 
(%) 
Odds ratio 
ajustado 
(ORaj) 
IC a 95% 
para ORaj 
Inf. – Sup. 
Tipo de admissão e de GDH     
Programado e cirúrgico 22,7 6,0 1  
Programado e não cirúrgico 9,5 25,8 6,01 5,93 – 6,09 
Não programado e cirúrgico 13,5 5,4 0,90 0,89 – 0,92 
Não programado e não cirúrgico 54,2 8,4 2,06 2,03 – 2,08 
Complexidade do GDH (Adjacente)     
Inferior a 0,48 25,9 4,5 1   
De 0,48 a 1,24 49,5 8,4 1,93 1,91 – 1,96 
Superior a 1,24 24,6 15,3 3,71 3,66 – 3,76 
Idade     
0 a 17 anos 20,4 5,7 1   
18 a 45 anos 29,1 7,2 1,11 1,09 – 1,12 
46 a 65 anos 20,5 11,6 1,24 1,22 – 1,25 
66 a 80 anos 21,8 11,9 1,33 1,31 – 1,35 
Mais de 80 anos 8,2 10,7 1,23 1,21 – 1,25 
Mortalidade 
 
   
Vivo 96,0 8,8 1  
Falecido 4,0 17,0 1,39 1,36 – 1,41 
Distância da residência ao hospital     
[0 a 5] km 40,1 9,1 1   
]5 ta 20] km 29,1 8,1 0,89 0,88 – 0,90 
]20 ta 60] km 20,2 9,4 0,92 0,91 – 0,93 
Mais de 60 km 10,7 11,2 0,82 0,80 – 0,83 
Hospital, com ensino universitário?     
Sem ensino 69,6 8,7 1   
Com ensino, menos de mil camas 15,9 8,6 0,90 0,89 – 0,91 
Com ensino, mais de mil camas 14,4 11,4 1,11 1,09 – 1,12 
Nº de comorbilidades *  1,09 1,08 – 1,10 
Ano de alta     
2000 18,6 8,8 1   
2001 19,5 9,1 1,04 1,03 – 1,06 
2002 20,1 9,2 1,06 1,05 – 1,08 
2003 20,9 9,2 1,10 1,09 – 1,12 
2004 20,8 9,2 1,10 1,09 – 1,12 
Sexo**     
Masculino  9,5 1  
Feminino  7,7 0,98 0,97 – 0,98 
*  71% dos internamentos não têm qualquer comorbilidade associada 
**  15,6% dos internamos não têm este campo preenchido 
 
Em relação à variável “Tipo de admissão e de GDH”, e considerando as admissões 
programadas, verificou-se um OR ajustado de 6,0 para os GDHs não cirúrgicos quando 
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comparado com os cirúrgicos, ou seja, existia uma muito maior propensão para que um 
GDH não cirúrgicos fosse uma readmissão quando comparado com um cirúrgico. O 
número de comorbilidades e as mortes também se verificou estarem associados às 
readmissões. A complexidade dos GDHs estava também associada às readmissões; 
quanto maior a complexidade do GDH maior a proporção de readmissões. A taxa de 
readmissões aumentou com a idade. 
Em relação ao tipo de hospital, e considerando se tinham ou não ensino, os 
universitários (com mais de 1000 camas) eram os que tinham mais readmissões, mesmo 
depois de ajustado às características dos doentes. 
Em termos de distância da residência ao hospital, verificam-se mais readmissões para os 
doentes que viviam até 5 km. Em relação à idade, houve em geral um aumento nos odds 
ratios conforme esta aumentava. O número de comorbilidades também teve uma 
relação estatisticamente significativa com as readmissões. 
No modelo ajustado às várias variáveis, a variável sexo entrou em último ligar, após o 
ano de alta. O odds ratio obtido foi de 0,98 (IC a 95%: 0,97-0,98), ou seja, apesar de 
ligeira, há uma diferença significativa entre sexos nas readmissões, com os homens a 
terem mais readmissões que as mulheres. O teste do qui-quadrado comprova esta 
relação entre as readmissões e o sexo, com um valor p<0,001 no teste do qui-quadrado 
de Pearson. Os homens foram readmitidos em 9,5% dos casos e as mulheres em 7,7%. 
Conforme verificado, o número de comorbilidade tem influência nas readmissões, 
mesmo quando ajustado a outras características dos doentes e dos hospitais. O passo 
seguinte foi estudar qual a influência de cada comorbilidade, individualmente, nas 
readmissões. 
Pelos resultados da Tabela 22 pode-se verificar que todas as 30 comorbilidades têm 
influência, estatisticamente significativa, nas readmissões. Esta influência reflecte-se, na 
sua maioria, no aumento das readmissões mas houve, no entanto, 5 comorbilidades cuja 
presença está associada a uma diminuição das probabilidades de existir readmissão (por 
exemplo a “Obesidade”, com OR = 0,7). Nos aumentos, destaque para “Linfoma” que, 
com OR = 6,9, foi claramente a comorbilidade que mais influência teve nas 
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readmissões. Para este valor alto nas readmissões com a comorbilidade “Linfoma” 
contribuíram claramente as admissões para quimioterapia de manutenção (código CID-
9-MC V58.1) presente em 42% dos diagnósticos principais. Destes 42% (6106 casos), 
86% foram readmissões programadas. 
Tabela 22 – Relação entre as comorbilidades e as readmissões: nº de casos com comorbilidades, 
proporção de readmissões e odds ratios ajustados (via regressão logística) 
Comorbilidades 
(por ordem de introdução no 
modelo de regressão logística) 
Nº de casos 
com a 
comorbilidade 
Proporção 
de 
Readmissões 
Odds ratio 
ajustado 
(ORaj) 
IC a 95% para 
ORaj 
Inf. – Sup. 
Linfoma 14.481 40,6 6,91 6,68 – 7,15 
Anemia por deficiência 137.278 16,0 1,61 1,58 – 1,63 
Tumor sólido sem metástases 39.825 21,0 2,59 2,53 – 2,65 
Insuficiência renal 92.380 16,9 1,75 1,72 – 1,79 
Cancro metastático 36.889 18,5 2,25 2,19 – 2,31 
Paralisia 57.905 15,7 1,73 1,69 – 1,77 
Transtornos de fluidos e electrólitos 159.721 13,5 1,32 1,30 – 1,34 
Insuficiência cardíaca congestiva 109.168 13,5 1,36 1,34 – 1,39 
Diabetes sem complicações crónicas 250.688 11,4 1,35 1,33 – 1,37 
Hipertensão, não complicada 515.088 8,0 0,79 0,78 – 0,80 
Doença do fígado 48.759 13,6 1,47 1,43 – 1,51 
Diabetes com complicações crónicas 64.382 13,4 1,39 1,3 – 1,42 
Doença pulmonar crónica 128.559 11,4 1,27 1,24 – 1,29 
Anemia por perda de sangue 38.435 13,6 1,44 1,40 – 1,49 
Obesidade 72.751 6,4 0,69 0,67 – 0,71 
Transtornos vasculares periféricos 32.154 14,2 1,42 1,38 – 1,47 
Perda de peso 7.707 18,8 1,74 1,64 – 1,84 
Artrite reumatóide/d. vasc. colagénio 16.219 12,9 1,45 1,39 – 1,52 
Transtornos de circulação pulmonar 7.971 16,2 1,54 1,45 – 1,63 
Deficiência de coagulação 31.667 13,9 1,26 1,22 – 1,30 
Hipertensão, complicada 49.319 10,2 0,82 0,80 – 0,85 
VIH e SIDA 5.080 14,6 1,64 1,51 – 1,78 
Doença valvular 36.801 12,5 1,19 1,15 – 1,23 
Depressão 48.141 10,1 1,13 1,10 – 1,17 
Outros transtornos neurológicos 85.480 10,6 1,09 1,07 – 1,12 
Abuso de drogas 22.897 8,6 0,85 0,81 – 0,89 
Hipotiroidismo 17.140 11,6 1,16 1,11 – 1,22 
Abuso de álcool 78.704 9,1 0,94 0,92 – 0,97 
Doença péptica ulcerosa crónica 6.098 11,0 1,16 1,07 – 1,25 
Psicoses 14.954 10,1 1,09 1,03 – 1,15 
 
Em termos de árvores de decisão, as comorbilidade que permitiram maiores ganhos de 
informação na previsão da readmissão foram, através do gain ratio, “Anemia por 
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deficiência” (0,032 bits), “Abuso de álcool” (0,03 bits) e “Deficiência de coagulação” 
(0,027 bits). 
Na relação das readmissões com o tipo de hospital (Tabela 23), constatou-se que 
haviam diferenças acentuadas em todos os agrupamentos. Nos grupos económicos os 
hospitais do Grupo I (os mais tecnológicos, mais complexos e especializados) 
diminuíram as suas readmissões desde 15,1% em 2000 até 14,2% em 2004. Apesar da 
diminuição verificada, estes hospitais continuaram com percentagens de readmissões 
muitos superiores aos restantes grupos. 
Tabela 23 – Proporção de readmissões por ano, para cada grupo de hospitais** 
 2000 2001 2002 2003 2004 Total 
Grupo económico       
Grupo I a 15,1 15,5 15,1 14,3 14,2 14,8 
Grupo II a 8,7 9,0 9,6 9,5 9,3 9,2 
Grupo III a 7,7 8,0 8,2 8,5 8,5 8,2 
Grupo IV a 7,8 8,1 8,2 8,2 8,3 8,1 
Grupo económico (recodificada)       
Grupo I a 15,1 15,5 15,1 14,3 14,2 14,8 
Grupo I, II e III a 8,1 8,4 8,6 8,6 8,6 8,5 
Grupo administrativo       
Hospital central a 9,8 10,3 10,6 10,4 10,5 10,3 
Hospital distrital a 8,0 8,2 8,3 8,2 8,3 8,2 
Hospital distrital de nível 1 a 7,5 8,0 8,2 8,5 8,5 8,2 
Com ensino universitário?       
Com ensino, mais de mil camas a 11,4 11,2 11,6 11,6 11,4 11,4 
Com ensino, menos de mil camas a 7,8 8,4 9,2 9,1 8,8 8,6 
Sem ensino a 8,5 8,8 8,8 8,7 8,8 8,7 
Todos 8,8 9,1 9,2 9,2 9,2 9,1 
a
  p < 0,001 (Qui-quadrado de Pearson) 
** Excluindo os meses de Janeiro 
 
Em relação aos grupos administrativos, os hospitais centrais tiveram mais readmissões 
que os distritais e distritais de nível 1, com uma proporção global de 10,3%. Os 
hospitais distritais tinham, em 2000, mais readmissões que os hospitais distritais de 
nível 1. Mas essa situação alterou-se nos anos seguintes e em 2004 os distritais tinham 
já menor proporção de readmissões. 
Considerando a divisão pela existência ou não de ensino, os hospitais universitários com 
mais de mil camas foram os que tiveram maior proporção de readmissões, com um 
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valor mais ou menos estabilizado nos 11,4%. Os outros hospitais com ensino 
universitário (menos de mil camas) eram os que tinham menor proporção em 2000 
(7,8%) mas esse valor aumentou ao longo dos anos e em 2004 era equivalente ao dos 
hospitais sem ensino (8,8%). 
Discussão 
As readmissões estão relacionadas com o tipo de admissão e GDH, com a complexidade 
do GDH, com a idade, com a mortalidade, com a distância da residência ao hospital, 
com o tipo de hospital, com o número de comorbilidades, com o ano de alta e com o 
sexo. No modelo ajustado a todas estas variáveis, o ano de alta e o sexo são as variáveis 
com influência menos significativa nas readmissões. 
A relação do ano de alta com as readmissões é, como visto anteriormente, um relação 
ligeira, que não seria significativa se se considerasse uma amostra com, por exemplo, 
10% dos dados na construção do modelo de regressão logística. De facto, as 
readmissões aumentaram 0,3% de 2000 para 2001 mas depois mantiveram-se 
estabilizadas nos anos seguintes (entre os 9,1% e os 9,2%). As taxas de readmissão em 
internamentos com comorbilidades são claramente superiores, com valores na casa dos 
12%. 
Um quarto das admissões programadas e em GDHs médicos são readmissões. As 
admissões programadas mas em GDHs cirúrgicos representam somente 6%. Nas 
admissões não programadas são mais as situações de readmissão em GDHs médicos 
comparativamente com os cirúrgicos. 
As situações de readmissão são normalmente mais graves do que as de não readmissão. 
A complexidade dos GDHs e a mortalidade aumentam com as readmissões. 
A idade está associada às readmissões; a taxa de readmissões aumenta com a idade até 
aos 45 anos e mantêm estabilizada após essa idade. 
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Os hospitais com ensino universitário e mais de mil camas têm mais readmissões que os 
restantes hospitais. Esta relação é significativa, mesmo depois de ajustar a várias 
características dos doentes e do tipo de internamento. 
As readmissões estão também relacionadas com as 30 comorbilidades. No modelo de 
regressão logística todas elas tiveram contribuição estatisticamente significativa e, na 
sua maioria (25), estão relacionadas com o aumento das readmissões. 
Como verificado noutro sub-capítulo, as comorbilidades aumentaram ao longo dos 
anos, entre 2000 e 2004. Como visto nesta análise, as comorbilidades fazem aumentar a 
probabilidade de readmissão. A taxa de readmissão média global é de 9,1%. Esta taxa 
baixa para 7,9% quando considerados somente os internamentos sem comorbilidades 
associadas, e sobe para os 12,1% quando considerados os internamentos com pelo 
menos uma comorbilidade associada. No entanto, as readmissões estão mais ou menos 
estabilizadas ao longo dos anos, o que pode indicar uma possível melhoria na gestão 
hospitalar e na prestação de cuidados de saúde. 
Uma das principais limitações deste estudo relaciona-se com o facto de não ter sido 
possível detectar readmissões de um ano para outro. Esperar-se num futuro breve este 
problema seja ultrapassado. Um outro problema relaciona-se com a impossibilidade de 
seguir readmissões entre hospitais. Já este problema é de resolução mais difícil e poderá 
não estar resolvido a breve trecho. 
Próximos passos 
Os próximos passos poderão incluir o alargamento do âmbito temporal dos dados, com 
a inclusão de dados de 2005 e, se possível, de 2006. Espera-se que com esse 
alargamento seja também possível seguir as readmissões entre anos. 
Nas próximas análises poderão ser introduzidas outras variáveis nos modelos. Apesar de 
existirem estudos que referem que os internamentos de curta duração não têm influência 
nas readmissões (Westert et al., 2002), deverá ser analisada a relação entre a duração 
dos internamentos anteriores e a ocorrência posterior de readmissões. Nesta análise dos 
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tempos de internamento deverão ser também consideradas as ocorrências de casos 
desviantes, ou seja, os episódios de curta e de longa duração. 
No futuro, deverão ainda ser calculadas as taxas de multi-admissão e comparados os 
resultados obtidos. A taxa de multi-admissão (multistay) é o número de admissões de 
um doente num determinado período de tempo (Wray et al., 1999). 
Por outro lado, deverão ser aplicadas e comparadas outras variantes para a definição de 
readmissão, quer em termos de espaço temporal entre os internamentos (por exemplo a 
uma semana) (Heggestad e Lilleeng, 2003), quer em termos de tipo de visita 
(programada ou de urgência) e ainda considerando só determinadas condições de 
doença (por exemplo, asma, diabetes com complicações, gastroenterites, insuficiência 
cardíaca congestiva, pneumonia bacteriana, infecção do tracto urinário e hipertensão 
(AHRQ-PQI, 2006)). 
Na secção seguinte apresentam-se análises a dados de cuidados intensivos pediátricos. 
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4.5 Cuidados intensivos 
Neste sub-capítulo são apresentados resultados da aplicação de técnicas de data mining 
em dados de âmbito departamental, relacionados com cuidados intensivos pediátricos. 
 
Cuidados intensivos pediátricos 
Nesta secção descreve-se algumas análises a um conjunto de dados de cuidados 
intensivos pediátricos. Os dados analisados foram os recolhidos na sequência do 
Projecto de Investigação Científica DAIP-CIP – Desenvolvimento e Avaliação de 
Índices de Prognóstico (mortalidade e morbilidade) em Cuidados Intensivos Pediátricos 
em Portugal13. Os métodos de análise incidiram essencialmente na utilização da 
classificação e árvores de regressão. 
Dados de cuidados intensivos pediátricos 
O protocolo para a recolha de dados (no projecto DAIP-CIP) agrupou a informação em 
cinco áreas, designadamente nas áreas admissão, história médica, motivo de admissão, 
fisiologia e estado na alta. 
Paralelamente, também no projecto DAIP-CIP, foram recolhidos dados através da 
aplicação um questionário Health Utilities Index14 (HUI) sobre a qualidade de vida 
(HRQoL – Health-Related Quality of Life). Este questionário continha 40 questões, 
dispostas pelos 8 grupos: visão, audição, fala, mobilidade, destreza manual, estado 
emocional, cognição e dor. Havia ainda uma questão extra sobre a opinião geral do tutor 
relativamente à saúde do doente na última semana. 
                                               
13
 http://daipcip.med.up.pt 
14
 http://www.healthutilities.com 
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Objectivos 
Com a análise a estes dados de cuidados intensivos pediátricos pretende-se extrair 
informação potencialmente útil dos referidos dados do protocolo e do questionário, 
nomeadamente: 
i. Averiguar qual a relação entre a classificação da saúde do doente face aos 
valores (scores) HUI3 dos 8 grupos de variáveis; 
ii. Estudar a fatalidade relativamente às restantes variáveis do protocolo e do 
questionário; 
iii. Entender o comportamento da variável “Qualidade de vida” tendo em 
consideração determinadas variáveis do protocolo e do questionário. 
Métodos 
Os dados, obtidos via SPSS, foram preparados para que pudessem ser lidos pelo 
sistema, usando a linguagem de programação R15. Para tal foi necessário produzir 
estatísticas descritivas (gráficos, tabelas de frequência) para detecção de situações 
anómalas e selecção dos casos válidos. 
Nesta fase preliminar de análise foi usada a classificação e as árvores de regressão (tipo 
CART), através da utilização da library rpart do R (Recursive Partitioning and 
Regression Trees) (Rpart, 2004). 
Na preparação dos dados foram detectadas e corrigidas algumas situações anómalas, 
como por exemplo idades negativas e instâncias com valores omissos em atributos 
importante (ex.: fatalidade). 
Seguem-se 4 grupos de resultados, nomeadamente para o questionário sobre a qualidade 
de vida, para o estudo da fatalidade restrito a algumas variáveis, para o estudo da 
fatalidade incluindo a maioria das variáveis, e para o estudo da qualidade de vida. 
                                               
15
 http://www.r-project.org 
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I – Questionário HUI sobre a Qualidade de Vida 
Com esta análise pretende-se averiguar qual a relação entre a classificação da saúde do 
doente face aos valores HUI3 dos 8 grupos de variáveis, ou seja, pretende-se perceber 
quais os atributos mais (e menos) valorizados pelos tutor em relação à saúde da criança. 
A variável em estudo, classificação da saúde do doente, refere-se a uma questão extra (a 
41ª) incluída no questionário. Esta questão pretendia saber como o tutor classificaria a 
saúde da criança durante a última semana (opções de resposta: “excelente”, “muito 
boa”, “boa”, “razoável” ou “fraca”). Na Tabela 24 pode-se ver as frequências das 
respostas a esta questão. 
As restantes 8 variáveis (as independentes) são as relativas às respostas dos 8 grupos do 
questionário (visão, audição, fala, mobilidade, destreza manual, estado emocional, 
cognição, dor). Na Tabela 25 é possível ver as frequências destas variáveis. 
Após a preparação dos dados restaram para análise 299 casos válidos. 
Tabela 24 – Frequência de respostas à questão 41 do questionário: “No geral, como classificaria a saúde 
do (nome do indivíduo), durante a última semana?” 
 n % 
1 - Excelente 50 17 
2 - Muito boa 41 14 
3 - Boa 79 26 
4 - Razoável 66 22 
5 - Fraca 63 21 
 
299 100 
 
Tabela 25 – Frequência dos 8 variáveis de grupo do questionário 
Presença totalmente funcional do atributo… 
 visão? 
 
(HUI3_1) 
audição? 
 
(HUI3_2) 
fala? 
 
(HUI3_3) 
mobilidade? 
 
(HUI3_4) 
destreza 
manual? 
(HUI3_5) 
estado 
emocional? 
(HUI3_6) 
cognição? 
 
(HUI3_7) 
dor? 
 
(HUI3_8) 
0 – Não 55 7 37 60 27 105 87 134 
1 – Sim 233 286 262 236 269 177 205 160 
NA’s 11 6 0 3 3 17 7 5 
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Resultados 
Na Figura 10 pode-se ver uma árvore de decisão para estes dados, obtida com a 
utilização da library rpart do R (Rpart, 2004), onde se pode destacar as variáveis 
relativas à dor, à cognição e ao estado emocional. Segundo esta árvore só a presença 
totalmente funcional dos atributos dor e cognição pode levar a saúde da criança a ser 
classificada pelo tutor de boa ou excelente. 
 
Figura 10 – Árvore de classificação do estado de saúde do doente 
(“Sim” representa a presença totalmente funcional do atributo…) 
 
Na estrutura da árvore, para além das variáveis relativas à dor, cognição e estado 
emocional, aparece também a variável relativa à mobilidade. Os atributos visão, 
audição, fala e destreza manual não foram incluídos no modelo. Em anexo é possível 
encontrar mais detalhes desta árvore de decisão (Anexo 13). 
Na criação do modelo foram usados 70% dos casos (escolhidos aleatoriamente), sendo 
os restantes usados para testar o modelo. Obtém-se assim a Tabela 26 com a matriz de 
confusão das previsões para os restantes 30% (90 casos). 
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Tabela 26 – Matriz de confusão para as previsões do modelo relativo ao estado de saúde do doente 
Previsões do modelo 
 Excelente Muito boa Boa Razoável Fraca 
Excelente 7 0 7 0 0 
Muito boa 6 0 4 3 0 
Boa 9 0 10 2 8 
Razoável 3 0 5 0 8 
Fraca 0 0 4 1 13 
 
Cálculo do custo médio 
Se à matriz de confusão multiplicarmos a matriz de custos da Tabela 27, obtém-se a 
Tabela 28. O somatório dos seus valores dividido pelo número de casos dá o custo 
médio que, neste caso, é um valor aproximado de 1 (1,08). Este valor mostra que os não 
acertos do modelo estão em média em classes vizinhas à classe prevista. 
Tabela 27 – Matriz de custos 
 Excelente Muito boa Boa Razoável Fraca 
Excelente 0 1 2 3 4 
Muito boa 1 0 1 2 3 
Boa 2 1 0 1 2 
Razoável 3 2 1 0 1 
Fraca 4 3 2 1 0 
 
Tabela 28 – Produto das matrizes de confusão e de custos 
Previsões do modelo 
 Excelente Muito boa Boa Razoável Fraca 
Excelente 0 0 14 0 0 
Muito boa 6 0 4 6 0 
Boa 18 0 0 2 16 
Razoável 9 0 5 0 8 
Fraca 0 0 8 1 0 
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Para determinar quais os atributos mais informativos, ou que originassem menores 
custos, foram utilizados os atributos um a um, individualmente, na construção da árvore 
de decisão (Tabela 29), e utilizando a mesma matriz de custos (exemplo na Figura 11). 
O atributo mobilidade tem o custo médio mais baixo. O atributo dor, apesar de ser o 
atributo principal na árvore de decisão, não é o atributo com melhor custo médio16. 
 
Figura 11 – Árvore de classificação do estado de saúde do doente para um único atributo 
(“Sim” representa a presença totalmente funcional do atributo mobilidade) 
 
Tabela 29 – resultados da variável Q41 prevista individualmente por cada um dos 8 atributos 
Q41 ~ Taxa de acerto (%) Custo médio 
Dor? 33,5 1,27 
Mobilidade? 32,0 1,02 
Estado emocional? 32,0 1,10 
Destreza manual? 26,7 1,12 
Visão? 24,6 1,15 
Audição? 24,6 1,15 
Fala? 24,3 1,13 
Cognição? 23,6 1,28 
 
                                               
16
 A questão dos custos será abordada no capítulo 5 
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IIa – Estudo do comportamento da fatalidade, restrito a algumas variáveis 
As unidades de cuidados intensivos (UCIs) são responsáveis por uma grande fatia dos 
orçamentos hospitalares. As limitações na disponibilidade de recursos obrigam a que os 
cuidados intensivos sejam direccionados para os doentes que se prevê venham a 
beneficiar deles. Neste contexto, o estudo da fatalidade é essencial, tanto para previsão 
como para avaliação das UCIs. 
Com esta análise pretende-se estudar a fatalidade relativamente a outras variáveis do 
protocolo, neste caso um subconjunto restrito de variáveis. Assim, a fatalidade foi 
estudada tendo em conta as variáveis idade (em dias), sexo, duração do internamento 
(em horas) e grupo diagnóstico. Em anexo encontram-se algumas estatísticas de 
sumário destas variáveis (Anexo 14). 
Na preparação dos dados, para que houvesse uma equiparação entre os números de 
falecidos e de vivos, decidiu-se aumentar para o décuplo o número de falecidos (over-
sampling, e não under-sampling, dado o número reduzido de casos). 
Resultados 
Após a classificação, e dada a extensão da árvore inicial, procedeu-se à sua poda 
(pruning). O gráfico na Figura 12 permitiu escolher um valor para o parâmetro de 
complexidade na validação cruzada (cp=0,011) (Rpart, 2004). 
Na Figura 13 pode-se ver uma árvore de classificação para a fatalidade, com o tamanho 
da árvore limitado pelo facto de ter sido utilizado um factor de poda maior (cp=0,016). 
Nesta árvore pode-se por exemplo ver que para Grupo de diagnóstico = “Pós-operatório 
electivo” existem 241 casos classificados como “Vivo” e 8 como “Falecido”. A árvore 
de classificação para cp=0,011 pode ser vista no Anexo 15. As variáveis que entraram 
no modelo são a duração do internamento, a idade e o grupo diagnóstico. A variável 
sexo ficou excluída deste modelo. 
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Figura 12 – Estabelecimento do valor de poda utilizando validação cruzada 
 
Figura 13 – Árvore de classificação para a fatalidade, para cp=0,016 
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Através da consulta da matriz de confusão (Tabela 30), calculou-se a taxa de acertos, e 
obteve-se 76%. 
 
Tabela 30 – Matriz de confusão para as previsões do modelo para a fatalidade 
Previsões do modelo 
 Vivo Falecido 
Vivo 195 141 
Falecido 29 336 
 
Dos resultados obtidos verificou-se que no grupo diagnóstico a classe “Pós-operatório 
electivo” resultou maioritariamente num estado final de “Vivo” (241 de 249 casos). 
Notou-se também que a maioria dos casos que tinham uma das outras classes de 
diagnóstico17 e tempo de internamento menor ou igual a 12 horas tiveram como 
resultado “Falecido”. 
Numa outra análise, mantivemos as proporções originais das classes, ou seja, manteve-
se a relação de 10 para 1 entre as classes “Vivo” e “Falecido”, com 155 (8,6%) casos na 
classe “Falecido” e 1651 (91,4%) casos na classe “Vivo”. 
Para estes dados, utilizámos vários meta-classificadores, incluindo o MetaCost 
(Domingos, 1999), para tornar a árvore de decisão sensível aos custos de má 
classificação e aumentar o número de casos correctamente classificados na classe 
“Falecido”. Para tal considerou-se uma matriz de custos com um rácio de 1:10, ou seja, 
o custo de classificar um caso como “Vivo” sendo ele “Falecido” é 10 vezes superior ao 
custo de classificar um caso como “Falecido” sendo ele “Vivo”. Com este meta-
classificador a taxa de acerto foi de 85%, que é mais baixa do que a dos classificadores 
convencionais, mas a sensibilidade (recall ou taxa de VP) aumentou de 7,7 para 27,1% 
(Tabela 31). A especificidade (1 – taxa de FP), por outro lado, baixou de 99,6 para 
90,1%. Este compromisso entre sensibilidade e especificidade é importante para que a 
                                               
17
 “Respiratório”, “Sepsis/Choque séptico”, “Trauma” ou “Outro” 
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classe que tem menos casos (“Falecido”) seja mais vezes correctamente identificada. 
Este modelo incluiu as variáveis idade, sexo, tempo de internamento e grupo 
diagnóstico. 
Utilizámos ainda stacking para a combinação de classificadores, mas sem melhorias nos 
resultados obtidos. 
Tabela 31 – Fatalidade, aplicação de alguns algoritmos de classificação (com 10-fold cross-validation) 
Classificador Taxa de acerto (%) 
Sensibilidade 
(%) 
Especificidade 
(%) 
Rpart (R library) 91,7 10,3 99,3 
C4.5 91,7 7,7 99,6 
MetaCost com C4.5 84,7 27,1 90,1 
 
Os passos futuros poderão passar pela validação e refinação destes resultados. Poderá 
existir também uma comparação dos resultados com os índices de probabilidade de 
morte para melhor se perceber o desempenho dos modelos obtidos. 
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IIb – Estudo do comportamento da fatalidade, incluindo a maioria das variáveis 
Com esta análise pretende-se estudar a fatalidade relativamente à totalidade das 
variáveis do protocolo de recolha de dados (projecto DAIP-CIP). 
Algumas variáveis, que não faziam sentido para a análise em questão, não foram 
consideradas. Ficaram 138 variáveis do protocolo juntamente com outras 4 relativas a 
índices de probabilidade de morte.  
Resultados 
Dos resultados obtidos (Anexo 16), destaque para o subconjunto restrito de variáveis 
que pertencem ao modelo. São elas o tempo de internamento, a tensão arterial 
diastólica, a contagem de plaquetas nas primeiras 12h (mínimo), a temperatura nas 
primeiras 12h (máximo), a temperatura nas primeiras 12h (mínimo), o peso e 3 dos 
índices de probabilidade de morte (PM_PIM, PM_PRISM e PMPRISM3). Destas variáveis, 
pode-se realçar a presença dos 3 índices de probabilidade de morte, responsáveis pela 
formação dos principais nós da árvore de classificação. 
Note-se ainda que o erro de classificação foi relativamente baixo (10,3%), e melhor que 
o obtido no estudo anterior com uma selecção de variáveis. As diferenças devem-se 
sobretudo à utilização dos índices de probabilidade de morte nesta análise. 
Os passos futuros relativos a esta análise deverão passar pela validação e refinação 
destes resultados. Deverão ainda também ser estudadas outras combinações de 
variáveis, excluindo as relativas aos índices de probabilidade de morte, que nos 
resultados anteriores mostraram ter um enorme peso. 
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III. Estudo do comportamento da Qualidade de Vida 
Com esta análise pretende-se entender o comportamento da variável Qualidade de vida 
tendo em consideração determinadas variáveis do protocolo e do questionário (projecto 
DAIP-CIP). 
A variável dependente Qualidade de vida: é o resultado (score) do questionário da 
qualidade de vida aplicado 6 meses após a alta. A análise foi feita considerando as 
variáveis idade, sexo, duração do internamento, grupo diagnóstico, tipo de admissão, 
história médica, os 4 índices de probabilidade de morte (PM_PRISM, PM_PIM, PM_PIM2 e 
PMPRISM3) e as 8 variáveis relativas aos 8 grupos do questionário da qualidade de vida 
aplicado após 6 meses (dor, mobilidade, estado emocional, destreza manual, visão, 
audição, fala e cognição). 
Após a preparação dos dados remanesceram 155 casos para análise. 
Note-se ainda que, e contrariamente aos exemplos anteriores, a variável em análise era 
contínua e por isso o modelo gerado foi uma árvore de regressão. 
Resultados 
Do conjunto inicial de 16 variáveis, e após poda da árvore, só duas ficaram no modelo 
final, as relativas à mobilidade e à cognição passados 6 meses da alta (Anexo 17). 
Em passos futuros pretende-se por um lado avaliar e validar os resultados obtidos e por 
outro experimentar outro tipo de análises. Deverão ser excluídas as 8 variáveis do 
questionário, permanecendo somente as relativas ao protocolo. Tentar-se-á também 
perceber até que ponto se pode de facto prever a qualidade da vida do doente passados 6 
meses, tendo por base a informação existente aquando do internamento. 
Próximas Etapas 
Para além das várias indicações de análises futuras referidas nos exemplos anteriores 
deverá também ser alargado o âmbito do estudo a outras bases de dados de cuidados 
intensivos. 
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Discussão 
Nos exemplos apresentados é possível encontrar vários problemas interessantes, como 
por exemplo o facto de uma das variáveis a prever ter 5 classes e o facto de, noutro 
exemplo, a relação entre duas classes ser de 10:1. Na primeira situação, e por existirem 
muitas classes, a taxa de acerto obtida não era à partida muito boa. Dado que a variável 
a classificar era ordinal, foi possível usar uma matriz de custos onde se constatou que as 
falhas na classificação afastavam-se pouco da classe correcta. Na outra situação, onde 
uma das classes tinha uma proporção de casos muito maior do que a outra, é possível 
manipular os dados de treino, ou as probabilidades de classificação do modelo, para 
aumentar a sensibilidade e consequentemente aumentar a proporção de casos da classe 
desfavorecida correctamente identificados. 
A mobilidade e a cognição foram os únicos atributos em comum quando se considerou 
a classificação da saúde da criança (na opinião do tutor) e a qualidade vida (HRQoL) 
avaliada através dos valores HUI3. O tutor atribuiu valor adicional à dor e ao estado 
emocional quando lhe foi pedido para classificar a saúde da criança. Os atributos mais 
físicos, como visão, audição, fala e destreza manual foram aparentemente menos 
valorizados para a classificação do estado de saúde e da qualidade de vida. Este aspecto 
precisa no entanto de investigação mais pormenorizada para que possa ser de facto 
aceite e generalizado. 
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4.6 Próximas etapas 
De futuro poder-se-á continuar com a aplicação e posterior comparação de diversas 
técnicas de data mining, com dados na área da saúde. 
Poderão ser feitas análises automáticas, por exemplo para o diagnóstico principal, onde 
as baixas frequências deverão ser destacadas (erro, sobreclassificação, etc.). Poderá 
existir um estudo de tendências temporais, com realce para anos ou meses com valores 
inexplicavelmente baixos ou altos. As análises poderão ser dependentes do contexto e 
poderão existir ajustes por algumas variáveis (idade, ano). Na medida do possível estas 
análises deverão ser sistemáticas, exaustivas, pré-programadas e informadas. 
Poder-se-á ainda proceder com a aplicação de outras técnicas de aglomeração, 
comparação e avaliação de resultados. Poderão ser continuadas as análises à totalidade 
dos dados e as análises limitadas a determinadas doenças ou a determinados Serviços. 
Um dos principais factores em análise deverá continuar a ser o tempo de internamento 
devido à sua estreita correlação com os custos hospitalares (Polverejan et al., 2003). 
A obtenção de regras de associação que possam mostrar as relações entre os 
procedimentos médicos e os correspondentes diagnósticos poderá ser importante para se 
perceber quais as combinações mais comuns de procedimentos e correspondentes 
diagnósticos (Doddi et al., 2001). 
Outros passos poderão incidir no estudo das taxas de readmissão através da criação de 
um motor para geração de hipóteses que apresente uma listagem dos casos 
eventualmente problemáticos (Quantin et al., 2004), com eventual evolução para um 
expert system. 
Uma das ferramentas recomendadas para medir a actividade de um hospital é a da 
utilização dos GDHs (Roger France, 1993a; Gong et al., 2004). Neste sentido poderão 
ser também aplicados outros métodos que facilitem a análise dos case-mix hospitalares 
(Roger France, 2003b), como a aglomeração utilizando redes neuronais (Siew et al., 
2002) e a utilização de métodos de visualização (Lévy, 2004). 
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Os casos desviantes (outliers) (Hodge e Austin, 2004; Liu et al., 2002), nomeadamente 
os relativos ao tempo de internamento, deverão também continuar a ser estudados, dada 
a sua potencial importância para a gestão. Deverá ainda ser importante, por exemplo, a 
detecção de discrepâncias entre tempos de internamento de doentes de departamentos 
com características similares (Beguin e Simar, 2004; Cots et al., 2004). 
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5. Classificação Sensível ao Custo 
Este capítulo é dedicado a vários aspectos da classificação sensível ao custo. Na 
introdução existe um enquadramento do problema e a justificação para a necessidade de 
utilização de classificadores sensíveis a vários tipos de custos na medicina. Depois é 
feita uma exposição dos diferentes tipos de custos, com destaque para os custos de má 
classificação e em particular para os custos dos testes. Segue-se uma revisão ao trabalho 
feito nesta área da aprendizagem sensível ao custo (cost-sensitive learning), a 
apresentação de várias abordagens para a aprendizagem sensível ao custo e, por último, 
é feita uma apresentação de métodos para a avaliação sensível ao custo de 
classificadores. 
Introdução 
Nos problemas de classificação é costume medir-se o desempenho dos classificadores 
através da taxa de erro (error rate). A taxa de erro é a proporção dos erros encontrados 
entre todas as instâncias e é indicativa da performance global do classificador. Grande 
parte dos algoritmos de classificação assume que todos os erros têm o mesmo custo e 
são, normalmente, desenhados para minimizar o número de erros (perda 0/1). Nestes 
casos, a taxa de erro é equivalente à atribuição do mesmo custo para todos os erros de 
classificação, ou seja, por exemplo, no caso de uma classificação binária, os falsos 
positivos teriam o mesmo custo que os falsos negativos. No entanto, em muitas 
situações, cada erro poderá ter um diferente custo associado. 
De facto, na maioria das situações do dia-a-dia, as decisões têm custos diferentes, e uma 
má decisão pode ter consequências graves. É pois importante ter em conta os diferentes 
custos associados às decisões, ou seja, às classificações obtidas. 
Neste contexto pode-se designar por classificação sensível ao custo (cost-sensitive 
classification) quando os custos são ignorados na construção do classificador e são 
usados na previsão de novos casos. Por outro lado, pode-se falar em aprendizagem 
sensível ao custo (cost-sensitive learning) quando os custos são considerados durante a 
fase de treino, podendo posteriormente ser ignorados (ou não) na fase de previsão. Por 
ter em conta os custos na fase de construção do classificador a aprendizagem sensível 
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ao custo será, à partida, uma opção mais ajustada e com melhores resultados. Cost-
sensitive learning é, na área de aprendizagem automática18, a sub-área relativa a esta 
questão da não uniformidade dos custos. 
Assim, quando falamos em cost-sensitive classification, ou cost-sensitive learning, 
referimo-nos em geral ao problema de minimização dos custos totais associados às 
decisões. 
Esta é uma área com especial importância em medicina. Basta ver, por exemplo, os 
casos onde uma determinada doença não é detectada atempadamente pelo facto do teste 
ter dado negativo, e as possíveis consequências (negativas) desse facto. No teste de 
diagnóstico deste exemplo há claramente um custo mais elevado para os falsos 
negativos em relação aos falsos positivos, ou seja, existe um custo mais elevado para as 
situações onde a doença está presente e o resultado do teste indica que não. Para 
precaver este tipo de situações são normalmente usados testes sensíveis como, por 
exemplo, em situações de rastreio. 
Noutras situações, para confirmar um determinado diagnóstico ou quando um resultado 
falso positivo tiver implicações negativas no doente (por exemplo num teste para 
detecção de VIH - Vírus da Imunodeficiência Humana), haverá necessidade de se usar 
testes de diagnóstico mais específicos. Neste caso, os custos associados às decisões são 
muito diferentes comparativamente com os do exemplo anterior. 
Na medicina o custo de um falso negativo é normalmente (muito) diferente do custo de 
um falso positivo. Dado um determinado modelo de decisão, e para além dos custos de 
má classificação, será também importante considerar outros custos, por exemplo os 
relacionados com um determinado teste. Para um novo caso poderá ser necessário obter 
mais informação e existirá normalmente um determinado custo para obtenção dos 
valores dos atributos desconhecidos (por exemplo a realização de análises ao sangue). 
                                               
18
 Machine learning 
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Tradicionalmente a construção de uma árvore de decisão usa somente o ganho de 
informação (information gain), ou alternativamente o gain ratio ou o gini index, como 
critério de escolha dos atributos a usar num determinado nó da árvore. Numa 
perspectiva de minimização dos custos fará sentido que a estratégia para a construção da 
árvore de decisão minimize simultaneamente os custos de má classificação e os custos 
dos testes. Se assim não for, não haverá a preocupação de evitar a presença dos atributos 
mais dispendiosos nos nós cimeiros da árvore de decisão, o que leva a que todos os 
novos casos efectuem estes testes, com um consequente aumento no custo total. 
Suponhamos, por exemplo, que a classe a prever é se o doente tem ou não tem tumor 
cerebral. Quando o médico recebe um novo doente com uma dor de cabeça certamente 
não lhe vai de imediato recomendar que faça um TAC (Tomografia Axial 
Computorizada). Apesar de este ser um teste com grande poder discriminativo, o 
médico terá também em mente o custo do teste (ou seja, uma preocupação económica) e 
normalmente começará, em primeiro lugar, por fazer determinadas perguntas ao doente 
ou outros testes mais simples (Núñez, 1991). 
Em medicina, um determinado teste médico é como um atributo em aprendizagem 
automática: o teste médico tem um custo que equivale ao custo do atributo; um 
diagnóstico errado tem um custo associado, que equivale ao custo de má classificação 
(erro) de uma instância. Na construção de um modelo de classificação para o 
diagnóstico médico, será necessário considerar os dois tipos de custos, os dos atributos e 
os da má classificação, ou seja, simultaneamente os custos dos testes médicos e os 
custos dos diagnósticos errados. 
A minimização dos custos é importante, para mais porque as intervenções médicas não 
são gratuitas e os orçamentos são limitados (Eccles e Mason, 2001). 
Na secção seguinte é feita uma exposição dos diferentes tipos de custos, onde são 
destacados os custos de má classificação e os custos dos testes. 
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5.1 Diferentes tipos de custos 
Turney (2000) apresenta uma panorâmica geral dos diversos tipos de custos que podem 
ocorrer em problemas de classificação. Segundo Turney, a maioria da literatura na área 
de aprendizagem automática ignora todos os tipos de custos, e só alguns artigos 
investigaram os custos de má classificação. Além disso, muito poucos investigaram os 
muitos outros tipos de custos. 
No mesmo artigo, Turney (2000) apresenta uma taxonomia para os diferentes tipos de 
custo que poderão estar envolvidos na aprendizagem (por exemplo na classificação, 
onde se inclui a indução de árvores de decisão), pretendendo com esta taxonomia ajudar 
na organização da literatura relativa a cost-sensitive learning. Assim, divide os custos 
em custos com os erros de má classificação, custos dos testes, custos dos peritos (para 
classificação de casos com classe desconhecida, antes ou durante a aprendizagem), 
custos de intervenção (custos necessários para alterar um determinado processo que 
poderá levar a alterações no custo do atributo), custos de resultados indesejados 
(resultantes de alterações a um determinado processo), custos de computação (com 
vários custos de complexidade computacional), custos dos casos (casos adquiridos para 
treino), custos da interacção homem-computador (na preparação dos casos para treino, 
selecção de atributos, definição de parâmetros ideais para optimizar a performance do 
algoritmo de aprendizagem, compreensão dos resultados) e custos da instabilidade (do 
algoritmo de aprendizagem. 
Nesta enumeração os custos mais comuns, e porventura os mais importantes, são os 
custos relacionados com os erros de má classificação e os custos dos testes. Os custos 
podem ser medidos em várias unidades distintas, como por exemplo monetárias (euros, 
dólares), temporais (segundos, minutos) ou noutros tipos de medidas como por 
exemplo, na medicina, a qualidade de vida de um doente. 
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Custo dos erros de má classificação 
Para n classes está em geral associada uma matriz n x n, onde o elemento na linha i e 
coluna j representa o custo de classificar um caso na classe i quando ele de facto 
pertence à classe j. Normalmente o custo é zero quando i = j. 
Tipicamente os valores existentes na matriz de custos são constantes, ou seja, o custo é 
o mesmo para qualquer instância classificada na classe i mas pertencente à classe j. No 
caso em que o custo é zero quando i = j e é um para as restantes células, está-se perante 
a tradicional medida de taxa de erro. 
Noutras situações, o custo dos erros de má classificação poderá ser condicional, ou seja, 
poderá ser dependente de determinadas características da instância ou do momento. 
Existem vários exemplos na literatura de situações em que os custos de má classificação 
são dependentes da instância a classificar, isto é, estão relacionados com as 
características da instância. Na banca, o custo associado à não detecção de fraude está 
claramente associado ao montante envolvido em cada caso (Elkan, 2001). O mesmo se 
passa nas fraudes nas telecomunicações (Hollmén et al., 2000). Na medicina, o custo de 
prescrever um determinado medicamento a um doente alérgico pode ser diferente 
quando comparado com a sua prescrição a um doente não alérgico. Um diagnóstico 
errado pode ter consequências (custos) diferentes para cada doente, como por exemplo 
nos doentes mais idosos, ou que tenham determinadas comorbilidades. 
Por outro lado, existem situações onde o custo de má classificação está associado ao 
momento em que ocorre. Um aparelho médico que monitorize um doente poderá emitir 
sinais de alarme perante um determinado problema. Os custos de classificação neste 
exemplo dependem não só do facto de a classificação estar ou não correcta, mas 
também da altura no tempo em que o alarme foi accionado, isto é, o sinal de alarme só 
será útil se houver tempo para uma resposta adequada ao problema existente (Fawcett e 
Provost, 1997 e 1999). Os custos de má classificação podem também estar 
condicionados à classificação obtida com outros casos. No exemplo anterior, se um 
sinal de alarme é accionado duas vezes consecutivas para o mesmo problema, e partindo 
do pressuposto de que ambos os sinais de alarmes são correctamente accionados, então 
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o benefício do primeiro sinal deverá ser superior ao do segundo (Fawcett e Provost, 
1999). 
 
Custo dos testes 
A cada teste (atributo) pode estar associado um determinado custo. Na medicina, a 
maioria dos testes de diagnóstico tem um custo associado (ex.: uma ecografia ou um 
exame ao sangue). Estes custos podem variar muito entre diferentes testes. Por exemplo, 
em termos monetários, de acordo certas fontes [(Ministério da Saúde, 2006), Anexo III], 
uma tomografia de emissão (SPECT) tem o preço de 107,4 € enquanto que uma 
tomografia por emissão de positrões tem o preço de 1.392,8 €. 
Os custos dos testes podem ser constantes para todos os doentes, mas podem também 
mudar conforme as características dos doentes. Por exemplo, de acordo com as mesmas 
fontes referidas em cima, uma prova de broncodilatação tem o preço de 36,1 €, mas se 
for para crianças com menos de 6 anos já custa 95,3 €, ou seja, a característica idade 
tem influência no custo do teste. 
Por outro lado, os testes médicos podem ser muito díspares em termos de influência na 
qualidade de vida dos doentes. Se alguns testes são praticamente inócuos para os 
doentes (por exemplo a ecografia obstétrica), existem outros que podem colocar a sua 
vida em risco (por exemplo o cateterismo cardíaco), ou podem porventura ser muito 
desconfortáveis (por exemplo a endoscopia digestiva). Estas características dos testes 
podem ser combinadas com os custos monetários. 
Podem também existir determinadas características comuns entre testes que possibilitem 
a sua realização em grupo. Assim, poderão existir testes que, feitos em grupo, sejam 
menos dispendiosos (e menos demorados) do que feitos individualmente (por exemplo 
(a) os três testes: ecografia renal, digestiva e ginecológica ou (b) os testes sanguíneos). 
Alguns testes podem também ter custos em comum e, por isso, poderão ser conjugados 
de forma a diminuir o custo total. Nestas circunstâncias estarão por exemplo os testes 
sanguíneos, onde existe um custo comum, a colheita de sangue, que pode ser único para 
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todos os testes, ou seja, o sangue é recolhido um única vez para a realização do primeiro 
teste não havendo necessidade de o fazer novamente para posteriores testes sanguíneos 
(se a colheita for suficiente). Neste exemplo, para além da poupança na recolha do 
sangue (poupança monetária e de incómodo para o doente), podem existir outras 
poupanças no caso de os testes serem feitos em grupo: poupança por o preço de grupo 
ser mais baixo e poupança no tempo (resultados poderão estar disponíveis mais 
rapidamente). 
Os custos de alguns testes dependerão também dos resultados de outros testes (por 
exemplo o teste “idade” condiciona o custo do teste “prova de broncodilatação”). 
Outros testes podem ter efeitos secundários e fazer por isso aumentar o seu custo. 
Poderão existir ainda testes com custos que sejam específicos para cada doente ou que 
tenham custos diferenciados consoante o momento ou a urgência com que são 
realizados. Uma estratégia de aprendizagem sensível aos custos deve também 
considerar e combinar estes tipos de custos. 
Conhecendo de antemão os custos associados aos erros de má classificação, só fará 
sentido realizar determinados testes se os seus custos não forem superiores aos custos 
dos erros. Assim, qualquer teste que tenha custo superior aos custos de má classificação 
não faz sentido que se realize. Por outro lado, se os custos de todos os testes forem 
inferiores aos custos de má classificação fará sentido que se realizem todos os testes, a 
menos que existam testes claramente irrelevantes. Estes aspectos devem similarmente 
ser considerados num estratégia de aprendizagem sensível aos custos. 
Na secção seguinte é feita uma revisão ao trabalho feito nesta área da aprendizagem 
sensível ao custo. 
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5.2 Trabalho na área 
Na aprendizagem indutiva (a aprendizagem a partir de exemplos), a maioria dos 
trabalhos preocupa-se com a taxa de erro ou taxa de sucesso dos modelos. 
Existem, no entanto, alguns trabalhos que se preocupam com os custos não uniformes 
associados à má classificação, ou seja, diferentes custos conforme o tipo de erro 
(Breiman et al., 1984; Provost e Buchanan, 1995; Webb, 1996; Ting, 1998; Domingos, 
1999; Elkan, 2001; Zadrozny e Elkan, 2001), mas sem abordar a questão dos custos dos 
atributos. Este tipo de trabalho pode servir também para resolver problemas de 
aprendizagem em dados não balanceados (por exemplo com rácio entre classes de 1 
para 100, ou até mais) (Japkowicz e Stephen, 2002; Chawla et al., 2002; Chawla et al., 
2004; Liu e Zhou, 2006; Zhou e Liu, 2006), dada a relação existente entre classes não 
balanceadas e custos assimétricos (Drummond e Holte, 2000b). Ou seja, o problema das 
classes não balanceadas pode ser atacado aumentando o custo da classe que está em 
minoria e, por outro lado, é possível tornar um algoritmo sensível ao custo balanceando 
os dados de treino. 
Outros trabalhos preocupam-se com os custos dos testes, sem considerar os custos de 
má classificação (Núñez, 1991; Tan, 1993; Melville et al., 2004; Melville et al., 2005). 
E existem ainda alguns trabalhos que se preocupam simultaneamente com vários tipos 
de custos. Trabalhos com estas características são o de Turney (1995), de Bonet e 
Geffner (1998), de Zubek e Dietterich (2002; Zubek, 2004), de Greiner et al. (2002; 
Lizotte et al., 2003), de Guo (2003), de Arnt e Zilberstein (2004a), e de Ling et al. (Chai 
et al., 2004; Ling et al., 2004; Sheng et al., 2005a; Sheng e Ling, 2005b; Zhang et al., 
2005; Ling et al., 2006; ShengVS et al., 2006a; ShengVS e Ling, 2006b). A este nível, o 
artigo de Turney (1995) foi o primeiro a considerar simultaneamente os custos dos 
testes e os custos de má classificação. De facto, até então, os poucos trabalhos na área 
do cost-sensitive learning consideravam unicamente ou os custos de má classificação ou 
os custos dos testes. 
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Trabalhos com custos dos testes e das más classificações 
Turney (1995) implementou o sistema ICET que utiliza um algoritmo genético para 
construir uma árvore de decisão que minimize os custos dos testes e das más 
classificações. Os resultados apresentados mostram que o sistema ICET, apesar de 
robusto, é computacionalmente pesado quando comparado com outros algoritmos (por 
exemplo o C4.5). Turney considera que o problema de classificação sensível ao custo, 
na forma como o abordou é, essencialmente, um problema de reinforcement learning 
(Karakoulas, 1995). 
Zubek e Dietterich (2002; Zubek, 2004) associaram o problema dos custos a um 
processo de decisão de Markov, com uma estratégia de pesquisa óptima (com uma 
heurística para o algoritmo AO*) que tem a desvantagem de poder ser 
computacionalmente muito dispendiosa. Anteriormente, outros autores descreveram 
também a utilização de processos de decisão de Markov, mas na versão generalizada 
onde são permitidos estados parcialmente observáveis (POMDP - Partially Observable 
Markov Decision Process), para a indução de árvores de decisão (Bonet e Geffner, 
1998) e em conjunto com um classificador naive Bayes (Guo, 2003). 
Arnt e Zilberstein (2004a; 2004b; 2005), consideram no seu trabalho, para além dos 
custos de má classificação e dos custos de teste, um custo de utilidade relacionado com 
o tempo necessário para obter o valor de um teste. Como no trabalho de Zubek e 
Dietterich (2002), usam também um processo de decisão de Markov e a heurística de 
pesquisa AO*.  
Greiner et al. (2002) analizaram o problema de “aprendizagem activa”19 para 
classificadores óptimos, sensíveis ao custo, usando uma variante do modelo probably-
approximately-correct (PAC). Lizotte et al. (2003) estudou uma situação de 
aprendizagem activa, onde o classificador (naïve Bayes) tinha um orçamento fixo, 
limitado, que podia usar para “comprar” dados durante a fase de treino. No modelo 
                                               
19
 Aprendizagem activa (active learning) – área da aprendizagem automática (machine learning) que 
estuda algoritmos onde os dados relativos aos casos a utilizar na aprendizagem são adquiridos 
incrementalmente. 
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estudado, sequencialmente eram escolhidas as características a comprar (com um 
determinado custo), tendo em consideração o limite imposto pelo orçamento e 
determinados parâmetros do modelo naïve Bayes. 
Chai et al. (2004) propuseram um algoritmo sensível ao custo baseado em naïve Bayes 
(CSNB), que reduzia o custo total dos atributos e das más classificações. Já Ling et al. 
(2004) propuseram um algoritmo para árvores de decisão sensíveis ao custo que, na 
construção de uma árvore de decisão, usa um critério de divisão para redução de custos 
nos dados de treino, em vez de usar a entropia mínima (como no C4.5). 
Posteriormente, Sheng et al. (2005a), apresentam uma abordagem para árvores de 
decisão sensíveis ao custo onde é construída uma árvore para cada novo caso a testar. 
Nesse processo, dito lazy, só são considerados os custos dos atributos com valor 
desconhecido (para os atributos conhecidos o valor entra a zero) e, consequentemente, é 
construída uma árvore diferente para cada caso diferente. Noutro artigo, Sheng et al. 
(2005b) propõem um modelo híbrido para a geração de árvores de decisão sensíveis ao 
custo, que resulta da integração de uma árvore de decisão sensível ao custo com o naïve 
Bayes. Zhang et al. (2005), comparam estratégias para averiguar se determinados 
valores desconhecidos (omissos) deverão ser obtidos ou não. Para testes que tenham um 
custo muito elevado (ou que pressuponham um risco) será mais vantajoso não obter os 
valores desconhecidos. 
Mais recentemente, Sheng et al. (2006a; ShengVS e Ling, 2006b; Ling et al., 2006), 
actualizaram a sua estratégia de construção de árvore de decisão sensíveis ao custo, com 
a inclusão de estratégias de teste sequenciais, num único grupo ou em vários grupos. 
Em relação a uma outra fase do processo de extracção de conhecimento de dados, a fase 
de pré-preparação dos dados, Lavrac et al. (1996) apresentaram um algoritmo para a 
eliminação sensível ao custo de atributos irrelevantes, e concluíram que a sua utilização 
permitiu aumentar substancialmente a eficiência de aprendizagem de um algoritmo 
genético híbrido (ICET). 
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Meta-classificadores 
Como visto anteriormente, é possível manipular as instâncias de treino ou manipular 
resultados de forma a obter classificadores sensíveis ao custo. Este tipo de algoritmo é 
conhecido por meta-classificador. Na aprendizagem sensível ao custo, um meta-
classificador converte um determinando método, originalmente insensível ao custo, num 
método sensível, sem o alterar. Os meta-classificadores representam um componente 
que pré-processa os dados de treino ou que pós-processa os resultados dos 
classificadores não sensíveis aos custos. Os meta-classificadores podem ser aplicados 
sobre qualquer classificador já construído e fornecer previsões alteradas no sentido de 
minimizar os custos de má classificação. O método de “embrulhar” (wrapper) um 
classificador é também conhecido por cost-sensitive meta-learning. 
Os meta-classificadores podem ser também divididos naqueles que usam amostragem e 
nos que não usam amostragem sobre os dados de treino. Exemplo do primeiro é o 
sistema Costing (Zadrozny et al., 2002; 2003), onde são atribuídos pesos às instâncias 
tendo por base custos. A outra abordagem, que não usa amostragem, pode ainda ser 
dividida em três categorias, nomeadamente o relabeling através do critério do custo 
mínimo esperado (Michie et al., 1994; Viaene et al., 2004; Viaene e Dedene, 2005), o 
weighting (Ting, 1998; Fan et al., 1999; Abe et al., 2004) e o threshold adjusting 
(Elkan, 2001; ShengVS e Ling, 2006c). O relabeling pode ser aplicado aos dados de 
treino (por exemplo o MetaCost (Domingos, 1999)) e aos dados de teste (por exemplo o 
CostSensitiveClassifier (Witten e Frank, 2005)). 
O meta-classificador CostSensitiveClassifier (Witten e Frank, 2005) permite duas 
abordagens para tornar um classificador sensível aos custos de má classificação. Numa 
das abordagens, considera o custo total atribuído a cada classe para atribuir diferentes 
pesos às instâncias de treino, ou seja, faz repesagem (reweighting). Na outra 
abordagem, ajusta o modelo para que a classe prevista seja a que tem menores custos 
esperados de má classificação, e não a mais frequente (relabeling). 
Dado que estes algoritmos trabalham sobre classificadores já construídos não têm 
influência na escolha dos atributos de teste em cada nó da árvore, tendo somente em 
consideração os custos de má classificação. 
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Na secção seguinte é apresentada uma divisão das várias abordagens possíveis para a 
aprendizagem sensível ao custo. 
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5.3 Abordagens para a aprendizagem sensível ao custo 
As abordagens para a aprendizagem sensível ao custo podem ser divididas nas que 
manipulam os dados de treino, nas que manipulam os resultados e nas que modificam os 
algoritmos de treino. 
Abordagens com manipulação dos dados de treino 
Uma possível e comum abordagem na aprendizagem sensível ao custo é a de alterar a 
distribuição das classes, para que o classificador minimize, num determinado sentido 
(com aumento da sensibilidade ou da especificidade), os custos com novas instâncias. 
Procura-se com isto que as classes tenham uma distribuição proporcional à sua 
importância, ou seja, ao seu custo. Este processo pode ser feito por 
estratificação/rebalanceamento (stratification/rebalancing), onde a implementação é 
feita utilizando sub-amostragem (undersampling) ou sobre-amostragem (oversampling) 
(Japkowicz, 2000). Num problema de classificação em medicina, aumentar ou reduzir o 
número de casos positivos de uma determinada doença é exemplo deste tipo de 
manipulação. 
Como visto na secção anterior, o CostSensitiveClassifier (Witten e Frank, 2005) numa 
das suas abordagens tem manipulação dos dados de treino, considerando para tal o custo 
total atribuído a cada classe para atribuir diferentes pesos às instâncias de treino, ou 
seja, faz repesagem (reweighting). O MetaCost é também exemplo de um método que 
manipula os dados de treino na geração de um classificador sensível ao custo. Para tal, 
Pedro Domingos (1999) propôs que o classificador fosse “embrulhado” por um 
procedimento minimizador de custos. 
Abordagens com manipulação dos resultados 
Para uma determinada instância, os algoritmos de classificação normalmente calculam 
internamente uma probabilidade para cada classe. No caso das árvores de decisão, e 
dada uma nova instância, a distribuição das probabilidades de cada classe pode ser 
estimada pela distribuição das classes dos exemplos que estão na mesma folha que a 
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instância atingiu. Tendo as probabilidades para cada classe, é pois possível alterar o 
resultado da classificação, dando mais ou menos peso a cada classe, ou seja, ajustando 
aos custos dos erros (os FN e FP no caso da classificação binária). 
Abordagens com modificação do algoritmo de treino 
Uma outra abordagem para a aprendizagem sensível ao custo é a de modificar 
internamente o algoritmo de treino para que use informação relativa aos custos na 
construção do classificador. No caso das árvores de decisão, o classificador é construído 
tendo por base a medida de entropia ganho de informação. 
A nossa estratégia de classificação sensível ao custo, apresentada no capítulo 6, incide 
sobre a abordagem de modificação do algoritmo de treino e também sobre a abordagem 
de manipulação dos dados de treino. 
Na secção seguinte é feita uma apresentação de métodos para a avaliação sensível ao 
custo de classificadores. 
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5.4 Avaliação, sensível ao custo, dos classificadores 
Para a avaliação de classificadores sensíveis ao custo, existem diversas alternativas. 
Margineantu e Dietterich (2000) alegam que é importante a existência de métodos 
estatísticos, que não os tradicionais, para a comparação de classificadores sensíveis ao 
custo. Neste sentido, propuseram dois métodos estatísticos, um para construir um 
intervalo de confiança para o custo esperado de um classificador em termos individuais, 
e outro método para construir um intervalo de confiança para a diferença esperada nos 
custos de dois classificadores. Em ambos os casos, a ideia base é a de separar o 
problema de estimação das probabilidades de cada célula na matriz de confusão 
relativamente ao problema de computação do custo esperado. 
Adams e Hand (1999) propuseram o LC index, que resulta de uma transformação das 
curvas ROC, para facilitar a comparação de classificadores, através dos custos. Nesse 
trabalho, argumentam que normalmente não existe informação precisa sobre os custos, 
mas existe pelo menos uma ideia sobre a relação de um erro (FN) sobre o outro (FP) 
(por exemplo, os FN podem custar dez vezes mais do que os FP). O método proposto 
faz um mapeamento dos rácios dos custos dos erros num intervalo de 0 a 1 e transforma 
as curvas ROC em linhas paralelas, mostrando quais os classificadores dominantes em 
determinadas regiões do intervalo. O LC index é uma medida de confiança que permite 
indicar se um classificador é superior a outro num determinado intervalo. O LC index 
não expressão as diferenças de custos, sendo somente uma medida de superioridade 
(Fawcett, 2004). 
Uma outra possibilidade, que surge como alternativa às curvas ROC (Fawcett, 2004), 
são as curvas de custos (cost curves) (Drummond e Holte, 2000a). Nas curvas de custo, 
a cada classificador está associada uma linha recta que mostra como a performance do 
classificador muda com alterações na distribuição dos custos das classes. As curvas de 
custos têm a maioria das características das curvas ROC mas permitem, adicionalmente, 
que se visualize determinadas medidas de performance que não eram facilmente 
possíveis com as curvas ROC (Drummond e Holte, 2004; Holte e Drummond, 2005; 
Drummond e Holte, 2006). Entre essas medidas estão a possibilidade de visualizar os 
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intervalos de confiança para o desempenho dos classificadores assim como a 
significância estatística da diferença de desempenho entre dois classificadores. 
Um classificador simples, que origina uma matriz de confusão, é representado por um 
ponto (FP, VP) no espaço ROC. No espaço de custos esse ponto é representado por uma 
linha que liga os pontos (0, FP) e (1, FN), como no exemplo da Figura 14. Um conjunto 
de pontos no espaço ROC é um conjunto de linhas no espaço de custos. Assim como 
uma curva ROC é construída por um conjunto de pontos ROC ligados, a curva de custos 
é definida pelo conjunto de linhas de custos. Para informações mais detalhadas sobre as 
curvas de custos, consultar Witten e Frank (2005) ou Drummond e Holte (2006). 
 
Figura 14 – Classificador A representado no espaço de custos 
 
As curvas de custo são úteis por exemplo em situações onde há uma variação nas 
classes/custos ao longo do tempo. Conforme o balanceamento das classes, ou seja, 
conforme a função de probabilidade de custos, um classificador A poderá ser melhor do 
que outro B e vice-versa. As curvas de custo permitem visualizar facilmente qual o 
melhor classificador para uma determinada probabilidade de valores de custo. Nessa 
visualização é possível também verificar se têm melhor ou pior desempenho do que os 
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classificadores triviais (os que escolhem sempre “sim” e os que escolhem sempre 
“não”). 
No capítulo seguinte apresentamos a nossa estratégia para a aprendizagem sensível a 
vários tipo de custos. 
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6. Estratégia de Classificação Sensível ao Custo 
Neste capítulo descrevemos a análise e implementação da nossa estratégia de 
classificação (aprendizagem) sensível ao custo. Após uma breve introdução, definimos 
e explicamos a função de custo proposta, com evidência para a inclusão de 
determinados factores (risco e escala de custos). Segue-se uma explicação de várias 
estratégias de teste para as árvores de decisão sensíveis aos custos, incluindo os custos 
de grupo, os custos comuns entre atributos, e os custos individuais ou específicos ao 
momento. Depois são apresentados alguns detalhes sobre a implementação. Finalmente, 
são indicadas algumas abordagens futuras, são apresentados resultados experimentais de 
várias das estratégias propostas e, por último, são tecidas diversas considerações na 
discussão. 
Introdução 
Como visto no capítulo anterior, muitos testes médicos têm custos associados, 
normalmente diferentes. Os custos existentes podem ser de vários tipos, económicos e 
não económicos, podem ser de grupo e podem ser específicos a determinadas situações 
ou instantes. Por outro lado, resultados errados em determinados testes podem ter um 
custo associado. É assim importante que um sistema de aprendizagem tenha em 
consideração os diferentes custos associados às decisões e às classificações obtidas. 
Neste contexto, definimos, analisámos e implementámos uma estratégia de 
aprendizagem e de utilização sensível a vários tipos de custos. 
Pretende-se que da nossa estratégia resulte uma ferramenta que, por um lado, permita a 
construção de modelos de decisão que considerem os custos dos testes e os custos de má 
classificação, e por outro lado, que seja facilmente interpretável por um qualquer 
utilizador. 
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6.1 Função de custo 
Uma das abordagens para a aprendizagem sensível ao custo é a de modificar 
internamente o algoritmo de treino. A definição da nossa estratégia de aprendizagem 
sensível ao custo incide essencialmente nessa abordagem, ou seja, na modificação do 
algoritmo de treino, em especial no seu processo de partição do conjunto de exemplos 
de treino. De facto, só através desta abordagem é que é possível que os custos dos testes 
sejam eficazmente considerados. As outras possíveis abordagens, com manipulação dos 
dados de treino ou com manipulação dos resultados são mais indicadas para as situações 
onde se pretende considerar os custos de má classificação. 
Assim, definimos uma heurística para que a informação relativa a vários tipos de custos 
fosse usada na construção do classificador. Ou seja, definimos uma nova função de 
custo de modo que a construção de árvores de decisão contemplasse os custos, em 
detrimento da tradicional função de ganho de informação. Esta heurística representa um 
rácio custo/benefício, muitas vezes utilizado em gestão. 
Na definição da nossa estratégia utilizamos também a abordagem com manipulação dos 
dados de treino, através da repesagem (reweighting ou weighting), para que os custos de 
má classificação fossem considerados. Desta forma é possível contemplar as diferenças 
de custos existentes entre a classificação de um falso negativo e a de um falso positivo. 
A função de custo proposta altera o critério de escolha dos atributos, considerando por 
este meio os vários custos associados a cada atributo (teste). Esta função utiliza, 
conjuntamente, o tradicional ganho de informação e parâmetros associados aos custos: 
( )
i
i i
I
C ωφ
∆
 
Heurística usada na selecção de atributos 
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Com, 
iI∆  Ganho de informação para o atributo i 
iC  Custo do atributo i, com 1iC ≥  
iφ  Factor de “risco” associado ao atributo i, com 1iφ ≥  
ω
 Factor escala de custos, com 0ω ≥  
 
Na construção da árvore, em cada nó será escolhido o atributo que maximize a 
heurística definida para a função de custo. 
A função de custo não considera os custos de má classificação, por estes não terem 
influência no critério de divisão da árvore de decisão. Drummond e Holte (2000b) 
mostraram que as divisões da árvore de decisão podem ser feitas independentemente 
dos custos de má classificação. 
Os custos devem ser expressos na mesma unidade para todos os atributos. Atributos que 
não tenham custo, por exemplo a idade ou o sexo, ficam com o valor 1, ou seja, 1iC =  é 
o equivalente a ter custo zero (custo inexistente). Quanto maior for o custo de um 
determinado atributo, menor será o resultado da função de custo e terá, por conseguinte, 
menores possibilidades de ser escolhido. Os custos podem assumir valores 
fraccionários. 
O factor de risco (ou prejuízo na qualidade de vida), associado a um dado atributo, é 
uma parcela influente na função de custo. Este factor pretende dar um determinado peso 
a atributos que possam ser invasivos, possam causar desconforto ou incómodo, ou que 
possam de alguma forma contribuir para uma baixa na qualidade de vida dos pacientes 
(por exemplo, o teste invasivo “angiografia coronária” (Kuntz et al., 1999)). O valor 1 
( 1iφ = ) significa ausência de influência, o que equivale a um teste completamente 
inócuo, e os valores superiores a 1 significam que existe influência, que será tanto maior 
quando maior for o valor do factor. Para um determinado atributo, quanto maior for o 
valor do factor de risco menor será o resultado da função de custo e portanto menor 
possibilidade terá o atributo de ser escolhido. Este factor pode também assumir valores 
fraccionários. 
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Se 1iC =  e 1iφ =  então a participação do custo do atributo e do seu factor de risco são 
ambos neutras e portanto a função de custo é igual ao tradicional ganho de informação. 
O custo do atributo é ajustado de duas formas. Por um lado o seu peso pode ser 
aumentado (ou diminuído) considerando a “inocuidade” do teste (factor de risco). Por 
outro lado existe um parâmetro geral, que se aplica por igual a todos os atributos 
candidatos, o factor escala de custos, que permite aumentar ou diminuir a influência dos 
custos na selecção dos atributos. 
O factor de risco poderá, por outro lado, ser também utilizado para penalizar os testes 
que sejam mais demorados. O facto de um resultado de um teste demorar mais a ser 
obtido poderá ter consequências a vários níveis, incluindo a qualidade de vida do doente 
e o facto de poder incrementar outros custos não directamente relacionados com o custo 
do teste (por exemplo os custos com o pessoal e com as instalações). Entre dois testes 
semelhantes, mas que um seja muito mais demorado do que o outro, fará sentido que o 
mais rápido seja, de certa forma, favorecido em relação ao outro. Assim, em função dos 
tempos médios de espera pelos resultados dos testes é feito um ajuste ao factor de risco. 
O factor escala de custos serve para regular a influência dos custos na escolha dos 
atributos para os nós da árvore. Desta forma pode-se tornar a árvore mais ou menos 
sensível aos custos. Este factor serve também para adequar a função de custo ao tipo de 
escala usada nos custos (por exemplo custos em euros ou em cêntimos). 
Um atributo que não tenha custo real (por exemplo o teste do atributo “idade”) tem o 
mesmo “custo” (custo 1), qualquer que seja a escala. Por outro lado, os atributos que 
tenham um custo real têm obviamente custos diferentes para escalas diferentes. 
Suponhamos que um atributo “teste sanguíneo” tem custo 10 na escala em euros. Então, 
esse atributo, terá custo 1000 na escala em cêntimos, ou seja, a relação entre os atributos 
“idade” e “teste sanguíneo” é de 1 para 10 na escala em euros e de 1 para 1000 na escala 
em cêntimos. Esta diferença de escala poderia favorecer o atributo sem custo em 
detrimento do que tem custo, na mudança de uma escala para a outra (de euros para 
cêntimos). É pois importante a utilização do factor escala de custos, que deverá ser 
escolhido de forma a obter um resultado equilibrado. 
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Para um factor escala de custos igual a zero os custos não são considerados 
(denominador da função de custo fica igual a um) o que equivale a considerar o original 
ganho de informação. Com o aumento do factor escala de custos, o custo dos atributos 
terá cada vez mais influência na sua escolha, com os atributos mais caros a serem 
preteridos em função dos mais baratos. O factor escala de custos pode assumir um valor 
fraccionário, que tipicamente, será 0 e 1≥ ≤ . 
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6.2 Implementação 
As árvores de decisão são relativamente fáceis de utilizar e têm diversas características 
interessantes para os profissionais de saúde. Contrariamente a outro tipo de modelos, as 
árvores de decisão apresentam uma estrutura intuitiva e apelativa, congruente com os 
métodos de apoio à decisão que os médicos já usam em várias situações do dia-a-dia, 
quando tentam perceber qual o melhor teste de diagnóstico, ou qual a melhor 
terapêutica, para um dado doente (Grobman e Stamilio, 2006). A construção das árvore 
de decisão seguem, de certa forma, a mesma lógica que o médico usa, ao tentar em cada 
instante determinar qual o atributo mais relevante e qual o resultado mais provável. 
Optou-se assim por usar como base as árvores de decisão e, nesse sentido, escolheu-se o 
algoritmo de indução de árvore de decisão C4.5 (Quinlan, 1993), que foi alterado para 
contemplar custos e consequentemente gerar árvores de decisão sensíveis ao custo. À 
nossa implementação, por se basear no C4.5 e por considerar múltiplos custos, 
chamámos C4.5-MCost (MCost de “Multiple Costs”). 
Em termos concretos, a implementação (programação) da nossa estratégia de 
classificação sensível ao custo (C4.5-MCost) usou como base a classe J48 (em Java) do 
software de data mining (open source) Weka (Witten e Frank, 2005). O J48 é uma 
implementação do algoritmo de indução de árvore de decisão C4.5 (revisão 8), que 
corresponde à última versão livre antes da saída do See5/C5.0 (Quinlan, 2006). 
Em relação aos custos de má classificação, o meta-classificador CostSensitiveClassifier 
(CSC) (Witten e Frank, 2005) foi alterado para incluir nos seus métodos a possibilidade 
de testar o modelo obtido considerando os custos dos atributos. Desta forma, utilizando 
em simultâneo o C4.5 alterado para considerar os custos dos atributos e o meta-
classificador CSC, podemos obter modelos (árvores) que sejam sensíveis tanto às 
diferenças nos vários custos dos atributos como aos custos de má classificação. 
156 
157 
6.3 Estratégias de teste da árvore de decisão 
Depois de construída uma árvore de decisão é possível testá-la utilizando casos novos, 
não usados na fase de treino da árvore de decisão. Esta fase de teste serve para avaliar o 
desempenho do modelo construído, ou seja, o quão bem o modelo consegue classificar 
um conjunto de casos novos. Depois de validado e de se saber qual o erro médio do 
modelo, é possível utilizá-lo para a classificação de novos casos individuais. 
De igual forma, depois de utilizado o nosso sistema (C4.5-MCost) para a construção de 
uma árvore de decisão sensível aos custos, é possível utilizar um subconjunto dos dados 
(normalmente 1/3 do conjunto inicial) para averiguar qual o custo médio dos novos 
casos classificados. Nestas situações, não falamos em erro médio mas sim em custo 
médio, com os custos associados aos erros de classificação a estarem presentes no custo 
médio. Desta forma, podemos comparar diferentes árvores de decisão. Nesta fase de 
teste existem vários aspectos que devem ser considerados. De seguida, apresentamos 
alguns destes aspectos, como a possibilidade de existirem testes em grupo, custos 
comuns ou custos específicos a cada doente. Estas estratégias de teste servem também 
para a posterior utilização das árvores de decisão na classificação de casos individuais. 
Assim, depois de construída a árvore de decisão sensível ao custo, ou seja, uma árvore 
que pretende minimizar os custos e possíveis transtornos associados a determinados 
atributos, é possível testar casos novos mediante a estratégia de teste implementada no 
C4.5-MCost. 
Os novos casos podem ter atributos categóricos ou numéricos. Os custos de qualquer 
atributo são no máximo contabilizado um vez, isto é, caso surjam repetidas vezes 
durante a navegação pela árvore de decisão, só o custo da primeira ocorrência é 
considerado. Este é um aspecto que não pode ser esquecido, pois os atributos numéricos 
podem surgir mais do que uma vez (com diferentes valores de divisão) no percurso de 
um instância pela árvore de decisão, e não fará sentido imputá-los repetidamente. 
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Na nossa estratégia de teste, considerámos a possibilidade de existirem custos para 
testes20 (atributos) individuais e custos para grupos de testes. Para os grupos de testes há 
a possibilidade de distinção entre testes imediatos e testes não imediatos. Nos testes não 
imediatos o médico tem que decidir, num determinado instante (nó da árvore), se pede 
todos os testes do grupo (sendo imputado o custo de grupo), ou se pede um teste de cada 
vez (sendo imputado o custo individual). 
Assim, a nossa estratégia de teste permite atribuir custos a grupos de testes, onde se 
supõe, naturalmente, que o custo de um grupo de testes não será superior à soma dos 
custos de todos os testes individualmente. De facto o custo de grupo será, normalmente, 
inferior. Nos custos de grupo é possível distinguir entre duas situações diferentes. Uma 
delas e a possibilidade de pedir os testes todos de uma só vez (i), mesmo que não 
venham a ser utilizados. Na outra situação, é possível reduzir os custos de um conjunto 
de testes considerando uma única vez os custos comuns (ii). 
Na primeira situação (i), pode existir um grande diferencial entre o custo de grupo e a 
soma dos custos individualmente e poderá justificar, por isso, a opção pelo pedido do 
grupo de testes. Quando o médico está num determinado nó da árvore de decisão, e lhe 
surge o primeiro teste de um grupo de testes, terá que escolher se pede todos os testes 
do grupo ou se pede somente o teste associado ao nó em questão. Se pedir só o teste 
associado ao nó fará também sentido que, posteriormente, durante o percorrer da árvore 
de decisão, peça somente os testes individuais de outros testes do mesmo grupo que lhe 
surjam. Se for pedido todo o grupo de testes, o custo imputado será o custo do grupo, 
mesmo que existam testes que não sejam usados no processo de decisão. Na fase de 
avaliação de um dado modelo, e posteriormente com a sua utilização, é possível 
perceber qual será, em geral, a melhor opção, se considerar os custos individualmente 
ou se os considerar em grupo. 
Na segunda situação (ii), é possível separar um custo que é comum a todos os testes de 
um grupo. Por exemplo, num grupo de testes sanguíneos, a colheita de sangue é um 
                                               
20
 Testes “médicos”, atributos no conjunto de dados a testar/medir; exemplo: o teste idade, teste insulina 
sérica, teste da albumina (análises sanguíneas). 
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custo comum aos vários testes do grupo. Suponhamos que um destes grupos de testes é 
composto pelos testes t1,…,tn, e que individualmente os testes têm os custos c1,…, cn. 
Suponhamos ainda que existe um custo de grupo comum a todos os testes δ . Então, o 
primeiro teste do grupo a ser pedido, ti, tem custo ci enquanto que testes seguintes, que 
pertençam ao mesmo grupo, terão o seu custo individual reduzido, isto é, o teste tj terá 
custo cj – δ . Se forem pedidos m testes distintos deste grupo haverá uma poupança de 
( )1m δ−  quando comparado com a soma dos custos individualmente. Cada teste só é 
contabilizado uma vez, mesmo que surja várias vezes na árvore de decisão, como 
muitas vezes sucede com atributos contínuos. 
A demora na obtenção do resultado de um teste é considerada na fase de treino da 
árvore de decisão. Assim, os testes mais morosos terão tendência a ser testados depois 
de outros mais rápidos. O factor de risco, usado na fase de treino para obtenção de 
modelos menos invasivos ao utente, não é utilizado na fase de teste, sendo apresentados 
os custos reais, não ajustados, de cada instância (doente) nova. 
Em relação aos custos de má classificação é possível, na fase de treino, alterar a matriz 
de custos de modo a diminuir ou aumentar a sensibilidade/especificidade do modelo. 
Nesta manipulação, a razão entre os custos dos FP e dos FN pode ser diferente da razão 
entre os seus verdadeiros custos de má classificação. Já na avaliação/utilização da 
árvore são usados os custos de má classificação correctos. 
Custos individuais 
Para além da estratégia de teste descrita, o nosso sistema permite outras vertentes de 
teste, uma (a) considerando características específicas de cada doente, outra (b) 
modificando os custos dos atributos nas situações em que os valores destes já tenham 
sido obtidos anteriormente, e uma outra (c) relativa à disponibilidade e demora de certos 
testes. 
Na primeira dessas abordagens (a), o custo de cada atributo a testar pode ser 
condicionado por características específicas do doente, ou seja, é possível existir um 
custo variável conforme as características de cada doente. A idade, por exemplo, pode 
condicionar o custo do teste (como visto anteriormente, o custo do teste “prova de 
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broncodilatação” é maior para idades inferiores a 6 anos). Outro factor condicionante 
pode ser a existência de determinadas comorbilidades num doente onde, para alguns 
atributos, o custo poderia ser ajustado ao índice de comorbilidade desse doente. Numa 
outra perspectiva, testes específicos podem abrigar a que se realizem primeiro outros 
testes (por exemplo testar primeiro se o doente é alérgico a um determinado produto, 
antes de este ser injectado na realização de um teste), isto é, para um determinado 
doente, um teste pode implicar outro, com aumento consequente dos custos. 
Nalgumas circunstâncias (b), poderão existir testes que já tenham sido realizados e, por 
isso, fará sentido não considerar o seu custo original (por exemplo a determinação do 
grupo sanguíneo, já efectuada numa visita médica anterior). Assim, foi seguida uma 
diferente abordagem para o vector de custos iniciais e para a forma como a árvore é 
construída. Para cada nova instância (doente), os testes com valores já conhecidos ficam 
com custo igual a um (custo inexistente) e factor de risco igual a um (como já foi 
executado anteriormente considera-se sem influência, logo inócuo). Depois, 
considerando os atributos alterados, é construída a árvore de decisão. Este processo 
repete-se para cada novo conjunto distinto de custos associados aos atributos. 
Por outro lado (c), os recursos não são infinitos nem estarão sempre disponíveis. Um 
determinado teste a um atributo pode estar condicionado à disponibilidade de um 
aparelho médico numa determinada altura no tempo. Se num dado momento o teste a 
um atributo estive de alguma forma condicionado, pode-se excluir esse atributo do 
conjunto de treino e gerar uma nova árvore (se possível incluindo dados de outros testes 
similares/alternativos) Em alternativa à exclusão, pode-se aumentar o factor de risco 
associado a esse atributo por forma a que as probabilidades de ser testado sejam 
diminuídas (se não for um atributo com grande ganho de informação pode até nem ser 
considerado no modelo obtido), levando a que o teste surja em nós mais distantes do 
topo da árvore onde, provavelmente, existirão menos instâncias a atingir esses mesmos 
nós. Dado que a disponibilidade do aparelho médico pode variar ao longo do tempo, 
este problema deverá ser analisado caso a caso, isto é, para cada doente novo. É um 
custo de circunstância e não um custo intrínseco ao doente. 
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Na próxima secção são apresentadas experiências relativas à utilização desta estratégia 
sensível ao custo (C4.5-MCost), ao nível da aprendizagem e do teste de novos casos, 
com comparação de resultados face ao tradicional C4.5. 
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6.4 Casos práticos com árvores de decisão sensíveis a custos 
Nesta secção são apresentados exemplos do treino e teste de árvores de decisão 
sensíveis a custos. No primeiro exemplo, relativo à doença cardíaca, são utilizados 
dados fictícios e, no segundo exemplo, são utilizados dados reais relativos à diabetes. 
 
Análise de dados da doença cardíaca 
Consideremos o conjunto de dados constantes no Anexo 3 (parte na Tabela 32). Este 
conjunto de 40 instâncias é composto por 4 atributos, sendo que o último deles é a 
classe que se pretende prever: há doença cardíaca? Com 24 instâncias na classe “não” e 
16 na classe ou “sim”. 
Tabela 32 – Parte dos dados para a previsão da doença cardíaca (todos os dados no Anexo 3) 
ECG Colesterol Prova de esforço Doença cardíaca? 
Normal Baixo Positivo Não 
Irregular Alto Negativo Não 
Normal Médio Negativo Não 
Irregular Alto Positivo Sim 
Normal Alto Positivo Sim 
Normal Médio Positivo Sim 
… … … … 
 
Neste exemplo distinguem-se diferentes tipos de custos. Assim estão definidos custos 
individuais e custos de grupo para os atributos a testar (Tabela 33). Neste exemplo 
considera-se que os testes de grupo são realizados em simultâneo e que não é possível 
aguardar primeiro pelo resultado de um teste para decidir se se fará um outro teste, ou 
seja não são testes de resultado imediato e têm que ser pedidos simultaneamente. Assim 
a decisão de se usar o teste em grupo tem que ser tomada logo que surge necessidade de 
testar um qualquer atributo do grupo.  
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Para cada atributo de teste está associado um determinado factor de incómodo (factor de 
risco), que permite distinguir de entre os vários atributos de teste aqueles que são mais e 
os que são menos incómodos/invasivos para o paciente (um maior valor representa um 
maior incómodo). Estão ainda definidos custos para as situações de má classificação. 
Tabela 33 – Caracterização dos atributos de teste para a doença cardíaca 
Teste Categorias Custo (€) Custo de 
grupo (€) 
Factor de incómodo 
(factor de risco) 
ECG normal, irregular 20 2 
Colesterol baixo, médio, alto 10 
25 
1 
Prova de esforço positivo, negativo 40 - 4 
 
Os custos de classificação dividem-se entre os custos das decisões acertadas e os das 
decisões incorrectas (custos de má classificação). Para as decisões correctas o custo é 0, 
já para as situações de má classificação existe um custo que é, neste caso, de 100 para 
os casos falsos positivos e de 300 para os falsos negativos (Tabela 34).  
Tabela 34 – Custos de classificação 
Classe actual Classe prevista Custo (€) 
Não Não 0 
Não Sim 100 
Sim Não 300 
Sim Sim 0 
 
Classificação com uma árvore de decisão não sensível aos custos 
Na Figura 15 pode-se ver a árvore de classificação para os dados da doença cardíaca, 
obtida através do nosso sistema (C4.5-MCost), mas sem considerar qualquer tipo de 
custos na sua construção, ou seja, o equivalente à utilização do algoritmo C4.5. A taxa 
de acertos é de 87,5%. 
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Figura 15 – Árvore de decisão obtida via C4.5 (sem o uso de custos na sua construção) 21 
 
Na avaliação desta árvore usando os custos dos testes e os custos de má classificação 
obtêm-se valores totais para as 40 instâncias de 3.290€, ou seja, um custo médio de 
82,25€ por instância. Nesta avaliação, para obter o custo associado a uma determinada 
instância procede-se da seguinte maneira: começa-se pelo topo da árvore, onde é 
processado o teste “Prova de esforço” (e imputado o custo do teste = 40€), depois, 
conforme o resultado do teste, é processa-se o teste “Colesterol” (à esquerda) ou o teste 
“ECG” à direita. Supondo que o resultado é ‘negativo’, é processado o teste “ECG” e o 
custo acumulado é incrementado em 20€ (passa a 60€). Depois, conforme o resultado 
do “ECG” é atribuída a classe ‘sim’ ou a classe ‘não’. Se a classe prevista for a correcta 
o custo total da instância será de 60€. Caso a classe prevista não seja a correcta, será 
incrementado um custo de má classificação (Tabela 34) que será de 100€ caso a classe 
prevista seja ‘sim’ (total passaria a 160€) ou de 300€ caso seja ‘não’ (total passaria a 
360€). Na Tabela 35 podem-se ver exemplos dos custos para algumas instâncias. 
                                               
21
 Nas folhas da árvore, os valores entre parênteses, como por exemplo “(4.0/1.0)” representam o nº de 
casos classificados nessa folha (4 no exemplo) e o nº de classificações erradas (1 no exemplo). As casas 
decimais aparecem por causa da divisão e distribuição dos casos omissos (caso existam) pela árvore, ou 
por causa das situações onde existe repesagem das instâncias de treino 
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Por outro lado, considerando os custos de grupo (ver Tabela 33), obtêm-se custos totais 
de 3.500€, com um custo médio de 87,5€. Nesta situação, quando é pedido um qualquer 
teste de um grupo (neste caso “ECG” ou “Colesterol”) é o equivalente a pedir todos os 
testes do grupo (neste caso ambos os testes, “ECG” e “Colesterol”), sendo imputado o 
custo de grupo (25€). A imputação deste custo de grupo acontece mesmo que algum dos 
testes não venha a ser utilizado no processo de classificação de uma instância. Neste 
exemplo, os custos médios totais são superiores aos da situação anterior (onde foram 
utilizados custos individuais) porque existem várias instâncias onde os testes do grupo 
não são todos utilizados para a sua classificação; por exemplo, quando o teste “Prova de 
esforço” é negativo o único teste do grupo que é usado na classificação é o “ECG”. 
Tabela 35 – Exemplos de custos para algumas instâncias 
Prova de esforço Colesterol ECG Doença cardíaca? Custo total 
Teste € Teste € Teste € Classe Actual 
Classe 
Prevista € € 
Positivo 40 Baixo 10 Normal - Não Não 0 50 
Negativo 40 Alto - Irregular 20 Não Sim 100 160 
Negativo 40 Médio - Normal 20 Não Não 0 60 
Positivo 40 Alto 10 Irregular - Sim Sim 0 50 
Positivo 40 Médio 10 Irregular - Sim Não 300 350 
Positivo 40 Médio 10 Normal 20 Sim Sim 0 70 
 
Classificação com uma árvore de decisão sensível aos custos dos testes 
Numa segunda fase utilizou-se o nosso sistema para considerar os custos dos testes na 
construção da árvore de decisão, mas sem considerar os custos de má classificação. Ao 
factor escala de custos, que permite regular a influência dos custos na escolha dos 
atributos, foi atribuído o valor 1. O factor de risco, ou seja o prejuízo na qualidade de 
vida, não foi usado nesta fase. 
A árvore de classificação obtida (Figura 16) é naturalmente diferente da anterior, dado 
que tem no seu topo o atributo “Colesterol”. Este atributo tem um custo inferior 
comparativamente ao do atributo “Prova de esforço” que estava no topo da árvore 
anterior. Na primeira árvore qualquer novo caso teria obrigatoriamente que passar pelo 
nó de topo, com custo inicial obrigatório de 40€. Já na segunda situação, com a 
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utilização dos custos dos testes na construção da árvore de decisão, qualquer novo caso 
passaria primeiro pelo teste do “Colesterol”, ou seja, o seu custo inicial obrigatório seria 
sensivelmente reduzido (20€). Nesta segunda árvore verifica-se ainda que, dos 40 casos 
testados, somente 10 casos efectuam o teste “Prova de esforço”, contra 40 casos (100%) 
na situação anterior. 
 
Figura 16 – Árvore de decisão obtida através da versão modificada do C4.5, considerando os custos dos 
testes na sua construção 
Na avaliação desta nova árvore, usando os custos de teste e de má classificação, obtêm-
se valores totais para as 40 instâncias de 2.540€. O custo médio é de 63,5€ por 
instância, ou seja, existe uma redução no custo de 18,75€ face à avaliação do primeiro 
modelo. A taxa de acertos mantém-se nos 87,5%. 
Considerando os custos de grupo, obtém-se um total de 2.540€ que é, neste caso, igual 
aos valores obtidos para os custos individuais (63,5€ por instância). Na comparação 
com o primeiro modelo, não sensível a custos, existe uma redução média de 24€ por 
instância. 
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Classificação com uma árvore de decisão sensível aos custos dos testes e à sua 
influência na qualidade de vida 
Consideremos os factores de risco definidos na Tabela 33, ou seja, o teste ao atributo 
“Colesterol” tem influência nula na qualidade de vida (valor 1), o “ECG” tem alguma 
influência (valor 2) e a “Prova de esforço” causa o dobro do incómodo em relação ao 
“ECG” (valor 4). Na Figura 17 pode-se ver a árvore de decisão construída com o nosso 
sistema, considerando os custos dos testes e a sua influência na qualidade de vida. Em 
termos de testes, verifica-se agora que a “Prova de esforço”, nos casos em que é testada, 
só o é depois de feitos testes aos restantes 2 atributos. 
Usando novamente os custos dos testes e os custos de má classificação definidos 
anteriormente, os valores totais são de 2.640€ para os custos individuais dos testes e de 
2.440€ considerando os custos de grupo. O custo médio é de 66€ (61€ para os custos de 
grupo). Com este ajuste a factores associados à qualidade de vida, o custo médio por 
instância fica, em média, 2,5€ superior ao verificado no modelo anterior (considerando 
custos de testes individuais). Curiosamente os custos de grupo conseguem ser inferiores 
face ao modelo anterior (63,5€) isto porque são testados, para todas as instâncias, ambos 
os atributos do grupo (“Colesterol” e “ECG”), o que não sucedia no modelo anterior (há 
um aproveitamento completo de todos os teste de grupo efectuados). Nesta avaliação a 
taxa de acertos é de 85%. 
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Figura 17 – Árvore de decisão obtida através da versão modificada do C4.5, considerando os custos dos 
testes e os factores de risco na sua construção 
 
Classificação com uma árvore de decisão sensível aos custos dos testes com dados 
de treino repesados 
O processo anterior foi redefinido para que na construção do modelo os dados de treino 
contemplassem as diferenças de custos existentes entre a classificação de um falso 
negativo e a de um falso positivo. Existem várias abordagens para resolver este tipo de 
questões, onde se inclui a repesagem (ver pág. 143), utilizada nestas análises. Assim, o 
peso associado a cada instância de treino foi alterado de modo a que existisse um 
compromisso entre o número de casos em cada classe e os custos de má classificação 
(falsos negativos e positivos). 
Todas as 40 instâncias tinham inicialmente o mesmo peso. Dessas, existiam 24 
instâncias com classe real ‘sim’ e 16 com classe real ‘não’. Considerando a matriz de 
custos da Tabela 36, e ainda x = ‘não’ e y = ‘sim’, os pesos das instâncias calcularam-se 
resolvendo o seguinte sistema de equações: 
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100 300 9
x y x
x y
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A redistribuição dos pesos fez com que as instâncias de treino com classe ‘não’ 
ficassem com peso 5/9 = 0,56 (em vez do original 1) e que as instâncias de treino com 
classe ‘sim’ ficassem com peso 15/9 = 1.67 (em vez do original 1). 
Este processo de repesagem é similar ao usado pelo meta-classificador 
CostSensitiveClassifier (Witten e Frank, 2005). 
Tabela 36 – Matriz de custos 
  Previsto 
  Não Sim 
Não 0 € 100 € 
Real 
Sim 300 € 0 € 
 
A árvore de decisão obtida por este processo (Figura 18) é bastante mais simples e tem 
custos inferiores às árvores anteriores, mas tem também uma taxa de acerto muito pior. 
Os custos totais são de 1.960€, no entanto a taxa de acertos baixou consideravelmente, 
dos anteriores 85% para actuais 70%. Os custos de má classificação eram superiores 
para os falsos negativos e por isso, naturalmente, este modelo minimizou as falhas em 
termos de falsos negativos, apresentando alta sensibilidade (1,0) e uma menor 
especificidade (0,5). 
 
Figura 18 – Árvore de decisão obtida com os dados de treino repesados 
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Custos de grupo comuns 
Suponhamos agora que os testes de grupo “Colesterol” e “ECG” não precisam ser feitos 
em simultâneo e que é possível pedir um destes testes depois de saber o resultado do 
outro. Consideremos ainda que há um custo comum de preparação dos testes que será 
imputado ao primeiro teste do grupo efectuado. Se o custo comum for de 5€, o teste 
“Colesterol” custará 10€, se feito em primeiro lugar, e 5€ se feito em segundo lugar. De 
igual forma, o teste “ECG” custará 20€, se feito em primeiro lugar, e 15€ se feito 
posteriormente (total de grupo para ambas as situações de 25€). 
Conforme descrito anteriormente, o modelo que considera os custos dos atributos na 
construção do modelo apresentou um custo médio de 63,5€ por instância. Se for 
considerando a existência de um custo comum, imputável somente ao primeiro teste do 
grupo pedido, obtém-se um custo total de 2.440€, a que corresponde um custo médio de 
61€ (inferior em 2,5€). 
 
Análise de sensibilidade dos custos 
Como visto, a árvore de decisão construída considerando os custos dos testes e os 
factores de risco, tem um custo médio de 61€, considerando os descontos de grupo. 
Nesta fase pretendia-se fazer uma análise de sensibilidade dos custos em relação a cada 
um dos atributos. Para cada caso foram feitas duas classificações, uma com todos os 
atributos e outra sem o atributo escolhido (por exemplo “ECG”) e foram calculados os 
custos. Este processo foi repetido para todos os casos disponíveis. Na Tabela 37 pode-se 
ver a taxa de acerto e os custos médios obtidos retirando atributos, um a um, do 
conjunto de treino. 
Tabela 37 – Custos médios (±95%)  
Atributos Taxa de acerto (%) Custo médio (€) 
Com todos 85 61,00 ± 23,16 
Sem “ECG” 75 90,75 ± 28,82 
Sem “Colesterol” 72,5 76,00 ± 13,03 
Sem “Prova de esforço” 77,5 48,75 ± 18,41 
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Conforme se pode comprovar pelos histogramas (Figura 19 e Figura 20), alguns custos 
têm um grande dispersão em relação aos valores medianos, quer seja para os custos 
considerando todos os atributos ou para os custos obtidos retirando os atributos de teste 
um a um. 
Retirando o atributo “Prova de esforço” há uma ligeira perda na taxa de acerto mas 
obtém-se uma redução substancial no custo médio. Apesar da tendência verificada esta 
não é aparentemente significativa (Figura 21), facto que se pode explicar pela grande 
dispersão nos custos e pelo número de instâncias em estudo ser reduzido. 
 
Figura 19 – Histograma dos custos de teste (inclui custos dos atributos e custos de má classificação) 
 
  
Figura 20 – Histogramas: sem “ECG”, sem “Colesterol” e sem “Prova de esforço” 
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Figura 21 – Dispersão dos custos, intervalo de confiança a 95% para a média 
Para comparar as distribuições anteriores, ou seja, comparar os custos obtidos com 
todos os atributos face aos obtidos com exclusão de um atributo (Tabela 38), usou-se o 
teste não paramétrico de Wilcoxon (para comparação de amostras relacionadas) (Anexo 
18). Adicionalmente, e dado que o número de casos não é muito grande (40) e os 
valores são muito dispersos, calculou-se também o nível de significância com o método 
de Monte Carlo (Anexo 18). 
Tabela 38 – Estatísticas descritivas 
 Média Desvio 
Padrão Mínimo Máximo 
Percentil 
25 Mediana 
Percentil 
75 
Todos 61 74,7 25 365 25 25 65 
S/ ECG 90,8 93,0 40 350 40 50 125 
S/ Colesterol 76 42,1 40 160 40 60 140 
S/ Prova Esf. 48,8 59,4 10 325 25 25 25 
 
Nesta comparação de rankings verifica-se que os custos do modelo com todos os 
atributos são significativamente mais baixos do que os custos dos modelos sem o 
atributo “ECG” e sem o atributo “Colesterol”. Por outras palavras, não convém eliminar 
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ou ignorar estes dois atributos. Já na comparação com o modelo sem o atributo “Prova 
de esforço”, existe uma tendência para o custo médio sem este atributo ser menor, mas 
as diferenças não são estatisticamente significativas. Este será assim um atributo a 
eliminar. 
Para cada caso, os custos calculados para as duas classificações, com todos os atributos 
e sem um atributo escolhido, foram representados num diagrama através de um ponto. 
Este processo foi repetido para todos os casos disponíveis. Na Figura 22 pode-se ver 
esta relação entre os custos do modelo com todos os atributos em comparação com os 
modelos sem “ECG” e sem “Colesterol”. Percebe-se, também graficamente, que estes 
dois modelos com exclusão de um atributo têm globalmente custos superiores. A linha 
de referência (diagonal) representa custos iguais para as duas classificações e pode-se 
notar nestes diagramas que a maioria dos pontos estão afastados desta linha, na parte 
superior do gráfico. Já na Figura 23 não se notam grandes diferenças na comparação do 
modelo com todos os atributos face ao modelo sem “Prova de esforço”. 
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Figura 22 – Diagramas com a relação dos custos do modelo com todos os atributos em comparação com 
os modelos sem “ECG” e sem “Colesterol” 
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Figura 23 – Diagrama com a relação dos custos do modelo com todos os atributos em comparação com os 
modelos sem “Prova de esforço” 
 
176 
Análise de dados de diabetes 
Consideremos agora um conjunto de dados (dados reais) sobre diabetes, a Pima Indians 
Diabetes Database22. Os dados foram recolhidos pela US National Institute of Diabetes 
and Digestive and Kidney Diseases e são relativos a mulheres (índias) com mais de 21 
anos de idade. Estes dados representam, no total, 768 casos e a variável classe pode 
assumir 2 valores, ‘saudável’ (500) ou ‘diabetes’ (268). Na Tabela 39 podemos ver os 
custos dos atributos de teste (todos numéricos). 
O objectivo do estudo apresentado a seguir é o de determinar quais os valores mais 
indicados para o factor escala de custos conforme variem os custos associados à má 
classificação. 
Tabela 39 – Caracterização dos atributos de teste para a diabetes nas índias Pima (todos os atributos são 
numéricos) 
Teste Custo ($)* Custo de grupo ($)* 
a. Nº de gravidezes 1  
b. Teste de tolerância oral à glucose 17,61 b + e = 38,29 
c. Pressão diastólica 1  
d. Espessura da pega cutânea sobre o tricipete 1  
e. Insulina sérica 22,78 b + e = 38,29 
f. Índice de massa corporal 1  
g. Função de pedigree 1  
h. Idade 1  
* Estes custos são os originais, disponibilizados em simultâneo com os dados no 
UCI Repository Of Machine Learning Databases (Blake e Merz, 1998) 
 
Nesta perspectiva são considerados os custos fixos de cada atributo, incluindo os custos 
para grupos de atributos (Tabela 39), e os custos variáveis para as classificações erradas 
(falsos negativos e falsos positivos) (Tabela 40). Trata-se de um problema de 
optimização, para o qual será usado um dado conjunto de valores para os parâmetros em 
estudo (factor escala de custos e custo de má classificação). Experimentalmente, 
utilizando o nosso sistema, procurou-se assim determinar os melhores factores escala de 
                                               
22
 Disponível no UCI Repository Of Machine Learning Databases, em ftp://ftp.ics.uci.edu/pub/machine-
learning-databases/pimaindians-diabetes/pima-indians-diabetes.data [Blake, 1998]. 
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custos em função dos custos de má classificação. Nestas análises, o factor de risco não 
foi considerado. 
Tabela 40 – Matriz de custos (Índias Pima) 
  Previsto 
  Saudável Diabetes 
Saudável $ 0 Custo FP 
Real 
Diabetes Custo FN $ 0 
 
Os atributos “teste de tolerância oral à glucose” e “insulina sérica” são os únicos que 
não são imediatos e que têm um custo real distinto (os restantes atributos têm um custo 
simbólico de $1). Para além disso partilham um custo comum, de $2,1 relativo à 
colheita de sangue e têm por isso um custo de grupo menor. Como não são atributos 
imediatos, é preciso logo à partida decidir se serão ambos pedidos ou não, mesmo que 
depois se verifique que algum não era necessário para a tomada de decisão. 
 
Figura 24 – Árvore de decisão para a Diabetes Pima, sem considerar custos (C4.5) 
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Fazendo variar o factor escala de custos (fc) de 0,0 até 1,0 foram criados modelos de 
decisão usando validação cruzada (10-fold cross-validation). Depois, considerando 
custo 0 para os casos previstos correctamente, fizemos variar os custos de má 
classificação, ou seja os custos dos falsos negativos (FN) e dos falsos positivos (FP), 
desde $10 até $1.000, com custo igual para FN e FP (Tabela 40), na avaliação de cada 
modelo. Nas tabelas seguintes (Tabela 41 e Tabela 42) podemos ver os resultados 
obtidos na avaliação dos 5 modelos. Note-se que para fc = 0 estamos perante o 
tradicional C4.5. São apresentados resultados considerando por um lado somente os 
custos de teste individuais (Tabela 41) e por outro considerando também a utilização de 
grupos de testes (Tabela 42). 
Tabela 41 – Custos médios na avaliação de 5 modelos (considerando os custos individuais dos atributos 
e com variação dos custos de má classificação) e respectivos intervalos de confiança a 95%; com modelos 
construídos para diferentes factores escala de custos (fc) 
fc: 0,0* 0,1 0,2 0,5 1,0 
Taxa de 
acerto (%): 73,8 73,7 72,3 68,5 68,2 
$10 23,4 ± 0,53 21,9 ± 0,57 19,5 ± 0,66 6,4 ± 0,44 5,7 ± 0,35 
$20 26,0 ± 0,79 24,5 ± 0,81 22,2 ± 0,89 9,5 ± 0,73 8,8 ± 0,68 
$50 33,8 ± 1,67 32,4 ± 1,67 30,6 ± 1,75 19,0 ± 1,69 18,4 ± 1,66 
$100 46,9 ± 3,20 45,5 ± 3,21 44,4 ± 3,30 34,7 ± 3,33 34,2 ± 3,31 
$200 73,1 ± 6,31 71,8 ± 6,31 72,2 ± 6,45 66,2 ± 6,62 66,0 ± 6,61 
$500 151,6 ± 15,7 150,8 ± 15,7 155,4 ± 16,0 160,8 ± 16,5 161,3 ± 16,5 
$1.000 282,5 ± 31,2 282,3 ± 31,3 294,0 ± 31,8 318,3 ± 33,0 320,2 ± 33,0 
* Factor escala de custos = 0  C4.5 (os custos não são considerados) 
 
Considerando os custos individuais, para custos de má classificação não muito elevados 
(entre $10 e $200), os melhores resultados surgem para fc entre 0,5 e 1,0. Nestas 
situações, os custos médios obtidos são muito inferiores quando comparados com o 
tradicional C4.5. Nas situações de elevado custo de má classificação os melhores 
resultados obtidos ocorrem para fc = 0,0 (C4.5) e 0,1, mas, de notar, que as diferenças 
não são substanciais. 
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Com o aumentar dos custos de má classificação os custos dos atributos tornam-se 
negligenciáveis. Considerando custo igual para falsos negativos e falsos positivos 
poder-se-á em geral dizer que, a partir de determinados valores, a uma taxa de acerto 
maior corresponde um menor custo médio. 
Na Figura 25 pode-se ver um exemplo de uma árvore de decisão, para fc = 0,5 e custos 
de $200 para FP e FN. Comparativamente à árvore de decisão da Figura 24 (onde não 
são considerados custos, ou seja, fc = 0) esta é uma árvore muito mais simples e tem 
custos médios mais baixos. 
 
Figura 25 – Árvore de decisão para fc = 0,5 e custos FP/FN = $200 
 
Tabela 42 – Custos médios na avaliação de 5 modelos (considerando os custos de grupo dos atributos e 
com variação dos custos de má classificação) e respectivos intervalos de confiança a 95%; com modelos 
construídos para diferentes factores escala de custos (fc) 
fc: 0,0* 0,1 0,2 0,5 1,0 
Taxa de 
acerto (%): 73,8 73,7 72,3 68,5 68,2 
$10 40,9 ± 0,34 39,1 ± 0,74 34,8 ± 1,12 7,7 ± 0,63 6,2 ± 0,37 
$20 43,5 ± 0,65 41,7 ± 0,94 37,6 ± 1,29 10,9 ± 0,87 9,4 ± 0,69 
$50 51,4 ± 1,58 49,6 ± 1,75 45,9 ± 2,02 20,3 ± 1,77 18,9 ± 1,67 
$100 64,5 ± 3,13 62,8 ± 3,26 59,7 ± 3,48 36,1 ± 3,38 34,8 ± 3,32 
$200 90,6 ± 6,25 89,1 ± 6,35 87,5 ± 6,58 67,6 ± 6,65 66,6 ± 6,62 
$500 169,2 ± 15,6 168,0 ± 15,7 170,7 ± 16,1 162,1 ± 16,5 161,9 ± 16,5 
$1.000 300,0 ± 31,2 299,5 ± 31,3 309,3 ± 31,9 319,7 ± 33,0 320,8 ± 33,0 
* Factor escala de custos = 0  C4.5 (os custos não são considerados) 
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Os custos na avaliação considerando os custos de grupo são sempre superiores aos 
obtidos considerando somente os custos individuais. Isto acontece porque o atributo 
“insulina sérica”, que partilha custos de grupo com “teste de tolerância oral à glucose”, 
só esporadicamente surge nos modelos avaliados, e portanto existe um custo extra 
considerado e que está a ser pouco ou nada aproveitado. 
Foram também criados modelos para fc = 1,5 e 2,0 mas os resultados obtidos foram 
iguais aos obtidos com fc = 1,0. Isto significa que, para este conjunto de dados, este 
aumento na penalização para os atributos com custos mais elevados não teve influência 
na construção da árvore de decisão. 
Nos exemplos apresentados, o custo de um FP era igual ao custo de um FN. De seguida 
foram considerados exemplos com custos diferentes para FN e FP, e com rácio FN/FP 
também variável. 
Nos resultados obtidos (Tabela 43), verifica-se novamente que para custos de má 
classificação mais baixos (FN e FP até $50, $150) o modelo com fc = 1,0 tem 
nitidamente custos médios mais baixos do que o modelo para fc = 0,0 (C4.5). Para 
custos de má classificação mais elevados ($500, $1.000), o modelo com fc = 0,0 tem 
melhores resultados mas sem diferenças substanciais. Estes resultados são similares aos 
obtidos para custos de má classificação iguais entre FN e FP. 
Tabela 43 – Custos médios na avaliação de 2 modelos (considerando os custos individuais dos atributos 
e com variação dos custos de má classificação onde FN ≠ FP) e respectivos intervalos de confiança a 
95%; com modelos construídos para os factores escala de custos (fc) 0,0 e 1,0 
Rácio 
FN/FP 
FN FP fc = 0,0* fc = 1,0 
1/10 10 100 34,3 ± 2,37 17,3 ± 2,35 
10/1 100 10 36,0 ± 2,52 22,6 ± 2,75 
3/1 $150 $50 47,9 ± 3,78 37,2 ± 4,12 
1/3 $50 $150 46,0 ± 3,58 31,3 ± 3,59 
1/2 $500 $1.000 212,2 ± 24,58 225,8 ± 25,20 
2/1 $1.000 $500 221,9 ± 25,67 255,7 ± 28,09 
* Factor escala de custos = 0  C4.5 (os custos não são considerados) 
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6.5 Discussão 
Neste capítulo vimos exemplos da aplicação da nossa estratégia de aprendizagem 
sensível ao custo, com posterior aplicação de diferentes métodos de teste. Estes 
exemplos não são exaustivos em relação às capacidades do sistema proposto, mas 
permitem perceber da importância da utilização de métodos sensíveis aos custos. 
Quando comparados com os tradicionais métodos de indução de árvores de decisão, que 
não são sensíveis ao custo, os resultados obtidos são notoriamente distintos, para 
melhor. As diferenças são mais relevantes quando os custos dos atributos representam 
um custo importante nos custos totais. 
O médico, nas decisões que toma no dia-a-dia, tem em consideração os custos, quer 
sejam eles meramente económicos ou tenham a ver com o risco, com a demora ou com 
a possibilidade de realização de determinado teste de diagnóstico. A criação de modelos 
de decisão utilizando técnicas de data mining, sejam elas do foro da estatística, de 
aprendizagem automática ou de base de dados, deve por isso ser o mais possível 
ajustada à realidade desse dia-a-dia e à forma de pensamento dos seus utilizadores, os 
profissionais de saúde. 
Cada doente tem características específicas e por isso é importante que os modelos 
sejam adaptáveis às especificidades próprias de cada doente. Por outro lado, os custos 
pode também ser variáveis em diferentes instantes e diferentes testes médicos podem 
não estar disponíveis em determinados alturas. As nossas estratégias de teste 
contemplam, de certo modo, estas situações. 
Os custos de má classificação devem claramente também ser considerados, já que 
normalmente os falsos negativos têm custos diferentes dos falsos positivos. A utilização 
de um meta-classificador sensível aos custos (de má classificação) permite que as 
árvores de decisão sensíveis aos custos (dos testes) sejam alteradas e contemplem, 
assim, os diferentes tipos de custos em simultâneo (de má classificação e dos testes). 
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Nas próximas etapas, é nossa intenção aplicar o nosso sistema a outras bases de dados 
médicas, nacionais, e que tenham custos reais a vários níveis (custos económicos, custo 
do risco, custos de má classificação, etc.). 
Factores de risco, que se relacionam com prejuízo na qualidade de vida, são cada vez 
mais importantes nos nossos dias e devem por isso ser cada vez mais considerados. A 
metodologia proposta inclui os factores de risco, permitindo assim a construção de 
modelos de decisão potencialmente mais patient-friendly. 
Na literatura é possível encontrar alguns trabalhos que se debruçaram sobre a 
problemática da aprendizagem sensível ao custo. Alguns dos trabalhos consideram 
simultaneamente mais do que um tipo de custo, nomeadamente os custos de má 
classificação e os custos (financeiros) dos atributos. No entanto, nenhum dos trabalhos 
considera custos relacionados com o prejuízo na qualidade de vida associado aos testes, 
designadamente aos testes de diagnóstico na medicina. 
Esta nova estratégia de aprendizagem e de utilização sensível aos custos procura ser 
ajustada à realidade e ao pensamento dos profissionais de saúde. Este trabalho conjuga 
vários tipos de custos com relevância na área da gestão em saúde, e sugere como estes 
poderão ser processados. 
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6.6 Trabalho futuro 
A qualidade de vida [Health-Related Quality of Life (Guyatt et al., 1993)] é, de certa 
forma, considerada na construção da árvore, através do factor de risco. Ou seja, testes 
mais agressivos e que possam influenciar a qualidade de vida do doente são penalizados 
através deste factor. No entanto, poderá ser interessante incluir outros custos, em 
especial custos futuros prováveis, associados a um teste diagnóstico de um doente. 
Nos próximas etapas poderão ser estudadas novas estratégias, com eventuais ajustes na 
função de custo e considerando os vários tipos de custos existentes em problemas de 
classificação específicos. A este nível, poderão ser melhoradas as estratégias de treino e 
de teste para alguns dos custos, nomeadamente para os custos de demora. Para além da 
duração do teste, poderão ser consideradas as situações de urgência na obtenção do 
resultado, os custos com o pessoal e com as instalações e, outros possíveis custos 
associados à demora. 
Existem ainda outros aspectos que poderão ser considerados brevemente, como o 
“embrulho” da árvore de decisão por outros meta-classificadores, a utilização de outros 
métodos para a construção da árvore de decisão, e a poda (pruning) sensível ao custo.  
Se possível, tentar-se-á também obter outros dados médicos reais, que tenham custos 
reais de vários tipos, e que permitam a obtenção de resultados potencialmente úteis. 
Nestes casos poderá ser feita uma análise de sensibilidade do modelo a alguns atributos, 
em especial os que tenham custos mais elevados. Neste sentido poderão ser também 
estudados potenciais efeitos do modelo considerando diferentes assumpções, por 
exemplo mudando os custos dos atributos (cenários “what-if”). 
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7. Conclusões 
Este trabalho aborda as várias etapas do processo de extracção de conhecimento. Os 
seus principais contributos estão relacionados, por um lado, com inovação ao nível dos 
métodos, e por outro, com a apresentação de alguns resultados potencialmente úteis 
para a gestão hospitalar. 
Algumas das análises apresentadas neste trabalho, como por exemplo as relacionadas 
com o estudo dos tempos de internamento desviantes, podem contribuir com 
informação nova e potencialmente útil para a gestão da saúde a vários níveis, 
designadamente ao nível local (hospitalar ou departamental), nacional ou internacional. 
Os recursos são limitados e precisam de ser correctamente distribuídos e claramente 
justificados. Nesta perspectiva, é importante obter informação adicional, como a 
relacionada com os tempos de internamentos prolongados, com as comorbilidades ou 
com as readmissões. 
Na área da saúde os custos estão, directa ou indirectamente, presentes na maioria das 
situações. A um determinado teste diagnóstico podem estar associados uma variedade 
de custos de natureza económica ou não económica, como por exemplo o risco. A 
utilização de métodos de aprendizagem para a construção de modelos de diagnóstico ou 
prognóstico sensíveis aos vários tipos de custos é um passo importante para que a 
aquisição de conhecimento através de computadores seja um processo cada vez mais 
natural e tendencialmente parecido com os processos mentais usados pelos médicos. Por 
outro lado, este tipo de estratégias pode permitir grandes poupanças económicas e 
melhorias nos custos relacionados com a qualidade de vida. 
 
De seguida apresentam-se comentários e conclusões para alguns dos principais 
resultados deste trabalho. 
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7.1 Tempo de internamento 
O estudo dos tempos de internamento, e em particular dos casos desviantes, é 
importante para a gestão hospitalar dada a sua clara relação com os custos hospitalares. 
Os episódios com tempos de internamento prolongados são responsáveis por uma fatia 
importante no total de dias de internamentos. Com as análises efectuadas ao tempo de 
internamento, verificou-se que os episódios de longa duração têm diminuído ao longo 
dos anos a nível nacional. Este resultado pode indicar uma redução dos custos 
hospitalares, possivelmente associada a uma melhor gestão hospitalar. De notar que esta 
diminuição aconteceu sem que tivesse existido um aumento na proporção de episódios 
de curta duração, sem que houvesse um aumento na taxa de readmissão e apesar de ter 
existido um aumento no número de comorbilidades. 
O tipo de hospital está relacionado com a maior ou menor existência de episódios de 
longa duração. Os hospitais centrais, os hospitais com ensino universitário e mais de mil 
camas, e os hospitais mais tecnológicos, mais complexos e especializados, têm mais 
episódios com internamentos de longa duração do que os restantes hospitais. Por outro 
lado, estes hospitais também são dos que têm menores proporções de internamentos de 
curta duração. É assim importante considerar estes aspectos para efeitos de planeamento 
e financiamento dos hospitais visto que, aparentemente, o consumo de recursos 
hospitalares por GDH varia conforme o tipo de hospital. 
 
7.2 Comorbilidades 
A influência das comorbilidades nos resultados e no consumo de recursos hospitalares 
foi também estudada. Quase um terço dos internamentos hospitalares tinha associado 
um das comorbilidades seleccionadas, ou seja, existe um peso importante das 
comorbilidades nos internamentos hospitalares. De facto verificou-se que, para as 
comorbilidades seleccionadas, existe mais mortalidade associada, mais readmissões e 
tempos de internamento mais prolongados. 
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Por outro lado verificou-se que a proporção de comorbilidades identificadas aumentou 
ao longo dos anos e que os tempos de internamento associados a episódios com 
comorbilidades têm quase o dobro do tempo de internamento normal. Assim, seria de 
esperar que houvesse um aumento dos tempos de internamento ao longo dos anos. No 
entanto aconteceu precisamente o contrário, isto é, o tempo médio de internamento 
diminuiu ao longo dos anos. Esta diminuição não deverá ter acontecido à custa de altas 
precoces, dado que a proporção de internamentos de curta duração não aumentou e as 
taxas de readmissão revelaram-se estáveis ao longo dos anos. Estes poderão ser indícios 
adicionais de que tem existido uma melhoria na gestão dos hospitais. 
As comorbilidades estão também associadas à idade, ao sexo e maior mortalidade. 
Constatou-se ainda que os tempos de internamento e a mortalidade em doentes com 
comorbilidades diminuíram ao longo dos anos. 
O estudo das comorbilidades revela-se importante não só pela sua influência nos 
resultados hospitalares mas pelo seu aumento ao longo dos anos. Dada a sua relevância, 
é fundamental que a informação que permite a sua identificação, ou seja, os 
diagnósticos secundários, seja devidamente preenchida, com o máximo de informação 
relevante possível. 
 
7.3 Readmissões 
As readmissões são em grande parte inevitáveis mas podem também estar relacionadas 
com altas anteriores precoces ou com deficiente prestação de cuidados de saúde. Se a 
taxa de readmissão por si só pode não ser um valor muito importante, já o estudo da sua 
evolução ao longo dos anos é essencial. De um ano para o outro é de esperar que um 
determinado hospital continue a receber o mesmo tipo de doentes, no entanto, não será 
de esperar que a sua taxa de readmissão aumente. 
Neste trabalho constatou-se que as readmissões são claramente superiores para 
internamentos com comorbilidades associadas. Por outro lado, considerando o ano de 
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alta, as readmissões mantiveram-se constantes, apenas com pequeno aumento nos dois 
primeiros anos.  
A complexidade dos GDHs e a mortalidade são superiores em caso de readmissão, ou 
seja, as situações de readmissão são normalmente mais graves do que as de não 
readmissão. Os grandes hospitais universitários (com mais de mil camas), os centrais e 
os hospitais mais tecnológicos, mais complexos e especializados, têm mais readmissões 
que os restantes hospitais, ou seja, recebem maior proporção de doentes com situações 
mais graves. 
As comorbilidades estão associadas às readmissões, com a presença de comorbilidades 
a aumentar a proporção de readmissões. Ainda assim, as readmissões apresentaram 
valores mais ou menos constantes ao longo dos anos, mesmo com o aumento das 
comorbilidades. 
 
7.4 Modelos de decisão sensíveis aos custos 
Neste trabalho analisámos e implementámos uma estratégia de aprendizagem sensível a 
custos. 
Neste contexto, estudámos vários casos típicos que, sem serem exaustivos em relação às 
capacidades da estratégia implementada, permitem perceber da importância da 
utilização de métodos sensíveis aos custos. A este nível procuraremos testar a nossa 
abordagem com outros dados médicos, reais, com custos de vários tipos, e que tenham 
problemas de análise pertinentes. 
Nas suas decisões do dia-a-dia os profissionais de saúde têm normalmente em 
consideração vários tipos de custos. Para além dos custos económicos imediatos, 
consideram também os custos relacionados com o risco, com a demora ou com a 
possibilidade de realização de um determinado teste numa data altura. A construção de 
modelos de decisão utilizando técnicas de data mining deve por isso ser, 
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tendencialmente, o mais possível ajustada à realidade e à forma de pensamento dos seus 
utilizadores nos processos de tomada de decisão. 
Na comparação com métodos de indução de árvores de decisão não sensíveis aos 
custos, os custos totais do nosso método são claramente mais baixos. Verificámos 
também que pode ser possível baixar os custos económicos simultaneamente com 
outros tipos de custos. 
A nossa estratégia permite ainda, por um lado, adaptar os modelos a determinadas 
características específicas dos doentes, e por outro, adaptá-los à disponibilidade de 
determinados testes diagnósticos numa determinada altura no tempo. A utilização de 
meta-classificadores (descrito na secção 6.1 e incorporado no nosso sistema) permite 
ainda que os custos de má classificação sejam considerados, dado que, normalmente, os 
falsos negativos têm custos diferentes dos falsos positivos. 
A inclusão de factores de risco na construção dos modelos assume especial importância, 
principalmente considerando que assuntos relacionados com a qualidade de vida na 
saúde (Health-Related Quality of Life) são cada vez mais importantes nos nossos dias, e 
ainda atendendo ao envelhecimento da população e ao aumento da esperança de vida. 
Ao incluir os factores de risco, a metodologia proposta permite assim a construção de 
árvores de decisão idealmente mais patient-friendly. 
Este trabalho é inovador por permitir a conjugação de vários tipos de custos com 
relevância na área da gestão em saúde. Na literatura é possível encontrar alguns 
trabalhos que se debruçaram sobre a questão da aprendizagem sensível ao custo. São no 
entanto poucos os que consideraram simultaneamente dois tipos de custos, normalmente 
os custos de má classificação e os custos (financeiros) dos atributos. De facto, nenhum 
dos trabalhos encontrados considerou os custos relacionados com o risco associado aos 
testes (de que são exemplo os testes diagnósticos na área da medicina). Aos dois custos 
referidos (custos de má classificação e custos dos atributos), este trabalho acrescenta a 
possibilidade de combinar outros tipos de custos, e apresenta também diversas 
estratégias para a utilização das árvores de decisão sensíveis aos custos. 
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7.5 Problemas e recomendações 
Ao longo deste trabalho foram diversos os problemas encontrados. Em Portugal, na área 
da saúde, o acesso a dados quer em quantidade quer em qualidade não é fácil. Por outro 
lado, e contrariamente a outros países europeus, variáveis que possam ser controladas, 
como por exemplo algumas relacionadas com a medicação ou com a escolha de certo 
tipo de tratamento, são praticamente inexistentes neste domínio. Este trabalho foi 
importante, por um lado por poder mostrar novas possibilidades na extracção de 
conhecimento, e por outro por poder mostrar algumas limitações existentes nos dados 
na área da saúde em Portugal, permitindo realçar a necessidade de medidas que 
melhorem esta situação. 
O aumento significativo nos dados disponíveis em formato electrónico e a sua crescente 
acessibilidade elevam necessariamente a importância da qualidade dos dados 
hospitalares. Na preparação dos dados de internamentos hospitalares foram encontrados 
diversos problemas, incluindo problemas de integridade referencial dos dados. A 
identificação de situações anómalas nos dados pode permitir uma melhoria imediata da 
sua qualidade, se a correcção for viável, mas fundamentalmente poderá fornecer 
indicadores úteis para a melhoria futura dos dados. 
Em termos de codificação clínica é importante sensibilizar os médicos codificadores 
para que cada vez mais a informação codificada seja correcta, completa e, na medida do 
possível, exaustiva. No estudo das comorbilidades constatou-se que ocorreram 
mudanças na codificação clínica ao longo dos anos, no caso em relação aos diagnósticos 
secundários, que aumentaram em número e em relevância. A este nível poderia ser 
interessante a análise e implementação de um sistema de apoio individual, que 
fornecesse a cada médico codificador determinados indicadores de qualidade, com 
análise evolutiva e comparações ao nível do hospital e a nível nacional. 
Uma outra limitação deste estudo relaciona-se com o facto de não ter sido possível 
detectar readmissões de um ano para outro. Em análises próximas, com a inclusão de 
outros anos para análise, espera-se que este problema seja ultrapassado. Um outro 
problema, de mais difícil resolução, relaciona-se com a impossibilidade de seguir 
readmissões entre hospitais. 
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7.6 Trabalho futuro 
Nas próximas etapas pretende-se consolidar os métodos desenvolvidos e perceber 
melhor da relevância de alguns resultados junto dos especialistas em diversas áreas 
médicas. Este processo levará certamente à revisão e inclusão de novos objectivos, 
etapas e métodos. 
Durante os trabalhos descritos nesta tese, foram testadas outras técnicas de análise de 
dados, nomeadamente uma análise de custos multi-critério através de Data Envelopment 
Analysis (DEA) (comparação de inputs e outputs entre hospitais). Os resultados 
preliminares obtidos foram interessantes, e poderão ser melhorados com a inclusão de 
novas variáveis ao nível da complexidade dos hospitais (Harrison et al., 2004). Para 
além de DEA, poderão ainda ser usadas outras técnicas de análise e comparação de 
dados ainda não utilizadas. 
Outras análises relacionadas com dados de cuidados intensivos estão e continuarão a ser 
efectuadas. Nessas análises, pode-se destacar as relacionadas com um conjunto de dados 
relacionados com a Sepsis onde estão a ser estudadas várias questões, incluindo (a) a 
estratificação (ordenação) da gravidade da Sepsis e (b) a caracterização da sua origem. 
Alguns resultados preliminares são já promissores, tendo já sido possível obter árvores 
de classificação com taxa de acerto de 83% e de 87% para os problemas (a) e (b). Para 
estes dados, está a ser feito um esforço para obter custos de vários níveis em relação aos 
atributos entretanto apurados como mais relevantes para as análises. Com a informação 
dos custos, pretendemos aplicar as estratégias de aprendizagem e de teste/utilização 
sensíveis aos custos. 
 
Análise de dados 
Ao nível das análises nas bases de dados departamentais e de internamentos 
hospitalares, existem vários aspectos a considerar nas próximas etapas: 
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− Incluir outras variáveis nas análises, como por exemplo factores sociais, o rácio 
entre o número de profissionais e o número de camas, ou outra informação 
estrutural relacionada com os hospitais; 
− Alargar o âmbito temporal e espacial dos dados, com a inclusão de dados de anos 
mais recentes (ou mais antigos) e, se possível, com a inclusão de dados de hospitais 
privados; 
− Aplicar outros métodos nas tarefas de extracção de conhecimento de dados e 
comparar com os métodos descritos aqui; 
− Aplicar e comparar outros métodos de detecção de comorbilidades e, se possível, 
verificar até que ponto esses métodos se adequam à realidade portuguesa; 
− Procurar detalhar o estudo das comorbilidades, em especial as que estejam 
associadas a um maior consumo de recursos ou a uma maior mortalidade; 
− Identificar e estudar, na medida do possível, as complicações hospitalares, com 
averiguação da sensibilidade e especificidade dos métodos mais frequentemente 
utilizados nessa detecção; 
− Tentar obter dados que permitam seguir as readmissões entre anos contíguos; 
− Analisar a relação entre a duração dos internamentos anteriores e a ocorrência 
posterior de readmissões, isto apesar de existirem estudos que referem que os 
internamentos de curta duração não têm influência nas readmissões (Westert et al., 
2002); 
− Aplicar e comparar outras variantes para a definição de readmissão, quer em termos 
de espaço temporal entre os internamentos (por exemplo a uma semana) (Heggestad 
e Lilleeng, 2003), quer em termos de tipo de visita (programada ou de urgência) e 
ainda considerando só determinadas condições de doença (por exemplo, asma, 
diabetes com complicações, gastroenterites, insuficiência cardíaca congestiva, 
pneumonia bacteriana, infecção do tracto urinário e hipertensão (AHRQ-PQI, 
2006)); 
− Implementar análises automáticas aos dados que sejam, na medida do possível 
sistemáticas, exaustivas, pré-programadas e informadas; 
− Implementar mecanismos automáticos para detecção situações que possam originar 
readmissões (Quantin et al., 2004); 
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− Analisar outras bases de dados departamentais, para além das dos cuidados 
intensivos; 
− Aplicar técnicas de aglomeração para formar grupos de doentes com consumos de 
recursos hospitalares similares e comparar resultados com os agrupamentos 
definidos pelos GDHs; 
− Usar também aglomeração para formar grupos de hospitais e comparar resultados 
com os agrupamentos tradicionais. 
 
Classificação sensível ao custo 
Ao nível dos métodos de aprendizagem e de teste sensíveis ao custo, existem também 
vários aspectos a abordar nas próximas etapas: 
− Aplicar a ferramenta a outras bases de dados médicas, nacionais, e que tenham 
custos reais de vários tipos; 
− Continuar a avaliar as estratégias propostas, com eventuais ajustes na função de 
custo; 
− Rever os custos de demora, considerando por exemplo as situações de urgência na 
obtenção do resultado e os custos com pessoal e instalações; 
− Tentar incluir outros possíveis custos (económicos e não económicos), quer sejam 
custos imediatos ou custos prováveis no futuro; 
− Considerar outras estratégias de meta-classificação sensível aos custos; 
− Utilizar outros métodos para a construção e poda de árvores de decisão sensíveis aos 
custos; 
− Estudar potenciais efeitos nos modelos variando os custos dos atributos (cenários 
“what-if”); 
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− Incluir métodos de aprendizagem activa23 para situações onde existam poucos dados 
disponíveis. 
 
Para finalizar, realce ainda para a importância deste tipo de estudos, multidisciplinares, 
ao envolverem áreas como a medicina, data mining e a gestão. Cada especialista por si 
só não consegue, facilmente, penetrar em outras áreas do conhecimento. Apesar de 
moroso é também um trabalho aliciante, ao obrigar ao diálogo, ao convívio e à 
aprendizagem com profissionais com os mais diversos perfis técnicos e científicos. 
Assim, um outro contributo desta tese é o de ter cooperado para o intercâmbio de ideias 
e soluções entre as áreas envolvidas. 
                                               
23
 Aprendizagem activa (active learning) – área da aprendizagem automática (machine learning) que 
estuda algoritmos onde os dados relativos aos casos a utilizar na aprendizagem são adquiridos 
incrementalmente. 
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9. Anexos 
Anexo 1 – Definição das comorbilidades 
Regras para a definição das comorbilidades [definidas originalmente por (Elixhauser et 
al., 1998)]; adaptado das definições de comorbilidades actualizadas pelo HCUP 
(AHRQ) (HCUP, 2006). 
Na definição de cada comorbilidade é verificado se há diagnósticos secundários com os 
códigos CID-9-MC desta tabela, não sendo considerados os casos que pertençam a 
determinado GDH. 
Comorbilidade Códigos CID-9-MC  Sem os GDHs 
Insuficiência cardíaca 
congestiva 
398.91, 402.01, 402.11, 402.91, 
404.01, 404.03, 404.11, 404.13, 
404.91, 404.93, 428.0-428.9 
Doenças cardíacas (103-112, 115-118, 121-
127, 129, 132, 133, 135-143, 514-518, 524-
527, 535-536, 547-558) 
Doença valvular 093.20-093.24, 394.0-397.1, 397.9, 
424.0-424.99, 746.3-746.6, V42.2, 
V43.3 
Doenças cardíacas (103-112, 115-118, 121-
127, 129, 132, 133, 135-143, 514-518, 524-
527, 535-536) 
Transtornos de circulação 
pulmonar 
416.0-416.9, 417.9 Doenças cardíacas (103-112, 115-118, 121-
127, 129, 132, 133, 135-143, 514-518, 524-
527, 535-536) ou Doença Pulmonar 
Obstrutiva Crónica, bronquite e asma (88, 
96-98) 
Transtornos vasculares 
periféricos 
440.0-440.9, 441.00-441.9, 442.0-
442.9, 443.1-443.9, 447.1, 557.1, 
557.9, V43.4 
Doenças vasculares periféricas (130, 131) 
Hipertensão, não complicada 401.1, 401.9, 642.00-642.04 Hipertensão (134) 
Hipertensão, complicada 401.0, 402.00-405.99, 642.10-
642.24, 642.70-642.94 
Doenças cardíacas (103-112, 115-118, 121-
127, 129, 132, 133, 135-143, 514-518, 524-
527, 535-536), ou Doenças renais (302-305, 
315-333), ou Hipertensão (134) 
Paralisia 342.0-344.9, 438.20-438.53 Doenças vasculares cerebrais (5, 14-17, 
524, 528, 533-534) 
Outros transtornos 
neurológicos 
330.0-331.9, 332.0, 333.4, 333.5, 
334.0-335.9, 340, 341.1-341.9, 
345.00-345.11, 345.2-345.3, 345.40-
345.91, 34700-34701, 34710-34711, 
780.3, 780.39, 784.3 
Doenças do sistema nervoso (1-35, 524, 
528-534, 559) 
Doença pulmonar crónica 490-492.8, 493.00-493.92, 494-
494.1, 495.0-505, 506.4 
Doença Pulmonar Obstrutiva Crónica, 
bronquite e asma (88, 96-98) 
Diabetes sem complicações 
crónicas 
250.00-250.33, 648.00-648.04 Diabetes (294, 295) 
Diabetes com complicações 
crónicas 
250.40-250.93, 775.1 Diabetes (294, 295) 
Hipotiroidismo 243-244.2, 244.8, 244.9 Doenças da tiróide e endócrinas (290, 300, 
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301) 
Insuficiência renal 403.01, 403.11, 403.91, 404.02, 
404.03, 404.12, 404.13, 404.92, 
404.93, 585.3, 585.4, 585.5, 585.6, 
585.9, 586, V42.0, V45.1, V56.0-
V56.32, V56.8 
Transplante renal, insuficiência renal, 
diálise (302, 316, 317) 
Doença do fígado 070.22, 070.23, 070.32, 070.33, 
070.44, 070.54, 456.0, 456.1, 456.20, 
456.21, 571.0, 571.2, 571.3, 571.40-
571.49, 571.5, 571.6, 571.8, 571.9, 
572.3, 572.8, V42.7 
Fígado (199-202, 205-208) 
Doença péptica ulcerosa 
crónica 
531.41, 531.51, 531.61, 531.70, 
531.71, 531.91, 532.41, 532.51, 
532.61, 532.70, 532.71, 532.91, 
533.41, 533.51, 533.61, 533.70, 
533.71, 533.91, 534.41, 534.51, 
534.61, 534.70, 534.71, 534.91 
Hemorragia gastrointestinal ou úlcera (174-
178) 
VIH e SIDA 042-044.9 VIH (488, 489, 490) 
Linfoma 200.00-202.38, 202.50-203.01, 
203.8-203.81, 238.6, 273.3 
Leucemia/linfoma (400-414, 473, 492, 539-
540) 
Cancro metastático 196.0-199.1 Cancro, linfoma (10, 11, 64, 82, 172, 173, 
199, 203, 239, 257-260, 274, 275, 303, 318, 
319, 338, 344, 346, 347, 354, 355, 357, 363, 
366, 367, 406-414) 
Tumor sólido sem metástases 140.0-172.9, 174.0-175.9, 179-195.8 Cancro, linfoma (10, 11, 64, 82, 172, 173, 
199, 203, 239, 257-260, 274, 275, 303, 318, 
319, 338, 344, 346, 347, 354, 355, 357, 363, 
366, 367, 406-414) 
Artrite reumatóide / doenças 
vasculares do colagénio 
701.0, 710.0-710.9, 714.0-714.9, 
720.0-720.9, 725 
Doenças do tecido conjuntivo (240, 241) 
Deficiência de coagulação 2860-2869, 287.1, 287.3-287.5 Transtornos de coagulação (397) 
Obesidade 278.0, 278.00, 278.01 Doenças de nutrição/metabólicas (296-298), 
ou Procedimentos por Obesidade (288) 
Perda de peso 260-263.9, 783.21, 783.22 Doenças de nutrição/metabólicas (296-298) 
Transtornos de fluidos e 
electrólitos 
276.0-276.9 Doenças de nutrição/metabólicas (296-298) 
Anemia por perda de sangue 2800, 648.20-648.24 Anemia (395, 396) 
Anemia por deficiência 280.1-281.9, 285.21-285.29, 285.9 Anemia (395, 396) 
Abuso de álcool 291.0-291.3, 291.5, 291.8, 291.81, 
291.82, 291.89, 291.9, 303.00-
303.93, 305.00-305.03 
Abuso de álcool ou drogas (433-437, 521-
523) 
Abuso de drogas 292.0, 292.82-292.89, 292.9, 304.00-
304.93, 305.20-305.93, 648.30-
648.34 
Abuso de álcool ou drogas (433-437, 521-
523) 
Psicoses 295.00-298.9, 299.10, 299.11 Psicoses (430) 
Depressão 300.4, 301.12, 309.0, 309.1, 311 Neuroses depressivas (426) 
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Nota, existe uma hierarquia estabelecida entre os seguintes pares de comorbilidades: 
Se “Diabetes sem complicações crónicas” e “Diabetes com complicações crónicas” 
estiverem ambos presentes então só conta “Diabetes com complicações crónicas” 
Se “Tumor sólido sem metástases” e “Cancro metastático” estiverem ambos 
presentes então só conta “Cancro metastático” 
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Anexo 2 – Características de data mining em medicina 
Imagem médica 
Nos procedimentos médicos tem havido um aumento no uso da imagem como 
ferramenta de diagnóstico preferida, o que implica a necessidade de desenvolver 
métodos para a análise de bases de dados de imagens, processo diferente e normalmente 
mais difícil face às bases de dados numéricas. 
Técnicas como SPECT, MRI, PET e colecções de sinais ECG ou EEG podem gerar 
diariamente gigabytes de dados24, são por isso necessários meios com grande 
capacidade de armazenamento. 
As bases de dados médicas são por natureza heterogéneas e podem conter uma grande 
quantidade de dados, que não são de análise fácil sem o auxílio das ferramentas 
apropriadas. A informação torna-se pouco útil se não for possível obtê-la facilmente e 
num formato inteligível. Técnicas de visualização são fundamentais, a imagem é a 
forma mais fácil de passar uma determinada informação ao ser humano. 
Texto livre 
Nas bases de dados médicas é normal encontrar campos de texto livre que resultem da 
interpretação de imagens, sinais ou outros dados clínicos, e que se apresentam numa 
forma não estruturada. 
Estes dados são difíceis de normalizar o que implica uma extracção de conhecimento 
mais dificultada. Se por um lado, e mesmo entre especialistas da mesma área médica, 
pode haver dificuldade na concordância para o uso de um termo não ambíguo que 
descreva determinada situação clínica, por outro é comum a utilização de termos 
diferentes na descrição de uma mesma situação (sinónimos); ou ainda o uso de 
                                               
24
 SPECT – Single-Photon Emission Computed Tomography;  PET – Positron Emission Tomography;  
MRI – Magnetic Resonance Imaging 
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diferentes construções gramaticais na descrição de relações entre doenças ou situações 
clínicas. 
Processos legais 
Em países como os EUA, o receio de processos contra os profissionais de saúde faz com 
que 30% dos custos com os cuidados de saúde estejam relacionados com aspectos 
médico-legais, i.e., directamente custos legais ou indirectamente a prática de “medicina 
defensiva” (os médicos mandam, muitas vezes desnecessariamente, efectuar alguns 
testes como salvaguarda futura em potenciais processos legais). 
Neste clima poderá ser normal a existência de relutância por parte de profissionais de 
saúde em facultar acesso aos dados para a sua análise via data mining, por receio que 
sejam descobertos eventos desagradáveis ou que se descubram aparentes anomalias na 
história clínica de um doente que possam levar a uma averiguação dos factos. Sabendo 
que uma aparente má prática médica pode simplesmente dever-se a uma omissão ou a 
um erro na introdução dos dados, que as averiguações consomem tempo, que o 
prestador de cuidados de saúde pode ficar emocionalmente afectado. Que recebe em 
troca o profissional de saúde face à exposição a este potencial risco? 
Segurança 
A constante evolução das tecnologias na saúde levou à criação de novas ameaças à 
segurança dos dados e consequentemente à utilização e desenvolvimento de novos 
serviços e mecanismos de segurança. Várias são as questões sobre segurança que 
deverão ser consideradas, ao nível da confidencialidade, da integridade e da 
disponibilidade. 
Para regular e salvaguardar a protecção de dados pessoais, existe em Portugal a 
Comissão Nacional de Protecção de Dados25. 
                                               
25
 http://www.cnpd.pt/ 
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Caracterização Matemática 
Contrariamente a outras áreas, as estruturas de dados médicas têm uma fraca 
caracterização matemática. Na física os dados recolhidos podem ser substituídos por 
fórmulas, equações e modelos que reflectem razoavelmente as relações entre os dados. 
Já na medicina a sua estrutura conceptual consiste na descrição por palavras e imagens, 
com poucas restrições formais no vocabulário, nas imagens e nas relações permitidas 
entre conceitos básicos. Entidades fundamentais da medicina como inflamação, 
isquemia, ou neoplasia são tão reais para um médico como são massa, comprimento e 
força para um físico. No entanto a medicina não tem, em nosso entender, uma estrutura 
formal comparável, que pudesse facilitar a organização da informação no processo de 
data mining. 
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Anexo 3 – Dados fictícios para a previsão da doença cardíaca 
Ecg colesterol p_esforco d_cardiaca 
normal baixo positivo Não 
normal medio positivo Não 
normal alto positivo Não 
irregular alto negativo Não 
normal baixo negativo Não 
normal baixo negativo Não 
normal baixo negativo Não 
normal baixo negativo Não 
normal baixo negativo Não 
normal baixo negativo Não 
normal alto negativo Não 
normal medio negativo Não 
normal alto negativo Não 
normal baixo negativo Não 
normal baixo negativo Não 
normal baixo negativo Não 
normal baixo negativo Não 
normal baixo positivo Não 
irregular baixo positivo Não 
irregular baixo positivo Não 
irregular medio positivo Não 
irregular medio positivo Não 
irregular medio positivo Não 
irregular medio positivo Não 
irregular medio positivo Sim 
irregular alto positivo Sim 
irregular alto positivo Sim 
irregular alto positivo Sim 
irregular baixo positivo Sim 
irregular baixo negativo Sim 
irregular baixo negativo Sim 
irregular baixo negativo Sim 
irregular alto positivo Sim 
normal alto positivo Sim 
normal alto positivo Sim 
normal medio positivo Sim 
normal medio positivo Sim 
normal medio positivo Sim 
normal medio Positivo Sim 
normal medio Positivo Sim 
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Anexo 4 – Base de dados de internamentos hospitalares: selecção de variáveis, 
apresentadas por grupos 
Grupo Variáveis 
Utente (identificação) Data de nascimento 
Peso ao nascimento (g) 
Sexo 
Total de internamentos por utente 
Utente (episódio) Idade (anos) 
Idade (dias) 
Área da residência 
Entidade financeira responsável 
Admissão Data de admissão 
Tipo de admissão 
Proveniência externa 
Causa externa de admissão 
Diagnóstico de admissão 
Internamento Todos os Serviços de internamento 
1º Serviço de internamento (Serviço de admissão) 
Último Serviço de internamento (Serviço de alta) 
Total de dias de internamento por Serviço  
Total de dias de internamento em UCI 
Data da 1ª intervenção cirúrgica 
Total de dias em pré-operatório 
Total de dias de internamento 
Informação clínica Causas externas secundárias 
Todos os diagnósticos (admissão, principal e secundários) 
Diagnóstico principal 
Diagnóstico principal e secundários 
Diagnósticos secundários 
Procedimentos cirúrgicos ou de diagnóstico 
Morfologia tumoral 
Médico codificador (nº mecanográfico HSJ) 
Alta hospitalar Data de alta 
Destino após alta 
Transferência para outra unidade de saúde 
Motivo da transferência 
Médico que assinou a alta (nº mecanográfico HSJ) 
GDHs Grande Categoria Diagnostica 
Grupo de Diagnóstico Homogéneo 
Valor facturável (euros) 
 
Anexo 5 – Estatística descritiva de dados de internamentos hospitalares de um 
hospital central 
 
Estatísticas de sumário de algumas variáveis contínuas: 
 
 Mín Máx Média Desvio 
Padrão 
Erro 
Padrão 
Perc 
2,5 
Perc 
25 
Mdn Perc 
75 
Perc 
97,5 
Tempo * 1 3739 9.3 15.8 0.021 1.0 2.0 5.0 11.0 46.0 
Idade (anos) 0 103 38.9 26.43 0.04 0.0 17.0 38.0 62.0 83.0 
Valor facturável 18 8294430 1880.0 12167.45 17.46 161.1 605.5 1180.2 2207.2 8356.9 
* Tempo de internamento 
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Anexo 6 – Modelo simplificado da base de dados de internamentos hospitalares 
 
Internamentos – tabela principal da base de dados. Contém os dados relativos aos 
episódios de internamento (tipo de admissão, GDH, hospital de proveniência, hospital 
de destino, data de alta, data de intervenção cirúrgica, tempo em cuidados intensivos, 
tempo de internamento, idade, sexo, residência, etc.) 
Doentes – contém alguns dados relativos a informação do doente (data de nascimento, 
peso à nascença, número de internamentos) 
Ligações – tabelas que permitem associar a cada internamento os Serviços hospitalares 
por onde o doente passou, as causas externas de admissão, os diagnósticos (admissão, 
principal e secundários) e os procedimentos de diagnóstico ou cirúrgicos efectuados 
durante o internamento. 
Códigos – tabelas com descrições e estruturação dos códigos usados nas tabelas 
anteriores. 
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Anexo 7 – Gráficos relativos à evolução do número de internamento por ano e por 
sexo, num hospital central 
Evolução do nº de internamentos por ano: 
 
 
Evolução do nº de internamentos por ano e por sexo: 
 
 
Mulheres 
Homens 
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Anexo 8 – Estatística descritiva para o tempo de internamento por ano de alta, 
num hospital central 
 
 
Ano Mediana Média Mínimo Máximo Skewness N 
1989 5 10,2 1 344 5,1 41170 
1990 5 10,0 1 331 5,4 39598 
1991 5 10,6 1 1032 10,9 37194 
1992 5 10,5 1 459 6,2 37663 
1993 5 10,3 1 3739 94,2 39150 
1994 5 10,0 1 474 6,4 38470 
1995 5 9,6 1 735 9,4 39574 
1996 5 9,2 1 377 5,6 41577 
1997 4 8,6 1 353 5,2 43267 
1998 4 8,7 1 924 13,4 42486 
1999 4 9,0 1 726 8,8 40026 
2000 5 9,3 1 939 12,3 39177 
2001 4 8,3 1 1720 34,2 41255 
2002 4 7,7 1 606 10,5 42403 
Total 5 9,4 1 3739 32,3 563010 
 
Anexo 9 – Gráficos relativos ao estudo das neoplasias malignas 
Histograma das idades dos doentes com neoplasia maligna: 
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Histograma do tempo de internamento, em dias, dos doentes com 
neoplasia maligna: 
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Frequência por ano de admissão, dos doentes com neoplasia maligna: 
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Anexo 10 –  k-means e clara aplicados ao par idade e tempo de internamento 
cl <- kmeans(dados, 2, 40) 
plot(dados, col = cl$cluster) 
  
 
dados.clara <- clara(dados, 2) 
plot(dados.clara) 
 
$centers 
   TOTDIAS    IDADE 
1 21.24497 63.87163 
2 12.16946 19.39412 
 
$withinss 
[1] 16242135  3995730 
 
$size 
[1] 24966  7825 
> dados.clara$medoids 
     TOTDIAS IDADE 
2431      13    66 
2034      10    14 
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Anexo 11 – Algumas estatísticas por Serviço de admissão, num hospital central 
Notas: 
− Colunas: nº do Serviço, percentagem de falecidos, média das idades, 
média dos tempos de internamento, percentagem de homens 
− O Serviço 99 resulta da junção da junção de Serviços com baixo 
percentagem de casos 
 
      PercFalec       MedIdade       MedDias     PercHomens 
  2 13.3  60.80  24.12  45.2 
   3  9.9  59.72  24.97  45.8 
   4  9.2  59.06  15.84  41.2 
   5  7.9  60.28  20.72  46.1 
   6 11.7  61.15  14.36  45.7 
   7 10.6  62.05  16.23  46.3 
   8  3.9  53.32  10.35  72.5 
   9  1.2  57.45  15.20  52.4 
  11  2.3  66.46  14.05  53.1 
  14  4.1  54.28  20.98   0.0 
  16  2.2   5.30   7.52  58.3 
  28 18.8  56.71  19.61  53.2 
  29 21.6  56.51  24.03  58.7 
  30 22.5  60.26  23.50  57.1 
  31 20.6  57.33  22.44  51.7 
  36 11.8  48.02  24.32  56.0 
  37 11.7  46.37  31.83  59.4 
  40 33.0  63.79  18.48  57.1 
  45  6.1  56.50  20.09  89.7 
  47  0.9   5.31   8.60  56.6 
  48 19.7  61.31  14.40  81.5 
  64  3.2  64.95  17.68  83.0 
  99 14.6  46.25  22.01  54.8 
 
Anexo 12 – Relação entre as estatísticas dos Serviço de admissão (hospital central) 
pairs(dados, panel = panel.smooth, main = "Dados dos Serviços") 
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Anexo 13 – Árvore de classificação para o estado de saúde do doente 
 
> arvore 
n= 209  
 
node), split, n, loss, yval, (yprob) 
      * denotes terminal node 
 
 1) root 209 159 Boa (0.17 0.13 0.24 0.24 0.22)   
   2) HUI3_8=Sim 116  81 Boa (0.27 0.21 0.3 0.17 0.052)   
     4) HUI3_7=Sim 85  57 Excelente (0.33 0.25 0.26 0.13 0.035)   
       8) HUI3_6=Sim 76  50 Excelente (0.34 0.26 0.24 0.12 0.039) * 
       9) HUI3_6=Não 9   5 Boa (0.22 0.11 0.44 0.22 0) * 
     5) HUI3_7=Não 31  18 Boa (0.097 0.097 0.42 0.29 0.097)   
      10) HUI3_4=Sim 22  10 Boa (0.14 0.091 0.55 0.23 0) * 
      11) HUI3_4=Não 9   5 Razoável (0 0.11 0.11 0.44 0.33) * 
   3) HUI3_8=Não 93  54 Fraca (0.054 0.043 0.16 0.32 0.42)   
     6) HUI3_6=Sim 38  22 Razoável (0.13 0.079 0.26 0.42 0.11)   
      12) HUI3_4=Sim 26  17 Boa (0.19 0.12 0.35 0.31 0.038)   
        24) HUI3_7=Sim 19  11 Boa (0.21 0.16 0.42 0.16 0.053) * 
        25) HUI3_7=Não 7   2 Razoável (0.14 0 0.14 0.71 0) * 
      13) HUI3_4=Não 12   4 Razoável (0 0 0.083 0.67 0.25) * 
     7) HUI3_6=Não 55  20 Fraca (0 0.018 0.091 0.25 0.64) * 
 
Anexo 14 – Estatísticas de sumários para as variáveis do estudo sobre a fatalidade 
Variáveis: “Fatalidade” (P23), idade em dias (IDADED), sexo (P6), duração do internamento em horas 
(DINTH), grupo diagnóstico (P17). 
Estatísticas de sumário (n=884): 
> summary(dados) 
         P6                           P17            P23           IDADED     
 Feminino :681   5-Outro                  :399   Falecido: 119   Min.   :   4   
 Masculino:582   4-Trauma                 :182   Vivo    :1145   1st Qu.: 331   
 NA's     :  1   3-Sepsis/Choque séptico  :106                   Median :1224   
                 2-Respiratório           :227                   Mean   :1819   
                 1-Pós operatório electivo:349                   3rd Qu.:3062   
                   NA's                   :  1                   Max.   :6527   
                                                                              
     DINTH           
 Min.   :3.667e-01   
 1st Qu.:2.550e+01   
 Median :6.550e+01   
 Mean   :1.627e+02   
 3rd Qu.:1.630e+02   
 Max.   :1.033e+04   
 NA's   :1.000e+00   
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Anexo 15 – Estudo da fatalidade, restrito a algumas variáveis: árvore de 
classificação após pruning 
n= 1634  
 
node), split, n, loss, yval, (yprob) 
      * denotes terminal node 
 
   1) root 1634 809 Falecido (0.49510404 0.50489596)   
     2) P17< 1.5 249   8 Vivo (0.96787149 0.03212851) * 
     3) P17>=1.5 1385 568 Falecido (0.41010830 0.58989170)   
       6) DINTH>=12.39167 1229 549 Falecido (0.44670464 0.55329536)   
        12) DINTH< 15.29167 13   0 Vivo (1.00000000 0.00000000) * 
        13) DINTH>=15.29167 1216 536 Falecido (0.44078947 0.55921053)   
          26) DINTH>=15.375 1199 536 Falecido (0.44703920 0.55296080)   
            52) DINTH< 195.0833 832 401 Falecido (0.48197115 0.51802885)   
             104) IDADED< 1237 360 150 Vivo (0.58333333 0.41666667)   
               208) IDADED>=1021.5 37   0 Vivo (1.00000000 0.00000000) * 
               209) IDADED< 1021.5 323 150 Vivo (0.53560372 0.46439628)   
                 418) P17< 2.5 86  24 Vivo (0.72093023 0.27906977)   
                   836) IDADED< 561 53   0 Vivo (1.00000000 0.00000000) * 
                   837) IDADED>=561 33   9 Falecido (0.27272727 0.72727273) * 
                 419) P17>=2.5 237 111 Falecido (0.46835443 0.53164557)   
                   838) IDADED< 1008 224 111 Falecido (0.49553571 0.50446429)   
                    1676) IDADED>=280.5 91  33 Vivo (0.63736264 0.36263736) * 
                    1677) IDADED< 280.5 133  53 Falecido (0.39849624 0.60150376) * 
                   839) IDADED>=1008 13   0 Falecido (0.00000000 1.00000000) * 
             105) IDADED>=1237 472 191 Falecido (0.40466102 0.59533898)   
               210) P17>=4.5 190  93 Vivo (0.51052632 0.48947368)   
                 420) IDADED< 2184 24   0 Vivo (1.00000000 0.00000000) * 
                 421) IDADED>=2184 166  73 Falecido (0.43975904 0.56024096)   
                   842) DINTH< 89.41667 112  53 Vivo (0.52678571 0.47321429)   
                    1684) IDADED< 3349 32   5 Vivo (0.84375000 0.15625000) * 
                    1685) IDADED>=3349 80  32 Falecido (0.40000000 0.60000000) * 
                   843) DINTH>=89.41667 54  14 Falecido (0.25925926 0.74074074) * 
               211) P17< 4.5 282  94 Falecido (0.33333333 0.66666667)   
                 422) IDADED>=4687 10   0 Vivo (1.00000000 0.00000000) * 
                 423) IDADED< 4687 272  84 Falecido (0.30882353 0.69117647) * 
            53) DINTH>=195.0833 367 135 Falecido (0.36784741 0.63215259)   
             106) IDADED>=891.5 121  51 Vivo (0.57851240 0.42148760)   
               212) IDADED< 3236 51   5 Vivo (0.90196078 0.09803922) * 
               213) IDADED>=3236 70  24 Falecido (0.34285714 0.65714286) * 
             107) IDADED< 891.5 246  65 Falecido (0.26422764 0.73577236) * 
          27) DINTH< 15.375 17   0 Falecido (0.00000000 1.00000000) * 
       7) DINTH< 12.39167 156  19 Falecido (0.12179487 0.87820513) * 
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Anexo 16 – Estudo da fatalidade, incluindo a maioria das variáveis: árvore de 
classificação 
Árvore: 
 
n=1635 (10 observations deleted due to missing) 
 
node), split, n, loss, yval, (yprob) 
      * denotes terminal node 
 
 1) root 1635 813 Falec (0.49724771 0.50275229)   
   2) PM_PRISM< 10.16098 847 170 Vivo (0.79929162 0.20070838)   
     4) PM_PIM< 7.502415 708  85 Vivo (0.87994350 0.12005650)   
       8) DINTH< 313.875 630  48 Vivo (0.92380952 0.07619048) * 
       9) DINTH>=313.875 78  37 Vivo (0.52564103 0.47435897)   
        18) P18_16_3>=0.505 26   0 Vivo (1.00000000 0.00000000) * 
        19) P18_16_3< 0.505 52  15 Falec (0.28846154 0.71153846) * 
     5) PM_PIM>=7.502415 139  54 Falec (0.38848921 0.61151079)   
      10) P18_21_1< 13.4 27   0 Vivo (1.00000000 0.00000000) * 
      11) P18_21_1>=13.4 112  27 Falec (0.24107143 0.75892857)   
        22) P18_17_3< 7.1 10   0 Vivo (1.00000000 0.00000000) * 
        23) P18_17_3>=7.1 102  17 Falec (0.16666667 0.83333333) * 
   3) PM_PRISM>=10.16098 788 136 Falec (0.17258883 0.82741117)   
     6) PMPRISM3< 2.233377 33   0 Vivo (1.00000000 0.00000000) * 
     7) PMPRISM3>=2.233377 755 103 Falec (0.13642384 0.86357616) * 
 
 
Parâmetros de complexidade: 
 
> printcp(arvore) 
 
Classification tree: 
rpart(formula = P23 ~ ., data = dados.modelo, method = "class") 
 
Variables actually used in tree construction: 
[1] DINTH    P18_2    P18_24_1 P18_4_2  P18_4_3  P7       PM_PIM   PM_PRISM 
[9] PMPRISM3 
 
Root node error: 794/1635 = 0.48563 
 
n=1635 (10 observations deleted due to missing) 
 
        CP nsplit rel error  xerror     xstd 
1 0.643577      0   1.00000 1.00000 0.025452 
2 0.034005      1   0.35642 0.36650 0.019479 
3 0.027708      2   0.32242 0.32116 0.018477 
4 0.022670      4   0.26700 0.27582 0.017345 
5 0.018892      5   0.24433 0.26448 0.017039 
6 0.013854      6   0.22544 0.25441 0.016758 
7 0.012594      8   0.19773 0.25063 0.016650 
8 0.010076      9   0.18514 0.24307 0.016432 
9 0.010000     10   0.17506 0.23048 0.016056 
 
 
Erros para as previsões com os dados de treino e de teste: 
 
> previsoes.modeloT <- predict(arvore,dados.teste, type="class") 
> m.conf <- table(previsao=previsoes.modeloT, realidade=dados.teste$P23) 
> erro.teste <- 100 * sum(m.conf[col(m.conf) != row(m.conf)]) / sum(m.conf) 
> erro.teste 
[1] 10.25641 
>  
> previsoes.modeloM <- predict(arvore,dados.modelo, type="class") 
> m.conf <- table(previsao=previsoes.modeloM, realidade=dados.modelo$P23) 
> erro.modelo <- 100 * sum(m.conf[col(m.conf) != row(m.conf)]) / sum(m.conf) 
> erro.modelo 
[1] 8.501529 
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Anexo 17 – Estudo da qualidade de vida após 6 meses 
Resultados da validação cruzada da árvore de regressão: 
 
Árvore de regressão, depois de pruning: 
 
> arvore2 <- prune(arvore, cp=0.068) 
 
> arvore2 
n= 155  
 
node), split, n, deviance, yval 
      * denotes terminal node 
 
1) root 155 22.566400 0.6461262000   
  2) HUI3_4_6=Nao 24  1.229341 0.0006410471 * 
  3) HUI3_4_6=Sim 131  9.505435 0.7643830000   
    6) HUI3_7_6=Nao 54  3.756454 0.5637671000 * 
    7) HUI3_7_6=Sim 77  2.051507 0.9050747000 * 
 
Parâmetros de complexidade: 
 
> printcp(arvore2) 
 
Regression tree: 
rpart(formula = HUI3_6M ~ ., data = dados) 
 
Variables actually used in tree construction: 
[1] HUI3_4_6 HUI3_7_6 
 
Root node error: 22.566/155 = 0.14559 
 
n= 155  
 
       CP nsplit rel error  xerror     xstd 
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1 0.52430      0   1.00000 1.00918 0.103719 
2 0.16385      1   0.47570 0.48624 0.065771 
3 0.06800      2   0.31185 0.32593 0.050129 
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Anexo 18 – Comparação de custos: todos os atributos versus com exclusão de um 
atributo 
Tabela 44 – Wilcoxon Signed Ranks Test – posições (ranks) 
    N  Posição 
média 
Soma das 
posições 
Sem ECG - Todos Posições negativas 12 (S/ ECG < Todos) 16,46 197,5 
  Posições positivas 28 (S/ ECG > Todos) 22,23 622,5 
  Empates (ties) 0 (S/ ECG = Todos)   
  Total 40    
Sem colesterol - Todos Posições negativas 12 (S/ colesterol < Todos) 12,50 150,0 
  Posições positivas 28 (S/ colesterol > Todos) 23,93 670,0 
  Empates (ties) 0 (S/ colesterol = Todos)   
  Total 40    
Sem prova esf. - Todos Posições negativas 16 (S/ prova esf. < Todos) 11,63 186,0 
  Posições positivas 9 (S/ prova esf. > Todos) 15,44 139,0 
  Empates (ties) 15 (S/ prova esf. = Todos)     
  Total 40      
 
Tabela 45 – Estatísticas do Wilcoxon Signed Ranks Test 
 S/ ECG - Todos S/ colesterol - Todos S/ prova esf. - Todos 
p (Wilcoxon) 0,003 0,000 0,525 
p (Monte Carlo) 0,003 0,000 0,543 
IC a 99% Inf. 0,001 0,000 0,530 
  Sup. 0,004 0,000 0,555 
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Anexo 19 – Artigo “Factors influencing high length of stay” 
 
Abstract 
Objective: To study variables associated with high length of stay (LOS) outliers. 
Material and Methods: Hospital administrative data from inpatient episodes with discharges between 
years 2000 and 2004 were used together with some variables related to hospital characteristics. The 
dependent variable, LOS outliers, was calculated for each diagnosis-related group (DRG) using a trim 
point defined by the geometric mean plus two standard deviations. Hospitals were classified on the basis 
of administrative, economic and teaching characteristics. The influence of comorbidities and 
readmissions was also studied. Logistic regression models and classification trees were used in the 
analysis. 
Results: More than four million inpatient episodes were analysed and a proportion of 3.3% high LOS 
outliers was found accounting for 18.8% of the total sum of LOS. Although the number of hospital 
discharges increased over the years the proportion of outliers decreased from 3.8% in 2000 to 2.9% in 
2004 with an adjusted odds ratio of 0.7. Teaching hospitals over 1,000 beds, central hospitals, and 
specialized/complex hospitals all have significantly more outliers than other hospitals, even after 
adjustment to readmissions and several patient characteristics. 
Conclusions: High LOS outliers are decreasing over the years. As they represent an important 
proportion in the total sum of LOS this may indicate that hospitals are reducing costs. Since the 
readmission rates did not increase this may indicate a better management. Hospital type significantly 
affected high LOS outlier. The increasing complexity of both hospitals and patients may be the single 
most important determinant of high LOS outliers and must therefore be taken into account by the future 
health managers when considering hospital costs. 
 
Keywords: Hospital Costs; DRG Outliers; Organizational Decision Making. 
 
 
1. Introduction 
Length of stay outliers 
When a data object does not comply with the general behaviour of data it is called an outlier [1]. 
Normally, outliers are very different or inconsistent with the remaining data. An outlier can be 
an error but can also result from the natural variability of data, and can hold important hidden 
information. In data mining the task of detecting and analysing outliers is called outlier mining.  
There is not a universal technique for the detection of outliers; various factors have to be 
considered. Both in statistics and in machine learning it is possible to find many different 
methodologies [2–5]. Typically computer-based outlier analysis methods follow a statistical, a 
distance-based or a deviation-based approach [1].  
Length of stay (LOS) is an important measure of hospital activity and, naturally, there are 
several systems for modelling and predicting LOS [6–9]. Nevertheless, Taheri et al. [10] say 
that, for most patients, costs directly attributable to the last day of hospital stay are economically 
insignificant (representing, in average, 3% of the total cost). 
Specifically, the study of LOS outliers is essential for the management and financing of 
hospitals. The payment of outliers is important either to protect patients that can a priori be 
more expensive and to protect hospitals from losses with uncommon cases [3]. LOS can in part 
explain hospital costs as there is a strong, not perfect, correlation between LOS and hospital 
costs [11]. A study in two public Spanish hospitals revealed that 4.8% of total discharges 
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represent 15.4% of total LOS and 17.9% of total costs [12]. In Portugal, costs are not available 
at the patient level. 
Cots et al. [11] compared four different trimming methods for LOS outlier detection when cost 
is unknown. Their results showed that the use of the geometric mean plus two standard 
deviations had the highest level of agreement between LOS and cost and, simultaneously, 
exposed the major proportion of extreme outliers. LOS distribution is very skewed on the right 
(lognormal) [13] and thus the geometric mean, being equal to the arithmetic mean when 
calculated over the logarithm transformation, can be used. 
In a different study, Cots et al. [14] analysed the relationship between hospital structural level 
and presence of LOS outliers. In their study, outliers accounted for 4.5% of total hospital 
discharges. They verified that large urban hospitals have significantly more LOS outliers (5.6%) 
than medium size hospitals (4.6%) and small hospitals (3.6%). 
Pirson et al. [15] studied cost outliers in a Belgian hospital and their results showed 6.3% of 
high resource use outliers and 1.1% for low resource use outliers. Instead of using geometric 
mean based trimming methods, they defined the trim points by the 75th percentile + 1.5*inter-
quartile range for the selection of high cost outliers and the 25th percentile – 1.5*inter-quartile 
range for low cost outliers. 
Administrative data 
Administrative databases may contain inaccurate data, but they are readily available, relatively 
inexpensive and are widely used [16,17]. In some situations they can be the only source of 
information to look at a clinical question. Despite some existing problems [18–21], 
administrative data can, for instance, be used in the production of quality indicators, or for 
providing benchmarks of hospital activity [22–24]. 
DRG in Portugal 
DRG (Diagnosis Related Groups) is the most commonly used case mix system for hospital 
reimbursement and performance measurement. In Portugal it is used since 1990 [25] and had 
positive impact on the productivity and technical efficiency of some diagnostic technologies 
[26]. 
Portuguese government is both the main payer and provider of hospital care. Originally, key 
components of the DRG based inpatient resource allocation model were the DRG weights, 
hospital case mix indexes, hospital blended base rates and total number of discharges [25]. The 
used model considered adjustments to account for outliers (low and high) and transfer cases. 
The intention to move gradually from a historical distributed budget to a DRG-based financing 
does not occurred. Initially the DRG-based model was used to determine 10% of the budgets. 
But even that small step was abandoned, DRGs tended to be used mostly as a pricing system for 
non National Health Service payers (e.g., insurance companies) [27]. Meanwhile, the DRG-
based model evolved and, since 1997, a growing portion of budget is based on it. From 10% in 
1997 it reached 50% in 2002 [28]. 
Nowadays, hospital budget is calculated using the number of patients that hospital expects to 
treat during a year, in several components. A unique price is predetermined for all inpatient 
discharge (discharge equivalent) classified as medical DRGs. Similarly there are unique prices 
for other groups, such as surgical DRGs with programmed admission, surgical DRGs with 
emergency admission, ambulatory surgery, outpatient visits, and emergency visits. Specific 
rates are applied for intensive care days. Special procedures and special ancillaries also had 
special rates in the past but are now priced by DRG. For some groups a different and specific 
case mix index is applied, specifically for medical DRGs, Surgical DRGs with programmed 
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admission, surgical DRGs with emergency admission, ambulatory surgery, and outpatient visits. 
Additional (or minor) hospital production is also contemplated in the annual contract. Regarding 
the healthcare public service, some hospitals receive extra budget compensation. 
Bentes et al. [25] described the experience with the use of DRGs to fund Portuguese hospitals 
and verified that between 1989 and 1990 the number of outliers increased (+2.5%). Though, 
they stated that the apparent increase could not be real because, for many DRGs, the used 
threshold was set at low levels. Despite this, Central hospitals decreased the proportion of 
outliers (-4.8%). They also confirmed that larger hospitals had higher costs, even when 
accounting for their case mix. 
Teaching hospitals 
Generally, the cost of care is higher in teaching hospitals than in non-teaching hospitals [29–34]. 
This could in part be explained by a more complex case mix, higher costs of labour, the cost of 
medical graduate education, or the use of more sophisticated technology [35]. 
 
The aim of this study is to find factors that explain length of stay outliers using available 
administrative data. These factors include the hospital group and the year of discharge. 
 
2. Material and methods 
The administrative database associated with the Portuguese resource allocation system was the 
main source of data for this analysis. This database, with discharges between 2000 and 2004, 
included data from the majority of the public acute care hospitals of the National Health Service 
(NHS). Data from private hospitals was not included in this study. The access to the data was 
provided by IGIF (Instituto de Gestão Informática e Financeira da Saúde), the Ministry of 
Health’s Institute of Financial Management and Informatics. 
Pre-preparation 
After some simple data validation, 12.1% of cases were excluded and remained 4,685,831 stays 
for analysis. In this process several simple validation rules were applied, with the rectification of 
data in some cases, and with its exclusion in other cases. Most of the excluded cases did not 
hold referential integrity, namely because of the use of incorrect ICD-9-CM (International 
Classification of Diseases, 9th Edition, Clinical Modification) diagnosis codes. 
Data preparation 
Length of stay (LOS) – was a (high) outlier? No or Yes. For each DRG (HCFA 16.0) it was 
defined a trim point to determine if LOS was outlier or not outlier (inlier). We used the 
geometric mean plus two standard deviations as it could lead to a high level of agreement 
between costs and LOS, identifying the majority of extreme costs [11]. This methodology was 
used because the LOS distribution is log-normal. This method is not useful for the detection of 
low outliers but that was not intended in this study. Alternatively we could use the 
exponentiated mean and standard deviation calculated over the log-normal distribution (log 
transformed values), that is, the geometric mean and the geometric standard deviation. 
Year of discharge – variable with 5 categories comprehending episodes with discharges 
between 2000 and 2004. 
Hospital type – we used information available in several national publications (mostly from 
IGIF) to define the three following hospital related variables: 
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Administrative groups – groups traditionally used in reports published by IGIF that 
categorizes hospitals in “Central hospital”, “District hospital” or “Level 1 district hospital” 
[25,36–38]. 
Economic groups – another approach for grouping similar hospitals in four groups. The 
original variable was defined according to hospital technology, technical differentiation and 
other factors. These factors included scale/specialities, complexity/case-mix and basic vs. 
intermediate [39]. We created a new variable with two categories, “Group I” and “Groups 
II, III and IV”. Group I was different from the other category as it included specialized and 
complex hospitals, and with more technology. 
Teaching groups – we defined a trichotomic variable to identify if it was a large teaching 
hospital (over 1,000 beds), a medium-small teaching hospital (under 1,000 beds), or a non-
teaching hospital. 
Comorbidities – we applied the Elixhauser method, originally defined by Elixhauser et al. [40] 
and updated by HCUP [41]. Secondary diagnoses were used to determine the absence or 
presence of each one of the 30 comorbidities. The final score was the number of existing 
comorbidities. 
Age: the age was recoded into 5 common groups, namely “[0 to 17] years”, “[18 to 45] years”, 
“[46 to 65] years”, “[66 to 80] years”, “More than 80 years”. 
A-DRG complexity – we considered three groups [14], low (lower than the 1st quartile), 
medium (from 1st to 3rd quartile) and high (higher than 3rd quartile). We used adjacent DRGs (A-
DRGs), which are rolled-up DRGs, because we wanted to exclude the information about 
comorbidities/complications and age breaks from original DRG variable. The initial set of 499 
DRGs (HCFA 16) was collapsed into 338 A-DRGs. For each A-DRG we considered the lower 
associated DRG cost-weight and used, for that, the prices published in the Portuguese Diário da 
República [42]. 
Readmission – patient readmission to the same hospital within 30 days, with categories “No 
readmission” or “Readmission”. We could not trace readmissions to other hospitals because the 
identifier was unique to each hospital. 
Admission and DRG type – 4 categories that resulted from the combination of admission type 
(planned or emergency) with DRG type (surgical or non-surgical) groups [14]. “Planned and 
surgical”; “Planned and non-surgical”; “Emergency and surgical”; “Emergency and non-
surgical”. 
Death – variable ‘destination after discharge’ was transformed in a dichotomic variable, with 
values “No death” or “Death”. 
Distance from residence to hospital – the distance was calculated in straight line and was 
further divided in 4 groups, “[0 to 5] km”, “]5 to 20] km”, “]20 to 60] km”, “More than 60 km”. 
 
In our analysis we used statistics and also machine learning techniques. 
A binary logistic regression model was estimated for each independent variable (non-adjusted 
model) and, as well, for the majority of the variables (adjusted model). Data was explored using 
the stepwise method forward conditional, and final models were estimated using the enter 
method. 
The machine learning techniques included mainly classification trees, applied individually and 
for all the set of variables. 
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3. Results 
In the 4,845,394 cases studied we found 3.3% high LOS outliers. The median/mean LOS for 
these outliers was 29/39.1 days and 3/5.8 days for non outliers. Being only 3.3% of the cases, 
outliers accounted for 18.8% of the total sum of LOS. 
Table I presents information about the variables studied and their influence in LOS outliers. 
Descriptive data 
The number of hospital discharges increased over the years and the proportion of outliers 
continuously decreased from 3.8% in 2000 to 2.9% in 2004. 
With 3.7%, central hospitals had more outliers than the other two groups (both with 3.0%). 
Hospitals from “Group I”, with 9.5% of the cases, had a higher proportion of outliers (4.3%) 
than other hospitals (3.2%). Regarding teaching groups, large teaching hospitals had more 
outliers (4.1%) than other teaching hospitals (3.5%) and than non-teaching hospitals (3.1%). 
Regarding other variables, we noted that outliers increased with age, from near 2% between 0 
and 45 years, to about 5% for more than 66 years. Within surgical DRG, there were 5% outliers 
for emergency admissions and 2.1% for planned admissions. Death, readmissions and the 
number of comorbidities were also related with the increase in the proportion of outliers. 
Apparently, the distance from residence to hospital had some influence in the incidence of 
outliers. It seemed that it increased with the increase of the distance from residence to hospital. 
We also analysed the evolution of readmission rate over the years and verified that it increased 
between 2000 and 2001, from 8.8 to 9.1%, and became constant after that, with 9.2% in the 
following years. 
Binary logistic regression 
We used binary logistic regression models to examine the impact of variables on LOS outliers. 
In table I we can also find odds ratios (ORs) obtained for non-adjusted and for adjusted models. 
All the variables in the model had p-values for Wald chi-square less than 0.001, and the 
majority of coefficients were statistically significant (p<0.001), except for dummy “Non-
teaching” vs. “medium-small teaching” (in ‘Hospital, teaching groups) which was not (p=0.82). 
Dummy “Level 1 district hospital” vs. “District hospital” (in ‘Hospital, administrative group’) 
was also statistically significant, but with p-value=0.02. 
Odds ratio for ‘Year of discharge’ continuously decreased from 1 in 2000 to 0.7 in 2004, that is, 
the proportion of outliers was much lower in 2004 than in 2000. This evolution was statistically 
significant. 
Considering hospital administrative groups we could see a significant difference between 
central hospitals when compared with the other two categories, with non-adjusted OR=1.2 and 
adjusted OR=1.1. For economic groups, “Group I” had an adjusted OR of 1.3. Regarding 
teaching groups, and after adjustment to other variables, large teaching hospitals had more 
outliers than other hospitals (OR=1.2 with “Non-teaching” as reference category). 
In the adjusted logistic model, the category “Emergency and surgical” of the variable 
‘Admission and DRG type’ was clearly more propitious for having outliers (OR=2.5), when 
compared to the reference category “Planned and surgical”. Age categories “0 to 17 years” and 
“18 to 45 years” were quite similar and very different from the other 3 categories (with ORs 
between 1.5 and 1.8). 
244 
Table I – Variables related with LOS outlier: proportion of cases, proportion of outliers, non-
adjusted odds ratios and adjusted odds ratios with 95% confidence intervals 
Valid cases: 4,845,394 
Variable 
Values 
Cases 
(%) 
Outliers 
(%) 
Non-adjusted 
OR (NaOR) 
Adjusted 
OR * 
(AOR) 
95% CI 
for AOR 
lower - upper 
LOS outlier 
Not outlier 
Outlier 
 
96.7 
3.3 
    
Admission and DRG type 
Planned and surgical 
Planned and non-surgical 
Emergency and non-surgical 
Emergency and surgical 
 
22.6 
9.5 
54.4 
13.5 
 
2.1 
3.0 
3.4 
5.0 
 
1 
1.41 
1.62 
2.39 
 
1 
1.23 
1.61 
2.53 
 
 
1.20 - 1.25 
1.59 - 1.64 
2.49 - 2.58 
Age 
0 to 17 years 
18 to 45 years 
46 to 65 years 
66 to 80 years 
More than 80 years  
 
20.5 
29.0 
20.5 
21.8 
8.2 
 
2.0 
2.1 
3.8 
5.0 
4.8 
 
1 
1.05 
1.88 
2.52 
2.44 
 
1 
0.93 
1.53 
1.77 
1.53 
 
 
0.91 - 0.94 
1.50 - 1.56 
1.74 - 1.81 
1.49 - 1.56 
Year of discharge 
2000 
2001 
2002 
2003 
2004 
 
18.6 
19.5 
20.2 
21.0 
20.8 
 
3.8 
3.6 
3.3 
3.0 
2.9 
 
1 
0.94 
0.86 
0.77 
0.75 
 
1 
0.91 
0.83 
0.73 
0.71 
 
 
0.90 - 0.93 
0.82 - 0.84 
0.72 - 0.74 
0.70 - 0.72 
Number of comorbidities  
(Elixhauser method) 
 
 + 
 
 
2.32 
 
1.65 
 
1.63 - 1.67 
Death 
No death 
Death 
 
95.9 
4.1 
 
3.1 
7.4 
 
1 
2.47 
 
1 
1.49 
 
 
1.46 - 1.52 
A-DRG Complexity 
Lower than 0.48 
From 0.48 to 1.24 
Higher than 1.24 
 
25.9 
49.6 
24.5 
 
2.0 
3.5 
4.3 
 
1 
1.74 
2.20 
 
1 
1.12 
1.12 
 
 
1.10 - 1.14 
1.10 - 1.15 
Readmission 
No readmission 
Readmission 
 
90.9 
9.1 
 
3.2 
4.2 
 
1 
1.33 
 
1 
1.16 
 
 
1.14 - 1.18 
Hospital, administrative group 
Level 1 district hospital 
District hospital 
Central hospital 
 
5.4 
51.8 
42.8 
 
3.0 
3.0 
3.7 
 
1 
0.98 
1.23 
 
1 
1.03 
1.12 
 
 
1.01 - 1.05 
1.09 - 1.16 
Hospital, economic group 
Group II, III and IV 
Group I 
 
90.5 
9.5 
 
3.2 
4.3 
 
1 
1.31 
 
1 
1.28 
 
 
1.26 - 1.31 
Hospital, teaching groups 
Non-teaching 
Medium-small teaching 
Large teaching 
 
69.6 
15.9 
14.4 
 
3.1 
3.5 
4.1 
 
1 
1.3 
1.3 
 
1 
1.00 
1.23 
 
 
0.98 - 1.01 
1.21 - 1.26 
*  Variables are in the order they entered in the model 
+ 71% without any comorbidity 
 
Comorbidities clearly influenced these outliers (OR=1.7). For death OR was 1.5, that is, high 
LOS outliers were more likely to happen in case of death. For readmissions OR was 1.2. 
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The existing differences between categories of variable ‘Distance from residence to hospital’ 
were not important and thus this variable was not included in the logistic regression analysis. 
 
Classification 
We used under-sampling to obtain two classes with equal number of cases, that is, equal number 
of inliers and outliers (159.563 discharges in each). To predict LOS outliers we used the 
decision tree learner C4.5 (revision 8). Pruned decision trees were generated both for individual 
independent variables and for all the variables at a time. Training set consisted of 66% of the 
data and the test set consisted of the remaining 34%. 
To determine which variable was more informative concerning LOS outlier, we have carried out 
the following study. We have used decision trees with just one independent variable at a time. 
Additionally we calculated the information gain for each variable. The results are shown in table 
II. Variables ‘Comorbidities’ and ‘Age’ were the most informative; individually they had more 
influence in LOS outliers than the other variables. ‘Distance’ and ‘Readmissions’ were the less 
informative. 
Table II – LOS outlier predicted individually by each variable using C4.5 information gain, gain 
ratio and accuracy 
LOS outlier ~ Information Gain (bits) 
Gain 
Ratio 
Accuracy 
(%) 
Comorbidities 0.0305 0.01938 59.5 
Age 0.0280 0.01244 59.3 
A-DRG Complexity 0.0138 0.00930 55.3 
Admission/DRG type 0.0122 0.00730 54.5 
Death 0.0084 0.02416 52.6 
Hospital, administrative groups 0.0025 0.00201 52.9 
Year of discharge 0.0022 0.00093 52.4 
Hospital, teaching groups 0.0021 0.00171 53.0 
Hospital, economic groups 0.0016 0.00312 52.8 
Readmission 0.0014 0.00297 51.3 
Distance 0.0007 0.00038 51.3 
 
For a pruning confidence factor of 0.25 the tree model retained all the twelve variables, with an 
accuracy of 64.5%. When the confidence factor was reduced to 10-6, only six variables remained 
in the pruned tree (accuracy of 63.3%): ‘Comorbidities’, ‘Age’, ‘Admission/DRG type’, 
‘Death’, ‘Hospital, economic groups’ and ‘Readmissions’. 
A sensitivity analysis was done to verify the relative importance of each one of the six variables. 
Each variable at a time was excluded from the dataset. Without variable ‘Age’, tree accuracy 
was 61.3%, that is, 2.0% less than with it. The exclusion of ‘Admission/DRG type’ implied a 
reduction of 1.8% and ‘Comorbidities’ of 1.3%. ‘Death’ and ‘Hospital, economic groups’ have 
little relative importance (0.1% each). Without ‘Readmissions’ the tree accuracy increased 
0.03% (to 63.4%) and consequently this variable was excluded from the final tree model, 
remaining the other five variables (Figure I). 
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Figure I – Decision tree with pruning confidence factor of 10-6 and after sensitivity analysis 
 
Other trimming methods 
We also studied LOS outliers using different trimming methods. With trim points defined by the 
3rd quartile plus 1.5 times the inter-quartile range, we found 6.8% high outliers. Using the 
traditional method, where trim points are defined by the exponential function applied to the 
result of the arithmetic mean plus two standard deviations calculated over the log-normal 
distribution, we obtained 2.6% high LOS outliers. 
Additionally we tried to identify low LOS outliers as in [15], using trim points defined by the 
1st quartile minus 1.5 times the inter-quartile range. We found only 4 DRGs with low LOS 
outliers (in 4,845,394 cases and 499 distinct DRGs). As for high outliers, we also used the 
traditional method, with trim points defined by the exponential function applied to the result of 
the arithmetic mean minus two standard deviations calculated over the log-normal distribution, 
and found a considerably higher proportion of low LOS outliers (1.9 versus 0.05%). Unlike the 
former, this traditional method always produces positive trim points as it is the result of the 
exponential function. In our case, we found 169 DRGs with low LOS outliers. 
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4. Discussion 
The study of LOS outliers is important as they are closely related to hospital costs. A small 
percentage of cases (3.3%) represent an important proportion in the total sum of LOS (18.8%). 
One important result of this study is the confirmation that outliers are continuously decreasing 
over the years. We also verified that readmission rates were constant between 2002 and 2004. 
Since the readmission rates did not increase this may indicate that hospitals are reducing costs, 
possibly with better management. 
Other important results are those related to hospital type. All the three hospital related variables 
have significant influence in LOS outliers, even after adjustments for the patients’ 
characteristics. Central hospitals (administrative groups) have significantly more outliers than 
others hospitals. Hospitals with higher technology, specialized and complex (Group I, economic 
groups) have clearly more proportion of outliers, with an odds ratio of 1.3 after adjustment to 
other variables. Large teaching hospitals have also more outliers than other types of hospitals. 
Decision trees were also important to understand the influence of the explanatory factors in LOS 
outliers. ‘Comorbidities’, ‘Age’, ‘Admission/DRG type’, ‘Death’ and ‘Hospital, economic 
groups’ were the five more informative variables in this approach. The decision tree (with all 
variables) had an accuracy of 65%, indicating that remains much to explain regarding high LOS 
outliers. 
The proportion of LOS outliers in this study is lower than that found in a study in Catalonia 
(Spain), with discharges from 1998 [14]. These results can not be directly compared as the year 
of discharges are quite different and, as we showed, outliers are decreasing over years. In 
another study [15] the proportion of high outliers in quite similar, but in this case, they used 
hospital real costs and not an approximation to cost through LOS. 
Better clinical coding with fewer errors over the time could be one of the reasons for the 
decrease in the proportion of outliers. To examine this possibility we picked up and analysed 
several cases with extreme outliers in one central hospital. Associated patient records were 
audited and no errors were found. Better clinical coding can influence the quality of data but it 
is not the main reason for the diminution of outliers over time. 
Resources are scarce and need to be correctly distributed and clearly justified. Outliers have 
influence in hospital costs and therefore should have influence in the financing of hospitals. It is 
important to be aware of this kind of information for hospital planning and policy. The 
increasing complexity of both hospitals and patients may be the single most important 
determinant of high LOS outliers and must therefore be taken into account by the future health 
managers when considering hospital costs. 
Further variables could be used, in the future, as candidates for additional explanatory factors. 
These variables can, for instance, include social factors, ratio between number of health 
professionals and beds, or other structural information related to hospitals. Further data could 
also be included, namely data from other years of discharge and also, if possible, data from 
private hospitals. Additionally, other statistical and machine learning methods should be used in 
the future. 
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Anexo 20 – Artigo “Cost-sensitive decision trees applied to medical data: taking 
risk into clinical models” 
 
Abstract 
Classification plays an important role in medicine, especially 
for medical diagnosis. Health applications often require 
classifiers that minimize the total cost, including 
misclassifications costs and test costs. In fact, there are many 
reasons for considering costs in medicine, as diagnostic tests 
are not free and health budgets are limited. Our aim with this 
work was to define, implement and test a strategy for cost-
sensitive learning. We modified an algorithm for decision tree 
induction to consider costs, including test costs, delayed costs 
and costs associated with risk. Then we applied our strategy 
to train several cost-sensitive decision trees in medical data. 
Built trees were tested following some strategies, including 
group costs, common costs, and individual costs. Using the 
factor of “risk” it is possible to penalize invasive or delayed 
tests and obtain decision trees patient-friendly. 
Keywords: Classification, Costs and Cost Analysis, Artificial 
Intelligence, Cost-Sensitive Learning 
Introduction 
In medical care, as in other areas, knowledge is crucial for 
decision making support, biomedical research and health 
management [1]. Data mining and machine learning can help 
in the process of knowledge discovery. Data mining is the 
non-trivial process of identifying valid, novel, potentially 
useful and ultimately understandable patterns in data [2]. 
Machine learning is concerned with the development of 
techniques which allow computers to “learn” [3]. 
Classification methods can be used to build models that 
describe classes or predict future data trends. It generic aim is 
to build models that allows predicting the value of one 
categorical variable from the known values of other variables. 
Classification is a common, pragmatic tool in clinical 
medicine. It is the basis for finding a diagnosis and, therefore, 
for the definition of distinct strategies of therapy. In addition, 
it plays an important role in Evidence-Based Medicine. 
Machine learning systems can be used to enhance the 
knowledge bases used by expert systems as it can produce a 
systematic description of clinical features that uniquely 
characterize clinical conditions. This knowledge can be 
expressed in the form of simple rules, or decision trees [4]. 
The majority of existing classification methods was designed 
to minimize the number of errors. Nevertheless, real-world 
applications often require classifiers that minimize the total 
cost, including misclassifications costs (each error has an 
associated cost) and test (attribute) costs. In medicine a false 
negative prediction, for instance failing to detect a disease, can 
have fatal consequences; while a false positive prediction may 
be less serious (e.g. giving a drug to a patient that does not 
have a certain disease). Each diagnostic test has also a cost 
and, for deciding if it is worthwhile pay the costs of tests, it is 
necessary to know both misclassification and tests costs. 
There are many reasons for considering costs in medicine. 
Diagnostic tests, as other health interventions, are not free and 
budgets are limited. 
Misclassification and test costs are on the most important 
costs, but there are also other types of costs [5]. Cost-sensitive 
learning (also known as cost-sensitive classification) is the 
area of machine learning that deals with costs in inductive 
learning. 
Our aim with this work was to study and implement a strategy 
for learning and testing cost-sensitive decision trees, 
considering several costs, and with application to medical 
data. 
The rest of this paper is organized as follows. In the next 
section we expose the main types of costs. Then we review the 
related work. After that, we explain our cost-sensitive decision 
tree strategy. Next we present and compare some experimental 
results. And finally, we conclude and point out some future 
work. 
Types of costs 
Turney [5] presents a taxonomy for many possible types of 
costs that may occur in classification problems. From his 
enumeration, misclassification and test are on the most 
important costs. Costs can be measured in many distinct units 
as, for instance, money (euros, dollars), time (seconds, 
minutes) or other types of measures (e.g., quality of life). 
Misclassification costs 
A problem with n classes is normally associated with a matrix 
n*n, where the element in line i and column j represent the 
cost of classifying a case in class i being from class j. Usually 
the cost is zero when i = j. Typically, misclassification costs 
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are constant, that is, the cost is the same for any instance 
classified in class i but belonging to class j. The traditional 
error rate measure occurs when the cost is 0 for i = j and 1 for 
all other cells. 
In some cases, the cost of misclassification errors could be 
conditional, that is, it could be dependent of specific features 
or dependent of the moment in time. The cost of prescribing a 
specific drug to an allergic patient may be different than 
prescribing that drug to a non allergic patient. 
The cost of misclassification can be associated with the 
moment it occurs. A medical device can issue an alarm when a 
problem occurs and, in this situation, the cost is dependent 
simultaneously on the correctness of the classification and on 
the time the alarm is issued, that is, the alarm will only be 
useful if there is time for an adequate action [6]. 
Misclassification costs can also be dependent on the 
classification of other cases. In the previous example, if one 
alarm is correctly and consecutively issued for the same 
problem, then the benefit of the first alarm should be greater 
than the benefit of the others. 
Cost of tests 
In medicine, the majority of diagnostic tests have an 
associated cost (e.g., an echography or a blood test). These 
costs can be highly distinct between different tests (attributes). 
The costs of tests may be constant for all patients or change 
according to specific patient features. A bronchodilatation test, 
for instance, have a higher cost for children under 6 years, 
which means that the feature age have influence in the test 
cost. 
Medical tests can also be very distinct when considering their 
influence in the “quality of life”. A range of tests are 
completely harmless for patients (e.g., obstetric echography), 
others can be dangerous and put patient life at risk (e.g., 
cardiac catheterism), and some can be (only) uncomfortable 
(e.g., digestive endoscopy). 
Some tests can be cheaper (and faster) when ordered together 
(in group) than when ordered individually and sequentially 
(e.g., renal, digestive and gynecological echography). Some 
tests can also have common costs that can be priced only once. 
Blood tests, for instance, share a common cost of collecting 
the blood sample. There is not only an economic reduction but 
also a non-economical reduction in the cost of “worry” the 
patient. 
A number of tests might depend of the results of other tests. 
The test “age”, for instance, may influence the cost of the 
bronchodilatation test. Some tests can have an increased price 
as result of secondary effects. Other tests can have patient 
specific, time dependent or emergency dependent costs. 
In general, tests should only be ordered if their costs are not 
superior to the costs of classification errors. 
 
Current cost-sensitive approaches 
In inductive learning (learning by examples), the majority of 
the work is concerned with the error rate (or success rate).  
Nevertheless, some work has been done considering non-
uniform misclassification costs, that is, different costs for 
different types of errors [7, 8]. Other literature is concerned 
with the cost of tests, without taking into account 
misclassification costs [9, 10]. 
And there is also some work concerned simultaneously with 
more than one type of costs, including the work of Turney 
[11], Zubek and Dietterich [12], Greiner et al. [13], Arnt and 
Zilberstein [14], and Ling et al. [15-20]. At this level, the 
work of Turney [11] was the first to consider both test and 
misclassification costs. Next, we give a brief overview of this 
work considering both costs. 
Turney [11] implemented a system, the ICET system, that 
uses a genetic algorithm for building a decision tree that 
minimizes test and misclassification costs. The ICET system 
was robust but very time consuming. 
Several authors associated the cost problem to a Markov 
decision process that has the disadvantage of being 
computationally expensive. Zubek and Dietterich [12] used an 
optimal search strategy, while. Arnt and Zilberstein [14] 
included a utility cost for the time necessary to obtain the 
result of a test. 
Greiner et al. [13] analyzed the problem of learning cost-
sensitive optimal active classifiers, using a variant of the 
probably-approximately-correct (PAC) model. 
Chai et al. [15] proposed a cost-sensitive naïve Bayes 
algorithm for reducing the total cost. Ling et al. [16] proposed 
a decision tree algorithm that uses a cost reduction splitting 
criteria during training, instead of minimum entropy. After 
that, Sheng et al. [17], presented another approach where a 
decision tree is built for each new test case. In another paper, 
Sheng et al. [18] proposed a hybrid model that result from the 
integration of a decision tree sensitive to costs with a naïve 
Bayes classifier. Zhang et al. [19] compared strategies for 
checking if missing values should be or not obtained and 
stated that, for tests with high costs or high risk, it should be 
more cost-effective to not obtain their values. Recently, Ling 
et al. [20], updated their strategy for building cost-sensitive 
decision trees, with the inclusion of sequential test strategies. 
A cost-sensitive strategy: taking risk into 
account 
Next, we briefly describe our strategy for implementing a 
cost-sensitive decision tree. Our aim was to implement a tool 
for building decision models sensitive to costs, namely test 
costs, misclassification costs and other types of costs. 
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We opted to use decision trees because they have several 
interesting characteristics for health professionals. They are 
easy to understand and use, and present an intuitive and 
appealing structure. Their structure is congruent with decision 
making methods that physicians normally use in daily routine, 
when they try to understand which is the best diagnostic test 
or the best treatment for one patient [21]. 
We modified the C4.5 algorithm [22] to contemplate costs 
and, consequently, to generate cost-sensitive decision trees. 
Specifically we used de j48 class, implemented in the open 
source package for data mining Weka [3]. 
Cost function 
We adapted the decision tree splitting criteria to contemplate 
costs, through the following cost function (1): 
( )
i
i i
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                                 (1) 
Where iI∆ is the information gain (or gain ratio) for attribute 
i, iC  is the cost of attribute (test) i, iφ is the factor of “risk” 
associated with attribute (test) i, and ω is the factor of power. 
When building a tree, for each node, the algorithm will select 
the attribute that maximizes the defined heuristic for the cost 
function. The cost function does not consider misclassification 
costs, as these costs do not have influence in the decision tree 
splitting criteria [23]. 
Attributes without cost, as age and gender, are assigned the 
value 1. Attributes with higher costs lead to lower results in 
the cost function and have, consequently, fewer chances to be 
selected. 
The factor of “risk” is an influent piece in the cost function. 
This factor was introduced to penalize attributes that might be 
invasive, may cause discomfort and disturb, or could 
somehow contribute to low patient quality of life (e.g., the 
invasive test “coronary angiography”). The value 1 means 
absence of influence and is equivalent to a completely 
innocuous test, while values higher than 1 means that exists 
influence. Higher factors leads to lower results in the cost 
function and, therefore, to lower possibilities for an attribute 
to be selected. 
If both test cost and factor of “risk” are equal to one, then their 
participation is neutral and, thus, the cost function is basically 
the traditional information gain function. The cost of the 
attribute can be adjusted in two ways. It can increase or 
decrease considering the inoffensiveness of the test (factor of 
“risk”), or it can be modified by the factor of power. The 
factor of power is a general parameter that is equally applied 
to all tests, reducing or increasing the influence of costs in 
attribute selection. 
The factor of “risk” can also be used to penalize delayed tests. 
A longer test can have consequences in the patient quality of 
life and may increase other costs, as those related to staff, 
facilities and increased length of stay. Between two similar 
tests, but with one longer than the other, it makes sense that 
the faster test should be preferred. Hence, considering the 
average length of tests, an adjustment can be made through the 
factor of “risk”. 
The factor of power regulates the influence of costs, as it can 
make trees more (or less) sensitive to costs. This factor may 
also be used to adequate the cost function to the used scale. 
An inexpensive test, such as the “age” test, has the same cost 
for any scale. But, tests with real costs have clearly different 
values in different scales. If a test “A” cost 10 in the Euro 
scale then it costs 1000 in the centime scale, that is, the ratio 
between the tests “age” and “A” are 1 to 10 in the Euro scale 
and 1 to 1000 in the other. To avoid that a change in the scale 
could benefit some attributes, it is important to adjust it with 
the factor of power. 
For a factor of power of 0 the costs are not considered as the 
denominator of the cost function became 1. This situation is 
equivalent to consider the original information gain. With an 
increase in the factor of power, the costs of tests will have 
more influence and less expensive tests will be preferred. The 
factor of power typically will assume a value between 0 and 1. 
For making our model sensitive to misclassification costs, we 
used a meta-learner implemented in Weka, 
CostSensitiveClassifier [3]. 
Decision tree test and usage strategies 
After building cost-sensitive models, we want to test and use 
them. For that, we have a test strategy where we consider the 
cost of a test individually or in a group. Within groups of tests 
it is possible to distinguish between (i) tests ordered 
simultaneously or (ii) tests that have a common cost. 
Sometimes (i), there is a big difference between the cost of a 
group of tests and the sum of individual tests costs. Many 
medical tests do not have an immediate result and therefore it 
also important to consider the length of time for the group 
against the total delay of the individual tests. When a medical 
doctor is at a node of the decision tree, and have the first of a 
group of tests, he must decide if he will ask for a group of 
tests or only for the node test. If he orders a group of tests, 
then the cost considered will be the group cost, even if some 
tests in the group are not used. 
In the other situation (ii), it is possible to separate a common 
cost for a group of tests. In a group of blood tests, for instance, 
the cost of collecting blood is a common cost for all tests in 
the group. Only the first test of the group will be priced for 
that common cost. 
Delayed tests are considered in the training phase of the 
decisions tree. Slower tests will, therefore, have tendency to 
be tested only after faster ones. 
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Individual costs 
Our strategy also allows (a) to consider specific patient 
characteristics, (b) to modify test costs in situations where 
their values are already known (tested previously), and (c) to 
consider availability and slowness of some tests. 
(a) The cost of each test can be conditional on the 
characteristics of the patient, that is, it is possible to have a 
variable cost associated with specific features of the patient. 
As seen before, the age can change the cost of the test 
“bronchodilatation” (higher for children less than 6 years). 
The comorbidity index of a patient is another example, as it 
can influence the cost of some tests and, therefore, could be 
used to adjust the cost of the test. For a specific test, different 
patients may require additional tests, consequently with an 
increase in costs. 
(b) In other circumstances, some tests might have been 
obtained previously and, logically, their original costs should 
not be considered again. Consequently, we adopt another 
approach for building trees where, for each new instance 
(patient), tests with known values are considered without cost 
and without “risk”. For each new vector of distinct costs a new 
decision tree is built. 
(c) Resources are not infinite neither are always available. A 
specific test may be conditional on the availability of a 
medical device in a specific time period. In these cases, it is 
possible to exclude that test and build a new tree. Optionally, 
it is possible to increase de factor of “risk” of that test, 
decreasing it probabilities of being selected. As the 
availability is not constant over time, this problem should be 
analyzed for each case (patient); this is a circumstantial cost 
and not a cost intrinsic to the patient. 
Experimental results 
We tested our cost-sensitive decision tree with several 
datasets, including the Pima Indians Diabetes. This dataset 
contains 768 instances and a class that assumes 2 values, 
“healthy” (500) or “diabetes” (268)26. In Table 1 we can see 
test costs (all attributes are numeric). 
Table 1 - Attribute costs for Pima Indians Diabetes 
Test Cost 
($) 
Group 
cost ($) 
a. Number of times pregnant 1  
b. Glucose tolerance test 17.61 b+e=38.29 
                                               
26
 UCI Repository Of Machine Learning Databases, 
ftp://ftp.ics.uci.edu/pub/machine-learning-databases/ 
c. Diastolic blood pressure 1  
d. Triceps skin fold thickness 1  
e. Serum insulin test 22.78 b+e=38.29 
f. Body mass index 1  
g. Diabetes pedigree function 1  
h. Age (years) 1  
 
Tests “glucose tolerance” and “serum insulin” are not 
immediate and have a distinct cost (other attributes have a 
symbolic cost of $1). Moreover they share a common cost, 
$2.1, from collecting blood. As these attributes are not 
immediate, when using the tree it is necessary to decide if both 
tests will be ordered together (in group) or not. 
We ranged the factor of power from 0.0 to 1.0 and induced 
decision trees using 10-fold cross-validation. After that, we 
considered cost zero for cases classified correctly and varied 
misclassification costs, from $10 to $1000, with equal costs 
for false negative and false positives.  In Table 2 we can see 
the results of the evaluation of five decision trees for that 
range of misclassification cots. Notice that for factor of power 
equal to zero, the model is equal to the obtained by the 
traditional C4.5. 
Table 2 - Average costs in the evaluation of 5 decision trees, 
for a range of misclassification costs and factors of power 
fp: 0.0 0.1 0.2 0.5 1.0 
Accuracy 
(%): 73.8 73.7 72.3 68.5 68.2 
95% 
IC 
var. 
$10 23.4 21.9 19.5 6.4 5.7 ±0.5 
$20 26.0 24.5 22.2 9.5 8.8 ±0.8 
$50 33.8 32.4 30.6 19.0 18.4 ±1.7 
$100 46.9 45.5 44.4 34.7 34.2 ±3.3 
$200 73.1 71.8 72.2 66.2 66.0 ±6.5 
$500 152 151 155 161 161 ±16 
$1,000 283 282 294 318 320 ±32 
 
In this example, for low misclassification costs, the best 
results are obtained for a factor of power between 0.5 and 1.0. 
In these situations, average costs are much lower when 
compared with C4.5. For high misclassification costs, 
compared to test costs, best results occur with factor of power 
equal to 0.0 (C4.5) and 0.1, but without substantial differences 
for the other models.  
As misclassification costs rise, test costs tend to be negligible. 
That is, for sufficiently higher misclassification costs and 
considering equal cost for false negatives and false positives, a 
higher accuracy rate corresponds to a lower average cost. 
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In this evaluation we distinguished between individual and 
group costs, and realized that results considering group costs 
always had higher average costs. This happened because the 
serum insulin test, which shares group costs with the glucose 
tolerance test, only intermittently appeared in the decision 
trees and, therefore, there was an extra imputed cost nothing 
or little used. 
We also tested the factor of “risk” with other datasets and 
obtained interesting results. Sometimes, with minimum 
increase in the total cost it is possible to obtain models that are 
more patient-friendly. 
Conclusions 
In this paper we present approaches to build cost-sensitive 
decision trees, considering different aspects of test costs, 
where are included economic and non-economical costs. Our 
framework integrates also a cost-sensitive meta-learner to 
consider the situations where misclassifications costs are 
different. Results show that it outperforms the traditional, non 
cost-sensitive, C4.5. 
As technologies became more expensive, it is even more 
rational to consider all the cost involved. A big challenge is to 
have better healthcare using less money. The factor of “risk” 
is an important item of the proposed framework as it can 
induce models patient-friendly. Decision trees represent a 
natural representation for classification problems (for 
diagnosis or prognosis) that includes costs. 
In our future work we will continue to evaluate our strategies, 
with new experiments in other datasets, with real data and real 
costs. We will try to incorporate other costs associated with 
delayed tests, emergency situations, staff, facilities, and 
increased length of stay. The cost function will also be refined 
and tested for different scenarios. We will also study other 
methods for building and testing decision trees with the 
application of a cost-sensitive pruning strategy. 
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