Recognizing Local and Global Structural Motifs at the Atomic Scale by Gasparotto, Piero et al.
Recognizing Local and Global
Structural Motifs At the Atomic Scale
Piero Gasparotto, Robert Horst Meißner, and Michele Ceriotti∗
Laboratory of Computational Science and Modeling, Institute of Materials, E´cole
Polytechnique Fe´de´rale de Lausanne, 1015 Lausanne, Switzerland
E-mail: michele.ceriotti@epfl.ch
Abstract
Most of the current understanding of structure-property relations at the molecular
and the supramolecular scales can be formulated in terms of the stability of and
the interactions between a limited number of recurring structural motifs (e.g. H-
bonds, coordination polyhedra, protein secondary-structure). Here we demonstrate an
algorithm to automatically recognize such patterns, based on the identification of local
maxima in the probability distributions observed in atomistic computer simulations,
which is robust to the dimensionality and the sparsity of the reference atomistic data. We
first discuss its main features, demonstrating some on artificial datasets, and then show
how it can be applied to identify coordination environments in Lennard-Jones clusters,
and to recognize secondary-structure patterns in the simulation of an oligopeptide. To
assess the applicability of this algorithm for motifs that involve several interdependent
degrees of freedom, we also employ it to identify groups of conformers of the cluster
and the polypeptide, considered in their entirety. The motifs identified by analyzing
atomistic simulations can be used to interpret and rationalize the stability and behavior
of the system at hand, and also as a tool to accelerate sampling, in association with
biased molecular dynamics schemes.
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1 Introduction
The amount, availability and performance of computational facilities dedicated to atomic-scale
modelling have increased dramatically in the last decades.1,2 As a consequence, trajectories
of several microseconds,3 and systems comprising million of atoms4 have become possible in
atomistic simulations, and computationally-generated databases of materials properties have
emerged as a tool to accelerate the design and discovery of new materials with improved
properties.5–9 The tremendous increase of the amount and complexity of data produced
from simulations poses a challenge of its own, particularly when it comes to recognizing
the molecular patterns that underlie the behavior of large, slowly-evolving systems. The
traditional paradigm in which simulations were manually inspected, and analyzed in terms of
structural descriptors designed by trial and error is becoming impractical: the amount and
complexity of potential correlations concealed in such an amount of data are far from being
fully understandable by a human.
A promising approach to facilitate the interpretation of large, complex databases and
trajectories involves adapting established data-mining techniques to the analysis of atomic-
scale data. For instance, one could apply clustering approaches to identify (meta)stable
configurations, and partition the free-energy landscape in a set of fluctuation basins associated
with each configuration. These basins can then be used as the basis for coarse-grained
descriptions of the dynamics, such as Markov state models.10–13 Many successful examples of
machine-learning (ML)-based methods applied to the study of materials have also appeared
in the literature in recent years.14–19
A particularly intriguing approach attempts to identify not only stable configurations of
the system, but also the elementary structural motifs that, alone or combined in non-trivial
ways, determine the stability and properties of complex supramolecular structures. This idea
has seen application in the context of protein structure20–23 materials24–26 and molecular
systems.27 Recently the Probabilistic Analysis of Molecular Motifs (PAMM) algorithm has
been developed with the precise goal of identifying molecular patterns based on an analysis
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of the probability distribution of fragments observed in an atomistic simulation.28 PAMM
has this far been used to introduce a data-driven, agnostic definition of fundamental, yet
simple, entities such as the hydrogen bond,28 to recognize defects and correlations in liquid
water,29 and to single out protonated water species based on an analysis of their electronic
structure.30
In this paper we address some of the limitations of the PAMM scheme, namely the stability
with respect to dimensionality and sparse data sampling, and the reliability in case of periodic
inputs or non-Gaussian features. In particular, we introduce an analysis of the stability of
PAMM clusters that makes it possible to recognize the hierarchical structure of the free energy
landscape. We show how the improved scheme can be used successfully not only to recognize
local environments and molecular patterns, but also be extended to identify global structural
features. In Section I we discuss the rationale and the practical implementation of our
methodology. In Section II we apply our method to two realistic datasets. First, we identify
coordination environments in a Lennard-Jones cluster and then recognize secondary-structure
patterns in a β-hairpin oligopeptide. In Section III, as a demonstration of the stability of
our approach when applied to high-dimensional descriptors, we use PAMM to perform a
classification of entire structures, and show how clustering techniques can be combined with
non-linear dimensionality reduction schemes to fully-characterize the configuration space of
complex atomistic systems. Finally we draw our conclusions and discuss possible applications
of probabilistic motif identifiers in the context of accelerated sampling schemes.
2 Probabilistic analysis of Molecular Motifs
The clustering algorithm we discuss in this paper follows the same philosophy of the prob-
abilistic analysis of molecular motifs (PAMM) method,28 including however a number of
crucial additional ingredients to address the limitations of the original scheme. PAMM aims
to provide an unambiguous and unbiased approach to recognize molecular motifs apparent
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Figure 1: Schematic illustration of the PAMM workflow applied to an artificial two-dimensional
dataset.
in data produced from atomistic simulations, by employing machine-learning techniques.
Since the distribution of the structural descriptors reflects the (free) energetic stability of
the molecular patterns, we use the probability distributions observed in the simulations to
inform the identification of clusters. In line with the free-energetic interpretation, we choose
to characterize distinct clusters as separate modes of the distribution, corresponding to the
basins of attraction of local maxima.
Our approach can be split into several steps, that are summarized in Fig. 1. We will
discuss separately the details of the algorithms we use for each step, which we found to be
capable of providing robust clustering in a variety of realistic atomistic simulation problems.
Different choices of course would be possible, as we will discuss when appropriate.
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2.1 Input Representation
For most applications, it is impractical to directly use the Cartesian coordinates of the
atoms to describe structures or local environments. One should rather represent them in
terms of a (possibly large) number of “order parameters” or “fingerprints”, that provide
an unbiased and sufficiently complete description of the geometry while fulfilling all of the
important symmetries – such as being invariant to atom labelling or to rigid rotations and
translations.31–33 Seen through this lens, the atomistic simulation data is converted to a set
X = {xi} containing a large number N of D-dimensional vectors, xi ∈ RD, with each vector
representing either a subset or the entirety of the atoms within a structure. It is worth
stressing that the selection of a proper set of descriptors is far from being a trivial point, and
can influence deeply the outcome of the subsequent analysis. To mitigate this problem, we
optimized the different ingredients in PAMM to be robust with growing dimensionality, so that
many order parameters can be used simultaneously to deal e.g. with heterogeneous systems.
One could also use more abstract descriptors that are based on more or less systematic
expansions of atomic environments – for instance Behler-Parrinello symmetry functions,34
SOAP power spectra,32 SPRINT coordinates.35 The choice of input order parameters is also
important, because it determines the metric relative to which probability distributions and
free energies are computed.36,37 A poor choice can generate spurious maxima in the probability
distribution, or merge kinetically separate states into a single basin. These artifacts can be
corrected, at least in part, by taking into account kinetic information in the definition of the
order parameters.38,39
2.2 Grid Selection
In order to mitigate the high cost of density estimation for large datasets in high dimension,
the first step in the PAMM workflow involves the selection of a sparse grid Y ⊆ X containing
M  N points. A grid covering almost uniformly the parameter space spanned by X can
be obtained using a greedy farthest-point sampling procedure,40 that can be modified to
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use a finer grid in the high-probability regions.41 The computational cost of this selection is
O(MN), so it can be performed also on very large data sets. The determination of the grid
by sub-sampling the full set X also allows one to partition data into neighborhoods of the
grid. For instance, one can construct the Voronoi polyhedra for Y , and assign each datum x
to the Voronoi set Vi of the closest-by grid point yi. Different strategies for subsampling are
also possible.42,43 It should be stressed, however, that the subsequent steps in the PAMM
workflow are designed to minimize the impact of the grid size on the final outcome, and to
guarantee that in the limit M,N →∞ there is no dependence at all.
2.3 Kernel Density Estimation
Density-based clustering algorithms44,45 depend crucially on the quality of the estimation
of the underlying probability density. Kernel-density estimation (KDE) provides a smooth,
robust approach to do so, that also leaves the flexibility to adapt to strongly anisotropic
probability distributions and/or non-Euclidean geometries.
The KDE on a grid point yi can be written as
P (yi) =
1∑N
j=1wj
N∑
j=1
wjKHj(xj − yi), (1)
where we use a very general expression in which each data point can be assigned a weight wi
(e.g. to compensate for biased sampling), and an adaptive bandwidth matrix Hj. The use of
a grid implies that (for a fixed grid) the cost of evaluating P scales only linearly with the
number of data points.
We use an anisotropic multivariate Gaussian kernel,
KH(x) =
1√
(2pi)D|H| exp
[
−1
2
xTH−1x
]
, (2)
that provides enough flexibility to adapt to strong variations of the geometric distribution
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of data points. A common problem with kernel density estimation, which is particularly
severe for high-dimensional and/or sparsely populated datasets, is the optimization of the
bandwidth of the kernel. The shape of the kernel, encoded in the bandwidth matrix H in
eq. (2), determines a trade-off between the statistical noise in the estimated density and a
systematic error due to the smoothing of the true underlying density. When the true density
P ?(x) is known, the optimal bandwidth can be selected by minimizing the Mean Integrated
Squared Error (MISE,
∫
dx [P ?(x)− P (x)]2). In general, obviously, the true density is not
known, and one has to resort to recipes to choose the bandwidth that are derived based
on some reasonable assumptions about the underlying distribution. A particularly simple
heuristic for selecting the bandwidth is given by Silverman’s rule,46,47
H =
[
4
N(D + 2)
] 2
D+4
Σ, (3)
where Σ is the covariance of the entire dataset, N the number of data points and D the
dimensionality.
2.3.1 Local Kernel Metric Analysis
Silverman’s rule (3) minimizes the MISE for a single multivariate normal distribution. For
a general distribution, composed of many separate peaks, this generally results in an over-
estimation of the bandwidth, and in loss of resolution unless an extremely large amount
of data is available. As a possible solution, and to provide a mechanism to fine-tune the
balance between resolution and statistical noise, we propose a simple strategy to localize the
determination of the bandwidth and of the dimensionality of the data. Basically, the idea is
to apply Silverman’s rule to subsets of the full dataset.
In order to estimate the optimal KDE bandwidth for a sample xi, we introduce weighting
factors for each of the other sample points xj around it, that are computed from a spherical
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Gaussian
uij = exp
[
−(xj − xi)
2
2 · σ2i
]
Nwj/
∑
j
wj, (4)
where σi is a localization factor whose choice we will discuss below. The weights-adjusted
sample population for the selected point is computed as Ni =
∑
j uij. We find it convenient
to introduce two possible approaches to determine the localization parameters σi. (i) in
cases where one expects the spatial extent of clusters to be relatively homogeneous, one can
choose a fixed localization window expressed as a fraction of the overall spatial extent of the
dataset, assessed as the global covariance matrix of the data, Σ; this can be achieved setting
σi = fs
√
Tr Σ. In this case, each localization region can contain a different weight-adjusted
population Ni. (ii) In cases where one expects clusters with very different spreads, but similar
populations, it might be more convenient to use a position-dependent localization window
that is adjusted so that each region contains a prescribed fraction fp of the total number
of weighted data points. Each σi should then be adjusted iteratively until Ni ≈ Nfp. A
quantitative discussion of the relative merits of the two strategies is reported in the SI (Fig.
S1).
The local weights from eq. (4) can be used, for instance, to estimate the local covariance
Σi, around each data point. Each element of the covariance is estimated by
[Σi]kl =
N∑
j=1
uij · (xjk − x¯k)(xjl − x¯l)/Ni (5)
where x¯ =
∑N
j=1 uijxi/Ni. Computing the covariance of a subset of the points can exacerbate
stability problems that are also present, in general, when the sampling is insufficient or
when different degrees of freedom are strongly correlated. In these circumstances, Σi can
be very ill-conditioned, and even have eigenvalues that are zero to within machine precision.
This is a consequence of the fact that the usual estimator for the covariance Σi is a biased
estimator of its inverse Σ−1i . This is a well-known problem that is typically addressed by
introducing alternative estimators that are less strongly biased. Here we use the so-called
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Oracle Approximating Shrinkage (OAS) estimator48 that reads
Σ˜i = (1− ψi)Σi + ψiTr(Σi)I
D
(6)
where
ψi = min
[
1,
(
1− 2
D
)
Tr(Σ2i ) + Tr
2(Σi)(
Ni + 1− 2D
)
Tr(Σ2i )− Tr
2(Σi)
D
]
.
Furthermore, the eigenvalue spectrum of the local covariance matrix can be used to
estimate an effective local dimensionality Di based on the effective rank of Σi:
49
Di = exp
(
−
D∑
k=1
ηk log(ηk)
)
(7)
where ηk = λk/
∑D
k=1 |λk| and {λk} is the eigenvalue spectrum of Σi.
Given the local covariance matrices and an estimate of the local dimensionality, one can
introduce an expression for the optimal bandwidth matrices to be used in the KDE. Assuming
that each local zone resembles a normal distribution, the optimal bandwidth for xi can finally
be obtained as a localized version of Silverman’s Rule (3):
Hi =
[
4
Ni(Di + 2)
] 2
Di+4
Σ˜i. (8)
Performing this analysis for each datum would entail poor scaling of the procedure with the
total number of points. One can however exploit the definition of a sparse grid to accelerate
greatly the computation, without changing the spirit of the localization strategy. First, one
can compute the local bandwidth Hi only for the grid points yi, and assign it to all the
samples that belong to its Voronoi set, i.e. Hj ≡ Hi, Σ˜j ≡ Σ˜i ∀xj ∈ Vi. Furthermore, the
evaluation of eq. (5) can be accelerated by including the contribution from grid points beyond
a reasonable cutoff distance using only the position of the grid yi and assigning to it a weight
proportional to the total weight of points within its associated Voronoi polyhedron, rather
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than summing over all sample points associated to it.
Finally, we note that in cases in which sampling is particularly irregular, it can happen that
the bandwidth is smaller than the distance with the nearest neighbor of a grid point. Often
these outliers result from insufficient grid size and/or non-Gaussian tails of the distribution,
and should not generate additional clusters. To avoid this, we increase automatically the
bandwidth to match the first-neighbor distance, but issue a warning to allow for manual
inspection to determine whether the outlier is of some significance.
2.4 Identification of Motifs
After having estimated the density at the grid points P (yi), one can proceed to use it to
subdivide the distribution into several distinct clusters. As discussed above, we chose to
identify clusters that represent recurring molecular patterns as maxima in the probability
distribution, and to associate to each maximum all the grid points falling within its basin of
attraction. In atomistic trajectories this construction has a profound physical interpretation:
each identified maximum of the probability distribution can be associated with a free energy
(meta-)stable minimum of the D-dimensional description of a group of atoms.
We perform a non-parametric clustering based on this idea using the Quick-Shift algo-
rithm.50 Other clustering algorithms could obviously be used - see the SI for a comparison
of some of the most common methods.51–53 Starting from a random grid point which has
not been assigned yet to a cluster, one connects it to the nearest grid point that has a higher
probability density, i.e., yi is connected to yj such that
j = argmin
P (yi)>P (yj)
|yi − yj|. (9)
The procedure can be interrupted based on a suitable stopping criterion, as discussed below.
The final point is identified as a maximum, and tagged as the center zk of a cluster. All the
points in the chain are tagged as belonging to the associated set Zk. One can then start
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climbing from another unassigned point, and stop when the procedure encounters another
maximum, or one of the points that have already been assigned to one of the Zk clusters,
with which the current chain would then be merged. After all points have been traversed,
the grid Y will be partitioned into n disjoint sets, without the need of specifying a priori
the number of clusters or their geometry. The stopping criterion for Quick-Shift is typically
set by requiring that the Euclidean distance between the current point and the next one in
the chain is below a set threshold ∆. In line with the spirit of the local metric analysis we
perform to obtain the bandwidth matrix for the KDE, we select the cutoff locally. At each
stage in the procedure, the cutoff is chosen based on the covariance associated with the grid
point that is being considered, i.e.
∆i = α
√
Tr Σ˜i. (10)
This choice adapts the cutoff to the local spread of the data, and is consistent with the
Gaussian assumption that underlies the localization procedure. For a multivariate Gaussian,
it would cluster together two points that are drawn at random from the distribution. If
needed, the values of ∆i can be further adjusted by a multiplicative factor α, to fine-tune the
resolution of the clustering procedure. In the examples we used to benchmark this method
we found only small changes in the final clustering upon scaling the cutoff by ±10 %.
2.4.1 Gaussian Mixture Models
After having determined the number and position of modes of the distribution, we fit a
Gaussian Mixture Model (GMM) to the data. This step is useful as it provides a simple
interpretation of the density in terms of a number of separate modes, making it possible to
develop fingerprints for the different molecular motifs that have a transparent probabilistic
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interpretation. The probability distribution is thus fitted to a sum of n multivariate Gaussians
Pˆ (x) =
n∑
k=1
pkG(x|µk,Σk), (11)
Each Gaussian, associated with a weight pk, is defined as
G(x|µ,Σ) = 1√
(2pi)DdetΣ
e−(x−µ)
TΣ−1(x−µ)/2 (12)
where Σ is its covariance matrix and µ its mean position. Rather than fitting the Gaussian
parameters with an expectation-maximization algorithm, we exploit the fact that we know
the number n and modes zk of clusters. We set the mean of the Gaussian cluster to the mode
of the cluster, and estimate the covariance with the usual expression:
µk = zk, pk =
∑
y∈Zk
P (y)
/∑
y∈Y
P (y),
y¯k =
∑
y∈Zk
yP (y)/
∑
y∈Zk
P (y)
Σk =
∑
y∈Zk
(y − y¯k)(y − y¯k)TP (y)
/ ∑
y∈Zk
P (y).
(13)
The reason for introducing this additional step, after having already obtained a non-
parametric clustering by quick-shift, is that a GMM lends itself quite naturally to a probabilis-
tic interpretation. Given a configuration associated with the fingerprints x, the expression
Pˆk(x) = pkG(x|µk,Σk)/
(
ζ + Pˆ (x)
)
(14)
corresponds to the probability that such configuration belongs to the kth cluster. Eqn. (14)
can therefore be used to introduce some smooth, fuzzy Probabilistic Motif Identifiers (PMI)
that constitute a data-driven definition of a molecular pattern – such as the hydrogen bond28,29
or the accumulation of charge around an excess proton.30 The “background” parameter ζ –
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that defaults to zero and should in any case be set to a very small value – serves to provide
a more physical description of outlier configurations. In practice, configurations for which
all Gaussian densities are below ζ are considered to be new, unclassified states that had not
been sampled properly in the initial dataset.
2.4.2 Periodic data
When working with descriptors that are periodic in nature (e.g. angles and dihedrals) the
probabilistic description should be adapted to account for the non-Euclidean geometry of the
space. Von Mises distributions54,55 are the equivalent of a Gaussian on a circle, and can be
used to describe periodic data, as they are smooth across the boundaries. The multivariate
extension of a von Mises distribution, however, cannot be normalized analytically, which
makes it hard to use it for the KDE step in our procedure. Furthermore, when the bandwidth
is negligible with respect to the periodicity, a Gaussian kernel computed while using a minimal
image convention in defining distances between points is virtually indistinguishable from a
von Mises distribution. For this reason, we use multivariate Gaussian kernels in the KDE
step, also along periodic directions.
When determining the GMM that underlies our fingerprints, however, one cannot assume
that the covariance associated with each cluster is small with respect to the periodicity of the
pattern space. Given the difficulties with normalizing a multivariate von Mises distribution,
we use a product of one-dimensional distributions to construct basis functions for the GMM
that represent each cluster, i.e. we use
G(x|µ,κ) =
D∏
i
eκi cos(xi−µi)
2piI0(κ)
, (15)
in lieu of Eq. (12), where I0 is the modified Bessel function of order zero. The mean value
and weight for each cluster are determined according to (13), whereas κi are obtained using
the conventional estimators for the concentration parameter of a one-dimensional von Mises
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distribution.56
Figure 2: (a) Radially-symmetric probability density function that corresponds to concentrical
circles. Clusters before (b) and after (c) merging and the PMIs corresponding to the final
macroclusters (d). Panel (f) represents the dendrogram resulting from the agglomerative
clustering based on the cluster stability matrix A (e) and using a single-linkage strategy for
the merging.
2.5 Error Assessment
Computing the absolute MISE requires knowledge of the underlying probability distribution.
It is however possible to estimate the statistical error associated with a given estimate, which
can be useful to fine-tune the KDE parameters and to decide on the statistical significance of
clusters that are identified in later stages of the PAMM analysis. Bootstrapping provides
a very general and well-established approach to infer the statistical error in a distribution,
when its analytic form is not known.57 Bootstrapping relies on the analogy existing between
the population and the sample drawn from it and consists in re-sampling with replacement a
large number of sets from the given data, in order to build empirically an estimate of the
probability distribution related to a certain statistical estimate. In this specific case, we
exploit bootstrapping to generate NBS independent samples of the KDE, P
(m)(yi). From
these, one can estimate the standard error δP (yi) associated with the KDE at each grid
point.
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The bootstrapping procedure is not only useful to get an estimate of the statistical error
in the KDE. By performing the (deterministic) clustering procedure we discussed above
on the m-th bootstrapped estimate of P (yi), one can obtain clusters Z(m)k that reflect the
statistical fluctuations of the KDE. The comparison between the bootstrapped clusters and
those obtained on the straightforward KDE can then be used to compute indicators of how
“stable” the clustering procedure can be considered. To do so, one can first compute
Q =
∑
i
P (yi), Qk =
∑
y∈Zk
P (y),
Q
(m)
k =
∑
y∈Z(m)k
P (y), Q
(m)
j|k =
∑
y∈Zk∩Z(m)j
P (y)
Q
(m)
k
,
(16)
and then introduce
Aij =
1
NBS
√
QiQj
∑
m
∑
k
Q
(m)
k Q
(m)
i|k Q
(m)
j|k . (17)
For each bootstrapping run, this expression determines what is the probability that – taking
one of the bootstrap cluster at random, and drawing two sample points from them – one
would be part of the reference cluster i, and one of the reference cluster j, renormalized over
the probabilities of clusters i and j. The diagonal elements Aii report on how robust is the
determination of the i-th cluster. If the i-th cluster appears identical in each bootstrapping
run, Aii takes a value of one, which becomes smaller if in one or more of the iterations the
cluster is split in multiple clusters. Off-diagonal terms report on how “fuzzy” are the borders
of the clusters. If no bootstrapping run generates a cluster that overlaps with both Zi and
Zj, Aij would take a value of zero, which increases if the clusters get merged in some of the
runs, or if some of the Z(m)k include points from both clusters.
2.5.1 Cluster Association and Non-Gaussian Patterns.
The cluster stability matrix Aij from eq. (17), can also be used to perform an additional
“meta-clustering” step, that suggests ways to group together some of the clusters identified in
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the previous steps of PAMM, based on the notion that they were separated due to statistical
error rather than because they correspond to separated free-energy basins. We attempted
two approaches, that provide satisfactory and similar results, but differ in the underlying
interpretation. One possibility is to choose a threshold value for the adjacency matrix, and
find the connected components of the associated graph. This approach corresponds to a sort
of “flooding” scheme, in which clusters that are above a prescribed level of fuzziness are
merged at once.
Alternatively, one can proceed with a hierarchical clustering procedure,58 which can also
be represented in a tree-like plot which helps interpreting the relations between different
clusters.59 Based on the adjacency matrix one can define a distance between clusters as
dij = − log(Aij/
√
AiiAjj). The pair of clusters which are closest is merged first, after which
the merging is repeated iteratively until a single cluster remains. The cluster hierarchy can be
represented as a binary tree, in which the vertical position of the branching point correspond
to the distance between the leaves. Different strategies exist – and can be tried to improve
the resolving power of the method – to define a distance between merged clusters. In this
work we always use Ward’s minimum-variance prescription,60 unless otherwise specified. This
second strategy is more consistent with an interpretation in which fuzzy clusters correspond
to clustering errors, and performs as little merging as possible to achieve the desired number
of clusters, or degree of separation.
Besides making the clustering procedure more robust, this merging step is also useful to
address the presence of strongly non-Gaussian features in fingerprint space. Even though the
KDE and Quick-Shift algorithms are fully non-parametric, at many steps in our protocol
we invoked the assumption that data can be (locally) described by multivariate Gaussian
distributions. As a specific, and rather extreme, example of non-Gaussian behavior, let us
consider the distribution depicted in Fig. 2, corresponding to three concentric rings. Figure 2
demonstrates how, in the presence of non-Gaussian clusters, the partitioning of the data
by PAMM is highly unstable, leading to an adjacency matrix showing considerable overlap
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Figure 3: A PAMM analysis of local environments in a LJ38 cluster simulated at T
? = 0.18. (a)
The probability distribution in fingerprint space, that include a smooth coordination number
c, and the Steinhardt order parameters q4 and q6. Grid points have an area proportional to
the KDE of the probability density, and are colored according to the quick-shift clustering.
Marginal probabilities are also drawn as contour plots. (b) Slices of the probabilistic motif
indicators that result from the GMM built on the PAMM clusters. Each cluster is indicated
with the corresponding solid color when its PMI is equal to 1, while the opacity linearly
decreases to 0 when the value of the PMI is 0. (c) The probability distribution for c only.
(d) Representative configurations of the LJ38 clusters, with atoms colored according to the
dominant PMI. (e) Binary tree representation of the hierarchical clustering based on the
adjacency matrix of the PAMM clusters.
between different clusters. Hierarchical clustering, illustrated using a dendrogram in Fig.
2e, shows clearly that there are three “macro-cluster” that correspond to the rings, while
Gaussian features within each ring are clearly detected as being strongly connected. It is
worth noting that, once different Gaussian clusters have been joined based on the adjacency
matrix, it is easy to develop non-Gaussian fingerprints, by simply summing over all GMM
fingerprints associated with each macro-cluster M
PˆM(x) =
∑
k∈M
pkG(x|µk,Σk)/
(
ζ + Pˆ (x)
)
. (18)
A demonstration of this non-Gaussian fingerprint is also depicted in Fig. 2d.
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3 Probabilistic Motif Identifiers
The main use case for PAMM involves the data-driven identification of local environments
that characterize the state of atoms or molecular fragments, e.g. the secondary structure in
a biomolecule or the crystal structure of a solid. For this reason, we will first demonstrate
our approach by determining such probabilistic motif identifiers (PMIs) in two very different
cases: a Lennard-Jones cluster, that is an archetypical example of the problems encountered
in nanomaterials, followed by the example of a 16 residue long hairpin peptide (GB1), which
we discuss as a simple but realistic example of the applications to biological systems.
3.1 Local Motifs of a Lennard-Jones Cluster
The LJ38 cluster has been used very often as a benchmark of minimization algorithms, free-
energy techniques, and structure-recognition methods, because its potential energy landscape
contains a very deep, narrow enthalpic minimum corresponding to a truncated fcc lattice,
and a broad basin containing a multitude of defective structures corresponding to icosahedral
symmetry.42,61–63 Here we used data from the T = 0.18T ? replica of a long parallel tempering
trajectory,42 that contains structures that are representative of both the solid phases and
liquid-like, highly defective configurations.
Several of the possible environments (e.g. corner, edge, facet and core atoms) can be
roughly identified by the number of nearest neighbors, that can be characterized based on
purely radial information. Here we use the coordination number c(i) for particle i, that we
define as
c(i) =
N∑
j 6=i
1
exp
(
rij−rc
γ
)
+ 1
(19)
where rij indicates the vector between particle i and j and rij = |rij| is the Euclidean distance
between those two atoms. In order for the Fermi function to count the number of first
neighbors, we set rc = 1.45σ and γ =0.2σ.
While neighbor counts can be very effective in identifying motifs in the minimum-energy
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Figure 4: (a) PMIs for the backbone dihedrals of a β-hairpin are shown as a function of the
Ramachandran angles. Different regions are colored based on the cluster that is associated
with the dominant PMI. The underlying probability distribution is shown as black contours,
equally spaced on a logarithmic scale. (b) Dendrogram representation of the hierarchical
clustering of the adjacency matrix of the PAMM clusters. (c) A few representative structures
of the molecules are shown where the residues are colored according to the dominant PMI.
The color code corresponds to that used in panel (a).
structures, finite-temperature simulations can be considerably fuzzier. Furthermore, the
coordination number cannot distinguish between bulk environments from a fcc lattice and
the core of an icosahedral motif. To address these problems, and to demonstrate the behavior
of PAMM in a non-trivial example, we supplemented c(i) with angular information. We used
the local bond order parameters (or Steinhardt order parameters)64 q4(i) and q6(i), which
are known to be able to distinguish body center cubic (bcc), face centered cubic (fcc) or
hexagonal close packed (hcp) crystal lattices.65–67
We use the definition
ql(i) =
√√√√ 4pi
2l + 1
l∑
m=−l
|qlm(i)|2 (20)
in which the complex vector qlm(i) is defined as
qlm(i) =
1
c(i)
N∑
j 6=i
Ylm(rij)
exp
(
rij−rc
γ
)
+ 1
(21)
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The functions Ylm(rij) are the spherical harmonics and the loop runs over all particles, since
the Fermi function singles out contributions from just the first coordination shell. Since c(i),
q4(i) and q6(i) have very different ranges, when combining the different order parameters
to give a 3D descriptor of the environments, we centered and scaled them so that each
component has unit variance.
Figure 3 demonstrates the outcome of a PAMM analysis for the finite-temperature
trajectory. A point based approach with a smoothing parameter fpoints = 0.02 was used to
compute the KDE, while for the clustering step the scaling factor α was set to 1. PAMM can
recognize motifs based on both coordination number and angular correlations based on the
three-dimensional joint probability density (Fig. 3a) – identifying several more clusters than
it would be possible based on c(i) alone (Fig. 3c). The PMIs for the different motifs (Fig. 3b)
can be used to recognize the motifs in each snapshot of the simulation (Fig. 3d), and could be
used, e.g., to bias a molecular dynamics simulation which triggers transitions between different
structures. In this relatively simple case clusters are clear-cut, robust to sub-sampling and
to variations of the PAMM parameters, and with an approximately Gaussian shape. Even
though an agglomerative meta-clustering step is therefore not necessary, we did compute the
cluster stability matrix, and generated the associated hierarchical clustering tree (Fig. 3e).
Inspection of the binary tree is insightful, showing that individual clusters can be grouped in
two main branches, corresponding to surface and bulk atoms. As we will also see in other
cases, it appears that the hierarchical merging of the PAMM clusters can be interpreted
much in the same way as a disconnectivity graph,68,69 reporting on the relations between
different basins in pattern space.
3.2 Local Motifs of a β-hairpine Peptide
Secondary structure in proteins is a textbook example of how molecular motifs can behave
as building blocks of complex supramolecular structures. Many algorithms exist to iden-
tify secondary structure patterns (SSPs), that are based on the identification of hydrogen
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bonds.70,71 More recently, it has been shown that secondary structure conformations can be
classified solely on the basis of backbone dihedrals of a protein.72,73 As a demonstration of our
classification approach to realistic periodic data, we have applied our method to analyze the
data of the backbone dihedral pairs (φ, ψ) from a replica exchange simulation of a 16-residue
C-terminal fragment of the immunoglobulin binding domain B1 of the Streptococcus protein
G in explicit solvent (GB1, amino acids sequence Ace-GEWTYDDATKTFTVTE-Nme) (for
further details of the simulation see Ardevol et al. 74). For each residue and each frame
of the trajectory we computed the backbone dihedral angles φ and ψ, and performed a
PAMM analysis. The underlying KDE was estimated by using a point-based KDE smoothing
fp = 0.15, and step-scaling α = 1.0 for the subsequent Quick-Step clustering. The resulting
PMIs result in a partitioning of the Ramachandran φ−ψ plot75 in 5 regions, that correspond
roughly to β sheets, α helices, turns, etc. (see Fig. 4), and that are clearly associated with
local probability maxima in the KDE (shown as black contours in Fig. 4a).
Even though the clusters are identified as von Mises modes, with a single basis function
assigned to each of them, it is clear that the PMI correspond very accurately to the partitioning
of the probability density in basins of attraction, with the transition zones between two PMIs
following closely the dividing surface between basins. In Fig. 4b we also show a few reference
structures selected from the trajectory. The aminoacids in the backbone have been colored
based on the dominant PMI to which they are associated.
It is easy to recognize the PMIs associated with well known secondary structure elements
by comparing reference structures to the PAMM partitioning of the Ramachandran plot.
One can clearly identify, e.g. α-helices or the antiparallel β-sheets that are abundant in the
simulation data for the GB1 fragment. Chains of dihedrals that correspond to a β-sheet
conformation are also seen in extended structures. We also find several instance of turn-type
T1 motifs,73 that in our case concentrate in the unstructured portions of the polypeptide.
Meanwhile, it is clear that there is not a 1:1 correspondence between PMIs and “traditional”
secondary structure motifs. Some of the PMIs correspond to portions of the Ramachandran
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plot that are traditionally assigned to polyproline II (PPII) helices and left-handed helices,
yet we could not identify a significant presence of stable structures associated with those
motifs. Rather, extended structures and distorted β strands are associated with the PPII
region, while left-handed helical patterns appear, together with many other PMIs, within
disordered, “random-coil” configurations. This observation highlights the potential of a
data-driven approach to the definition of molecular patterns. Well-separated clusters in
fingerprint space are recognized even though they do not appear clearly by just inspecting the
trajectory in search for well-established structural motifs. This agnostic behavior could be
very useful, for instance, in rationalizing the behavior of intrinsically-disordered proteins,76,77
or to study polypeptides in unusual environments, such as at inorganic interfaces or in
combination with synthetic polymers. Furthermore, an automated probability analysis allows
one to extend the definition of pattern space by combining e.g. several backbone dihedrals,
or by combining dihedrals and H-bonding indicators. This procedure could give rise to
more precise identification of secondary-structure patterns, and will be the subject of future
research. Finally, the hierarchical clustering of the five PAMM motifs (Fig. 4b) shows another
example of how the adjacency matrix built by a bootstrapping analysis reflects the structure
of the free-energy landscape of patterns, with the linkage distance corresponding roughly to
the free-energy barrier between basins.
4 Global Structure Classification
PAMM clustering of low-dimensional fingerprint spaces allowed us to demonstrate some of the
improved features of this implementation, including periodic descriptors, adjacency-matrix
determination and hierarchical “meta-clustering”. We now move on to demonstrate the
applicability of our method to problems with higher dimensionality. Rather than using
higher-dimensional descriptors of local motifs, we consider the extreme case of attempting
a global classification of the meta-stable states of the cluster and the polypeptide that we
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Figure 5: PAMM classification of configurations extracted from a simulation of LJ38 at
T ? = 0.18. (a) The clusters generated from the first stage of PAMM using the parameters
fp = 0.05 for the (point-based) KDE smoothing and α = 1 for the scaling of the Quick-Shift
cutoff. Configurations from the trajectory are represented using a two-dimensional sketch-map
representation. The size of points reflects the probability density. Points are colored according
to the cluster to which they belong. (b) The initial clusters are merged according to the
hierarchical clustering procedure. (c) Sketch-map representation colored according to the
macro-clusters, together with a snapshot representative of the highest-probability region for
each motif.
discussed in the previous Section. These problems are intrinsically high-dimensional, and do
not simply involve an overdetermined description of a relatively low-dimensional problem.
In order to simplify the interpretation of our results, we combined PAMM clustering with a
two-dimensional representation of the configurational landscape. Among the many non-linear
dimensionality reduction algorithms available,78–82 we used sketch-map,83,84 a method that
was already used successfully to study these systems.41,74 We show that the combination of
the two methods helps greatly overcoming some of their limitations, and understanding the
relation between different structures in complex systems.
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4.1 Structural classification for LJ38
LJ38 is one of the classical examples of simple clusters exhibiting a major structural transition,
between a truncated-octahedral structure and a defective icosahedron. Since we consider a
temperature close to the melting point, also liquid-like configurations should be present in
the trajectory.
In order to identify different structures, we use the same 15-dimensional descriptors based
on a smooth histogram of coordination numbers that were introduced in Ref. 41, and use
them both as the basis for a PAMM analysis and as the input for the construction of a
sketch-map representation, for which we used the same parameters and reference map as in
Ref. 41.
We decided not to tune the fingerprints that had already been used in the literature so as
to test the stability of PAMM-based clustering when dealing with sub-optimal inputs. For
instance, some of the histogram bins have near-zero variance, which would yield singular
bandwidth matrices if we did not stabilize the estimator with the OAS. Furthermore, the
sharp cutoff function used in defining the coordination number histogram leads to the presence
of a large number of basins, corresponding to minute differences in the structures. However,
by using a point-based localization with fp = 0.05, we implicitly consider a probabilistic
model in which each cluster contains at least 5% of the data. As a result, the smearing
parameter and the Quick-Shift threshold are large enough that many of these minute clusters
coalesce, leaving just 8 motifs detected (Figure 5a).
The number and type of clusters, however, depend rather sensitively on the PAMM
parameters. If one inspects the structural features that are associated with the initial
PAMM clusters (see Figure 5a) it becomes clear that PAMM clustering does identify portions
of configuration space that are clearly distinct, corresponding e.g. to different defective
“gemstone” structures, to the truncated octahedron, and to liquid-like structures with different
kinds of surface geometry. A dendrogram representation of the hierarchical clustering based
on the adjacency matrix (Figure 5b) shows that some of the clusters are very sensitive
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Figure 6: PAMM classification of configurations extracted from a simulation of the GB1
hairpin fragment. (a) Clusters generated in the first stage of PAMM using the parameters
0.1 for the (point-based) KDE smoothing and α = 1 for the scaling of the Quick-Shift
cutoff. Configurations from the trajectory are represented using a two-dimensional sketch-
map representation. The size of points reflects the probability density. Points are colored
according to the cluster to which they belong. (b) The initial clusters are merged according
to the hierarchical clustering procedure. (c) Sketch-map representation colored according to
the macro-clusters, together with a snapshot representative of the highest-probability region
for each conformation.
to statistical noise, and resulting in high adjacency. One can identify three very stable
meta-clusters, that are represented in (Figure 5c). PAMM recognizes that the most prominent
features of the free-energy landscape comprise liquid-like states, more or less disordered
icosahedral fragments and – even more clearly separated –the truncated octahedron. Once
again it is remarkable how the adjacency matrix, despite being constructed just as a heuristic
indicator of cluster stability, reflects the connectivity of the free-energy landscape. Although
this far we were not able to reveal a formal connection, this aspect will be the subject of
further investigation.
One final consideration concerns the relationship between the clustering and the di-
mensionality reduction approaches to describe complex atomistic systems. A sketch-map
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representation does offer a more intuitive, bird’s eye view of the landscape. However, in
order to achieve such a high level of coarse graining, the dimensionality reduction algorithm
introduces considerable distortion, including also discontinuities in the projection.41,84,85 For
this reason, it is important to perform the clustering step in the high-dimensional space to
avoid having a classification which is biased by sketch-map artifacts. For instance, Figure 5
shows clearly that one of the clusters identified by PAMM is split in two by the projection,
without a continuous path connecting the fragments on the map. Thus, combining clustering
and dimensionality-reduction approaches might provide a strategy to compensate for the
shortcomings of the two methods, and obtain deeper understanding of the structural features
of the system.
4.2 Structural classification for a β-hairpine Peptide
The structural landscape for the GB1 oligopeptide provides another suitable benchmark
for the application of PAMM to the clustering of high-dimensional data. This β-hairpin
fragment has been studied extensively by metadynamics,86 and has been used to demonstrate
the comparison between wild type and mutant proteins using sketch-map.74 Such analysis
revealed a rugged free-energy landscape, containing many metastable states including a helical
configuration, several mis-folded hairpin configurations as well as the native fold.
As in the case of the the LJ38 cluster, we used a simple-minded choice of high-dimensional
descriptors – namely, the 30 backbone dihedrals – as the input representation. This choice
minimizes the bias on the clustering procedure, but implies that configurations that differ by
minor details (e.g. the configuration of the terminal aminoacids) are considered as distinct
structures. Indeed, a global classification of the GB1 peptide produces a multitude of clusters
(Figure 6a), and varies considerably depending on the clustering details and bootstrapping
resampling. Hierarchical cluster merging, however, simplifies considerably this picture
(Figure 6b), making it possible to group states that are associated with a helical configuration,
the native fold, and a few misfolded hairpin configurations (Figure 6c). Clustering also
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highlights the limitations of the sketch-map projection, that gives a contiguous representation
of the high-probability clusters (helix and native hairpin) but scatters higher-free-energy
states at the periphery of the map.
5 Conclusions
We presented a density-based clustering approach to analyze the outcome of atomistic
simulations in search for the essential atomic-scale patterns that characterize the behavior of
materials and molecules. The algorithm generalizes the recently-introduced PAMM method to
periodic, high-dimensional and/or sparsely sampled data, combining several state-of-the-art
techniques to guarantee robust, reliable and efficient clustering. Crucially, the method we
introduce performs repeated clustering attempts on top of re-sampled distributions constructed
by bootstrapping, and uses these to construct an adjacency matrix that characterizes the
stability and the overlaps between clusters. Combined with a hierarchical “meta-clustering”
and a binary tree representation this further analysis serves two purposes. First, it provides
a way to improve the quality of PAMM clusters – by merging non clear-cut motifs and
allowing the representation of strongly non-Gaussian modes in the probability. Second, it
makes it possible to recognize the relations between the fine-grained details of the free-energy
landscape and the main basins on a coarser scale. In all the examples we considered, the
hierarchical clustering reflects qualitatively the structure of the free energy, resembling a
disconnectivity graph. It might be possible to formulate the construction of the adjacency
matrix in a way that makes this analogy quantitative, an endeavor which will be the subject
of future research.
We demonstrate that this improved PAMM algorithm identifies coordination environments
in a LJ38 cluster and secondary-structure motifs in a 16-residues β-hairpin peptide. Although
our method is geared towards recognizing local molecular patterns – and more principled
approaches exist that are designed to identify global conformational states87–90 – we also show
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it can cluster overall structures in these two systems. The combination of PAMM clustering,
binary-tree merging of the motifs and sketch-map representation of high-dimensional free
energy landscapes provide multiple insights into the behavior of complex atomistic systems,
overcoming some of the limitations of the methods, such as the presence of discontinuities in
sketch-map projections. Development code to perform a PAMM analysis is available from an
on-line repository 1, and the data we used for demonstration purposes is provided in the SI.
The probabilistic motif identifiers associated with each cluster can be used as fuzzy,
smoothly varying collective variables in biased molecular dynamics schemes to accelerate
sampling and reconstruct the underlying free-energy landscape. The Gaussian Mixture Model
associated with the PMI could also be used as an ansatz for the target probability distribution
in a variational-sampling scheme,91 with the populations of the clusters as the variational
parameters. Data-driven approaches to recognize the building blocks of complex materials
constitute a necessary ingredient to assist the analysis and interpretation of large-scale
atomistic trajectories, and provide a natural representation of free-energy landscapes in terms
of the most stable configurations that can be used to accelerate configurational sampling.
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