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Abstract
This paper presents a system of interaction nets, a graphical paradigm of computation based
on net rewriting, for linear logic. The two main features of the encoding are that the system
of interaction is a nite one (meaning that there are a nite number of agents and interaction
rules), and most importantly, for the multiplicative exponential fragment we obtain for the rst
time a strong result that nets in normal form correspond to cut-free proofs { thus we can trivially
convert a net back into a proof without a complicated read-back algorithm. For the additives,
we perform weak cut-elimination (without the additive commutative cut-elimination step), which
is the most natural strategy for these connectives since it avoids unnecessary duplication of
proofs. For proofs containing additives, our result is that nets in normal form correspond to
cut-free proofs modulo additive commutative cuts. This implementation of linear logic is the
most faithful and the most ecient of all the extant interaction net encodings of linear logic.
c© 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
One of the most signicant outcomes of linear logic in computer science has been
the understanding of local computation, which has arisen out of the decomposed cut-
elimination procedure that linear logic aords. Proof nets [7], which are a graphical
syntax for sequent calculus proofs in linear logic, have provided a stepping stone for
the development of interaction nets and the geometry of interaction, both of which
can be understood as local rewriting systems. One of the most spectacular applications
of these techniques is the understanding of optimal reduction in the -calculus[17],
specically Lamping’s algorithm [16], in terms of interaction nets and the geometry
of interaction, as presented by Gonthier et al. [11]. In addition to capturing optimal
reduction in the -calculus, the same system of interaction nets can also be used to
give an encoding of optimal reduction in linear logic [12].
The notion of optimality for cut-elimination in linear logic is dened in terms of the
number of cuts that are performed to obtain a cut-free proof. A labeling scheme, given
in [12], can be used to show that the interaction system gives maximal sharing, by
never duplicating a cut or a residual of a cut. This could be regarded as the ultimate
implementation of linear logic, but although it has been an important development in
the theory of optimal reduction, there are two specic drawbacks of this algorithm for
our interests:
(1) The optimal system of interaction nets corresponds to a variant of linear logic,
dened using the functorial version of the promotion rule:
 ; A
? ; !A
I. Mackie / Theoretical Computer Science 247 (2000) 83{140 85
This alternative formulation of linear logic, with the addition of a new rule:
 ; ??A
 ; ?A
is indeed equivalent with respect to provability, but not with respect to proofs
and the cut-elimination process (see [9] for a discussion on this point). Moreover,
nets in normal form are quite far from the representation of cut-free proofs, and
complex read-back algorithms have had to be dened to recover a proof from the
interaction net.
(2) Implementations of this interaction system are not ecient, since many reduction
steps are required to maintain the structure so that the number of cuts is kept
optimal.
The second point has been thoroughly and successfully addressed in the work of
Asperti et al. [1]. This has been achieved by breaking away from interaction nets to
nd the best setting for the implementation of optimal reduction. One could conclude
from this work that interaction nets may not be the most natural setting for optimal
reduction.
The purpose of this paper is to address specically the rst point. Our goals are to
capture the representation of proofs and the cut-elimination procedure for linear logic
precisely. Moreover, we also want to encode this process in an ecient way, thus
addressing the second point. However, in sharp contrast to the work of Asperti et al.
we are interested in keeping interaction nets, and thus breaking away from optimal
reduction.
The cut-elimination process for linear logic, although a decomposed procedure, con-
sists of global operations, such as copying and erasing. Proof nets work very well
for the multiplicative fragment of linear logic where reduction is local, however, for
the exponential and additive fragments, global operations remain. Interaction nets were
proposed by Lafont [13] as a generalization of multiplicative proof nets, where re-
duction is always local and conuent. The crucial issue therefore for an interaction
net encoding of the cut-elimination procedure of linear logic is to capture the global
operations for the exponentials (dereliction, contraction, weakening and commutative
cut) and the additives in a local way.
Our solution to this problem starts from a specic strategy for the cut-elimination
process. The strategy that we give avoids duplication of cuts, thus the real work is in
the encoding of the contraction cut-elimination step. Some very simple observations
about this cut-elimination step suggest that proofs should be cut-free before copy-
ing. However, this is not quite enough since cuts can be created by commutative
conversions. By restricting exponential cut-elimination steps to proofs without a con-
text (closed proofs) leads to an interesting ecient strategy, which we call closed
cut-elimination, which overcomes these basic problems. We then dene a system of
interaction which implements this strategy precisely, where the global operations are
implemented as a sequence of local rewrite rules. There is very little mystery in the
encoding, since a simulation of the cut-elimination process can be shown directly in
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interaction nets. It is interesting to point out that our correctness proofs for the en-
coding are obtained by simple induction, and in particular there is no need for extra
machinery such as the geometry of interaction or context semantics which has been
required in similar work. It is worth remarking that the optimal solution implements
the cut-elimination steps in a more decomposed way, and it is precisely at this point
where we gain performance over the optimal system since many cut-elimination steps
become constant time operations instead of being bounded by the size of the net
coding a proof. But it is also precisely because of this point that we fail to be opti-
mal.
In summary, this paper presents for the rst time a complete system of interaction
nets for the whole of linear logic: multiplicatives, additives, and exponentials. The
main novelties are that the system encodes linear logic precisely, where nets in normal
form correspond to cut-free proofs. To the best of our knowledge this is the \best-t"
system of interaction with respect to mimicking the cut-elimination process of linear
logic. The theoretical result of this paper is that we can encode the cut-elimination
procedure for all of linear logic, using interaction nets. On a practical note, we provide
an implementation of the cut-elimination process of linear logic, which can therefore be
used to implement other languages (specically those based on the -calculus), in an
ecient way. This will be justied in Section 9 where we present a set of benchmark
results.
Related work: To our knowledge, there are only two other interaction net encodings
of linear logic:
 Gonthier et al. [12] were the rst to give an interaction net encoding for linear logic,
as already discussed above.
 Abramsky developed an encoding of linear logic using a nite system of interaction.
The novel feature of this encoding is the graphical representation of the box used for
the promotion rule. This encoding has been studied by the present author [18], how-
ever the system does not capture the exponential commutative cut-elimination step,
which has as a consequence that many cuts are duplicated during cut-elimination,
and nets in normal form do not correspond to cut-free proofs.
The system of interaction nets that we present in this paper is a solution to adding
the commutative cut-elimination step to Abramsky’s system. In addition we extend the
ideas beyond the multiplicative exponential fragment of linear logic to include the addi-
tives. The quantiers of linear logic have trivial interpretations into the graph rewriting
system (since we forget types), thus we obtain an encoding of all the fragments of
linear logic.
Overview: The rest of this paper is structured as follows. In Section 2 we recall the
basic notions of linear logic and interaction nets. In Sections 3{8 we give a coding
of linear logic, proofs into interaction nets for the identity, structural, multiplicative,
additive and exponential fragments of linear logic, respectively. In Section 9 we give a
set of benchmark results for an encoding of the -calculus into linear logic proofs. In
Section 10 we briey look at several possible optimizations of the system of interaction,
and nally we conclude our ideas in Section 11.
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2. Background
2.1. Linear logic
We assume that the reader is familiar with linear logic (see, for instance, [7, 10]),
and here just recall the syntax and proof rules. The cut-elimination procedure for linear
logic will be presented in later sections, together with the corresponding interaction net
encodings.
Atomic formulae (denoted by p; q; : : :) can be combined to give propositions (denoted
by A; B; : : :) in linear logic with the following connectives:
 The linear negation ()? (read ‘perp’), which satises A??=A.
 The multiplicative connectives are ⊗ (read ‘tensor’) and o (read ‘par’), together
with their units 1 and ?, respectively. Both of these connectives (and their units)
can be dened in terms of each other, using linear negation:
(A⊗ B)? = A?oB? (AoB)? = A? ⊗ B?
1? = ? ?? = 1
which gives a De Morgan like duality. Linear implication A − B is then dened
as an abbreviation for A?oB (cf. the equivalence between A)B and :A _ B in
classical logic).
 The additive connectives are & (read ‘with’) and  (read ‘sum’), together with their
units > and 0, respectively. As with the multiplicatives, each of these connectives
can be dened in terms of the other using linear negation:
(A&B)? = A?  B? (A B)? = A?&B?
>? = 0 0? = >
 The exponential connectives are ! (read ‘of course’) and ? (read ‘why not’), which
can also be dened in terms of each other using linear negation:
(!A)? =?A? (?A)? =!A?
In Fig. 1 we give the one-sided sequent calculus system for linear logic. For the mul-
tiplicative and additive groups, the name of the rule corresponds to the connective
introduced. The names for the rules of the exponential group are promotion (!), dere-
liction (D), weakening (W ) and contraction (C) respectively. A word on nomenclature:
the promotion rule builds a box around the proof, where the formula !A is known as
the main door of the box, and the formulas in the context ? =?A1; : : : ; ?An are known
as the side (or auxiliary) doors. Similarly for the & rule, the formula A&B is known
as the main door of the box, and the formulas in the context   are the auxiliary doors.
Intuitively, the notion of a box provides a way of grouping the proof deriving the
conclusion which can be used as a synchronization mechanism during cut-elimination.
The notation

= (R)
0
88 I. Mackie / Theoretical Computer Science 247 (2000) 83{140
Identity Group and Negation
(Axiom)
A?; A
 ;A A?; 
(Cut)
 ; 
Structural Group
 ; A; B; 
(X )
 ; B; A; 
Multiplicative Group
 ; A B; 
(⊗)
 ; A⊗ B; 
 ; A; B
(o )
 ; AoB
(1)
1
 
(?)
 ;?
Additive Group
 ; A  ; B
(& )
 ; A&B
 ; A
(l)
 ; A B
 ; B
(r)
 ; A B
(>)
 ;>
Exponential Group
? ; A
(!)
? ; !A
 ; A
(D)
 ; ?A
 
(W )
 ; ?A
 ; ?A; ?A
(C)
 ; ?A
Fig. 1. Proof rules: linear logic.
means that the rule R has been used a number of times (possibly zero) to conclude
0. The structural rule exchange (X ) allows formulas to be permuted inside sequents,
and thus allows rules to be applied anywhere in the sequent. In general, the number
of exchanges used in a proof become very large, and thus we shall often not show the
applications of this rule. In the cut rule, the cut formula will always be highlighted
in bold. Cut is associative, which is to say that we identify proofs that are equivalent
modulo the order of cuts. Thus, the following two proofs will be taken as equivalent:
1
 ;A
2
 0;A?; B?
(Cut)
 ;  0;B?
3
;B
(Cut)
 ;  0; 
and
1
 ;A
2
 0; A?;B?
3
;B
(Cut)
 0; ;A?
(Cut)
 ;  0; 
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The principal formula of the logical rules (multiplicative, additive and exponential
groups) is the formula containing the connective introduced by the rule (all others are
called auxiliary formulas). The cut-elimination procedure for linear logic is a rewriting
system that eliminates the cut rule from any proof. The rewrite rules that we shall give
require that the cut-formula coincides with the principal formula of the last rule used
in the premises of the cut rule, thus a cut involving an auxiliary formula cannot be
directly rewritten. However, cuts can be commuted in proofs, which can create a cut
on the principal formulas. For the purpose of this paper, the following rules commute
with the cut rule, and we shall work modulo the commutativity (and associativity as
mentioned above) of the cut rule:
 Multiplicatives: The cut rule commutes with the multiplicative rules.
 Exponentials: The cut rule commutes with D, W and C, however, a cut between an
auxiliary conclusion of the ! rule, and the principal formula of another ! rule will
become an explicit cut-elimination step (called the exponential commutative cut).
 Additives: The cut rule commutes with the l and r rules. However, a cut
involving an auxiliary conclusion of the & rule will not be commutative. This is
a design decision that gives a weak form of cut-elimination, but has the advantage
that proofs are not unnecessarily duplicated.
Working modulo associativity and commutativity of cut (with the exception of the
exponential and additive commutative cuts) will correspond exactly to what happens
in the system of interaction nets, which is the justication of this choice.
2.2. Interaction nets
Analogous to term rewriting systems, an interaction net system [13] (see also [14])
is specied by giving a set  of symbols, and a set R of interaction rules. Each symbol
2 has an associated (xed) arity, given by the function ar :!N. An occurrence
of a symbol 2 will be called an agent. If the arity of  is n, then the agent has
n + 1 ports: a distinguished one called the principal port depicted by an arrow, and
n auxiliary ports labeled x1; : : : ; xn corresponding to the arity of the symbol. We will
say that the agent has n+1 free ports. Ports are indexed clockwise from the principal
port, hence the orientation of an agent is not important. If ar()= n, then an agent is
represented graphically in the following way:
If ar() = 0 then the agent has no auxiliary ports, but it will always have a principal
port.
A net N built on  is a graph (not necessarily connected) with agents at the vertices.
The edges of the net connect agents together at the ports such that there is exactly
one edge at every port (edges may connect two ports of the same agent). The ports of
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an agent that are not connected to another agent are called free ports. There are two
special instances of a net that we should point out. A net may contain only edges (no
agents) in which case if there are n edges, then there are 2n free ports in the net. If
a net contains neither edges nor agents, then it is the empty net.
A pair of agents (; )2 which are connected together on their principal ports
(notation:  ./ ) is called an active pair; the interaction net analogue of a redex. An
interaction rule ((; ))N )2R replaces an occurrence of the active pair  ./  by
a net N (we also use the notation  ./  to name the rule). Rules are closed under
symmetry { the order of the pair is unimportant. Each rule has to satisfy two very
strong conditions: all the free ports are locally preserved during reduction, and moreover
there is at most one rule for each pair of agents. The following diagram illustrates the
idea, where N is any net built from :
We remark that the net N may contain occurrences of the agents  and . N can be
just a wiring (only if the number of free ports in the active pair is even), and if there
are no free ports in the active pair, then the net N can be (but is not necessarily)
the empty net. We do not require that there is a rule for each pair of agents (i.e., the
system is in some sense \complete"), but if we create a net with an active pair for
which there is no rewrite rule, then we have a deadlock. All the nets that we give in
this paper will be deadlock-free, but not necessarily complete in this sense.
It is important to note that the interface of the net is ordered. Adopting this conven-
tion, we can avoid labeling the free ports of a net. To give an example, we can write
the following rule:
which connects x1 with y2 and x2 with y1, equivalently as the following rule:
which looks nicer, but the labeling is essential (the dierence being that we have
changed the order of the free ports of the net). We will always make an eort, at
the cost of making the rules look more complicated, to ensure that the order of the
ports is always preserved when we write a rule to avoid having to label the ports.
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Moreover, we will draw interactions in the orientation which reects its use in the
rewriting process.
We write ) for a single interaction, and ) for the transitive reexive closure. An
interaction net is in normal form when there are no active pairs. The notation N +N 0
indicates that there exists a nite sequence of interactions N) N 0 such that N 0 is
a net in normal form. We say that a net N is normalizing if N +N 0. As a direct
consequence of the denition of interaction nets, in particular of the constraints on the
rewrite rules, reduction is (strongly) commutative in the following sense. We write
!(;)n for a one-step reduction of the nth occurrence (any selection algorithm will
suce) of the active pair  ./  in the net, then reduction satises
for n 6=m, where in particular active pairs are neither copied nor erased. Such a
relation is an instance of the diamond property, which, by Rosen’s Lemma [20], gives
the Church{Rosser property for interaction nets. Consequently, we have the following
result, which we will make use of later.
Lemma 1. Let N be a net in an interaction system (;R); then
(1) If N +N 0 then all reduction sequences are terminating (N is strongly
normalizing).
(2) Normal forms are unique: if N +N 0 and N +N 00 then N 0=N 00.
Proof. (1) An active pair can only be erased by performing the unique associated
interaction (in particular, it can never be erased by another interaction). Since the
reduction relation is commutative, any permutation on the reduction order is possible.
Therefore if there is a non-terminating sequence of reductions, all sequences are non-
terminating.
(2) Direct consequence of the Church{Rosser property.
We refer the reader to both [3, 5] for an operational theory of interaction nets, and
the study of dierent strategies for reduction. There is also a complete set of interaction
combinators, see [6, 15] for two approaches. The relationship between interaction nets
and term rewriting systems can be found in [4].
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3. Interaction nets for linear logic
The following sections give the encoding of linear logic into interaction nets, where
we study the dierent groups of the logic independently. In each section the proof
rules and the corresponding strategy for the cut-elimination process that we implement
will be discussed, and encoded into interaction nets.
A proof  in linear logic of a sequent  , where  =A1; : : : ; An, will be translated as
a net T()=N with n free ports which we draw as either
where T() will be inductively dened over the structure of the proof, and the set of
agents required for the translation will be introduced on demand. In general, we will
drop the names of the ports A1; : : : ; An since they come directly from the sequent being
translated, and moreover the order of formulas will always be preserved.
A cut-elimination step, which is a rewrite rule ) 0 on proofs, will induce a
required net transformation T())T(0), for which we dene a set of interaction
rules. Although cut-elimination will not be simulated in full generality, for a specic
strategy that we dene we are able to mimic reduction correctly in interaction nets.
We describe the dynamics of our system by giving the interaction net of a proof
both before and after the cut-elimination step, and then show how to transform one net
into the other. In this way we guarantee correctness of the encoding by construction.
Remark that by conuence of interaction nets we only need to show the existence of
one sequence of interactions which simulates cut-elimination, the general correctness
of the system of interaction nets then follows directly.
4. Identity group
The identity group of linear logic consists of the Axiom and the Cut rules (cf.
Fig. 1). A cut of a proof  against an axiom gives the rst, and most important, rule
for the cut-elimination process:
1
 ;A
(Axiom)
A?; A
(Cut)
 ; A
(AC)
=)ce
1
 ; A
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4.1. Translation: identity group
If  is an axiom, then T() is simply translated into an edge, which we draw in
the following way:
Note that no agent is used in the representation of the Axiom.
If 1 is a proof of  ;A and 2 is a proof of A?; , then we can build a proof
3 of  ;  using the cut rule. Let T(1)=N1, T(2)=N2, then T(3) is built by
connecting the ports A and A? together with an edge.
As with the translation of the Axiom, the Cut rule is represented by simply adding an
edge, without introducing any agents.
4.2. Dynamics: identity group
If 
(AC)
=)ce 0, then remarkablyT()=T(0), as illustrated in the diagram below, where
N =T(1).
An axiom cut is therefore implicit, captured for free, in this system of interaction,
because the concatenation of two edges is just an edge. A sequence of cut-elimination
steps in the sequent calculus will also have a single representation. Consider the fol-
lowing proof  with a sequence of n cuts:
A?;A A?; A
(Cut)
A?;A A?; A
(Cut)
A?; A
A?;A A?; A
(Cut)
A?; A
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There is a sequential sequence of n cut-elimination steps { one axiom cut is erased at
each step. The translation T() of this proof is given by the following:
which is the same representation as the cut free proof:
As a rst step towards our correctness result, we can state the following obvious result:
Lemma 2 (Axiom cut simulation). If 
(AC)
=)ce 0; then T()=T(0).
5. Structural group
The structural group of linear logic consists of just the exchange rule (X ) (cf. Fig. 1)
which allows formulas to be re-ordered within sequents. If  is a proof of  ; A; B; ,
then we can build a proof 0 of  ; B; A;  using the exchange rule. Let T()=N , then
T(0) is built by twisting the edges A and B in the following way:
Again, remark that we still have not introduced any agents { all the nets built thus
far are only edges (wirings). Note also that there are no dynamics for the structural
group.
6. Multiplicative group
The multiplicative group consists of the Tensor (⊗) and Par (o ) rules, together with
the corresponding rules for the units: 1 and ? are the units for ⊗ and o , respectively
(cf. Fig. 1). A cut between Tensor and Par is given by the following proof :
1
 ; A
2
B;  0
(⊗)
 ;A⊗ B;  0
3
A?; B?; 
(o )
A? oB?; 
(Cut)
 ;  0; 
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and one-step of cut-elimination 
(⊗;o)
=) ce 0 gives
1
 ;A
2
B;  0
3
A?;B?; 
(Cut)
 0;A?; 
(Cut)
 ;  0; 
The order of these cuts is not important, since we are working modulo associativity of
the cut rule for the multiplicative fragment.
The cut-elimination step for the multiplicative units (1;?) is given by the following
proof transformation:

 
(?)
 ;?
(1)
1
 
(?;1)
=)ce

 
which simply erases the units from the proof. This proof transformation is, in fact,
very similar to the Axiom cut given previously.
6.1. Translation: multiplicative group
If 1 is a proof of  ; A and 2 is a proof of B; , then we can build a proof 3
of  ; A⊗B;  using the Tensor rule (⊗). Let T(1)=N1, T(2)=N2, then T(3) is
built in the following way by introducing an agent ⊗ of arity 2, which connects the
edges A and B together to form a single edge:
The principal port of the ⊗ agent corresponds to the conclusion A⊗B in the rule, and
the auxiliary ports correspond to the premises A and B, respectively.
If  is a proof of  ; A; B then we can build a proof 0 of  ; AoB using the Par
rule (o ). Let T()=N , then T(0) is built in the following way by introducing an
agent o of arity 2, which connects the edges A and B together to form a single edge:
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The principal port of the o agent corresponds to the conclusion AoB in the rule,
and the auxiliary ports correspond to the premises A and B, respectively.
If  is a proof of 1, then T() is given by introducing a new agent 1, which has
just one (principal) port corresponding to the conclusion:
If  is a proof of  , then we can build a proof 0 of  ;? using the ? rule. Let
T()=N , then T(0) is given by the following net, where we have introduced a
new agent ? with a single port corresponding to the conclusion:
The following lemma gives two properties of the interaction net encoding of the mul-
tiplicatives.
Lemma 3. Let  be a multiplicative proof of  ; then
(1) If  is cut free; then T() contains no active pairs.
(2) If 0 is another proof of  ; obtained from associativity or commutativity of the
cut rule; then T()=T(0).
Proof. (1) The principal port of each agent introduced corresponds to the conclusion
of a rule. The only time that conclusions are connected together is by the cut rule;
thus no active pairs are created in the translation of cut-free proofs.
(2) Write  A 0 for a cut between the conclusion A of  and A? of 0. Then it is
straightforward to show that T((1 A 2) B 3)=T(1 A (2 B 3)) and T(1 A 2)=
T(2 A 1).
Write o () for a proof ending with the o rule, ⊗(1; 2) for a proof ending in
the ⊗ rule, and ?() for a proof ending in the ? rule. The following table shows
all the possibilities for permuting the cut rule, where we assume that A is not the
principal formula of o (1) (resp. ⊗(1; 2), ?(1)). Note that there are two cases for
⊗ depending on whether A is a conclusion of 1 or 2.
 0
o(1) A 2 o(1 A 2)
⊗(1; 2) A 3 ⊗(1 A 3; 2)
⊗(1; 2) A 3 ⊗(1; 2 A 3)
?(1) A 2 ?(1 A 2)
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Now, it is straightforward to show by constructing the appropriate nets that T()=
T(0). We just show one example, that of T(o(1) 2)=T(o(1 2)). The proofs
 and 0 are, respectively:
1
A; B; C
(o )
AoB;C
2
C?
(Cut)
AoB
1
A; B;C
2
C?
(Cut)
A; B
(o )
AoB
Let N1 =T(1) and N2 =T(2), then both of these proofs have the same representa-
tion as an interaction net:
Thus, for this fragment of the logic, commutative cuts are obtained for free: the sequen-
tial order of cuts is factored out. This however will not be the case for the exponentials
or the additives that we give later.
6.2. Dynamics: multiplicative group
If 
(⊗;o)
=) ce 0, then let T(1)=N1, T(2)=N2 and T(3)=N3, then T() is the
following interaction net:
where the cut has generated an active pair between the two multiplicative agents. The
net T(0) is given by the following:
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We mimic this transformation of proofs with the following single interaction rule:
which gives us our rst interaction rule ⊗ ./ o . We remark that since we are generating
interaction nets as an image of a translation from the sequent calculus, then there is no
risk of ever trying to make an interaction between two ⊗ agents (or two o agents).
If we were programming directly with interaction nets, then we would have to impose
some type restrictions on the rules, or give a correctness criterion for the construction
of nets that are valid representations of proofs (as is generally done for proof nets).
The dynamics of the units is particularly simple. The interaction rule 1 ./? is the
following, where the right-hand side is the empty net:
Formalizing the dynamics of the interaction system so far gives us our next simulation
result.
Lemma 4 (Multiplicative simulation). If 
(⊗;o)
=)ce 0; or  (1;?)=)ce 0 thenT())T(0).
The system of interaction therefore captures multiplicative cut-elimination \on the
nose" { one interaction corresponds to one cut-elimination step. This will not quite
be the case for the exponentials and additives, but nevertheless, we are able to sim-
ulate a specic strategy with several interaction steps, as we show in the next two
sections.
7. Exponential group
The exponential group is where all the real computational work is captured in linear
logic. The cut-elimination steps for this fragment give the main expressive power to
the logic, where we have the ability to duplicate and erase proofs. There are four cut-
elimination steps, which are given in Fig. 2. The rst one, dereliction cut, allows the
box for the promotion rule to be removed. The second and third show that promoted
proofs can be erased and duplicated, respectively. The nal rule is a commutative cut,
which allows a promoted (boxed) proof to be moved inside another boxed proof, which
we shall see is essential for ecient encodings of cut-elimination.
In this section of the paper, which is the main contribution, it will be convenient to
rst study the strategy for cut-elimination, where the main ideas of the encoding can
be given.
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Dereliction Cut (!; D)
1
? ; A
(!)
? ; !A
2
A?; 
(D)
?A?; 
(Cut)
? ; 
(!; D)
=)ce
1
? ;A
2
A?; 
(Cut)
? ; 
Weakening Cut (!; W )
1
? ; A
(!)
? ; !A
2

(W )
?A?; 
(Cut)
? ; 
(!; W )
=)ce
2

==== (W )
? ; 
Contraction Cut (!; C)
1
? ; A
(!)
? ; !A
2
?A?; ?A?; 
(C)
?A?; 
(Cut)
? ; 
(!; C)
=)ce
1
? ; A
(!)
? ; !A
1
? ; A
(!)
? ; !A
2
?A?; ?A?; 
(Cut)
? ; ?A?; 
(Cut)
? ; ? ; 
====== (C)
? ; 
Exponential Commutative Cut (!; !)
1
? ; A
(!)
? ; !A
2
?A?; ?; B
(!)
?A?; ?; !B
(Cut)
? ; ?; !B
(!;!)
=)ce
1
? ; A
(!)
? ; !A
2
?A?; ?; B
(Cut)
? ; ?; B
(!)
? ; ?; !B
Fig. 2. Exponential cut-elimination steps.
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We write )ce 0 if 0 is obtained from  using a cut-elimination step, and write
) for the transitive reexive closure as usual. By the cut-elimination theorem for
linear logic [7], we know that there is a nite sequence of reduction steps to obtain a
cut-free proof. We shall denote by + 0 a sequence of cut-elimination steps )ce 0,
such that 0 is cut-free.
7.1. Weak cut-elimination
Our encoding of the cut-elimination process for the exponentials performs a specic
strategy. There are three main observations (cf. Fig. 2):
(1) The contraction cut-elimination step copies the proof 1, and thus has the potential
to duplicate cuts inside 1. If we rst reduce 1 to a cut-free proof, then we avoid
unnecessarily duplicating work.
(2) The exponential commutative cut-elimination step has the potential to create a
cut, by moving one box inside another. Again, to avoid duplication of cuts, this
cut-elimination step should take place before the contraction cut-elimination step
so that any created (or potential) cuts are also taken into account for the case
above.
(3) The order in which the exponential commutative cut-elimination steps are per-
formed can have a dramatic eect on the number of steps required to obtain a
cut-free proof. From an eciency point of view, we must impose an order to
obtain the shortest of these reduction sequences.
We now explain with examples these points, which hopefully demonstrates that the
choices made for the strategy are the right ones. We rst analyze the contraction cut-
elimination step (!; C), which copies the proof 1 and thus has the potential to duplicate
cuts inside 1. If we are interested in an ecient implementation of cut-elimination,
then we should reduce 1 to a cut-free proof before proceeding. However, this is not
quite enough, since there are potential cuts that can be created using the exponential
commutative cut-elimination step. To illustrate this, consider the following proof where
there are two cuts:
1
? ; B
(!)
? ; !B
2
?B?; ? 0; A
(!)
?B?; ? 0; !A
3
?A?; ?A?; 
(C)
?A?; 
(Cut)
?B?; ? 0; 
(Cut)
? ; ? 0; 
Modulo associativity of the cut rule, there are two distinct ways of proceeding. Assume
that 1 and 2 are cut-free. If we rst perform the contraction cut-elimination step, then
we duplicate the proof 2 and introduce contractions on the context. Thus, the proof
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will end with
1
? ; B
(!)
? ; !B

?B?; ?B?; ? 0; ? 0; 
=============== (C)
?B?; ? 0; 
(Cut)
? ; ? 0; 
Eliminating the contraction cut just introduced will copy 1 and generate two exponen-
tial commutative cuts between copies of 1 and the proof 2. Now, performing both
of these commutative cut steps may create new cuts inside both copies of the proof
2, which have to be reduced independently.
If we apply the associativity of the cut rule, then we can also write this example in
the following way, which highlights the alternative way of proceeding:
1
? ; B
(!)
? ; !B
2
?B?; ? 0; A
(!)
?B?; ? 0; !A
(Cut)
? ; ? 0; !A
3
?A?; ?A?; 
(C)
?A?; 
(Cut)
? ; ? 0; 
If we eliminate the exponential commutative cut, and reduce to a cut-free proof before
application of the contraction cut-elimination step, then we share the created cuts. This
suggests that commutative cut steps should be performed before contraction cut steps
so that any created cuts will be shared. The way that we can guarantee that this order
is maintained is to only allow contraction cut steps to take place when there are no
auxiliary formulas in the context of the box being duplicated; such a proof will be
called a closed proof.
Unfortunately, this is still not the end of the story as far as eciency is concerned.
The order in which we perform the exponential commutative cut-elimination steps also
has a dramatic eect on the overall number of reduction steps. The example below
shows a proof where there are two exponential commutative cuts:
1
?B?; ? ; A
(!)
?B?; ? ; !A
2
?C?; ? 0; B
(!)
?C?; ? 0; !B
(Cut)
?C?; ? ; ? 0; !A
3
?; C
(!)
?; !C
(Cut)
? ; ? 0; ?; !A
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Since the cut rule is associative, we can also write this proof as
1
?B?; ? ; A
(!)
?B?; ? ; !A
2
?C?; ? 0; B
(!)
?C?; ? 0; !B
3
?; C
(!)
?; !C
(Cut)
? 0; ?; !B
(Cut)
? ; ? 0; ?; !A
Using an informal notation, we write   0 for a cut between proofs  and 0, and
write !() for a promoted proof. The rst proof then corresponds to (!(1)!(2))!(3),
whereas the second proof corresponds to !(1)(!(2)!(3)). The exponential commuta-
tive cut-elimination step can now be expressed as a rewrite rule: !()!(0)!!(!(0)).
The following diagram illustrates the dierence between the orders that commutative
cuts can be eliminated. The left branch corresponds to bracketing to the left (as in
the rst proof) and the right branch corresponds to bracketing to the right (as in the
second proof).
!(1)!(2)!(3)
.&
!(1!(2))!(3) !(1)!(2!(3))
# #
!(1!(2)!(3)) !(1!(2!(3)))
#
!(1!(2!(3)))
If we generalize this to n cuts, then the left branch of the diagram requires
Pn
i=0 i= n
(n + 1)=2 steps, which is O(n2), whereas the alternative sequence requires exactly n
steps. The observation is that in the above, the proof !(3) gets a \free ride" inside the
box for 1 for the shortest reduction path. If we only allow a commutative cut step to
take place when the context is empty, then we naturally obtain the shortest reduction
path in the above general scheme.
It appears therefore that the cut-elimination process for certain exponential cuts im-
proves dramatically if we insist that the context of the promotion rule is empty. To
obtain a consistent use of the exponential box, we extend this idea to all of the ex-
ponential cut-elimination steps. However, as a consequence, contraction, weakening,
dereliction and the commutative cut-elimination steps cannot complete unless the con-
text is empty. A weak strategy, which we call closed cut-elimination, is therefore
obtained.
Denition 5 (Closed cut-elimination). Fig. 3 gives the rules for closed cut-elimination.
We write )cce 0 if 0 is obtained from  by a closed cut-elimination step. We say
that a proof  is closed-cut-free if none of the rules above can be applied. Summarizing
the strategy, we have
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Closed Dereliction Cut
1
A
(!)
!A
2
A?; 
(D)
?A?; 
(Cut)

(!; D)
=)cce
1
A
2
A?; 
(Cut)

Closed Weakening Cut
1
A
(!)
!A
2

(W )
?A?; 
(Cut)

(!;W )
=)cce
2

Closed Contraction Cut
1
A
(!)
!A
2
?A?; ?A?; 
(C)
?A?; 
(Cut)

(!;C)
=)cce
01 (cut free)
A
(!)
!A
01 (cut free)
A
(!)
!A
2
?A?; ?A?; 
(Cut)
?A?; 
(Cut)

Closed Exponential Commutative Cut
1
A
(!)
!A
2
?A?; ?; B
(!)
?A?; ?; !B
(Cut)
?; !B
(!;!)
=)cce
1
A
(!)
!A
2
?A?; ?; B
(Cut)
?; B
(!)
?; !B
Fig. 3. Closed cut-elimination.
 (!; C) and (!; W ) can only be applied when the context ?  of the promotion rule (of
the proof 1) is empty. Moreover, 1 is reduced to a cut-free proof before copying
or erasing.
 (!; D) and (!; !) can only be applied when the context ?  of the promotion rule (of
the proof 1) is empty.
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We remark that Axiom and Multiplicative cuts are not aected by this strategy, and
the usual rules can be applied.
The idea for this strategy for cut-elimination in linear logic is due to Girard, and
has been used in the proof of soundness of the geometry of interaction interpretation
[8, Section II.5]. One modication that we have made is that we require that the proof
1 for the contraction and weakening cut-elimination step is rst reduced to a cut-free
proof.
Remark 6. A question naturally arises as to how we should obtain cut-free proofs in
the above denition for the proof 1 in the weakening and contraction cut-elimination
steps. Unfortunately closed cut-elimination will not be sucient in general, so we
must use the usual rules for cut-elimination. We shall assume that 1 is reduced
to a closed-cut-free proof rst, then the process is nished o with the usual rules
for cut-elimination to obtain a proof 01. When we give the interaction net encoding
of closed cut-elimination, we shall give a very precise way of computing the cut-
free proof. Note that these two closed-cut-elimination steps are very far from atomic
steps.
Termination of the closed cut-elimination procedure is quite obvious, since we do
nothing other than restrict the usual steps for cut-elimination, thus it terminates sooner
in general. Conuence of closed cut-elimination can be shown by the usual techniques.
We write +c 0 if there is a sequence of closed cut-elimination steps )cce 0, where
0 is closed-cut-free.
Theorem 7. If  is a proof of  ; where   does not contain any occurrences of the ?
connective; then closed cut-elimination is complete in the following sense:
 +c 0 ,  + 0
where 0 is a cut-free proof.
Proof. ()) is just inclusion since any closed cut-elimination step is also a cut-elimin-
ation step. To show ((), by the cut-elimination theorem for linear logic, and conuence
of this process, it suces to show that +c 0, where 0 is cut-free. Let +c 0, where
0 is closed-cut-free. Assume for a contradiction that 0 is not cut-free. By cases, for
each kind of cut possible in 0 we show that there is a cut-elimination step using closed
cut-elimination. Clearly, there can be no axiom, multiplicative or closed exponential
cut-elimination steps possible. The only remaining possibilities are the cases for an
exponential cut (!; C), (!; W ), (!; D), (!; !), when the context is non-empty.
If there is such an exponential cut with a context ?A?1 ; : : : ; ?A
?
n then by assumption
(no ? in the conclusion) this cannot be the last rule in the proof. Assume that this is
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one of the lowest ones in the proof (with respect to the height of the proof). Thus,
there must be n commutative cuts on the auxiliary doors of the box lower in the proof.
For each of these n commutative cuts there must be a proof !Ai where either
(1) !Ai has no context, then the proof is not closed-cut-free; or
(2) !Ai has a context ?B?1 ; : : : ; ?B
?
m , then there must be m commutative cuts lower in
the proof, thus it is not one of the lowest ones in the proof.
In either case we obtain a contradiction, thus all possible cut situations are captured
by the strategy.
Observe that if the restriction of Theorem 7 is not met (i.e. there are occurrences of ?
in the conclusion), then closed cut-elimination is a weak strategy for the cut-elimination
procedure { in other words it may stop before all cuts have been eliminated. It is very
easy to nd examples where the strategy is weak:
(Axiom)
A?; A
(D)
?A?; A
(!)
?A?; !A
(Axiom)
A?; A
(D)
?A?; A
(!)
?A?; !A
(Cut)
?A?; !A
Since the context is not empty, there is no way to proceed, thus this proof is closed
cut-free. However, remark that the strategy may be weak, but not necessarily, as the
following example illustrates, where there is an occurrence of the ? connective in the
conclusion, but the strategy gives strong reduction:
(Axiom)
?A?; !A
(Axiom)
?A?; !A
(Cut)
?A?; !A
(AC)
=)ce (Axiom)?A?; !A
We next show how to encode the exponentials, and the strategy for cut-elimination
outlined above, in a very natural way in interaction nets.
7.2. Translation: exponential group
The promotion rule (!) is where all the real work is done in the encoding of the
exponentials into interaction nets. If  is a proof of ? ; A, then we can build a proof 0
of ? ; !A using the promotion rule. In proof nets, this corresponds to the introduction
of a box, which marks the proof as being non-linear. Following this idea, we introduce
a mechanism for coding the box in the following way. Let T()=N , then T(0) is
built using three new kinds of agents to code the box: an exponential agent (!), a side
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door agent (b) and a void agent (v).
The principal port of the ! agent corresponds to the formula !A, and the two auxiliary
ports connect to the list of side door agents and the contents of the box, respectively.
The b agents, together with the agent v, simply represent a list structure, with v rep-
resenting nil. This list structure groups the auxiliary doors of the box and provides a
way of synchronizing the duplication process that is required for the encoding of the
contraction cut.
If  is a proof of  ; A, then we can build a proof 0 of  ; ?A using the dereliction
rule (D). Let T()=N , then T(0) is built in the following way by introducing an
agent d (for dereliction) of arity 1.
The principal port of the agent d corresponds to the conclusion ?A of the rule, and the
auxiliary port corresponds to the premise A.
If  is a proof of  , then we can build a proof 0 of  ; ?A using the weakening
rule (W ). Let T()=N , then T(0) is built in the following way by introducing an
agent  of arity 0 corresponding to weakening:
The principal port of the agent corresponds to the conclusion ?A of the rule, and since
there are no premises, there are no auxiliary ports.
If  is a proof of  ; ?A; ?A, then we can build a proof 0 of  ; ?A using the contraction
rule (C). Let T()=N , then T(0) is built in the following way by introducing an
agent c (for contraction) of arity 2 connecting the edges ?A and ?A together to form
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a single edge:
The principal port of the agent c corresponds to the conclusion ?A in the rule, and the
auxiliary ports correspond to the two premises ?A and ?A.
The following lemma shows a useful property of the interaction net encoding, which
extends Lemma 3.
Lemma 8. Let  be a multiplicative exponential proof of  ; then
(1) If  is cut free; then T() does not contain any active pairs.
(2) If 0 is another proof of  ; obtained from associativity or commutativity of the
cut rule (with the exception of the (!; !) commutative cut); then T()=T(0).
Proof. Straightforward extension of Lemma 3. The additional equivalences that we
have to show are:
 0
D(1) A 2 D(1 A 2)
W (1) A 2 W (1 A 2)
C(1) A 2 C(1 A 2)
where D(), W () and C() are proofs ending in a dereliction, weakening and con-
traction, respectively. For each case it is straightforward to show that T()=T(0).
Note that the exception to this is the (!; !) commutative cut which can be expressed
in this notation as !()!(0)= !(!(0)). This rule is not an equivalence of nets, but
rather a computational rule.
7.3. Dynamics: exponential group
In this section we give the interaction rules that capture the cut-elimination process
for the exponentials. Computationally, this is the most delicate aspect, since now we
have the ability to copy and erase proofs.
For each closed cut-elimination step )cce 0, we show that there is a sequence of
interactions transforming T() into T(0).
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7.3.1. Closed dereliction cut-elimination
Let  be the proof in the left-hand side of the rule as shown in Fig. 3, and let
T(1)=N1 and T(2)=N2, then T() is the following interaction net:
where the cut has generated an active pair between the exponential agent ! and a
dereliction agent d. Let 0 be the right-hand side of the rule, which translates into the
following interaction net T(0):
where the box structure has been erased. It is not possible to perform this net trans-
formation in a single interaction, however, it can be decomposed into two interaction
rules. The rst interaction rule ! ./ d removes the exponential agent, and introduces
a new agent d0. At this point we have opened the box at the main door, and any
interactions can now take place if any new active pair is created.
The following rule d0 ./ v erases both the v and d0 agents to complete the dereliction.
Note that the d0 agent, which has no logical counterpart, is erased from the system
when the cut is complete.
In this case we get exactly the net corresponding to cut-elimination, with two interac-
tions.
Lemma 9 (Dereliction simulation). If 
(!; D)
=)cce 0; then there exists a sequence of inter-
actions: T())T(0).
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7.3.2. Closed exponential commutative cut-elimination
Let  be the proof in the left-hand side of the rule as shown in Fig. 3, and let
T(1) = N1 and T(2) = N2, then T() is the following interaction net:
where the cut has generated an active pair between the exponential agent ! and a side
door agent b (without loss of generality, we assume that the cut is with the leftmost
conclusion of 2). Let 0 be the right-hand side of the rule, which translates into the
following interaction net T(0):
As before, we simulate the cut with several interactions. The rst interaction rule,
b ./ !, almost achieves the commutative cut in a single interaction:
The new agent that we have introduced b keeps hold of the list elements of the box
while completing the commutative cut. The signicance of the name b will become
clear shortly, since it will be able to duplicate certain box structures.
The next rule b ./ v completes the commutative cut by tidying up the box structures:
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where we observe that the newly introduced b agent has been erased from the system.
As with the simulation of the dereliction cut-elimination step, we obtain exactly the
net corresponding to cut-elimination with two interactions.
Lemma 10 (Commutative cut simulation). If 
(!;!)
=)cce 0; then there exists a sequence
of interactions: T())T(0).
7.3.3. Closed weakening cut-elimination
Let  be the proof in the left-hand side of the rule as shown in Fig. 3, and let
T(1) = N1 and T(2) = N2, then T() is the following interaction net:
where the cut has generated an active pair between the exponential agent ! and a
weakening agent . Before we can apply the cut-elimination step, we require that the
proof 1 is rst reduced to a cut-free proof. Assume that there is a sequence of cut-
elimination steps 1 + 01. Let 0 be the right-hand side of the rule, which translates
into the following interaction net T(0):
Again, it is not possible to perform this net transformation in a single interaction, but
can be decomposed into several interaction rules. The basic idea is to erase the coding
of the box structure, and then to erase the contents of the box. The rst rule  ./ !
removes the ! agent, and introduces an  agent on all the auxiliary ports of the ! agent.
The  ./ v interaction rule completes the erasing of the box structure:
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These two rules do not quite complete the weakening cut: we have in addition the
following disconnected net:
One approach could be to ignore disconnected nets, however, interaction nets can
express the garbage collection phase, as we shall shortly show. Assuming that the net
N1 can be reduced to a net representing the cut-free proof 01, and can be completely
erased, then we have the following simulation, which requires two interactions, plus
the interactions required to erase the disconnected net.
Lemma 11 (Weakening simulation). If 
(!;W )
=)cce 0; then there exists a sequence of
interactions: T())T(0).
This result however relies on the assumption that erasing works correctly. We next
give the details of the garbage collection process.
7.3.4. Erasing
In this section we show that the nets arising from the translation function can be
erased using the  agent, thus showing that the weakening cut elimination step above
can be fully simulated. Let  be any agent of arity n. The interaction rules for  and
 erases the agent  and propagate  agents along the n auxiliary ports to erase the
remaining part of the net, as illustrated in the following diagram:
Remark that if the arity of  is 0, then the right-hand side of the rule is the empty
net { one particular instance of this is when  is an  agent itself. In these cases the
interaction marks the end of the erasing (or garbage collection) process.
Lemma 12 (Erasing). Let N =T(); for any proof  of A1; : : : ; An. Then using n 
agents there is a sequence of interactions that erase N; as shown in the following
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diagram:
where the right-hand side is the empty net.
Proof. The proof follows a similar structure to the Duplication Lemma (Lemma 14)
that we shall give later. (The case for duplication is slightly more interesting.) 
Proof of Lemma 11. The rules  ./ ! and  ./ v allows to erase the box structure in
T(), then the rules for  ./  erase the net N1 by Lemma 12.
It can be seen that the cost of implementing the (!; W ) cut can be high, since the
number of interactions involved depends on the size of the net N1. The erasing process
will also force the net N1 to normal form before erasing, thus adding more to the
cost. This phenomenon is an unfortunate aspect of erasing in all interaction systems.
However, in our case any implementation can easily detect when a net is disconnected,
since we have access to the extent of the box, and thus alternative (more ecient)
garbage collection mechanisms could be used.
7.3.5. Closed contraction cut-elimination
Let  be the proof in the left-hand side of the rule as shown in Fig. 3, and let
T(1)=N1 and T(2)=N2, then T() is the following interaction net:
where the cut has generated an active pair between the exponential agent ! and a
contraction agent c.
Before we can apply the cut-elimination step, we require that the proof 1 is cut-free.
Assume that there is a sequence of cut-elimination steps 1 + 01 (01 cut-free). Let 0
be the right-hand side of the rule, which translates into the following interaction net
T(0), where T(01) = N
0
1:
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Yet again, it is not possible to perform this net transformation in a single interaction,
but the process can be decomposed into a number of interactions. The basic idea
is to duplicate the box structure, and then duplicate the contents of the box. The
rst interaction rule c ./ ! is the crucial one, which duplicates the exponential agent,
propagates the contraction agent along the list of side door agents, and introduces a
new agent, called , which will be used to duplicate the contents of the box.
The v ./ c interaction duplicates the v agent to complete the copying of the box struc-
ture:
However, we are left with the following net, where the contents of the box are not yet
duplicated, and N1 is not the representation of the cut-free proof 01.
If we assume that the net N1 can be reduced to N 01 representing the cut-free proof 
0
1,
and that the duplication process successfully copies the net, then we have our nal
simulation result.
Lemma 13 (Contraction simulation). If 
(!;C)
=)cce 0; then there exists a sequence of
interactions: T())T(0).
However, this result relies on the correctness of the duplication process, and the
ability to obtain cut-free proofs. This is the subject of the next section, which is the
most interesting part of the simulation.
114 I. Mackie / Theoretical Computer Science 247 (2000) 83{140
7.3.6. Duplication
In this section we address the issue of duplication; specically, the interaction rules
for the newly introduced  agent. This process deserves special treatment as it is the
most delicate part of the encoding, because of the following two reasons:
(1) Duplication interactions can only take place on nets in normal form (no active
pair can ever be duplicated by the denition of interaction nets).
(2) If N is the representation of a closed-cut-free proof, then N is not necessarily in
normal form. Moreover, in general, the normal form of N may be quite far from
the representation of a proof, because the interaction system cannot complete an
exponential cut-elimination step when the context in non-empty.
To rectify these issues, we need a way of allowing full cut-elimination (rather than
weak cut-elimination) to be simulated, at least in the presence of  agents. We therefore
will not duplicate a net N , but a reduct of N which, in fact, will turn out to be the
representation of a cut-free (rather than a closed-cut-free) proof. Moreover, we shall
show that nets in normal form can be fully duplicated, thus completing the proof of
Lemma 13 that the contraction cut is correctly simulated in this system of interaction
nets. We rst introduce the interaction rules for the  agent, then give the additional
rules which allow cut-elimination to complete.
Agents are duplicated in the following way. Let  be any agent of arity n, other than
the agents , b or cb (the agent cb will be introduced shortly). The  ./  interaction
copies the agent  and propagates  agents along the n auxiliary ports of  to copy
the remaining part of the net. The following diagram illustrates this general case:
There are three special cases of this rule. The  ./  interaction marks the end of the
duplication process, in which case the agents annihilate each other and the auxiliary
ports are connected:
The second special case b ./  is when a  agent interacts at an auxiliary door of a
box. In which case it is blocked, and a new agent cb (closed box) is introduced, as
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given by the following rule:
Essentially, the principal port of the side door agent is turned, which will be used
later to allow other reductions to complete. This rule is, in fact, the most crucial to
our encoding, since it is essential that  agents are always used in a well-balanced
discipline inside a box:  agents are simultaneously placed at the main door and all
the side doors of the box. If we allow a  agent to enter a box from the auxiliary
door, then there is a risk that it can annihilate with a  already inside the box, which
is not the corresponding one.
The nal interaction rule cb ./  is for the duplication of the newly introduced agent
cb. This interaction rule is in some sense dual to the previous one, in that it converts
a cb agent back into a b agent, after they have been duplicated.
We shall show later that all  agents are eliminated from the system when duplication
is complete, so that we never need to worry about the problems of duplicating a net
with a  agent inside.
This completes all the rules for , but we now need some additional rules for the
interaction with the cb agent that we have introduced to complete the system. If we
examine the rules of interaction given, there are four potential interactions possible for
this agent: d0 introduced from the dereliction,  from weakening, c from contraction,
and nally b introduced from the commutative cut. The case of  is straightforward,
since the general scheme of the rule still applies. We thus show the other three cases,
which in fact allow for exponential cuts (with a non-empty ?  context) to complete.
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The cb ./ d0 interaction rule allows the dereliction cut-elimination step to complete:
Hence the d0 agent simply erases the side door of the box, completing the derelic-
tion cut.
The second rule cb ./ c allows contraction to complete. The side door agents are
duplicated by propagating c along the list, contracting the free edges of the box, and
using the  agent to duplicate the contents of the box. Remark that since we introduced
a  agent for the interaction on the main door of the box with a c agent, we maintain
the well-balanced property of the  agents.
The nal rule cb ./ b allows commutative cuts to complete. The b agent now works
as a kind of duplicating agent (hence the use of the name  in the name of the agent),
which copies the box structure, which is exactly what is required for a commutative
conversion. Hence, there is a kind of lifting action on the box being moved.
This completes the additional rules for the cb agent. We next need to prove that these
agents and rules do indeed reduce a net to the representation of a cut-free proof, and
then duplicate.
Lemma 14 (Duplication). Let N =T() for a proof  of A1; : : : ; An. Using n occur-
rences of the  agent the net N can be completely duplicated in the following way;
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where N 0=T(0) such that there is a sequence of reductions )ce 0; 0 cut-free.
(As a consequence; note that N 0 is the image of a translation; and thus does not
contain any occurrences of the  agent.)
Proof. We prove that in the presence of  agents exactly one of two situations can
occur. In the rst case, when  ends in any rule except the cut rule, there is a sequence
of duplication interactions that can take place which copies the net L representing the
last rule used in 
where N , together with L, represent the net T(), and N 0 is part of the net already
duplicated. We are thus left with a sub-net to duplicate. Note that N is the translation
of  with the last rule removed.
The second case is when  ends with a cut rule. In this case a cut-elimination step
is possible:
where N 00=T(0) such that  )+ce 0 (one or more cut-elimination steps have taken
place).
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We dene several notions of measure to get the termination condition for the
duplication process. Let jj denote the size of a proof, dened inductively. If  is the
axiom, then jj=1; if  is a proof ending in tensor or cut, then jj=1 + j1j+ j2j;
if  is a proof ending in par, dereliction, weakening, contraction or promotion, then
jj=1 + j1j. Next, for a given strategy for cut-elimination, there is a unique nite
sequence of n steps to obtain + 0, say  ) 1 )    ) n= 0. We write L()
for the length of this sequence, which represents the number of cut-elimination steps
remaining. Remark that this sequence is nite by the cut-elimination theorem for linear
logic. Now, we dene a weight w of a proof to be the pair w()= (L(); jj) with the
lexicographical ordering. Finally, the weight w of a net N =T() is the weight of the
corresponding proof w(N )=w().
We proceed by induction on , using the last rule used in the proof, and show
simultaneously that the weight of the net left to be duplicated always reduces, that
the net is correctly duplicated, and that we obtain two copies of the translation of a
cut-free proof when duplication is complete.
If  ends with an axiom, then the base case of our proof is obtained by the  ./ 
interaction:
Clearly, the weight of the net to be duplicated reduces from (0; 1) to (0; 0) (the empty
net), and the axiom is correctly duplicated.
If  is a proof ending in a par, then the  ./ o interaction can be used:
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The weight of the net to be duplicated reduces from (n; m + 1) to (n; m), and the
required result is obtained by application of the inductive hypothesis on the N .
The case for a proof ending with the contraction rule is identical to the case for
par (with o replaced by c), and the cases for weakening and dereliction are just
simplications of this. The case for a proof ending in the tensor rule uses the inductive
hypothesis twice. In each case the number of cuts remaining stays constant, and the
size of the net to be duplicated is reduced by 1 for each case.
The case for the promotion rule is slightly more interesting: n interactions between
 ./ b create cb agents, the ! ./  interaction duplicates the main door of the box, then
n  ./ cb interactions duplicate the auxiliary doors of the box (propagating n  agents
inside the box, and also out of the box). These latter  agents will all annihilate with
the n \waiting"  agents, and again we can apply the hypothesis on the subnet.
This completes the easy cases for the proof: for each case no cut-elimination steps
were done, and the size of the net to be duplicated reduces each time. Next, we consider
a proof ending in a cut rule. We can assume that  does not end in closed cut, so that
any remaining cut must be an exponential cut where the context is non-empty. There
are four cases to consider. In each case we show that a cut-elimination step can take
place. The general idea used is that  agents convert b agents into cb agents, which
allow cuts to complete in full generality, then the process of duplication can continue.
For the following, we refer the reader to Fig. 2 for the sequent calculus cut-elimination
steps. To keep the diagrams simple, we will not show the part of the net below the 
agents.
If  is a proof ending with a dereliction cut, then T())T(0), where  (!; D)=)ce 0,
in the presence of  agents. The initial conguration is the following net, where
N1 =T(1) and N2 =T(2):
If there are n auxiliary doors for the net N1, then n active pairs will be created between
 and b. Performing all of these  ./ b interactions replaces the occurrences of the b
agent with cb agents. Next, we perform the d ./ ! interaction, followed by n d0 ./ cb
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interactions and nally the d0 ./ v rule yields the required conguration:
which is the translation of 0 with  agents on all the free edges. In this case the
number of cuts remaining is reduced by 1, and the size of the net left to duplicate
reduces by 2.
If  is a proof ending with a commutative cut, then T())T(0), where

(!; !)
=)ce 0, in the presence of  agents. The initial conguration is the following net,
where N1 =T(1) and N2 =T(2):
If there are n auxiliary doors for the net N1, then n active pairs will be created between
 and b. Performing all of these  ./ b interactions replaces the occurrences of the
b agent with cb agents. Next, we perform the ! ./ b interaction, and the n  ./ cb
interactions and nally the b ./ v rule yields the required conguration:
which again is the translation of 0 with  agents on all the free edges. In this case the
number of cuts remaining is reduced by 1, and the size of the net remains constant.
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If  is a proof ending with a weakening cut, then T())T(0), where  (!;W )=)ce 0,
in the presence of  agents. The initial conguration is the following net, where
N1 =T(1) and N2 =T(2):
As usual by now, if there are n auxiliary doors for the net N1, then n active pairs will
be created between  and b. Performing all of these  ./ b interactions replaces the
occurrences of the b agent with cb agents. Next, we perform the  ./ ! interaction, and
the n  ./ cb interactions and nally the  ./ v rule yields the following conguration:
Using the Erasing Lemma (Lemma 12), the net N1 will be completely erased, and the
resulting net corresponds to the translation of 0, with  agents on all the free edges.
If  is a proof ending with a contraction cut, then T())T(0), where  (!; C)=)ce 0,
in the presence of  agents. The initial conguration is the following net, where
N1 =T(1) and N2 =T(2):
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Again, if there are n auxiliary doors for the net N1, then n active pairs will be created
between  and b. Performing all of these  ./ b interactions replaces the occurrences of
the b agent with cb agents. Next, we perform the c ./ ! interaction, and the n c ./ cb
interactions and nally the c ./ v rule yields the following conguration:
By the inductive hypothesis, the net N1 will be fully duplicated and corresponds to a
cut-free proof 01 with  agents on all the free edges.
Thus, in the presence of  agents on the auxiliary doors of a box, we can perform
cut-elimination without the restriction on the context, so that a cut-free proof can be
obtained before duplication takes place. If there are no cuts in the proof, then we
can duplicate the net fully, and all the  agents are eliminated from the system. The
weight of the net left to duplicate each time reduces, which implies the termination of
the duplication process.
Remark that we have shown that there exists a particular sequence of interactions
for duplication. By conuence of interaction nets, any order of the interactions is
possible.
Proof of Lemma 13. Follows from the c ./ ! and c ./ v interactions and Lemma 14.
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7.4. Correctness
We now have all that we need to show the correctness of our interaction net encoding
of linear logic.
Theorem 15 (Correctness: weak cut-elimination). Let  be a proof in multiplicative
exponential linear logic of  ; where   does not contain any occurrences of the ?
connective; then
 +e 0 ,T() +T(0)
Proof.
 ()) Follows directly from the simulation lemmas for each possible cut situation. 0
is a cut-free proof by Theorem 7, and T(0) is a net in normal form by Lemma 8.
 (() We show that T()+N implies that +c 0 and N =T(0). Now +c 0
by the cut-elimination theorem for linear logic, and N =T(0), which is a net in
normal form, as a direct consequence of the above point and Lemma 1 for interac-
tion nets.
Remark 16. We end this section with a useful remark about the b and cb agents used
in the duplication process, which allows us to reduce the total number of interactions.
The rules for completion of both contraction and the commutative cut, after duplicating
the agents for the side doors, convert a cb agent back to a b agent. However, a simple
observation in the proof shows that the  agents are still sitting there to convert them
back to cb agents. Hence, we can do better by using the following variants of the
rules:
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More generally, there is an interesting phenomenon that at any point during the re-
duction we can convert b into cb and vice versa and always maintain a correct sys-
tem. However, we will not elaborate on this point, but it will be mentioned again in
Section 10 where we can make use of this property.
7.5. Full cut-elimination
Thus far we have shown an implementation of cut-elimination for multiplicative
exponential linear logic. However, the reduction process that we have given corresponds
to a weak strategy, and a condition (no ? occurring in the conclusion) had to be imposed
to get a precise correspondence with cut-elimination and cut-free proofs. The purpose
of this section is to demonstrate that we can drop the condition on the form of the
conclusion to obtain simulation of cut-elimination in full generality.
The system of interaction nets presented thus far, in fact, works for any proof, but
the problem is that it may stop in some intermediate state because of the fact that
exponential cut-elimination steps cannot complete and therefore the resulting net may
not correspond in any simple way to a proof in linear logic. What is required is
some way of forcing these exponential cut-elimination steps to completion. The key
observation is that for the exponentials the reduction process is weak because we cannot
perform cut-elimination unless the box is closed. This is the main design decision for
this encoding, since we would like to make sure that commutative cut-elimination steps
take place before contraction cut-elimination steps. However, if we know that a box
will never become closed, then there is no eciency loss in allowing cut-elimination
steps to take place on open boxes. Recall that we overcame this problem for the process
of duplication, and used the agent  to force nets to representations of cut-free proofs
before duplication. Using this as inspiration, we add a new agent  of arity 1 to the
system of interaction, which behaves in a similar way to , but does not perform the
duplication.
The translation of a proof  now takes the following form:
where  agents have been added to all the edges of the interface of the net. We shall
call this new translation T0(). The interaction rules for this agent with all the other
agents are as follows. We invite the reader to compare the similarity of these rules
with those for .
The rst rule is the general case. Let  be any agent with the exception of , b
and cb, then the ./  interactions behave like an identity agent simply propagating
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through the structure of the net:
As with the rules for , there are three special cases. The rst is the ./ rule:
in this case the two  agents annihilate each other, indicating that forcing is complete.
The second special case ./ b is when  interacts with a side door agent b.
Similarly to the  ./ b interaction, the  agent is blocked waiting at the side door, and
we convert the b agent into a cb agent which will allow cuts to complete inside the
proof.
The nal special case is for ./ cb. This interaction generates a b agent, and prop-
agates  along all the auxiliary ports.
A useful intuition to understand this process is by analogy with environment machines
for weak reductions in the -calculus. Often it is the case that they can be extended to
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compute full normal forms by rst reducing to a weak normal form, then restarting the
machine with some dummy arguments, and repeating the process until normal form is
reached. The agents  can be seen as supplying dummy proofs to force the evaluation.
Lemma 17 (Forcing). Let N =T() for a proof  of A1; : : : ; An. Using n occurrences
of the  agent the net N can be completely reduced in the following way; where
N 0=T(0) such that there is a sequence of reductions + 0; 0 cut-free. (As a
consequence; note that N 0 is the image of a translation; and thus does not contain
any occurrences of the  agent.)
Note that by Lemma 8; Part 1; the net N 0 is in normal form.
Proof. The proof follows exactly the same structure as the Duplication Lemma (Lemma
14), except that the net is not duplicated.
We can now state a stronger result for complete reductions, using the revised
translation.
Theorem 18 (Correctness: strong cut-elimination). Let  be a proof in multiplicative
exponential linear logic of  ; (here;   may contain occurrences of the ? connective);
then
 + 0 ,T0() +T(0)
(Recall that T0() is the same as T() with the addition of  agents on all the free
edges of the net.)
Proof. The proof follows exactly the same reasoning as Theorem 15 for weak reduc-
tion, using the Forcing Lemma (Lemma 17).
Remark 19. There is an alternative set of rules for forcing reduction to obtain a cut-
free proof which uses less interactions overall. The two interaction rules for ./ b and
I. Mackie / Theoretical Computer Science 247 (2000) 83{140 127
./ cb can be dened as
Using this alternative the total number of ./ interactions is considerably reduced
during forcing. In fact, there are several other variants on this theme, but we will not
elaborate further on this point.
Remark 20. (1)  is only introduced to get full normal forms (representations of cut-
free proofs). It is not necessary if   does not contain occurrences of the ? connective,
or if we are only interested in weak reduction.
(2) One of the principal applications of this work is for the implementation of
functional programming languages. In this case we are only ever interested in evaluating
programs: terms of ground type. Programs are therefore covered by Theorem 7, and
the agent  is not necessary.
(3) The interaction rules for  show that we do not need to leave the framework of
interaction nets to get complete reductions, however, the cost of pushing these agents
through a net is proportional to the size of the net in normal form. There exist other
ways of implementing the essential idea of turning the b agent into cb agents using
global operations. This would be useful for an implementation of this idea, but is
beyond the scope and interest of this paper.
8. Additives
The additive fragment of linear logic is not as \well behaved" as the multiplicative
exponential fragment. First, because it is not conuent, and secondly because of the
additive commutative cut-elimination step, which on one hand does not seem useful
(it can cause unnecessary copying of cuts), but is essential if we want to obtain cut-
free proofs. Additionally, the coding of this cut-elimination step seems out of reach
for our style of interaction net encoding. As a consequence we are not able to obtain
strong results concerning simulation of cut-elimination, and in particular we will not
have nets in normal form corresponding to cut-free proofs for the additives. However,
for a weak strategy of reduction (where the commutative cut step is excluded), we
are able to extend our results to the additive fragment, and nets in normal form will
either be cut-free or contain additive commutative cuts depending on the structure of
the conclusion of the proof.
The additive group of linear logic consists of the with rule & , and the plus rules
l and r , as given in Fig. 1. We say that the & rule shares the context   between
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1
 ; A
2
 ; B
(& )
 ;A&B
3
; A?
(l)
;A?  B?
(Cut)
 ; 
(&;l)=) ce
1
 ;A
3
;A?
(Cut)
 ; 
1
 ; A
2
 ; B
(& )
 ;A&B
3
; B?
(r)
;A?  B?
(Cut)
 ; 
(&;r )=) ce
2
 ;B
3
;B?
(Cut)
 ; 
Fig. 4. Additive cut-elimination steps.
the two premises of the rule. During cut-elimination exactly one of the premises will
be used, and thus either A or B will be erased, but a single copy of the context
will remain. This synchronization on the principal formula of the rule is captured by
using again a notion of a box around the proof. We thus say that the & rule builds an
additive box which captures the two premises of the rule. There are two cut-elimination
steps for the additives which we give in Fig. 4. The rst rule erases the proof 2, and
symmetrically, the second erases the proof 1. We thus see the motivation for sharing
the context  . As mentioned above, we shall not implement the additive commutative
cut-elimination step. However, it is worth explaining this choice. This cut-elimination
step requires that we duplicate a proof:
1
 ;C?
2
C; ; A
3
C; ; B
(&)
C ; ; A&B
(Cut)
 ; ; A&B
)ce
1
 ;C?
2
C ; ; A
(Cut)
 ; ; A
1
 ;C?
3
C ; ; B
(Cut)
 ; ; B
(&)
 ; ; A&B
Remark that if a cut-elimination step is performed on the principal formula of this proof,
then one of the copies of 1 will be erased. It is for this reason that this commutative
cut is not often implemented for eciency considerations. As a consequence, the cut-
elimination process is weak, and the interaction system will have nets in normal form
which contain commutative cuts.
Denition 21 (Additive weak cut-elimination). We write )ce 0 if 0 is obtained
from  by an additive cut-elimination step (excluding the additive commutative cut).
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If no rule applies, then  is a weak-cut-free proof. The notation +w 0, represents
a sequence of cut-elimination steps such that 0 is weak-cut-free.
This weak cut-elimination process is clearly included in the usual one for linear
logic, and termination of the process is straightforward to establish. Additionally, it
can be shown that this form of reduction is conuent.
Theorem 22. Let  be a proof of   in additive linear logic such that & does not
occur in  . Then there is a sequence of weak cut-elimination steps +w 0; such that
0 is cut-free.
Proof. The idea of the proof is that all additive boxes will be opened on the main door.
Let +w 0, and assume for a contradiction that 0 is not cut-free. By assumption, the
only cuts possible are additive commutative cuts. Let ; A & B be the conclusion of
one of the lowest cuts in 0 (which cannot be the last rule of 0). Since the conclusion
of the proof   does not contain & , there must be a cut involving A & B lower in the
proof, hence a contradiction.
We now show how this weak form of reduction can be implemented as a system of
interaction nets.
8.1. Translation: additive group
If 1 is a proof of  ; A and 2 is a proof of  ; B, then we can build a proof 3 of
 ; A & B using the with rule & . The encoding of this rule in interaction nets requires
that we introduce a box structure which will provide a mechanism for synchronization,
similar to that used for the exponential box. Let T(1)=N1; T(2)=N2, then T(3)
is built in the following way by using three kinds of agent:
The principal port of the agent & represents the main conclusion A & B to the rule.
There are three auxiliary ports that connect to the synchronization mechanism, and the
two premises A and B of the rule, respectively. The list of wb (with box) agents, which
end with a v agent corresponding to nil, connect the common context   of the two
proofs 1 and 2 together. Each wb agent has its principal port pointing along the list,
with the nal one connecting to the & agent. With this mechanism we will be able
to correctly synchronize the cut-elimination process for the additives that we suggested
above. There is no way that we can have any interaction with this box mechanism
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except via the main door of the box structure. Remark that this is in contrast with
the encoding of the exponential box where the opposite choice was made to allow the
exponential commutative cut.
If  is a proof of  ; A, then we can build a proof 0 of  ; AB using the plus
left rule (l). Let T()=N , then T(0) is built in the following way, introducing
a new agent l:
If  is a proof of  ; B, then we can build a proof 0 of  ; AB using the plus
right rule (r). Let T()=N , then T(0) is built in similarly to the previous rule,
introducing a new agent r:
Lemma 23. Let  be a proof of   in additive linear logic; then
(1) If  is weak-cut-free; then T() does not contain active pairs.
(2) If 0 is another proof of  ; obtained from associativity or commutativity of the
cut rule (with the exception of the additive commutative cut); thenT()=T(0).
Proof. Straightforward extension of Lemmas 3 and 8. We need to show the following
additional equivalences:
 0
l(1) A 2 l(1 A 2)
r(1) A 2 r(1 A 2)
where l() and r() are proofs ending in l and r , respectively. Now all of these
are easy equivalences of nets. Note that the exception to this is the additive commuta-
tive cut which can be expressed in this notation as either & (1; 2)  3 = & (1  3; 2),
or & (1; 2)  3 = & (1; 2  3). This rule is not give an identity of nets, and is not
implemented.
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8.2. Dynamics: additive group
If 
(&;l)=)ce 0, as shown in Fig. 4, then let T(1)=N1; T(2)=N2 and T(3)=
N3, then T() is the following interaction net:
where the cut has generated an active pair between the & and l agents. T(0) is
given by
where the box structure and the net N2 have both been erased. We mimic this trans-
formation with several rules. The interaction rule & ./l removes the & agent, and
introduces a new agent L which will erase the box structure, and an  agent to erase
the net N2. At this point we have opened the additive box at the main door.
The next interaction rule L ./wb erases the wb agent and connects the context   from
the net N1 to the edges of the box, and introduces an  agent to erase the net N2 at
each step.
Finally, at the end of the list, the L ./ v interaction erases the v and L agents to complete
the removal of the additive box.
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This almost completes the cut, except that we need to erase the (now disconnected)
net N2.
The net N2 can be completely erased with a sequence of interaction rules, by a straight-
forward extension to Lemma 12.
If 
(&;r )=) ce 0, as shown in Fig. 4, then 1 is erased rather than 2 as shown above.
The interaction rule & ./r removes the & agent, and introduces a new agent R, and
an  agent to erase the net N1.
The next rule R ./wb erases the wb agent and connects the context   from the net N2
to the edges of the box, and introduces an  agent to erase the net N1 at each step.
The nal rule R ./ v erases the v and R agents to complete the removal of the additive
box.
Lemma 24 (Additive simulation). If 
(&;l)=)ce 0 or  (&;r )=) ce 0 then there exists a se-
quence of interactions: T())T(0).
We can now state a correctness result for the encoding of the additives in interac-
tion nets.
Theorem 25 (Correctness: additives). Let  be a proof of   in the additive fragment
of linear logic; then
 +w 0 ,T() +T(0)
Proof. Similar reasoning as that used to prove Theorem 15.
This result holds independently of whether & occurs in the conclusion or not. If &
does occur in  , then 0 is a weak-cut-free proof, otherwise it is a cut-free proof (by
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Theorem 22). In either case the net T(0) is in normal form and it is straightforward
to convert a net back into a proof.
Next, we need to show how the additive fragment interacts with the multiplicatives
and exponentials. The only addition is, in fact, the need for the extension
of the  rules for the additive agents, which are straightforward using the general
scheme already given. In otherwords, we add the interaction rules for  ./ & ;  ./l,
etc., and then the Duplication Lemma 14 can be extended in the following way:
Lemma 26 (Additive duplication). Let  be a weak cut-free additive proof of  ; then
T() can be fully duplicated using  agents.
Proof. By Lemma 23, the net T() is in normal form. The result can then be obtained
in a similar way to Lemma 14, with the exception that there is a case for duplication
of a cut. The cases for a proof ending in l; r and & are straightforward { the
corresponding  interaction and the inductive hypothesis can be applied for each case.
We show in detail the case for the duplication of the additive commutative cut.
The following diagram shows the net for a proof ending in a commutative cut, where
we have assumed for simplicity that the additive box contains only one auxiliary door:
Using the  ./ & ;  ./wb and  ./ v interactions, we are left with the following net:
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Now, by the inductive hypothesis N1; N2 and N3 can all be duplicated, giving the
required result.
With this result, we can now state a more general result about the interaction net
encoding of linear logic, which is a straightforward extension of Theorems 15 and 25.
Theorem 27. Let  be a proof of   in linear logic; where ? does not occur in  ; then
 +c;w 0 ,T() +T(0)
where we write +c;w 0 for a sequence of closed cut-elimination steps for the
exponentials; and weak cut-elimination for the additives; and 0 weak-cut-free if &
occurs in  ; otherwise 0 is cut-free.
Next, we extend the  interactions to cover the additive agents. The interaction rules
follow the general pattern that the interaction propagates along the auxiliary ports of
the agent, without changing the agent. With this addition, we can state the main result
of this paper, which has no restrictions on the shape of the conclusion.
Theorem 28. Let  be a proof of   in linear logic; then
 + 0 ,T0() +T(0)
where + 0 is a sequence of cut-elimination steps for the exponentials; and weak
cut-elimination for the additives; and is 0 weak-cut-free if & occurs in  ; otherwise
cut-free.
Thus, with the exception of the additive commutative cut-elimination step, we have
obtained a simulation of cut-elimination in linear logic, where nets in normal form
correspond to the encoding of the cut-free proof.
9. Applications to the -calculus
In this section we will briey report on the performance of this system of interaction.
We have implemented a general evaluator for interaction nets which enables us to
compare the dierent encodings of linear logic in a common framework. The unit of
measure that we assume is the number of interaction steps required to obtain a net in
normal form.
There are several well-known translations of (natural deduction) intuitionistic logic
into (sequent calculus) linear logic. Each of these translations induces a translation of
terms from the -calculus to proofs in linear logic. Composing this with our encoding
oers a way of implementing the reduction process in the -calculus without any
modications. Nevertheless, the resulting interaction net system can be \ne-tuned"
to take advantage of several particularities of the -calculus. We refer the interested
reader to [19] for details.
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Table 1
Term YALE GAL ABR BOHM
22II 43 (9) 204 (9) 56 (11) 37 [3] (9)
222II 127 (20) 789 (16) 304 (42) 90 [10] (16)
3II 18 (5) 75 (5) 17 (5) 17 [2] (5)
33II 88 (15) 649 (15) 332 (45) 80 [7] (15)
322II 383 (51) 7055 (21) 4457 (531) 157 [27] (21)
223II 213 (31) 1750 (19) 1046 (132) 125 [20] (19)
44II 149 (23) 3456 (23) 2814 (347) 136 [13] (23)
422II 4395 (550) | | 330 [84] (26)
55II 226 (33) 33971 (33) 32032 (3913) 208 [21] (33)
This general remark applies equally to all interaction net encodings of linear logic,
and thus we will base our set of test-data on -terms. Church numerals provide an
excellent way of generating large -terms, since application corresponds to exponentia-
tion: nm=mn. Computing with such terms is clearly not common practice in functional
programming, but they are commonly used to demonstrate the sharing ability in opti-
mal reduction. Since optimal reduction has not been one of our main concerns (rather
interaction nets, and normal forms corresponding to cut-free proofs) the test data that
we give should be regarded as giving the worst cases for our system of interaction.
Table 1 shows a small sample of -terms tested, where we have n= f:x:fnx, and
I = x:x. The rst column gives the term under test, and the following three columns
give the total number of interactions required to obtain a net in normal form for our
encoding (called YALE); Gonthier, Abadi and Levy’s optimal encoding (called GAL);
and Abramsky’s encoding (called ABR), respectively. Of the interactions performed,
the number of -reductions is given in parentheses (thus the value given for ‘GAL’
is the optimal one). In addition, we also show the results for BOHM [1], which is an
optimized version of Lamping’s algorithm discussed in the introduction. However, it is
important to note that this is not a system of interaction nets (the numbers written []
correspond to the number of non-interaction rewrite rules applied during reduction), but
nevertheless is based on local graph reduction and provides an interesting comparison.
For each evaluator, the normal forms were representations of I ; the purpose of
applying the Church numerals to II is simply to force the sharing mechanisms used
in GAL and ABR to complete. For both YALE and ABR the resulting nets were the
translation of I , however, for GAL a read-back procedure is required to remove a
number of accumulated nodes in the net which is not part of the result.
These benchmark results indicate that, although the algorithm is sometimes (very) far
from optimal, the number of interactions, which we take as our measure of computation
time, for YALE is always less than GAL. For the term 422II , the size of the net built
for GAL became too large, and we were unable to compute the result. One thing that
we do know is that only 26 -reductions would be required, whereas YALE performed
550. One can imagine that there are terms which perform better in GAL, but we are
unable to compute them. The most closely related system to ours, with respect to the
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Table 2
Term YALE GAL ABR BOHM
CIII 16 (5) 82 (5) 13 (5) 16 [1] (5)
CCIII 28 (8) 111 (8) 22 (8) 37 [1] (8)
CCCIIIII 44 (13) 274 (13) 35 (13) 72 [1] (13)
(BCC)(BCC)III 76 (20) 573 (20) 58 (20) 88 [4] (20)
way the encoding is done, is ABR, which simulates linear logic without the exponential
cut-elimination step. The total number of interactions for this system is also less than
that for GAL, but the numbers grow at a similar rate, and would overtake if we
continued the table. A comparison between YALE and ABR shows the importance
of the exponential commutative cut-elimination step for eciency of the encoding. As
stated, the above benchmark results are the best examples for optimal reducers, and
thus can be regarded as the cases where YALE performs the worst.
One of the reasons why we obtain better results in terms of the number of interactions
is that the mechanism used for encoding the exponentials has a low overhead. To
demonstrate this, it is worth comparing the performance of linear terms, i.e., terms
built from combinators I, B, and C. There is no scope for sharing in all of these
algorithms, and they are all optimal in the sense of Levy’s criterion. Note that these
terms could be encoded directly into the multiplicative fragment of linear logic, and
thus we do not actually need the exponential information in the net. Table 2 gives a
small sample of benchmark results for this case.
The number of -reductions performed corresponds to the number of multiplicative
interactions, and thus gives the potential minimum number of interactions required.
The dierence between the number of interactions and the number of -reductions thus
shows the overhead of the exponentials. It is interesting to note that the system ABR
performs the best in this case; it did not matter that we postponed the commutative
cut because we never duplicated a box. Thus in the absence of sharing this encoding
appears to be the best. The results for YALE require a few more interactions for
each -reduction, but the numbers grow linearly (as with ABR). However, the results
for GAL show a much more dramatic rate of growth as the number of -reductions
increases.
The system of interaction that we have presented shows that we can gain perfor-
mance on the optimal interaction net algorithm. We can go even further by including
optimizations, analogous to the approach taken in BOHM, by introducing rewrite rules
which are correct, but leave the framework of interaction nets. We shall look at these
in the following section.
10. Optimizations
In this section we make a few remarks about the coding of axioms of linear logic
which can be used for the optimization of the translation of proofs into nets, and in
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addition give several optimizations of the dynamics of the system of interaction if we
are prepared to leave the world of interaction nets (although they are still local rewrite
rules).
First, axiom contractions (which essentially correspond to -reductions in the ) can
reduce both the size of the net and the number of interactions. We begin by recalling
a well-known result for sequent calculus systems. All proofs can be converted to an
equivalent proof where only atomic formula are used for axioms. This can easily be
proved by induction on the formula. For example: an axiom of the form
(Axiom)
p?o q?; p⊗ q
can be replaced by an equivalent proof using only atoms for the axioms:
(Axiom)
p?; p
(Axiom)
q?; q
(⊗)
p?; q?; p⊗ q
(o )
p?o q?; p⊗ q
It is interesting to write these as interaction nets, where we see the duality between 
and  reduction in a clear way:
If we draw this rule in a dierent way, and put it along side the ⊗ ./ o interaction
rule:
then we observe an interesting point: a cut between o and ⊗ is represented in inter-
action nets by a connection between the principal ports, and the corresponding -rule
is represented by agents connected between their auxiliary ports; the rules are dual. It
could also be interesting to study systems of interaction including  style rules, but we
will not elaborate on this idea here. There is a similar case also for the exponentials:
an axiom of the form:
(Axiom)
?p?; !p
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can be represented by using atomic formula for the axioms:
(Axiom)
p?; p
(D)
?p?; p
(!)
?p?; !p
Translating each of these proofs into nets gives the following net transformation:
We stress that these  rules should be included in the translation function, and are not
part of the rewriting process.
The second set of optimizations concerns adding additional rules which do not break
the correctness of the system, but leave the interaction net framework. Since these rules
are not in the spirit of the paper, we shall just mention them very briey. We just
give two such optimizations specically for the encoding of the exponential fragment,
which can already have a reasonable eect on the performance. The rst rule:
shows that the d0 agent can erase the exponential box structure as though it was a closed
box (built from cb agents). With this additional rule a dereliction cut-elimination step
can always complete, and the benets of this rule are that any remaining commutative
cuts on this box come for free.
A second rule applies to contraction and weakening. The optimization rule simply
replaces the following conguration by an edge:
Intuitively, the net on the left-hand side of the rule will duplicate an entire net, then
one of the copies will be erased. Clearly doing nothing is more ecient and gives
the same result. Remark that we do not have this optimization rule for  agents, since
there will be a matching  agent somewhere in the net, and we must always keep them
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well balanced to preserve correctness. Thus, a c agent is similar to a safe node in the
terminology of the rewrite systems for optimal reduction [2].
11. Concluding remarks
We have presented a new algorithm for the implementation of cut-elimination in
linear logic, based on a nite system of interaction nets. In sharp contrast with previous
work on this subject, our encoding oers a precise relationship with cut-elimination and
cut-free proofs, and thus is the most faithful of all the encodings of linear logic into
interaction nets.
The design of the interaction net system came directly from general observations
about ecient strategies for implementing the cut-elimination process in linear logic.
Although not optimal, in terms of the number of cuts performed, the resulting system
compares very favorably with previous encodings, in terms of the number of interac-
tions performed. Indeed, experience with an implementation indicates that the system
of interaction presented in this paper may provide a more realistic starting point for us-
ing interaction nets for the implementation of languages based on the -calculus rather
than those based on the interaction system for optimal reduction.
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