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1. Introduction
Throughout this article we look at an ergodic Markov chain on the space of states {1, 2, . . . , N}with
transition probability matrix P and stationary distribution π , which is the unique probabilistic vector
satisfyingπ TP = π T (T as a superscriptmeans hereafter “transpose"). The hitting time Tj is the number
of transitions the chain needs to reach state j and its expected valuewhen the chain starts at i is denoted
by EiTj . If I denotes the identity matrix andW is the matrix all of whose rows are copies of π
T then the
fundamental matrix is deﬁned as Z = (I − P + W)−1, and this inverse matrix always exists. It is well
known [1,8,11] that one may express for all i, j
EiTj = Zjj − Zij
πj
, (1)
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and also that π TZ = π T and that if c is the column vector of all 1’s then Zc = c. It should be noted
that (1) holds even for i = j because EiTi = 0, and this quantity should not be confused with themean
return time EiT
+
i which is the number of steps (greater than or equal to 1) needed to return to i and
which coincides with the inverse of the stationary distribution 1
πi
.
There are many closed-form formulas for sums of hitting times. Perhaps the most immediate,
derived from (1) states that∑
j
πjEiTj = tr(Z) − 1, (2)
where “tr" stands for “trace" and where it is plain to see that the right hand side does not depend on i.
Thus this quantity is sometimes called Kemeny’s constant (see [8]), and (2) is called the random target
lemma (see [1]).
There are alsomany formulas involving all the hitting times in relationwith the expected cover time,
which is the expected number of transitions the chain needs to visit all the states. For example, Broder
and Karlin showed in [3], using moment generating functions, that for an ergodic aperiodic reversible
Markov chain (or in other words, for a random walk on a non-bipartite graph) the following equation
holds ∑
i,j
πiπjEiTj =
∑
j 2
1
1 − λj , (3)
where the λjs are the eigenvalues of P.
More recently Aldous and Fill showed in [1], by embedding the discrete Markov chain into a
continuous process, that
∑
j
πjEiTj =
∑
j 2
1
1 − λj , (4)
holds regardless of the value of i, for a general ergodic Markov chain, from which (3) follows easily.
They called this result the eigentime identity.
Also, when studying maximal cover times in [5], Feige used the so-called cyclic cover times which
amount to a sum of the form∑
j
Eσ jTj,
where σ is a cyclic permutation on the set {1, 2, . . . , N}.
In another direction, Tetali showed in [17] that∑
i,j
πjPjiEiTj = N − 1,
and used the connection between random walks on graphs (i.e., time-reversible ergodic chains that
satisfy the condition πiPij = πjPji) and electric networks in order to give an elegant proof of Foster’s
ﬁrst formula (see [6]) that states∑
i∼j
Rij = N − 1,
where Rij is the effective resistance between vertices i and j as computed by Ohm’s laws, and where the
notation i ∼ jmeans that the vertices i and j are neighbors. One of the authors of this paper extended
in [16] Tetali’s idea in order to give a similar probabilistic proof of Foster’s second formula (see [7]) and
gave explicitly a third formula, as well as the general idea on how to ﬁnd the nth formula based on an
expression of the mean return time EjT
+
j in terms of the sums
∑
i,j πjP
(n)
ji EiTj , for n 1, although we
did not give closed form expressions for the right-hand sides in general, just these cases:∑
i,j
πjP
(2)
ji EiTj = N − 2
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and ∑
i,j
πjP
(3)
ji EiTj = N − 3 +
∑
j
P
(2)
jj .
Here P
(n)
ji is the transition probability of going from state j to state i in n steps, and it is equal to the
jith entry of the nth power of P.
Klein gave in [13] an explicit expression for the nth formula by studying the Laplacian, and Bendito
et al. reached the same expression in [2] by using equilibrium measures and Wiener capacities.
The connection between electric networks and random walks on graphs, spelled out in the in-
troductory work [4] by Doyle and Snell, is very fruitful and it usually works out in this direction:
some probabilistic notions regarding random walks on graphs can be stated in terms of voltage,
ﬂow of current, effective resistance, etc., and then electric laws can be applied in order to get simple
electric solutions tomore or less elaborate probabilistic problems. Thus for instance the commute time
EkTj + EjTk can be expressed in terms of the effective resistance Rjk between the vertices k and j, when
all edges in E are given a unit resistance, as follows (see [1]):
EkTj + EjTk = 2|E|Rjk. (5)
But it can alsowork in the opposite direction: the Kirchhoff index K(G) of a connected undirected graph
G = (V, E)with vertex set V = {1, 2, . . . , N} and edge set E was deﬁned by Klein and Randic´ in [12] as
K(G) = ∑
i<j
Rij.
This index has undergone intense scrutiny in recent years because it has proven to be useful in dis-
criminating among chemical molecules according to their cyclicity. One of the authors of this paper
pointed out in [14,15] the obvious connection through (5):
K(G) = 1
2|E|
∑
i,j
EiTj,
and used a number of known results on hitting times in order to derive properties of this chemical
index whose nature is electrical.
The purpose of this article is to show that all the formulas with sums of expected hitting times
reviewed in this introduction are corollaries of a single result (Proposition 2) below, which yields
manymoreof these “sumrules"with closed-formright hand sides. The toolboxhere is relatively simple
matrix algebra, and while the methods are kept strictly discrete, there is no need to treat separately
the periodic and aperiodic cases, as often happens when using algebraic methods for Markov chains.
Our work was inspired by Klein, who studied in [13] the Laplacian of graphs in order to get sum rules
for effective resistances and indeed found closed-form expressions for all Foster’s formulas.
2. The formulas
First we give a result that allows to express some right hand sides of our formulas in terms of the
eigenvalues of P. For all basic matrix analysis the reader is referred to [10].
Proposition 1. If the eigenvalues of P are 1, λ2, λ3, . . . , λN, then for n 1, the eigenvalues of Zn are
1, (1 − λ2)−n, (1 − λ3)−n, . . . , (1 − λN)−n. (6)
Proof. Let U be an orthogonal matrix with 1√
N
c as its ﬁrst column, where c = (1, . . . , 1)T . Then
UTPU =
[
1 P¯12
0 P¯22
]
and UTWU =
[
1 W¯12
0 0
]
, where P¯12 and W¯12 are 1 × (N − 1) matrices and P¯22 is
an (N − 1) × (N − 1) matrix whose eigenvalues are λ2, . . . , λN .
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ThenUT (IN − P + W)U =
[
1 W¯12 − P¯12
0 IN−1 − P¯22
]
andhenceUTZU =
[
1 −(W¯12 − P¯12)(IN−1 − P¯22)−1
0 (IN−1 − P¯22)−1
]
.
Therefore Z has as eigenvalues 1 and those of (IN−1 − P¯22)−1, i.e.: (1 − λ2)−1, . . . , (1 − λN)−1. The
extension to higher powers is immediate. 
Now we prove our main result.
Proposition 2. For any N-state ergodic Markov chain with stationary distribution π and fundamental
matrix Z, and any N × N matricesM and Q such that Q c = c, we have∑
i,j
[M(Q − I)]jiπjEiTj = tr(M(I − Q )Z). (7)
Proof. The left hand side can be written as
∑
i,j
[M(Q − I)]ji(Zjj − Zij)
= ∑
j
Zjj
∑
i
[M(Q − I)]ji −
∑
j
[M(Q − I)Z]jj
= ∑
j
Zjj
∑
k
Mjk
∑
i
(Q − I)ki − tr(M(Q − I)Z)
= tr(M(I − Q )Z),
where the ﬁrst summand vanishes on account of the rows of Q adding up to 1. 
It should be noted thatQ is not necessarily stochastic, for its entries could be negative. IfM = I and
Q is the matrix whose entries are all zeroes except for the ith column, whose entries are all ones, then
we get the random target lemma. More interesting results are listed in the following
Corollary 1. For any ergodic Markov chain we have
∑
i,j
πiπjEiTj = tr(Z) − 1 =
∑
j 2
1
1 − λj , (8)
∑
j,i
πjP
(n)
ji EiTj =
n−1∑
k=0
tr(Pk) − n for n 1, (9)
and
∑
i,j
Z
(n)
ji πjEiTj = tr(Z) − tr(Zn+1) =
∑
j 2
(1 − λj)n − 1
(1 − λj)n+1 . (10)
If σ is a permutation whose matrix is Q and D = diag(1/π1, . . . , 1/πN), then we have∑
j
Eσ jTj = tr(DZ) − tr(DQZ). (11)
Proof. For (8) setM = I and Q = W in the proposition. The equation then becomes
∑
i,j
[I(W − I)]jiπjEiTj = tr(I(I − W)Z) = tr(Z − W) = tr(Z) − 1.
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The rightmost equality in (8) is an obvious consequence of (6) for n = 1.
For (9) setM = I + P + P2 · · · + Pn−1 and Q = P. Then the right hand side of (7) becomes
tr((I + P + · · · + Pn−1)(I − W))
= tr((I + P + · · · + Pn−1) − nW) =
n−1∑
k=0
tr(Pk) − n.
Also, the left hand side of (7) becomes∑
j,i
πj(P
n − I)jiEiTj =
∑
j,i
πjP
(n)
ji EiTj.
For (10) we notice that Zc = c implies by induction that Znc = c and thus we take M = I and
Q = Zn in (7) in order to get the desired result. The rightmost equality is a direct consequence of (6).
For (11) we take M = D = diag(1/π1, . . . , 1/πN), that is, the diagonal matrix with entries the
inverses of the stationary distribution, and take Q as the matrix associated to the permutation σ on
the set of vertices {1, 2, . . . , N}. 
Eq. (8) is due to Broder and Karlin [3], who proved it in the more restricted setup of reversible
aperiodic Markov chains. The electric equivalent of equation (9) was noticed as far back as in [6]
for n = 1 and in [7] for n = 2. When our ergodic chain is the particular case of a random walk on an
undirectedgraphG = (V, E), the transitionprobabilities arepij = 1di ,whenever i ∼ j, that is,whenever
i and j are neighbors, and where di is the number of neighbors of i. The stationary distribution in the
case of random walks on graphs is given by πi = di2|E| , and the commute time is given in formula
(5). In this setup, taking n = 1, we obtain Foster’s ﬁrst formula. Indeed, the right hand side of (9) is
tr(I) − 1 = N − 1 whereas the left hand side becomes
∑
j∼k
dj
2|E|
1
dj
EkTj =
∑
j∼k
j<k
1
2|E| (EkTj + EjTk) =
∑
j∼k
j<k
Rjk.
Likewise, when n = 2 we obtain Foster’s second formula:∑
j<k
i∼j
i∼k
Rkj
di
= tr(I − P) − 2 = N − 2.
Similar formulas can be found, using (8), for n > 2 and whenever the edges in E are given arbitrary
resistances not necessarily equal to 1.
The reader may have noticed that (8) could be recovered from (9) by taking limits on both sides of
(9) since, at least when the chain is aperiodic, P
(n)
jk → πk as n → ∞, and also the right hand side of
(9) can be written as
N∑
i=2
n−1∑
k=0
λki ,
and since by aperiodicity all eigenvalues λi, 2 iN, of P other than 1 satisfy ||λi|| < 1, as n → ∞
this becomes
N∑
i=2
(1 − λi)−1 = tr(Z) − 1,
where this last equality is due to (6). The argument can be extended to periodic chains, but this is a bit
involved, and thus using Proposition 2 directly gives us a shorter proof.
In the particular case of simple random walk on a graph and if we minimize over all σ which are
N-cycles, (11) implies
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min
σ
∑
j
Eσ jTj = tr(DZ) − max
Q
{tr(DQZ)}.
The left hand side is the so-called cyclic cover time, which is a very tight upper bound for the actual
cover time (see [5]), and the right hand side expresses it in a convenient closed form.
We conclude by taking a look at the Kirchhoff index K(G). If in the equation (7) we set M = D =
diag(1/π1, . . . , 1/πN) and Q is chosen so that Qij = 1N for all i, j, then we get∑
i,j
EiTj = N tr(D(I − Q )Z). (12)
Using (5), and the fact that the stationary distribution in the case of random walks on graphs is given
by πi = di2|E| , Eq. (12) can be expressed in this case as
K(G) = ∑
i<j
Rij = N
2|E| tr(D(I − Q )Z) = N tr((I − Q )Z), (13)
where = diag(1/d1, . . . , 1/dN), and di is the degree of the vertex i (i.e., the number of its neighbors).
We introduce the Laplacian, a well known tool of graph theory: L = −1 − A, whereA is the adjacency
matrix of G, that is, Aij = 0 unless there is an edge between i and j in which case Aij = 1, and recall that
P = A. With these preliminaries we obtain as a corollary the following fact that was proven ﬁrst in
[9,18].
Corollary 2. For any connected undirected N-vertex graph G we have
K(G) = N
N∑
j=2
1
μj
, (14)
where the μjs are the non-zero eigenvalues of L.
Proof. Notice that Z = (L + −1W)−1. AlsoWZ = W andW = N
2|E|Q and henceWZ(I − Q ) =
0. It follows that
I − Q = (L + −1W)Z(I − Q ) = LZ(I − Q ) = (L + W)Z(I − Q ).
Thus, Z(I − Q ) = (L + W)−1(I − Q ).
Let U be an orthogonal matrix with 1√
N
c as its ﬁrst column. Then
UTLU =
[
0 L¯12
0 L¯22
]
,UTWU =
[
1 W¯12
0 0
]
, and UT (I − Q )U =
[
0 0
0 IN−1
]
, where L¯12, W¯12 are 1 ×
(N − 1)matrices, L¯22 is an (N − 1) × (N − 1)matrixwhose eigenvalues are the non-zero eigenvalues
of L, and IN−1 is the (N − 1) × (N − 1) identity matrix. It is clear then that L¯22 is invertible, and so is
L + W because UT (L + W)U =
[
1 L¯12 + W¯12
0 L¯22
]
, with eigenvalues 1 and the non-zero eigenvalues of
L. Now we have
UTZ(I − Q )U = UT (L + W)−1(I − Q )U =
[
0 −(L¯12 + W¯12)L¯−122
0 L¯
−1
22
]
.
Therefore we see that tr(Z(I − Q )) = tr(L¯−122 ) = ∑Nj=2 μ−1j , and we are done. 
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