Dynamic changes of gene expression reflect an intrinsic mechanism of how an organism responds to developmental and environmental signals. With the increasing availability of expression data across a time^space scale by RNAseq, the classification of genes as per their biological function using RNA-seq data has become one of the most significant challenges in contemporary biology. Here we develop a clustering mixture model to discover distinct groups of genes expressed during a period of organ development. By integrating the density function of multivariate Poisson distribution, the model accommodates the discrete property of read counts characteristic of RNA-seq data. The temporal dependence of gene expression is modeled by the first-order autoregressive process. The model is implemented with the Expectation-Maximization algorithm and model selection to determine the optimal number of gene clusters and obtain the estimates of Poisson parameters that describe the pattern of timedependent expression of genes from each cluster. The model has been demonstrated by analyzing a real data from an experiment aimed to link the pattern of gene expression to catkin development in white poplar. The usefulness of the model has been validated through computer simulation. The model provides a valuable tool for clustering RNA-seq data, facilitating our global view of expression dynamics and understanding of gene regulation mechanisms.
INTRODUCTION
In recent years, next-generation sequencing (NGS) has emerged as a promising technology to greatly accelerate the pace of functional genomics. Among products in NGS fields, RNA-seq has been successfully applied to measure a genome-wide expression level in studies into gene regulation, development or disease. Compared with microarray technology, RNA-seq has advantages exemplified as its high-sensitivity in detecting low expressed genes and its independence on reference genome [1, 2] . It functions as a revolutionizing tool enabling us to understand the intrinsic cellular mechanisms or the environment-induced response mechanisms better [3] . Genes often show different expression abundance between different tissues and can be expressed differently when their surrounding environment vary. Expression changes can also be found in
MeixiaYe is a doctoral student in computational genomics in the Center for Computational Biology, Beijing Forestry University. Her thesis focuses on statistical modeling and clustering of gene expression by RNA-seq. Zhong Wang is a lecturer of statistical genetics in the Center for Computational Biology, Beijing Forestry University. He develops statistical models and software for genetic and genomic mapping of complex traits. Yaqun Wang is a doctoral student in statistics in the Department of Statistics, The Pennsylvania State University. His thesis topic is about the construction of dynamic genetic regulatory networks. Rongling Wu founded the Center for Computational Biology, Beijing Forestry University. He is a professor of biostatistics and bioinformatics at The Pennsylvania State University. His research interest is in statistical genomics and quantitative genetics. different development processes, making the discovery of differentially expressed genes to be of a particular interest [4, 5] . To associate expression profiles with environment changes or some important physiological process, it is interesting to cluster genes on the basis of expression pattern. Genes with a similar expression pattern are often hypothesized to have function dependence and might be coregulated by some common regulatory factors [6, 7] . Genes with known functions in a particular cluster can be a bait to point out a potential role of other function-unknown genes, facilitating the prediction of gene functions. Massive RNA-seq experiments comprising two or more time points that correspond to the development or distinct treatments are powerful for unraveling the intrinsic dynamic regulatory mechanisms [8] . Therefore, statistic models and algorithms for cluster analysis are of significant importance, by assigning genes into different clusters.
Up to now, there have been various computational models developed to cluster dynamic gene expression data but mostly generated by microarray techniques. Microarray data are characterized by a continuous normal distribution. Computational methods used for microarray gene clustering are distance based, e.g. K-means, hierarchical algorithm and the Plaid algorithm [9] [10] [11] [12] [13] [14] [15] . Some authors used mathematical aspects of gene expression dynamics, such as Fourier series, to enhance the biological relevance of clustering algorithms [16, 17] . However, RNA-seq generates a different type of data from continuous microarray data. Gene expression by RNA-seq, defined as the total number of sequencing reads that map to a particular gene [18] , is a discrete and positive variable whose distribution within specific lengths of genes can be modeled by a Poisson function or negative binomial function [19] [20] . To study the transcriptional dynamics of gene expression better, RNA-seq experiments usually involve two or more time points or treatments [21] [22] [23] [24] . Wang et al. [25] proposed a bi-Poisson model for clustering the counts of gene expression under two different environments. However, the models that characterize the temporal pattern of gene expression in a series of time points have not been developed thus far, limiting our understanding of dynamic mechanisms underlying gene expression and regulation [26] .
Here, we develop a new statistical model for clustering time-series gene expression data by RNA-seq. The model is founded on a mixture framework in which each component, represented by a typical cluster of genes, is approximated by the generalized multivariate Poisson distribution of time-course data [27, 28] . Different from discrete treatments, the model takes into account the dependence of gene expression in a subsequent time on that in previous times. We incorporated the first autoregressive [AR (1) ] model into the multivariate Poisson distribution, allowing the covariance structure of gene expression to be structured in a time-series manner. The model is implemented with a twostage Expectation-Maximization (EM) algorithm to obtain the estimates of Poisson parameters that specify time-dependent profiles of gene expression. We provided a procedure of testing biologically relevant hypotheses about gene expression. The model was validated and evaluated by analyzing a real RNA-seq data and through simulation studies. In the Appendix, details about parameter estimation in the EM iteration are given.
MODEL

Multi-Poisson distribution
For a particular transcriptome study, read counts were used as the actual values of gene expression. Suppose there are n genes measured at m successive time points, with the expression level for gene i denoted as y i ¼ (y i1 , y i2 , . . . , y im ) . Let x i denote the latent variables at a particular time point and all pair-wise covariance terms, x ipq , between any two time points, p and q (p < q ¼ 1, . . . , m). Let us first assume that there are four time points. Thus, by considering all x i as independent random Poisson variables, we have the following equation:
The vector y for a particular cluster contains y 1 , . . . ,y m , and the two-way covariance y 12 ,y 13 . . . ,y ðmÀ1Þm between different time points. We use the most commonly used approach, AR (1) , to model the two-way covariance structure between different time points, which assumes a stationary variance (s 2 ) and a correlation parameter (r). That is,
Thus, the distribution of expression for gene i from a particular cluster j (j ¼ 1, . . . ,J) can be written as follows:
Poðx ir jy jr Þ ð 3Þ
where Poðx ir jy jr Þ¼ e Ày jr x ir ! y jr x ir , x r ¼ 0, 1, . . . , y ir ! 0, l is the number of mean value with y j [27] . For each gene, it can arise from one and only one of the total J potential clusters. Therefore, the likelihood of gene expression data with m-dimensional variable can be represented by a mixture-based model
where p ¼ (p i1 ,p i2 , . . . ,p iJ ) is a mixture proportion vector, and sums to 1, and the vector : ¼ (y 1 , . . . ,y m ,r,s 2 ) T contains cluster-specific parameters to estimate.
Implementation of the EM algorithm
The maximum-likelihood estimates can be computed by implementing the EM algorithm. The log likelihood is given by
with derivatives
In E step, we define a posterior probabilities of gene i that belongs to the jth cluster,
In the M step, the proportion of the jth cluster is updated by the following equation:
For the mean and covariance parameters in :, M step was implemented by solving
which is equivalent to making
the estimate unknown parameters : for cluster j.
The estimated : was used to update p j in the M step. The E-and M-steps are iterated until convergence. In the Appendix, a detailed derivation for the M step is given.
Model selection
The pipeline for clustering gene expression dynamics over time allows us to determine an optimal number of gene clusters in terms of their distinct expression dynamics. However, as one of the typical problems in finite mixture modeling, the choice of an optimal number of clustering components is always a controversial issue. Different criteria commonly used are Akaike's information criterion (AIC) and Bayesian information criterion (BIC). As AIC does not take the number of genes into account and often results in an overestimation of cluster number, we implement BIC to identify a specific cluster number. Starting from clustering genes into two groups, the method of BIC exhaustion was applied through increasing the number of gene clusters. A minimum BIC value on an obvious V-shaped or bowl-shaped pattern of the BIC plot corresponds to an optimal cluster number.
Hypothesis tests
After the determination of an optimal cluster number, we hope to answer two questions of fundamental importance. The first is whether genes in a particular cluster j are expressed differentially over time. This can be tested by formulating the following hypotheses: If the null hypothesis is true, genes within cluster j are not differentially expressed over time. Otherwise, they showed different abundance of expression at different stages of developments.
The second is whether two given clusters j and k are expressed interactively over time; i.e. whether their expressions interact with time. This can be tested by the hypotheses:
::,J,j 6 ¼ k:
where c is a constant. The H 0 states that the expression trajectories of cluster j and cluster k are parallel to each other. If H 1 is accepted, this indicates that cluster j and cluster k interact with time to display their expression pattern. Such tests between all possible cluster pairs allow a picture of genedevelopment interactions to be charted. For the hypotheses (10) and (11) mentioned above, the log-likelihood ratio between H 0 and H 1 can be calculated. This statistic follows approximately a chi-square distribution, and should be compared with a critical cutoff of chi-square.
VALIDATION Working example
Chinese white poplar (Populus tomentosa Carr.), natively distributed in a large area of northern China, plays an important role in regional economy and water and soil preservation. As a major tree species of afforestation in the urban areas of Beijing and other northern cities in China, its shortcoming is to spread airborne flying seed hairs in spring, leading to a serious environmental issue. Recently, more attention has been paid to breed a new seed-hairless clone through understanding the genetic regulation guiding the flowering process of P. tomentosa. During the development process of seed hair, RNA samples from three replicates of a P. tomentosa clone were sampled at three key time points, 34, 48, 58 h after the emergence of seed hairs, to measure the expression of genes by RNA-seq. After removal of low-quality raw data, reads were mapped to the genome of Populus trichocarpa using bowtie 0.12.7, thus generating read count data per gene for each sample. A total of 9253 time-series genes were obtained and clustered using the multiPoisson model.
To avoid local optimal solutions with the EM iteration, many sets of different initial values were taken until similar estimates of parameter were obtained. Figure 1 plots the change of BIC value over cluster number, from which an optimal clustering number was identified to be 25.The time-varying mean expression values, as well as r j and s 2 j that specify the longitudinal covariance structure, of the 25 clusters were estimated (Table 1) 21 and 24 showed an extremely low expression over time. In general, the time-dependent pattern of gene expression can be categorized into the following types:
Canalization Some clusters, like 1, 10, 11, are expressed consistently over time. This property of canalization helps the organism to buffer against environmental perturbation during development.
Upregulation
Some clusters increase their expression over time. For example, the expression of cluster 7 has the largest slope of upregulation, which reaches the highest level at time 3 from a relative low abundance during time 1 to 2. A similar abrupt upregulation is also true with cluster 13. Cluster 2, 24 and 16 have pronounced upregulations, although to a much lesser extent.
Downregulation
We also found some clusters, e.g. 8, 15, 21 and 23, which display a decreasing trend with time. However, clusters 15 and 23 exhibit more striking downregulations over time than do clusters 8 and 21.
Up^down or down^up regulation
Some clusters, like 19, first decrease from the first to second timer point (down) and then increases from the second to third time (up). The other cluster, such as 22, displays an inverse pattern (up-down). Table 2 tabulated the results from hypotheses (10), in which the P-values were corrected by using the Bonferroni method. These tests of significance quantify how genes change their expression over time.
Computer simulation
The statistical properties of the model were investigated through simulation studies. By mimicking the above example, we simulated 3000 genes containing 25 clusters, which are expressed at three time points. As seen from Figure 3 , parameters estimated for each cluster at each time point are in good agreement with true values. Table 3 lists the estimated mean expression levels, along with the corresponding standard errors calculated from 200 simulation replicates. All mean expression abundances and proportions for each cluster have been considerably well determined, with the reasonably small standard errors.
As one of the popular clustering algorithms, K-means was used to compare with the new model. A total of 450 genes containing nine clusters were simulated. Table 4 indicates that our modelbased clustering method has a much less number of misclassified genes for all nine distinct clusters than K-means algorithm. Specially, K-means method can only identify seven from nine clusters. Genes from the other two clusters were put into two new clusters, with the mean expression dramatically changed.
DISCUSSION
The use of RNA-seq techniques to quantify gene expression level had received considerable attention in recent years. Expression data collected along a time course may provide a valuable resource to study transcriptional dynamics. Despite a mass of clustering tools developed previously, one significant lack is their incapacity to consider the discrete property of count data, although RNA-seq has increasingly displayed their unparalleled power for genome research. By using the raw count data of RNA-seq, many frontier studies have developed some powerful software for differential expression analysis [4, 5, 29] .
Here we propose a new multivariate Poisson method for clustering the RNA-seq expression data with a time-course experiment design. The developmental process or environmental plasticity of an organism is often accompanied by the drastic change of gene expression. Our model has capitalized on the fundamental property of expression dependence along time, whereas other clustering models can only cluster genes according to profiling changes, leaving the time dependence unsolved. Compared with the conventional analysis of differential expression for RNAseq data, our model can analyze genes at all time points simultaneously, bypassing many sets of pairwise differential expression analysis. It has greatly facilitated inspection of gene dynamic changes from a global view. For genes with an explicit expression curve from a specific cluster, their similar expression trend can be a basis for the postulation that they share a common responsive behavior to a developmental or environmental stimulus. Moreover, the dynamic pattern revealed by our model can be a meaningful guide for the discovery of novel functional genes. Our newly proposed model was validated by analyzing a real RNA-seq data involved in poplar catkin development. The model assigns all genes into one, and only one, of many distinct groups, thus overcoming the problem of gene attribution that exists with a traditional hierarchical clustering method. The mean values estimated for each time point provide a dynamic picture of gene expression facilitating our understanding of biological regulation mechanisms. In addition, by estimating the parameters that specify the longitudinal covariance structure, the pattern of how gene expression at one time point depends on that at previous time points cab be quantified and tested. Comparative analysis through simulation studies suggests that our model can better fit to RNA-seq data than the published ones that do not assume any specific probabilistic distribution (e.g. K-means).
Although experiments designed with a short time course are popular, expression data collected at more time points should have much more potential to reveal the intrinsic regulation of biological processes. The extension of our model to include a long range of time points is statistically straightforward, but technical issues for computing a high-dimensional Poisson distribution could be challenging, deserving further investigation. In addition to the Poisson function, negative binomial distribution, Poisson-Inverse Gaussian or Pólya-Aepplican can also be used to fit a wide diversity of expression profiles [29] [30] [31] [32] . Software that implements different types of distribution function, such as the PoissonTweedie, has been developed [33] . In our package of gene clustering (available on request), all these functions are implemented and compared, allowing the practitioners to choose one that best fit their own data. Gene clustering according to the similarity of expression profiles is an upstream step for biological data mining, but co-expressed genes identified from a wide variety of experimental designs can allow for the construction of gene modules, which may greatly facilitate the prediction of protein-protein interaction and the inference of gene regulatory network [34] . In a recent study, co-expression modules for drought and bacterial stress response were discovered highly conserved in Arabidopsis and rice [35] . There have been computational algorithms available to construct genetic networks from co-expressed genes. Shiraishi etal. [36] proposed a statistical model for jointly clustering and inferring gene networks from temporal expression profiles. Wang et al. [37] integrated mutual information to reconstruct gene regulatory networks. Implemented by gene network reconstruction from co-expressed profiles, our model could afford an unprecedented tool for studies in comparative genomics and physiological genomics.
Key Points
Increasingly available amounts of gene expression by RNA-seq have stimulated the mechanistic exploration of biological phenomena, such as cell and organ development. Efficient statistical modeling and analysis of RNA-seq data are crucial for linking gene expression patterns with biological development. We describe and assess a dynamic model for clustering gene expression profiles into distinct groups in light of their biological relevance and function. 
