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PREFACE
In this Memorandum tha author employs the mathematical technique of dynamic programming to obtain a best-fit approximation to a function that is defined over some given interval. He then describes how this method offers an approach to the handling of a certain type of pattern-recognition problem and to the approximation of optimal control policies.
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SUMMARY
The problem we start with appears to be quite specialized. Given a function u(t) defined over the interval [0,a], we wish to find a polygonal approximation which is a best fit in a mean-square sense. The analytic problem for N is that of minimizing the function N~l .t..,
over the quantities a., b., and t.. Here tg ■ 0,
This can be treated in a number of direct fashions, using search and gradient techniques. We wish, however, to employ dynamic programming, which appears to be superior even in this case, and then gradually to enlarge the scope of the problem until it covers a question in the identification of systems and a version of the general problem of considering suboptimal policies in control processes.
INTRODUCTION
The problem we start with appears to be quite specialized. Given a function u(t) defined over the interval [0,a], we wish to find a polygonal approximation which is a best fit in a mean-square sense. (See Fig. 1 .) The analytic problem for N is that of minimizing the function We could just as easily use
or allow approximation by polynomials of higher degree.
This brings us into contact with the theory of spline approximations, but we shall not pursue that here; see [4] for an extensive set of references.
As soon as we start pursuing the idea of approxi One of the purposes of using suboptimal policies is to bypass some of the analytic and computational difficulties of the original optimization problem. This is particularly the case when we have a control process involving either a high-dimensional state vector, or an infinite-dimensional vector.
In this situation, we can often replace the actual state vector at time t by a record of the control policies used, and thus obtain a more manageable computational algorithm. Furthermore, we can use new types of approximation methods. For a detailed discussion of this technique, see [6] .
