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Let r > 0, n ∈ N,k ∈ N. Consider the delay differential equation
x′(t) = g(x(t− d1(Lxt)), . . . , x(t− dk(Lxt)))
for g : (Rn)k ⊃ V → Rn continuously differentiable, L a continuous
linear map from C([−r, 0],Rn) into a finite-dimensional vectorspace F ,
each dk : F ⊃ W → [0, r], k = 1, . . . ,k, continuously differentiable,
and xt(s) = x(t + s). The solutions define a semiflow of continuously
differentiable solution operators on the submanifold Xf ⊂ C1([−r, 0],Rn)
which is given by the compatibility condition φ′(0) = f(φ) with
f(φ) = g(φ(−d1(Lφ)), . . . , φ(−dk(Lφ))).
We prove that Xf has a finite atlas of at most 2
k manifold charts, whose
domains are almost graphs over X0. The size of the atlas depends solely
on the zerosets of the delay functions dk.
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1 Introduction
For given r > 0 and n ∈ N let Cn = C([−r, 0],Rn) and C1n = C1([−r, 0],Rn)
denote the Banach spaces of continuous and continuously differentiable maps
φ : [−r, 0]→ Rn, respectively, with the norms given by
|φ| = max
−r≤t≤0
|φ(t)| and |φ|1 = |φ|+ |φ′|.
By a solution manifold we mean a set of the form
Xf = {φ ∈ U : φ′(0) = f(φ)}
with a map f : C1n ⊃ U → Rn. Suppose U ⊂ C1n is open, f is continuously
























(e) each derivative Df(φ) : C1n → Rn, φ ∈ U , has a linear extension Def(φ) :
Cn → Rn, and the map
U × Cn 3 (φ, χ) 7→ Def(φ)χ ∈ Rn
is continuous.
Then Xf is a continuously submanifold of codimension n in C
1
n [21, 3]. It
is on such manifolds that differential equations with state-dependent delay, like
for example
x′(t) = g(x(t), x(t− d)), d = ρ(x(t)), (1)
with continuously differentiable functions g : R2 ⊃ V → R and ρ : R → [0, r],
define a semiflow of continuously differentiable solution operators. Equations of
the form (1) have been studied in numerous papers, see [18, 10, 12, 13, 14, 15,
7, 4, 20, 9].
The extension property (e) is a relative of the notion of being almost Fréchet
differentiable which was introduced by Mallet-Paret, Nussbaum, and Paraskevopou-
los in [16].
The present paper is concerned with the nature of solution manifolds which
are associated with systems of differential equations with discrete state-dependent
delays. For these solution manifolds we construct a finite atlas of manifold
charts, whose size does not depend on the number of equations in the system
but on the the zerosets of the delays.
It is convenient to introduce the following terminology, for a continuously
differentiable submanifold X of a Banach space E, an open subset O ⊂ E with
X ∩ O 6= ∅, and a closed subspace H with a closed complementary space. We
say X ∩O is a graph (over H) if there are a closed complementary space Q for
H and a continuously differentiable map γ : H ⊃ dom→ Q with
X ∩ O = {ζ + γ(ζ) ∈ E : ζ ∈ dom}.
X ∩O is called an almost graph (over H) if there is a continuously differentiable
map α : H ⊃ dom→ E with
α(ζ) = 0 on dom ∩ (X ∩ O),
α(ζ) ∈ E \H on dom \ (X ∩ O),
and
X ∩ O = {ζ + α(ζ) ∈ E : ζ ∈ dom}.
A diffeomorphism A : O → E onto an open subset of E is called an almost
graph diffeomorphism (associated with O, X, and H) if
A(X ∩ O) = H ∩A(O)
and
(ag) A(ζ) = ζ on H ∩ (X ∩ O).
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The first one of the previous equations corresponds to what is required locally
for X to be a continuously differentiable submanifold of E. Property (ag) yields
thatX∩O is an almost graph overH. In order to see this, set dom = A(X∩O) =
H ∩ A(O) and define α : H ⊃ dom → E by α(ζ) = A−1(ζ) − ζ. Then X ∩ O
is given by the values A−1(ζ) = ζ + α(ζ), ζ ∈ dom. For ζ ∈ dom ∩ (X ∩ O) ⊂
H ∩ (X ∩ O) property (ag) yields A(ζ) = ζ, hence A−1(ζ) = ζ, and thereby,
α(ζ) = 0. For ζ ∈ dom \ (X ∩O) we have A−1(ζ) ∈ X ∩O and ζ ∈ H. Suppose
α(ζ) ∈ H. Then A−1(ζ) = α(ζ) + ζ ∈ H. Hence A−1(ζ) ∈ H ∩ (X ∩ O). Using
property (ag) we infer ζ = A(A−1(ζ)) = A−1(ζ) ∈ X ∩O which contradicts the
choice of ζ. It follows that α(ζ) ∈ E \H on dom \ (X ∩ O).
As an example for an almost graph diffeomorphism in the plane E = R ·e1⊕
R · e2 let us mention the map A : O → R · e1 + (−1, 1) · e2 given by
O = (0, 2) · S1 \ [0,∞) · e2,
A(x) = (s(y), r − 1)), x = ry, y ∈ S1 \ {e2}, 0 < r < 2,
with the stereographic projection




The map A is an almost graph diffeomorphism associated with its domain O,
X = S1 \ {e2}, and H = R · e1.
The finite atlas obtained in the present paper consists of almost graphs over
the closed subspace
X0 = {φ ∈ C1n : φ′(0) = 0}
of codimension n (a complementary subspace is spanned by the maps φν ∈ C1n,
ν = 1, . . . , n, with components given by φνν(t) = t and φνµ(t) = 0 for ν 6= µ).
Obviously, X0 = Xf for the zero map f : C
1
n 3 φ 7→ 0 ∈ Rn.
The solution manifolds considered in the sequel are given by maps f : U →
Rn which represent the right hand side of systems of the form
x′(t) = g(x(t− d1(Lxt)), . . . , x(t− dk(Lxt))), (2)
with the solution segment xt : [−r, 0]→ Rn, t ∈ R, defined by xt(s) = x(t+ s)
provided [t − r, t] belongs to the domain of the map x. In Eq. (2) L is a
continuous linear map from Cn onto a finite-dimensional vectorspace F (with
the canonical topology), the delay functionals dk, k ∈ {1, . . . ,k} = K, are
continuously differentiable maps from an open set W ⊂ F into the interval
[0, r], and g is a continuously differentiable map from an open set V ⊂ (Rn)k
into Rn. In order that Eq. (2) makes sense we assume that
(V) there exist φ ∈ C1n with Lφ ∈ W and (φ(−d1(Lφ)), . . . , φ(−dk(Lφ))) ∈
V .
With the abbreviation
φ̂ = (φ(−d1(Lφ)), . . . , φ(−dk(Lφ)))
3
we get that
U = {φ ∈ C1n : Lφ ∈W and φ̂ ∈ V } (3)
is non-empty, and Eq. (2) can be written as
x′(t) = f(xt) (4)
with f : U → Rn given by
f(φ) = g(φ̂). (5)
Proposition 2.1 below guarantees that U is an open subset of C1n and that f
is continuously differentiable with property (e). In Proposition 2.3 we obtain
among others Xf 6= ∅, which in combination with the properties of f implies
that Xf is a continuously differentiable submanifold of codimension n in C
1
n.
The proof of Proposition 2.3 relies on Lemma 2.2, which is instrumental also for
the main results in Sections 3 and 4 below. Before describing their content we
introduce some notation related to the zerosets of the delay functions dk. For a
subset J ⊂ K let
WJ = {w ∈W : dj(w) = 0 for j ∈ J and dk(w) > 0 for k ∈ K \ J}.
The sets WJ , J ⊂ K, are mutually disjoint, and
W = ∪J⊂KWJ .




Figure 1: Decomposition of W into the sets W∅ (shaded), W1 and W2 (black
lines), and W{1,2} (the dot) in case K = {1, 2}.
For J ⊂ K the set
W J = {w ∈W : dk(w) > 0 for k ∈ K \ J}
is open in F and contains WJ . Let
UJ = U ∩ L−1(WJ), XfJ = Xf ∩ UJ , and UJ = U ∩ L−1(W J).
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According to the hypothesis (V) at least one of the sets UJ is non-empty. Propo-
sition 2.3 below asserts that XfJ 6= ∅ for J ⊂ K with UJ 6= ∅. Henceforth
Xf = ∪J⊂K:UJ 6=∅XfJ





Figure 2: Decomposition of the solution manifold Xf ⊂ U in case K = {1, 2},
into Xf∅ (black lines), Xf{1} and Xf{2} (small dots), and Xf{1,2} (fat dot).
Section 3 deals with the set XfK in case UK 6= ∅. With the aid of Lemma
2.2 we find a complementary space QK for X0 so that the associated projection
C1n → C1n onto X0 is injective on XfK . In Proposition 3.4 injectivity is extended
to an open neighbourhood of XfK in Xf , under an additional hypothesis. Upon
that we obtain in Theorem 3.5 a diffeomorphism AK : OK → C1n with AK(Xf ∩
OK) = X0 ∩ AK(OK) which on Xf ∩ OK coincides with the said projection.
The map AK is a simple almost graph diffeomorphism.
Section 4 is about XfJ with UJ 6= ∅ for a subset J 6= K of K and requires
more effort. Using Lemma 2.2 we find complementary spaces QJχ for X0, for
each χ ∈ X0 with Lχ ∈ W J . The spaces QJχ yield a map RJ from UJ into
X0 which satisfies R
J(χ) = χ on X0 ∩ UJ (like a projection) and is injective
on XfJ . The same additional hypothesis as in Section 3 allows us to extend
injectivity to a neighbourhood of XfJ in Xf . The map R
J defines a manifold
chart on a smaller neighbourhood NJ ⊂ Xf , which is an almost graph over
X0 (Theorem 4.7). In Theorem 4.8 we obtain an almost graph diffeomorphism
which is associated with an open neighbourhood OJ of XfJ in C1n, and with Xf
and X0, and which coincides with R
J on Xf ∩ OJ ⊂ NJ .
An example from [22] serves to show that unlike Xf ∩ OK from Section 3
the almost graph Xf ∩ OJ from Theorem 4.8, with J 6= K, can in general not
be written as a graph with respect to any direct sum decomposition of C1n into
closed subspaces.
The almost graphs Xf ∩ OJ ⊃ XfJ , J ⊂ K and UJ 6= ∅, are domains of
manifold charts and cover Xf , so we obtain a finite atlas of Xf with size
# {J ⊂ K : UJ 6= ∅} ≤ 2k.
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As for the additional hypothesis used in Sections 3 and 4 each one of the
following three properties is sufficient:
(b) g is bounded,
(d1b) d1(w) = 0 for every w ∈ W , and for every bounded set B ⊂ Rn the
set
{g(v) ∈ Rn : v = (v1, . . . , vk) ∈ V ⊂ (Rn)k and v1 ∈ B}
is bounded,
(J) UJ = U .
Incidentally, notice that in case of property (J) for some subset J ⊂ K the
finite atlas consists of a single chart, and the solution manifold is an almost
graph over X0. If for example no delay vanishes anywhere,
dk(w) > 0 for all w ∈W and k ∈ K,
then we have U∅ = U .
Theorems 3.5, 4.7 and 4.8 apply to Eq. (1), which has the form (2) with
n = 1, r > 0,K = {1, 2}, F = R, and
Lφ = φ(0), d1(w) = 0, d2(w) = ρ(w).
In case ρ(ξ) > 0 everywhere the hypothesis U{1} = U is satisfied. See work of
Stumpf [20] for a particular example. In case the function ρ has zeros and g is
bounded condition (b) is obvious. If ρ has zeros and Eq. (1) has the form
x′(t) = g(x(t), x(t− d)) = a x(t) + h(x(t− d)), d = ρ(x(t)),
with a real parameter a and a bounded continuously differentiable function h
then the hypothesis (d1b) is satisfied.
Another example, not of the form (1), is the equation
x′(t) = g(x(t− 1− δ(x(t) + x(t− 2))))
from [17] with g : R → [−1, 1] and δ : R → [−1, 1] continuously differentiable,
which has the form (2) with n = 1, r = 2, K = {1}, F = R = W , V = R,
Lφ = φ(0) + φ(−2), and d1(w) = 1 + δ(w).
Obviously the hypothesis (b) holds in this case. A further equation of the form
(2) with a single delay but not of the form (1) has been investigated by Kennedy
in [5].
Similarly Theorems 3.5, 4.7 and 4.8 cover systems of the form
x′(t) = h(x(t), x(t− ρ̂1), . . . , x(t− ρ̂m))
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with a real function h and multiple delays which are given by
ρ̂j = ρj(x(0), x(t− σj)) for j = 1, . . . ,m,
with functions ρj : R2 → [0,M ] and reals σj ∈ (0,M ]. These are special cases
of the equations studied by Mallet-Paret, Nussbaum, and Paraskevopoulos in
[16]. Theorems 4.7 and 4.8 also cover the system studied by Lv, Yuan, Pei, and
Li in [11], for which U∅ = U .
Theorem 4.7 contains the result from [22, Theorem 5.1] on solution manifolds
which are almost graphs over X0 as a special case. In order to see this we recall
that in [22] the system
x′ν(t) = g
∗
ν(x1(t), . . . , xn(t), x1(t−δ1(Lxt)), . . . , xn(−δn(Lxt))), ν ∈ {1, . . . , n},
is considered, for L : Cn → F linear and continuous, dim F < ∞, W ⊂ F
open, and the maps δν : W → (0, r], ν = 1, . . . , n, and g∗ : R2n ⊃ V ∗ → Rn
continuously differentiable, under the assumption that there exist φ ∈ C1n with
Lφ ∈W and (φ(0), φ1(−δ1(Lφ)), . . . , φn(−δn(Lφ))) ∈ V ∗. It has the form
x′(t) = f∗(φ)
for f∗ : U∗ → Rn given by
U∗ = {φ ∈ C1n : Lφ ∈W and (φ(0), φ1(−δ1(Lφ)), . . . , φn(−δn(Lφ))) ∈ V ∗},
f∗(φ) = g∗(φ(0), φ1(−δ1(Lφ)), . . . , φn(−δn(Lφ))),
and is Eq. (2) for k = n+ 1 and
d1 = 0,
dν = δν−1 for ν = 2, . . . , n+ 1,
V = {ξ ∈ (Rn)n+1 : (ξ1, ξ21, . . . , ξn+1,n) ∈ V ∗},
g(ξ1, . . . , ξn+1) = g
∗(ξ1, ξ21, . . . , ξn+1,n),
with the components ξµν ∈ R of ξµ ∈ Rn, for µ = 1, . . . , n+ 1 and ν = 1, . . . , n.
We have
U = {φ ∈ C1n : Lφ ∈W and (φ(−d1(Lφ)), φ(−d2(Lφ)), . . . , φ(−dn+1(Lφ) ∈ V }
= {φ ∈ C1n : Lφ ∈W and (φ(0), φ1(−δ1(Lφ)), . . . , φn(−δn(Lφ)) ∈ V ∗}
= U∗
and f(φ) = f∗(φ) on U = U∗. The equation d1 = 0 and positivity of the delay
functions dν = δν−1 for 2 ≤ ν ≤ n+ 1 combined yield
U = UJ for J = {1} ⊂ {1, . . . , n+ 1} = K,
so that the hypothesis (J) in Theorem 4.7 is satisfied.
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One may ask for conditions which ensure that a solution manifold is a graph
over X0. In the sequel this is guaranteed only by Theorem 3.5 in case UK = U ,
where all delays are zero and Eq. (2) reduces to an ordinary differential equation.
For systems in the general form (4) results from [22, Section 2] show that the
solution manifold Xf is a graph over X0 provided f : C
1
n ⊃ dom → Rn is
continuously differentiable, condition (e) is satisfied, and there exists z ∈ (0, r)
so that
f(φ) = f(ψ) for all φ ∈ dom and ψ ∈ dom with φ(t) = ψ(t) on [−r, z] ∪ {0}.
The preceding property generalizes the condition that in a system
x′(t) = g(x(t), x(t−∆2(xt)), . . . , x(t−∆k(xt))),
analogous to Eq. (2) but with more general discrete delays ∆k : C
1
n ⊃ dom →
[0, r], 2 ≤ k ≤ k, all of them are bounded away from zero. The results from
[22, Section 2] apply to the system studied in [11], for example, and show that
in addition to the almost graph representation obtained via Theorem 4.7 the
solution manifold associated with the system from [11] also is a graph over X0.
Another possibility to write a solution manifold Xf as a graph, for contin-
uously differentiable f : C1n ⊃ dom → Rn with property (e) and Def : dom →
Lc(Cn,Rn) bounded, is due to Krisztin and Rezounenko [6, 8], see the proof of
[8, Lemma 1].
Solution manifolds which are graphs occur also in [19, 9].
Notation, preliminaries. For subsets A,B of a vectorspace V over the
field R and for c ∈ V we use the abbreviations
A+ c = {v ∈ V : There exists a ∈ A with v = a+ c},
A+B = {v ∈ V : There exist a ∈ A and b ∈ B with v = a+ b},
R c = {v ∈ V : There exists ξ ∈ R with v = ξc}.
Finite-dimensional vectorspaces are always equipped with the canonical topol-
ogy which makes them topological vectorspaces.
An upper index as in (x1, . . . , xn)
tr ∈ Rn denotes the transpose of the row
vector (x1, . . . , xn). Vectors in Rn which occur as argument of a map are always
written as row vectors. The vectors of the canonical basis of Rn are denoted
by eν , ν ∈ {1, . . . , n}; eνµ = 1 for ν = µ and eνµ = 0 for ν 6= µ, ν and µ in
{1, . . . , n}.
For subsets A ⊂ B of a topological space T we say A is open in B if A is
open with respect to the relative topology on B. Analogously for A closed in
B.
The relation W1 ⊂⊂W2 for open subsets of a finite-dimensional vectorspace
means that the closure W1 of W1 is compact and contained in W2.
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Derivatives and partial derivatives of a map at a given argument are contin-
uous linear maps, indicated by a capital D. In case of real functions on domains
in R and in Rn, φ′(t) = Dφ(t)1 and ∂νg(x) = Dνg(x)1, respectively.
For n = 1 we abbreviate C = C1 and C
1 = C11 .
Let C1n×n = C
1([−r, 0],Rn×n) denote the Banach space of continuously dif-
ferentiable maps from [−r, 0] into the vectorspace Rn×n of n× n-matrices with
real entries which is analogous to the space C1n. For a map A ∈ C1n×n its com-
ponents in C1 are given by Aνµ(t) = (A(t))νµ ∈ R, for ν, µ in {1, . . . , n} and
t ∈ [−r, 0]. The columns of A are the maps Aµ ∈ C1n, µ ∈ {1, . . . , n}, with
components A1µ, . . . , Anµ in C
1.
We define the product of a function φ ∈ C with a vector q = (q1, . . . , qn)tr ∈
Rn as the map φ ·q ∈ Cn with the components q1φ, . . . , qnφ in C. For A ∈ C1n×n
and q ∈ Rn we define their product by





A · Rn = {φ ∈ C1n : There exists q ∈ Rn with φ = A · q}.
The evaluation map
ev : C × [−r, 0] 3 (φ, t) 7→ φ(t) ∈ R
is continuous but not locally Lipschitz. The restricted evaluation map
Ev = ev|(C1 × (−r, 0))
is continuously differentiable with
DEv(φ, t)(χ, s) = D1Ev(φ, t)χ+D2Ev(φ, t)s = χ(t) + φ
′(t)s
for all φ ∈ C1, t ∈ (−r, 0), χ ∈ C1, s ∈ R.
Differentiation ∂ : C1n 3 φ 7→ φ′ ∈ Cn and evaluation ev0 : Cn 3 φ 7→ φ(0) ∈
Rn at t = 0 are continuous linear maps.
The tangent cone of a subset X of a Banach space B at a point x ∈ X is the
set TxX of all tangent vectors c
′(0) = Dc(0)1 ∈ B of continuously differentiable
curves c : J → B, with J ⊂ R an open interval, 0 ∈ J , c(J) ⊂ X, and c(0) = x.
The tangent spaces of a solution manifold Xf = {φ ∈ U : φ′(0) = f(φ)} 6= ∅
associated with a continuously differentiable map f : U → Rn with property (e)
are given by
TφXf = {χ ∈ C1n : χ′(0) = Df(φ)χ}, φ ∈ Xf .
In the sequel a diffeomorphism is a continuously differentiable injective map
with open image whose inverse is continuously differentiable.
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2 The solution manifold
In the following we consider r, n, F, L,k,K,W, dk for k ∈ K,V, and g as in
Section 1, with property (V). The set U is given by Eq. (3), and the map f is
given by Eq. (5).
Proposition 2.1 U is an open subset of C1n, f is continuously differentiable








Proof. 1. On the set U 6= ∅. As the restriction of L to C1n is continuous
we see that the preimage {φ ∈ C1n : Lφ ∈ W} = L−1(W ) ∩ C1n is open in C1n.
Consider the map from this preimage into (Rn)k with the nk components given
by
φν(−dk(Lφ)) = ev(φν ,−dk(Lφ)),
for ν ∈ {1, . . . , n} and k ∈ K. Each of these components is continuous. Conse-
quently the map
L−1(W ) ∩ C1n 3 φ 7→ φ̂ ∈ (Rn)k
is continuous, and it follows that
U = {φ ∈ C1n : Lφ ∈W and φ̂ ∈ V }
= {φ ∈ L−1(W ) ∩ C1n : φ̂ ∈ V }
is open (in L−1(W ) ∩ C1n, in C1n).
2. Let µ ∈ {1, . . . , n}. Proof that the component fµ : C1n ⊃ U → R is
continuously differentiable.
2.1. Let ν ∈ {1, . . . , n} and k ∈ K. We proceed to show that the map hνk :
C1n ⊃ U → R given by hνk(φ) = φν(−dk(Lφ)) is continuously differentiable.
In order to circumvent talking about differentiability of the evaluation map
C1 × [−r, 0] 3 (φ, t) 7→ φ(t) ∈ R, which is not defined on an open subset of a
Banach space, we consider the continuous linear map
C1 3 φ 7→ φ̃ ∈ C1((−r − 1, 1),R)
given by φ̃(t) = φ(t) on [−r, 0], φ̃(t) = φ(−r) + (t + r)φ′(−r) on [−r − 1,−r],
and φ̃(t) = φ(0) + tφ′(0) on [0, 1], and use that the evaluation map
Ev : C1([−r − 1, 1],R)× (−r − 1, 1) 3 (ψ, t) 7→ ψ(t) ∈ R
(which is defined on an open subset of the space C1([−r − 1, 1],R) × R) is
continuously differentiable with
DEv(ψ, t)(χ, s) = χ(t) + ψ′(t)s.
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Notice that for every φ ∈ U ⊂ C1n we have
hνk(φ) = Ev(φ̃ν ,−dk(Lφ)).
The chain rule applies and yields that hνk is continuously differentiable with
Dhνk(φ)χ = χν(−dk(Lφ))− φ′ν(−dk(Lφ))Ddk(Lφ)Lχ
for every φ ∈ U and χ ∈ C1n.
2.2 For every φ ∈ U ,
fµ(φ) = gµ(h11(φ), . . . , hn1(φ); . . . ;h1k(φ), . . . , hnk(φ)).







for every φ ∈ U and χ ∈ C1n.
2.3. The right hand side of the preceding equation also defines linear maps
Defµ(φ) : Cn → R, for φ ∈ U and µ = 1, . . . , n.
3. From Part 2 we infer that the map f is continuously differentiable, and
that Eq. (6) holds. Using the continuity of differentiation ∂ : C1 → C and of
the evaluation map ev : C × [−r, 0]→ R we infer that the map
U × Cn 3 (φ, χ) 7→ Def(φ)χ ∈ Rn
given by the components
(Def(φ)χ)µ = Defµ(φ)χ
is continuous, which means that f has property (e). 
The next lemma, which is a variant of [22, Lemma 4.2], will be instrumental
in the proof of Xf 6= ∅ and in Sections 3 and 4.
Lemma 2.2 Let a continuous linear functional λ : C → R and z ∈ [−r, 0) be
given. There exists φ ∈ C1 with φ′(0) = 1, λφ = 0, and φ(t) = 0 on [−r, z]∪{0}.
The following proof differs slightly from the proof of [22, Lemma 4.2].
Proof of Lemma 2.2. 1. Let Z denote the closed subspace of C1 given by
φ(t) = 0 on [−r, z] ∪ {0}. The restriction λZ of λ to Z is continuous also with
respect to the norm | · |1. The linear map δZ : Z 3 φ 7→ φ′(0) ∈ R is continuous,
and δZψ 6= 0 for some ψ ∈ Z.
2. In case λZ = 0 set φ =
1
ψ′(0)ψ.
3. The case λZ 6= 0.
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3.1. Proof that there exists ψ ∈ λ−1Z (0) \ δ
−1
Z (0). We argue by contradiction
and assume λ−1Z (0) \ δ
−1
Z (0) = ∅. Then λ
−1
Z (0) ⊂ δ
−1
Z (0). As both spaces have
codimension 1 in Z we infer λ−1Z (0) = δ
−1
Z (0). From Part 1, δZψ 6= 0 for some
ψ ∈ Z. It follows that δZψ = r 6= 0 and λZψ = s 6= 0. Using the decomposition
Z = λ−1Z (0)⊕ Rψ = δ
−1
Z (0)⊕ Rψ
we find δZ =
r
sλZ . (Details: For η ∈ Z, η = ζ + tψ with ζ ∈ λ
−1
Z (0) = δ
−1
Z (0)
and t ∈ R, hence













As λZ is continuous with respect to the norm | · | we obtain that for each η ∈ Z
with |η| ≤ 1,










3.2. For ψ ∈ λ−1Z (0) \ δ
−1
Z (0) we have λZψ = 0 6= δZψ = ψ′(0). Set
φ = 1ψ′(0)ψ. Then φ ∈ Z, which means φ ∈ C
1 and φ(t) = 0 on [−r, 0] ∪ {0},
and λφ = 0, and φ′(0) = 1. 
Proposition 2.3 For every J ⊂ K with UJ 6= ∅ we have XfJ 6= ∅, and Xf 6= ∅
is a continuously differentiable submanifold of codimendion n in C1n. For every
φ ∈ Xf ,









Proof. 1. Let J ⊂ K with UJ 6= ∅ be given. Proof of XfJ 6= ∅.
Choose φ ∈ UJ . Then Lφ ∈ WJ and φ̂ ∈ V . Set q = f(φ) − φ′(0), and
z = maxk∈K\J(−dk(Lφ)) if J 6= K, and z = −r/2 if J = K. Then −r ≤ z < 0.
1.1. Let ν ∈ {1, . . . , n} be given. We show that there exist ην ∈ C1 with
ην(0) = 0, η
′
ν(0) = 1, L(ην · eν) = 0, and ην(−dk(Lφ)) = 0 for all k ∈ K. Proof
of this: There is an injective linear map ιnu from the vector space of all values
L(ψ · eν), ψ ∈ C, into R. Apply Lemma 2.2 to the map λ : C → R given by
λψ = ινL(ψ · eν), with z from above. This yields ην ∈ C1 with η′ν(0) = 1,
L(ην · eν) = 0, and ην(t) = 0 on [−r, z] ∪ {0}. It follows that ην(−dj(Lφ)) = 0
for every j ∈ J since dj(Lφ) = 0 for j ∈ J (due to Lφ ∈ WJ). In case J 6= K





qνην · eν .
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We show φ + ψ ∈ XfJ . Observe that Lψ = 0, ψ′(0) = q, and ψ(−dk(Lφ)) = 0
for all k ∈ K. It follows that (φ+ ψ)′(0) = φ′(0) + q = f(φ), and it remains to
deduce φ+ ψ ∈ UJ and f(φ+ ψ) = f(φ). Using L(φ+ ψ) = Lφ ∈WJ we get
φ̂+ ψ = (. . . , (φ+ ψ)(−dk(L(φ+ ψ))), . . .) = (. . . , (φ+ ψ)(−dk(Lφ)), . . .)
= (. . . , φ(−dk(L(φ)) + ψ(−dk(Lφ)), . . .) = (. . . , φ(−dk(L(φ)), . . .)
= φ̂ ∈ V,
hence φ+ ψ ∈ UJ and
f(φ+ ψ) = g(φ̂+ ψ) = g(φ̂) = f(φ).
2. The hypothesis (V) yields UJ 6= ∅ for some J ⊂ K. Consequently, ∅ 6=
XfJ ⊂ Xf . As f is continuously differentiable with property (e) we have from
remarks in Section 1 that Xf 6= ∅ is a continuously differentiable submanifold
of codimension n in C1n.
3. The assertion about the tangent spaces follows from TφXf = {χ ∈ C1n :
χ′(0) = Df(φ)χ} in combination with the formula for the derivatives of the
components of f in Proposition 2.1. 
3 On the subset of disappearing delays
In this section we assume UK 6= ∅. Then XfK is the subset of the solution
manifold on which dk(Lφ) = 0 for all k ∈ K. By Proposition 2.3, XfK 6= ∅.
The first step on the way to a graph representation of a neighbourhood of XfK
in Xf , and upon that to an associated map which is better than an almost graph
diffeomorphism, is a suitable complementary space for X0 in C
1
n. We choose
some z ∈ (−r, 0) and apply Lemma 2.2 as in the proof of Proposition 2.3. This
yields ψν ∈ C1, ν ∈ {1, . . . , n}, with L(ψν · eν) = 0, ψν(0) = 0, and ψ′ν(0) = 1.
We define YK ∈ C1n×n by its columns YKν = ψν · eν ∈ C1n, ν ∈ {1, . . . , n}, set
QK = YK · Rn,
and introduce the map RK : C1n → C1n given by
RKφ = φ− YK · φ′(0) = φ− YK · (ev0∂φ).
RK is linear and continuous.
Proposition 3.1 (i) For every x ∈ Rn,
(YK · x)(0) = 0 ∈ Rn, (7)
(YK · x)′(0) = x, (8)
L(YK · x) = 0 ∈ F. (9)
(ii) dim QK = n, C
1
n = H ⊕ QK , and RK is a projection along QK onto
X0.
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(iii) For every φ ∈ UK and all x ∈ Rn,
φ+ YK · x ∈ UK and f(φ+ YK · x) = f(φ).
Proof. 1. On assertion (i). For every x ∈ Rn,






xνψν · eν .
Use ψν(0) = 0, ψ
′
ν(0) = 1, and L(ψν · eν) = 0 for every ν ∈ {1, . . . , n}.
2. On assertion (ii). For every ν ∈ {1, . . . , n}, (YKν)′(0) = ψ′ν(0)eν = eν .
This implies that the columns YKν ∈ C1n are linearly independent, and it follows
that dim QK = n. For every φ ∈ C1n we have
(RKφ)′(0) = φ′(0)− (YK · φ′(0))′(0) = φ′(0)− φ′(0) = 0,
hence RKC1n ⊂ X0. Also, for φ ∈ X0, RKφ = φ. We infer RKC1n = X0 and
RK ◦RK = RK . So RK is a projection onto X0, with
(RK)−1(0) = {φ ∈ C1n : φ = YK · φ′(0)} ⊂ QK .
For every φ ∈ QK we have φ = YK · x for some x ∈ Rn, and Eq. (8) yields




KC1n ⊕ (RK)−1(0) = X0 ⊕QK .
3. On assertion (iii). Let φ ∈ UK and x ∈ Rn be given. Using assertion
(i) we get (φ + YK · x)(0) = φ(0) and L(φ + YK · x) = Lφ (∈ W ). Hence
L(φ+YK · x) ∈W , and for every k ∈ K, dk(L(φ+YK · x)) = dk(Lφ) = 0 (since
φ ∈ UK). Furthermore, for every k ∈ K,
(φ+ YK · x)(−dk(L(φ+ YK · x))) = (φ+ YK · x)(−dk(L(φ))
= (φ+ YK · x)(0) = φ(0) (with Eq. (7))
= φ(−dk(Lφ)),
which yields ̂φ+ YK · x = φ̂ (∈ V ). Altogether, we get φ+ YK · x ∈ UK and
f(φ+ YK · x) = g( ̂φ+ YK · x) = g(φ̂) = f(φ). 
Proposition 3.2 The restriction of RK to XfK is injective, and for every
φ ∈ XfK the map RK defines an isomorphism from the tangent space TφXf
onto X0.
Proof. 1. On injectivity of RK |XfK . Let φ and ψ in XfK = Xf ∩ UK be
given with RKφ = RKψ. Then
φ− YK · f(φ) = φ− YK · φ′(0) = ψ − YK · ψ′(0) = ψ − YK · f(ψ),
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and in order to obtain φ = ψ it remains to prove f(φ) = f(ψ). We have
φ ∈ XfK ⊂ UK and
ψ = φ+ (ψ − φ) = φ+ YK · (f(ψ)− f(φ)).
Part (iii) of Proposition 3.1 yields f(ψ) = f(φ).
2. Let φ ∈ XfK ⊂ Xf and χ ∈ TφXf be given.
2.1. In order to obtain injectivity of the restriction of RK to TφXf we
consider χ ∈ TφXf with RKχ = 0 and show χ = 0. From RKχ = 0, χ =
YK · χ′(0). Using Eq. (9) we infer, Lχ = 0. By φ ∈ UK , dk(Lφ) = 0 for every
k ∈ K. Using this and Eq. (7) we obtain that for every ν ∈ {1, . . . , n} and for
every k ∈ K,
χν(−dk(Lφ)) = χν(0) = (YK · χ′(0))ν(0) = 0.
Now the representation of TφXf from Proposition 2.3 yields χ
′(0) = 0. Hence
χ = YK · χ′(0) = 0.







∂(k−1)n+νgµ(φ̂)[χν(0)− φ′ν(0)Ddk(Lφ)Lχ], µ ∈ {1, . . . , n},
and
η = χ+ YK · x ∈ C1n.
We have dk(Lφ) = 0 for all k ∈ K due to φ ∈ UK , and (YK · x)(0) = 0 due to
Eq. (7), and (YK · x)′(0) = x due to Eq. (8), and L(YK · x) = 0 due to Eq. (9).










∂(k−1)n+νgµ(φ̂)[(χν + (YK · x)ν)(−dk(Lφ))








which means η ∈ TφXf , according to the representation of TφXf from Proposi-
tion 2.3. Also,
RKη = η − YK · η′(0) = χ+ YK · x− YK · (χ+ YK · x)′(0)
= χ+ YK · x− YK · (0 + x) (with χ′(0) = 0 and Eq. (8))
= χ.
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3. The results from Part 2 in combination with RKC1n ⊂ X0 yield that RK
defines an isomorphism from TφXf onto X0, for φ ∈ XfK . 
Corollary 3.3 For every φ ∈ XfK there is an open neighbourhood Nφ of φ in
Xf so that R
K defines a diffeomorphism from Nφ onto the open neighbourhood
RKNφ of R
Kφ in X0.
Proof. Let φ ∈ XfK be given. Proposition 3.2 in combination with the
Open Mapping Theorem guarantees that DRK(φ) = RK defines a topologi-
cal isomorphism from TφXf onto X0. Therefore the Inverse Mapping Theorem
yields an open neighbourhood Nφ of φ in Xf so that R
K defines a diffeomor-
phism from Nφ onto the open neighbourhood R
KNφ of R
Kφ in X0. 
Proposition 3.4 Suppose that in addition to UK 6= ∅ one of the hypotheses
(b), (d1b), (K) is satisfied.
(i) Then every χ ∈ RKXfK has an open neighbourhood Vχ in X0 so that the




(ii) the restriction of RK to the set
Xf ∩ (∪χ∈RKXfK (R
K)−1(Vχ))
is injective.
Proof. 1. Proof of assertion (i). Suppose the assertion is false. Then there
are χ = RKφ with φ ∈ XfK and sequences of elements ψm 6= ψ̃m, m ∈ N, in
Xf ∩ UK with χm = RKψm = RK ψ̃m → χ as m→∞. For every m ∈ N,
ψm = χm + YK · (ψm)′(0) = χm + YK · f(ψm)
and analogously ψ̃m = χm + YK · f(ψ̃m). By Eq. (7), ψm(0) = χm(0) = ψ̃m(0)
for every m ∈ N.
1.2. We show that there are a strictly increasing sequence (mp)
∞
1 of positive
integers and x, x̃ in Rn so that ψmp → χ + YK · x and ψ̃mp → χ + YK · x̃ as
p→∞.
1.2.1. In case (b) holds the map g is bounded, and f is bounded. The
Bolzano-Weierstraß Theorem yields a convergent subsequence (f(ψα(m)))
∞
1 , with
α : N → N strictly increasing, and upon that a convergent subsequence of
(f(ψ̃α(m)))
∞
1 given by a strictly increasing map β : N → N. Set mp = α(β(p))





1 , respectively. By continuity we get that
ψmp = χmp + YK · f(ψmp)→ χ+ YK · x
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as p→∞. Analogously, ψ̃mp → χ+ YK · x̃ as p→∞.
1.2.2. In case (d1b) holds we have d1(w) = 0 on W , and for every bounded
set B ⊂ Rn the set {g(v) ∈ Rn : v ∈ V and (v1, . . . , vn)tr ∈ B} is bounded.
From limm→∞ χm = χ and ψm(0) = χm(0) for all m ∈ N we get that the set
B = {ψm(0) ∈ Rn : m ∈ N}
is bounded. Using d1(w) = 0 on W we see that for every m ∈ N
f(ψm) = g(ψ̂m)
= g(ψm(−d1(Lψm)), ψm(−d2(Lψm)), . . . , ψm(−dk(Lψm)))
= g(ψm(0), ψm(−d2(Lψm)), . . . , ψm(−dk(Lψm)))
is contained in the set {g(v) ∈ Rn : v ∈ V and (v1, . . . , vn)tr ∈ B}, which is
bounded due to the hypothesis. Analogously the set {f(ψ̃m) ∈ Rn : m ∈ N} is
bounded. Proceed as in Part 1.2.1, beginning with applications of the Bolzano-
Weierstraß Theorem.
1.2.3. In case UK = U we get ψm ∈ UK ⊂ U = UK for every m ∈ N,
and Proposition 3.1 (iii) yields χm = ψm − YK · ψ′m(0) ∈ UK and f(χm) =
f(ψm) = ψ
′
m(0) for every m ∈ N. Analogously, χ = RKφ = φ− YK · φ′(0) with
φ ∈ XfK ⊂ UK belongs to UK = U . By continuity, f(χm)→ f(χ) as m→∞.
It follows that
ψm = χm + YK · f(ψm)→ χ+ YK · f(χ)
as m → ∞. Analogously, ψ̃m → χ + YK · f(χ) as m → ∞. Set mp = p for all
p ∈ N and x = x̃ = f(χ) ∈ Rn.
1.3. For ψ = χ+ YK · x we show ψ ∈ XfK and RKψ = χ.
1.3.1. Proof of ψ ∈ UK . By Eqs. (7) and (9), ψ(0) = χ(0) = φ(0) and
Lψ = Lχ = Lφ ∈ W . From φ ∈ XfK ⊂ UK we obtain Lφ ∈ WK , so for every
k ∈ K, dk(Lψ) = dk(Lφ) = 0, hence
ψ(−dk(Lψ)) = ψ(0) = φ(0) = φ(−dk(Lφ)),
or ψ̂ = φ̂ ∈ V , and thereby, ψ ∈ U . As Lψ = Lφ ∈WK we also obtain ψ ∈ UK .
1.3.2. Using Xf 3 ψmp → ψ ∈ UK for p → ∞ and the fact that Xf is
closed in U we infer ψ ∈ Xf ∩ UK = XfK . Using Eqs. (9) and (8), and
χ ∈ X0, we obtain from the definition ψ = χ + YK · x that Lψ = Lχ and
ψ′(0) = χ′(0) + x = x. Hence RKψ = ψ − YK · ψ′(0) = ψ − YK · x = χ.
1.4. Set ψ̃ = χ + YK · x̃. Part 1.3 with x̃ in place of x yields ψ̃ ∈ XfK and
RK ψ̃ = χ. By Proposition 3.2 the restriction of RK to XfK is injective, hence
ψ = ψ̃ = φ. For p ∈ N sufficiently large we obtain ψmp ∈ Nφ and ψ̃mp ∈ Nφ,
and arrive at a contradiction to the injectivity of RK on Nφ.
2. On assertion (ii). Let φ and ψ in
Xf ∩ (∪χ∈RKXfK (R
K)−1(Vχ))
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be given with RKφ = RKψ. RKφ is contained in Vχ for some χ ∈ RKXfK ,
and RKψ = RKφ is contained in the same set Vχ. Or, both φ and ψ belong to
Xf ∩ (RK)−1(Vχ). Part (i) yields φ = ψ. 
Theorem 3.5 Suppose UK 6= ∅ and that one of the hypotheses (b), (d1b), (K)
is satisfied.
(i) Then there exists an open neighbourhood NK of XfK in Xf so that
the projection RK defines a diffeomorphism RK from NK onto the open subset
RKNK of X0, and NK is a graph over X0.
(ii) The continuously differentiable map AK : OK → C1n given by
OK = (RK)−1(RKNK) and AK(φ) = φ− (id−RK)(R−1K (R
Kφ))
defines a diffeomorphism onto OK with
AK(Xf ∩ OK) = X0 ∩AK(OK)
and
AK(φ) = R
Kφ on Xf ∩ OK = NK , AK(χ) = χ on X0 ∩ (Xf ∩ OK).
The map AK is an almost graph diffeomorphism, of course, with associated
manifold chart RK .
Proof of Theorem 3.5. 1. On assertion (i). Recall the neighbourhoods Nφ
from Corollary 3.3 and the neighbourhoods Vχ from Proposition 3.4. The set
NK = ∪φ∈XfK (Nφ ∩ (RK)−1(VRKφ))
is open in Xf and contains XfK . Due to Proposition 3.4 (ii) the restriction of
RK to NK is injective. Corollary 3.3 shows that locally this restriction is given
by diffeomorphisms onto open subsets of the space X0. It follows easily that
RK defines a diffeomorphism RK from the open subset NK of Xf onto the open
subset RKNK of X0.
Using that RK is a projection onto X0 one finds that NK is the set of all
φ = R−1K (χ) = R
K(R−1K (χ)) + (id−R
K)(R−1K (χ)), χ ∈ R
KNK ,
with (id−RK)(R−1K (χ)) ∈ QK . This means that NK is a graph over X0.
2. Proof of Xf ∩ OK = NK . The inclusion NK ⊂ Xf ∩ OK is obvious from
NK ⊂ Xf and
NK ⊂ (RK)−1(RKNK) = OK .
In order to show the reverse inclusion Xf ∩OK ⊂ NK let φ ∈ Xf ∩OK be given.
Then
RKφ ∈ RKNK ,
or, RKφ = RKψ for some




RKφ = RKψ ∈ Vη for some η ∈ RKXfK ,
or, φ ∈ (RK)−1(Vη). It follows that both φ and ψ belong to the set Xf ∩
(RK)−1(Vχ)), and R
Kφ = RKψ. Using Proposition 3.4 (i) we infer φ = ψ ∈ NK .
3. The set OK is open in C1n and the map AK : OK → C1n is continuously
differentiable, as well as the map BK : OK → C1n given by BK(ψ) = ψ + (id−
RK)(R−1K (R
Kψ)).
Proof of AK(OK) ⊂ OK . Let ψ = AK(φ) with φ ∈ OK be given. Then
RKψ = RK(φ− (id−RK)(R−1K (R
Kφ))) = RKφ
(since RK ◦ (id−RK) = 0)
∈ RKNK
which means AK(φ) = ψ ∈ OK .
Analogously, BK(OK) ⊂ OK .
Proof of BK(AK(φ)) = φ on OK . For φ ∈ OK and ψ = AK(φ),
RKψ = RK(φ−(id−RK)((RK)−1(RKφ))) = RKφ (since RK◦(id−RK) = 0),
hence
BK(AK(φ)) = ψ + (id−RK)(R−1K (R
Kψ))
= [φ− (id−RK)(R−1K (R
Kφ))] + (id−RK)(R−1K (R
Kψ))
= [φ− (id−RK)(R−1K (R
Kφ))] + (id−RK)(R−1K (R
Kφ)) = φ.
Analogously, AK(BK(η)) = η on OK . It follows that AK defines a diffeo-
morphism from OK onto OK .
4. On Xf ∩ OK = NK we have φ = R−1K (RKφ), hence
AK(φ) = φ− (id−RK)(R−1K (R
Kφ)) = φ− (id−RK)φ = RKφ.
For ζ ∈ X0 ∩ (Xf ∩ OK) we infer
AKζ = R
Kζ = ζ
since RK is a projection onto X0.
5. Proof of AK(Xf ∩ OK) = X0 ∩ AK(OK). We have AK(Xf ∩ OK) =
AK(NK) = R
KNK ⊂ X0 and AK(Xf∩OK) ⊂ AK(OK), hence AK(Xf∩OK) ⊂
X0 ∩ AK(OK). Conversely, for χ ∈ X0 ∩ AK(OK) we have χ = RKχ with
χ ∈ AK(OK) = OK = (RK)−1(RKNK), hence RKχ = RKη for some η ∈ NK ,
and it follows that χ = RKχ = RKη = AK(η) ∈ AK(NK). Consequently,
X0 ∩AK(OK) ⊂ AK(NK) = AK(Xf ∩ OK). 
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4 Almost graph diffeomorphisms
In this section we consider a subset J 6= K of K with UJ 6= ∅. Then XfJ 6= ∅,
due to Proposition 2.3. We construct a map RJ : UJ → C1n which defines a
manifold chart for Xf on an almost graph containing XfJ , and obtain finally an
almost graph diffeomorphism on a neighbourhood of XfJ in C
1
n which coincides
with RJ on the part of Xf in this neighbourhood. In contrast to R
K from
Section 3 the map RJ will in general not be a (restricted) projection.
The construction of RJ relies on spaces QJχ ⊂ C1n complementary to X0,
for χ ∈ X0 with Lχ ∈ W J . The next proposition is an adaptation of [22,
Proposition 4.3] which prepares the choice of the spaces QJχ. Its proof makes
use of Lemma 2.2.
Proposition 4.1 Let a finite-dimensional vectorspace F , a continuous linear
map λ : C → R, a non-empty open subset W ⊂ F , and a continuous function
d : W → (0, r] be given. Then there exists a continuously differentiable map
y :W → C1 such that for every w ∈ W we have
y(w)(0) = 0, (10)
(y(w))′(0) = 1, (11)
λ(y(w)) = 0, (12)
and
y(w)(t) = 0 for − r ≤ t ≤ −d(w). (13)
Proof. 1. Let F , λ : C → R, W ⊂ F , and d :W → (0, r] be given.
2. The case 0 < dim F . There are sequences of open subsets Wm0,Wm1,Wm
of W with
Wm ⊂⊂Wm+1,0 and ∅ 6= Wm0 ⊂⊂Wm1 ⊂⊂Wm for every m ∈ N
and W =
⋃
m∈NWm. The minima dm = minw∈Wm d(w) form a decreasing
sequence of positive real numbers. For every m ∈ N we apply Lemma 2.2 (with
z = −dm/2) and obtain ψm ∈ C1 with λψm = 0, ψm(t) = 0 on [−r,−dm]∪{0},
and ψ′m(0) = 1. We also choose continuously differentiable functions
am :W → [0, 1]
with am(w) = 0 on Wm0 and am(t) = 1 on W \Wm1 for every m ∈ N, and
define
ε1 : W1 → C1
by ε1(w) = ψ1 + a1(w)[ψ2 − ψ1], and for every integer m ≥ 2,
εm : Wm \Wm−1,1 → C1
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by εm(w) = ψm + am(w)[ψm+1 − ψm]. Each map εm is continuously differen-
tiable, the domains of εm and εp with |m − p| > 1 are disjoint, and for every
integer m ≥ 2 we have
εm(w) = ψm = εm−1(w)
on the intersection Wm−1 \Wm−1,1 of the domains of εm and εm−1. The equa-
tions
y(w) = ε1(w) on W1 and y(w) = εm(w) on Wm \Wm−1,1
for integers m ≥ 2 define a continuously differentiable map y : W → C1 which
obviously satisfies the equations (10)-(12) for every w ∈ W.
Proof of Eq. (13). For w ∈ W1, d(w) ≥ d1 ≥ d2, and we obtain for
−r ≤ t ≤ −d(w) that t ≤ −d1 ≤ −d2. Consequently, ψ1(t) = 0 = ψ2(t), and
thereby,
y(w)(t) = ε1(w)(t) = ψ1(t) + a1(w)[ψ2(t)− ψ1(t)] = 0.
For w ∈ W \W1 there is an integer m ≥ 2 with
w ∈Wm \Wm−1 ⊂Wm \Wm−1,1.
For t ∈ [−r,−d(w)] we have −r ≤ t ≤ −d(w) ≤ −dm ≤ −dm+1, hence ψm(t) =
0 = ψm+1(t), and it follows that
y(w)(t) = εm(w)(t) = ψm(t) + am(w)[ψm+1(t)− ψm(t)] = 0.
3. The case F = {0}. Then W = {0}. An application of Lemma 2.2
with z = −d(0) yields φ ∈ C1 with λφ = 0, φ′(0) = 1, and φ(t) = 0 on
[−r,−d(0)] ∪ {0}. Set y(0) = φ. 
In order to apply Proposition 4.1 set F = F and observe that W J 6= ∅, due
to UJ ⊃ UJ 6= ∅. Set W = W J and d = dJ with
dJ : W J 3 w 7→ min
k∈K\J
dk(w) ∈ (0, r].
Let ν ∈ {1, . . . , n}. Choose an injective linear map ιν from the vectorspace of
all values L(φ · eν), φ ∈ C, into R, consider the continuous linear map
λν : C 3 φ 7→ ινL(φ · eν) ∈ R




yJν(w)(0) = 0, (yJν(w))
′(0) = 1, L(yJν(w) · eν) = 0
and
yJν(w)(t) = 0 on [−r,−dJ(w)]
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for all w ∈W J . The relations
YJ(w) = (yJ1(w) · e1, . . . , yJn(w) · en) ∈ C1n×n, w ∈W J ,
define a continuously differentiable map
YJ : W
J → C1n×n
with diagonal coefficients of YJ(w), w ∈ W J , given by yJν(w), ν ∈ {1, . . . , n},
and all off-diagonal coefficients equal to 0 ∈ C1.
Proposition 4.2 (i) For every w ∈W J and x ∈ Rn,
(YJ(w) · x)(0) = 0 ∈ Rn, (14)
(YJ(w) · x)′(0) = x ∈ Rn, (15)
L(YJ(w) · x) = 0 ∈ F, (16)
and for every k ∈ K \ J,
(YJ(w) · x)(t) = 0 on [−r,−dk(w)]. (17)
(ii) For all w ∈W J , w̃ ∈ F , and x ∈ Rn,
((DYJ(w)w̃) · x)(0) = 0 ∈ Rn, (18)
((DYJ(w)w̃) · x)′(0) = 0 ∈ Rn, (19)
L((DYJ(w)w̃) · x) = 0 ∈ F. (20)
(iii) For every w ∈W J , dim YJ(w) · Rn = n and
C1n = X0 ⊕ YJ(w) · Rn.
(iv) For every φ ∈ UJ and x ∈ Rn,
φ+ YJ(Lφ) · x ∈ UJ and f(φ+ YJ(Lφ) · x) = f(φ).
Proof. 1. On assertion (i). Let w ∈ W J and x ∈ Rn be given. The map
YJ(w) · x ∈ C1n has the components xνyJν(w) ∈ C1, ν ∈ {1, . . . , n}. Now the
equations (14) and (15) are obvious. For Eq. (16), observe









xνL(yJν(w) · eν) = 0.
Finally, let also k ∈ K \ J and t ∈ [−r,−dk(w)] be given. For the components
(xνyJν(w))(t), ν ∈ {1, . . . , n}, of (YJ(w) · x)(t) ∈ Rn we use yJν(w)(t) = 0 on
[−r,−dJ(w)] ⊃ [−r,−dk(w)], and obtain Eq. (17).
2. On assertion (ii). Let x ∈ Rn be given. Due to Eqs. (14)-(16) we have
ev0(YJ(w) · x) = 0 ∈ Rn,
ev0∂(YJ(w) · x) = x ∈ Rn,
L(YJ(w) · x) = 0 ∈ F
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for every w ∈ W J . Use that ev0, ∂, and the inclusion map C1n → Cn are
linear and continuous, and that the map YJ is continuously differentiable, and
differentiate with respect to w ∈W J .
3. On assertion (iii). Let w ∈ W J be given. The columns yJν(w) · eν ∈ C1n
of YJ(w) are linearly independent. This yields dim YJ(w) · Rn = n. For φ ∈
X0 ∩ YJ(w) · Rn we have φ′(0) = 0 and φ =
∑n
ν=1 xνyJν(w) · eν = YJ(w) · x
with some x ∈ Rn. Eq. (15) yields φ′(0) = x. Hence x = 0, and thereby, φ = 0.
Therefore the sum X0+YJ(w) ·Rn is direct. As X0 has codimension n we obtain
the desired direct sum decomposition of C1n.
4. On assertion (iv). Let φ ∈ UJ and x ∈ Rn. Then Lφ ∈ WJ ⊂ W J .
Set ψ = φ + YJ(Lφ) · x. From Eqs. (14) and (16) we get ψ(0) = φ(0) and
Lψ = Lφ (∈WJ). For j ∈ J we infer dj(Lψ) = dj(Lφ) = 0, and for k ∈ K \ J
we get dk(Lψ) = dk(Lφ) > 0. Consequently,
ψ(−dj(Lψ)) = ψ(0) = φ(0) = φ(−dj(Lφ)) for every j ∈ J.
From Eq. (17) we have (YJ(Lφ) · x)(−dk(Lφ)) = 0 for k ∈ K \ J and obtain
ψ(−dk(Lψ)) = ψ(−dk(Lφ)) = φ(−dk(Lφ)) for k ∈ K \ J.
It follows that ψ̂ = φ̂ ∈ V . Hence ψ ∈ UJ and
f(ψ) = g(ψ̂) = g(φ̂) = f(φ). 
For each χ ∈ X0 with Lχ ∈W J the space
QJχ = YJ(Lχ) · Rn
is complementary to X0 in C
1
n, by Proposition 4.2 (iii). Notice that LU
J ⊂W J .
The map
RJ : UJ 3 φ 7→ φ− YJ(Lφ) · φ′(0) ∈ C1n
has range in X0, due to Eq. (15), and satisfies
RJ(χ) = χ for every χ ∈ X0 ∩ UJ .
Proposition 4.3 The map RJ is continuously differentiable with
DRJ(φ)χ = χ−DYJ(Lφ)Lχ · φ′(0)− YJ(Lφ) · χ′(0)
for every φ ∈ UJ and χ ∈ C1n.
Proof. The map
B : C1n×n × Rn 3 (A, x) 7→ A · x ∈ C1n
is bilinear and continuous, hence continuously differentiable with
DB(A, x)(Ã, x̃) = B(Ã, x) +B(A, x̃)
23
for all A ∈ C1n×n, x ∈ Rn, Ã ∈ C1n×n, x̃ ∈ Rn. For every φ ∈ UJ the term
φ− RJ(φ) equals B((YJ ◦ L)(φ), ev0∂φ). By the chain rule we infer that RJ is
continuously differentiable with
DRJ(φ)χ = χ−DB(YJ(Lφ), φ′(0))(DYJ(Lφ)Lχ, χ′(0))
= χ−DYJ(Lφ)Lχ · φ′(0)− YJ(Lφ) · χ′(0)
for all φ ∈ UJ and χ ∈ C1n. 
Proposition 4.4 The restriction of RJ to XfJ is injective, and for every φ ∈
XfJ the derivative DR
J(φ) defines an isomorphism from TφXf onto X0.
Proof. 1. On the statement concerning RJ . Let ψ and φ in XfJ be given
with RJ(ψ) = RJ(φ). Then
ψ−YJ(Lψ) ·f(ψ) = ψ−YJ(Lψ) ·ψ′(0) = φ−YJ(Lφ) ·φ′(0) = φ−YJ(Lφ) ·f(φ),
and Eq. (16) yields Lψ = Lφ. It follows that
ψ = φ− YJ(Lφ) · f(φ) + YJ(Lψ) · f(ψ) = φ+ YJ(Lφ) · [f(ψ)− f(φ)].
We observe φ ∈ XfJ ⊂ UJ , apply Proposition 4.2 (iv), and obtain f(ψ) = f(φ),
which yields ψ = φ+ 0 = φ.
2. On the derivative. Let φ ∈ XfJ be given. By Proposition 2.3, χ ∈ C1n









2.1. In order to show injectivity of DRJ(φ) on TφXf let χ ∈ TφXf with
DRJ(φ)χ = 0 be given. Using Proposition 4.3 we infer
χ = DYJ(Lφ)Lχ · φ′(0) + YJ(Lφ) · χ′(0).
Using Eqs. (18),(14),(20),(16) we obtain χ(0) = 0 and Lχ = 0. By Lχ = 0,
χ = 0 + YJ(Lφ) · χ′(0).
As φ ∈ XfJ ⊂ UJ we have Lφ ∈WJ , hence dj(Lφ) = 0 for j ∈ J , and thereby,
χ(−dj(Lφ)) = χ(0) = 0 for all j ∈ J.
For k ∈ K \ J we apply Eq. (17) with Lφ ∈WJ ⊂W J and get
χ(−dk(Lφ)) = (YJ(Lφ) · χ′(0))(−dk(Lφ)) = 0.
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Using χ(−dk(Lφ)) = 0 for all k ∈ K and Lχ = 0 we obtain from Eq. (21) that









hence χ = YJ(Lφ) · χ′(0) = 0.













∂(j−1)n+νgµ(φ̂){[η + [(DYJ(Lφ)Lη) · φ′(0)]ν(−dk(Lφ))
−(φν)′(−dk(Lφ))Ddk(Lφ)Lη} (22)
for µ ∈ {1, . . . , n} and set
χ = η + (DYJ(Lφ)Lη) · φ′(0) + YJ(Lφ) · x. (23)
Then
χ(0) = η(0) (by Eqs. (18) and (14)), (24)
χ′(0) = x (by Eqs. (19) and (15) and η′(0) = 0), (25)
Lχ = Lη (by Eqs. (20) and (16)). (26)
It follows that
DRJ(φ)χ = χ− (DYJ(Lφ)Lχ)) · φ′(0)− YJ(Lφ) · χ′(0)
= χ− (DYJ(Lφ)Lη)) · φ′(0)− YJ(Lφ) · x
= η.
In order to show χ ∈ TφXf we verify Eq. (21). Let µ ∈ {1, . . . , n} be given.
Observe that
0 = dj(Lφ) for j ∈ J, (27)
due to φ ∈ XfJ ⊂ UJ . From Eq. (17) we get
0 = (YJ(Lφ) · x)(−dk(Lφ)) for k ∈ K \ J
which in combination with Eq. (23) yields
[ην + [(DYJ(Lφ)Lη) · φ′(0)]ν ](−dk(Lφ)) = χν(−dk(Lφ)) (28)
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for all k ∈ K \ J and ν ∈ {1, . . . , n}. We infer
(χµ)
























which is Eq. (21). 
As in the proof of Corollary 3.3 we infer the following.
Corollary 4.5 For every φ ∈ XfJ there is an open neighbourhood Nφ ⊂ UJ ∩
Xf of φ in Xf so that R
J defines a diffeomorphism from Nφ onto the open
neighbourhood RJ(Nφ) of R
J(φ) in X0.
Proposition 4.6 Suppose that in addition to UJ 6= ∅ for J ⊂ K with J 6= K
one of the hypotheses (b), (d1b), (J) is satisfied.
(i) Then every χ ∈ RJ(XfJ) has an open neighbourhood Vχ in X0 so that




(ii) the restriction of RJ to the subset
Xf ∩ (∪χ∈RJ (XfJ )(R
J)−1(Vχ))
of Xf ∩ UJ is injective.
Proof. 1. Suppose assertion (i) is false. Then there are χ = RJ(φ) with
φ ∈ XfJ and sequences of elements ψm 6= ψ̃m, m ∈ N, in Xf ∩ UJ with
χm = R
J(ψm) = R
J(ψ̃m)→ χ as m→∞. For every m ∈ N,
ψm = χm + YJ(Lψm) · (ψm)′(0) = χm + YJ(Lψm) · f(ψm)
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and analogously ψ̃m = χm + YJ(Lψ̃m) · f(ψ̃m). By Eq. (14), ψm(0) = χm(0) =
ψ̃m(0) for every m ∈ N. By Eq. (16), Lψm = Lχm = Lψ̃m for every m ∈ N.
Using this and limm→∞ χm = χ and continuity of L we obtain
Lψm = Lχm → Lχ and Lψ̃m = Lχm → Lχ as m→∞.
1.1. We show that there are a strictly increasing sequence (mp)
∞
1 of positive
integers and x, x̃ in Rn so that ψmp → χ+YJ(Lχ) ·x and ψ̃mp → χ+YJ(Lχ) · x̃
as p→∞.
1.1.1. If (b) holds then g is bounded, and f is bounded. The Bolzano-
Weierstraß Theorem yields a convergent subsequence (f(ψα(m)))
∞
1 , with α :
N→ N strictly increasing, and upon that a convergent subsequence of (f(ψ̃α(m)))∞1
given by a strictly increasing map β : N→ N. Set mp = α(β(p)) for p ∈ N and
let x ∈ Rn and x̃ ∈ Rn denote the limits of the subsequences (f(ψmp))∞1 and
(f(ψ̃mp))
∞
1 , respectively. By continuity we get that
ψmp = χmp +YJ(Lψmp) · f(ψmp) = χmp +YJ(Lχmp) · f(ψmp)→ χ+YJ(Lχ) ·x
as p→∞. Analogously, ψ̃mp → χ+ YJ(Lχ) · x̃ as p→∞.
1.1.2. If (d1b) holds then d1(w) = 0 on W and for every bounded set
B ⊂ Rn the set {g(v) ∈ Rn : v ∈ V and (v1, . . . , vn)tr ∈ B} is bounded. From
limm→∞ χm = χ and ψm(0) = χm(0) for all m ∈ N we get that the set
B0 = {ψm(0) ∈ Rn : m ∈ N}
is bounded. Using d1(w) = 0 on W we see that for every m ∈ N
f(ψm) = g(ψ̂m)
= g(ψm(−d1(Lψm)), ψm(−d2(Lψm)), . . . , ψm(−dk(Lψm)))
= g(ψm(0), ψm(−d2(Lψm)), . . . , ψm(−dk(Lψm)))
is contained in the set {g(v) ∈ Rn : v ∈ V and (v1, . . . , vn)tr ∈ B0}, which is
bounded due to the hypothesis. Analogously the set {f(ψ̃m) ∈ Rn : m ∈ N} is
bounded. Proceed as in Part 1.1.1, beginning with applications of the Bolzano-
Weierstraß Theorem.
1.1.3. In case UJ = U we get ψm ∈ UJ ⊂ U = UJ for every m ∈ N, and
Proposition 4.2 (iv) yields χm = ψm − YJ(Lψm) · f(ψm) ∈ UJ and f(χm) =
f(ψm) for every m ∈ N. Proposition 4.2 (iv) applied to φ ∈ UJ gives χ =
RJ(φ) = φ − YJ(Lφ) · φ′(0) ∈ UJ . Now continuity yields f(χm) → f(χ) as
m→∞, and it follows that
ψm = χm + YJ(Lχm) · f(χm)→ χ+ YJ(Lχ) · f(χ)
as m→∞. Analogously, ψ̃m → χ+ YJ(Lχ) · f(χ) as m→∞. Set mp = p for
all p ∈ N and x = x̃ = f(χ) ∈ Rn.
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1.2. For ψ = χ+ YJ(Lχ) · x we show ψ ∈ XfJ and RJ(ψ) = χ.
1.2.1. Proof of ψ ∈ UJ . By Eqs. (14) and (16), ψ(0) = χ(0) = φ(0) and
Lψ = Lχ = Lφ ∈ W . From φ ∈ XfJ ⊂ UJ we obtain Lφ ∈ WJ , so for every
j ∈ J , dj(Lψ) = dj(Lφ) = 0, hence
ψ(−dj(Lψ)) = ψ(0) = φ(0) = φ(−dj(Lφ)).
For k ∈ K \ J we use Lχ = Lφ ∈ WJ ⊂ W J and apply Eq. (17) to w = Lχ ∈
W J . This yields
(Yj(Lχ) · x)(−dk(Lχ)) = 0,
hence
ψ(−dk(Lχ)) = χ(−dk(Lχ)).
Similarly, by RJ(φ) = χ and Eq. (17),
φ(−dk(Lφ)) = χ(−dk(Lφ)).
It follows that
ψ(−dk(Lψ)) = ψ(−dk(Lχ)) = χ(−dk(Lχ)) = χ(−dk(Lφ)) = φ(−dk(Lφ)).
Altogether, ψ̂ = φ̂ ∈ V , and thereby, ψ ∈ U . As Lψ = Lφ ∈WJ we also obtain
ψ ∈ UJ .
1.2.2. UsingXf 3 ψmp → ψ ∈ UJ for p→∞ and the fact thatXf is closed in
U we infer ψ ∈ Xf ∩UJ = XfJ . Using Lψ ∈WJ ⊂W J , the equations (16) and
(15), and χ ∈ X0 we obtain from the definition ψ = χ+YJ(Lχ) ·x the relations
Lψ = Lχ and ψ′(0) = χ′(0) + x = x. Hence RJ(ψ) = ψ − YJ(Lψ) · ψ′(0) =
ψ − YJ(Lχ) · x = χ.
1.3. Set ψ̃ = χ+YJ(Lχ) · x̃. Part 1.2 with x̃ in place of x yields ψ̃ ∈ XfJ and
RJ(ψ̃) = χ. By Proposition 4.4 the restriction of RJ to XfJ is injective, hence
ψ = ψ̃ = φ. For p ∈ N sufficiently large we obtain ψmp ∈ Nφ and ψ̃mp ∈ Nφ,
and arrive at a contradiction to Corollary 4.5 which guarantees the injectivity
of RJ on Nφ.
2. Proof of assertion (ii). Let φ and ψ in
Xf ∩ (∪χ∈RJ (XfJ )(R
J)−1(Vχ))
be given with RJ(φ) = RJ(ψ). RJ(φ) is contained in Vχ for some χ ∈ RJ(XfJ),
and RJ(ψ) = RJ(φ) is contained in the same set Vχ. Or, both φ and ψ belong
to Xf ∩ (RJ)−1(Vχ). Assertion (i) yields φ = ψ. 
The next result establishes that RJ defines a manifold chart for the solution
manifold Xf , on a domain which contains the set XfJ and is an almost graph
over X0. This is parallel to a part of the assertions of Theorem 3.5, and the
proof of Theorem 4.7 below follows its counterpart in Section 3, up to changes
due to the fact that unlike RK in Section 3 the map RJ for J 6= K with UJ 6= ∅
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can not be assumed to be the restriction of some projection onto X0. The
example from [22, Section 3] shows that this complication is not a deficiency
caused by the construction of RJ , and that we can not expect a neighbourhood
of XfJ in Xf to be a graph over X0. In case of the example we have, in present
terminology, U∅ = U , and Xf∅ = Xf ∩ U∅ = Xf has no graph representation
with respect to any direct sum decomposition of C1n into closed subspaces. This
means in particular that a necessary condition for the injective map
Xf∅ 3 φ 7→ R∅(φ) ∈ X0
being a restricted projection is violated.
For each φ ∈ XfJ we choose an open neighbourhood Nφ in Xf according to
Corollary 4.5, and an open neighbourhood Vχ of χ = R
J(φ) in X0 according to
Proposition 4.6. We set
NJ = ∪φ∈XfJ (Nφ ∩ (RJ)−1(VRJ (φ))).
Theorem 4.7 Let J ⊂ K with J 6= K and UJ 6= ∅ be given and suppose that
one of the hypotheses (b), (d1b), (J) is satisfied. Then the map RJ defines a
diffeomorphism RJ from the open neighbourhood NJ of XfJ in Xf onto the
open subset RJ(NJ) of the space X0. We have
(RJ)
−1(χ) = χ+ YJ(Lχ) · f((RJ)−1(χ)) for every χ ∈ RJ(NJ)
and the set
NJ = {χ+ YJ(Lχ) · f((RJ)−1(χ)) : χ ∈ RJ(NJ)}
is an almost graph over X0.
Proof. 1. The set NJ is open in Xf and contains XfJ . Due to Proposition
4.6 (ii) the restriction of RJ to NJ is injective. Corollary 4.5 yields that locally
this restriction is given by diffeomorphisms onto open subsets of the space X0.
It follows easily that RJ defines a diffeomorphism RJ from NJ onto the open
subset RJ(NJ) of X0.
2. Computation of (RJ)
−1. Let χ ∈ RJ(NJ) be given and set φ = (RJ)−1(χ) ∈
NJ ⊂ Xf . Then χ = RJ(φ) = φ − YJ(Lφ) · φ′(0) = φ − YJ(Lφ) · f(φ). Using
this and Eq. (16) we get Lφ = Lχ, and thereby
(RJ)
−1(χ) = φ = χ+ YJ(Lχ) · f((RJ)−1(χ)).
3. The assertion about the representation of NJ = (RJ)
−1(RJ(NJ)) is
obvious from Part 2. In order to show that NJ is an almost graph over X0 we
prove
YJ(Lχ) · f((RJ)−1(χ)) = 0 on RJ(NJ) ∩NJ
and
YJ(Lχ) · f((RJ)−1(χ)) ∈ C1n \X0 on RJ(NJ) \NJ .
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3.1. For χ ∈ RJ(NJ) ∩NJ , RJ(χ) = χ (since χ ∈ X0 ∩ UJ). Using this and
χ ∈ NJ we get (RJ)−1(χ) = χ. It follows that
f((RJ)
−1(χ)) = f(χ) = χ′(0) (as χ ∈ NJ ⊂ Xf )
= 0 (as χ ∈ RJ(NJ) ⊂ X0),
hence YJ(Lχ) · f((RJ)−1(χ)) = 0.
3.2. For χ ∈ RJ(NJ)\NJ set φ = (RJ)−1(χ) and assume YJ(Lχ)·f(φ) ∈ X0.
By Proposition 4.2 (iii), 0 = f(φ). As φ ∈ NJ ⊂ Xf , φ′(0) = f(φ) = 0, or
φ ∈ X0, which yields φ = RJ(φ) = χ. Hence χ ∈ NJ , in contradiction to the
choice of χ. It follows that YJ(Lχ) · f((RJ)−1(χ)) ∈ C1n \X0. 
Finally we obtain the desired almost graph diffeomorphism. This is a bit
more involved than the corresponding part of the proof of Theorem 3.5, again
due to the fact that RJ can not be assumed to be a restriction of a projection.
Theorem 4.8 Let J ⊂ K with J 6= K and UJ 6= ∅ be given and suppose that
one of the hypotheses (b), (d1b), (J) is satisfied. Then then are an open subset
OJ of the space C1n with XfJ ⊂ Xf ∩ OJ and a diffeomorphism AJ from OJ
onto an open subset of C1n with
AJ(φ) = R
J(φ) for every φ ∈ Xf ∩ OJ ⊂ NJ ,
AJ(χ) = χ for every χ ∈ X0 ∩ (Xf ∩ OJ),
and
AJ(Xf ∩ OJ) = X0 ∩AJ(OJ).
Proof. 1. The set O(J) = (RJ)−1(RJ(NJ)) is an open subset of the domain
UJ ⊂ C1n. Obviously, NJ ⊂ O(J) and RJ(O(J)) ⊂ RJ(NJ). So for φ ∈ O(J) the
element RJ(φ) is in the domain RJ(NJ) of (RJ)
−1. We see in particular that
the equation
A(J)(φ) = φ− YJ(Lφ) · f((RJ)−1(RJ(φ)))
defines a continuously differentiable map A(J) : O(J) → C1n.
2. Proof of Xf ∩O(J) = NJ . The inclusion NJ ⊂ Xf ∩O(J) is obvious from
NJ ⊂ Xf and
NJ ⊂ (RJ)−1(RJ(NJ)) = O(J).
In order to show the reverse inclusion let φ ∈ Xf ∩ O(J) be given. Then
RJ(φ) ∈ RJ(NJ),
or, RJ(φ) = RJ(ψ) for some
ψ ∈ NJ ⊂ Xf ∩ (∪χ∈RJ (XfJ )(R
J)−1(Vχ)).
Hence
RJ(φ) = RJ(ψ) ∈ Vη for some η ∈ RJ(XfJ),
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and both φ and ψ belong to the set Xf ∩ (RJ)−1(Vη). Proposition 4.6 (i) yields
φ = ψ ∈ NJ .
3. For φ ∈ NJ = Xf ∩ O(J) we have
A(J)(φ) = φ− YJ(Lφ) · f((RJ)−1(RJ(φ))) = φ− YJ(Lφ) · f(φ)
= φ− YJ(Lφ) · φ′(0) = RJφ.
4. The set OJ = (A(J))−1(O(J)) is contained in the domain O(J) of A(J). We
prove XfJ ⊂ OJ . Let φ ∈ XfJ ⊂ NJ be given. By Part 3, A(J)(φ) = RJ(φ).
In order to obtain φ ∈ OJ we must show A(J)(φ) ∈ O(J), or equivalently,
A(J)(φ) ∈ UJ and RJ(A(J)(φ)) ∈ RJ(NJ). Proof of the preceding statement:
Using the definition of RJ in combination with φ ∈ XfJ ⊂ UJ and Proposition
4.2 (iv) we observe RJ(φ) ∈ UJ ⊂ UJ . Hence A(J)(φ) = RJ(φ) ∈ UJ , and
RJ(A(J)(φ)) = R
J(RJ(φ)) = RJ(φ)− YJ(LRJ(φ)) · (RJ(φ))′(0)
= RJ(φ) (since (RJ(φ))′(0) = 0 due to RJ(φ) ∈ X0)
∈ RJ(NJ).
5. As OJ is an open subset of C1n the set Xf ∩ OJ ⊃ XfJ is an open
neighbourhood of XfJ in Xf which is contained in Xf ∩ O(J) = NJ .
6. For each ρ ∈ O(J) we have RJ(ρ) ∈ RJ(NJ), that is, RJ(ρ) belongs to
the domain of (RJ)
−1. Therefore the equation
BJ(ρ) = ρ+ YJ(Lρ) · f((RJ)−1(RJ(ρ)))
defines a continuously differentiable map BJ : O(J) → C1n.
For φ ∈ OJ we have A(J)(φ) ∈ O(J).
Proof of BJ(A(J)(φ)) = φ for every φ ∈ OJ . Let φ ∈ OJ be given and set
ρ = A(J)(φ) ∈ O(J). Using the definition of A(J) and Eqs. (16) and (15) we get
Lρ = Lφ and
ρ′(0) = φ′(0)− f((RJ)−1(RJ(φ))).
Consequently,
RJ(ρ) = ρ− YJ(Lρ) · ρ′(0) = ρ− YJ(Lφ) · ρ′(0)
= [φ− YJ(Lφ) · f((RJ)−1(RJ(φ)))]
−YJ(Lφ) · [φ′(0)− f((RJ)−1(RJ(φ)))]
= φ− YJ(Lφ) · φ′(0) = RJ(φ).
It follows that
BJ(A(J)(φ)) = BJ(ρ) = ρ+ YJ(Lρ) · f((RJ)−1(RJ(ρ)))
= A(J)(φ) + YJ(Lρ) · f((RJ)−1(RJ(ρ)))
= [φ− YJ(Lφ) · f((RJ)−1(RJ(φ)))]
+YJ(Lρ) · f((RJ)−1(RJ(ρ)))
= [φ− YJ(Lφ) · f((RJ)−1(RJ(φ)))]
+YJ(Lφ) · f((RJ)−1(RJ(φ))) = φ.
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7. Part 6 yields that A(J)(OJ) is contained in the open subset OJB =
(BJ)
−1(OJ) of the space C1n. As in Part 6 one shows
A(J)(BJ(ρ)) = ρ for every ρ ∈ OJB .
It follows that A(J) defines a diffeomorphism AJ from OJ onto OJB .
8. We have
AJ(Xf ∩ OJ) ⊂ A(J)(Xf ∩ O(J)) ∩AJ(OJ)
= RJ(Xf ∩ O(J)) ∩AJ(OJ) (see Part 3)
⊂ X0 ∩AJ(OJ).
In order to show the reverse inclusion let χ ∈ X0 with χ = AJ(φ) for some
φ ∈ OJ be given. By the definition of OJ ,
χ = AJ(φ) = A(J)(φ) ∈ O(J) ⊂ UJ .
Using χ ∈ X0, or χ′(0) = 0, we get
χ = RJ(χ)
= RJ(AJ(φ)) ∈ RJ(O(J))
⊂ RJ(NJ) (due to the definition of O(J)).
Hence χ = RJ(ψ) for some ψ ∈ NJ = Xf ∩ O(J). Using Part 3 we infer
A(J)(ψ) = R
J(ψ) = χ ∈ O(J). Or,
ψ ∈ (A(J))−1(O(J)) = OJ .
It follows that AJ(ψ) = A(J)(ψ) = χ with ψ ∈ Xf∩OJ , hence χ ∈ AJ(Xf∩OJ)..
9. On Xf ∩OJ ⊂ Xf ∩O(J) we have AJ(φ) = A(J)(φ) = RJ(φ), see Part 3.
For χ ∈ X0 ∩ (Xf ∩ OJ) we infer AJ(χ) = RJ(χ) = χ. 
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