Abstract
Introduction
In making sure data made available for the process of decision making is sufficient enough, then reduction of data ought to be properly addressed. The main objective of reduction is to lessen the number of parameters, and at the same time, attaining the property of information in helping the process of decision making. The theory of soft set [1] proposed by Molodtsov 1999 is a new method for handling uncertain data. Soft sets are called elementary neighborhood systems. Molodtsov pointed out that one of the main advantages of soft set theory is that it is free from the inadequacy of the parameterization tools, like in the theories of fuzzy set, probability and interval mathematics [1] . As for standard soft set, it may be redefined as the classification of objects in two distinct classes (yes/1 and no/0), thus confirming that soft set can deal with a Boolean-valued information system. One of the potential applications of soft set theory is to be used as the dimensionality reduction and decision making method [215] . However, most of the current applications are deal with the Boolean information system [2-7, 12, 13, 15] . To date, less effort has been done in handling the non-Boolean dataset especially for the categorical dataset. In previous papers, Herawan and Mustafa proposed the idea of multisoft sets for representing a categorical-valued information system [16] . Sub sequentially, Herawan, et al., proposed the concept of matrices representation of multi-soft sets and employ such matrices for finding reducts in a categorical-valued information system [17] .
In this paper, we employ our early works in [17] as a feature selection technique. It is based on matrices computation of multi-soft sets and further applied it in handling Traditional Malay musical instruments sounds dataset. To accomplish this study, the dataset consists of 1116 instances with 37 attributes from two categories of features schemes which are perception-based and MFCC is exploited. In order to utilize the soft set theory, it is essential to transform the original dataset (continuous values with non-
, where U is a non-empty finite set of objects, A is a non-empty finite set of attributes, (refer to Table 1 ). In many applications, there is an outcome of classification that is known. This a posteriori knowledge is expressed by one (or more) distinguished attribute called decision attribute; the process is known as supervised learning. An information system of this kind is called a decision system, 
. In other words, a soft set over U is a parameterized family of subsets of the universe U. For E e  ,   e F may be considered as a set of e-elements of the soft set   E F, or as the set of e-approximate elements of the soft set. Clearly, a soft set is not a (crisp) set. Based on the definition of an information system and a soft set, in this section we show that a soft set is a special type of information systems, i.e., a Boolean-valued information system. Example 1. Based on [13] , let consider a soft set   E F, which describes the "conditions of patients suspected influenza" that a hospital is considering to make a decision. The six influenza symptoms, i.e., fever, respiratory, nasal discharges, cough, headache and lethargic. Suppose that there are six patients in the hospital under consideration, , where is the parameter "fever", is the parameter "respiratory", is the parameter "nasal discharges", is the parameter "cough", is the parameter "headache", is the parameter "sore throat", is the parameter "lethargic"
Consider the mapping
given by "patients    ", where    is to be filled in by one of parameters
, and     The relation between a soft set and a Boolean-valued information system is given in the following proposition.
be a soft set over the universe U, we define a mapping
can be considered as a Boolean-valued information system 
Method and Main Result
The "standard" soft set deals with a Boolean-valued information system. For a multivalued information system
V is the domain (value set) of attribute a which has multi value, a decomposition can be made from S into A number of Boolean-valued information systems
. In this subsection, we present the construction of multi-soft sets representing
based on such decomposition [16] .
Multi-soft Sets
In the following sub-section, we propose an idea of decomposition of a multi-valued information system
, where A is the cardinality of A.
Decomposition of a Multi-valued Information System
The decomposition of
Here, we only consider for complete information systems. Let
be an information system such that for every
is a finite non-empty set and for every 
into A Boolean-valued information systems, as depicted in Figure 1 . 
Multi-soft Sets Construction
The idea of multi-soft sets is based on a decomposition of a multi-valued information system
A number of Boolean-valued information systems 
Matrices Representation of Multi-Soft Sets
The concept of matrix representing multi-soft sets is described here. In this sub-section, the notation   A F, represents a multi-soft set over universe U of a multi-valued 
AND and OR Operations in a Collection of Matrices
The AND and OR operation of the matrices are described in this sub-section. 
Reduction Method
A reduct is a minimal set of attributes that preserve the classification. In [17] , we presented the application of multi-soft sets for finding reducts. The proposed approach is based on AND operation in multi-soft sets [16] .
In [17] , we explore the applicability of matrices representation for finding reducts. We show that the reducts obtained are equivalent with that in [20] . 
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Thus a reduct is a set of attributes that preserves classes. It means that a reduct is the minimal subset of attributes that enables the same classification of elements of the universe as the whole set of attributes. In other words, attributes that do not belong to a reduct are superfluous with regard to classification of elements of the universe.
Dataset
The second part of this article starts from a description of the traditional Malay musical instrument sounds dataset and the feature selection problem for which the data was collected. This work will identify which attributes are dispensable and further can be removed from dataset without affected the original classification power. Then, we make a decision of the reduced dataset based on the attributes dispensed. From this experiment, the ideal dataset can be represented in decision system form as
. There are 1116 instances in the universe U, with 37 attributes of A as the set of condition attributes (as shown in Table 4 ) and the family of the instruments as the decision attribute d. The distribution of all instances in each class is uniform with no missing values in the data [21] . The mean and standard deviation were then calculated for each of these features. The problem of feature selection trough the above dataset is how to delete irrelevant attributes. It can be done, among all attributes we want to remove dispensable attributes. To select the candidate of the dispensable attributes, we employ the method proposed by [17] .
Result and Discussion
The decision table used in this study is in the form of continuous value with noncategorical features (attributes). In order to employ the proposed method, it is essential to transform the dataset into categorical ones. For that, the equal width binning in [18] is used and the dataset is first discretized into 3 categorical values as shown in Table 5 . To find the reducts (relevant features), the proposed model is implemented in MATLAB version 7.6.0.324 (R2008a). It is executed on a processor Intel Core 2 Duo CPUs. The total main memory is 1 gigabyte and the operating system is Windows XP Professional SP3. The results of the selected features are presented in Table 6 as follow: From Table 6 , the result shows that the proposed model successfully generates the best features set with 35 attributes from 37 of original full attributes. It is found that {MMFCC1, SMFCC1} is the dispensable set of attributes. Thus, the relevant features (reduct) is A{MMFCC1, SMFCC1}.
Conclusion
In this paper, the matrices computation of multi-soft sets has been used as feature selection (attribute reduction) technique to identify the best features of Traditional Malay musical instrument sounds. To perform this task, two categories of features schemes which are perception-based and MFCC which consist of 37 attributes are extracted. The equal width and equal frequency binning discretization technique is then employed to transform this continuous-value with non-categorical features (attributes) into categorical form. Afterward, the multi-soft sets approach is adopted for feature selection through dimensionality reduction in multi-valued domain. It is found that 35 best features are successfully generated by the proposed model. For that, our future work will examine others feature selection technique and examine the effectiveness of the selected features towards the classification performance.
