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ABSTRACT. Koebe-Andreev-Thurston theorem studies the exis-
tence and rigidity of circle patterns of a given combinatorial type
and the given non-obtuse exterior intersection angles. By using
the topological degree theory and variational principle, this paper
derives a series of results generalizing Koebe-Andreev-Thurston
theorem to the case of obtuse exterior intersection angles.
CONTENTS
1. Introduction 2
1.1. Backgrounds 2
1.2. Main results 4
1.3. Notations 7
2. Preliminaries: Three-circle configurations 7
2.1. Three lemmas on three-circle configurations 7
2.2. Some new observations 8
3. Existence: Theorem 1.3 13
3.1. Thurston’s construction 13
3.2. Topological degree 14
4. The cores: Theorem 1.4 and Theorem 1.5 17
4.1. Configuration spaces 17
4.2. Topological degree revisited 23
4.3. Inversive distance circle patterns 27
5. Global rigidity: Theorem 1.6 28
5.1. Two preparatory results 28
5.2. Jacobian matrix 30
5.3. Variational principle 34
6. Further discussions: Theorem 1.7 and Theorem 1.8 35
7. Appendix: Several results from manifold theory 38
8. Acknowledgement 40
References 40
This work was supported by NSF of China ( No.11601141 and No.11631010 ).
1
ar
X
iv
:1
70
3.
01
76
8v
2 
 [m
ath
.G
T]
  9
 Fe
b 2
01
8
2 ZE ZHOU
1. INTRODUCTION
1.1. Backgrounds. The patterns of circles were introduced as use-
ful tools to study hyperbolic 3-manifolds by Thurston [37], who also
conjectured that, under a procedure of refinement, the hexagonal cir-
cle packings converge to the classical Riemann mapping [36]. In 1987
this conjecture was proved by Rodin-Sullivan [28]. Over the past
decades, the circle patterns ( packings ) have been bridging combi-
natorics [33, 34, 22], discrete and computational geometry [10, 35],
minimal surfaces [5], and others.
A circle pattern P on a Riemannian surface (S , µ) is a collection of
closed disks. The contact graph G(P) of P is a graph having a vertex
for each disk, and having an edge between vertices v, u for each con-
nected component E of Dv ∩ Du 1. Suppose that VP, EP are the sets of
vertices and edges of G(P). Let e = [v, u] ∈ EP be an edge associated
to a component E ⊂ Dv ∩ Du. The exterior intersection angle Θ(e) is
supplementary to the angle between the exterior normal vectors of
the boundaries of Dv,Du at an intersection point in E. Please refer to
Stephenson’s book [35] for an exposition on circle patterns.
There always exist the contact graph and the exterior intersection
angles for a circle pattern. Conversely, suppose that G is a given
graph on S and Θ : E 7→ [0, pi) is a function defined in the edge set of
G. Does there exist a circle pattern P whose contact graph is G and
whose exterior intersection angle function is Θ? And if it does, to
what extent is the circle pattern unique? A celebrated answer to this
question is the following Circle Pattern theorem due to Thurston [37,
Chap. 13].
Theorem 1.1 (Thurston). Let G be the 1-skeleton of a triangulation τ of a
compact oriented surface S of genus g ≥ 1. Assume that Θ : E 7→ [0, pi/2]
is a function satisfying the conditions below:
(i) If the edges e1, e2, e3 form a null-homotopic closed path in S , and if∑3
l=1 Θ(el) ≥ pi, then these edges form the boundary of a triangle of
τ;
(ii) If the edges e1, e2, e3, e4 form a null-homotopic closed path in S , then∑4
l=1 Θ(ei) < 2pi.
Then there exists a constant curvature metric µ on S such that (S , µ) sup-
ports a circle pattern P with the contact graph G and the exterior intersec-
tion angles given by Θ. Moreover, the pair (µ,P) is unique up to conformal
and anti-conformal equivalence.
1 On some surfaces, the intersection of two closed disks may have more than
one connected components.
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For circle patterns on the Riemann sphere, when all the exterior
intersection angles are zero, the corresponding consequence is often
called the Circle Packing theorem, which is regarded as the limiting
case of Koebe’s circle domain theorem [20] saying that any finitely
connected planar domain is conformal to a circle domain.
As noted by Thurston [37], in the hyperbolic 3-space B3, an ori-
ented hyperbolic plane bounds a disk in S2, and the dihedral angle
of two intersecting oriented planes is equal to the exterior intersec-
tion angle of their bounding disks. Thus the adaptation of Theorem
1.1 to the Riemann sphere is a result of Andreev’s theorem [2, 3],
which provides a characterization of compact hyperbolic polyhedra
with non-obtuse dihedral angles.
Given an abstract polyhedron P with the dual polyhedron P∗, we
call a set {e1, · · · , ek} ⊂ P of edges a prismatic k-circuit, if the end-
points of these edges are distinct and their dual edges {e∗1, · · · , e∗k}
form a closed path in P∗. Andreev’s theorem [2, 3] is then stated
as follows. See also [29] for more details.
Theorem 1.2 (Andreev). Let P be a trivalent polyhedron with more than
four faces. Suppose that there exists a function Θ : E 7→ (0, pi/2] defined in
its edge set such that the following conditions hold:
(i) If three distinct edges e1, e2, e3 meet at a vertex, then
∑3
l=1 Θ(el) > pi;
(ii) If the edges e1, e2, e3 form a prismatic 3-circuit, then
∑3
l=1 Θ(el) < pi;
(iii) If the edges e1, e2, e3, e4 form a prismatic 4-circuit, then
∑4
l=1 Θ(el) <
2pi.
Assume that P is not the triangular prism 2. Then there exists a convex
hyperbolic polyhedron Q combinatorially equivalent to P with the dihedral
angles given by Θ. Moreover, Q is unique up to isometry of B3.
Thurston [37] proved Theorem 1.1 via the method of continuity.
And his idea was modified by Marden-Rodin [23] to give a proof of
the sphere version Circle pattern theorem different from Andreev’s.
For the Circle Packing theorem, Stephenson [35] provided a proof
using a discrete variant of Perron’s method and the mathematical
induction. In [11], De Verdiere presented a variational principle ap-
proach relating the existence and rigidity of circle packings to the
critical points of some convex functions. Chow-Luo [9] generalized
this variational principle to all non-obtuse exterior intersection an-
gles and developed the combinatorial Ricci flow which produces ex-
ponentially convergent solutions to the circle pattern problem.
2 For triangular prism, as Roeder-Hubbard-Dunbar [29] pointed out, an extra
condition is needed.
4 ZE ZHOU
1.2. Main results. The purpose of this paper is to relax the require-
ment of non-obtuse exterior intersection angles in Theorem 1.1. In
[17], He planned to consider this problem in a forthcoming paper,
but it did not appear as expected. In fact, few progresses have been
made so far, except for several relevant consequences obtained by
Rivin-Hodgeson [25], Rivin [26, 27], Bao-Bonahon [4], Rousset [30],
Bobenko-Springborn [6], and Schlenker [32], respectively.
In order to generalize Theorem 1.1, we will adopt some tools from
manifold theory. In particular, the key part of this paper is to in-
troduce the topological degree theory and Sard’s theorem to study
circle patterns ( see Sect. 3 and Sect. 4 ). Besides, the Teichmu¨ller the-
ory and the variational principle also play significant roles in solving
the problem.
First let us explain some of our terminologies. Suppose that γ is a
closed path ( not necessarily simple ) in a compact oriented surface
S . We say γ is a pseudo-Jordan path, if S \{γ} has a simply-connected
component with boundary γ. Let G be the 1-skeleton of a triangula-
tion τ of S with the sets of vertices, edges and triangles V, E, F. For a
pseudo-Jordan path γ which is the boundary of a simply-connected
domain Ω, if v ∈ V is a vertex such that v ∈ Ω, then we say γ encloses
the vertex v. Assume that S is of genus g > 1 and is equipped with a
hyperbolic metric µ. We say a circle pattern P on (S , µ) is of G-type,
if there exists a geodesic triangulation τ(µ) of (S , µ) such that the fol-
lowing properties hold: (i) τ(µ) is isotopic to τ; (ii) the vertices of τ(µ)
are one-to-one coincident with the centers of the disks in P.
Theorem 1.3. Let G be the 1-skeleton of a triangulation τ of a compact
oriented surface S of genus g > 1. Suppose that Θ : E 7→ [0, pi) is a
function satisfying the conditions below:
(C1) For any three edges e1, e2, e3 forming the boundary of a triangle of
τ, if
∑3
l=1 Θ(el) > pi, then Θ(e1)+Θ(e2) < pi+Θ(e3), Θ(e2)+Θ(e3) <
pi + Θ(e1), Θ(e3) + Θ(e1) < pi + Θ(e2).
(C2) When the edges e1, e2, · · · , es form a pseudo-Jordan path which
encloses at least one vertex of G in S ,
∑s
l=1 Θ(el) < (s − 2)pi.
Then there exists a hyperbolic metric µ on S such that (S , µ) supports a
G-type circle pattern P with the exterior intersection angles given by Θ.
As shown in FIGURE 1, without the condition of non-obtuse exte-
rior intersection angles, there exists the circle pattern whose contact
graph has edges crossing with each other. That means aG-type circle
pattern may not realize G as the contact graph. To tackle the prob-
lem, below we introduce a new concept.
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FIGURE 1. The dashed edge is removed
Given a circle pattern P on (S , µ), the primitive contact graph
G4(P) of P is obtained from the contact graph G(P), by removing ev-
ery edge whose corresponding intersection component is contained
in a third closed disk in P. Precisely, an edge e = [v, u] ∈ EP appears
in G4(P) if and only if there exists no vertex w ∈ VP \ {v, u} such that
E ⊂ Dw, where E ⊂ Dv ∩ Du denotes the intersection component for e.
Theorem 1.4. The G-type circle pattern P in Theorem 1.3 realizes G as
the primitive contact graph, if the following extra condition holds:
(C3) For any four edges e1, e2, e3, e4 forming the boundary of the union
of two adjacent triangles,
∑4
l=1 Θ(el) < 2pi.
Let W ⊂ [0, pi)|E| denote the set of all weight functions satisfying
the conditions (C1) and (C2).
Theorem 1.5. For almost every Θ ∈ W, there are at most finitely many
G-type circle pattern pairs (µ,P), up to isometry, with the exterior inter-
section angles given by Θ.
By using the variational principle method, the global rigidity will
be also established under proper conditions.
Theorem 1.6. The circle pattern pair (µ,P) in Theorem 1.3 is unique up
to isometry in case that (C1) is replaced by the condition below:
(R1) When the edges e1, e2, e3 form the boundary of a triangle of τ, then
I(e1) + I(e2)I(e3) ≥ 0, I(e2) + I(e3)I(e1) ≥ 0, I(e3) + I(e1)I(e2) ≥ 0,
where I(el) = cosΘ(el) for l = 1, 2, 3.
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As a corollary of Theorem 1.4 and Theorem 1.6, we have the fol-
lowing result which is a special case of the Hyperideal Circle Pat-
terns theorem proved by Rousset [30] and Schlenker [32].
Theorem 1.7. Let G be the 1-skeleton of a triangulation τ of a compact
oriented surface S of genus g > 1. Suppose that there exists a function
Θ : E 7→ [0, pi) such that ∑s
l=1
Θ(el) < (s − 2)pi,
whenever e1, e2 · · · , es form a pseudo-Jordan path in S . Then there exists
a hyperbolic metric µ on S such that (S , µ) supports a circle pattern P with
the primitive contact graph G and the exterior intersection angles given
by Θ. Moreover, the pair (µ,P) is unique up to isometry.
We say a circle patternP on (S , µ) is ideal if it satisfies the following
properties: (i) P has the primitive contact graph isomorphic to the
1-skeleton of a cellular decomposition D of S ; (ii) there is an one-to-
one correspondence between the 2-cells of D and the interstices of
P; (iii) each interstice of P consists of a point. Here an interstice of
P is a connected component of the complement of the union of the
corresponding open disks of P.
Using Theorem 1.7, we will give an alternative proof the follow-
ing consequence obtained by Bobenko-Springborn [6]. The result is
closely related to Rivin’s theorem on ideal hyperbolic polyhedra [27].
Theorem 1.8. Let Γ be the 1-skeleton of a cellular decomposition D of a
compact oriented surface S of genus g > 1. Assume that there exists a
function Θ : E 7→ (0, pi) such that the following conditions hold:
(H1) When the distinct edges e1, e2, · · · , em form the boundary of a 2-cell
of D,
∑m
l=1 Θ(el) = (m − 2)pi.
(H2) When the edges e1, e2, · · · , es form a pseudo-Jordan path which is
not the boundary of a 2-cell of D,
∑s
l=1 Θ(el) < (s − 2)pi.
Then there exists a hyperbolic metric µ on S such that (S , µ) supports an
ideal circle pattern P with the primitive contact graph Γ and the exte-
rior intersection angles given by Θ. Moreover, the pair (µ,P) is unique up
to isometry.
Finally, we mention that, under the assumption of acute exterior
intersection angles, the contact graph and the primitive contact graph
of a given circle pattern are identical. Hence Theorem 1.4 and The-
orem 1.6 extend the Circle Pattern theorem. In addition, following
Thurston’s observation, Theorem 1.4 and Theorem 1.8 have the 3-
dimensional interpretation. See also the work of Schlenker [31] for
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more heuristic details. Meanwhile, for circle patterns on surfaces of
genus g ≤ 1, which will be considered in a future paper, the analo-
gous results also hold. Particularly, the sphere version of Theorem
1.4 implies a generalization of Andreev’s theorem, by which we can
study the hyperbolic polyhedra with obtuse dihedral angles.
1.3. Notations. Throughout this paper, we use the symbols R, R+,
D, S2 and B3 to denote the real line, the positive real line, the hyper-
bolic disk, the unit sphere and the hyperbolic ball, respectively. For a
closed disk Dv, we useCv andDv to denote the boundary and interior
of Dv. Moreover, for any finite set A, we use the notation |A| to denote
the cardinality of A.
2. PRELIMINARIES: THREE-CIRCLE CONFIGURATIONS
2.1. Three lemmas on three-circle configurations. Below are three
results playing crucial part in the proof of Circle Patten theorem.
Please refer to [37, 9] for more information.
Lemma 2.1. For any three positive numbers ri, r j, rk and three non-obtuse
angles Θi,Θ j,Θk, there exists a configuration of three mutually intersecting
closed disks in hyperbolic geometry, unique up to isometry, having radii
ri, r j, rk and meeting with exterior intersection angles Θi,Θ j,Θk.
As in FIGURE 2, let ϑi, ϑ j, ϑk denote the corresponding angles of
the triangle of centers of these three disks.
Lemma 2.2. Suppose that Θi,Θ j,Θk ∈ [0, pi/2] are fixed. Let ϑi, ϑ j, ϑk
vary with ri, r j, rk. Then
∂ϑi
∂ri
< 0,
∂ϑi
∂r j
> 0,
∂(ϑi + ϑ j + ϑk)
∂ri
< 0.
Lemma 2.3. Under the above conditions, we have
(1) lim
ri→∞
ϑi = 0,
(2)
lim
(ri,r j,rk)→(0,a,b)
ϑi = pi − Θi,
lim
(ri,r j,rk)→(0,0,c)
ϑi + ϑi = pi,
lim
(ri,r j,rk)→(0,0,0)
ϑi + ϑ j + ϑk = pi,
where a, b, c are fixed positive numbers.
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FIGURE 2. A three-circle configuration
2.2. Some new observations. In search of generalizing the Circle
Pattern theorem, we need to go a step further to investigate those
three-circle configurations with obtuse exterior intersection angles.
Indeed, we will use the following three lemmas frequently.
Lemma 2.4. Suppose that Θi,Θ j,Θk ∈ [0, pi) are three angles satisfying
Θi + Θ j + Θk ≤ pi,
or
Θi + Θ j < pi + Θk, Θ j + Θk < pi + Θi, Θk + Θi < pi + Θ j.
For any three positive numbers ri, r j, rk, there exists a configuration of three
mutually intersecting closed disks in hyperbolic geometry, unique up to
isometry, having radii ri, r j, rk and meeting with exterior intersection angles
Θi,Θ j,Θk.
Proof. Let li > 0 such that
cosh li = cosh r j cosh rk + cosΘi sinh r j sinh rk.
Define l j, lk similarly. The objective is to check that li, l j, lk satisfy the
triangle inequalities. Namely,
cosh(li + l j) > cosh lk,
and
cosh(li − l j) < cosh lk.
Combining the above two relations, we have
(3)
(
cosh li cosh l j − cosh lk)2 < sinh2 li sinh2 l j.
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To simplify the notations, for η = i, j, k, set
aη = cosh rη, xη = sinh rη, Iη = cosΘη.
Then
(4)
cosh li cosh l j − cosh lk = (aia j + IiI jxix j)x2k + (Iiaix j + I ja jxi)akxk − Ikxix j.
Substituting (4) into (3), we need to prove that(
1 − I2i
)
x2j x
2
k +
(
1 − I2j
)
x2i x
2
k +
(
1 − I2k
)
x2i x
2
j +
(
2 + 2IiI jIk
)
x2i x
2
j x
2
k
+ 2γi jka jakx jxkx2i + 2γ jkiakaixkxix
2
j + 2γki jaia jxix jx
2
k > 0,
(5)
where
γi jk = Ii + I jIk = cosΘi + cosΘ j cosΘk.
Now there are two cases to distinguish.
If Θi + Θ j + Θk ≤ pi, then
γi jk = cosΘi + cos
(
Θ j + Θk
)
+ sinΘ j sinΘk
≥ 2 cos Θi + Θ j + Θk
2
cos
Θi − Θ j − Θk
2
≥ 0.
Similarly,
γ jki ≥ 0, γki j ≥ 0.
Note that
2 + 2IiI jIk = 2 + 2 cosΘi cosΘ j cosΘk > 0.
Thus we deduce (5).
Assume that Θi + Θ j + Θk > pi. Considering that
Θi + Θ j < pi + Θk, Θ j + Θk < pi + Θi, Θk + Θi < pi + Θ j,
there is a spherical triangle with inner angles Θi,Θ j,Θk. Let φi, φ j, φk
denote the corresponding lengths of the three sides. By the second
cosine law of spherical triangles,
cos φk =
cosΘk + cosΘi cosΘ j
sinΘi sinΘ j
.
As a result,
(6) γki j = Ii + I jIk = cosΘk + cosΘi cosΘ j = cos φk sinΘi sinΘ j.
Note that (5) is equivalent to(
1 − I2i
)
a2i x
2
j x
2
k +
(
1 − I2j
)
a2j x
2
i x
2
k +
(
1 − I2k
)
a2kx
2
i x
2
j − ξi jkx2i x2j x2k
+ 2γi jka jakx jxkx2i + 2γ jkiakaixkxix
2
j + 2γki jaia jxix jx
2
k > 0,
(7)
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where
ξi jk = 1 − (I2i + I2j + I2k ) − 2IiI jIk.
Set yi jk = sinΘiaix jxk. Substituting (6) into (7), we need to show
y2i jk+y
2
jki+y
2
ki j+2 cos φiy jkiyki j+2 cos φ jyki jyi jk+2 cos φkyi jky jki−ξi jkx2i x2j x2k > 0.
Completing the square, we have
y2i jk + y
2
jki + y
2
ki j + 2 cos φiy jkiyki j + 2 cos φ jyki jyi jk + 2 cos φkyi jky jki
=
(
yi jk + cos φ jyki j + cos φky jki
)2
+ sin2 φ jy2ki j + sin
2 φky2jki
+ 2
(
cos φi − cos φ j cos φk)y jkiyki j
≥ sin2 φ jy2ki j + sin2 φky2jki + 2
(
cos φi − cos φ j cos φk)y jkiyki j.
By the cosine law of spherical triangles, we obtain
cos φi − cos φ j cos φk = cosΘi sin φ j sin φk.
It follows that
y2i jk + y
2
jki + y
2
ki j + 2 cos φiy jkiyki j + 2 cos φ jyki jyi jk + 2 cos φkyi jky jki
≥ ( sin φ jyki j + cosΘi sin φky jki)2 + sin2 Θi sin2 φky2jki
≥ sin2 Θi sin2 φky2jki
= sin2 Θi sin2 φk sin2 Θ ja2j x
2
kx
2
i
= sin2 φk sin2 Θi sin2 Θ j
(
x2i x
2
j x
2
k + x
2
i x
2
k
)
.
Due to (6), it is not hard to see
0 < sin2 φk sin2 Θi sin2 Θ j
= sin2 Θi sin2 Θ j − cos2 φk sin2 Θi sin2 Θ j
=
(
1 − I2i
)(
1 − I2j
) − (Ik + IiI j)2
= 1 − (I2i + I2j + I2k ) − 2IiI jIk
= ξi jk.
To summarize,(
1 − I2i
)
a2i x
2
j x
2
k +
(
1 − I2j
)
a2j x
2
i x
2
k +
(
1 − I2k
)
a2kx
2
i x
2
j − ξi jkx2i x2j x2k
+ 2γi jka jakx jxkx2i + 2γ jkiakaixkxix
2
j + 2γki jaia jxix jx
2
k ≥ ξi jkx2i x2k > 0.
Thus the lemma is proved. 
Lemma 2.5. Lemma 2.3 holds if the three angles Θi,Θ j,Θk ∈ [0, pi) satisfy
the conditions of Lemma 2.4.
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Proof. The proof of (1) is similar to the non-obtuse case in Ge-Xu [12].
Due to the cosine law of hyperbolic triangles, we have
cosϑi =
cosh l j cosh lk − cosh li
sinh l j sinh lk
=
cosh(l j + lk) + cosh(l j − lk) − 2 cosh li
cosh(l j + lk) − cosh(l j − lk)
=
1 + A − 2B
1 − A ,
where
A =
cosh(l j − lk)
cosh(l j + lk)
, B =
cosh li
cosh(l j + lk)
.
We will prove (1) by showing that A, B→ 0 as ri → ∞. For η = i, j, k,
setting cη = min{cosΘη, 0}, we have 0 < 1 + cη ≤ 1. And
cosh lk = cosh ri cosh r j + sinh ri sinh r j cosΘk
≥ cosh ri cosh r j + ck cosh ri cosh r j
≥ (1 + ck) cosh ri cosh r j
≥ (1 + ck) cosh ri.
Similarly,
cosh l j ≥ (1 + c j) cosh rk cosh ri ≥ (1 + c j) cosh ri.
We obtain
0 < A <
1
min{cosh l j, cosh lk} ≤
1
(1 + ck)(1 + c j) cosh ri
.
Hence we have A→ 0 as ri → +∞. Furthermore, note that
cosh li = cosh r j cosh rk + sinh r j sinh rk cosΘi ≤ 2 cosh r j cosh rk.
It follows that
0 < B ≤ cosh li
cosh l j cosh lk
≤ 2
(1 + ck)(1 + c j) cosh2 ri
.
Then B→ 0 as ri → +∞, which completes the proof of (1).
It remains to prove (2). The first limit is derived from a direct
calculation. Let us consider the second one. By the cosine law of
12 ZE ZHOU
hyperbolic triangles, we have
0 < cosϑi + cosϑ j =
sinh(li + l j)
(
cosh lk − cosh(li − l j))
sinh li sinh l j sinh lk
≤ sinh(li + l j)(cosh lk − 1)
sinh li sinh l j sinh lk
=
sinh(li + l j) sinh(lk/2)
sinh li sinh l j cosh(lk/2)
.
As (ri, r j, rk)→ (0, 0, c), it follows that
li → c, l j → c, lk → 0.
Consequently,
cosϑi + cosϑ j → 0,
which implies
ϑi + ϑ j → pi.
For the third limit, as (ri, r j, rk)→ (0, 0, 0), the area of the triangle of
centers tends to zero. Because of Gauss-Bonnet formula, we obtain
the desired result. 
Remark 2.6. It should be pointed out that (1) holds uniformly, no
matter how the other two radii behave, even if either or both of
them tend to infinity or zero. In addition, regard ϑi as the function of
ri, r j, rk,Θi,Θ j,Θk. It is still right as (ri, r j, rk,Θi,Θ j,Θk) varies in R3+×K,
where K ⊂ [0, pi)3 is an arbitrary compact set such that the conditions
of Lemma 2.4 hold.
Lemma 2.7. Given a configuration of three mutually intersecting closed
disks Di,D j,Dk in hyperbolic geometry with the exterior intersection angles
Θi,Θ j,Θk ∈ [0, pi), suppose that
Di ∩ D j ⊂ Dk.
Then
Θi + Θ j ≥ Θk + pi.
Proof. Using a proper Mo¨bius transformation, we assume that the
boundary circles Ci,C j become a pair of intersecting lines. As shown
in FIGURE 3, it is not hard to see
pi − Θi + pi − Θ j + Θk ≤ pi.
Hence
Θi + Θ j ≥ pi + Θk.

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FIGURE 3.
3. EXISTENCE: THEOREM 1.3
To prove Theorem 1.3, a natural strategy is to follow Thurston [37].
However, for those three-circle configurations with obtuse exterior
intersection angles, the result analogous to Lemma 2.2 does not al-
ways hold. Thus such an idea may not work. In order to overcome
the difficulty, we will make use of the topological degree theory. As
a comparison, this method has the advantage of being independent
on rigidity.
3.1. Thurston’s construction. Recall that S is a compact oriented
surface of genus g > 1 and τ is a triangulation of S with the sets
of vertices, edges and triangles V, E, F. Let r ∈ R|V |+ be a radius vec-
tor, which assigns each vertex v ∈ V a positive number r(v). Then
r together with the weight function Θ : E 7→ [0, pi) in Theorem 1.3
determines a hyperbolic cone metric structure on S as follows.
For each triangle ∆vi,v j,vk of τ with vertices vi, v j, vk, we associate
the triangle determined by the centers of three mutually intersect-
ing disks with hyperbolic radii
r(vi), r(v j), r(vk)
and exterior intersection angles
Θ
(
[vi, v j]
)
, Θ
(
[v j, vk]
)
, Θ
(
[vk, vi]
)
.
Since the weight function Θ satisfies the condition (C1), as a result of
Lemma 2.4, the above procedure works well.
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Gluing all of these hyperbolic triangles produces a metric surface
(S , µ(r)) which is locally hyperbolic with possible cone type singu-
larities at the vertices. For each v ∈ V , the discrete curvature k(v) is
defined as
k(v) = 2pi − σ(v),
where σ(v) denotes the cone angle at v. More precisely, σ(v) is equal
to the sum of all inner angles having vertex v.
Write k(v) as k(v)(Θ, r), then k(v) is a smooth function of Θ and r. If
there exists a radius vector r0 such that k(v)(Θ, r0) = 0 for all v ∈ V ,
then the cone singularities turn into smooth. For every v ∈ V , on
(S , µ(r0)) drawing the disk centering at v with radius r0(v), we will
obtain a G-type circle pattern realizing Θ. Thus the main purpose of
this section is to find such a radius vector. Consider the following
curvature map
Th
(
Θ, ·) : R|V |+ 7−→ R|V |(
r(v1), r(v2), · · ·
)
7−→
(
k(v1), k(v2), · · ·
)
.
We need to show that the origin O = (0, 0, · · · , 0) ∈ R|V | is in the image
of Th(Θ, ·).
3.2. Topological degree. To solve the problem, let us employ the
topological degree theory. It is necessary to find a relatively com-
pact open set Λ ⊂ R|V |+ and determine the degree deg(Th(Θ, ·),Λ,O).
Once we show
deg
(
Th(Θ, ·), Λ, O ) , 0,
it follows from Theorem 7.9 that O is in the image of Th(Θ, ·).
We will compute deg(Th(Θ, ·),Λ,O) via homotopy method. To be
specific, let Th(Θ, ·) continuously deform to another map Th0 such
that deg(Th0,Λ,O) is easier to manipulate. In view of Theorem 7.7,
the problem can be resolved through the formula
deg
(
Th(Θ, ·), Λ, O ) = deg (Th0, Λ, O ).
For any t ∈ [0, 1], define Θ(t) = tΘ. Note that each Θ(t) satisfies the
conditions (C1) and (C2). By Lemma 2.4, Th(Θ(t), ·) is well-defined.
Let Tht = Th(Θ(t), ·). Then Tht forms a continuous homotopy from
Th(Θ, ·) to Th0, where Th0 = Th(0, ·).
Lemma 3.1. There exists a relatively compact open set Λ ⊂ R|V |+ such that
Tht
(
R|V |+ \ Λ ) ⊂ R|V | \ {O}, ∀ t ∈ [0, 1].
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Proof. We assume, by contradiction, that no such a set exists. That
means there exist the sequences {tn} ⊂ [0, 1] and {rn} ⊂ R|V |+ such that
(8) Th
(
Θ(tn), rn
)
= O.
Moreover, {rn} goes beyond any relatively compact open set of R|V |+ .
Precisely, there exists at least one vertex v0 ∈ V such that
rn(v0)→ +∞ or rn(v0)→ 0.
In the first case, due to Lemma 2.5 and Remark 2.6, it follows from
(1) that
k(v0)
(
Θ(tn), rn
)→ 2pi,
which contradicts to (8).
It remains to consider the second case. From Thurston’s construc-
tion, each radius vector rn gives a G-type circle pattern pair (µn,Pn)
realizing Θ(tn). As rn(v0)→ 0, the disk Dv0 degenerates to a point. Let
V0 be the set of all vertices which correspond to degenerating disks.
Suppose that CK(V0) is the sub-complex spanned by the vertices in
V0. That is, the union of those cells 3 of τ having all their vertices in
V0. Without loss of generality, assume that CK(V0) is connected and
is homotopic to a surface S 0 of topological type (g0, h0), where g0, h0
respectively denote the genus and the number of boundary compo-
nents of S 0.
If g0 > 0, as the disks {Dv }v∈V0 degenerate to points, there exists
at least one simple closed geodesic γn on (S , µn) with the length `(γn)
tending to zero. Due to the Collar theorem [8, Chap. 4], each γn gives
an embedding cylinder domain Cy(γn) in (S , µn) such that
Cy(γn) =
{
p ∈ (S , µn) |dist(p, γn) ≤ dn
}
,
where dn > 0 satisfies
sinh
(
`(γn)/2
)
sinh dn = 1.
As `(γn)→ 0, the cylinder becomes so long that the diameter of (S , µn)
tends to infinity. However, we have shown that the radius of any
disk in Pn can not tend to infinity. Let R be an upper bound of the
radii of the disks in all Pn. Then the diameter of (S , µn) has an upper
bound 2|E|R, which leads to a contradiction.
Let g0 = 0. If h0 > 1, similar argument to the former case also leads
to a contradiction.
Assume that g0 = 0, h0 = 1. Then CK(V0) is simply-connected. Let
{∆l }sl=1 be the set of all triangles having one and only one vertex in V0.
3 The cells of τ includes vertices ( 0-cells ), open edges ( 1-cells ) and open trian-
gles ( 2-cells ) of τ.
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For l = 1, · · · , s, let el denote the edge of ∆l whose both endpoints are
not in V0. Then e1, · · · , es form a closed path bounding the domain
CK(V0), where CK(V0) is the union of those cells having at least one
vertex in V0. Because CK(V0) can be contracted to CK(V0), it is also
simply-connected. Now it is not hard to check that e1, · · · , es form a
pseudo-Jordan path enclosing at least one vertex of G. Due to the
condition (C2), we have
lim
n→∞
( ∑s
l=1
Θ(tn)(el)
)
≤
∑s
l=1
Θ(el) < (s − 2)pi.
Let E(V0) be the set of edges having at least one vertex in V0 and let
F(V0) be the set of triangles having at least two vertices in V0. By
Lemma 2.5, it follows from (2) that
0 = lim
n→∞
( ∑
v∈V0
kv(Θ(tn), rn)
)
= 2pi|V0| − pi|F(V0)| − lim
n→∞
[ ∑s
l=1
(
pi − Θ(tn)(el) ) ].
Note that
2|E(V0)| + s = 3 ( |F(V0)| + s )
Combining with Euler’s formula
|V0| + s − ( |E(V0)| + s ) + |F(V0)| + s = χ(CK(V0)) = 1,
we show that
lim
n→∞
( ∑s
l=1
Θ(tn)(el)
)
= (s − 2)pi,
which leads to a contradiction. 
Theorem 3.2. Given Th(Θ, ·) and Λ as above, then
deg
(
Th(Θ, ·), Λ, O ) = 1 or deg (Th(Θ, ·), Λ, O ) = −1.
Proof. Due to Theorem 7.7, we only need to compute deg(Th0,Λ,O).
Because of Theorem 1.1, Λ∩Th−10 (O) consists of a unique point. From
Lemma 2.2, it follows that the Jacobian matrix of Th0 is diagonally
dominant. As a result, O is a regular value Th0, which shows that
deg
(
Th0, Λ, O
)
= 1 or deg
(
Th0, Λ, O
)
= −1.
Thus the theorem is proved. 
Proof of Theorem 1.3. By Theorem 3.2 and Theorem 7.9, O is in the
image of the map Th(Θ, ·). Following Thurston’s construction, there
exists a hyperbolic metric µ on S such that (S , µ) supports a G-type
circle pattern Pwith the exterior intersection angles given by Θ. 
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4. THE CORES: THEOREM 1.4 AND THEOREM 1.5
Theorem 1.4 is much more involved. To obtain the proof, some
knowledge on Teichmu¨ller theory is needed. For basic backgrounds,
the readers can refer to [1, 21]. See also [19, 8] from the geometric
and topological viewpoint.
4.1. Configuration spaces. Remind that S is a compact oriented sur-
face of genus g > 1. Let T (S ) denote the Teichmu¨ller space of S ,
which parameterizes the equivalence classes of marked hyperbolic
metrics on S . Here a marking is an isotopy class of orientation-
preserving homeomorphism from S to itself. And two marked hy-
perbolic metrics µ, µ′ ∈ T (S ) are equivalent if there exists an isome-
try φ : (S , µ) 7→ (S , µ′) isotopic to the identity map. T (S ) admits the
structure of a smooth manifold of dimension 6g − 6.
Let pi, p j ∈ S be two points and let γ be a simple curve in S . For any
µ ∈ T (S ), on (S , µ) there exists a unique geodesic in the isotopy class
[γ] with the endpoints pi, p j. Let d
[γ]
µ (pi, p j) denotes the length of this
geodesic. Under the above manifold structure, d[γ]µ (pi, p j) varies with
µ smoothly. See Buser’s monograph [8, Chap. 6] for more details.
We endow S with a smooth structure and define a configuration
space Z = T (S )×(S×R+)|V |. Then Z is a smooth manifold of dimension
dim (Z) = 6g − 6 + 3|V |.
Note that
2|E| = 3|F|.
Therefore,
dim (Z) = 6g − 6 + 3|V | − ( 2|E| − 3|F| )
= 6g − 6 + 3 ( |V | − |E| + |F| ) + |E|
= |E|,
where the last identity follows from Euler’s formula
|V | − |E| + |F| = 2 − 2g.
A point z ∈ Z is called a configuration, since it gives a choice of a
marked hyperbolic metric µ(z) on S and assigns each vertex v ∈ V a
closed disk Dv(z) on (S , µ(z)), where Dv(z) centers at the point pv(z) ∈ S
and has the radius rv(z). Namely, a configuration z gives a marked
hyperbolic metric µ(z) on S together with a circle pattern P(z) on
(S , µ(z)). Briefly, we say that z gives a circle pattern pair (µ(z),P(z)).
And we use Dv(z) to denote the interior of Dv(z).
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For each e = [v, u] ∈ E, the inversive distance I(e)(z) of a configura-
tion z ∈ Z is defined as
(9) I(e)(z) =
cosh d[γe]µ(z)
(
pv(z), pu(z)
) − cosh rv(z) cosh ru(z)
sinh rv(z) sinh ru(z)
,
where [γe] represents the isotopy class of the edge e. It is easy to see
that I(e)(z) is a smooth function of z.
Let ZE ⊂ Z be the subspace of configurations z such that
−1 < I(e)(z) < 1, ∀ e ∈ E.
A configuration z ∈ ZE then gives the circle pattern having the exte-
rior intersection angle Θ(e)(z) ∈ (0, pi) for each e ∈ E, where
Θ(e)(z) = arccos I(e)(z).
This gives rise to the following smooth map
ψ : ZE 7−→ Y := (0, pi)|E|
z 7−→
(
Θ(e1)(z), Θ(e2)(z), · · ·
)
.
It is of interest to investigate the subspace ZGE ⊂ ZE which consists
of the configurations giving G-type circle patterns. More precisely,
z ∈ ZGE if and only if there exists a geodesic triangulation τ(z) of
(S , µ(z)) such that τ(z) is isotopic to τ and has the vertices { pv(z) }v∈V .
Both ZE and ZGE are open in Z, thus they are also smooth manifolds
of dimension |E|.
A G-type circle pattern P(z) on (S , µ(z)) can be lifted to be a G˜-type
circle pattern P˜(z) on the hyperbolic disk D, where G˜ is the univer-
sal cover of G. Let V˜ , E˜ be the sets of vertices and edges of G˜. Given
Eu,w(z) ⊂ (S , µ(z)) which is the projection of the intersection of two dis-
tinct closed disks Du˜(z),Dw˜(z) in P˜(z), we say Eu,w(z) is an irreducible
intersection component of P(z), if there exists an edge e˜ ∈ E˜ con-
necting u˜ and w˜. Otherwise, Eu,w(z) is called a reducible intersection
component. From the definition, an irreducible intersection compo-
nent Eu,w(z) is associated to an edge e ∈ E between the vertices u,w.
Let us consider the subspace ZPG ⊂ ZGE of configurations z ∈ ZGE
which satisfy the following property: for any reducible intersection
component Eu,w(z) of P(z), there exists v ∈ V \ {u,w} such that
Eu,w(z) ⊂ Dv(z).
Still, ZPG is open in Z and is a smooth manifold of dimension |E|.
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Proposition 4.1. If z ∈ ZPG such that ψ(z) satisfies the conditions (C1)
and (C2), then z gives a circle pattern pair realizing G as the primitive
contact graph.
Proof. Let G4
(P(z)) be the primitive contact graph of P(z). First it is
not hard to see that G4
(P(z)) is a subgraph of G. We need to check
that G is also a subgraph of G4
(P(z)). For any edge e = [uα, uβ] of
G, let Euα,uβ(z) denote the irreducible intersection component for e. It
remains to prove that Euα,uβ(z) can not be covered by Dv(z), whenever
the vertex v is different from uα, uβ.
Assume on the contrary that there exists v0 ∈ V \ {uα, uβ} satisfying
Euα,uβ(z) ⊂ Dv0(z).
Thus there exist intersection components Ev0,uα(z),Ev0,uβ(z) such that
Euα,uβ(z) ⊂ Ev0,uα(z), Euα,uβ(z) ⊂ Ev0,uβ(z).
If Ev0,uα(z) and Ev0,uβ(z) are irreducible intersection components asso-
ciated to edges eα, eβ respectively, it follows from Lemma 2.7 that
(10) Θ(eα)(z) + Θ(eβ)(z) ≥ pi + Θ(e)(z).
But ψ(z) satisfies the conditions (C1) and (C2), we have either
Θ(eα)(z) + Θ(eβ)(z) < pi + Θ(e)(z),
or
Θ(eα)(z) + Θ(eβ)(z) + Θ(e)(z) ≤ pi.
Both of them contradict to (10).
Therefore, either Ev0,uα(z) or Ev0,uβ(z) is reducible. No matter which
one is the case, there exists v1 ∈ V \ {v0, uα, uβ} such that
Euα,uβ(z) ⊂ Dv1(z).
As a result, there exist intersection components Ev1,uα(z) and Ev1,uβ(z)
containing Euα,uβ(z). In case that both of them are irreducible, similar
argument to the above part leads to a contradiction. Hence either
Ev1,uα(z) or Ev1,uβ(z) is reducible, which implies that there exists v2 ∈ V
different from v0, v1, uα, uβ such that
Euα,uβ(z) ⊂ Dv2(z).
Still, there exist intersection components Ev2,uα(z) and Ev2,uβ(z) that
contain Euα,uβ(z). Similarly, either of them is reducible. Otherwise,
this will lead to a contradiction.
Repeat the above process. Since G is a finite graph, the procedure
finishes after finite steps. Finally we obtain a vertex vk ∈ V \ {uα, uβ}
such that
Euα,uβ(z) ⊂ Dvk(z).
20 ZE ZHOU
Moreover, both the corresponding intersection components Evk ,uα(z)
and Evk ,uβ(z) are irreducible, which also leads to a contradiction. 
Below are two results concerning the spaces ZGE and ZPG.
Lemma 4.2. Let z ∈ ZGE such that ψ(z) satisfies the condition (C1). Sup-
pose that Eu,w(z) is a reducible intersection component of P(z). For any
p ∈ Eu,w(z), there exists v ∈ V \ {u,w} such that
p ∈ Dv(z).
FIGURE 4.
Proof. Let Spanu(z) denote the interior of the union of these triangles
having vertex u. Suppose that u1, u2, · · · , uk ∈ V , in counter-clockwise
order, are all the neighbors 4 of u. We claim that
(11) Du(z) ⊂ Spanu(z) ∪
( ∪ki=1 Dui(z)).
Otherwise, there exists a pair of vertices ul, ul+1 ( 1 ≤ l ≤ k ) 5 such that
Dul(z) ∩ Dul+1(z) ⊂ Du(z).
From Lemma 2.7, it follows that
Θ([ul, u])(z) + Θ([ul+1, u])(z) ≥ pi + Θ([ul, ul+1])(z),
which contradicts to the condition (C1).
4 We say a vertex w of a graph G is a neighbor of a vertex v, if there exists an
edge of G connecting them.
5 Set uk+1 = u1.
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Assume that the lemma is not true. That means there exists a point
p0 ∈ Eu,w(z) which does not belong to any open disks exceptDu(z) and
Dw(z). On the one hand, p0 ∈ Du(z), due to (11), we have
p0 ∈ Du(z) ⊂ Spanu(z) ∪
( ∪ki=1 Dui(z)).
On the other hand, p0 < ∪ki=1 Dui(z), then
p0 ∈ Spanu(z).
Similarly,
p0 ∈ Spanw(z).
To summarize,
p0 ∈ Spanu(z) ∩ Spanw(z).
That means Spanu(z) ∩ Spanw(z) is non-empty. Therefore, the lifting
Spanu˜(z) ∩ Spanw˜(z) is also non-empty, which occurs if and only if
there exists an edge e˜ ∈ E˜ connecting u˜ and v˜. This contradicts to the
assumption that Eu,w(z) is a reducible intersection component. 
Lemma 4.3. Given z ∈ ZPG, let Eu,w(z) be a reducible intersection compo-
nent of P(z). Then the following properties hold:
(a) There exist u?,w? ∈ V which are neighbors of u and w respectively
such that
Eu,w(z) ⊂ Du?(z) ∩ Dw?(z).
(b) There exist a vertex v ∈ V and a pair of neighbors vi, v j ∈ V of v
such that
Eu,w(z) ⊂ Evi,v j(z) ⊂ Dv(z),
where Evi,v j(z) is a reducible intersection component.
Proof. First we claim that there exists a neighbor u? of u such that
Eu,w(z) ⊂ Du?(z).
Because Eu,w(z) is reducible, there exists w1 ∈ V \ {u,w} such that
Eu,w(z) ⊂ Dw1(z).
It follows that there exists an intersection component Eu,w1(z) such
that
Eu,w(z) ( Eu,w1(z).
If Eu,w1(z) is irreducible, then w1 is a neighbor of u, which implies the
claim. Suppose that Eu,w1(z) is reducible. Then there exists a vertex
w2 ∈ V \ {u,w1} such that
Eu,w(z) ( Eu,w1(z) ⊂ Dw2(z).
Because Eu,w(z) is a strict subset of Eu,w1(z), it is not hard to see that
w2 ∈ V \ {u,w,w1}.
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If w2 is a neighbor of u, then the claim is proved. Otherwise, repeat
the above process. Because G is a finite graph, the procedure will
stop after finite steps. Finally we obtain a neighbor u? ∈ V of u such
that
(12) Eu,w(z) ⊂ Du?(z).
Similarly, there exists a neighbor w? ∈ V of w such that
Eu,w(z) ⊂ Dw?(z).
We thus conclude part (a) of the lemma.
To prove (b), from (12), it follows that there exists an intersection
component Eu?,w(z) such that
Eu,w(z) ( Eu?,w(z).
If Eu?,w(z) irreducible, we obtain the desired vertices by setting
v = u?, vi = u, v j = w.
Suppose that Eu?,w(z) is reducible. By part (a), there exists a neighbor
u?1 ∈ V of u? such that
Eu,w(z) ( Eu?,w(z) ⊂ Du?1 (z).
Thus there exists an intersection component Eu?1 ,w(z) such that
Eu,w(z) ( Eu?,w ( Eu?1 ,w(z).
If Eu?1 ,w(z) is irreducible, then u?1 is a neighbor of w. It is not hard to
check that the following triple of vertices
v = u?1 , vi = u
∗, v j = w
satisfies the property.
Otherwise, Eu?1 ,w(z) is reducible. Repeat the above process until it
finishes running. Finally we obtain a vertex u?k ∈ V such that
Eu,w(z) ( Eu?,w ( Eu?1 ,w(z) ( · · · ( Eu?k ,w(z).
where all the intersection components are reducible, except Eu?k ,w(z),
which is irreducible. Setting
v = u?k , vi = u
?
k−1, v j = w,
the lemma is proved. 
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4.2. Topological degree revisited. In this part, let us consider the
restriction map of ψ to ZPG
ψ : ZPG 7−→ Y := (0, pi)|E|
z 7−→
(
Θ(e1)(z), Θ(e2)(z), · · ·
)
.
Note that
(13) dim (Z) = dim (ZGE) = dim (ZPG) = dim (Y) = |E|.
The above formula reminds us the topological degree theory. Given
any Θ satisfying the conditions (C1), (C2) and (C3), we need to check
that Θ ∈ ψ(ZPG).
For simplicity, we assume that Θ(e) > 0 for all e ∈ E. Recall that
W ⊂ [0, pi)|E| is the set of all weight functions satisfying the conditions
(C1), (C2). Let W♦ = W∩(0, pi/2)|E|. By Sard’s theorem ( Theorem 7.2 ),
there exists Θ♦ ∈ W♦ which is the regular value of the map ψ. For
t ∈ [0, 1], setting Θt = (1 − t)Θ♦ + tΘ, then {Θt}0≤t≤1 form a continuous
curve connecting Θ♦ and Θ.
Lemma 4.4. There exists a relatively compact open set Ω ⊂ ZPG such that
ψ
(
ZPG \Ω ) ⊂ Y \ {Θt}0≤t≤1.
Proof. Assume on the contrary that no such a set exists. That means
there exists a sequence {zn} ⊂ ψ−1({Θt}0≤t≤1) ⊂ ZPG going beyond any
relatively compact open set of ZPG. For each zn, by Proposition 4.1,
it gives a circle pattern Pn on (S , µn) with primitive contact graph G
and the exterior intersection angles given by Θn, where
Pn = P(zn), µn = µ(zn), Θn = Θtn = (1 − tn)Θ♦ + tnΘ.
Note that each Θn satisfies the conditions (C1), (C2), (C3).
We claim that there exists a subsequence {znk} converges to a point
z∗ in Z. Otherwise, either of the following cases occurs:
1. In Pn there exists at least one disk with the radius tending to
zero or infinity.
2. The sequence {µn} goes beyond any relatively compact open
set of T (S ). In view of Fenchel-Nielsen coordinates [21, 19, 8],
that means there exists a simple closed geodesic γn on (S , µn)
with the length `(γn) tending to zero or infinity.
By arguments similar to the proof of Lemma 2.1, under the condi-
tions (C1), (C2), both cases lead to contradictions. The claim follows.
Moreover, since {znk} goes beyond any relatively compact open set of
ZPG, we have z∗ ∈ ∂ZPG. To lead a contradiction, in the following let
us show that z∗ ∈ ZPG.
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First, z∗ ∈ ZE. Otherwise, z∗ ∈ ∂ZE. Then there exists at least one
edge e ∈ E satisfying Θnk(e)→ 0, or Θnk(e)→ pi. Note that
Θnk(e) = (1 − tnk)Θ♦(e) + tnkΘ(e).
Because {tnk} ⊂ [0, 1] and Θ♦(e),Θ(e) ∈ (0, pi), this is impossible.
Second, z∗ ∈ ZGE. Otherwise, z∗ ∈ ∂ZGE. Then one of the triangles
in τ(znk) has infinity diameter or degenerates to a segment. However,
due to the condition (C1) and Lemma 2.4, the only possible case in
which such a triangle exists is that at least one disk in Pnk has radius
tending to infinity or zero, which also leads to a contradiction.
Third, z∗ ∈ ZPG. Since z∗ ∈ ZGE, it gives a G-type circle pattern P(z∗).
For any reducible intersection component Eu,w(z∗) of P(z∗), it remains
to prove that there exists v ∈ V \ {u,w} such that
Eu,w(z∗) ⊂ Dv(z∗).
If Eu,w(z∗) consists of only one point, this is a result of Lemma 4.1.
Suppose that Eu,w(z∗) has non-empty interior. For nk sufficiently large,
there exists the reducible intersection component Eu,w(znk) such that
Eu,w(znk)→ Eu,w(z∗)
in Hausdorff sense. Due to Lemma 4.2, there exist a vertex v ∈ V and
a pair of neighbors vi, v j ∈ V of v such that 6
Eu,w(znk) ⊂ Evi,v j(znk) ⊂ Dv(znk),
where each Evi,v j(znk) is a reducible intersection component.
Let Evi,v j(znk)→ Evi,v j(z∗) and Eu,w(znk)→ Eu,w(z∗). Then
Eu,w(z∗) ⊂ Evi,v j(z∗).
From the following Proposition 4.5, it follows that
Evi,v j(z∗) ⊂ Dv(z∗).
Hence
Eu,w(z∗) ⊂ Dv(z∗).
In summary, we deduce that z∗ ∈ ZPG ∩ ∂ZPG. But ZPG is open in Z,
thus ZPG ∩ ∂ZPG is empty, which leads to a contradiction. 
Proposition 4.5. Let Evi,v j(z∗) and Dv(z∗) be as above. We have
Evi,v j(z∗) ⊂ Dv(z∗).
6 Strictly, the triple of vertices v, vi, v j may vary with znk . Thus we need to pick
a proper subsequence to achieve the goal. For simplicity, we still denote it by {znk }.
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Proof. Because Evi,v j(znk) ⊂ Dv(znk), as znk → z∗, it is not hard to see that
Evi,v j(z∗) ⊂ Dv(z∗).
To prove Evi,v j(z∗) ⊂ Dv(z∗), let us show that neither component of the
set
Cv(z∗) \ (Dvi(z∗) ∪ Dv j(z∗) )
consists of a single point. Note that Evi,v j(z∗) is a reducible intersec-
tion component. There are two cases to consider.
FIGURE 5.
〈Ca.1〉 The vertices vi, v j respectively belong to two triangles sharing
an edge e = [v, v0] ∈ E. Without loss of generality, as in FIG-
URE 5, assume that vi = v1, v j = v5. Let ζnk denote the exterior
intersection angle of Dv1(znk) and Dv5(znk). Lemma 2.7 implies
Θnk
(
[v, v1]
)
+ Θnk
(
[v, v5]
) ≥ pi + ζnk .
Suppose that Θ∗ = ψ(z∗) is exterior intersection angle function
of P(z∗) and ζ∗ is the exterior intersection angle of Dv1(z∗) and
Dv5(z∗). Then we have
(14) Θ∗
(
[v, v1]
)
+ Θ∗
(
[v, v5]
) ≥ pi + ζ∗.
Note that Θ∗ is a convex combination of Θ and Θ. Due to the
condition (C3), we derive
(15) Θ∗
(
[v, v1]
)
+ Θ∗
(
[v, v5]
)
+ Θ∗
(
[v0, v1]
)
+ Θ∗
(
[v0, v5]
)
< 2pi.
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Combining (14) and (15), then
(16) ζ∗ + Θ∗
(
[v0, v1]
)
+ Θ∗
(
[v0, v5]
)
< pi.
Assume that α(znk), β(znk) are the two components of the set
Cv(znk) \
(
Dv1(znk) ∪ Dv5(znk)
)
,
where α(znk) denotes the one intersecting with Dv0(znk). We
call α(znk) a prime arc and claim that it does not degenerate
to a point. Otherwise, as the length `(α(znk)) tends to zero, the
interstice 7 of the disksDv0(znk),Dv1(znk),Dv5(znk) will degenerate
to a point. It follows that
ζ∗ + Θ∗
(
[v0, v1]
)
+ Θ∗
(
[v0, v5]
)
= pi,
which contradicts to (16). Meanwhile, β(znk) does not degen-
erate to a point either, because it contains at least one prime
arc ( for other pair of adjacent triangles ) as a subset.
〈Ca.2〉 The vertices vi, v j ∈ V do not belong to adjacent triangles.
Note that both components of the set
Cv(znk) \
(
Dvi(znk) ∪ Dv j(znk)
)
contain prime arcs as subsets. Hence they do not degenerate
to points either.
In summary, we show that neither component of the set
Cv(z∗) \ (Dvi(z∗) ∪ Dv j(z∗) )
consists of a single point, which implies
Evi,v j(z∗) ⊂ Dv(z∗).
Thus the proposition is proved. 
Theorem 4.6. Given ψ, Ω and Θ as above, then
deg
(
ψ, Ω, Θ
)
= 1 or deg
(
ψ, Ω, Θ
)
= −1.
Proof. First let us compute deg
(
ψ,Ω,Θ♦
)
. By Theorem 1.1, Ω∩ψ−1(Θ♦)
consists of a unique point. Note that Θ♦ is a regular value of the map
ψ. We derive that
deg
(
ψ, Ω, Θ♦
)
= 1 or deg
(
ψ, Ω, Θ♦
)
= −1.
Because of Theorem 7.8, we conclude the theorem. 
7 Here the interstice is the set ∆v0,v1,v5 (znk ) \
(
Dv0 (znk ) ∪ Dv1 (znk ) ∪ Dv5 (znk )
)
, where
∆v0,v1,v5 (znk ) denotes the triangle of centers of the disks Dv0 (znk ),Dv1 (znk ),Dv5 (znk ).
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Proof of Theorem 1.4. If Θ(e) > 0 for all e ∈ E, due to Theorem 7.9,
it is a result of Theorem 4.6. On the other hand, suppose that there
exists at least one edge e ∈ E such that Θ(e) = 0. Let us perturb Θ
to a new weight function Θε = Θ + ε, where ε is a positive number
such that Θε satisfies the conditions (C1), (C2) and (C3). There exists
(µε,Pε) realizing (G,Θε). As ε → 0, we then obtain the desired circle
pattern pair. 
Proof of Theorem 1.5. Consider the restriction map of ψ to ZGE. Set
W0 = ψ(Cψ), where Cψ denotes the set of critical points of this re-
striction map. Due to Sard’s theorem, W0 has zero measure in W.
For each Θ ∈ W \ W0, because of (13), it follows from the Regular
Value theorem ( Theorem 7.1 ) that the preimage of Θ is a discrete
set. Moreover, under the conditions (C1) and (C2), similar argument
to the proof of Lemma 3.1 implies that this discrete set is compact.
Thus it is finite. 
4.3. Inversive distance circle patterns. Motivated by the applica-
tion to discrete conformal mappings, Bowers-Stephenson [7] intro-
duced the inversive distance circle patterns which generalize those
considered by Thurston. In [35, p 331], Stephenson asked the follow-
ing question: what can we say about the existence and rigidity of the
patterns of circles with inversive distance?
For any e = [v, u] ∈ E and z ∈ Z, the inversive distance I(e)(z) is
defined in (9). This gives rise to the following map
I : Z 7−→ R|E|
z 7−→
(
I(e1)(z), I(e2)(z), · · ·
)
.
Let ZG ⊂ Z denote the space of configurations that give G-type circle
pattern pairs. It is a smooth manifold with the same dimension as
the space Z. Now Stephenson’s question can be restated as follows.
Suppose that I : E 7→ R is a weight function assigned to the edge set
of G. Is there any z0 ∈ Z ( or ZG ) such that I(z0) = I? And if there
exists one, to what extent is the configuration unique?
If I(e) ∈ [0, 1] for all e ∈ E and several other proper conditions are
satisfied, both the existence and rigidity are answered by the Circle
Pattern theorem, which is generalized to the case I(e) ∈ (−1, 1] in this
paper. In [16], Guo established a local rigidity result for G-type circle
patterns. Precisely, for all e ∈ E, if I(e) ∈ [0,+∞), then the preimage
of I in the space ZG is discrete or empty. Guo-Luo [15] further proved
the global rigidity that the above preimage set consists of at most one
point. Below we show that the local rigidity is a generic property.
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For simplicity, we say a circle pattern pair (µ,P) is G-indexed if it
is given by a configuration z ∈ Z. Note that a G-type circle pattern
pair is naturally G-indexed.
Theorem 4.7. For almost every weight function I : E 7→ R, theG-indexed
circle pattern pair realizing I is local rigidity.
Proof. Recall that the map I is smooth. Set U0 = I(CI), where CI
denotes the set of critical points of I. Because of Sard’s theorem, U0
has zero measure in R|E|. For each I ∈ R|E| \ U0, due to the Regular
Value theorem, the preimage of I is discrete or empty. This shows
that the G-indexed circle pattern pair realizing I is local rigidity. 
5. GLOBAL RIGIDITY: THEOREM 1.6
This section devotes to the global rigidity of circle patterns. We
shall prove Theorem 1.5 via the analogous method presented by
Guo-Luo [15] and Guo [16].
5.1. Two preparatory results. For a triple of indices i, j, k, remember
that γi jk = cosΘi + cosΘ j cosΘk.
Proposition 5.1. Given Θi,Θ j,Θk ∈ [0, pi) such that
γi jk ≥ 0, γ jki ≥ 0, γki j ≥ 0,
then
Θi + Θ j ≤ pi, Θ j + Θk ≤ pi, Θk + Θi ≤ pi.
Proof. First we claim that there are at least two non-obtuse angles in
{Θi,Θ j,Θk}. Otherwise, without loss of generality, either
Θi,Θ j,Θk ∈ (pi/2, pi),
or
Θi ∈ [0, pi/2], Θ j,Θk ∈ (pi/2, pi).
In the first case, we have
0 ≤ γi jk = cosΘi + cosΘ j cosΘk < cosΘi − cosΘ j.
Similarly,
0 ≤ γ jki = cosΘ j + cosΘk cosΘi < cosΘ j − cosΘi.
This leads to a contradiction.
In the latter case, it is easy to see that
γ jki = cosΘ j + cosΘk cosΘi < 0,
which also leads to a contradiction.
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Thus the claim holds. Without loss of generality, we assume that
Θi,Θ j ∈ [0, pi/2].
Clearly,
Θi + Θ j ≤ pi.
Meanwhile,
0 ≤ γk ji = cosΘk + cosΘ j cosΘi
≤ cosΘk + cosΘi
= 2 cos
Θk + Θi
2
cos
Θk − Θi
2
.
We derive
Θi + Θk ≤ pi.
Similarly,
Θ j + Θk ≤ pi.

Remark 5.2. If Θi,Θ j,Θk ∈ [0, pi) such that γi jk ≥ 0, γ jki ≥ 0, γki j ≥ 0, the
above proposition implies that the conditions of Lemma 2.4 hold.
For t ∈ [0, 1], set γi jk(t) = cos tΘi + cos tΘ j cos tΘk.
Proposition 5.3. Given Θi,Θ j,Θk ∈ [0, pi) such that
γi jk ≥ 0, γ jki ≥ 0, γki j ≥ 0,
then
γi jk(t) ≥ 0, γ jki(t) ≥ 0, γki j(t) ≥ 0, ∀ t ∈ [0, 1].
Proof. A simple calculation gives
dγi jk(t)
dt
= −t sin tΘi − t sin(tΘ j + tΘk).
From Proposition 5.1, it follows that
Θ j + Θk ≤ pi,
which implies
dγi jk(t)
dt
≤ 0.
Hence γi jk(t) is decreasing in [0, 1]. We have
γi jk(t) ≥ γi jk(1) = γi jk ≥ 0.
Similarly,
γ jki(t) ≥ 0, γki j(t) ≥ 0.

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5.2. Jacobian matrix. Given Θi,Θ j,Θk ∈ [0, pi) satisfying the condi-
tions of Lemma 2.4, for any ri, r j, rk > 0, it follows that there exists a
three-circle configuration, unique up to hyperbolic isometry, having
radii ri, r j, rk and meeting with exterior intersection angles Θi,Θ j,Θk.
For η = i, j, k, using qη = ln tanh(rη/2), we regard the three inner angles
ϑi, ϑ j, ϑk as smooth functions of qi, q j, qk. The following two lemmas
are parallel to these obtained by Guo-Luo [15] and Guo [16]. See also
the work of Glickenstein [14] for a geometric illustration.
Lemma 5.4. Under the conditions of Lemma 2.4, the Jacobian matrix of
functions ϑi, ϑ j, ϑk in terms of qi, q j, qk is symmetric.
Proof. For the sake simplicity, we continue to use these notations in
the proof of Lemma 2.4. Suppose that li, l j, lk are the lengths of the
three sides. Due to the cosine law of hyperbolic triangles,
cosϑi =
cosh l j cosh lk − cosh li
sinh l j sinh lk
.
Differentiating both sides of the above equality, we obtain
∂ϑi
∂li
=
sinh li
sinh l j sinh lk sinϑi
=
sinh li
Ki jk
,
where
Ki jk = sinh l j sinh lk sinϑi.
By the sine law of hyperbolic triangles, it is not hard to see
Ki jk = K jki = Kki j := K.
Hence we obtain
(17)
∂ϑi
∂li
=
sinh li
K
.
Similarly,
(18)
∂ϑi
∂l j
= −sinh li cosϑk
K
.
Note that
cosh li = cosh r j cosh rk + cosΘi sinh r j sinh rk = a jak + Iix jxk.
Therefore,
(19)
∂li
∂r j
=
akx j + Iia jxk
sinh li
.
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By (17), (18) and (19), we have
∂ϑi
∂r j
=
∂ϑi
∂li
∂li
∂r j
+
∂ϑi
∂lk
∂lk
∂r j
=
akx j + Iia jxk
K
− sinh li sinh lk cosϑ j(aix j + Ika jxi)
K sinh2 lk
.
Multiplying both sides of the equation by x j = sinh r j and using the
cosine law, we derive
sinh r j
∂θi
∂r j
=
a j cosh li − ak
K
− (cosh li cosh lk − cosh l j)(a j cosh lk − ai)
K sinh2 lk
.
A routine computation gives
(cosh li cosh lk − cosh l j)(a j cosh lk − ai)
= a j cosh li cosh2 lk − (ai cosh li + a j cosh l j) cosh lk + ai cosh l j
= a j cosh li sinh2 lk − (ai cosh li + a j cosh l j) cosh lk + ai cosh l j + a j cosh li.
It follows that
sinh r j
∂ϑi
∂r j
= −ak
K
+
Λi j cosh lk − Υi j
K sinh2 lk
,
where
Λi j = ai cosh li + a j cosh l j = cosh ri cosh li + cosh r j cosh l j,
and
Υi j = ai cosh l j + a j cosh li = cosh ri cosh l j + cosh r j cosh li.
Because
Λi j = Λ ji, Υi j = Υ ji,
it is not hard to see
sinh r j
∂ϑi
∂r j
= sinh ri
∂ϑ j
∂ri
,
which implies
∂ϑi
∂q j
=
∂ϑ j
∂qi
.
Thus the lemma is proved. 
Due to Proposition 5.1, Remark 5.2 and Lemma 2.4, on condition
that γi jk ≥ 0, γ jki ≥ 0, γki j ≥ 0, ϑi, ϑ j, ϑk are well-defined.
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Lemma 5.5. Given Θi,Θ j,Θk ∈ [0, pi) such that
γi jk ≥ 0, γ jki ≥ 0, γki j ≥ 0,
the Jacobian matrix of functions ϑi, ϑ j, ϑk in terms of qi, q j, qk is negative
definite.
Proof. By the cosine law of hyperbolic triangles, a direct calculation
gives  dϑidϑ j
dϑk
 = − 1K
 sinh li 0 00 sinh l j 0
0 0 sinh lk

×
 −1 cosϑk cosϑ jcosϑk −1 cosϑi
cosϑ j cosϑi −1

 dlidl j
dlk
 .
For simplicity, let L,S denote the first and second matrices of the
above formula respectively. Differentiating both sides of the equality
cosh li = cosh r j cosh rk + cosΘi sinh r j sinh rk = a jak + Iix jxk,
we obtain
dli =
1
sinh li
(
Mi jk dr j + Mik j drk
)
,
where
Mi jk = sinh r j cosh rk + cosΘi cosh r j sinh rk = akx j + Iia jxk.
Moreover, for η = i, j, k, it follows that drη = sinh rηdqη. Combining
the above three relations, we have dϑidϑ j
dϑk
 = − 1KLSL−1MR
 dqidq j
dqk
 ,
where
M =
 0 Mi jk Mik jM jik 0 M jki
Mki j Mk ji 0
 , R =
 sinh ri 0 00 sinh r j 0
0 0 sinh rk
 .
Let J = LSL−1MR. We need to check that J is positive definite.
First, it follows from Lemma 5.4 that J is symmetric. Next, let us
show that the determinant of J is positive. We compute that the
determinant of S is equal to
4 cos
ϑi + ϑ j + ϑk
2
cos
ϑi + ϑ j − ϑk
2
cos
ϑi − ϑ j + ϑk
2
cos
ϑ j + ϑk − ϑi
2
.
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Since ϑi, ϑ j, ϑk are the three angles of a hyperbolic triangle, we have
ϑi + ϑ j + ϑk < pi,
which implies that
det S > 0.
Meanwhile, a routine calculation gives
detM = γi jkZi jk + γ jkiZ jki + γki jZki j + 2(1 + IiI jIk)aia jakxix jxk,
where
Zi jk = aixi
(
a2kx
2
j + a
2
j x
2
k
)
> 0.
Because γi jk ≥ 0, γ jki ≥ 0, γki j ≥ 0, it is not hard to see
detM > 0.
Consequently,
det J > 0.
Write J as J(Θi,Θ j,Θk). For t ∈ [0, 1], let Jt = J(tΘi, tΘ j, tΘk). By
Proposition 5.3 and Lemma 5.4, eachJt is well-defined and symmet-
ric. Hence it has three real eigenvalues. Because det Jt > 0, the sign
of each eigenvalue ofJt never changes as t varies in [0, 1]. Therefore,
to prove J = J1 is positive definite, we only need to check that J0 is
positive definite, which is easily derived from Lemma 2.2. Thus the
lemma is proved. 
For a three-circle configuration, as one of the radii rk → 0, it will
degenerate to a pair of intersecting disks ( see FIGURE 6 ). Fixing
the exterior intersection angle Θk ∈ (0, pi), then ϑi and ϑ j are smooth
functions of qi and q j. It is of interest to consider how ϑi, ϑ j vary with
qi, q j.
FIGURE 6.
34 ZE ZHOU
Lemma 5.6. For any Θk ∈ (0, pi), the Jacobian matrix of functions ϑi, ϑ j in
terms of qi, q j is symmetric and negative definite.
Proof. First, turning to the limiting case of Lemma 5.4, it is not hard to
see that the Jacobian matrix is symmetric. Meanwhile, by the second
cosine law of hyperbolic triangles, we have
cosh ri =
cosϑ j − cosΘk cosϑi
sinΘk sinϑi
,
and
cosh r j =
cosϑi − cosΘk cosϑ j
sinΘk sinϑ j
.
It follows that qi, q j are smooth functions of ϑi, ϑ j. Hence the Jacobian
matrix is invertible, which implies that the determinant is non-zero.
Similar argument to the proof of Lemma 5.5 then derives the desired
result. 
5.3. Variational principle. We will establish the global rigidity by
means of variational principle. It should be pointed out that similar
method has been used by De Verdiere [11], Rivin [26, 27], Bobenko-
Springborn [6], Guo-Luo [15], Guo [16] and others in many situa-
tions.
Proof of Theorem 1.6. Given any radius vector r ∈ R|V |+ , it assigns
each vertex v a positive number r(v). Choose an arbitrary triangle
∆α ∈ F with vertices vαi, vα j , vαk . By Lemma 2.4, there exists a configu-
ration of three mutually intersecting disks with the given hyperbolic
radii
r(vαi), r(vα j), r(vαk)
and exterior intersection angles
Θ
(
[vαi, vα j]
)
, Θ
(
[vα j, vαk]
)
, Θ
(
[vαk, vαi]
)
.
Let ϑαi, ϑα j, ϑαk denote the corresponding inner angles of the the
triangle of centers. For η = i, j, k, let
qαη = ln tanh
(
r(vαη)/2
)
.
Consider the following 1-form
ωα = ϑαidqαi + ϑα jdqα j + ϑαkdqαk.
Due to Lemma 5.4, ωα is closed. Hence the function
Φα :=
∫ (qαi,qα j,qαk)
(qαi,0,qα j,0,qαk,0)
ωα
is well-defined, where (qαi,0, qα j,0, qαk,0) is an arbitrary initial value.
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Moreover, under the condition (R1), it follows from Lemma 5.5
that Φα is a strictly concave function of (qαi, qα j, qαk). Suppose that
V = {v1, · · · , v|V |}. For l = 1, · · · , |V |, set ql = ln tanh(r(vl)/2). Then
Φ :=
∑
∆α∈F
Φα − 2pi
( ∑|V |
l=1
ql
)
is a strictly concave function of (q1, q2, · · · q|V |).
From Thurston’s construction, the radius vector r0 for a circle pat-
tern is related to the critical point of Φ. Because Φ is strictly concave,
the critical point must be unique. The statement follows. 
Remark 5.7. Given any initial value (q1,0, q2,0, · · · , q|V |,0), let it evolve
with the gradient flow of Φ. This will produce an exponentially con-
vergent solution to the circle pattern problem. It is the combinatorial
Ricci flow method developed by Chow-Luo [9].
Remark 5.8. Recall the curvature map Th(Θ, ·). Under the condition
(R1), it follows from the above analysis that the Jacobian matrix of
Th(Θ, ·) is invertible. The Implicit Function theorem then shows that
the radius vector r0 for the circle pattern depends on the preassigned
weight function Θ smoothly.
6. FURTHER DISCUSSIONS: THEOREM 1.7 AND THEOREM 1.8
The first goal of this section is to prove Theorem 1.7. Then we
consider its application to ideal circle patterns.
Proof of Theorem 1.7. The existence is a corollary of Theorem 1.3.
For rigidity, suppose that e1, e2, e3 form the boundary of a triangle
of τ. According the condition, we know that
Θ(e1) + Θ(e2) + Θ(e3) < pi.
A simple calculation gives
I(e1) + I(e2)I(e3)
= cosΘ(e1) + cosΘ(e2) cosΘ(e3)
= cosΘ(e1) + cos
(
Θ(e2) + Θ(e3)
)
+ sinΘ(e2) sinΘ(e3)
≥ 2 cos Θ(e1) + Θ(e2) + Θ(e3)
2
cos
Θ(e1) − Θ(e2) − Θ(e3)
2
> 0.
Similarly,
I(e2) + I(e3)I(e1) > 0, I(e3) + I(e1)I(e2) > 0.
By Theorem 1.6, the rigidity holds. 
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Recall that D is a cellular decomposition of S with 1-skeleton Γ.
Now add a vertex to each 2-cell of D and use edges connecting the
new vertex to all vertices of this 2-cell. In this way we subdivide D
into a triangulation τ(D). Assume that G is the 1-skeleton of τ(D).
Let V and E denote the sets of vertices and edges of G. Then
V = V ∪ V∗, E = E ∪ Ev∗v.
Here V∗ denotes the vertex set of the dual graph Γ∗ of Γ, and the set
Ev∗v consists of the edges [v∗, v], where v∗ corresponds to a 2-cell of τ
and v denotes a vertex of this 2-cell. For vertices in V and V∗, let us
call them primal vertices and star vertices, respectively.
Proof of Theorem 1.8. Assume that Θ : E 7→ (0, pi) is a function sat-
isfying the conditions (H1) and (H2). We define a family of weight
functions Θε : E 7→ [0, pi) as
Θε(e
) =
 Θ(e) − ε, e = e ∈ E0, e ∈ Ev∗v ,
where ε is a positive number such that Θε(e) ∈ [0, pi) for all e ∈ E.
It is not hard to check that∑s
l=1
Θε(e

l ) < (s − 2)pi,
whenever e1, e

2, · · · , es form a pseudo-Jordan path. By Theorem 1.7,
there exists circle pattern pair (µε,Pε) realizing (G,Θε).
Now we divide the disks inPε into two classes. These correspond-
ing to primal vertices are called the primal disks. The rest are called
the star disks. Let us investigate how Pε behaves as ε → 0. Due
to Lemma 2.5 and Remark 2.6, the radii of disks in all Pε are up-
per bounded. Thus there exists a subsequence of circle pattern pairs
(µεk ,Pεk) convergent to a pre-pair (µ0,P0). Setting (µ,P) = (µ0,P0), we
claim that it is the desired ideal circle pattern pair realizing (G,Θ).
As εk → 0, we need to check the following two statements:
1. No primal disk in Pεk degenerates to a point;
2. Every star disk in Pεk degenerates to a point.
The first statement is true. Otherwise, similar argument to the
proof of Lemma 3.1 leads to a contradiction.
It remains to consider the second one. Assume on the contrary
that there exists at least one star disk Dv∗ which does not degenerate
to a point. Suppose that v1, · · · , vm ∈ V, in counter-clockwise order,
are all the neighbors of v∗. Then the following set
S \ ( ∪mi=1 Dvi)
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has a connected component containing Dv∗ . The boundary of this
component is a curved polygon, called the gap polygon. Replacing
each side of the gap polygon with geodesic segment, we obtain a
hyperbolic polygon, called the rectified polygon. See FIGURE 7.
FIGURE 7. Gap polygon and rectified polygon
Obviously, neither the gap polygon nor the rectified polygon de-
generates. For l = 1, · · · ,m, let θl be the l-th inner angle of the gap
polygon. Here the subscript l means that the angle is at the endpoint
in Dvl ∩ Dvl+1 8. Define the l-th inner angle wl of the rectified polygon
similarly. We have θl < wl. Suppose that Θ0 is the exterior intersec-
tion angle function of the circle pattern P0. Then
θl = Θ0(el) = lim
k→∞
(
Θ(el) − εk ) = Θ(el),
where el ∈ E ⊂ E is the corresponding edge between vl and vl+1.
Combining with Gauss-Bonnet formula, we obtain∑m
l=1
Θ(el) =
∑m
l=1
θl <
∑m
l=1
ωl < (m − 2)pi.
On the other hand, it follows from the condition (H1) that∑m
l=1
Θ(el) = (m − 2)pi.
This leads to a contradiction.
Now it is not hard to check that (µ0,P0) is an ideal circle pattern
pair realizing Γ as the primitive contact graph and Θ as the exterior
intersection angle function. Thus we finish the proof of the existence
part.
8 Set vm+1 = v1.
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For the rigidity part, suppose that (µ,P) and (µ′,P′) are two ideal
circle pattern pairs realizing (Γ,Θ). Following the existence part, we
regard them as G-type circle pattern pairs, where all the star disks
degenerate to points. Due to Lemma 5.6, using the variational prin-
ciple similar to the proof of Theorem 1.6, we show that (µ,P) and
(µ′,P′) are isometric. 
7. APPENDIX: SEVERAL RESULTS FROM MANIFOLD THEORY
In this part we shall give a simple introduction to some results on
manifolds, especially the topological degree theory. The readers can
refer to [13, 18, 24] for more backgrounds.
Let M,N be two oriented smooth manifolds. A point x ∈ M is
called critical for a C1 map f : M 7→ N if the tangent map d f : Tx 7→
N f (x) is not surjective. Let C f denote the set of critical points of f .
And N \ f (C f ) is defined to be the set of regular values of f .
Theorem 7.1 (Regular Value theorem). Let f : M 7→ N be a Cr (r ≥ 1)
map, and let y ∈ N be a regular value of f . Then f −1(y) is a closed Cr sub-
manifold of M. If y ∈ im( f ), then the codimension of f −1(y) is equal to the
dimension of N.
Theorem 7.2 (Sard’s theorem). Let M, N be manifolds of dimensions m, n
and f : M 7→ N be a Cr map. If
r ≥ max{1,m − n + 1},
then f (C f ) has zero measure in N.
Assume that M and N have the same dimensions. Let Λ ⊂ M be a
relatively compact open subset. To be specific, Λ has compact closure
Λ¯ in M. For a continuous map f : M 7→ N and a point y ∈ N\ f (∂Λ), we
shall define a topological invariant deg
(
f ,Λ, y
)
, called the topological
degree of f and y in Λ.
First, suppose that f ∈ C0(Λ¯,N)∩C∞(Λ,N) and y is a regular value.
When the set Λ ∩ f −1(y) is empty, we set deg ( f ,Λ, y) = 0. If Λ ∩ f −1(y)
is non-empty, the Regular Value theorem implies that it consists of
finite points. For a point x ∈ Λ ∩ f −1(y), the sigh sgn( f , x) = +1, if the
the tangent map dx f : Mx 7→ Ny preserves orientation. Otherwise,
sgn( f , x) = −1.
Definition 7.3. Suppose that Λ ∩ f −1(y) = {x1, x2, · · · , xm}. We define
deg
(
f , Λ , y
)
:=
∑m
l=1
sgn
(
f , xl
)
.
For simplicity, in what follows we use the notation ftΛy to denote
that y is a regular value of the restriction map f : Λ 7→ N.
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Proposition 7.4. Suppose that fi ∈ C0(Λ¯,N) ∩ C∞(Λ,N), fitΛy and
fi(∂Λ) ⊂ N \ {y}, i = 0, 1. If there exists a homotopy
H ∈ C0(I × Λ¯,N)
such that H(0, ·) = f0(·), H(1, ·) = f1(·), and H(I × ∂Λ) ⊂ N \ {y}, then
deg
(
f0, Λ, y
)
= deg
(
f1, Λ, y
)
.
The following lemma is a consequence of Sard’s theorem.
Lemma 7.5. For any f ∈ C0(Λ¯,N) and y ∈ N, if f (∂Λ) ⊂ N \ {y}, then
there exists g ∈ C0(Λ¯,N) ∩C∞(Λ,N) and H ∈ C0(I × Λ¯,N) such that
(i) gtΛy;
(ii) H(0, ·) = f (·),H(1, ·) = g(·);
(iii) H(I × ∂Λ) ⊂ N \ {y}.
Now it is ready to define the topological degrees for general con-
tinuous maps. Remind that f ∈ C0(Λ¯,N) and f (∂Λ) ⊂ N \ {y}.
Definition 7.6. The topological degree of f and y in Λ is defined as
deg
(
f , Λ, y
)
= deg
(
g, Λ, y
)
,
where g is given in Lemma 7.5.
Due to Proposition 7.4, deg( f ,Λ, y) is well-defined. Below we list
several properties of this quantity.
For i = 0, 1, suppose that fi ∈ C0(Λ¯,N) satisfies fi(∂Λ) ⊂ N \ {y}.
Theorem 7.7. If there exists H ∈ C0(I × Λ¯,N) such that
(i) H(0, ·) = f0(·),H(1, ·) = f1(·),
(ii) H(I × ∂Λ) ⊂ N \ {y},
then
deg
(
f0, Λ, y
)
= deg
(
f1, Λ, y
)
.
Theorem 7.8. Let γ ⊂ N be a continuous curve such that f (∂Λ) ⊂ N \ {γ}.
Then
deg
(
f , Λ, γ(t)
)
= deg
(
f , Λ, γ(0)
)
, ∀ t ∈ [0, 1].
Finally, it follows from the definition that
Theorem 7.9. If deg
(
f ,Λ, y
)
, 0, then Λ ∩ f −1(y) , ∅.
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