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ON THE DEFORMATION OF INVERSIVE DISTANCE CIRCLE PACKINGS, II
HUABIN GE, WENSHUAI JIANG
ABSTRACT. We show that the results in [GJ16] are still true in hyperbolic background geometry setting, that
is, the solution to Chow-Luo’s combinatorial Ricci flow can always be extended to a solution that exists for all
time, furthermore, the extended solution converges exponentially fast if and only if there exists a metric with
zero curvature. We also give some results about the range of discrete Gaussian curvatures, which generalize
Andreev-Thurston’s theorem to some extent.
1. INTRODUCTION
1.1. Background. We continue our study about the deformation of inversive distance circle patterns on a
surface M with triangulation T. If the triangulated surface is obtained by taking a finite collection of Eu-
clidean triangles in E2 and identifying their edges in pairs by isometries, we call it in Euclidean background
geometry. While if the triangulated surface is obtained by taking a finite collection of hyperbolic triangles
inH2 and identifying their edges in pairs by isometries, we shall call it in hyperbolic background geometry.
Consider a closed surface M with a triangulation T = {V, E, F}, where V, E, F represent the sets of ver-
tices, edges and faces respectively. Thurston [Th76] once introduced a metric structure on (M,T) by circle
patterns. The idea is taking the triangulation as the nerve of a circle pattern, while the length structure on
(M,T) can be constructed from radii of circles and intersection angles between circles in the pattern. More
precisely, let Φi j ∈ [0, pi2 ] be intersection angles between two circles ci, c j for each nerve {i j} ∈ E, and let
ri ∈ (0,+∞) be the radius of circle ci for each vertex i ∈ V , see Figure 1.1. One can use the cosine law in E2
or H2, to equip each edge {i j} ∈ E with a length li j =
√
r2i + r
2
j + 2rir j cos Φi j in Euclidean background ge-
ometry and li j = cosh−1(cosh ri cosh r j+sinh ri sinh r j cos Φi j) in hyperbolic background geometry. Thurston
proved that ([Th76], Lemma 13.7.2), in both two background geometry and for each face {i jk} ∈ F, the three
lengths li j, l jk, lik satisfy the triangle inequalities. This makes each triangle in F isometric to a triangle in E2
in Euclidean background geometry and a triangle in H2 in hyperbolic background geometry. Furthermore,
the triangulated surface (M,T) could be taken as gluing many Euclidean (hyperbolic) triangles coherently
in Euclidean (hyperbolic) background geometry. Suppose θ jki is the inner angle of the triangle {i jk} at the
vertex i, the classical well-known discrete Gaussian curvature at each vertex i is
Ki = 2pi −
∑
{i jk}∈F
θ
jk
i , (1.1)
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FIGURE 1. circle packing metric
and the discrete curvature Ki satisfies the following discrete version of Gauss-Bonnet formula [CL03]:
N∑
i=1
Ki = 2piχ(M) + λArea(M). (1.2)
Here λ = 0 in Euclidean background geometry and λ = 1 in hyperbolic background geometry. Andreev-
Thurston observed the rigidity property of circle patterns, that is, a circle packing metric is uniquely deter-
mined by its curvatures up to Euclidean similarity (hyperbolic isometry) in Euclidean (hyperbolic) back-
ground geometry, see [An70a, An70b, Th76, MR90, deV91] for a proof. In the pioneered work of [CL03],
Chow and Luo first established an intrinsic connection between Thurston’s circle patterns and surface Ricci
flow. They introduced the so called combinatorial Ricci flows,
ri′(t) = −Kiri (1.3)
in Euclidean background geometry and
ri′(t) = −Ki sinh ri (1.4)
in hyperbolic background geometry. These discrete flows are analog of Hamilton’s Ricci flow in the com-
binatorial setting. Chow and Luo proved that the solutions to combinatorial Ricci flows exist for all time.
Moreover, the solutions converges (to a circle pattern with constant curvature) if and only if there exists a
metric of constant curvature. As a consequence, they obtained a new proof of Thurston’s existence of circle
packing theorem and a new algorithm to deform circle patterns.
1.2. Inversive distance circle packing metric. However, Andreev and Thurston’s circle patterns require
adjacent circles intersect with each other, which is too restrictive. Hence Bowers and Stephenson [BS04]
introduced inversive distance circle packing, which allow adjacent circles to be disjoint and measure their
relative positions by the inversive distance. Consider two circles c1, c2 with radii r1, r2 respectively, and
assume that c1 does not contain c2 and vice versa. If the distance between their center is l12, then the
inversive distance between c1, c2 is given by formula
I(c1, c2) =
l212 − r21 − r22
2r1r2
. (1.5)
in Euclidean background geometry and formula
I(c1, c2) =
cosh l12 − cosh r1 cosh r2
sinh r1 sinh r2
. (1.6)
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in hyperbolic background geometry. These two formulas are related by a stereographic projection ([Guo11]).
The notion of inversive distance generalizes the notion of intersection angle of two circles. Actually, note
that l12 > |r1 − r2|, we have −1 < I(c1, c2) < +∞. The inverse distance I(c1, c2) describes the relative
positions of c1 and c2. When I(c1, c2) ∈ (−1, 0), the circles c1, c2 intersect with an intersection angle
arccos I(c1, c2) ∈ (pi2 , pi). When I(c1, c2) ∈ [0, 1], the circles c1, c2 intersect with an intersection angle
arccos I(c1, c2) ∈ [0, pi2 ]. When I(c1, c2) ∈ (1,+∞), the circles c1, c2 are separated.
Now we reformulate Bowers and Stephenson’s construction of an inversive distance circle packing with
prescribed inversive distance I on triangulated surface (M,T). Consider I as a function defined on all edges;
that is I : E → (−1,+∞), and we call I the inversive distance. For every given radius vector r ∈ RN
>0, we
equip each edge {i j} ∈ E with a length
li j =
√
r2i + r
2
j + 2rir jIi j (1.7)
in Euclidean background geometry and length
li j = cosh−1(cosh ri cosh r j + Ii j sinh ri sinh r j) (1.8)
in hyperbolic background geometry. We should be careful that for {i jk} ∈ F, li j, l jk, lik may not satisfy
the triangle inequalities any more in the inversive distance setting, which is quite different from Thurston’s
observation, i.e., Lemma 13.7.2 in [Th76]. Denote
Ω =
{
r ∈ RN>0
∣∣∣ li j + l jk > lik, li j + lik > l jk, lik + l jk > li j, ∀ {i jk} ∈ F} (1.9)
as the space of all possible inversive distance circle packing metrics.
1.3. Our main results. Bowers-Stephenson’s relaxation of intersection condition is very useful for prac-
tical applications, especially in medical imaging and computer graphics fields, see Bowers-Hurdal [BH03]
and Hurdal-Stephenson [HS09] for example. Based on extensive numerical evidences, Bowers and Stephen-
son [BS04] conjectured the rigidity and convergence of inversive distance circle packings. Hence it is quite
necessary to generalize Andreev-Thurston’s ridigity property to inversive distance circle pattern setting. Guo
[Guo11] first proved that Bowers-Stephensons conjecture of rigidity is locally true by complicated compu-
tations. Luo [Luo11] proved Bowers-Stephensons conjecture of rigidity eventually. Their results say that a
inversive distance circle packing metric is uniquely determined by its curvatures (up to Euclidean similarity
or hyperbolic isometry). More precisely, the curvature map K : Ω → RN , r 7→ K is injective in hyperbolic
background geometry and is injective up to scaling in Euclidean background geometry. It is also necessary
to generalize Chow-Luo’s combinatorial Ricci flow to inversive distance circle pattern setting. In fact, in
Euclidean background geometry, we [GJ16] had extended the solution to Chow-Luo’s combinatorial Ricci
flow so as it exists for all time and converges exponentially fast to a circle pattern with constant cone angles.
In this paper, we shall do the same thing in hyperbolic background geometry. Combine Proposition 2.2 and
Theorem 3.13, we get
Theorem 1.10 (Extendable flow). Given a triangulated surface (M,T) with inversive distance I ≥ 0 in
hyperbolic background geometry. For any initial value r(0) ∈ Ω, the solution {r(t)|0 ≤ t < T } ⊂ Ω to flow
(1.4) uniquely exists on a maximal time interval t ∈ [0,T ) with 0 < T ≤ +∞. Furthermore, we can always
extend the solution to a new solution {r(t)|t ∈ [0,+∞)} whenever T < +∞.
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In the proof, we first follow the idea from Bobenko-Pincall-Springborn [BPS15] and Luo [Luo11] to
extend the definition of curvature K so as it defined on the whole spaceRN
>0. Then we consider the extension
of flow equation (1.4). Using the tricks developed by Ge-Xu [GX16b, GX16c] and Ge-Jiang [GJ16], we
finally obtain the extended solution {r(t)|0 ≤ t < +∞}. By deep analysis into Guo-Luo’s combinatorial Ricci
potential, we generalize Andreev-Thurston and Guo-Luo’s rigidity of inversive distance circle patterns to
Theorem 1.11. Any curvature K¯ ∈ K(Ω) is realized by an unique metric r¯ in the extended space RN
>0. As a
consequence, if there exists a metric of zero curvature in Ω, then it exists uniquely in RN
>0.
Note the “consequence” part of above theorem is restated as Theorem 3.19, while the general part of
above theorem is restated as Theorem 3.28. As to the long tern convergence behavior of flow (1.4), we have
Theorem 1.12 (Convergence of extended flow). Given a triangulated surface (M,T) with inversive distance
I ≥ 0 in hyperbolic background geometry. Then there exists a metric of zero curvature r∗ ∈ Ω on M if and
only if r(t) can always be extended to a convergent solution. Furthermore, if the extended solution converges,
then it converges exponentially fast to r∗ as t → +∞.
The paper is organized as follows. In section 2, we study some basic properties of flow 1.4), it contains
uniqueness, uniform lower or upper bound, and local convergence behavior. In section 3, we study the ex-
tended flow. Using Luo’s extension of locally convex functional, we then prove the extended combinatorial
Ricci potential is proper and get the convergence results related to the extended flow. We also introduce a
prescribed flow to deform inversive distance circle pattern to a pattern with admissible curvatures. In sec-
tion 4, we study the degeneration of inversive distance circle patterns. We also give a necessary condition,
expressed by a system of combinatorial and topological obstructions, for the existance of zero curvature
metric. We further analysis the effect on the existence of zero curvature metrics due to a deficiency of
maximum principle. In section 5, we state some open questions related to this subject.
2. BASIC PROPERTIES OF FLOW (1.4)
In this section, we state some basic properties of flow (1.4). Set ui = ln tanh
ri
2 , then dui =
1
sinh ri
dri.
Note r 7→ u is a coordinate change, sending r ∈ RN
>0 homeomorphically to u ∈ RN<0. Using this coordinate
change, we can write flow (1.4) to an autonomous ODE systemui
′(t) = −Ki
u(0) ∈ ln tanh Ω2
. (2.1)
where ln tanh Ω2 ,
{(
ln tanh r12 , · · · , ln tanh rN2
)|r ∈ Ω} is the space of all meaningful inversive circle packing
metrics expressed within u-coordinate. Since it is no difference between flow (1.4) and flow (2.1), we will
not distinguish them in the following.
Note that, in ln tanh Ω2 , Ki as a function of u = (u1, · · · , uN)T is smooth and hence locally Lipschitz
continuous. By Picard theorem in classical ODE theory, flow (2.1) has a unique solution u(t), t ∈ [0, ) for
some  > 0. As a consequence, we have
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Proposition 2.2. Given a triangulated surface (M,T) with inversive distance I ≥ 0 in hyperbolic back-
ground geometry. For any initial value r(0) ∈ Ω, the solution {r(t)|0 ≤ t < T } ⊂ Ω to flow (1.4) uniquely
exists on a maximal time interval t ∈ [0,T ) with 0 < T ≤ +∞.
Let {r(t)|0 ≤ t < T } be the unique solution to flow (1.4) on a right maximal time interval [0,T ) with
0 < T ≤ +∞. Intuitively, r(t) touches the boundary of Ω as t ↑ T . Roughly speaking, the boundary of Ω can
be classified into three types. The first type is “0 boundary”, r(t) touches the “0 boundary” means that there
exists a sequence of time tn ↑ T and a vertex i ∈ V so that ri(tn) → 0. The second type is “+∞ boundary”,
r(t) touches the “+∞ boundary” means that there exists tn ↑ T and i ∈ V so that ri(tn) → +∞. The last
type is “triangle inequality invalid boundary”, for this case, there exists tn ↑ T and a triangle {i jk} ∈ F, such
that the triangle inequality in triangle {i jk} ∈ F do not hold any more as n → +∞. At first glance the limit
behavior of r(t) as t ↑ T may be mixed of the three types and may be very complicated. We prove that in
any finite time interval, r(t) never touches the “0 boundary” and “+∞ boundary”.
Proposition 2.3. Given a triangulated surface (M,T) with inversive distance I ≥ 0 in hyperbolic back-
ground geometry. Let r(t) be the solution to flow (1.4) on a right maximal time interval [0,T ) with 0 < T ≤
+∞, then every ri(t) has a positive lower bound in any finite time interval [0, a) ∩ [0,T ) with a < +∞.
Proof. Note that, all |Ki| are uniformly bounded by a constant c > 0, which depends only on the triangula-
tion. Denote ci = tanh
ri(0)
2 , obviously ci ∈ (0, 1), then
ri(t) ≥ ln 1 + cie
−ct
1 − cie−ct > 0,
which implies the conclusion above. 
Lemma 2.4. For any  > 0, there exists a number l so that when ri > l, the inner angle θi in the hyperbolic
triangle 4viv jvk is smaller than .
Chow and Luo first state above lemma, see Lemma 3.5 in [CL03]. For an elementary proof, see [GX16c],
Lemma 3.2.
Proposition 2.5. Given a triangulated surface (M,T) with inversive distance I ≥ 0 in hyperbolic back-
ground geometry. Let {r(t)|0 ≤ t < T } be the unique solution to flow (1.4) on a right maximal time interval
[0,T ) with 0 < T ≤ +∞. Then all ri(t) are uniformly bounded above on t ∈ [0,T ).
Proof. We use Ge-Xu’s tricks first developed in [GX16c]. If the proposition is not true, then there exists at
least one vertex i ∈ V , such that lim
t↑T
ri(t) = +∞. For this vertex i, using Lemma 2.4, we can choose l > 0
large enough so that, whenever ri > l, the inner angle θ
jk
i is smaller than pi/di, where di is the valence (or
say degree) at i. Thus Ki > pi. Choose t0 ∈ (0,T ) such that ri(t0) > l, this can be done since lim
t↑T
ri(t) = +∞.
Denote a = inf{ t < t0 | ri(t) > l }, then ri(a) = l. Let’s look at what happens to flow equation (1.4) in the time
interval [a, t0]. Note that r′i (t) = −Ki sinh ri < 0 for a ≤ t ≤ t0, hence ri(t) ≤ ri(a) = l, which contradicts
with ri(t0) > l. 
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Remark 2.6. Chow-Luo proved this result for Andreev-Thurston’s circle pattern case by using a maximum
principle. However, for inversive distance circle pattern setting, the maximum principle doesn’t work, see
subsection 4.2 in the following.
Theorem 2.7 (Local stable). Given (M,T) with inversive distance I ≥ 0 in hyperbolic background geometry.
(1) If the solution {r(t)} ⊂ Ω to flow (1.4) converges to a metric r∗ ∈ Ω, then r∗ is a zero curvature
metric. As a consequence, there exists a zero curvature metric on (M,T).
(2) Conversely, assuming there exists a zero curvature metric r∗ ∈ Ω. Then the solution r(t) to flow (1.4)
exists for all time t ≥ 0 and converges exponentially fast to r∗ if r(0) is close enough to r∗.
Proof. We say the solution r(t) to flow (1.4) converges, if r(t) exists for all time t ∈ [0,+∞), and r(t)
converges in the Euclidean space topology to some r∗ ∈ Ω as time t tends to +∞. According to the classical
ordinary differential equation theory, r∗ is a zero point of −Ki sinh ri. Hence Ki(r∗) = 0 for each i, and r∗ is
the unique zero curvature metric. Conversely, assume r∗ ∈ Ω is a zero curvature metric. Write flow (2.1) in
matrix form as u˙ = −K, then differentiate K at u∗, we get
Du(−K)
∣∣∣
u∗ = −
∂(K1, · · · ,KN)
∂(u1, · · · , uN) = −L.
By Guo Ren’s result that L is positive definite at each r ∈ Ω (see the proof of Corollary in [Guo11]), and
Lyapunov stability theorem in ODE theory, u∗ is an asymptotically stable point of the flow (1.4), this implies
the conclusion above. 
3. EXTENDED COMBINATORIAL RICCI FLOW
Let {r(t)|0 ≤ t < T } be the maximal unique solution to flow (1.4). If T < +∞, then by Proposition 2.3 and
2.5, there exist constants c,C so that 0 < c ≤ ri(t) ≤ C for each i ∈ V and all t ∈ [0,T ). As a consequence, all
edges li j(t) remain positive for t ∈ [0,T ). Thus r(t) touches only the “triangle inequality invalid boundary”
of Ω as t ↑ T , that is, there exist tn ↑ T and some triangles in F, such that the triangle inequality in
these triangles do not hold any more as n → +∞. However, for these degenerate triangles, we can give
reasonable meaning of inner angles, therefore we can extend the definition of discrete Gaussian curvatures
to triangulations gluing by both ordinary and degenerate triangles. Using this extension of curvature, we
extend flow (1.4) naturally. It’s very interesting that the degenerate triangles can be deformed again along
the extended flow. In this meaning, we finally extend the solution r(t) so that it exists for all time t ∈ [0,+∞).
3.1. Generalized triangle and generalized curvature. We follow [BPS15, Luo11, Luo14] to generalize
the definition of inner angles of triangles and [GJ16] to generalize the definition of discrete Gaussian cur-
vatures. The key point is to extend the definition of inner angles, and as to the extension of Ki, it is just a
combinatorial process.
A generalized hyperbolic (or Euclidean) triangle 4v1v2v3 is a topological triangle of vertices v1, v2, v3
so that each edge is assigned a positive number, called edge length. Let xi be the assigned length of the
edge v jvk where {i, j, k}={1, 2, 3}. The inner angle θ˜i=θ˜i(x1, x2, x3) at the vertex vi is defined as follows. If
ON THE DEFORMATION OF INVERSIVE DISTANCE CIRCLE PACKINGS, II 7
x1, x2, x3 satisfy the triangle inequalities, then θ˜i is the inner angle of the hyperbolic (or Euclidean) triangle
of edge lengths x1, x2, x3 opposite to the edge of length xi; if xi ≥ x j + xk, then θ˜i = pi, θ˜ j = θ˜k = 0. Denote
Ξ ,
{
(x1, x2, x3) ∈ R3>0
∣∣∣ xi + x j > xk, {i, j, k} = {1, 2, 3}} (3.1)
Obviously, the inner angles θi, θ j and θk which are originally defined on Ξ, are now extend to θ˜i, θ˜ j and θ˜k
which are defined on R3
>0. Luo (Lemma 2.2,[Luo11]) already showed that the extension is continuously.
We can express the extended inner angles θ˜i : R3>0 → [0, pi], i ∈ {i, j, k} more clearly and directly. In fact,
recall the auxiliary function Λ(x) we introduced in [GJ16]
Λ(x) =

pi, x ≤ −1.
arccos x, −1 ≤ x ≤ 1.
0, x ≥ 1.
(3.2)
Λ is continuous on R and Λ(−x) = pi − Λ(x) for each x ∈ R. Then it follows for each i ∈ {i, j, k}
θ˜i(x1, x2, x3) = Λ
( x2j + x2k − x2i
2x jxk
)
(3.3)
in Euclidean background geometry and
θ˜i(x1, x2, x3) = Λ
(cosh x j cosh xk − cosh xi
sinh x j sinh xk
)
(3.4)
in hyperbolic background geometry. Note (3.3) and (3.4) also implies that θ˜i ∈ C(R3>0).
For a compact surface M with triangulation T, let d : E → (0,+∞) be a positive function assigning each
edge {i j} ∈ E a length di j. We call d a hyperbolic (or Euclidean) PL-metric (piecewise linear metric) if
for each triangle {i jk} ∈ F (with lengthes di j, d jk and dik), {i jk} is isometric to a hyperbolic (or Euclidean)
triangle in H2 (or E2). Thus a triangulated surface (M,T) with a hyperbolic (or Euclidean) PL-metric can
be obtained by gluing some hyperbolic (or Euclidean) triangles coherently together along edges. Note the
discrete Gaussian curvatures (1.1) is still meaningful for surface with PL-metric. However, if we change
hyperbolic (or Euclidean) triangles to generalized hyperbolic (or Euclidean) triangles, and“gluing” the gen-
eralized hyperbolic (or Euclidean) triangles together, we can get a generalized hyperbolic (or Euclidean)
PL-metric, and then we naturally extend the definition of discrete Gaussian curvature continuously to
K˜i(d) = 2pi −
∑
{i jk}∈F
θ˜
jk
i . (3.5)
Note each point d ∈ R|E|
>0 is in fact a generalized hyperbolic (or Euclidean) PL-metric, hence K˜i is a continu-
ous function defined onR|E|
>0. For the extended curvature K˜, we still have a discrete version of Gauss-Bonnet
formula
N∑
i=1
K˜i = 2piχ(M) + λArea(M). (3.6)
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3.2. Luo’s extension method for locally convex function. Inversive distance circle pattern is a way to pro-
duce generalized hyperbolic (or Euclidean) PL-metrics. Given a triangulated surface (M,T) with inversive
distance I ≥ 0 in hyperbolic (or Euclidean) background geometry. Consider a generic triangle {i jk} ∈ F,
which is configured by three circles with inversive distance Ii j, I jk and Iik. With out loss of generality, we
may suppose the three vertices i, j, k appear in this order in the ordered vertex sequence 1, · · · ,N. Denote
∆i jk ,
{
(ri, r j, rk) ∈ R3>0
∣∣∣ (li j, l jk, lik) ∈ Ξ} , (3.7)
where li j is determined by (1.8) (or (1.7)) in hyperbolic (or Euclidean) background geometry. In the follow-
ing, we only consider the hyperbolic background geometry. We use ln tanh ∆i jk2 as the homeomorphic image
of ∆i jk under coordinate change ui = ln tanh
ri
2 . Guo proved (see Lemma 11-12, Corollary 13, [Guo11])
Lemma 3.8. In hyperbolic background geometry, ∆i jk is a non-empty simply connected open subset ofR3>0.
The Jacobian matrix of functions θ jki , θ
ik
j , θ
i j
k in terms of u1, u2, u3 is symmetric and negative definite. For
any fixed c ∈ ln tanh ∆i jk2 , the integration Wi jk(ui, u j, uk) ,
∫ (ui,u j,uk)
c (θ
jk
i dui + θ
ik
j du j + θ
i j
k duk) is well defined.
It is a locally strictly concave function on ln tanh ∆i jk2 and satisfies
∂Wi jk
∂ui
= θ
jk
i .
Using the locally concave property of Wi jk, Guo proved local rigidity for inversive distance circle patterns.
To obtain global rigidity, one needs to extend Wi jk to a global concave function. [BPS15] first provided a
method to do so (in discrete conformal change setting), while Luo [Luo11] generalized [BPS15]’s work to
more generic 1-forms and locally convex functions. A differential 1-form ω =
∑n
i=1 ai(x)dxi in an open set
U ⊂ Rn is said to be continuous if each ai(x) is a continuous function on U. A continuous 1-form ω is called
closed if
∫
∂τ
ω = 0 for any Euclidean triangle τ ⊂ U. By the standard approximation theory, if ω is closed
and γ is a piecewise C1-smooth null homologous loop in U, then
∫
γ
ω = 0. If U is simply connected, then
in the integral G(x) =
∫ x
a ω is well defined (where a ∈ U is arbitrary chose), independent of the choice of
piecewise smooth paths in U from a to x. Moreover, the function G(x) is C1-smooth so that ∂G(x)∂xi = ai(x).
Luo proved
Lemma 3.9 (C1,1-extend). The C∞-smooth 1-form θ jki dui +θ
ik
j du j +θ
i j
k duk, originally defined on ln tanh
∆i jk
2 ,
can be extended to a continuous closed 1-form θ˜ jki dui+θ˜
ik
j du j+θ˜k
i jduk, defined onR3<0, so that the integration
W˜i jk(ui, u j, uk) ,
∫ (ui,u j,uk)
c
θ˜
jk
i dui + θ˜
ik
j du j + θ˜
i j
k duk, (ui, u j, uk) ∈ R3<0 (3.10)
is a C1-smooth concave function, where c is arbitrary chosen in R3
<0.
3.3. The extended flow. Now we consider the extended combinatorial Ricci flowui
′(t) = −K˜i
u(0) ∈ ln tanh Ω2
. (3.11)
Similar to Lemma 2.4, we have
Lemma 3.12. For any  > 0, there exists a number l so that when ri > l, the generalized inner angle θ˜i in
the generalized hyperbolic triangle 4viv jvk is smaller than .
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Proof. If ri is large enough, then li j + lik > l jk. If further li j + l jk ≤ lik or lik + l jk ≤ li j, then obviously θ˜i = 0.
Else, we have θ˜i = θi, and in this case, using Lemma 2.4 we get the conclusion. 
Theorem 3.13 (Extended flow). The solution u(t) to the extended flow (3.11) exists for all time t ≥ 0.
Proof. On one hand, note all the extended curvatures K˜i are uniformly bounded too. Then the proof in
Proposition 2.3 is still valid, and hence ri(t) > 0 on any finite time interval. On the other hand, by Lemma
3.12, the proof in Proposition 2.5 can be moved here almost word for word. Hence all ri(t) are uniformly
bounded above. Thus we get the conclusion above. 
3.4. Combinatorial Ricci potential. Now fix an arbitrary point u0 ∈ ln tanh Ω2 . Assume Wi jk(ui, u j, uk) is
defined as in Lemma 3.8 and W˜i jk(ui, u j, uk) is defined as in (3.10) with the same c = (u0,i, u0, j, u0,k). For
any u ∈ ln tanh Ω2 , Guo [Guo11] and Luo [Luo11] introduced the following functional
F(u) , 2pi
N∑
i=1
(ui − u0,i) −
∑
{i jk}∈F
Wi jk(ui, u j, uk). (3.14)
We call above functional combinatorial Ricci potential in hyperbolic background geometry. By Lemma 3.9,
the combinatorial Ricci potential, originally defined on ln tanh Ω2 , can be extended C
1-smoothly to
F˜(u) , 2pi
N∑
i=1
(ui − u0,i) −
∑
{i jk}∈F
W˜i jk(ui, u j, uk), (3.15)
which is defined for all u ∈ RN
<0. It’s easy to show that ∇uF = K and ∇uF˜ = K˜. In [Luo11], Luo proved
Lemma 3.16. F˜(u) ∈ C1(RN
<0) ∩ C∞(ln tanh Ω2 ), and F˜(u) is convex on RN<0. Moreover, hessF˜ is positive
definite on ln tanh Ω2 .
We can’t expect higher order smoothness of F˜. Actually, by calculation one can easily find ∂θ jki /∂r j = ∞
at the “triangle inequality invalid boundary”, hence K˜i is not C1-smooth at the “triangle inequality invalid
boundary”. It follows that F˜ is not C2-smooth if the “triangle inequality invalid boundary” exists, or equiv-
alently, Ii j > 1 for at least one edge i ∼ j.
Proposition 3.17. If there exists a zero curvature metric r∗ ∈ Ω, then lim
u→∞; u∈RN
<0
F˜(u) = +∞.
Proof. Let u∗ ∈ ln tanh Ω2 be the corresponding u-coordinate of r∗. Choose δ > 0, δ < dist(u∗, ∂ ln tanh Ω2 ).
For each direction ξ ∈ SN−1, the ray −−−−−→u∗ + tξ, t ≥ 0 intersect with ∂RN
<0 (consider “∞” as one boundary point)
at some point u∗+aξξ. Then ϕξ(t) = F˜(u∗+ tξ) is well defined on the time interval t ∈ [0, aξ). It’s easy to see
[0, δ] ⊂ [0, aξ). Since F˜ is convex, then ϕξ(t) is convex on [0, aξ), hence ϕ′ξ(t) is non-decreasing on [0, aξ).
Moreover, for t ∈ [0, δ], ϕ′′ξ (t) = ξThessFξ > 0, this shows that ϕ′ξ(t) is strictly increasing on [0, δ]. Note
ϕ′ξ(0) = 0, then it follows ϕ
′
ξ(t) ≥ ϕ′ξ(δ) > 0 for all t ∈ [δ, aξ), which implies that ϕξ(t) is strictly monotone
increasing on t ∈ [0, aξ). For t ≥ δ, we have ϕξ(t) ≥ ϕξ(δ) + ϕ′ξ(δ)(t − δ). If aξ = +∞, let t → aξ, then it
follows ϕξ(t)→ +∞. By the following elementary Lemma 3.18, we get the conclusion above. 
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Lemma 3.18. Let f ∈ C(Rn<0). Suppose there is a u∗ ∈ Rn<0, such that for any direction ξ ∈ Sn−1, f (u∗ +
tξ) is monotone increasing for t ∈ [0, aξ), where aξ is the time that the ray −−−−−→u∗ + tξ intersects with ∂RN<0,
furthermore, f (u∗ + tξ) tends to +∞ as t → aξ whenever aξ = +∞. Then lim
x→∞; x∈Rn
<0
f (x) = +∞.
Since the proof of above lemma is similar with Lemma B.1 in [GX16a] and Lemma 3.10 in [GJ16]. We
omit the details here.
Theorem 3.19. Assume there exists a zero curvature metric r∗ ∈ Ω. Then it is unique in RN
>0.
Proof. Note ϕ′ξ(t) = ξ
T K˜. Whenever there is a zero curvature metric uˆ inRN
<0, there corresponds a tˆ ∈ [0, aξ)
with ϕ′ξ(tˆ) = 0. However, ϕ
′
ξ(t) has the unique zero point at t = 0 from the proof above. Hence the zero
curvature metric is unique. 
3.5. Proof of Theorem 1.12. We just need to prove the following convergence result for the extended flow.
Theorem 3.20 (Long time convergence). Given (M,T) with inversive distance I ≥ 0 in hyperbolic back-
ground geometry. If there exists a metric of zero curvature u∗ ∈ ln tanh Ω2 , then the solution u(t) to the
extended flow (3.11) converges exponentially fast to u∗ as t → +∞.
Proof. By Proposition 3.17, F˜(u) tends to +∞ as ‖u‖ tends to +∞. It’s easy to see ddt F˜(u(t)) = −‖K˜‖2 ≤ 0
along flow (3.11) and then F˜(u(t)) is decreasing. Hence ‖u(t)‖ is uniformly bounded from above. This
implies that all ri(t) are uniformly bounded from below from a positive constant. By Proposition 2.5, all
ri(t) are uniformly bounded from above. Thus the solution {r(t)} lies in a compact region in RN>0. Then
it’s easy to show that there exists a sequence tn ↑ +∞ so that u(tn) → u∗. By Theorem 2.7, u∗ is the
unique asymptotically stable point of the flow (3.11), and for some sufficient big tn0 , the solution {u(t)}t≥tn0
converges exponentially fast to u∗, i.e., the original flow {u(t)}t≥0 converges exponentially fast to the zero
curvature metric u∗. 
Remark 3.21. Theorem 3.13 and Theorem 3.20 are still true, for arbitrary initial value u(0) ∈ RN
<0 in (3.11).
3.6. Deform inversive distance circle pattern to prescribed curvature. We can deform any inversive
distance circle pattern to a pattern with prescribed curvatures if it is admissible.
Definition 3.22. Denote K(Ω) ,
{
K(r)|r ∈ Ω}. Each prescribed K¯ with K¯ ∈ K(Ω) is called admissible. If
r¯ ∈ Ω such that K¯ = K(r¯), we say K¯ is realized by r¯.
Given a triangulated surface (M,T) with inversive distance I ≥ 0 in hyperbolic background geometry. Let
K¯ ∈ RN be any prescribed curvature, consider the prescribed flowui
′(t) = K¯i − Ki
u(0) ∈ ln tanh Ω2
, (3.23)
then Proposition 2.2 and Proposition 2.3 are true. If further assume K¯i < 2pi for all i ∈ V , then Proposition
2.5 is also true. Note that to get a uniform upper bound for ri(t), some assumptions on K¯i, such like K¯i < 2pi,
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is necessary. If all K¯i > 2pi, then r′i (t) = (K¯i − Ki) sinh ri > c > 0, hence ri(t) is strictly increasing, and can’t
uniformly bounded from above.
Theorem 2.7 now can be generalized to
Theorem 3.24. Given (M,T) with inversive distance I ≥ 0 in hyperbolic background geometry.
(1) If the solution {r(t)} ⊂ Ω to flow (3.23) converges to a metric r¯, then r¯ realized K¯, which implies that
K¯ is admissible.
(2) Conversely, assume K¯ is admissible. Then the solution r(t) to flow (3.23) exists for all time t ≥ 0
and converges exponentially fast to r¯ if r(0) is close enough to r¯.
By a similar analysis into the following prescribed discrete Ricci potential
F˜p(u) ,
N∑
i=1
(2pi − K¯i)(ui − u0,i) −
∑
{i jk}∈F
W˜i jk(ui, u j, uk), (3.25)
we can generalize Theorem 3.13, Theorem 3.19 and Theorem 3.20 to the following three theorems.
Theorem 3.26. Given (M,T) with inversive distance I ≥ 0 in hyperbolic background geometry. Let K¯ ∈ RN
be any prescribed curvature, consider the extended prescribed flowui
′(t) = K¯i − K˜i
u(0) ∈ RN
<0
. (3.27)
If K¯i < 2pi for all i ∈ V , then every solution u(t) to (3.27) exists for all time t ≥ 0.
Theorem 3.28. Any curvature K¯ ∈ K(Ω) is realized by an unique metric r¯ in the extended space RN
>0.
Theorem 3.29. Given (M,T) with inversive distance I ≥ 0 in hyperbolic background geometry. Assume
u(t) is a solution to (3.27). If K¯ is admissible, then u(t) converges exponentially fast to some u¯ ∈ ln tanh Ω2
as t → +∞, and u¯ is the unique metric that realized K¯. Conversely, if u(t) converges to some u¯ ∈ ln tanh Ω2 ,
then K¯ is realized by u¯ and hence is admissible.
Since all these results are similar with previous sections, we omit their proofs here.
4. DEGENERATION OF INVERSIVE DISTANCE CIRCLE PATTERNS
We study K(Ω) in this section. If the inversive distance I ∈ [0, 1], which is equivalent to say Andreev-
Thurston’s circle pattern with weight Φ ∈ [0, pi2 ], the classical Andreev-Thurston’s theorem (see [An70a,
An70b, Th76, MR90, deV91] for details) described the shape of K(Ω) completely. They show that all
admissible curvatures form an open convex polytope in RN . A nice expression of Andreev-Thurston’s
theorem can be found in Theorem 1 of [Guo11]. For more general inversive distance I ≥ 0, the last paragraph
of [GJ16] shows that there are intrinsic difficulties, caused by non-coherence of “triangle inequality invalid
boundary”, to describe K(Ω) completely. We give a little results here, which generalize Andreev-Thurston’s
theorem to some extent.
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4.1. Combinatorial and topological obstructions. For any nonempty proper subset A ⊂ V , let FA be the
subcomplex whose vertices are in A and let Lk(A) be the set of pairs (e, v) of an edge e and a vertex v
satisfying the following three conditioins: (1) The end points of e are not in A; (2) v is in A; (3) e and v form
a triangle. For any nonempty proper subset A ⊂ V , in [GJ16] we had defined
YA ,
{
x ∈ RN
∣∣∣∣∑
i∈A
xi > −
∑
(e,v)∈Lk(A)
(
pi − Λ(Ie)) + 2piχ(FA)}, (4.1)
where Λ is the auxiliary function (3.2). Similar to Theorem 5.4 in [GJ16], we have
Theorem 4.2. Given (M,T) with inversive distance I ≥ 0 in hyperbolic background geometry. For any
nonempty proper subset A ⊂ V , ∑
i∈A
Ki > − ∑
(e,v)∈Lk(A)
(
pi − Λ(Ie)) + 2piχ(FA).
Proof. We first prove in a single triangle {i jk} ∈ F, for all (ri, r j, rk) ∈ ∆i jk, 0 < θi(ri, r j, rk) < pi−Λ(I jk). For
this, we just need to prove for any fixed r¯ j, r¯k ∈ (0,+∞), θi(ri, r¯ j, r¯k) < pi − Λ(I jk). Let
f (ri) = cosh−1(cosh ri cosh r¯ j + Ii j sinh ri sinh r¯ j)+ cosh−1(cosh ri cosh r¯k + Iik sinh ri sinh r¯k)
− cosh−1(cosh r¯ j cosh r¯k + I jk sinh r¯ j sinh r¯k)
It’s easy to see f (+∞) = +∞ and f ′(ri) > 0. Moreover, if I jk > 1, then f (0) < 0. If I jk = 1, then f (0) = 0.
While if 0 ≤ I jk < 1, then f (0) > 0. Obviously, if I jk > 1, then equation f (ri) = 0 has an unique positive
solution r¯i. If I jk ∈ [0, 1], set r¯i = 0. On one hand, by the law of cosines in hyperbolic geometry,
cos θi =
cosh li j cosh lik − cosh l jk
sinh li j sinh lik
,
and taking limit, by careful calculation, we get lim
ri→r¯i
θi(ri, r¯ j, r¯k) = pi − Λ(I jk) and lim
ri→+∞
θi(ri, r¯ j, r¯k) = 0.
On the other hand, by Guo’s Lemma 3.8, ri∂θi/∂ri = ∂θi/∂ui < 0, implying that θi is a strictly decreasing
function of ri. Hence 0 < θi(ri, r¯ j, r¯k) < pi−Λ(I jk), and then for all (ri, r j, rk) ∈ ∆i jk, we get 0 < θi < pi−Λ(I jk).
Next we follow the approach pioneered by Marden and Rodin [MR90] to finish the proof. Consider all
the triangles in F having a vertex in A. These triangles can be classified into three types A1, A2 and A3. For
each i ∈ {1, 2, 3}, a triangle is in Ai if and only if it has exactly i many vertices in A. By what is proved
above,
∑
i∈A,{i jk}∈A1
θ
jk
i <
∑
(e,v)∈Lk(A)
(
pi − Λ(Ie)). Also note θ jki + θikj < θ jki + θikj + θi jk < pi, then it follows∑
i∈A
Ki =
∑
i∈A
(
2pi −
∑
{i jk}∈F
θ
jk
i
)
= 2pi|A| −
∑
i∈A
∑
{i jk}∈F
θ
jk
i
=2pi|A| −
( ∑
i∈A,{i jk}∈A1
θ
jk
i +
∑
i, j∈A,{i jk}∈A2
(
θ
jk
i + θ
ik
j
)
+
∑
{i jk}∈A3
(
θ
jk
i + θ
ik
j + θ
i j
k
))
>2pi|A| −
∑
(e,v)∈Lk(A)
(
pi − Λ(Ie)) − pi|A2| − pi|A3|
= −
∑
(e,v)∈Lk(A)
(
pi − Λ(Ie)) + 2pi(|A| − |A2|2 − |A3|2 )
= −
∑
(e,v)∈Lk(A)
(
pi − Λ(Ie)) + 2piχ(FA).
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
Corollary 4.3. Given (M,T) with inversive distance I ≥ 0 in hyperbolic background geometry. Then the
space of all admissible discrete Gaussian curvatures K(Ω) is contained in a convex set
⋂
φ,A$V
YA.
Corollary 4.4. Given (M,T) with inversive distance I ≥ 0 in hyperbolic background geometry. If there exists
a zero curvature metric, then for each nonempty proper subset A ⊂ V , ∑
(e,v)∈Lk(A)
(
pi − Λ(Ie)) > 2piχ(FA).
Lemma 4.5. Assume b, c ∈ (0,+∞], then in the generalized hyperbolic triangle {i jk} ∈ F which is config-
ured by three circles with non-negative inversive distance Ii j, I jk and Iik,
lim
(ri,r j,rk)→(0, b, c)
θ˜i(ri, r j, rk) = pi − Λ(I jk). (4.6)
lim
(ri,r j,rk)→(0, 0, c)
θ˜k(ri, r j, rk) = 0. (4.7)
Proof. For any (ri, r j, rk) ∈ R3>0, we have
θ˜i(ri, r j, rk) = Λ
(cosh li j cosh lik − cosh l jk
sinh li j sinh lik
)
.
One can get the conclusion by careful calculations. We omit the tedious but elementary details here. 
Proposition 4.8. Given (M,T) with inversive distance I ≥ 0 in hyperbolic background geometry. Assume
there is a sequence of r(n) =
(
r(n)1 , ..., r
(n)
N
)T ∈ RN
>0 and a nonempty proper subset A ⊂ V , so that limn→+∞ r
(n)
i = 0
for i ∈ A and lim
n→+∞ r
(n)
i > 0 (may be +∞) for i < A, then
lim
n→+∞
∑
i∈ A
K˜i(r(n)) = −
∑
(e,v)∈Lk(A)
(pi − Λ(Ie)) + 2piχ(FA). (4.9)
Proof. If {i jk} ∈ A2, then by Lemma 4.5, θ˜ jk(n)i → pi − Λ(Ie). If {i jk} ∈ A2, then the generalized hyperbolic
triangle degenerates to a geodesic segment and hence θ˜ jk(n)i + θ˜
ik(n)
j → pi. If {i jk} ∈ A3, then the generalized
hyperbolic triangle is shrinking to a point and hence θ˜ jk(n)i + θ˜
ik(n)
j + θ˜
i j(n)
k → pi too. Therefore,∑
i∈A
K˜(n)i = 2pi|A| −
( ∑
i∈A,{i jk}∈A1
θ˜
jk(n)
i +
∑
i, j∈A,{i jk}∈A2
(
θ˜
jk
i + θ˜
ik
j
)(n)
+
∑
{i jk}∈A3
(
θ˜
jk
i + θ˜
ik
j + θ˜
i j
k
)(n))
→2pi|A| −
∑
(e,v)∈Lk(A)
(
pi − Λ(Ie)) − |A2|pi − |A3|pi = − ∑
(e,v)∈Lk(A)
(
pi − Λ(Ie)) + 2piχ(FA).

Theorem 4.10. Given (M,T) with inversive distance I ≥ 0 in hyperbolic background geometry. Then the
space of all possible extended curvatures K˜(RN
>0) ⊂
⋂
φ,A$V
YA. (YA is the closer of YA)
Proof. We need to prove that for every r ∈ RN
>0, the extended curvature K˜ satisfies∑
i∈ A
K˜i(r) ≥ −
∑
(e,v)∈Lk(A)
(pi − Λ(Ie)) + 2piχ(FA)
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for each nonempty proper subset A ⊂ V . For this, we just need to prove that in a single triangle {i jk} ∈ F,
for all (ri, r j, rk) ∈ R3>0, 0 ≤ θ˜i ≤ pi − Λ(I jk). Since the methods are almost the same with proof of Theorem
5.8 in [GJ16], we omit the details here. 
Consider a triangle {i jk} ∈ F that is configured by three circles with three fixed non-negative numbers Ii j,
I jk and Iik as inversive distances. Let θi, θ j and θk be the three inner angles. For this (a single triangle) case,
similar to Theorem 5.9 in [GJ16], we can determine the shape of K(Ω) (in this case Ω = ∆i jk) completely.
Theorem 4.11. (θi, θ j, θk) is a diffeomorphism from ∆i jk to Z, where
Z =
{
(θi, θ j, θk) ∈ R3
∣∣∣ θi + θ j + θk < pi; 0 < θi′ < pi − Λ(I j′k′), ∀ {i′, j′, k′} = {i, j, k}} .
4.2. Maximum principle. The maximum principle is very useful in geometric analysis and other fields. Its
discrete version was first applied in combinatorial curvature flows by Chow-Luo [CL03] and Glickenstein
[Gl05b]. Ge-Xu [GX15, GX16c] systematically developed the theory of discrete maximum principle and
used it to study the combinatorial Yamabe problem, that is, the existence of constant curvature metrics.
Using this, Ge-Xu proved that there exists a zero (or constant) curvature metric if and only if there exists
a metric with non-negative curvatures in the hyperbolic (or Euclidean) background geometry. Note that by
Andreev, Thurston and other pioneer’s work for classical K-curvature [An70a, An70b, Th76, MR90, deV91,
Ri94, He99, BPS15], and by Ge-Xu’s recent work for newly defined R-curvature [GX15, GX16a, GX16c],
the existence of constant (K- or R-) curvature metrics, or non-negative curvature metrics are determined by
the topological and combinatorial structures of (M,T). It seems amazing that discrete maximum principle
can be used to extract topological information of M and combinatorial information of the triangulation T.
Let the background geometry is hyperbolic, we consider Chow and Luo’s combinatorial Ricci flow, which
is equivalent to require the inversive distance 0 ≤ I ≤ 1. In this case, Ω = RN
>0, and the curvature Ki(t)
evolves according to
dKi
dt
=
∑
j∼i
Ci j(K j − Ki) − BiKi, (4.12)
where both Ci j and Bi are positive. Set M(t) = max
{
K1(t), · · · ,KN(t), 0}, m(t) = min{K1(t), · · · ,KN(t), 0}.
Using the maximum principle, Chow-Luo (corollary 3.3, [CL03]) proved that M(t) is non-increasing while
m(t) is non-decreasing. We can show even more.
Theorem 4.13. Given (M,T) with inversive distance 0 ≤ I ≤ 1 in hyperbolic background geometry. If there
exists a metric with non-positive curvatures, then there exist a zero curvature metric.
Proof. This theorem was first proved by Ge-Xu in [GX16c], where they defined a new R-curvature and a new
hyperbolic curvature flow. Using a discrete version of maximum principle for R-curvature evolutions along
the newly defined hyperbolic curvature flow, they finally proved above conclusion. The proof in [GX16c] is
very complicated, and we need to provide a more direct proof here. We still follow [GX16c]. We deform
the metric r(t) according to Chow-Luo’s flow dri/dt = −riKi, beginning from a initial metric r(0) which
is exactly the special metric with non-positive curvatures. By Chow-Luo’s results, M(t) ≤ M(0) ≤ 0, and
hence all Ki(t) ≤ 0. Thus dri/dt ≥ 0 and every ri(t) is increasing, which implies that all ri(t) are uniformly
bounded below from a positive constant. By Proposition 2.5, or by Corollary 3.6 in [CL03], all ri(t) are
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uniformly bounded from above. Thus the solution {r(t)} lies in a compact region in RN
>0. Using Proposition
3.7 in [CL03], we get the conclusion above. 
The inversive distance I ∈ [0, 1] is equivalent to Andreev-Thurston’s circle pattern with weight Φ ∈ [0, pi2 ].
In this case, the existence of zero curvature metric is purely combinatorial and topological. In fact, Thurston
[Th76] proved that there exists a metric with zero curvature if and only if the following two combinatorial
conditions are satisfied simultaneously: (1) for any three edges e1, e2, e3 forming a null homotopic loop in
M, if
∑3
i=1 Φ(ei) ≥ pi, then e1, e2, e3 form the boundary of a triangle in F; (2) for any four edges e1, e2, e3, e4
forming a null homotopic loop in M, if
∑4
i=1 Φ(ei) ≥ 2pi, then e1, e2, e3, e4 form the boundary of the union
of two adjacent triangles. The method to prove Proposition 2.5 is valid for all I ≥ 0, while the maximum
principle method to prove M(t) decreasing and Corollary 3.6 in [CL03] is only valid for 0 ≤ I ≤ 1. By
an observation of Guo [Guo11], Ci j =
∂Ki
∂u j
may be negative for general inversive distance I ≥ 0, hence the
maximum principle may not valid any more.
5. SOME QUESTIONS
5.1. Is Ω simply connected. If so, then we can define the discrete Ricci potential directly as the line integral
G(u) ,
∫ u
c
N∑
i=1
Kidui, (5.1)
where c ∈ ln tanh Ω2 is arbitrary chosen. Since ln tanh Ω2 is simply connected, and ∂Ki∂u j =
∂K j
∂ui
, above line
integral is well defined and is independent on the choice of piecewise smooth paths in ln tanh Ω2 from c to u.
Also, we can introduce
G˜(u) ,
∫ u
c
N∑
i=1
K˜idui, (5.2)
which is the C1-smooth extension of G(u). It’s easy to see, G(u) differs from F(u) by a constant, while
G˜(u) differs from F˜(u) by a constant. For M = {i jk} ∈ F a single triangle case, Ω is in fact ∆i jk and is
simply connected non-empty open set by Guo’s Lemma 3.8. For general case, we don’t know if Ω is simply
connected. We don’t know if Ω is connected or non-empty even worse.
5.2. Uniqueness of solution to the extended flow. Let u(t) be the solution to the extended flow (3.11),
when ever u(t) lies in ln tanh Ω2 , it is unique since K˜i = Ki is smooth and then locally Lipschitz continuous
in ln tanh Ω2 . However, K˜i is not Lipschitz continuous near the boundary of ln tanh
Ω
2 . So we don’t know
whether u(t) is unique. If all inversive distance Ii j are in [0, 1], in this case, Ω equals toRN>0, and the extended
flow is in fact Chow-Luo’s flow, hence the solution u(t) is unique in [0,+∞). We hope u(t) is unique for any
inverse distance I ≥ 0.
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