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Improving building energy efficiency through building energy retrofit (BER) is one of the most 40 effective ways to reduce energy use and associated pollutant emissions. From an economic 41 and environmental perspective, energy conservation and efficiency measures could hold 42 greater potential than deployment of renewable energy technologies [1] . Computational 43 modelling and simulation plays an important role in understanding complex interactions. 44
Building performance modelling and simulation is a fast flourishing field, focusing on reliable 45 reproduction of the physical phenomena of the built environment [2] . Several retrofit-oriented 46 simulation tools have been developed in the last two decades, commonly using as the main 47 given in £/h. The indicator tries to solve the gap of integrating exergoeconomic evaluation in 275 typical economic analysis for BER design, by expressing exergy losses and its relative cost 276 into an indicator that is straightforward to understand. Specifically, for BER analysis, first, a 277 benchmark value has to be calculated for the pre-retrofitted building. This indicator will only be 278 composed of exergy destruction costs ̇, , (̇=0 and ̇= 0). After the retrofit analysis 279 is performed, if the retrofitted building presents a lower than the baseline ̇, , , 280 the design represents both a cost-effective solution and an improvement in exergy 281
performance. 282
Exergy-efficient and cost-effective → > ̇, ,
283
Exergy-inefficient and cost-ineffective → < ̇, ,
284
The proposed exergy/exergoeconomic framework aims to allow the practitioner to quantify the 285
First and Second Law parameters in order to locate more opportunities for improvement. 286
Several steps with different activities exist in common BER practice [63] . The proposed 287 framework, consists of three levels and is illustrated in Fig. 2 . algorithm-based optimisation procedure to search for close-to-optimal solutions in a 326 time-effective manner 327
Depending of the operation mode, ExRET-Opt modules that are active are the following: 328 Table 1 
Module 1: Input data and baseline building modelling 335
First, a pre-processing phase is involved were data collection, with regards to the building 336 physical characteristics, occupancy profiles, energy systems, weather data, and energy prices, 337
should be carried out, in order to construct a pre-calibrated baseline building model. A 338 significant number of data sources is required for this specific task. Most common approaches 339 are site visits and BMS data, which represent the best source of information. When data is 340 missing or is hard to measure (i.e. occupancy levels, envelope thermal characteristics, internal 341 heat gains, etc.), other sources of information, such as CIBSE [68] Undoubtedly, Module 3 can be considered as the most important main routine within ExRET-374
Opt. The entire modelling process of Module 3 is based on two subroutines: 'subroutine: 375 dynamicexergy' and 'subroutine: exergoeconomics'. The code of these subroutines is based 376 on the mathematical formulae described in previous publications and that were further 377 implemented in Python scripts. The strengths of Python programming language and the main 378 reason of its integration in the tool is its modularity, code reuse, adaptability, reliability, and 379 calculation speed [2] . 
383
To further detail the module process, before ExRET-Opt calls the first subroutine, the reference 384 environment has to be specified. As the exergy method only considers thermal exergy, the 385
.epw weather file with hourly data on temperature and atmospheric pressure has to be used. 386
Exergy analysis calculated by the 'subroutine: dynamicexergy', performs the analysis in the 387 four different products of the building (heating, cooling, DHW, and electric appliances). This 388 procedure is used to split the typical approach of a single stream analysis into multiple streams' 389 analysis, able to calculate exergy indicators of each product in more detail. Following the end 390 of the first subroutine, the 'subroutine: exergoeconomics' is called by ExRET-Opt and finally 391 produces all the needed thermodynamic and thermoeconomic outputs.
For the integration of the subroutines into EnergyPlus, jEPlus is required. JEPlus latest 393 versions provide users with the ability to use Python scripting for running own-made processing 394 scripts, where communication between EnergyPlus and the Python-based exergy model is 395 mainly supported through the use of .rvx files (extraction files data structure represented 396 in JSON format). These files also allow the manipulation and handling of data back and forth 397 among EnergyPlus, Python, and jEPlus. The detailed process of joining EnergyPlus and the 398 developed subroutines is illustrated in Fig. 6 . 399 400 incentives (RHI and FiT). Depending on the retrofit technology, this could play a major role in 417 the financial viability of some BER designs. To code each measure, these were implemented 418 by developing individual stand-alone code recognisable ('.idf files') by EnergyPlus. Since the 419 manual evaluation of retrofit measures is not feasible, ExRET-Opt uses parametric simulation 420 to manipulate models, modify building model code, and simulate them. By using the EP-Macro 421 function within EnergyPlus and coupling the process with jEPlus, it is possible to handle these 422 'pieces of code' and introduce them into the main building model (Fig. 7) . 423 424 
450
The advantages of using NSGA-II as the optimisation algorithm, is the ability to deal with large 451 number of variables, ability for continuous or discrete variables' optimisation, simultaneous 452 search from a large sample, and ability for parallel computing [73] . Office Building' is selected. The steady-state analysis considers a reference temperature of 0 502 °C and an internal temperature of 21 °C. The case studies input data can be seen in Table 2 . 503 504 
Verification results 506
The comparison between the tools' outputs, is given in Table 3 . Deviations between 507 outputs are no larger than 5% with similar results in assessing energy supply chain 508 exergy efficiency. 509 
Analytical verification of subroutines 518
For the analytical verification, ExRET-Opt is compared against two numerical examples from 519 the literature. The intention of this analysis is to verify the two 'Module 3' subroutines separately 520 ('subroutine: dynamicexergy' and 'subroutine: exergoeconomics'). Although the research in 521 dynamic building exergy and exergoeconomic analyses is limited, two highly cited articles can 522 be relied on. Sakulpipatsin TRNSYS dynamic simulation tool. The case study building is a cubic-box with a net floor area 529 of 300 m 2 spread along 3 stories. The heating system is based on district heating supplying 530 hot water at 90 °C. The cooling system is based on a small-scale chiller with a COP of 1.5. 531
Both systems supply the thermal energy to a low-temperature heating/high-temperature 532 cooling panels. For the reference temperature, the De Bilt, Netherlands weather file is used as 533 it was the reference weather file used in the original research. The full input data of the building 534 and its HVAC system can be seen in Table 4 . 535 Considering that the analysis is done at an hourly rate, the 'subroutine: dynamicexergy' seems 547 to provide reliable results. However, the cooling calculations need further testing. 548 549
Exergoeconomics verification and results 550
In existing relevant literature, no comprehensive example of a dynamic exergy analysis 551 combined with an exergoeconomic analysis applied to a building exists. However, Yücer and 552
Hepbasli [55] performed a steady-state exergy and exergoeconomic analysis of a building's 553 heating system, based on the SPECO method. The limitation of this research is that the exergy 554 outputs are presented for just one temperature, neglecting the dynamism of an actual 555 reference environment. For the case study, a house accommodation of 650 m² is considered. 556
The reference environment is taken as 0 °C, with an internal temperature of 21 °C. The HVAC 557 system is composed of a steam boiler, using fuel oil that provides thermal energy to panel 558 radiators to finally heat the room. Solar and internal heat gains have been neglected. The 559 characteristics of the case study can be seen in Table 6 . 560 reduced the subsystems' analysis from seven to just three: generation, distribution, and 563 emission subsystems. Since the capital cost of the subsystem is essential for this analysis, this 564 is provided in Table 7 . 565 566 The exergy price of the fuel is fundamental for exergoeconomic analysis as is it the product 568 price entering the analysed stream. Only the heating mode is analysed, where fuel oil is 569 utilised. As the energy quality for oil is set at 1.0, both the energy price and exergy price are 570 considered similar (0.096 $/kWh). 571 Cost of fuels and products at each stage of the energy supply chain presented a similar 580 increase trend. However due the simplicity of the steady-state approach by Yücer and Hepbasli 581
[55], a great part of exergy destruction cost is not accounted correctly. On the other hand, 582
ExRET-Opt calculates the exergy cost formation throughout the whole thermal energy supply 583 chain. 584 Table 9 Exergoeconomic comparison between research and ExRET-Opt One is that ExRET-Opt performs the calculation for a supply chain composed of 7 subsystems, 593 so exergy formation is more detailed and considers inefficiencies of different type of 594 equipment. Another factor, is that the author does not mention the number of hours that the 595 equipment is working, which affects the capital cost rate () and thus affects the exergy cost 596 formation of the stream. However, final cost deviation was only found at 12.2%. By end-use, heating represents 58.1% of the total energy demand, meaning that the 515 kW 616 gas fired boiler consumes 781.7 GJ/year of natural gas. This is followed by 238.2 GJ/year for 617 DHW (17.7%) and 59.0 GJ/year of electricity for interior lighting (13.7%). Fans, mainly used 618 for mechanical cooling and extraction also have an intensive use, demanding 66.1 GJ/year, 619 representing 4.9% of the total energy demand. 620
The outputs from the economic analysis deliver an annual energy bill of £19,449.3 for the 621 building, where £10,949.6 is needed to cover electricity demand and £8,499.6 for natural gas. 622
In addition, the LCC (over 50 years) obtained is found at £500,425 (£251.5/m²). 623 624
Primary School baseline exergy flows and exergoeconomic values 625
The building requires a total primary exergy input of 1,915.9 GJ/year (264.4 kWh/m²-year). By 626 product type, electric-based equipment requires the largest share of 861.9 GJ (45%), followed 627 by heating with 807.7 GJ (42.2%) and DHW with 246.3 GJ (12.8%). 
639
Primary School
640
Until now, as no retrofit strategy has been implemented, no capital cost and revenue can be 641 calculated (̇= 0 , ̇= 0 ). Therefore, the , or ̇, has a value of £2.72/h 642 (£17,672.9/year). By products, exergy destructions cost from heating processes represents 643 67%, electric appliances 26%, and DHW 7%. The baseline exergy and exergoeconomic values 644 can be seen in Table 11 . 645 
Exergy cost fuel-prod COLD (£/kWh) { } -----{---}
Exergy cost fuel-prod DHW (£/kWh) { }
Optimisation 647
Algorithm settings 648 a) Objective functions 649
As mentioned, an energy optimisation problem requires at least two conflicting problems. In 650 this study three objectives that have to be satisfied simultaneously are going to be investigated. 651
These are the minimisation of overall exergy destructions, reduction of occupant thermal 652 discomfort, and maximisation of project's Net Present Value: 653 I.
Building annual exergy destructions (kWh/m 2 -year): 654 
661
However, for simplification and to encode a purely minimisation problem, the NPV is set as 662 negative (although the results will be presented as normal positive outputs). Therefore: 663
Furthermore, it was chosen to subject the optimisation problem to three constraints. First, as 666 a pre-established budget is one of the most common typical limitations in real practice, it was 667 decided to use the initial total capital investment as a constraint. From a previous research 668
[58], a deep retrofit design for this exact same building was suggested with an investment of 669 £734,968.1; therefore, this budget was taken as an economic constraint. In this instance, the 670 aim is to test ExRET-Opt to deliver cheaper solutions with better energetic, exergetic, 671 economic, and thermal comfort performance. Additionally, DPB is also considered as a 672 constraint, sought for solutions with a DPB of 50 years or less, giving positive NPV values. 673
Finally, a third constraint is the maximum baseline discomfort hours, subjecting the model not 674 to worsen the initial baseline conditions (1,443 hours) As GA requires a large population size to efficiently work to define the Pareto front within the 685 entire search space, Table 12 shows the selected algorithm parameters. 686 
Dual-objective analysis 691
In this section, the performance of the system can be presented as a trade-off between the 692 pairs of objectives to easily illustrate Pareto solutions. This represents an analysis of the three 693
sets of dual objectives: 1) Exergy destructions -Comfort, 2) Exergy Destruction -NPV, and 694
3) Comfort -NPV. All simulated solutions, the solutions constrained by the selected criteria, 695 the baseline case, and the Pareto front are represented in the following graphs. Each solution 696 in the Pareto front has associated different BER strategies. solutions. On the other hand, the optimisation suggests not to retrofit the glazing systems due 749 to its high capital investment costs. In respect to insulation, Polyurethane is found to be the 750 most frequent technology among all three parts of the envelope. The most common insulation 751 thicknesses are found to be 5 cm, 1cm, and 2 cm for wall, roof, and ground respectively. 
Multiple-criteria decision analysis (compromise programming) 781
In order to tackle the multi-objective optimisation procedure within ExRET-Opt, the MCDM 782 module is used. In compromise programming, firstly, the non-dominated set is defined with 783 respect to the ideal (Utopian - * ) and anti-ideal (Nadir - example, as a result of demanding more exergy to cover internal thermal conditions, an 816 increase in exergy destructions leads to a decrease in occupant thermal discomfort. However, 817 meeting at p exergy =0.4 and p discomfort =0.6 good solutions for both objectives can be obtained. 818
When comparing NPV and exergy destructions, it demonstrates that projects with higher NPV 819 merely increase exergy destructions, meaning that a compromise in building exergy efficiency 820 could lead to a more profitable project. Finally, a less profitable project (low NPV) is required 821 to obtain good internal conditions as a result of two reasons: the necessity of more energy 822 leading to a larger expenditure and/or the need to have a higher capital investment for 823 technology that leads to better internal conditions. 824 building. Additionally, the optimised design was able to reduce carbon emission baseline value 854 up to 72.8%. 855
Notwithstanding, interesting outputs come from the exergy and exergoeconomic analyses. 
