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Abstract
E-commerce is growing within a lots of areas. It creates new challenges but also a lot
of possibilities for the companies. In this thesis we will try to understand customer
behavior through a parametric model, namely logistic regression. The available data
is provided by a big company in Sweden which is selling products that can be bought
weekly. Besides understanding customers’ behavior the model intend to work as a tool
in decision making. Subjects such as generalized linear models, self organizing maps
and K-means will be touched upon. The final goal is to predict whether a customer
will continue purchasing products in the future and to find out the reasons why they
quit. A simple age clustering is made before the final modeling leading to several
models, one for each age cluster. The models indicate that there are differences in
the behavior between the different clusters. Despite the differences, a model based on
all clusters is as good as individual models for each cluster. The models managed to
predict the correct answer about 80 % of the time.
Keywords: E-commerce, Predictions, Model evaluation, Logistic regression, Clustering.
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1 Introduction
In today’s society more and more purchases are made online. This creates a lot of challenges for
companies to adapt to the customers expectations but it also opens up for new possibilities. Online
the company can keep track of the customer on a different level than in a physical store. It is for
example easier to keep track of the connection between a customer and their purchase history on-
line. Using this data, the main purpose of this thesis is to create a model which predicts customer
purchase behavior. Since an outcome that predicts if the customers will continue buying products
in the future is wanted, a model that work for logical responses will be trained. For business rea-
sons some information will be left out. For example the company which provides the data will be
referred to as the Company and the products which we model on are simply called products. The
products are of such a kind that they are bought in a weekly manner but not necessarily every week.
Other sensitive information such as number of sales and customer information will be left out but
this will neither affect the work nor the results provided.
As an extension this thesis also intends to illuminate what one can do with collected data and
statistical modeling since many companies collect data but few of them perform heavier analysis.
The work is somewhat inspired by Laura Maria Badea’s work Predicting Consumer Behavior with
Artificial Neural Networks where she compares the performance of linear regression and Artificial
Neural Network (ANN). In this project a logistic regression model will be implemented rather than
an ANN since there are, in this case, a lot of advantages with a parametric model. A good para-
metric model has the effect that it gives a hint about which factors drive a customer to purchase
through the coefficients, a high coefficient value indicates a high impact on the probability of pur-
chase. There will also be an ambition to find customer groups using different clustering methods
such as K-means and self organizing maps. The idea is to find a customer profile with character-
istics for a "good" customer. The clustering will be made on both the models for each individual
customer but also in a more hypothesis driven way on characteristics such as age and which product
the customer first bought.
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2 Method
In this chapter we will present theory about classification methods, how to evaluate the classifica-
tions and how to build a generalized linear model. The classification methods that will be focused
on are logistic regression, K-means and self organizing maps. As evaluating classification we will
present theory about silhouette values and predictive power. In the process of building a general-
ized linear model we will explain how the parameter estimation works, how to select variables and
how to test the model.
2.1 Classification
There are many different classification techniques that can be used to predict responses. Responses
can be quantitative or qualitative and depending on the problem different classifiers can be used. A
quantitative response takes an obvious number, it could for example be weight, height or some kind
of survival time. A qualitative response is categorical, it could for example be what the weather
will be tomorrow, with values such as sun, cloud, rain and snow. For qualitative responses the most
common classifiers to be used are K-nearest neighbors, logistic regression and linear discriminant
analysis. [1]
2.2 Classification methods
2.2.1 Logistic regression
Logistic regression is a tool for predicting qualitative response variables with different predictors,
either quantitative or qualitative, as input. With this method the probability that a response will
belong to a particular class is predicted. [1]
2.2.2 Clustering
A cluster can be explained as a subset in a set of data points where the data points in a specific
cluster are more related to one another than with data points in other clusters.
To be able to assign the data points into clusters some kind of clustering algorithm is used. Cluster-
ing algorithms can be divided into three different types, combinatorial algorithms, mixture model-
ing and mode seekers. We will use combinatorial algorithms since they work directly on the data
points without the need of an underlying probability model.
When assigning the data points to a cluster, an encoder k = C(i) is used. The encoder puts the
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ith data point into the kth cluster. Since close data points should be assigned into the same cluster,
a natural loss function,W (C), is used.
W (C) =
1
2
K∑
k=1
∑
C(i)=k
∑
C(i′)=k
d(xi, xi′) (2.1)
where d(xi, xi′) is dissimilarities between the data points and K is the number of different clusters.
When optimizing the problem the loss function is always minimized. [3]
2.2.3 K-means
K-means is a clustering method where clusters and cluster centers are found from a set of n data
points, x1, ..., xn, with m variables each. First the number of cluster centers, K , need to be decided
and placed at random locations. The K-means algorithm then iterates two steps until it converges.
The first step is to find the nearest cluster center for each point x1, ..., xn and assign the data points
to the relevant cluster. The second step is to move each cluster center to the mean of the data points
assigned to the given cluster. This is done until none of the cluster assignments change. [1][3]
The K-means method is intended to be used when all variables are quantitative. The distances
between the data points and the cluster centers are computed using squared Euclidean distance.
d(xi, xi′) =
p∑
j=1
(xi j − xi′ j)2 = ||xi − xi′ ||2 (2.2)
Using equation (2.2) with (2.1) the following loss function,W (C), is obtained
W (C) =
1
2
K∑
k=1
∑
C(i)=k
∑
C(i′)=k
||xi − xi′ ||2
=
K∑
k=1
Nk
∑
C(i)=k
||xi − x¯k ||2.
Where the mean vector associated with cluster k is x¯k = [x¯1k , ..., x¯pk] and where Nk =
∑N
i=1 I(C(i) =
k). The clustering is then done in such a way that after the N observation has been assigned to the
K clusters the average dissimilarity of the data points is minimized for each cluster. [1][3]
2.2.4 Self organizing maps
A self organizingmap (SOM) is in someway similar to theK-means clusteringmethod but the SOM
is constrained to two dimensions. The SOM could consist of different grids, e.g. a rectangular grid
or a hexagonal grid. In the MATLAB toolbox nctool the grid is hexagonal. Either way the grid is
divided in to K = q1 · q2 nodes where each node is parameterized by an integer coordinate pair
l j ∈ Q1 × Q2 with Q1 = {1, 2, ..., q1} and Q2 = {1, 2, ..., q2}. Initially the nodes are placed in a
regular pattern on a principal component plane [3] which in the procedure will be bent in such a
way that the nodes approximate the data, which should be clustered, as well as possible. At this
state the data can be mapped on to the two dimensional grid.
The procedure in which the plane is bent is fairly similar to the K-means iteration. Each data point
xi is handled individually and firstly the closest, in Euclidean distance, node m j is found. Secondly
all nodes mk within a distance r from m j , called neighbors, is updated as:
mk ← mk + α(xi − mk) (2.3)
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where α is the learning value. With this update the nodes are moved closer to the data. Usually α
is decreased over a few thousand iterations from say 1.0 to 0.0. r is also decreasing over some iter-
ations from a starting value R to 1. If r is chosen small enough such that the neighborhood, nodes
within the distance r from m j , only consists of one node it can be shown that the SOM algorithm
eventually stabilize at a local minima found by K-means. [3]
The nctool in MATLAB offers a number of plots such as the SOM Neighbor Weight distance and
SOM Sample hits, examples of both are shown in figure 2.1. In figure 2.1a and 2.1b the blue dots
represent the nodes and the area around the red lines show the distance between the nodes where
darker color is larger distance. In figure 2.1a there is a quite obvious separation of the data into
two clusters and in figure 2.1b one can see the effects of a higher number of nodes which in this
case makes a poor clustering. Figure 2.1c and 2.1d essentially shows the same thing but instead of
distance between the nodes the number of data points connected to each node is shown. In figure
2.1a and 2.1c one can see the same clusters. Figure 2.1 are self made replications of some of the
figures in MathWorks documentation of the nctool. [6]
(a) Neighbor Weight distance with
10 × 10 nodes
(b) Neighbor Weight distance with
15 × 15 nodes
(c) Sample hits with 10 × 10 nodes (d) Sample hits with 15 × 15 nodes
Figure 2.1: Two different plots from nctool with two different grid
sizes. In (a) and (b) the blue dots represent the nodes and the regions
containing the red lines represent the distance between the nodes, darker
color equals larger distance. The nodes are also shown in (c) and (d) but
this time the number of data points associated with each node are shown.
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2.3 Evaluating classifications
To know if the classifications are good enough an evaluation of the classifications needs to be done.
2.3.1 Silhouette value
The silhouette value is a measurement to see how similar an object is to other objects in the same
cluster, compared with objects in other clusters. The silhouette value is within the range [−1 1].
Large silhouette value indicates that that the object is in a well matched cluster and low or negative
value indicates that the object is poorly matched to its own cluster. If the silhouette values are
low or negative it can mean that there are too many or too few clusters. In table 2.1 one can find
Kaufman and Rousseeuw’s suggestion on how to interpret the silhouette value. [5]
The silhouette value for object i is defined as
si =
bi − ai
max(ai, bi)
,
where ai is the average distance between object i and the other objects in the same cluster. bi is the
average distance between object i and the other objects in the closest cluster to object i’s cluster. [5]
To know if the clustering is appropriate or not silhouette coefficient (SC) can be used. SC is the
maximum average silhouette value of different number of cluster. If s(k) is the average silhouette
value with k clusters SC can be written as
SC = max
k
s(k).
[5]
SC Proposed rendering
0.71-1 There is a distinct structure in the clustered data set.
0.51-0.70 There is a reasonable structure in the clustered data set.
0.26-0.50 There is a weak structure which could be artificial,
other methods are preferred for this data set.
≤ 0.25 There is no structure in the clustered data set.
Table 2.1: A subjective opinion by Kaufman, L. , Rousseeuw, P.J. [5]
how SC can be interpreted.
2.3.2 Prediction and predictive power
To know if to predict 1 or 0 a cutoff, pi0 is used. If pˆii > pi0 then yˆ = 1 and if pˆii < pi0 then yˆ = 0,
where pˆii is our estimated probability and yˆ is our predicted outcome. The choice of pi0 is not always
straight forward. If the set of data contains few observations where y = 1 the model fit might never
reach pˆii > pi0 if pi0 is chosen too high. This means that the model would never predict yˆ = 1. One
way to solve this problem is to use the sample proportion pi0 = number of onesnumber of samples .
10
To measure the accuracy of the prediction there are two ways which are closely related to the cutoff
namely sensitivity and specificity. Sensitivity and specificity are defined as: sensitivity = P(yˆ =
1|y = 1) and speci f icity = P(yˆ = 0|y = 0). One can also use a measure of overall proportion of
correct classification as
P(correct classification) = P(y = 1 and yˆ = 1) + P(y = 0 and yˆ = 0)
= P(yˆ = 1|y = 1)P(y = 1) + P(yˆ = 0|y = 0)P(y = 0),
this could be seen as a weighted average of sensitivity and specificity. [2]
2.4 Generalized linear model
So why is it of interest to use a model to estimate the probabilities and not the sample proportion?
The major reason is the confidence interval which increases with sample proportion. Therefore
a generalized linear model (GLM) should be of greater interest. In the model, Y represent the
response, i.e. the variable one want to predict. The logit of the probability that Y takes a certain
value, namely P(Yi = 1) = pi(xi), has the linear form
logit[pi(x)] = log
(
pi(x)
1 − pi(x)
)
= α + βxi. (2.4)
The logistic regression formula is then given by
pi(x) =
eα+βx
1 + eα+βx
. (2.5)
The parameter β determines rate of increase or decrease effect of the predictor x. If the predictor is
quantitative it could be of interest to group the argument into categories to easier find categorical
trends.
To get another interpretation of β one can look at the odds and odds ratio. Odds of a success are
defined as:
pi(x)
1 − pi(x) = e
α+βx = eα(eβ)x (2.6)
where the last equality shows that one unit increase in x changes the odds with eβ. It is worth
noticing that it is not meaningful to compare the predictors effect unless they have the same unit.
An alternative if they do not have the same unit is to use standardized predictors meaning that the
model is fitted to (x j − x¯ j)/sx j , where sx j is the standard deviation of x j , instead of x j .
For problems where the number of predictors is > 1 we need to use multiple logistic regression.
Multiple logistic regression with k predictors will naturally take the form
logit(P(Y = 1)) = α + β1x1 + ... + βkxk . (2.7)
The predictors can sometimes be treated as either quantitative or qualitative. One model might
ignore the order and treat the predictors in a nominal scale i.e. one parameter estimate for each
category. A simpler model could use the predictor in a quantitative manner which means that
it expects a linear trend in the logit scale. In the simpler model one parameter is estimated and
multiplied with a score. Given that the predictor contains n categories both models could look
accordingly:
logit(P(Y = 1)) = α + β1c1 + ... + βncn + βn+1x (2.8)
in a qualitative manner, where c1, ..., cn is logical type, and
logit(P(Y = 1)) = α + βc + β2x (2.9)
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where c = [1, 2, ..., n] in a quantitative manner. Use a likelihood-ratio test, see section 2.4.2, to
compare the models.
Interaction between predictors is of course possible: logit(P(Y = 1)) = α + β1c + β2x + β(c × x).
[2]
2.4.1 Parameter estimation
The coefficients α and β must be estimated based on the data. There are many different methods
that can be used to estimate the coefficients, maximum likelihood estimation is the most common
estimator, but re-weighted least squares is also possible. [1]
In the estimation process we want to have one set of training data, one set of test data and one
set of validation data. The reason for this is to see how good the classifier is on data not used
to train the classifier.[1] Without a training, a testing and a validation set one risks to over-fit the
model leading to bad predictions.
(a) A third degree polynomial fitted to
points taken from a sinus curve with a ran-
domized error.
(b) A twelfth degree polynomial fitted to
points taken from a sinus curve with a ran-
domized error.
Figure 2.2: The plots above is an example of over-fitting which is repro-
duced with inspiration from Bishop [4].
In figure 2.2 there is an example and illustration of how over-fitting works. In the training stage the
right plot (2.2b) fits perfectly to the data points, but the error against the real curve is very large.
In (2.2a) the curve does not fit the points perfectly, but the error against the real curve is relatively
small. This shows that a more complex model does not have to be better, even if it looks like that
in the training stage, since (2.2a) is a more desirable result than (2.2b). [4]
For this kind of problem the general method of maximum likelihood is preferred. The basic method
behind maximum likelihood is to find estimates for α and β such that the observed data and the
predicted probability corresponds as closely as possible. The likelihood function is given by
 (α, β) =
∏
i:yi=1
p(xi)
∏
i′:yi′=0
(1 − p(xi′)). (2.10)
The estimates α and β are then chosen to maximize the likelihood function. [1]
To avoid diverging coefficients the Lasso estimate might be of interest. It is a shrinking method
which shrinks the regression coefficients with a penalty on the residual sum. The estimate is defined
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as:
βˆ = arg min
β
N∑
i=1
(yi + α −
p∑
j=1
xi jβ j)2 (2.11)
subject to
p∑
j=1
|β j | ≤ t (2.12)
or on the Lagrangian form
βˆ = arg min
β
12
N∑
i=1
(yi + α −
p∑
j=1
xi jβ j)2 + λ
p∑
j=1
|β j |
 . (2.13)
The Lasso forces the sum of absolute value of βs to be less than a value t. Certain coefficients
are therefore forced to zero. To choose the tuning parameter t one uses cross-validation to find
s = t/
∑p
j=1 |βˆ j |.
The Lasso method finds the point where the contours of the error and the constraints region first
meets. If this occurs in a corner some coefficient is zero. [3]
2.4.2 Variable selection and model comparison
Data is said to be unbalanced if y = 1 or y = 0 occurs relatively few times. Peduzzi, P [8] suggests
an approximate guideline that there should be at least 10 outcomes of each type for every predictor
meaning that a set of data containing 1000 samples and y = 1 in 30 cases, the model should not
contain more than three predictors. In practice this guideline tend to be violated and even though
the model still can be fitted, the ML estimates might become biased and the standard error estimate
may be poor. Using a lot of predictors may lead to multicollinearity which basically is correlation
between the predictors making it seem like a certain variable has little effect on the model result.
Such a predictor could be redundant and deleting it might improve the model by reducing the stan-
dard error of other estimated effects. There is no certain way to choose which of the correlated
variables to remove.
A way of selecting which, if any, variable to remove is to use a simple Wald confidence inter-
val, i.e. βˆ ± zα/2σβ where zα/2 is the quantile and σβ the standard error for the coefficient. If the
interval contains 0 the model might be better off without the predictor since it is not significant. It
is also possible to use a likelihood ratio test, the likelihood ratio test tend to be more powerful than
the Wald interval test. [2]
The likelihood ratio test is a hypothesis test based on the likelihood function l(β). The likelihood
function should be maximized with β from different subspaces. Given that β ∈ Ω where Ω is a
p-dimensional subspace ofRn one can test the hypothesisH : β ∈ ωwhereω is a p−q dimensional
subspace of Ω. The likelihood ratio test is then formulated as:
Λ(H) =
maxβ∈ω l(β)
maxβ∈Ω l(β)
=
Lω
LΩ
. (2.14)
It is a widely used theorem, found in e.g. Coles, S. [9], that two times the difference in log likelihood
between two nested models is asymptotically χ2k distributed i.e.
2(log(LΩ) − log(Lω)) ∼ χ2k (2.15)
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where k = p − q. [9] Many MATLAB functions have the deviance as an output rather than the
likelihood but there is a strong connection. The deviance of a GLM is given by
D = −2[log(LM) − log(LS)]
where LM is the maximized likelihood value for the model, M, of interest and LS is the maximized
likelihood value for the most complex model that can be built. The most complex model possible is
said to be saturated and will have a separate parameter for each observation. The deviance function
D can easily be rewritten to the same form as equation 2.15:
2[log(LΩ) − log(Lω)] = 2[log(LS) − log(Lω)] − 2[log(LS) − log(LΩ)] (2.16)
= Dω − DΩ (2.17)
∼ χ2k . (2.18)
The likelihood ratio test is a great tool to compare nested models but if the models are not nested
another tool is needed. One possible tool could be the Akaike information criterion (AIC). It is a
penalty function based on how well a model fits to the true values and how many parameters used
to achieve the fit. The best model is therefore the model which minimizes
AIC = −2(log likelihood − number of free parameters in the model).
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3 Data
In this chapter we will explain what kind of data that is provided. You will also find definitions of
for example inactive customers, happy customers and holidays. We will also present definition of
predictors that is used in the modelling.
3.1 Data introduction
The data that is modeled consists of customer’s transaction information and some personal cus-
tomer information. Every purchase is represented by a row with information about what kind of
product that was purchased, transaction amount, delivery date, customer id, unique transactions id,
home delivery and quantity. This data is available for 125 weeks. For the last 44 weeks there is
also additional data regarding: if the customer used a discount, if the delivery was successful or
not and if the costumer complained about the product.
During the modeling phase some problems with the data were discovered. The data suffered from
missing values, unreasonable values and some data were impossible to explain. This made it im-
possible to include that data in the modelling. As explained above some data were only available
for relatively fewweeks. To use predictors such as successful delivery and discount one is restricted
to the last 44 weeks of data. This means that there are two data sets to consider, one with more data
points but less information and one with fewer data points but more information in each point.
3.2 Definitions
Here follows a list of definitions, some of the definitions are described closer after the list.
Product Bought weekly but not necessarily every week.
Active Customer who bought at least one product within four weeks.
Inactive Customer who bought at least one product but not within the last four weeks.
Reactivate An effort from the company to have an inactive customer return to an active state.
Happy customer Customers with correct deliveries and no write downs.
Lifetime of customer Number of weeks in the active state.
Holiday Holidays such as Easter and Christmas but also summer break and similar school breaks.
Beginning of holiday Beginning of downward slope in total sales. For shorter holidays the whole
holiday is marked as beginning of holiday. Beginning of holiday is marked with a ’o’ in figure
3.3.
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End of holiday Beginning of upward slope after beginning of holiday. End of holiday is marked
with a ’x’ in figure 3.3.
Between holidays Weeks which are neither beginning of holiday nor end of holiday.
3.2.1 Active
There are a couple of definitions that are used throughout the modeling, one of them is activity. A
customer can be active or inactive based on purchase history. It is not obvious how to determine
when a customer no longer is active, e.g. a customer with repetitive behavior where the customer
purchase a product every third week should probably be classified as active during the two weeks
between the purchases. To get an idea of when to classify a customer as inactive the ratio between
the number of customers that went from active to inactive and the number of customers that went
back to active have been plotted in figure 3.1. Here the x-axis represent the number of weeks with-
out any purchases which is classified as inactive.
Figure 3.1: The figure shows the ratio between customers who went from
active to inactive and customers who went back to an active state. The x-
axis represents the number of weeks without any purchases which should
be classified as inactive. Note that a customer has to be active at least
once before they go to an inactive state.
The interpretation of high ratio is that many customers returns after x weeks without any purchase
therefore a high x makes the most sense but on the other hand the amount of data is restricted. We
decided to keep the definition made by the company which collected the data with 4 weeks without
purchase as inactive.
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3.2.2 Product and delivery
Asmentioned before the products are bought in aweeklymanner but perhaps not everyweek. There
is reasons to believe that there is some seasonal effect over a year. There are about 35 different
products but many of them are quite similar and they have been merged into five categories. These
categories are in the future referred to as product 1 to 5.
Furthermore the customers are able to choose between home delivery or pick up. The data available
is which type of method the customer has chosen and who’s fault a potentially failed delivery or
pick up is. The delivery or pick up does not occur the same day for all customers but the data
have been standardized to weekly basis meaning that a delivery or purchase is connected to a week
rather than day.
3.2.3 Holiday
To get a hold of the data available an initial analysis were made. A look at figure 3.2a, which simply
is all sold products, shows a great seasonal effect, as expected. In figure 3.3 all holidays have been
marked with a ’x’ or an ’o’ where ’x’ is defined as end of holiday and ’o’ as beginning of holiday.
(a) Total number of purchases, first week of a new
year are marked with vertical lines. (b) Purchases with and without discount.
Figure 3.2: Purchase history and discount effects.
The five larger dips is Christmas and the typical vacation period during the summer while the minor
dips are e.g. Easter and Halloween. In figure 3.2b the impact of discounts is shown. To remove
this effect linear interpolation is being used on the "no discount"-curve on the index where the
"discount"-curve has its highest peaks.
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Figure 3.3: Seasonality and defined holidays where ’o’ is beginning of
holiday and ’x’ is end of holiday.
3.3 List of predictors
i week(s) ago Logical predictor with 1=’purchase i week(s) ago’ and 0=’no purchase i weeks ago’.
Buy info i-j (logical) Logical predictor with 1=’at least one purchase between week i and j’ and
0=’no purchase between week i and j’.
Buy info i-j (sum) Number of purchases between week i and j.
Change of product Logical predictor with 1=’customer bought a different product compared to
last purchase’, 0 otherwise.
Write down on last order Logical predictor with 1=true and 0=false.
Discount last week Logical predictor with 1=’customer bought a product last week with a dis-
count’ and 0=’no discount were used last week’. This predictor can take the value 1 only if
the predictor 1 week ago equals 1.
Season A season input closely described under section 3.3.1 "Seasonality and season predictor".
5-step season Mean of the season input for the following 5 weeks.
Season × i week(s) ago Interaction between Season and i weeks(s) ago.
Company’s fault Logical predictor with 1 if the company is responsible for an error with the prod-
uct or delivery.
No delivery × Company’s fault A failed delivery interacted with the predictor Company’s fault.
No pick up × Company’s fault A failed pick up interacted with the predictor Company’s fault.
Many of the predictors are logical which in some sense is a special case of the qualitative predictor
type with only two categories. Throughout the project a couple of sums have been used as pre-
dictors, one of them is the Buy info i-j (sum) predictor. This is also of the qualitative type, in fact
Season is the only predictor which is quantitative.
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3.3.1 Seasonality and season predictor
The seasonality and the holidays will be implemented in the logistic regression model in two ways.
First as a predictor with −1 on the index marked ’o’ i.e. beginning of holiday, 1 on the index marked
with ’x’ i.e. end of holiday in figure 3.3 and 0 otherwise. Secondly as a scaled mean of purchases
between the two, whole, years in the data set;
{Pyear 1i }52i=1 (3.1)
{Pyear 2i }52i=1 (3.2)
Pyear j =
52∑
i=1
Pyear ji , j = 1, 2 (3.3)
Xseason =
P
year 1
i /P
year 1 + Pyear 2i /P
year 2
2

52
i=1
. (3.4)
Here {Pyear 1i } and {Pyear 2i } are the number of purchases in each week of the two years, year 1 and
year 2. Note that some of the holidays, such as Easter, are appearing in different weeks depending
on which year it is. This has been fixed by moving those sequences to the same index i in {Pyear 1i }
and {Pyear 2i }.
There is also a first approach with a separate scaled mean vector for summer and one for Christmas
which means that all the other holidays were ignored.
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4 Modeling
In this chapter we will write about what we did, how we did it and explain and motivate why we
made certain decisions.
The method we chose to use to solve our problem is logistic regression. First we started to look at
what kind of predictors we could use given the available data. We then wanted to create the same
logistic regression model for all customers’ unique data and try to cluster the customers given the
model coefficients. The idea then was to create models for each cluster instead of having a specific
model for each customer. With this approach we let the coefficients cluster the customers with
similar behavior. The primary ambition with the clusters was to find out what kind of groups the
clusters would create and if the start product, age and so on affects the behavior.
We created matrices in MATLAB where the rows represent all customers and the columns all time
points. We wanted to create specific models for each customer therefore we had a requirement on
the customers. To ensure good models we require that a customer must have bought more than for
example 10, 30 or 50 times during the available data period. The reason for this is because it is
difficult to find a pattern in a customers buying history if the customers only bought the product few
times. After creating logistic regression models for each customer we tried to cluster the models
with different clustering methods. The models had more than three parameters so we had to use
a method that worked for high dimensional data. We tried methods like self organizing maps and
K-means. Since we do not know howmany possible clusters we have we used K-means for different
number of clusters and compared their silhouette values to chose the correct number of clusters.
When using the SOM it is not obvious how to chose the number of nodes and therefore some trial
and error was needed to find a good number of nodes.
Our second approach is to do the clustering first, not based on coefficients but on characteristics
such as age, start product and if the customer started with a discount. This is much harder since we
do not have that much information about the customers. After trying the different characteristics to
cluster on we decided to divide the customers into groups of different ages. The reason we chose
to cluster on their age is because we thought there would be differences in the purchase behavior
between ages. There are both advantages and disadvantages of finding clusters before modeling
instead of after. The advantages is that we can put new customers in the correct cluster easily and
that we do not need to have requirements on how much a customer must have purchased since we
model on all customers together. The biggest disadvantage is that assumptions and generalizations
is needed to find proper clusters. As a third approach we will also build a model trained on all data
i.e. one model for all customers.
In the result the clusters are defined as
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Cluster 1 Customers born in the 40’s or earlier
Cluster 2 Customers born in the 50’s
Cluster 3 Customers born in the 60’s
Cluster 4 Customers born in the 70’s
Cluster 5 Customers born in the 80’s
Cluster 6 Customers born in the 90’s
The last approach regarding the modeling is to do a prediction for the next five weeks. The model
will calculate the probability that the customer will do at least one purchase during the following
five weeks, i.e. be in an active state. These models too will be divided into age clusters. The mod-
els will be referred to as 5-step prediction model.
When creating the logistic regression models for each cluster we had to decide which predictors to
use. As explained in section 3.1 some data were only available for the last 44 weeks. We decided
that we wanted to use that data since we thought that it contained information which would im-
prove the regression model. Unfortunately this means that 81 weeks of data is lost since we need
all information during the modeling time period to get a truthful model. Since we have a lot of
registered customers we still have enough data to build a model on.
Besides building models based on the data there has also been some analysis of the data. Some
information is very hard and time consuming to include in the model and is therefore analyzed on
its own. Examples of this are starting product, number of active periods and starting period. In
some cases the data has been rejected as a predictor for the model but can still help to understand
customers’ behavior by analyzing the data separately.
Looking at which product the customer started with, some differences in behavior can be found.
For example one can expect a higher number of purchases if the customer started with product 1
rather than if a customer started with product 5. In table 4.1 the expected number of purchases
given start product and the ratio of purchases per active week is presented.
Start product Eˆ[#purchases] ± std #purchases#active weeks
1 12.0084 0.0004 0.4431
2 11.3375 0.0004 0.4660
3 9.54260 0.0008 0.4401
4 7.20556 0.0026 0.4258
5 5.35291 0.0007 0.3948
Table 4.1: Expected number of purchases and ratio between number of
purchases and active weeks.
Similar analysis can be made given start date/period. Here the earlier presented (figure 3.3) defi-
nition of beginning and end of holiday is used.
In figure 4.1, the distributions for the different cases are shown. The figures 4.1a and 4.1b and tables
4.1 and 4.2 essentially says the same thing; customers which starts between holidays or with prod-
uct 1, 2 or 3 tends to stay longer. Another aspect of interest is whether reactivation of customers
affects the lifetime. In figure 4.2 one can see the lifetime of three different periods of activity. It be-
comes clear that the lifetime of the customer gets shorter for each time the customer gets reactivated.
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Start period Eˆ[#purchases] ± std #purchases#active weeks
beg. of holiday 8.1609 0.0007 0.4054
end of holiday 9.1705 0.0006 0.4419
between holidays 11.6209 0.0002 0.4546
Table 4.2: Expected number of purchases and ratio between number of
purchases and active weeks.
(a) Lifetime based on start prod. (b) Lifetime based on start period.
Figure 4.1: Two lifetime distributions based on start product and start
period.
Figure 4.2: Lifetime for activity period 1, 5 and 9.
When we build our model we divide the data into three sets, one training set, one test set and
one validation set. The training set is used to estimate the coefficients. Then we use the test set
to see how well the model works on that data. If the test result is not satisfactory we return to the
training phase and change the predictors. When we are satisfied with the result we use the valida-
tion set to validate the model. Once the model is tested on the validation set there is no room to go
back and change the model. This approach, which is widely used, minimizes the risk of over-fitting
of the model. We started by looking at as many predictors as possible to get an idea what kind of
data that has an impact on the logistic regression model. The first coefficient estimation was made
with a Lasso to keep the coefficient value from diverging. This can easily happen since some of the
predictors such as write downs contains mostly zeros. The MATLAB function for Lasso, lassoglm,
do not calculate any standard deviation for the coefficients hence we use a regular maximum like-
lihood method when a stable combination of predictors has been found. We used two ways to
determine which predictors we should reject, a look at the confidence intervals of each coefficient
and the likelihood ratio test. For the coefficients with confidence interval that covers zero, i.e. not
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significantly different from zero, there is a reason to try modeling without those predictors. From
the MATLAB function lassoglm we obtain the deviance, without the penalty contribution in equa-
tion 2.12, for 100 models, each model with a different λ. With the deviance the likelihood ratio test
is done. One can expect that both tests suggest removal of the same predictor coefficients.
Even if some predictors are rejected in the logistic regression model, useful information can still
be obtained by analyzing the data.
Figure 4.3: Customers with correct deliveries and no write downs.
Figure 4.3 shows how long a customer with no write downs or delivery/pick up problems is active
after doing a purchase at week 1, 4, 7, 10 and 13.
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(a) Customers with incorrect delivery.
(b) Customers with incorrect pick up at
store.
(c) Customers with a product complaint.
(d) Customers with one or more product
complaints.
Figure 4.4: In the plots above one can see how customers get affected
by rejected predictors in the logistic regression model.
In figure 4.4 predictors which were rejected in the logistic regression model is represented in a
simple analysis. If we look at (4.4a) and (4.4b) we can see that the longer a customer has bought
the product the less the customer is affected by mistakes in the delivery of the product. In (4.4c)
and (4.4d) we can see that it does not matter how long you have been a customer before you get a
write down or even how many write downs you get (< 4). The curves in (4.4c) are angular since
there are few data points available.
To make it more interesting we compared happy customers and customers with delivery prob-
lem. In figure 4.5 one can see that there is almost no difference between the different customer
categories.
25
(a) A comparison between happy cus-
tomers, customers with no delivery and
customers who could not pick up their prod-
uct during the 1:st week.
(b) A comparison between happy cus-
tomers, customers with no delivery and
customers who could not pick up their prod-
uct during the 2:nd week.
Figure 4.5: Customer behavior after different number of weeks.
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5 Result
This chapter contains result from our individual customer modeling, our 1-step prediction model
and our 5-step prediction model. All clusters will not be presented for the 1-step and 5-step model,
but the rest of the results can be found in Appendix A and Appendix B.
5.1 Customer modeling
As a first approach all customers got an individual logistic regression model. In the first models
the data set with 125 time points was used. The predictors for the logistic regression model were
logical inputs if the customer bought 1 week ago, 2 weeks ago, 3 weeks ago, 4 weeks ago and two
season inputs, one representing Summer and one representing Christmas. The table below shows
the model for some customers.
Intercept 1 week ago 2 weeks ago 3 weeks ago 4 weeks ago Summer Christmas
Customer 1 -1.4062 -0.4119 1.4772 -0.6536 3.0853 0.5542 0.0729
Customer 2 -2.0269 1.9377 -0.0226 2.1108 -0.1791 0.7054 0.8940
Customer 3 -1.5385 -0.1069 -0.4623 1.4898 3.0808 0.0508 0.6880
Table 5.1: Model coefficients for three different customers.
Some of the models had very high and unstable coefficients, all these models were removed before
finding clusters among the models. Using MATLAB’s neural network clustering function nctool
the following result was obtained.
(a) Sample hits with 10 × 10 nodes
(b) Neighbor Weight distance with 10 × 10
nodes
Figure 5.1: Clustering of individual models with SOM.
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Using MATLAB’s function kmeans and plotting the clusters’ silhouette values gives the following
result.
(a) The average silhouette value is 0.2479
using 2 clusters.
(b) The average silhouette value is 0.2273
using 3 clusters.
(c) The average silhouette value is 0.1466
using 6 clusters.
(d) The average silhouette value is 0.1398
using 10 clusters.
Figure 5.2: Silhouette plots of K-means clustering using different num-
ber of clusters. The data points’ silhouette value is plotted at their as-
signed cluster. A negative silhouette value means that the data point is
assigned to the wrong cluster.
28
5.2 1-step prediction
The tables below present coefficients, confidence intervals, lasso models, likelihood ratio test and
correlation matrix for the 1-step prediction logistic regression model for cluster 1. The models for
the rest of the clusters are found in Appendix A.
The used predictors are also presented in the tables. Since the approach is the same for each cluster
only one of the model’s results will be commented. As mentioned the data connected to some of
the predictors is collected for the last 44 weeks, the model is built on that data set.
Cluster 1 Coefficient value Lower limit Upper limit
Intercept -3.5014 -3.5908 -3.4119
1 week ago 0.0592 -0.2180 0.3364
2 weeks ago 0.8153 0.7191 0.9114
3 weeks ago -0.3683 -0.4700 -0.2667
Buy info 1-3 (logical) 1.7652 1.6555 1.8750
Buy info 4-6 (logical) 0.7757 0.6784 0.8729
Buy info 7-9 (logical) 0.4776 0.3878 0.5674
Write downs on last order 0.0281 -0.3301 0.3863
Discount 1 week ago -0.4764 -0.8084 -0.1445
Season × 1 week ago 0.6248 0.3756 0.8741
Change of product -0.3672 -0.7213 -0.0131
No delivery × Company’s fault 28.7724 -1452893.3936 1452950.9383
No pick up × Company’s fault -28.3564 -1452950.5224 1452893.8095
Table 5.2: Cluster 1’s model coefficients and confidence intervals for
1-step prediction.
In table 5.2 one can see that a couple of confidence intervals covers zero, namely 1 week ago,
Write downs on last order, No delivery × Company’s fault and No pick up × Company’s fault. The
last two predictors have very large confidence intervals and this is not due to numerical errors or
unstable calculations. According to the likelihood ratio test (α = 0.05), found in table 5.4, model
3 (M3) in table 5.3 is the best one. In model 3 two predictors have been removed, Write downs on
last order and No pick up × Company’s fault. With α = 0.01 the likelihood ratio test suggests the
same model as the confidence interval method.
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Cluster 1 M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 M11
1 week ago 1 1 1 1 1 1 1 1 1 1 0
2 weeks ago 1 1 1 1 1 1 1 1 1 1 1
3 weeks ago 1 1 1 1 1 1 0 0 0 0 0
Buy info 1-3 (logical) 1 1 1 1 1 1 1 1 1 1 1
Buy info 4-6 (logical) 1 1 1 1 1 1 1 1 1 0 0
Buy info 7-9 (logical) 1 1 1 1 1 1 1 0 0 0 0
Write downs on last order 1 0 0 0 0 0 0 0 0 0 0
Discount 1 week ago 1 1 1 1 1 0 0 0 0 0 0
Season × 1 week ago 1 1 1 1 1 1 1 1 0 0 0
Change of product 1 1 1 1 0 0 0 0 0 0 0
No delivery × Company’s fault 1 1 1 0 0 0 0 0 0 0 0
No pick up × Company’s fault 1 1 0 0 0 0 0 0 0 0 0
Table 5.3: Different Lasso models with 1 if the coefficient is estimated
and 0 otherwise
Cluster 1 M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 M11
M1 0 0 0 0 1 1 1 1 1 1 1
M2 0 0 0 1 1 1 1 1 1 1
M3 0 1 1 1 1 1 1 1 1
M4 0 1 1 1 1 1 1 1
M5 0 1 1 1 1 1 1
M6 0 1 1 1 1 1
M7 0 1 1 1 1
M8 0 1 1 1
M9 0 1 1
M10 0 1
M11 0
Table 5.4: Likelihood ratio test between model i and j, 1 if the smaller
model can be rejected and 0 otherwise. Models description in table 5.3.
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Figure 5.3: Correlation matrix for Cluster 1 in the 1-step prediction
model.
A quick look at the correlation between the predictors, table 5.3 shows that there is fairly low
correlation, |ρX,Y | < 0.62, between most predictors. The predictors that seem to be correlated are
1 week ago with Season × 1 week ago where ρX,Y = −0.9252 (index 2,10). Since Season × 1 week
ago contain more information we chose to remove the predictor 1 week ago. After doing this some
of the confidence intervals became a bit smaller.
Cluster 1 2 3 4 5 6 Average
Sensitivity 0.6202 0.4852 0.5020 0.5773 0.5821 0.4846 0.5419
Specificity 0.8406 0.8215 0.8272 0.8395 0.8560 0.8845 0.8449
pi0 (Cutoff) 0.2445 0.2399 0.2550 0.2356 0.1890 0.1547 0.2198
Total hit ratio 0.7568 0.7620 0.7627 0.7699 0.8120 0.8453 0.7848
Table 5.5: Sensitivity and specificity table for 1-step prediction with pi0
based on the test set.
Cluster 1 2 3 4 5 6 Average
Sensitivity 0.4152 0.2784 0.3463 0.4120 0.4012 0.2765 0.3549
Specificity 0.9622 0.9419 0.9307 0.9343 0.9432 0.9653 0.9463
pi0 (Cutoff) 0.5 0.5 0.5 0.5 0.5 0.5 0.5
Total hit ratio 0.8285 0.7827 0.7817 0.8112 0.8407 0.8587 0.8173
Table 5.6: Sensitivity and specificity table for 1-step prediction with pi0 =
0.5
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After removing the predictors whose coefficients had confidence interval covering zero the follow-
ing result was obtained.
Cluster 1 2 3 4 5 6
Intercept -3.4250 -3.2927 -3.1820 -3.2767 -3.6883 -4.2099
2 weeks ago 1.0728 0.8690 1.1553 1.2788 1.1456 0.9750
3 weeks ago -0.2454 -0.4548 -0.3869 -0.4545 -0.5005 -0.4422
Buy info 1-3 (logical) 1.6541 1.6812 1.6374 1.7366 2.0729 2.4804
Buy info 4-6 (logical) 0.6750 0.6567 0.4739 0.4512 0.5405 0.5781
Buy info 7-9 (logical) 0.3960 0.4620 0.3698 0.3138 0.3307 0.2909
Discount 1 week ago -0.5572 -0.2733 -0.1988 -0.1592 -0.3335 -0.3996
Season × 1 week ago 0.6664 0.8630 0.9464 0.9075 1.0730 1.2804
Change of product -0.3183 -0.1980 -0.3008 -0.2891 -0.2972 -0.3303
No delivery × Company’s fault 0.0000 0.9206 0.0000 0.0000 0.0000 0.0000
No pick up × Company’s fault 0.0000 0.0000 -0.0335 0.0000 0.0000 -0.1416
Table 5.7: All clusters’ final model coefficients for 1-step prediction.
Cluster 1 2 3 4 5 6 Average
Sensitivity 0.7762 0.5082 0.7865 0.8024 0.8163 0.8970 0.7644
Specificity 0.6911 0.8258 0.7906 0.7903 0.8158 0.7952 0.7848
pi0 (Cutoff) 0.2351 0.2441 0.2817 0.2504 0.1968 0.1178 0.2210
Total hit ratio 0.7632 0.7585 0.7818 0.7899 0.8070 0.8822 0.7971
Table 5.8: Sensitivity and specificity table for 1-step prediction with pi0
based on the validation set.
Cluster 1 2 3 4 5 6 Average
Sensitivity 0.4915 0.3054 0.6363 0.6370 0.5705 0.4805 0.5202
Specificity 0.8901 0.9447 0.8716 0.8927 0.9251 0.9633 0.9146
pi0 (Cutoff) 0.5 0.5 0.5 0.5 0.5 0.5 0.5
Total hit ratio 0.7963 0.7886 0.8053 0.8287 0.8553 0.9065 0.8301
Table 5.9: Sensitivity and specificity table for 1-step prediction with pi0 =
0.5.
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To test if the cluster is improving the result the models are tested on different data. In table 5.10 the
model trained on cluster 1. see table 5.7, is tested on the data from the other five clusters. Same
table for the other models is found in Appendix A.
Cluster 1 2 3 4 5 6 Average
Sensitivity 0.7762 0.7882 0.7740 0.8123 0.8123 0.9064 0.8116
Specificity 0.6911 0.7726 0.8025 0.7721 0.8092 0.7933 0.7735
pi0 (Cutoff) 0.2351 0.2441 0.2817 0.2504 0.1968 0.1178 0.2210
Total hit ratio 0.7632 0.7576 0.7587 0.7550 0.8032 0.8822 0.7867
Table 5.10: Sensitivity and specificity table for 1-step prediction with
model based on cluster 1 tested on the other clusters.
With the same procedure as for the cluster models above, one model trained on all data, i.e. no
clusters, are made. The model is presented in figure 5.11 and the test result is found in 5.12.
All customers
Intercept -3.4262
2 weeks ago 1.1824
3 weeks ago -0.4367
Buy info 1-3 (logical) 1.8289
Buy info 4-6 (logical) 0.5062
Buy info 7-9 (logical) 0.3498
Discount 1 week ago -0.2337
Season × 1 week ago 0.9661
Change of product -0.2885
No delivery × Company’s fault 0
No pick up × Company’s fault -0.0681
Table 5.11: Final model coefficients for model trained on all data.
All customers
Sensitivity 0.8084
Specificity 0.7878
pi0 (Cutoff) 0.2316
Total hit ratio 0.7909
Table 5.12: Sensitivity and specificity table for 1-step prediction for
model based on all data.
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5.3 5-step prediction
As for the 1-step predictor the same analysis has been made on the five step predictor. The tables
below present coefficients, confidence intervals, lasso models, likelihood ratio test and correlation
matrix for the 5-step prediction logistic regression model for cluster 1. Again one model is shown
and commented, the rest of the models is found in Appendix B.
The used predictors are also presented in the tables. Since the approach is the same for each cluster
only one of the model’s result will be commented. Since some of the predictors only are available
for the last 44 weeks, the model is built on that data set.
Cluster 1 Coefficient value Lower limit Upper limit
Intercept -3.8441 -4.0219 -3.6664
1 week ago 1.2217 1.0842 1.3592
2 weeks ago 0.4728 0.3630 0.5826
3 weeks ago -0.3349 -0.4487 -0.2210
Buy info 1-3 (logical) 1.9273 1.8318 2.0229
Buy info 4-6 (logical) 0.9812 0.8983 1.0642
Buy info 7-9 (logical) 1.0240 0.9442 1.1037
Write downs on last order 18.9386 -77.9613 115.8386
Discount 1 week ago -0.7865 -1.1852 -0.3878
5-step Season 1.0751 0.9401 1.2101
Change of product -0.2069 -0.6340 0.2202
No delivery × Company’s fault 25.1478 -164.3205 214.6161
No pick up × Company’s fault -1.5711 -4.3574 1.2153
Table 5.13: Cluster 1’s model coefficients and confidence intervals for
5-step prediction.
In table 5.13 one can see that a couple of confidence intervals covers zero, namelyWrite downs on
last order, Change of product, No delivery × Company’s fault and No pick up × Company’s fault.
According to the likelihood ratio test (α = 0.05), found in table 5.15, model 4 (M4) in table 5.14
is the best one. In model 4 three predictors have been removed, Write downs on last order, No
delivery × Company’s fault and No pick up × Company’s fault. With α = 0.01 the likelihood ratio
test suggests the same model as the confidence interval method.
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Cluster 1 M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 M11 M12
1 week ago 1 1 1 1 1 1 1 1 1 0 0 0
2 weeks ago 1 1 1 1 1 1 1 1 1 1 0 0
3 weeks ago 1 1 1 1 1 0 0 0 0 0 0 0
Buy info 1-3 (logical) 1 1 1 1 1 1 1 1 1 1 1 1
Buy info 4-6 (logical) 1 1 1 1 1 1 1 1 1 1 1 0
Buy info 7-9 (logical) 1 1 1 1 1 1 1 1 0 0 0 0
Write downs on last order 1 1 0 0 0 0 0 0 0 0 0 0
Discount 1 week ago 1 1 1 1 1 1 0 0 0 0 0 0
5-step Season 1 1 1 1 1 1 1 0 0 0 0 0
Change of product 1 1 1 0 0 0 0 0 0 0 0 0
No delivery × Company’s fault 1 1 1 1 0 0 0 0 0 0 0 0
No pick up × Company’s fault 1 0 0 0 0 0 0 0 0 0 0 0
Table 5.14: Different Lasso models for the five step prediction model,
cluster 1 with 1 if the coefficient is estimated and 0 otherwise.
Cluster 1 M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 M11 M12
M1 0 0 0 1 1 1 1 1 1 1 1 1
M2 0 0 1 1 1 1 1 1 1 1 1
M3 0 0 1 1 1 1 1 1 1 1
M4 0 1 1 1 1 1 1 1 1
M5 0 1 1 1 1 1 1 1
M6 0 1 1 1 1 1 1
M7 0 1 1 1 1 1
M8 0 1 1 1 1
M9 0 1 1 1
M10 0 1 1
M11 0 1
M12 0
Table 5.15: Likelihood ratio test between model i and j, 1 if the smaller
model can be rejected and 0 otherwise. Models description in table 5.14.
A quick look at the correlation between the predictors, figure 5.4, shows that there is fairly low
correlation, |ρX,Y | < 0.45, between the most predictors. The predictors that seem to be correlated
are Intercept with 5-step Season where ρX,Y = −0.9151 (index 1,10). Since 5-step Season contain
important information the predictor is not removed.
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Figure 5.4: Correlation matrix for Cluster 1 in the 5-step prediction
model.
Cluster 1 2 3 4 5 6 Average
Sensitivity 0.4829 0.4441 0.5139 0.5716 0.6159 0.5689 0.5329
Specificity 0.8705 0.8522 0.8655 0.8542 0.8281 0.8380 0.8514
pi0 (Cutoff) 0.3702 0.4017 0.4499 0.4096 0.3203 0.2450 0.3661
Total hit ratio 0.7368 0.6896 0.7077 0.7432 0.7742 0.7987 0.7417
Table 5.16: Sensitivity and specificity table for 5-step prediction with pi0
based on the test set.
Cluster 1 2 3 4 5 6 Average
Sensitivity 0.4398 0.4055 0.4964 0.5454 0.5112 0.3886 0.4645
Specificity 0.9148 0.8820 0.8805 0.8823 0.9262 0.9510 0.9061
pi0 (Cutoff) 0.5 0.5 0.5 0.5 0.5 0.5 0.5
Total hit ratio 0.7389 0.6906 0.7077 0.7443 0.7933 0.8132 0.7480
Table 5.17: Sensitivity and specificity table for 5-step prediction with
pi0 = 0.5.
After removing the predictors whose coefficients had confidence interval covering zero the follow-
ing result was obtained.
36
Cluster 1 2 3 4 5 6
Intercept -3.7660 -3.5156 -3.4743 -3.6593 -3.6566 -3.8588
1 week ago 1.2580 1.2607 1.3189 1.4217 1.5967 1.7700
2 weeks ago 0.5000 0.4442 0.4271 0.5007 0.4701 0.4698
3 weeks ago -0.2280 -0.2850 -0.4307 -0.4033 -0.5240 -0.5690
Buy info 1-3 (logical) 1.8797 1.7785 1.7912 1.8467 2.0352 2.2805
Buy info 4-6 (logical) 0.9341 0.9122 0.8562 0.7778 0.8440 0.8923
Buy info 7-9 (logical) 0.9741 0.8536 0.8924 0.8542 0.7718 0.6172
Write downs on 1 week ago 0.0000 0.0000 0.0000 -0.3066 -0.2904 -0.0911
Discount 1 week ago -0.8356 -0.5012 -0.3111 -0.3429 -0.5121 -0.5644
5-step Season 1.0467 1.0232 0.9995 1.1076 0.7526 0.4913
Change of product 0.0000 -0.3763 -0.4053 -0.4797 -0.4457 -0.4862
No delivery×Company’s fault 0.0000 0.0000 1.5276 0.0000 0.0000 0.0000
No pick up×Company’s fault 0.0000 0.0000 -1.4312 0.0000 0.0000 0.0000
Table 5.18: All clusters’ final model coefficients for 5-step prediction.
Cluster 1 2 3 4 5 6 Average
Sensitivity 0.7429 0.7115 0.4970 0.7373 0.7727 0.8214 0.7138
Specificity 0.8278 0.8427 0.8650 0.8380 0.8444 0.8250 0.8405
pi0 (Cutoff) 0.4280 0.4041 0.4446 0.4050 0.3355 0.2405 0.3763
Total hit ratio 0.7928 0.7895 0.7043 0.8033 0.8204 0.8482 0.7931
Table 5.19: Sensitivity and specificity table for 5-step prediction with pi0
based on the validation set.
Cluster 1 2 3 4 5 6 Average
Sensitivity 0.7286 0.6809 0.4812 0.7116 0.7076 0.6587 0.6614
Specificity 0.8432 0.8670 0.8823 0.8642 0.9002 0.9418 0.8831
pi0 (Cutoff) 0.5 0.5 0.5 0.5 0.5 0.5 0.5
Total hit ratio 0.7942 0.7918 0.7040 0.8024 0.8356 0.8737 0.8003
Table 5.20: Sensitivity and specificity table for 5-step prediction with
pi0 = 0.5.
To test if the cluster is improving the result the models are tested on different data. In table 5.21 the
model trained on cluster 1. see table 5.18, is tested on the data from the other five clusters. Same
table for the other models is found in Appendix B.
As for the 1-step prediction model a model trained on all data for the 5-step prediction was made.
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Cluster 1 2 3 4 5 6 Average
Sensitivity 0.7429 0.7052 0.7559 0.7362 0.8362 0.8744 0.7751
Specificity 0.8278 0.8519 0.8370 0.8368 0.7682 0.7690 0.8151
pi0 (Cutoff) 0.4280 0.4041 0.4446 0.4050 0.3355 0.2405 0.3763
Total hit ratio 0.7928 0.7901 0.8027 0.7987 0.8247 0.8571 0.8110
Table 5.21: Sensitivity and specificity table for 5-step prediction with
model based on cluster 1 tested on the other clusters.
All customers
Intercept -3.6491
1 week ago 1.4351
2 weeks ago 0.4279
3 weeks ago -0.5319
Buy info 1-3 (logical) 1.9525
Buy info 4-6 (logical) 0.8813
Buy info 7-9 (logical) 0.8785
Write downs on last order -0.2505
Discount 1 week ago -0.4021
5-step Season 0.9250
Change of product -0.4245
No delivery × Company’s fault 0.7831
No pick up × Company’s fault -0.9635
Table 5.22: Final 5-step model coefficients for model trained on all data.
All customers
Sensitivity 0.5300
Specificity 0.8698
pi0 (Cutoff) 0.3822
Total hit ratio 0.7410
Table 5.23: Sensitivity and specificity table for 5-step prediction for
model based on all data.
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6 Conclusions
As a first approach we tried to find clusters within the customers’ purchase behavior only based on
earlier purchases and season. Looking at the models in table 5.1 in section 5 we can draw some con-
clusions about customer behavior. We can see that customer 1 does purchases every second week
and is not affected by Christmas as much as Summer. This is true since the customer has positive
coefficients for the predictors that represent purchase 2 weeks ago and purchase 4 weeks ago and
negative coefficients for the predictors that represent purchase 1 week ago and 3 weeks ago. The
coefficient for the Christmas predictor is almost zero which means that Christmas has very small
effect on the customer. Customer 2 seem to do purchases every week and is very affected by both
Summer and Christmas. Customer 3 does purchases every third/fourth week and is affected by the
Christmas but not the Summer predictor. Although we can see these different behaviors we did not
find anywell separated clusters among themodels. Looking at the SOMneighbor distance plot 5.1b
we were hoping to see defined clusters as in the example plot in section 2. The K-means method
did not find separated clusters either since the highest silhouette coefficient was< 0, 25when k = 2.
Looking at the 1-step prediction model there was correlation between the predictors 1 week ago
and Season × 1 week ago. The reason for this is because the predictors share the same information.
At the 5-step prediction model, 5-step Season is correlated with Intercept since 5-step Season is
defined as the mean of the following 5 weeks’ season value. Some of the predictors in both the
1-step prediction model and the 5-step prediction model has confidence intervals covering zero.
This is because there are too few data points in order to make the variables stable or the simple fact
that the predictor does not have any effect on the customers’ behavior. After doing a simple data
analysis on the predictors No deliver × Company’s fault and No pick up × Company’s fault in sec-
tion 4 one can see that those predictors are probably rejected since they do not affect the customers.
Looking at the hit ratio tables for 1-step prediction model one can see that using pi0 = 0, 5 gives
a higher total hit ratio compared to when choosing pi0 based on the test set. Even though the total
hit ratio is higher when pi0 = 0, 5 the other method of choosing pi0 is preferred since the sensitivity
is much higher. To predict the purchases is more valuable than to predict the non-purchases. The
same result can be seen for the 5-step prediction model. One can also see that the hit ratio becomes
higher for both models after removing parameters with confidence intervals covering zero. This
means that removing those parameters gives us a better model.
Taking a closer look at the final model coefficients in table 5.7 and 5.18 some conclusions about
the customers purchase behavior can be drawn. The predictors Three week ago, Discount 1 week
ago, Change product and No pick up × Company’s fault has negative effect on future purchases
by the customers for both models. A not very intuitive positive predictor coefficient is No delivery
× Company’s fault. It has a relatively high value and this might be because when the company
does not deliver the product the customer gets the opportunity to get a free product next week.
This counts as a buy with a discount on the whole amount. It is also interesting to see how dif-
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ferent clusters are affected by the season. In the 1-step prediction model one can see that younger
customers tend to follow season more than older customers since they have higher Season × 1
week ago coefficient value, but this is a bit misleading since the predictor also contains informa-
tion about last buy. If one instead looks at the Season × 1 week ago before removing the predictor
1 week ago it shows the opposite result. In the 5-step prediction model one can see that, because
of lower coefficient value, younger customers do not care about season as much as older customers.
For the 1-step prediction the sensitivity and specificity for the clusters using cluster 1’s model
is in the most cases very similar compared to the sensitivity and specificity for the clusters using
the model for each specific cluster. A result that stand out is that using cluster 1’s model on the
data that belongs to cluster 2 gives a much better result than using cluster 2’s model on the same
data. In fact all other models give better results than using cluster 2’s model, see Appendix A.
This indicates that there is some kind of trend in cluster 2’s training set which disappears in the
validation set. The predictor No delivery × Company’s fault is probably the one that causes trouble
since the predictor is removed in the other models. The total hit ratio is not affected by much when
the different models are tested on the data belonging to the different clusters.
The same result can be seen for the 5-step prediction. In the 5-step prediction we can see that
all other models give a better result on cluster 3’s data than using cluster 3’s model on the same
data. This is an additional indication that the predictor No delivery × Company’s fault causes trou-
ble andmaybeNo pick up×Company’s fault since those predictors are removed in the othermodels.
Despite a pretty high hit ratio for our models we have realized that it is very hard to predict cus-
tomer’s purchase behavior. There are many reasons in the customer’s decision making that can not
be registered or measured. It is relatively easy to find patterns in customers’ purchase behavior,
the hard part is to find the reasons why they stop buying products. Nevertheless some interesting
predictors has been found that affect customers’ purchases. Using the model with the analysis that
also have been made we think that the customers’ behavior can be predicted or at least well under-
stood to a certain level. However the age clustering of the customers does not improve the result
by much, if any. From the company’s perspective it would not be worth the time to have, in this
case, six models instead of one. It could however be of interest to collect a different type of data
such as if the customer have a car, how big the family is or if the customer is located in a big city
or not. This could lead to a more interesting and well functioning clustering.
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7 Further work
We feel that there is a lot more to do with this data set. Interesting parts to look deeper into are
more data connected to the purchases andmore personal information about the customers. Looking
at more personal information will give an idea of how different groups of people behave. Some
examples that could be interesting to compare are customers who lives in a city/on the countryside,
customers with a cars/no car and families/singles. It is also important to collect high quality data
and also evaluate if there is more interesting data that could be useful. After finding reasons why
customers stop buying the product it is important for the company to make an efforts within the
relevant area to keep the customers.
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Appendix A
1-step predictor
In this section the remaining cluster models for the 1-step prediction will be shown. All models
are handled as in the result.
Cluster 2 Coefficient value Lower limit Upper limit
Intercept -3.2869 -3.3334 -3.2405
1 week ago 0.2425 0.1037 0.3812
2 weeks ago 0.8697 0.8198 0.9196
3 weeks ago -0.4525 -0.5054 -0.3997
Buy info 1-3 (logical) 1.6707 1.6130 1.7284
Buy info 4-6 (logical) 0.6512 0.6003 0.7021
Buy info 7-9 (logical) 0.4545 0.4076 0.5013
Write downs on last order -0.0267 -0.1993 0.1458
Discount 1 week ago -0.2860 -0.4351 -0.1369
Season × 1 week ago 0.6643 0.5401 0.7886
Change of product -0.2319 -0.3952 -0.0685
No delivery × Company’s fault 2.2350 0.2661 4.2039
No pick up × Company’s fault -1.3172 -2.6548 0.0203
Table 1: Cluster 2’s model coefficients and confidence intervals for 1-
step prediction.
Cluster 2 M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 M11
1 week ago 1 1 1 1 1 1 1 1 1 1 0
2 weeks ago 1 1 1 1 1 1 1 1 1 1 1
3 weeks ago 1 1 1 1 1 1 0 0 0 0 0
Buy info 1-3 (logical) 1 1 1 1 1 1 1 1 1 1 1
Buy info 4-6 (logical) 1 1 1 1 1 1 1 1 1 0 0
Buy info 7-9 (logical) 1 1 1 1 1 1 1 0 0 0 0
Write downs on last order 1 0 0 0 0 0 0 0 0 0 0
Discount 1 week ago 1 1 1 1 1 0 0 0 0 0 0
Season × 1 week ago 1 1 1 1 1 1 1 1 0 0 0
Change of product 1 1 1 1 0 0 0 0 0 0 0
No delivery × Company’s fault 1 1 1 0 0 0 0 0 0 0 0
No pick up × Company’s fault 1 1 0 0 0 0 0 0 0 0 0
Table 2: Different Lasso models for the 1-step prediction model, cluster
2 with 1 if the coefficient is estimated and 0 otherwise.
47
Figure 1: Correlation matrix for Cluster 2 in the 1-step prediction
model.
Cluster 2 M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 M11
M1 0 0 1 1 1 1 1 1 1 1 1
M2 0 1 1 1 1 1 1 1 1 1
M3 0 1 1 1 1 1 1 1 1
M4 0 1 1 1 1 1 1 1
M5 0 1 1 1 1 1 1
M6 0 1 1 1 1 1
M7 0 1 1 1 1
M8 0 1 1 1
M9 0 1 1
M10 0 1
M11 0
Table 3: Likelihood ratio test between model i and j, 1 if the smaller
model can be rejected and 0 otherwise. Models description in table 2.
Test result when the different cluster models’ are tested with different data.
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Cluster 3 Coefficient value Lower limit Upper limit
Intercept -3.2390 -3.2665 -3.2115
1 week ago 0.2401 0.1621 0.3181
2 weeks ago 0.9512 0.9225 0.9799
3 weeks ago -0.5236 -0.5541 -0.4932
Buy info 1-3 (logical) 1.7384 1.7043 1.7726
Buy info 4-6 (logical) 0.5839 0.5535 0.6144
Buy info 7-9 (logical) 0.4002 0.3724 0.4279
Write downs on last order 0.0020 -0.0949 0.0989
Discount 1 week ago -0.2467 -0.3224 -0.1710
Season × 1 week ago 0.7623 0.6925 0.8321
Change of product -0.3210 -0.4042 -0.2378
No delivery × Company’s fault 0.8021 -0.0923 1.6965
No pick up × Company’s fault -0.7387 -1.2741 -0.2034
Table 4: Cluster 3’s model coefficients and confidence intervals for 1-
step prediction.
Cluster 3 M1 M2 M3 M4 M5 M6 M7 M8 M9 M10
1 week ago 1 1 1 1 1 1 1 1 1 0
2 weeks ago 1 1 1 1 1 1 1 1 1 1
3 weeks ago 1 1 1 1 1 0 0 0 0 0
Buy info 1-3 (logical) 1 1 1 1 1 1 1 1 1 1
Buy info 4-6 (logical) 1 1 1 1 1 1 1 0 0 0
Buy info 7-9 (logical) 1 1 1 1 1 1 0 0 0 0
Write downs on last order 0 0 0 0 0 0 0 0 0 0
Discount 1 week ago 1 1 1 0 0 0 0 0 0 0
Season × 1 week ago 1 1 1 1 1 1 1 1 0 0
Change of product 1 1 1 1 0 0 0 0 0 0
No delivery × Company’s fault 1 0 0 0 0 0 0 0 0 0
No pick up × Company’s fault 1 1 0 0 0 0 0 0 0 0
Table 5: Different Lasso models for the 1-step prediction model, cluster
3 with 1 if the coefficient is estimated and 0 otherwise.
Cluster 3 M1 M2 M3 M4 M5 M6 M7 M8 M9 M10
M1 0 1 1 1 1 1 1 1 1 1
M2 0 1 1 1 1 1 1 1 1
M3 0 1 1 1 1 1 1 1
M4 0 1 1 1 1 1 1
M5 0 1 1 1 1 1
M6 0 1 1 1 1
M7 0 1 1 1
M8 0 1 1
M9 0 1
M10 0
Table 6: Likelihood ratio test between model i and j, 1 if the smaller
model can be rejected and 0 otherwise. Models description in table 5.
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Figure 2: Correlation matrix for Cluster 3 in the 1-step prediction
model.
Cluster 4 Coefficient value Lower limit Upper limit
Intercept -3.3191 -3.3427 -3.2955
1 week ago 0.1219 0.0569 0.1869
2 weeks ago 1.1389 1.1149 1.1630
3 weeks ago -0.5771 -0.6030 -0.5512
Buy info 1-3 (logical) 1.8116 1.7822 1.8410
Buy info 4-6 (logical) 0.5306 0.5045 0.5567
Buy info 7-9 (logical) 0.3437 0.3202 0.3673
Write downs on last order -0.0430 -0.1139 0.0278
Discount 1 week ago -0.2175 -0.2758 -0.1592
Season × 1 week ago 0.8314 0.7740 0.8887
Change of product -0.3005 -0.3625 -0.2384
No delivery × Company’s fault -0.0130 -0.8576 0.8316
No pick up × Company’s fault -0.2018 -0.8263 0.4226
Table 7: Cluster 4’s model coefficients and confidence intervals for 1-
step prediction.
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Figure 3: Correlation matrix for Cluster 4 in the 1-step prediction
model.
Cluster 4 M1 M2 M3 M4 M5 M6 M7 M8 M9 M10
1 week ago 1 1 1 1 1 1 1 1 1 0
2 weeks ago 1 1 1 1 1 1 1 1 1 1
3 weeks ago 1 1 1 1 1 0 0 0 0 0
Buy info 1-3 (logical) 1 1 1 1 1 1 1 1 1 1
Buy info 4-6 (logical) 1 1 1 1 1 1 1 0 0 0
Buy info 7-9 (logical) 1 1 1 1 1 1 0 0 0 0
Write downs on last order 1 1 0 0 0 0 0 0 0 0
Discount 1 week ago 1 1 1 0 0 0 0 0 0 0
Season × 1 week ago 1 1 1 1 1 1 1 1 0 0
Change of product 1 1 1 1 0 0 0 0 0 0
No delivery × Company’s fault 0 0 0 0 0 0 0 0 0 0
No pick up × Company’s fault 1 0 0 0 0 0 0 0 0 0
Table 8: Different Lasso models for the 1-step prediction model, cluster
4 with 1 if the coefficient is estimated and 0 otherwise.
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Cluster 4 M1 M2 M3 M4 M5 M6 M7 M8 M9 M10
M1 0 1 1 1 1 1 1 1 1 1
M2 0 0 1 1 1 1 1 1 1
M3 0 1 1 1 1 1 1 1
M4 0 1 1 1 1 1 1
M5 0 1 1 1 1 1
M6 0 1 1 1 1
M7 0 1 1 1
M8 0 1 1
M9 0 1
M10 0
Table 9: Likelihood ratio test between model i and j, 1 if the smaller
model can be rejected and 0 otherwise. Models description in table 8.
Cluster 5 Coefficient value Lower limit Upper limit
Intercept -3.7333 -3.7615 -3.7052
1 week ago 0.4599 0.3857 0.5340
2 weeks ago 0.9857 0.9567 1.0146
3 weeks ago -0.6459 -0.6775 -0.6144
Buy info 1-3 (logical) 2.1283 2.0940 2.1626
Buy info 4-6 (logical) 0.6221 0.5908 0.6534
Buy info 7-9 (logical) 0.3715 0.3435 0.3995
Write downs on last order -0.0575 -0.1384 0.0234
Discount 1 week ago -0.3122 -0.3789 -0.2455
Season × 1 week ago 0.7200 0.6536 0.7864
Change of product -0.3080 -0.3797 -0.2363
No delivery × Company’s fault 0.0498 -0.8082 0.9078
No pick up × Company’s fault 0.1191 -0.4531 0.6914
Table 10: Cluster 5’s model coefficients and confidence intervals for
1-step prediction.
Cluster 5 M1 M2 M3 M4 M5 M6 M7 M8 M9 M10
1 week ago 1 1 1 1 1 1 1 1 1 0
2 weeks ago 1 1 1 1 1 1 1 1 1 1
3 weeks ago 1 1 1 1 1 0 0 0 0 0
Buy info 1-3 (logical) 1 1 1 1 1 1 1 1 1 1
Buy info 4-6 (logical) 1 1 1 1 1 1 1 0 0 0
Buy info 7-9 (logical) 1 1 1 1 1 1 0 0 0 0
Write downs on last order 1 1 1 0 0 0 0 0 0 0
Discount 1 week ago 1 1 1 1 0 0 0 0 0 0
Season × 1 week ago 1 1 1 1 1 1 1 1 0 0
Change of product 1 1 1 1 0 0 0 0 0 0
No delivery × Company’s fault 1 0 0 0 0 0 0 0 0 0
No pick up × Company’s fault 1 1 0 0 0 0 0 0 0 0
Table 11: Different Lasso models for the 1-step prediction model, cluster
5 with 1 if the coefficient is estimated and 0 otherwise.
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Figure 4: Correlation matrix for Cluster 5 in the 1-step prediction
model.
Cluster 5 M1 M2 M3 M4 M5 M6 M7 M8 M9 M10
M1 0 0 0 1 1 1 1 1 1 1
M2 0 1 1 1 1 1 1 1 1
M3 0 1 1 1 1 1 1 1
M4 0 1 1 1 1 1 1
M5 0 1 1 1 1 1
M6 0 1 1 1 1
M7 0 1 1 1
M8 0 1 1
M9 0 1
M10 0
Table 12: Likelihood ratio test between model i and j, 1 if the smaller
model can be rejected and 0 otherwise. Models description in table 11.
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Cluster 6 Coefficient value Lower limit Upper limit
Intercept -4.2597 -4.3244 -4.1951
1 week ago 1.0603 0.8928 1.2277
2 weeks ago 0.7869 0.7196 0.8543
3 weeks ago -0.5972 -0.6713 -0.5231
Buy info 1-3 (logical) 2.4981 2.4225 2.5738
Buy info 4-6 (logical) 0.6865 0.6149 0.7581
Buy info 7-9 (logical) 0.3306 0.2670 0.3941
Write downs on last order -0.0240 -0.2479 0.2000
Discount 1 week ago -0.4429 -0.6059 -0.2799
Season × 1 week ago 0.4557 0.3042 0.6072
Change of product -0.3654 -0.5348 -0.1959
No delivery × Company’s fault 0.2800 -1.8529 2.4130
No pick up × Company’s fault -1.5596 -2.8739 -0.2452
Table 13: Cluster 6’s model coefficients and confidence intervals for
1-step prediction.
Figure 5: Correlation matrix for Cluster 6 in the 1-step prediction
model.
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Cluster 6 M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 M11
1 week ago 1 1 1 1 1 1 1 1 1 1 1
2 weeks ago 1 1 1 1 1 1 1 1 1 1 0
3 weeks ago 1 1 1 1 1 1 0 0 0 0 0
Buy info 1-3 (logical) 1 1 1 1 1 1 1 1 1 1 0
Buy info 4-6 (logical) 1 1 1 1 1 1 1 1 1 0 0
Buy info 7-9 (logical) 1 1 1 1 1 1 1 0 0 0 0
Write downs on last order 1 1 0 0 0 0 0 0 0 0 0
Discount 1 week ago 1 1 1 1 1 0 0 0 0 0 0
Season × 1 week ago 1 1 1 1 1 1 1 1 0 0 0
Change of product 1 1 1 1 0 0 0 0 0 0 0
No delivery × Company’s fault 1 0 0 0 0 0 0 0 0 0 0
No pick up × Company’s fault 1 1 1 0 0 0 0 0 0 0 0
Table 14: Different Lasso models for the 1-step prediction model, cluster
6 with 1 if the coefficient is estimated and 0 otherwise.
Cluster 6 M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 M11
M1 0 0 0 1 1 1 1 1 1 1 1
M2 0 0 1 1 1 1 1 1 1 1
M3 0 1 1 1 1 1 1 1 1
M4 0 1 1 1 1 1 1 1
M5 0 1 1 1 1 1 1
M6 0 1 1 1 1 1
M7 0 1 1 1 1
M8 0 1 1 1
M9 0 1 1
M10 0 1
M11 0
Table 15: Likelihood ratio test between model i and j, 1 if the smaller
model can be rejected and 0 otherwise. Models description in table 14.
Cluster 1 2 3 4 5 6 Average
Sensitivity 0.6229 0.5082 0.5003 0.6156 0.5967 0.6490 0.5821
Specificity 0.7973 0.8258 0.8494 0.8078 0.8481 0.8171 0.8243
pi0 (Cutoff) 0.2351 0.2441 0.2817 0.2504 0.1968 0.1178 0.2210
Total hit ratio 0.7643 0.7585 0.7412 0.7533 0.8036 0.8822 0.7839
Table 16: Sensitivity and specificity table for 1-step prediction with
model based on cluster 2 tested on the other clusters.
Cluster 1 2 3 4 5 6 Average
Sensitivity 0.7835 0.7889 0.7865 0.8219 0.8023 0.9002 0.8139
Specificity 0.6889 0.7663 0.7909 0.7638 0.8178 0.7923 0.7700
pi0 (Cutoff) 0.2351 0.2441 0.2817 0.2504 0.1968 0.1178 0.2210
Total hit ratio 0.7809 0.7963 0.7818 0.7938 0.8070 0.8822 0.8070
Table 17: Sensitivity and specificity table for 1-step prediction with
model based on cluster 3 tested on the other clusters.
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Cluster 1 2 3 4 5 6 Average
Sensitivity 0.7299 0.7650 0.8086 0.8024 0.8166 0.9095 0.8053
Specificity 0.7135 0.7912 0.7869 0.7903 0.8157 0.7902 0.7813
pi0 (Cutoff) 0.2351 0.2441 0.2817 0.2504 0.1968 0.1178 0.2210
Total hit ratio 0.7729 0.7908 0.7830 0.7899 0.8054 0.8822 0.8040
Table 18: Sensitivity and specificity table for 1-step prediction with
model based on cluster 4 tested on the other clusters.
Cluster 1 2 3 4 5 6 Average
Sensitivity 0.7299 0.7657 0.8068 0.8026 0.8163 0.9064 0.8046
Specificity 0.7135 0.7912 0.7875 0.7902 0.8158 0.7931 0.7819
pi0 (Cutoff) 0.2351 0.2441 0.2817 0.2504 0.1968 0.1178 0.2210
Total hit ratio 0.7792 0.7948 0.7804 0.7917 0.8070 0.8822 0.8059
Table 19: Sensitivity and specificity table for 1-step prediction with
model based on cluster 5 tested on the other clusters.
Cluster 1 2 3 4 5 6 Average
Sensitivity 0.7251 0.7455 0.7842 0.7897 0.7982 0.8970 0.7900
Specificity 0.7270 0.7970 0.7919 0.7955 0.8200 0.7952 0.7878
pi0 (Cutoff) 0.2351 0.2441 0.2817 0.2504 0.1968 0.1178 0.2210
Total hit ratio 0.7809 0.7947 0.7848 0.7906 0.8088 0.8822 0.8070
Table 20: Sensitivity and specificity table for 1-step prediction with
model based on cluster 6 tested on the other clusters.
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Appendix B
5-step predictor
In this section the remaining cluster models for the 5-step prediction will be shown. All models
are handled as in the result.
Cluster 2 Coefficient value Lower limit Upper limit
Intercept -3.5254 -3.6170 -3.4338
1 week ago 1.2068 1.1372 1.2765
2 weeks ago 0.3554 0.2987 0.4121
3 weeks ago -0.4433 -0.5022 -0.3845
Buy info 1-3 (logical) 1.8601 1.8094 1.9108
Buy info 4-6 (logical) 0.9724 0.9285 1.0163
Buy info 7-9 (logical) 0.9037 0.8617 0.9458
Write downs on last order -0.0898 -0.4989 0.3193
Discount 1 week ago -0.5471 -0.7397 -0.3546
5-step Season 0.9824 0.9125 1.0523
Change of product -0.2744 -0.4770 -0.0718
No delivery × Company’s fault 2.0773 -0.5984 4.7531
No pick up × Company’s fault -1.2779 -2.6678 0.1120
Table 21: Cluster 2’s model coefficients and confidence intervals for
5-step prediction.
Cluster 2 M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 M11 M12
1 week ago 1 1 1 1 1 1 1 1 1 1 0 0
2 weeks ago 1 1 1 1 1 1 1 1 1 0 0 0
3 weeks ago 1 1 1 1 1 1 0 0 0 0 0 0
Buy info -3 (logical) 1 1 1 1 1 1 1 1 1 1 1 1
Buy info 4-6 (logical) 1 1 1 1 1 1 1 1 1 1 1 0
Buy info 7-9 (logical) 1 1 1 1 1 1 1 1 0 0 0 0
Write downs on last order 1 0 0 0 0 0 0 0 0 0 0 0
Discount 1 week ago 1 1 1 1 1 0 0 0 0 0 0 0
Season × 1 week ago 1 1 1 1 1 1 1 0 0 0 0 0
Change of product 1 1 1 1 0 0 0 0 0 0 0 0
No delivery × Company’s fault 1 1 0 0 0 0 0 0 0 0 0 0
No pick up × Company’s fault 1 1 1 0 0 0 0 0 0 0 0 0
Table 22: Different Lasso models for the 5-step prediction model, cluster
2 with 1 if the coefficient is estimated and 0 otherwise.
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Figure 6: Correlation matrix for Cluster 2 in the 5-step prediction
model.
Cluster 2 M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 M11 M12
M1 0 0 1 1 1 1 1 1 1 1 1 1
M2 0 1 1 1 1 1 1 1 1 1 1
M3 0 0 1 1 1 1 1 1 1 1
M4 0 1 1 1 1 1 1 1 1
M5 0 1 1 1 1 1 1 1
M6 0 1 1 1 1 1 1
M7 0 1 1 1 1 1
M8 0 1 1 1 1
M9 0 1 1 1
M10 0 1 1
M11 0 1
M12 0
Table 23: Likelihood ratio test between model i and j, 1 if the smaller
model can be rejected and 0 otherwise. Models description in table 22.
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Cluster 3 Coefficient value Lower limit Upper limit
Intercept -3.4742 -3.5279 -3.4205
1 week ago 1.3186 1.2785 1.3587
2 weeks ago 0.4271 0.3940 0.4602
3 weeks ago -0.4307 -0.4649 -0.3965
Buy info 1-3 (logical) 1.7912 1.7611 1.8214
Buy info 4-6 (logical) 0.8562 0.8299 0.8826
Buy info 7-9 (logical) 0.8924 0.8672 0.9175
Write downs on last order 0.0561 -0.2122 0.3244
Discount 1 week ago -0.3109 -0.4142 -0.2076
5-step Season 0.9995 0.9585 1.0404
Change of product -0.4052 -0.5090 -0.3014
No delivery × Company’s fault 1.5214 0.2934 2.7494
No pick up × Company’s fault -1.4343 -2.0134 -0.8552
Table 24: Cluster 3’s model coefficients and confidence intervals for
5-step prediction.
Cluster 3 M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 M11 M12
1 week ago 1 1 1 1 1 1 1 1 1 1 1 0
2 weeks ago 1 1 1 1 1 1 1 1 1 0 0 0
3 weeks ago 1 1 1 1 1 1 0 0 0 0 0 0
Buy info -3 (logical) 1 1 1 1 1 1 1 1 1 1 1 1
Buy info 4-6 (logical) 1 1 1 1 1 1 1 1 1 1 0 0
Buy info 7-9 (logical) 1 1 1 1 1 1 1 1 0 0 0 0
Write downs on last order 1 0 0 0 0 0 0 0 0 0 0 0
Discount 1 week ago 1 1 1 1 0 0 0 0 0 0 0 0
Season × 1 week ago 1 1 1 1 1 1 1 0 0 0 0 0
Change of product 1 1 1 1 1 0 0 0 0 0 0 0
No delivery × Company’s fault 1 1 0 0 0 0 0 0 0 0 0 0
No pick up × Company’s fault 1 1 1 0 0 0 0 0 0 0 0 0
Table 25: Different Lasso models for the 5-step prediction model, cluster
3 with 1 if the coefficient is estimated and 0 otherwise.
Test result when the different cluster models’ are tested with different data.
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Figure 7: Correlation matrix for Cluster 3 in the 5-step prediction
model.
Cluster 3 M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 M11 M12
M1 0 0 1 1 1 1 1 1 1 1 1 1
M2 0 1 1 1 1 1 1 1 1 1 1
M3 0 1 1 1 1 1 1 1 1 1
M4 0 1 1 1 1 1 1 1 1
M5 0 1 1 1 1 1 1 1
M6 0 1 1 1 1 1 1
M7 0 1 1 1 1 1
M8 0 1 1 1 1
M9 0 1 1 1
M10 0 1 1
M11 0 1
M12 0
Table 26: Likelihood ratio test between model i and j, 1 if the smaller
model can be rejected and 0 otherwise. Models description in table 25.
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Cluster 4 Coefficient value Lower limit Upper limit
Intercept -3.6587 -3.7045 -3.6128
1 week ago 1.4061 1.3734 1.4387
2 weeks ago 0.4499 0.4224 0.4774
3 weeks ago -0.5205 -0.5493 -0.4918
Buy info 1-3 (logical) 1.9000 1.8746 1.9255
Buy info 4-6 (logical) 0.8164 0.7938 0.8389
Buy info 7-9 (logical) 0.8835 0.8621 0.9048
Write downs on last order -0.3848 -0.4999 -0.2697
Discount 1 week ago -0.3748 -0.4533 -0.2963
5-step Season 1.0771 1.0423 1.1120
Change of product -0.4708 -0.5474 -0.3942
No delivery × Company’s fault -0.1522 -1.1839 0.8795
No pick up × Company’s fault -0.4553 -1.2139 0.3033
Table 27: Cluster 4’s model coefficients and confidence intervals for
5-step prediction.
Figure 8: Correlation matrix for Cluster 4 in the 5-step prediction
model.
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Cluster 4 M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 M11
1 week ago 1 1 1 1 1 1 1 1 1 1 0
2 weeks ago 1 1 1 1 1 1 1 1 1 0 0
3 weeks ago 1 1 1 1 1 1 0 0 0 0 0
Buy info -3 (logical) 1 1 1 1 1 1 1 1 1 1 1
Buy info 4-6 (logical) 1 1 1 1 1 1 1 1 1 0 0
Buy info 7-9 (logical) 1 1 1 1 1 1 1 1 0 0 0
Write downs on last order 1 1 1 0 0 0 0 0 0 0 0
Discount 1 week ago 1 1 1 1 0 0 0 0 0 0 0
Season × 1 week ago 1 1 1 1 1 1 1 0 0 0 0
Change of product 1 1 1 1 1 0 0 0 0 0 0
No delivery × Company’s fault 1 0 0 0 0 0 0 0 0 0 0
No pick up × Company’s fault 1 1 0 0 0 0 0 0 0 0 0
Table 28: Different Lasso models for the 5-step prediction model, cluster
4 with 1 if the coefficient is estimated and 0 otherwise.
Cluster 4 M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 M11
M1 0 1 1 1 1 1 1 1 1 1 1
M2 0 1 1 1 1 1 1 1 1 1
M3 0 1 1 1 1 1 1 1 1
M4 0 1 1 1 1 1 1 1
M5 0 1 1 1 1 1 1
M6 0 1 1 1 1 1
M7 0 1 1 1 1
M8 0 1 1 1
M9 0 1 1
M10 0 1
M11 0
Table 29: Likelihood ratio test between model i and j, 1 if the smaller
model can be rejected and 0 otherwise. Models description in table 28.
Cluster 5 Coefficient value Lower limit Upper limit
Intercept -3.6952 -3.7466 -3.6438
1 week ago 1.5763 1.5384 1.6142
2 weeks ago 0.4099 0.3781 0.4417
3 weeks ago -0.6490 -0.6827 -0.6154
Buy info 1-3 (logical) 2.0957 2.0671 2.1243
Buy info 4-6 (logical) 0.8940 0.8676 0.9204
Buy info 7-9 (logical) 0.8194 0.7948 0.8439
Write downs on last order -0.1970 -0.3376 -0.0564
Discount 1 week ago -0.4458 -0.5324 -0.3591
5-step Season 0.7468 0.7075 0.7861
Change of product -0.3993 -0.4869 -0.3117
No delivery × Company’s fault 0.4245 -0.5914 1.4404
No pick up × Company’s fault -0.6383 -1.3053 0.0287
Table 30: Cluster 5’s model coefficients and confidence intervals for
5-step prediction.
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Figure 9: Correlation matrix for Cluster 5 in the 5-step prediction
model.
Cluster 5 M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 M11
1 week ago 1 1 1 1 1 1 1 1 1 1 0
2 weeks ago 1 1 1 1 1 1 1 1 1 0 0
3 weeks ago 1 1 1 1 1 0 0 0 0 0 0
Buy info -3 (logical) 1 1 1 1 1 1 1 1 1 1 1
Buy info 4-6 (logical) 1 1 1 1 1 1 1 1 0 0 0
Buy info 7-9 (logical) 1 1 1 1 1 1 1 0 0 0 0
Write downs on last order 1 1 1 0 0 0 0 0 0 0 0
Discount 1 week ago 1 1 1 1 0 0 0 0 0 0 0
Season × 1 week ago 1 1 1 1 1 1 0 0 0 0 0
Change of product 1 1 1 1 0 0 0 0 0 0 0
No delivery × Company’s fault 1 0 0 0 0 0 0 0 0 0 0
No pick up × Company’s fault 1 1 0 0 0 0 0 0 0 0 0
Table 31: Different Lasso models for the 5-step prediction model, cluster
5 with 1 if the coefficient is estimated and 0 otherwise.
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Cluster 5 M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 M11
M1 0 0 1 1 1 1 1 1 1 1 1
M2 0 1 1 1 1 1 1 1 1 1
M3 0 1 1 1 1 1 1 1 1
M4 0 1 1 1 1 1 1 1
M5 0 1 1 1 1 1 1
M6 0 1 1 1 1 1
M7 0 1 1 1 1
M8 0 1 1 1
M9 0 1 1
M10 0 1
M11 0
Table 32: Likelihood ratio test between model i and j, 1 if the smaller
model can be rejected and 0 otherwise. Models description in table 31.
Cluster 6 Coefficient value Lower limit Upper limit
Intercept -3.9320 -4.0410 -3.8230
1 week ago 1.8036 1.7195 1.8877
2 weeks ago 0.3740 0.3040 0.4440
3 weeks ago -0.6992 -0.7749 -0.6234
Buy info 1-3 (logical) 2.3517 2.2916 2.4119
Buy info 4-6 (logical) 0.9689 0.9101 1.0278
Buy info 7-9 (logical) 0.6771 0.6226 0.7317
Write downs on last order -0.4460 -0.7716 -0.1204
Discount 1 week ago -0.5045 -0.7025 -0.3064
5-step Season 0.5050 0.4211 0.5889
Change of product -0.5772 -0.7741 -0.3802
No delivery × Company’s fault 1.2291 -1.3032 3.7614
No pick up × Company’s fault -1.0948 -2.2082 0.0185
Table 33: Cluster 6’s model coefficients and confidence intervals for
5-step prediction.
Cluster 6 M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 M11 M12
1 week ago 1 1 1 1 1 1 1 1 1 1 1 0
2 weeks ago 1 1 1 1 1 1 1 1 1 1 0 0
3 weeks ago 1 1 1 1 1 1 0 0 0 0 0 0
Buy info 1-3 (logical) 1 1 1 1 1 1 1 1 1 1 1 1
Buy info 4-6 (logical) 1 1 1 1 1 1 1 1 1 0 0 0
Buy info 7-9 (logical) 1 1 1 1 1 1 1 1 0 0 0 0
Write downs on last order 1 1 1 0 0 0 0 0 0 0 0 0
Discount 1 week ago 1 1 1 1 0 0 0 0 0 0 0 0
Season × 1 week ago 1 1 1 1 1 1 1 0 0 0 0 0
Change of product 1 1 1 1 1 0 0 0 0 0 0 0
No delivery × Company’s fault 1 0 0 0 0 0 0 0 0 0 0 0
No pick up × Company’s fault 1 1 0 0 0 0 0 0 0 0 0 0
Table 34: Different Lassomodels for the one step predictionmodel, clus-
ter 6 with 1 if the coefficient is estimated and 0 otherwise.
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Figure 10: Correlation matrix for Cluster 6 in the 5-step prediction
model.
Cluster 6 M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 M11 M12
M1 0 1 1 1 1 1 1 1 1 1 1 1
M2 0 1 1 1 1 1 1 1 1 1 1
M3 0 1 1 1 1 1 1 1 1 1
M4 0 1 1 1 1 1 1 1 1
M5 0 1 1 1 1 1 1 1
M6 0 1 1 1 1 1 1
M7 0 1 1 1 1 1
M8 0 1 1 1 1
M9 0 1 1 1
M10 0 1 1
M11 0 1
M12 0
Table 35: Likelihood ratio test between model i and j, 1 if the smaller
model can be rejected and 0 otherwise. Models description in table 34.
Cluster 1 2 3 4 5 6 Average
Sensitivity 0.7460 0.7115 0.7577 0.7465 0.8467 0.8930 0.7836
Specificity 0.8290 0.8427 0.8352 0.8230 0.7589 0.7601 0.8082
pi0 (Cutoff) 0.4280 0.4041 0.4446 0.4050 0.3355 0.2405 0.3763
Total hit ratio 0.7932 0.7895 0.8041 0.7996 0.8284 0.8565 0.8119
Table 36: Sensitivity and specificity table for 5-step prediction with
model based on cluster 2 tested on the other clusters.
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Cluster 1 2 3 4 5 6 Average
Sensitivity 0.5048 0.5428 0.4970 0.5515 0.6320 0.6534 0.5636
Specificity 0.8587 0.8691 0.8650 0.8448 0.7756 0.7704 0.8306
pi0 (Cutoff) 0.4280 0.4041 0.4446 0.4050 0.3355 0.2405 0.3763
Total hit ratio 0.7065 0.7366 0.7043 0.7367 0.7680 0.8146 0.7445
Table 37: Sensitivity and specificity table for 5-step prediction with
model based on cluster 3 tested on the other clusters.
Cluster 1 2 3 4 5 6 Average
Sensitivity 0.7365 0.7021 0.7545 0.7373 0.8262 0.8886 0.7742
Specificity 0.8302 0.8529 0.8376 0.8380 0.7807 0.7696 0.8182
pi0 (Cutoff) 0.4280 0.4041 0.4446 0.4050 0.3355 0.2405 0.3763
Total hit ratio 0.7908 0.7897 0.8038 0.8033 0.8224 0.8578 0.8113
Table 38: Sensitivity and specificity table for 5-step prediction with
model based on cluster 4 tested on the other clusters.
Cluster 1 2 3 4 5 6 Average
Sensitivity 0.7206 0.6917 0.7387 0.7280 0.7727 0.8621 0.7523
Specificity 0.8468 0.8596 0.8565 0.8463 0.8444 0.7931 0.8411
pi0 (Cutoff) 0.4280 0.4041 0.4446 0.4050 0.3355 0.2405 0.3763
Total hit ratio 0.7908 0.7813 0.7979 0.7974 0.8204 0.8558 0.8073
Table 39: Sensitivity and specificity table for 5-step prediction with
model based on cluster 5 tested on the other clusters.
Cluster 1 2 3 4 5 6 Average
Sensitivity 0.6968 0.6596 0.7159 0.7030 0.7426 0.8214 0.7232
Specificity 0.8670 0.8811 0.8720 0.8702 0.8732 0.8250 0.8648
pi0 (Cutoff) 0.4280 0.4041 0.4446 0.4050 0.3355 0.2405 0.3763
Total hit ratio 0.7670 0.7643 0.7891 0.7831 0.8154 0.8482 0.7945
Table 40: Sensitivity and specificity table for 5-step prediction with
model based on cluster 6 tested on the other clusters.
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Trendanalys av kundbeteende och
prediktion av framtida handlingar
POPULA¨RVETENSKAPLIG SAMMANFATTNING Mikael Hultkvist och Emil Blohme´
E-handeln växer sig bara starkare och starkare. För att företagen ska kunna ge en så
bra upplevelse som möjligt krävs det att man förstår sig på hur kunderna beter sig.
Vi har skapat en matematisk modell som i 80 % av fallen kan förutspå hur en kund
kommer agera i framtiden.
Länge har butiksförsäljning varit den dominanta
inkomstkällan för affärskedjorna, men senaste
åren har E-handeln bara vuxit sig starkare och
starkare. I en så konkurrensutsatt miljö som
många av dagens affärskedjor lever i gäller det
att ligga steget före alla andra. Med en ökad
E-handel tillkommer många nya utmaningar för
affärskedjorna, men också många möjligheter. För
att kunderna ska få en så bra shoppingupplevelse
som möjligt är det viktigt för affärskedjorna att
förstå hur kunder beter sig. Via E-handeln kan
man till exempel enkelt lagra information om
alla kunder och hålla koll på vad som köps och
hur frekvent kunderna gör sina köp. Genom att
använda den lagrade information har vi försökt
skapa en matematisk modell som ska förutspå
hur en kund kommer agera i framtiden.
För att kunna ta fram en matematisk mod-
ell så måste man fundera över vad det är som
gör att kunder köper en produkt eller inte köper
en produkt och såklart vilken data som är
tillgänglig. Företaget som vi har fått data ifrån
säljer produkter som man köper veckovis, men
inte nödvändigtvis varje vecka. Att hitta mönster
i enskilda kunders köpbeteende visade sig vara
förhållandevis enkelt. Det svåra var att hitta
varför beteendemönstren bröts. Händelser som vi
har tittat på är köp tidigare veckor, säsongsfak-
torer, rabatt på senaste köp, reklamationer, och
utebliven leverans.
Vi har också tittat på om det finns mönster i olika
sorters kundgrupper. Det vi fokuserade mest på
var kunder i olika åldrar. En sak man bland
annat kunde se var att det skilde sig hur kunder
i olika åldersgrupper handlade under säsong.
De äldre slutar i en högre grad handla under
klassiska säsonger så som jul, påsk och under
sommarveckorna jämfört med de yngre kunderna
som inte påverkas lika mycket utan fortsätter
handla som vanligt. Trots vissa skillnader så blir
den sortens uppdelning för generaliserande och
förbättrar inte resultatet särskilt mycket.
En avgörande faktor som tyvärr har satt
käppar i hjulet i vårt modellerande är bristfällig
data. För att en matematisk modell ska bli stabil
och korrekt krävs det att det finns mycket data
och att kvaliteten är hög. Med hög kvalitet menar
vi så få saknade värden som möjligt och att datan
blir insamlad på ett korrekt sätt. Vår modell
lyckas förutspår hur kunden kommer agera i
ungefär 80 % av fallen. Användning av modellen
i dagsläget tror vi kräver mer arbete än vad det
ger nytta. Trots att vår modell har ganska hög
träffsäkerhet är det väldigt svårt att veta vad som
förändrar en kunds beteende. Det finns många
faktorer som inte ens är möjliga att mäta. Hur
en kund agerar kan bero på allt ifrån att hen
glömmer beställa hem produkten till att hen ska
på en tre veckor lång smekmånad på Bahamas.
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