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Abstract. We study the expanding properties of random perturbations of
regular interval maps satisfying the summability condition of exponent one.
Under very general conditions on the interval maps and perturbation types,
we prove strong stochastic stability.
1. Introduction
Non-uniformly expanding interval maps play an important role in the theory
of dynamical systems. The statistical properties of these systems as well as the
persistency of these properties have attracted much interest. In particular, the
celebrated work of Jakobson [J] showed that non-uniformly expanding maps are
abundant among interval maps. Extensions and generalizations of this work have
produced many of the main examples of non-uniformly hyperbolic dynamical sys-
tems in dimension one or higher, see [BC1, BC2, V, WY, R] among others.
In this paper, we study random perturbations of non-uniformly expanding inter-
val maps f , modeled by iterates of random maps. So we shall study composition
of maps of the form gn−1 ◦ · · · ◦ g1 ◦ g0, where g0, g1, . . . are independently chosen
random maps from a small neighborhood of f in a suitable space of interval maps.
Under very general conditions on the dynamics f and on perturbation types, we
shall prove stochastic stability: a typical random orbit gn−1 ◦ · · · ◦ g1 ◦ g0(x) has
roughly the same asymptotic distribution in the phase space as a typical orbit of
f , in a strong sense.
To be more precise, let f : [0, 1]→ [0, 1] be a multimodal interval map of class C3
with non-flat critical points. We shall assume that f has no attracting or neutral
cycles. In the deterministic case, existence of an ergodic invariant probability mea-
sure which is absolutely continuous with respect to the Lebesgue measure (acip)
has been extensively studied. Such a measure is a physical measure in the sense
that there exists a subset E of [0, 1] with positive Lebesgue measure such that for
a.e. x ∈ E,
1
n
n−1∑
i=0
δfi(x) → µ as n→∞
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in the weak star topology. In the recent work [BSS, BRSS], existence of acip was
proved under the following large derivatives condition: for each critical value v, we
have
(1.1) |Dfn(v)| → ∞ as n→∞,
which generalizes earlier results in [CE, NS, BLS] among others, where stronger
growth conditions on |Dfn(v)| were assumed. In general, an interval map f may
have more than one acip’s. However, by [BL, SV], if ω(c) ∩ ω(c′) 6= ∅ for any
critical points c, c′, then f is ergodic with respect to the Lebesgue measure, so f
has a unique acip (under the condition (1.1)). In particular, it is the case if f is
unimodal.
To consider random perturbations, we shall need a stronger assumption on f :
the summability condition of exponent 1, which means that for each critical value
v, we have
(1.2)
∞∑
n=0
1
|Dfn(v)| <∞.
We shall define a space Ω ∋ f of interval maps which we call admissible and from
which all random maps will be taken. The precise definition can be found in §2.1.
At this moment, let us mention that when all critical points of f are of quadratic
type and are contained in the open interval (0, 1), we may take Ω to be a small
neighborhood of f in the C2 topology. For ε > 0, let Ωε denote the ε-neighborhood
of f in Ω with respect to the C1 metric. A sequence {xn}∞n=0 is called an ε-random
orbit if for each n ≥ 0, xn+1 = gn(xn) for some gn ∈ Ωε. Given a Borel probability
measure νε supported in Ωε, the measure Leb×νNε on [0, 1]×ΩNε naturally induces a
probability measure on the space of ε-random orbits which is our reference measure
on the space of ε-random orbits. A Borel probability measure µε is called physical
for ε-perturbations if the set of ε-random orbits {xn}∞n=0 with the following property
has positive measure:
(1.3)
1
n
n∑
i=0
δxi → µε as n→∞ in the weak star topology.
To obtain meaningful results, we shall need to assume certain regularity of νε.
Given νε, we define a family Pε = {pε(·|x)}x∈[0,1] of probability measures in [0, 1]
as follows:
(1.4) pε(E|x) = νε ({g ∈ Ω : g(x) ∈ E}) .
Then each pε(·|x) is supported in the ε-neighborhood of f(x). We write νε ∈ Mε(L)
if for each x ∈ [0, 1], and each Borel set E ⊂ [0, 1], we have
(1.5) pε(E|x) ≤ L
( |E|
2ε
)1/L
,
where |E| denote the Lebesgue measure of E.
Main Theorem. Let f : [0, 1]→ [0, 1] be a map of class C3 with non-flat critical
points and without attracting or neutral cycle and let Ω ∋ f be an admissible space
of interval maps. For each ε > 0 small, let νε be a Borel probability measure on
Ωε. Assume that
• f satisfies the summability condition of exponent 1.
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• f is ergodic with respect to the Lebesgue measure.
• there exists L > 1 such that νε ∈ Mε(L) for all ε > 0 small.
Then there exists ε0 > 0 such that the following hold:
(i) For each ε ∈ (0, ε0], there exists a unique physical measure µε for ε-
perturbations. Moreover, µε is absolutely continuous with respect to the
Lebesgue measure and (1.3) holds for a.e. random orbits.
(ii) f is strongly stochastically stable in the following sense: as ε→ 0, the den-
sity functions dµε/dLeb converge in the L
1 topology to the density function
of the unique acip µ of f .
Indeed, for each ε > 0 small, µε is the unique stationary measure for homogenous
Markov chains χε with pε(·|x) as transition probabilities. Recall that a probability
measure µε on [0, 1] is called a stationary measure for χ
ε (or for Pε, or for νε) if
for each Borel set A ⊂ [0, 1], we have
(1.6) µε(A) =
∫ 1
0
pε(A|x)dµε(x) =
∫
Ω
µε(g
−1(A))dνε(g).
Stochastic stability of dynamical systems was introduced by Kolmogrov and
Sinai. It is natural in consideration that any system arising from real world is
unavoidably affected by external noises. In the long term project proposed by
Palis [P], this notion is used to replace structural stability introduced by Andronov
and Pontrjagin, as a property which may be satisfied by “most” dynamical sys-
tems. It is now well-known that structural stability is tightly linked to uniform
hyperbolicity, hence too restrictive. For instance, by [KSS], the map f in the Main
Theorem is not structurally stable in any Cr topology. On the other hand, it had
been shown in [Ly, AM] that almost every quadratic polynomial x 7→ ax(1 − x)
satisfies either Axiom A, or the Collet-Eckmann condition and hence is strongly
stochastically stable with respect to the random perturbations considered here.
An extensive historical account on stochastic stability of dynamical systems can
be found in [LK] or [BDV]. For non-uniformly expanding interval maps, stochastic
stability was previously studied in [KK, T1, BeY, BaV]. All these works considered
interval maps which satisfy a condition of the Benedicks-Carleson type (or an even
stronger condition). So our assumption on f is significantly weaker. The pertur-
bation types allowed here are also more general than those in [T1, BeY, BaV]. In
particular, we allow the density functions of the transition probabilities to have
singularity. However, in [KK], random perturbations modeled by general Markov
chains were considered (for logistic maps of the Misiurewicz type). In general it
is unclear what Markov chain perturbations can be realized by iterates of smooth
random maps, although some results in this direction were obtained in [K, Section
1.1], [Q], [BeV] and [JKR]. It would be interesting to find a formulation of per-
turbation types which covers both of the (independent) settings in [KK] and here,
even in the logistic Misiurewicz case.
Strong stochastic stability for multimodal Collet-Eckmann maps was stated as
Conjecture 1 in [BLS, Section 1], where the authors also suggested that “possibly
the Collet-Eckmann condition itself can be replaced by a much weaker growth
condition”. Stochastic stability for interval maps satisfying a summability condition
stronger than (1.2) was posed as a problem in [BDV, Problem E.5].
The Main Theorem will be proved using an inducing scheme. Our Theorem 2
asserts that for each ε > 0 small, under the regularity assumption on the measure
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νε, almost every random orbit has a large scale time which is integrable in Leb×νNε
and uniformly in ε. The idea of inducing is well-known and powerful in the research
on deterministic non-uniformly hyperbolic dynamics. Implementation of the idea in
the random setting appeared in [AA, AV, BBM]. However, it seems more difficult
to verify the assumptions adopted in [AA, AV] than construct an inducing scheme
directly, at least in the set-up of this paper. (In [BBM], stochastic stability was not
discussed.)
To obtain Theorem 2, we shall first obtain lower bounds on growth of derivatives
along random orbits, see Theorem 1. This is based on a combination of analysis
on expansion of the deterministic dynamics and the binding argument initiated by
Jakobson [J] and Benedicks-Carleson [BC1]. While the former argument requires
only the large derivatives condition, we need the stronger condition (1.2) for the lat-
ter. Based on a result of [BRSS], the backward contraction property for an interval
map f with the large derivatives condition, we shall show that the total distortion
of the first landing maps to suitably chosen critical neighborhoods of f is small,
see Lemma 4.5. This result plays a crucial role in making a delicate choice of the
preferred binding period, see Propositions 4.1 and 5.2. As a consequence of Theo-
rem 1, we shall prove the first landing map of ε-random orbits into a suitably chosen
critical neighborhood B˜(ε) of f has small total distortion, see Proposition 5.6. The-
orem 1 also provides control of the recurrence of most ε-random orbits into B˜(ε)
under the regularity assumption on νε, see Proposition 7.1.
As an application of the method and results presented here, a generalization of
the Jakobson’s theorem is given in [GS].
The paper is organized as follows. In §2, we give precise definitions of the space
of interval maps considered here and state Theorems 1 and 2. This section also
contains lemmas about distortion and shadowing. The proof of the Main Theorem
is given in §3 assuming the two theorems just mentioned. Theorem 1 is proved in
§5, after some preparatory study on the deterministic dynamics done in §4. The
last three sections, §§6-8, are devoted to the proof of Theorem 2. In particular, in
§6, an outline of the proof of this theorem is given. In §7, we study the recurrence
of ε-random orbits to a suitably chosen small neighborhood of critical points, and
estimate diffeomorphic return times to various critical regions. The final inducing
step is carried out in §8.
2. Preliminaries and Statement of results
2.1. Space of interval maps. For each k = 0, 1, . . ., we use Fk to denote the space
of all Ck maps from [0, 1] into itself, endowed with the Ck metric. For g ∈ F1, let
C(g) denote the set of critical points of g and let CV(g) = g(C(g)).
For k = 1, 2, . . . , let Ak be the collection of maps g ∈ F1 which have only
hyperbolic repelling periodic points and which are of of class Ck with non-flat
critical points. The latter means that the following properties hold for g: g is of
class Ck outside C(g); and for each c ∈ C(g), there exists a number ℓc > 1 (called the
order of g at c) and diffeomorphisms φ, ψ of R of class Ck with φ(c) = ψ(g(c)) = 0
such that, |ψ ◦ g(x)| = |φ(x)|ℓc holds on a neighborhood of c in [0, 1]. Note that
each g ∈ A1 has at least one critical point and let ℓmax(g) denote the maximum
order of the critical points of g.
A subspace Ω of F1 is called admissible if the following two conditions are sat-
isfied:
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(i) there exists a constant C > 0 such that for any x, y ∈ [0, 1] and g ∈ Ω, we
have
(2.1) 2d(x, y) < d(x, C(g))⇒
∣∣∣∣log |Dg(x)||Dg(y)|
∣∣∣∣ ≤ C d(x, y)d(x, C(g)) .
(ii) there exist an integer n ≥ 0, real numbers ℓ1, ℓ2, . . . , ℓn > 1 and δ > 0,
O1 > 0, O2 > 0 such that the following hold:
• A map g ∈ Ω has exactly n critical points, denoted by c1(g) < c2(g) <
· · · < cn(g);
• When d(x, ci(g)) < δ, we have
O1d(x, ci(g))
ℓi−1 ≤ |Dg(x)| ≤ O2d(x, ci(g))ℓi−1.
Clearly, for f ∈ F2 with non-degenerate critical points all of which lie in (0, 1), a
small neighborhood of f in F2 is admissible.
Let LD denote the collection of all maps f ∈ A3 which satisfies the large deriva-
tives condition (1.1), and let S1 denote the collection of all maps f ∈ A3 which
satisfies the summability condition of exponent 1, i.e., (1.2). Clearly, S1 ⊂ LD and
a map f ∈ LD has no critical relation: for any c ∈ C(f) and any integer n ≥ 1,
fn(c) 6∈ C(f). So if f has a critical point c ∈ {0, 1} then it is not contained in the
image of f and hence dynamically irrelevant.
2.2. Notations. Unless otherwise stated, in the following, f ∈ A3 and Ω ∋ f is a
subspace of F1. We shall always endow Ω with the C
1 metric and denote by Ωε
the ε-neighborhood of f in Ω.
For g = (g0, g1, . . .) ∈ ΩN and n ≥ 1, let
gn = gn−1 ◦ gn−2 ◦ · · · ◦ g1 ◦ g0.
Let g0(x) = x. We shall often consider the skew product F : [0, 1]×ΩN → [0, 1]×ΩN,
defined as
(2.2) F (x,g) = (g0(x), σ(g)),
where σ : ΩN → ΩN is the shift map.
For a subset X of [0, 1] × ΩN, let Xg denote the fiber of X over g, i.e. Xg =
{x ∈ [0, 1]|(x,g) ∈ X}.
Given a C1 diffeomorphism ϕ : J → I between bounded intervals, define
Dist(ϕ|J) = sup
x,y∈J
log
|ϕ′(x)|
|ϕ′(y)| ,
and define
N (ϕ|J) = sup
J′
Dist(ϕ|J ′) |J ||J ′| ,
where the supremum is taken over all subintervals J ′ of J . Note that when ϕ is
C2, we have
N (ϕ|J) = sup
x∈J
|ϕ′′(x)|
|ϕ′(x)| |J |.
Let C = C(f), CV = f(C) and ℓmax = ℓmax(f). For each c ∈ C and δ > 0, let
B˜(c; δ) denote the component of f−1(Bδ(f(c))) that contains c, let ℓc denote the
order of c, and let
(2.3) Dc(δ) =
δ
|B˜(c; δ)| ≍ δ
1−1/ℓc .
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Moreover, let B˜(δ) =
⋃
c∈C B˜(c; δ).
Throughout we fix a small constant δ∗ = δ∗(f) > 0 such that the intervals
B˜(c; 2δ∗), c ∈ C are pairwise disjoint, and let
(2.4) d∗(x, C) =
{
d(f(x),CV) if x ∈ B˜(δ∗)
δ∗ otherwise.
Replacing δ∗ by a smaller constant, we may assume the following: for any c ∈ C,
(2.5) x ∈ B˜(c; δ∗), δ = d∗(x, C) and g ∈ Ωδ ⇒ |Dg(x)| ≥ Dc(δ).
2.3. Two intermediate theorems.
Theorem 1. Consider f ∈ S1 and Ω = F1. For each ε > 0 small enough, there
exist Λ(ε) > 1 and α(ε) > 0 such that
lim
ε→0
Λ(ε) =∞, and lim
ε→0
α(ε) = 0,
and such that the following hold:
(i) Let x ∈ [0, 1] and g ∈ ΩNε be such that d(x,CV) ≤ 4ε, gj(x) 6∈ B˜(ε) for
j = 1, 2, . . . , s− 1 and gs(x) ∈ B˜(c; 2ε) for some c ∈ C. Then
(2.6) |Dgs(x)| ≥ Λ(ε)
Dc(ε)
exp
(
εα(ε)s
)
.
(ii) Let x ∈ [0, 1] and g ∈ ΩNε be such that gj(x) 6∈ B˜(ε) for 0 ≤ j < s. Then
(2.7) |Dgs(x)| ≥ Aε1−ℓ−1max exp(εα(ε)s),
where A > 0 is a constant independent of ε.
In the case that f satisfies the Collet-Eckmann condition, i.e. for each v ∈ CV,
lim infn→∞ log |Dfn(v)|/n > 0, our proof shows that a stronger version of the
theorem holds: we can replace εα(ε) by a positive constant independent of ε. For
an S-unimodal map satisfying a stronger condition of the Benedicks-Carleson type,
this was proved in [BaV].
Before we state our Theorem 2, let us introduce nice sets for random perturba-
tions, as an analogue to the deterministic case. A nice set for ε-random perturba-
tions is a measurable subset V of [0, 1]× ΩNε with the following properties:
• for each g ∈ ΩNε , V g is an open neighborhood of C, and each component of
V g contains exactly one point of C;
• for each g ∈ ΩNε , x ∈ ∂V g (as a subset of [0, 1]) and n ≥ 1, we have
gn(x) 6∈ V σng.
For each g ∈ ΩNε and c ∈ C, we use V gc to denote the component of V g which
contains c. A positive integer m is called a Markov inducing time of (x,g) ∈ V , if
there exists an interval J ∋ x and a critical point c ∈ C such that
• gm maps J diffeomorphically onto V σmgc with N (gm|J) ≤ 1;
• if x ∈ V gc0 for c0 ∈ C, then
inf
y∈J
|Dgm(y)| ≥ 2 |V
σmg
c |
|V gc0 |
.
For (x,g) ∈ V , let mV (x,g) denote the minimal Markov inducing time of (x,g).
(If such a time does not exist, set mV (x,g) =∞.)
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Theorem 2. Consider f ∈ S1 with C ⊂ (0, 1), an admissible space Ω ∋ f and a
family of probability measures νε ∈ Mε(L) on Ωε. Fix p ≥ 1. Then for each δ0 > 0
small, there exist constants C0 > 0 and ε0 > 0 with the following property: For
each ε ∈ (0, ε0], there exists a nice set V for ε-random perturbations such that
B˜(δ0)× Ωε ⊂ V ⊂ B˜(2δ0)× Ωε;
and such that
Leb× νNε ({(x, g) ∈ V : mV (x, g) > m}) ≤ C0m−p.
2.4. Estimate of distortion. In order to control the distortion of iterates of ran-
dom perturbations of f , we shall use the well-known “telescope” technique. For
interval maps with non-flat critical points, the following notation, appearing in
[BC1, T1], is natural to consider. For x ∈ [0, 1], g = (g0, g1, . . .) ∈ FN1 and an
integer n ≥ 1, let
(2.8) A(x,g, n) =
n−1∑
i=0
|Dgi(x)|
d(gi(x), C(gi)) .
So if gj(x) ∈ C(gj) for some j ∈ {0, 1, . . . , n− 1}, then A(x,g;n) =∞.
Note. In the above formula, we set d(gi(x), C(gi)) = 1 if C(gi) = ∅.
The following lemma is essentially proved in [T1].
Lemma 2.1. Let Ω ⊂ F1 be a space of interval maps which satisfies the admis-
sibility condition (2.1). Then there exists a constant θ0 > 0 such that for any
(x, g) ∈ [0, 1]× ΩN and any integer n ≥ 1 with A(x, g, n) <∞, putting
J =
[
x− θ0
A(x, g, n)
, x+
θ0
A(x, g, n)
]
∩ [0, 1],
we have that gn|J is a diffeomorphism and N (gn|J) ≤ 1. Moreover, for each y ∈ J ,
we have
(2.9) e−1
|Dgn(x)|
A(x, g, n)
≤ |Dg
n(y)|
A(y, g, n)
≤ e |Dg
n(x)|
A(x, g, n)
.
Proof. By assumption, there exists θ0 ∈ (0, (6e)−1) such that for each interval
I ⊂ [0, 1], y ∈ I and g ∈ Ω,
2|I| ≤ d(y, C(g))⇒ N (g|I) ≤ 1
4eθ0
|I|
d(y, C) .
Let n0 be the maximal integer in {1, 2, . . . , n} such that
(2.10)
n0−1∑
i=0
|gi(J)|
d(gi(x), C(gi)) ≤ 2eθ0 <
1
3
.
Note that the inequality holds for n0 = 1. We shall prove that n0 = n.
Indeed, (2.10) implies that for each 0 ≤ i < n0, 2|gi(J)| ≤ d(gi(x), C(gi). Thus
for each 1 ≤ m ≤ n0, we have
Dist(gm|J) ≤
m−1∑
i=0
Dist(gi|gi(J)) ≤ 1
4eθ0
m−1∑
i=0
|gi(J)|
d(gi(x), C) ≤
1
2
,
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hence |gm(J)| ≤ e|Dgm(x)||J |. If n0 < n, then we would have
n0∑
i=0
|gi(J)|
d(gi(x), C(gi)) ≤ eA(x,g, n0 + 1)|J | ≤ 2eθ0,
contradicting the maximality of n0. Thus n0 = n.
For each interval J ′ ⊂ J , we have |gi(J ′)| ≤ e|J ′||gi(J)|/|J |, hence
Dist(gn|J ′) ≤ 1
4eθ0
n−1∑
i=0
|gi(J ′)|
d(gi(x), C) ≤
|J ′|
2|J | .
This proves that N (gn|J) ≤ 1/2 < 1.
For each y ∈ J , and 0 ≤ m < n, we have∣∣∣∣d(gm(y), C(gm))d(gm(x), C(gm)) − 1
∣∣∣∣ ≤ |gm(J)|d(gm(x), C(gm)) ≤ 13 .
Since e−1/2|Dgm(x)| ≤ |Dgm(y)| ≤ e1/2|Dgm(x)|, this implies
e−1
|Dgm(x)|
d(gm(x), C(gm)) ≤
|Dgm(y)|
d(gm(y), C(gm)) ≤ e
|Dgn(x)|
d(gm(x), C(gm)) .
The inequality (2.9) follows. 
2.5. A binding lemma. We shall use the following lemma for the binding argu-
ment.
Definition 2.2. Consider f ∈ A 2 and Ω = F1. Given v ∈ [0, 1], ε > 0 and C > 0,
a positive integer N is called a C-binding period for (v, ε) if for each y ∈ [0, 1] with
d(y, v) ≤ ε, each g ∈ ΩNε and each 0 ≤ j < N , the following hold:
2|gj(y)− f j(v)| ≤ d(f j(v), C);(2.11)
e−1|Df j+1(v)| ≤ |Dgj+1(y)| ≤ e|Df j+1(v)|;(2.12)
Cε|Df j+1(v)| ≥ |gj+1(y)− f j+1(v)|.(2.13)
For any f ∈ F1, x ∈ [0, 1] and n ≥ 1, let A(x, f, n) = A(x, f , n), where
f = (f, f, . . .).
Lemma 2.3. Let f ∈ A 2 and Ω = F1. Then there exists θ1 > 0 such that the
following holds provided that ε > 0 is small enough. Let v ∈ [0, 1] and let N be a
positive integer such that
W :=
N∑
j=0
|Df j(v)|−1 <∞ and A(v, f,N)W ≤ θ1/ε.
Then N is an eW -binding period for (v, ε).
Proof. Let θ1 ∈ (0, 1/(2e)) be a small constant such that for each interval J ⊂ [0, 1]
and each x ∈ J ,
(2.14) 2|J | ≤ d(x, C)⇒ N (f |J) ≤ 1
2eθ1
|J |
d(x, C) .
Given y ∈ [0, 1] with d(y, v) ≤ ε and g ∈ ΩNε , let Ii be the closed interval bounded
by yi := g
i(y) and vi := f
i(v), for each i = 0, 1, . . .. Then we have
(2.15) |Ii+1| ≤ |f(Ii)|+ ε.
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Claim. For each n = 0, 1, . . . , N , we have the following three inequalities:
(2.16) |In| ≤ eWε|Dfn(v)|;
(2.17)
∑
0≤i<n
|Ii|
d(f i(v), C) ≤ eθ1,
(2.18)
∑
0≤i<n
Dist(f |Ii) ≤ 1
2
.
We shall prove the claim by induction on n. The case n = 0 is clear: (2.16)
follows from the construction of I0 and (2.17) and (2.18) are trivial. Assume that
these statements hold for all n not greater than some n0 ∈ {0, 1, . . . , N − 1}. Let
us consider the case n = n0 + 1. We first prove that (2.17) holds for n = n0 + 1.
Indeed, since (2.16) holds for n = 0, 1, . . . , n0, we have
n0∑
i=0
|Ii|
d(vi, C) ≤
n0∑
i=0
eWε|Df i(v)|
d(vi, C) ≤ eεWA(v, f,N) ≤ eθ1.
This proves (2.17). In particular, for each 0 ≤ i ≤ n0, 2|Ii| ≤ d(vi, C). By (2.14), it
follows that ∑
0≤i<n0+1
Dist(f |Ii) ≤ 1
2eθ1
∑
0≤i<n0+1
|Ii|
d(vi, C) ≤
1
2
< 1.
So (2.18) holds for n = n0 + 1. Now let us prove that (2.16) holds for n = n0 + 1.
By the mean value theorem and (2.15), for each i = 0, 1, . . . , n0, there exists xi ∈ Ii
such that |Ii+1| ≤ Di|Ii|+ ε, where Di = |Df(xi)|. Thus
|In0+1| ≤
n0∏
i=0
Di|I0|+ ε
(
1 +
n0∑
k=1
n0∏
i=k
Di
)
.
Since (2.18) holds for n = n0 + 1, for each 0 ≤ k ≤ n0 we have
n0∏
i=k
Di ≤ e
n0∏
i=k
|Df(vi)| = e |Df
n0+1(v)
|Dfk(v)| .
Therefore,
|In0+1| ≤ e|Dfn0+1(v)|
(
|I0|+ ε
e|Dfn0+1(v)| +
n0∑
k=1
ε
|Dfk(v)|
)
≤ eε|Dfn0+1(v)|
(
1 +
n0+1∑
k=1
|Dfk(v)|−1
)
≤ eW |Dfn0+1(v)|ε.
This proves that (2.16) holds for n = n0 + 1. We have completed the induction
step, and thus the proof of the claim.
Now let us verify that the three inequalities in the definition of binding period
holds with C = eW , in the case that ε > 0 is small enough. Clearly, (2.11) follows
from (2.17), and (2.13) follows from (2.16). To prove (2.12), note
(2.19)
θ1
ε
≥ A(v, f,N)W ≥
N−1∑
i=0
|Df i(v)|
d(vi, C)
1
|Df i+1(v)| =
N−1∑
i=0
1
|Df(vi)|d(vi, C) .
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This implies that for each 0 ≤ i < N , |Df(vi)|d(vi, C) ≥ ε. By the non-flatness of
critical points of f , it follows that |Df(vi)| ≻ ε1−ℓ−1max for all 0 ≤ i < N . Provided
that ε is small enough, we have
|Df(yi)| ≥ |Df(vi)|/e ≥ 10ε ≥ 10|Dgi(yi)−Df(yi)|.
In particular, Dgi(yi) and Df(yi) have the same sign for each 0 ≤ i < N . Moreover,
for each 0 ≤ j < N we have∣∣∣∣∣
j∑
i=0
log
(
Dgi(yi)
Df(yi)
)∣∣∣∣∣ ≤
j∑
i=0
|Dgi(yi)−Df(yi)|
|Df(yi)| ≤
N−1∑
i=0
eε
|Df(vi)| ≤ eθ1,
where the last inequality follows from (2.19) since d(vi, C) ≤ 1. By (2.18), we have∣∣∣∣∣
j∑
i=0
log
(
Df(yi)
Df(vi)
)∣∣∣∣∣ ≤
N−1∑
i=0
Dist(f |Ii) ≤ 1
2
.
Since
log
( |Dgj+1(y)|
|Df j+1(v)|
)
=
j∑
i=0
log
(
Df(yi)
Df(vi)
)
+
j∑
i=0
log
(
Dgi(yi)
Df(yi)
)
,
(2.12) follows. 
2.6. Expanding away from critical points. The following is a well-known result
due to Máñe, see [M].
Proposition 2.4. Let f ∈ A2. For each neighborhood U of C, there exists C > 0
and λ > 1 such that for each x ∈ [0, 1] and n ≥ 1, if x, f(x), . . . , fn−1(x) 6∈ U , then
|Dfn(x)| ≥ Cλn. Moreover, for a.e. x ∈ [0, 1] there exists an integer n ≥ 1 such
that fn(x) ∈ U .
The following consequence is also known. We provide a proof for the reader’s
convenience.
Proposition 2.5. Consider f ∈ A2 and an admissible space Ω ∋ f . For any
neighborhood U of C, there exist K > 1 and η > 0 such that the following hold
provided that ε > 0 is small enough:
(i) For x ∈ [0, 1], g ∈ ΩNε and n ≥ 1, if gj(x) 6∈ U for all 0 ≤ j < n, then
|Dgn(x)| ≥ K−1eηn.
(ii) For any g ∈ ΩNε and n ≥ 1,∣∣{x ∈ [0, 1] : gj(x) 6∈ U for 0 ≤ j < n}∣∣ ≤ Ke−ηn.
Proof. (i). Let U0 be a neighborhood of C such that U0 ⋐ U . Let C > 0 and λ > 1
be given by Proposition 2.4 for U0 and let N be an integer such that Cλ
N > 4. By
continuity, provided that ε > 0 is small enough, for any x ∈ [0, 1], any g ∈ ΩNε and
any 0 ≤ n ≤ N , we have
|fn(x)− gn(x)| < d(∂U, ∂U0), |Dfn(x)−Dgn(x)| < C/2.
Now consider x ∈ [0, 1], g ∈ ΩNε and n such that gj(x) 6∈ U for all 0 ≤ j < n.
Assume ε is small, and write n = kN + r with k ∈ N and 0 ≤ r < N . Then we have
|Dgr(x)| ≥ |Df r(x)| − C/2 ≥ Cλr/2,
and for each 0 ≤ i < k,
|DgN (giN+r(x))| ≥ |DfN (giN+r(x))| − C/2 ≥ CλN/2 ≥ 2.
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Thus
|Dgn(x)| ≥ 2kCλ
r
2
≥ K−1eηn,
where K = 4/C and η = log 2/N .
(ii) For each g ∈ ΩNε and each n ≥ 1, let
Λgn(U) = {x ∈ [0, 1] : gj(x) 6∈ U for 0 ≤ j < n},
and let Λg∞(U) =
⋂∞
n=1 Λ
g
n(U). Let U0 ⋐ U be an open neighborhood of C and
define Λgn(U0), Λ
g
∞(U0) similarly.
Assume ε > 0 small. By statement (i) of this proposition, for each x ∈ Λgn(U),
we have A(x,g, n) ≍ |Dgn(x)|. So by Lemma 2.1, there exists τ > 0 independent
of n, x such that gn maps a neighborhood Jn(x) of x diffeomorphically onto an
interval of length τ with N (gn|Jn(x)) ≤ 1. By shrinking τ if necessary, we may
assume that Jn(x) ⊂ Λgn(U0) for each x ∈ Λgn(U).
Let ρ be a small constant to be determined. Let us prove that there exists
N = N(ρ) such that |ΛgN(U0)| < ρ holds whenever ε > 0 is small enough. Indeed,
for f = (f, f, · · · ), since Λf∞(U0) is a compact set with Lebesgue measure zero, there
exists N such that |ΛfN (U0)| < ρ. Assuming ε > 0 small, then for each g ∈ ΩNε ,
ΛgN(U0) is contained in a small neighborhood of Λ
f
N(U0). The statement follows.
Now let ηk = supg∈Ωε |ΛgkN (U)|. It suffices to prove that ηk+1 < ηk/2 holds for
all k = 1, 2, . . . provided that ε > 0 is small. Let Λ̂g be the union of the intervals
JN (x), x ∈ ΛgN (U). Then |Λ̂g| ≤ |ΛgN (U0)| < ρ. Since gN (Λg(k+1)N (U)) ⊂ Λσ
Ng
kN (U),
it follows that
|JN (x) ∩ Λg(k+1)N (U)| < eηkτ−1|JN (x)|.
By Besicovic’s covering lemma, there exists a subfamily of {JN(x) : x ∈ ΛgN (U)}
with uniformly bounded intersection multiplicity which forms a covering of ΛgN (U).
Thus
|Λg(k+1)N (U)| ≤ Cηk|Λ̂g|τ−1 < Cηkρ/τ,
where C is a universal constant. We can choose ρ small so that the right hand side
is less than 1/2. This proves ηk+1 < ηk/2. 
3. Proof of the Main Theorem
In this section, we shall deduce the Main Theorem from Theorem 2. So let f,Ω
and νε be as in the Main Theorem. As we mentioned in §2.1, we may assume
C ⊂ (0, 1).
3.1. Physical measures for random perturbations. In this section, we shall
prove statement (i) of the Main Theorem.
Let P denote the set of Borel probability measures on [0, 1] and let Tε : P → P
be defined as
Tεm(A) =
∫
Ω
m(g−1(A))dνε(g) for each Borel set A ⊂ [0, 1].
Note that a stationary measure µε for νε is just a fixed point of Tε. The following
is standard.
Lemma 3.1. For each m ∈ P, any accumulation point of 1n
∑n−1
j=0 T jε m in the weak
star topology is a stationary measure.
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Assume νε ∈ Mε(L). Then for each m ∈ P and each Borel set A ⊂ [0, 1], we
have
Tεm(A) =
∫ 1
0
pε(A|x)dm(x) ≤ L
( |A|
2ε
)1/L
.
In particular, we have
Lemma 3.2. A stationary measure µε for νε is absolutely continuous.
A subset E of [0, 1] is called almost forward invariant for ε-perturbations if |g(E)\
E| = 0 holds for νε-a.e. g ∈ Ωε. If both E and Ec = [0, 1] \ E are almost forward
invariant for ε-perturbations, then we say that E is almost completely invariant for
ε-perturbations.
Lemma 3.3. There exists η > 0 such that for each ε > 0 small, if E ⊂ [0, 1] is a
Borel set which is almost forward invariant for ε-perturbations and with Leb(E) > 0,
then there exists an interval J ⊂ [0, 1] such that |J | ≥ η and |J \ E| = 0.
The lemma will be proved in the next subsection after we recall Theorem 2.
We say that a stationary measure µε is ergodic if for each Borel set E ⊂ [0, 1]
which is almost completely invariant for ε-perturbations, we have either µε(E) = 0
or µε(E) = 1.
Lemma 3.4. For each ε > 0 small enough, there exists a unique stationary measure
µε. This stationary measure µε is ergodic.
Proof. Take an integer N > 3/η and let Ii = [i/N, (i+1)/N ], 0 ≤ i < N , where η is
as in Lemma 3.3. Since f is ergodic with respect to the Lebesgue measure, for each
0 ≤ i, j ≤ n there exist positive integers kij and mij such that fkij (Ii) ∩ fmij(Ij)
is a non-degenerate interval. By continuity, there exists ε0 > 0 such that for each
g ∈ Ωε0 , gkij (Ii) ∩ gmij (Ij) is a non-degenerate interval.
Now assume ε ∈ (0, ε0] is small so that the conclusion of Lemma 3.3 holds. Then
for each E ⊂ [0, 1] which is almost completely invariant set for ε-perturbations, we
have either |E| = 0 or |Ec| = 0. Indeed, otherwise, there exists i, j ∈ {0, 1, . . . , N −
1} such that |Ii \ E| = |Ij \ Ec| = 0. By invariance, for νNε -a.e. g ∈ Ωε we have
gkij (Ii) ∩ gmij (Ij) is contained in E ∩ Ec up to a set with Lebesue measure zero.
That is, gkij (Ii) ∩ gmij (Ij) has Lebesgue measure zero, which contradicts what we
proved above.
Since a stationary measure is absolutely continuous, it follows that a stationary
measure is ergodic. The uniqueness follows. 
Proof of the Main Theorem (i). By Lemma 3.4, for each ε > 0 small enough, there
exists a unique stationary measure µε and it is ergodic. For x ∈ [0, 1], let
ΩNε (x) =
g ∈ ΩNε : 1n
n−1∑
j=0
δgj(x) → µε in the weak star topology
 ,
and let uε(x) = ν
N
ε (Ω
N
ε (x)). To complete the proof, we shall prove that for each
x ∈ [0, 1], uε(x) = 1.
To this end, we first note that µε×νNε is an ergodic probability invariant measure
for F . See for example [Ar, Section 7.2]. By Birkhorff’s Ergodic Theorem, uε(x) = 1
holds for µε-a.e. x ∈ [0, 1], so
(3.1)
∫ 1
0
uε(y)dµε(y) = 1.
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For each n = 1, 2, . . ., let pn(·|x) := T nε (δx) and µn,x = 1n
∑n
j=1 pn(·|x). Then
µn,x(A) ≤ L(|A|/2ε)1/L holds for each n = 1, 2, . . . and each Borel set A ⊂ [0, 1].
Since µn,x converges to the unique stationary measure µε and 0 ≤ uε ≤ 1, we have∫ 1
0
uε(y)dµn,x(y)→
∫ 1
0
uε(y)dµε(y).
Note that for each x, g, if σg ∈ ΩNε (g0(x)) then g ∈ ΩNε (x). Thus
uε(x) ≥
∫
Ωε
uε(g(x))dνε(g) =
∫ 1
0
uε(y)p1(dy|x).
This implies that for each n,
uε(x) ≥
∫ 1
0
uε(y)pn(dy|x),
hence
uε(x) ≥
∫ 1
0
uε(y)dµn,x(y)→
∫ 1
0
uε(y)dµε(y) = 1,
where the last equality follows from (3.1). 
3.2. Strong stochastic stability. In the rest of this section, we shall prove µε →
µ in the strong topology.
By Theorem 2, there exist δ0 > 0 and ε0 > 0 such that for ε ∈ (0, ε0] there exists
a nice set V = Vε for ε-random perturbations with B˜(δ0) ⊂ V g ⊂ B˜(2δ0) for all
g ∈ Ωε and with
(3.2) Leb× νNε ({(x,g) ∈ V : mV (x,g) > m}) ≤ C0m−2,
where C0 > 0 is a constant. In the following we fix such a choice of Vε for each
0 < ε ≤ ε0. Moreover, let Uε = {(x,g) ∈ Vε : mVε(x,g) <∞} and let Gε : Uε → Vε
denote the map (x,g) 7→ FmVε (x,g)(x,g), where F is the skew product defined in
(2.2). Since Leb×νNε (Vε\Uε) = 0, Gnε (x,g) is well-defined for each n ≥ 0 and almost
every (x,g) ∈ Vε. Note that if (x,g) ∈ dom(Gnε ) and k =
∑n−1
i=0 mVε(G
i
ε(x,g)),
then gk maps an interval Jgk (x) diffeomorphically onto a component of V
σkg
ε and
N (gk|Jgk (x)) ≤ 2, |Jk(x)| ≤ 2−n.
Proof of Lemma 3.3. Assume ε small. Then by Proposition 2.5, we have
(3.3) Leb
(
∞⋃
n=0
g−n(B˜(δ0))
)
= 1.
for each g ∈ ΩNε . Thus |E ∩ B˜(δ0)| > 0. So there exist x ∈ B˜(δ0) ∩ E and g ∈ ΩNε
with the following properties:
• x is a Lebesgue density point of E;
• |gn(E) \ E| = 0 for each n = 0, 1, . . .;
• (x,g) ∈ dom(Gnε ) for each n = 0, 1, . . . .
The last property implies that there exists a sequence of integers s1 < s2 < · · · and
c ∈ C such that gsn maps a neighborhood In of x diffeomorphically onto B˜(c; δ0)
with N (gsn |In) ≤ 2 and |In| → 0 as n→∞. Thus
|B˜(c; δ0) \ E|
|B˜(c; δ0)|
≤ e2 |In \ E||In| → 0.
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It follows that |B˜(c; δ0) \ E| = 0. 
Let L1 = L1([0, 1]) denote the Banach space of all L1 functions ϕ : [0, 1] → R
with respect to the Lebesgue measure and let ‖ϕ‖1 denote the L1 norm of ϕ. Given
J ⊂ [0, 1], g ∈ ΩN and an integer n ≥ 0, define
L
g
J,n(x) =
∑
y∈g−n(x)∩J
1
|Dgn(y)| , and L̂
g
J,n =
1
|J |L
g
J,n.
These are functions in L1, supported on gn(J) and L gJ,n is the density function of
the absolutely continuous measure (gn)∗(Leb|J).
We shall need the following lemma.
Lemma 3.5. For each ρ > 0 there exists a compact subset K(ρ) of L1 such that
for any interval J ⊂ [0, 1], any g ∈ Ω and any integer n ≥ 0, if |gn(J)| > ρ, gn
maps J diffeomorphically onto its image and N (gn|J) ≤ 2, then L̂ gJ,n ∈ K(ρ).
Proof. For C > 1, let DC denote the subset of L
1 consisting of maps ψ : [0, 1]→ R
for which there exists an interval I = Iψ ⊂ [0, 1] such that
• |I| ≥ C−1;
• ψ(x) = 0 for all x ∈ [0, 1] \ I;
• ψ(x) > 0 for x ∈ I;
• |ψ(x) − ψ(y)| ≤ Cψ(x)|x − y| for all x, y ∈ I;
• ∫ 1
0
ψ(x)dx = 1.
Clearly, DC is a compact subset of L
1. Moreover, for each ρ > 0 there exists C > 1
such that for any g, J, n as in the lemma, we have L̂ gJ,n ∈ DC . So taking K(ρ) = DC
completes the proof. 
Proof of the Main Theorem (ii). Take an arbitrary c ∈ C and let Z = B˜(c; δ0). Let
ϕn(x) =
∫
g∈ΩNε
L
g
Z,n(x)dν
N
ε .
Since ϕi(x)dx = T iε (Leb|Z), we have that 1n
∑n−1
i=0 ϕi(x)dx converges to the unique
stationary measure µε. Thus it suffices to prove that there exists a compact subset
K of L1 independent of ε and n such that ϕn ∈ K. To this end, we shall prove that
for each η > 0, there exists a compact subset Kη of L1 such that for each n, ϕn can
be written in the following form:
(3.4) ϕn = ϕ
0
n + ϕ
1
n + ϕ
2
n,
where ‖ϕin‖1 ≤ 2η, i = 0, 1 and ϕ2n ∈ Kη.
Let V = Vε and G = Gε. For (x,g) ∈ V , let M (x,g) denote the collection of
positive integers of the form
∑n−1
j=0 mV (G
j(x,g)), where n runs over all positive
integers for which (x,g) ∈ dom(Gn). For m ≥ 1 and k ≥ 1, let
U0,m = {(x,g) ∈ V : mV (x,g) = m},
and
Uk,m = {(x,g) ∈ V : k ∈ M (x,g) and F k(x,g) ∈ U0,m}.
Moreover, let Hk,m = Uk,m ∩ (Z × ΩNε ) for each k ≥ 0 and m ≥ 1. Let Hgk,m (resp.
Ugk,m) denote the collection of the components of Hgk,m (resp. Ugk,m). Note that if
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x ∈ J ∈ Hgk,m, then k +m ∈ M (x,g) and J ⊂ Jgk+m(x), hence
(3.5) N (gn|J) ≤ 2.
Fix n ≥ 0 and let Σn = {(k,m) ∈ N2 : 0 ≤ k ≤ n,m + k > n}. Then the sets
Hk,m, (k,m) ∈ Σn are pairwise disjoint, and for a.e. g ∈ ΩNε ,Hg :=
⋃
(k,m)∈Σn
Hgk,m
forms a measurable partition of Z up to a set of Lebesgue measure zero. Then
(3.6) ϕn =
∫
ΩNε
∑
J∈Hg
L
g
J,ndνε(g).
Now fix η > 0. For each g ∈ ΩNε , we shall introduce a decomposition
(3.7) Hg = Hg,0 ∪Hg,1 ∪Hg,2,
and write
ϕin =
∫
ΩNε
∑
J∈Hg,i
L
g
J,ndν
N
ε .
The set Hg,0 is the collection of elements J of Hg for which ∂J ∩ ∂Z 6= ∅ and
|J | < η. For each g ∈ ΩNε , Hg,0 has at most two elements. Thus ‖ϕ0n‖1 ≤ 2η.
To define Hg,1, we first observe that for each (k,m) ∈ Σn and g ∈ ΩNε , we
have |Hgk,m| ≤ |Ugk,m| ≤ C1|Uσ
kg
0,m |, where C1 > 0 is a constant. Indeed, for any
(x,g) ∈ Uk,m, we have gk(Ugk,m ∩ Jgk (x)) ⊂ Uσ
kg
0,m . Since N (gk|Jgk (x)) ≤ 2, the
statement follows. Let M be a positive integer such that C0C1M
−1 < η and let
Hg,1 be the collection of all components of ⋃(k,m)∈Σn,m>M Hgk,m which are not
contained in Hg,0.
Let us prove ‖ϕ1n‖1 < 2η. Let Gk,M =
⋃
(k,m)∈Σn,m>M
Hk,m and let GM =⋃n
k=0Gk,M . Then, for each 0 ≤ k ≤ n,
Leb× νNε (Gk,M ) =
∫
ΩNε
|Ggk,M |dνNε (g) ≤ C1
∫
ΩNε
∑
m>max(M,n−k)
|Uσkg0,m |dνNε (g)
= C1
∫
ΩNε
∑
m>max(M,n−k)
|Ug0,m|dνNε (g)
= C1Leb× νNε ({(x,g) ∈ V : mV (x,g) > max(M,n− k)}) ,
which implies by (3.2) that
‖ϕ1n‖1 ≤ Leb× νNε (GM ) ≤ C0C1
n∑
k=0
max(M,n− k)−2 < 2C0C1M−1 < 2η.
Finally, define Hg,2 = Hg \ (Hg,0 ∪ Hg,1). Let us show that for each J ∈ Hg,2,
|gn(J)| is bounded from below by a constant ρ = ρ(η) > 0. Indeed, letting (k,m) ∈
Σn be such that J ∈ Hgk,m, it suffices to show that |gk+m(J)| is bounded away from
zero, since
|gk+m(J)| ≤ (sup |f ′|+ ε)k+m−n|gn(J)| ≤ (sup |f ′|+ ε)M |gn(J)|.
If ∂J ∩ ∂Z = ∅ then gk+m(J) is a component of V g′ , g′ = σk+mg, hence its length
is bounded away from zero. If ∂J ∩ ∂Z = ∅, then |J | ≥ η, so by definition of mV ,
|gk+m(J)| is bounded away from zero as well.
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Together with (3.5), by Lemma 3.5, this implies that there is a compact subset
K(ρ) of L1 such that for each J ∈ Hg,2, L̂ gJ,n ∈ K(ρ). Therefore ϕ2n is contained in
some compact subset Kη of L1. 
4. Some properties of the deterministic dynamics
In this section, we study the dynamics of an interval map f ∈ LD, see (1.1).
The main results are the following Propositions 4.1 and 4.2, which will be used to
study derivative growth along random orbits in the next section. Recall that d∗
was defined in (2.4).
Proposition 4.1. Given f ∈ LD, L > 1, θ ∈ (0, 1) and ζ > 0, for any critical
value v and any δ > 0 small enough there exists a positive integer Mv(δ) such that
the following hold:
(4.1) A(v, f,Mv(δ)) ≤ θ/δ,
(4.2) f j(v) 6∈ B˜(Lδ) for each j = 0, 1, . . . ,Mv(δ)− 1,
and
(4.3) |DfMv(δ)+1(v)| ≥
(
δ′
δ
)1−ζ
,
where δ′ = max(d∗(f
Mv(δ)(v), C), δ). Moreover, we have
(4.4) Mv(δ)→∞ as δ → 0.
Let Lc(δ) denote the collection of all orbits {f j(x)}nj=0 with f j(x) 6∈ B˜(δ) for
each j = 0, 1, . . . , n − 1 and fn(x) ∈ B˜(c; 2δ). The following proposition is a
variation of a result in [BS] using a different argument.
Proposition 4.2. Given f ∈ LD, there exists a constant κ0 > 0 such that for each
δ > 0, the following holds. For {f j(x)}nj=0 ∈ Lc(δ), putting δ′′ = max(d(x,CV), δ),
we have
|Dfn(x)| ≥ κ0
Dc(δ)
(
δ
δ′′
)1−ℓ−1max
.
We start by stating some known facts in § 4.1. Propositions 4.1 and 4.2 will be
proved in § 4.2 and § 4.3 respectively.
4.1. Some facts. The following is [BRSS, Theorem 1].
Proposition 4.3. If f ∈ LD, then f is backward contracting in the following sense:
For each δ > 0 small, there exists r̂(δ) > 1 such that limδ→0 r̂(δ) =∞ and such that
for each δ ∈ (0, δ0) and each integer s ≥ 0, if W is a component of f−s(B˜(r̂(δ)δ))
and d(W,CV) ≤ δ, then |W | < δ.
The notion of “backward contraction” was introduced in [RL]. Actually, the
converse of the proposition is also true, see [LiS]. We shall use the following conse-
quence of the proposition.
Lemma 4.4. Assume f ∈ LD. Then for each δ > 0 small, there exists r(δ) > 1
with r(δ)→∞ as δ → 0 such that if {f j(y)}nj=0 ∈ Lc(δ) and d(y,CV) ≤ δ, then
(4.5) |Dfn(y)| ≥ r(δ)
Dc(δ)
.
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Proof. Assume that δ > 0 is small so that rˆ(δ) > 4. By backward contraction, there
exists an interval J ∋ y such that fn maps J diffeomorphically onto B˜(c; rˆ(δ)δ) and
such that |J | < δ. Since fn(y) lies roughly in the middle of B˜(c; rˆ(δ)δ), by the Koebe
principle (see [SV, Theorem C]), there exists a universal constant C > 0 such that
|Dfn(y)| ≥ 2C |B˜(c; rˆ(δ)δ)|
δ
≥ Crˆ(δ)
1/ℓc
Dc(δ)
.
The lemma follows. 
4.2. Proof of Proposition 4.1. The following lemma is the key to the proof of
Proposition 4.1.
Lemma 4.5 (Small total distortion). For each f ∈ LD and δ > 0, there exists a
constant θ(δ) ≥ 0 such that for any orbit {f j(x)}sj=0 ∈ Lc(δ) for some c ∈ C we
have
(4.6) A(x, f, s) ≤ θ(δ) |Df
s(x)|
|B˜(c; δ)| ,
and such that
θ(δ)→ 0 as δ → 0.
Proof. Given δ > 0, let θ(δ) be the minimal non-negative number such that (4.6)
holds for each orbit in Lc(δ), c ∈ C. Such a number exists because f is uniformly
expanding outside B˜(δ) (Proposition 2.4). Again by this proposition, for each
δ0 > 0, θ(δ) is bounded from above for δ ≥ δ0. To complete the proof, it suffices to
prove that for δ > 0 small enough, we have
(4.7) θ(δ/2) ≤ κ(θ(δ) + ρ(δ)),
where
κ2 = sup
c∈C
sup
δ∈(0,δ∗]
|B˜(c; δ/2)|
|B˜(c; δ)| < 1,
and ρ(δ)→ 0 as δ → 0.
To this end, consider an orbit {f j(x)}sj=0 in Lc(δ/2). Let 0 ≤ s1 < s2 <
· · · < sm = s be all the integers such that f si(x) ∈ B˜(δ), let ci be such that
f si(x) ∈ B˜(ci, δ) and let ρi = d∗(f si(x), C). For each i = 1, 2, . . . ,m− 1, ρi ≥ δ/2,
so by (2.5), |Df(f si(x))| ≥ Dci(ρi). By Lemma 4.4, it follows that
|Df si+1−si(f si(x))| ≥ r(δ)Dci (ρi)
Dci+1(δ)
=
r(δ)ρi
δ
|B˜(ci+1; δ)|
|B˜(ci; ρi)|
≥ r(δ)
2
|B˜(ci+1; δ)|
|B˜(ci; ρi)|
,
which implies
(4.8)
|Df si(x)|
|B˜(ci; δ)|
≤ |Df
si(x)|
|B˜(ci; ρi)|
≤ 2
r(δ)
|Df si+1(x)|
|B˜(ci+1; δ)|
.
Thus
(4.9)
|Df si(x)|
d(f si(x), C) ≤ C
|Df si(x)|
|B˜(ci; δ)|
≤ Cρ1(δ)m−i |Df
s(x)|
|B˜(c; δ)| ,
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where C is a universal constant and ρ1(δ) = 2/r(δ). Since {f j(x)}si+1j=si+1 is in
Lci+1(δ), we have
si+1−1∑
j=si+1
|Df j(x)|
d(f j(x), C(f)) ≤ θ(δ)
|Df si+1(x)|
B˜(ci+1, δ)
.
Similarly, if s1 6= 0, then we have
s1−1∑
j=0
|Df j(x)|
d(f j(x), C(f)) ≤ θ(δ)
|Df s1(x)|
B˜(c1; δ)
.
It follows that
A(x, f, s) ≤ (1 + θ(δ))
m−1∑
i=1
|Df si(x)|
d(f si(x), C) + θ(δ)
|Df s(x)|
|B˜(c; δ)| ,
which implies by (4.9) that
A(x, f, s) ≤ (θ(δ) + ρ(δ)(1 + θ(δ))) |Df
s(x)|
|B˜(c; δ)| ,
where ρ(δ) = Cρ1(δ)/(1 − ρ1(δ). When δ > 0 is small enough, we have 1 + ρ(δ) <
κ−1. Since |B˜(c; δ/2)| ≤ κ2|B˜(c; δ)|, it follows that
A(x, f, s) ≤ κ(θ(δ) + ρ(δ)) |Df
s(x)|
|B˜(c; δ/2)| .
This proves (4.7), completing the proof of the lemma. 
Proof of Proposition 4.1. Note that there exists L(δ) > L for each δ > 0 small
enough such that L(δ)→ ∞, L(δ)δ → 0 and r(L(δ)δ)/L(δ) → ∞ as δ → 0, where
r(·) is as in Lemma 4.4. Replacing L(δ) by a smaller function if necessary, we may
assume
(4.10) inf{|Dfn+1(v)| : v ∈ CV, d∗(f s(v), C) ≤ L(δ)δ} ≥ L(δ)1−ζ .
Consider v ∈ CV and δ > 0 small. Let N = Nv(δ) be the maximal positive integer
such that A(v, f,N) ≤ θ/δ. Let us first prove that
(4.11) f j(v) 6∈ B˜(L(δ)δ) for each j = 0, 1, . . . , N − 1,
provided that δ is small enough. Indeed, otherwise, there exists a minimal t ∈
{1, . . . , N − 1} such that f t(v) ∈ B˜(c;L(δ)δ) for some c ∈ C. By Lemma 4.4,
(4.12) |Df t(v)| ≥ r(L(δ)δ)
Dc(L(δ)δ)
,
hence
A(v, f,N) ≥ |Df
t(v)|
d(f t(v), C) ≥
r(L(δ)δ)
|B˜(c;L(δ)δ)|Dc(L(δ)δ)
=
r(L(δ)δ)
L(δ)δ
>
θ
δ
,
provided that δ > 0 is small enough. This is a contradiction.
In the following we shall define an integer M = Mv(δ) ∈ {1, 2, . . . , N} for δ > 0
small enough, such that (4.3) holds. This will complete the proof of the proposition.
Indeed, (4.3) implies (4.4): when δ > 0 is small, if δ′ ≥ √δ then |DfMv(δ)+1(v)| is
large, so Mv(δ) is large, and if δ
′ ≤ √δ then Mv(δ) is also large since the forward
orbit of v is disjoint from C.
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If fN(v) ∈ B˜(L(δ)δ), then we take M(v; δ) = N . Since δ′ ≤ Lδ, the inequality
(4.3) follows from (4.10). In the following we assume that fN(v) 6∈ B˜(L(δ)δ). For
each k = 0, 1, . . ., let δk = 2
−kδ∗ and let Vk = B˜(δk). Let k1 be the minimal non-
negative integer such that f j(v) 6∈ Vk1 for each 0 ≤ j ≤ N . Then 2δk1 > L(δ)δ. It
follows that ∑
0≤k<k1
(
δ
δk
)ζ/2
≤
(
δ
2δk1
)ζ/2
1
1− 2−ζ/2 ≤
L(δ)−ζ/2
1− 2−ζ/2 ≤
θ
2
,
provided that δ > 0 is small enough. Let sk1 = −1 and for each 0 ≤ k < k1, define
sk = sup{0 ≤ j ≤ N : f j(v) ∈ Vk}.
Then, either
(4.13)
N∑
n=s0+1
|Dfn(v)|
d(fn(v), C) ≥
θ
2δ
;
or
(4.14)
sk∑
n=sk+1+1
Dfn(v)
d(fn(v), C) ≥
1
δ
(
δ
δk
)ζ/2
for some 0 ≤ k < k1.
If (4.13) holds, then we defineM = N . Since fn(v) 6∈ B˜(δ∗) for each s0 < n ≤ N ,
by Proposition 2.4, there exists a constant C1 > 0 such that
|DfN+1(v)| ≥ C1
N∑
n=s0+1
|Dfn(v)|
d(fn(v), C) ≥
C1θ
2δ
≥
(
δ∗
δ
)1−ζ
,
provided that δ > 0 is small enough. Thus (4.3) holds in this case.
If (4.14) holds then we define M = sk. By definition of sk there exists ck ∈ C
such that f sk(v) ∈ B˜(ck; δk) and δ′ ≤ δk. By Lemma 4.5, there exists a constant
C2 > 0 such that
|Df sk(v)|
|B˜(ck; δk)|
≥ C2
sk∑
n=sk+1+1
|Dfn(v)|
d(fn(v), C) ≥
C2
δ
(
δ
δk
)ζ/2
,
where the second inequality follows from (4.14). Since sk > sk+1, f
sk(v) 6∈
B˜(ck; δk/2), hence |Df(f sk(v))||B˜(ck; δk)| ≥ C3δk, where C3 > 0 is constant.
Therefore
|Df sk+1(v)| = |Df sk(v)||Df(f sk(v))| ≥ C2C3 δk
δ
(
δ
δk
)ζ/2
.
Since δk/δ ≥ 2δk1/δ ≥ L(δ), this implies (4.3) provided that δ is small enough. 
4.3. Proof of Proposition 4.2. In this section, we study the derivative of first
landing map to critical neighborhoods for the map f and prove Proposition 4.2.
Proof of Proposition 4.2. Let δ0 > 0 be a small constant such that Lemma 4.4
applies for all δ ∈ (0, δ0) with r(δ) > 2. By Proposition 2.4 we only need to prove
the proposition in the case that δ ∈ (0, δ0/2).
Consider an orbit {f j(x)}nj=0 in Lc(δ). Since fn(x) ∈ B˜(2δ), there exists a
sequence of non-negative integers n1 < n2 < · · · < nm = n with the following
properties:
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• n1 is the minimal non-negative integer such that fn1(x) ∈ B˜(δ0);
• for each i = 1, 2, . . . ,m− 1, ni+1 is the minimal integer with ni+1 > ni and
d∗(f
ni+1(x), C) ≤ min (δ0, 2d∗(fni(x), C)) .
For each i = 1, 2, . . . ,m, let ci ∈ C be such that fni(x) ∈ B˜(ci; δ0) and let ρi =
d∗(f
ni(x), C). So cm = c and ρ1, ρ2, . . . , ρm−1 ∈ [δ, δ0).
For each i = 1, 2, . . . ,m − 1, applying Lemma 4.4 to the orbit {f j(x)}ni+1j=ni+1
with δ = ρi, we obtain
|Dfni+1−ni(fni(x))| = |Df(fni(x))||Dfni+1−ni−1(fni+1(x))|
≥ Dci(ρi)
r(ρi)
Dci+1(ρi)
≥ 2 Dci(ρi)
Dci+1(ρi)
.
Setting ρ0 = δ
′′, we also have |Dfn1(x)| ≥ 2κ0Dc1 (ρ0) , where κ0 > 0 is a constant.
Indeed, if δ′′ < δ0 then the inequality follows from Lemma 4.4; otherwise, it follows
from Mãné’s theorem (Proposition 2.4). Thus
|Dfn(x)| ≥ 2κ0
Dc1(ρ0)
m−1∏
i=1
2Dci(ρi)
Dci+1(ρi)
=
2κ0
Dcm(ρm−1)
m−1∏
i=1
(
2
Dci(ρi)
Dci(ρi−1)
)
.
Reducing δ0 > 0 if necessary, this implies that
|Dfn(x)| ≥ 2κ0
Dcm(ρm−1)
m−1∏
i=1
(
ρi
ρi−1
)1−ℓ−1ci ≥ 2κ0
Dcm(ρm−1)
(ρm−1
δ′′
)1−ℓ−1max
,
hence
|Dfn(x)| ≥ κ0
Dcm(δ)
(
δ
δ′′
)1−ℓ−1max
,
since ρm−1 ≥ δ. 
5. Growth of derivatives along pseudo-orbits
The main goal of this section is to prove Theorem 1. So we will be working on
f ∈ S1 and Ω = F1. In §5.1, we apply the binding argument to deduce a part
of the first statement of the theorem from the results obtained in § 4. We shall
decompose a random orbit into pieces, each of which is shadowed by either the true
orbit of a critical value or a true orbit corresponding to a first landing into a critical
neighborhood. In §5.2, we complete the proof of Theorem 1 by combing this result
in §5.1 with Mãné’s theorem. In §5.3, we collect a few properties for return maps
to the critical neighborhood B˜(ε) under ε-random maps. These are deduced from
Theorem 1, and reveal that many of the properties of the deterministic dynamics
remain under random perturbations.
5.1. Return to critical neighborhoods. In this section, we shall prove the fol-
lowing proposition which asserts that part (i) of Theorem 1 holds with εα(ε) replaced
by 0.
Proposition 5.1. Consider f ∈ S1 and Ω = F1. For each ε > 0 small, there exists
a constant Λ̂(ε) > 0 such that limε→0 Λ̂(ε) = ∞ and such that for each g ∈ Ωε,
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x ∈ [0, 1] with d(x,CV) ≤ 4ε and an integer s ≥ 1, if gj(x) 6∈ B˜(ε) for 1 ≤ j < s
and gs(x) ∈ B˜(c; 2ε) for some c ∈ C, then
|Dgs(x)| ≥ Λ̂(ε)/Dc(ε).
To prove this proposition, we shall first define a binding period for each v ∈ CV
and each δ > 0 small as follows.
Let C0 = max[0,1] |Df | ≥ 1, let η∗ ∈ (0, 1) be a constant which is smaller than
the distance between any two distinct critical points and let
W0 = max
v∈CV
∞∑
n=0
|Dfn(v)|−1.
Let θ > 0 be a small constant such that
(5.1) 4θW0 ≤ θ1 and 16eθW0C0 ≤ η∗,
where θ1 > 0 is as in Lemma 2.3. Moreover, fix constants L > 2
ℓmax and ζ ∈
(0, ℓ−1max). For v ∈ CV and δ > 0 small, we fix a positive integer Mv(δ), called the
preferred binding period for (v, δ), such that the conclusion of Proposition 4.1 holds
for these constants θ, L and ζ. Since Mv(δ) → ∞ as δ → 0 for each v ∈ CV, we
have
(5.2) Λ0(δ) := inf
v∈CV
|DfMv(δ)+1(v)| → ∞ as δ → 0.
Proposition 5.2. Given f ∈ S1 and Ω = F1, there exist positive constants ζ1, ζ2
with the following property. For δ > 0 sufficiently small, and v ∈ CV, let M =
Mv(δ) ≥ 1 be the preferred binding period defined as above. Then for any g ∈ ΩNδ
and y ∈ [0, 1] with d(y, v) ≤ 4δ, we have
yj := g
j(y0) 6∈ B˜(2δ) for all 0 ≤ j < M ;(5.3)
|DgM (y0)| ≥ Λ0(δ)
ζ1
Dc(δ)
,(5.4)
where c is the critical point of f closest to yM := g
M (y). Moreover, if yM 6∈ B˜(δ)
then
(5.5) |DgM+1(y0)| ≥ Λ0(δ)ζ2
(
d∗(yM , C)
δ
)1−ℓ−1max
,
Proof. Fix v ∈ C and δ > 0 small and write M = Mv(δ). Let y and g be as in
the proposition and let c be the critical point of f closest to yM . By Lemma 2.3,
(4.1) implies that M is an eW0-binding period for (v, 4δ). By (2.11) and (4.2), the
statement (5.3) holds provided that δ > 0 is small enough. By (2.13), we have
ηM := |yM − fM (v)| ≤ 4eδW0|DfM (v)| ≤ 4eδW0C0|DfM−1(v)|
≤ 4eδW0C0A(x, f,M) ≤ 4eW0C0θ ≤ η∗/4,
so d(fM (v), c) ≤ 3d(fM (v), C). Thus there exists C1 > 1 such that
(5.6) |Df(fM (v))| ≤ C1Dc(δ′),
where δ′ = max(d∗(f
M (v), C), δ). Let ζ1 = (ℓ−1max − ζ)/(2 − 2ζ). By (4.3) and the
definition of Λ0(δ) we obtain
(5.7) |DfM+1(v)| ≥ Λ0(δ)2ζ1
(
δ′
δ
)1−ℓ−1max
.
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Let us prove the inequality (5.4). By (2.12), (5.7) and (5.6), we have
|DgM (y0)| ≥ |Df
M+1(v)|
e|Df(fM (v))| ≥
Λ0(δ)
2ζ1
C1eDc(δ′)
(
δ′
δ
)1−ℓ−1max
≥ C2Λ0(δ)
2ζ1
Dc(δ)
,
where C2 > 0 is a constant and we used δ
′ ≥ δ for the last inequality. Provided
that δ is small enough, C2Λ0(δ)
ζ1 > 1, so (5.4) holds.
Finally, let us assume δ′′ := d∗(yM , C) ≥ δ and prove that (5.5) holds with
ζ2 = ζ1/ℓmax provided that δ is small enough. By (2.5), we have
(5.8) |DgM (yM )| ≥ C3Dc(δ′′),
where C3 > 0 is a constant. We now distinguish two cases.
Case 1. δ′′ > Λ0(δ)
2ζ1δ′ ≥ Λ0(δ)2ζ1δ. Provided that δ > 0 is small enough,
Λ0(δ) is large, so f
M (v) is much closer to c than yM . Thus there exists C4 > 0
such that ηM ≥ C4|B˜(c; δ′′)|, which implies by (5.8)
ηM |DgM (yM )| ≥ C3C4|B˜(c; δ′′)|Dc(δ′′) = C3C4δ′′.
By (2.12) and (2.13),
|DgM+1(y0)| ≥ |Df
M (v)|
e
|DgM (yM )| ≥ ηM |DgM (yM )|
4e2Wδ
≥ C5 δ
′′
δ
≥ C5Λ0(δ)2ζ2
(
δ′′
δ
)1−ℓ−1max
,
where C5 > 0 is a constant. The inequality (5.5) follows provided that δ is small
enough.
Case 2. δ′′ ≤ Λ0(δ)2ζ1δ′. In this case, combining (2.12), (5.7), (5.6) and (5.8),
we obtain
|DgM+1(y0)| ≥ |Df
M+1(v)|
e
|DgM (yM )|
|Df(fM (v))| ≥ C6Λ0(δ)
2ζ1
(
δ′
δ
)1−ℓ−1max (δ′′
δ′
)1−ℓ−1c
= C6Λ0(δ)
2ζ1
(
δ′′
δ
)1−ℓ−1max ( δ′
δ′′
)ℓ−1c −ℓ−1max
≥ C6Λ0(δ)2ζ1(1−ℓ−1c +ℓ−1max)
(
δ′′
δ
)1−ℓ−1max
,
where C6 > 0 is a constant. The inequality (5.5) follows provided that δ is small
enough. 
Let Oε(δ) denote the collection of ε-random orbits {xj}nj=0 for which xj 6∈ B˜(δ)
for each 0 ≤ j < n, and for each c ∈ C, let Lεc(δ) denote the collection of ε-random-
orbits {xj}nj=0 ∈ Oε(δ) for which xn ∈ B˜(c; δ).
Lemma 5.3. Consider f ∈ LD and Ω = F1. For each δ > 0, there exist ε = ε(δ) >
0, C(δ) > 0 and η̂ = η̂(δ) > 0 such that for any ε-random orbit {gj(x)}nj=0 ∈ Lεc(δ),
c ∈ C, we have
(5.9) |Dgn(x)| ≥ κ
Dc(δ)
(
δ
δ′′
)1−ℓ−1max
exp(η̂n),
where δ′′ = max(d(x,CV), δ) and κ > 0 is a constant independent of δ.
Proof. Fix δ > 0. By Proposition 2.5 (i), there exists C > 0 and η > 0 such
that if ε > 0 is small enough, then for any ε-random orbit {gj(x)} ∈ Oε(δ) we
have |Dgn(x)| ≥ Ceηn. If Ceηn ≥ 1/Dc(δ), then the desired estimate holds with
κ = 1 and η̂ = η. So assume the contrary. Then n is bounded from above by
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a constant N(δ). When ε is small enough, we have {f j(x)}nj=0 ∈ Lc(0.9δ) and
|Dgn(x)| ≥ |Dfn(x)|/2. By Proposition 4.2, there is a constant κ0 > 0 such that
|Dgn(x)| ≥ κ0
2Dc(δ)
(
δ
δ′′
)1−ℓ−1max
.
Taking η′ > 0 such that exp (η′N(δ)) < 2, we obtain the inequality (5.9) with
η̂ = η′ and κ = κ0/4. 
Let Iεc (δ, δ̂) denote the collection of ε-random-orbits {xj}nj=0 for which there
exists v ∈ CV such that d(x0, v) ≤ 4δ and such that one of the following holds:
• either xMv(δ) ∈ B˜(c, δ̂) and n = Mv(δ);
• or xMv(δ) 6∈ B˜(δ̂), n > Mv(δ) and {xj}nj=Mv(δ)+1 ∈ Lεc(δ̂).
In the language of [BC1], n is the first free return of the random orbit {xj}nj=0 into
B˜(δ̂).
Lemma 5.4. There exists a constant ζ3 > 0 such that the following holds. For each
δ0 > 0 small enough, there exists ε0 > 0 such that for each {gj(x)}nj=0 ∈ Iεc (δ, δ0)
with δ ∈ (0, δ0] and 0 ≤ ε ≤ min(ε0, δ), we have
(5.10) |Dgn(x)| ≥ Λ0(δ)
ζ3
Dc(δ)
.
Moreover, if xn 6∈ B˜(δ) then
(5.11) |Dgn+1(x)| ≥ Λ0(δ)ζ3
(
d∗(xn, C)
δ
)1−ℓ−1max
.
Proof. In the following, we assume that δ0 > 0 is a small constant such that for
all δ ∈ (0, δ0] the conclusion of Proposition 5.2 holds, and let ε0 = ε(δ0) be the
constant determined by Lemma 5.3. Let ζ3 = min(ζ1, ζ2)/2.
Assume δ ∈ (0, δ0] and 0 ≤ ε ≤ min(ε0, δ), and consider {xj}nj=0 = {gj(x)}nj=0 ∈
Iεc (δ, δ0). Let v ∈ CV be such that d(x0, v) ≤ 4δ and letM =Mv(δ). If xM ∈ B˜(δ0)
then n = M and the desired estimates hold, by Proposition 5.2. Assume xM 6∈
B˜(δ0). Let δ
′ := d∗(xM , C) ≥ δ0 and let δ′′ = d(xM+1,CV). Then δ′′ ≤ δ′+ε ≤ 2δ′.
By Lemma 5.3, we obtain
n−1∏
j=M+1
|Dgj(xj)| ≥ κ
Dc(δ0)
(
δ0
δ′′
)1−ℓ−1max
≥ κ
2Dc(δ0)
(
δ0
δ′
)1−ℓ−1max
.
Combining with the estimates given by (5.5) in Proposition 5.2, this implies
(5.12) |Dgn(x)| ≥ κΛ0(δ)
ζ2
2Dc(δ0)
(
δ0
δ
)1−ℓ−1max
.
Since δ0 ≥ δ, it follows that there exists a constant C1 > 0 such that
|Dgn(x)| ≥ C1Λ0(δ)
ζ2
Dc(δ)
.
Provided that δ0 is small enough, Λ0(δ) is large, so (5.10) follows. To prove the
second inequality, assume ρ := d∗(xn, C) ≥ δ. Then |Dgn(xn)| ≥ Dc(ρ). Since
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ρ < δ0, by (5.12), there exists a constant C2 > 0 such that
|Dgn+1(x)| ≥ C2Λ0(δ)ζ2
(ρ
δ
)1−ℓ−1max
.
The inequality (5.11) follows provided that δ0 is small enough. 
Proof of Proposition 5.1. Let δ0 > 0 be a small constant such that Λ0(δ) > 1 for all
δ ∈ (0, δ0]. Reducing δ0 > 0 if necessary, we may assume that there exists ε0 > 0
such that the conclusion of Lemma 5.4 holds. Consider 0 ≤ ε ≤ min(ε0, δ0/2). Let
{xj}sj=0 = {gj(x)}sj=0 be an ε-random-orbit with d(x0, v) ≤ 4ε for some v ∈ CV,
xj 6∈ B˜(ε) for each 1 ≤ j < s and xs ∈ B˜(c; 2ε) for some c ∈ C. We shall prove that
|Dgs(x)| ≥ Λ0(ε)ζ3/Dc(ε).
Let s1 be the minimal integer such that s1 ≥ Mv(ε) and xs1 ∈ B˜(δ0), and let
c1 ∈ C be such that xs1 ∈ B˜(c1; δ0). Then {xj}s1j=0 ∈ Iεc1(ε, δ0). If s1 = s then the
desired estimate follows from (5.10).
Assume s1 < s. Then δ1 = d∗(xs1 , C) ≥ 2ε. By (5.11), we have
(5.13) |Dgs1+1(x)| ≥ Λ0(ε)ζ3
(
δ1
ε
)1−ℓ−1max
.
Let v1 = f(c1) and define s2 to be the minimal integer such that s2 ≥Mv1(δ1) and
xs2 ∈ B˜(δ0). If s2 = s then we stop. Otherwise, we define c2, v2, δ2 and s3 similarly.
The procedure continues until we get sk = s. Then for each i = 1, 2, . . . , k − 1,
{xj}si+1j=si+1 ∈ Iεci+1(δi, δ0). By (5.11) again, we obtain
si+1∏
j=si+1
|Dgj(xj)| ≥ Λ0(δi)ζ3
(
δi+1
δi
)1−ℓ−1max
for all i = 1, 2, . . . , k − 2 and by (5.10),
s−1∏
j=sk−1+1
|Dgj(xj)| ≥ Λ0(δk−1)
ζ3
Dc(ε)
.
Combining these inequalities, we obtain
|Dgs(x)| = |Dgs1+1(x)|
k−2∏
i=1
si+1∏
j=si+1
|Dgj(xj)|
 s−1∏
j=sk−1+1
|Dgj(xj)|
≥ Λ0(ε)
ζ
Dc(ε)
k−1∏
j=1
Λ0(δj)
ζ3
(
δk−1
ε
)1−ℓ−1max
≥ Λ0(ε)
ζ3
Dc(ε)
.
Thus the desired estimate holds. 
5.2. Exponential rate of expansion. We shall complete the proof of Theorem 1.
Let ε0 be a small constant such that Proposition 5.1 holds for all ε ∈ (0, ε0] with
Λ̂(ε) > 2e, and let ε1 = ε(ε0) and η̂ = η̂(ε0) be constants determined by Lemma 5.3
for δ = ε0. Replacing ε1 by a smaller constant if necessary, we assume ε1 < ε0.
LetRεc(δ) denote the collection of ε-random-orbits {xj}sj=0 for which d(x0,CV) ≤
4δ, xj 6∈ B˜(δ) for 1 ≤ j < s and xs ∈ B˜(c; 2δ). Let η0(δ) be the maximal number
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in [0, 1] such that for any {xj}sj=0 = {gj(x)}sj=0 ∈ Rεc(δ) with 0 ≤ ε ≤ min(ε1, δ),
we have
(5.14) |Dgs(x)| ≥ e
Dc(δ)
exp(η0(δ)s).
For an orbit {gj(x)}sj=0 ∈ Rεc(ε0) with 0 ≤ ε ≤ ε1, |Dgs(x)| is exponentially large
in s. Combining with Proposition 5.1, this gives us
(5.15) η0(ε0) > 0.
Let κ : (0, ε0]→ (0, 1) be a continuous function such that
• κ(ε)→ 0 as ε→ 0,
• Λ(ε) := Λ̂(ε)κ(ε)e1−κ(ε) ≥ 2e for all ε ∈ (0, ε0] and
• Λ̂(ε)κ(ε) →∞ as ε→ 0,
and let
(5.16) η˜0(δ) := (1 − κ(δ))η0(δ).
Combining the estimate given by Proposition 5.1 with (5.14), we obtain that
(5.17) |Dgs(x)| ≥ Λ(δ)
Dc(δ)
exp (η˜0(δ)s) ,
holds for each {gj(x)}sj=0 ∈ Rεc(δ).
Lemma 5.5. For each δ ∈ (0, ε0] and δ′ ∈ [δ/2, δ), we have η0(δ′) ≥ η˜0(δ).
Proof. Given a random orbit {gj(x)}sj=0 ∈ Rεc(δ′) with 0 ≤ ε ≤ min(ε1, δ′), let us
prove
(5.18) |Dgs(x)| ≥ e
Dc(δ′)
exp(η˜0(δ)s).
Let s1 < s2 < · · · < sk = s be all the positive integers such that xsi ∈ B˜(2δ). Then
for each i = 0, 1, . . . , k − 1, {xj}si+1j=si+1 ∈ Rεci+1(δ), where s0 = −1 and ci is the
critical point of f which is closest to xsi . Therefore, by (5.17), for each 0 ≤ i < k,
we have
(5.19) Di :=
si+1−1∏
j=si+1
|Dgj(xj)| ≥ 2e
Dci+1(δ)
exp(η˜0(δ)(si+1 − si − 1)).
Thus
|Dgs(x)| =
k−1∏
i=0
Di
k−1∏
i=1
|Dgsi(xsi )| ≥
(2e)k
Dck(δ)
exp(η˜0(δ)(s − k))
k−1∏
i=1
|Dgsi(xsi )|
Dci(δ)
.
Since Dck(δ) ≤ 2Dck(δ′), |Dgsi(xsi)| ≥ Dci(δ′) ≥ Dci(δ)/2 and η˜0(δ) ≤ 1, this
implies (5.18). 
Proof of Theorem 1, part (i). The lemma above implies that logε η0(ε)→ 0 as ε→
0. Hence α(ε) := logε η˜0(ε)→ 0 as ε→ 0. By (5.17), the statement holds. 
Proof of Theorem 1, Part (ii). Take ε0, ε1 and η̂ as above. Let η be the constant
given by Proposition 2.5 for U = B˜(ε0). For each δ ∈ (0, ε0], let η0(δ) be as above
and let
η(δ) = min (ηˆ, η, inf{η˜0(δ′) : δ′ ∈ [δ, ε0]}) .
Then α(δ) := log η(δ)/ log δ → 0 as δ → 0.
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Now let ε ∈ (0, ε1] and consider an ε-random-orbit {xj}sj=0 = {gj(x)}sj=0 with
xj 6∈ B˜(ε) for all 0 ≤ j < s. For each j = 0, 1, . . . , s, let cj be a critical point of
f closest to xj and let ρj = d∗(xj , C). By Proposition 2.5 (i), the desired estimate
holds if ρj ≥ ε0 for all j = 0, 1, . . . , s−1. Without loss of generality, we may assume
that ρ0 < ε0 and ρs−1 < ε0.
If there exists s′ < s − 1 such that ρs′ < ρs−1, then letting s′ be the maximal
integer with this property, we have {xj}s−1j=s′+1 ∈ Rεcs−1(ρs−1), hence by (5.17),
s−1∏
j=s′+1
|Dgj(xj)| ≥ |Dgs−1(xs−1)|
Dcs−1(ρs−1)
Λ(ρs−1)e
η(ε)(s−s′−1) > 2eη(ε)(s−s
′).
It follows that we only need to prove the desired estimate under the further assump-
tion that ρs−1 ≤ ρj for each 0 ≤ j < s. In this case, let s0 < s1 < · · · < sk = s− 1
be a sequence of integers such that s0 = 0 and such that for each 0 ≤ i < k, si+1
is the minimal integer such that ρsi+1 ≤ ρsi . Then for 0 ≤ i < k, {xj}si+1j=si+1 ∈
Rεcsi+1 (ρsi), so by (5.14), we have
si+1−1∏
j=si+1
|Dgj(xj)| ≥ 2e
η(ε)(si+1−si)
Dcsi+1 (ρsi)
,
which implies that
|Dgs(x)| ≥ eη(ε)(s−1)|Dg0(x0)|
k∏
i=1
2|Dgsi(xsi)|
Dcsi (ρsi−1)
≥ eη(ε)(s−1)Dc0(ρ0)
k∏
i=1
Dci(ρsi)
Dci(ρsi−1)
≥ Aeη(ε)sρ1−ℓ−1maxs−1 ,
where A > 0 is a constant. Since ρs−1 ≥ ε, the inequality (2.7) follows. 
5.3. More properties of return maps to B˜(ε). The following proposition is an
analogue of Lemma 4.5 for iterates of random maps. It provides distortion control
of first landing maps of ε-random maps taken from an admissible space into B˜(ε).
Proposition 5.6. Consider f ∈ S1 and Ω = F1. For each ε > 0 small there exists
θ(ε) ≥ 0 such that limε→0 θ(ε) = 0 and such that the following holds: For x ∈ [0, 1]
and g ∈ ΩNε , if n ≥ 1 is an integer such that gj(x) 6∈ B˜(ε), j = 0, 1, . . . , n− 1, and
gn(x) ∈ B˜(c; ε) for some c ∈ C, then
A(x, g, n)|B˜(c; ε)| ≤ θ(ε)|Dgn(x)|.
Proof. This can be proved in the same way as Lemma 4.5. Indeed, by part (ii) of
Theorem 1, for each ε > 0 small, there exists a minimal number θ(ε) ≥ 0 such that
for any x ∈ [0, 1], g ∈ ΩNε , if gj(x) 6∈ B˜(ε) for 0 ≤ j < s and gs(x) ∈ B˜(c; ε), then
A(x,g, s)|B˜(c; ε)| ≤ θ(ε)|Dgn(x)|. Replacing Lemma 4.4 by part (i) of Theorem 1
and arguing as in the proof of Lemma 4.5, we show that θ(ε/2) ≤ κ(θ(ε) + ρ(ε))
for some constant κ ∈ (0, 1) and ρ(ε)→ 0 as ε→ 0. Thus θ(ε)→ 0. 
Proposition 5.7. Consider f ∈ S1 and Ω = F1. Given any 0 < ξ < ξ′ ≤ 2, the
following holds for each ε > 0 small: for any g ∈ ΩNε and any integer s ≥ 1, if W
is an interval intersecting B˜(ξε) and gs(W ) ⊂ B˜(2ε), then W ⊂ B˜(ξ′ε).
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Proof. We first prove the proposition assuming that
(5.20) gj(W ) ∩ B˜(ε) = ∅ for all 1 ≤ j < s.
Our strategy is to show that W ′ := W ∩ (B˜(ξ′ε) \ B˜(ξε)) is compactly contained
in B˜(ξ′ε), which clearly implies that W ⊂ B˜(ξ′ε). Let c, c0 ∈ C be such that
W ′ ⊂ B˜(c0, 2ε) and gs(W ) ⊂ B˜(c; 2ε). Provided that ε > 0 is small enough,
|Dg0(x)| ≥ CDc0(ε) for each x ∈ B˜(c0; 2ε) \ B˜(c0; ξε), where C > 0 is a constant
depending only on ξ. By part (i) of Theorem 1, it follows that
|Dgs(x)| = |D(σg)s−1(g0(x))||Dg0(x)| ≥ Λ(ε)
Dc(ε)
CDc0(ε)
for each x ∈W ′. Thus
|W ′| ≤ |B˜(c; 2ε)|
infx∈W ′ |Dgs(x)| ≤
2|B˜(c0; ε)|
CΛ(ε)
.
Provided that ε > 0 is small enough, this implies that |W ′| is much smaller than
|B˜(c0; ε)|. Since W ′ intersects the boundary of B˜(c0, ξε), it follows that W ′ is
compactly contained in B˜(ξ′ε). This proves the proposition under the assumption
(5.20).
Now assume that (5.20) does not hold. Let 0 = s0 < s1 < · · · < sk < s be
all the integers such that gsi(W ) ∩ B˜(ε) 6= ∅. Then replacing ξ′ and ξ by 2 and 1
respectively in the argument above, we obtain that gsk(W ) ⊂ B˜(2ε). Repeating the
procedure we obtain gsk−1(W ) ⊂ B˜(2ε), gsk−2(W ) ⊂ B˜(2ε), . . ., gs1(W ) ⊂ B˜(2ε),
and finally W ⊂ B˜(ξ′ε). 
The following proposition provides us nice sets. The proof is very similar to
the deterministic case provided in [BRSS] which followed the original argument of
Rivera-Letelier [RL] for complex rational maps.
Proposition 5.8. Consider f ∈ S1 and Ω = F1. If 0 < ε ≤ δ are small enough,
then there exists a nice set V for ε-random perturbations such that for g ∈ ΩNε , we
have B˜(δ) ⊂ V g ⊂ B˜(2δ).
Proof. Assume that 0 < ε ≤ δ are small. By Proposition 5.7, for any g ∈ Ωε ⊂ Ωδ,
if J is an interval intersecting B˜(δ) and gn(J) ⊂ B˜(2δ) for some integer n ≥ 1
then J ⊂ B˜(2δ). For c ∈ C, g ∈ ΩNε and n ≥ 0, let V gc (n) be the component of⋃n
i=0 g
−i(B˜(δ)) that contains c. Let V gc :=
⋃∞
n=0 V
g
c (n). It is easy to check that
V =
⋃
c∈C
⋃
g∈ΩNε
V gc × {g} is a nice set for ε-random perturbations. It remains to
show that for each n ≥ 0, we have
B˜(c; δ) ⊂ V gc (n) ⊂ B˜(c; 2δ), for each c ∈ C and g ∈ ΩNε .
To this end, we proceed with induction on n. The case n = 0 is trivial. Assume
that the statement holds for some integer n ≥ 0. Fix c,g. To show that V gc (n +
1) ⊂ B˜(c; 2δ), it suffices to show that each component J of V gc (n + 1) \ B˜(c; δ)
is contained in B˜(2δ). To this end, let m ∈ {0, 1, . . . , n} be minimal such that
gm+1(J)∩B˜(δ) 6= ∅. Then we have gm+1(J) ⊂ ⋃c′∈C V σm+1gc′ (n−m). By induction
hypothesis, this implies that gm+1(J) ⊂ B˜(2δ), hence J ⊂ B˜(2δ). This completes
the induction step and hence the proof of the proposition. 
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6. Structure of proof of Theorem 2
This section and the rest of this paper are devoted to the proof of Theorem 2.
Unless otherwise stated, f ∈ S1, C = C(f) ⊂ (0, 1), Ω ∋ f is an admissible space,
and for each ε > 0 small, νε is a probability measure on Ωε which belongs to the
class Mε(L), where L > 1 is a fixed constant. Moreover, write Pε = Leb|[0,1] × νNε .
Let θ0 > 0 be a small constant determined by Lemma 2.1. For each x ∈ [0, 1],
g ∈ ΩN and n ≥ 1, let
(6.1) Ĵgx,n =
[
x− θ0
A(x,g, n)
, x+
θ0
A(x,g, n)
]
, and Jgx,n = Ĵ
g
x,n ∩ [0, 1].
Then gn maps Jgx,n diffeomorphically onto its image and N (gs|Jgx,n) ≤ 1. Note that
for 0 < ε ≤ δ small enough, if x ∈ B˜(δ) and g ∈ ΩNε , then Ĵgx,n = Jgx,n ⊂ (0, 1).
We say that an integer s ≥ 1 is a θ-good return time of (x, g) into B˜(δ) × ΩN if
there exists c ∈ C such that gs(x) ∈ B˜(c; δ) and such that
(6.2) θ|Dgs(x)| ≥ A(x,g; s)|B˜(c; δ)|.
So if θ ≤ θ0/e, x ∈ B˜(δ) and g ∈ ΩNε for 0 < ε ≤ δ small enough, then gs(Jgx,s)
contains B˜(c; δ). We say that a positive integer s is a τ-scale expansion time of
(x, g) if
θ0|Dgn(x)| ≥ eτA(x,g, s).
We shall use the following notations:
(6.3) hθδ(x,g) = inf
{
s ≥ 1 : s is a θ-good return time of (x,g) into B˜(δ)× ΩN
}
,
(6.4) Tτ (x,g) = inf {s ≥ 1 : s is a τ -scale time of (x,g)} ,
(6.5) ĥθδ,τ (x,g) = min
(
inf
δ′≥δ
hθδ′(x,g), Tτ (x,g)
)
,
and
(6.6) lδ(x,g) = inf
{
s ≥ 0 : gs(x) ∈ B˜(δ)
}
.
The following is an easy consequence of Proposition 5.6:
Lemma 6.1. Given θ > 0 there exists δ0 > 0 such that for x ∈ [0, 1] \ B˜(δ0) and
g ∈ Ωε with ε ∈ (0, δ0], we have hθδ0(x, g) = lδ0(x, g).
Proof. By definition, hθδ0(x,g) ≥ lδ0(x,g). By Proposition 5.6, lδ0(x,g), if finite, is
a θ-good return time of (x,g) into B˜(δ0) × ΩN provided that δ0 is small enough.
Thus hθδ0(x,g) ≤ lδ0(x,g). The lemma follows. 
Theorem 2’. Let f,Ω, νε be as in Theorem 2 and let θ > 0 and p ≥ 1 be constants.
Then for each δ0 > 0 small there exist ε0 > 0 and C > 0 such that for each
ε ∈ (0, ε0] the following holds:
(6.7)
∫ ∫
B˜(δ0)×ΩNε
(hθδ0(x, g))
pdPε ≤ C.
Let us deduce Theorem 2 from Theorem 2’.
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Proof of Theorem 2. Fix p > 1 and θ = θ0/4. Let δ0 > 0 be small such that the
conclusion of Theorem 2’ holds. Reducing δ0 > 0 if necessary, by Lemma 6.1,
lδ0(x,g) = h
θ
δ0
(x,g) holds for all x ∈ [0, 1] \ B˜(δ0) and g ∈ ΩNδ0 . Thus by Proposi-
tion 2.5,∫ ∫
([0,1]\B˜(δ0))×ΩNε
(hθδ0(x,g))
pdPε =
∫ ∫
([0,1]\B˜(δ0))×ΩNε
(lδ0(x,g))
pdPε
is bounded from above by a constant, provided that ε > 0 is small enough. Together
with Theorem 2’, it follows that there exists a constant C > 0 such that∫
[0,1]×ΩNε
(hθδ0(x,g))
pdPε ≤ C
holds when ε > 0 is small enough.
Reducing δ0 > 0 if necessary, by Proposition 5.8, when 0 < ε ≤ δ0, there
exists a nice set V for ε-perturbations such that B˜(δ0) ⊂ V g ⊂ B˜(2δ0) for each
g ∈ ΩNε . By Lemma 2.1, for each (x,g) ∈ V , hθδ0(x,g) is a Markov inducing time,
so mV (x,g) ≤ hθδ0(x,g). Therefore∫
V
(mV (x,g))
pdPε ≤
∫
[0,1]×ΩNε
(hθδ0(x,g))
pdPε ≤ C.
Theorem 2 follows. 
Let us outline the proof of Theorem 2’. By analyzing recurrence of ε-random
orbits into the critical region B˜(ε), we shall first prove the following propositions
in §7.
Proposition 6.2. Given θ > 0, p > 1 and γ > 0, there exists τ > 0 such that for
any c ∈ C, we have
(6.8)
1
|B˜(c; ε)|
∫ ∫
B˜(c;ε)×ΩNε
(
ĥθε,τ (x, g)
)p
dPε < ε
−γ ,
provided that ε > 0 is small enough.
Proposition 6.3. Given θ > 0, α > 0 and b > 0, there exists τ > 0 such that the
following holds provided that ε > 0 is small enough: For each x ∈ B˜(ε) \ B˜(bε) and
g ∈ ΩNε , we have ĥθε,τ (x, g) ≤ ε−α.
Next, for p ≥ 1, c ∈ C and 0 < ε ≤ δ ≤ δ0/e, write
Sθp(δ, ε; c, δ0) =
1
|B˜(c; δ)|
∫ ∫
B˜(c;δ)×ΩNε
(
inf
δ′∈[δ,δ0]
hθδ′(x,g)
)p
dPε,(6.9)
Ŝθp(δ, ε; δ0) =
∫ ∫
(B˜(δ0)\B˜(δ))×ΩNε
1
d(x, C)
(
inf
δ′∈[eδ,δ0]
hθδ′(x,g)
)p
dPε.(6.10)
We shall prove the following two propositions in § 8.
Proposition 6.4. Fix θ > 0, γ > 0 and p ≥ 1. For each δ0 > 0 small enough,
there exist ε0 > 0 and C > 0 such that the following hold provided that 0 < δ ≤ δ0/e
and 0 < ε ≤ min(ε0, δ):
(i) Sθp(ε, ε; c, δ0) ≤ Cε−γ for each c ∈ C and
(ii) Ŝθp(δ, ε; δ0) ≤ Cδ−γ .
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Proposition 6.5. Fix p ≥ 1, γ > 0 and λ ∈ (e−ℓ−1max , 1). There exists θ∗ > 0 such
that for each θ ∈ (0, θ∗) the following holds: For each c ∈ C,
(6.11) Sθp(eδ, ε; c, δ0) < λ
(
max
c′∈C
Sθp(δ, ε; c
′, δ0) + 2Ŝ
θ/e
p (δ, ε; δ0)
)
,
provided that 0 < ε ≤ δ ≤ δ0/e are small enough.
Now let us assume these propositions and prove Theorem 2’.
Proof of Theorem 2’. Take λ ∈ (e−ℓ−1max , 1) and γ > 0 such that λ0 := λeγ < 1.
Let p ≥ 1 and θ > 0 be given. We may certainly assume that θ ∈ (0, θ∗). So by
Propositions 6.4 and 6.5, for each δ0 > 0 small, there exist ε0 > 0 and C1 > 0 such
that
S(ε, ε) ≤ C1ε−γ ,(6.12)
S(eδ, ε) ≤ λS(δ, ε) + C1λδ−γ ,(6.13)
for any 0 < δ ≤ δ0/e and 0 < ε ≤ min(δ, ε0), where
S(δ, ε) = max
c∈C
Sθp(δ, ε; c, δ0).
Let us prove that S(δ0, ε) is bounded from above by a constant. Let N be the
maximal integer such that eNε ≤ δ0. Let Sk = (e−kδ0)γS(e−kδ0, ε). Then by
(6.13), for each 0 ≤ k < N , Sk ≤ λ0(Sk+1 + C1). It follows that
δ−γ0 S(δ0, ε) = S0 ≤ λN0 SN + C2,
where C2 > 0 is a constant. Clearly S(e
−Nδ0, ε)/S(eε, ε) is bounded from above,
so by (6.12) and (6.13), SN is bounded from above by a constant. Thus S(δ0, ε) is
bounded from above by a constant. 
7. Slow recurrence of ε-random-orbits into B˜(ε)
The goal of this section is to prove Propositions 6.2 and 6.3. To this end, we
shall first study the recurrence to B˜(ε) of ε-random orbits, in § 7.1. Proposition 7.1
there means that ε-random orbits entering B˜(ε) too deep and too often are rare.
In § 7.2 we study the expanding property of ε-random orbits with slow recurrence
to B˜(ε) and show that they allow a certain large scale time, see Proposition 7.6.
The proof of Propositions 6.2 and 6.3 will be completed in § 7.3.
We shall continue to use the notations hθδ, Tτ , ĥ
θ
δ,τ , lδ introduced in § 6.
7.1. Most random orbits satisfy a slow recurrence condition. For x ∈ [0, 1]
and g = (g0, g1, . . .) ∈ ΩNε , define
(7.1) qε(x,g) = qε(x, g0) = inf{q ∈ N : |Dg0(x)|d(x, C(g0)) ≥ e−qε}.
Moreover, for non-negative integers 0 ≤ n1 ≤ n2, let
(7.2) Qn2n1(x,g; ε) =
n2∑
j=n1
qε(F
j(x,g))
and
(7.3) Γn2n1(x,g; ε) = #{n1 ≤ j ≤ n2 : gj(x) ∈ B˜(ε)}.
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Let Badm(κ, ε) be the collection of (x,g) ∈ [0, 1] × ΩNε such that for each integer
s ≥ 0 we have
Qs0(x,g; ε) > min (m,κΓ
s
0(x,g; ε)) ,
and such that
lim
s→∞
Qs0(x,g; ε) ≥ m.
Moreover, for c ∈ C, let Badcm(κ, ε) = {(x,g) ∈ Badm(κ, ε)|x ∈ B˜(c; ε)}. The main
result of this section is the following:
Proposition 7.1. There exist κ > 0, K > 0 and ρ > 0 such that if ε > 0 is small
enough, then for each c ∈ C and each integer m ≥ 0, we have
(7.4) Pε(Bad
c
m(κ, ε)) ≤ Ke−ρm|B˜(c; ε)|.
To prove this proposition, we need a few lemmas.
Lemma 7.2. For each ε > 0 small the following holds: For any g ∈ ΩNε and
x ∈ [0, 1] with d(x,CV) ≤ 4ε, if n := lε(x, g) < ∞ and J is the component of
g−n(B˜(ε)) which contains x, then gn maps J diffeomorphically onto its image,
N (gn|J) ≤ 1 and |J | < ε.
Proof. Let θ = θ0/e. By Lemma 6.1, provided that ε is small enough, we have
hθε(x,g) = lε(x,g) = n. Let I = J
g
x,n be defined in (6.1). Then g
n|I is a diffeomor-
phism onto its image and N (gn|I) ≤ 1. Let c ∈ C be such that gn(J) ⊂ B˜(c; ε). It
follows that for each y ∈ ∂I \ {0, 1}, |gn(x) − gn(y)| ≥ |Dgn(x)|θ0/(eA(x,g, n)) ≥
|B˜(c; ε)|. Thus J ⊂ I, so N (gn|J) ≤ 1. Since d(x,CV) ≤ 4ε, by part (i) of
Theorem 1, |Dgn(x)| > e/Dc(ε), provided that ε is small enough. Thus |J | ≤
e|B˜(c; ε)|/|Dgn(x)| < ε. 
Let Fε denote the first entry map into the region B˜(ε)× ΩNε under F , i.e.,
Fε(x,g) = F
Rε(x,g)(x,g),
where Rε(x,g) = lε(x,g) if x 6∈ B˜(ε) and Rε(x,g) = lε(F (x,g)) if x ∈ B˜(ε). Note
that Fε is defined on a subset of [0, 1]× ΩNε .
Lemma 7.3. There exists K1 > 0 such that for ε > 0 small enough the following
holds. For each g ∈ ΩNε and v ∈ CV, putting
Yε(g, v; q) = {y ∈ B(v, 2ε) : qε(Fε(y, g)) ≥ q},
we have
(7.5) |Yε(g, v; q)| ≤ K1εe−ℓ−1maxq,
Proof. Assume ε > 0 small. We first observe that there exists a constant K2 > 0
such that for each h ∈ ΩNε , c ∈ C, the set Zhc (q) = {z ∈ B˜(c; ε) : qε(z,h) ≥ q}
satisfies
(7.6) |Zhc (q)| ≤ K2e−ℓ
−1
maxq|B˜(c; ε)|.
Moreover, there exists a constant Q such that Zhc (Q) ⊂ B˜(c; ε/e).
For q < Q, the inequality (7.5) clearly holds with a suitable choice of K1. So let
us assume q ≥ Q. For any y ∈ Yε(g, v; q), let n(y) = Rε(y,g), let c(y) ∈ C be such
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that gn(y) ∈ B˜(c(y); ε), and let J = J(y) be the component of (gn(y))−1(B˜(c(y); ε))
containing y. Let us prove that there exists a constant K3 > 0 such that
(7.7) |J(y) ∩ Yε(g, v; q)| ≤ K3e−ℓ−1maxq|J(y)|.
Indeed, since gn(y)(y) ∈ B˜(c; ε/e), gn(J) contains at least one component of B˜(c; ε)\
B˜(c; ε/e), so |gn(y)(J(y))|/|B˜(c; ε)| is bounded away from zero. By Lemma 7.2,
N (gn(y)|J(y)) ≤ 1. In view of (7.6), it suffices to prove that
(7.8) gn(y)(J(y) ∩ Yε(g, v; q)) ⊂ Zhc (q), where h = σn(y)g.
To this end, take y′ ∈ J(y) ∩ Yε(g, v; q). We need to prove that n′ := Rε(y′,g) =
n(y). Otherwise, we would have 1 ≤ n′ < n(y). Since gn′(y′) ∈ B˜(ε/e), by Propo-
sition 5.7, we would have gn
′
(J(y)) ⊂ B˜(ε), hence gn′(y) ∈ B˜(ε), contradicting the
minimality of n(y). This proves (7.8) and hence (7.7).
Since the intervals J(y), y ∈ Yε(g, v; q) form a covering of Yε(g, v; q), by Besi-
covic’s covering lemma, we can find a sub-covering with bounded intersection mul-
tiplicity. By Lemma 7.2, |J(y)| ≤ ε, so J(y) ⊂ B(v, 3ε). The inequality (7.5)
follows. 
Lemma 7.4. There exist K0 > 0 and ρ0 > 0 such that for each ε > 0 small enough
the following holds. For each x ∈ B˜(ε) and q ≥ 0, putting
Uε(x, q) = {g ∈ ΩNε : qε(Fε(x, g)) ≥ q},
we have
νNε (Uε(x, q)) ≤ K0e−ρ0q.
Proof. For x ∈ B˜(c; ε), c ∈ C and g ∈ ΩNε , putting
Xε(x,g; q) = {g ∈ Ωε : qε(Fε(g(x),g)) ≥ q} ,
then for each g ∈ Xε(x,g; q), we have g(x) ∈ Yε(g, f(c); q), so by (1.5) and (7.5),
νε(Xε(x,g; q)) ≤ pε(Yε(g, f(c); q)|x) ≤ L
( |Yε(g, f(c); q|)
2ε
)1/L
≤ K0e−ρ0q,
where K0 = L(K1/2)
1/L and ρ0 = (ℓmaxL)
−1. It follows that
νNε (Uε(x, q)) =
∫
Ωε
νε(Xε(x,g; q))dν
N
ε (g) ≤ K0e−ρ0q.

For q = (q1, q2, · · · , qn) ∈ Nn, let |q| =
∑n
i=1 qi. Moreover, for x ∈ [0, 1], let
Unε (x;q) be the set of g ∈ ΩNε with q(Fiε(x,g)) ≥ qi for i = 1, 2, . . . , n.
Lemma 7.5. For any q ∈ Nn, n ≥ 1, the following holds. For any x ∈ B˜(ε), we
have
(7.9) νNε (U
n
ε (x; q)) ≤ Kn0 e−ρ0|q|,
where K0 and ρ0 are constants as in Lemma 7.4.
Proof. The case n = 1 is given by Lemma 7.4. For n ≥ 2, it suffices to show that
for any q = (q1, q2, . . . , qn) ∈ Nn and x ∈ B˜(ε), we have
(7.10) νNε (U
n
ε (x;q)) ≤ K0e−ρ0qnνNε
(
Un−1ε (x;p)
)
,
where p = (q1, q2, . . . , qn−1).
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To this end, define
Ws =
{
g ∈ Un−1ε (x;p) :
n−2∑
i=0
Rε(F
i
ε(x,g)) = s
}
, s = 1, 2, . . . .
Then Un−1ε (x;p) =
⋃∞
s=1Ws. Note that for g, ĝ ∈ ΩNε with gi = ĝi for 0 ≤ i < s,
then g ∈Ws if and only if ĝ ∈ Ws. In other words, Ws can be written in the form
As × ΩNε , where As is a measurable subset of Ωsε. So νNε (Ws) = νsε (As).
By Lemma 7.4, for each (g0, g1, . . . , gs−1) ∈ As, we have
(7.11) νNε (Uε(gs−1 ◦ · · · ◦ g0(x); qn)) ≤ K0e−ρ0qn .
Since
Ws∩Unε (x;q) = {(g0, g1, . . . , gs−1,h) : (g0, g1, . . . , gs−1) ∈ As,h ∈ Uε(gs−1 ◦ · · · ◦ g0(x); qn)}
by Fubini’s theorem, we have
νNε (Ws∩Unε (x;q)) =
∫
As
νNε (Uε(gs−1 ◦ · · · ◦ g0(x); qn)) dνsε ≤ K0e−ρ0qnνNε (Ws).
It follows that
νnε (U
n
ε (x;q)) =
∞∑
s=1
νNε (Ws∩Unε (x;q)) ≤ K0e−ρ0qn
∞∑
s=1
νNε (Ws) = K0e
−ρ0qnνNε (U
n−1
ε (x;p)).
This proves (7.10), and completes the proof of this lemma. 
Proof of Proposition 7.1. Let K0 > 0 and ρ0 > 0 be as in Lemma 7.4 and let ρ =
min(ρ0/5, (2ℓmax)
−1). By the Stirling’s formula, there exists κ > 1 such that if m,n
are positive integers with m > κn/2 then the binomial coefficient
(
m+n−1
n−1
) ≤ eρm.
Replacing κ by a larger constant if necessary, we may assume K0 ≤ eκρ.
Fix c ∈ C and m ≥ 0. To estimate the size of Badcm(κ, ε), let
∆0 = {(x,g) : x ∈ B˜(c; ε), qε(x,g) ≥ m/2− κ},
and for non-negative integers m′, n, let
∆m
′
n = {(x,g) ∈ B˜(c; ε)× ΩNε : ∃s ≥ 1 such that Γs1(x,g; ε) = n, Qs1(x,g; ε) = m′}.
Put I = {(m′, n) ∈ N2 : 2m′ ≥ max(m,κn) > 0}. Let us prove that
(7.12) Badcm(κ, ε) ⊂ ∆0 ∪
 ⋃
(m′,n)∈I
∆nm′
 .
To this end, we first show that for each (x,g) ∈ Badcm(κ, ε), there exists s ≥ 0
such that
(7.13) Qs0(x,g; ε) > max(m− κ, κΓs0(x,g; ε)).
Indeed, let s0 be minimal such that Q
s0
0 (x,g; ε) ≥ m. If Qs00 (x,g; ε) > κΓs00 (x,g; ε)
then we take s = s0. Otherwise, take s < s0 to be the maximal integer such that
gs(x) ∈ B˜(ε). Since Qs0(x,g; ε) < m, we have Qs0(x,g; ε) > κΓs0(x,g; ε). Moreover,
since Qs00 (x,g; ε) ≤ κΓs00 (x,g; ε) and Γs00 (x,g; ε) = Γs0(x,g; ε) + 1, we have
Qs0(x,g; ε) > κΓ
s0
0 (x,g; ε)− κ ≥ Qs00 (x,g; ε)− κ ≥ m− κ.
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Thus the inequality (7.13) holds. For each (x,g) ∈ Badcm(κ, ε) \∆0, putting m′ =
Qs1(x,g; ε) and n = Γ
s
1(x,g; ε). Then (x,g) ∈ ∆nm′ . So it remains to show that
(m′, n) ∈ I. Note that
2m′ = 2(Qs0(x,g; ε)− qε(x,g)) > 2((m− κ)− (m/2− κ)) = m.
In particular, this implies n > 0. Moreover, since 2qε(x,g) ≤ m− κ < Qs0(x,g) we
have 2m′ ≥ Qs0(x,g) > κΓs0(x,g; ε)) > κn. This proves (m′, n) ∈ I and completes
the proof of (7.12).
Now let us estimate Pε(∆0). By definition of qε, there exists a constant C = C(κ)
such that for each g ∈ Ωnε ,
|{x ∈ B˜(c; ε) : qε(x,g) ≥ m/2− κ}| ≤ Cεe−m/(2ℓc) ≤ Cεe−ρm.
Thus by Fubini’s theorem,
(7.14) Pε(∆0) ≤ Cεe−ρm.
Finally, let us estimate Pε(∆
m′
n ) for (m
′, n) ∈ I. For each x ∈ B˜(ε), let
Em
′
n (x, ε) =
{
g ∈ ΩNε : (x,g) ∈ ∆m
′
n
}
.
Then
Em
′
n (x; ε) ⊂
⋃
q∈Nn
|q|=m′
Unε (x;q).
Since the number of q ∈ Nn with |q| = m′ is (m′+n−1n−1 ), by Lemma 7.5, we obtain
νNε (E
m′
n (x, ε)) ≤
(
m′ + n− 1
n− 1
)
e−ρ0m
′
Kn0 .
By our choice of constants, this gives us
νNε
(
Em
′
n (x, ε)
)
≤ eρm′e−ρ0m′eκρn ≤ e−ρ(4m′−κn).
For each (m′, n) ∈ I, we have m′ > κn/2, and hence
νNε
(
Em
′
n (x, ε)
)
≤ e−2ρm′ ,
which implies by Fubini’s theorem that
Pε(∆
m′
n ) =
∫
B˜(c;ε)
νε(E
m′
n (x, ε))dx ≤ e−2ρm
′ |B˜(c; ε)|.
Thus∑
(m′,n)∈I
Pε(∆
m′
n ) ≤
∞∑
m′=[m/2]
∑
n:(m′,n)∈I
Pε(∆
m′
n )
≤
∞∑
m′=[m/2]
e−2ρm
′ 2m′
κ
|B˜(c; ε)| = O(e−ρm|B˜(c; ε)|).
Combining the last inequality with (7.12) and (7.14), we obtain the desired estimate
(7.4). 
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7.2. Good return time and large scale time. The main result of this section
is the following proposition.
Proposition 7.6. Given θ > 0, κ > 0 and α > 0, there exists τ > 0 such that the
following holds provided that ε > 0 is small enough. For (x, g) ∈ B˜(ε) × ΩNε and
m ≥ 1, if (x, g) 6∈ Badm(κ, ε), then ĥθε,τ (x, g) ≤ mε−α.
To prove this proposition, we shall need a few lemmas.
Lemma 7.7. Consider f ∈ S1 and Ω = F1. Given K > 0 and β > 0, the following
hold for each (y,h) ∈ B˜(δ)× ΩNδ , provided that δ > 0 is small enough.
(i) If t ≥ 1 is an integer such that ht(y) ∈ B˜(c; δ) for some c ∈ C, then
log
(
|Dht(y)|d(y, C(h0))
|B˜(c; δ)|
)
≥ KΓt−10 (y,h; δ)−Qt−10 (y,h; δ) + δβt.
(ii) If t ≥ 1 is an integer such that ht(y) 6∈ B˜(δ), then
log
( |Dht(y)|d(y, C(h0))
d(ht(y), C(ht))
)
≥ δβt+ 2 log δ +KΓt−10 (y,h; δ)−Qt−10 (y,h; δ).
Proof. (i) It suffices to consider the case that hj(y) 6∈ B˜(δ) for each 1 ≤ j < t, since
the general case follows by induction on Γt−10 (y,h; δ). Let g = σh and x = h0(y).
Then by part (i) of Theorem 1, we have
|Dgt−1(x)| ≥ e
K
Dc(δ)
exp
(
δβt
)
,
provided that δ > 0 is small enough. Since
|Dht(y)|d(y, C(h0))
|B˜(c; δ)| = |Dg
t−1(x)| |Dh0(y)|d(y, C(h0))|B˜(c; δ)|
≥ |Dgt−1(x)|e
−qδ(y,h)δ
|B˜(c; δ)| = |Dg
t−1(x)|e−qδ(y,h)Dc(δ),
it follows that
log
(
|Dht(y)|d(y, C(h0))
|B˜(c; δ)|
)
≥ K − qδ(y,h) + δβt.
(ii) Put ρj = d∗(h
j(y), C) for 0 ≤ j ≤ t. By part (i) of this lemma, it suffices to
consider the case that ρj ≥ δ for all 1 ≤ j ≤ t. By part (ii) of Theorem 1,
|Dht(y)|d(y, C(h0)) ≥ e−qδ(y,h)δAδ1−ℓ−1max exp(δβt) > δ2eK−qδ(y,h) exp(δβt),
provided that δ > 0 is small enough. Since d(ht(y), C(ht)) ≤ 1, it follows that
log
( |Dht(y)|d(y, C(h0))
d(ht(y), C(ht))
)
≥ δβt+ 2 log δ +K − qδ(y,h),
as desired. 
Lemma 7.8. Given κ > 0 and θ > 0, the following holds provided that ε > 0
is small enough. Let (x, g) ∈ B˜(ε) × ΩNε , and let s ≥ 1 be an integer such that
gs(x) ∈ B˜(ε) and such that for each 0 ≤ j < s,
κΓs−1j (x, g; ε) ≥ Qs−1j (x, g; ε).
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Then s is a θ-good return time of (x, g) into B˜(ε)× ΩN.
Proof. Let 0 = s0 < s1 < s2 < · · · < sn = s be all the integers such that gsi(x) ∈
B˜(ε) and let ci ∈ C be such that gsi(x) ∈ B˜(ci, ε). For each 0 ≤ i ≤ n, let
Ai = |Dgsi(x)|/d(gsi(x), C(gsi)) and A˜i = |Dgsi(x)|/|B˜(ci; ε)|. We need to prove
that θA˜n ≥ A(x,g, s). By Proposition 5.6, we have
A(x,g, s) ≤
n−1∑
i=0
Ai + θ(ε)
n∑
i=1
A˜i ≤ A0 + (1 + θ(ε))
n−1∑
i=1
Ai + θ(ε)A˜n,
where θ(ε)→ 0 as ε→ 0.
Let K0 be a large constant and assume ε > 0 small. By Lemma 7.7 (i), for each
i = 0, 1, . . . , n− 1,
log
Ai
A˜n
≥ (K0 + κ)Γs−1si (x,g; ε)−Qs−1si (x,g; ε,Q) ≥ (n− i)K0,
hence Ai ≤ e−(n−i)K0A˜n. Thus
A(x,g, s) ≤
(
e−K0n + (1 + θ(ε))
n−1∑
i=1
e−K0(n−i) + θ(ε)
)
A˜n ≤ A˜n/θ,
provided that ε > 0 is small enough. 
Lemma 7.9. Given θ > 0 and γ > 0, there exists τ > 0 such that the following
holds provided that ε > 0 is small enough. Let (x, g) ∈ B˜(ε) × ΩNε and let s ≥ 1 be
an integer such that for each 0 ≤ j < s,
(7.15) s− j > ε−γQs−1j (x, g; ε).
Then ĥθε,τ (x, g) ≤ s.
Proof. Let β = γ/4 and K = 1. Let ε0 > 0 be a small constant such that the
conclusion of Lemma 7.7 holds for all δ ∈ (0, ε0]. In the following, we assume that
ε ∈ (0, ε0/e] is small. Let N be the maximal integer such that eN−1ε ≤ ε0. Then
2 ≤ N ≤ log(ε0/ε) + 1 < ε−β.
Let s0 = s and for i = 1, 2, . . . , N , let
si = max{0 ≤ j ≤ s : gj(x) ∈ B˜(eN−iε)}.
Define an integer n ∈ {0, 1, . . . , N} as follows: if s0 − sN < ε−3β, then n = N ;
otherwise, let n be the minimal integer in {0, 1, . . . , N − 1} such that sn − sn+1 ≥
ε−2β. Note that the minimality of n implies s0 − sn < Nε−2β ≤ ε−3β. By (7.15),
it follows that for 0 ≤ j < sn, we have
(7.16) sn − j ≥ ε−3βQsn−1j (x,g; ε).
Note that this inequality is clear if the right hand side is zero.
If n = N , then by Lemma 7.8, sN is a θ-good return time of (x,g) into B˜(ε)×ΩN,
so we are done in this case. Assume from now on n < N , so that gsn(x) 6∈ B˜(ε).
For each 0 ≤ j ≤ sn, let
Aj := |Dgj(x)|/d(gj(x), C).
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We need to estimate Asn/A(x,g, sn) from below. Let sN+1 > sN+2 > · · · >
sN+N0 = 0 be all the integers such that g
sN+i(x) ∈ B˜(ε). Then, by Lemma 7.7 (ii),
for all N +N0 ≥ k > n, we have
log
Asn
Ask
≥ εβ(sn − sk) + 2 log ε−Qsn−1sk (x,g; ε).
(To apply the lemma, we take (y,h) = F sk(x,g) and δ = ε in the case k ≥ N and
δ = eN−kε otherwise.) Since sn − sk ≥ sn − sn+1 ≥ ε−2β, by (7.16), this implies
that
(7.17) log
Asn
Ask
≥ ε
β
2
(sn − sk) ≥ ε
−β
2
.
Thus
N+N0∑
i=n+1
Asi ≪ Asn .
By Proposition 5.6, this implies,
(7.18) A(x,g, sn+1 + 1) ≤ 2
N+N0∑
i=n+1
Asi ≪ Asn .
Let us now distinguish two cases to complete the proof.
Case 1. n > 0. Then gsn(x) ∈ B˜(ε0). By Proposition 5.6 again,
sn−1∑
j=sn+1+1
|Dgj(x)|
d(gj(x), C) ≪
|Dgsn(x)|
d(gsn(x), C) .
Together with (7.18), this gives A(x,g, sn)≪ Asn , so sn is a θ-good return time of
(x,g) into B˜(ε).
Case 2. n = 0. Then gj(x) 6∈ B˜(ε0/e) for s1 < j < s0. By part (ii) of Theorem 1
(or Lemma 5.3), |Dgsn(x)|/|Dgj(x)| is exponentially big in sn − j, hence
sn−1∑
j=sn+1+1
|Dgj(x)|
d(gj(x), C) ≺
|Dgsn(x)|
d(gsn(x), C) .
Together with (7.18), this gives A(x,g, sn) ≍ Asn , which implies that sn is a τ -scale
expansion time of (x,g) for some constant τ > 0. 
Proof of Proposition 7.6. Fix β ∈ (0, α/4). Let (x,g) ∈ B˜(ε) × ΩNε with ε > 0
small. We first prove that there exists τ > 0 such that
(7.19) ĥθε,τ (x,g) ≤ T1 := inf{s ≥ 1 : s > ε−4βQs−10 (x,g; ε)}.
Indeed, if T1 <∞, then the minimality of T1 implies that for each 0 ≤ j < T1,
T1 − j ≥ ε−4βQT1−1j (x,g; ε).
By Lemma 7.9, there exists τ > 0 such that the inequality (7.19) holds.
Assume now that (x,g) 6∈ Badm(κ, ε). If T1 ≤ mε−α then ĥθε,τ (x,g) ≤ T1 ≤
mε−α, and the proof is completed. So assume T1 > mε
−α. Then for s0 = [mε
−α]
we have s0 ≤ ε−4βQs0−10 (x,g, ε), which implies that Qs0−10 (x,g; ε) > m. Since
(x,g) 6∈ Badm(κ, ε), there exists a minimal non-negative integer s1 such that
Q
s1
0 (x,g; ε) ≤ min(m,κΓs10 (x,g; ε)).
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Since Qs10 (x,g; ε) ≤ m < Qs00 (x,g; ε) we have s1 < s0. Moreover, the minimality of
s1 implies that g
s1(x) ∈ B˜(ε) and that for each 0 ≤ j < s1,
Q
s1
j (x,g; ε) ≤ κΓs1j (x,g; ε).
If s1 ≥ 1, then by Lemma 7.8, hθε(x,g) ≤ s1 < s0 ≤ mε−α, and the proof is
completed. Suppose s1 = 0 and let
s2 = inf{s > s1 : gs(x) ∈ B˜(ε)}.
Again by Lemma 7.8, hθε(x,g) ≤ s2, so by (7.19), ĥθε,τ (x,g) ≤ min(s2, T1). By the
minimality of T1 once again, for each 0 < s < min(s2, T1), we have
s ≤ ε−4βQs−10 (x,g) = ε−4βqε(x,g) ≤ ε−4βκ.
Therefore
ĥθε,τ (x,g) ≤ κε−4β + 1 < mε−α.
The proof is completed. 
7.3. Proof of Propositions 6.2 and 6.3.
Proof of Proposition 6.2. Take α ∈ (0, γ/p), and let τ > 0 be given by Proposi-
tion 7.6. Then for (x,g) ∈ B˜(c; ε)× ΩNε with ε > 0 small enough,
ĥθε,τ (x,g) > mε
−α ⇒ (x,g) ∈ Badcm(κ, ε).
Thus ∫ ∫
B˜(c;ε)×ΩNε
(
ĥθε,τ (x,g)
)p
dPε ≤
∞∑
m=1
mpε−αpPε(Bad
c
m(κ, ε)).
By Proposition 7.1, (6.8) follows. 
Proof of Proposition 6.3. Clearly, there exists κ = κ(b) and m = m(b) ≥ 1 such
that for (x,g) ∈ B˜(ε)× ΩNε with x 6∈ B˜(bε), we have (x,g) 6∈ Badm(κ, ε), provided
that ε > 0 is small. So the desired estimate follows from Proposition 7.6. 
8. Inducing to a large scale
In this section, we shall prove Propositions 6.4 and 6.5, hence complete the proof
of Theorem 2. Let f,Ω, νε, Pε be as introduced at the beginning of § 6.
8.1. Preparatory lemmas. We say that a positive integer s is a θ-close return
time of (x,g) ∈ [0, 1]×ΩN if θ|Dgs(x)| ≥ A(x,g, s)d(gs(x), C(gs)). So for 0 < ε ≤ δ
small enough, if (x,g) ∈ [0, 1] × ΩNε and s is a θ-good return time of (x,g) into
B˜(δ)×ΩN, then s is a θ-close return, since gs has a critical point in each component
of B˜(δ). If s is a τ -scale expansion time of (x,g) ∈ [0, 1]×ΩN, then it is a θ0/τ -close
return time.
Lemma 8.1. Consider (x, g) ∈ [0, 1]× ΩN.
(i) Let 0 = T0 < T1 < · · · < Tn be integers such that for each 0 ≤ i < n,
Ti+1 − Ti is a 1/2-close return of FTi(x, g). Then Tn is a 1-close return
time of (x, g).
(ii) If t is θ1-close return of (x, g) and s is a θ2-good return time of (y,h) :=
F t(x, g) into B˜(δ) × ΩN for some δ > 0, then t + s is a (1 + θ1)θ2-good
return time of (x, g) into B˜(δ)× ΩN.
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Proof. (i) For 0 ≤ i < n, let Ai = A(FTi(x,g), Ti+1 − Ti) and A˜i = |DgTi(x)|Ai.
By assumption, for each i, we have
1
2
|DgTi+1(x)|
|DgTi(x)| ≥ Aid(g
Ti+1(x), C(gTi+1)).
For i < n − 1, since d(gTi+1(x), C(gTi+1))Ai+1 ≥ 1, this implies that A˜i+1 ≥ 2A˜i.
Thus
A(x,g, Tn) =
n−1∑
i=0
A˜i ≤ 2A˜n−1,
which implies the statement.
(ii) Since A(y,h, s) ≥ 1/d(gt(x), C(gt)), we have
θ1|Dgt(x)| ≥ A(x,g, t)/A(y,h, s).
Thus
A(x,g, t+ s) = A(x,g, t) + |Dgt(x)|A(y,h, s) ≤ (1 + θ1)|Dgt(x)|A(y,h, s)
= (1 + θ1)|Dgt+s(x)|A(y,h, s)|Dhs(y)| ≤ (1 + θ1)θ2|Dg
t+s(x)||B˜(c; δ)|,
where c ∈ C is such that gt+s(x) ∈ B˜(c; δ). The statement follows. 
We say that a Borel measurable map G : E → [0, 1] × ΩN defined on a Borel
subset E of [0, 1]× ΩN is induced by F if there exists a Borel measurable function
T : E → Z+ such that G (x,g) = FT (x,g)(x,g) for each (x,g) ∈ E . We say that G
is future-free if the following holds: for (x,g) ∈ E and h ∈ ΩN with gi = hi for each
0 ≤ i < T (x,g), we have (x,h) ∈ E and T (x,h) = T (x,g).
Given Borel probability measure ν on Ω, let
(8.1) LνG (y) =
∫
ΩN
Lg
G
(y)dνN(g)
for each y ∈ [0, 1], where
(8.2) Lg
G
(y) =
∑
x∈E g
gT (x,g)(x)=y
1
|DgT (x,g)(x)| .
The following is a simple consequence of the Fubini’s Theorem.
Lemma 8.2. Let G : E → [0, 1] × ΩN be a future-free, Borel measurable induced
map with an inducing time function T and let φ : E → [0,∞) be a Borel measurable
function. Then for any Borel probability measure ν on Ω, we have∫
E
φ(G (x, g))dxdνN(g) =
∫
ΩN
∫ 1
0
LνG (y)φ(y,h)dydνN(h).
Proof. LetXT = {(x,g) ∈ E : T (x,g) = T } and let LgT (y) =
∑
x∈XgT∩g
−T (y) |DgT (x)|−1.
Then∫
XT
φ(G (x,g))dxdνN =
∫
ΩN
∫
Xg
T
φ(G (x,g))dxdνN
=
∫
ΩN
∫ 1
0
LgT (y)φ(y, σTg)dydνN =
∫ 1
0
∫
ΩN
LgT (y)φ(y, σT g)dνNdy.
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Since G is future free, LgT (y) depends only on the first T coordinates of g. Thus∫
ΩN
LgT (y)φ(y, σTg)dνN =
∫
ΩN
LgT (y)dνN
∫
ΩN
φ(y, σTg)dνN =
∫
ΩN
LgT (y)dνN
∫
ΩN
φ(y,g)dνN,
and so ∫
XT
φ(G (x,g))dxdνN =
∫ 1
0
(∫
ΩN
LgT (y)dνN
∫
ΩN
φ(y,g)dνN
)
dy.
Since E =
⋃∞
T=1XT and LgG (y) =
∑∞
T=1 LgT (y), the lemma follows. 
8.2. Proof of Proposition 6.4.
Lemma 8.3. Given τ > 0 and θ > 0 the following holds provided that 0 < ε ≤
δ ≤ δ0 are small enough. For any x ∈ B˜(δ) and g ∈ ΩNε , if h = ĥθδ,τ(x, g) <∞ and
l = lδ0(F
h(x, g)) <∞, then l + h is a θ-good return time of (x, g) into B˜(δ′)× ΩN
for some δ′ ∈ [δ, δ0].
Proof. Let θ1 = max(θ0/τ, 1) and let θ2 = θ/(1+θ1). Provided that δ0 > 0 is small
enough, we have
(8.3) |B˜(c; δ0)| < τθ/θ0 for each c ∈ C,
and moreover, by Lemma 6.1,
(8.4) either l = 0, or l = hθ2δ0 (F
h(x,g)).
Assume first that gh(x) ∈ B˜(δ0). Then l = 0. If h is a τ -scale expansion time,
then by (8.3), it is a θ-good return time of (x,g) into B˜(δ0)× ΩN, so we are done.
Otherwise, it is a θ-good return time of (x,g) into B˜(δ′′)×ΩN for some δ′′ ≥ δ. Let
δ′ = min(δ′′, δ0). By definition, it follows that h is a θ-good return time of (x,g)
into B˜(δ′)× ΩN.
Assume now that gh(x) 6∈ B˜(δ0). Then l ≥ 1 and so the latter part of (8.4)
holds. Since h is a θ1-close return of (x,g), by Lemma 8.1, we conclude that l + h
is a θ-good return time of (x,g) into B˜(δ0)× ΩN. 
Proof of Proposition 6.4. (i) Fix θ > 0, p ≥ 1 and γ > 0 and let τ > 0 be given by
Proposition 6.2. Assume δ0 > 0 is small. Then for each ε ∈ (0, δ0], we have
(8.5)
1
|B˜(c; ε)|
∫
B˜(c;ε)×ΩNε
(ĥθε,τ (x,g))
pdPε ≤ ε−γ .
By Proposition 2.5, there exist constants ε0 ∈ (0, δ0), C1 > 0 and ρ0 > 0 such that
for each g ∈ ΩNε with ε ∈ (0, ε0], we have |{y : lδ0(y,g) ≥ l}| ≤ C1e−ρ0n.
Now fix c ∈ C and ε ∈ (0, ε0]. Write h(x,g) = ĥθε,τ (x,g), l(x,g) = lδ0(x,g)
and H(x,g) = infδ′∈[ε,δ0] h
θ
δ′(x,g). Then h(x,g) and l(x,g) are finite Pε-almost
everywhere. By Lemma 8.3, for each (x,g) ∈ B˜(ε)× ΩNε , we have
(8.6) h(x,g) + l(Fh(x,g)(x,g)) ≥ H(x,g),
provided that δ0 is small enough.
For each k = 1, 2, . . ., let Xk = {(x,g) ∈ B˜(c; ε) × ΩNε : h(x,g) = k}, let
Gk : Xk → [0, 1]×ΩN be the measurable induced map defined by (x,g) 7→ F k(x,g),
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and let φk : [0, 1]× ΩN → [0,∞) be defined as
φk(y,h) =
{
l(y,h) if ∞ > l(y,h) > k and h ∈ ΩNε ;
0 otherwise.
Let Lk :=
∫ ∫
[0,1]×ΩNε
(φk(y,h))
pdPε. By the choice of ε0, there exists a constant
C2 > 0 such that
(8.7)
∞∑
k=1
Lk ≤ C2.
Claim. There exists a constant C3 > 0 such that for each y ∈ [0, 1] \ B˜(δ0), each
g ∈ ΩNε , and each k = 1, 2, . . ., we have L νεGk (y) ≤ C3|B˜(c; ε)|.
Indeed, for each (x,g) ∈ Xk, letting Jgx,k be defined as in (6.1), we have that
N (gk|Jgx,k) ≤ 1, |Jgx,k| < θ0d(x, C(g0)) ≤ θ0|B˜(c; ε)|. Given g ∈ ΩNε and k =
1, 2, . . ., these intervals Jgx,k, with (x,g) ∈ Xk and gk(x) = y, are pairwise disjoint.
Moreover, for these (x,g), |gk(Jgx,k)| is bounded from below by a constant τ1 =
τ1(τ, δ0) > 0. Therefore
L
g
Gk
(y) =
∑
x∈Xg
k
gk(x)=y
1
|Dgk(x)| ≤
e
τ1
∑
x∈Xg
k
gk(x)=y
|Jgx,k| ≤ e(1 + θ0)τ−11 |B˜(c; ε)|.
The claim is proved.
Since Gk is future-free, by Lemma 8.2, we obtain
Mk :=
∫
Xk
(φk(Gk(x,g)))
pdPε =
∫
ΩNε
∫ 1
0
L
νε
Gk
(y)(φk(y,h))
pdPε
Since φk(y,h) = 0 for each y ∈ B˜(δ0), and by the claim above, we obtain
Mk =
∫
ΩNε
∫
[0,1]\B˜(δ0)
L
νε
Gk
(y)(φk(y,h))
pdPε ≤ C3|B˜(c; ε)|Lk.
Combining with (8.7), we obtain
(8.8)
∞∑
k=1
Mk ≤ C2C3|B˜(c; ε)|.
On each Xk we have H(x,g) ≤ 2h(x,g) + φk(x,g), so∫
Xk
(H(x,g))pdPε ≤ C4
∫
Xk
(h(x,g))pdPε + C4Mk,
where C4 > 0 is a constant. Thus
|B˜(c; ε)|Sθp(ε, ε; c, δ0) =
∞∑
k=1
∫
Xk
(H(x,g))pdPε ≤ C4
∞∑
k=1
∫
Xk
(h(x,g))pdPε+C4
∞∑
k=1
Mk
= C4
∫
B˜(c;ε)×ΩNε
h(x,g)pdPε + C4
∞∑
k=1
Mk.
By (8.5) and (8.8), the desired estimate follows.
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(ii) Similarly as in (i), using Proposition 6.3 instead of Proposition 6.2, we prove
that for δ0 small enough, there exists ε0 > 0 such that if 0 < δ ≤ δ0/e and
0 < ε ≤ min(δ, ε0), then we have
1
|B˜(c; δ)|
∫ ∫
(B˜(c;eδ)\B˜(δ))×ΩNε
(
inf
δ′∈[eδ,δ0]
hθδ′
)p
dPε ≤ C′δ−γ ,
where C′ > 0 is a constant, which implies∫ ∫
(B˜(c;eδ)\B˜(δ))×ΩNε
1
d(x, C)
(
inf
δ′∈[eδ,δ0]
hθδ′
)p
dPε ≤ C′′δ−γ .
The desired estimate follows. 
8.3. Proof of Proposition 6.5. Fix p ≥ 1, γ > 0 and λ ∈ (e−ℓ−1max , 1). Let θ > 0
be small such that (
1− (36θ#C)1/p
)p
λeℓ
−1
max > 1.
Let δ0 > 0 be a small constant and consider 0 < ε ≤ δ ≤ δ0/e. Let
s(x,g) = inf
δ′∈[δ,δ0]
hθδ′(x,g), and ŝ(x,g) = inf
δ′∈[eδ,δ0]
h
θ/e
δ′ (x,g),
and let
(8.9) ϕ(x,g) =
 s(x,g) if x ∈ B˜(δ);
ŝ(x,g) otherwise.
Let Ê0 = B˜(δ0)× ΩNε ⊃ E0 = B˜(eδ)× ΩNε , let
E1 = {(x,g) ∈ B˜(δ)× ΩNε : s(x,g) < ŝ(x,g)}
and let G : E1 → Ê0 denote the map (x,g) 7→ F s(x,g)(x,g). For each n = 1, 2, . . .,
let En = dom(G
n) and ϕn = 1Enϕ ◦ G n. Furthermore, for each c ∈ C, and
n = 0, 1, . . ., let En(c) = En ∩ (B˜(c; δ0)× ΩNε ), Gc = G |E1(c), and
Kn(c) =
(∫ ∫
En(c)
ϕ(G n(x,g))pdPε
)1/p
.
Lemma 8.4. Assume δ0 small. Then
(8.10)
(
|B˜(c; eδ)|Sθp(eδ, ε; c, δ0)
)1/p
≤
∞∑
n=0
Kn(c).
Proof. It suffices to prove that for each (x,g) ∈ E0, we have
(8.11) inf
δ′∈[eδ,δ0]
hθδ′(x,g) ≤
∞∑
n=0
ϕn(x,g),
provided that δ0 is small enough.
If (x,g) ∈ ⋂∞n=0En, then the right hand side is infinity, so the inequality holds.
If (x,g) ∈ E0 \ E1, then the inequality holds by definition. So assume that there
exists an integer n ≥ 1 such that (x,g) ∈ En \ En+1. In this case, the inequality
follows from Lemma 8.1. Indeed, letting T0 = 0 and Ti =
∑i−1
j=0 ϕj(x,g) for each
1 ≤ i ≤ n+1, then for each 0 ≤ i < n, Ti+1−Ti is a 1/2-close return of FTi(x,g), so
by part (i) of that lemma, Tn is a 1-close return of (x,g). Since Tn+1 is a θ/2-good
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return time of FTn(x,g) into B˜(δ′) × ΩNε for some δ′ ∈ [eδ, δ0], it follows by part
(ii) of that lemma that Tn+1 is a θ-good return time of (x,g) into B˜(δ
′)× ΩNε . 
To complete the proof of Proposition 6.5, we shall estimate Kn(c).
Lemma 8.5. Assume δ0 small. For any c, c
′ ∈ C and y ∈ B˜(c′; δ0), we have
Lνε
Gc
(y) ≤ 36θ |B˜(c; δ)||B˜(c′; δ′)| ,
where δ′ = max(δ, d∗(y, C)).
Proof. Fix c, c′ ∈ C, y ∈ B˜(c′; δ0), g ∈ ΩNε and let δ′ = max(δ, d∗(y, C)). We shall
prove that Lg
Gc
(y) ≤ 36θ|B˜(c; δ)|/|B˜(c′; δ′)| which clearly implies the lemma. Let
X denote the set of all x ∈ B˜(c; δ) for which (x,g) ∈ E1(c) and gs(x,g)(x) = y. For
each x ∈ X , let Ĵx := Ĵgx,s(x,g) be as defined in (6.1). Then Ĵx ⊂ (0, 1), gs(x,g) maps
Ĵx diffeomorphically onto its image withN (gs(x,g)|Ĵx) ≤ 1. Let I ⊃ I0 be the closed
intervals centered at c′ and such that |I| = |B˜(c′; δ′)|/(eθ), |I0| = 4|B˜(c′; δ′)|. Since
gs(x,g)(x) = y, s(x,g) is a θ-good of (x,g) into B˜(δx) × ΩNε for some δx ∈ [δ′, δ0].
Thus gs(x,g)(Ĵx) ⊃ I. Let Jx ⊃ J˜x be subintervals of Ĵx such that gs(x,g)(Jx) = I
and gs(x,g)(J˜x) = I0. Then
(8.12) |J˜x| ≤ e |I0||I| |Jx| ≤ 4e
2θ|Jx|,
and both components of Jx \ J˜x have length bigger than |J˜x|. Since
(8.13) Lg
Gc
(y) ≤ e
∑
x∈X
|Jx|/|I| ≤ e2θ
∑
x∈X
|Jx|/|B˜(c′; δ′)|,
it suffices to prove
(8.14)
∑
x∈X
|Jx| ≤ 4|B˜(c; δ)|.
To this end, we shall first prove the following claim: For each x′ ∈ Jx ∩ X with
s(x′, g) > s(x, g), we have Jx ⊃ J˜x ⊃ Jx′ .
To prove this claim, let s = s(x,g), s′ = s(x′,g) and let (z,h) = F s(x′,g). We
first prove that d∗(z, C) ≤ δ′. Arguing by contradiction, assume d∗(z, C) > δ′. Since
hs
′−s(x′) = gs
′
(x′) = y there exists a minimal positive integer t ≤ s′ − s such that
d∗(h
t(z), C) ≤ δ′. Let δ′′ ∈ (δ′, δ0] be such that d∗(hj(z), C) ≥ δ′′ for all 0 ≤ j < t.
Then by Lemma 6.1, t is a θ/(2e2)-good return time of (z,h) into B˜(δ′′) × ΩNε ,
provided that δ0 is small enough. By Lemma 2.1,
|Dgs(x′)|
A(x′,g, s)
≥ e−1 |Dg
s(x)|
A(x,g, s)
,
which implies that |Dgs(x′)| ≥ A(x′,g, s)d(gs(x′), C(gs)), i.e., s is a 1-close return
of (x′,g). By Lemma 8.1, it follows that s+ t is a θ/e2-good return time of (x,g)
into B˜(δ′′) × ΩNε . Since δ′′ ≥ δ, this implies that ŝ(x′,g) ≤ s + t ≤ s′. Since
ŝ(x′,g) ≥ s(x′,g) = s′, it follows that ŝ(x′,g) = s(x′,g), which contradicts the
assumption that (x′,g) ∈ E1. This proves d∗(z, C) ≤ δ′. Since N (gs|Jx′) ≤ 1, we
have |gs(Jx′)|
d(gs(x′), C) ≤
e|Dgs(x′)||Jx′ |
d(gs(x′), C) ≤
2eθ0
A(x′,g, s′)
|Dgs(x′)|
d(gs(x′), C) ≤ 2eθ0,
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it follows that gs(Jx′) ⊂ I0. The claim follows.
Let us now complete the proof of (8.14). Indeed, we can decompose X as a
disjoint union of subcollections X (k), k = 0, 1, . . ., as follows: X (0) is the subset of
X consisting of those x’s for which s(x,g) ≤ s(x′,g) for each x′ ∈ Jx ∩ X , and for
each k = 1, 2, . . ., X (k) is the subset of X \ (⋃k−1i=0 X (i)) consisting of those x’s for
which s(x,g) ≤ s(x′,g) for each x′ ∈ Jx ∩ (X \ (
⋃k−1
i=0 X (i))). Then the claim and
(8.12) imply that for each k = 1, 2, . . .,∑
x′∈X (k)
|Jx′ | ≤
∑
x∈X (k−1)
|J˜x| ≤ 1
2
∑
x∈X (k−1)
|Jx|.
Since each Jx, x ∈ X , has length less than |B˜(c; δ)| the inequality (8.14) follows. 
Proof of Proposition 6.5. Let S = maxc∈C S
θ
p(δ, ε; c, δ0), let Ŝ = Ŝ
θ/e
p (δ, ε; δ0) and
let K˜n = maxc∈C(Kn(c))
p/|B˜(c; δ)|, for each n = 0, 1, . . . and c ∈ C. In the following
we shall prove that
(8.15) K˜n ≤ (36θ#C)n(S + 2Ŝ).
First of all, by definition, for each c ∈ C,
(8.16) (K0(c))
p ≤ |B˜(c; δ)|Sθp(δ, ε; c, δ0) + |B˜(c; 2δ)|Ŝ.
Thus (8.15) holds for n = 0, provided that δ0 is small enough.
Note that Gc is future-free. Applying Lemmas 8.2 and 8.5 to Gc and φ = ϕ
p, we
obtain
(K1(c))
p =
∫
B˜(δ0)×ΩNε
Lνε
Gc
(y)(ϕ(y,g))pdydνNε
=
∑
c′∈C
∫
B˜(c′;δ)×ΩNε
Lνε
Gc
(y)(ϕ(y,g))pdPε +
∫
(B˜(δ0)\B˜(δ))×ΩNε
Lνε
Gc
(y)(ϕ(y,g))pdPε
≤ 36θ|B˜(c; δ)|
(∑
c′∈C
Sθp(δ, ε; c
′, δ0) + Ŝ
θ/e
p (δ, ε; δ0)
)
≤ 36θ#C(S + Ŝ).
So (8.15) holds for n = 1. Similarly, for each n ≥ 1, applying Lemmas 8.2 and 8.5
to Gc and φ = ϕ
p
n, we obtain
(Kn+1(c))
p =
∫
En
Lνε
Gc
(y)(ϕn(y,g))
pdPε ≤ 36θ|B˜(c, δ)|
∑
c′∈C
(Kn(c
′))p
|B˜(c′; δ)| ,
which implies that K˜n+1 ≤ 36θ#CK˜n. By induction, (8.15) holds for all n.
By (8.10), (8.15) and the choice of θ, the proposition follows. 
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