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RE´SUME´
La maintenance des programmes oriente´s objets est une activite´ tre`s couˆteuse et la
compre´hension des programmes par les mainteneurs est essentielle pour la re´aliser.
L’analyse de l’e´volution de l’architecture d’un programme aide a` comprendre les
proble`mes rencontre´s lors de sa conception ainsi que les solutions apporte´es. Les
techniques existantes utilise´es pour l’analyse de l’e´volution de logiciels pre´sentent
toutes, cependant, un proble`me de performance.
Le but de notre travail de recherche est d’e´tudier l’e´volution de logiciels d’un
point de vue biologique. Nous proposons un mapping entre l’e´volution biologique
et l’e´volution logicielle. Ce mapping propose une solution aux proble`mes de per-
formance, en adaptant des algorithmes efficaces de comparaisons et d’alignements
de chaˆınes de caracte`res de bio-informatique, pour be´ne´ficier de leurs performances
sur des programmes de grande taille. Parmi nos re´sultats actuels, nous rapportons
l’e´vidence de l’utilite´ de notre mapping en identifiant les classes en e´volution qui
maintiennent une structure stable des relations (utilisation, association, agre´gation,
cre´ation, he´ritage) avec d’autres classes et constituent ainsi probablement les e´pines
dorsales des programmes. Nous rapportons aussi l’application de notre approche
sur plusieurs programmes diffe´rents et comparons son exe´cution et re´sultats avec
l’approche la plus re´cente de la litte´rature.
Mots cle´s : E´volution de logiciels ; changement de l’architecture ; sta-
bilite´ de l’architecture ; e´volution biologique ; homologie ; algorithmes de
bio-informatique.
ABSTRACT
The maintenance of large programs is a costly activity because their evolution
often leads to two problems: an increase in their complexity and an erosion of their
design. These problems impede the comprehension and the future evolution of
the programs. Most previous approaches of software evolution analysis are limited
because of their performance.
The goal of our research work is to study the evolution of programs from a
biological point of view by presenting a mapping between biological evolution and
software evolution. This mapping offers a solution to the efficiency problem by
using adaptation of string matching algorithms from bio-informatics to benefit
from their performance on large programs. We report evidence of the usefulness
of this mapping by identifying evolving classes that maintain a stable structure of
relations (use, association, aggregation, inheritance, creation) with other classes
and thus likely constitute the backbones of the programs. We apply our approach
on several different size programs and compare its performance and results with
the most recent approach from the literature.
Keywords: Software evolution; Design change; Design stability; Bio-
logical evolution; Homology; Bioinformatics Algorithms
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CHAPITRE 1
INTRODUCTION
Nous de´crivons brie`vement, dans ce chapitre, les proble`mes qui ont motive´
cette recherche, le but de notre travail ainsi que les solutions que nous propo-
sons (re´alise´es et futures). Nous terminons en donnant un aperc¸u des diffe´rents
chapitres du rapport.
1.1 Contexte : maintenance et e´volution des programmes
Les syste`mes industriels actuels ne´cessitent le de´veloppement de programmes de
plus en plus complexes et exigent de leur part qu’ils soient de tre`s bonne qualite´ du
point de vue de la maintenabilite´ et de la re´utilisabilite´. Dans l’industrie, le couˆt de
maintenance d’un programme est estime´ entre 50% et 75% de son couˆt total [35].
On estime e´galement que plus de la moitie´ de cette maintenance est consacre´e a` la
compre´hension du programme lui-meˆme [10]. La maˆıtrise de la compre´hension des
programmes s’ave`re donc indispensable.
Un programme doit constamment e´voluer pour rester utile. Ceci est principa-
lement duˆ aux changements des besoins de ses utilisateurs et l’accroissement de
leurs exigences. Faire e´voluer un programme est un re´el de´fi. L’expe´rience pratique
avec de grands projets a montre´ que les de´veloppeurs font toujours face a` des dif-
ficulte´s dans la maintenance de leur programmes [31]. De plus, depuis l’ave`nement
des programmes a` code source libre (open-source), le de´veloppement peut eˆtre
re´alise´ par des milliers de de´veloppeurs re´partis sur toute la plane`te, ce qui aggrave
les difficulte´s de maintenance. La communaute´ du ge´nie logiciel, qui s’inte´resse a`
la compre´hension de programmes, fait face a` des de´fis de taille : Comment aider
les de´veloppeurs a` saisir toute la complexite´ de ces programmes ? Comment les
aider a` de´couvrir quelles composantes du programme sont concerne´es par leurs
2changements ? Comment les aider a` re´aliser leurs changements sans introduire de
bogues ou aller a` l’encontre des choix de conception pris avant leur contribution ?
De nouvelles me´thodes et de nouveaux outils d’e´valuation et de compre´hension de
l’e´volution des programmes sont ne´cessaires pour aider les de´veloppeurs dans leurs
activite´s de maintenance.
Si on se tourne maintenant vers un tout autre domaine, l’e´tude de l’e´volution
des eˆtres vivants est identifie´e, par les biologistes, comme la cle´ de de´part de la
compre´hension du phe´nome`ne vivant, de son origine et de son avenir. Le fait de dis-
poser du ge´nome complet d’un grand nombre d’organismes ouvre des perspectives
nouvelles concernant l’analyse de l’e´volution biologique. Meˆme si les biologistes sont
loin de connaˆıtre la fonction de tous les ge`nes, la ge´nomique comparative permet
de´ja` de poser des questions sous un angle nouveau. Les biologistes peuvent e´tudier
non seulement la pre´sence mais aussi l’absence de ge`nes pour de´tecter des groupes
de ge`nes co-occurrents et analyser l’obsolescence des ge`nes ou leur “e´rosion” pro-
gressive dans certaines espe`ces ou` leur fonction n’est plus requise.
Les bio-informaticiens sont donc confronte´s a` des proble`mes similaires a` la re-
cherche de patrons re´currents dans l’e´volution des programmes. En effet, localiser
des ge`nes mute´s ou des prote´ines modifie´es, dans de longues se´quences d’ADN (de
plusieurs millions de caracte`res), sont des proble`mes essentiels en ge´nomique com-
parative. L’e´laboration d’algorithmes efficaces pour l’alignement local ou global de
se´quences d’ADN est donc une proble´matique naturelle. De nombreux chercheurs
ont donc travaille´ a` l’ame´lioration d’algorithmes de recherche de patrons (motifs)
classiques [30, 34] dans le but de les acce´le´rer, que ce soit par l’utilisation d’al-
gorithmes paralle`les ou d’outils combinatoires [5, 7, 29]. Plusieurs des algorithmes
de´veloppe´s sont tre`s efficaces en temps et pourraient possiblement eˆtre adapte´s
pour re´soudre le proble`me d’identification de motifs re´currents de conception dans
des programmes de grandes tailles.
31.2 Proble´matique : e´tude de l’histoire de grands programmes
La plupart des outils de´veloppe´s pour e´tudier l’e´volution des programmes sont
base´s sur des comparateurs, comme par exemple diff [16] qui permet de comparer
le contenu de deux fichiers et de montrer les diffe´rences entre ces fichiers en termes
de lignes ajoute´es, supprime´es ou modifie´es. Bien que fort utiles dans certains cas,
l’utilisation de ces outils n’est pas adapte´e aux programmes de grandes tailles pour
les raisons suivantes :
1. Ils sont base´s sur une repre´sentation textuelle du code source du programme ;
Ces outils ope`rent donc a` un niveau d’abstraction faible. Ils indiquent les
nume´ros de lignes modifie´es sans pour autant donner d’indication sur les
entite´s logicielles ayant e´te´ effectivement modifie´es.
2. Toutes les modifications n’ont pas la meˆme importance. Changer une ligne
dans un commentaire n’a pas le meˆme impact que changer la signature d’une
me´thode. Pourtant, dans les deux cas, un outil comme diff rapportera une
diffe´rence au niveau textuel.
3. Au niveau du code source, le nombre de modifications peut eˆtre tre`s impor-
tant. Des milliers de lignes peuvent eˆtre change´es, ajoute´es et supprime´es
chaque jour. Les re´sultats rapporte´s par ces outils sont bien trop de´taille´s
pour eˆtre exploitables. En re´alite´, de tels outils sont utiles pour analyser
l’e´volution d’un fichier a` la fois.
Ainsi, utiliser un outil comme diff n’est pas d’une grande utilite´ pour la compre´-
hension de grands programmes, car les modifications sont en ge´ne´ral trop nom-
breuses et sont, de toutes fac¸on, exprime´es a` un niveau d’abstraction beaucoup
trop bas.
De nombreux travaux [1,3,17,20,21,28,37,39–41,43] s’inte´ressent a` l’extraction
de motifs re´currents dans l’histoire d’un programme pour offrir aux de´veloppeurs
une vision pre´cise et simplifie´e du programme dans le temps. Ces motifs ont pour
4but de faciliter la compre´hension et de diminuer les erreurs lors de l’e´volution du
programme. Par exemple, dans ses travaux pre´curseurs, Zimmermann [42] a de´fini
le patron de changement par l’ensemble d’e´le´ments (classes et/ou me´thodes) d’un
programme qui ont change´ ensemble au cours de leur e´volution. Ce type de patron
permet aux de´veloppeurs de de´tecter les changements incohe´rents applique´s a` une
version. Dans un autre travail, Yann-Gae¨l et al. [9] ont ge´ne´ralise´ le travail de
Zimmermann en introduisant le concept de patrons de changements—un ensemble
de modifications du programme qui occurrent re´gulie`rement pendant l’e´volution
du programme—et en utilisant la technique de Dynamic TimeWarping [22] pour
ame´liorer grandement la pre´cision et le rappel de la de´tection des motifs d’e´volution.
Plus re´cemment, Kopjedo et al. [21] ont propose´ d’identifier l’ensemble des classes
qui ne changent pas dans l’histoire d’un programme, en utilisant un algorithme
d’appariement de graphes approche´s, base´ sur des me´taheuristiques (ETGM : Error
Tolerant Graph Matching).
Cependant, toutes les approches existantes sont limite´es dans leurs perfor-
mances en temps et en me´moire et dans leurs re´sultats en pre´cision et en rappel,
lorsqu’applique´es sur de grands programmes. Ainsi, les deux principales limites a`
l’e´tude de l’histoire de grands programmes sont :
– le manque de patrons (d’e´volution et de changements) connus de´crivant des
situations re´currentes de changement dans l’e´volution d’un programme, et
facilitant la compre´hension de cette e´volution ;
– le trop grand volume de donne´es a` analyser pour comprendre l’e´volution
de programmes de grande taille. Par exemple, le navigateur Web Mozilla a
plus de 68 versions (a` ce jour), dont la premie`re version (“Milestone 3” du
19/03/99) contient 1 398 991 lignes de codes alors que l’une des dernie`res
(v1.7.13) en inclue 3 612 838 (en ne comptant que les lignes de code source
C/C++).
51.3 Objectifs
L’objectif de ce travail est d’e´tudier l’historique de grands programme d’un
point de vue biologique. Ce projet fait suite aux travaux de Kaczor et al [18], qui
transforment, de fac¸on automatique, un programme oriente´-objet et le patron re-
cherche´ en chaˆınes de caracte`res. Cela permet d’appliquer l’algorithme vectoriel [7],
utilise´ pour la recherche de se´quences biologiques dans les ge´nomes, a` la recherche
de patrons de conception dans de grands programmes. Nous proposons d’adapter
leurs ide´es a` l’analyse de l’e´volution des programmes. Dans un premier temps, nous
allons extraire des motifs re´currents dans l’histoire d’un programme pour re´pondre,
par exemple, aux questions suivantes :
1. Quels e´le´ments sont stables (changent rarement) ?
2. Quels e´le´ments sont instables (changent fre´quemment) ?
3. Combien d’e´le´ments ont e´te´ ajoute´s, modifie´s, efface´s ?
4. Pourquoi le changement a-t-il e´te´ fait ?
5. Quels e´le´ments changent fre´quemment ensemble ?
Ensuite, nous allons e´tudier l’e´volution de ces motifs pour faire apparaˆıtre des
patrons de changements caracte´ristiques d’une bonne architecture, ne´cessaires au
de´veloppement de bonnes pratiques pour re´duire les couˆts de de´veloppement et de
maintenance.
1.4 Contributions
Pour reme´dier au proble`me de performance, nous tentons d’adapter les al-
gorithmes efficaces de´veloppe´s dans la communaute´ bio-informatique pour la re-
cherche de motifs re´curents dans l’histoire de grands programmes. Nous proposons
les contributions suivantes :
6– E´tape 1 : repre´sentation du ge´nome d’un programme. De´finir une
repre´sentation de l’architecture d’un programme sous forme d’une se´quence.
– E´tape 2 : enrichissement de la repre´sentation du ge´nome. Enrichir la
repre´sentation du ge´nome, par des informations structuelles plus de´taille´es.
– E´tape 3 : de´finition du mapping. De´finir un mapping entre les concepts
de l’e´volution biologique et l’e´volution logicielle.
– E´tape 4 : alignement des versions d’un programme. Adapter les al-
gorithmes bio-informatiques a` l’alignement de plusieurs versions d’un pro-
gramme.
– E´tape 5 : de´finition des patrons de changements. Analyser les diffe´rences
(ou similarite´s) entre deux versions d’un meˆme programme, pour identifier
des patrons de changements.
– E´tape 6 : comparaison syste´matique et exhaustive des outils. Const-
ruire un ensemble de crite`res objectifs et d’un corpus d’e´valuation des outils
de de´tection des patrons de changement.
1.5 Organisation du rapport
Le Chapitre 2, introduit les diffe´rents travaux pre´alables dans les domaines
relie´s a` notre recherche. L’e´volution biologique, les algorithmes d’alignements de
se´quences d’ADN, et enfin, les travaux pre´ce´dents concernant l’e´volution de pro-
grammes. Le Chapitre 3, pre´sente les e´tapes de notre me´thodologie. Chapitre 4
pre´sente nos premiers re´sultats sur la de´tection des micro-architectures stables. Fi-
nalement, le Chapitre 5 pre´sente a` la fois les perspectives de nos travaux futurs et
notre e´che´ancier.
CHAPITRE 2
E´TAT DE L’ART
Nous nous inte´ressons dans ce chapitre aux diffe´rents travaux pre´alables dans
les domaines relie´s a` notre recherche. Ce chapitre est articule´ en deux parties. La
premie`re partie est de´die´e a` l’e´volution logicielle, tandis que la seconde eﬄeure les
efforts de la communaute´ bio-informatique pour e´tudier l’e´volution des se´quences
d’ADN.
2.1 E´volution logicielle
2.1.1 Maintenance
Plusieurs recherches ont e´te´ conduites pour ve´rifier empiriquement l’impor-
tance de la maintenance. Selon [19, 26, 33], la maintenance est la phase la plus
couˆteuse du de´veloppement logiciel. Les chiffres montrent que plus de 50% des
couˆts du de´veloppement total d’un syste`me est lie´ a` la maintenance. Des e´tudes
empiriques [19] ont ve´rifie´ que plus de 80% de l’effort global de maintenance est
lie´ a` faire e´voluer le programme avec les besoins de ses utilisateurs. Swanson [36] a
de´fini une taxonomie sur les cate´gories associe´es a` la phase de maintenance :
– la maintenance corrective est ce qui est ge´ne´ralement appele´e la mainte-
nance classique, qui consiste a` corriger des erreurs ;
– la maintenance perfective est la maintenance qui cherche a` ajouter et a`
modifier des fonctionnalite´s. Ceci est ge´ne´ralement fait pour garder le syste`me
pertinent pour ses utilisateurs ;
– la maintenance adaptative est l’adaptation du programme pour un nou-
vel environnement d’ope´rations. On parle souvent de « port » sur une nou-
velle plateforme mate´riel ou a` un nouveau syste`me d’exploitation. Selon la
8taxonomie originale, les diffe´rentes sortes de maintenances se doivent d’eˆtre
exclusives ;
A` ces cate´gories, on ajoute e´galement :
– La maintenance pre´ventive qui est l’effort pour pre´venir les proble`mes
futurs.
Selon [6], l’e´volution logicielle comprend la maintenance perfective et adaptative,
mais pas la maintenance corrective.
2.1.2 E´volution logicielle
Le terme “e´volution logicielle” a e´te´ utilise´ pour la premie`re fois par Lehman [25]
lorsqu’il a mene´ une e´tude empirique sur l’e´volution des programmes, en com-
menc¸ant par analyser les changements au sein du syste`me d’exploitation pour les
gros syste`mes OS/390 d’IBM. De´marre´e en 1969 et encore poursuivie de nos jours,
cette e´tude fait e´merger huit lois [24], applicables a` l’e´volution des programmes.
Les six premie`res lois sont :
– changement continuel : un programme utilise´ dans un environnement du
monde re´el doit ne´cessairement changer sinon il devient progressivement de
moins en moins utile dans cet environnement ;
– complexite´ grandissante : lorsqu’un programme change, sa structure tend
a` devenir plus complexe. Des ressources additionnelles doivent eˆtre consacre´es
a` maintenir et a` pre´server sa structure ;
– e´volution des grands programmes : l’e´volution des grands programmes
est un processus auto-re´gulateur. Les attributs comme la taille, le temps entre
versions et le nombre d’erreurs signale´es sont approximativement invariants
pour chaque version du programme ;
– conservation de l’organisation : l’effort de´die´ a` faire e´voluer un pro-
gramme demeure constant au cours du temps ;
9– conservation de la familiarite´ : tous les gens concerne´s par l’e´volution
doivent a` tout moment comprendre le programme sinon l’e´volution sera mau-
vaise ;
– croissance continue : le nombre de fonctionnalite´s d’un programme aug-
mente avec le temps, afin de satisfaire ses utilisateurs.
– qualite´ en baisse : la qualite´ d’un programme sera de´grade´e avec le temps,
a` moins que sa conception ne soit soigneusement maintenue et adapte´e aux
nouvelles contraintes ope´rationnelles.
Une des conclusions majeures des lois de Lehman est qu’un programme est forte-
ment de´pendant de son environnement. Ses e´volutions sont dicte´es par celui-ci selon
le principe du feed-back : tout changement dans l’environnement exte´rieur envoie
un signal au sein du programme, dont les e´volutions constituent la re´ponse renvoye´e
a` l’exte´rieur. Cette re´ponse peut ge´ne´rer elle-meˆme des changements, engendrant
ainsi une boucle de re´tro-action.
2.1.3 Travaux ante´rieurs
De nombreux travaux existent pour aider les de´veloppeurs a` comprendre l’e´volu-
tion de leur programme. On distingue les travaux qui s’appuient sur les change-
ments statistiques ou encore les me´triques d’e´volution [12,13,26,27] et ceux qui s’ap-
puient sur les algorithmes d’appariement de graphes [1,3,17,20,21,28,37,39–41,43].
Par exemple, Antoniol et al. [3] ont propose´ une approche automatique base´e
sur les techniques de recherche d’information, pour tracer, identifier et documen-
ter les discontinuite´s de l’e´volution des classes. Cette approche a e´te´ utilise´e pour
identifier les restructurations possibles du code. Cependent, ce travail est limite´
aux restructurations des classes seulement. Zimmermann [42] a propose´ d’identifier
les co-changements dans l’histoire d’un programme, il a utilise´ des techniques de
fouille de donne´es, a` base des re`gles d’associations, pour de´tecter des relations entre
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les changements, pour de´couvrir quels sont les ﬁchiers, les classes, les me´thodes et
les champs qui changent fre´quemment ensemble. Ce qui permet de pre´voir les chan-
gements futurs suite au changement d’un e´le´ment, pour pre´venir les changements
incomple`ts. Dans un autre travail, Yann-Gae¨l et al. [9] ont ge´ne´ralise´ le travail de
Zimmermann en introduisant le concept de patrons de changements (voir ﬁgure 2.1)
et en utilisant la technique de Dynamic Time Warping [22] pour ame´liorer gran-
dement la pre´cision et le rappel. La ﬁgure 2.1 montre l’histoire de 6 e´le´ments d’un
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Fig. 2.1 – Changements d’e´le´ments f dans le temps (source [9])
programme f1–f6 avec leurs changements dans le temps et 3 feneˆtres temporelles
de diﬀe´rentes tailles. Suivant la feneˆtre choisie, diﬀe´rents e´le´ments seront identiﬁe´s
comme changeant ensemble : avec w1, {f1, f2, f3} semblent changer ensemble re´gu-
lie`rement, avec w2, ce sont toujours {f1, f2, f3} alors qu’avec w3 ce sont seulement
{f1, f2}. Ainsi, suivant le motif recherche´ et sa “longueur” dans le temps, plusieurs
re´ponses sont possibles. Ces travaux soulignent la ne´cessite´ de de´ﬁnir des motifs
re´currents plus pre´cis, complexes et repre´sentatifs de situations inte´ressantes et le
besoin en algorithmes plus performants pour leur recherche. Un travail re´cent [38]
a pose´ 10 questions :
1. Qui a travaille´ sur ces e´le´ments ?
2. Quel(s) de´veloppeur(s) travaillent sur les meˆmes e´le´ments ?
3. Quelle(s) sorte(s) de changement fait un de´veloppeur ?
4. Quand le changement a-t-il e´te´ fait ?
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5. Pourquoi le changement a-t-il e´te´ fait ?
6. Quels e´le´ments changent fre´quemment ensemble ?
7. Quels e´le´ments sont stables (changent rarement) ?
8. Quels e´le´ments sont instables (changent fre´quemment) ?
9. Combien de de´veloppeurs ont travaille´ sur une version du programme ?
10. Combien d’e´le´ments ont e´te´ ajoute´s, modifie´s, efface´s ?
Les re´ponses a` ces questions sont juge´es essentielles lorsque des de´veloppeurs doivent
faire e´voluer un programme en modifiant ses e´le´ments (classes, me´thodes. . .).
Kim et al. [20] ont pre´sente´ une approche automatise´e LSDiff (Logical Struc-
tural Diff ) pour de´tecter les changements structurels de haut-niveau, par exemple,
les changements dans les en-teˆtes de me´thodes. Leur outil LSDiff est base´ sur la
programmation logique et construit un ensemble de re`gles de changements (par
des pre´dicats) a` partir des diffe´rents changements structurels, mais sans prendre en
compte les changements de relations entre les classes. Dagenais et Robillard [11] ont
propose´ d’analyser les changements dans un cadriciel et de recommander des chan-
gements similaires a` ses clients. SemDiff et LSDiff sont semblables, ils permettent
d’identifier les ajouts et les suppressions de me´thodes et des appels de me´thodes.
SemDiff effectue un appariement des graphes d’appel de fonctions, pour trouver
des changements dans les appels d’une API supprime´e, au cours de l’e´volution du
cadriciel. Godfrey et al. [37] propose une approche destine´e a` analyser l’e´volution
structurelle de programmes. L’outil BEAGLE propose´ travaille au niveau fichier
pour de´terminer les fusions ou spe´cialisations de classes. Cet outil comporte un
algorithme base´ sur “origin analysis”, pour de´terminer l’origine des changements
structurels. La figure 2.2 illustre un exemple d’analyse de de´pendances. La me´thode
A est nouvellement ajoute´e a` la version v2.0, et on veut retrouver son origine dans la
version pre´ce´dente. Pour ce faire, l’outil BEAGLE analyse les me´thodes appelle´es
par A et les me´thodes appelantes de A dans les deux versions, ce qui permet de
12
de´duire que la me´thode A est l’une des anciennes me´thodes de v1.0 qui a e´te´ re-
nomme´e.
Fig. 2.2 – Un exemple de changement des appels de me´thodes (source [37])
Xing et al. [41] proposent un algorithme nomme´ UML-Diff pour apparier diffe´rentes
versions d’un programme en utilisant plusieurs me´triques de classes. A` partir de
deux diagrammes de classes obtenus a` partir du code source par re´tro-inge´nierie,
UML-Diff produit un arbre de changements structurels qui rapporte les diffe´rences
depuis le niveau d’abstraction “package” jusqu’au niveau des attributs ou me´thodes.
UML-Diff construit une solution sur la base de classes conservant le meˆme nom
d’une version a` une autre. Cet algorithme est donc, comme le reconnaissent ses
auteurs, tre`s vulne´rable a` un “renommage” important entre deux versions. Son
adaptation a` d’autres types d’artefacts logiciels apparaˆıt assez peu e´vidente, tel-
lement il est spe´cifique aux diagrammes de classes. UML-Diff a e´te´ e´galement
employe´ pour e´tudier l’e´volution de l’architecture [40] pour comprendre des phases
et des types d’e´volution [39].
Dans un autre travail [4], chaque version du programme est conside´re´e comme
un ensemble de classes. Des mesures de similarite´ sont calcule´es entre les classes de
deux versions en tenant compte de la distance d’e´dition entre les noms de classes,
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d’attributs et de me´thodes. Des seuils sont applique´s pour de´terminer la pre´sence
d’arcs value´s entre noeuds des deux versions. Un algorithme d’appariement maxi-
mum est ensuite applique´ au graphe biparti re´sultant. Cette approche propose la
mode´lisation la plus rapproche´e d’un proble`me AGM (Approximate Graph Mat-
ching). Contrairement aux autres travaux, un proble`me d’optimisation y est de´fini.
Toutefois, les relations entre classes ne sont pas mode´lise´es. Lorsqu’on retrouve
par re´tro-inge´nierie les diagrammes de classes de deux versions successives, l’ap-
plication d’un algorithme AGM paraˆıt pertinente pour retrouver les changements
intervenus entre deux versions.
Kopjedo et al. [21] ont propose´ l’approche Error Correcting Graph Matching
(ECGM) qui utilise les graphes pour analyser les diagrammes de classes de ver-
sions successives d’un meˆme programme. Partant du diagramme de classes d’une
version donne´e, ils proce`dent par appariements successifs avec des diagrammes des
versions successives. Ils de´finissent ainsi un couˆt d’e´volution (EC) qui quantifie la
somme de changements survenus dans une classe d’une version de de´part choisie
jusqu’a` la version courante du projet programme. Ils retrouvent aussi le tunnel
du programme, i.e.,l’ensemble des classes apparie´es pendent toute la dure´e de vie
du programme. Le tunnel identifie les classes les plus stables d’un programme et
donc les plus susceptibles d’en repre´senter l’e´pine dorsale. Cependent, l’algorithme
ECGM propose´ est base´ sur des me´ta-heuristiques, et donc l’ensemble des classes
apparie´es peut ne pas eˆtre optimal.
2.1.4 Discussion
Les diffe´rentes techniques utilise´es jusqu’a` maintenant pour l’analyse du niveau
conceptuel d’un programme ont une efficacite´ limite´e. La plupart obtiennent des
re´sultats satisfaisants sur des programmes de petites tailles mais ne permettent
pas l’analyse de gros programmes. L’identification de micro-architectures dans un
artefact logiciel tel qu’un diagramme de classes est un champ de recherche reconnu
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du ge´nie logiciel et souvent une e´tape ne´cessaire dans l’identification de patrons de
changements dans l’historique des programmes. De manie`re ge´ne´rale, nous cher-
chons a` identifier les micro-architectures stables/instables, pour trouver des rela-
tions entre les choix de conception pris au de´part et les changements, et donc pour
mieux comprendre l’e´volution de programmes.
Les bio-informaticiens sont confronte´s a` des proble`mes similaires a` la recherche
de micro-architectures dans des programmes de grandes tailles. En effet, la com-
paraison et l’alignement de se´quences d’ADN (Acide De´soxyriboNucle´ique) sont
essentiels en biologie mole´culaire. Le concept de changement est aussi important
en bio-informatique car la duplication avec modifications est un processus cen-
tral dans l’e´volution de prote´ines. La mutation de ge`nes est aussi tre`s fre´quente
en biologie [14]. Localiser des ge`nes mute´s dans de longues se´quences d’ADN ou
des prote´ines modifie´es dans de longues se´quences d’acides amine´s sont donc des
proble`mes similaires a` celui de de´tection de formes approche´es de micro architec-
tures dans un grand programme. A` part quelques travaux sur la de´tection des
patrons de conception [18], peu de travail a e´te´ effectue´ pour adapter les algo-
rithmes de bio-informatique a` l’analyse de l’e´volution de programmes. La section
suivante introduit diffe´rentes techniques de recherche exacte et approximative en
bio-informatique.
2.2 E´volution biologique
En biologie, la ge´nomique est une discipline consistant a` faire l’inventaire de
l’ensemble des ge`nes d’un organisme afin d’en de´terminer leurs fonctions. E´tudier
les phe´nome`nes e´volutifs constitue un des enjeux majeurs de la ge´nomique compara-
tive. Cette dernie`re consiste a` e´tablir la correspondance entre les ge`nes de diffe´rentes
espe`ces. Elle tente en effet, d’interpre´ter la multitude de donne´es disponibles afin
de proposer des mode`les d’e´volution, de retracer les processus responsables de la
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conservation/divergence entre les ge´nomes.
Par de´finition, l’ADN est une mole´cule que l’on retrouve dans toutes les cellules
vivantes. Elle constitue le ge´nome des eˆtres vivants et se transmet en totalite´ ou
en partie lors des processus de reproduction. L’ADN est constitue´ de se´quences
de quatres nucle´otides A,C, T,G. L’unite´ utilise´e en ge´nomique comparative est le
ge`ne, une se´quence d’ADN qui code la fabrication des prote´ines. Au niveau le plus
bas, les mutations, qui affectent directement les nucle´otides du ge`ne, sont e´tudie´es
(mutations ponctuelles). Finalement, a` un niveau plus e´leve´, des parties de ge´nomes
et meˆme des ge´nomes entiers (ensembles de ge`nes) peuvent eˆtre duplique´s.
Selon la the´orie de l’e´volution, toutes les espe`ces vivantes sont issues d’un meˆme
anceˆtre, des mutations interviennent au niveau de l’ADN, ge´ne´rant ainsi de nou-
velles espe`ces. Ces mutations se produisent localement (suppressions, insertions
ou substitutions d’un ou plusieurs nucle´otides). Au sens de cette the´orie, deux
se´quences peuvent donc eˆtre plus ou moins proches, selon le nombre de modifica-
tions ayant eu lieu. Lorsque leurs similarite´s sont suffisamment fortes, ou suffisam-
ment significatives, on peut alors supposer leur homologie, comple`te ou de certaines
re´gions de leur se´quence.
L’alignement de se´quences a pour but d’identifier des zones conserve´es entre
se´quences (voir figure 2.3). On peut distinguer trois principales cate´gories d’algo-
rithmes d’alignements :
– Alignement local : utilise´ pour trouver des zones des se´quences qui sont si-
gnificativement semblables (e.g., algorithme de Smith-Waterman [34]).
– Alignement global : re´alise´ sur toute la longueur des se´quences pour de´terminer
si elles sont homologues (e.g., algorithme de Needleman-Wunsch [30]).
– Recherche de motifs : utilise´ pour localiser les occurrences d’un motif dans
une se´quence (e.g., algorithmes vectoriels [7]).
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Fig. 2.3 – Les diffe´rents types d’alignement de se´quences
Nous ne nous attarderons pas plus sur ces me´thodes. Sauf pour dire, que pour notre
projet, la recherche de motifs semble eˆtre la me´thode la plus facilement adaptable
a` la recherche de micro-architectures dans un programme. Nous pre´senterons dans
le Chapitre 4 notre adaptaion de la recherche de motifs base´e sur les vecteurs de
bits [7].
CHAPITRE 3
ME´THODOLOGIE
Au cours de ce chapitre, nous pre´sentons un aperc¸u ge´ne´ral de notre me´thodo-
logie de recherche qui consiste principalement a` faire un paralle´lisme entre l’e´volution
biologique et l’e´volution logicielle. Notre me´thodologie est constitue´e de plusieurs
e´tapes :
– E´tape 1 : repre´sentation du ge´nome d’un programme
En bio-informatique, une se´quence d’ADN est repre´sente´e par une chaˆıne
de caracte`res compose´e d’une succession de quatres lettres (A,C,G, T ) qui
repre´sentent chacune l’une des bases qui composent l’ADN (Ade´nine, Cyto-
sine, Guanine, Thynine). Donc, la plupart des algorithmes d’alignements de
se´quences d’ADN sont base´s sur le traitement des chaˆınes de caracte`res. Pour
pouvoir les adapter au contexte de ge´nie logiciel, nous devons construire les
ge´nomes des programmes, sous forme de chaˆınes de caracte`res. Ces ge´nomes
doivent inclure tous les constituants qui permettent la compre´hension des
programmes.
En ge´nie logiciel, un programme peut eˆtre conside´re´ a` diffe´rents niveaux
d’abstraction. Par exemple, a` un niveau de´taille´, nous trouvons le concept
d’instructions ; a` un niveau plus e´leve´, nous trouvons les classes et leurs rela-
tions. Avant de construire le ge´nome, il faut pre´ciser quel niveau d’abstrac-
tion du programme nous souhaitons e´tudier pour y inclure les informations
du meˆme niveau. Par exemple, si on s’inte´resse a` l’analyse de l’e´volution de
l’architecture du programme, le ge´nome doit contenir des informations struc-
turelles (e.g., les classes et leurs relations).
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– E´tape 2 : enrichissement de la repre´sentation du ge´nome
Nous allons montre´ dans le chapitre suivant comment construire le ge´nome
d’un programme a` un niveau d’abstraction e´leve´ (niveau conceptuel ou niveau
fonctionnel). Cependent, ces repre´sentations sont limite´es aux concepts d’un
seul niveau a` la fois. Par exemple, le ge´nome qui repre´sente l’architecture
du programme n’inclut que les informations structurelles du programme (les
noms des classes et leurs relations). Ces informations, parfois, ne sont pas
suffisantes, parce que certains types d’analyses exigent d’autres de´tails issus
d’un autre niveau d’abstraction, telle que la structure interne des classes (e.g.,
les attributs, les signatures des me´thodes, etc.).
A` cette e´tape, nous allons de´finir une repre´sentation qui inclut plusieurs ni-
veau d’abstraction a` la fois. La notion du niveau de de´tails permet une ap-
proche plus gradue´e. Elle permet d’amplifier dynamiquement les de´tails au-
tour d’un centre d’inte´reˆt tout en gardant le contexte global de l’analyse.
– E´tape 3 : de´finition du mapping
L’e´tape fondamentale de l’analyse de l’e´volution logicielle, du point de vue
biologique, est d’e´tablir la correspondance entre les concepts bio-informatiques
et ceux du ge´nie logiciel. Cette correspondance de´pend du niveau d’abs-
traction du programme e´tudie´ et de l’objectif de l’analyse. Par exemple,
si le ge´nome du programme repre´sente le graphe d’appels des me´thodes, le
mapping doit eˆtre fait entre les concepts des graphes d’appels et ceux des
se´quences biologiques. Le chapitre suivant pre´sente un exemple de mapping
entre les concepts d’homologie (en bio-informatique) et les concepts de micro-
architectures stables (en ge´nie logiciel).
19
– E´tape 4 : alignement des versions d’un programme
Nous proposons d’adapter les algorithmes de recherche de motifs [8] a` la com-
paraison des ge´nomes des diffe´rentes versions d’un programme, dans le but
de trouver leurs parties communes. Le chapitre suivant pre´sente nos choix
algorithmiques.
– E´tape 5 : de´finition des patrons de changements
Dans le ge´nome d’un programme, toutes les parties sont vitales au bon fonc-
tionnement global du programme. Cependant, il est souvent ne´cessaire de
s’inte´resser uniquement a` un ensemble de fonctionnalite´s d’un programme
visibles par son utilisateur [2]. Les parties du ge´nome d’un programme “en-
codant” ces fonctionnalite´s et l’e´tude de leurs e´volutions pourraient faire
apparaˆıtre des patrons de changements caracte´ristiques d’une bonne archi-
tecture. Ces derniers sont ne´cessaires au de´veloppement de bonnes pratiques
pour re´duire les couˆts de de´veloppement et de maintenance. E´tant donne´
les re´sultats des diffe´rences et des similarite´s entre les ge´nomes de deux ver-
sions d’un meˆme programme, nous pouvons facilement identifier l’ensemble
des e´le´ments qui changent et ceux qui ne changent pas. Par la suite, nous
pourrons, pour chacun des ensembles trouve´s, e´tudier leur stabilite´ dans les
autres versions du programme. La figure 3.1 illustre un exemple d’alignements
de versions successives d’un programme. Chaque version du programme est
repe´sente´e par un ge´nome compose´ de plusieurs ge`nes (“encodant” des fonc-
tionnalite´s diffe´rentes). L’e´tude de leur e´volution nous montre la disparition
du ge`ne C et l’apparition d’un nouveau ge`ne D dans la version 2. Dans la ver-
sion 3, cette e´tude montre aussi la disparition du ge`ne B et sa re´-apparition
dans la version 4. Les autres ge`nes : A , E et F sont reste´s stables.
En bio-informatique, de nombreux algorithmes efficaces de fouille de graphes
existent. Ils sont ge´ne´ralement utilise´s pour l’analyse des re´seaux d’interac-
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Fig. 3.1 – Un exemple d’alignement des versions successives d’un programme
tions mole´culaires, pour chercher des motifs re´currents dans plusieurs parties
du re´seau. Les techniques utilise´es sont souvent base´es sur la recherche des
sous-graphes les plus fre´quents dans un graphe [15, 23]. En ge´nie logiciel, les
programmes peuvent facilement eˆtre repre´sente´s par des graphes. Les dia-
grammes UML le sont d’ailleurs souvent. Les classes, les me´thodes et les at-
tributs repre´sentent ge´ne´ralement les noeuds du graphe, et les relations entre
les classes repre´sentent les arcs du graphe. La de´couverte de motifs fre´quents
dans un programme peut alors eˆtre e´tudie´e comme un proble`me de recherche
de sous-graphes fre´quents dans un graphe. Nous appliquerons, par la suite,
des re`gles d’association entre ces sous-graphes, pour extraire automatique-
ment des patrons de changements. La principale contribution de cette partie
re´side, d’une part, dans la proposition d’un algorithme qui extrait des sous-
graphes fre´quents, et d’autre part, dans le de´veloppement d’une me´thode
permettant la de´couverte de re`gles d’associations entre les motifs de´couverts.
– E´tape 6 : comparaison syste´matique et exhaustive des outils
La mise en place d’une me´thode d’e´valuation des outils de de´tection des
patrons de changements est ne´cessaire. Il existe plusieurs outils a` diffe´rents
niveaux d’abstraction du programme. La constitution d’une grille de test faci-
litant la comparaison de ces outils est apparue indispensable. Pour comparer
ces outils, il faut avoir des donne´es sur lesquelles il faut mener les e´valuations
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et avoir aussi des crite`res pour juger de leurs repre´sentativite´s. Nous devons
constituer un corpus, c’est-a`-dire, un ensemble repre´sentatif de logiciels de
grandes tailles sur lesquels il faut tester les diffe´rents outils.
– E´tape 7 : e´valuation
La mise en place de protocoles d’expe´rimentation sur divers programmes per-
mettra de conduire des e´valuations empiriques pour valider nos re´sultats. Ces
e´tudes nous permettront d’analyser la corre´lation entre les patrons de change-
ments et l’apparition des de´fauts de conception dans les logiciels (des erreurs).
CHAPITRE 4
RE´SULTATS OBTENUS A` CE JOUR
Lorsqu’un programme e´volue fre´quemment, il devient inte´ressant de comparer
ses versions successives pour tirer des patrons de changements facilitant sa main-
tenance. Dans ce qui suit, nous pre´sentons l’e´tat d’avancement de nos travaux. Les
e´tapes aborde´es du projet sont de´crites, ainsi que les re´sultats obtenus a` ce jour. Les
e´tapes du projet n’ayant pas encore e´te´ aborde´es seront de´crite dans le Chapitre 5.
4.1 E´tape 1 : repre´sentation du ge´nome d’un programme
Entre´e : un mode`le d’un programme de´crivant les entite´s (classes, interfaces) et
e´le´ments (associations, he´ritages, etc) du programme a` analyser.
Sortie : le ge´nome du niveau conceptuel du programme sous forme d’une se´quence.
Cette dernie`re est compose´e des classes du programme et leurs relations.
Me´thodologie : A` cette e´tape, nous utilisons les travaux de Kaczor et al. [18]
qui proposent une me´thode de transformation du mode`le d’un programme en une
chaˆıne de caracte`res. Cette me´thode consiste, tout d’abord, a` parcourir le mode`le
du programme afin de construire un graphe pre´liminaire avec les entite´s comme
sommets et les e´le´ments comme areˆtes. Les e´le´ments conside´re´s sont les relations
binaires interclasses : cre´ation, spe´cialisation, imple´mentation, utilisation, associa-
tion, agre´gation et composition. Ces graphes sont oriente´s puisque les relations
binaires interclasses le sont. Ensuite, la transformation d’un mode`le de programme
en une chaˆıne de caracte`res s’effectue en deux e´tapes. La premie`re e´tape consiste a`
transformer le graphe du mode`le en un graphe eule´rien en ajoutant une liste opti-
male d’areˆtes nulles, appelle´es dm (dummy relationships), au graphe non-eule´rien
a` l’aide de l’algorithme de transportation simplex. La deuxie`me e´tape consiste a`
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trouver le plus court chemin visitant chaque areˆte du graphe eule´rien au moins
une fois. Le cycle eule´rien est, pour un graphe eule´rien, la solution optimale au
proble`me du postier chinois. La figure 4.1 repre´sente un exemple de transformation
du mode`le d’un programme en un graphe eule´rien, pour obtenir la repre´sentation
sous forme de chaˆıne de caracte`res (i.e., ge´nome du programme), qui est compose´e
de la se´rie des e´tiquettes des sommets et des areˆtes parcourues par l’algorithme du
postier chinois.
C
B
A
D
F
E
G
cr cr cr
co
in
ag as
in
in
in
(a) Mode`le du programme
C D
A
B
E
F G
dm dm
cr
dmdm
cr cr
co
dm
in
ag as
in
in
in
(b) Mode`le Eulerian
(c) Transformation du Mode`le Eulerian en une chaˆıne de caracte`res
Fig. 4.1 – Un exemple de ge´nome du niveau conceptuel d’un program (source [18]).
Cette me´thode nous permet de repre´senter de fac¸on unique un programme sous
forme d’une chaˆıne de caracte`res qui repre´sente les classes du programme et les
relations entre celles-ci. Cependent, cette repe´sentation est limite´e aux informa-
tions du niveau conceptuel du programme, ce qui n’est parfois pas suffisant. En
effet, certaines taˆches d’analyse ne´cessitent la manipulation d’autres informations
de bas niveau (code source) du programme, comme par exemple, l’analyse des
changements des attributs et des signatures de me´thodes d’une classe.
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4.2 E´tape 3 : de´finition du mapping
Entre´e : un mode`le de programme de´crivant les entite´s (classes, interfaces) et
e´le´ments (associations, he´ritages, etc) du programme a` analyser.
Sortie : une table de correspendance entre les concepts d’homologie bio-informatique
et micro-architectures stables.
Me´thodologie : nous avons pre´sente´ comment convertir un mode`le de programme
en une repre´sentation unique sous forme d’une chaˆıne de caracte`res qui de´crit les
classes du programme et leurs relations. Ceci constitue le point de de´part pour
commencer a` faire le paralle´lisme entre l’e´volution biologique et l’e´volution logi-
cielle. En effet, cette repre´sentation pourrait nous servir a` de´finir le ge´nome d’un
programme. L’e´tude de l’e´volution de ce programme consiste donc a` aligner les
ge´nomes de ses diffe´rentes versions. La Table 4.1 pre´sente un mapping entre les
concepts des micro-architectures et les concepts bio-informatiques.
Concepts de l’e´volution
En bio-informatique En ge´nie logiciel
Individus Versions d’un programme
Ge´nome Architecture du programme
Ge`nes Micro-architectures
Acides Nucleiques (A, C, G, T) Tokens (e.g., noms des classes, relations d’aggregations)
Ge`nes homologues Micro architectures stables
Spe´ciation Re´utilisation (e.g., re´utilisation d’une classe d’une version ante´rieure)
Duplication Clonage
Perte de ge`ne Suppression (e.g., suppression d’une classe et ses relations)
Tab. 4.1 – Mapping entre les concepts de l’e´volution biologique et l’e´volution lo-
gicielle.
Avec ce mapping, la recherche de ge`nes homologues en bio-informatique est
e´quivalente a` la recherche des micro-architectures stables d’un programme.
4.3 E´tape 4 : alignement des versions d’un programme
Entre´e : les ge´nomes des diffe´rentes versions du programme a` analyser.
Sortie : les similarite´s entre les diffe´rentes versions du programme.
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Me´thodologie : nous pre´sentons dans ce qui suit deux cate´gories d’algorithmes
d’alignements : les techniques base´es sur la programmation dynamique, les tech-
niques base´es sur les vecteurs de bits.
1. Programmation dynamique : l’approche par programmation dynamique
semble a` priori approprie´e pour l’alignement de ge´nomes de diffe´rentes versions
du programme. La possibilite´ de pouvoir attribuer des couˆts diffe´rents aux substi-
tutions de´pendamment des caracte`res est inte´ressante. La recherche de similarite´
entre deux chaˆınes de caracte`res consiste a` donner une valeur de similarite´ a` la place
d’une distance. Nous cherchons alors a` maximiser la fonction objective plutoˆt qu’a`
la minimiser. L’approche par programmation dynamique est toutefois confronte´e a`
deux proble`mes importants. Premie`rement, le ge´nome d’une version de programme
est compose´ de la se´rie des e´tiquettes des sommets et des areˆtes parcourues par l’al-
gorithme du postier chinois. L’ordre du parcours de ces entite´s peut diffe´rer d’une
version a` une autre, i.e., une se´quence de triplets communs entre les deux ver-
sions ne se trouvent pas ne´cessairement de manie`re continue dans le ge´nome de la
deuxie`me version du programme. Aussi, les triplets (classe relation classe) ou` la re-
lation est une “dummy reltionship” ne doivent pas eˆtre conside´re´s dans l’alignement
car ils ne repre´sentent pas des entite´s importantes du programme. Un deuxie`me
proble`me est celui de l’efficacite´ de ces algorithmes. La complexite´ en temps de
l’alignement de deux se´quences S et T , de tailles m et n est de l’ordre O(nm),
ce qui est tre`s couˆteux pour l’analyse des programmes de grandes tailles. E´tant
donne´ ces proble`mes, l’approche par programmation dynamique n’est finalement
pas vraiment approprie´e pour l’alignement de diffe´rentes versions d’un programme.
2. Algorithmes vectoriels : nous proposons d’utiliser les algorithmes vecto-
riels qui sont reconnus pour leur efficacite´, lorsque le motif a` rechercher est petit.
Afin d’obtenir un algorithme efficace, nous avons de´veloppe´ un algorithme vec-
toriel ite´ratif s’inspirant des approches nume´riques de recherche exacte en bio-
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informatique [8]. Cette approche consiste a` chercher les triplets (classe relation
classe) communs en effectuant des ope´rations binaires standard (ou-logique, et-
logique, de´calage a` droite, de´calage a` gauche) sur des se´quences de bits appele´es
vecteurs caracte´ristiques.
Le vecteur caracte´ristique d’un symbole s dans une chaˆıne de caracte`re x =
x1...xm, est de´fini par le se´quence de bits s = (s1...sm) d’une longueur e´gale a` la
longueur de la chaˆıne s, tel que :
si =
 1 si xi = s0 sinon.
La valeur du vecteur caracte´ristique d’un symbole a` la position i est e´gale a` 1 si
et seulement si ce symbole se trouve a` la position i dans la chaˆıne du programme. Le
de´calage a` droite (←) d’un vecteur caracte´ristique s = (s1...sm) est de´fini comme
s = (sms1...sm−1). Tous les e´le´ments ont e´te´ de´cale´s d’une position vers la droite
de manie`re circulaire. Le de´calage a` gauche (→) de s est : s = (s2...sms1). Par
exemple, dans le ge´nome de la Figure 4.1(c), le vector caracte´ristique de la classe
A est de´fini : A = 1 00000000000000000000000000000︸ ︷︷ ︸
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1.
Nous proposons d’utiliser les vecteurs caracte´ristiques pour identifier les tri-
plets communs entre deux versions. Notre algorithme bit-vector lit le ge´nome de
la premie`re version triplets par triplets, et il applique des ope´rations binaires sur
les vecteurs de bits. Par exemple, pour le triplet T = A in B l’algorithme ve´rifie
si la conjonction du vecteur caracte´ristique de B dans la deuxie`me version avec
la conjonction des vecteurs caracte´ristiques → in et →→ A n’est pas nulle. La
pre´sence de 1 dans le vecteur re´sultat signifie que le triplet T = (A in B) est
commun entre les deux versions du programme.
Par exemple, pour le programme repre´sente´ par la figure 4.1(c), le vecteur ca-
racte´ristique des entite´s A, in, B est :
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A = 1 00000000000000000000000000000︸ ︷︷ ︸
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1.
in = 010100010001 0000000000000000000︸ ︷︷ ︸
19
.
B = 00100010001 00000000000000000000︸ ︷︷ ︸
20
.
Pour chercher le triplet A in B, notre algorithme lit la chaˆıne par triplets. Il
recherche les entite´s avant et apre`s le symbole in dans la chaˆıne du programme
avec des ope´rations binaires sur les vecteurs :
011 00000000000000000000︸ ︷︷ ︸
28
= (→→ A).
0010100010001 0000000000000000000︸ ︷︷ ︸
18
= (→ in).
001 00000000000000000000︸ ︷︷ ︸
28
= (→→ A) ∧ (→ in).
00100010001 00000000000000000000︸ ︷︷ ︸
20
= B.
001 00000000000000000000︸ ︷︷ ︸
28
= (→→ A) ∧ (→ in) ∧B.
4.4 E´tape 5 : de´finition des patrons de changements
Le patron de stabilite´ de´crit l’ensemble d’arte´facts qui ne changent pas au cours
de l’e´volution du programme.
4.4.1 De´finition des micro-architectures stables
Entre´e : les similarite´s entre les diffe´rentes versions du programme.
Sortie : les micro-architectures stables.
Me´thodologie : l’identification de micro-architectures stables dans un programme
est un champ de recherche reconnu du ge´nie logiciel. Il est souvent une e´tape
ne´cessaire dans l’identification de patrons de changements de l’architecture d’un
logiciel. Un patron de changement peut eˆtre perc¸u comme un ensemble de micro-
architectures qui maintiennent certaines proprie´te´s au cours de l’e´volution, comme
la stabilite´ par exemple.
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En ge´nie logiciel, nous proposons de faire le paralle´lisme entre le concept d’ho-
mologie en biologie et le concept des micro-architectures stables en ge´nie logiciel.
Une micro-architecture de´finit l’ensemble des classes et leurs relations. Leur stabi-
lite´ est l’e´quivalent de l’homologie en biologie, une micro-architecture stable entre
deux versions signifie qu’elle est maintenue dans la seconde version sans aucun
changement (voir figure 4.2), ce qui signifie qu’elle est susceptible de jouer un roˆle
important dans le programme. Pour de´tecter les micro-architectures stables, on
effectue l’alignement des ge´nomes de deux versions successives du programme.
Fig. 4.2 – Un exemple d’homologie dans l’architecture d’une programme : il existe
trois micro-architectures stables, elles sont encercle´es par des ovales.
Nous proposons un algorithme de “clustering” incre´mental pour regrouper les
triplets connecte´s dans des ensembles appele´s clusters, chacun de´finissant une
micro-architecture stable. Cet algorithme ne´cessite un seul balayage de la liste
des triplets. Chaque triplet lu sera soit affecte´ a` l’un des clusters existants, soit
utilise´ pour cre´er un nouveau cluster. A` chaque ite´ration, deux clusters peuvent
eˆtre fusionne´s si le nouveau triplet ajoute´ les relie.
L’algorithme 1 traverse la liste de tous les triplets communs S, pour chaque
triplet T dans S et pour chaque cluster C dans L, il teste s’il existe un triplet T ∗
dans C qui est en relation avec lui, alors le triplet T sera ajoute´ au cluster C qui sera
marque´ par Cluster to be merged (lignes 3-8). S’il existe un autre cluster contenant
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Algorithm 1 Principe de notre algorithme de clustering.
1: L← EmptyList{Clusters}
2: S ← List{Commontripletsbetweentwoprogramverions}
3: for each Triplet T in S do
4: for each Cluster C in L do
5: if T is in relations with the existing triplet T ∗ in C then
6: if T is not added to any cluster then
7: ADD T to C.
8: ClusterToBeMerged← C.
9: else
10: MERGE ClusterToBeMerged to C.
11: end if
12: end if
13: end for
14: if T is not added to any cluster then
15: Create a new Cluster C∗.
16: ADD T to C∗.
17: ADD C∗ to L.
18: end if
19: end for
un autre triplet T ∗ qui en relation avec le triplet T, alors le cluster courant sera
fusionne´ avec le cluster qui est marque´ (lignes 9-10). Apre`s avoir ve´rifier tous les
clusters C dans L, si le triplet T n’e´tait pas assigne´ a` aucun d’entre eux, alors
un nouveau cluster C∗ sera cre´e´ et le triplet T lui sera ajoute´ (lignes 14-17). Cet
algorithme nous retourne, les micro-architectures stables repre´sente´e par chaque
cluster.
4.4.2 De´finition du tunnel
Entre´e : Les micro-architectures stables.
Sortie : Les micro-architectures qui sont dans le tunnel.
Me´thodologie : Le concept du tunnel identifie les micro-architectures les plus
stables d’un programme et donc les plus susceptibles d’en repre´senter l’e´pine dor-
sale. Partant de la premie`re version, nous proce`dons par alignements successifs des
ge´nomes des diffe´rentes versions. Nous retrouvons l’ensemble des micro-architectures
aligne´es tout le long de la dure´e de vie du logiciel.
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4.5 E´tape 7 : e´valuation
Nous proposons de proce´der par e´tude de cas des programmes open sources pour
valider notre approche. Les re´sultats attendus vont au-dela` de la performance de
l’algorithme car ils permettent d’infe´rer des connaissances utiles quant a` l’e´volution
du programme e´tudie´, comme la stabilite´, la complexite´, etc.
4.5.1 E´tudes de cas
Nous pre´sentons, dans cette section, deux e´tudes de cas sur la de´tection des
micro-architectures stables au cours de l’e´volution de deux programmes. E´tant
donne´ les proble`mes de performance des diffe´rentes techniques d’identification des
patrons de changements existantes, le but de notre approche est d’ame´liorer le
temps d’identification tout en obtenant une meilleur qualite´ de re´sultats. En effet,
les points essentiels de notre approche re´sident dans l’exactitude des occurences
des micro-architectures localise´es et dans le concept du tunnel. Dans cette section,
deux e´tudes de cas sur deux programmes (JFreeChart et Xerces-J) sont pre´sente´es
et les re´sultats sont compare´s avec ceux d’une approche re´cente [21].
4.5.1.1 Hypothe`ses
Nous allons e´tudier s’il est possible d’adapter un algorithme bio-informatique a`
l’e´tude de l’e´volution des architectures de programmes. Ensuite, nous allons ve´rifier
si les re´sultats de notre algorithme fournissent aux programmeurs une vision glo-
bale et claire sur l’e´volution des programmes. Nous e´tudions donc les questions de
recherche suivantes :
– RQ1 : Est-il possible d’appliquer nos algorithmes d’analyse de l’e´volution de
l’architecture des programmes JFreeChart et Xerces− J ?
– RQ2 : Est-il possible d’utiliser nos algorithmes pour trouver toutes les micro-
architectures stables, ainsi que les tunnels dans JFreeChart et Xerces−J ?
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Programmes
Entite´s Ge´nomes
Versions Dates
(en classes) (en tokens)
JFreeChart v1.0.13
1,335 87,227
51
25/11/00
9,105 1,089,345 20/04/09
Xerces-J v2.9.0
5,100 162,583
36
05/11/99
12,585 1,195,353 22/11/06
Tab. 4.2 – Descriptions statistiques des programmes JFreeChart et Xerces− J .
4.5.1.2 Objets
Il existe une multitude de programmes open sources disponibles sur le Web. Les
facteurs que nous avons utilise´s pour juger de la repre´sentativite´ d’un programme
sont les suivants :
1. Taille inte´ressante : un programme compose´ de seulement quelques modules
n’est pas inte´ressant parce qu’il est assez simple.
2. E´volution importante : un programme qui n’e´volue pas n’est certainement pas
inte´ressant. Nous cherchons un logiciel en e´volution depuis plusieurs anne´es
et qui offre plusieurs versions ;
Notre approche a e´te´ teste´e sur deux logiciels libres de taille moyenne, 51 versions
de JFreeChart et 35 versions de Xerces − J . La table 4.2 pre´sente quelques
descriptions statistiques de ces programmes.
– JFreeChart1 est une librairie gratuite d’e´dition de graphiques pour la plate-
forme Java. Elle est conc¸ue pour ge´ne´rer et inclure des graphiques dans des
applications.
– Xerces− J2 est un parseur de documents XML, qui est utilise´ dans de nom-
breux produits commerciaux. Il imple´mente plusieurs standards comme XML,
XML sche´ma, DOM, SAX, et il est distribue´ avec le JDK de Sun.
1http ://www.jfree.org/jfreechart/
2http ://xerces.apache.org/
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4.5.1.3 Re´sultats
Dans la figure 4.3, nous pouvons observer la croissance de Xerces-J. De`s les
premie`res versions (1.0.1), Xerces montre une forte croissance des triplets (classe -
relation - classe) communs entre deux versions successives. Cette courbe nous donne
une ide´e sur la stabilite´ de Xerces-J. Lorsqu’on regroupe les triplets qui sont relie´s
on trouve les micro-architectures stables entre deux versions. La croissance des
triplets signifie que l’architecture de Xerces-J devient de plus en plus stable. Cette
croissance a une apparence assez line´aire jusqu’a` la version 1.4.4 ou` on retrouve
une grande re´duction du nombre des triplets. Ceci est l’effet d’un changement de
version majeure (1.4.4 vers 2.0.0). A` ce moment, une partie du code a e´te´ de´place´
dans des binaires distincts, distribue´s se´pare´ment. Lors de la deuxie`me version
majeure, le nombre des triplets recommence a` croˆıtre en “escalier”. En lisant les
notes de mise a` jour, nous avons compris que les “marches” correspondent aux
versions de maintenance corrective durant laquelle Xerces-J a e´te´ change´ a` cause
de bogues. La deuxie`me courbe nous indique les triplets qui ont e´te´ conserve´s de`s
la premı`e`re version de Xerces-J. Les micro-architectures stables compose´es par ces
triplets constituent l’e´pine dorsale de Xerces-J. Nous remarquons que le nombre des
triplets qui font partie du tunnel a connu une re´duction a` la version 2.0.0, ensuite
il reste´ constant. Donc l’e´pine dorsale du programme est devenue plus stable.
Fig. 4.3 – L’e´volution des micro-architectures stables de Xerces-J.
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Fig. 4.4 – L’e´volution des micro-architectures stables JFreeChart.
L’e´volution de JFreeChart est illustre´e dans la figure 4.4. En regardant la crois-
sance du nombre des triplets communs entre deux versions successives, nous remar-
quons trois re´ductions majeures aux versions : 0.9.4, 0.9.8 et 0.9.20. En lisant les
notes de mise a` jour, nous avons compris qu’il avait des plusieurs renommages. Par
exemple a` la version 0.9.8, le package principal com.jrefinery.∗ a e´te´ renomme´
par org.jfree.∗, ce qui affecte le nom de beaucoup de classes dans les triplets de
le ge´nome repre´sentant cette version. Lors de la comparaison des ge´nomes des ver-
sions 0.9.7 et 0.9.8, aucun triplet n’a e´te´ apparie´ et le nombre de micro-architectures
stables e´tait nulle ; Donc, nous avons calcule´ un deuxie`me tunnel qui inclue les nou-
veaux noms dans les triple´s. Ce tunnel a subi une de´croisance du nombre des triplets
a` la version 0.9.20, ensuite il est devenu stable.
L’e´tude de l’e´volution de l’architecture des programmes nous permet d’avoir
une vision global sur :
– La complexite´ des programmes : la longueur des ge´nomes est un bon
indicateur sur la taille des programmes en terme de classes et leurs relations.
– Les triplets ajoute´s ou supprime´s : les triplets qui ont e´te´ ajoute´s au
programme peuvent eˆtre facilement de´tecte´s, car ils sont ajoute´s au ge´nome
de cette version. Les triplets supprime´s peuvent aussi eˆtre facilement de´tecte´es
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par leur absence dans le ge´nome de cette version.
– Les phases de croissance et de stabilite´ dans l’e´volution : une phase de
croissance est indique´e par une augmentation du nombre de micro-architectures
stables, alors que pendant la phase de stabilite´ le nombre de micro-architectures
stables restera le meˆme.
– Le tunnel d’un programme. L’identification du tunnel doit permettre
de de´tecter la partie stable du programme. Il existe deux types de tunnels.
L’algorithme ECGM de´tecte le premier type, qui de´finit l’ensemble des classes
qui a maintenu une structure stable de relations au cours de leur e´volution
Dans notre approche, nous de´couvrons le deuxie`me type de tunnel, qui de´finit
l’ensemble des micro-architectures qui restent stables durant toute leur dure´e
de vie.
– Les micro-architectures stables : l’algorithme ECGM ne permet pas
d’identifier les micro-achitectures stables. Dans notre approche, nous iden-
tifions les micro-architectures stables comme e´tant des parties du programme
les plus robustes aux changements.
– La stabilite´ des re´sultats : l’algorithme ECGM est base´ sur des me´ta-
heuristiques, et donc l’ensemble des classes apparie´es peut ne pas eˆtre optimal.
Avec notre approche, on trouve toujours les meˆmes re´sultats concernant les
parties stables d’un programme.
4.5.2 Limites de notre approche
Les changements entre deux versions d’un meˆme logiciel incluent des renom-
mages de classes qui rendent le sous-proble`me non trivial. L’alignement de deux
versions base´ uniquement sur les noms des classes a de bonnes chances de conduire
a` des appariements profonde´ment errone´s. Les classes, ayant e´te´ renomme´es ou
de´place´e dans un autre package, ne pouvant eˆtre retrace´es.
CHAPITRE 5
TRAVAUX FUTURS ET E´CHE´ANCIER
Dans ce rapport, nous avons cherche´ a` mieux comprendre le phe´nome`ne de
l’e´volution des programmes. Pour ce faire, nous avons fait un premiermapping entre
l’e´volution biologique et l’e´volution logicielle. Pour commencer, nous avons applique´
un algorithme bio-informatique pour de´tecter les micro-architectures stables au
cours de l’e´volution d’un programme. Partant du ge´nome d’une version donne´e, on
a proce´de´ par appariements successifs avec les ge´nomes des versions successives.
On retrouve aussi le tunnel de l’application qui est l’ensemble des classes apparie´es
tout le long de la dure´e de vie du programme. Le tunnel identifie les classes les
plus stables d’une application et donc les plus susceptibles d’en repre´senter l’e´pine
dorsale.
5.1 Travaux futurs
5.1.1 E´tape 1 : repre´sentation du ge´nome d’un programme
Nous avons montre´ dans le chapitre 4 comment construire le ge´nome du niveau
conceptuel d’un programme, par transformation du mode`le de programme en une
chaˆıne de caracte`res. Il nous reste a` de´finir les ge´nomes du niveau fonctionnel par
transformation du graphe d’appels de fonctions en une chaˆıne de caracte`res, en
utilisant le meˆme algorithme utilise´ par Kaczor et al. [18].
5.1.2 E´tape 2 : enrichissement de la repre´sentation du ge´nome
Nous proposons de de´finir un ge´nome incluant les informations du niveau d’imple´mentation
du programme, comme suit :
– La traduction des diagrammes de classes dans un format XMI e´quivalent.
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XMI (XML Metadata Interchange) qui est un standard tre`s souvent utilise´
pour de´crire des diagrammes UML [32]. Pour chaque fichier XMI, une struc-
ture sous forme d’arbre est construite. Chaque noeud posse`de : un ensemble
d’informations de de´finition, comme le nom d’une classe ou la signature d’une
me´thode, un ensemble de proprie´te´s atomiques, comme la visibilite´, et plu-
sieurs ensembles d’e´le´ments fils.
– La ge´ne´ration d’une chaˆıne de caracte`res qui de´crit repre´sente de fac¸on unique
une classe. Cette chaˆıne est compose´es des caracte´ristiques internes de la
classe (les signatures des me´thodes, les attributs, etc.) et ses relations avec
les autres classes du programme. Cette repre´sentation pourrait nous servir a`
de´finir le ge´nome d’un programme. L’e´tude de l’e´volution de ce programme
consiste donc a` aligner les ge´nomes de ses diffe´rentes versions.
5.1.3 E´tape 4 : alignement des versions d’un programme
L’algorithme d’alignment pre´sente´ dans le chapitre 4 est base´ sur la comparaison
des noms d’entite´s qui composent le ge´nome du programme (e.g., noms des classes
et noms des relations). Il est donc tre`s vulne´rable a` un “renommage” important
entre deux versions. Ceci justifie de faire des comparaisons a` un plus bas niveau de
granularite´, dans le cas ou` la classe recherche´e n’est pas trouve´e dans la deuxie`me
version. Nous proposons donc d’ajouter des mesures calculant la similarite´ de cette
classe recherche´e avec toutes les autres classes de la version 2. Ces mesures se-
ront fonde´es sur les caracte´ristiques internes des classes, comme par exemple, le
pourcentage des types d’attributs communs et des signatures des me´thodes com-
munes, et/ou les caracte´ristiques structurelles, comme le pourcentage des relations
communes.
L’approche par programmation dynamique (e.g., algorithme de Needleman-
Wunsch [30]) semble approprie´e pour l’alignement de ge´nomes du niveau d’imple´mentation
(incluant les caracte´ristiques internes des classes), pour la de´tection du renom-
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mage des classes entre les diffe´rentes versions du programme. La possibilite´ de
pouvoir attribuer des couˆts diffe´rents aux substitutions de´pendamment des ca-
racte`res est inte´ressante. La recherche de similarite´ entre deux chaˆınes de caracte`res
(repre´sentant deux classes de diffe´rentes versions) consiste a` donner une valeur de
similarite´ a` la place d’une distance. Nous cherchons alors a` maximiser la fonction
objective plutoˆt qu’a` la minimiser.
5.1.4 E´tape 5 : de´finition des patrons de changements
5.1.4.1 E´tude de l’e´volution des fonctionnalite´s
Nous proposons d’utiliser l’approche de´crite dans [2] pour selectionner les par-
ties du ge´nome concerne´es par certaines fonctionnalite´s. Ensuite, nous e´tudions
leurs e´volutions pour faire apparaˆıtre des patrons de changements.
5.1.4.2 E´tude de l’e´volution des motifs fre´quents
Nous proposons de repre´senter les programmes par des graphes, pour pouvoir
adapter les techniques de recherche de motifs dans les re´seaux d’inte´ractions de
prote´ines [15, 23] a` la recherche de motifs de conception dans un programme. En-
suite, pour extraire les patrons de changements, nous appliquerons des re`gles d’as-
sociation entre ces motifs trouve´s (sous-graphes).
5.1.4.3 E´tude d’une ge´ne´alogie des changements
Nous proposons d’e´tudier une ge´ne´alogie des changements qui de´crit comment
des groupes d’arte´facts changent ensemble sur plusieurs versions du programme.
Dans cette ge´ne´alogie, nous allons de´finir un mode`le qui de´crit l’e´volution des
groupes d’artefacts (e.g., classes) qui proviennent du meˆme groupe anceˆtre. Ce
mode`le repre´sente la fac¸on dont chaque e´le´ment dans un groupe a change´ par
rapport a` d’autres e´le´ments dans le meˆme groupe. Nous allons de´finir les diffe´rents
38
types de patrons de changements, comme suit :
– Patron d’ajout : il de´crit l’ajout d’un nouvel artefact (classe, me´thode, etc.)
a` la nouvelle version.
– Patron de supression : il de´crit la suppression d’un artefact dans la nouvelle
version.
– Patron de changement cohe´rent : il de´crit l’ensemble des artefacts qui
changent toujours ensemble (voir la figure 5.1).
– Patron de changement incohe´rent : il de´crit l’ensemble des changements
qui devaient eˆtre applique´s a` un arte´fact qui n’a pas change´ avec son groupe
(voir la figure 5.1).
– Patron de stabilite´ : il de´crit l’ensemble d’arte´facts qui ne changent pas
(restent stables) au cours de l’e´volution du programme.
5.1.5 E´tape 6 : comparaison syste´matique et exhaustive des outils
Nous proposons de constituer une grille de test et un corpus d’e´valuation qui
facilitent la comparaison des outils de de´tection de changements.
Fig. 5.1 – Un exemple d’un changement cohe´rent entre la version Vi+1 et Vi+2 ;
Les classes (A, B, C, D), appartiennent a` un meˆme groupe de changement (i.e.,
elles changent toujours ensemble). Un exemple d’un changement incohe´rent entre
la version Vi+2 et Vi+3 ; La classe C n’a pas change´ avec son groupe.
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5.2 E´che´ancier
La figure 5.2 et le tableau pre´sentent notre plan de recherche ainsi que nos
principales phases de publications.
Session Date Confe´rence Contribution
H10 02 - 2010
ICPC’10 : Conf. Internationale sur La de´tection des micro-architectures
la compre´hension de programmes stables
H10 04 - 2010
ICSM’10 : Conf. Internationale sur L’alignement ame´liore´ par des
la maintenance de programmes mesures de similarite´s stucturelles
E10 07 - 2010
WCRE’10 : Conf. Internationale sur E´tude de l’e´volution des
la re´-inge´nierie des programmes fonctionnalite´s
A10 12 - 2010
Journal IST : Information and De´tection des motifs fre´quents
Software Technology
H11 02 - 2011
ICPC’11 : Conf. Internationale sur E´tude de la stabilite´ des motifs
la compre´hension de programmes
H11 04 - 2011
ICSM’11 : Conf. Internationale sur E´tude de la taxonomie des
la maintenance de programmes changements
E11 06 - 2011
Re´daction de la the`se
E11 07 - 2011
WCRE’11 : Conf. Internationale sur Comparaison des outils de de´tection
la re´-inge´nierie des programmes de changements
A11 11 - 2011
Journal TSE : IEEE Transactions of Une Approche comple`te,
Software Engineering me´thodologie, et re´sultats
A11 12 - 2011
De´pot de la the`se
Tab. 5.1 – Plan de publications.
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Fig. 5.2 – Plan de recherche.
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