Abstract--M channel maximally decimated filter banks have been used in the past to decompose signals into subbands. The theory of perfect-reconstruction filter banks has also been studied extensively. Nonparaunitary systems with linear phase filters have also been designed. In this paper, we study paraunitary systems in which each individual filter in the analysis synthesis banks has linear phase. Specific instances of this problem have been addressed by other authors, and linear phase paraunitary systems have been shown to exist. This property is often desirable for several applications, particularly in image processing.
We begin by answering several theoretical questions pertaining to linear phase paraunitary systems. Next, we develop a minimal factorizdion for a large class of such systems. This factorization will be proved to be complete for even M . Further, we structurally impose the additional condition that the filters satisfy pairwise mirror-image symmetry in the frequency domain. This significantly reduces the number of parameters to be optimized in the design process. We then demonstrate the use of these filter banks in the generation of M-band orthonormal wavelets. Several design examples are also given to validate the theory. phase matrix corresponding to the analysis filters, and R (z) is the polyphase matrix corresponding to the synthesis filters. The decimators and expanders have been moved across the polyphase matrices using the noble identities [3] . It has been shown that it is indeed possible to perfectly reconstruct the original signal using such analysissynthesis systems [5] -[ 121. In particular, this can be done by filters that have finite impulse response (FIR), and are hence guaranteed to be stable. One way to do this is to let R ( z ) = E -' (z), and then choose the matrix E ( z ) so that both matrices are FIR.
A . Preliminaries
Paraunitary systems: Another approach to design a perfect reconstruction system is to choose the matrix E (z) This can be viewed as a representation of the original signal in terms of a doubly indexed set of basis functions qkm(n) = fk(n -Mm). It is known [lo] , [13] , [15] that this set of basis functions is orthonormal if and only if the polyphase matrix R ( z ) corresponding to these filters is paraunitary .
Another feature of the paraunitary analysis-synthesis system is that the analysis and synthesis filters are simply time-reversed conjugate versions of each other, and in particular therefore, they are of the same length.
Quantization: In a practical subband coding system, both the filter coefficients, as well as the subband signals are quantized. It has been shown [3] , [16] that there exist structures which retain the paraunitary property inspite of coefficient quantization. The perfect-reconstruction property is however lost, when the signals in each subband are quantized. A paraunitary system still has some important features in the presence of subband quantization: 1) We can obtain bounds on the overall reconstruction error in terms of the quantization errors in each subband, no matter what the frequency responses of the filters are 2) We are assured that the only error is due to signal quantization.
The coding gain [18] is often used as a criterion for judging the performance of these practical subband coding schemes.
M-band orthogonal wavelets: The relation between the M-channel paraunitary system and M-band orthogonal wavelets has been shown recently in [19] , [20] . M-band wavelets have also been shown to provide a more compact representation of signals than the traditional binary wavelets [21] . The M-band wavelet is obtained by cascading the M-channel paraunitary system in a infinite tree-structure. Using a linear phase paraunitary system therefore gives us (with further conditions, see Section VI) an orthonormal basis of linear phase wavelets. This will be demonstrated later in this paper.
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B. Previous Work on Linear Phase Perfect Reconstruction Systems
In several applications, and particularly in image coding, it is desirable to have each filter in the system to be a linear phase filter. This would not be necessary if there were no subband quantization, which is not a case of practical interest. The problem of designing two-channel linear phase, nonparaunitary, perfect reconstruction systems has been discussed in the past [22] , [23] . However, for the two channel case, it can be shown that if a paraunitary system has linear phase filters, it is degenerate, i.e., the filters can be no better than a sum of two delays [3] . For M-channel paraunitary systems, linear phase property has been demonstrated in certain special cases, by Princen and Bradley in [24] and by Malvar in [25] . In [25] , the author gives examples of linear phase Lapped Orthogonal Transforms (LOT), which have been shown to be order one paraunitary systems of a specific form. In [24] too, the filters mentioned correspond to a special type of paraunitary systems of order one. The more general case of linear phase paraunitary systems of larger degrees was addressed for the first time by Vetterli and Le Gall in [26] . The authors derive systems of higher degree from those of smaller degree by multiplication with certain types of paraunitary matrices, when the number of channels is even. For the four-channel case, the authors give judicious examples of such building blocks.
A structure is said to be minimal [lo] , if it uses the minimum number of delay elements to implement the particular transfer function. Completeness of a structure on the other hand implies being able to factorize a given linear phase paraunitary system in terms of the proposed structure. Another important consideration while designing filters by optimization is being able to characterize the building blocks in terms of a minimal number of free parameters. None of the earlier works addresses any of the above three issues. We shall address them in this paper. We will also present, for the first time, design examples of linear phase paraunitary systems of higher degrees.
C. Aim of the Paper
This paper attempts a thorough study of linear phase paraunitary$lter banks. In particular, the following is the new contribution of this work: In Section 11, we develop the theory of linear-phase paraunitary systems, and prove several new results. For the case where the number of channels M is even, we present a factorization of the linear-phase paraunitary filter bank that is minimal as well as complete for a large class of filter banks important from a practical standpoint in Section 111. In Section IV, we further structurally impose the constraint that the filters be pairwise symmetric around n / 2 in the frequency domain. This significantly reduces the number of variables to be optimized in the design. In Section V, we provide a cascade structure for linear-phase paraunitary systems when M is odd, and prove that it is minimal. In Section VI, we apply the above ideas to generate symmetric, orthonormal, M-band wavelets. The issue of regularity [ 181, [12] is addressed. Finally in Section VII, we present some design examples of near-perfect reconstruction linear phase systems, based on formulating the filter bank design problem as a constrained optimization problem. Such a time-domain approach to filter bank design has also been proposed in [ 121.
D. Notations
Bold-faced quantities denote matrices and vectors, as in A and x. AT, A-' and Tr(A) denote the transpose, the inverse, and the trace of the matrix A , respectively. A subscript on a matrix indicates its size, when the size is 
This is known as Type I polyphase. Let H , ( z ) ,
. . . , M -1 , be a set of analysis filters. They can be written as 
THEORY OF LINEAR PHASE PARAUNITARY SYSTEMS
In order to obtain factorizations of linear phase paraunitary systems, we first need to obtain a characterization of their polyphase matrix which reflects the linear phase property of the individual filters. Consider a set of M paraunitary transfer functions whose polyphase matrix
(2.1) where N is the order of the paraunitary matrix E ( z ) . Such a polyphase matrix corresponds to a set of filters which have linear phase. The matrix D is a diagonal matrix whose entries are +l's, the + l ' s in those rows which correspond to symmetric filters and -1's in those that correspond to antisymmetric filters systems which cannot be characterized as in (2.1). One example is that of the "delay chain," wherein the analHowever as said earlier, obtaining factorizations requires us to impose constraints on the polyphase matrix of the filters, and (2.1) represents a large class of filter banks important from a practical standpoint. In this paper, we will consider only those systems that can be described by (2.1). We will also show several good design examples based on such systems.
The linear phase constraint in conjunction with the paraunitary property imposes interesting conditions on the filters. The paraunitary property implies orthonormality of the impulse response to its own shifted versions [IO] , [15] and the linear phase property implies that the filters are time-reversed versions of themselves (upto a factor of + l ) . This, for example, imposes a restriction on the length of the filters. 
Pro08
The orthonormality condition on the filters This result has been proved in [28] for the special case where the order of the paraunitary matrix E ( z ) is one. The proof therein is based on subspace techniques, and moreover, does not extend to the case where E ( z ) has an arbitrary order. The result has been stated explicitly as an assumption in [26] . We provide below a formal proof that this is indeed true. Note, that the result is not restricted to paraunitary filter banks.
Proof; Consider (2.1). The trace of the matrix D holds the key to the number of symmetric and antisymmetric filters in the system. Using the fact that the matrix E ( z ) is invertible, we have
for any integer 1 I 1 . 
0
In particular, the above theorem implies that all the filters cannot be zero phase. The proof of the above theorem also implies a interesting constraint on the order of the linear phase polyphase matrix E (z) when the number of filters M is odd.
Corollary 1: If the number of channels M is odd, the order N of the polyphase matrix E ( z ) cannot be odd.
Pro08 Consider (2.5), and let N be odd. If one evaluates the right hand side of this equation at z = -1 instead of z = 1, we get,
This, along with (2.6) would imply that T r ( J M ) = 0, but this is not possible since M is odd. Hence we get a con-0
An interesting consequence of imposing the paraunitary constraint on an M-channel filter bank is that it guarantees that if the first M -1 filters are linear phase, the last filter is also linear phase. This is formally stated in the following theorem.
. . , M -1 be paraunitary, and let the first M -1 of them have linear phase. Then the last one is guaranteed to have linear phase.
Before we prove the theorem we will prove a lemma which will help us in the proof. 
. , M -2
This means that the row vector U ( Z ) has as its elements the polyphase components of the filter U (z).
is unitary on the unit circle, U (e'") is uniquely determined upto a scale factor of the form Hence, by analytic
pass. It can be verified that the condition det ( E (z)) = delay, which is necessary for paraunitariness, implies that
Hence, given M -1 functions of an FIR paraunitary system, the last function is determined upto a
I7
Using this lemma, we can now prove Theorem 2. Proof of Theorem 2: Let E ( z ) be a paraunitary polyphase matrix corresponding to a set of filters that have linear phase. Let E l (z) be the polyphase matrix of size (M -1) x M corresponding to the first M -1 filters in the system, and let U (z) be the row vector whose elements are the polyphase components corresponding to the last filter U ( z ) of the system. Now, (2.1) can be rewritten as factor of the form ( e j ' )~'~.
This means that the row vector U (2) has as its element the polyphase components of the filter v ( z ) , which is the time-reversed version of U ( z ) (upto f 1). Now, since all matrices on the left hand side of this equation are paraunitary, the matrix on the right hand side of this equation is also paraunitary. But the first block of this matrix is
E l ( z ) . This means by Lemma
1, that v ( z ) = ~z '~u ( z ) . But since v(z) is also the time-reversed version of the 0 filter U (z), it implies that U (z) has linear phase.
FACTORIZATION OF LINEAR PHASE PARAUNITARY
SYSTEMS FOR EVEN M
In this section, we will first derive a cascade-form structure for synthesizing linear phase paraunitary systems. Our theory will provide an interpretation for the condition mentioned in [26] . We will then prove the main result of this section, namely, every linear phase paraunitary system described by (2.1) can be factored in terms of the proposed structure.
The synthesis procedure consists of two steps. In the first step, we propagate the property that the set of filters generated be painvise time-reversed versions of one another. This means that they are related as h;(n) = Notice that the sum of two sequences related as above is symmetric, and their difference is antisymmetric. Furthermore, any linear combination of symmetric (antisymmetric) sequences is symmetric (antisymmetric). In the second step, we add an orthogonal block which performs these operations on the pairwise symmetric sequences to obtain filters that have linear phase.
The reason for this two step approach is that, it can be shown that it is not possible to propagate the linear-phase property itself by addition of further building blocks.
Consider Fig. 3 . The pairwise time-reversed property implies the following relation between the filters: 
+~(Z). (3.5)
Using (3.4) in (3.2), we obtain the following equation: and T; and P are as in (3.10).
Proofi The rest of this section deals with the proof where A , + = A ' , and C, + I = C' JMI2. It can be verified that a matrix KO with a form similar to that described above can be used to initialize the process.
corresponding to a set of filters that are pair-wise timereversed versions of one another i.e., Dejnition: A vector y is said to be "balanced" if it is orthogonal to its own flipped version, i.e., it satisfies the equation
The significance of balanced vectors has been explained in Appendix A.
Proof of the Theorem: In this case we are given a matrix E ( z ) satisfying (2.1). The first step is to show that from this linear phase paraunitary matrix, we can always get a polyphase matrix F ( z ) whose filters are pairwise time-reversed versions of one another [satisfying (3.8)]. For this, let S be any matrix of the form given in (3.13), where So and SI are arbitrary orthogonal matrices. Then it can be shown by substitution that the product F ( z ) =
S T E ( z ) satisfies (3.8).
Now we need to show that the matrix F ( z ) can always be factored into the required form. This is achieved by performing the "order-reduction'' process as outlined below. Let
(3.14)
We will show that there exists F,,,(z) of the form and satisfying the required properties. Let F,,, + (z) satisfy (3.5). Specifically, we will now show that it can always be written as If T,,, + is an orthogonal matrix of the form described in (3. lo), and P has the form described in (3. lo), then it can be verified that PT; + 1PJM PT,,, + P = JM. Hence, we get Causality: It only remains to show that there exists a matrix T,,,,, such that F,,,(z) obtained from (3.17) is causal. Both the linear phase property, and the paraunitary property continue to hold for the reduced system as long as the matrix T,,, + I , is any orthogonal matrix of the required form (3.10). Indeed, it is the causality condition on the reduced system which determines the particular choice of the matrix T,,, + I .
From (3.17) we get,
The second term on the right hand side of this equation is responsible for the noncausality . In particular, the noncausal part of the second term is given by
We have to show that there exists a matrix T,,, + I of the form in (3.10) which makes this term equal to zero. Let Simplifying (3.23), we find that T, + I should be such that Hence, it is sufficient to find A , + I and C, + I such that Order reduction: Given the fact that Fm(z) is causal, and that it satisfies (3.2), we can see that the order of F, (z) is m. Thus there is a reduction in order by 1. Hence, for a system of order N , the factorization process is guaranteed to terminate in N steps.
0
The above theorem guarantees the factorization of all linear phase paraunitary systems satisfying (2.1). Such a linear phase filter bank with polyphase matrix of order N can hence be characterized by 2 ( N ) (f'*) rotation angles.
The degree of a causal rational system is defined as [ 10, sec. 13.81 the minimum number of delays required for its implementation. A structure is said to be minimal if the number of delays used is equal to the degree of the transfer function. For a paraunitary system, we know that [lo, This concludes the proof of Theorem 3. Theorem 14.7.11 that (3.30) which is equal to the number of delays used. Hence, the factorization is minimal.
IV. LINEAR PHASE PARAUNITARY FILTERS WITH
RESPONSES FOR EVEN M In the previous section, we factorized a linear phase paraunitary system into a product of orthogonal building blocks each of which can be implemented with 2 (r/2) rotation angles. These angles can be made the variables in the design process. The number of angles can be become fairly large when the number of channels M increases. It would be useful to cut down the number of optimization variables by structurally imposing some other additional constraints on the filters. One of the constraints that can be imposed is that of painvise mirror image symmetry in the frequency domain around ~/ 2 . Such a condition had been imposed on general paraunitary systems in [31] . One way to impose the condition that the filter satisfy the pairwise mirror image condition in the frequency domain is to ensure that the filters are related as
where L = M/2. If M is even, in terms of the polyphase matrix of the filters this becomes
As mentioned earlier, the matrix VM is a diagonal matrix of size M x M with alternate k 1's on the diagonal, starting with + 1. This symmetry condition is in addition to the conditions of linear phase (2.1) and paraunitariness (1.1). To develop a cascade structure which generates such filters, we will assume that we have a paraunitary matrix E, -(z) of order m -1 satisfying the conditions of paraunitariness (1. l), linear phase (2.11, and painvise mirrorimage symmetry of frequency responses (4.2). From it, we will show how a paraunitary matrix E,(z) of order m can be obtained satisfying the above three properties. We will do this by post multiplying the given matrix E, -( z ) by a paraunitary matrix R ( z ) of order one.' Let 'This derivation could also be made by premultiplying an existing matrix by an extra block. This was the approach followed in Section 111, because it simplifies the proof of Theorem 3 to some extent. In proving the results of this section, the postmultiplication strategy will lead to slightly simpler derivations. The reader must note that preference for one strategy over the other has been dictated purely by simplicity of presentation.
i.e., of the form
Hence for E,,, (z) to satisfy the linear phase property, R ( z )
should satisfy where Q is a symmetric permutation matrix. This is because QJMQ = JM for any such permutation matrix. Let Q be so chosen that QVMQ = D , where D = (?:? -IM,2). Now, let S ' = SQ. For the matrix S to satisfy the painvise mirror-image property ( J M S = SVM), it can be verified that the matrix S ' should satisfy S ' DS I T = JM. Substituting the forms of various matrices and simplifying, we get
I ? ( z -' ) J~R ( z ) = z -I J M . (4.7)
It can be verified that if Riz) = A ( z ) PTP with the matrices A (z), P and T as in the previous section, R ( z ) satisfies (4.7).
Propagating the Painvise Mirror-lmage Property in the Frequency Domain,, Assuming that (4.2) holds for E,,, -I (z), and using (4.4) we get and the matrix P is as in (3.10). 0
The fact that the structure continues to be minimal is easily verified, though we have not shown it to be complete. Fig. 5 shows an example of a 8-channel system (Design ex. 1) where a 4-stage lattice was used. The filters are linear phase, paraunitary , and satisfy the painvise mirrorimage symmetry in the frequency domain. The impulse response coefficients of the 8-channel system have been tabulated in Table I . Fig. 6 shows a similar example for the 4-channel case (Design ex. 2). The impulse response coefficients have been tabulated in Table 11 .
The coding gain [ 181 is often used as a figure of merit to judge the performance of various subband coding schemes. It is defined as the ratio of the reconstruction error variance of a PCM system to the reconstruction error variance of the subband coding system. It was verified through examples that the imposition of linear phase property did not lead to significant coding gain reduction. As an example, using bandpass speech as input, imposition of the linear phase property reduced the coding gain from 6.2 db to 5.2 db.
PARAUNITARY FILTER BANK. [ONLY THE C O E F F I C I E N T S h, (0) THROUGH IMPLIES h , ( n ) = h,(31 -n). A N D MIRROR-IMAGE S Y M M E T R Y IMPLIES (DESIGN E X . 1) FILTER COEFFICIENTS OF
V . LINEAR PHASE PARAUNITARY FILTERS FOR ODD M
While the existence of linear phase paraunitary filter banks had been indicated in [26] for an even number of channels M , for an odd number of channels, the existence of nondegenerate filter banks has not been shown so far. In this section, we shall synthesize linear phase paraunitary filter banks for an odd number of channels. There are two ways to design such systems. One way is to develop a cascade structure as we did in the previous sections. The second way is to obtain linear phase systems for a certain odd M by suitably combining linear phase systems of size ( M -1)/2 and ( M + 1)/2, while maintaining the paraunitary property. We will consider both of these approaches in this section.
A. A Cascade Based Approach
In this subsection we proceed as we did in Section 111, i.e., first design a set of filters which satisfy the property that the filters are painvise flipped versions of each other in the time domain, and then suitably combine these to get a linear phase system. M odd, which is obtained as the following product: which Hk ( z ) is the time-reversed version of HM --(z).
(5.3)
Pro05 Since all matrices in the product are individually paraunitary , the product F(z) is also paraunitary .
Now to prove that the filters are pairwise flipped versions of one another, we need to show that the matrix F(z) satisfies the condition
where N is the order of the polyphase matrix F(z). In particular, by our construction, the middle filter will be just H ( M + 
(5.6)
Now let E(z) = S F ' ( z ) where S is an orthogonal matrix. Clearly, with this construction, the matrix E(z) is 
where P is as in (5.2), T, is as in (5.3) and A(z) is as in
The fact that the structure is minimal can be verified as at the end of Section 111.
B. Matrix Interleaving and Linear Phase Filters
In this subsection, we will consider the problem of obtaining a larger linear phase paraunitary system given smaller linear phase paraunitary systems. Let M , the number of channels be odd. Let L = ( M -1 ) / 2 . Let G(z) and F ( z ) be two linear phase paraunitary matrices of sizes
and L X L respectively, and of order N each. In particular, let us write them as and
In (5.9), the vectors g i ( z ) are of size L, and represent the columns of the matrix G(z), except for the last element in each column, which has been written separately as g / (z). In (5. l o ) , the vectorsJ.(z) are also of size L, and are simply the columns of the matrix F(z). Hence note that vectors gi(z) andJ(z) are all of size L each. Now, construct the matrix E(z) of size M x M , which is as follows: also paraunitary . For the matrix E (2) to satisfy the linear phase property (2. l ) , it can be verified that it is both necessary and sufficient that S be of the form where U(M+ 1)/2 and W ( M -1 ) / 2 are arbitrary orthogonal matrices of the sizes indicated.
The above discussions can be summarized in the following theorem:
Note that the filters corresponding to this polyphase matrix are formed simply by interleaving in a particular manner the impulse response coefficients of the filters in the smaller systems G ( z ) and F(z).
Lemma 2 Let e,(z) denote the columns of the matrix E ( z ) . Then, it can be seen from the construction of the matrix E ( z ) that the columns satisfy the condition e j ( z ) = k z -N e M -I -i(z-l).
(5.15) This is sufficient to prove that E ( z ) has linear phase filters. U Lemma 2 gives us a way to synthesize larger paraunitary systems from smaller ones. Thus, one can obtain a M channel linear phase paraunitary filter bank by using a schematic as shown in Fig. 7 . Here, Lemma 2 is repeatedly used to synthesize the odd component on each level.
VI. M-BAND ORTHONORMAL WAVELETS
The wavelet transform [32]- [34] , [13] is a representation of a signal in terms of a set of basis functions which are obtained by dyadic dilations and shifts of a single function called the wavelet function. It provides a description of a signal on various levels of resolution or scale. The wavelet transform has of late, found several applications in signal and image processing [34] , [35] . One way of constructing the wavelet functions that generate a basis [32] is by using a two-channel quadraturemirror filter bank is an infinite tree. This idea of wavelets (henceforth referred to as dyadic wavelets) has recently been extended to the more general case of M-band wavelets [19] , [20] , [36] . It has been shown therein that a square integrable function f(t) can be represented in terms of the dilates and translates of M -1 functions +,(t), which are called the M-band wavelets. As in the case of dyadic wavelets, it has been shown [20] that M-band wavelets can be obtained by using a M-channel filter bank system in a infinite recursive tree-structure as shown in Fig. 8 . M-band wavelets often provide a more compact representation of signals, and are therefore useful in several applications [2 13.
It can be shown [20] , that for the wavelet basis to be orthonormal, a necessary condition is that the M-channel filter bank used in Fig. 8 should be paraunitary. The theory developed in the previous sections allows us to design symmetric and antisymmetric wavelets that are also orthonormal. This can be done simply by using the structure developed in Section I11 to generate the M-channel system The condition that the continuous time wavelets have at least one vanishing moment can be written directly in terms of the lattice developed in Section 111, as was done for the general lattice in [20] . Now, the filters can be written in terms of the polyphase matrix E ( z ) as At w = 0, i.e., z = 1 , we need, Substituting the form of the linear phase paraunitary lattice from Section I11 and noting that A ( l ) = I , we have Now, with Ti having the form as in (3. lo), the product T = II : = Ti also has the form T = ( : :).
(6.7) Similarly, after substituting for the form of S from (3.13), condition (6.6) simplifies to Recall that SO can be chosen to be an arbitrary orthogonal matrix for the factorization in Section 111. If we further wish to impose the condition (6.5), then we can exploit this freedom in the choice of SO, and choose it so as to satisfy (6.9). It can be verified that the vector postmultiplying the matrix So in 6.9 has norm @. 
VII. NEAR PERFECT RECONSTRUCTION LINEAR PHASE DESIGN
The theory developed in the previous sections approaches the problem of designing linear phase paraunitary systems via structurally imposing the constraints on the filter bank. This results in factorizations of the polyphase matrix. Another approach to designing these filter banks is to formulate the problem as a constrained optimization problem. While the resulting systems do not have perfect reconstruction, they are very close to being perfect reconstruction systems. In this section, we present a design method to obtain the so-called near-perfect-reconstruction (NPR) linear-phase filter banks. The NPR filter banks have some small amplitude distortion and aliasing, however, as we will see, they have high stop-band attenuation. This makes them useful in applications where small distortions can be tolerated. Let Hk(z) and Fk(z) be the analysis and synthesis linear-phase filters (lengths L ) of a M-channel linear-phase filter bank, respectively. The synthesis filters are chosen to be Fk(z) = z (~-' ) H~( z -' ) = Jk Hk(z), where Jk is 1 (or -1) for symmetric (or a_nti-symmetric) analysis filters. The reconstructed output X ( z ) is In a perfect-reconstruction system, it is required that TO and Tl(z) = 0 for 1 # 0. Define the error func-
tion el (z) to be the difference between TI ( z ) and its desired weights for $,, where (7.5) In order to simplify and reduce the number of variables in the design problem, we impose the condition that the filters also satisfy the painvise mirror image property, i.e., HM-, -k ( z ) = H k ( -2 ) . We have provided three design examples in this section. In the tables, the filters with even indices are symmetric and those with odd indices are antisymmetric. Fig. 10 shows the magnitude response of an 8-channel linear phase NPR system (Design ex. 3). The coefficients have been tabulated in Table 111 . Similarly, Tables IV and V give the impulse response coefficients for 4-channel NPR system (Design ex. 4) and 12-channel NPR system (Design ex. 5). In each table, the aliasing is defined to be the quantity 20 log,, [max,,/ IT,(e'")l], where T,(z) is as in (7.2). The minimum stop-band attenuations of the analysis filters are also indicated in the table captions. VIII. CONCLUSIONS In this paper, we studied in detail the theory, factorizations and designs of linear phase paraunitary systems. In Section 11, we proved several results on linear phase paraunitary systems, which we used subsequently. Next we addressed the problem of designing linear phase paraunitary systems for an even number of channels M . We showed that such systems could be designed by a cascade structure which was proved to be minimal. The resulting filters are structurally linear phase paraunitary , i.e., these properties are preserved inspite of coefficient quantization. Moreover, we showed the completeness of this structure, i.e., all linear phase paraunitary systems satisfying (2.1) can be generated simply by manipulating the coefficients of this cascade structure. Next, we imposed the further condition on the filters that they satisfy the pairwise mirror-image property in the frequency domain. The resulting structure has much fewer multipliers, which is useful for optimization. To summarize therefore, for these filter banks the following properties are guaranteed structurally, i.e., inspite of quantization of the multipliers (angles) : The filter bank is paraunitary, and therefore gives perfect reconstruction.
The analysis and synthesis filters are time-reversed versions of each other.
The analysis and synthesis filters are all linear phase. The filters in the analysis and synthesis banks both satisfy the pairwise mirror-image property in the frequency domain.
Next, we extended this analysis to the case of filter banks with an odd number of channels M . In particular, we showed two ways by which such systems could be realized. One was based on a factorization approach, and the other involved designing larger systems by successively combining smaller systems in a certain manner. It is interesting to note that the linear phase property along with the paraunitary condition implies that the analysis and synthesis banks are identical, upto a multiplier of f l on some of the filters, i.e., F,(z) = fHj(z).
We then considered two applications of the theory. The first was in designing symmetric and antisymmetric M-band wavelets which are also orthonormal. We also discussed the regularity condition in this context, and derived conditions on the factorization proposed so that the resulting wavelets had at least one vanishing moment. The second application we considered was in subband coding. From the data presented for lowpass speech, we conclude that the linear phase paraunitary systems with filters of small length give good coding gains. With the other special features of the filters mentioned before, we conclude that this structure is a good candidate for use in practical subband coding systems. elements of the vectors si are zero, except si ( i ) = si (M -1 -i) = 1. Similarly, a basis for E, could be the set of vectors a , , i = 0, ( M / 2 ) -1, where all elements of the vectors a, are zero, except a,(i) = -a i ( M -1 -i ) = 1. Also, since the matrix JM is symmetric, the eigenvectors span the whole space, and E, and E, form a direct sum for the whole space. Now, consider any vector y . It can always be written as y = U + U , where U E E, and U E E,. Let y be orthogonal to its own flipped version, i.e., * Hence we get, Noting that u T J M u = u T u , u T J M u = -u T u and u T J M u = 0, the above equation reduces to U T u = U Tu. Hence, the norm of the projections in the two eigenspaces has to be equal. We say therefore that the vector y which satisfies (A.l) is "balanced" over the two eigenspaces (or simply ''balanced").
As noted above, the eigenvectors of the matrix J are 
