Within the framework of thermo-field-dynamics(TFD), the informationentropies associated with the measurements of position and momentum for one-dimensional Rindler oscillator are derived, and the connection between its information-entropy and thermal fluctuation is obtained. A conclusion is drawn that the thermal fluctuation leads to the loss of information.
I.
INTRODUCTION
As a joint-realm of information theory and statistical physics, informationentropy has received a great deal of investigations 1−3 . Generally, for a ther- The generalized uncertainty relation 4−8 is widely discussed. But in these papers the "generalized uncertainty relations" have different meanings. In our previous paper 4 , the generalized uncertainty relation of one-dimensional
Rindler oscillator, which is related to the thermal nature of the quantum state, was derived. In fact, we presented a thermal modification to the uncertainty principle, it is the acceleration that induces the thermal effect (Unruh effect). As is well know, a Minkowski vacuum is equivalent to a thermal bath 9,10 for a Rindler observer. For a Rindler uniformly accelerated observer, there are not only general quantum fluctuations but also thermal fluctuations related to his acceleration. On the other hand, the authors 6,7 presented a gravitationally-induced modification to the momentum and position uncertainty relation which comes from a definition of momentum and position operators that incorporates certain dynamics relevant at high energies and differs from the usual definition.
In this paper, we present the information-entropies associated with the 
II. RINDLER AND MINKOWSKI SPACE-TIME
The coordinates in Rindler space-time can be obtained from the Minkowski coordinates T, X under the transformations
and 
where
where 
For one-dimensional Rindler oscillator, we construct position and momen-
as follows:
and
The relation between Rindler vacuum and Minkowski vacuum is 
III. INFORMATION-ENTROPY OF ONE-DIMENSIONAL RINDLER OSCILLATOR
In this section, we will derive the reduced probability densities, and discuss the information-entropies associated with the measurements of position and momentum for one-dimensional Rindler oscillator. Comparing the generalized uncertainty relation of one-dimensional Rindler oscillator, we present the relation of information-entropies with quantum and thermal fluctuations.
In this paper, we use the information-entropy given by Shannon
where {|α } is the set of eigenstates of A.
For the one-dimensional oscillator in Rindler space-time region R, its
Hamiltonian is
The wave function of ground state in the coordinate representation is
where , p R = −ih d dξ ≡ −ih∂ ξ , m is the mass, ω is the angular frequency, and
are the corresponding annihilation and creation operators in the Rindler region R, respectively. Using the tilde rules in Thermal field dynamics, we
in Rindler region L. Substituting Eq.(13) into Eq.(4), one has
with θ ≡ θ (β) . From Appendix B.4 in Ref. 15 , the last formula can be written as
Using the following operator properties
and e Cy∂y f (y) = f ye
one can gave the wave function of Minkowski vacuum in Rindler coordinate
We can see that when β → ∞, from Eq. (4) and Eq. (5) we have θ (β) → 0,
The matrix element of density operator in position presentation for onedimensional Rindler oscillator is
Taking ξ = ξ ′ in Eq. (20), one has the probability density of position
Similarly, we have the reduced probability density of momentum for onedimensional Rindler oscillator
So, we can calculate the information-entropy with the measurements of position and momentum, respectively
Deutsch and Partovi 1,2 discussed the sum of entropies associated with the measurements of a generic non-commutative pair of observable (A,B) in a normalized state |Ψ
which cannot be made arbitrarily small but has an irreducible lower bound independent of the choice of |Ψ .
Thus, we get the sum of information-entropies associated with the measurements of position and momentum of one-dimensional Rindler oscillator.
where U denotes the uncertainty measurement of one-dimensional Rindler oscillator.
Now we wish to find the relation of information-entropy and fluctuation. 
