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In the City  of Edmonton,  in order  to reduce  the  prevalence  of  collisions,  the  Operation  24  Hours  program
(OPS24)  was  developed  by using  existing  police  and transportation  services  resources.  The  program  uses
traditional  manned  police  speed  enforcement  method,  which  are supplemented  by trafﬁc  safety  messages
displayed  on  permanent  and  mobile  dynamic  messaging  signs  (DMS).  In this  paper,  collision  data  analysis
was  performed  by looking  at the  daily  number  of collisions  from  2008  to 2011  that covers  28 Operation
24  Hours  (OPS24)  events.  The  objective  of  the  collision  data  analysis  is  to analyze  if there  is  a reduction
in  collision  frequencies  after  OPS24  was  held  and  examined  how  long  the  collision  reduction  effect  last.
Weather  factors  such  as temperature,  thickness  of  snow,  and  wind  gust  have  been  considered  by many  as
a  great  inﬂuence  on  collision  occurrences,  especially  in  a city  with  long  and  cold  winter  such  as Edmonton.
Therefore,  collision  modeling  was  performed  by considering  these  external  weather  factors.  To  analyze
the linear  and  periodic  trend  of  different  collision  types  (injury,  fatal,  and  property  damage  only  (PDO))
and  examine  the  inﬂuence  of  weather  factors  on  collisions,  negative  binomial  time  series  model  that
accounts  for  seasonality  and  weather  factors  was  used  to model  daily  collision  data.  The  modeling  also
considered  collision  proportion  to  account  for missing  trafﬁc  volume  data;  the  Gaussian  time  series  model
that  accounts  for seasonality  and  weather  factors  was  used  to model  collision  proportion.  To  estimate  the
collision  trend and  test  for  changes  in  collision  levels  before/after  OPS24,  interrupted  time  series  model
with  segmented  regression  was used.  While  for estimating  how  long  the effect  of  the  OPS24  last,  change
point  method  was  applied.. Introduction
Many researchers have considered weather factors as a great
nﬂuence on collision occurrences. Poor weather-related driving
onditions are associated with 7000 fatalities, 800,000 injuries,
nd more than 1.5 million vehicular collisions annually in the
nited States (National Research Council, 2004). Adverse weather
s present in 28% of total collisions and nearly 20% of highway
atalities (Weather and Highways, 2004). Analysts estimate the eco-
omic toll of weather-related collisions at $42 billion (Lombardo,
000). In Canada, weather-related collisions have been estimated to
ost Canadians an average of approximately CDN$ 1 billion per year
Andrey et al., 2001; Usman et al., 2011). Understanding the effects
f adverse weather on motor vehicle collisions matters because
xperts have identiﬁed a number of communications and engineer-
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ing innovations (largely technologies to collect and communicate
real time road condition information, such as sensors and dynamic
message signs) that could signiﬁcantly reduce the collision and
injury rates, but at a potentially substantial cost (National Research
Council, 2004; Weather and Highways, 2004).
It is a known fact that collisions can be inﬂuenced by exter-
nal environmental variables such as temperature, snowfall level,
and wind gust. Previous studies have associated precipitation with
markedly increased collisions rates (Eisenberg, 2004; Brodsky and
Hakkert, 1988; Andrey and Yagar, 1993; Fridstrom et al., 1995).
Recent work also shows that the risk posed by precipitation rises
dramatically with the time since last precipitation (Eisenberg,
2004). There has not been any study on the effect of snowfall.
Number of collisions is not inevitably higher in snowy weather
than in dry weather. On the one hand, snow makes driving more
dangerous; by reducing tire adherence and impairing visibility. On
the other hand, experienced drivers typically drive more slowly
and carefully in snowy weather, and many people avoid or post-
pone unnecessary travel. Perhaps as a reﬂection of these offsetting
factors, the handful of published studies addressing the collision
consequences of snow has produced some conﬂicting results. The
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Table  1
2008–2011 OPS24 schedules.
2008 2009 2010 2011
Thursday, January 29 Wednesday, January 20 Wednesday, January 19
Tuesday, March 10 Friday, February 05 Friday, February 04
Tuesday, April 07 Monday, March 29 Monday, March 28
Tuesday, May  12 Tuesday, April 13 Thursday, April 21
Tuesday, June 09 Monday, June 28 Thursday, May 19
Friday, June 26 Tuesday, June 07
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SMonday, September 15 Tuesday, September 29 
Tuesday, October 21 Friday, October 16 
Tuesday, December 16 Tuesday, December 15
eight of the evidence suggests that less severe collisions (e.g.,
hose producing only property damage) increase during snowfall,
hile more severe collisions (those resulting in major injuries or
atalities) decrease.
Signiﬁcantly increased collision rates have been documented in
nowy months in Canada (Andreescu and Frost, 1998), on snowy
ays in the United Kingdom (Perry et al., 1991), and during snow-
torms in Iowa, United States (Knapp et al., 2000). Perry et al.
1991) found increased rates of collisions involving injuries and
atalities on snowy days in the United Kingdom, but Brown and
aass (1997) noted fewer collisions involving injuries in the winter
onths in Canada, as did Fridstrom et al. (1995) in snowy months
n Denmark and Finland. Eisenberg (2004) found decreased rates
f fatal collisions on snowy days in the United States, a ﬁnding
choed in analysis of winter months in Canada (Brown and Baass,
997) and snowy months in Scandinavia. To date, only two previous
tudies have examined the effects of the ﬁrst snowfall of the sea-
on. Deﬁning ﬁrst snowfall as the ﬁrst snow in a month following
 month without snow, Fridstrom and Ingebrigtsen (1991) found
igniﬁcant increases in both injury and fatal collisions in Norway.
ubsequently, however, research by Fridstrom et al. (1995) pro-
uced mixed ﬁndings: Injury collisions rose signiﬁcantly during
he winter’s ﬁrst month with snow (compared with other months
ith snow) in Denmark but not in either Finland or Norway. Fatal-
ty rates were no different in the ﬁrst snowy month than in other
nowy months.
.1. The Operation 24 Hours
In the City of Edmonton, in order to reduce the prevalence of
peed related collisions, the Operation 24 Hours program (OPS24)
as developed by using existing police and transportation services
esources. The program uses traditional police speed enforcement
ethods such as manned enforcement, which are supplemented
y trafﬁc safety messages displayed on permanent and mobile
ynamic messaging signs (DMS). The program utilizes an alternat-
ng two-message approach “Big Ticket Event – Don’t Speed”. The
essages were run consecutively for four days prior to the opera-
ion day and also during the operation day (the ﬁfth day). During
he OPS24, the entire City of Edmonton became an enforcement
one. Twenty-eight OPS24 events have been conducted during
008–2011 (see Table 1).The objectives of this study are to examine the impact of OPS24
n collisions in general as well as on different collision types (injury,
atal, and property damage only (PDO)). The collision analysis did
ot limit to speed related collisions since the Edmonton Police
able 2
ummary of collision data.
Minimum 
Number of collisions per day 13 
Severe collisions per day 1 
PDO  collisions per day 12 Monday, September 13
Monday, November 15 Tuesday, November 15
Tuesday, December 14 Friday, December 16
Service collected speed information of vehicles involved in a
collision only starting from 2011 and only if the police visited
the collision scene. The collected speed information is also only
categorical: unsafe speed, no unsafe speed, unknown, and not
applicable. General collision trend and the inﬂuence of weather fac-
tors such as temperature, thickness of snow, and wind gust were
also investigated. In addition, we aim to ﬁnd how long the collision
reduction lasts. The impact of OPS24 on vehicle speed distribution
is beyond the scope of this paper and can be found in Halim et al.
(2012).
2. Data
This study used 3 years and 4 months of daily collision data
ranging from September 2008 to December 2011. The collision data
used in this analysis was obtained from the City of Edmonton’s
Motor Vehicle Collision Information System (MVCIS), a database of
motor vehicle collisions that occur on public roads in the City of
Edmonton. The information in the database is collected from the
provincial Collision Report Form, which is completed by members
of the Edmonton Police Service (EPS) either on paper at the scene of
the collision or electronically at the front counter of a divisional or
community police station. The collision reports received from the
EPS were reviewed and corrected if necessary (in consultation with
the EPS) before entered into MVCIS.
The total number of collisions was  109,459 during this period.
The daily collision dataset contains collision frequencies, collision
types (injury, fatal, and PDO), collision locations, roadway portions,
and collision causes. We combined fatal and injury collisions and
named it ‘severe collisions’ which contributes 14.6% to the total col-
lisions. The statistical summary of the data is presented in Table 2.
2.1. Weather data
The weather data used in this analysis includes 3 years and
4 months of daily weather data of the City of Edmonton from
Environment Canada with dates ranging from September 2008 to
December 2011. The daily weather data contains variables such as
daily maximum, minimum and mean temperatures in degree Cel-
sius, the thickness of snow on the ground (in cm), and the speed
of maximum wind gust during the day (in km/h). The statistical
summary of the weather data is shown in Table 3.
Both MVCIS and Environment Canada provide reliable data for
purpose of this study. The completeness and accuracy of data are
signiﬁcantly high, for example, no unknown information about the
Maximum Mean Std deviation
305 75.13 35.24
36 10.98 4.69
286 64.08 32.63
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Table  3
Summary of weather data.
Minimum Maximum Mean Std deviation
Min  temperature (◦C) −46.1 14.3 −5.49 11.99
Max  temperature (◦C) −33.2 34.0 8.46 13.21
◦
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Speed of max  gust (km/h) 4 
ollision type and the percentage of unknown collision causes is
nly less than 1%.
Fig. 1 shows seasonal variation of collisions and their relation-
hip to weather. The collisions in autumn and winter are higher
han in spring and summer, it had a periodic trend. We  can also see
hat when the mean temperature was low, the collisions were high
nd vice versa. Fig. 1 also shows that when the snow on the ground
as low, the collisions were low. There was no clear relationship
etween the speed of maximum wind gust and the collisions.
. Methods
We  divided collision and weather data analysis into three sec-
ions. First, we modeled the collision trends and analyzed the effects
f environmental variables such as temperature, thickness of snow,
nd speed of maximum wind gust on collision frequencies and
ollision proportions. For the collision frequencies, we used neg-
tive binomial time series model. Since trafﬁc volume data were
ot available, we  also looked at the proportions of daily injury and
atal or PDO collisions. Those are expected to be independent of
he trafﬁc volume. For these collision proportions, we  used the
aussian time series model that was designed to handle continuous
ependent variables.
Some models for collisions have been constructed based on
ime series analysis. Vanlaar et al. (2011) modeled the log trans-
orm of monthly collisions from 1994–2008 at 48 intersections
sing ARIMA (p, d, q) models. Quddus (2008) modeled trafﬁc col-
isions in Great Britain using class of INAR models for time series.
e used two sets of data to test his models, that is, annual trafﬁc
ollisions in Great Britain from 1950 to 2005 and monthly trafﬁc
ollision casualties within the London congestion-charging zone
etween January 1991 and October 2005. Another approach pro-
osed by Castro et al. (2012) was based on partitioning of a single
atent continuous variable into mutually exclusive intervals. By this
ay, Castro et al. (2012) reformulated daily count models as a
pecial case of generalized ordered-response models. This model
as applied to predict collision frequencies at urban intersectionsn Arlington, Texas. Models offered by Vanlaar et al. (2008) and
uddus (2008) are only for univariate data and the model ﬁttings
n these papers were applied only for short series or aggregated
eries, whereas Castro et al. (2012) introduced spatial and temporal
Fig. 1. The reported collision and weather in the Edm22.8 1.48 12.34
52 7.52 12.31
95 37.88 10.95
dependencies through the latent continuous variables. A review
and assessment of methodologies in the statistical analysis of colli-
sions is given by Lord and Mannering (2010). The negative binomial
model was  also chosen over the time series analysis models since
it is a multivariate model rather than a univariate one.
Moreover, the negative binomial time series is chosen since for
time series consisting of counts, classical Gaussian models are inap-
propriate. Count data are non-negative, integer-valued and often
overdispersed, i.e., the variance is larger than the mean. Poisson
models are not robust for modeling count data, since they have
over dispersion problems (Cameron and Trivedi, 1998). There-
fore, many researchers used overdispersed Poisson and binomial
regression model to handle this problem. As a natural extension of
Poisson distribution, it is well known that negative binomial dis-
tribution is more ﬂexible and allows for overdispersion (Davis and
Wu,  2009). El-Basyouny and Kwon (2012) modeled the time and
weather effects on collision frequencies using City of Edmonton
data from 2000 to 2010 by using multivariate Poisson lognor-
mal  models. This model is more robust then the Poisson models.
However, the Poisson-lognormal has limitations, i.e., the model
estimation is more complex because the Poisson-lognormal dis-
tribution does not have a closed form. Therefore, many researchers
used the Markov Chain Monte Carlo simulation for estimating the
parameters of those models, since the classical estimation of those
parameters cannot be calculated in a straightforward way. More-
over, the Poisson-lognormal can still be adversely affected by small
sample sizes and low sample mean values (Miaou and Mallick,
2003). The negative binomial time series can be solved using clas-
sical estimation (Davis and Wu,  2009).
Secondly, we estimated the collision trend and tested for
changes in collision levels before/after OPS24 by using interrupted
time series with segmented regression (Perrin, 2009).
Finally, we  measured the statistical properties, i.e., a sequence of
collision means after OPS24 ended and estimated a point at which
the statistical property of that sequence is changed. That point is
called a change point (Killick et al., 2011). From the length of days
between the ends of OPS24 to that change point, we can mea-
sure how long the behavior lasts in term of collisions reduction.
Moreover, the change point detection models are usually used in
the statistical process control for detecting a change in the distri-
bution from the target in the process (Hawkins and Deng, 2010).
onton from September 2008 to December 2011.
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he detection of a single change point can basically be regarded as
 hypothesis test; with null hypothesis being there is no change
oint versus the alternative hypothesis being there exists a change
oint. Some models that assume normality in the observations
re given by Hawkins et al. (2003), which detected the change in
ean, and Hawkins and Zamba (2005), which detected change in
ean and variance. Here, we applied the Hawkins and Deng (2010)
onparametric change point detection model. The non-parametric
pproach was chosen because we do not need to assume any dis-
ribution of the dataset as in a parametric model.
.1. Negative binomial model (Davis and Wu,  2009)
Let Yt be a time series of counts and Xt
e an observed l-dimensional covariate, Xt =
1, tN , cos
(
2t
360
)
, sin
(
2t
360
)
, Tempt, Snowt, Gustt
)
, t is the dis-
rete time, s is the seasonal term, and the link function is:
og
{
r(1 − pt)
pt
}
= xTt  ˇ + ˛t (1)
here {˛t} latent process with Gaussian innovations. Here  ˇ is the
ector of regression coefﬁcients. The used of harmonic functions
n the covariate Xt is for capturing the seasonal effects in the data
Davis et al., 2000).
The conditional density function of Yt is
(Yt = yt |˛t) =
(
yt + r − 1
r − 1
)
prt (1 − pt)yt (2)
or yt = 0, 1, . . . Let the process {εt = e˛t }, which is a strictly sta-
ionary nonnegative time series when {˛t} is strictly stationary,
enter {˛t} such that {εt} has mean one. The conditional mean of
t can be written in terms of εt ,
(Yt |˛t) = r(1 − pt)
pt
= r exp
(
xTt  ˇ + ˛t
)
= r exp(xTt ˇ)εt∞ (3)
ith E(εt) = 1, we have E(Yt) = r exp(xTt ˇ) the form for a pure gen-
ralized linear model in the negative binomial case. When {˛t} is,
n order to satisfy the condition of E(e˛t ) = 1, it is required that
t∼N(−2˛/2, 2˛).A standard negative binomial generalized linear
odel was ﬁtted to the data. The estimate rˆ was determined by the
 value that yielded the smallest AIC. The {˛t} was estimated from
he residuals of (3). When the {˛t} was a stationary Gaussian lin-
ar process with innovations Zt which are independent identically
istributed N(0, 2) variables. Then the 2 was estimated using the
ethod of moments.
ar (Yt) = t + 2t
(r + 1)2ε + 1
r
(4)
nd the estimate of ˆ2ε and ˆε (k) were obtained using an ordinary
east square type estimators (Brännäs and Johansson, 1994)
ˆ 2ε =
1
rˆ + 1
⎡
⎣ rˆ
∑t=1
n ˆ
2
t
{
(Yt − ˆt)2 − ˆt
}
∑t=1
n ˆ
4
t
− 1
⎤
⎦ (5)
ˆ ε(k) =
ˆ−2ε
∑t=k+1
n ˆtˆt−k(Yt − ˆt)(Yt−k − ˆt−k)∑t=k+1
n ˆ
2
t ˆ
2
t−k
(6)
The latent process models’ parameters can be estimated using
6) and the standard methods as, Yule Walker Estimate, algorithm
or estimating moving average parameters (see Box and Jenkins,
970).To get the solution of this model for predicting the collisions
n Edmonton, we used R-programming (CRAN, 2012).d Prevention 58 (2013) 106– 114 109
3.2. Gaussian time series model
To account for missing trafﬁc volume data, the modeling also
considered collision proportions. Since the Negative Binomial time
series model is designed for count dependent variables, it will not
be appropriate to handle the daily injury and fatal or PDO  collision
proportions. Therefore, we changed the link function to Gaussian,
which is appropriate to handle continuous dependent variables.
3.3. Interrupted time series with segmented regression model
Study of interrupted time series has been applied in many trafﬁc
conditions; Hamed et al. (1999) used a diffusion model with jumps
to investigate the effect of Gulf crisis to trafﬁc collisions in Jordan.
Here, we  used a segmented regression (Perrin, 2009) for estimating
the trend and level of collisions before/after OPS24. This model is
more classical than the diffusion model. However, it can be used to
examine the impact of external variables, such as temperature and
snow on the ground to the change of trend and level of collisions
before/after OPS24. The diffusion model is appropriate for modeling
a univariate variable. The segmented regression can be formulated
as follow:
Yt = b0 + b1T + b2D + b3P + b4Tempt + b5Snowt + et, (7)
where Yt is the proportion of injury and fatal collisions; T is time,
D is a dummy  variable for pre or post intervention, P is time after
the intervention, et is the random variation at time t not explained
by the model. Tempt is the mean of temperature at the observation
time t, bi, i = 0,...,5 are coefﬁcients that should be estimated.
3.4. Change point detection model
Hawkins and Deng developed non-parametric approach of
change point models, by assuming Y1, Y2, . . . , Y, Y+1, . . . , Yn as
independent, continuous random variables with statistical distri-
bution
Yi∼F(y) for i = 1, 2, . . . , 
Yi∼F
(
y − 
)
for i =  + 1, . . . , n,
(8)
where  is a shift in location occurring after the change point  and
n is the number of daily speed data for a given location. In this case,
Yi is the number of collisions started after the OPS24.
In the non-parametric approach, the likelihood ratio test for the
null hypothesis that; H0 : 1 = 2 (the mean of before and after the
change point is the same) is the two-sample t-statistic. It is deﬁned
as:
Tk,n =
Uk,n√
k(n − k)(n + 1)/3
; (9)
with Uk,n = 2
∑k
i=1Ri − k(n + 1); 1 ≤ k ≤ n − 1 and Ri is the rank of
Yiwithin Y1, . . . , Yn,In the null case, we are assuming constant vari-
ance, the Tk,n follows a t-distribution with n − 2 degrees of freedom.
The  is given by ﬁnding Tmax,n, the maximum of
∣∣Tk,n∣∣ across all
possible k values.
4. Results
The results of the collision data analysis are separated into three
sections. First, we  present the results from general collision trend
and weather inﬂuence analysis using negative binomial time series
model. In the second section, we  present the collision proportion
analysis using gaussian time series model. Finally, we  discuss the
impact of OPS24 on collisions using interrupted time series with
segmented regression model.
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Table  4
Parameters of negative binomial model.
All collisions Injury and fatal collisions PDO
Explanatory variables Coeff. Pr(>|t|) Coeff Pr(>|t|) Coeff Pr(>|t|)
Intercep 4.3131 <2e-16* 2.4201 <2e-16* 8.473e-01 <2e-16*
Slope −0.2159 2.39e-13* −0.2252 1.55e-11* −7.777e-04 0.8489
Cosinus 0.1709 9.22e-10* 0.1844 7.95e-09* −8.535e-03 0.027+
Sinus 0.0448 0.0240+ 0.0354 0.11713 3.286e-03 0.2361
Temperature -0.018 <2e-16* −0.0037 0.05635# −1.623e-03 3.13e-11*
Snow 0.0054 2.13e-05* 0.0045 0.0021− 2.966e-05 0.8682
Gust  0.0022 0.0226+ 0.0009 0.40756 1.265e-04 0.3461
Null  deviance 1842.5 1331.9 3.7317
Residual deviance 1238.5 1228.9 2.9317
AIC  11179 6893.6 −3867.
Signif. codes:
* <0.01.
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.1. General collision trend and weather inﬂuence analysis
Firstly, we ﬁtted the collision data using a standard negative
inomial generalized linear model and the rˆ was determined by the
 value that yielded the smallest AIC. AIC stands for ‘Akaike Infor-
ation Criterion’, it is a measure of the relative goodness of ﬁt of
 statistical model. The AIC is grounded in the concept of informa-
ion entropy, in effect offering a relative measure of the information
ost when a given model is used to describe reality. It can be said
o describe the tradeoff between bias and variance in model con-
truction, or loosely speaking between accuracy and complexity
f the model. AIC values provide a means for model selection. The
maller the AIC value, the better the model ﬁt. The parameters from
his model were summarized in Table 4.
From Table 4, we can see that for all daily collisions, there was
 signiﬁcant declining annual trend; the periodic trend followed a
osine function, meaning that collisions decreased from January to
une, and increased to December; there was a signiﬁcant inverse
elationship with mean temperature; signiﬁcant positive relation-
hip with thickness of snow and wind gust. For daily injury and
atal collisions, there was also a signiﬁcant declining annual trend;
he periodic trend also follows a cosine function; non-signiﬁcant
nverse relationship with mean temperature; signiﬁcant positive
elationship with thickness of snow; and non-signiﬁcant positive
elationship with wind gust. PDO collisions did not have a trend;
t also followed a cosine function. It had a signiﬁcant inverse rela-
ionship with the mean temperature, so we can say that the PDO
ollisions increase during the wintertime. The relationship with the
hickness of snow and wind gust was positive but not statistically
igniﬁcant.
Now, using the above parameters, we then calculated the latent
rocess ˛t using Eqs. (7) and (8). Since the latent process is a
andom series, we did a Monte Carlo simulation for the latent pro-
ess by generating that process B = 1000 times. Further, we  ﬁtted
he mean of the estimated series, i.e., Yˆt into the data and con-
tructed the conﬁdence interval by taking the 2.5% and 97.5% of
he ordered estimated series. The ﬁtted values and the conﬁdence
able 5
he ﬁtted model measurements.
Negative binomial time series
Measurement Daily collision Inj
MSE  824.6126 17
RMSE  28.7161 4
SMAPE  13.505 15
MAD  20.3815 3
Theil  U1 0.1785 0intervals for daily, injury and fatal and PDO collisions are depicted
in Fig. 2(a–c) respectively. From those ﬁgures we can see that the
models followed the seasonality trend. Except for the Injury and
Fatal collisions, the conﬁdence interval of the ﬁtted value covered
the data well.
The ﬁtted model measurements are given in ﬁve types, i.e., mean
square error (MSE), root mean square error (RMSE), mean of abso-
lute deviation (MAD), symmetric mean absolute percentage error
(SMAPE) and Theil’s U1. SMAPE is an accuracy measure based on
percentage errors. SMAPE can be formulated as
∑N
t=1|Yt − Yˆt |/(Yt +
Yˆt), where Yt is the true value of collisions and Yˆt is the estimated
one at time t. The Theil’s U1 statistic is bound between 0 and 1,
with values closer to 0 indicating greater forecasting accuracy. The
Theil’s U statistics measure whether the model being used is pro-
viding valuable information.
The summary of those measurements for the mean of the esti-
mated series is given in Table 5. In which we  can see that the SMAPE
of the injury and fatal collisions only reach 15.9%, while for the daily
collisions and PDO collisions it can reach 13.5% and 14.2%, respec-
tively. Since the Theil’s U1 statistic is closer to 0, we can deduce that
the models are providing valuable information. Among four mea-
surements, i.e., MSE, RMSE, MAD, SMAPE, the smaller the value,
the better the ﬁtted model. However, MSE, RMSE, and MAD  are
not robust to the outliers in the data. SMAPE is more robust to the
outliers than those other three measurements (Flores, 1986).
4.2. Collision proportion analysis
To analyze the daily proportion of injury and fatal collisions or
PDO collisions to total collisions, we  used the GLM with Gaussian
density function as the link function since the dependent variable is
continuous. As shown in Table 6, for daily PDO and injury and fatal
collision proportions, there was  a non-signiﬁcant declining annual
trend; fairly signiﬁcant cosine periodic trend; signiﬁcant negative
relationship with mean temperature; and non-signiﬁcant positive
relationship with thickness of snow and wind gust. The ﬁtted model
ury and fatal collision PDO
.9288 689.3258
.2343 26.2550
.87 14.15
.3675 18.1344
.1910 0.1899
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o the actual proportion of the injury and fatal collision proportions
nd the PDO collision proportions are depicted in Fig. 3. In those
gures we can see that the 95% conﬁdence interval of both ﬁtted
odels can cover the actual proportions.
In general, the PDO collision frequencies and the proportion
f PDOs have a similar property in term of relationship with the
eather. The collision frequencies and proportion of PDOs are
igher in the winter time than in the summer time. However, this
elationship is opposite for injury and fatal collision frequencies
nd proportions. During the summer time in Edmonton, drivers
end to speed more when the road condition is good and trafﬁc is
ot congested.
able 6
arameters of Gaussian Models.
Injury and fatal collisions proportion 
Explanatory variables Coeff Pr(
Intercept 1.529e−01 <2e
Slope 1.625e−03 0.6
Cosinus 7.635e−03 0.0
Sinus −2.843e−03 0.3
Temperature 1.647e−03 1.6
Snow −5.751e−05 0.7
Gust  −1.360e−04 0.3
Null  deviance 3.7213 0.7
Residual deviance 2.9278 
AIC  −3864.5 
ignif. codes:
* <0.01.
− <0.05.
# <0.10., (b) injury and fatal collisions, (c) PDO collisions.
4.3. Impact of OPS24 on collisions
In this section, we present the general impact of OPS24 on col-
lisions by performing trend, intercept and weather factor analysis
using interrupted time series with segmented regression model.
In 2008, the OPS24 were held during the winter time (September,
October, and December). However, due to the weather data avail-
ability, we started the analysis from October 2008.
Two  examples of analysis are discussed here. For OPS24 on
October 21, 2008, Fig. 4 (left) and Table 7 showed that there was no
signiﬁcant change in the level of injury and fatal collision propor-
tions after OPS24, although the trend became signiﬁcantly steeper.
PDO proportion
> | t |) Coeff Pr(> | t |)
−16* 8.473e−01 <2e−16*
911 −7.777e−04 0.8489
494− −8.535e−03 0.0279#
055 3.286e−03 0.2361
2e−11* −1.623e−03 3.13e−11*
478 2.966e−05 0.8682
111 1.265e−04 0.3461
478 3.7317
2.9317
−3867.1
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Fig. 3. Fitted model into the proportion for (left) injury and fatal proportion, (right) PDO proportion.
Fig. 4. Trend and intercept before/after OPS24 in 2008 (blue: intercept; green: trend; red: the OPS24 date; magenta: the change point). (For interpretation of the references
to  color in this ﬁgure legend, the reader is referred to the web  version of this article.)
Table 7
Trend and intercept analysis results 2008–2011.
Date Change point Mean before Trend before Mean after Trend after Temperature Snow
10/21/2008 40 0.16842* −0.00027 −0.00176 −0.00085+ −0.00215 0.00323+
12/16/2008 17 0.15978* −0.00085* −0.04473+ −0.00009 −0.00295* 0.00384*
1/29/2009 25 0.12336* −0.00004 0.00303 −0.00022 −0.00192 0.00292
3/10/2009 8 0.11768* −0.00022 −0.01913 0.00176 −0.00364 0.00492
4/7/2009 20 0.11185* 0.00162 0.03539 −0.00080 −0.00201 0.00299
5/12/2009 4 0.12836* −0.00074 −0.00339 −0.00044 −0.00313 0.00541+
6/9/2009 9 0.11946* −0.00015 −0.02880 0.00317 −0.00466 0.00546
6/26/2009 7 0.14802* 0.00340 0.01317 0.00103* 0.00291 −0.00170
9/29/2009 13 0.23054* −0.00024 −0.04045 −0.00459+ 0.00401 −0.00329
10/16/2009 35 0.14672* −0.00212 −0.00688 −0.00040 0.00067 0.00060
12/15/2009 27 0.13867* −0.00051 −0.00881 −0.00024 −0.00013 0.00141
1/20/2010 13 0.11886* −0.00010 −0.04137 0.00486 −0.00171 0.00308
2/5/2010 17 0.06027+ 0.00634* 0.06988* 0.00056 0.00217 −0.00248
3/29/2010 1 0.12452* 0.00067 0.02840 0.00345 0.00196 −0.00272
4/13/2010 6 0.13046* 0.00282 0.01170 −0.00008 −0.00189 0.00207
6/28/2010 40 0.12986* 0.00034 0.01254 −0.00036 −0.00076 0.00134
9/13/2010 42 0.14103* 0.00053 0.02260 −0.00006 0.00152 −0.00119
11/15/2010 26 0.17917* −0.00017 −0.05020+ 0.00001 −0.00337* 0.00256
12/14/2010 28 0.11547* 0.00013 0.01362 −0.00020 −0.00186 0.00373*
1/19/2011 12 0.11140* 0.00002 −0.02274 0.00203 −0.00238 0.00369+
2/4/2011 39 0.09215* 0.00181 0.01366 0.00060 −0.00157 0.00231
3/28/2011 21 0.12205* 0.00041 0.05790 −0.00110 −0.00041 0.00140
4/21/2011 14 0.18725* 0.00144 −0.05663 0.00135 0.00008 0.00184
5/19/2011 13 0.21358* 0.00068 0.03262 −0.00254 0.00752+ −0.00625
6/7/2011 45 0.22788* 0.00504+ −0.03288 0.00008 −0.00239 0.00094
11/15/2011 5 0.13324* −0.00015 −0.03703 0.00226* −0.00405* 0.00632*
12/16/2011 13 0.10786* 0.00214+ 0.02011 0.00177 −0.00266 0.00458
* Signiﬁcant at level 5%.
+ Signiﬁcant at level 10%.
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Table  8
Summary of collision trend and weather inﬂuence analysis results.
Daily
collisions
Daily injury
and fatal
collisions
Daily injury and
fatal collision
proportions
Daily PDO
collisions
Daily PDO
collision
proportions
Linear trend − − + − −
Periodic trend Cosine Cosine Cosine Cosine Cosine
Mean  Temperature − − + − −
Thichness of snow + + − + +
Wind  gust + + − + +
+ variab
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t, statistically signiﬁcant positive association between dependent and independent 
ent  variable, +/−,  non-statistically signiﬁcant positive/negative association betwee
now on the ground showed signiﬁcant inﬂuence on the pattern
hange. The mean of collisions proportions lasted up to 40 days
fter the OPS24 ended. The analysis of OPS24 on December 16,
008 showed the opposite result: Fig. 4 (right) and Table 7 showed
hat the level of injury and fatal collision proportions after OPS24
hanged signiﬁcantly but not the trend. Both mean temperature
nd snow on the ground signiﬁcantly inﬂuenced the fatal and injury
ollision proportions. The mean of collisions proportions lasted up
o 17 days after the OPS24 ended.
Overall, OPS24 events as well as temperature and snow on the
round did not inﬂuence the injury and fatal collision proportions.
his could happen since most of the OPS24s were held when snow
as present, in which drivers tend to slow down. The schedules of
PS24 events sometimes were close to each other. These schedules
ere determined by the Edmonton Police Service based on several
actors, including resources availability.
. Conclusions
The negative binomial time series model that accounts for
easonality and weather factors showed that the mean tempera-
ure is negatively associated (with statistical signiﬁcance) with all
ollision types, i.e., the higher the mean temperature, the lower
he number of daily collisions. Thickness of snow is positively
ssociated with injury and fatal collisions (with statistical signiﬁ-
ance), but is not signiﬁcantly associated with PDO collisions. Wind
ust is not associated with either injury and fatal collisions or
DO collisions. Furthermore, daily collisions, injury and fatal col-
isions showed a decreasing trend and the periodic trend followed
he cosine function, which means that the collisions were high
n January (winter), slowly decreased to June (summer), and then
tarted to increase again in September (autumn).The results from
his analysis were mainly similar to El-Basyouny and Kwon (2012)’s
aper, although one of results was completely opposite. The simi-
arities occurred in the following terms: in both studies, the injury
nd fatal collisions had a signiﬁcant declining annual trend, signif-
cant inverse relationship with mean temperature, and signiﬁcant
ositive relationship with thickness of snow. Also, in both stud-
es, PDO collisions had signiﬁcant inverse relationship with mean
emperature and positive relationship with thickness of snow. The
ontradiction occurred in annual trend of PDO collisions: in El-
asyouny and Kwon (2012)’s paper, PDO collisions had signiﬁcant
rowing annual trend, while in this study the PDO collisions had a
igniﬁcant declining annual trend. One possible reason is that El-
asyouny and Kwon used 2000–2010 data, where the trends were
ot uniform over this course of 11 years that could be due to several
easons, including changes in population, roadway structure, and
rafﬁc enforcement strategies
The Gaussian time series model that accounts for seasonality
nd weather factors showed that only mean temperature had a
igniﬁcant positive association with the daily injury and fatal colli-
ion proportions. The linear trend is not statistically signiﬁcant for
he daily injury and fatal collisions or PDO collision proportions.le.−, statistically signiﬁcant negative association between dependent and indepen-
endent and independent variable.
Table 8 summarizes the association between collision and
weather factors. El-Basyouny and Kwon (2012) did not analyze the
relationship between the weather factors and the daily injury and
fatal collision proportions.
The interrupted time series model with segmented regression
model showed that there was  no statistical evidence that OPS24
had impact on collision reduction. The change in collision pattern
after OPS24 was  due to the change in weather factors.
Given the fact that the City of Edmonton is characterized by
its sometimes extreme winter weather which typically constitutes
ﬁve to six month of the year (El-Basyouny and Kwon, 2012) and
the magnitude of the problem caused by the adverse weather
conditions, it is imperative to have a solid understanding of the
association between collision and weather factors to come up with
an optimum proactive trafﬁc safety countermeasures. Detail analy-
sis of various relevant countermeasures is beyond the scope of this
study. However, a list of relevant countermeasures and their corre-
sponding collision modiﬁcation factors (CMFs) based on previous
studies, such as installing icy curve warning system (CMF = 0.82 for
total collisions) and increasing pavement friction (CMF = 0.76 for
total collisions) can be reviewed from Crash Modiﬁcation Factors
Clearinghouse (Clearing House, 2013).
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