In this paper, we use homogenization to derive a set of macro-scale poro-elastic equations for soils composed of rigid solid particles, air-filled pore space and a poro-elastic mixed phase. We consider the derivation in the limit of large deformation and show that by solving representative problems on the micro-scale we can parametrize the macro-scale equations. To validate the homogenization procedure, we compare the predictions of the homogenized equations with those of the full equations for a range of different geometries and material properties. We show that the results differ by 2% for all cases considered. The success of the homogenization scheme means that it can be used to determine the macro-scale poro-elastic properties of soils from the underlying structure. Hence, it will prove a valuable tool in both characterization and optimization.
Introduction
The properties of complex composite poro-elastic materials, for example soil, are often described using the theory of Biot [1] [2] [3] . This theory describes an elastic solid matrix saturated with a fluid by formulating the stress in terms of solid displacement and fluid pressure [4] . The necessary coefficients in the stress tensors can then be measured based on a series of mechanical tests [3] . The equations derived by Biot are widely used in poro-elasticity [4, 5] .
One area of particular interest is the field of soil mechanics. Soils are inherently multi-scale in structure and the macroscopic poro-elastic properties are dependent on the precise details of the micro-structure [6] . On the micro-scale, techniques such as X-ray computed tomography are often used to aid understanding of soil properties [7, 8] . Linking this micro-scale modelling to the macro-scale is an important challenge [9] . It has been shown that the theory of Biot can be derived based on the underlying pore structure using homogenization theory. This has been achieved for the case of small deformations [10] , and has been extended to include large deformations through careful consideration of the deformed geometry [11] . The result is a nonlinear version of the Biot poro-elastic equations. It has been shown that neglecting the nonlinear terms can seriously underestimate the pore water pressure in soft layers [12] . In addition, soils are rarely fully saturated and can have different properties depending on the moisture content [13] , which can also vary locally due to the influence of plants [14] . A number of different Biot-type models have been proposed to capture the properties of partially saturated porous media; see [15] and references therein. However, these are all continuum models and are not tied to the underlying porous structures.
In this paper, we derive a method that allows the macroscopic mechanical behaviour of soil to be calculated from the underlying structure. Our aim is to derive a theory which links the microscale properties of the soil to the macro-scale. Hence, our starting point is a description of the soil which captures the movement of air and water on the micro-scale. We derive the macro-scale equations, assuming large deformation, using homogenization theory. Homogenization theory is a mathematical technique which allows macro-scale equations to be derived based on a set of representative equations, known as cell problems, which are solved on an underlying periodic micro-structure [16] [17] [18] . Homogenization has been widely used in the field of porous media [16] . Typically, it is used to describe saturated fluid flow [19, 20] , two-phase flow [21] , diffusion [22] [23] [24] and poro-elasticity [25] . In addition, hierarchical homogenization, in which multiple levels of homogenization are applied, has been used to describe fluid flow [26] and poro-elasticity [27] .
Here, our starting point is to consider the observable phases in a typical soil. Figure 1 shows an X-ray computed tomography image of a sandy loam soil, the most common soil in the UK. Typically poro-elasticity studies focus on two different interacting phases such as elastic solids and fluids [10, 11] , poroelastic materials and fluids [27] or viscoelastic materials and fluids [25] . However, in figure 1 we observe three different phases: rigid solid particles, air-filled pore space and a mixed phase composed of sub-resolution particles and fluid. For clarity, these phases have been highlighted as different colours in figure 1b. While some papers consider the effective properties of three-phase poro-elastic materials in the context of small deformations [28, 29] , these are based on composite sphere assemblies that do not account for the geometrical details observed in figure 1 .
We consider the mixed phase to be a poro-elastic mixture composed of elastic colloids and pore water [1, 30] . We assume that the density and viscosity of the fluids are known, and the mixed phase has a known shear modulus, Poisson ratio and permeability. The solid particles move through rigid body translations and the air-filled pore space acts as a viscous fluid. Through application of homogenization [17] , we derive a set of macroscopic equations for the case of large structural deformation [11] . The homogenized equations are parameterized by a set of effective parameters. These parameters are determined from the underlying geometry through a series of four cell problems, which capture the Darcy flow of air, the Darcy flow of water, the effective stiffness and the pressure-induced stress in the mixed phase. From these, we derive parameters which describe the mobility of air and water, the soil stiffness, a set of pressure-induced stress coefficients and a series of parameters which determine the change in air and water volume due to pressure variations and strain. We show that the movement of the boundaries between the different phases produces a nonlinear counterpart to these terms, in addition to the linear terms. Finally, we validate the homogenization procedure by comparing the predictions of the original equations with the predictions of the homogenized version.
Theory
We consider the soil domain Ω to be composed of three domains: solid mineral phases, air and a mixed phase; see figure 1. The mixed phase is composed of water and smaller mineral phases. We do not consider the fluid dynamics inside the mixed phase individually; rather, we consider a set of averaged equations which describe this region. We denote the solid, mixed and air phases Ω s , Ω m and Ω a , respectively, such that Ω = Ω m ∪ Ω s ∪ Ω a . The solid phase is composed of a set of smaller particles Ω s = ∪Ω s,j ∀j. The interfaces between these regions are defined as Γ am , Γ as and Γ ms for the air-mixed, air-solid and mixed-solid interfaces, respectively. Again, the solid boundaries are given as the union of all solid boundaries Γ ms = ∪Γ ms,j ∀j and Γ as = ∪Γ as,j . We also definen am as the unit normal vector on the air-mixed phase interface pointing into the mixed phase domain,n as as the unit normal vector on the air-solid interface pointing into the solid domain, andn ms as the unit normal vector on the mixed phase-solid interface pointing into the solid domain. We write the total displacement of the mixed phase asũ tot = φũ w + (1 − φ)ũ m , where φ is the porosity of the mixed phase,ũ m is the displacement of the solid fraction of the mixed phase and u w is the displacement of the liquid fraction of the mixed phase. The mixed phase is described by the conservation of momentum
where the stress tensor is written as
Here, ρ w is the water density, ρ m is the density of the solid part of the mixed phase, I is the identity matrix, g is the acceleration due to gravity,ê 3 is a unit vector in the vertical direction, e(ũ m ) = (Ṽũ m ) + (Ṽũ m ) T is the strain, ν is Poisson's ratio, G is the shear modulus of the mixed phase,p w is the water pressure and a tilde denotes a dimensional variable. Conservation of mass for each phase yields ∂φ
and
and Darcy's law for the relative phase velocity can be written as for r = {w, m}. Adding equations (2.1c) to (2.1d), assuming k/μ w constant and taking the divergence of (2.1e) we obtain
In the air phase, we write down the incompressible Stokes' equations for fluid velocity and pressureṼ 
where ρ s is the density of the solid assumed constant across all grains andũ s,j andσ s,j are the displacement and stress of the jth solid, respectively. We note that we do not consider shear forces between two different solid grains. It is assumed that throughout there is always a thin layer of the mixed phase between any two solid particles. We express the conditionũ s = const. as a condition on the tangential variation on the surface
for p = {1, 2, 3}. Here,τ k for k = {1, 2} are the unit tangent vectors on the solid surface.
(a) Boundary conditions
In order to complete the description of the coupled mixed phase-solid-fluid system, we need a set of boundary conditions to be applied at the interface between the different phases. First, we consider the interaction of the mixed phase with the solid particles. The solid phase is described by three independent variablesũ s ; the mixed phase is described by fourũ m and p w . Hence, we need a total of seven conditions at the interface. We assume that the total stress is continuous across the boundaryn
We assume zero penetration of the mixed phase into the solid phase. Hence, the boundary condition on the solid part of the mixed phase is simply that the normal component of the displacement in the mixed phase is the same as that on the solid boundarŷ In order that the fluid component of the mixed phase does not penetrate into the solid, we require that the Darcy velocity normal to the interface is zero, i.e. the fluid and solid components of the mixed phase have the same velocity. This can be written as
This gives us five conditions in total. We need two more conditions to fully prescribe the behaviour on the boundary. In order to make the theory as general as possible, we choose to write a standard Navier slip condition on the mixed-solid interfacẽ
whereλ s is the Navier slip length, assumed constant across all solid grains. We note that if equation (2.6d) is projected in the direction normal to the interface it reduces to equation (2.6b). Hence, we have a total of seven equations on the mixed phase-solid interface. Similarly, we write the conditions on the air-mixed phase interface as
Here, κ is the mean curvature of the interface which is assumed known a priori, γ is the surface tension andλ a is the Navier slip length on the air-mixed interface. As the air phase is defined in terms of a velocityṽ a rather than a displacement, the appropriate tensor derivative 
(b) Non-dimensional equations
In order to simplify the model and approximate the effect of each parameter, we nondimensionalize equations (2.1) usingũ
We are interested in considering a system of typical size L x with periodic micro-structure of length L y . We want to obtain a model which is valid on the macroscopic length scale L x and we nondimensionalize with respect to this length. Our aim is now to write equations on the unit cell Y = (0, ) 3 , where = L y /L x 1 is the scaling ratio. The unit cell is composed of a solid phase B s , an air phase B a and a mixed phase B m . The phase boundaries are defined as ∂B as,j , ∂B ms,j and ∂B am for the air-solid, mixed-solid and air-mixed boundaries, respectively. We consider the velocities of the solid and fluid parts of the mixed phase to be driven by the change in displacement per unit time, i.e.
On substitution into equations (2.1) we find that the only equation which contains [t] is equation (2.2). Hence, we let equation (2.2) define the time scale of the system. In other words, the physics of the system, captured by equations (2.1), defines a natural and physically relevant set of scales for the movement of the mixed phase This choice of scaling is the most general scaling possible. It does not limit us to a specific time frame or range of variables; rather, the scales and variables have been defined by the physics we have chosen to model. The first real constraint we place on the system is that the displacement is of size [u] = L y . This has been argued by some authors to be the smallest displacement for which a homogenization theory can be useful [11] . Here, we are considering a composite soil composed of rigid grains with a composite phase between them. The largest of these grains will both define L y and limit the maximum displacement. Hence, we consider this a reasonable assumption. In order to illustrate the typical time scale described by this model, we consider the range of values of G, [p] , μ w and k. We note that, in general, these numbers are measured for soils as a whole. In this paper, we are applying these numbers to the mixed phase only. Hence, we would expect any values obtained to serve as a guide rather than as specific values. However, despite these assumptions the model will serve as a useful guide in understanding the poroelastic behaviour of these systems. A recent compilation of soil stiffness experiments can be found in [31] , where typical values of G are given as 10 6 We see that for a mixed phase with high permeability (k 10 −10 m 2 ) the time scale for consolidation is fairly short; on the other hand, a mixed phase with low permeability (k 10 −16 m 2 ) results in a much longer time scale. In this theory, the solid phase is assumed to be completely lubricated by a combination of the mixed phase and the air-filled pore space. This means that the time scale associated with grain-grain interaction is neglected, potentially resulting in a faster time scale than might be associated with soil consolidation. We have chosen to neglect this interaction as it adds significant complications to the theory; rather, we have focused on developing an understanding of how the mixed phase contributes to the macroscale properties of the soil. For compactness of notation, we will use B s , ∂B ms , ∂B as to denote conditions applied indiscriminately on all solid particles. We will use the notation B s,j , ∂B ms,j , ∂B as,j etc. for conditions and constraints applied to individual particles. This scaling results in the following set of non-dimensional equations: for r = {m, s, a, w}. We write the boundary conditions on the mixed-solid (2.6) interface aŝ
On the air-mixed phase boundary we write equations (2.7) aŝ
Finally, on the air-solid interface, we write equations (2.8) as
Here, the non-dimensional constants are
Here, we have scaled such that the constants δ j defined in equation (2.11) 
are of size O(1).
We now consider the cases where this assumption breaks down. First, we consider the case in which viscous forces from the air phase play a more significant role, i.e. δ 1 1. Taking μ w = 10 −3 Pa s, μ a = 2 × 10 −5 Pa s and k = 10 −10 m 2 , we find this assumption breaks down for L y 10 −6 m. Physically, for a highly permeable mix phase, this means that the viscous flow of the air phase will have a more significant effect on the flow properties if the representative pore size considered is less than 1 µm. Typically, we are interested in representative geometries of the order of 1 mm so we assume that this approximation holds. The parameters δ 2 , δ 3 and δ 4 are the density ratios of the solid component of the mixed phase to the fluid component, the air phase to the water phase and the solid phase to the water phase. For all cases considered, these will be O (1) . The parameters g w and p c define the influence of gravity and capillary pressure, respectively. Here, gravity is scaled to O(1) and capillary pressure comes in at O( −1 ). By considering the parameters necessary for g w 1 and p c 1 we can determine the validity of this theory. Using G = 10 6 Pa, ρ w = 10 3 kg m −3 , g = 9.8 m s −2 and γ = 70 × 10 −3 N m −1 we find that gravitational effects become more dominant when −1 g w . This is seen to occur for L x 100 m, but this condition is unlikely to happen. Similarly, the effect of capillary pressure would need to be moved to lower order for −1 p c ; this occurs when κ 10 7 m −1 .
The remaining parameters in equation (2.11) are λ a and λ s . These are the dimensionless slip lengths for the mixed phase at the air-mixed and mixed-solid interfaces, respectively. If λ j for j = {a, s} is large, then the boundary condition will behave as a slip condition. If it is small then the condition will behave as a no-slip condition. While it is possible to assign this constant a size in terms of powers of , this would place unnecessary restrictions on the theory. Should λ j be large or small this approximation can be made at a much later stage; in the meantime, we can proceed keeping λ j ∼ O(1) without loss of generality.
(c) Homogenization
We are now in a position to homogenize equations (2.10). Our aim is to start with equations (2.10) that are valid on the pore-scale geometry, and to approximate them with a set of averaged equations that do not take into account the precise details of the geometry. These details will be captured through a set of representative cell problems which are solved on a single period of the underlying geometry. In this section, we provide a description of the steps and the key equations which result from the procedure. The mathematical steps involved in this derivation are included in the electronic supplementary material, S1. The starting point is to observe that there are two very different length scales present: L x , the macro-scale, and L y , the micro-scale. Any order 1 change on the length scale L x will result in a change of size on the scale L y ; we will use this as the basis for an asymptotic expansion. In order to formalize this, we will assume that all dependent variables are a function of both the small scale y and the large scale x. In addition we follow Lee & Mei [11] and write the arbitrary field f as f (x) = f ( x + u(x), y) , where u is the displacement vector. Expanding the spatial derivative using the chain rule, we obtain
(2.12)
Here, V x is the gradient operator on the macro-scale and V y is the gradient opperator on the micro-scale. The term (V x u)V y in equation (2.12) comes from the distortion of the medium due to elastic deformations. Using equation (2.12) we can write the strain as e(v) = −1 e y (v) + e x (v) + e u (v), where
The final, nonlinear strain term comes from the nonlinear derivative in equation (2.12). To proceed, we make the expansions
In order to account for the moving geometry on the micro-scale, we perturb the surface normals [10, 24] 17) where α = {ms, am, as}. The influence of the nonlinear terms in equation (2.12) and the perturbed surface normals will be considered in detail in the electronic supplementary material, S1.
We proceed by substituting equations (2.16) and (2.12) into equations (2.10) and collect terms in powers of . Typically, homogenization problems have the same structure. At O( −2 ), we find that the quantities of interest are approximately independent of the micro-scale geometry. Clearly, this is a poor approximation and not particularly useful in its own right. Hence, we expand to O( −1 ) to determine how the first-order correction to each variable depends on the microscale geometry. Finally, expanding to O( 0 ) we find a set of macro-scale equations that must be satisfied. These equations are parameterized by a set of effective properties, which depend on the first-order correction to the variables. In this way, the micro-scale geometry is captured in the macro-scale equations. In the case of equations (2.10) the O( −2 ) expansion is given in equations (S1. checking for solvability. The second step is to simplify these equations so that a cell problem can be solved on a representative geometry. This amounts to factoring the large-scale dependences out of the equations; see the electronic supplementary material, S1, for details. The first of these is the O( −1 ) expansion for p a 1 and v a 0 , which is given in equations (S1.9) in the electronic supplementary material. These equations describe the local air velocity driven by macro-scale pressure gradients in the air phase and movement of the adjacent mixed phase. This type of equation is standard in the homogenization literature [20] ; hence, we do not show solvability. Equations (S1.9) have the solution
where ζ k and ω a k satisfy the cell problem 19b) and
The second cell problem describes the local movement of water within the mixed phase. On the micro-scale, this movement is described by Darcy flow driven by macro-scale pressure gradients in the mixed phase; see equations (S1.12) in the electronic supplementary material. Again, this type of problem is standard in the homogenization literature [34] ; hence, we do not show solvability. Equations (S1.12) have the solution The remaining two cell problems come from the expansion of the constitutive equations in the mixed phase. The expansion is given in equations (S1.15) in the electronic supplementary material. Unlike equations (S1.9) and (S1.12), solvability of equations (S1.15) is not guaranteed. On inspection, we find that the solvability condition, which the representative geometry must satisfy, is
This condition can be interpreted as a statement of mechanical equilibrium. It states that the total force on the disconnected particles must be zero. We note that this is the total force on all solid particles, not on an individual solid particle. There are several ways in which this condition can be met; these are illustrated in figure 2 . The first way this condition can be met is simply if there is no air present in the soil; see figure 2a . Secondly, if the solid particle surface is completely wetted, then the air-mixed phase interface will form a closed surface. Hence, the integral in equation (2.22) will be automatically zero; see figure 2b. Finally, if the air-mixed phase interface is naturally arranged, all contributions from the capillary pressure cancel out; see figure 2c. This theory describes perturbations about a steady state; hence, for any real geometry we would expect that this condition is naturally met. However, from a practical point of view this theory could be applied to a geometry obtained via X-ray computed tomography imaging. It is likely that, due to imaging artefacts, this condition will not be satisfied. Hence, in order to where κ u pq and γ u pq satisfy and κ p and γ p satisfy (2.27) capture the effect of the micro-scale geometry. This information will be used at higher order to obtain an averaged set of equations which describe the poro-elastic material as a continuum.
(
ii) Averaged equations
The final stage in the homogenization procedure is to expand equations (2.10) to O( 0 ) and, as at the previous order, find the conditions under which the resulting equations have a solution.
The result is a set of macro-scale equations which depend on the cell problems (2.19), (2.21), (2.26) and (2.27) . The expansion to O( 0 ) is given in (S1.27) in the electronic supplementary material.
To check for solvability and, hence, obtain the macroscopic equations averaged over the microscale we integrate equations (S1.27a), (S1.27b) and (S1.27d) in turn. This step involves a significant amount of non-trivial algebra, the details of which are included in the electronic supplementary material, S1. For compactness, we present the results here. The macro-scale force balance is given by 
The effective equation for water movement, derived in the electronic supplementary material, S1, is
where K w ij and K w ijk are the effective water mobilities, A u pq and A u ipq are the strain-induced variations in water content and A p and A p i are the pressure-induced variations in water content. These effective parameters are given by
Finally, the effective equation for air movement, derived in the electronic supplementary material, S1, is
where K a j,k and K a ijk are the effective air mobilities, B u pq and B u ipq are the strain-induced variations in air content and B p and B p i are the pressure-induced variations in air content, 
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rigid container In summary, we have found three averaged equations (2.31), (2.29) and (2.33) for p a 0 , p w 0 and u m 0 . These equations are parametrized by 16 tensor and scalar quantities (2.32), (2.30) and (2.34), which are based on the four cell problems (2.19), (2.21), (2.26) and (2.27). The input to the cell problems consists of a reference geometry and the drained Poisson ratio for the mixed phase. The dimensionless parameters can be derived directly from the cell problems; if the air phase is connected then δ 1 is also required to parameterize equation (2.33) . This is dependent on the physical air and water viscosity, and the permeability of the mixed phase. In addition the relative effect of gravity on each phase is captured through three parameters based on the micro-scale geometry.
Validation of the homogenization procedure
We validate the homogenized equations through comparison of the governing equations (2.10) with the homogenized equations (2.31), (2.29) and (2.33). Our aim is to test the validity of the mathematical steps that we have taken in deriving (2.31), (2.29) and (2.33) from (2.10). We emphasize that this validation does not guarantee the accuracy of the underlying equations (2.10). We consider two different cases based on typical characterization methods for elastic materials: the confined compression test [35] and the simple shear test ( figure 3 ).
In the confined compression test a displacement is applied to the composite in the vertical direction while the material is constrained in the lateral directions to prevent barrelling. As a result any compression can only occur in the vertical direction. The displacement is increased linearly in time until a given value is reached. The force required to make this displacement is measured as a function of time. Typically, the force will increase with the displacement. Once the displacement stops increasing the material will relax and the force will decrease to a steady value. The relaxation dynamics is a function of the permeability. The steady-state force is a function of the shear modulus and Poisson ratio. Hence, the force output by this test represents a good way to validate all the homogenized parameters. The second test we consider is a simple shear experiment. The top of the material is displaced linearly in time in the horizontal direction. The material is constrained at the base, inducing a shear stress. This stress is dependent only on the effective shear modulus of the material. Hence, in combination with the confined compression test this would allow us to characterize a linear poro-elastic material. Here, the combination of these tests will allow us to validate the homogenization theory.
We consider the geometry shown in figure 4 . This geometry consists of a periodic array of solid particles and air bubbles. The solid particles have dimensionless radius r s and the air bubbles have dimensionless radius r a . We will use these parameters as control variables in order to validate the homogenized equations for a series of different pore-space geometries. Typically, the homogenized equations will converge once the number of representative cells becomes sufficiently large, i.e. L y /L x = 1. In this case, we have found that the problems converge nicely for as few as four repetitions of the unit volume. However, to illustrate the use of this method, we present results just for the case in which the representative volume is composed of eight repetitions of the representative cell.
We now test the homogenized equations for particles of varying size by comparing the governing equations with the homogenized equations (2.31), (2.29) and (2.33). We consider a composite material which has a periodic micro-structure (figure 4). The material is assumed to extend infinitely in the x 1 and x 2 directions. On the top surface, we apply a compression in the x 3 direction of the formê On the bottom of the geometry, we assumed zero displacement, u m 0 = 0, and used periodic boundary conditions on the sides of the geometry such that the total simulated geometry is a 1 × 8 array of solid particles contained within the mixed phase. Similarly for the shear test, we apply a force of the formê on the top of the geometry. The remaining conditions are the same as for the confined compression case. Previously, it has been shown that for isotropic geometries the nonlinear terms associated with poro-elastic problems are zero [11] . We have confirmed through numerical simulation that, for our geometry, this is the case for the parameters H u ijklp , A u pq , A p , H p ijp and K w ijk . The remaining effective parameters are derived by solving the cell problems in the representative geometry shown in figure 4 .
We consider the time dynamics of the confined compression and simple shear test. Poisson ratios of ν = 0.00 and ν = 0.45, where the latter value is based on a typical soil Poisson ratio [36] . This gives us a total of eight different cases. The cell problems are solved on a single unit cell using Comsol Multiphysics, v5.2. Comsol is a commercial finite-element package which allows the equations to be coded using the in-built 'general form PDE' package. The results of the cell problems are shown in figure 5 . From these results, the effective parameters can be calculated and the homogenized equations can be compared with the full equations. The result of the comparison is shown for different values of r a , r s and ν in figures 6 and 7. We see that the homogenized equations provide a good approximation of the force response to the applied displacement. The error is largest, 2%, for the particle of radius r a = 0.3 and r s = 0.3, and decreases for smaller particles, 0.2%, of radius r a = 0.1 and r s = 0.1.
Discussion and conclusion
The method described here allows the macroscopic properties of a poro-elastic composite to be determined based on the knowledge of the underlying structure. The method is based on the technique of homogenization and relies on solving a series of representative cell problems on a known geometry. The result is a coupled set of three partial differential equations, which are analogous to the standard Biot equations for poro-elastic materials. Biot's equations are well known in the literature and have been widely applied in the field of geomechanics [4] , accoustic propagation in snow [37] and biomechanics [38] . The equations that we have derived differ from the standard Biot poro-elastic theory in that they describe an elastic structure interacting with two fluids, air and water. In addition, we have considered the large deformation limit resulting in an additional set of nonlinear terms in the averaged theory.
In order to provide a minimum validation for this model, we have compared the approximate equations with the original governing equations and shown that the differences between these two cases are less than 2% for the geometries tested. While it is not clear that this will be the case for all geometries it is suggestive that the method works for isotropic soil samples. The method developed here is not restricted to the idealized geometry used for validation. The geometries were chosen such that the full equations could be solved without significant computational difficulty. In fact, the method here can be readily applied to any soil geometry either created in silico or imaged using, for example, X-ray computed tomography.
There are several additional problems, which must be considered before applying these methods to the images obtained from X-ray computed tomography. First, once imaged the soils will need to be segmented and computational meshes generated. These steps are nontrivial (see the review by Roose et al. [39] ) and will be further complicated as each solid grain will need to have individual physics assigned to it. Second, we have assumed that our underlying geometry is periodic, i.e. it is made up of regularly repeating units. Even wellsieved soils are not periodic and assumptions have to be made regarding the soil's structure. Typically, this is tackled by considering a sufficiently large volume of soil, often referred to as a representative volume element (RVE). Once the RVE is sufficiently large, the lack of periodicity on the boundaries becomes insignificant in comparison with the bulk soil behaviour and the representative properties can be calculated [29] . In doing so, assumptions have to be made regarding the boundaries of the domain. These can either be assumed to have known constitutive behaviour or periodicity can be enforced through reflection [40] . Finally, the amount of data generated in solving such problems can be significant and such image-based simulations are typically carried out on large supercomputers. Notwithstanding the challenges, such a study would be worthwhile as it would enable macroscopic poro-elastic properties to be optimized based on design and manipulation of microscopic poro-elastic properties.
The method relies on a number of assumptions regarding the underlying structure. First, we have considered only three phases: solid grains, incompressible gas and a Biot poro-elastic mixed phase containing water and elastic solids, commonly seen in X-ray computed tomography images of real soils. These phases do not exhaustively describe the phases present in soil. Other phases may be present, for example water, which is not held in the mixture phase. Fundamentally, there is no reason why such a phase could not be added to this model and described, for example, using a Cahn-Hilliard-Stokes model such as the one used in [21] and combining the ideas of [26] . While such an addition would be worthwhile it would add significant complications to the derivation and resulting models.
Of the phases considered, several assumptions are made. First, the air phase is assumed deformable, but incompressible. Second, the rigid particles move through rigid body translations. Finally, no solid-solid interactions occur. These assumptions are not fundamental to the development of the theory; however, they significantly simplify the physics involved, making the equations and the numerical solutions tractable. In principle, these assumptions could easily be relaxed by adding additional physics at the start and proceeding with the same approach.
Despite the assumptions, this method has been developed to allow the macroscopic poroelastic properties of materials to be derived based on the knowledge of the local structure. Such a method will be widely used in the prediction and analysis of complex composite pore structures such as soils and will enable the direct prediction of their properties from representative X-ray computed tomography images.
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