Measurement and reconstruction matrices of compressive sensing are ill-conditioned matrices of non-full column rank. Some design and optimization rules of measurement and reconstruction matrices were proposed. Three conditions based on independence of all small groups of columns were proposed by Donoho [1] [2] [3] . Restricted isometry property (RIP) based on restricted isometry constants (RIC) and restricted orthogonality constants (ROC) was proposed by Candes and Tao [4] . (See definition 1.1 for an illustration). Aims of all these rules are to measure how well a group of column vectors of a measurement or reconstruction matrix behaves like an orthogonal matrix. If a matrix is similar with an orthogonal matrix, it should approximately preserve angles and lengths (energies) of vectors. RIP can't show directions of vectors, although energies of vectors can be showed by RIC and the size of the principal angle between subspaces of different dimension can be controlled by ROC and RIC [4] . Hence, RIP is not complete. Definition 1.1 (RIP) [4, 5] 
x is a column of X ), I found that measurements retain not only energies but also directions of all columns of remote sensing imagery approximatively. (See fig. 1 for an illustration, fig. 1 for sparse signals i.e. sparse images [6] .
is the correlation coefficient between 2 columns, i.e. the included angle cosine of 2 columns. Restricted conformal property (RCP) is proposed to depict the inheritance of directions in fig.1 
Organization of the Paper
The paper is organized as follows. 
Proof of RCP based on Johnson-Lindenstrauss lemma
Lemma 2.1 (Johnson-Lindenstrauss Lemma) [4, 7] :
there exists a Lipschitz mapping holds.
The proof of Theorem 3.1 can be found in Appendix B [4, 5] . 
holds in Theorem 3.1 (1) is the next problem to answer.
B. Preliminaries
Define the Gram matrix :
Since G is a symmetric matrix, it is orthogonally diagonalizable. Let Measurements are collected by a 0-1 random matrix and the sparsity basis ( Ψ ) is a DCT matrix in fig. 3 ( is the included angle cosine of 2 adjacent columns. x . Push broom imaging by a linear array of detectors is main data collection technology in remote sensing. RCP is very good prior information. New reconstruction algorithm can be designed by use of RCP. I have designed 2DOMP [6] for sparse signal and 2DDOMP [8] for compressible signal based on RCP. And they work well. The Gram matrix G of a Gaussian matrix is a Wishart matrix, too. The probability density function of the joint distribution of eigenvalues of a Wishart matrix can be gained. And the function is very complicated and long, too [10] . But there is not an exact probability distribution of single eigenvalue of a Wishart matrix. Maybe a succinct and exact probability function that min max 1 1 1
Identical Orthant Theorem

Minus Term Theorem
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Approximate Statistics Analysis of Eigenvalues of Wishart Matrix
Gaussian matrices are the most studied in CS, so the scope of study is limited in Gaussian matrices here. Although the exact probability analysis of eigenvalues of a Wishart matrix is difficult, the approximate probability distribution estimation is easy by statistical analysis. Eigenvalues of G follow Wishart distribution. And diagonal elements of G follow chi-squared distribution. 
If normalizing all columns of Φ , based on Gershgorin circle theorem [11] , all eigenvalues of G are in Gershgorin fig. 4 . The zones below the curves have passed 1000 Kolmogorov-Smirnov tests, while the zones above the curves are on the contrary in fig. 4 . I and M are very little in order to gain higher compression ratio and good reconstruction effect in most CS. N is little in order to reduce the size of matrices and to improve the computing speed, too. Therefore, the zones below the curves pass 1000 Kolmogorov-Smirnov tests are large in fig. 4 In real application case of CS, reconstruction matrices are known, so their eigenvalues can be gained beforehand. Thus exact probability distribution of their eigenvalues is known. Therefore good matrices can be gained by screening lots of matrices. (1 ) 
2) Proof of Theorem 3.1(2)
Note that the RIP implies that 2 2 2 (1 ) (1 ) 
III. Proof of Theorem 3.2
Since 5 is an orthogonal matrix, 
