Abstract. Approximate aggregation techniques consist of introducing certain approximations that allow one to reduce a complex system involving many coupled variables obtaining a simpler "aggregated system" governed by a few variables. Moreover, they give results that allow one to extract information about the complex original system in terms of the behavior of the reduced one. Often, the feature that allows one to carry out such a reduction is the presence of different time scales in the system under consideration. In this work we deal with aggregation techniques in stochastic discrete time models and their application to the study of multiregional models, i.e., of models for an age structured population distributed amongst different spatial patches and in which migration between the patches is usually fast with respect to the demography (reproduction-survival) in each patch. Stochasticity in population models can be of two kinds: environmental and demographic. We review the formulation and the main properties of the dynamics of the different models for populations evolving in discrete time and subjected to the effects of environmental and demographic stochasticity. Then we present different stochastic multiregional models with two time scales in which migration is fast with respect to demography and we review the main relationships between the dynamics of the original complex system and the aggregated simpler one. Finally, and within the context of models with environmental stochasticity in which the environmental variation is Markovian, we make use these techniques to analyze qualitatively the behavior of two multiregional models in which the original complex system is intractable. In particular we study conditions under which the population goes extinct or grows exponentially.
Introduction
In order to study ecological systems, one has to decide the level of complexity and detail one should incorporate into the model so as to optimize the study. Indeed any model is a compromise between generality and simplicity on one hand and realism on the other. Models which include many biological details in their specification become complicated, and their analytical study is often non-viable. On the other hand, very simple models, although analytically tractable, often do not justify the assumptions needed to obtain such simplicity.
Nature offers many examples of systems with an inherent complexity. For example, communities are sets of interacting populations. Populations themselves have an internal structure, for individuals may have different ages or be in different stages. These stages may correspond to size, spatial patches, genotypes, etc.
Aggregation techniques deal with systems that are complex in the sense of having a large number of variables, and make use of the existence in the model of different time scales i.e., of biological processes which take place with characteristic times very different from each other. By approximating the original system by an auxiliary system in which the fast process has reached equilibrium, one can substitute the global system with a reduced system that retains at least some of the properties of the dynamics of the original system.
We can think of a system with different time scales as an hierarchically structured system with division into subsystems that are weakly coupled and simultaneously exhibit a strong internal dynamics. The idea of aggregation is to choose a few (usually one) global variable for each subsystem and to build a reduced system for it. In many cases the dimension of the aggregated system is considerably lower than that of the original system.
In many of the complex systems found in nature, it is possible to distinguish several processes which take place with different time scales. For example, it is usually the case that processes that take place at the individual behavioral level, as migrations, are fast with respect to those regarding the population level, as reproduction or aging [7] . In the majority of models found in the literature, it is implicitly assumed that the fast process reaches equilibrium very fast in comparison to the time scale corresponding to the slow process, and therefore the fast dynamics is supposed to have a negligible impact in the dynamics of the system. However, by using aggregation techniques we may consider the dynamics of both the fast and the slow processes without paying a high cost in terms of the complexity of the models we have to analyze.
Aggregation techniques were introduced originally in economics and have been widely studied in the context of ecology for time continuous systems with different time scales modelled by systems of ODEs. The techniques were introduced heuristically in [3] , found rigorous justification in [4, 5] and have been applied to a number of different models in ecology (see [8] for an overview and a list of references). The deterministic discrete time case has been dealt with in linear autonomous [15, 50, 52, 11, 55] , linear non-autonomous [51, 54, 12] and density dependent contexts [16, 44, 58] .
Currently, stochasticity is one of the main items in the field of ecological modelling. In general, ecosystems are influenced by a large number of factors and this makes it impractical to include all of them in a mathematical model. On the other hand, their exclusion generates unexplained variation whose consideration implies the use of stochasticity.
Concentrating in the discrete time case, the literature offers several approaches to include stochasticity in matrix deterministic models for the study of structured populations. Roughly we can distinguish three kinds of models. The first type consists in time series models that consider a deterministic model in which a random error is added [49] . These models present some inconveniences to study population dynamics [60] and have not been treated with much profusion in the field.
The second kind of models consider "environmental stochasticity", i.e., the randomness introduced when we consider random fluctuations in the environment and, consequently, in the vital rates which affect the population. These models are analogous to the deterministic ones but in this case the matrix of vital rates in each projection interval is selected within a given set of matrices according to a certain probability distribution. These models are conceptually adequate and lead to projections that agree with the variability observed in large populations.
The third kind of models deal with "demographic stochasticity", which models the deviations in the behavior of each individual with respect to the global vital rates. Individuals transfer among different states according to certain probabilities (instead of in fixed proportions as it is implied in the deterministic models), which introduces the random character in the model. They are not very useful in moderate to large populations, for they are not capable to explain their observed variability, but they are crucial in the study of extinction of small populations [32, 67, 17, 39] .
The purpose of this work is threefold. On one hand we review the basic models used in ecology to model populations evolving in discrete time and affected by demographic or environmental stochasticity: we construct the models and review some of the most important features of their dynamics from the point of view of population dynamics. In the second place we present the different aggregation techniques the literature offers in this field: for each kind of stochasticity we construct a quite general model with two time scales, show how it can be reduced and give conditions under which one can guarantee that different features of the behavior of the original system can be described in terms of the behavior of the reduced system. Although the techniques are more general, emphasis is given to multiregional models in which migration is fast with respect to demography. Last, and in the context of models with environmental stochasticity, we show (Sections 3.3. and 3.4.) how the reduction procedure allows one to analyze otherwise intractable models and to draw conclusions about how the different parameters of the model, those defining demography, those defining migration and those defining the random temporal variations, affect the fate of the population.
The paper is structured as follows: in Section 2. we present the reduction procedure of discrete time deterministic models and somre relationships between the original and the reduced systems. This section is important to understand the more elaborate stochastic settings. The general technique is applied to the reduction of a multiregional model in which migration is fast with respect to demography.
The reduction of models with environmental stochasticity is presented in Section 3.. We present a general model with two time scales and reduce it, and then we proceed to review the relationships between the behaviour of both systems. In order to do so we review the basic features of models of this kind and their application to population dynamics when the pattern of environmental vari-ation is markovian. Finally, we present two applications in which the reduction technique allows one to perform a qualitative analysis of an otherwise untractable model. First we consider an age structured population distributed in two patches, and assuming that only migration is affected by stochasticity we arrive to a deterministic reduced system that can be easily analyzed. In the second application we deal with a population which is unstructured by age but live in a multipatch environment; without introducing any assumptions regarding how stochasticity affects demography and migration, we obtain a scalar stochastic system that we analyze and draw several conclusion regarding its asymptotic behavior.
In Section 4. we present the reductions of models that incorporate demographic stochasticity. We present the reduction technique for the case of a population structured in two age classes and living in a two patch environment, review some features of the behaviour of models with demographic stochasticity and present results relating the behavior of the original and reduced systems. Finally, section 5. recapitulates over the reduction techniques and its applications to population dynamics and points to future lines of work.
Aggregation of deterministic linear models

The model and its reduction
We suppose a stage-structured population in which the population is classified into stages or groups in terms of any characteristic of the life cycle. Moreover, each of these groups is divided into several subgroups that can correspond to different spatial patches, different individual activities or any other characteristic that could change the life cycle parameters. The model is in principle general in the sense that we do not state in detail the nature of the population or the subpopulations.
We consider the population being subdivided into d populations (or groups). Each group is subdivided into subpopulations (subgroups) in such a way that for each i = 1, 2, ..., d, group i has N i subgroups. Therefore, the total number of subgroups is
We will denote x ij (n) the density of subpopulation j of population i at time n, with i = 1, 2, ..., d and j = j(i) = 1, 2, ..., N i . In order to describe the population of group i we will use vector
The composition of the total population is then given by vector
In the evolution of the population we will consider two processes whose corresponding characteristic time scales, and consequently their projection intervals, are very different from each other. In order to include in our model both time scales we will model these two processes, to which we will refer as the fast and the slow dynamics, by two different matrices P and M respectively. The characteristic time scale of the fast process gives the projection interval associated to matrix P, i.e., the state of the population, due to the fast process, after one fast time unit is Px(n). Analogously, the effect of the slow process after one slow time unit is calculated multiplying by matrix M.
In order to write a single discrete model combining both processes, and therefore their different time scales, we have to choose its time unit. Two possible and reasonable choices are the time units associated to each one of the two processes. If we choose the time unit of the fast process, than we need to approximate the effect of the slow process over a time step which is shorter that its own. In order to do that we can model its effect through matrix
where ε is the quotient between the time steps of the fast and slow process. This approach, which is followed in [15] , can be justified in deterministic linear settings but is difficult to extend to nonlinear or stochastic settings. This is the reason why the vast majority of works in the field follow the other approach, i.e., the projection interval of the global model is chosen to be that corresponding to the slow dynamics. In this case we need to approximate the effect of the fast dynamics over a time interval much longer than its own. In order to do so we will suppose that during each projection interval, matrix P has operated a number k of times, where k is a big enough integer that can be interpreted as the ratio between the projection intervals corresponding to the slow and fast dynamics. Therefore, the proposed model will consist of the following system of N linear difference equations that we will denote as original system:
where we use the subscript k to denote the dependence of the variables on this parameter. In principle, we will make no special assumptions regarding the characteristics of the slow dynamics. Thus, M will be a general nonnegative projection matrix M ∈ R N ×N which we consider divided into blocks
where each block
and characterizes the rates of transference of individuals from the subgroups of group j to the subgroups of group i.
In order to reduce the system we must make some assumptions on the fast dynamics. We suppose that for each group i = 1, . . . , d the fast dynamics is internal, with an asymptotically stable distribution among the subgroups. These assumptions are met if we represent the fast dynamics for each group i by a N i × N i non-negative projection matrix P i which is primitive, and has 1 as a dominant eigenvalue. Note that these hypotheses are met if each P i is primitive and column stochastic, in which case the total population is invariant for the fast process. The matrix P that represents the fast dynamics for the whole population is then P := diag(P 1 , . . . , P d ).
For each i, the Perron-Frobenius theorem [33] applies to P i and therefore this matrix has, associated to eigenvalue 1, positive right and left eigenvectors,
, respectively column and row vectors, verifying [36] ) and, as we will see, in this context they represent the weight of each initial variable x ij (n) in the global variable y i (n).
If we think that the ratio of slow to fast time scale tends to infinity, i.e. k → ∞, or, in other words, that the fast process is instantaneous in relation to the slow process, we can approximate system (2.1) by the following so-called auxiliary system with variablesx(n) defined througĥ
which using (2.3) can be written asx
Here we see that the evolution of the system depends on
, what suggests that dynamics of the system could be described in terms of a lesser number of variables, the global variables or macro variables defined by
i.e., the macro variables are linear combinations of the population vector corresponding to each group, where the coefficients of the combination are given by the left eigenvectors of the P i . Therefore the auxiliary system (2.4) can be easily transformed into a d-dimensional system premultiplying by matrix U, giving rise to the so-called aggregated system or macro system y(n+1) = UMVy(n), where we denoteM = UMV and obtain
The solutions to the auxiliary system can be obtained from the solutions to the aggregated system. It is straightforward to check that the solution {x(n)} n∈N of system (2.4) for the initial condition x 0 is related to the solution {y(n)} n∈N of system (2.6) for the initial condition y 0 = Ux 0 through the expressionx(n) = MVy(n − 1) for every n ≥ 1. Therefore, the passage from the auxiliary system to the reduced system is an example of perfect aggregation in the sense of [34] .
Once the task of building up a reduced system is carried out, the important issue is to see if the dynamics of the general system (2.1) can also be studied by means of the aggregated system (2.6). In [50] it is proved that the asymptotic elements defining the long term behavior of system (2.1) can be approximated by those of the corresponding aggregated system when the matrix associated to the latter is primitive. In order to explore this further let us introduce the following hypothesis:
Hypothesis (H1):M is a primitive matrix. Assuming hypothesis (H1), letλ > 0 be the (strictly) dominant eigenvalue ofM, andl andr its associated left and right eigenvectors, respectively. We then have that, given any non negative initial condition y 0 , system (2.6) verifies
Concerning the asymptotic behavior of the auxiliary system (2.4), it is proved thatλ > 0 is also the strictly dominant eigenvalue of MP, and that U Tl and MVr are associated left and right eigenvectors respectively..
The asymptotic behavior of the general system (2.1) can be expressed in terms of the asymptotic elements of the auxiliary system (2.4) by considering MP k as a perturbation of MP. To be precise, let us order the eigenvalues of P (the union of those of the P i ) according to decreasing modulus in the following way: 
. Having in mind that α can be chosen to be less than 1, we see that the elements defining the asymptotic behavior of the aggregated and the general systems can be related in a precise way as a function of the separation between the two time scales. One can also build bounds for the error we incur in when we approximate the eigenvalue of the original system throughλ, and the variables x k (n) throughx(n) = MVy(n − 1) for finite values of n and k [55] .
Multiregional model with fast migration and slow demography
As an illustration of the general technique above, we consider the case of multiregional models and will justify that, in some practical cases found in the literature, we can distinguish two time scales that make possible the use of aggregation in order to simplify the corresponding model.
Multiregional models consider the dynamics of an age structured population distributed among different spatial patches among which they can migrate. These models have been used with profusion for the study of human populations [48] and in ecology [18] . In many situations migration can be considered to be fast in comparison with demography [15, 50] , and there are cases regarding the dynamics of human populations in which demography can be considered a fast process in relation to migration [42, 43, 47] .
In this work, and in order to be consistent with the applications we propose in the sections regarding the reduction of stochastic models, we will concentrate in the case in which migration is fast with respect to demography. We refer the reader to [52] for the case in which the contrary happens, as well as for the reduction procedure when matrices P i are not primitive reflecting the fact that fast process can be asymptotically cyclic instead of tending to an equilibrium. Now we consider a multiregional model for population structured in juveniles (age class 1) and adults (age class 2) in a two-patch environment under the assumption that migration between the patches is fast with respect to demography, i.e., with respect to the reproduction-growth of the population.
Let x ij (n) be the density of the subpopulation aged i (group) on patch j (subgroup) at time n. This corresponds to the general setting with
On each patch, the population grows according to a Leslie model and individuals belonging to a given age-class also move from patch to patch.
Let s j be the survival rate of juveniles on patch j and f ij the fertility rate of age class i on patch j. Then the population vector is x(n) = (x
Assuming that the time step of the model corresponds to that of demography and that no individuals of age 2 survive after a time step of the model, the matrix describing the demography of the population in both patches is
Migration of individuals of age i is described by the following migration rates: p i (resp. t i ) is the migration rate from patch 1 to patch 2 (resp. from patch 2 to patch 1). So the matrix describing migration for the population is
, meets the hypotheses above. Indeed, each P i is primitive and moreover is column stochastic, so it has a dominant eigenvalue equal to one and a stationary equilibrium distribution. Then, the model reads
where k is the ratio between the characteristic times of demography and migration. In this case the vectors that represent the equilibrium distribution of migration are
and the left eigenvectors of matrices P i are
Moreover, matricesP, V and U read
Since the u i have all components equal to one we have that the global variables are the total population in each age class
T and the aggregated system has the form
3. Models with environmental stochasticity and their reduction
The model and its reduction
Let us now consider the study and the reduction of time discrete linear models incorporating the so called environmental stochasticity, i.e., the randomness introduced when we consider random fluctuations in the environment and, consequently, in the vital rates which affect the population. Let us first examine the general form of linear models that incorporate environmental stochasticity. Let us consider a structured population, represented by vector z(n) ∈ R
m×1
, living in an habitat in which that there are l different environmental conditions that we consider numbered in the set I = {1, ..., l}. In all what follows, * will denote the 1-norm in the corresponding space. Let (Ω, F, P) be the probability space and let τ n be the random variable taking values in I that defines the environment under which the population lives in the time step [n − 1, n). Now let matrix A(ξ) ∈ R m×m be the matrix of vital rates for the population in environment ξ ∈ I. Then the model for the population reads
In order to formulate a model with two time scales that incorporates the effect of environmental stochasticity, we can consider (2.1) as a starting point and allow the temporal variation to be random. Specifically, let us assume that there are l different environmental conditions I = {1, ..., l} and let τ n be the random variable that defines the environment under which the population lives in the time step [n − 1, n). Now let M(ξ) and P(ξ) denote the matrices of vital rates for the slow and the fast process respectively, in environment ξ ∈ I. Therefore, the model with two time scales reads
The reduction of these kind of models is dealt with in [53] under quite general conditions that basically imply that each one of the matrices P i (ξ) is primitive and with dominant eigenvalue equal to one. In order to simplify this exposition we concentrate in the particular although very important case in applications in which the P i (ξ) are primitive stochastic matrices.
, where 1 denotes a row vector with all its components equal to 1, andP(ξ) := diag(P 1 (ξ), . . . ,P d (ξ)).
In order to reduce the model, we proceed in an analogous way to the deterministic case. Letting k → ∞ in (3.2) we obtain the auxiliary system
that we can express in the form
where
) N ×d and U := diag(1, . . . , 1) d×N . Now premultiplying both sides of (3.4) by U and defining the vector of d global variables through
so that y i (n) corresponds to the total population in group i, we obtain the reduced system
Behavior of the original and the reduced models
Let us examine the relationships between the original system (3.2) and the reduced one (3.5). As it was the case in the non-autonomous setting, for any finite value of n the population vector of the original system can be approximated through the knowledge of the population vector in the aggregated system
where α verifies 0 < α < 1 and o n (α k ) depends on n. In [57] bounds are obtained for the "error" we incur in when we approximate x k (n) by M(τ n )V(τ n )y(n − 1) for finite values of n and k.
So far, the pattern of environmental variation defined by τ n did not have to meet any special requirements. Subsequently we will explore the relationships between the original system and the aggregated system in the case that the pattern of temporal variation for the former is an homogeneous Markov chain. Indeed, a great part of the models of the kind (3.1) found in the literature represent environmental change through Markov chains [24, 18] , for Markov chains can represent sequential dependence between environments and yet are simple enough to be analyzed with great detail. Besides, the systems under Markovian temporal variation usually have some desirable properties regarding their asymptotic behavior. Indeed, an appropriate Markovian temporal variation combined with certain conditions on the set of environmental matrices guarantee on one hand the presence of strong stochastic ergodicity, i.e., the probability distribution of the population structure converges to a stationary probability distribution independent of initial conditions [24] and, on the other hand, that almost all realizations of the process ultimately grow or decay exponentially with the same growth rate. This approach contemplates, as a particular case, the possibility of the τ n being independent and having the same probability distribution (i.i.d. case), which is an usual choice for the characterization of an uncorrelated temporal variation.
Thus, let τ n be a homogeneous Markov chain, defined in terms of a initial probability vector and a matrix Q ∈ R l×l of transition probabilities, where
The i.i.d. setting corresponds to the case in which q αβ is independent of β.
To start with, let us review some of the most important features of model (3.1) when τ n is a homogeneous Markov chain. The mathematical details can be found in [65, 27, 31, 23] . We refer the application-oriented reader to [26] for a practical application to this kind of models to a fish population and to [18, 66] for an overview and a list of references.
In the first place, let us examine the asymptotic behavior of the expected value of the population size E z(n) . One can show that the limit
exists so that E z(n) grows asymptotically in an exponential fashion. Moreover [53] , µ can be computed through µ = log γ where γ is the spectral radius of matrix
Let us turn our attention to the behavior of the realizations of z(n) . One has that under some hypotheses each realization of the system grows (or decays) exponentially with the same rate. More specifically, let us consider system (3.1) and let us assume the following hypothesis:
Hypothesis (H2): τ n is an homogenous Markov chain such that it is irreducible and ergodic (i.e., its matrix of transition probabilities is primitive). Moreover, the set {A(1), ..., A(l)} is "ergodic", i.e., there exists a positive integer r such that the product of any r matrices drawn from this set is a positive matrix.
Given hypothesis H2 (see [63] ) there exists the following limit with probability one
where a, the so called stochastic growth rate (s.g.r.) of the system, is a fixed (non random) number independent of the initial probabilities of the chain and of the initial (non-zero) population vector z 0 ≥ 0. The s.g.r. is the most important parameter in order to characterize the behavior of models of the kind (3.1), and plays a role which is similar to that of the dominant eigenvalue in deterministic linear models. If a < 0 every realization of the population goes extinct, and if a > 0 every realization of the process grows exponentially with rate e a . Note that in general a = µ. In fact because of the Jensen inequality a ≤ µ and so the expected value of the population grows/decays at a different rate than that of the realizations. For example one can have a situation in which µ > 0 (so the expected value of the population grows to infinity) and however a < 0 (the population goes extinct with probability one). This stresses the importance of dealing directly with the stochastic model instead of just taking expected values in order to study the population.
Under hypothesis H2 one can define the "scaled logarithmic variance" (s.l.v.) of the system as
where V denotes variance and where σ 2 is independent of the initial probabilities of the chain and of the initial (non-zero) population vector z 0 ≥ 0 [63] . Therefore σ 2 is a measure of the rate nσ 2 at which the variance of log z(n) grows for large values of n.
Moreover, if σ 2 > 0 the population size is asymptotically lognormal in the sense that
where N (0, 1) denotes a normal distribution of zero mean and unit variance and L denotes convergence in distribution. Therefore for large values of n the distribution of log z(n) is approximately normal with a mean value of na and variance nσ 2 . Moreover, H2 guarantees that system (3.1) is stochastically strongly ergodic, i.e., the vector of population structure z(n)/ z(n) converges to a distribution Y independent of the initial conditions [23, 24, 25] .
Its important to keep in mind that in most practical situations it is not possible to compute the s.g.r. and the s.l.v. of a model analytically and one must resort to computer simulations [65, 66] , the reason being that although there are explicit expressions for a and σ 2 in terms of expectations, they involve the use of the stationary distribution of age structure Y which can not be computed except in a few particular cases [64, 65] .
Coming back to the study of the relationships between the systems (3.2) and (3.5), it is important to study the conditions for the existence of a s.g.r., s.l.v. and the relationship between them in both systems. Moreover, since these parameters can not be computed explicitly in most practical cases, it would be interesting to study whether there are situations in which the above reduction procedure allows one to render systems for which the s.g.r. and the s.l.v. can be computed. This would make the aggregation procedure especially useful.
Let us assume that τ n is a homogenous Markov chain with a primitive matrix of transition probabilities, and let us assume that the set of matrices M (1), ...,M(l) for the reduced system (3.5) is an ergodic set. Therefore the reduced system (3.5) verifies the sufficient conditions (H2) for the existence of a s.g.r.ā := lim n→∞ log y(n) /n, where the limit is with probability one, and a s.l.v. σ 2 := lim n→∞ V [log y(n) ] /n. In [57] and [1] it is shown that if matrices M(1), ..., M(l) have no zero rows, then for large enough k the set M(1)P
is also ergodic and therefore the original system (3.2) verifies that there exists a s.g.r. a k := lim n→∞ log x k (n) /n and a s.l.v. σ respectively. Moreover, [57] derives upper bounds for |a k −ā| for finite values of k, so we can estimate the error we incur in when we approximate the study of (3.2) through that of (3.5). Finally, [53] shows that for any positive integer m, the asymptotic behavior when n → ∞ of the moments of order m of system (3.2) can be approximated through the behavior of the corresponding moments for the reduced system (3.5). In particular, ifμ := lim n→∞ log E y(n) /n and µ k := lim n→∞ log E x k (n) /n are the growth rates of the expected value of the population for the reduced and the original system respectively, then we have lim n→∞ µ k =μ.
A structured population distributed between two patches
As an application of the technique above, we present a model, introduced in [53] for an age structured population distributed between two spatial patches in a random varying environment under the assumption that migration is fast with respect to demography. We assume that there are l different environments 1, 2, ..., l and we set up the model by reasoning analogously to the deterministic case but allowing the fecundity, survival and migration rates to be dependent on the environment. In this way the matrices of demography and migration in each environment ξ are
where s j (ξ) stands for the survival rate of juveniles in patch j, p i (ξ) denotes the migration rates in environment ξ of individuals of age i from patch 1 to patch 2, and t i (ξ) has an analogous meaning for migration from patch 2 to patch 1. Therefore the complete model reads
where k is the ratio between the characteristic times of demography and migration. If we assume that p 1 (ξ), p 2 (ξ), t 1 (ξ) and t 2 (ξ) are different from 0 or 1 for all ξ ∈ {1, 2, ..., l}, then the matrices P 1 (ξ) and P 2 (ξ) governing migration for each age class are stochastic and primitive for all ξ, and so the hypotheses to reduce the system are met. We have
Let us now consider a particular case of environmental variation for which we will be able to give exact results for system (3.9). Let us assume that the parameters that govern demography are independent of the environment, i.e.,
where p i , t i ∈ (0, 1) are non random and η n is a homogeneous Markov chain with values in the set {δ 1 , ..., δ l }, 0 < δ i < 1. This model corresponds to the situation in which reproduction and survival are not affected by the environment and migration rates depend on the environment through a common multiplicative random variable. A good/bad environment for migration increases/decreases all migration rates by the same factor. The original system is a stochastic model for which exact calculations for the s.g.r. and the s.l.v. are not feasible. However, when aggregating we havē
i.e., the reduced system is the deterministic system y(n + 1) =My(n). Since the set of environmental matrices for the reduced system consists only on matrixM and this matrix is primitive, the the set is ergodic and hypothesis H1 is met. Moreover, if we assume all the fertility and survival coefficients f ij (ξ), s i (ξ) to be non-zero for all ξ, matrices M(1), ..., M(l) have no zero rows and so we have that both the reduced and the original system have a s.g.r. and a s.l.v. and those of the latter can be approximated by those of the former. Since the reduced system is deterministic we have that its s.g.r.ā is given by the spectral radius of matrixM and the s.l.v.σ 2 is zero. Therefore for large enough k the original system behaves almost deterministically, with a s.g.r. and a s.l.v. that can be approximated through
As a result, the population goes extinct (resp. grows exponentially) with probability one iff 1 + f 1 2 + 4f 2s < 2 (resp. > 2).
Non-structured population living in a multipatch environment. Exact results and qualitative study
Let us now consider a multiregional model with fast migration in which the population is not structured by age (d = 1), is distributed amongst N spatial patches and there are l possible environmental conditions that vary according to a Markov chain τ n with values in the set I = {1, 2, ..., l} .
The population vector is x(n)
(n) is the population in patch i. Demography in each environment ξ ∈ I is modeled by matrix
where m i (ξ), i = 1, ..., N ; ξ = 1, ..., l is the growth rate in patch i and environment ξ. We assume that migration amongst the different patches in each environment ξ ∈ I is modeled by a column stochastic primitive matrix P(ξ) ∈ R N ×N . The Markov chain τ n is defined by a certain vector q ∈ R l of initial probabilities and a column stochastic matrix Q ∈ R l×l of transition probabilities. We assume that τ n is irreducible and ergodic, i.e., that Q is a primitive matrix and so τ n has a stationary probability distribution, that we denote π = (π 1 , π 2 , ..., π l ) T . The model then reads
(3.10)
Let v(ξ) > 0 be the equilibrium distribution for migration in environment ξ normalized so that v(ξ) = 1. Then the reduced system takes the form of a scalar stochastic system
is the total population and
Clearly the set {m 1 , ...,m l } of vital rates for the reduced system is ergodic and matrices M(ξ) have no zero rows, so both the reduced system (3.11) and the original system (for large enough k) meet the sufficient hypotheses for the existence of a s.g.r. and a s.l.v.. Moreover, we can approximate these parameters for the original system through those of the reduced scalar system. Now, the computation of the s.g.r. and the s.l.v. for a system like (3.10) is not feasible, but it is easily done for an scalar system like (3.11). Let us assume that the transition probability matrix Q is diagonalizable so that Q = W . Adapting to system (3.11) the results of [1] we have that the s.g.r. is given bȳ
(note that a depends only on the equilibrium distribution of τ n and not on any other information defining τ n ) and the s.l.v. is
where E π denotes expectation with respect to the distribution π,
As we have seen before, the rate of growth of the expected value of the population for the reduced systemμ := lim n→∞ log E y(n) /n can be computed throughμ = log γ where γ is the spectral radius of matrix
and then we have that lim n→∞ log Ey(n) = ∞ ifμ > 0 and lim n→∞ log Ey(n) = 0 ifμ < 0. Therefore we have explicit expressions that approximate the s.g.r. and the s.l.v. of the multiregional model (3.10) and a matrix whose spectral radius approximates the rate of growth of the expected value of its population size. With them it is possible to carry out a qualitative study of the model, studying how migration and growth rates in each environment, as well as the characteristics of τ n , affect the fate (extinction or exponential growth) of the population. In order to see how it can be done, let us simplify our model and assume that there are only two environmental states (l = 2) and so τ n takes values in the set {1, 2}. Let us express matrix Q in the convenient form
where π 1 ∈ (0, 1) and for each value of π 1 parameter ρ varies between ρ inf and 1 where
Then, the equilibrium distribution of τ n is given by π = (π 1 , 1−π 1 ) and ρ is a measure of the serial correlation between environments. ρ = 0 corresponds to the i.i.d. case, ρ close to one implies that a given environment is very likely to be followed by the same environment, and ρ close to ρ inf implies the contrary happens. Matrix Q can be diagonalized in the following way
and then, after some computations we obtain from (3.12) and (3.13)
Clearly,ā is independent of ρ and is an increasing function of π 1 ifm 1 ≥m 2 and a decreasing function of π 1 ifm 2 ≥m 1 .
Assuming in what follows thatm 1 ≥m 2 the condition for the extinction/exponential growth of the population is
Note that ifm 2 > 1 then necessarilyā > 0 and ifm 1 < 1 then necessarilyā < 0. Regardinḡ σ 2 , we have that it tends to ∞ when ρ ↑ 1. Moreover, for fixed ρ its maximum is reached when
We can easily computeμ obtaininḡ
For all values of the parameters involved we have already seen thatā ≤μ. In fact we can have a situation in whichμ > 0, and so the expected value of the population grows to infinity, and howeverā < 0 and so the population goes extinct with probability one. Indeed let us assume that
and let us place ourselves in the i.i.d. case, i.e., ρ = 0, for which
Therefore,μ iid > 0 if and only if
Now using (3.14), we have 0 < α < β < 1 so that whenever β < π 1 < α we haveā < 0 andμ > 0. This situation, that shows how even in the relatively simple i.i.d. case the stochastic model can have dynamics very different from the deterministic model built by taking expectations, can be explained using the properties of the lognormal distribution of population size. Indeed this distribution is very skewed and its long tale makes the expected value be very high although most of the probability is concentrated around zero [63] .
Models incorporating demographic stochasticity and their reduction 4.1. A multiregional model for an age structured population
As we pointed out in the introduction, demographic stochasticity, of great importance in the study of the extinction of small populations, refers to the variability in a population arising from random differences among individuals in survival and reproduction.
In this section we contemplate the multiregional model with two time scales of section 2.2. but now we assume that both migration and demography are affected by the effects of demographic stochasticity. Therefore these two processes will be modeled by a so called multitype Bienaymé-Galton-Watson branching processes (MBGWBP). We start by presenting some basics about the formulation of the models. The reader can refer to [45, 30] for a full mathematical analysis and [18, 37, 29] for biological applications and extensions.
Let Z m + denote the set of m-dimensional vectors whose components are non-negative integers. Let us assume a population with m types of individuals, and let the population vector at time n be
MBGWBP's arise from the following modelling assumptions: a) Each particle behaves independently of the rest (no density dependence) and independently of time (autonomous model) and b) at the end of each time step of the model each individual of type i "disappears" and leaves an "offspring" according to certain probabilities that, given certain initial conditions, completely characterize the dynamics of the population.
Note that due to the independence assumption, the behavior of a MBGWBP for any (deterministic) initial condition can be known if we know its behavior for the initial conditions e In order to deal with MBGWBP it is useful to work with the so called probability generating function (in what follows p.g.f.) of the process, defined as the function
from which one can derive all the properties of the model.
of expected values of the process is defined through
where e i corresponds to a population composed of one individual of type i and where we are assuming that the expectations are finite. Now we are ready to present the analog of the multiregional model considered in section 2.2. but incorporating demographic stochasticity. As we did in that section we will restrict ourselves to the case in which there are only 2 age classes and 2 spatial patches, although the technique is valid in the general setting of [56] , which, under some assumptions can be applied to populations governed by two stochastic processes (not necessarily corresponding to demography and migration) with different time scales. In particular this covers the case of a multiregional model with any number of age classes and spatial patches.
Therefore we consider a population evolving in discrete time and structured in two age classes, young and adults, that we will denote 1 and 2 respectively. Moreover the population is distributed among two spatial patches, T1 and T2. Let x ij (n), i, j = 1, 2 be the number of individuals of age i living in patch j at time n. So the population vector at time n is
The evolution of the population is governed by demography in each patch and migration among the patches and we assume that both processes are influenced by the effects of demographic stochasticity, and that both processes are density independent (which is not very unrealistic for low populations sizes, which is the domain in which this kind of models is particularly useful). This results in demography being modelled by a discrete time birth-death process, whilst migration is modelled by a Markov chain. We also assume that migration is a fast process with respect to demography.
Given a vector α = (α 11 , α 12 , α 21 , α 22 ) ∈ Z 4 + , let p ij S (α) denote the probability of an individual of age i living at patch j to produce an offspring α (i.e., α 11 young at T1, α 12 at T2, α 21 adults at T1 and α 22 at T2) after an iteration of the birth-death process. Then, the p.g.f. for the slow process is the function 22 . We will assume that for each i and j there is only a finite number of α for which p ij S (α) is non zero, and so the sum in (4.4) is in fact finite.
In order to write a more specific example, and for the sake of simplicity in the exposition, sometimes we will consider the particular case, to which we will refer as (S), in which each individual can produce at most two offspring in a time step and besides adult individuals do not survive after the time step of the model. Assuming this situation and taking into account that the newborn offspring from a father inhabits the patch of the father we have that p
On the other hand, a young individual may produce an adult by surviving to the next generation but it will never produce more than one, so p 2 12 where, in order to keep the notation compact, we are denoting p , i, j = 1, 2 in such a way that M tl ij is the expected value at time n + 1 of the individuals of age i living in patch t given that the population at time n is composed of a single individual of age j and living in patch l. Therefore, Regarding migration, since this process is conservative of the total number of individuals of each age, it is modelled by a Markov chain with two states corresponding to the two patches.
For each vector α = (α 11 , α 12 , α 21 , α 22 ) ∈ Z 4 + , let p ij F (α) denote the probability of an i-aged individual living in patch j to produce an "offspring" α after an iteration of the migration process. Then, the p.g.f. associated to migration is the function The matrices of expected values for migration in each age class are
; i = 1, 2
and for the whole population we have matrix P = diag {P 1 , P 2 }. In this case with only two patches, we can make notation simpler. If we let p i be the probability of an i-aged individual living in patch 1 migrating to patch 2 after an iteration of the migration process, and t i has the same meaning but in this case for the migration from patch 2 to 1 we have
We formulate a global model that takes into account the joint effect of both demography and migration in the following way: we set the time step of the model as the projection interval of the birth-death process, and we assume that, in each one of these time steps, migration acts k times before the birth-death process does. Here k can be interpreted as the ratio of the characteristic times of demography and migration, and in applications it will be a large integer. Then [13, 56] the p.g.f. of the global system is 
Reduction of the model
In order to reduce the system we assume that migration of individuals of each age class reaches an equilibrium among the patches, i.e., that the limit
exists. This holds if P 1 and P 2 are primitive matrices, which is the case if 0 < p i , t i < 1, i = 1, 2.
Then migration of individuals of each age class reaches an equilibrium given by the stationary distribution
Note that G ij F does not depend of j. Now, we consider the auxiliary system, with variableŝ
T that can be interpreted as the original system (4.7) when k → ∞, i.e., when we let migration reach equilibrium. Therefore its p.g.f. is defined bŷ
and in particularĜ ij does not depend on j. The matrix of expected values for the auxiliary system is MP whereP
Now we define the aggregated or reduced system as the system with variables y n = (y In [56] it is shown that the p.g.f.
of the aggregated system is given bȳ
In the particular case (S) we havē 
Some generalities about the asymptotic behavior of MBGWBPs
We are now interested in establishing results that guarantee that the behavior of the original system (4.7) can be approximated in terms of the behavior of the reduced system (4.8) when k is large enough. In contrast with the situation in section 2. (see equation (3.6) ), in this setting it is not feasible to give "straightforward" results to relate the random variables x k (n) and y(n) for fixed n pathwise, i.e., for each ω ∈ Ω. However one can show that for any finite value of n, we have
where L denotes convergence in distribution. So the distribution of the total population of the original system can be approximated, for large enough k, by the distribution of the total population in the reduced system.
Let us now turn our attention to the relationships between the asymptotic (n → ∞) behavior of the models (4.7) and (4.8). In order to do that, let us review some of the most important features of the asymptotic behavior of a MBGWBP. Let us consider the system with variables (4.1), defined by the p.g.f. (4.2). If we fix an initial population z 0 ≥ 0, z = 0 the expected value of the population vector verifies Ez(n) = A n z 0
i.e. the expected value of the population behaves as in a classical linear matrix model: it grows (or decays) exponentially with rate given by λ :=dominant eigenvalue of A, and moreover
where r and l are, respectively, right and left eigenvectors of matrix A associated to eigenvalue λ and normalized so that r = 1, l T r = 1. This allows one to classify the processes regarding the asymptotic behavior of the mean population as supercritical/critical/subcritical when λ is greater/equal/less than one.
As we have already mentioned, the effects of demographic stochasticity are particularly useful in studying the extinction of the population. Let us then define q n (z 0 ) = P(z(n) = 0 | z(0) = z 0 ) as the probability of extinction up to time n for an initial population z(0) = z 0 . Then one can show that q n (z 0 ) tends as n → ∞ to a limit q(z 0 ) = P(z(n) = 0 for some n | z(0) = z 0 ) which is the probability of ultimate extinction given z(0) = z 0 . By independence, we can compute q(z 0 ) if we know vector q = (q In all what follows we will assume the "generic case", i.e., that the MBGWBP is positive regular (i.e., matrix A is primitive) and non-singular (i.e., its p.g.f. is not a linear function). Under those conditions, classical results [35, 45, 30] guarantee that: a) In the subcritical and critical cases q = 1 so that q(z 0 ) = 1 for all z 0 , and so the population eventually goes extinct with probability one for any initial condition. In the supercritical case 0 ≤ q < 1 (i.e., 0 ≤ q i < 1, i = 1, ..., m) and therefore 0 ≤ q(z 0 ) < 1 for all z 0 , so even although the mean population size grows to infinity, there is always a positive probability of extinction. Moreover, q is the only solution of the fixed point equation G(q) = q that belongs to the set 0 ≤ q < 1 b) Let us fix an initial condition z 0 and let us examine the asymptotic behavior of the second order moments E(z i (n)z j (n)) of the population vector, that we group in the matrix C(n) = E(z(n)z(n) T ). In the subcritical (resp. supercritical) case, C(n) decays (resp. grows) geometrically with an asymptotic growth rate λ (resp. λ 2 ) and C(n)/λ n (resp. C(n)/λ 2n ) converges when n → ∞ to a matrix that can be calculated explicitly in terms of A, r, l and the so called covariance matrices of offspring production
) ; i, r, l = 1, ..., m, that can be directly computed from the p.g.f. of the process. c) If the process is supercritical then, with probability one
where W is a non-negative scalar random variable. Therefore almost all realizations verify that the total population normalized by the factor λ n converges to a scalar random variable W , i.e., for each ω ∈ Ω the total population behaves like W (ω)λ n + o ω (λ n ) for large n. Moreover, for every realization for which there is no ultimate extinction the structure z(n)/ z(n) of the population vector converges to r, a fixed (non random) vector. d) If the process is subcritical, there exists an asymptotic stationary distribution for the population conditional on non-extinction, which is independent of the initial population. In other words, for each α ∈ Z m + and each z(0) = 0, lim n→∞ P(z(n) = α | z(n) = 0, z(0) = z 0 ) exists and is independent of z 0 . Moreover under very general conditions that are trivially satisfied if the p.g.f. has only a finite number of summands, we have
for any z 0 = 0, where ξ > 0. Therefore, the expected value of the population conditional on non-extinction converges to a vector proportional to r.
Relationships between the original and the reduced system
Keeping in mind the previous general results for MBGWBP, let us go back to investigate the asymptotic relationships between systems (4.7) and (4.8). As starting hypotheses we will assume: i) The reduced system (4.8) is positively regular, i.e., matrixM is primitive, and non-singular. Letλ be the dominant eigenvalue ofM and letr andl be the right and left associated positive eigenvectors normalized so that r = 1,l Tr = 1.
ii) The matrix M (4.5) of expected values for demography has no zero rows. In these conditions, one can show [56] that if k is large enough, the original system is nonsingular and the matrix MP k of expected values for the original system is primitive, so this system is also positively regular. Moreover the dominant eigenvalue λ k of MP k can be expressed in the form 12) where 0 < γ < 1, and associated to λ k there are right and left eigenvectors r k and l k that can be written in the form
and so in particular, using (4.9) we have that the expected value of the normalized population vector for the original system can be expressed in terms ofr andl in the following way
From (4.12) we have that ifλ > 1 (resp.λ < 1) and if k is large enough then λ k > 1 (resp. λ k < 1) and so if the reduced system is supercritical (resp. subcritical) then so is the original system. Therefore, in the case in which the reduced system is subcritical we have that for any initial condition the original system will go extinct with probability one. Now, let us assume that the reduced system is supercritical and letq i := P(y(n) = 0 for some n | y(0) = e i ), i = 1, 2 and q ij k = P(x k (n) = 0 for some n | x k (0) = e ij ), i, j = 1, 2, be the ultimate extinction probabilities associated to the reduced and original system respectively. Then it can be proved that lim k→∞ q ij k =q i and so we can approximate the extinction probabilities of the original system through those corresponding to the reduced system. Recall that in order to calculate the latter, we must solve the fixed point equationḠ(q) =q in the set 0 ≤q < 1 of R 2 , which is much easier that solving an equation in R
4
. Regarding the asymptotic behavior of the second order moments E(x k (n)x k (n) T ) of (4.7) we have that in the supercritical (resp. subcritical) case they grow (resp. decay) exponentially at a ratē λ 2 +o(γ k ) (resp.λ+o(γ k )) and E(x k (n)x k (n)
converges to a matrix that can be calculated explicitly in terms ofr,l and the covariance matrices of offspring production corresponding to demography.
From (4.10) we know that in the supercritical caseλ > 1 we have that, with probability one,
whereW and W k are non-negative scalar random variables. One can show [46] that W k converges when k → ∞ toW in distribution. Therefore we have, taking into account (4.13) , that the asymptotic behavior of the scaled population vector for the original system is characterized by
) with probability 1 where the distribution of W k can be approximated by that ofW . Specifically, if k is large enough the asymptotic structure of the population of the original system can be approximated by vector MVr/ MVr and for all t ≥ 0 the probability P( x k (n) ≤ (λ k ) n t) can be approximated for large n by P(W ≤ t).
Let us now examine the relation between the original and the reduced system when the latter is subcritical (λ < 1). We know, using (4.11) and (4. whereξ and ξ k are scalar constants. It is possible to show [56] that lim k→∞ ξ k =ξ and therefore we have that the expected value of the asymptotic population vector conditional on non extinction for the original system can be approximated through the knowledge ofr andξ, that pertain to the reduced system.
Conclusion and perspectives
The last years in the literature of population dynamics have seen a dramatic increase in the number of works that incorporate stochasticity. Whenever the model is a discrete time one and the processes involved in it have different time scales, as in the case of multiregional models, the techniques presented in this work can be useful in order to reduce their dimension and therefore simplify their study. In some cases, like in the models in sections 3.3. and 3.4., the reduction procedure makes feasible the analytical study of the otherwise intractable original complex model. In particular, the reduced model makes it possible to study the influence of the parameters of the two processes in the global dynamics. The multiregional models of section 2. have been applied to study a trout fish population in a multipatch setting corresponding to an arborescent river network when migration between the patches is fast with respect to demography [19, 20, 21, 22] ), in deterministic linear and non-linear contexts. Similarly they have been studied, in a deterministic density-dependent context, to model the effect of migrations processes on host-parasitoid systems [40, 41, 61, 62] . Applications to real populations in stochastic settings remain to be done.
Regarding future lines of work, from the theoretical point of view and within the discrete time context, it would be interesting to work in the reduction of models that incorporate both demographic and environmental stochasticity, in the so called multitype branching processes in random environments (MBPRE) [10] .
Most biological models are density dependent, and therefore it would be interesting to extend aggregation techniques to non linear stochastic settings. This would allow one to study stochastic models of great ecological interest in which the fast or the slow process can correspond to non linear dispersal, competition, epidemic dynamics, game dyamics, etc (see for example [6] ). The difficulty here lies in the great analytical complexity of non linear stochastic models. In this direction, and restricting to the discrete time case, we will consider the aggregation of density-dependent branching models [14, 38] The aggregation of systems in the context of stochastic time continuous models has been studied only in the case of stochastic differential equations (SDEs). [28] explores the (very restrictive) conditions under which it is possible to carry out the perfect aggregation of SDEs and [9] carries out the study of the approximate reduction of SDEs in the case that the random noise is small enough. It would be interesting to extend those results to deal with the case in which the noise intensity is not restricted. Moreover, the reduction of systems governed by time continuous branching processes [2] deserves to be explored, as this would allow one to deal with birth-death processes for a population living in a multi-patch environment.
