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ABSTRACT
We present a numerical code for radiation hydrodynamics designed as a module for the freely
available PLUTO code. We adopt a gray approximation and include radiative transfer following a
two-moment approach by imposing the M1 closure to the radiation fields. This closure allows for
a description of radiative transport in both the diffusion and free-streaming limits, and is able to
describe highly anisotropic radiation transport as can be expected in the vicinity of an accreting planet
in a protoplanetary disk. To reduce the computational cost caused by the timescale disparity between
radiation and matter fields, we integrate their evolution equations separately in an operator-split way,
using substepping to evolve the radiation equations. We further increase the code’s efficiency by
adopting the reduced speed of light approximation (RSLA). Our integration scheme for the evolution
equations of radiation fields relies on implicit-explicit schemes, in which radiation-matter interaction
terms are integrated implicitly while fluxes are integrated via Godunov-type solvers. The module is
suitable for general astrophysical computations in 1, 2, and 3 dimensions in Cartesian, spherical and
cylindrical coordinates, and can be implemented on rotating frames. We demonstrate the algorithm
performance on different numerical benchmarks, paying particular attention to the applicability of
the RSLA for computations of physical processes in protoplanetary disks. We show 2D simulations
of vertical convection in disks and 3D simulations of gas accretion by planetary cores, which are the
first of their kind to be solved with a two-moment approach.
Keywords: radiative transfer — hydrodynamics (HD) — protoplanetary disks, planets and satellites:
formation — methods: numerical
1. INTRODUCTION
Radiative transfer a key tool to understand the dy-
namics and observational properties of almost any as-
trophysical system. In protostellar disks, the study of
radiative processes is a necessary ingredient to predict
which zones are able to develop different hydrodynam-
ical instabilities that lead to turbulence and consequent
transport of angular momentum, structure formation,
and eventual growth of planets (see, e.g., Gammie 1996;
Flock et al. 2017; Manger & Klahr 2018; Pfeil & Klahr
2019). Some processes, such as diffusive cooling or
Corresponding author: Julio David Melon Fuksman
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the radiative processes occurring in the vicinity of gap-
opening planets, may involve transport of radiation be-
tween optically thick and optically thin regions. This
can in principle lead to anisotropic transport regimes
involving highly beamed radiative intensities, which
require a proper treatment that allows for such direc-
tional transport.
On the other hand, a self-consistent treatment of stel-
lar irradiation and dust absorption, emission, and scat-
tering of radiation coupled to gas dynamics is needed
to explain the current observations of disk substruc-
tures at increasingly high resolution in the thermal dust
emission (see, e.g., ALMA Partnership et al. 2015; Flock
et al. 2015).
The coupled integration of hydrodynamics (HD)
and frequency-dependent radiative transfer is in gen-
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eral a computationally expensive task, and approxi-
mate methods are most usually preferred. A gener-
ally adopted assumption is the grey approximation,
in which the radiative intensity and the material ab-
sorption and scattering opacity coefficients are aver-
aged in the frequency domain. This approach leads
to a description of total energy and momentum ex-
change between matter and radiation, without regard-
ing frequency-dependent phenomena. The applicabil-
ity of this method is tied to the variation of the mate-
rial’s opacity with frequency in the spectral region of
interest, and is therefore case-dependent.
To make predictions on the observational appearance
of accreting planets (Szulágyi et al. 2018, 2019) and to
reconstruct the characteristics of exoplanets from ob-
servations of disks around young stars, one needs a
combination of radiation hydrodynamical simulations
in the gray approximation possibly better than in a pure
diffusion approximation, as we can provide in this pa-
per in combination with detailed Monte Carlo contin-
uum radiative transfer simulations as presented by our
collaboration partners Krieger & Wolf (2020) to con-
nect realistic flow and temperature structures with fre-
quency dependent intensity maps for various instru-
ments from ALMA (Kurz et al. 2002), PIONIER (Le
Bouquin et al. 2011), and MATISSE (Lopez et al. 2014).
Also the growth time scale of gas planets (Mordasini
et al. 2012) depends on the efficiency of radiative cool-
ing (D’Angelo & Bodenheimer 2013; Szulágyi et al.
2014, 2016; Szulágyi & Mordasini 2017; Schulik et al.
2020) and therefore a better understanding of possible
gas accretion rates also in the presence of pebble (Klahr
& Bodenheimer 2006; Ormel & Klahr 2010; Lambrechts
& Johansen 2012) and planetesimal accretion (Fortier
et al. 2013) will have a strong impact on the ability to
form efficiently gas giants.
The flux-limited diffusion (FLD) method by Lever-
more & Pomraning (1981) is the most widely preferred
method in the context of protoplanetary disks and star
formation in general. This is a one-moment method,
meaning that the full radiative transfer equation is
turned into a single evolution equation for one of the
moments (angular integrals) of the specific radiative in-
tensity, in this case, the radiation energy density. In
FLD, the radiation flux is computed via an ad-hoc func-
tion of the radiation energy density, its gradient, and
the material’s local opacity, in such a way that the mod-
ule of the flux tends to its correct limit in the diffu-
sion and free-streaming regimes. This method is par-
ticularly accurate in highly opaque systems, where the
radiation transport equation correctly tends to a diffu-
sion equation. Conversely, due to the adopted defini-
tion of the radiation flux, some degree of inaccuracy
is generally observed in regions of low opacity (Ros-
dahl & Teyssier 2015). On the other hand, FLD methods
are unable to describe strongly anisotropic transport in
phenomena such as shadows or simply free streaming,
in which cases they introduce an unphysical numeri-
cal diffusion due to the fact that the radiation flux is al-
ways proportional to the gradient of the energy density
(Hayes & Norman 2003).
In this work we have implemented the two-moment
approach by Levermore (1984) generally referred to as
M1 closure, which proves a more accurate alternative
in the mentioned cases. In this method, an additional
set of equations is solved for the radiation flux compo-
nents, where this time the radiation pressure tensor is
defined in terms of the radiation flux and energy den-
sity. This closure is based on the assumption that the
specific radiative intensity is isotropic in a given refer-
ence frame, and hence it yields exact flux values if such
assumption is correct. Despite this is often a fairly rea-
sonable approximation, it must be noted that this as-
sumption fails to describe cases where such a reference
frame does not exist. This happens for instance, when
optically thin regions of space have converging beams
which originate from different directions, in which case
the M1 closure produces unphysical interactions be-
tween the beams (see, e.g., Sa˛dowski et al. 2013; Skin-
ner & Ostriker 2013). Another important advantage of
this closure is that freely streaming radiation fields are
transported maintaining their original direction, with-
out being artificially spread as in FLD methods. On
the other hand, both methods yield the same diffusion
equation in largely opaque media. From the numerical
point of view, the M1 closure counts with the advan-
tage that the evolution equations are hyperbolic with
local interaction source terms, whereas the FLD equa-
tions are parabolic and usually solved via fully implicit
methods (see Commerçon et al. 2011). Hence, unless
fully implicit schemes are used to solve the evolution
equations, M1 methods should have favorable scaling
properties when compared to FLD.
We have implemented a two-moment radiation HD
(Rad-HD) module within the multi-algorithm, high-
resolution code PLUTO, designed for time-dependent
computations of relativistic or nonrelativistic unmag-
netized or magnetized flows (Mignone et al. 2007).
The module is fully parallel, and can be applied us-
ing Cartesian, cylindrical, and spherical coordinate sys-
tems in 1, 2 or 3 dimensions. Our current imple-
mentation is an extension of the module for (Rad-
RMHD) introduced in Melon Fuksman & Mignone
(2019), where implicit-explicit (IMEX) schemes have
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been used to integrate the evolution equations in such
a way that fluxes are integrated explicitly, while the po-
tentially stiff radiation-matter interaction terms are in-
tegrated implicitly. In that case, the time step is com-
puted as a minimum of the maximum time steps al-
lowed for the transport of radiation and magnetohy-
drodynamical fields, obtained in each case by apply-
ing the Courant-Friedrichs-Lewy (CFL) stability condi-
tion (Courant et al. 1928). Contrarily, in our case, ra-
diation and nonrelativistic flows evolve in largely dif-
ferent timescales, which renders that approach compu-
tationally prohibitive and largely diffusive due to the
accumulation of truncation error. To reduce the com-
putational cost, we follow a twofold strategy. On one
hand, we adopt the reduced speed of light approxima-
tion (RSLA) introduced by Gnedin & Abel (2001), in
which the value of the speed of light is replaced by an
artificially low value in order to reduce the mentioned
scale disparity. This increases the maximum time step
allowed by the CFL condition, consequently reducing
the overall cost of the operations. The RSLA is valid as
long as the chosen reduced value of the speed of light
is larger than any velocity scale in the problem at hand,
in which case it yields the same solutions that would
be obtained using its physical value. Since this restric-
tion maintains some disparity between the mentioned
timescales, we further reduce the computational cost
of the method by applying operator splitting to solve
the HD and radiation equations in different steps. We
use in each case the corresponding time step restriction
given by the CFL condition and apply substepping to
solve the radiation subsystem, using IMEX schemes to
integrate the radiation fields. Additional features of the
code include an adaptation of the HartenâA˘S¸LaxâA˘S¸-
van LeerâA˘S¸contact (HLLC) solver for radiation trans-
port introduced in Melon Fuksman & Mignone (2019),
and the ability of solving the Rad-HD equations in a
rotating frame following the conservative formulation
described in Mignone et al. (2012a).
Several two-moment Rad-HD implementations can
be found in the literature (see, e.g., Audit et al. 2002;
Hayes & Norman 2003; González et al. 2007; Jiang
et al. 2012; Sa˛dowski et al. 2013; Skinner & Ostriker
2013; Takahashi & Ohsuga 2013; McKinney et al. 2014;
Rosdahl & Teyssier 2015; Melon Fuksman & Mignone
2019; Mignon-Risse et al. 2020). To our knowledge,
these methods have not been yet applied to model pro-
toplanetary disk evolution and planet formation sce-
narios, besides in a submitted paper by (Voelkel and
Kuiper, A&A, submitted). Note that these authors
implemented a fully implicit scheme, which does not
make use of the reduced speed of light ansatz, yet
makes global parallelisation and adaptive mesh refine-
ment less efficient. An interesting application in the
context of star formation is shown in Mignon-Risse
et al. (2020), where the formation of a disk following the
collapse of a massive prestellar core is studied using a
hybrid method in which stellar irradiation is modelled
with an M1 scheme, while gas reemission and absorp-
tion is treated via FLD. In this work, we have studied
different applications of our module to global simula-
tions of protoplanetary disks, paying special attention
to the applicability of the RSLA in this context. In par-
ticular, we have modelled the growth of the vertical
convective instability in a disk and the accretion of gas
onto a planetary core.
This paper is organized as follows. In Section 2,
we summarize the main equations characterizing our
model and discuss the main features and limitations
of the RSLA, while in Section 3 we describe the im-
plemented algorithms. In Section 4, we test the code’s
performance on different numerical benchmarks and
study different applications in the context of protoplan-
etary disks. In Section 5, we summarize the main re-
sults of our work.
2. GOVERNING EQUATIONS
2.1. Radiation hydrodynamics
Throughout this work we solve the equations of
a fluid interacting with a radiation field, for which
we follow a two-moment approach under the grey
approximation. The resulting evolution equations,
namely the Rad-HD equations, can be written in quasi-
conservative form as
∂ρ
∂t
+∇ · (ρv) = 0
∂(ρv)
∂t
+∇ · (ρvv) +∇pg = G+ Sm
(∂E+ ρΦ)
∂t
+∇ · [(E+ pg + ρΦ)v] = c G0 + SE
−∇ · FIrr
1
cˆ
∂Er
∂t
+∇ · Fr = −G0
1
cˆ
∂Fr
∂t
+∇ ·Pr = −G ,
(1)
where ρ, pg, and v are the fluid’s density, pressure and
velocity, while Er, Fr, and Pr are respectively the radi-
ation energy, flux, and pressure tensor. The gas energy
density E is defined in terms of these fields as
E = ρe+
1
2
ρv2 , (2)
where ρe is the gas internal energy density. On the
other hand, radiation fields are defined in terms of the
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frequency- and direction-dependent radiation specific
intensity Iν(t, x,n), as
Er =
1
c
∫ ∞
0
dν
∮
dΩ Iν(t, x,n)
Fir =
1
c
∫ ∞
0
dν
∮
dΩ Iν(t, x,n) ni
Pijr =
1
c
∫ ∞
0
dν
∮
dΩ Iν(t, x,n) ni nj
(3)
(see Mihalas & Mihalas 1984), in such a way that all
three quantities are measured in units of energy den-
sity. Additionally, we have included a gravitational po-
tential Φ, which is defined as a general function of the
spatial coordinates. The constants c and cˆ correspond,
respectively, to the speed of light and its reduced value
(see Section 2.3). In our implementation, these equa-
tions can be solved in Cartesian, cylindrical, or spheri-
cal coordinates.
Several source terms are included on the right-hand
side of Eq. (1), beginning with the radiation-matter in-
teraction terms G0 and G. In the grey approximation,
these can be written in the fluid’s comoving frame as
G˜0 = κ ρ
(
E˜r − aRT4
)
G˜ = χ ρ F˜r ,
(4)
where aR = σSB/pic is the radiation constant, σSB the
radiation constant, T the gas temperature, and κ, σ, and
χ = κ + σ are, respectively, the frequency-averaged
absorption, scattering and total opacity coefficients,
which can be defined as general functions of ρ and T. It
is customary to compute κ and χ in Eq. (4) respectively
as their Planck and Rosseland means, since the first of
these choices is particularly accurate for low opacities
while the second one yield the correct flux in the dif-
fusion regime (Mihalas & Mihalas 1984). For testing
purposes, we take these averages to be equal, and use
single values for κ, σ, and χ keeping in mind that the
actual values can be largely different when different
averaging procedures are applied (see, e.g., Malygin
et al. 2014). Opacity coefficients, together with quan-
tities under tilde, are measured in the comoving frame,
whereas every other quantity is measured in the labora-
tory frame. Gas temperatures are computed following
the ideal law
T =
µmp
kB
pg
ρ
, (5)
where µ is the gas mean molecular weight, mp is the
proton mass, and kB is the Boltzmann constant. We
compute the interaction terms in the laboratory frame
by making use of the following Lorentz transformation
laws to first order in β = v/c:
G0 = G˜0 + β · G˜
G = G˜+ G˜0β .
(6)
Similarly, the radiation fields are transformed into the
laboratory frame to first order in β, as
Er = E˜r + 2βi F˜i
Fir = F˜
i
r + β
i E˜r + β j P˜
ij
r
Pijr = P˜
ij
r + β
i F˜j + βj F˜i .
(7)
This yields the following expressions for the interaction
terms that are used in the code:
G0 = ρκ
(
Er − aRT4 − 2β · Fr
)
+ ρχ β · (Fr − Erβ− β ·Pr)
G = ρκ
(
Er − aRT4 − 2β · Fr
)
β
+ ρχ (Fr − Erβ− β ·Pr) ,
(8)
where we have kept some O(β2) terms in order to re-
cover the local thermal equilibrium (LTE) limit given
by E˜r → aRT4 and F˜r → 0 when σ, κ → ∞ (similar ap-
proaches are followed in Lowrie et al. 1999; Jiang et al.
2012).
An irradiation term −∇ · FIrr is included in Eq. (1) to
account for radiative heating caused by sources emit-
ting at a different frequency range than the one consid-
ered in the radiation transport scheme. One such ex-
ample is the heating from star irradiation in protoplan-
etary disks, in which the radiation coming from the star
peaks in the visible range, but most of the energy emit-
ted by the dust is in the infrared. This additional flux
is not updated by solving an evolution equation, but it
is instead computed at each time step as a function of
space.
Finally, the terms SE and Sm account for dissipative
effects included in the current version of PLUTO, such as
thermal conduction, optically thin cooling, and viscos-
ity (Mignone et al. 2012b). In the latter case, these terms
take the form
Sm = ∇ ·Π
SE = ∇ · (v ·Π) ,
(9)
where Π is the viscosity tensor defined as
Π = ρν1
[∇v+ (∇v)ᵀ ]+ ρ(ν2 − 23ν1
)
(∇ · v) I , (10)
where I is the identity matrix, while ν1 and ν2 are, re-
spectively, the shear and bulk viscosity coefficients.
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2.2. Closure relations
The system of equations (1) is completely defined by
imposing a series of closure relations. For HD quanti-
ties, we impose the equation of state (EoS) of an ideal
gas,
ρe =
pg
Γ− 1 , (11)
with a constant specific heat ratio Γ. For the radiation
fields, we implement the M1 closure (Levermore 1984),
in which the components of the pressure tensor can be
computed in terms of Er and Fr as
Pijr = DijEr, (12)
where the Eddington tensor is defined as
Dij =
1− ξ
2
δij +
3ξ − 1
2
nin,, (13)
with
ξ =
3+ 4 f 2
5+ 2
√
4− 3 f 2 , (14)
where n = Fr/||Fr||, f = ||Fr||/Er, and δij is the Kro-
necker delta. With these definitions, the radiation fields
correctly reproduce both the free-streaming limit when
||Fr|| → Er, in which case Pijr = Er ninj, and the diffu-
sion limit when ||Fr||  Er, which gives the Eddington
approximation Pijr =
(
δij
/
3
)
Er. The latter case is ver-
ified for large opacities, in which case the last two of
equations (1) yield the diffusion equation
∂Er
∂t
≈ ∇ ·
(
cˆ
3ρχ
∇Er
)
(15)
for slow variations of ∂tFr. Equation (15) shows that the
diffusion coefficient has been artificially reduced by a
factor c/cˆ, which limits the applicability of this method
to cases that are at most weakly dependent on its phys-
ical value, as detailed in Section 2.3.
2.3. The reduced speed of light approximation
The RSLA consists in choosing a value of cˆ smaller
than c, in such a way to reduce the computational cost
of integrating Eq. (1) (see Section 3). This formalism has
the drawback of introducing unphysical phenomena,
the most evident being that the propagation velocity of
freely streaming radiation fields is cˆ instead of c. On
the other hand, radiation-matter interaction timescales
such as thermal equilibrium and diffusion timescales
are increased, (see, e.g., Eq. (15)). Another important
consequence of this approach is that the usual form
of the conservation of total energy-momentum is lost.
Disregarding gravity and all non-ideal source terms in
Eq. (1) except for radiation-matter interaction terms,
we can obtain conservation laws for the fields
Etot = E+ (c /cˆ)Er
mtot = ρv+ (1/cˆ)Fr ,
(16)
which are only equal to the total energy and momen-
tum densities if cˆ = c. Still, the RSLA yields exact
stationary solutions of Equations (1), since cˆ does not
appear in them if all time derivatives are set to zero.
More generally, the RSLA yields exact solutions of the
Rad-HD equations provided radiation-matter interac-
tion occurs much faster than any timescale of interest
in the problem at hand.
A rather general criterion for the applicability of the
RSLA has been derived in Skinner & Ostriker (2013),
by requiring that the existing timescale hierarchies re-
main unchanged when c is replaced by cˆ. This condi-
tion is satisfied under the conditions that the value of cˆ
remains much larger than the maximum fluid velocity
vmax and that the diffusion timescale tdiff = Lτmax/cˆ
is much smaller than the dynamical timescale tdyn =
L/vmax, where L and τ are a typical length and optical
depth of the system. These constraints can be summa-
rized as
cˆ vmax max (1, τmax) . (17)
Using these criteria, we can evaluate the applicability
of the RSLA to simulations of protoplanetary disks. To
this purpose, we consider a disk with a superficial den-
sity Σdust1 AU ∼ 10 g cm−2 undergoing changes which
propagate at vmax ∼ cs/10, where cs ∼ 1 km s−1. As-
suming a vertical Gaussian profile at a radius R = 1 AU
with H/R = 0.05, where H is the pressure scale height,
we have computed the optical depth in the vertical di-
rection in an inner zone given by z ∈ [−H, H] and an
outer zone given by z ∈ [H, 4H], using a mean absorp-
tion opacity κ ∼ 400 cm2 g−1. This gives the conditions
cˆ  c/1100 for the inner zone and cˆ  c/4700 for the
outer zone. The effect of the choice of cˆ in this context
is further studied in Section 4.
3. NUMERICAL SCHEME
3.1. Outline of the algorithm
Our integration scheme consists of two main steps:
the HD step, given by the integration of the subsystem
∂UHD
∂t
+∇ ·ΦHD = SHD , (18)
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and a radiation step, consisting of the integration of the
radiation transport and interaction terms as
1
cˆ
∂Ur
∂t
+∇ ·Φr = −G
∂
∂t
(
E/c
ρv
)
= G ,
(19)
where UHD = (ρ, ρv, E+ ρΦ)ᵀ and Ur = (Er, Fr)ᵀ
are, respectively, the HD and radiation conserved
fields, ΦHD =
(
ρv, ρvv+ pgI, (E+ pg + ρΦ)v
)ᵀ
and Φr = (Fr, Pr)
ᵀ are the HD and radiation
fluxes, and the source terms are defined as SHD =
(0, Sm, SE −∇ · FIrr)ᵀ and G =
(
G0,G
)ᵀ.
Following the second-order operator splitting
scheme by Strang (1968), our algorithm is divided
in three consecutive integration steps, beginning by
a radiation step with a time increment ∆t = ∆tnHD/2,
followed by a HD step with ∆t = ∆tnHD and a final
radiation step with ∆t = ∆tnHD/2. For each time step n,
the time increment ∆tnHD is updated applying the CFL
condition to the subsystem given by Eq. (18), imple-
mented following the prescription by Beckers (1992),
as
∆tn+1HD = CaNdim minijk
[
∑
d
λdHD
∆ld
]−1
, (20)
where ∆ld and λdHD are the cell width and maximum
signal speed of the HD subsystem along the direction
d at the position (i, j, k), while Ca is the Courant factor
and Ndim is the number of dimensions. Each radiation
step is divided into Nr integration substeps, where the
time increments are updated as
∆tn,q+1r = Ca min
Ndim min
ijk
[
∑
d
λdr
∆ld
]−1
,
∆tnHD
2
−
q
∑
s=1
∆tn,sr
 ,
(21)
in such a way that they verify the CFL condition and
also satisfy
Nr
∑
q=1
∆tn,qr =
∆tnHD
2
, (22)
where now λdr is the maximum signal speed of the ra-
diation subsystem (Eq. (19)), typically of the same or-
der of magnitude as cˆ. This method, similar to that
applied in Skinner & Ostriker (2013), reduces the com-
putational overhead of the HD step if compared to an
IMEX scheme applited to the full system of Rad-HD
equations, since the radiation and HD time steps gener-
ally satisfy ∆tn,qr  ∆tnHD (see Eqs. (17), (20), and (21)).
We describe the integration methods implemented in
the HD and radiation steps in Sections 3.2 and 2.1.
3.2. HD step
Except for the irradiation term, Equation (18) con-
tains the system of equations solved by the HD module
of PLUTO, and hence its integration scheme remains un-
changed with respect to that implemented in the code
(see Mignone et al. 2007). We follow a finite volume
approach, in which the cell-averaged values of the con-
served fields are explicitly integrated by means of total
variation diminishing (TVD) RungeâA˘S¸Kutta schemes
Gottlieb & Shu (1996), making use of Godunov-type
solvers to compute fluxes at zone interfaces. To this
purpose, volume averages are reconstructed at cell
boundaries using piecewise monotonic interpolants in-
side each computational cell.
During the HD step, all source terms are computed at
cell centers and explicitly integrated together with flux
divergences. If irradiation is implemented, the value
of FIrr is updated at each time step according to the
current mass distribution, and its divergence is stored
at cell centers for its integration. On the other hand,
parabolic source terms such as the viscosity terms in
Eqs. (9) can be either explicitly integrated in a single
time step or in several substeps by means of one of
the super-time-stepping (STS) techniques introduced in
Alexiades et al. (1996) and Meyer et al. (2012), whose
implementation in PLUTO is discussed in Mignone et al.
(2007) and Vaidya et al. (2017). If STS is used, the HD
time increment is computed following Eq. (20), other-
wise being reduced following the prescription by Beck-
ers (1992) to account for additional stability conditions
for the integration of parabolic terms.
3.3. Radiation step
The methods followed during the radiation step are
based on those implemented in in Melon Fuksman &
Mignone (2019). In this work, Equation (19) is inte-
grated by means of IMEX-Runge Kutta schemes, which
consist in modified Runge-Kutta schemes in which all
fluxes are integrated explicitly, while radiation-matter
interaction terms are integrated implicitly. In par-
ticular, we have implemented the IMEX-SSP2(2,2,2)
method by Pareschi & Russo (2005), and the IMEX1
method employed in Melon Fuksman & Mignone
(2019), also implemented by Bucciantini & Del Zanna
(2013) in the context of resistive general relativistic
magnetohydrodynamics. These methods are of order
2 and 1 in time and L- and A-stable respectively, which
makes IMEX-SSP2(2,2,2) a more robust option in some
applications, being stable for larger values of Ca. On
the other hand, IMEX1 seems to be a more accurate op-
tion in problems where interaction terms are stiff and
there are large differences in the orders of magnitude
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of the HD and radiation fields, as is the case in diffu-
sion problems (Melon Fuksman & Mignone 2019).
During each explicit step of the mentioned IMEX
schemes, an equation of the form
1
cˆ
∂Ur
∂t
+∇ ·Φr = 0 (23)
is explicitly integrated by applying a TVD Runge-
Kutta scheme and using Godunov-type solvers to com-
pute fluxes at zone interfaces, as done in the HD
step. We have implemented three different Riemann
solvers: a LaxâA˘S¸FriedrichsâA˘S¸Rusanov solver (see,
e.g., Toro 2009), the Harten-Lax-van Leer (HLL) solver
by González et al. (2007), and the Harten-Lax-van Leer-
Contact (HLLC) solver introduced in Melon Fuksman
& Mignone (2019). Characteristic radiation velocities
are computed as described in Audit et al. (2002) and
Skinner & Ostriker (2013), and limited in optically thick
cells in order to minimize numerical diffusion accord-
ing to the prescription introduced in Sa˛dowski et al.
(2013). The upper limit to the radiation flux given by
the physical constraint
||Fr|| ≤ Er (24)
is imposed on cell boundaries during the reconstruc-
tion step. On the other hand, geometrical source terms
that arise from the expression of the divergence in
curvilinear coordinates are explicitly integrated during
the explicit step.
All remaining terms in Equation (19) are integrated in
the implicit step. To do so, we rearrange this equation
in the following way:
∂Ur
∂t
= −cˆ G , ∂
∂t
(
Etot
mtot
)
= 0 , (25)
where Etot and mtot are defined in Eq. (16). We implic-
itly integrate the first of these equations while keeping
Etot and mtot constant. Each implicit step in the IMEX
schemes can be written as
Ur = U ′r − s∆tn,qr cˆ G , (26)
where s is a constant and U ′r denotes an intermediate-
state value. Since during this step Etot and mtot must
remain constant, HD fields can be defined as functions
of the radiation fields and vice versa by inverting Eq.
(16). Therefore, Equation (26) can be solved through
iterative methods which update either Ur or some set of
HD fields that allows the inversion of Eq. (16) to obtain
Ur.
We have implemented three implicit methods,
namely Newton-Rad, Newton-HD, and FP. The first
two of these correspond to Newton methods iterat-
ing, respectively, Ur and (pg,v)ᵀ, while the last one
is a fixed-point method based on iterations of Ur.
Both Newton-Rad and Newton-HD present no major
changes with respect to their implementation in Melon
Fuksman & Mignone (2019), except for the different
form of the Jacobian due to our expansion of the source
terms up to order β2 (Eq. (8)). Similar implementa-
tions can be found in McKinney et al. (2014) and Sa˛-
dowski et al. (2013). The FP method was introduced
in Palenzuela et al. (2009) in the context of resistive
relativistic magnetohydrodynamics and implemented
in Melon Fuksman & Mignone (2019) for Rad-RMHD,
having been firstly applied in this context in Takahashi
& Ohsuga (2013). This scheme is based on a lineariza-
tion of Eq. (26) achieved by writing all HD variables
and the Eddington tensor Dij at a previous iteration
with respect to Ur. In that manner, G can be written
at a given iteration m as
G(m) =M(m)U (m+1)r + b(m), (27)
where
M =
(
ρκ − ρχ (β2 + βkβlDkl) ρ(σ− κ)β j
−ρσβi − ρχβkDik ρχδij − 2ρκβiβ j
)
,
(28)
and b = −κ ρ aRT4 (1, β)ᵀ. Finally, Ur can be updated
as
U (m+1)r =
(
I + s∆tnM(m)
)−1 (U ′r − s∆tn b(m)) ,
(29)
after which HD fields can be updated by inverting Eq.
(16) and the process can be repeated until convergence
is reached. A convergence criterion is imposed in each
method by requiring that the relative variation of the
iterated fields goes under a given threshold. To avoid
accuracy issues that may arise when Er and E are dif-
ferent by several orders of magnitude (see, e.g., McK-
inney et al. 2014), we have added the option of im-
posing the same criterion to the relative variations of
pg in Newton-Rad and FP, doing the same with Er in
Newton-HD. The results shown in this work have been
calculated using the FP method, as we have verified
that it is usually the fastest one with respect to the other
two.
4. BENCHMARKS AND APPLICATIONS
In this section we show a series of tests of the code’s
performance, paying special attention to the applica-
bility of the RSLA in the context of protostellar disks.
Standard benchmarks such as the optically thin ra-
diation transport in radiative pulses under different
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choices of coordinates, the free streaming of beams, and
the formation of shadows exhibit no differences with
the results presented in Melon Fuksman & Mignone
(2019), except for the fact that the velocity of freely
streaming radiation is now replaced by cˆ. Hence, we
do not show such tests in this work. All of the re-
sults shown in this section are computed employing
HLLC solvers for both HD and radiation fields, us-
ing the third-order weighted essentially non-oscillatory
(WENO) reconstruction scheme by (Yamaleev & Car-
penter 2009), and applying the IMEX1 scheme at the ra-
diation step. We have not included in these tests source
terms corresponding to stellar irradiation.
4.1. Radiative shocks
We have tested the code’s ability to reproduce shock
waves in optically thick media, in which the dynamical
evolution of matter and radiation fields is coupled. We
have reproduced the 1D setup considered in Ensman
(1994), which is generally used as a standard bench-
mark in Rad-HD codes (see, e.g., Hayes & Norman
2003; González et al. 2007; Commerçon et al. 2011; Kolb
et al. 2013; Colombo et al. 2019). In this configuration,
both matter and radiation fields are initially uniform in
a domain given by the interval [0, 7 × 1010] cm. The
initial density is ρ = 7.78 × 10−10 g cm−3, while the
pressure and initial radiation fields are set in LTE at an
initial temperature T1 = 10 K, with µ = 1 and Γ = 7/5
(see Eqs. (5) and (11)). Opacities are set in such a way
that κρ = 3.1× 10−10 cm−1, with σ = 0. A rightward-
moving shock is generated by setting an initially neg-
ative velocity u, and imposing reflective conditions on
the left boundary.
Radiative shocks are extensively studied, e.g., in
Zel’dovich & Raizer (1967); Mihalas & Mihalas (1984).
In the general case, radiation escaping from the shock
front will cause the pre-shock region to raise its tem-
perature until reaching a value T− at the shock front.
In the shocked region, the temperature decreases from
its maximum value T+ at the shock front until its post-
shock value T2. The behavior of the solutions depend
of the fluid’s velocity, in our case parametrized by u.
For values of |u| below a critical value ucr, the result-
ing temperature profile verifies T− < T+, and the pro-
duced shock is said to be subcritical. For higher veloci-
ties shocks are said to be critical if |u| = ucr and super-
critical if |u| > ucr, and always verify T− = T+.
We have employed two values of u given by −6 and
−20 km s−1, which correspond respectively to subcrit-
ical and supercritical velocities. We have produced nu-
merical solutions starting from both conditions using in
every case a uniform grid of 2048 zones, setting cˆ = c
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Figure 1. Gas and radiation temperature profiles, here
denoted by Trad and Tgas, for the subcritical (top) and su-
percritical (bottom) shock problems, shown respectively at
t = 3.8× 104 s and t = 7.5× 103 s as a function of s = x− ut.
The reduced flux f = ||Fr||/Er is also shown to illustrate
the transition between the streaming and the diffusion limits.
The profiles have been computed with a resolution of 2400
zones in both cases.
to avoid inaccuracies produced by the RSLA. These re-
sults are shown in Fig. 1, in which we show the ob-
tained temperature profiles at t = 3.8× 104 s and t =
7.5 × 103 s for the subcritical and supercritical shock
respectively. We have as well computed the radiation
temperature Trad, defined as Trad = (Er/aR)
1/4, which
corresponds to the equilibrium temperature in LTE. In
the same figure we have represented the reduced flux
f = ||Fr||/Er. All profiles have been plotted as a func-
tion of s = x − ut for comparison with the mentioned
works. The structure of the temperature in the precur-
sor, namely the heated pre-shocked region, differs in
both cases. In the subcritical shock there is an abrupt
transition from the diffusion to the streaming limit. In
the entire precursor, f remains above 0.75, and Trad
exceeds the gas temperature. This transition is much
smoother in the supercritical shock, where Trad = T
and f ≤ 0.3 in a large portion of the precursor. We ob-
tain T+ = 1067 K, T− = 317 K, and T2 = 812 K for
the subcritical shock, and T+ = 6140 K and T2 = 4260
K in the supercritical shock. In the first of these cases,
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Figure 2. Gas (solid lines) and radiation (dashed lines) temperature profiles of the subcritical (left panel) and supercritical (right
panel) shocks computed at a resolution of 300 zones for different values of cˆ. The profiles are shown at the same times as in Fig. 1
as a function of s = x− ut.
all temperatures except T2 exceed those obtained with
FLD at the same resolution (see, e.g., Commerçon et al.
2011), and the same holds for T+ in the second case.
Differences can also be seen in the precursors, which
have a generally larger spatial extent with the M1 clo-
sure than with FLD (see also González et al. 2007).
We have used this test to study the limits of the RSLA
formalism when applied to nonequilibrium systems.
To do this, we have performed the same tests at a res-
olution of 300 zones using different values of cˆ of the
form c/10n, with n ∈ [0, 4]. The resulting T and Trad
profiles are shown in Fig. 2 at the same times as in
Fig. 1. The obtained temperatures are systematically
smaller than their values with cˆ = c as cˆ is reduced.
This effect is larger in the supercritical shock than in
the subcritical shock, which can be reproduced by the
RSLA for smaller cˆ values. As an example, the relative
L1-norm difference between the obtained T with cˆ = c
and cˆ/1000 is of 0.15% in the former case and 41.6% in
the latter. We can give rough estimates for the range of
values of cˆ in which the RSLA is applicable by apply-
ing Eq. (17) computing τmax as the total optical depth of
the domain and replacing vmax by the maximum value
of |vx|+ cs, where cs is the fluid’s sound speed. Using
the profiles obtained with cˆ = c, this yields the condi-
tions cˆ c/2068 and cˆ c/543 for the subcritical and
supercritical shock respectively.
4.2. Diffusion in disk atmospheres
As a first application of the code in the context
of protoplanetary disks, we have considered a one-
dimensional setup representing a vertical slice of a disk
at a radius R = 5 AU with respect to a central star of
mass M. We have used this setup to test the effect of
the RSLA on the timescales corresponding to processes
of viscous heating and radiative diffusion. Similar tests
have been performed e.g. in Zhu et al. (2020).
We define this problem in a domain given by the in-
terval [−1, 1] AU, where we set a Gaussian density pro-
file defined as
ρ(x) = ρ0 exp (−x2/2H2) + ρmin , (30)
where ρ0 = 10−10 g cm−3 and ρmin = 10−10 ρ0, while
the pressure scale height H is defined in such a way that
H/R = 0.05. Such a distribution represents a vertical
density profile resulting from the balance between the
gravitational force of the star and the internal pressure
of the disk. Since in this case we are solely interested
in the diffusion of radiative energy, we neglect grav-
ity and all advection terms for energy-momentum and
matter. The resulting evolution equations are therefore
∂E
∂t
= cG0 + SE
1
cˆ
∂Er
∂t
+
∂Fxr
∂x
= −G0
1
cˆ
∂Fxr
∂t
+
∂Pxxr
∂x
= −Gx .
(31)
Following the α prescription by Shakura & Sunyaev
(1973), we compute the viscous heating term as SE =
9
4αΩKc
2
sρ, where α = 10−3, ΩK is the Keplerian an-
gular velocity at 5 AU, and cs is the speed of sound
computed at the initial uniform temperature T0 = 1000
K. We have set the absorption opacity κ = 0.1 cm2
g−1, zero scattering, µ = 2.35, and an adiabatic index
Γ = 1.41, corresponding to typical values for solar com-
position (Decampli et al. 1978). Initial LTE conditions
with T = T0 are imposed in the entire domain at t = 0
and at the boundaries for t > 0, while zero-gradient
boundary conditions are imposed on Fxr .
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Figure 3. Left: radiation energy density at t = 3.8 yr in the diffusion test for different values of cˆ, compared with the exact semi-
analytical stationary solution. Middle: same as the plot in the left panel, this time showing the equilibrium radiative flux. Right:
relative L1-norm difference between the numerical and analytical values of Fxr as a function of time.
The final state of this system corresponds to a station-
ary configuration in which viscous heating and radia-
tion diffusion are in equilibrium. This solution can be
obtained semi-analytically by setting all time deriva-
tives in Eq. (31) to 0, which leads to G0 = −SE/c.
Since SE is a known function of x, the second of these
equations can be numerically integrated to yield Fxr , for
which we use the condition ∂xFxr = 0 at x = 0. The
third equation can be in turn integrated to yield Pxxr (x)
using the values of Er = aRT40 and F
x
r at one of the do-
main boundaries. Lastly, the values of Pxxr (x)(Er, Fxr )
can be inverted to obtain Er. This inversion leads to
unique Er solutions provided Fxr /Er < 3/7 (Melon
Fuksman & Mignone 2019), which is satisfied since in
our case Fxr /Er ∼ 10−5.
Simulations have been run taking cˆ = c/10, c/100,
and c/1000, at a resolution of 201 zones in each case.
The resulting Er and Fxr profiles are shown in Fig. 3
at t = 3.8 yr = 1.06Ω−1K , together with the described
semi-analytical solution, where a good agreement is ob-
tained in each case.
In the right panel of Fig. 3 we have plotted as a func-
tion of time the L1-norm relative difference between
the numerical values of Fxr and the stationary semi-
analytical solution. We can see in that figure that the
stationary solution is reached at larger times for larger
cˆ, and that smaller cˆ values lead to more accurate sta-
tionary solutions. The reason for this is that a slower
evolution of the system leads to smaller values of the
time derivatives, which reduces the imbalance between
cG0 and SE caused by operator splitting error. We
have estimated the timescale in which the radiative flux
reaches its final configuration by computing the initial
slopes of these curves, obtaining teq = 0.045 Ω−1K , 0.062
Ω−1K , and 0.224 Ω
−1
K for cˆ = c/10, c/100, and c/1000
respectively.
4.3. Convective instability in protoplanetary disks
We now turn to a scenario in which convective verti-
cal flows are spontaneously produced in a protoplan-
etary disk. Convection occurs when vertical supera-
diabatic temperature gradients are created, which in
our case happens as a product of the balance between
viscous heating, adiabatic compression, and radiative
diffusion in the disk. Such unstable temperature gra-
dients are difficult to sustain in time, as reviewed in
Klahr (2007), and it is unknown whether they can be
maintained through some support mechanism such as
the formation of strong spiral shocks caused by orbiting
planets (Lyra et al. 2016). However, convective energy
transport might still regulate the formation of verti-
cally adiabatic stratifications, which aids the growth of
other turbulence-driving mechanisms such as the ver-
tical shear instability (see Pfeil & Klahr 2019). There-
fore, vertical convection might still have a role in the
development of turbulence and angular momentum
transport in the dead zones of protoplanetary disks,
where the low ionization degrees render the magne-
torotational instability inefficient (Gammie 1996).
We have applied our code to describe a convectively
unstable setup, with a particular focus on how the
RSLA affects the evolution of the instability. We con-
sider the case of an axisymmetric disk, and solve the
Rad-HD equations in a 2D grid using spherical coor-
dinates (r, θ). Similar configurations have been con-
sidered in (Cabot 1996; Klahr et al. 1999). This time
we solve the full Rad-HD equations, including the vis-
cous heating source terms given by Eq. (9) and the
gravitational potential of a solar mass star, given by
Φ(r) = −GM/r. We set an initial vertically isother-
mal configuration at LTE, with the density and rota-
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Figure 4. Left: temperature (upper panel), density (middle panel), and logarithm of the growth rate of the convective instability
(lower panel) as a function of (r, θ) in run C3, plotted at t = 200 T0. Contour lines are included in the temperature profile every
20 K between 50 and 160 K, as well as in the density profile every 0.5 g cm−3 between 0 and 5 g cm−3. Right: values of vθ/cs after
200 orbits in runs C2, C3, and C4.
tional angular velocity given by
ρ(R, z) = ρ0
(
R
R0
)p
exp
(
R2
H2
[
R√
R2 + z2
− 1
])
Ω(R, z) = ΩK
[
(1+ q)− q R√
R2 + z2
+ (p+ q)
R2
H2
]
,
(32)
(see, e.g., Fromang et al. 2011), where (R, z) =
(r sin θ, r cos θ) are the cylindrical radius and height,
while ρ0 = 10−9 g cm−3, R0 = 1 AU, p = −2, q =
−1/2, and ΩK =
√
GM/R3 is the midplane Keple-
rian angular velocity. The pressure scale height is com-
puted as H = H0(R/R0)(q+3)/2, where H0/R0 = 0.035.
With the chosen value of q, this gives an increasing
H/R ratio proportional to R1/4. The gas pressure is
computed as pg = ρc2s , where cs is the local sound
speed, estimated as cs = HΩK. In this way, the initial
temperature decreases radially as T ∝ Rq.
Accretion disks are unstable to thermal vertical con-
vection under the condition that entropy decreases
away from the disk midplane, i.e.,
∂S
∂|z| = Cv
∂
∂|z| log
(
pg
ρΓ
)
< 0 , (33)
where S is the specific entropy and Cv is the specific
heat at constant volume. Lin & Papaloizou (1980) have
shown that such a gradient can be obtained in a disk
that irradiates vertically while decreasing its internal
energy and consequently shrinking. Considering an
absorption opacity of the form κ = κ0Tβ, they have de-
rived the criterion
1
4− β ≥
Γ− 1
Γ
(34)
for the disk to be vertically unstable to convection. For
our model, we have used the absorption opacity law
by Bell & Lin (1994), whick consists of a series of bro-
ken power laws of the form κ = κ0 ραTβ corresponding
to the absorption of millimeter sized grains in different
temperature regimes. For temperatures of at most a few
hundred K, the absorption opacity is dominated by ice
grains if T . 160 K, in which case κ0 = 2× 10−4 cm2
g−1, α = 0, and β = 2, while for higher temperatures
metal grains dominate the absorption, and the param-
eters are κ = 0.1 cm2 g−1, α = 0, and β = 1/2. For
Γ = 1.41, we obtain that condition (34) is only satisfied
below the ice line. For this reason, we have chosen our
parameters in such a way that the temperatures do not
overpass this threshold, but remain high enough that
a superadiabatic temperature gradient is produced be-
fore all energy is radiated away. We also set zero scat-
tering and µ = 2.35.
In order to satisfy these conditions, we model
the disk in the region (r, θ) ∈ [4, 6]AU × [pi/2 −
0.12,pi/2 + 0.12], with a viscosity determined by the
α prescription (Shakura & Sunyaev 1973) as ν =
αΩ−1K pg/ρ (see Eq. (10)). We impose zero-gradient
conditions for pg in the inner and outer radial bound-
aries, setting vφ = ΩR as in Eq. (32) and vr = vθ = 0,
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Figure 5. Temperature profiles in run C3 at θ = pi/2 (top
panel) and r = 4 AU (bottom panel), plotted every 20 orbits.
The color scale indicates the current number of orbits for each
profile.
in such a way that the mass flow through these bound-
aries is zero. In the poloidal direction reflective con-
ditions are applied on all HD fields. We set the radi-
ation flux to zero gradient except in the case of radia-
tion inflow, in which case impose reflective conditions.
The radiation energy is set to zero gradient in the ra-
dial direction, whereas in the poloidal direction we fix
it to Er = arT4min with Tmin = 10 K  T in all ghost
cells. This is essential to ensure that the irradiated en-
ergy leaves the system instead of accumulating in the
domain, eventually leading to the thermalization of the
system.
Computations have been run on a grid of 2562 zones
logarithmically spaced in the radial direction, using
Ca = 0.3 for both radiation and HD fields. We have
performed three different runs of this test using in each
case a different value of cˆ, namely cˆ = c/100, c/1000,
and c/10000. We name these simulations C2, C3, and
C4, respectively. We have run C2 and C4 for a total
of 275 orbits and C3 for 500 orbits, where we define
an orbit as the Keplerian period at 1 AU, i.e., T0 =
2pi/ΩK,1 AU.
In every run, the system goes through an initial re-
laxation phase lasting a few tenths of orbits, in which
radially oriented sound waves can be observed in the
velocity profiles. The entropy gradient becomes un-
stable close to both vertical boundaries from the first
orbit. The unstable regions migrate towards the mid-
plane until merging at t ≈ 70 T0. At this point, vertical
convective cells can begin to be observed in the veloc-
ity profile, and at t ≈ 100 T0 they become evident in the
density and temperature profiles as well. This can be
seen in Fig. 4, where we have plotted the temperature
and density profiles in run C3 at t = 200 T0. In the same
figure we have plotted vθ/cs, i.e., the projection of the
velocity onto eˆθ normalized by the local sound speed.
In this case the profile evidences a series of radially dis-
tributed expansive and compressive zones. The tem-
perature profile has a larger scale height in the expan-
sive zones, and vice versa, whereas the density scale
height is larger in the compressive ones. Convection
cells continuously migrate in the radial direction, inter-
acting with each other and sometimes merging.
We can see in the vθ/cs profiles that convective cells
occupy almost the entire domain, with a vertical size
limited by the size of the domain, and a typical radial
extension of about a pressure scale height, here roughly
0.1 to 0.3 AU. In C2 and C3 the average maximum vθ/cs
is 0.26, whereas in C4 this value is reduced to 0.19.
We compare the velocity profiles at 200 orbits in Fig.
4, where it can be seen that the profiles in C2 and C3
are almost identical, while differences can be observed
with respect to C4.
The computed vertical velocities can be used to verify
the constraint on the value of cˆ given by Eq. (17). Using
the maximum values of vθ in C2 as vmax and computing
the vertical optical depth from the disk midplane, we
obtain the constraint cˆ c/8000, which is not satisfied
by C4. In C3, on the other hand, the value of cˆ exceeds
the limit value by a factor 8.
The unstable region of the domain is shown in Fig. 4
at 200 orbits in C3. In the same figure we have indicated
the growth rate of the instability at each position, cal-
culated in terms of the vertical Brunt-Väisälä frequency
Nz (see, e.g., Rüdiger et al. 2002) as
ΓCI =
√
−N2z =
√
1
Γρ
∂pg
∂z
∂
∂z
log
(
pg
ρΓ
)
. (35)
We see that the unstable region occupies the entire ra-
dial extension of the domain and almost its entire an-
gular extension. The growth rate increases for larger
heights at each r, reaching at that time a maximum
value of of 9.7× 10−2 T−10 .
In Figure 5 we show two series of 1D temperature
profiles, one of them at r = 4 AU and the other one
at θ = pi/2, computed in C3 every 20 orbits. The
disk midplane goes through an initial heating phase
that lasts approximately 100 orbits, reaching a max-
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Figure 6. Left: vertical convective flux jE as a function of time, plotted every 10 orbits between 100 and 270 orbits. Center:
Time-averaged jE profiles for runs C2, C3, and C4. Right: time-averaged Nusselt number for the same runs.
imum temperature of ∼ 170 K at r = 4 AU. Dur-
ing this phase, the outer boundaries of the disk begin
to irradiate out internal energy, steepening the verti-
cal temperature gradient until it becomes unstable and
triggers the convective motion. Approximately at that
time, the midplane temperature profile begins to flat-
ten as the internal energy of the higher-temperature re-
gions escapes the system through radiative diffusion.
At t = 500 T0, convection is still occurring and the
disk is steadily cooling down while the unstable region
slowly begins to shrink.
Throughout the disk evolution, momentum and en-
tropy are transported vertically through convection. To
measure the vertical entropy transport, we define the
convective heat flux at a given θ as
jE(t, θ) = 〈e′(ρvθ)′〉r , (36)
where 〈·〉r represents average in r, and primed quanti-
ties correspond to deviations with respect to the aver-
age, i.e.,
v′(t, r, θ) = v(t, r, θ)− 〈v〉r(t, θ) , (37)
where v is any given field. The behavior of jE as a func-
tion of time is oscillatory, as can be seen in Fig. 6, where
we have plotted jE in run C3 as a function of θ every
10 orbits from 100 to 270 orbits. It can already be seen
in this figure that transport occurs predominantly out-
wards. This can be quantified in a more precise way by
computing the time average of jE, which we denote as
〈jE〉t. In Fig. 4 we show these averages between 100
and 270 orbits for all runs. We obtain similar functions
for C2 and C3, whereas in C4 the maximum flux is re-
duced to approximately to 50% of its value in C2 and
C3.
The above results show that convective energy trans-
port becomes more inefficient when the speed of light
is reduced. Naturally, the same happens with the ra-
diative energy transport. To compare the effect of the
reduction of c on both mechanisms, we have quanti-
fied the ratio between convective and radiative energy
transport analog to (Bell et al. 1997) in the spirit of a
Nusselt number, defined in this case as
Nuθ(θ, t) =
jE
〈Fθr 〉r
. (38)
Note that the classical Nusselt number gives the en-
hancement factor of total heat transport if convection
adds to conduction, which can never be smaller than 1.
As we do not determine the heat transport for the radi-
ation transport only case, we slightly modified our defi-
nition of Nuθ as ratio of conductive transport over radi-
ation transport, while both are active, and thus our Nuθ
can obtain values of less than one. We have computed
the time-averaged value of Nuθ for all runs, shown in
Fig. 4. We observe differences in 〈Nuθ〉t close to its
maximum value, which tends to decrease for increas-
ing cˆ. We obtain max〈Nuθ〉t = 0.39 in C2, 0.38 in C3,
and 0.34 in C4. We conclude that the RSLA can repro-
duce the main features of this model for cˆ ≥ c/1000.
4.4. Planet-disk interaction
We now present an application of the code in the con-
text of giant planet formation. The most widely ac-
cepted explanation for this phenomenon is the core ac-
cretion scenario, in which giant planets form as a con-
sequence of gas accretion by large (& 10 M⊕) plane-
tary cores in protoplanetary disks (Mizuno 1980; Bo-
denheimer & Pollack 1986; Pollack et al. 1996). The
momentum exchange caused by the gravitational in-
fluence of the protoplanet produces spiral waves in the
disk, and if the planet is sufficiently massive, i.e., if its
Hill radius exceeds the pressure scale height of the disk,
it can lead to the formation of annular gaps (see, e.g.,
Kley & Nelson 2012). These structures are affected by
the thermal structure in the disk, which consequently
affects key properties for the planet’s evolution such as
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Figure 7. Vertical slices at the planet’s location in the planet-disk interaction test, shown at 5.5 orbits. From top to bottom, the
logarithms of mass density, gas temperature, radiation energy density, and reduced radiative flux are represented in color scales.
From left to right, results are shown for runs DP_HD, DP_K1, DP_K100, and DP_K1000. The blue curve indicates in each case the
location of the planet’s Hill sphere. White arrows representing the velocity field are superimposed in the density plots, where we
have used the same scale for all runs. In the same way, the poloidal components of f = Fr/Er are represented in the Er plots for
DP_K1, DP_K100, and DP_K1000, using in each case the same scale.
its migration and accretion rates. In particular, the low
densities produced during the formation of gaps may
produce transport of radiation from optically thick to
optically thin regions, for which the M1 closure is par-
ticularly suited.
We have applied our scheme to describe the accretion
process onto a gap-opening planet embedded in a pro-
toplanetary disk. Similar studies have been carried out,
e.g., in Klahr & Kley (2006), Ayliffe & Bate (2012), and
Schulik et al. (2019). We consider a disk around a solar
mass star, in which a planet of mass Mp = MJ orbits at
a radius r = 5 AU. We define this setup in a 3D domain
given in spherical coordinates as (r, θ, φ) = [3, 7.5] AU
×[pi/2− 0.12,pi/2+ 0.12]× [0, 2pi], where r = 0 corre-
sponds to the center of mass of the planet-star system.
The gas distribution is defined in the same way as in
Section 4.3, where this time H0/R0 = 0.05, p = −3/2,
and q = −1. In this way, the disk has a initially uniform
H/R ratio, and the vertical domain exceeds the pres-
sure scale height by a factor 2.4. In this case, no viscos-
ity is included. Boundary conditions remain the same
as in Section 4.3, with the difference that now we apply
zero-gradient conditions for Er in the vertical bound-
aries and periodic conditions to all variables in the az-
imuthal direction.
The total gravitational potential is computed as a
sum of the potentials Φs and Φp due to the star and
the planet. The stellar potential is computed as
Φs = − MG||r− rs|| , (39)
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Figure 8. Same as Fig. 7, this time showing horizontal slices of the represented fields at the planet’s location.
where rs is the star’s position. Following Klahr & Kley
(2006), we compute Φp as
Φp(r) =

−MpGdp if dp ≥ ag
−MpG
[
d3p
a4g
− 2 d
2
p
a3g
+ 2ag
]
if dp < ag ,
(40)
where dp = ||r − rp||, rp is the planet’s location, and
ag is a critical distance used to smooth the potential in
the vicinity of the planet. We compute this quantity
as ag = rh/2, where rh is the planet’s Hill radius, i.e.,
the approximate radius of its Roche lobe. This quantity
can be computed in terms of the reduced mass of the
system µp =
Mp
Mp+Ms as
rh = rp
(µp
3
)1/3
, (41)
where rp is the distance between the planet and the star.
The planet’s mass is smoothly incremented during the
first orbit from 0 to MJ , in order to guarantee a slow
adaptation of the system and prevent the formation of
strong waves caused by an initial non-equilibrium con-
figuration. In this work we do not include a local reduc-
tion of the density per time step in the vicinity of the
planet accounting for the accretion, and focus solely on
the heating and cooling caused by radiation transport.
We solve the Rad-HD equations in spherical coordi-
nates on a grid with resolution Nr × Nθ × Nφ = 128×
60 × 512, using Ca = 0.3 for both radiation and HD
fields. The grid is logarithmically spaced in the radial
direction and linearly divided in the azimuthal direc-
tion using two regions of different resolution, in such a
way that the intervals [0,pi/2] and [pi/2, 2pi] have each
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Figure 9. Horizontal (r, φ) slices in the planet-disk interaction test at 40 orbits. From top to bottom: log10 ρ for runs DP_HD and
DP_K100, and log10 T for runs DP_HD and DP_K100.
a resolution of 256 zones. We integrate these equations
in a reference frame that corotates with the planet, in
such a way that the coordinates of the latter are always
(rp, θp, φp) = (5 AU,pi/2,pi/4). This reduces the nu-
merical diffusion around the planet, at the cost of in-
tegrating the extra few terms that arise when Eq. (1)
is transformed into this frame. The integration of the
additional terms that appear when applying Galilean
transformations to the HD fields follows the conser-
vative formulation detailed in Mignone et al. (2012a).
On the other hand, Er and Fr follow the transforma-
tion law given by Eq. (7), and therefore all additional
source terms are proportional to Ωprp/c, where Ωp
is the Keplerian angular velocity of the planet. Since
Ωprp/c ∼ 10−5, we neglect such terms and solve the
radiation transport equations in their usual form.
We have run several tests with this configuration,
neglecting scattering and using in each case κ =
κBL, κBL/100, and κBL/1000, where κBL is the Rosse-
land opacity by Bell & Lin (1994) used in Section 4.3.
We name these simulations DP_K1, DP_K100, and
DP_K1000, respectively. For comparison, we have also
run a purely hydrodynamical test with the same ini-
tial setup. We name this run DP_HD. We have run
DP_K1 and DP_K1000 for a total of 5.5 orbits, where
this time we define an orbit as the Keplerian period
T0 at the planet’s location, while tests DP_HD and
DP_K100 have been run for a total of 40 orbits.
In Figs. 7 and 8 we show, respectively, vertical and
horizontal slices showing the logarithms of ρ, T, Er, and
f at the planet’s location, taken at t = 5.5 T0. Since
in run DP_HD we include no radiation, the Er values
shown in these figures for that test correspond to the
LTE value given by Er = aRT4. We have not com-
puted an f value for that simulation. In each case we
have overplotted the location of the Hill sphere, i.e., the
sphere of radius rh centered on the planet, which ap-
proximates the outer boundary of the planet’s Roche
lobe.
These profiles evidence the formation two spiral
arms, together with a hot gas envelope surrounding
the planet that rotates in the same direction as it. The
spirals are hotter than the surrounding material and
colder than the central envelope. Profiles obtained in
DP_HD and DP_K1 are almost identical, since for high
opacities the LTE limit is recovered. These structures
change and the overall temperatures decrease for lower
opacities, as the radiation begins to diffuse away from
the envelope and the spirals. Within the Roche lobe,
the maximum temperature decreases for lower opaci-
ties from 543 K in DP_K1 (581 K in DP_HD) to 280 K in
DP_K1000.
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Similar changes can be observed in the Er profiles,
which show the same structure as the temperature pro-
files in DP_HD and DP_K1, whereas for lower opacities
the energy density begins to fill the region surrounding
the planet and the spiral arms. To see the direction of
the radiative flux, we have superimposed in these pro-
files white arrows representing the value of f = Fr/Er,
using the same scale for every run. Together with the
f plots, these profiles evidence the different regimes of
radiation transport in the different runs. In DP_K1 the
value of f remains below 0.07, and radiation is entirely
in the diffusion regime. In DP_K100 we begin to see
radiation transported away from the spiral arms with
a maximum f of 0.25. On the other hand, the verti-
cal slices show vertical transport of radiation at a max-
imum f of 0.14 through the low-density regions above
and below the planet, which have been caused by the
planet’s gravitational attraction. Run DP_K1000, on the
other hand, shows a transition between the diffusion
regime, observed within the envelope and the spirals,
and the almost freely transport streaming away from
the spirals and in the vertical direction, with maximum
f = 0.94.
For decreasing opacities, the lower pressure support
caused by radiation diffusion allows for a larger infall
of matter onto the planet. This produces larger max-
imum densities in the envelope and also lower densi-
ties above and below the planet, as shown in the top
rows of Figs. 7 and 8. At that time, maximum densi-
ties range from 3.8× 10−9 g cm−3 in DP_K1 (3.5× 10−9
g cm−3 in DP_HD) to 2.1× 10−9 g cm−3 in DP_K1000.
In the same plots, we have overplotted with white ar-
rows the gas velocity in the planet’s corotating frame,
using the same scale for every run. In the vertical
profiles, it can be seen that matter is transported into
the envelope predominantly from the poles, with max-
imum vertical mass fluxes ranging from 1.58× 10−5 g
cm−2 s−1 in DP_K1 (1.46× 10−5 g cm−2 s−1 in DP_HD)
to 1.24 × 10−4 g cm−2 s−1 in DP_K1000. In the hori-
zontal profiles, we notice that conservation of angular
momentum in the envelope causes the latter to rotate
faster for decreasing opacities, with maximum angu-
lar velocities corresponding to rotational periods of 515
days in DP_K1 (655 days in DP_HD) and 186 days in
DP_K1000.
In Fig. 9 we show (r, φ) profiles at z = 0 for runs
DP_HD and DP_K100 after 40 orbits. Again, we ob-
serve lower temperatures and larger maximum den-
sities close to the planet in DP_K100. We can see
that the temperature distribution is much more uni-
form in DP_K100 than in DP_HD, where the tempera-
ture decreases in a neighborhood of the planet radius
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Figure 10. 1D mass density profiles at 40 orbits in runs
DP_HD and DP_K100, computed as a function of r for fixed
φ = φp and θ = θp (top), and as a function of φ for fixed
θ = θp and r = rp (bottom).
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Figure 11. Mass enclosed in the Hill sphere in runs DP_HD
and DP_K100 as a function of time.
in the entire domain. We also notice structural dif-
ferences in the gas density distribution, where matter
within the planet’s horseshoe orbit has a lower density
in DP_K100 than in DP_HD. This can be clearly seen
in Fig. 10, in which we show the gas density along
the radial and azimuthal directions at the planet’s lo-
cation. The first of these plots shows that the density
in DP_K100 is larger than in DP_HD away from the
planet except at a distance of∼ 2rh from the planet’s lo-
cation, where the density in DP_K100 presents a sharp
decrease unobserved in DP_HD. It is likely in this case
that the vertical shrinking of the disk caused by radia-
tive diffusion favors a faster formation of a gap at r ∼ 5
AU when compared to DP_HD.
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We have computed as a function of time the total
mass MHill within the Hill sphere in both simulations,
shown in Fig 11. In run DP_K100, MHill exceeds its
value in DP_HD from the first orbit, reaching after 40
orbits 0.088 MJ in DP_K100 and 0.026 MJ in DP_HD.
This shows that reducing the opacity would lead in this
case to a faster growth of the planet. Similar conclu-
sions are reached, e.g., in Movshovitz et al. (2010) and
Schulik et al. (2020). We intend to carry high-resolution
studies of this problem in the near future, using better
estimates for the Rosseland and Planck opacities and
including the mass decrease caused by accretion onto
the planet.
4.5. Parallel performance
We have tested the parallel scalability of the pre-
sented code in strong scaling through 2D and 3D com-
putations. With this purpose, we have set up a config-
uration in which a blast wave is created from an over-
pressurized region of radius R0 = 0.1 in the center of
a domain of length L = 1 in every direction. All fields
are initially uniform both outside and inside of this re-
gion, with ρ = pg = 100 inside and ρ = pg = 1 out-
side. The transition between both values is set in such
a way that both ρ and pg decrease linearly from their
maximum to their minimum values between r = 0.08
and 0.1, where r =
√
x2 + y2 + z2 (r =
√
x2 + y2) in 3D
(2D). Initial LTE is imposed in the entire domain, with
aR = µmp/kB = 1 and Γ = 1.4. We have as well set
κ = 0.5, σ = 0, c = 105 and cˆ = 102.
Computations have been performed on uniform
Cartesian grids of 29442 and 2003 zones in 2D and 3D
respectively, for a total time t = 0.007. Final log10Er,
log10ρ, ||v|| and f profiles in the 3D test are shown in
Fig. 12 at z = 0. Two radiation fronts can be identified
in the f profile: an outer front, caused by the initial re-
laxation of the system, and an inner front, correspond-
ing to the radiative diffusion from the overpressurized
region. Matter is isotropically accelerated, reaching at
that time a maximum velocity of ||v|| = 7.27 in the
outer boundaries of the central region.
We have run each test using a different number of
processors (Intel Skylake 6148 at 2.2 GHz), varying
from NCPU = 8 to 1024. Corresponding speed-up fac-
tors S are shown in Fig. 13 as a function of NCPU, com-
puted as S = Tref/TNCPU , where TNCPU is the average
computation time per step for each NCPU, and Tref =
T8. Overall favorable scaling properties are observed in
both 2D and 3D runs, with slightly larger efficiencies in
the latter case than in the former for NCPU ≤ 512 (also
shown in Fig. 13). Both efficiencies stay above 70% in
the entire considered range. This is a crucial feature
Figure 12. 2D slices at z = 0 of the 3D blast wave test used
for the parallel scaling analysis, showing log10Er, log10ρ, ||v||,
and f at t = 0.007.
considering that the scale disparity between radiation
and HD characteristic speeds makes Rad-HD compu-
tations approximately 120 times more expensive than
HD runs of the same test.
5. CONCLUSIONS
The goal of this paper was to develop a Rad-
HD scheme that is optimized for studies of accret-
ing planets in circumstellar disks. We have chosen
the M1 scheme for this approach as it can handle the
anisotropy of the radiation field around an accreting
planet and specifically the expected accretion shock.
We have presented a radiative transfer module inte-
grated within the HD module of the PLUTO code. The
code solves the evolution equations of HD and radia-
tive fields separately through operator splitting, apply-
ing substepping for the evolution of radiation fields in
order to reduce the overall computational cost. The
number of radiation substeps is reduced by applying
the RSLA. Two different IMEX-Runge Kutta schemes
can be applied in the substeps, with three possible
implicit methods for the integration of the radiation-
matter interaction terms. We have as well implemented
the HLLC Riemann solver for radiation transport intro-
duced in Melon Fuksman & Mignone (2019) in the con-
text of Rad-RMHD. The code has been adapted to all
available geometries included in PLUTO, is fully paral-
lel, and can be implemented in rotating frames, which
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Figure 13. Speed-up factor and scaling efficiency for the
2D (blue) and 3D (red) blast-wave tests as a function of the
number of processors. The ideal scaling law (dashed black
line) is shown for comparison.
is particularly useful in global simulations of accretion
disks.
We have tested the code in different scenarios rele-
vant to the physics of protoplanetary disks, paying par-
ticular attention to the behavior of the solutions when
different values of the speed of light are chosen. In
the considered radiative shocks benchmarks, we ob-
serve that subcritical shock solutions are accurate in a
broader cˆ range than supercritical shocks. The obtained
high-resolution solutions with cˆ = c are in agreement
with those reported in other works. On the other hand,
all runs of the 1D vertical diffusion test in a static disk
yield energy and flux distributions that converge to the
exact stationary solution in different timescales. We ob-
serve slight deviations with respect to the exact solu-
tion caused by operator splitting error, that get reduced
for decreasing cˆ.
We have applied the code in 2D simulations of vis-
cously heated protoplanetary disks, choosing a con-
figuration in which a vertical superadiabatic tempera-
ture stratification is created due to radiative diffusion,
which triggers vertical convective motion. We have
characterized the obtained solutions and studied the
variations of the convective heat transport rates when
different cˆ values are used. The obtained solutions are
almost indistinguishable for cˆ values larger than the
theoretical limit obtained by applying the validity con-
ditions for the RSLA given in Skinner & Ostriker (2013),
and are clearly different for lower values. We obtain
that the mean convective and radiative heat fluxes in
the vertical direction are reduced for decreasing cˆ. We
also these effects in terms of the time-averaged Nusselt
number, whose maximum value decreases when cˆ is re-
duced.
We have run 3D HD and Rad-HD simulations of the
gas accretion by a giant Jupiter mass core embedded in
a protoplanetary disk. We have computed the joint evo-
lution of gas and radiation for three different opacity
values, observing in every case the formation of spiral
arms and a hot rotating gas envelope surrounding the
planetary core. The produced envelope is more com-
pact for lower opacities, due to the lower pressure sup-
port caused by radiative losses. We observe faster rota-
tion speeds of the envelope as the opacity is decreased,
caused by conservation of angular momentum as the
envelope shrinks. We have characterized the different
radiation transport regimes in the vicinity of the planet.
For the highest employed opacity, the LTE limit is re-
covered and the solutions are almost identical to those
obtained with HD. For the intermediate opacity value,
radiation begins to be diffused horizontally from the
spiral arms and vertically through the low-density re-
gions above and below the planet formed by its gravita-
tional attraction. For the lowest opacity, a transition be-
tween the diffusion and almost free streaming regimes
can be seen as radiation is transported away from the
spirals and in the vertical direction. We have stud-
ied the global structure of the disk after 40 orbits with
HD and with Rad-HD using the intermediate opacity
value. In the Rad-HD case, we observe a sharper ring-
like matter decrease at r ∼ 5 AU and overall lower
temperatures. We have computed the total mass inside
the planet’s Roche lobe as a function of time, showing
higher values in the Rad-HD case, which could indicate
a faster planet growth for decreasing opacity.
Future studies of our M1 Rad-HD scheme will ex-
pand on the modeling of gas accretion onto planetary
cores, the use of realistic Rosseland and Planck opaci-
ties, and higher resolutions achieved through adaptive
mesh refinement. Currently we compare our results on
the temperature structure around the planet and the
intensity of radiation with detailed Monte Carlo con-
tinuum radiative transfer simulations Krieger & Wolf
(2020), in a collaboration on deriving the characteristics
of exoplanets from observations of for various current
and future instruments including ALMA (Kurz et al.
2002), PIONIER (Le Bouquin et al. 2011), and MATISSE
(Lopez et al. 2014).
We have studied the parallel performance of the code
in 2D and 3D setups using up to 1024 processors, ob-
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taining favorable scaling properties with efficiencies
that stay above 70% in this range. Future developments
of this module will include the implementation of the
adaptive mesh refinement routines already present in
PLUTO. The module presented in this work will be in-
cluded in forthcoming releases of PLUTO, which can be
downloaded from http://plutocode.ph.unito.it/.
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