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Text. We prove that for any real polynomial f (x) ∈R[x] the set
{
α ∈R: lim inf
n→∞ n logn
∥∥α f (n)∥∥> 0}
has positive Hausdorff dimension. Here ‖ξ‖ means the distance
from ξ to the nearest integer. Our result is based on an original
method due to Y. Peres and W. Schlag.
Video. For a video summary of this paper, please visit http://
www.youtube.com/watch?v=GNWDrfQnV2c.
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1. Introduction
In this paper we prove the following result.
Theorem 1. Let C1 , C2 and γ be some positive constants. Let tn, n = 1,2,3, . . . , be a sequence of reals such
that for all natural numbers n the following inequalities hold:
C1n
γ  tn  C2nγ . (1)
Then there exist positive C > 0 and natural n0 such that the set
∞⋂
n=n0
{
α ∈R: ‖αtn‖ > C
n logn
}
has Hausdorff dimension at least γγ+1 .
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Corollary. Let f (n) be a polynomial of degree d 1. Then the Hausdorff dimension of the set
{
α ∈R: lim inf
n→∞ n logn
∥∥α f (n)∥∥> 0}
is not less than dd+1 .
We would like to note that for d = 1 our result is trivial. Consider the case d = 2. In [5] W. Schmidt
asks if it is true that for any real α we have
lim inf
n→+∞n logn
∥∥αn2∥∥= 0.
Our Theorem 1 gives a negative answer to this question. The complete proof of Theorem 1 is given
in Sections 2–4 below. We would like to say that our result is based on the original construction
introduced recently by Y. Peres and W. Schlag [4]. Moreover the method enables to prove that under
the conditions of Theorem 1 there exist positive C and natural n0 such that for any sequence βn of
reals the set
∞⋂
n=n0
{
α ∈R: ‖αtn + βn‖ > C
n logn
}
has positive Hausdorff dimension.
Consider a polynomial f (n) = ank with a nonzero integer coeﬃcient a and a function ψ(n) de-
creasing to zero as n → +∞. From Cassels’ theorem [2] it follows that in the case when
∞∑
n=1
ψ(n) = +∞
for almost all real α we have
lim inf
n→+∞
(
ψ(n)
)−1∥∥α f (n)∥∥= 0.
So for almost all real numbers α we have
lim inf
n→+∞n logn
∥∥α f (n)∥∥= 0
and the set constructed in Theorem 1 has Lebesgue measure zero. Also we would like to note that in
the case
∞∑
n=1
ψ(n) < +∞
for almost all real α we have
lim inf
(
ψ(n)
)−1∥∥α f (n)∥∥> 0.
n→+∞
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the polynomial f (n) = n2 we would like to mention here the result due to A. Zaharescu [6]: for ε > 0
and every real α there are inﬁnitely many natural numbers n such that
∥∥αn2∥∥ c(ε)n− 23+ε,
where c(ε) is a positive constant.
2. Parameters
In the sequel parameters n,m,k are assumed to tend to inﬁnity.
We use the following notation (Vinogradov symbol). For two positive quantities U , V depending on
variables n,m,k ∈ N we write U  V if the inequality U  CV is valid for all values of n,m,k under
consideration with some positive constant C > 0 which does not depend on n,m,k but may depend
on C1,C2, γ , ε, v . The notation U  V means that we have U  V and V  U simultaneously. For a
set A ⊂ [0,1] we denote the Lebesgue measure of A as μ(A).
One can easily see that under the condition (1) we have the following estimate:
tm
tn

(
m
n
)γ
. (2)
For n > 1 deﬁne
h(n) = ⌊n1+ 1γ log 2γ n⌋, δn = 1
cn logn
, c = 168 log
(
2+ 1
γ
)
. (3)
From (2) it follows that for m h(n) one has
tm
tn
	 n log2 n
and when n is large enough one has
tm
tn
 1
δn
. (4)
Let n0  2. Deﬁne natural numbers n j inductively by the equality
n j+1 = h(n j). (5)
For a given ε > 0 we can choose n0 to be large enough so that
n
1+ 1γ
k−1  nk  n
1+ 1γ +ε
k−1 , ∀k ∈N, (6)
and
n
(1+ 1γ )k
0  nk  n
(1+ 1γ +ε)k
0 , ∀k ∈N. (7)
For v ∈ (0,1) we consider the series
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k=2
3k
tvnk
tnk−1
δnk−1
δvnk
. (8)
From (6) it follows that
tvnk
tnk−1
δnk−1
δvnk
 nωk−1
where
ω =
((
1+ 1
γ
+ ε
)
v − 1
)
(γ + 1).
We should note that in the case v  γγ+1 one can take small positive ε to make ω < 0. Then from
the lower bound in (7) it follows that the series (8) converges.
3. Sets
Deﬁne
En =
tn⋃
a=0
[
a
tn
− δn
tn
,
a
tn
+ δn
tn
]
∩ [0,1]. (9)
Let
ln =
⌊
log2
tn
2δn
⌋
, 2ln  tn
2δn
< 2ln+1. (10)
Each segment form the union (9) can be covered by a dyadic interval of the form
(
b
2ln
,
b + 2
2ln
)
.
Let An be the smallest union of such dyadic segments that covers the whole set En . Then
μ(An)
2
2ln
· (tn + 1) 9δn (11)
for n large enough. Deﬁne
Acn = [0,1] \ An =
τn⋃
ν=1
Jν
where closed segments Jν are of the form
[
b
2ln
,
b + 1
2ln
]
. (12)
Now we ﬁx n0 to be large enough and for n n0 deﬁne
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⋂
n0 jn
Acj, B =
∞⋂
j=n0
Acj .
Note that
Bn0 = Acn0
and from (11) and the deﬁnition of δn we see that for n0 large enough one has
μ(Bn0 ) 1− 9δn0 
9
10
. (13)
Each Bn can be written in the form Bn =⋃Tnν=1 J (n)ν where J (n)ν are of the form (12).
For our purpose it is enough to prove that for some n0 the Hausdorff dimension of the set B is
not less than γγ+1 .
4. Lemmata
Lemma 1. Let n be large enough such that inequality (4) holds. Let Bn =⋃Tnν=1 J (n)ν = ∅ and m  h(n). Then
for every ν from the interval 1 ν  Tn one has
μ
(
J (n)ν ∩ Am
)
 14δmμ
(
J (n)ν
)
.
Proof. Write Am =⋃i I(m)i where each I(m)i is of the form (b/2lm , (b + 1)/2lm ). Let Ii ∩ J (n)ν = ∅ and
J (n)ν = [a/2ln , (a + 1)/2ln ]. Then for some natural number z we have
z
tm
∈
[
a
2ln
− 1
2lm
,
a + 1
2ln
+ 1
2lm
]
.
For each ν the quantity z can take not more than
W =
⌊(
1
2ln
+ 2
2lm
)
tm
⌋
+ 1
values. Now
μ
(
J (n)ν ∩ Am
)
μ
(
I(m)i
)
W = 2
ln
2lm
Wμ
(
J (n)ν
)
μ
(
J (n)ν
)(
3
tm
2lm
+ 2
ln
2lm
)
. (14)
From the deﬁnition (10) of ln it follows that
tm
2lm
 4δm. (15)
From (10) and (4) it follows that
2ln
2lm
 tn
2δn
· 4δm
tm
 2δm. (16)
Substituting (15), (16) into (14) we get Lemma 1. 
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partition
∅ = Bn =
Tn⋃
ν=1
J (n)ν . (17)
Suppose that we know that
μ
(
J (n)ν ∩ Bm
)
 1
2
μ
(
J (n)ν
)
(18)
(in fact it means that Bm = ∅). Then
μ
(
J (n)ν ∩ BM
)
 5
6
μ
(
J (n)ν ∩ Bm
)
.
Proof. We have
J (n)ν ∩ BM =
(
. . .
((
J (n)ν ∩ Bm
) \ Am+1) \ . . .) \ AM
and
μ
(
J (n)ν ∩ BM
)
μ
(
J (n)ν ∩ Bm
)− M∑
j=m+1
μ
((
J (n)ν ∩ Bm
)∩ A j). (19)
Consider an integer j from the interval m < j  M . Deﬁne
n( j) =max{k: h(k) j}.
As m = h(n) < j we see that n( j) n and
Bn( j) ⊆ Bn.
On the other hand h(m) = M  j and for any m′ m we have h(m′) M  j. So n( j)m and
Bm ⊆ Bn( j). (20)
From (20) it follows that
J (n)ν ∩ Bm ⊆ J (n)ν ∩ Bn( j) =
⋃
ν1: J (n( j))ν1 ⊆ J
(n)
ν
J (n( j))ν1 .
So
(
J (n)ν ∩ Bm
)∩ A j ⊆ ( J (n)ν ∩ Bn( j))∩ A j = ⋃
ν1: J (n( j))ν1 ⊆ J
(n)
ν
(
J (n( j))ν1 ∩ A j
)
.
As j  h(n( j)) we can apply Lemma 1. From Lemma 1 it follows that
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(
J (n( j))ν1 ∩ A j
)
 14δ jμ
(
J (n( j))ν
)
.
Summation over ν1 gives
μ
((
J (n)ν ∩ Bn( j)
)∩ A j) 14δ jμ( J (n)ν ∩ Bn( j)). (21)
Moreover
μ
(
J (n)ν ∩ Bn( j)
)
μ
(
J (n)ν
)
. (22)
From (18) we have
μ
(
J (n)ν
)
 2μ
(
J (n)ν ∩ Bm
)
. (23)
Now we must substitute inequalities (23), (22), (21) into (19) and obtain
μ
(
J (n)ν ∩ BM
)

(
1− 28
M∑
j=m+1
δ j
)
μ
(
J (n)ν ∩ Bm
)
. (24)
But
M∑
j=m+1
δ j = 1
c
M∑
j=m+1
1
j log j
 1
c
log
logM
logm
 1
c
log
(
2+ 1
γ
)
for n large enough. By (3) we have
1− 28
M∑
j=m+1
δ j  1− 28
c
log
(
2+ 1
γ
)
= 5
6
. (25)
Lemma 2 follows from (24), (25).
Now we consider a segment J (n)ν satisfying (18) and the intersection
J (n)ν ∩ Bm =
r⋃
κ=1
J (m)κ = ∅. (26)
By Lemma 2 we know that
μ
((
r⋃
κ=1
J (m)κ
)
∩ BM
)
 5
6
μ
(
r⋃
κ=1
J (m)κ
)
. 
Lemma 3. In formula (26) there are at least 2r/3 indices κ such that
μ
(
J (m)κ ∩ BM
)
 1
2
μ
(
J (m)κ
)
. (27)
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good indices and b be the number of bad indices. Let μ = μ( J (m)κ ). Then by Lemma 2
5
6
rμ
r∑
κ=1
μ
((
r⋃
κ=1
J (m)κ
)
∩ BM
)
=
∑
κ good
+
∑
κ bad
.
But
∑
κ good
 gμ
and
∑
κ bad
 1
2
bμ.
Thus
5
6
rμ 1
2
bμ + gμ, g + b = r
and so g  2r3 . Lemma 3 follows. 
5. Proof of Theorem 1
We need the following well-known result.
Theorem. (See Eggleston [3].) Suppose for every k we have a set Gk=⊔Rki=1 Ik(i) where Ik(i) are segments
of the real line of length |Ik(i)| = Δk. Suppose that each interval Ik(i) has exactly Nk+1>1 pairwise disjoint
subintervals Ik+1(i′) of length Δk+1 from the set Gk+1 . Suppose that 0<v01 and that for every 0<v<v0 the
series
∑∞
k=2
Δk−1
Δk
(Rk(Δk)v )−1 converges. Then the set G=⋂∞k=1 Gk has Hausdorff dimension HD(G)v0 .
Now we can deﬁne inductively the sets satisfying Eggleston’s theorem.
We take n0 to be large enough for the inequality (11) to be valid and for Lemmas 1–3 to work for
all n n0.
To establish the base of induction we need an interval J (n0)ν∗ from the set Bn0 such that
μ
(
J (n0)ν∗ ∩ Bm0
)

μ( J (n0)ν∗ )
2
(28)
with m0 = h(n0). Recall that
Bn0 =
Tn0⋃
ν=1
J (n0)ν
and
Bm0 = Bn0 ∩ Bm0 =
(
. . . (Bn0 \ An0+1) \ . . .
) \ Am0 =
Tn0⋃(
J (n0)ν ∩ Bm0
)
.ν=1
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m0∑
j=n0+1
μ(A j) 9
m0∑
j=n0+1
δ j = 9
c
m0∑
j=n0+1
1
j log j
 9
c
log
(
2+ 1
γ
)
<
1
10
.
Hence from (13) we see that
μ(Bm0 )μ(Bn0 ) −
m0∑
j=n0+1
μ(A j)
4
5
.
So there exists ν∗ such that
μ
(
J (n0)ν∗ ∩ Bm0
)
 4
5
μ
(
J (n0)ν∗
)
and it is even better than (28). The base of the inductive process is veriﬁed.
Suppose we have a segment J (n)ν from the union (17) with the property (18). Then we have (26)
and at least N = 2r/3 subsegments J (m)κ from (26) satisfying (27). Obviously
N = 2r/3 =
⌊
2
3
μ( J (n)ν ∩ Bm)
μ( J (m)κ )
⌋

⌊
1
3
μ( J (n)ν )
μ( J (m)κ )
⌋
=
⌊
1
3
2lm
2ln
⌋
.
To establish the inductive step we assume that for natural k the set Gk consists of segments of
the form J (nk)ν for which (18) holds with n = nk (nk comes from (5)). Then in each J (nk)ν one can ﬁnd
exactly
Nk+1 =
⌊
1
3
2lnk+1
2lnk
⌋
intervals of the form J
(nk+1)
ν satisfying (18) with n = nk+1. These intervals form the set Gk+1. Since
the series (8) converges for v  γγ+1 (as it was shown in Section 2) and l j are deﬁned in (10), we see
that the series in Eggleston’s theorem also converges for the same values of v . Hence we deduce that
the Hausdorff dimension of the set B is not less than γγ+1 and Theorem 1 is proved.
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