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Abstract
We present a semi-analytical study exploring the end-fire coupling of an
incident beam into a surface plasmon mode propagating on a metal-dielectric
interface. An energy-conserving projection method is used to solve for the
resultant reflected and transmitted fields for a given incident beam, thereby
determining the efficiency of the surface plasmon coupling. The coupling effi-
ciency is found to be periodic with waveguide width due to the presence of a
transversely propagating surface plasmon. Optimisation of the incident beam
parameters, such as beam width, position and wavelength leads to numer-
ically observed maximum efficiencies of approximately 80% when the beam
width roughly matches the width of the surface plasmon.
OCID codes : (240.6680) Surface plasmons; (240.5420) Polaritons.
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1 Introduction
Surface plasmons (SPs) are localised field oscillations that propagate along the inter-
face between a dielectric and a metal, attenuating into each medium. The propagat-
ing and attenuation characteristics of SPs are highly dependent on the properties of
the interface and provide high field confinement, making them very useful for charac-
terising surfaces, enhancing Raman spectroscopy and fluorescence sensing, photonic
circuitry, signal processing and optical storage devices [1, 2]. The characteristics
and dispersion curves of SPs in single- and multiple-layered metal-dielectric struc-
tures have been reported extensively [3–5]. The two most commonly used coupling
methods are prism coupling and grating coupling. Prism coupling involves coupling
evanescent light from a high-refractive index prism into the SP mode via either the
Otto [6] or the Kretschmann-Raether [7] configuration, so that the parallel wave-
vector component of light matches that of the SP mode. On the other hand, grating
coupling requires a grating to satisfy the coupling condition that the parallel wave-
vector of the incident light and the SP only differ by a multiple of the reciprocal
lattice vector [8]. A disadvantage of these two methods is that the frequency of the
incident light is limited by wave-vector matching constraints. The prism coupling
method in particular is also bulky and does not lend itself well to on-chip applica-
tions [9].
A more broadband coupling technique is the end-fire coupling mechanism [10], where
the incident light is aligned parallel to the metal-dielectric interface, and where the
coupling results from having sufficient overlap of the incident field with the SP field
[2]. Stegeman et al. theoretically demonstrated that end-fire coupling can couple
an incident beam with wavelength λ = 0.5 µm into a SP along an air and lossless-
silver interface with efficiencies of up to approximately 90% [10]. End-fire coupling
was then successfully used in the laboratory by Charbonneau et al. in 2000 to
couple λ = 1.55 µm wavelength light onto a 3.55 µm Au strip on SiO2 [11]. Since
then, end-fire coupling has been shown to be an effective way of coupling SPs into
more complex geometries, such as into waveguide-like nanocavities [12], in and out
of dielectric and plasmonic waveguides [13–18], between nanowires and nanofibres
[19,20], and photonic crystal fibres [21]. SP modes inside the finite nanocavities were
studied theoretically by Al-Bader et al. [22] and then explored both theoretically
and experimentally by Kurokawa et al. [12], though neither modelled the end-fire
coupling step. Charbonneau et al., in particular, have experimentally demonstrated
successful end-fire coupling in a wide variety of geometries including bent waveguides,
Y-junctions, Mach-Zehnder interferometers, and four-port couplers all for incident
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waveguide of 1.5 µm [23,24]. Hu et al. have recently shown end-fire coupling of SPs
to improve the performance of a plasmonic Mach-Zehnder interferometer [25].
While there have been many theoretical studies on the fundamental characteristics
and properties of SPs, and also the coupling of SP modes into other SP modes, few
of them address the end-fire coupling mechanism of a laser into a SP mode. The
original theoretical study on end-fire coupling, conducted by Stegeman et al., was
based on a semi-analytic collocation method which modelled the incident, reflected
and transmitted fields as a superposition of discretised waveguide modes [10, 26].
They chose their geometry to consist of lossless media and used P = 60− 80 modes
to approximate the electromagnetic fields. The incident field was approximated by
a top hat-function, and the reflection and transmission coefficients were solved by
using a collocation method which ensured the continuity of the transverse fields at
a fixed number of data points P along the coupling interface.
This paper aims to revisit the fundamental end-fire coupling mechanism in order to
deepen our understanding of what determines the SP coupling efficiency and how it
can be maximised. By using a sufficient number of modes (see Eqs (52) and (53) in
Section 2.4), we numerically observe a phenomenon unseen by Stegeman et al. [10]:
a transversely propagating SP which occurs despite not specifically being built into
the model. The presence of the transverse-SP greatly affects the coupling efficiency
of the forward-propagating SP, which we will demonstrate in this work.
Instead of using the collocation method, our calculations are made using both a
least-squares method and a projection method, which enable the use of different
numbers of modes in the incident and transmitted medium. While the least-squares
method, like the collocation method, matches fields at chosen points, the projection
method matches fields across a continuous range of points. The least-squares method
is not discussed in this paper as the method is a standard one and commonly used,
and, more importantly, yields the same results as the projection method, which is
discussed in detail in this paper.
In Section 2, we model the end-fire coupling mechanism using the geometry pro-
posed by Stegeman et al. [10]. This geometry is described in detail in Section 2.1,
and consists of a perfectly grounded two-dimensional waveguide split into two re-
gions; Region I is filled with a homogeneous dielectric, and Region II is filled with
a layer of dielectric on top of a layer of lossless metal. In Sections 2.2 and 2.3, we
outline the modes in Regions I and II, and in Section 2.4 discuss the derivation and
properties of the projection method used to calculate the reflected and transmitted
fields of the configuration. In Section 3, we determine the SP coupling efficiency
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dependence on waveguide width, the dielectric permittivities, the ratios of metal-
dielectric widths in Region II and various parameters of the incident beam. We
summarise our conclusions from this work in Section 4.
2 Method
2.1 Coupling Geometry
The end-fire coupling configuration, as seen in Fig. 1, consists of a beam of wave-
length λ which is incident onto a metal-dielectric interface. The configuration is
bounded by a perfectly grounded metal waveguide. The role of the waveguide is to
provide discretised modes, allowing the electric and magnetic fields of the configu-
ration to be defined with analytical ease. The wavenumber of the incident light in
vacuum is k0 = 2pi/λ, corresponding to an angular frequency of ω = k0c, where c
is the speed of light in vacuum. The two-dimensional waveguide extends infinitely
in the y-direction and has walls at x = ±l. This two-dimensional configuration can
easily be generalised to the three-dimensional case if the width in the y-direction is
much larger than the diffraction of the SP. This has been assumed in several other
theoretical papers [12, 15]. The incident beam propagates from Region I (z < 0),
which is filled with a semi-infinite dielectric medium between −l < x < l with per-
mittivity εdI. Region II (z > 0) contains two layers of semi-infinite media: a dielectric
between ∆l < x < l with permittivity εdII and a lossless metal between −l < x < ∆l
with permittivity εm. The widths of the Region II dielectric and the metal are
ld = l −∆l, (1)
lm = l + ∆l, (2)
respectively. The metal permittivity is approximated by the lossless Drude model,
εm(λ) = 1− (λ/λp)2, where λp is the plasmon wavelength characteristic of the metal.
The SP field is localised on the surface of the metal-dielectric interface in Region II
(x = 0, z > 0) propagating in the z−direction and decaying in both Region II media.
In order to be able to couple into the SP mode, the incident light must be transverse
magnetic, where the magnetic field is orthogonal to the plane of the incident field.
Thus the only field components are the magnetic field in the y−direction (Hy), and
the electric field components in the x− and z−direction (Ex and Ez respectively).
We must have Ez = 0 at the grounded walls, x = ±l.
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The one-dimensional scalar wave equation, derived from the Maxwell curl equations,
is
∂
∂x
1
ε
(
∂Hy
∂x
)
+ k20Hy =
β2
ε
Hy, (3)
for a magnetic field in which H = Hy exp(iβz)yˆ. Here Hy is the scalar amplitude
of the magnetic field, β is the propagation constant, ε is the relative (position-
dependent) permittivity of the medium, the relative permeability is assumed to be
µ = 1, and an exp(−iωt) time dependence was taken. The incident and reflected
fields are expanded in terms of the Region I modes, and likewise the transmitted field
is expanded in terms of Region II modes. These modes are discussed in Sections 2.2
and 2.3.
2.2 Region I Modes
In this section, we derive the Region I modes required for expanding the incident
and reflected magnetic and electric fields. The pth mode for the forward-propagating
magnetic field in Region I (z < 0) is expressed as
Hˆ I+yp =
1√
χIp
HIp(x) exp(iβIpz), (4)
where
HIp(x) =
[
εdI
(1 + δp0)l
] 1
2
cos(γp(x− l)), (5)
where δ is the Kronecker-delta function, and χ has been introduced for notational
convenience,
χIp =
βIp
k0
. (6)
In Eq. (4) and for the rest of this work, we define Hˆ = Z0H, where Z0 is the
impedance of free space. The βI are the propagation constants in the z-direction, and
γ are the complex spatial frequencies in the x-direction. The x- and z-components
of the electric field can be derived from Hˆ I+yp by one of the Maxwell curl equation,
and the pth mode of each can be expressed as
EI+xp =
√
χIpE Ip(x) exp(iβIpz), (7)
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where
E Ip(x) =
HIp(x)
εdI
, (8)
and
EI+zp = −
γp[
(1 + δp0)lχIpεdI
] 1
2
sin(γp(x− l)) exp(iβIpz). (9)
The boundary condition for a perfect conductor, EI+zp (x = l) = 0, is satisfied by the
form of Eq. (9). In order for EI+zp (x = −l) = 0 to be satisfied also, then
γp =
ppi
2l
, for p = 0, 1... . (10)
The wave equation (3) relates βI to γ by
βIp =
(
εdIk
2
0 − γ2p
) 1
2 . (11)
The βI are real for propagating modes and imaginary for evanescent modes. The
HIp(x) and E Ip(x) functions have been normalised so that
l∫
−l
HIpE Ip′dx = δpp′ . (12)
The pth mode of the backward propagating magnetic field for Region I is
Hˆ I−yp =
1√
χIp
HIp(x) exp(−iβIpz), (13)
which differs from the forward propagating modes by a minus sign in the exponential
factor. Similarly, the backward propagating modes of the electric field components
are
EI−xp = −
√
χIpE Ip(x) exp(−iβIpz), (14)
and
EI−zp = −
γp[
(1 + δp0)lχIpεdI
] 1
2
sin(γp(x− l)) exp(−iβIpz). (15)
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2.3 Region II Modes
In this section, we derive the Region II modes required to expand the transmitted
magnetic and electric fields. The qth mode of the forward-propagating magnetic field
in Region II (z > 0) can be expressed as
Hˆ II+yq =
1√
χIIq
HIIq (x) exp(iβIIq z), (16)
where χII is the Region II counterpart of χI in Eq. (6). The βII are the propagation
constants of Region II in the positive z−direction. The HIIq (x) is of the form
HIIq (x) =

N IIq
cosh(γ˜dq(x− l))
cosh(γ˜dqld)
, ∆l < x < l,
N IIq
cosh(γ˜mq(x+ l))
cosh(γ˜mqlm)
, −l < x < ∆l,
(17)
where the N IIq are normalisation coefficients and γ˜d and γ˜m are the complex spatial
frequencies in the ±x−directions, that is, into the dielectric and metal respectively.
The electric field components are determined from the Maxwell equations, and the
resulting qth mode of the x- and z-components are
EII+xq =
√
χIIq EIIq (x) exp(iβIIq z), (18)
where
E IIq =

HIIq
εdII
, ∆l < x < l,
HIIq
εm
, −l < x < ∆l,
(19)
and
EII+zq =

− γ˜dq
εdII
N IIq√
χIIq
sinh(γ˜dq(x− ld))
cosh(γ˜dqld)
, ∆l < x < l,
− γ˜dq
εm
N IIq√
χIIq
sinh(γ˜mq(x+ lm))
cosh(γ˜mqlm)
, −l < x < ∆l.
(20)
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The form of HIIq (x) in Eq. (17) which carries through into the form of Eq. (20),
satisfies the condition EII+zq = 0 at x = ±l. The normalisation factor N IIq is defined
so that the normalisation condition
l∫
−l
HIIq (x)E IIq′ (x)dx = δqq′ , (21)
is satisfied, which requires
N IIq =
(
tanh(γ˜dqld) + γ˜dqldsech
2(γ˜dqld)
2γ˜dqεdII
+
tanh(γ˜mqlm) + γ˜mqlmsech
2(γ˜mqlm)
2γ˜mqεm
)− 1
2
.
(22)
The βII values are determined from the condition that the magnetic and transverse
electric fields are continuous over the metal-dielectric interface at x = 0, or
Hˆ II+y (x = ∆l
−) = Hˆ II+y (x = ∆l
+), (23)
EII+x (x = ∆l
−) = EII+x (x = ∆l
+). (24)
After cancelling constants and similar z−dependent factors, this pair of simultaneous
equations lead to the transcendental equation
γ˜dq
εdII
tanh(γ˜dqld) +
γ˜mq
εm
tanh(γ˜mqlm) = 0, (25)
which can be solved to find βII. Again, the βII relate to the γ˜d and γ˜m by the wave
equation (3), giving
γ˜dq =
[
(βIIq )
2 − εdIIk20
] 1
2 , (26)
γ˜mq =
[
(βIIq )
2 − εmk20
] 1
2 , (27)
respectively. There are four types of modes which are outlined in Table 1. Modes
for which βII is real are propagating modes, and modes for which βII is imaginary
8
or complex are evanescent modes. Modes for which γ˜d or γ˜m are real decay into
their respective media, and modes for which γ˜d or γ˜m are imaginary or complex are
oscillatory into their respective media. Case I is the single SP mode. There are a
finite number of case II and III modes, and there are infinitely many case IV modes.
It is worth noting that in case IV the (βII)2 are either real and negative or come in
complex conjugate pairs (with negative real parts), and thus that βII can be either
imaginary or come in complex pairs with positive imaginary parts and opposite signs
of the real parts. These complex pairs occur in this lossless configuration as the x-
dependence of ε on the right-hand side in Eq. (3) causes the scalar differential wave
equation to be non-Hermitian [27,28].
We note that as ld,m →∞, Eq. (25) reduces to the standard transcendental equation
for a SP
γ˜d
εd
+
γ˜m
εm
= 0, (28)
which only has solutions if εm < −εd [29].
2.4 Projection method
The incident magnetic field can be written as a summation of the modes of Region
I, i.e
Hˆ I+y =
P∑
p=0
αpHˆ
I+
yp , (29)
where the αp are the incident amplitudes which characterise the incident beam. Sim-
ilar expressions to Eq. (29) can be defined for the incident electric field components,
EI+x and E
I+
z . For the purpose of analytical calculation, the Region I modes in the
series of Eq. (29) must be truncated to a finite number P .
In this work, the incident beam amplitudes, αp, are chosen so that E
I+
x is a Gaussian
at z = 0, with peak at x = lG and full width of the field w at 1/e of the peak, so
that the full width half maximum of the intensity is w
√
(ln 2)/2. The expression for
the Gaussian electric field is therefore
EI+x = exp
[
−
(
2(x− lG)
w
)2]
. (30)
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This requires the incident amplitudes to be
αp =

ω
4
(
pi(1+δp0)
lχIpεdl
) 1
2
, p = 0,
ω
2
(
pi(1+δp0)
lχIpεdl
) 1
2
exp
(
− (γpω
4
)2)
cos (γp(lG − l)) , p = 1, 2...,
(31)
where we have taken the incident beam to be well contained within the waveguide
(i.e. w  l). Likewise, the reflected magnetic field can be written as a summation
of backward-propagating Region I modes, and in our notation is given by
Hˆ I−y =
P∑
p=0
rpHˆ
I−
yp , (32)
where the r are the unknown reflection amplitudes of each mode. Similar expressions
to Eq. (32) can be defined for the reflected electric field components, EI−x and E
I−
z .
Finally, the transmitted magnetic field can be written as a summation of the set of
forward-propagating Region II modes, given in our notation as
Hˆ II+y =
Q∑
q=1
tqHˆ
II+
yq , (33)
where t are the unknown transmission amplitudes of each mode, and the series is
truncated at Q modes. Similar expressions can be defined for the transmitted elec-
tric field components, EII+x and E
II+
z . At full rank, that is, when P,Q → ∞, the
continuity of Hy and Ex over z = 0 can be expressed as
Hˆ I+y + Hˆ
I−
y = Hˆ
II+
y , (34)
EI+x + E
I−
x = E
II+
x . (35)
The unknown reflection coefficients, r, and transmission coefficients, t, are solved
such that these conditions are satisfied for a truncated set of modes in the least-
squares sense. Here, we describe a projection method to solve this scattering prob-
lem. The key to the method lies in having two sets of orthogonal basis functions,
corresponding to the modes in Regions I and II.
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Expanding the Eqs (34) in terms of Eqs (4), (13) and (16), and likewise expanding
(35) in terms of Eqs (7), (14) and (20) at z = 0 gives
P∑
p=0
(χIp)
− 1
2 (αp + rp)HIp =
Q∑
q=1
(χIIq )
− 1
2 tqHIIq , (36)
P∑
p=0
(χIp)
1
2 (αp − rp)E Ip =
Q∑
q=1
(χIIq )
1
2 tqE IIq , (37)
from which we can obtain expressions for the unknown rp and tq by projection. We
obtain two different but equivalent formations by projecting Eqs (36), (37) onto E I
and HII, and E II onto HI, respectively.
Proceeding with the first of these formulations, we multiply Eq. (36) by E Ip′ and
integrate from x = −l to x = l,
P∑
p=0
(χIp)
− 1
2 (αp + rp)
∫ l
−l
E IpHIp′dx =
Q∑
q=1
(χIIq )
− 1
2 tq
∫ l
−l
E Ip′HIIq dx. (38)
By using orthogonality condition in Eq. (12) and with some rearranging, Eq. (38)
can be simplified to
αp′ + rp′ =
Q∑
q=1
(χIp′)
1
2Jp′q(χ
II
q )
− 1
2 tq, (39)
where the matrix J has been defined so that the (pq)th element is
Jpq =
∫ l
−l
E IpHIIq dx. (40)
To express Eq. (39) in matrix notation, let α, r and t be column vectors of the modal
amplitudes and let χI and χII be square matrices with their respective χ values on
their diagonals. The matrix formulation of Eq. (39) then becomes
(α+ r) = (χI)
1
2J(χII)−
1
2 t. (41)
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Similarly, an expression for t is derived by projecting Eq. (37) onto HIIq′ and simpli-
fying using the orthogonality relation (21), and the expression becomes
(χII)−
1
2JT (χI)
1
2 (α− r) = t. (42)
By simultaneously solving Eqs (41) and (42) the expressions for r and t are found
to be
r = (I +AAT )−1(AAT − I)α ≡ Rα, (43)
t = 2AT (I +AAT )−1α ≡ Tα, (44)
where
A = (χI)
1
2J(χII)−
1
2 . (45)
It may be noted that the r and t equations are reminiscent of the standard Fresnel
coefficients.
An alternative set of expressions for r and t can be derived by using the opposite
set of projections. Taking the projections of Eq. (36) onto E IIq′ and of Eq. (37) onto
HIp′ , we find
(α− r) = (χI)− 12K(χII) 12 t, (46)
(χII)
1
2KT (χI)−
1
2 (α+ r) = t. (47)
Here KT is the transpose of K, where the K matrix is defined to have a (pq)th
term
Kpq =
∫ l
−l
E IIq HIpdx. (48)
Using the same procedure is before we then find that
r = (I +BTB)−1(I −BTB)α ≡ Rα, (49)
t = 2B(I +BTB)−1α ≡ Tα, (50)
where
B = (χII)
1
2KT (χI)−
1
2 , (51)
which are equivalent to Eqs (43)-(45).
In order to reconcile the two sets of formulations, (43) and (44) with (49) and (50)
we must recognise the completeness relations
12
JTK = I, (52)
and
JKT = I. (53)
which apply at full rank and which are derived in the Appendix. These relations
show that B = A−1 at full rank, which can be used to demonstrate the equivalence
of the two formulations (see Appendix).
The completeness relations (52) and (53) provide a useful measure of how well rep-
resented the modes in one region are when expanded in terms of the truncated set of
modes in the other region [30]. In particular, the closer JTK in (52) is to the iden-
tity matrix, the more accurate the expansion of each Region I modes in terms of the
modes in Region II replicates the property that the inner products of the mode with:
(a) itself produces unity (diagonal elements), and (b) with all other modes produces
zero (off-diagonal elements). Similarly, the completeness relation (53) serves as a
measure of how well represented each Region II mode is when expanded in terms of
the truncated set of Region I modes.
The energy conservation equation along the interface z = 0 is derived from inte-
grating the time-averaged Poynting vector between −l < x < l, and is expressed
as
Sz = 2Re

l∫
−l
ExH
∗
ydx
 , (54)
on either side of the interface (z = 0). The calculation of the energy flux for each
region is given in the Appendix. Equating the energy flux of each region on either
side of the (z = 0) interface gives an expression for the conservation of energy;
∑
p∈ΩIp
|αp|2 =
∑
p∈ΩIp
|rp|2 − 2Im
∑
p∈ΩIe
αpr
∗
p +
∑
q∈ΩIIp
|tq|2. (55)
The energy flux conservation equation notably includes a contribution from the prop-
agating modes from both Regions I (ΩIp) and II (Ω
II
p ), and also from the evanescent
modes (ΩIe) of Region I. The evanescent energy contribution includes the possibility
that the incident beam is a near-field source with significant contributions from its
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evanescent modes. Evanescent mode amplitudes are significant in narrow incident
beams, allowing them to contribute to the energy flow. However, if the beam is
narrow far away from the interface, then the evanescent fields decay before reaching
the interface, causing the evanescent energy contribution to be negligible.
In this work with lossless media, the energy flux relation in Eq. (55) is analytically
satisfied regardless of mode truncation. In contrast, for a structure with loss, the
energy flux relation is satisfied analytically, but only with a complete (i.e. infinite)
set of modes. The extent of the defect in the flux relation would serve as a measure
of the truncation error [31].
The SP coupling efficiency η is determined by taking the transmission amplitude
that corresponds to the SP and normalising it by the total incident energy, and is
expressed as
η =
|tSP |2
(
∑
p∈ΩIp |αp|2 − 2Im
∑
p∈ΩIe αpr
∗
p)
. (56)
2.4.1 Completeness tests
The degree to which mode truncation leads to deviations from the completeness
equations (52) and (53) are illustrated in Figs 2a and 2b. These figures show the
logarithm base 10 of the absolute values of each of the elements, respectively, of the
matrices JTK − I, which is a Q × Q matrix, and JKT − I, which is P × P , for
a geometry with parameters given in the caption. The figures show that the first
70% of entries on the diagonal are equal to unity to within 10−3 and that the off-
diagonal cross-elements of these entries are equal to zero to within 10−5. Evidently
the low-order modes in one region can be represented, predominantly, by low-order
modes in the other region, so that the truncation does not matter for these modes.
Note that the abrupt change which occurs at q = 144 in Fig. 2b marks the transition
from propagating modes to evanescent modes. In all results shown in Section 3 we
have taken sufficient number of modes so that the absolute value of the elements of
the first 70% of the modes do not deviate from the required values by more than the
numerical values given above
2.4.2 Evanescent energy flux contribution
Before going further, we investigate the characteristics of the evanescent energy flux
contribution from Eq. (55). The evanescent contribution term is normalised to the
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propagating Gaussian energy flux term and defined as
ζ=
2Im
∑
p∈ΩIe αpr
∗
p∑
p∈ΩIp |αp|2
. (57)
Figure 3a shows ζ versus waveguide width for Gaussian widths between w = 0.125 µm
and 1 µm. Though the evanescent contribution varies widely with waveguide width,
its maximum magnitude always decreases as the Gaussian width increases relative
to the wavelength of the incident beam. As the Gaussian width is larger than the
wavelength and far from the diffraction limit, the amplitude of the evanescent terms
decreases, causing their energy flux contribution to decrease as well. This is further
illustrated in Fig. 3b which shows the maximum ζ for each value of the width w. The
evanescent energy flux decreases three orders of magnitude from w = λ = 0.5 µm to
w = 2λ = 1.0 µm. Note that the evanescent contribution term can be positive or
negative in sign, meaning it can contribute to the forward or backward flow.
3 Results
The reference configuration for this study is an air to air-silver waveguide with an
incident beam of wavelength λ = 0.5 µm, width w = 1 µm and position centred at
lG = 0. The full waveguide width is 2l = 40.99λ and is symmetric in Region II, that
is l = ld = lm = 10.2475 µm. The permittivity of air was taken to be εdI = εdII = 1,
and the plasmon wavelength of silver is λp = 144 nm, resulting in εm = −11.0563
at λ = 0.5 µm. For these parameters the coupling efficiency is η = 49%, and the
propagation constant of the SP is βSP = 13.18 µm
−1.
The square magnitude of the magnetic field for this configuration is shown in Fig. 4a
with a close-up in Fig. 4b, calculated using 700 modes in each region. The incident
beam propagates in Region I in the z-direction until it reaches Region II at z = 0,
where some of the field is transmitted and some is reflected. The transmitted field
is concentrated in the dielectric (x > 0) near the surface of the metal (x < 0),
as expected for a SP. The transmitted field is predominantly the SP field as the
transmitted flux in the other transmitted modes is only 3.5%. Since the Gaussian
beam peaks at x = 0, this suggests, approximately, that the half of the incident
beam which overlaps with the SP field is efficiently coupled into the SP mode while
the other half is reflected, consistent with Fig. 4b. In this lossless configuration, the
propagating modes of the transmitted field, including the SP mode, propagate to
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z → ∞. The point of concentrated field below x = 0, the bright spot in Fig. 4b
indicates a corner singularity which is a common occurrence for electric field near
sharp corners [32].
Figure 4a shows an extended field along the surface −l < x < 0 at z = 0. This phe-
nomenon is a secondary SP which propagates transversely to the primary SP, and
which originates from the point of incidence (x = 0, z = 0). While this phenomenon
was not intrinsically built into our model like the forward-propagating SP, its appear-
ance can be substantiated by many experimental studies which have observed this
phenomenon, particularly when exciting SPs near nanoslits and nanoholes [33–36].
Without the transverse SP, our results qualitatively resemble those of Stegeman et.
al. The numbers of modes needed in Region I and II to observe the transverse SP
are
mI =
4l
λ
√
εmεdI
εm + εdI
, (58)
mII =
2
λ
(
lm
√
εmεdI
εm + εdI
+ ld
√
εmεdII + εdIεdII − ε2m
εm + εdI
)
, (59)
respectively.
These equations are derived using the observation that for the transverse SP to
be properly represented, the largest γ and γm of the modes in Region I and II
need to exceed its propagation constant, βSP, estimated using an infinitely wide
waveguide. As an example, for our typical configuration of air to air-silver with
ld = lm = 10.025, mI = 85 and mII = 187. Due to our lossless configuration, the
transverse SP propagates without decay in the negative x−direction and reflects off
the waveguide wall (x = −l, z = 0), causing the Fabry-Perot resonance of the total
resulting field seen in Fig. 4a.
In order to see how the transverse-SP affects the coupling of the forward-propagating
SP, that is the SP of interest, the changes in coupling efficiency η are observed for
varying waveguide widths, l. The results in Fig. 5 are shown for the standard
symmetrical air to air-silver waveguide where the waveguide width is varied, ranging
between nλ < 2l < (n+1)λ where n = 40−100. Figure 5 shows that η is oscillatory,
with similar maximum and minimum values even up to waveguide widths of 100 times
the wavelength. Evidently, the transverse-SP affects the coupling into the forward-
SP irrespective of the position of the waveguide walls. This suggests that the effect
of the transverse-SP is strongly linked to the lossless nature of the configuration,
even for very large waveguides. We return to this below.
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Next, the SP coupling efficiency is determined for an asymmetric air to air-silver
waveguide, that is for ld 6= lm. For all the following asymmetrical results, the incident
beam has lG = ∆l so as to be always incident on the metal-dielectric interface. The
coupling efficiencies are first calculated for asymmetrical waveguides with various
metal widths, lm, and with fixed dielectric width ld = 10.2475 µm. The coupling
efficiencies are shown in Fig. 6a. η is seen to be roughly periodic over the lm range.
This suggest that the periodicity is most likely associated with the Fabry-Perot-
like behaviour of the transverse-SP in a cavity of length lm. Since the propagation
constant of the transverse SP is βSP = 13.18 µm
−1, the period by which the coupling
η varies with the width of the metal lm is therefore expected to be ∆lm = pi/βSP ≈
0.238 µm. This is indicated by the red dashed vertical lines in Fig. 6a and show
excellent agreement with the observed period.
It is difficult to determine the coupling efficiency into the transverse SP as the field
amplitude depends on the quality factor of the transverse cavity, and so direct com-
parison to the amplitude of the forward-propagating SP is difficult to determine.
In order to give a quantitative indication of the transverse SP energy flux, the ra-
tio of the maximum |Ex|2 of the standing wave over the incident beam is given in
Fig. 6a. There is a positive correlation between the energy in the transverse SP and
the coupling efficiency of the forward SP.
The coupling efficiencies were also calculated for asymmetric waveguides with various
dielectric widths ld, and with a fixed metal width lm = 10.2475 µm. The coupling
efficiencies are shown in Fig. 6b. The interference due to the transverse-SP does
not change in these calculations as it is independent of ld. This small-amplitude
periodicity in η can be attributed to the altered number of reflection channels avail-
able every time another propagating mode appears. This in turn alters the energy
flux distribution near each diffraction anomaly, a result that was observed and sim-
ilarly explained by Stegeman et al. [10]. To demonstrate this, we indicate where
these diffraction anomalies occur by vertical lines in Fig. 6b. Additional propagating
mode in Region I are indicated in blue dashed lines and additional modes in Region
II in green solid lines. Region I diffraction anomalies occur for dielectric widths
ld = (2l/λ)(n +
1
2
), n = 0, 1, . . ., which indicates when mode transitions between
propagating (βI real) and evanescent (βI imaginary). The widths at which Region II
diffraction anomalies occur are found by solving Eq. (25) for (βII)2 = 0 with constant
lm, and are given by
ld =
1√
εdIIk0
(
npi − tan−1
(√
εdII
|εm| tanh(
√
|εm|k0lm)
))
, n = 0, 1 . . . . (60)
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Figure 6b shows that η is periodic about the occurrence of the diffraction anomalies.
The range at which η varies is much larger in Fig. 6a than in Fig. 6b. The relative
effect of the diffraction anomalies on the range of η values seems to be much smaller
than that of the transverse-SP, suggesting that the transverse-SP is a stronger ef-
fect.
We now consider the SP coupling efficiency for different dielectrics. To do so we are
guided by the approximate expression for the SP width
1
γ˜dII
+
1
γ˜m
=
(1 + ρ)
k0ρ
(
1− ρ
|εm|
) 1
2
, (61)
where ρ = εdII/|εm|, which follows directly from the SP dispersion relation (28).
Increasing the permittivity of the dielectric in Region II, thus increasing ρ, tends to
make the SP narrower, making it more difficult to excite. Instead we increase the
permittivity of the incident medium εdI. The SP coupling efficiency versus εdI is
shown in Fig. 7 in which both the maximum and minimum η over the range of guide
widths 10.0025 < l < 10.2475 µm are given.
The maximum and minimum coupling efficiencies η decrease as εdI → 7 from unity.
However, for 7 < εdI < εm, the maximum grows and peaks at εdI u 8.5. This peak
is likely due to two competing factors. The first is that the number propagating
reflection modes grow with increasing εdI, causing maximum coupling to drop. The
second factor is that the transverse SP profile becomes narrower as εdI → |εm|, which
causes maximum coupling into the forward SP to increase. From εdI = |εm| onwards,
the transverse SP ceases to exist (see Eq. (28)), indicated by the solid black line
in Fig. 7. Here the coupling decreases because of the first factor. The minimum η
seem to change in an irregular manner between 7 < εdI < εm, suggesting it is highly
sensitive to small changes. The numerical and analytical difficulties associated with
calculations when εdI → |εm| have been discussed by Walle´n et al. [37].
Until now we took lG = ∆l, which means that the incident Gaussian beam is centred
at the metal-dielectric interface in Region II. Here we consider lG to be a free param-
eter which is used to optimize the coupling efficiency η. Figure 8a shows η versus
wavelength and incident beam width. The waveguide is symmetric (l = ld = lm), and
the dielectrics in both regions are chosen to be air (εdI = εdII = 1). The wavelength-
dependent silver permittivity follows from the Drude model with λp = 144 nm. The
number of modes used is 1500 to 2000, where more modes were used for larger wave-
guide widths and longer wavelengths. The η values in Fig. 8a are the maximum
coupling efficiency between waveguide widths 40λ < 2l < 41λ, a range which con-
tains the maximum of a periodic cycle of η for each wavelength-waveguide width
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pairing. The black curve in Fig. 8a gives the SP width from Eq. (61). For most of
the parameters, the coupling efficiency reaches approximately 80% when the incident
Gaussian beam has roughly the same width as the SP, an observation earlier made by
Stegeman et al. [10] At short wavelengths the SP becomes narrower than the wave-
length, which causes the matching incident beam to have substantial evanescent field
components. As a consequence their contribution to the energy flux (see Eq.(57))
becomes substantial too. This is illustrated in Fig. 8b, which shows the parameter
ζ defined in (57) on the same axes. For w/λ > 1.25 this contribution is negligible
and is not shown. For some configurations with narrow beams the contribution of
the evanescent modes to the energy flux can be substantial, leading to coupling effi-
ciencies approaching 90%. We note though that this contribution rapidly varies with
λ and w, suggesting that the coupling efficiency is sensitive to small changes in the
parameters.
Figure 8c shows the optimal beam positions for each pair of wavelengths and inci-
dent beam widths which maximise the coupling efficiencies shown in Fig. 8a. The
beam positions are given as the number of wavelengths shifted towards the Region
II dielectric, lG/λ. The results can be understood as follows: when the SP is much
wider than the Gaussian or vice versa, then approximating the narrower function by
a δ-function it is easily seen that the overlap is largest when the narrow function
coincides with the peak of the other, i.e., lG  w, λ. Moreover, at short wavelengths
the SP is very narrow, also limiting the shift. The shift is therefore only substantial
when both the SP and the Gaussian beam are wide, namely in the top-right corner
of the figure. The shifts are all positive, which means that the beam needs to be
shifted towards the dielectric because the decay rate in the dielectric is much lower
than in the metal [10].
4 Conclusions
In this paper, we have numerically studied the coupling efficiencies of a Gaussian
incident beam into a SP mode in a lossless waveguide configuration which was origi-
nally proposed by Stegeman et al. [10]. Our results differ from their results, bringing
to light more detail and a previously unseen and hitherto unremarked upon phe-
nomenon: the geometry has two metal-dielectric surfaces, on each of which a SP
is excited. It is our aim to study the forward-propagating SP, around which our
model is designed; in contrast, the transverse SP’s excitation was unintentional. The
effect of the transverse SP is inescapable. The evidence presented suggests that
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the transverse SP affects the coupling efficiency of the forward SP, leading to the
large variation in SP coupling with waveguide width as the transverse SP period-
ically shifts in and out of resonance. Smaller variation in coupling efficiency with
waveguide width are associated with anomalies when a mode transitions between
propagating and evanescent [10].
In the presence of loss the transverse SP would decay during propagation weaken-
ing the Fabry-Perot resonances, thus altering the interaction with the longitudinal
SP. Introducing loss into the configuration would thus allow us to determine the
physical significance of the transverse-SP on the coupling efficiency, a task for future
work.
Compared to numerical methods such as the finite-element method or finite-difference
time-domain method with perfectly matched layers which have been used in other
theory studies [17, 37], our method has two advantages: (i) it has a truly infinite
domain in the z-direction, and (ii) it is semi-analytical, allowing us insight into the
nature of the mechanism. With the addition of loss, we would expect the effect of
the artificial waveguide walls to be reduced.
While the maximum coupling efficiency numerically observed in this paper was 90%,
a similar figure quoted by Stegeman et al. [10], the averaged maximum coupling ef-
ficiency over the range of wavelengths tested (0.5 < λ < 1.8 µm) was approximately
80%. This value was also found in the theoretical study of Sun et al. using a simi-
lar geometry in which SPs between a single and a double metal-dielectric interface
were coupled [4]. While the effect of removing the transverse SP is unknown until a
study is carried out on a lossy configuration, we consider it likely that the theoret-
ical maximum SP coupling efficiency from the end-fire coupling mechanism will be
closer to our estimate of 80% rather than the original Stegeman et al prediction of
90%.
Another difference between our study and the work of Stegeman et al is the inclu-
sion of the contribution of evanescent modes to the energy flux. Our results suggest
that this contribution can be significant as the incident beam width approaches the
wavelength. This contribution term would be relevant in a physical system if the
incident source was positioned close to the metal-dielectric interface, and also if the
incident beam width approaches the diffraction limit. The evanescent energy con-
tribution would also be enhanced for incident fields with discontinuities in the fields
or its derivatives as these have more significant high spatial frequency components.
This effect would be important in nanoscale plasmonic coupling devices.
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5 Appendix A: Completeness Relations
Here we derive the completeness relations
JTK = I, (A1)
JKT = I, (A2)
which we use to determine if the truncated basis of Region I modes can be expanded
in the truncated basis of Region II with acceptable numerical accuracy, and vice
versa. Central to the derivation are the relations
HIIq =
∑
p
JpqHIp, (A3)
and
E IIq =
∑
p
KpqE Ip, (A4)
the first of which we will now derive.
We express HIIq in a series of the HIp modes,
HIIq =
∑
p
φpHIp, (A5)
Multiplying Eq. (A5) by E Ip′ and integrating from −l < x < l gives∫ l
−l
E Ip′HIIq dx =
∑
p
φp
∫ l
−l
E Ip′HIpdx. (A6)
Using the orthogonality of the Region I modes, we see that Eq. (A6) simplifies
to
φp =
l∫
−l
E IpHIIq dx ≡ Jpq. (A7)
To derive the first of the completeness relations, we consider the orthogonality rela-
tion ∫ l
−l
E IIq HIIq′dx = δqq′ , (A8)
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into which we substitute the representations (A3) and (A4), and exploit the Region
I orthogonality relation ∫ l
−l
E IpHIp′dx = δpp′ . (A9)
That gives ∫ l
−l
(∑
p
KpqEIp
)(∑
p′
Jp′q′HIp′
)
dx = δqq′ ,
∑
p
Kpq
∑
p′
Jp′q′
∫ l
−l
EIpHIp′dx = δqq′ ,∑
p
KpqJpq′ = δqq′ ,
which in matrix notation yields
KTJ = JTK = I, (A10)
the first completeness relation (A1).
For the second of the completeness relations, we need a representation of HIp and E Ip
in terms of HIIq and E IIq bases. These are
HIp =
∑
q
KpqHIIq , (A11)
E Ip =
∑
q
JpqE IIq , (A12)
which are derived in a similar manner to Eqs (A3) and (A4). Finally, by considering
the orthogonality relation in (A9) and substituting in (A11) and (A12), we find
that
JKT = KJT = I, (A13)
the same as relation (53).
Both Eqs (A1) and (A2) hold at full rank, i.e. the inner products sum over all
basis terms, and are approximately satisfied when the bases are truncated with an
adequate number of modes. The quality of this approximation is demonstrated in
Fig. 2.
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These relations allow us to show that, at full rank,
AB = BA = I. (A14)
To see this, we consider
AB = (χI)
1
2J(χII)−
1
2 (χII)
1
2KT (χI)−
1
2
= (χI)
1
2JKT (χI)−
1
2
= (χI)
1
2I(χI)−
1
2
= I.
Similarly BA = I, and so A = B−1, which, at full rank, serves to reconcile the two
expressions of the reflection coefficients,
rA = (I +AA
T )−1(AAT − I)α,
rB = (I +B
TB)−1(I −BTB)α,
and also serves to reconcile the corresponding expressions for the transmission coef-
ficients,
tA = 2A
T (I +AAT )−1α,
tB = 2B(I +B
TB)−1α,
by routine matrix manipulation.
6 Appendix B: Energy contributions
6.1 Region I energy contributions
The expression for the energy flux in Region I is
SIz =
2
Z0
Re
{∫ l
−l
EIxHˆ
I∗
y dx
}
, (B1)
in which
EIx =
∑
p
(χIp)
1
2E Ip
[
αp exp(iβ
I
pz)− rp exp(−iβIpz)
]
, (B2)
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and
Hˆ Iy =
∑
p
(χIp)
− 1
2HIp
[
αp exp(iβ
I
pz) + rp exp(−iβIpz)
]
. (B3)
Substituting Eqs (B2) and (B3) into Eq. (B1) yeilds
SIz =
2
Z0
Re
{∑
p
(βIp)
1
2
(βI∗p )
1
2
[
αp exp(iβ
I
pz)− rp exp(−iβIpz)
]
[
α∗p exp(−iβI∗p z) + r∗p exp(iβI∗p z)
]}
,
(B4)
after exploiting the orthogonality of the modes in Region I, and realising that HI∗p =
HIp for βIp either purely real or imaginary. After expanding and simplifying, Eq. (B4)
becomes
SIz =
2
Z0
Re
{∑
p
(βIp)
1
2
(βI∗p )
1
2
[
|αp|2 exp
(−2ImβIpz)− |rp|2 exp (2ImβIpz) ]
+ 2iIm
[
αprp exp
(
2iReβIpz
) ]}
.
(B5)
This sum splits into two parts depending on whether βIp is real or imaginary. By
considering
(βIp)
1
2
(βI∗p )
1
2
=
{
1, if βIp is real,
i, if βIp is imaginary,
(B6)
then Eq. (B5) simplifies to the final expression for the energy flux in Region I,
SIz =
2
Z0
∑
p=ΩIp
(|ap|2 − |rp|2)−∑
p=ΩIe
2Im{αpr∗p}
 , (B7)
where ΩIp represents the set of propagating modes and Ω
I
e represents the set of evanes-
cent modes in Region I.
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6.2 Region II energy contributions
The expression for the energy flux from Region II is
SII =
2
Z0
Re
{∫ l
−l
EIIx Hˆ
II∗
y dx
}
, (B8)
given that
EIIx =
∑
q
(χIIp )
1
2E IIp tq exp(iβIIp z), (B9)
and
Hˆ IIq =
∑
q
(χIIq )
− 1
2HIIq tq exp(iβIIq z). (B10)
Substituting Eqs (B9) and (B10) into Eq. (B8) gives
SIIz =
2
Z0
Re
{∑
q
∑
q′
(βIIq )
1
2
(βII∗q′ )
1
2
tqt
∗
q′ exp
[
i(βIIq − βII∗q′ )z
] ∫ l
−l
E IIq HII∗q′ dx
}
. (B11)
In order to deal with the more complicated E II and HII forms of Region II compared
to the equivalent expressions of Region I, we shall express the orthogonality condition
of Region II as
l∫
−l
E IIβqHIIβq′dx = δβqβq′ , (B12)
in which E IIβq refers to E IIq where q indexes the mode for which βII = βIIq , and similarly
for HIIβq′ .
Going further, we note that the only complex entities in the expressions for E IIβq and
HIIβq are γ˜dII and γ˜m. The relation between taking the complex conjugate of γ˜dII and
γ˜m respectively with the complex conjugate of β
II
p are
γ˜∗dII,βIIq =
{[
(βIIp )
2 − εdIIk0
] 1
2
}∗
=
[
(βII∗p )
2 − εdIIk0
] 1
2 = γ˜dII,βII∗q , (B13)
and similarly, γ˜∗m,βIIq = γ˜m,βII∗q noting that εm is real. It follows that HII∗βq = HIIβ∗q from
which the form of the orthogonality relation (A8) reduces to
l∫
−l
E IIβqHIIβ∗q′dx = δβqβ∗q′ . (B14)
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In other words, we see from Eq. (B14) that a non-zero energy contribution to Eq.
(B11) requires that βIIq = β
II∗
q′ . Region II β
II
q can be either purely real, purely imag-
inary or occur in pairs with the same positive imaginary part and equal real parts
with opposite signs i.e βIIq and −βII∗q . The combinations of βIIq and βIIq′ are given in
Table 2, and the possible non-zero energy contributions are marked with a X. Each
of these combinations must be investigated separately.
6.2.1 Real βIIq
For real βIIq values, i.e. for all the propagating modes of Region II, then β
II
q = β
II∗
q .
It follows that the contribution to SIIz is
SIIz =
2
Z0
Re
∑
q∈ΩIIp
|tq|2
 . (B15)
6.2.2 Imaginary βIIq
For imaginary βIIq , β
II∗
q = −βIIq , we have γ˜∗dII,βIIq = γ˜dII,(−βII∗q ), and similarly γ˜∗m,βIIq =
γ˜m,(−βII∗q ), which leads to HII∗q = HIIq . Here, the contribution to SIIz by the imaginary
βIIq modes is
SIIz =
2
Z0
Re
{∑
q
i|tq|2 exp
(−2ImβIIq z)}
= 0.
Thus, there is no energy contribution from modes with purely imaginary βIIq .
6.2.3 Complex βIIq
For the case of the complex βIIq case, we need to consider the two possible pairs
of modes (βIIq ,−βII∗q ) and (−βII∗q , βIIq ), according to Table 2. Again, we see that
γ˜dII,(−βII∗q ) = γ˜
∗
dII,(βIIq )
and similarly γ˜m,(−βII∗q ) = γ˜
∗
m,(βIIq )
. This causes H−βII∗q = HβII∗q =
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H∗βIIq . The cross-term between βIIq and −βII∗q′ becomes
l∫
−l
EβIIq H∗−βII∗
q′
dx =
l∫
−l
EβIIq HβIIq′dx = δβIIq βIIq′ , (B16)
and similarly for the cross-term in the integral of Eq. (B11) between −βII∗q and
βIIq′ .
So both combinations of βIIq and β
II∗
q give possible non-zero energy contributions.
The contribution of the pair to SIIz is then
SIIz =
2
Z0
Re
{
(βIIq )
1
2
(−βII∗q )
1
2
∗ t
∗
βIIq
t−βII∗q exp[i(β
∗
q − (−βII∗q ))z]+
(−βII∗q )
1
2
(βIIq′)
1
2
∗ t−βII∗q t
∗
βIIq
exp[i(−βII∗q − (βIIq )∗)z]
}
.
(B17)
Since
(βIIq )
1
2
(−βII∗q′ )
1
2
∗ =
(−βII∗q )
1
2
(βIIq′)
1
2
∗ = i, (B18)
it follows that the contributions to SIIz for the cross-coupled pairs of modes is
SIIz =
2
Z0
Re
{
it∗βIIq t−βII∗q exp(2iβ
II
q z) + it−βII∗q t
∗
βIIq
exp(−2iβII∗q z)
}
=
2
Z0
Re
{
2iRe
[
tβIIq t
∗
−βII∗q exp(2iβ
II
q z)
]}
= 0
(B19)
Thus, there is no energy contribution from modes with complex βIIq .
Accordingly, the total energy flux in Region II is
SIIz =
2
Z0
∑
q=ΩIIp
|tq|2, (B20)
where ΩIIp is the set of propagating modes of Region II. The conservation of energy
flux result in Eq. (54) in the main paper follows from Eqs (B7) and (B20).
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Table 1: Characteristics of the four types of modes in Region II
Case (βII)2 βII γ˜dII γ˜m
I positive real real real real
(βII)2 > εdIIk
2
0 β
II >
√
εdIIk0
II positive real real imaginary real
0 < (βII)2 < εdIIk
2
0 0 < β
II <
√
εdIIk0
III negative real imaginary imaginary real
εmk
2
0 < (β
II)2 < 0 i
√|εm|k0 < βII < 0
IV negative real, imaginary, imaginary, imaginary,
complex pairs complex pairs complex complex
(βII)
2 < εmk
2
0 i
√|εm|k0 < βII
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Table 2: Possible energy flux contribution terms of Region II
real βIIq imaginary β
II
q complex β
II
q complex −βII∗q
real βIIq′ X 0 0 0
imaginary βIIq′ 0 X 0 0
complex βIIq′ 0 0 0 X
complex −βII∗q′ 0 0 X 0
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Figure 1: End-fire coupling configuration in a metal waveguide. The red curve
represents the field of the incident Gaussian beam.
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(a) (b)
Figure 2: Logarithm base 10 of the absolute value of the elements of (a) JTK − I,
and (b) JKT−I. Each figure refers to a geometry with an air to air-silver waveguide
with l = ld = lm = 10.2475 µm, and λ = 0.5 µm with P = Q = 700. The solid white
lines indicate the boundary of the first 70% of the modes.
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Figure 3: (a) Variation in the evanescent energy flux contribution with waveguide
width, incident beam widths of w = 0.125−1 µm for an air to air-silver symmetrical
waveguide with l = ld = lm, and an incident beam with λ = 0.5 µm, centred at
lG = 0. (b) Maximum values of evanescent energy flux contribution normalised to
the incident energy flux in the propagating modes.
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Figure 4: (a) log10 |Hy|2 normalised to the maximum value of |Hy|2. (b) Close-up of
the corner where the SP is launched. Here, −1 µm < z < 1 µm and −l < x < 2 µm.
(b) A close-up of the corner singularity feeding the SP. In this example εdI = εdII = 1
and εm = −11.0563, corresponding to silver at λ = 0.5 µm. Further, l = ld =
lm = 10.2475 µm, and the incident beam is a Gaussian centred at x = 0 and with
w = 1 µm. 700 modes are used in each region. The white lines mark x = 0 and
z = 0.
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Figure 5: SP coupling efficiency for varying waveguide widths in the reference air to
air-silver waveguide coupling configuration. The result is calculated with 700-1100
modes in each region, where more modes are used for larger guide widths.
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(a) (b)
Figure 6: (a) (left vertical axis) SP coupling efficiency η for varying metal widths
lm. The fixed dielectric width is ld = 10.2475 µm. The period boundaries predicted
by γ of the transverse SP are indicated by the vertical red dashed lines. (right
vertical axis) Ratio of maximum |Ex|2 of the transverse SP over that of the incident
field. (b) η for varying Region II dielectric widths ld. The fixed metal width is
lm = 10.2475 µm. The vertical lines indicate when an extra Region I (blue dashed)
or Region II (green solid) propagating mode appears. The waveguide for both (a)
and (b) have total width 2l = ld + lm, and lG = ∆l.
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Figure 7: Maximum and minimum η values in the range of waveguide widths
10.0025 µm < l < 10.2475 µm versus εdI. The other parameters are that of the
standard configuration.
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(a) (b)
(c)
Figure 8: (a) Maximum SP coupling efficiency η versus the normalized width of
the incident Gaussian beam w/λ and wavelength λ. In each case the coupling is
optimized by suitable choice of the shift of the input beam lG and waveguide width
in the range 40λ < 2l < 41λ. The solid black line indicates the width of the SP
following from (28). (b) Evanescent energy contribution ζ for each data point in
part (a) For w/λ > 1.25 this contribution is negligible and the data is not shown.
(c) Shift in beam position corresponding to each SP coupling efficiency given in (a).
The shifts are into the Region II dielectric.
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