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Abstract

This dissertation is aimed at understanding two aspects of active surface wave methods to
improve the accuracy and reliability of this method. These include (1) the performance of four
common wavefield transformation methods for the multichannel analysis of surface wave
(MASW) data processing and (2) near-field effects. Toward this end, extensive field
measurements were conducted considering different factors affecting these two topics. The
MASW and microtremor horizontal to vertical spectral ratio (MHVSR) were then employed to
examine their efficiency for infrastructure health monitoring.
Regarding the performance of the four common transformation techniques, it was
observed that for sites with a very shallow and highly variable bedrock topography with a highfrequency point of curvature (>20 Hz), the Phase Shift (PS) method leads to a very poorresolution dispersion image compared to other transformation methods. For sites with a velocity
reversal, the Slant Stack (p) method fails to resolve the dispersion image for frequencies
associated with layers located below the velocity reversal layer. Overall, the cylindrical
frequency domain beamformer (FDBF-cylindrical) method was determined to be the best
method under most site conditions. This method allows for a stable, high-resolution dispersion
image for different sites and noise conditions over a wide range of frequencies, and it mitigates
the near-field effects by modeling a cylindrical wavefield. However, the FDBF-cylindrical was
observed to be dominated by higher modes at complex sites. Therefore, the best practice is to use
more than one transformation method (FDBF-cylindrical and FK methods) to enhance the data
quality.
Regarding the near-field effects for active surface wave methods, it was observed that
near-field effects are independent of surface wave type (Rayleigh and Love) and depth to

impedance contrast. For sites with a very shallow impedance contrast, the FDBF-cylindrical
transformation technique outperforms others in terms of dispersion resolution by significantly
mitigating near-field effects. It is also revealed that source type is an important parameter,
influencing the normalized array center distance criteria required to mitigate near-field effects.
The best practical criteria for near-field mitigation include a normalized array center distance of
1.0 or greater for low-output impulsive sources such as a sledgehammer and a normalized array
center distance of 0.5 for high-output harmonic sources such as a vibroseis. These criteria should
not be violated when using a limited number of source offsets (≤2). But, if the multiple source
offset approach (≥3 source offsets) is used where some of the source offsets meet the criteria, the
near-field criteria can be violated for other source offsets. Additionally, it is recommended to use
the multiple source offset approach along with the FDBF-cylindrical for data processing to
mitigate near-field effects.
For health monitoring of earthen hydraulic infrastructures, MASW was determined to be
effective for detecting weak zones of such structures. In this regard, it is very important to use
the reference shear wave velocity profiles to avoid misinterpretation of the results. Additionally,
the grid pattern MHVSR method was determined to very effective for landslide evaluations for
sites with shallow and complex bedrock topography, where bedrock is a key feature in the slope
stability model.
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1.1

CHAPTER 1: INTRODUCTION
Overview and motivation
Any geotechnical infrastructure failure (e.g. levees, embankment dams) can have severe

direct and indirect socio-economic consequences affecting human life. An example of such types
of events is the failure of the levees during Hurricane Katrina in New Orleans, in which 85% of
Greater New Orleans was flooded, more than 1500 people died, and the total damage cost of this
event was approximately $81 billion (Sills et al., 2008). This indicates the urgent need for
regular inspection and health monitoring of geotechnical infrastructures to ensure safety during
their lifespan and prevent failure of these structures in future events.
The primary step towards health monitoring of geotechnical infrastructures is assessing
their current subsurface conditions to detect their potential problematic zone(s), if any exist.
Currently, subsurface conditions are commonly assessed using various field measurements,
including but not limited to Standard Penetration Test (SPT), Cone Penetration Test (CPT),
Pressuremeter Test (PMT), and Flat Dilatometer Test (DMT). These methods provide an
acceptable level of accuracy for sites where soil and rock layers are consistent in depth and
thickness, but significant errors can occur when conditions are variable across the project area.
This is because these methods only provide information regarding subsurface layering and
material types at discrete testing locations, and the subsurface conditions are predicted based on
engineering judgment between the available discrete testing locations. Additionally, these
methods are not ideal for sites that involve rough terrain (e.g. steep slopes) and sites densely
covered with trees and bushes (e.g. a proposed highway alignment passing through such areas),
as well as for health monitoring of infrastructures such as hydraulic earthen structures (e.g.
levees and embankment dams) where invasive field tests are typically discouraged. Therefore, in
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order to fully assess the subsurface conditions for such project sites, there is a dire need for
methods capable of providing an accurate 2D or 3D image of subsurface conditions. In this
regard, geophysical methods can be considered a suitable candidate capable of fulfilling all the
above-mentioned criteria.
Various geophysical techniques can be employed to monitor and assess the performance
of geotechnical infrastructures. Of these techniques, seismic stress wave methods and electricalbased methods are commonly used in the literature for geotechnical applications (Tingey et al.,
2007; Naudet et al., 2008; Sjödahl et al., 2010; Panzera et al., 2012; Samyn et al., 2014). Using
these methods, a continuous image of subsurface conditions can be acquired in a rapid, costeffective, and non-invasive manner. Furthermore, these methods can be easily implemented for
different site conditions, where conventional field measurements are difficult to make.
Among seismic stress wave methods, MASW is becoming the most popular technique
among researchers and practitioners in the geotechnical community. This is due to its noninvasive nature, and more importantly, its accuracy, effectiveness, rapidness, and low cost for
near-surface site characterization, which is the target depth for the majority of geotechnical
projects. Initially, the MASW method was utilized to retrieve a 1D shear wave velocity profile.
However, nowadays, this method has been employed for a variety of geotechnical applications,
including but not limited to 1D site characterization (Rix et al., 2002), 2D or 3D subsurface
imaging (Ismail et al., 2014; Pilecki et al., 2017; Rahimi et al., 2019a), landslide evaluation
(Harba et al., 2019); rock rippability estimation (Rahimi et al. 2021), infrastructure evaluation
(Cardarelli et al., 2014), VS30 estimation (Comina et al., 2011; Martinez-Pagan et al., 2012;
Rahimi et al., 2020c), and soil liquefaction prediction (Mahvelati et al., 2020a; Rahimi et al.,
2020a). Despite the increasing popularity of the MASW method for geotechnical applications
2

over the past years, several aspects of this method still require studies to further improve the
capabilities of this method.
The two main aspects of the MASW technique that have not received enough attention in
the literature are (1) the effects of different transformation techniques that can be used for data
processing for the MASW method on the experimental dispersion curve resolution and (2) nearfield effects. In the current practice, researchers and users of the MASW method are blindly
selecting one of the transformation techniques for data processing due to the lack of information
regarding the advantages and limitations of each transformation technique. This sometimes
results in significant mispredictions of the shear wave velocity profile retrieved from the MASW
method. Another common issue with the current practice for data processing of the MASW
method is near-field corruption, which limits its applications in the geotechnical and geophysical
communities. In this regard, no suitable criteria are available in the literature that allows
mitigating near-field effects for various conditions that might be encountered during field
measurements.
Therefore, the main focus of this dissertation is to investigate these topics for the MASW
technique and then apply this method for health monitoring of geotechnical infrastructures. In
addition to the MASW method, the single station Microtremor Horizontal to Vertical Spectral
Ratio (MHVSR) is also utilized to investigate their efficiency for geotechnical infrastructure
evaluation. Therefore, two main topics are considered in this dissertation: (1) investigating
several aspects of the MASW method to advance our knowledge in this regard and establish the
best practice guideline for this method and (2) applying this method along with some other
geophysical methods for geotechnical infrastructure evaluations.
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1.2

Current issues with the MASW technique
In this dissertation, two important topics that have rarely been investigated in the

literature for the MASW technique are studied.
1- Effects of different transformation techniques on the derived dispersion data
(dispersion curve): Construction of the experimental dispersion curve is one of the
most important parts of MASW data processing, which controls the final results. The
higher the resolution of the experimental dispersion curve, the higher the accuracy
and the reliability of the final inverted shear wave velocity profile. Four different
transformation methods are commonly used for developing the experimental
dispersion curve. To date, no study has comprehensively investigated the advantages,
limitations, and differences of these transformation methods for developing the
experimental dispersion curve. It is currently assumed that the four transformation
methods result in the same resolution experimental dispersion image. Therefore, the
transformation method is selected blindly by users and researchers for MASW data
processing without considering the subsurface layering, wavefield, and noise
conditions. To fill in the gap in our knowledge in this regard, in this dissertation, the
performance of each transformation method is evaluated for developing the
experimental dispersion curve for sites with different conditions. Toward this end,
more than 500 MASW measurements were collected for sites with different
subsurface and wavefield conditions (e.g. sites with a deep bedrock layer, sites with a
shallow bedrock layer, sites with a velocity reversal layer, sites with or without
considerable environmental noise, and sites with clear near field effects). The sites
were carefully selected so that the collected data can be used first for investigating the
4

performance of different transformation techniques for MASW data processing and
then for further processing regarding the efficiency of the MASW method for
geotechnical infrastructure evaluation. Two sites are considered to examine the
capabilities of the MASW method for geotechnical infrastructure evaluation. These
include a levee system that has recently experienced significant sand boil issues
(Melvin-Price reach of the Wood River Levee), and an active landslide that has
recently experienced considerable movements within the slope (Ozark Landslide).
Therefore, the MASW data collected for these sites are used to develop the
experimental dispersion curve using different transformation methods to identify their
resolution differences for various site conditions and then used for further processing
for health monitoring of geotechnical infrastructures.
2- Near-field effect: Near-field effect is one of the main issues in the MASW method
corrupting the low-frequency portion of the experimental dispersion data. The lowfrequency dispersion data are of significant importance because they have the
information regarding deeper subsurface layers (e.g. stiff soils or bedrock units). The
dispersion data corrupted with the near-field effects should not be used for the
inversion process to retrieve 1D Vs profiles. However, sometimes it is not easy to
detect the data corrupted with near-field effects, and therefore the inclusions of these
data in the inversion process lead to mispredictions of the subsurface layers’
properties. It is, therefore, critical to be able to mitigate the near-field effects in the
MASW technique. Despite the importance of this topic, a limited number of research
groups have developed guidelines for near-field mitigations. These guidelines are
generally site-specific as they fail to consider different factors influencing near-field
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effects. Therefore, in this dissertation, near-field effects are investigated considering
different site conditions (very shallow and very deep impedance contrasts), surface
wave types (Rayleigh and Love), source offsets (i.e. distance between the source
location and the first geophone in the array), source type (sledgehammer and
vibroseis), and transformation techniques used for data processing. The aim is to
establish a reliable, practical guideline for near-field mitigation on array-based active
surface wave methods.
1.3

Hypothesis
While the MASW method has been widely used for geotechnical applications in recent

years, some aspects of this method are still not fully understood in geotechnical engineering. One
aspect of the MASW method that needs further investigation is the differences that may appear
in the experimental dispersion curves created using various transformation methods. Since no
study has extensively compared the performance of different transformation methods for
developing the experimental dispersion curve, it is assumed that their differences are negligible.
However, our preliminary work has shown that the resolution of the experimental dispersion data
generated using different transformation methods can be different under various subsurface and
wavefield conditions. In order to validate this hypothesis, extensive MASW measurements have
been conducted at different sites (a levee system, two active landslides, and a proposed highway
alignment), and the collected data are used to compare the quality and resolution of the
experimental dispersion curves generated using different transformation methods. Sites with
different conditions, including sites with a deep bedrock layer, sites with a shallow bedrock
layer, sites with a velocity reversal layer, sites with or without considerable environmental noise,
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and sites with clear near field effects are selected to compare the ability of different
transformation methods for developing the experimental dispersion curve.
Another aspect of the MASW method that requires further investigations is the near-field
effect. Being able to mitigate such effects is critical as it can enhance the accuracy and reliability
of the MASW method. We hypothesize several factors that are generally ignored in the literature,
such as subsurface conditions, surface wave types (Rayleigh and Love), source offsets, and
source type (sledgehammer and vibroseis), are important for developing accurate, practical
guidelines for near-field mitigation. Currently, there is no acceptable practical guideline for nearfield mitigation that has been tested for these different conditions. Additionally, the capability of
different transformation techniques for near-field mitigation is not fully understood or examined
in the previous studies. In order to examine this hypothesis, in this dissertation, the near-field
effects are examined considering different conditions with the aim of establishing reliable,
practical criteria for mitigating such effects during field measurements.
Therefore, two hypotheses (as mentioned above) are mainly targeted in this dissertation
to improve our understanding of several aspects of the MASW technique that needs further
investigation. These aspects have been rarely investigated in the literature, even though they are
critical for the correct MASW data processing and data interpretation and for improving the
reliability of the MASW method. The field data that have been collected to examine these topics
are also used for further processing to assess the accuracy and efficiency of the MASW and
MHVSR techniques for geotechnical infrastructure evaluation, particularly for sites with
complex geology environments. This is important since the current state of practice in
geotechnical engineering only provides discrete information regarding subsoil properties,
meaning that they are incapable of accurately monitoring geotechnical infrastructure's
7

performance during their life span. Therefore, the geophysical methods may be a suitable
alternative to the current state of practice for such purposes. To investigate this hypothesis, two
types of geotechnical infrastructures are targeted as below.
1- Melvin-Price levee: a levee system that has experienced considerable piping through the
foundation soil, causing numerous sand boils along the landside toe of the levee (Rahimi
et al., 2018).
2- Ozark and Sand Gap landslide sites: two active landslides in Arkansas that have
experienced considerable slope movements, causing several big cracks within the
landslide area.
1.4

Importance of the proposed research for geotechnical and geophysical engineering
The contributions and importance of this dissertation can be divided into three topics: (1)

identifying the most suitable transformation technique under different conditions for developing
the experimental dispersion curve for active surface wave testing, (2) improving the reliability
and accuracy of the MASW method by developing practical guidelines for near-field mitigation,
and (3) examining the efficiency of the MASW and MHVSR methods for geotechnical
infrastructure evaluation in a rapid, non-invasive, and cost-effective manner. These topics are
discussed in more detail below.
Four wavefield transformation techniques are commonly used in MASW data processing
for developing the experimental dispersion curve. Researchers and consultants have extensively
used these transformation techniques from different institutions and in various software
packages. Since no study has compared the performance of these methods under various
conditions, it is currently assumed that their differences are negligible. In this dissertation, the
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performance of the four common transformation methods is compared under various conditions
to identify their capabilities for developing experimental dispersion curves. The results of this
dissertation benefit researchers and practitioners regarding the advantages and limitations of each
transformation method for MASW data processing. This makes a valuable contribution to
improving the MASW data processing because it advances our understanding of the most
suitable transformation method that should be used for a particular site condition. Additionally,
this helps eliminate some potential misinterpretations (e.g. mode misidentification) that often
occur in the MASW data processing due to inappropriate transformation technique selection for
MASW data processing.
Another contribution of this dissertation to geotechnical and geophysical communities is
developing the best practical guidelines to eliminate or reduce near-field effects on array-based
active surface wave methods, particularly the MASW method. Advancing our understanding of
near-field effects is important for improving the reliability of the active surface wave methods
and expanding their applications in geotechnical and geophysical communities. For active
surface wave methods, due to high attenuation properties of near-surface layers and limitation in
source energy, the common practice is to minimize source offsets (i.e. use shorter source offsets)
to acquire a high signal-to-noise ratio. With such array and source offset configurations, the nearfield effect is the main issue that leads to a systematic underestimation of the measured phase
velocity at low frequencies. This dissertation develops the best practical guidelines for near-field
mitigation on active surface wave testing by investigating the influence of all important factors
(as mentioned above) on near-field effects. These new guidelines help researchers and
practitioners to reduce the near-field effects in their experimental data. Overall, the two topics
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mentioned above help establish the best practice guideline for the MASW method in the
geotechnical and geophysical communities.
The last contribution of this dissertation is regarding the effectiveness of the MASW and
MHVSR methods for health monitoring of geotechnical infrastructures by generating a
continuous image of the subsurface layering and conditions. Being able to generate a highresolution and detailed image of subsurface layering is very beneficial for many civil engineering
structures. This is particularly important for levees, embankment dams, and landslides since
regular inspection of these structures is required to ensure their safety and prevent a potential
failure. Therefore, in this dissertation, the MASW and MHVSR methods have been employed for
two types of geotechnical infrastructures (i.e. levees and landslides) to determine the capability
of these methods for geotechnical infrastructure health monitoring.
1.5

Organization of the dissertation
This dissertation is presented in six chapters. The first two chapters of this dissertation

include Introduction (Chapter 1) and Literature review (Chapter 2). The next chapter (Chapter 3)
details the accuracy and resolution of the four common transformation techniques for developing
the experimental dispersion curve considering different conditions. Chapter 4 discusses the nearfield effects observed in the MASW method based on extensive field measurements and provides
practical guidelines for near-field mitigation on active array-based surface wave methods.
Chapter 5 presents the efficiency of the MASW method for detecting zones of high potential
hazard along the Mel-Price reach of the Wood River Levee with regard to the importance of the
velocity reversal layer for the MASW data interpretation. The last chapter (Chapter 6) examines
the efficacy of the MASW and MHVSR methods for landslide investigations by applying these
methods for two active landslides that have recently experienced considerable slope movements.
10

The results for the last four chapters are provided in the form of journal publications. A
journal paper has been submitted to the Surveys in Geophysics Journal based on examining the
performance of the four different transformation techniques for developing the experimental
dispersion curve entitled “Performance of Different Transformation Techniques for MASW Data
Processing Considering Various Site Conditions, Near-Field Effects, and Modal Separation”.
The newly developed practical guidelines regarding near-field mitigation on array-based active
surface wave methods have been submitted in a journal paper in Geophysical Journal
International entitled “Practical Guidelines for Near-field Mitigation on Array-based Active
Surface Wave Testing”. The efficacy of the geophysical methods for health monitoring of a
levee system (Mel-Price levee) that has experienced considerable sand boils are detailed in a
journal paper published in the Engineering Geology Journal entitled “The combined use of
MASW and resistivity surveys for levee assessment: A case study of the Melvin Price Reach of
the Wood River Levee”. Finally, the advantages of using geophysical methods for landslide
investigations are highlighted in a journal paper published in the Landslides Journal entitled
“The MHVSR Technique as a Rapid, Cost-Effective, and Non-invasive Method for Landslide
Investigation: Case Studies of Sand Gap and Ozark, Arkansas, USA”.
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2
2.1

CHAPTER 2: LITERATURE REVIEW
Chapter overview
This chapter provides an overview of the topics related to the seismic wave propagations

of body and surface waves. Additionally, backgrounds regarding the MASW and MHVSR
methods, as the primary geophysical methods used in this dissertation for geotechnical
infrastructure health monitoring, are presented. For the MASW technique, two topics are
discussed in detail as the main focuses of this dissertation. These include (1) the four
transformation techniques widely used for data processing of the MASW technique and (2) the
near-field effects on the array-based active surface wave methods and the current practice for
mitigating such effects.
2.2

Seismic waves
Seismic waves that propagate within a medium with a free surface are categorized into

two types: body waves and surface waves. Body waves typically dominate the wavefield at
distances on the order of one or two wavelengths from the shot location (source offset).
However, for distances greater than that, the contribution of the body waves in the wavefield is
negligible, and surface waves carry the majority of the energy generated by the source. This is
due to the geometric attenuation factors of the body and surface waves.
While for body waves, the geometric attenuation factor is proportional to the inverse of
the square of the distance from the source, for surface waves, this factor is proportional to the
inverse of the square root of the distance from the source. Therefore, it is typically assumed that
at far-field distances, the wavefield is mainly dominated by surface waves (Stokoe et al., 2000).
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2.2.1 Body waves
Body waves include the waves that propagate through the interior of the medium and
consist of P-waves and S-waves. For P-waves, also called compression waves, the particle
motion is parallel to the direction of the wave propagation (see Figure 2.1a). For S-waves, also
called shear waves, the particle motion is perpendicular to the direction of the wave propagation
(see Figure 2.1b). The S-waves are subdivided into two groups based on the plane of the particle
motion, including vertically polarized shear wave (SV) and horizontally polarized shear wave
(SH).
Body waves are nondispersive, which means that their velocity of propagation is only a
function of the mechanical properties of the medium and its independent of frequency. The P and
S-wave velocities of geo-materials in a linear elastic medium are directly linked to the
fundamental elastic properties of the geo-materials and can be defined as below (Yoon, 2005;
Foti et al., 2014):

λ+2G
VP =√
ρ
G

VS =√ ρ

(1)

(2)

Where VP is the P wave velocity, VS is the S wave velocity, λ is the Lame constant, ρ is
the mass density, and G is the shear modulus of materials. It should be mentioned that since the
strain level associated with the seismic waves created using non-invasive geophysical methods is
typically very small, the linear elastic assumption is always valid for non-invasive geophysical
methods.

13

2.2.2 Surface waves
Seismic surface waves, which include Love and Rayleigh type surface waves, travel near
the surface (very shallow depths) and along the free boundary of a medium (i.e. the ground
surface). Therefore, surface waves can be easily detected using receivers placed at the free
surface. These waves are generated from the interaction of P and S-waves with a free surface.
Rayleigh waves, which are generated from the interaction of the P and SV-waves,
involve elliptical motion in the vertical plane (Figure 2.1d). These types of surface waves are
commonly used for surface wave testing because they can be easily generated and detected at the
ground surface.
On the other hand, Love waves, which are generated from the interaction of the P and
SH-waves, produce particle motion perpendicular to the wave travel direction (Figure 2.1c).
These types of surface waves mostly develop when a soil layer overlies a half-space with
considerably lower seismic wave velocity relative to the half-space layer. Therefore, due to the
limited subsurface conditions ideal for the development of the Love waves, they have been rarely
used for surface wave testing. However, in recent years, Love waves have been used more
frequently for active surface wave testing for geotechnical applications (Mi et al., 2020; Chen et
al., no date).
Unlike the body waves in a vertical heterogeneous medium, surface waves are dispersive,
meaning that their propagation velocity is a function of frequency. The dispersive nature of the
surface waves in vertically heterogeneous media forms the basis of surface wave methods for
geotechnical site characterization. Another fundamental property of the surface waves which
makes them ideal for geotechnical site characterization is that they are propagating in a two-
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dimensional (2D) pattern, and so their spatial attenuation is considerably lower than the body
waves.

Particle
motion

Particle
motion

Wave direction
Figure 2.1- Seismic waves. a) P-wave, b) S-wave, c) Love waves, d) Rayleigh waves (modified
from www.structuremag.org).
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2.2.2.1 Surface wave propagation in a homogeneous half-space condition
Lord Rayleigh (1855) introduced the solution for Rayleigh waves propagating in a
homogenous, isotropic, elastic half-space condition. The solution is obtained by imposing the
boundary conditions on the equations of motion. Assuming an elastic half-space medium, as
shown in Figure 2.2, displacements in X (represented by u) and Z directions (represented by w)
can be given in terms of two potential functions (𝜙 and 𝜓):

u=

𝜕𝜙 𝜕𝜓
+
𝜕𝑋 𝜕𝑍

w=

𝜕𝜙
𝜕𝑍

−

(3)

𝜕𝜓

(4)

𝜕𝑋

X

Y

Z

Figure 2.2- Coordinate for an elastic half-space medium

By imposing the boundary conditions and applying the assumptions made for a
homogenous, isotropic, elastic half-space medium, the final solution for Rayleigh wave
propagation is given by:
𝑉𝑅2 2
𝑉𝑅2 0.5
𝑉𝑅2 0.5
(2- 2 ) − 4 × (1- 2 ) × (1- 2 ) = 0
𝑉𝑆
𝑉𝑃
𝑉𝑆
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(5)

Where VR is the Rayleigh velocity, Vs is the shear wave velocity, and VP is the p-wave
velocity. Equation (5) is called the Rayleigh waves equation. Based on this equation, for a
homogenous, isotropic, elastic half-space medium, the Rayleigh phase velocity (VR) is only a
function of the P-wave (VP) and S-wave (VS) velocities. Additionally, from this equation, it is
clear that the Rayleigh wave velocity in a homogenous, isotropic, elastic half-space medium is
non-dispersive, meaning that its velocity is independent of frequency. Equation (5) can be
simplified based on the relationship between VP, Vs, and Poisson’s ratio () as below:

𝑉𝑅 =

0.874 + 1.11 × 𝜈
× 𝑉𝑆
1+𝜈

(6)

2.2.2.2 Surface wave propagation in a vertically heterogeneous medium
The Rayleigh waves equation in a homogenous, isotropic, elastic half-space medium is
generally used to introduce the basic concept of Rayleigh wave propagation. However, the real
field conditions are very different than the homogenous, isotropic, elastic half-space medium.
Real field conditions generally consist of a stack of homogenous, isotropic, elastic layers,
followed by the half-space. Therefore, for the majority of the geotechnical problems, the
Rayleigh wave equation for a layered (heterogeneous) medium is used to model the surface wave
propagation.
In a vertically heterogeneous (layered) medium, the problem of solving Rayleigh wave
propagation becomes more complicated. The elastic properties used for such a medium for each
layer include shear wave velocity (Vs), mass density (), Poisson’s ratio (), and thickness (H),
as shown in Figure 2.3.
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Layer 1

(VS1, 1, 1,H1)

Layer 2

(VS2, 2, 2,H2)

Layer n

(VSn, n, n,Hn)

Figure 2.3- An elastic layered (heterogeneous) medium.

In a vertically heterogeneous (layered) medium, Rayleigh propagation is dispersive,
meaning that Rayleigh wave velocity is a function of frequency (or wavelength). For such a
medium, the boundary conditions of no stress at the surface and zero amplitude at infinite depth
are still valid. The final product of Rayleigh wave propagation in a layered medium called the
Rayleigh dispersion equation is an implicit relationship between several parameters, including
Rayleigh phase velocity, frequency or wavelength, and the properties of elastic layers. This
equation is given by (Lai et al., 1998):
𝑓(𝑉𝑅 , 𝜐, 𝜌, 𝐻, 𝑘, 𝜔) = 0

(7)

Where 𝜔 is the wavenumber and k is the circular frequency. Therefore, the main
characteristic of surface waves that make them ideal for site characterization is the dispersive
nature of these waves in layered media. The penetration depth of the surface wave depends on
the wavelength. Long wavelengths (high frequencies) are used to sample deeper subsurface
layers, whereas short wavelengths (low frequencies) are used to sample shallow subsurface
layers (see Figure 2.4). Therefore, waves with different wavelengths (frequencies) sample
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different depths of the subsurface layering. Another important characteristic of the surface waves
that need to be highlighted is that for a particular wavelength (frequency), multiple solutions
(velocities) exist for Rayleigh wave propagations because multiple modes of Rayleigh waves can
travel at different phase velocities.

Figure 2.4- Dispersive nature of Rayleigh waves in heterogeneous media (Foti et al., 2014).

2.3

Seismic surface waves methods
While a variety of non-invasive geophysical methods have been introduced for

geotechnical infrastructure evaluation (e.g. seismic-based methods, electrical-based methods,
gravity methods, magnetic methods, and remote sensing methods), seismic surface wave
methods have gained more attention in the last two decades in geotechnical engineering. This is
because the seismic surface wave methods can be used for shallow and deep site
characterizations, and their results are closely linked to the fundamental properties of geomaterials (compression and shear modulus).
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The seismic surface wave methods are mainly divided into two groups:1) active and 2)
passive methods. For active surface wave methods, waves are actively created at the desired
location and recorded using a linear array of receivers. This type of testing is valuable for nearsurface (typically up to 30 m depth) site characterization as they are rich in high-frequencies
resulting in good resolution of near-surface material properties. However, no information from
the layers located deep below the ground surface can be acquired using active surface wave
methods because of the lack of low-frequency components.
On the other hand, passive surface wave methods use ambient vibrations, typically called
microtremors, from the environment. Microtremors consist of waves generated from natural
sources (e.g. winds acting on trees and ocean waves) and human-related vibrations (e.g. traffic
and industry activities). Passive surface wave methods are valuable for deep site characterization
as they are rich in low-frequency components (Foti et al., 2014). Therefore, using the
combination of active and passive surface wave methods, one can identify both shallow and deep
subsurface layers with a reasonable accuracy level.
Several active surface wave methods have been developed and used for geotechnical site
characterization during the last two decades. The most commonly used active surface wave
method is the MASW using Rayleigh or Love type surface waves (Penumadu et al., 2005;
Anbazhagan et al., 2008; Rahimi et al., 2019a). Therefore, the main focus of this dissertation is
to improve the data processing and reliability of the MASW method as the most common active
surface wave technique that has been used in the geotechnical community.
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2.3.1 Active MASW method
The multi-station seismic surface wave methods were first introduced in the 1980s
(McMechan et al., 1981; Gabriels et al., 1987), but these methods became popular in many
disciplines in the late 1990s and early 2000s with more powerful computers for sophisticated
data processing. The multi-station seismic surface wave techniques have several advantages over
the traditional two-sensor Spectral Analysis of Surface Waves (SASW) method. Using the multistation array-based methods, the production rate in the field measurements is remarkably
increased, and the data processing and data interpretation become less subjective and more
robust (Foti et al., 2014). Additionally, the multi-station seismic surface wave techniques help to
mitigate several limitations associated with the traditional two-sensor Spectral Analysis of
Surface Waves (SASW) method. This includes poor resolution experimental dispersion image,
failure to detect multiple modes of propagation, which could be important for data interpretation,
and inability to accurately identify the near-field effects (Zywicki et al., 2005).
The multi-station seismic surface wave techniques came into popular use in geotechnical
engineering for near-surface site characterization with the introduction of the MASW method in
1999 by Park et al. (Park et al., 1998). MASW utilizes the dispersive nature of either Rayleigh or
Love type surface waves propagating through geomaterials and aims to estimate the variation of
shear wave velocity (Vs) with depth. The MASW method is appealing for near-surface site
characterization (generally for depths shallower than 30 m) because it is non-destructive, rapid,
cost-effective, and it allows for identification and rejection of unwanted data points, including
higher modes and near field effects.
The standard procedure for the MASW testing includes three steps as described below:
(see Figure 2.5)
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1- Field measurement and data acquisition (Figure 2.5a): MASW testing is typically
conducted using a linear array of vertical or horizontal geophones (typically 24 or 48
geophones) spaced uniformly (typically 0.5m to 2 m geophone spacing). The spacing
between each geophone and the number of geophones are generally determined based
on maximum target depth and site conditions. The geophones are typically coupled to
the ground surface using spikes. However, for sites where many MASW setups are
required, the geophones can be attached via a landstreamer system to increase the
testing rate. The landstreamer allows all geophones in the array to be dragged as a
single system across the survey line instead of coupling each geophone to the ground
via a spike. The disadvantage of the landstreamer system is the reduced experimental
data quality (i.e. low-resolution experimental dispersion curve) because the
geophones are not coupled as well to the ground surface. A refraction cable is used to
connect all geophones to the Geode seismograph. The Geode seismograph is
connected to a field laptop to record and view signals during field testing. Waves are
actively created using an artificial source such as a sledgehammer or a drop weight.
For each MASW setup, waves are generated at different source offsets to identify the
potential near-field effects, detect the fundamental mode of surface wave propagation,
and estimate the uncertainty associated with the experimental dispersion curve (Cox
et al., 2011). Between 3-10 blows are typically generated at each source offset to
average together and provide data redundancy.
2- Data processing (Figure 2.5b): The main part of the MASW data processing is the
construction of the experimental dispersion curve (i.e. the variation of phase velocity
with frequency). To do so, the raw MASW data, which is in the time-space domain,
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needs to be transformed into the frequency-wavenumber (f-k), frequency-slowness (fp), or frequency-velocity (f-v) domain to generate a dispersion image. Four different
transformation methods are widely used in the literature to construct the experimental
dispersion curve. These methods are discussed in detail in the next section.
Dispersion data points generated from each source offset are combined to create the
raw experimental dispersion curve, which may include data from the fundamental
mode, higher modes, effective mode, and data affected by near field effects. All the
points identified as affected by near-field effects or propagating at an effective or
higher mode are removed from the raw experimental dispersion curve to isolate the
fundamental mode of propagation. Typically, the fundamental mode is considered as
the mode of interest for the inversion process (Foti et al., 2014).
3- Inversion (Figure 2.5c): The final experimental dispersion curve obtained from
the data processing step is used in an iterative process called inversion to determine
the shear wave velocity variation with depth. The inversion process involves an
iterative process to find the best shear wave profile, resulting in a theoretical
dispersion curve that best fits the experimental one. The assumptions made in the
iterative process consist of 1) horizontal soil layering, 2) constant shear wave velocity
for each soil layer, and 3) homogenous and isotropic soil layers. The quality of the fit
between the experimental and theoretical dispersion curves is evaluated based on both
the calculated misfit parameter (collective squared error between the experimental
and theoretical dispersion curves) and by visual inspection. The visual inspection is
necessary since the misfit parameter is only used to compare the relative quality of
the fit between the experimental and theoretical dispersion curves (Rahimi et al.,
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2018). Like any other inverse problem, one of the main drawbacks of the MASW
method is the nonuniqueness of the solution in the inversion process. This means that
several shear wave velocity profiles can reasonably fit with the experimental
dispersion curve for a given dispersion curve. This limitation can be overcome by
adding information from other methods (e.g. boring logs) regarding the subsurface
layering of the site to constrain the inversion solution. Additionally, the uncertainty in
the inversion process can be mitigated to some extent by joint inversion of the surface
wave (e.g. joint inversion of the MASW and the MHVSR results).
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A-Data acquisition

C-Inversion

B-Data processing

Figure 2.5- Standard procedure for MASW testing. a) data acquisition (modified from
www.masw.com), b) data processing, c) inversion.
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2.3.1.1 Construction of the experimental dispersion curve using transform-based methods
One of the basic tools commonly used in seismic data processing is the wavefield
transformation that transforms the wavefield from its original domain into another domain. The
wavefield transformation comprises a main portion of the MASW data processing and controls
the resolution of the experimental dispersion curve. This is important since the higher the
resolution of the experimental dispersion curve, the higher the accuracy of the final MASW
results (i.e. inverted shear wave profile). Therefore, for MASW testing, the wavefield
transformation is of primary importance since it directly affects the final inverted shear wave
profile.
In the transform-based methods used for MASW, the original time-space (t-x) domain
data is transformed into the frequency-wavenumber (f-k), frequency-slowness (f-p), or
frequency-velocity (f-v) domain to generate a dispersion image that contains information from
different modes of propagation. One of the main advantages of transforming the wavefield into
the f-k, f-p, or f-v domain is that in the transformed domain, the propagation parameters can be
easily identified as spectral maxima (Foti et al., 2014). The other advantage of the transformbased method is that different modes can often be detected and separated in the transformed
domain even when the modes are not clearly visible in the time-space domain. The modes
typically appear as separate maxima of the power spectrum in the transformed domain. This is
particularly important for cases where the accuracy of the inversion analysis can be enhanced by
including the higher modes in the inversion process (Beaty et al., 2002; Xia et al., 2003).
Four different transformation methods are commonly used by researchers from different
institutions and software packages available for MASW data processing. These methods include
the frequency-wavenumber (FK) method (Capon, 1969; Nolet et al., 1976; Gabriels et al., 1987;
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Yilmaz, 1987; Foti et al., 2000), Frequency Domain Beamformer (FDBF) method (Zywicki,
1999; Hebeler et al., 2007), phase shift method (Park et al., 1998), and slant stack or frequencyslowness (-p) method (McMechan et al., 1981). Depending on the site condition, the resolutions
of the four transformation methods could yield differences in the developed experimental
dispersion curve. The resolution of the experimental dispersion curve is a critical factor for the
MASW technique, particularly for the low-frequency range of the dispersion curve, where the
data are typically corrupted by the near field effects or other issues.
Provided in Table 1 is a summary of the transformation methods used by researchers and
practitioners from different institutions and in different software packages available for the
MASW data processing. According to this table, the FK method is the most common
transformation method used for MASW data processing. This is because the FK is the simplest
and fastest transformation method for MASW data processing.
The second most common transformation technique is the PS method. This method is
widely used in software packages available for MASW data processing. The FDBF
transformation technique is the least common method used for MASW data processing. This is
because the FDBF transformation technique is more computationally complex as compared to
the other transformation techniques. This method is mainly used for research purposes, and it is
not common among practitioners. The four transformation methods are explained in detail in the
following.
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Table 1- Summary of the different transformation methods used by researchers from different
institutions and software packages
Dispersion processing

No

Affiliation

Country

1

Univ. Texas at Austin (Cox et al. 2014)

USA

FDBF, FK, PS, and p

Matlab

2

Institut des Sciences de la Terra

France

FK

Geopsy

3

Univ. of Iceland (Olafsdottir et al. 2018)

Iceland

PS

MASWaves, Matlab

4

Univ. of Arkansas (Rahimi et al. 2108)

USA

FDBF, FK, PS, and p

Matlab

5

Zhejiang Univ. (Cheng et al. 2019)

China

FK and p

6

Monash Univ. (Volti et al. 2016)

Australia

p

SeisImager/SW

7

Univ. of Potsdam (Lontsi et al. 2016)

Germany

FK

Geopsy

8

Univ. of Nevada Reno/Optim Inc.

USA

p

SeisOpt ReMi

9

Western Univ. (Darko et al. 2020)

Canada

FK

Geopsy

10

Politecnico di Torino (Foti et al. 2000)

Italy

FK

Matlab

USA

FK

Matlab

Italy

FK

-

11

12

Univ. of Missouri (Rosenblad and Li
2009)
National Institute of Oceanography and
Applied Geophysics

method

Software

13

Geometrics Inc.

USA

p

SeisImager/SW

14

Park Seismic LLc.

USA

PS

ParkSEIS

15

Kansas Geological Survey

USA

PS

SurfSeis

16

Geogiga Technology Corp

USA

FK, PS, and p

Geogiga Surface

17

RadExPro

Russia

FK

RadExPro

18

Eliosoft

Italy

PS

WinMASW

19

GeoVision (Martin et al. 2017)

USA

FK and PS

-

2.3.1.1.1 Slant stack (τ-p) method
The-p method, also called slant stack or frequency-slowness method, was first
introduced by McMechan and Yedlin in 1981. This method utilizes two linear transformations
that allow the decomposition of the shot-gather into its plane-wave linear components. The two
linear transformations include a slant stack and a one-dimensional Fourier transform. The
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original time-space (t-x) domain data is converted into a time intercept-slowness (-p) domain
using the slant stack transformation. A one-dimensional (1D) Fourier transform is then applied to
the -p domain data to transform the data into the frequency-slowness (f-p) domain. Therefore,
using this method, the original shot-gather, which is in the time-space (t-x) domain, can be
transformed into an image of energy density as a function of frequency and slowness
(McMechan et al., 1981; Sacchi et al., 1995; Louie, 2001; Foti et al., 2014).
The linear relationship that relates the four variables t, x, time delay at zero offset),and
p is defined as:
t=  +px

(8)

The slant slack transform is expressed as:
+∞

f(,p) = ∫

+∞

U(𝑥, 𝑡)d𝑥 = ∫

−∞

U(𝑥, 𝜏 + 𝑝𝑥)d𝑥

(9)

−∞

This equation can be written in discrete form as follows:
𝑚

f(,p) = ∑ U(𝑥𝑗 , 𝜏 + 𝑝𝑥𝑗 )∆𝑥

(10)

𝑗=1

Shown in Figure 2.6 is an illustration of the linear slant stack transformation. In this
linear transformation, for each value of , the data in the time-space domain are stacked along a
straight line with a slope of p. This means that each straight line in the time-space domain is
associated with a constant data pair of (-p) in the -p domain.
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=0.05

p

p= 0
p= 0.0001 s/m
p= 0.0002 s/m



Figure 2.6- An example shot gather data with -p transform.

Finally, by applying a one-dimensional Fourier transform over the time intercept variable
(), the data can be transformed into the frequency-slowness domain (f-p) as below:
+∞

F(f,p) = ∫

f(,p)𝑒 −𝑖2𝜋𝑓𝜏 d𝜏

(11)

−∞

The frequency-slowness data pair (f-p) associated with the maximum energy is identified
at each constant frequency. Then, the phase velocity related to each of the maxima can be easily
calculated as below:
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VR (f)=

1
𝑝

(12)

The frequency-phase velocity data pairs associated with the maximum energy are
combined to construct the experimental dispersion image, representing the phase velocity
variation with frequency.
2.3.1.1.2 Frequency-wavenumber (FK) method
The frequency (f)-wavenumber (k) transformation method was first proposed by Nolet
and Panza in 1976 and then used by other researchers for surface waves data processing (Capon,
1969; Nolet et al., 1976; Gabriels et al., 1987; Yilmaz, 1987). In this method, the recorded data,
which is in the time-space (t-x) domain, is transformed into the frequency-wavenumber (f-k)
domain using a two-dimensional (2D) Fourier transform as below:
+∞

W(𝑓, 𝑘) = ∬

U(𝑥, 𝑡)𝑒 −𝑖(2𝜋𝑓𝑡−𝑘𝑥) 𝑑𝑥𝑑𝑡

(13)

−∞

The discrete form of this equation is defined as below:
𝑛

𝑚

W(𝑓, 𝑘) = ∑ ∑ U(𝑥𝑗 , 𝑡𝑛 )𝑒 −𝑖(2𝜋𝑓𝑡𝑙−𝑘𝑥𝑗) ∆𝑥∆𝑡

(14)

𝑖=1 𝑗=1

In the f-k method, the time-space domain data are decomposed into its components at
different frequencies and wavenumbers. The raw time-space domain data are transformed into an
image of energy density as a function of frequency and wavenumber. Once the data are
transformed into the f-k domain, the phase velocity associated with each of the f-k data pairs can
be calculated using the equation below:
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VR (f)=

f
km (f)

(15)

In the transformed domain, the wavenumber and the phase velocity associated with the
maximum energy (maximum power) are identified at each frequency. An example of this process
is shown in Figure 2.7. Presented in Figure 2.7 a, b, c, and d are examples of normalized power
spectral plots versus phase velocity and wavelength at frequencies of 20 and 40 Hz, along with
the points associated with the maximum energy at each frequency. Using this information, two
experimental dispersion data points can be generated, as shown in Figure 2.7e.
A dispersion curve, representing the variations of phase velocity with frequency, can be
created by repeating this process for the range of frequencies of interest. This dispersion curve
can then be used for further processing to identify the properties of subsurface layering.

a

(VR=128 m/s , f=20 Hz)

(W=6.4 m , f=20 Hz)

f=20 Hz

f=20 Hz

(VR=119 m/s , f=40 Hz)

(W=3 m, f=40 Hz)

c

f=40 Hz

d
f=40 Hz

150

Phase velocity (m/s)

b

(20,128)
(40,119)

e

100

50
10

Frequency (Hz)

100

Figure 2.7- Example dispersion data points generated using the FK method. a) velocity versus
normalized power at f=20 Hz, b) wavelength versus normalized power at f=20 Hz, c) velocity
versus normalized power at f=40 Hz, d) wavelength versus normalized power at f=40 Hz, e)
dispersion data points at frequencies of f = 20 and f = 40 Hz.
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2.3.1.1.3 Frequency Domain Beam-Former (FDBF) method
Frequency Domain Beam-Former (FDBF) is one of the most commonly used transformbased data processing methods for surface wave testing. This method was first introduced by
Lacoss et al. in 1969 and then modified by several other researchers (Zywicki, 1999). The basic
concept of this method is very similar to the -p transformation method. The term beamformer
refers to the ability of an array or signal processing method to focus on a particular direction and
the mainlobe of an Array Smoothing Function (ASF), which is called a beam (Johnson et al.,
1993).
The FDBF method utilizes a steering vector, which is an exponential phase shift vector,
to calculate the power associated with each particular frequency-wavenumber (f-k) data pair. A
steering vector is defined as (Zywicki, 1999; Hebeler et al., 2007):
e(k) = [𝑒 −𝑖𝑘.𝑥1 , 𝑒 −𝑖𝑘.𝑥2 , … . 𝑒 −𝑖𝑘.𝑥𝑚 ]𝑇

(16)

In this equation, e(k) is the phase shift vector, k is the vector wavenumber, xm denotes the
sensor m position in the array, and T denotes the transpose of the vector. For a particular f-k data
pair, the power (energy) is calculated by multiplying the spatiospectral correlation matrix (R) by
the steering vector and then summing the total power over all the receivers. The steered power
spectrum is defined as below:

PBF (k,ω)=eH WRWH e

(17)

Where H denotes the Hermitian transpose of the vector and W is a diagonal matrix
containing the shading weights of each receiver as below:
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w1
W= [ ⋮
0

⋯
⋱
⋯

0
⋮ ]
wm

(18)

The spatiospectral correlation matrix (R) is also defined as:
R1,1 (ω)
R(ω)= [ ⋮
Rm,1 (ω)

R1,m (ω)
⋮
]
Rm,m (ω)

⋯
⋱
⋯

(19)

where Rm,n is the cross power spectrum between receivers m and n:
R m,n (ω) = Sm (ω)SnH (ω)

(20)

Where S(ω0 ) = [S(𝑥1 , ω0 ) S(𝑥2 , ω0 ) … . S(𝑥𝑚 , ω0 )]𝑇 is the temporal Fourier transform
of the time history at 𝜔 = 𝜔0 for each of the receivers, which can be calculated as below:
n-1

-i2πωt
N

S(ω0 )= ∑ s[t]×e

(21)

t=0

Where N is the number of time-domain samples. The first version of the FDBF
transformation method was proposed, assuming a plane seismic surface wavefield. This
assumption is also made in all the other transformation methods (-p, FK, and phase shift).
However, this is not always a valid assumption for the wavefield as surface waves are typically
propagating cylindrically in the near-field zone. This is particularly true for surface waves with a
longer wavelength (i.e. low-frequency waves). This near-field effect of modeling a cylindrical
wavefield with a plane wavefield is called the model incompatibility effect.
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The FDBF transformation method was modified in 2005 to account for the model
incompatibility effect (Zywicki et al., 2005). In the updated FDBF method, a new steering vector
was defined to account for the cylindrical wavefield:
h(k)=[e -iϕ(H0(k.x1) ,e -iϕ(H0(k.x2) ,…. e -iϕ(H0 (k.xm) ]

T

(22)

Where ϕ taking the phase angle of each the arguments in parentheses, and h(k) is the
Hankel steering vector. The steered power spectrum for the cylindrical wavefield is expressed as
below:

PCBF (k,ω)=hH WRWH h

(23)

Zywicki et al. (2005) have claimed that the updated version of the FDBF method
overcomes the limitations of the plane wavefield assumption by accounting for the cylindrical
wavefield in the near-field zones.
The construction of the experimental dispersion image in the FDBF method is similar to
that of the FK method. At each constant frequency, maximum(s) in the power spectra plot, which
is related to the wavenumbers of dominant modes of Rayleigh waves, is selected for further
processing. The corresponding phase velocity is then calculated for each f-k data pair using
Equation 10.
The FDBF method can be used for both active and passive surface wave testing. For
active surface wave measurements, the FDBF uses a one-dimensional (linear) set of receivers.
Therefore, this method is simplified for active surface wave testing because the direction of wave
propagation is known, and the location of receivers is a scalar value.
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2.3.1.1.4 Phase shift method
The phase shift method for surface wave data processing was proposed by Park et al.
(1998). In this method, the time-space (t-x) domain data are first converted into the circular
frequency-space (𝜔-x) domain using a one dimensional Fourier transform as shown below (Park
et al., 1998):
+∞

f(t,x)𝑒 𝑖𝜔𝑡 d𝑡

U(ω,x) = ∫

(24)

−∞

All parameters in Equation 21 are the same as those defined in the preceding sections.
The transformed function is then defined as the multiplication of two separate terms, including
phase [P(ω,x)] and amplitude spectrum [A(ω,x)]:
U(ω,x) = P(ω,x)A(ω,x)

(25)

The amplitude parameter preserves the information about the signal attenuation and
geometrical spreading, whereas the phase velocity parameter preserves all the information
regarding the dispersion properties. Therefore, U(ω,x) function can also be expressed as below:

U(ω,x) = 𝑒 −𝑖∅𝑥 A(ω,x) = 𝑒

−𝑖

𝑤
𝑥
𝑉𝑅 A(ω,x)

(26)

The final phase shift equation is obtained by applying an integral transformation to
U(ω,x) function as below:
+∞

V(ω,∅) = ∫

𝑒 𝑖∅𝑥

−∞

U(ω,x)
d𝑥
|U(ω,x)|

Then, the dispersion image can be constructed by calculating the phase velocity
corresponding to the maximum of the V(ω,∅) function at each circular frequency:
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(27)

CR (ω)=

ω

∅

(28)

2.3.1.1.5 Comparison of different transformation techniques in previous studies
A limited number of studies have investigated the performance of different
transformation techniques for MASW data processing. The primary study in this regard was
conducted by Dal Moro et al. (2003). They compared the performance of three transformation
techniques (FK, PS, and p methods) for sites with unconsolidated sediments. They claimed that
the PS method provides the highest resolution dispersion curve compared to the FK and p
methods for sites with unconsolidated sediments. Finally, they recommended using the PS
method for MASW data processing when the fundamental mode of propagation is desired to be
utilized for the inversion process.
In another study by Tran and Hiltunen (2008), the performance of the four transformation
methods was compared for developing the experimental dispersion curve. In this study, the
MASW testing was performed at a site that consists of a 10 m medium dense, fine, silty sand
followed by a hard clay layer. Shown in Figure 2.8 are dispersion curves generated using the four
different transformation techniques in Tran and Hiltunen's (2008) study. This study concluded
that the results from all the transformation techniques are in good agreement, but the FDBF
cylindrical leads to a slightly higher resolution dispersion curve compared to the other
transformation techniques.
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Figure 2.8- Example results from Tran and Hiltunen's (2008) study. a) FK, b) p, c) PS, and d)
FDBF-cylindrical.
Kumar and Naskar (2018) also evaluated the performance of three transformation
techniques (FK, PS, and p methods) for MASW data processing using both synthetic and field
data. Shown in Figure 2.9 are dispersion curves generated using three different transformation
techniques in Kumar and Naskar's (2018) study. They mentioned that the dispersion curves
generated from the three transformation techniques match well (Kumar et al., 2018); however,
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they recommended the PS method as the best transformation technique for MASW data
processing, similar to Dal Moro et al. (2003).

Figure 2.9- Example results from Kumar and Naskar’s (2018) study. a) PS, b)FK, c) p, and d)
combination of all methods.

2.3.1.1.6 Limitation of the previous studies
While the field transformation method is the main part of the MASW data processing
controlling the final results, a limited number of studies have investigated the ability and
resolution of each of the transformation methods for MASW data processing. The previous
studies only compared the performance of different transformation techniques for one particular
subsurface and field conditions. This means that their recommendations regarding the
performance of different transformation techniques are site-specific and, therefore, cannot be
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utilized by other researchers. This is the main issue with the previous studies regarding the
performance of the four common transformation techniques for MASW data processing.
Another issue with the previous studies is that they failed to provide all critical
characteristics of their study areas (e.g. depth to the sharp impedance contrast, wavefield noise
conditions). These characteristics are important to truly understand the differences observed in
the experimental dispersion curves generated from different transformation techniques.
Therefore, in this dissertation, the four transformation methods are used to generate the
experimental dispersion curve for different subsurface and wavefield conditions (e.g. sites with a
shallow bedrock layer, sites with a deep bedrock layer, sites with a velocity reversal layer, sites
without significant environmental noise, sites located in a noisy environment, and sites with clear
near field effects) to identify the advantages and limitations of each method.
2.3.1.2 Near-field effects
The near-field effect is the most encountered issue in the MASW method, limiting the
application of this method in geotechnical and geophysical communities. The primary
assumption made for data processing of surface wave methods is that the wavefield only consists
of plane surface waves. In other words, the two main simplifying assumptions for surface waves
data processing are (1) plane wavefield with no contributions from cylindrical waves and (2)
pure surface waves with no interference from body waves.
Passive surface wave methods generally hold these assumptions reasonable as sources for
these methods are located far away from the array of geophones. However, for the active surface
wave methods such as the MASW method, source distance from the first receiver (i.e. source
offset) is minimized to achieve a high signal-to-noise ratio (Tokimatsu 1995, Zywicki 1999). In
addition, long source offsets are not always desirable for active array-based surface wave
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methods due to the site constraints and lateral variability in the soil profile as array size
increases. Therefore, the simplified assumptions made for data processing of active surface wave
methods might not be valid for short source offsets (Ryden and Mooney 2009). The regions in
the wavefield where these assumptions are invalid are called the near-field. When a source is
placed within the near-field, the adverse effects produced on the measured phase velocity due to
the contribution of cylindrical spreading waves and interference of body waves are called the
near-field effects.
The near-field effects can be categorized into two main categories based on the
assumptions made for active surface waves data processing. First, the near-field effect of
modeling a cylindrical wavefield with a plane wavefield is called model incompatibility
(Zywicki and Rix, 2005). This near-field effect is detected by a clear roll-off in the measured
phase velocity at low frequencies. Second, the near-field effects due to body wave interference
lead to oscillations in the measured phase velocity at low frequencies.
Provided in Figure 2.12a and b are examples of near-field effects observed in the form of
clear roll-off (Figure 2.10a) and oscillation (Figure 2.10b) in the experimental phase velocity at
low frequencies. It should be mentioned that for the examples illustrated in Figure 2.10, the nearfield effects are very clear in the experimental dispersion data. However, this is not always the
case, as sometimes the near-field effects alter the slope of the low-frequency portion of the
dispersion curve. This makes the detectability of the near-field effects very difficult.
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Roll-off in
phase velocity

a

b

Oscillation in
phase velocity

Figure 2.10- Clear examples of near-field effects. a) clear roll-off in the measured phase velocity
due to model incompatibility, b) apparent oscillations in the measured phase velocity due to body
waves interference.

Overall, the near-field effect is one of the unresolved issues of the MASW method, which
corrupts the low-frequency experimental dispersion data so that they cannot be reliably used for
the inversion process. Additionally, given that sometimes it is difficult to detect the experimental
dispersion data corrupted by near-field effects, these data can be mistakenly used as the true
experimental phase velocity. This leads to significant mispredictions (generally underestimation)
of the subsurface layers’ properties. According to the previous investigation, the measured phase
velocity can be underestimated as much as 30% in the low-frequency dispersion data (Yoon et
al., 2009). The low-frequency dispersion data, which are sometimes corrupted by near-field
effects, are important because they have information regarding deeper subsurface layers (e.g.
stiff soil layers or bedrock units). It is, therefore, critical to be able to mitigate near-field effects
on active surface wave methods (e.g. MASW).
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2.3.1.2.1 Previous studies on near-field effects
In the last decade, many research groups have investigated the near-field effects on the
traditional two-sensor SASW method. However, a limited number of studies examined the nearfield effects on array-based active surface wave methods such as the MASW method. These
limited studies aimed to develop ways to eliminate or reduce the near-field effects on array-based
active surface wave methods. The proposed methods for near-field mitigation in the previous
studies include (1) modifying wavefield transformation technique to account for cylindrical
waves (Zywicki et al., 2005), (2) increasing distance between the source and first or middle
receiver (Xu et al., 2006; Bodet et al., 2009; Yoon et al., 2009), (3) employing multiple source
offsets (Wood et al., 2012), (4) utilizing a greater number of receivers (Yoon et al., 2009), and
(5) using both phase and group velocity estimates (Tremblay et al., 2019).
One of the primary studies regarding near-field effects on array-based active surface
wave testing was conducted by Zywicki and Rix (2005). In this study, a cylindrical FDBF
transformation technique was introduced to overcome the simplifying assumption of pure plane
wave propagation within the wavefield. This method was extensively discussed in Section
2.3.1.1.3. Shown in Figure 2.11 is the percent difference between the plane and cylindrical
models in Zywicki and Rix's (2005) study. From this figure, it is clear that the percent difference
between the plane and cylindrical models significantly increases as frequency decreases. This
indicates that the near-field effects of model incompatibility are mainly significant at the lowfrequency portion of the dispersion curve. They claimed that the proposed cylindrical
transformation technique eliminates the near-field effects of model incompatibility by utilizing a
cylindrical wavefield model for phase velocity estimation.
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Figure 2.11- Percent difference between the plane and cylindrical models (Zywicki et al., 2005).

Bodet et al. (2009) evaluated the near-field effects on array-based active surface wave
methods using both numerical modeling and field measurements. Based on the results of the
numerical modeling and field measurements, they observed that the measured phase velocity was
underestimated by up to 5% of the real phase velocity for wavelengths of approximately half of
the array size and up to 10% of the real phase velocity for wavelengths approximately equal to
array size. Accordingly, they concluded that the underestimations in the measured phase velocity
due to the near-field effects become significant ( > 5%) when the measured wavelength exceeds
half of the array size.
Yoon and Rix (2009) performed a thorough study on the near-field effects of array-based
surface wave methods. In this study, two normalized parameters were introduced to investigate
near-field effects. These parameters include a normalized phase velocity parameter defined as
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the ratio of the measured phase velocity (with near-field corruptions) to the true phase velocity
(without near-field corruptions) and a normalized array center distance (hereafter normalized
ACD) given by:
x̅ ( 1⁄M ) ∑M
m=1 xm
=
λ
λ

(29)

Where x̅ is the mean distance of all receivers relative to the source offset, λ is the
wavelength, and M is the number of receivers.
Yoon and Rix (2009) performed numerical modeling, laboratory testing, and several field
measurements to investigate near-field effects. Presented in Figure 2.12 are the results of
numerical modeling, laboratory testing, and field measurements from Yoon and Rix's (2009)
study in a plot of normalized Rayleigh phase velocity versus normalized ACD.

Figure 2.12- Numerical, laboratory, and field results of the Yoon and Rix study (modified from
Yoon and Rix, 2009).
Based on the results of the numerical modeling, laboratory testing, and field
measurements, Yoon and Rix (2009) have proposed two practical guidelines for near-field
mitigation of array-based active surface wave methods. These include using a normalized ACD
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greater than 1 to limit errors in the measured phase velocity due to the near-field effects to less
than 10-15% and a normalized ACD greater than 2 to limit errors in the measured phase velocity
due to the near-field effects to less than 5%.
Li and Rosenblad (2011) performed field measurements at eleven sites with very deep
impedance contrast (i.e. bedrock) in the upper Mississippi embayment in the Central U.S. They
used various source offsets (ranging between 3-200 m) and geophone spacings (ranging between
1-25 m) for the active surface wave testing. Using the field measurement results, they followed
the procedure defined by Yoon and Rix (2009) to generate the normalized ACD plots and define
the near-field mitigation criteria. Presented in Figure 2.13 is an example normalized ACD plot
from Li and Rosenblad’s (2011) study.

Figure 2.13- Example normalized ACD plot from Li and Rosenblad's (2011) study.
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From Figure 2.13, it is clear that the normalized ACD criterion for near-field mitigation
defined by Li and Rosenbald (2011) is approximately 0.5. This finding is very different than the
normalized ACD criteria defined by Yoon and Rix (2009). Li and Rosenbald (2011) have
claimed that the inconsistency in the normalized ACD criteria defined in their study with the
findings of Yoon and Rix (2009) is due to different values of Poisson's ratio in the two studies.
They mentioned that the criteria defined by Yoon and Rix (2009) are based on a constant
Poisson’s ratio of 0.3, which is related to unsaturated soil conditions. However, all of the sites
tested in their study had a very high Poisson’s ratio (0.4-0.49) due to the shallow water table
location (ranging between 3-5 m). Therefore, they concluded that Poisson’s ratio is an important
factor influencing near-field effects on array-based active surface wave testing. According to
their obtained results, a less restrictive normalized ACD should be used for sites with a high
Poisson’s ratio. For sites with a very high Poisson’s ratio, they recommended a normalized ACD
of 0.5 to limit the measured phase velocity errors due to the near-field effect to 5% or less.
Roy and Jakka (2017) performed a numerical study using Finite Element modeling in
Plaxis along with the field measurement only for one site to examine the influence of impedance
contrast on near-field effects for the array-based active surface wave testing. In this study,
different subsurface layering with varying impedance contrasts was modeled using Plaxis
software. Presented in Figure 2.14 are example experimental observations from this study, which
include the dispersion data for active and passive measurements along with the normalized array
center plot. They claimed that the impedance contrast has a significant impact on near-field
effects. According to this investigation, the underestimation in the measured phase velocity due
to the near-field effects increases at lower normalized ACD as impedance contrast increases.
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Figure 2.14- Near-field effects observed in Roy and Jakka’s (2017) study. Results from field
tests for different near offset distance: (a) comparison of active and passive test dispersion
curves, and (b) Near-field effects in terms of normalized parameters; For different far offset
distances: (c) comparison of active and passive test dispersion curves, and (d) Near-field effects
in terms of normalized parameters.

In another study by Tremblay and Karry (2019), some practical considerations for nearfield mitigation on array-based active surface wave testing were presented. Using numerical
modeling and experimental measurements, they showed that using a longer array length or larger
number of receivers does not always guarantee the mitigation of near-field effects. They
suggested using both phase velocities and group velocities for experimental phase velocity
estimates to mitigate near-field effects on active array-based surface wave testing.
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2.3.1.2.2 Limitations of the previous studies
While near-field effects are adversely impacting the reliability of the results obtained
from the active array-based surface wave methods and constraining the application of these
methods in engineering practice, a limited number of studies have attempted to examine the
near-field effects. These studies have investigated some of the factors influencing near-field
effects, but there is still a dire need to perform more research in this regard to fully capture the
parameters influencing near-field effects. Additionally, the apparent inconsistency between the
findings of the previous studies regarding the most suitable normalized ACD criteria for nearfield mitigation is another indicator of the need for more comprehensive investigations to
improve our understanding of near-field effects. Practical guidelines provided in the previous
studies are generally site-specific as they fail to consider different factors influencing near-field
effects. Currently, there are no generally accepted practical criteria for near-field mitigation on
array-based active surface wave testing.
Therefore, in this dissertation, in order to develop the best practical guideline for nearfield mitigation, extensive field measurements were performed considering different factors
influencing near-field effects. These factors include depth to sharp impedance contrast (i.e.
bedrock unit), source offset, source type (sledgehammer and vibroseis), surface wave type
(Rayleigh and Love), and the transformation technique used for data processing (FDBF, FK, PS,
and p). Therefore, one of the motivations of this dissertation is to fill this knowledge gap in this
topic and develop the best practical guidelines for near-field mitigation during field
measurements.
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2.4

MHVSR method

2.4.1 Introduction
The MHVSR technique, which was first introduced by Nogoshi and Igarashi in 1971 and
then popularized by Nakamura in 1989, is a passive geophysical method that has been widely
utilized for seismic microzonation and estimation of the fundamental frequency of a site (Eker et
al., 2015; Wood et al., 2019b). According to Nakamura’s studies (Nakamura, 1989, 2000, 2019),
the peak frequency from the MHVSR is approximately equal to the fundamental frequency of a
site. Nakamura also suggested that the amplitude of the MHVSR at the peak frequency can be
used as the seismic site amplification factor. However, other studies (Haghshenas et al., 2008;
Rong et al., 2017) suggested that the amplitude of the MHVSR has a weak correlation with the
true seismic site amplification factor of the site, and hence it should not be directly used as the
seismic site amplification factor.
Another application of the MHVSR method is for the construction of the experimental
dispersion curve at low (0.2-7 Hz) to intermediate (7-30 Hz) frequency ranges (Vantassel et al.,
2018; Wood et al., 2019a), where the dispersion data from the active surface wave methods are
generally corrupted with near-field effects and low signal to noise ratio.
The MHVSR technique is based on the analysis of the ratio between the amplitude of
horizontal and vertical components (H/V) of microtremors or environmental noise. This ratio is
calculated to identify the peak H/V linked to a fundamental property of a site. The microtremor
wavefield can involve different sources, including human activities (e.g. construction and traffic)
or natural phenomena (e.g. wind and ocean waves). In most cases, the microtremor wavefield is
dominated by the surface waves; however, the effects of body waves cannot be neglected in
some conditions (Irikura, 1999; Foti et al., 2014). Assuming that surface waves dominate the
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microtremor wavefield, the vertical component of the microtremors is only affected by Rayleigh
waves, whereas the horizontal components of the microtremors are affected by both Rayleigh
and Love type surface waves. This is because Rayleigh waves create particle motions in both
vertical and horizontal directions, whereas Love waves only created particle motions in a
horizontal direction.
The amplitude of the surface waves and the H/V peak(s) is a function of the source
properties and subsurface velocity structure, but for a given source, the H/V peak is mainly
controlled by the subsurface velocity structure of the site. Studies have proven that peak(s) of
MHVSR typically occur at or close to the fundamental frequency (fr) of the site, which indicates
the presence of a sharp Vs impedance contrast (ratio) in the subsurface (Fäh et al., 2001;
Malischewsky et al., 2004; Yilar et al., 2017). The Vs Impedance Ratio (IR) is defined as the
ratio of the product of mass density () and shear wave velocity (Vs) of two layers.
IR=

ρ2 ×Vs2
ρ1 ×Vs1

(30)

If a peak satisfies the requirements of a reliable peak, as proposed in the SESAME (2004)
guidelines, it can then be used to estimate depth to the sharp impedance contrast (i.e. depth to
bedrock) of the site (Acerra et al., 2004).
The raw MHVSR data is typically processed in general accordance with the SESAME
(2004) guideline. The raw microtremor data is divided into several non-overlapping time
windows to allow for uncertainty in the MHVSR results to be estimated. The Fourier Amplitude
Spectra (FAS) of each component (Vertical, North, and East) is estimated for each of the time
windows and then smoothed using a Konno and Ohmachi smoothing filter (Konno et al., 1998).
This smoothing function is recommended for the MHVSR data processing because it ensures a
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constant number of points for both low and high frequencies. Additionally, the amplitude of the
H/V peak determined from this smoothing function is sometimes linked to the site amplification
factor, particularly for sites where the contribution of the Rayleigh type surface waves in
microtremors are approximately 0.4 (Konno et al., 1998). The Konno and Ohmachi function is a
logarithmic smoothing filter, which is defined as below:
4

f b
f b
W(f, fc)= [(sin (log 10 ( ) ))⁄(log 10 ( ) )]
fc
fc

(31)

Where f and fc are frequency and center frequency, respectively, and b is the smoothing
bandwidth. The smoothing bandwidth is the main factor controlling the smoothing function. A
smoothing bandwidth of 40 is typically used for MHVSR data processing.
The geometric mean of the two horizontal components (HE-W and HN-S) FAS is divided
by the vertical FAS to calculate the amplitude of the MHVSR ratio as below:

Amp(MHVSR)=

√[FAS(HE-W )]×[FAS(HN-S )]
FAS(V)

(32)

The mean MHVSR is computed from different time windows and used to determine the
frequency(s) associated with the peak MHVSR. The final output of the MHVSR measurements
is a plot of H/V amplitude versus frequency, as shown in Figure 2.15. Anomalous time windows
(see Figure 2.15a) are removed from the data, and the rest of the time windows are used to
calculate the mean MHVSR spectra ratio with associated standard deviation (Figure 2.15b).
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a

b

Figure 2.15- An example of HVSR data processing. a) HVSR curve before excluding the
anomalous time windows, and b) final HVSR results after excluding the anomalous time
windows.

Suppose peak(s) of the MHVSR measurement meets the requirements of a true and
reliable peak (SESAME 2004). In that case, it can be used for further processing to estimate
depth to the sharp impedance contrast (i.e. depth to bedrock) of the site using the quarterwavelength equation as below.
H= (Vs,avg/4fr)

(33)

Where H is the thickness of sediments above the impedance contrast, Vs,avg is the average
shear wave velocity of the materials above the sharp impedance contrast, and fr is the frequency
associated with the peak MHVSR (fundamental frequency). According to the quarter-wavelength
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equation, the average shear wave velocity of the sediments located above the sharp impedance
contrast is needed to calculate the H value. In this regard, several methods can be used, as
explained below.
2.4.2 Estimating the average shear wave velocity of top sediments
Different methods can be used to estimate the Vs,avg value, including direct field
measurements and empirical correlations between Vs and other geotechnical properties of soil.
While direct field measurement is preferred over indirect correlations, this is not always
economically feasible. Additionally, for sites with rough terrains such as steep slopes, it is
difficult to perform field measurements to estimate the Vs,avg. Therefore, three methods are
suggested in this study for Vs,avg estimation as below.
2.4.2.1 Direct field measurements
Several field measurements can be used to measure the Vs,avg of a site, including seismic
cone penetration testing, seismic refraction, down-hole and cross-hole, and surface wave
methods (MASW or Microtremor Array Measurements, MAM). All these techniques have been
widely used and verified by other researchers for soil Vs,avg estimation, and site characterization
(Cox et al., 2014; Wotherspoon et al., 2015; Garofalo et al., 2016).
2.4.2.2 SPT-Vs correlation method
The average Vs of top sediments can be back-calculated from the blow count (N) of the
Standard Penetration Test (SPT) using some empirical SPT-Vs correlations. The relationship
between the SPT N value and shear wave velocity of soils has been extensively investigated and
debated in the literature (Dikmen, 2009; Akin et al., 2011; Fabbrocino et al., 2015; Rahimi et al.,
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2018, 2020c). A power-type function with two constants of A and B are typically used for SPTVs correlation as below:
Vs= A×(NSPT)B

(34)

Given that the SPT-Vs correlations that have been developed in the previous studies vary
significantly, even for a given soil type (Rahimi et al., 2020c), it is quite challenging to find the
empirical correlation that best fits the study area. Although this method allows for simple, rapid,
and cost-effective Vs,avg estimation, it may lead to incorrect Vs,avg estimation (underestimation or
overestimation) due to the great uncertainty associated with the previous correlations.
2.4.2.3 Reference Vs method
While the SPT-Vs correlation method is more popular for indirect estimation of soil Vs,
the reference Vs method can provide a more accurate estimation of soil Vs typically for sites
with young Holocene age soils. This is because the reference Vs method accounts for several
important factors influencing the Vs of soils, including soil stiffness, soil type, and confining
stress level.
For sites where information regarding soil type and soil stiffness are available from the
boring logs, the reference Vs profiles (available for various soil types) can be generated to
estimate the Vs,avg value. It has been shown that the Vs of soils can be calculated as a function of
the confining stress as follows (Menq, 2003; Lin et al., 2014; Rahimi et al., 2019b):

Vsz= Vs0+(Vs(@z=zcr) -Vs0) × (z/zcr)

for z<zcr

(35)

Vsz= Vs,ref ×(𝜎𝑣′ /Pa)^ns

for z> zcr

(36)
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Where Vsz is the shear wave velocity at depth z, 𝜎𝑣′ is the mean effective stress, Vs0 is the
initial shear wave velocity at the ground surface, Vs,ref is the shear wave velocity at 1 atm mean
effective stress, Vs(@z=zcr is the shear wave velocity at zcr, Pa is the atmospheric pressure, and ns
is the exponent of the normalized effective mean stress. The zcr is defined as the ratio of the
atmospheric pressure to the total moist unit weight of the soil (Rahimi et al., 2019b).
Given that these parameters (ns, Vs,ref , and Vs0) are available for various soil types, the
reference Vs profile can be generated for a soil profile, and then the Vs,avg can be calculated from
the generated Vs profile. As an example, this method is shown in Figure 2.16 for a site that
consists of a 10 m soft clay layer, a loose sand layer from 10-20 m, underlain by the bedrock.
The average Vs of the top sediments is determined from the combined Vs profile, as shown in
Step 3 of Figure 2.16.
Overall, while this method has been rarely used in the literature for Vs,avg estimation, it
can predict the Vs,avg more accurately than the SPT-Vs correlation method.
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Figure 2.16- Generating Vs profile for a site using the reference Vs curves.
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2.4.3 Joint inversion of MASW and MHVSR
For sites where the co-located MHVSR and MASW data are available, the experimental
dispersion curve from the MASW method can be jointly inverted with the peak frequency from
the MHVSR method to increase the reliability of the inversion process. The joint inversion of the
MASW and MHVSR can significantly improve the accuracy of the final inverted shear wave
profile by constraining depth to the sharp impedance contrast in the inversion process. To do so,
weighting factors need to be assigned to the dispersion curve from the MASW method and peak
frequency from the MHVSR. Teague et al. (2018) have proposed weighing factors of 0.8 and 0.2
experimental dispersion curve from the MASW and the peak frequency from the MHVSR,
respectively. The combined misfit (mc ) parameter is calculated based on the misfit value related
to the dispersion data (mdisp ) and the misfit value related to the ellipticity peak (mH/V ) as below:

n

(fellp,e -fellp,t )2
(Vdi -Vti )2
mc =mdisp ×wdisp +mH/V ×wH/V =√∑
×wdisp +√
×wH/V
nf ×σ2i
σ2fellp

(37)

i=1

Where Vdi and Vti are, respectively, the experimental and inverted theoretical Rayleigh
phase velocities at frequency fi, 𝜎𝑖 is the standard deviation related to the experimental dispersion
data at frequency fi, nf is the number of frequency samples used for misfit calculation, fellp,e and
fellp,t are the experimental (HVSR) and theoretical ellipticity peaks, and 𝜎𝑒𝑙𝑙𝑝 is the standard
deviation associated with the experimental HVSR peak.
An example of the MASW and MHVSR joint inversion results is provided in Figure
2.17. Presented in Figure 2.17 a, b, and c are the inverted Vs profile, the sigma ln(Vs), and the
experimental MHVSR measurements along with the theoretical ellipticity curve, respectively.
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The low-frequency peak (f1=6.9 Hz) from the MHVSR measurement, as shown in this figure,
helps constrain depth to the sharp impedance contrast in the shear wave velocity profile.

a

b
c

f1

Figure 2.17- An example joint inversion results from the MASW and MHVSR measurements
with one impedance contrast at subsurface. a) Vs profile, b) sigma ln (Vs), c) experimental
MHVSR along with the theoretical ellipticity curve.

2.4.4 Summary
The MHVSR method has been widely used for applications such as seismic
microzonation, estimation of the fundamental frequency, construction of the experimental
dispersion curve at low to intermediate frequency ranges. However, this method has been rarely
used for geotechnical infrastructure evaluation (e.g. landslide characterization). For example, for
landslides with a very shallow and highly variable bedrock layer with complex bedrock
topography where a full understanding of the bedrock layer is required to conduct a precise slope
stability analysis, the MHVSR method can be considered as a suitable technique for bedrock
mapping. Therefore, in this dissertation, the reliability and efficiency of the MHVSR method as a
potential candidate to complement the conventional in-situ methods or array-based geophysical
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methods by providing information across a larger spatial extent for landslide investigations is
investigated. Additionally, a new frequency-domain window rejection tool was developed in this
study for MHVSR data processing to reduce the uncertainty in the MHVSR peak frequency
estimates. This tool provides several useful features for MHVSR data processing, allowing
automatic time window rejection for time windows that fail to satisfy the required criteria.
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3

CHAPTER 3: PERFORMANCE OF DIFFERENT TRANSFORMATION TECHNIQUES
FOR MASW DATA PROCESSING FOR DEVELOPING EXPERIMENTAL
DISPERSION CURVES

3.1

Chapter overview
This chapter examines the performance of different transformation techniques that are

widely used for MASW data processing considering various site conditions, near-field effects,
and modal separation. In this regard, the performance of each transformation technique is
assessed, and then the advantages and limitations of each transformation technique are discussed.
Finally, some guidelines are provided regarding the most suitable transformation technique that
should be used for different conditions for MASW data processing. The results are provided in
the form of a journal paper that has been submitted in Surveys in Geophysics Journal.
3.2

Performance of Different Transformation Techniques for MASW Data Processing
Considering Various Site Conditions, Near-Field Effects, and Modal Separation

Reference
Rahimi, S., Wood, C. M., Teague, D. P. (2021). Performance of Different Transformation
Techniques for MASW Data Processing Considering Various Site Conditions, Near-Field
Effects, and Modal Separation. Surveys in Geophysics.
3.3

Abstract
Multichannel Analysis of Surface Waves (MASW) has received increasing attention in

many disciplines in recent years. However, there are still issues with this method, which require
further investigation. The most common issues include a potentially poor-resolution
experimental dispersion image, near-field effects, and modal misidentification. Therefore, this
paper examines the performance of four common wavefield transformation methods for MASW
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data processing. MASW measurements were performed using Rayleigh and Love waves at sites
with different stratigraphy and wavefield conditions. For each site, dispersion curves were
generated using the four transformation methods. For sites with a very shallow and highly
variable bedrock topography with a high-frequency point of curvature (>20 Hz), the Phase Shift
(PS) method leads to a very poor-resolution dispersion image compared to other transformation
methods. For sites with a velocity reversal, the Slant Stack (p) method fails to resolve the
dispersion image for frequencies associated with layers located below the velocity reversal layer.
Overall, the cylindrical frequency domain beamformer (FDBF-cylindrical) method was
determined to be the best method under most site conditions. This method allows for a stable,
high-resolution dispersion image for different sites and noise conditions over a wide range of
frequencies, and it mitigates the near-field effects by modeling a cylindrical wavefield. However,
the FDBF-cylindrical was observed to be dominated by higher modes at complex sites (i.e. sites
where multiple modes are present). Therefore, the best practice is to use more than one
transformation method (FDBF-cylindrical and FK methods) to enhance the data quality,
particularly for complex stratigraphy environments.
Keywords: MASW, Dispersion curve, Transformation techniques, Near-field effects,
Multi-mode detection, Velocity reversal.
3.4

Introduction
After the 1980s, surface wave techniques became popular in many disciplines, such as

seismology, geophysics, material science, and engineering. The application of these methods in
geotechnical engineering was initiated by the introduction of the Spectral Analysis of Surface
Waves (SASW) method in 1994 (Stokoe et al., 1994), but its widespread use began after the
development of array-based methods such as the Multi-channel Analysis of Surface Waves
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(MASW) in 1998 (Park et al., 1998). MASW utilizes the dispersive nature of Rayleigh or Love
type surface waves propagating through geomaterials to estimate the variation of shear wave
velocity (Vs) with depth. MASW has several advantages over the traditional two-sensor SASW.
For MASW, data processing and data interpretation become faster, less subjective, and require
less operator knowledge (Foti et al., 2014). Additionally, MASW helps to mitigate several
limitations associated with the SASW. These include the inability to separate multiple modes of
propagation and accurately identify near-field effects (Zywicki et al., 2005).
Currently, MASW is widely used in geotechnical engineering for various applications,
including but not limited to near-surface site characterization (Lai et al., 2002; Rix et al., 2002;
Socco et al., 2004; Hebeler et al., 2007, 2007; Wood et al., 2017a), liquefaction assessment
(Wood et al., 2017b; Rahimi et al., 2020a), infrastructure evaluation (Cardarelli et al., 2014;
Rahimi et al., 2019a), and VS30 estimation (Comina et al., 2011; Martinez-Pagan et al., 2012;
Rahimi et al., 2020c). The standard procedure for MASW involves three steps: field
measurements, data processing, and inversion. A key part of MASW data processing that
controls the final results is developing the experimental dispersion curve (i.e. phase velocity
versus frequency plot). This is a critical step in the MASW method because the higher the
resolution of the experimental dispersion curve, the higher the reliability of the inverted Vs
profile. Therefore, the resolution of the experimental dispersion image is of primary importance
in the MASW method.
To develop the experimental dispersion curve, wavefield transformation techniques are
commonly used to transfer the original time-space (t-x) domain data into another domain, such
as the frequency-wavenumber (f-k), the frequency-slowness (f-p), or the frequency-velocity (f-v)
domains. The advantages of transforming the data into another domain are that in the
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transformed domain, the propagation properties of surface waves can be easily identified as
spectral maxima, and different modes of propagation can often be detected and separated even
when they are not clearly visible in the original time-space domain (Foti et al., 2014). Resolving
different modes of propagation is important because the inversion analysis's accuracy can be
enhanced by including multiple modes in the inversion process (Xia et al., 2003).
Four transformation techniques are commonly used in the MASW method for developing
the experimental dispersion curve. These include slant stack or frequency-slowness (p)
(McMechan et al., 1981), frequency-wavenumber (FK) (Nolet et al., 1976; Yilmaz, 1987; Foti et
al., 2000), Frequency Domain Beamformer (FDBF) (Zywicki, 1999; Hebeler et al., 2007), and
phase shift (PS) (Park et al., 1998). Additionally, varying approaches within the FDBF method
can model a planar or cylindrical wavefield (Zywicki et al., 2005). These methods are explained
in detail in the next section.
While differences may appear in the experimental dispersion curves developed using
each transformation technique, to date, no study has exclusively compared the limitations and
advantages of each transformation technique considering different subsurface layering and
wavefield conditions. In this regard, the limited previous studies (Dal Moro et al., 2003; Tran et
al., 2008) only compared the performance of transformation techniques for a specific subsurface
layering, meaning that their results are site-specific and cannot be applied to other site
conditions. For instance, Dal Moro et al. (2003) mentioned that the PS method provides the
highest resolution dispersion curve compared to the FK and p methods for sites with
unconsolidated sediments. Tran and Hiltunen (2008) compared the four transformation
techniques for a particular site. They claimed that the results from all the transformation
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techniques are in good agreement, but the FDBF cylindrical leads to a slightly higher resolution
dispersion curve.
Another issue with the previous studies is that they failed to provide all critical
characteristics of their study area (e.g. sharp impedance contrast depth, wavefield noise
conditions). These characteristics are important to truly understand the differences observed in
the experimental dispersion curves from different transformation techniques. Despite the lack of
investigation in this regard, it is important to understand each transformation technique's
limitations and advantages. This is particularly important for identifying multiple modes of
propagation and the low-frequency portion of the dispersion curve, where near-field effects or
low signal-to-noise ratios typically corrupt the experimental data.
This study evaluates the performance of four common wavefield transformation
techniques for developing the experimental dispersion curve for MASW using both Rayleigh and
Love type surface waves. Toward this end, more than 500 MASW tests were conducted at sites
with different subsurface layering, wavefield, and noise conditions to understand potential
differences between the transformation techniques.
The paper begins by reviewing the four common transformation methods and the issues
most often encountered in the MASW technique. Information regarding the field measurements,
subsurface layering, and wavefield conditions of each study site are then provided. Finally, the
resolution of the Rayleigh and Love experimental dispersion curves generated using the four
transformation methods are compared for sites with deep and shallow sharp impedance contrast
(i.e. bedrock), sites with a velocity reversal layer, sites with noisy and quiet environments, sites
with apparent near-field effects, and sites with clear higher modes. The conditions where each
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transformation technique performs well and poorly are highlighted and discussed with
conclusions on the most appropriate method based on the available data.
3.5

Common transformation techniques used for MASW data processing
Four wavefield transformation techniques are commonly used in MASW data processing

for developing the experimental dispersion curve. Researchers and consultants have extensively
used these transformation techniques from different institutions and in various software
packages, as summarized in Table 2. Due to the lack of investigations regarding the advantages
and limitations of each transformation technique, users generally ignore potential differences and
assume similar performance from these four transformation techniques.
All transformation methods used in MASW are aimed at converting the raw time-space
domain data into another domain where the propagation properties of the surface waves (i.e.
frequency, wavenumber, and phase velocity) can be identified as a spectral peak (maximum
energy). Once the data is converted into such a domain, the experimental dispersion curve is
generated by identifying the wavenumber and the phase velocity associated with the maximum
energy at each frequency. The procedure used by each method to transform the data is discussed
below.
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Table 2- Summary of different transformation methods used by researchers and consultants from
different institutions and software packages.
Dispersion processing

No

Affiliation

Country

1

Univ. Texas at Austin (Cox et al. 2014)

USA

FDBF, FK, PS, and p

Matlab

2

Institut des Sciences de la Terra

France

FK

Geopsy

3

Univ. of Iceland (Olafsdottir et al. 2018)

Iceland

PS

MASWaves, Matlab

4

Univ. of Arkansas (Rahimi et al. 2108)

USA

FDBF, FK, PS, and p

Matlab

5

Zhejiang Univ. (Cheng et al. 2019)

China

FK and p

6

Monash Univ. (Volti et al. 2016)

Australia

p

SeisImager/SW

7

Univ. of Potsdam (Lontsi et al. 2016)

Germany

FK

Geopsy

8

Univ. of Nevada Reno/Optim Inc.

USA

p

SeisOpt ReMi

9

Western Univ. (Darko et al. 2020)

Canada

FK

Geopsy

10

Politecnico di Torino (Foti et al. 2000)

Italy

FK

Matlab

USA

FK

Matlab

Italy

FK

-

11

12

Univ. of Missouri (Rosenblad and Li
2009)
National Institute of Oceanography and
Applied Geophysics

method

Software

13

Geometrics Inc.

USA

p

SeisImager/SW

14

Park Seismic LLc.

USA

PS

ParkSEIS

15

Kansas Geological Survey

USA

PS

SurfSeis

16

Geogiga Technology Corp

USA

FK, PS, and p

Geogiga Surface

17

RadExPro

Russia

FK

RadExPro

18

Eliosoft

Italy

PS

WinMASW

19

GeoVision (Martin et al. 2017)

USA

FK and PS

-

3.5.1 Slant Stack (p)
The p method also called the slant stack or frequency-slowness, was first introduced by
McMechan and Yedlin (1981). This method utilizes two linear transformations that allow the
decomposition of the shot-gather into its plane-wave linear components. The two linear
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transformations include a slant stack and a one-dimensional Fourier transform. Using the slant
stack transformation, the original time (t)-space (x) domain data is converted into the time
intercept ()-slowness (p) domain. A one-dimensional (1D) Fourier transform is then applied to
the p domain data to transform the data into the frequency (f)-slowness (p) domain (McMechan
et al., 1981; Foti et al., 2014). The linear relationship that relates the four variables t, x, ,and p
is given by:
t=  +px

(38)

The slant slack transform is expressed as follows:
+∞

f(,p) = ∫

+∞

U(𝑥, 𝑡)d𝑥 = ∫

−∞

U(𝑥, 𝜏 + 𝑝𝑥)d𝑥

(39)

−∞

Where U(𝑥, 𝑡) is the signal recorded at distance x from the source. For each value of  in
the slant stack transformation, the data in the time-space domain are stacked along a straight line
with a slope of p. Therefore, each straight line in the time-space domain is associated with a
constant data pair of -p in the p domain. Finally, by applying a one-dimensional Fourier
transform over the time intercept variable, the data is transformed into the frequency-slowness
domain:
+∞

F(f,p) = ∫

f(,p)𝑒 −𝑖2𝜋𝑓𝜏 d𝜏

(40)

−∞

3.5.2 Frequency-Wavenumber (FK)
The frequency-wavenumber transformation method was first proposed by Nolet and
Panza (1976) and then used by other researchers for surface wave data processing (Gabriels et
al., 1987; Yilmaz, 1987; Foti et al., 2000). FK is the simplest and fastest method for MASW data
processing. In the FK method, the time-space domain data are decomposed into its components
at different frequencies and wavenumbers. In this regard, the data in the time-space domain is
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transformed into the frequency-wavenumber domain using a two-dimensional (2D) Fourier
transform:
+∞

F(𝑓, 𝑘) = ∬

U(𝑥, 𝑡)𝑒 −2𝜋𝑖(𝑓𝑡+𝑘𝑥) 𝑑𝑥𝑑𝑡

(41)

−∞

3.5.3 Frequency Domain Beamformer (FDBF)
Frequency Domain Beamformer (FDBF) was first introduced by Gabriels et al. (1987)
and then modified and popularized by Zywicki (1999) for surface wave data processing. The
basic concept of this method is very similar to p. The term beamformer refers to the ability of
an array or signal processing method to focus on a particular direction and the mainlobe of an
Array Smoothing Function (ASF), which is called a beam (Gabriels et al., 1987). The FDBF
method utilizes a steering vector, which is an exponential phase shift vector, to calculate the
power associated with each particular frequency-wavenumber data pair (Zywicki, 1999; Hebeler
et al., 2007) :
e(k) = [𝑒 −𝑖𝑘.𝑥1 , 𝑒 −𝑖𝑘.𝑥2 , … . 𝑒 −𝑖𝑘.𝑥𝑚 ]𝑇

(42)

Where e(k) is the phase shift vector, k is the vector wavenumber, xm denotes the sensor m
position in the array, T denotes the transpose of the vector, and i is the imaginary number. For a
particular f-k data pair, the power is calculated by multiplying the spatiospectral correlation
matrix (R) by the steering vector and then summing the total power over all receivers. The
steered power spectrum is given by:
PBF (k,ω)=eH WRWH e

(43)

Where H denotes the Hermitian transpose of the vector and W is a diagonal matrix,
containing the shading weights of each receiver:
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w1
W= [ ⋮
0

⋯
⋱
⋯

0
⋮ ]
wm

(44)

The spatiospectral correlation matrix (R) is expressed by:
R1,1 (ω)
R (ω)= [ ⋮
Rm,1 (ω)

⋯
⋱
⋯

R1,m (ω)
⋮
]
Rm,m (ω)

(45)

Where Rm,n is the cross power spectrum between receivers m and n:
R 𝐦,𝐧 (𝛚) = Sm (ω)SnH (ω)

(46)

Where Sm and Sn are the Fourier spectra of the mth and nth receivers, respectively. The
first version of the FDBF transformation method was proposed assuming a plane wavefield. This
assumption is also made in all other transformation methods (p, FK, and PS). This assumption
is reasonable for passive surface wave methods, as ambient vibrations are typically generated by
sources located at far distances. However, for active surface wave methods (e.g. MASW), it is
not always valid to assume a pure plane wavefield because active surface waves are generated at
relatively close source offsets. This means that the active waves can propagate cylindrically in
the near-field zone. The near-field effect of modeling a cylindrical wavefield with a plane
wavefield is called the model incompatibility effect.
The FDBF transformation was modified in 2005 to account for the model incompatibility
effect (Zywicki et al., 2005). In the updated version of the FDBF, a new steering vector was
defined to account for the cylindrical wavefield:
h(k)=[e -iϕ(H0 (k.x1 ) ,e -iϕ(H0 (k.x2 ) ,…. e -iϕ(H0 (k.xm) ]

T

(47)

Where ϕ is the phase angle of each argument in parentheses, h(k) is the Hankel steering
vector, and Hankel function H0 is given by:
H0 (k . x)=J0 (k . x) + iY0 (k . x)
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(48)

Where J0 is Bessel function of the first kind of order zero, and Y0 is Bessel function of
the second kind of order zero. Then, the steered power spectrum for the cylindrical wavefield is
given by:
PCBF (k,ω)=hH WRWH h

(49)

Zywicki and Rix (2005) claimed that the updated version of the FDBF overcomes the
limitations of the plane wavefield assumption by accounting for the cylindrical wavefield in the
near-field zone.
3.5.4 Phase Shift (PS)
The phase-shift method for surface wave data processing was proposed by Park et al.
(1998). In this method, the time-space domain data are first converted into the circular frequency
(𝜔)-space (x) domain using a one dimensional Fourier transform:
+∞

f(t,x)𝑒 𝑖𝜔𝑡 d𝑡

U(ω,x) = ∫

(50)

−∞

The transformed function is then defined as the multiplication of two separate terms, the
phase [P(ω,x)] and amplitude spectrum [A(ω,x)]:
U(ω,x) = P(ω,x)A(ω,x)

(51)

The amplitude parameter preserves the information about the signal attenuation and
geometrical spreading, whereas the phase velocity parameter preserves all the information
regarding the dispersion properties. Therefore, U(ω,x) function can also be given by:
U(ω,x) = 𝑒 −𝑖∅𝑥 A(ω,x) = 𝑒

−𝑖

𝑤
𝑥
𝑉𝑅 A(ω,x)

(52)

The final equation is obtained by applying an integral transformation to U(ω,x) function:
+∞

V(ω,∅) = ∫

𝑒 𝑖∅𝑥

−∞
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U(ω,x)
d𝑥
|U(ω,x)|

(53)

3.6

Common issues in active surface wave methods

3.6.1 Near-field effects
Near-field effects are the most commonly encountered issue in MASW data processing,
significantly reducing the maximum resolvable depth, resolution, and reliability of the derived
dispersion data. Near-field effects are mainly caused due to two assumptions: (1) plane wavefield
surface waves and (2) pure surface waves in the wavefield with no interference from body
waves. The region where these assumptions is invalid are called the near-field. The near-field
effect of modeling a cylindrical wavefield with a plane wavefield is called the model
incompatibility effect. The model incompatibility effect can lead to a clear roll-off (Figure 3.1a)
in the phase velocity at low frequencies, whereas the interference of the body waves can generate
some oscillations in the phase velocity at low frequencies (Figure 3.1b). These near-field effects
are corrupting the low-frequency portion of the dispersion data so that they cannot be reliably
used for the inversion process.

Roll-off in
phase velocity

a

b

Oscillation in
phase velocity

Figure 3.1- Example of near-field effects. a) clear roll-off in phase velocity in the lowfrequencies portion of the dispersion curve due to model incompatibility, b) apparent oscillations
in phase velocity in the low-frequencies portion of the dispersion curve due to body waves
interference.
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A limited number of studies have investigated near-field effects and suggested some
methods to mitigate such effects. These methods include modifying the transformation technique
to account for the cylindrical wavefield (Zywicki et al., 2005), increasing the distance between
the source and receivers (Xu et al., 2006; Yoon et al., 2009; Tremblay et al., 2019), using
multiple source-offsets (Wood et al., 2012), and increasing the number of receivers (Yoon et al.,
2009). One of the primary investigations regarding near-field effects was conducted by Yoon and
Rix (2009), in which they defined two normalized parameters, including a normalized phase
velocity defined as the ratio of the experimental phase velocity to the true phase velocity and a
normalized array center distance given by:
x̅ ( 1⁄M ) ∑M
m=1 xm
(54)
=
λ
λ
Where x̅ is the mean distance of all receivers relative to the source, λ is the wavelength,
and M is the number of receivers. To date, the majority of the previous investigations have
focused on the geometry of the MASW test to investigate the near-field effects, and no attempt
has been made to assess the influence of different transformation methods on near-field effects.
Therefore, this topic is investigated in this study by comparing the performance of different
transformation techniques for sites with apparent near-field effects.
3.6.2 Mode misidentification or mode-kissing
In the MASW method, it is possible to observe multiple modes of propagation at a single
temporal frequency for sites with a heterogeneous soil profile. Identifying different modes of
propagation is important in the MASW method because it can prevent mode misidentification,
and it can enhance the accuracy of the inversion results by including multiple modes in the
inversion process. However, the presence of different modes of propagation in the experimental
dispersion data makes the mode identification complex, and sometimes it can lead to mode
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misidentification (Zhang et al., 2003; Foti et al., 2014; Gao et al., 2014, 2016). This means that
the dispersion data points related to the effective or higher modes may be mistaken as the
fundamental mode for sites with a poor-resolution dispersion image. Therefore, for sites where
different modes of propagation are expected, the experimental dispersion curve's resolution is
critical to avoid mode misidentification. One of the parameters that may affect the resolution of
the experimental dispersion curve is the transformation method used for data processing. This
topic has not received adequate attention in the literature. Therefore, one of the present study
goals is to examine the capability of different transformation methods for multi-mode detection.
3.7

Field measurements and study areas
To investigate the performance of the four transformation methods for developing the

experimental dispersion curve, more than 500 MASW tests were collected at eight different sites
located in the USA. The sites were carefully selected in such a way to cover a wide range of
subsurface layering, wavefield, and noise conditions.
Summarized in Table 3 are the key characteristics of each site, including the site location,
sharp impedance contrast or bedrock depth (shallow or deep), whether or not a velocity reversal
is present, noise conditions (ranked high to low), geophone coupling (spike or landstreamer),
surface wave type (Raleigh or Love), number of geophones, geophone spacing, and number of
setups. It should be mentioned that for all sites in the present study, the sharpest impedance
contrast in the subsurface, which significantly alters the shape of the experimental dispersion
curve if it’s within the resolvable depth of the MASW measurements, is located at the
soil/bedrock interface. Therefore, depth to the sharpest impedance contrast is called hereafter
bedrock depth. The bedrock layer located within the top 15 m is classified as very shallow,

73

bedrock depth ranging between 15-35 m is classified as shallow, and the bedrock layer located at
depths greater than 100 m is classified as deep.
For each site, both Rayleigh and Love type surface waves were first used for several
array setups to determine the wave type that resulted in a higher resolution experimental
dispersion curve. Therefore, the results presented in this study include both Rayleigh and Love
type surface waves. Testing was performed using 24 vertical or horizontal geophones, spaced 1
or 2 meters apart. For sites where a significant number of MASW tests were performed, a
landstreamer system was used to increase the rate of field measurements. However, spikes
generally result in better coupling to the ground surface.
Based on a review of the geology at each site and the shape of the experimental
dispersion curves, the majority of the sites in this study are normally dispersive, meaning that Vs
increases with depth. However, irregular dispersion curves were observed at some locations
along the Melvin-Price site, indicating the presence of a velocity reversal layer (i.e., a lowvelocity layer underneath a stiffer layer) in the near-surface. More information regarding the site
locations, subsurface layering, and field measurements of each site are provided in Rahimi et al.
(2018), Wood and Himel (2019), and Rahimi et al. (2020).
Sites with high noise levels were located near busy highways or in highly urbanized
environments, sites with medium noise levels were located near roads with medium traffic
volume, and sites with low noise levels were located far away from highways and urbanized
areas. In this regard, representative signal-to-noise ratio (SNR) curves in decibels (dB) for sites
with high (Ozark), medium (Melvin-Price), and low noise (Hardy) levels are shown in Figure
3.2. From this figure, the SNRs are considerably different for all ranges of frequencies (1-100
Hz). However, this becomes more important for the low-frequency range, where the SNR is
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typically low and can corrupt the experimental dispersion data points. For this study, a value of
10 dB (Wood et al., 2012) is considered as the threshold SNR, below which the experimental
dispersion data points become unreliable due to the substantial contribution of the background
noise. Accordingly, the frequency associated with the threshold SNR is considered as the
threshold frequency. As observed in Figure 3.2, while the threshold frequency is very low
(approximately 1 Hz) for sites with a low noise level, this value abruptly increases for sites with
a high noise level (~ 16 Hz). It should be noted that this threshold does not necessarily mean
reliable data will be retrieved to those frequencies, just that the SNR is high at those frequencies.
Table 3- Key characteristics of the study areas and field measurements.
Project
Location
name

Bedrock Velocity Noise
depth
reversal level

Very shallow
Ozark Arkansas to shallow
(5-17 m)
Hot
Very shallow
Arkansas
Springs
(1-7 m)
Sand
Very shallow
Arkansas
Gap
(4-10 m)
Very shallow
(2-15 m)
MelvinShallow
Illinois
Price
(25-35 m)
Deep (~591
PVMO Missouri
m)
Deep (~585
CUSSO Kentucky
m)
Deep (~764
PEBM Missouri
m)
Hardy Arkansas

Coupling
method

No

High

No

Low Landstreamer

No
No
Yes

Spike

Type of
Geophone Number
Geophone
surface
spacing
of
number
waves
(m)
setups
Rayleigh

24

1 and 2

76

Love

24

1

140

Rayleigh
and Love

24

1 and 2

22

Rayleigh
and Love

24

1

58

Medium Landstreamer Rayleigh

24

2

202

24

2

2

24

2

2

24

2

2

Medium

Spike

Low Landstreamer

No

Low

Spike

No

Low

Spike

No

Low

Spike

75

Rayleigh
and Love
Rayleigh
and Love
Rayleigh
and Love

Threshold SNR

Figure 3.2- Representative signal to noise ratio (SNR) for sites with low, medium, and high noise
levels.

3.8

Results and discussions
All MASW data collected from different sites were used to develop the experimental

dispersion curves using the four transformation methods. Due to the large number of the
experimental dispersion curves processed for this study, only a few examples of each type of
behavior are presented here to highlight the influence of the transformation method on the
derived dispersion data. Furthermore, for each of the topics discussed in detail in this section, an
additional experimental result is provided in the supplementary materials to support the
discussions. Moreover, for each topic, an example experimental dispersion result from Rayleighand Love-type waves (either in the paper or electronic supplement) is provided to investigate
whether the same performance is observed for each transformation method for both Rayleigh and
Love surface waves. However, for some sites (e.g. Melvin-Price), only Rayleigh- or Love-type
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surface waves were used. Therefore, only one type of surface wave is included in the discussions
for these sites (see Table 3).
For the FDBF transformation, the experimental dispersion curve can be developed
assuming either a plane or cylindrical wavefield (see Section 3.5.3). In this study, only the
cylindrical FDBF (FDBF-cylindrical) is used for the comparisons since the experimental
dispersion curve generated using the FDBF-plane was found to be nearly identical to the FK for
the sites considered in this study.
To better illustrate this point, example experimental dispersion curves generated using the
FDBF-cylindrical and FDBF-plane, and FK methods are provided in Figure 3.3 for an MASW
setup at the Hardy site. In Figure 3.3a, while the dispersion curves of the FDBF-plane and FK
methods are nearly identical (see Figure 3.3a), differences are observed in the dispersion curves
generated using the FDBF-cylindrical and FDBF-plane (see Figure 3.3b). As shown in Figure
3.3b, the phase velocity estimated using the FDBF-cylindrical is slightly higher (<8 %) than the
FDBF-plane at high frequencies, as shown in the zoomed-in view. However, the differences
between the two methods are significant at low frequencies (<20 Hz), where near-field effects
are noticeable. More discussions in this regard are provided later in the paper. Therefore, given
these differences, the FDBF-cylindrical is utilized to compare the performance of the four
transformation methods for developing the experimental dispersion curve.
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a

b

Zoomed view

Figure 3.3- Comparison between the cylindrical and plane FDBF and FK methods.

3.8.1 Sites with different subsurface conditions
This section compares the four transformation methods for varying site conditions,
including 1) sites with deep bedrock, uniform soil, and low noise conditions, 2) sites with very
shallow and highly variable bedrock, and high and low noise levels (using traditional spikes and
a landstreamer), and 3) sites with a velocity reversal layer.
3.8.1.1 Sites with a deep bedrock, uniform soil conditions, and low noise levels
Provided in Figure 3.4 are the experimental Rayleigh wave dispersion curves generated
using the four transformation methods for the PVMO site, which has a deep bedrock depth (~591
m) and low noise levels. The same input parameters (e.g. frequency interval) were used to
generate each transformation method's dispersion image. Additionally, to avoid spatial aliasing,
the data related to wavelengths less than the minimum resolvable wavelength are removed from
the dispersion images. In Figure 3.4, the dispersion curve can be divided into two main portions,
a flat portion for frequencies ranging between 50-9 Hz, and a curved portion with a nearly
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continuous increase in phase velocity for frequencies lower than 9 Hz. The frequency at the start
of the curved portion, which separates these two portions (9 Hz for this example), is termed the
point of curvature herein and is important for assessing the performance of the transformations.
As shown in Figure 3.4, the four transformation methods have produced almost identical
dispersion curves for the frequency range of interest (5-50 Hz). This is clearer in Figure 3.5,
where the spectral peak dispersion curves from the four transformation methods are plotted in
one figure using different markers.

In Figure 3.5, it is apparent that the results from the four dispersion curves are identical
for the wavelengths ranging between 4-75 m. Similar behavior was observed in terms of the
dispersion curve resolution for the other MASW tests at this site and the other sites with low
noise levels and, more importantly, with a similarly deep bedrock layer and a low-frequency
point of curvature (<10 Hz) (CUSSO and PEBM sites in Table 3). In this regard, another
example dispersion image from the PEBM site is provided in Supplement A. To investigate this
topic for both Rayleigh and Love waves, the example provided in Supplement A is for Love
waves, whereas the one in the paper is for Rayleigh waves. These indicate that for sites with a
deep bedrock layer with a low-frequency point of curvature, relatively uniform soil conditions,
and low noise levels, the performance of the four transformation methods is almost identical for
both Rayleigh and Love waves.
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Figure 3.4- Rayleigh wave dispersion curves generated using the four transformation methods
for the PVMO site with a deep bedrock layer, a low-frequency point of curvature, and low noise
levels. a) FDBF-cylindrical, b) FK, c) PS, and d) p.

Figure 3.5- Comparison of the four transformation methods for Rayleigh waves for the PVMO
site.
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3.8.1.2 Sites with a very shallow and highly variable bedrock
To evaluate the performance of each transformation method for sites with a very shallow
and highly variable bedrock layer for both Rayleigh and Love waves, examples from both
Rayleigh (Ozark site) and Love (Hot Springs site) waves are provided in this section.
3.8.1.2.1 Site with high noise levels using spikes
Presented in Figure 3.6 are the experimental Rayleigh wave dispersion curves generated
using the four transformation methods for the Ozark site with a very shallow and complex
(highly variable) bedrock topography and high noise levels. For this site, geophones were
coupled to the ground via spikes. From this figure, a high-frequency point of curvature (~ 40 Hz)
is observed for this site. As shown in Figure 3.6, the FDBF-cylindrical, FK, and p methods
generated a high resolution and almost identical dispersion image (Figure 3.6a, b, and d).
However, the PS method generated a very poor-resolution dispersion image (see Figure 3.6c)
with no clear trend for the fundamental mode of propagation.
A better illustration of the PS resolution issue is provided in Figure 3.7, in which the
spectral peak dispersion data points from the FDBF-cylindrical, FK, and p methods are shown
in Figure 3.7a, and the spectral peak dispersion data points of the PS method are shown in Figure
3.7b. As observed in Figure 3.7a, the dispersion data points of the FDBF-cylindrical, FK, and p
methods are clear and relatively consistent for wavelengths ranging between 2.1-29.7 m.
However, the PS method results in very poor resolution dispersion data (see Figure 3.7b) in such
a way that only a small portion of the dispersion curve (wavelengths ranging between 8.9-16.7
m) is clear. This type of behavior is observed for most of the dispersion curves generated using
the PS method for sites with very shallow and highly variable bedrock layers (e.g. Ozark, Hot
Springs, and Hardy) and a high-frequency point of curvature ( > 20 Hz). To provide further
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evidence in this regard, another example of MASW results from the Ozark site with the same
issue for the PS method is provided in Supplement B. The example in Supplement B is from a
different MASW setup and location at the Ozark site. It should be noted that the poor
performance of the PS method was verified by processing the same MASW setups with PS
issues using the MASWaves software package (Olafsdottir et al., 2018).
To better understand the poor performance of the PS method, the normalized spectrum
for frequencies of 46 and 47 Hz are shown in Figure 3.8 for each transformation method. As
observed in Figure 3.8a, b, and d, the normalized spectrum plots of the FDBF-cylindrical, FK,
and p methods have a clear and dominant peak, indicating most of the energy concentrates at
this peak. However, the normalized spectrum plot for the PS method (see Figure 3.8c) has
several ripples, causing a significant difference in the phase velocities associated with the peak
frequencies (i.e. 723 m/s at the frequency of 46 Hz and 342 m/s at the frequency of 47 Hz) due to
the spread between the various ripples.
Another important point regarding the differences between various transformation
methods is that the phase velocity estimated using the FDBF-cylindrical is slightly higher than
the other methods for all ranges of frequencies, as shown in the zoomed view dispersion curve in
Figure 3.7a (also see Figure 3.4b). This behavior is observed in all the dispersion images of the
current study. These differences are caused due to the model incompatibility effects in the FK,
PS, and p methods, in which the cylindrical spreading wavefield is modeled using a plane
wavefield. This results in biased phase velocity estimates for the surface waves using these three
transformation methods. The higher phase velocity estimates in the FDBF-cylindrical is also
confirmed by Zywicki and Rix (2005). This indicates that the FDBF-cylindrical may provide
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more correct estimates of the phase velocity of surface waves compared to the other
transformation methods by using a cylindrical model.

Figure 3.6- Rayleigh wave dispersion curves generated using the four transformation methods
for the Ozark site with a very shallow and complex bedrock topography, a high-frequency point
of curvature, and high noise levels. a) FDBF-cylindrical, b) FK, c) PS, and d) p.

a

b

Zoomed view

Figure 3.7- Comparison of the four transformation methods for Rayleigh wave for the Ozark site,
a) FDBF-cylindrical, FK, and p, b) PS.
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Figure 3.8- Comparison of the normalized spectrum plots for the four transformation methods at
46 and 47 Hz frequencies for the Ozark site. a) FDBF-cylindrical, b) FK, c) p, and d) PS.

3.8.1.2.2 Site with low noise levels using a landstreamer
Shown in Figure 3.9 are Love wave dispersion curves generated using the four
transformation methods for the Hot Springs site with very shallow and complex bedrock
topography and low noise levels. To increase the rate of field measurements for this site, MASW
testing was conducted using a landstreamer system, which typically reduces the dispersion data
quality because of poorer geophone coupling to the ground surface compared to traditional
spikes. Like the Ozark site, a high-frequency point of curvature (~ 45 Hz) is observed for this
site, as shown in Figure 3.9. Additionally, in Figure 3.9, it is clear that the FDBF-cylindrical, FK,
and p methods yield an identical dispersion image dominated by the fundamental mode of
propagation. However, the PS method leads to a poor-resolution dispersion image dominated by
higher modes, as observed in Figure 3.9c. The resolution issue with the PS method is more
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apparent in Figure 3.10, which represents the dispersion data points measured at three different
source offsets of 5, 10, and 15 m. For the FDBF-cylindrical, FK, and p methods in Figure 3.10,
the dispersion data points from source offsets at 5 and 10 m are dominated by the fundamental
mode of propagation, and only the data points from the 15-m source offset is dominated by
higher modes at frequencies greater than 50 Hz. Additionally, these methods result in a similar
dispersion curve for wavelengths ranging between 2-24.6 m with some variations at the lowfrequency portion of the dispersion curve due to near-field effects.
On the other hand, for the PS method in Figure 3.10c, the dispersion data points from all
three source offsets are dominated by higher modes for a wide range of frequencies (from 41 to
95 Hz), and the fundamental mode dominates only a small portion of the dispersion curve. This
leads to a very low-resolution experimental dispersion curve from the PS method. While only
two example experimental dispersion images are provided here (see Figure 3.6 and Figure 3.9),
the resolution issue of the PS method is also observed for most of the sites with a very shallow
and highly variable bedrock layer and a high-frequency point of curvature (>20 Hz). Another
example experimental dispersion curve showing the PS issue is provided in Supplement C. The
example in Supplement C is from a different MASW setup and location at the Hot Springs site.
Overall, the PS method is one of the most popular transformation methods for MASW
data processing and is the method initially used for MASW data processing. However, in this
study, it has been shown that the PS method has some severe resolution issues for both Rayleigh
(Figure 3.6 and Supplement B) and Love (Figure 3.9 and Supplement C) surface waves for sites
with very shallow and highly variable bedrock and a high-frequency point of curvature ( >20
Hz), regardless of the geophone coupling conditions (good coupling using spikes or poor
coupling using landstreamer) and site noise levels. This contrasts with previous studies that have
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claimed that the PS method provides the best resolution experimental dispersion curve (Dal
Moro et al., 2003) compared to the FK and p methods. It is worth mentioning that the primary
difference between this study and previous studies (Dal Moro et al., 2003; Tran et al., 2008) is
that the previous studies did not include various subsurface layering, wavefield, and noise
conditions. Therefore, their results are site-specific and cannot be applied by other researchers
for sites with different conditions.

Figure 3.9- Love wave dispersion curves generated using the four transformation methods for the
Hot Springs site with a very shallow and complex bedrock topography, high-frequency point of
curvature, and low noise levels. a) FDBF-cylindrical, b) FK, c) PS, and d) p.
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Figure 3.10- Love wave dispersion data points generated from different source offsets using the
four transformation methods for the Hot Springs site. a) FDBF-cylindrical, b) FK, c) PS, and d)
p.

3.8.1.3 Site with velocity reversal
Presented in Figure 3.11 are the Rayleigh wave dispersion curves generated using the
four transformation methods for one of the MASW setups at the Melvin-Price site that includes a
velocity reversal layer (i.e. reversal in velocity at depth or irregularly dispersive dispersion
curve) and medium noise levels. The velocity reversal presence is evident from the dispersion
images (e.g. Figure 3.11a) since the phase velocity decreases with frequency at frequencies
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ranging between 7-30 Hz. Additionally, the existence of the velocity reversal is also confirmed
by geologic information available for the site (Rahimi et al., 2018).
In Figure 3.11, the dispersion data associated with the fundamental mode of propagation
is clear for the FDBF-cylindrical, FK, and to some extent, for the PS methods over a broad range
of frequencies (3-90 Hz). However, the p method (see Figure 3.11d) fails to provide any clear
dispersion data at frequencies less than 17 Hz, which is related to the layers below the velocity
reversal. This portion of the dispersion curve is important since it has information regarding the
deeper layers, including the inverse layer, stiff soils, and bedrock layers. This issue is further
highlighted in Figure 3.12, in which the dispersion curves are presented on a semi-log scale.
In Figure 3.12a, it is apparent that similar dispersion curves are generated using the
FDBF-cylindrical, FK, and PS methods for wavelengths ranging between 2-72 m. However, for
the p method in Figure 3.12b, the low-frequency portion of the dispersion image is missing, and
so the maximum resolvable wavelength is approximately 14 m, which is significantly lower than
the other transformation methods (72 m). This issue with the p method is observed for all the
MASW setups that include a velocity reversal. In this regard, another example of this issue with
the p method is provided in Supplement D from a different MASW setup and location at the
Melvin-Price site. It is also worth mentioning that the resolution of the PS method is lower than
the FDBF-cylindrical and FK methods.
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Figure 3.11- Rayleigh wave dispersion curves generated using the four transformation methods
for the Melvin-Price site with a velocity reversal layer and moderate noise levels. a) FDBFcylindrical, b) FK, c) PS, and d) p.

a

b

Figure 3.12- Comparison of the four transformation methods for Rayleigh wave for the MelvinPrice site for a location with a velocity reversal layer (irregular dispersive dispersion curve). a)
FDBF-cylindrical, FK, and PS, b)p.
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To ensure this is not a common issue for all dispersion curves when using the p method
at the Melvin-Price site, dispersion curves are generated using the four transformation method
for another location at the Melvin-Price site where no velocity reversal layer is present, but
similar subsurface layering exists otherwise. These results are shown in Figure 3.13. As observed
in the figure, the dispersion curve from the p method (Figure 3.13b) is similar to those of the
FDBF-cylindrical, FK, and PS methods (Figure 3.13a) in terms of the shape and the minimum (2
m) and maximum (24 m) resolvable wavelengths for a normally dispersive subsurface layering.
This confirms that the issue with the p method in Figure 3.11 and Figure 3.12 is related to the
presence of a velocity reversal in the near-surface, and it is not related to the other factors such as
wavefield and noise conditions.

a

b

Figure 3.13- Comparison of the four transformation methods for Rayleigh wave for the MelvinPrice site at a location without a velocity reversal layer (normally dispersive dispersion curve). a)
FDBF-cylindrical, FK, and PS, b)p.
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3.8.2 Near-field effects
Shown in Figure 3.14 are Love wave dispersion curves generated using the four
transformation methods for the Hot Springs site with clear near-field effects. As shown in this
figure, the near-field effects are caused by model incompatibility because of the clear roll-off in
the phase velocity without any oscillations in the low-frequency portion of the dispersion curve.
For the FK and p methods in Figure 3.14b and 14d, respectively, it is apparent that the nearfield effect corrupts a large portion of the low frequency (< 23 Hz) dispersion data. However, for
the FDBF-cylindrical and PS methods in Figure 3.14a and 14c, respectively, a smaller portion of
the dispersion curve is corrupted by the near-field effect. The FDBF-cylindrical provided the
highest resolution (i.e. longest resolvable wavelength) experimental dispersion curve.
To better compare the performance of the four transformation methods in the presence of
clear near-field effects, the experimental dispersion data points of the four transformation
methods are plotted together in Figure 3.15. As shown in this figure, the majority of the
dispersion data points are related to the fundamental mode of propagation except for frequencies
ranging between 47-67 Hz, which are dominated by a higher mode. The capability of each
transformation method to mitigate the near-field effect is visible in this figure. The differences
between the four methods regarding the near-field effect are highlighted in the zoomed view in
Figure 3.15. From this figure, the maximum resolved wavelength using the FK and p methods is
19 m, whereas this value is 37 m for the PS method and 51 m for the FDBF-cylindrical method,
illustrating significant differences between the transformation methods. This indicates that in the
presence of model incompatibility effects, the performance of the FDBF-cylindrical is
considerably better than the other transformation techniques because it mitigates the near-field
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effect by using a cylindrical wavefield model. Similar behavior is observed for all the MASW
dispersion data with clear near-field effects.
To provide more evidence in this regard, another example of an experimental Rayleigh
wave dispersion image with clear near-field effects is provided in Supplement E. It should be
noted that the example in Supplement E is for Rayleigh waves, whereas the example in the paper
in Figure 3.14 is for Love waves. While Rayleigh and Love waves are very different in terms of
wave characteristics, wave propagation, and near-field effects, both examples illustrate the
superior performance of the FDBF-cylindrical over the other methods when considering nearfield effects.

Figure 3.14- Love wave dispersion curves generated using the four transformation methods for
the Hot Springs site with clear near-field effects and low noise levels. a) FDBF-cylindrical, b)
FK, c) PS, and d) p.
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Zoomed view

Figure 3.15- Comparison of the four transformation methods for Love wave for the Hot Springs
site with clear near-field effects using Love type surface waves.

3.8.3 Multiple mode resolution
Shown in Figure 3.16 are the Rayleigh dispersion curves generated using the four
transformation methods for the Ozark site. From this figure, it is apparent that the four
transformation methods have different sensitivities to higher modes. While most of the
dispersion data points from the FDBF-cylindrical are related to a higher mode (see Figure 3.16a),
the other transformation methods are dominated by the fundamental mode.
The differences between the FDBF-cylindrical and the other transformation methods are
clearer in Figure 3.17, in which the dispersion data points of the FDBF-cylindrical and the other
methods (FK, PS, and p) are shown in Figure 3.17a and 17b, respectively. As observed in
Figure 3.17a, for the FDBF-cylindrical, all the dispersion data points with a frequency greater
than 35 Hz are related to the first higher mode. However, for the FK, PS, and p, only the
dispersion data points for frequencies ranging between 40-66 Hz and 90-100 Hz are associated

93

with the first higher mode. This behavior is observed for several other dispersion images with
apparent higher modes. Another example in this regard from a different MASW setup and
location at the Ozark site is provided in Supplement F. Therefore, for complex sites where higher
modes are present, caution should be exercised when solely relying on the FDBF-cylindrical for
developing the dispersion curve. It should be mentioned that the resolution of the p method is
not as high as the other methods, as shown in Figure 3.16, due to a shallow and highly variable
bedrock layer and a high-frequency point of curvature for this site.

Figure 3.16- Rayleigh wave dispersion curves generated using the four transformation methods
for the Ozark site with the FDBF-cylindrical method dominated with a higher mode. a) FDBFcylindrical, b) FK, c) PS, and d) p.
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Figure 3.17- Rayleigh wave dispersion curves for the Ozark site. a) FDBF-cylindrical with clear
first higher mode (R1) domination, b) FK, PS, and p methods dominated with the fundamental
mode (R0).

Overall, the FDBF-cylindrical has been more sensitive to higher modes than the other
transformation methods. At first glance, this might seem like a drawback for the FDBFcylindrical because it can sometimes lead to mode misidentification if this method is solely used
for developing the dispersion curve. However, if the dispersion curves from different
transformation techniques are used (see Figure 3.18), the FDBF-cylindrical would provide
additional higher mode data, which can be used in the inversion process. This would increase the
reliability of the inverted shear wave profile by including the higher modes in the inversion
process. Therefore, for complex sites where higher modes are present, combining the dispersion
results from different transformation methods is recommended. For instance, shown in Figure
3.18 is the combined dispersion curve of the four transformation methods for the MASW setup
presented in Figure 3.17. The combined dispersion curve can be used as a means to (1)
effectively define different modes of propagation, (2) allow the uncertainty to be estimated in the
experimental dispersion curves developed using different transformation methods, (3) determine
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the potential near-field effects, if any are present, and (4) improve the reliability of the inversion
results by performing a multi-modal inversion.

R1

R0

Figure 3.18- Combination of all transformation methods with clear fundamental and first higher
Rayleigh mode dispersion curves.

3.9

Conclusion
This study examines the performance of the four transformation methods (FDBF-

cylindrical, FK, PS, and p), which are commonly used for MASW data processing to develop
the experimental dispersion curve. In this regard, extensive MASW measurements were
conducted at sites with different subsurface layering and noise conditions, including sites with
deep and shallow bedrock, sites with a velocity reversal, sites in a noisy and quiet environment,
sites with apparent near-field effects, and sites with clear higher modes. Based on the comparison
of the performance of the four transformation methods for developing the experimental
dispersion curves, the following conclusions are derived:
96

1- The performance of the four transformation methods is judged to be identical for both
Rayleigh and Love waves for sites with a deep bedrock layer, a low-frequency point of
curvature (<10 Hz), relatively uniform soil conditions, and low noise level (see Figure
3.4). Therefore, any of the four transformation methods can be used for these sites.
2- It is observed that for sites with a very shallow and complex (highly variable) bedrock
topography and a high-frequency point of curvature (>20 Hz), regardless of the site noise
level and geophone coupling conditions, the PS method resulted in a very poor-resolution
dispersion image for both Rayleigh and Love waves in such a way that no clear
dispersion curve could be extracted from the experimental results (see Figure 3.6, Figure
3.9, Supplement B, and Supplement C). However, the other transformation methods
(FDBF-cylindrical, FK, and p) generated a clear, high-resolution dispersion image for
both Rayleigh and Love waves for the same sites. Therefore, it is recommended not to
use the PS method for sites with very shallow and complex bedrock topography with a
high-frequency point of curvature (>20 Hz). If the PS method is used for such a site, the
experimental dispersion curve from the PS method should be compared to one of the
other transformation methods to ensure the accuracy of the derived dispersion data.
3- For sites with a velocity reversal (i.e. stiff over soft soil layer), it is determined that the p
method fails to generate Rayleigh dispersion data points for the layers located below the
velocity reversal layer. However, the other transformation methods developed an
experimental Rayleigh dispersion curve that contains information from the velocity
reversal layer and the layers below it (see Figure 3.11 and Supplement D). Therefore, it is
suggested not to use the p method for sites with a velocity reversal layer located within
the MASW target depth.
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4- For sites with clear near-field effects, the FDBF-cylindrical method provided a
significantly higher resolution dispersion image than the other transformation methods
(FK, PS, and p), which were corrupted by the near-field effects at low frequencies (see
Figure 3.15 and Supplement E). It is observed that the FDBF-cylindrical considerably
mitigates the near-field effects for both Rayleigh and Love waves, particularly the effects
of model incompatibility by using a cylindrical wavefield model rather than a plane
wavefield model.
5- The FDBF-cylindrical was more sensitive to effective and higher modes than the other
transformation methods (see Figure 3.16 and Supplement F). This means that more
dispersion data points from effective and higher modes can be generated using the FDBFcylindrical. However, caution should be taken to use the FDBF-cylindrical for sites with
effective and higher modes, as sometimes it can lead to mode misidentification (see
Figure 3.16). Therefore, a combined dispersion image using different transformation
methods is suggested to avoid potential mode misidentification and to be able to identify
different modes of propagation.
6- Overall, by comparing the performance of the four common transformation methods for
both Rayleigh and Love waves for sites with different subsurface layering, wavefield, and
noise conditions, it was observed that the FDBF-cylindrical generally outperforms the
others (FK, PS, and p) transformation methods. The FDBF-cylindrical provides a stable,
high-resolution dispersion image for various subsurface layering and noise conditions,
mitigates the near-field effects by modeling a cylindrical wavefield, and provides a highresolution dispersion image over a broad range of frequencies, including the low
frequencies portion of the dispersion curve. The FDBF-cylindrical is, therefore,

98

recommended to be used as the primary method if users are willing to only use one
transformation technique for MASW data processing.
7- The best practice is to combine all the transformation methods or at least use two
different transformation methods (FDBF-cylindrical and FK) for MASW data processing,
particularly for complex stratigraphy environments (e.g. sites where higher modes are
present). The combined method can be used as a means to enhance the quality and
reliability of the experimental dispersion curve, reduce the uncertainty regarding the
experimental dispersion curves and the final inverted Vs profile, accurately determine
different modes of propagation, and define and remove data corrupted by near-field
effects if any are present.
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Supplement A: Site with a deep bedrock, uniform soil conditions, and low noise levels

Figure 3.19- Love wave dispersion curves generated using the four transformation methods for
the PEBM site with a deep bedrock layer, a low-frequency point of curvature, and low noise
levels. a) FDBF-cylindrical, b) FK, c) PS, and d) p.

Figure 3.20- Comparison of the four transformation methods for Love waves for the PEBM site,
a) FDBF-cylindrical, FK, and p, b) PS.
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Supplement B: Site with a very shallow and highly variable bedrock layer using spikes.

Figure 3.21- Rayleigh wave dispersion curves generated using the four transformation methods
for the Ozark site with a very shallow and complex bedrock topography, a high-frequency point
of curvature, and high noise levels. a) FDBF-cylindrical, b) FK, c) PS, and d) p.
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Figure 3.22- Comparison of the four transformation methods for Rayleigh wave for the Ozark
site, a) FDBF-cylindrical, FK, and p, b) PS.
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Supplement C: Site with a very shallow and highly variable bedrock layer using a
landstreamer.

Figure 3.23- Love wave dispersion curves generated using the four transformation methods for
the Hot Springs site with a very shallow and complex bedrock topography, a high-frequency
point of curvature, and low noise levels. a) FDBF-cylindrical, b) FK, c) PS, and d) p.

Figure 3.24- Comparison of the four transformation methods for Love wave for the Hot Springs
site, a) FDBF-cylindrical, FK, and p, b) PS.
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Supplement D: Site with a velocity reversal layer.

Figure 3.25- Rayleigh wave dispersion curves generated using the four transformation methods
for the Melvin-Price site with a velocity reversal layer and moderate noise levels. a) FDBFcylindrical, b) FK, c) PS, and d) p.

Figure 3.26- Comparison of the four transformation methods for Rayleigh wave for the MelvinPrice site for a location with a velocity reversal layer (irregular dispersive dispersion curve). a)
FDBF-cylindrical, FK, and PS, b)p.
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Supplement E: Site with clear near-field effects.

Figure 3.27- Rayleigh wave dispersion curves generated using the four transformation methods
for the Hardy site with clear near-field effects and moderate noise levels. a) FDBF-cylindrical, b)
FK, c) PS, and d) p.
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Figure 3.28- Rayleigh wave dispersion data points generated from different source offsets using
the four transformation methods for the Hardy site with clear near-field effects and moderate
noise levels. a) FDBF-cylindrical, b) FK, c) PS, and d) p.
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Supplement F: Site with clear higher modes.

Figure 3.29- Rayleigh wave dispersion curves generated using the four transformation methods
for the Ozark site with the FDBF-cylindrical method dominated with a higher mode. a) FDBFcylindrical, b) FK, c) PS, and d) p.
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Figure 3.30- Rayleigh wave dispersion curves for the Ozark site. a) FDBF-cylindrical with clear
first higher mode (R1) domination, b) FK, PS, and p methods with dominated with the
fundamental mode (R0).

107

4

CHAPTER 4: DEVELOPING UPDATED GUIDELINES FOR NEAR-FILED
MITIGATION FOR ARRAY-BASED ACTIVE SURFACE WAVE TESTING

4.1

Chapter overview
This chapter examines the influence of near-field effects on active array-based surface

wave testing considering different conditions, including depth to impedance contrast (very
shallow and very deep impedance contrasts), source offset, source type (sledgehammer and
vibroseis sources), surface wave type (Rayleigh or Love), and transformation technique (FDBF,
FK, PS, and p techniques) used for data processing. The results of the extensive field
measurements are first compared with the previous guidelines and then used to develop
comprehensive near-field criteria considering all the parameters mentioned above. The results
are provided in the form of a journal paper that has been submitted to Geophysical Journal
International.
4.2

Practical Guidelines for Near-field Mitigation on Array-based Active Surface Wave
Testing

Reference
Rahimi, S., Wood, C. M., Himel, A. K., (2021). Practical Guidelines for Near-field Mitigation on
Array-based Active Surface Wave Testing. Geophysical Journal International.
4.3

Abstract
This paper aims to develop practical guidelines for near-field mitigation for active source

surface wave testing. To this end, extensive field measurements were performed considering
different factors, including depth to impedance contrast, source offset, source type, surface wave
type (Rayleigh or Love), and transformation technique used for data processing. According to
the results, near-field effects are independent of surface wave type and depth to impedance
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contrast. For sites with a very shallow impedance contrast, the FDBF-cylindrical transformation
technique outperforms others in terms of dispersion resolution by significantly mitigating nearfield effects. On the other hand, for sites with a very deep impedance contrast, the four
transformation techniques provide the same dispersion resolution when only considering nearfield effects. It is also revealed that the normalized array center distance criteria required to
mitigate near-field effects is a function of source type. Using 10-15 % as the accepted error
boundary, a normalized array center distance of 1.0 or greater is recommended for low-output
impulsive sources such as a sledgehammer source, whereas, for high-output harmonic sources
such as a vibroseis, a normalized array center distance of 0.5 is recommended. These criteria
should not be violated when using a limited number of source offsets (1 or 2). But, if the multiple
source offset approach (≥3 source offsets) is used where some of the source offsets meet the
criteria, the near-field criteria can be violated for other source offsets, given that the near-field
effects can be mitigated using the composite dispersion data generated from different source
offsets if those offsets produce acceptable dispersion data.
Keywords: Near-field effects, Source offset, Source type, Rayleigh and Love,
transformation techniques, impedance contrast.
4.4

Introduction
Over the past decade, surface wave methods have received increasing attention among

researchers and practitioners in the geotechnical community. Among surface wave methods,
active source surface wave testing using Multi-channel Analysis of Surface Waves (MASW) is
becoming one of the most popular methods in the geotechnical community. This is due to its
noninvasive nature, and more importantly, its effectiveness, rapidness, and low cost for nearsurface site characterization, which is the target depth for the majority of geotechnical projects.
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MASW is an array-based active source geophysical method that employs the dispersive nature of
Rayleigh or Love type surface waves to characterize the subsurface (Park et al., 1998). Initially,
the MASW method was utilized to retrieve 1D shear wave velocity profiles. However,
nowadays, this method has been employed for a variety of geotechnical applications, including
1D site characterization (Michel et al., 2014), 2D or 3D subsurface imaging (Ismail et al., 2014;
Pilecki et al., 2017; Rahimi et al., 2019a), landslide evaluation (Harba et al., 2019; Hussain et
al., 2020); rock rippability estimation (Choudhury et al., 2009; Rahimi et al. 2021), infrastructure
evaluation (Cardarelli et al., 2014), VS30 estimation (Martinez-Pagan et al., 2012; Rahimi et al.,
2020d), and soil liquefaction prediction (Mahvelati et al., 2020b; Rahimi et al., 2020a). Despite
the increasing popularity of MASW for geotechnical applications over the past years, there still
remain issues with this method.
The near-field effect is one of the most commonly encountered issues for the MASW
method, leading to the underestimation of shear wave velocities. For most surface wave methods,
it is assumed that the wavefield is only composed of planar surface waves. In other words, the
two main simplifying assumptions for surface waves data processing are (1) a plane wavefield
with no contributions from cylindrical waves and (2) pure surface waves in the wavefield with
no interference from body waves. Passive surface wave methods are likely to hold these
assumptions reasonable as surface wave sources are presumed far from the receivers. However,
for the active MASW method, source distance from the first receiver (i.e. source offset) is
minimized to achieve a high signal-to-noise ratio (Tokimatsu, 1997; Zywicki, 1999). Therefore,
the surface wave data processing assumptions might not be valid for these closely placed source
offsets (Ryden et al., 2009). The region where these assumptions are invalid is called the nearfield.
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When a source is placed within the near-field, the effects observed on the measured
dispersion data are called near-field effects. The near-field effects can be divided into two main
categories based on the assumptions made for surface waves data processing. First, the near-field
effect of modeling a cylindrical wavefield as a plane wavefield is the model incompatibility
effect (Zywicki et al., 2005). This near-field effect is identified by a clear roll-off in the
measured phase velocity at low frequencies (long wavelengths). Second, the near-field effect due
to body wave interference leads to oscillations in the measured phase velocity at low frequencies
(Rahimi et al. 2021). The near-field effect is a primary issue for the MASW method because it
corrupts the low-frequency experimental dispersion data so that a reliable inversion result cannot
be obtained, leading to mispredictions of the subsurface properties. The low-frequency
dispersion data are important because it contains information regarding deeper subsurface layers
which are often desired to estimate bedrock depth or Vs30. It is, therefore, critical to mitigating
near-field effects when conducting MASW testing.
Despite the importance of near-field effects, a limited number of research groups have
attempted to develop methods to mitigate such effects. These methods include modifying
wavefield transformation techniques to account for cylindrical waves (Zywicki et al., 2005),
increasing distance between the source and first or middle receiver (Xu et al., 2006; Bodet et al.,
2009), employing multiple source offsets (Wood et al., 2012), utilizing a greater number of
receivers (Yoon et al., 2009), and using both phase and group velocity estimates (Tremblay et
al., 2019). The most robust near-field effects criteria were developed by Yoon and Rix (2009), in
which two normalized parameters were introduced. These parameters include a normalized phase
velocity parameter defined as the ratio of the measured phase velocity (with near-field
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corruption) to the true phase velocity (without near-field corruption) and a normalized array
center distance (hereafter normalized ACD) given by:
x̅ ( 1⁄M ) ∑M
m=1 xm
=
λ
λ

(55)

Where x̅ is the mean distance of all receivers relative to the source offset, λ is the
wavelength, and M is the number of receivers. Yoon and Rix (2009) have proposed two practical
guidelines for near-field mitigation, including using a normalized ACD greater than one to limit
near field errors to less than 10-15% and a normalized ACD greater than two to limit errors to
less than 5%.
In a recent study by Li and Rosenblad (2011), a less restrictive normalized ACD of 0.5 is
proposed to limit errors to less than 5%. Li and Rosenblad (2011) suggested that the
inconsistency in their proposed normalized ACD guideline with those recommended by Yoon
and Rix (2009) is due to the high Poisson’s ratio values for their study areas, a condition that was
not investigated by Yoon and Rix (2009). In addition to Poisson’s ratio, it has been shown that
the impedance contrast observed in the subsurface is another important factor influencing the
near-field effects (Roy et al., 2017). Roy and Jakka (2017) have shown that as the impedance
ratio increases, the phase velocity underestimation due to near-field effects increases at lower
normalized ACD.
Overall, practical guidelines provided in previous studies are generally site-specific as they
fail to consider different factors influencing near-field effects. These include subsurface and
wavefield conditions, source offset, source type (sledgehammer and vibroseis), surface wave
type (Rayleigh and Love), and the transformation technique used for data processing. There is,
therefore, a need for a comprehensive investigation to develop practical guidelines for near-field
mitigation considering the factors mentioned above. Therefore, this study aims to fill this
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knowledge gap in these topics and develop the best practical guidelines for near-field mitigation
during field measurements. Toward this end, extensive field measurements were performed at
sites with different subsurface conditions using both Rayleigh and Love type surface waves and
sledgehammer and vibroseis sources. The data are then analyzed using four common wavefield
transformation techniques. The paper begins with the site locations targeted in this study.
Information regarding field measurements and data processing are then provided. The near-field
effects observed for different site conditions (very shallow and very deep impedance contrasts),
surface wave types (Rayleigh and Love), source offsets, source type (sledgehammer and
vibroseis), and transformation techniques are then discussed. Finally, new practical criteria for
near-field mitigation are proposed.
4.5

Site description and field measurements
To explore the near-field effects for different subsurface conditions, approximately 400

MASW array setups were performed at 19 sites within the USA, as tabulated in Table 4. The
sites were selected in such a way that they cover a variety of subsurface conditions. Several of
the sites are comprised of a very shallow impedance contrast (i.e. bedrock layer) ranging from 117 meters, whereas the rest of the sites are comprised of a very deep impedance contrast ranging
from 252-1110 m (see Table 4). For all these sites, the impedance contrast is located at the
soil/bedrock interface.
The general geology for sites with a very shallow impedance contrast includes very thin
soil layers followed by a highly variable and complex bedrock layer which results in a
heterogeneous soil profile within the target depth of active surface wave testing. The general
geology of the sites with a very deep impedance contrast consists of thick, unconsolidated
sediments followed by a very deep bedrock layer. This indicates that for these sites, the soil
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profile is almost homogenous within the target depth of active surface wave testing. For sites
with a very deep impedance contrast, depth to the highly saturated soil layer, which is shown to
be an important factor affecting near-field effects (Li, 2011; Li et al., 2011), is also presented in
Table 4. These depths were determined based on P-wave refraction measurements. According to
the P-wave refraction results, the highly saturated soil layer is located near the surface (~3-14.3
m) within the target depth of the MASW.
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Table 4- Key characteristics of the study areas and field measurements.
Surface

Geophon

Number

wave

e spacing

of

type

(m)

setups

S2

R3

2

35

SH

L

L4

1

140

-

SH

S

R and L

1 and 2

35

-

SH

S

L

1 and 2

22

-

SH

L

R

1

58

-

SH

S

R

1 and 2

76

Impedance contrast

Saturation

Source

Coupling

depth (m)

depth (m)

type

method

Very shallow (1-4)

-

SH1

Hot Springs

Very shallow (1-7)

-

Little Rock

Very shallow (1-8)

Site name

North Little
Rock

Sand Gap

Hardy

Ozark

Very shallow (410)
Very shallow (215)
Very shallow (517)

McDougal

Very deep (252)

3.7

SH

S

R and L

2

2

Fontaine

Very deep (291)

11.4

SH

S

R and L

2

2

Monette

Very deep (680)

5.4

SH

S

R and L

2

2

Manila

Very deep (810)

3.9

SH

S

R and L

2

2

Marmaduke

Very deep (492)

3

SH

S

R and L

2

2

S

R and L

2 and 4

2

5

Wynne

Very deep (850)

15.7

SH & V

Athelstan

Very deep (860)

4.3

SH

S

R and L

2

2

Palestine

Very deep (960)

14.3

SH

S

R and L

2

2

Earle

Very deep (1020)

9.5

SH & V

S

R and L

2 and 4

2

Very deep (1070)

9.2

SH

S

R and L

2

2

Aubrey

Very deep (1110)

9.7

SH

S

R and L

2

2

Bay

Very deep (518)

6.7

SH & V

S

R and L

2

2

Amagon

Very deep (349)

7.2

SH & V

S

R and L

2 and 4

2

Greasy
Corner

1

Sledgehammer

2

Spike

3

Rayleigh type surface wave

4

Love type surface waves

5

Vibroseis
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MASW testing was conducted using 24, 4.5 Hz vertical or horizontal geophones spaced
1, 2, or 4 meters apart. Both Rayleigh and Love type surface waves were performed for most of
the sites listed in Table 4. For sites where a significant number of MASW setups were collected
(Hot Springs and Hardy), a landstreamer system was used to increase the rate of field
measurements. However, for most sites, spikes, which generally result in better coupling to the
ground surface, were used. Rayleigh and Love type surface waves were mostly generated using a
4.5 kg sledgehammer source. However, for four of the sites with a very deep impedance contrast
(Wynne, Earle, Bay, and Amagon), a vibroseis source was used in addition to the sledgehammer
to examine the influence of source type on near-field effects. For the vibroseis source, testing
was performed using a stepped-sine approach for frequencies ranging from 2-50 Hz (Wood et al.,
2012). For each MASW array setup, waves were generated for at least three source offsets.
Several sledgehammer blows were stacked at each source offset to improve the reliability of the
collected data and signal-to-noise ratio. For sites with a very shallow impedance contrast, source
offsets of 1, 2, 5, 10, 13, or 25 m were used. But for sites with a very deep impedance contrast,
longer source offsets of 2, 5, 10, 20, 30, and 40 m were utilized. More information about site
descriptions, stratigraphy, and field measurements are provided in Wood et al. (2019) and
Rahimi et al. (2021).
4.6

Data processing
MASW data was processed to develop the experimental dispersion curve, representing

the variation of Rayleigh or Love wave phase velocity versus frequency. For each MASW array
setup, the experimental dispersion curve was generated using four transformation techniques.
These techniques consist of slant stack or frequency-slowness (p) (McMechan et al., 1981),
frequency-wavenumber (FK) (Nolet et al., 1976; Yilmaz, 1987; Foti et al., 2000), frequency

116

domain beamformer (FDBF) (Zywicki, 1999; Hebeler et al., 2007), and phase shift (PS) (Park et
al., 1998). These are the four primary transformation techniques that have been extensively used
by researchers, practitioners, and software packages for MASW data processing (Rosenblad et
al., 2009; Cox et al., 2014; Lontsi et al., 2016; Olafsdottir et al., 2018; Cheng et al., 2019).
For the FDBF technique, two different approaches are proposed, one for planar and one
for cylindrical wavefield. In this study, only the cylindrical version of the FDBF method is
considered because the experimental dispersion curve generated using the FDBF-plane was
observed to be nearly identical to the FK. Details regarding each transformation technique are
provided in Rahimi et al. (2021). Generally, dispersion data collected at different source offsets
are compared and combined to eliminate the data corrupted by near-field effects. However, in
this study, each source offset was processed individually to be able to investigate the near-field
effect. The final dispersion curve was developed for each transformation technique by
automatically picking the maximum spectral peak in the frequency-wavenumber domain. The
dispersion data related to an effective or higher mode were eliminated, but data corrupted by
near-field effects were kept in the final dispersion data to identify near-field effects.
4.7

Results and discussions
The results of this study are presented in two main sections: near-field effects for sites

with a very shallow and highly variable impedance contrast and near-field effects for sites with a
very deep impedance contrast. Near-field effects are examined considering different conditions,
including Rayleigh and Love type surface waves, various transformation techniques, different
source offsets, and different source types (sledgehammer or vibroseis). For the results section
presented below, the sledgehammer was used for the active surface wave testing unless it is
stated otherwise. Due to the extensive number of MASW setups, only a few examples are
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provided in each section. However, the behavior observed in these examples was observed in the
other numerous dataset investigated for this study.
4.7.1 Near-field effects for sites with a very shallow and highly variable impedance contrast
4.7.1.1 Rayleigh type surface waves
4.7.1.1.1 Different transformation techniques
Presented in Figure 4.1 is an example of raw Rayleigh wave dispersion curves generated
using the four transformation techniques for the Sand Gap site with a very shallow and highly
variable impedance contrast. All the transformation methods should estimate the phase velocity
with less than a 10% error in the absence of near-field effects. From this figure, apparent nearfield effects are observed in the form of roll-off in the measured Rayleigh wave phase velocity in
the experimental dispersion curves developed using the four transformation techniques. The
clear roll-off in the measured phase velocity is observed to occur at a different frequency and
phase velocity data pair for each transformation technique. In other words, different maximum
wavelengths (i.e. depths) are measured using the four transformation techniques. This indicates
that the ability to mitigate near-field effects is different for each transformation technique.
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Figure 4.1- Rayleigh wave dispersion curves generated using the four transformation methods
for the Sand Gap site with a very shallow and highly variable impedance contrast. a) FDBFcylindrical, b) FK, c) PS, and d) p.
The differences between the four transformation techniques are more apparent in Figure
4.2, where the experimental dispersion curves developed using the four transformation
techniques are combined. Additionally, the true fundamental (R0, solid curve), first higher (R1,
dashed curve), and second higher (R2, dotted curve) dispersion curves are shown to ensure the
dispersion data generated using each transformation technique is related to the true fundamental
mode. These modes are generated by forward modeling of the P-wave velocity profile estimated
from the P-wave refraction measurements and boring log information. Based on the zoomed-in
view of this figure, the maximum resolved wavelength (prior to roll-off) for FDBF-cylindrical
and PS methods is 80 m, whereas this value is 50 m and 40 m for the FK and p methods,
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respectively. This indicates that the experimental dispersion curves developed using the p and

Cutoff
frequency

FK methods are more corrupted by near-field effects than the FDBF-cylindrical and PS methods.

Zoomed in view

13.5

Figure 4.2- Comparison of the near-field effects observed for different transformation techniques
for the Sand Gap site. The true fundamental (R0), first higher (R1), and second higher (R2)
modes are shown with solid, dashed, and dotted curves, respectively.

4.7.1.1.2 Different source offsets
Data from different source offsets for the same MASW setup presented in Figure 1 are
used to investigate the impacts of the multiple source offset approach on near-field mitigation.
Shown in Figure 4.3 is the Rayleigh wave dispersion data generated at different source offsets of
1, 13, and 25 m using the four transformation techniques along with the true fundamental (R0),
first higher (R1), and second higher (R2) modes. In this figure, it is apparent that similar
dispersion resolution is obtained in terms of near-field effects from the four transformation
techniques when using the multiple source offset approach. In other words, the near-field effects
observed for the FK and p methods in Figure 4.2 are mitigated by using data from longer source
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offsets at lower frequencies. For example, for the FK method in Figure 4.3, it is evident that the
low-frequency dispersion data generated using the 13 m (blue) and 25 (green) m source offsets
correspond well with the true fundamental mode (no near-field effects), while the dispersion data
from the 1 m source offset (red) are corrupted by the near-field effects at the same frequencies.

FDBF

FK

PS

tp

Figure 4.3- Rayleigh wave dispersion data points generated using the four transformation
methods at different source offsets for the same MASW setup shown in Figure 1. The true
fundamental (R0), first higher (R1), and second higher (R2) modes are shown with solid, dashed,
and dotted curves, respectively.

Shown in Figure 4.4 is another example of Rayleigh wave dispersion data generated at
different source offsets using the four transformation techniques for the Ozark site with a very
121

shallow and highly variable impedance contrast. Additionally, the true fundamental (R0), first
higher (R1), and second higher (R2) modes are shown with solid, dashed, and dotted curves,
respectively. A similar procedure used for the MASW setup in Figure 4.3 was followed to
produce the dispersion curves from different modes of propagation.
Unlike the previous example in Figure 4.3, where the multiple source offset approach
allowed the mitigation of near-field effects, for the MASW setup for the Ozark site in Figure 4.4,
no improvements in the dispersion resolution are obtained in terms of near-field effects when
using the multiple source offset approach. For this MASW setup in Figure 4.4, it is apparent that
the dispersion data from long source offsets (13 and 25 m) are mainly dominated by the R1 mode
(particularly data from the 13 m source offset). Most of the data related to the fundamental mode
(R0), which is the primary mode of interest in surface wave testing, are generated through the 1
m source offset. This is reasonable given the very shallow impedance contrast for this site, which
leads to higher mode domination for source offsets located far from the array.
From the dispersion data generated using the Fk and p methods for the 1 m source offset
(red circle) in Figure 4.4, apparent roll-off is observed in the measured phase velocity due to the
near-field effect at a frequency of 19.5 Hz (wavelength of 18 m). However, the roll-off in the
FDBF-cylindrical method occurs at a frequency of 12 Hz (wavelength of 51 m), meaning that a
significantly longer wavelength experimental dispersion curve is generated using the FDBFcylindrical method. Another point that should be highlighted is that the dispersion data from the
PS method are scattered over different modes, which leads to a poor resolution experimental
dispersion curve compared to the other methods. The PS resolution issue for sites with a very
shallow and highly variable impedance contrast and the reason behind such observations are
discussed in detail in Rahimi et al. (2021).
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FDBF

FK

PS

tp

Figure 4.4- Rayleigh wave dispersion data points generated using the four transformation
methods at different source offsets for the Ozark site with a very shallow and highly variable
impedance contrast. The true fundamental (R0), first higher (R1), and second higher (R2) modes
are shown with solid, dashed, and dotted curves, respectively.

4.7.1.1.3 Threshold normalized ACD
Data from all the Rayleigh wave MASW setups are combined to generate the normalized
ACD plot to identify the most suitable ACD criteria regarding near-field mitigation. Toward this
end, the dispersion data related to an effective or a higher mode were first eliminated to develop
the final experimental dispersion data. Each data pair of phase velocity versus wavelength in the
final dispersion plot was then moved to the normalized ACD versus normalized phase velocity
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(VR) domain. The normalized ACD parameter was calculated based on the wavelength and array
geometry using Equation 1. To calculate the normalized VR parameter, a true (reference) phase
velocity is required. The true phase velocity is typically determined using passive surface wave
methods because dispersion data from such methods are often free of near-field effects.
However, considering the number of MASW setups collected at sites with a very shallow
impedance contrast (see Table 4), passive surface wave measurements were not an ideal option
due to their long recording time. Therefore, in this study, the true phase velocity was determined
using the measured phase velocity from the FDBF-cylindrical method since the FDBFcylindrical reduces/eliminates the near-field effects of model incompatibility (Yoon et al., 2009).
It should be highlighted that the dispersion data from the FDBF-cylindrical was used as the true
phase velocity only up to a cutoff frequency where the data was free of near-field effects, given
that the cylindrical wavefield model does not eliminate all the near-field effects. For example,
the cutoff frequency for the MASW setup in Figure 4.2 was 13.5 Hz (wavelength of 80 m), as
illustrated in this figure.
Shown in Figure 4.5 is the normalized ACD plot for Rayleigh waves using all the data
from sites with a very shallow and highly variable impedance contrast. Data included in this
figure are related to either the 1 m or 5 m source offset. Only dispersion data from the FK and p
are included in this plot due to the PS resolution issues for sites with a very shallow and highly
variable impedance contrast (see Rahimi et al. 2021). Additionally, two boundaries of 5% and
10% phase velocity errors (Yoon et al., 2009) and their associated zonations are provided with
blue and red colors, respectively. The 5% and 10-15% error boundaries are used to define the
normalized ACD criteria for near-field mitigation.
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From Figure 4.5, it is observed that due to the uncertainty in the experimental data, a
range of normalized ACD is associated with the 5% and 10-15% error boundaries. Such behavior
is also observed in the previous studies (Yoon et al., 2009; Li et al., 2011) and indicates the site
dependence and variability in the near field effect. In this study, the onset of the considerable
reduction (underestimation) in the measured phase velocity is used to determine the criteria for
near-field effects mitigation. This provides the most conservative normalized ACD criteria for
near-field mitigation based on the experimental data. According to the 5% and 10-15% error
boundaries, the wavefield can be divided into two zones: Zone I, with almost no near-field
effects in the measured phase velocity, and Zone II, where the measured phase velocities are
underestimated due to the near-field corruptions. A normalized ACD approximately greater than
1.5 is sufficient to limit errors in the measured phase velocity due to the near-field effect to 5%
or less. Additionally, a normalized ACD approximately greater than 1.0 is required to limit the
errors in the measured phase velocity due to the near-field effect to 10-15% or less.
By comparing the 1 m and 5 m source offset results in the figure, there is some bias
observed between the two source offsets with the 5 m source offset generally having shorter
NACD without near-field effects compared to the 1 m source offset. However, similar shorter
NACD are observed for some of the 1 m source offset data indicating normal data variability
may be causing the observed differences. It is worth mentioning that the errors in the measured
phase velocity are not caused by lateral variability in the subsurface layering because, in such a
case, values would have been scattered both above and below the expected normalized VR value
of 1.0. However, as shown in Figure 4.5, a consistent trend of decrease in normalized phase
velocities is observed at low normalized ACDs, indicating clear near-field effects.
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Zone I

Zone II

Zone II

Zone I

1.5

FK-1m

tp-1m

FK-5m

tp-5m

Figure 4.5- Normalized ACD for Rayleigh waves for sites with a very shallow and highly
variable impedance contrast.

4.7.1.2 Love type surface waves
4.7.1.2.1 Different transformation techniques
Presented in Figure 4.6 is an example of raw Love wave dispersion curves generated
using the four transformation techniques for the Hot Springs site with a very shallow and highly
variable impedance contrast. In this figure, it is clear that the four transformation techniques
provide different resolutions for the experimental dispersion curve. Similar to Rayleigh waves,
the FDBF-cylindrical delivers a considerably longer wavelength dispersion curve than the other
transformation methods. Moreover, the PS has a severe resolution issue so that no coherent
fundamental mode trend can be determined based on the experimental dispersion data. For more
information in this regard, see Rahimi et al. (2021).
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To better illustrate the differences between the four transformation techniques, the Love
wave dispersion data from the four transformation techniques are combined, and the results are
presented in Figure 4.7 along with the theoretical fundamental (L0), first higher (L1), and second
higher (L2) modes. The theoretical results were based on forward modeling of downhole
measurements and dispersion data measured near the surface wave array. From the zoomed-in
view of this figure, the maximum resolved wavelength for the FK and p methods is 20 m.
However, the FDBF-cylindrical provides high-quality dispersion data over the entire range of
frequencies with a maximum resolved wavelength of 50 m. Therefore, for Love waves, similar to
Rayleigh waves, the FDBF-cylindrical outperforms other transformation methods in terms of
near-field effects and dispersion resolution.

Figure 4.6- Love wave dispersion curves generated using the four transformation methods for the
Hot Springs site with a very shallow and highly variable impedance contrast. a) FDBFcylindrical, b) FK, c) PS, and d) p.
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Zoomed in view

L0

L1

L2

Figure 4.7- Comparison of the near-field effects observed for different transformation
techniques. The true fundamental (R0), first higher (R1), and second higher (R2) modes are
shown with solid, dashed, and dotted curves, respectively.
4.7.1.2.2 Different source offsets
Data from different source offsets for the same MASW setup presented in Figure 4.6 are
processed to examine the impacts of the multiple source offset approach on near-field mitigation.
Shown in Figure 4.8 is the Love wave dispersion data generated at different source offsets of 1,
2, and 5 m using the four transformation techniques along with the true fundamental (L0), first
higher (L1), and second higher (L2) modes. As observed in this figure, the multiple source offset
approach mitigates near-field effects to some extent for the FK and p methods. For these
methods, the dispersion data from the 2 m (blue) and 5 m (green) source offsets extend to lower
frequencies than the 1 m source offset. However, even the combined dispersion curves for the
FK and p methods using the multiple source offset approach are not as clear as the FDBFcylindrical using a single source offset of 1 m. For the PS method, similar to the 1 m source
offset, the other source offsets provide very poor quality experimental dispersion data with no
clear trend for the fundamental mode. These findings for Love waves correspond well with those
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for Rayleigh waves in the previous section, highlighting the better performance of the FDBFcylindrical compared to the other transformation methods considering near-field effects.

FDBF

FK

PS

tp

2m

5m

L0

L1

L2

Figure 4.8- Love wave dispersion data points generated using the four transformation methods at
different source offsets for the same MASW setup shown in Figure 6. The true fundamental
(R0), first higher (R1), and second higher (R2) modes are shown with solid, dashed, and dotted
curves, respectively.

Presented in Figure 4.9 is another example of Love dispersion data generated at different
source offsets of 1, 2, and 10 m using the four transformation techniques along with the true
fundamental (L0), first higher (L1), and second higher (L2) modes. Unlike the previous example
in Figure 4.8, where the multiple source offset approach mitigated the near-field effect to some
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extent for the FK and p methods, for the MASW setup in Figure 4.9, the dispersion data from 2
m and 10 m source offsets are dominated by effective or higher modes (L1 and L2). Therefore,
no data from the fundamental mode (L0) is obtained for the low-frequency portion of the
dispersion curve, where near-field corruptions occur, using 2 m and 10 m source offsets. This is
consistent with the results from Rayleigh waves in Figure 4.4, indicating that for sites with a very
shallow and highly variable impedance contrast, the multiple source offsets approach is not
always beneficial for near-field mitigation.

FDBF

FK

PS

tp

2m

10 m

L0

L1

L2

Figure 4.9- Love wave dispersion data points generated using the four transformation methods at
different source offsets for the Hot Springs site with a very shallow and highly variable
impedance contrast. The true fundamental (R0), first higher (R1), and second higher (R2) modes
are shown with solid, dashed, and dotted curves, respectively.
130

4.7.1.2.3 Threshold normalized ACD
Shown in Figure 4.10 is the normalized ACD plot for Love waves using all the dispersion
data for sites with a very shallow and highly variable impedance contrast along with the
boundaries and zonations for the 5% (blue) and 10% (red) errors. Data related to different source
offsets (1, 5, and 10 m) are marked with different colors in this figure. This plot was generated
similar to the procedure explained for Rayleigh waves in the previous section. Similar to
Rayleigh waves, the onset of the 5% or 10-15% errors in the measured phase velocity is used to
determine the near-field criteria. According to the 5% and 10-15% error boundaries, the
wavefield can be divided into two zones: Zone I, with almost no near-field contamination, and
Zone II, where the measured phase velocities are significantly underestimated due to near-field
effects. According to the field measurement results, a normalized ACD of approximately greater
than 1.5 is required to limit errors to 5% or less, and a normalized ACD of approximately greater
than 1 is needed to limit errors to 10-15% or less. These zonations are the same as those
determined for Rayleigh waves in the previous section. It is also observed that the source offset
does not play a significant role in the NACD criteria when the data is normalized by the ACD.
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Zone II

Zone I

Zone II

Zone I

1.5

FK-1m

tp-1m

FK-5m

tp-5m

FK-10m tp-10m

Figure 4.10- Normalized ACD for Love waves for sites with a very shallow and highly variable
impedance contrast.

4.7.2 Near-field effects for sites with a very deep impedance contrast
This section details the near-field effects for sites with a very deep impedance contrast, as
listed in Table 4. For these sites, similar performance is observed for the four transformation
techniques (for both Rayleigh and Love waves) in terms of near-field effects and dispersion
resolution. As an example, the Rayleigh wave dispersion data generated using the four
transformation techniques for the Aubery site with a very deep impedance contrast (1110 m) is
presented in Figure 4.11. According to this figure, the same dispersion data are obtained for the
entire range of frequencies using the four transformation methods. This behavior at sites with a
very deep impedance contrast is also observed and confirmed in previous studies (J. Li &
Rosenblad, 2011; Rahimi et al. 2021). More information in this regard is provided in Rahimi et
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al. (2021). Therefore, in this section, the performance of the four transformation techniques
regarding near-field mitigation is not discussed, given that each provides nearly identical
experimental dispersion data when only considering near-field effects.

Figure 4.11- Rayleigh wave dispersion data from the four transformation methods for the Aubrey
site with a very deep impedance contrast.

4.7.2.1 Rayleigh type surface waves
4.7.2.1.1 Different source offsets
The Rayleigh wave dispersion data generated at different source offsets of 2, 5, 10, 20,
and 40 m, along with passive dispersion data (i.e. true phase velocity) for four sites with a very
deep impedance contrast (Aubery, Marmaduke, Palestine, and Monette) are provided in Figure
4.12. Additionally, the maximum resolved wavelength for each source offset is also provided in
this figure. Passive surface wave testing was performed for these sites using large diameter (50500 m) circular arrays and processed using the HRFK and MSPAC methods to estimate the true
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phase velocity and identify active data contaminated with near-field effects. The passive
dispersion data are presumed free from near-field effects as their sources are located far away
from the receiver array, ensuring pure planar surface waves within the wavefield. Information
regarding the data processing of the passive surface wave testing for these sites is provided in
Himel and Wood (2021) and Wood et al. (2019). It should be mentioned that all the active
dispersion data in Figure 4.12, which were generated using a sledgehammer source, are
associated with a signal to noise ratio greater than the recommended cutoff value of 10 decibels
(dB) (Wood et al., 2012) even at very low frequencies (i.e. 3-5 Hz).
As shown in Figure 4.12, the dispersion data from the 2 m source offset demonstrates
clear near-field effects at very short wavelengths, varying between 14-21 m. Clear near-field
effects are also observed for the 5 m source offsets at wavelengths ranging between 32-55 m.
The 10 and 20 m source offsets resulted in the longest wavelengths ranging between 44-71 and
44-140 m, respectively. For the 40 m source offset, while it is expected to obtain the longest
wavelength compared to the other (shorter) source offsets, phase velocities are overestimated at
short wavelengths for the Marmaduke, Palestine, and Monette sites indicating the likely
influence from far-field effects due to attenuation of wave energy. Overall, the multiple source
offset approach is observed to mitigate near-field effects up to a certain distance from the first
geophone. The 20 m source offset is observed to be the most effective as it emulates the passive
data quite well and provides the highest resolved wavelength.
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b- Marmaduke

a- Aubrey

c- Palestine

d- Monette

Figure 4.12- Active Rayleigh wave dispersion data generated at different source offsets along
with the passive data for sites with a very deep impedance contrast. a) Aubrey, b) Marmaduke, c)
Palestine, d) Monette.

4.7.2.1.2 Threshold normalized ACD
The Rayleigh dispersion data generated at different source offsets from all the sites with a
very deep impedance contrast are combined, and the results are shown in Figure 4.13a to define
some practical guidelines regarding near-field mitigations. Additionally, for each source offset
except for 40 m, the power regression curve fitted through the experimental data is presented in
Figure 4.13b. The 40 m source offset is not included in Figure 4.13b because the errors in the
dispersion data of this source offset are related to effects other than near-field. The normalized
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phase velocity was computed as the ratio of the measured active phase velocity (i.e. MASW) to
the passive (true) phase velocity (i.e. HRFK or SPAC) at frequencies where the active and
passive data overlap.
In Figure 4.13a, different markers and colors are used for data generated at different
source offsets to be able to differentiate between them. In addition, the 5% and 10% error
boundaries and zonations are shown with blue and red colors, respectively. From Figure 4.13a
and b, the majority of the data with significant near-field contamination are associated with the 2
and 5 m source offsets, while longer offsets tend to be associated with shorter normalized ACD
when exceeding the 5% and 10-15% boundaries. This indicates that the ACD normalization
corrects for much of the differences in array geometry but does not account for all the differences
when considering different source offsets. The shorter 2 m source offset results in poorer nearfield performance than observed with the other longer source offsets.
Overall, based on the 5% and 10-15% error boundaries and the results obtained from the
field measurements, the wavefield can be divided into two main zones regarding near-field
effects: Zone I with negligible near-field effects and zones II with considerable underestimation
in the measured phase velocity due to the near-field contaminations. Based on the field
measurement results, a normalized ACD of approximately greater than 1.5 is sufficient to limit
errors to 5% or less, and a normalized ACD of approximately greater than 1 is sufficient to limit
errors to 10-15% or less.
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Figure 4.13-Normalized ACD for Rayleigh waves for sites with a very deep impedance contrast.
a) experimental dispersion data, b) power regression curve for each source offset.

4.7.2.1.3 Influence of source type (sledgehammer versus vibroseis) on near-field effects
To investigate the influence of source type on near-field effects, Rayleigh dispersion data
were generated using the co-located sledgehammer and vibroseis source for several of the sites
with clear near-field effects (see Table 4). Here only the Wynne site results are presented as an
example to investigate the effects of source type. For the Wynne site, the only difference
between the sledgehammer and vibroseis measurements was array length (46 m for a
sledgehammer and 92 m for vibroseis), meaning that the two arrays sample different regions of
the ground. This difference is not expected to alter the experimental dispersion data, given that
the Wynne site consists of a thick and homogenous soil profile (i.e. a very deep impedance
contrast) with no lateral variability. However, to verify this claim, the vibroseis data were
processed using two different suites of geophones: vibroseis1 using geophones 1-24 (96 m array
length) and vibroseis2 using geophones 1-12 (46 m array length). Therefore, the regions of the
ground sampled by the vibroseis2 array are identical to the sledgehammer.
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Shown in Figure 4.14 are the Rayleigh dispersion data generated using the
sledgehammer, vibroseis1, and vibroseis2, along with the passive data for the Wynne site with a
very deep impedance contrast (850 m). In this figure, it is clear that the dispersion data from the
vibroseis1 and vibroseis 2 are almost identical (with slight differences in the measured phase
velocities), verifying that array length does not influence the dispersion data of this site. The
phase velocity differences observed between vibroseis1 and vibroseis 2 are negligible as these
differences are within the generally accepted standard deviation (10%).
From Figure 4.14, apparent near-field effects are observed for the 2 m and 5 m
sledgehammer source offsets in the form of roll-off in the measured phase velocity. Comparing
the sledgehammer versus vibroseis dispersion data, it is clear that the near-field effects are
reduced using a vibroseis source. For instance, for the 5 m source offset, the sledgehammer data
are corrupted by near-field effects for wavelengths greater than 21 m, but the vibroseis provides
dispersion data up to 120 m wavelengths with only a slightly lower velocity than observed in the
passive dispersion data. Therefore, near-field effects can be mitigated to some extent using a
high-energy harmonic source (i.e. vibroseis). This is because, for such sources, waves are
generated harmonically with each frequency tested individually (stepped-sine), meaning that a
single dominant waveform that propagates in-line with the array is produced in each step.
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Figure 4.14- Active Rayleigh dispersion data generated using a sledgehammer and vibroseis
source for the Wynne site with a very deep (850 m) impedance contrast (hammer: 24 geophones
with 2 m spacing, vibroseis1: 24 geophones with 4 m spacing, vibroseis2: 12 geophones with 4
m spacing).
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Data from several sites with a vibroseis source, as listed in Table 4, were used to define
the normalized ACD criterion for near-field mitigation when using a vibroseis source, and the
results are provided in Figure 4.15. Additionally, the 5% and 10% error boundaries and
zonations are shown with blue and red colors, respectively. The normalized phase velocity was
calculated as the ratio of the active phase velocity (with near-field effects) measured using the
vibroseis source to the passive (true) phase velocity (i.e. HRFK or SPAC) at frequencies where
the active and passive data overlap. Based on Figure 4.15, for active surface wave testing using a
vibroseis source, a normalized ACD of approximately greater than 0.6 is recommended to limit
the errors due to the near-field to 5% or less, and a normalized ACD of approximately greater
than 0.5 is required to limit errors to 10-15 %. These criteria are less restrictive than those
defined for Rayleigh waves using a sledgehammer source.
Zone II

Zone II

Zone I

Zone I

0.5 0.6

Vibroseis

Figure 4.15- Normalized ACD for Rayleigh waves for sites with a very deep impedance contrast
using vibroseis source.
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4.7.2.2 Love type surface waves
4.7.2.2.1 Different source offsets
For Love type surface wave testing for sites with a very deep impedance contrast, surface
wave testing was performed at four different source offsets of 5, 10, 20, and 40 m. Shown in
Figure 4.16 are the active Love wave dispersion data (i.e. MASW) generated at different source
offsets along with the passive dispersion data for four sites with a very deep impedance contrast.
These sites include Fontaine, MacDougal, Aubrey, and Earle, as shown in Figure 4.16a, 15b,
15c, and 15d, respectively. All the active dispersion data shown in Figure 4.16 are associated
with a signal-to-noise ratio higher than the cutoff value of 10 dB (Wood et al., 2012). The
passive dispersion data represents the true phase velocity at low frequencies. For the 5 m and 10
m source offsets in this figure, clear near-field effects are observed at short wavelengths, ranging
between 30-42 m. The near-field effects appear in the shape of roll-off in the measured phase
velocity. The 20 m source offset provides the highest resolution experimental dispersion data
with maximum resolved wavelengths ranging between 55-82 m. For the 40 m source offset,
high-resolution dispersion data are obtained only for the Fontaine site. However, for the rest of
the sites, the phase velocities are underestimated or overestimated using the 40 m source offset at
very short wavelengths (19-46 m). Overall, the observations of this section for Love waves are in
good agreement with those observed in the previous section for Rayleigh waves..
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b- MacDougal

a- Fontaine

c- Aubrey

d- Earle

Figure 4.16- Active Love dispersion data generated at different source offsets along with the
passive data for sites with a very deep impedance contrast. a) Fontaine, b) MacDougal, c)
Aubrey, d) Earle.

4.7.2.2.2 Threshold normalized ACD
Presented in Figure 4.17a is the normalized ACD plot for Love waves using data from all
sites with a very deep impedance contrast at frequencies where active and passive dispersion data
overlap. Moreover, the zonations and boundaries related to 5% and 10% errors are shown with
blue and red colors, respectively. Using the experimental data from Figure 4.17a, the power
regression curve for each source offset (except for 40 m) was generated, and the results are
presented in Figure 4.17b. In Figure 4.17a, data related to different source offsets are shown
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using different markers and colors. Using the 5% and 10-15% error boundaries, the wavefield
can be divided into two zones with respect to near-field effects: Zone I with no considerable
near-field effects, and Zone II with clear near-field effects that lead to underestimating the
measured phase velocity.
From Figure 4.17a, errors due to the near-field effects can be limited to 5% or less using
a normalized ACD greater than 1.5, and errors can be limited to less than 10-15% using a
normalized ACD greater than 1.0. These normalized ACD criteria are consistent with those
determined for Rayleigh waves for sites with a very deep impedance contrast when using a
sledgehammer source. For Figure 17b, similar NACD results are observed for each source offset
with the 20 m source offset, resulting in slightly better performance at short NACD than the 5 m
and 10 m source offsets.

a

Zone II

b

Zone I

Zone II

Zone I

1.5

Figure 4.17- Normalized ACD for Love waves for sites with a very deep impedance contrast. a)
experimental dispersion data, b) power regression curve for each source offset.
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4.8

Discussions
Presented in Table 5 is a summary result of the normalized ACD criteria for near-field

mitigation of Rayleigh and Love type surface waves for sites with a very shallow and highly
variable (< 30 m) impedance contrast and sites with a very deep (> 250 m) impedance contrast
using sledgehammer and vibroseis sources. The 5% and 10-15% error boundaries were used to
define the suitable normalized ACD criteria for near-field mitigation. These error boundaries are
similar to those used in the previous studies (Yoon et al., 2009; Li et al., 2011), allowing to
compare the findings of this study with the previous investigations.
According to the obtained results, the normalized ACD criteria for near-field mitigation
of Rayleigh and Love type surface waves and for sites with very shallow and very deep
impedance contrasts are identical. This indicates that the normalized ACD criteria for near-field
mitigation are independent of surface wave type and depth to the impedance contrast. However,
the source type is determined to be an important factor influencing the normalized ACD criteria
for near-field mitigation.
For a sledgehammer source, the normalized ACD criteria for near-field mitigation
include (1) a normalized ACD greater than 1.5 to limit errors in the measured phase velocity due
to the near-field contaminations to 5% or less and (2) a normalized ACD greater than 1.0 to limit
errors to 10-15% or less. On the other hand, for a vibroseis source, the normalized ACD criteria
for near-field mitigation include (1) a normalized ACD greater than 0.6 to limit errors to 5% or
less and (2) a normalized ACD greater than 0.5 to limit errors to 10-15% or less. It should be
highlighted that the active surface wave testing using a vibroseis source was only conducted for
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Rayleigh waves for several sites with very deep impedance contrast (see Table 4). However, a
similar normalized ACD criterion is expected for other conditions (i.e. for Love waves or for
sites with a very shallow impedance contrast) since the normalized ACD criteria are determined
to be independent of surface wave type and depth to the impedance contrast. Therefore, the
normalized ACD criteria determined for Rayleigh waves for sites with a very deep impedance
contrast using a vibroseis source are valid for the other conditions
Table 5- Practical criteria for near-field mitigation during field measurements.
Less than 10-

Less than 5%

15% error due to

due to the near-

near-field effects

field effects

Rayleigh

NACD1 > 1.0

NACD > 1.5

Hammer

Love

NACD >1.0

NACD >1.5

Very deep

Hammer

Rayleigh

NACD > 1.0

NACD > 1.5

Very deep

Hammer

Love

NACD > 1.0

NACD > 1.5

Very deep

Vibroseis

Rayleigh

NACD > 0.5

NACD > 0.6

Impedance

Source

Surface

contrast

type

wave type

Hammer

Very shallow and
highly variable
Very shallow and
highly variable

1

Normalized ACD

In order to compare the criteria of the current study with the previous investigations, the
5% error is considered because Li and Rosenblad (2011) only used the 5% error boundary to
define the near-field mitigation criteria. For a sledgehammer source, the normalized ACD
criterion defined in this study based on the 5% error (a normalized ACD of 1.5) is slightly less
restrictive than the recommended value by Yoon and Rix (2009) (a normalized ACD of 2).
However, these two criteria are significantly different from Li and Rosenblad's (2011) findings,
which suggest a normalized ACD of 0.5. Li and Rosenblad (2011) have claimed that the
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discrepancy in their normalized ACD criterion is likely due to the high Poisson’s ratio of their
study areas compared to the Yoon and Rix (2009) investigation. However, according to the
results of this study, the high Poisson’s ratio is not the primary reason for the discrepancy. This
is because the normalized ACD criterion defined in this study for sites with a very deep
impedance contrast and sledgehammer source (NACD of 1.5) also consist of sediments with high
Poisson’s ratios (i.e. shallow water table, see Table 4), but this criterion is significantly different
from Li and Rosenblad (2011) normalized ACD criterion (NACD of 0.5). Therefore, other
reasons are behind this discrepancy in the normalized ACD criteria. Comparing all the key
characteristics of Li and Rosenblad's (2011) study and this investigation reveals that the two
main differences include (1) array length and (2) source type.
The first main difference between the two studies is the array length. Li and Rosenbald
(2011) used different array lengths, most of which are longer arrays compared to this study.
However, this should not be a primary reason behind the discrepancy in the normalized ACD for
two reasons. First, the array length is important for heterogeneous sites with an irregular soil
profile where subsurface layers are highly variable within short distances. However, the sites
tested in Li and Rosenblad (2011) and the current study consist of an almost homogenous soil
profile and a very deep impedance contrast within the tested arrays. The fact that array length
does not alter the dispersion data significantly for these sites is also confirmed by the
experimental data in Section 4.7.2.1.3, where the experimental dispersion data generated using
vibroseis1 with a 46 m array length and vibroseis2 with a 96 m array length were observed to be
nearly identical for the Wynne site. Second, in both studies, the normalized ACD parameter is
used instead of array length to investigate near-field effects. In other words, the array length is
normalized by the measured wavelength to remove the effects of array length on the near field

146

effect. Therefore, the difference in array length is not the primary reason for the discrepancy in
the normalized ACD criteria observed in this study and Li and Rosenbald's (2011) study.
The second main difference between the two studies is the source type. In Li and
Rosenbald's (2011) study, surface waves were generated using a high-output vibroseis source.
However, in this study, a low-output sledgehammer source was primarily used for surface wave
testing, with a vibroseis source used at some sites. It should be mentioned that Yoon and Rix
(2009) also used a small electromagnetic shaker as the source for their field measurements, but
their source was a low-output source compared to the vibroseis used in Li and Rosenblad (2011)
and this study. The source type is an important factor influencing the surface wave results
because, for a high-output vibroseis source, waves are generated harmonically with each
frequency tested individually (stepped-sine), meaning that it produces a single dominant wave
(with a particular frequency) at each step. However, the low-output sledgehammer source is
impulsive and generates waves with different frequencies all at once. Therefore, contributions of
body waves, off-line noise, and/or higher modes for the high-output vibroseis and low-output
sledgehammer sources may be significantly different.
The source type is believed to be the primary reason behind the differences observed in
the normalized ACD criteria. To verify this claim, surface waves were generated using
sledgehammer and vibroseis source types for several of the sites tested in this study (see Table
4). Two different normalized ACD criteria are developed from these measurements, one for a
sledgehammer and one for a vibroseis source, and the summary results are presented in Table 5.
According to this table, the normalized ACD criterion developed in this study using a vibroseis
source (a normalized ACD of 0.5) is identical to the criterion proposed by Li and Rosenblad
(2011). However, the normalized ACD criterion developed in this study using a sledgehammer
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source (a normalized ACD of 1.5) is significantly different than the criterion proposed by Li and
Rosenblad (2011). This indicates the influence of source type on the normalized ACD criteria
required for near-field mitigation.
To clearly illustrate this point, the normalized ACD plots generated using the co-located
sledgehammer and vibroseis source for the Wynne site are presented in Figure 4.18. In this
figure, it is observed that while the normalized ACD criterion defined using the sledgehammer
data is approximately 1.5, for the vibroseis data, the normalized ACD criterion is approximately
0.5 (similar to the normalized ACD of Li and Rosenblad, 2011). This indicates that the
discrepancy in the normalized ACD criterion determined by Li and Rosenblad (2011) versus the
current study is mainly caused by the source type used for surface wave generation, not the
Poisson’s ratio value. When a low-output source such as a sledgehammer is used, the near field
occurs at a greater normalized ACD (shorter wavelengths) than a high-output source because, in
such a condition, the contributions of the body waves, off-line noise, and different modes that
propagate within the array increase.
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Figure 4.18- Comparing normalized ACD for the sledgehammer and vibroseis source for the
Wynne site.

Another point that needs to be highlighted is the capability of different source offsets for
near-field mitigation. While some researchers and practitioners commonly use short source
offsets (i.e. 2 and 5 m), these source offsets are often contaminated with near-field effects,
leading to an underestimated shear wave velocity. Therefore, relying only on such short source
offsets could lead to a significant underestimation of subsurface layer properties.
The most suitable source offset for near-field mitigation is a complex function of
normalized ACD criteria, subsurface conditions, source type, and array length. Based on the
results of this study, shorter source offsets are generally desirable for sites with a very shallow
impedance contrast compared to sites with a very deep impedance contrast. This is because, for
sites with a very shallow impedance contrast, effective and higher modes dominate dispersion
data of long source offsets (e.g. Figure 4.9). Given that identifying the most suitable source
offset is a complex function of several parameters mentioned above, the multiple source offset
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approach is recommended to use. The multiple source offset approach is very beneficial for
active surface wave testing because when using this method: (1) the near-field effects can often
be mitigated using the composite dispersion data, (2) the normalized ACD criteria can be
violated for some of the source offsets as long as others meet the criteria, (3) the true
fundamental mode trend can be identified by eliminating data related to near-field effects along
with effective and higher modes, (4) higher modes can be identified if needed for multimodal
inversion, (5) and the reliability of the experimental data can be improved through the composite
dispersion curve. When using the multiple source offset approach, at least three different source
offsets located 2-20 m away from the array are recommended. Practitioners can use this method
as an effective, rapid, low-cost, and straightforward technique to minimize the near-field effects
on active surface wave testing.
Overall, considering the 10-15% error boundary, a normalized ACD of 1.0 should be
used as the practical criterion for near-field mitigation of active surface wave testing when using
a sledgehammer source. For active surface wave testing using a vibroseis source, a less
restrictive normalized ACD of 0.5 should be used as the practical criterion for near-field
mitigation. These criteria should not be violated when a limited number of source offsets (1 or 2)
are used for active surface wave testing. However, when the multiple source offset approach is
employed (> 3 different source offsets), these criteria can be violated to some extent given that a
range of normalized ACD is observed to be associated with the 10-15% error boundary (e.g. see
Figure 4.5 and Figure 4.10). It should be highlighted that in this study, the 10-15% error
boundary is used to define the final practical criteria for near-field mitigation. This is because the
5% error in the measured phase velocity is typically within the normal dispersion data
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uncertainty from surface wave methods. Therefore, the 10-15% error boundary should be used as
the most suitable error boundary for defining the practical criteria for near-field mitigation.
4.9

Conclusions
This study examines the near-field effects for array-based active surface wave methods

considering different subsurface conditions, source offsets, surface wave types (Rayleigh or
Love), and various transformation techniques that are used for data processing. According to the
results of the extensive field measurements, the following practical guidelines are recommended
to mitigate near-field effects on array-based active surface wave methods.
1- Near-field effects are observed to be independent of surface wave type (i.e. Rayleigh
or Love type surface waves). Accordingly, the normalized array center distance
criteria for near-field mitigation of Rayleigh and Love waves were observed to be the
same. Therefore, all the recommendations provided below apply to both Rayleigh and
Love type surface waves.
2- Near-field effects are observed to be independent of depth to the impedance contrast
[i.e. very shallow (~< 30 m) versus very deep sharp (~> 100 m) impedance contrasts].
In this regard, the normalized array center distance criteria for near-field mitigation of
sites with very shallow and very deep sharp impedance contrasts were observed to be
similar. Therefore, all the recommendations provided below apply to both sites with
very shallow and very deep impedance contrasts.
3- For sites with a very shallow impedance contrast within the target depth of surface
wave testing (~< 30 m), the FDBF-cylindrical transformation technique provides a
significantly longer wavelength dispersion image than the other transformation
methods (FK, PS, and p) with less ill-effects from near-field effects. The FDBF151

cylindrical reduces the near-field effect, particularly near-field effects due to mode
incompatibility, by using a cylindrical wavefield model rather than a plane wavefield
model. Based on all the dispersion data from sites with a very shallow impedance
contrast, approximately 30% longer wavelengths can be achieved using the FDBFcylindrical compared to the other transformation techniques. Therefore, for sites with
a very shallow impedance contrast, the FDBF-cylindrical is recommended for data
processing to minimize near-field effects and achieve longer wavelengths (i.e. depth
of investigation). When FDBF-cylindrical is used for data processing of sites with a
very shallow impedance contrast, the typical normalized array center distance criteria
for near-field mitigation can be violated. Overall, the best practice for near-field
mitigation of sites with a very shallow impedance contrast is to use the multiple
source offset approach along with the FDBF-cylindrical transformation technique for
data processing.
4- For sites with a very deep impedance contrast, generally, the four different
transformation techniques provide the same resolution dispersion image in terms of
near-field effects. Therefore, any of the four transformation methods can be used for
data processing of these sites.
5- The source type is determined to be an important factor influencing near-field effects.
When a more controllable source type such as a vibroseis source is used for active
surface wave testing, less restrictive near-field criteria can be used. Accordingly,
using a 10-15% error boundary to define the near-field criteria, a normalized array
center distance of 0.5 should be used as the practical criterion when using a vibroseis
source. However, for a low-output sledgehammer source, a normalized array center
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distance of 1.0 should be used as the practical criterion for near-field effects
mitigation.
6- The criteria defined for near-field mitigation should not be violated when a limited
number of source offsets (1 or 2) are used. But, if the multiple source offset approach
(3 different source offsets) is used for active surface wave testing, the near-field
criteria can be violated for some of the source offsets.
7- The multiple source offset approach is an effective method for near-field mitigation,
particularly for sites with a very deep impedance contrast. At least three different
source offsets located 2-20 m away from the array (given a typically ~25-100 m array
length) should be used when using the multiple source offsets approach. The most
suitable source offset location is a complex function of normalized ACD criteria,
subsurface conditions, source type, and array length. Generally, for sites with a very
shallow impedance contrast using a sledgehammer source, shorter source offsets are
recommended compared to sites with a very deep impedance contrast. This is
because, for these sites, the dispersion data from longer source offsets are sometimes
dominated by effective or higher modes due to the very shallow impedance contrast,
making data interpretation more complicated.
8- Researchers and practitioners are widely using short source offsets such as 2 and 5 m
for active surface wave testing without considering subsurface conditions and
confirming the reliability of such short source offsets. These short source offsets are
generally effective for generating high frequencies dispersion data (characterizing
very near-surface layers). But for low frequencies dispersion data (i.e. long
wavelengths), these source offsets were often observed to be contaminated with
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severe near-field effects. Therefore, relying solely on short source offsets could lead
to a significant underestimation of the measured phase velocity and the subsurface
layers’ properties. Therefore, it is recommended to at least include one longer source
offset (e.g. a source offset ranging between 10-20 m) along with the short source
offsets to prevent underestimation of the measured phase velocity and verify the
reliability of the short source offsets at longer wavelengths.
9- Overall, based on a 10-15% error boundary, a normalized array center distance
criterion of 1.0 is suitable for near-field mitigation on active surface wave testing
when using a sledgehammer source, and a normalized array center distance criterion
of 0.5 is suitable when using a vibroseis source. These values correspond well with
the findings of the previous studies (Li and Rosenblad, 2011; Yoon and Rix, 2009).
However, previous studies have ignored the effect of source type on normalized array
center distance criteria. The source type was determined to be a key factor influencing
the normalized array center criteria required for near-field mitigation.
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5

CHAPTER 5: APPLICATION OF GEOPHYSICAL METHODS FOR HEALTH
MONITORING OF LEVEES

5.1

Chapter overview
This chapter details the application of the MASW method for the health monitoring of a

levee system that has recently experienced considerable sand boils. Extensive geophysical
measurements were conducted to generate a continuous image of subsurface conditions along the
levee. The goal of this study is to determine the most critical zones of the levee for future
rehabilitation efforts. The results are provided in the form of a journal paper published in the
Engineering Geology Journal.
5.2

The Combined Use of MASW and Resistivity Surveys for Levee Assessment: A Case
Study of the Melvin Price Reach of the Wood River Levee

Reference
Rahimi, S., Wood, C. M., Coker, F., Moody, T., Bernhardt-Barry, M., & Kouchaki, B. M. (2018).
The combined use of MASW and resistivity surveys for levee assessment: A case study of
the Melvin Price Reach of the Wood River Levee. Engineering Geology, 241, 11-24.
5.3

Abstract
Capacitively-Coupled Resistivity (CCR) and Multichannel Analysis of Surface Waves

(MASW) were performed on the Melvin Price reach of the Wood River Levee that has
experienced considerable piping through the foundation soil, causing numerous sand boils along
the landside toe of the levee. Tests were performed along the centerline crest, the landside toe,
and the riverside berm of the levee. This study combined the strengths of MASW and CCR
testing to resolve the distribution and stiffness of cohesive and non-cohesive materials in the
body and foundation of the levee, where invasive testing was not ideal. MASW and CCR were
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shown to complement each other in the evaluation. CCR successfully classified the near-surface
clay and sand deposits along the levee and was particularly effective for soil deposits with a high
degree of saturation. MASW revealed that a deeper clay layer appears to be discontinuous at
locations where old river bars cross under the levee. These bars may have eroded portions of the
deeper clay layer, locally enhancing seepage rates through the foundation materials and
influencing the formation of sand boils during large flood events. The use of MASW and CCR
also successfully detected the locations of the major utilities crossing the levee. While CCR was
the most effective method for detecting conductive utilities, MASW was more effective at
detecting utilities which increased the overall stiffness of the subsurface either due to the utility
itself or the backfill material around the utility. A site-specific SPT-Vs correlation was
developed from the co-located boreholes and shear wave velocity profiles. Comparison of the
correlation with previous studies indicates that soil stiffness and geologic age are important
factors affecting SPT-Vs correlations. For levee soil deposits, which are typically young, a lower
bound SPT-Vs correlation developed using similar soil deposits to the study area should be
considered.
Keywords: Levees, Surface wave methods, Electrical resistivity, Problematic zones,
SPT-Vs correlation, aging effects.

5.4

Introduction
Levees are typically earthen embankments that have been constructed to serve as flood

control systems during large rain events or protect from wave action during coastal storm events.
The United States has an estimated 30,000 documented miles of levees that protect millions of
people, properties, and agricultural lands (ASCE, 2017). Nearly 70% of levees failed during
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record flooding of the Midwest in 1993(Tobin, 1995), and a risk assessment study by the U.S.
Army Corps of Engineers’ indicated that twenty percent of US levees are considered to have a
very high to moderate risk of failure, with an estimated cost of $80 billion needed for the repairs
over the next 10 years (ASCE, 2017).
The first step in the repair of a levee is the assessment of its current condition, which
includes evaluations of the levee body and foundation material to identify zones of the high
potential hazard. Because invasive field tests are typically discouraged for evaluation of
hydraulic structures such as levees, noninvasive, rapid, and cost-effective methods of levee
assessment are desirable to identify these high potential hazard zones for future targeted
rehabilitation efforts.
The mechanisms that cause failures in levees are divided into two main categories:
structural failure, including damage to the embankment from physical disturbance (Bayoumi et
al., 2011), and failure due to hydraulic forces such as underseepage, overtopping or wave
erosion, piping, and liquefaction(Foster et al., 2011) (Ellis et al., 2008 and Vrjiling 2003).
Overtopping and piping failures combined resulted in 82% of earth dam failures prior to 1986
(Foster et al., 2011) and continue to be the main reasons for levee failure (Harder et al., 2016).
While the probability of an overtopping failure depends on the characteristics of the flood events
relative to the design height of the levee, the probability of a piping failure is mainly controlled
by geotechnical properties of the levee’s internal body and foundation, particularly soil
erodibility. Briaud (2008) characterized soils into six groups from very high erodibility to
nonerodable and found that erodibility is negatively correlated with plasticity and positively
correlated with particle size (Briaud, 2008). This is consistent with observations from the
Hurricane Katrina New Orleans levee failures, which were primarily levees with relatively non157

cohesive sand and silt cores (Sills et al., 2008). Levee evaluations, therefore, need to reliably
map the appropriate material properties of the levee core and foundation, particularly soil type
and soil stiffness.
Soil type (i.e. cohesive or non-cohesive) and soil stiffness can be geophysically
investigated. Previous studies have shown that contrasts in soil type and degree of saturation are
detectable using resistivity (Hayashi et al., 2014; Wood et al., 2017a; Kouchaki et al., 2018).
Useful attempts have been made to correlate soil resistivity with geotechnical properties such as
particle diameter, fines content, and permeability (Inazaki and Hayashi. 2011); however,
changes in the degree of saturation of soil deposits affect the measured resistivity values, making
it difficult to differentiate between different soil types due to the wide range of water contents at
which a soil can exist in the field. Differentiation is optimal when soils are below the water
table, but levee cores are usually above the water table (Sjödahl et al., 2010).
Other single techniques such as GPR may be useful to reveal voids and displacements in
damaged levees (Nobes et al., 2015), but single-technique evaluations are not usually
appropriate (Busato et al., 2016). Equally, multi-technique studies that focus on electrical
methods only (Perri et al., 2014) also have limited utility because they do not interrogate the
bulk mechanical characteristics of the levees. Surface wave methods, on the other hand, can
provide information regarding soil stiffness and soil type above the water table because shear
wave velocity (Vs) is mainly controlled by the soil skeleton (Foti et al., 2014). Moreover, since
the degree of saturation only causes a slight difference in the inversion process needed for the
determination of the Vs profile from the raw surface wave data, surface wave methods can be
used for accurate classification of soil deposits with a variety of saturation levels using the
reference shear wave velocity profiles and SPT-Vs correlations that are available for many soil
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types (Foti et al., 2014; Lin et al., 2014). Like an over-focus on electrical methods, however,
studies that use seismic methods only (Cardarelli et al., 2014) limit their capacity to reveal
compositional information. It is, therefore, reasonable to expect a significant advantage from
studies that utilize co-located electrical (particularly variants of resistivity surveys) and seismic
techniques (Hayashi et al., 2014; Samyn et al., 2014; Busato et al., 2016).
In this study, two non-invasive geophysics methods, MASW and CCR, were utilized for
the evaluation of the Melvin Price reach of the Wood River Levee System. A levee system that
has previously been identified as vulnerable due to the detection of sand boils on the landward
side of the levee (Geotz, 2016). The goal of this study is to identify whether such methods are
capable of resolving the internal body and foundation of the levee and detecting potential
problematic zones, which contributed to the formation of sand boils. The site background,
geology, and history of the problems of the levee are first presented. This is followed by an
explanation of the geophysical methods used in this investigation and a discussion of data
processing. The results of geophysical surveys are presented for the centerline, landside toe, and
riverside berm of the levee. Comparisons are drawn between the geophysical results and
geotechnical in-situ tests taken along the levee. Specific examples of soil classification using Vs
and resistivity are provided, along with examples of old river bars and utilities being resolved by
the geophysical methods. Finally, using the SPT borehole data and co-located Vs profiles along
the landside toe of the levee, a site-specific SPT-Vs correlation is developed for the study area,
and the results are compared with previous studies.
5.5

Site Background
The Melvin Price reach of the Wood River Levee System is an approximately 4 km long

and 10-meter-tall earthen levee located along the Illinois side of the Mississippi River outside the
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town of Alton, IL and St. Louis, MO (Figure 5.1). The local geology consists of the
Mississippian St. Louis formation limestone bedrock at a depth of approximately 30 meters,
overlain with gravelly sand and topped with silty clay. Exploration in the area has found these
layer thicknesses to be highly variable both along the length of the levee and perpendicular to it.

Illinois

Figure 5.1. Location of the surveyed section of the Wood River Levee System in Madison
County, Illinois with geographic coordinates of 38.876768, -90.158164.

Construction of the Melvin-Price lock and dam began in 1979, and the lock and dam
opened in 1994, replacing an older dam located two miles upriver. The typical section of the
levee consists of a clay cap that covers the top and the riverside berm of the levee from the
surface to a depth of approximately 2 m, followed by a sand core layer from 3-10 m, as shown in
Figure 5.2 (Geotz, 2016). This is common where clay material is scarce, requiring a major
portion of the levee to be built of other materials such as sand. Because the soil gradation
difference between the clay cap and the sand core is large, an intervening filter layer prevents the
migration of the fine material into the sand core.
Shown in Figure 5.3 is an aerial photo taken in 1941, prior to the construction of the
levee. This figure illustrates the complex nature of this portion of the levee, showing three river
bars crossing the current location of the levee. The old river bars and previous erosion are
considered to contribute to the problems observed along the levee. After construction of the lock
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and dam, a permanent pool of water began to form from Stations 0+00 to 115+24, effectively
moving the river bank further inland. In 2009, clear flowing seepage was observed along the dryside of the levee, indicating significant amounts of under seepage below the levee. LIDAR and
visual inspections identified numerous sand boils (the result of under seepage) between Stations
60+00 and 110+00 (Figure 5.3; Geotz, 2016). To remedy the under seepage and prevent possible
erosion, the head differential between the river and the dry-side of the levee was reduced by
establishing a permanent pond on the dry-side of the levee. While this ponding will reduce the
rate of seepage, it removes the ability to visually monitor problem areas/boils. In addition to the
permanent pond, cutoff relief wells were installed along the dry-side of the levee to also reduce
the possibility of internal erosion of the levee foundation.

m

Legend
Clay cap
Filter layer
Sand core

Figure 5.2- Typical levee section for the Melvin-Price reach of the Wood River Levee System
(Modified from Goetz, 2016)
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Figure 5.3- Aerial photo taken in 1941 of the future location of the Melvin-Price reach of the
Wood River Levee with the levee stations and sand boils overlaid (Modified from Goetz, 2016)

5.6

Geophysical Investigation
The geophysical investigation of the Melvin-Price Reach of the Wood River Levee

system (referred to as the levee hereafter) was conducted using a combination of geophysical
methods including CCR and MASW from August 8-11, 2016. Data was collected along the
centerline crest of the levee (top of levee hereafter), along the dry side of the levee (hereafter
landside toe) where seepage and flooding had been observed, and along portions of the bank of
the river (hereafter riverside berm). The testing locations, along with testing parameters and data
processing parameters, are detailed for each method below.
5.6.1 Capacitively Coupled Resistivity (CCR)
CCR surveys were acquired along the top, landside toe, and riverside berm of the levee
using a Geometrics OhmMapper TR5 system. The OhmMapper works by utilizing five receivers
to detect current injected into the ground via a transmitter at varying rope lengths. To provide
comprehensive measurements of the entire levee, dipole lengths of 5 and 10 meters in
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combination with rope lengths of 2.5, 5, 20, 30, and 40 meters were utilized during testing.
Varying the dipole and rope lengths allows the survey to assess materials at varying depths, i.e.
short dipole lengths in combination with short rope lengths measure very near-surface materials
while longer dipole lengths and longer ropes lengths measure deeper materials. In Figure 5.4, the
CCR survey paths are shown for the top, riverside berm, and landside toe of the levee, along with
the locations of utilities crossing the levee.
To develop the resistivity results, the raw OhmMapper data was first processed in
Geometrics OhmImager to correct any metadata errors and to combine resistivity data for
common locations before being exported to MagMap. MagMap was used to convert GPS data to
UTM, remove dropouts and spikes from the apparent resistivity data, and export profile data for
use in Res2dinv. Res2dinv uses a smoothness-constrained least-squares method incorporating
damping factors to obtain an inversion solution. Res2dinv’s large dataset optimization options
were utilized during the inversion. Profiles were generated using triangulation with linear
interpolation.
For general interpretation of soil classification from the resistivity data, the water table
location was estimated based on P-wave refraction surveys and the free water surface elevation
across the site, which was very near the surface of the landside toe, but beyond the depth of
investigation for the top of levee and riverside berm.
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Figure 5.4. Survey paths for MASW and CCR at Melvin Price Reach of the Wood River Levee
(Both MASW and CCR were performed along the same paths)

5.6.2

Multichannel Analysis of Surface Waves (MASW)
MASW using Rayleigh type surface waves (VR) were collected along each of the CCR

traverses (top, landside toe, and riverside berm) of the levee (Figure 5.4) using a linear array of
24, 4.5 Hz vertical geophones with a uniform spacing between geophones of two meters,
yielding a total array length of 46 meters. The geophones were attached via a Geostuff
landstreamer system to increase the rate of testing. Testing was conducted on both grassy areas
and thin asphalt sidewalks. A sledgehammer was used to generate Rayleigh waves with source
positions of 5, 10, and 20 meters from the first geophone at each array location. At each source
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position, three sledgehammer blows were stacked to improve the signal-to-noise ratio of the
data. After each setup, the array of receivers was pulled forward to the next testing location.
Testing locations were spaced at 30 meters for the top, 50 meters for the riverside berm, and 25
meters for the landside toe of the levee. A total of 202 MASW setups were conducted along
different parts of the levee.
The experimental MASW data was processed using the frequency domain beamformer
method in Matlab combined with the multiple source offset method (Zywicki et al., 2005; Cox et
al., 2011). Multiple source offsets are used as a means to (1) identify potential near-field effects,
(2) aid in selecting the fundamental mode of surface wave propagation, and (3) provide a robust
means for estimating dispersion uncertainty (Cox et al., 2011). For each dispersion dataset, the
maximum spectral peak in the frequency-wavenumber domain was picked automatically for each
frequency to reduce user bias. Dispersion data points can be fundamental, effective, and higher
modes. Generally, the fundamental mode is dominant for most frequencies of interest (Foti et al.,
2014). In this investigation, the fundamental mode of propagation was used as the preferred
mode for the inversion process.
In Figure 5.5a, the experimental dispersion data for Station 96+00 along the landside toe
of the levee is shown as an example. The dispersion data contains both fundamental (7-50 Hz)
and higher modes (50-80 Hz). The final experimental dispersion curve that was extracted from
the raw data is shown in Figure 5.5b. The higher mode data and data affected by potential near
field effects were removed in the final dispersion curve. For each testing location, the final
dispersion data from all source offsets at the location was divided into 100 frequency bins from
1-125 Hz using a log distribution. The mean and standard deviation was estimated for each data
bin resulting in a mean experimental dispersion curve with associated standard deviation.
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The mean dispersion curve was then inverted using the software package Geopsy
(Wathelet, 2008). Multiple parameterization options (i.e., variations in the number of layers and
potential thickness of those layers) were attempted for the datasets. The best parameterization
was found to consist of 11 layers with thicknesses increasing at a rate of 1.25 per layer (Cox et
al., 2016). The shear wave velocities of the layers were allowed to vary from 100 m/s to 400 m/s
in the top three meters, 100 m/s to 800 m/s in the next six meters, 100 m/s to 1000 m/s from 8 to
15 meters, and then 100 m/s to 2000 m/s until bedrock or very hard material. These velocity
ranges were chosen to match the material type as shown in Figure 5.2 provided by Geotz (2016).
The depth to the water table was estimated at each location based on the free water surface
visible across the site and P-wave refraction data, which was developed using the MASW data.
For each dispersion curve, 110,000 Vs models were searched using the neighborhood algorithm
in Geopsy. The goodness of fit between the experimental and theoretical dispersion curves was
first judged based on the value of the calculated misfit parameter (collective squared error
between experimental and theoretical dispersion curves) and then checked by visual comparison
of the experimental and theoretical dispersion curves. This is necessary because the misfit
parameter can only be used to compare the relative quality of fit of the theoretical dispersion
curves for the same experimental dispersion data, as the values of the misfit parameter depends
on both the quality and quantity of experimental dispersion data (i.e., misfit values lower than a
particular value do not necessarily indicate a high-quality fit) (Griffiths et al., 2016). The median
of the 1000 best (lowest misfit) Vs profiles was taken as the 1D Vs profile for each setup
location.
Shown in Figure 5.6 is the resulting 1000 lowest misfit Vs profiles, median Vs profile,
lowest misfit Vs profile, and the associated standard deviation for Station 96+00 for the landside
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toe of the levee, as an example. As with many of the Vs profiles generated in this work, the
uncertainty is quite small in the top 15-20 meters. However, at depths greater than 15-20 m, the
uncertainty in the Vs increases significantly due to lower resolution in the dispersion data and
changes in the subsurface materials. Bedrock at the site is estimated based on boring logs to be
around 30 meters below the landside toe (Geotz 2016). However, this depth is very uncertain due
to the existence of large boulders in the subsurface, making it difficult to interpret the true
bedrock elevation. Once the final shear wave velocity profile for each station was determined,
the individual 1D Vs profiles were combined together to develop pseudo 2D plots of the
variation of shear wave velocity with distance along the line and depth using triangulation with
linear interpolation in the Surfer software program (Surfer® 14, Golden Software, LLC).

a

b

Figure 5.5. Typical experimental dispersion data points taken from Station 96+00 for the
landside toe of the levee a) Raw and b) Refined.
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Figure 5.6. Result of inversion process for Station 96+00 located on the landside toe of the levee.
Left, Vs profiles for the 1000 lowest misfit and median Vs profile, Right, Sigma ln (Vs) for the
1000 lowest misfit Vs profiles.

5.7

Results and findings
The processed data from the MASW and CCR surveys are used for soil characterization

and are compared with existing information, including Standard Penetration Test (SPT) and
general stratigraphy for the levee. In addition, an empirical correlation between the shear wave
velocity (Vs) and uncorrected SPT blow count (N) is developed for the study area using colocated boreholes and shear wave velocity profiles. The results are discussed in the following
sections, and their general application and direct applications to the Melvin-Price Levee are
discussed in detail.
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5.7.1

General observation
In Figure 5.7, the variation in Rayleigh wave phase velocity (VR) (before completing the

inversion process) with pseudo depth (wavelength divided by 2) and station number for the top of
the levee is shown. Each point in this figure corresponds to a Rayleigh wave phase velocity point
determined from the field data. The plot is used to identify any significant variations in the subsurface prior to the inversion process. Based on Figure 5.7 and a-priori information regarding the
levee structure, the levee body and foundation generally consists of a four-layer system: soft clay,
soft sand, medium-dense sand, and very dense sand/gravel. The lateral variation in VR in Figure
5.7 shows a few sharp increases in Rayleigh wave phase velocity that corresponds to the location
of utilities that cross the levee (labeled in Figure 5.7). The most noticeable increase in VR is near
Station 50+00 (labeled as 1 in Figure 5.7), which matches the location of the old pump station
and pipe. Moreover, near Station 80+00, the top 6 meters of soil around the flood gate built into
the levee has a higher VR than its surrounding areas indicating better compaction or a different
material type around the flood gate than present at other sections of the levee.
While the development of a pseudo 2D plot of Vs from MASW data is common, this can
potentially bias the data due to the non-unique nature of the inversion process required to obtain
the Vs results. Using the Rayleigh wave phase velocity (dispersion data developed prior to
inversion) can provide an unbiased view of the subsurface conditions, anomalies and avoid
misinterpretation of the MASW data. Moreover, for some cases, it may be possible to
understand the subsurface conditions using this type of plot, reducing the overall time required
for data processing as the inversion process is often the most complex and time-consuming
portion of the data analysis. Although this plot can be valuable, the averaging with depth effects
of using phase velocity can make it more difficult to visualize some subsurface features like the
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subsurface clay layer discussed later in the text. However, all features visible in the Vs plots
should be visible in raw dispersion data, but the contrast in velocity between different features
will not be as great in the dispersion data. Overall, figures such as Figure 5.7 provide an
unbiased view of the dispersion data, which are not influenced by the inherent non-uniqueness
which accompanies the inversion process, and they can be useful for identifying areas of interest.

Figure 5.7-2D cross-section of the top of the Melvin-Price levee section with Rayleigh wave
phase velocity versus pseudo depth (wavelength/2).

5.7.2 Landside toe of the Levee
Figure 5.8 represents the 2D Vs and resistivity profiles for the landside toe of the levee,
along with an aerial image taken in 1941. The cyan points on the Google Earth image indicate
the positions of the MASW testing locations along the landside toe portion of the levee. The
ranges of resistivity and shear wave velocity that correspond to different soil types are indicated
along with the color scales in Figure 5.8. The Vs ranges are based on reference Vs profiles (see
Equation 53) for different material types presented by Lin et al. (2014), and the SPT blow count
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information from the boreholes along the survey line. Equation 28 solves for shear wave velocity
as a function of mean confining stress.
ns

VS =VSR ×(σ'0 /Pa )

(56)

Where VS is the shear wave velocity, VSR is the reference shear wave velocity at 1 atm
effective mean stress, 𝜎0′ is the initial effective mean stress, Pa is the reference stress of 1 atm,
and nS is the exponent of normalized effective mean stress. VSR and nS values are provided for a
number of different soil types and densities, ranging from soft clay to dense gravel (Lin et al.,
2014; Rahimi et al., 2019d). These curves provide reasonable bounds for various soil types and
densities as a function of overburden stress.
Soil type along the landside toe cross-section was also estimated based on resistivity.
However, laboratory resistivity results indicate it is difficult to define soil type based solely on
resistivity without a-prior knowledge of the soil saturation (Wood et al., 2017a; Kouchaki et al.,
2018). Therefore, information from the available boreholes were used as a guide to define the
specific resistivity correlation for this site. Comparison of the classification results from the
borehole logs and laboratory defined ranges are similar when the soil is considered near
saturation, which is very likely considering the static water level for the landside toe profile was
very near the ground surface. The same procedures were followed for the determination of the
shear wave velocity and resistivity ranges for the other sections of the levee (top and riverside
berm). However, no invasive information was available for the top of the levee cross-section.
In Figure 5.8, the information from four boreholes is shown along with the Vs and
resistivity 2D cross-sections. The numbers to the right of the boreholes for the 2D Vs crosssection in Figure 5.8a are the average uncorrected SPT-N values for each layer. Based on the Vs
cross-section, the subsurface consists of five soil layers. A 2-3 m thick, soft clay layer at the
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surface, a soft sand layer from 3-14 m, a medium dense sand layer extends from the base of soft
sand to depths ranging from 22-25 m, followed by a dense sand layer between 27-30 m depth,
underlain by very dense material. The thickness of the various layers is fairly uniform across the
cross-section, varying by up to 2-4 meters at discrete locations. Overall, the Vs cross-section is in
good agreement with the borehole information indicating Vs can provide a good estimate of SPT
N value and soil type/density, especially when some a-prior information is available.
The 2D resistivity cross-section along with USCS soil classification based on borehole
logs is shown in Figure 5.8c. The resistivity results indicate the subsurface consists of a threelayer system that includes a top layer of lean clay from the surface to a depth of about 2-3m,
underlain by a thin silty sand layer from 3-4m, and finally a poorly graded sand up to a depth of
10 m. Overall, the CCR soil classifications are in good agreement with the Vs and borehole
results, but the resistivity only provides valuable information down to a depth of 10 m. This is
one limitation of the CCR technique in it is only capable of mapping near-surface layering.
However, the CCR method was able to resolve the silty sand layer, which was not resolvable
using surface wave methods.
Examining the sand boil locations in Figure 5.8, the sand boils from Station 82+00 to
85+00 line up quite well with the location of the old river bar. The other two locations, where
extensive sand boils were observed (Station 90+00 to 110+00), is a swamp located on the
landside toe of the levee (see Figure 5.4). This area was used as a clay borrow pit for the
construction of the levee’s surface layer (Geotz 2016). Field investigations using a hand auger
revealed that this area has a thinner surface clay layer than other areas around the levee, thus
leading to a higher likelihood of sand boil formation. The thickness of a clay layer on the
landside toe of a levee, which performs as a clay blanket, can have a significant impact on the
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seepage rate in the area. Because of the standing water in the swamp, geophysical testing could
not be conducted in the area.
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Figure 5.8-2D cross section for the landside toe of the Melvin Price reach of the Wood River
levee, a) 2D Vs cross section b) 1941 aerial image of area c) 2D CCR cross section. Data from
borings logs including uncorrected SPT N values and USCS soil classification are overlaid on
the figures for comparison.

5.7.3 Top of the levee
The most extensive MASW and CCR testing was performed on the top of the levee. The
2D Vs and resistivity cross-sections for the top of the levee along with an aerial image taken in
1941 are shown in Figure 5.9. The ranges of resistivity and shear wave velocity that correspond
to different soil types (colors) were chosen using a similar procedure to the landside toe.
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However, a higher Vs range was chosen for the clay layer due to the increased overburden stress
for a deeper clay layer present in the cross-section.
Based on the 2D Vs cross-section for the top of the levee (Figure 5.9a), the subsurface
consists of a 5-layer system that includes a 2-3 m soft clay layer at the surface, a soft sand layer
from 3-8m, a discontinuous soft clay layer from 8-12m, a soft sand layer from 17-22m, and
finally a medium dense sand layer.
Examining the lateral variability of the cross-section in Figure 5.9a, the first area of
interest is the near-surface clay layer, which appears to be discontinuous along the cross-section.
However, these discontinuities are likely the result of better compaction in parts of the levee,
which increases the shear wave velocity to a level similar to the underlying sand layer. This
indicates one of the limitations of soil classification using shear wave velocity in that it is
difficult to differentiate between different typical soil types used for levees (i.e. clay, silt, and
sand) at shallow depth (i.e., low confining stress), as other parameters influence the behavior of
the soil more than confining stress. The validity of this presumption is examined later using the
resistivity results.
The second areas of interest are the discontinuities in the deeper clay layer between 8-12
meters. The existence or lack of existence of this clay layer along the cross-section is clearly
visible in the experimental dispersion curves and 1D Vs profiles along the levee, as shown in
Figure 5.10. Experimental dispersion curves from Station 40+00 (no clay layer present) and
Station 108+00 (clay layer present) are compared in Figure 5.10a. For Station 40+00, the
experimental dispersion curve is clearly normally dispersive (i.e., the phase velocity continually
increases as frequency decreases), resulting in a constantly increasing shear wave velocity with

174

depth, as shown in Figure 5.10b. However, Station 108+00 has a considerable drop in phase
velocity for frequencies between 7-20 Hz resulting in a velocity inversion in the shear wave
velocity profile (i.e., a soft layer between two stiffer layers), as shown in Figure 5.10b. The Vs of
this softer layer corresponds well with the reference velocity for a soft clay and matches with the
generalized layering for the area. Examining the locations along the cross-section where these
discontinuities occur, they appear to correspond quite well with the location of the old river bars
from the 1941 aerial image for the area, as shown in Figure 5.9. This indicates the deeper clay
layer and, in some cases, the medium dense sand layer may have been eroded by the old river
bars. These sections where the clay layer was not present are potential problem areas of the levee
for piping and are areas of interest for improvements or further investigations. The reasons why
these sections are considered as potential problem areas can be explained in two ways:
1) The absence of the deeper clay layer leads to a decrease in the length of the flow path (L),
thus increasing the hydraulic gradient (i) of those sections based on the equation, i=Δh/L
(Δh is the hydraulic head difference between the riverside berm and landside toe of the
levee). Therefore, sections, where the deeper clay layer disappears, would likely have the
lowest factor of safety along the entire length of the levee and could be the potential
problematic zones for piping.
2) Moreover, according to the Briaud (2008) erodibility classification, while sand and nonplastic silt have the highest erodibility potential among all soil types, clay is categorized as
having a low erodibility. This means that sections where the deeper clay layer is replaced
with soft sand likely have the highest erodibility potential along the levee.
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Although the clay layer was able to be resolved using surface wave methods, the exact
thickness of the clay may vary from that shown in Figure 5.9a due to the lower resolution ability
for surface wave methods as depth below the surface increases.
Several sections not associated with old river bars from the 1941 aerial image (Stations
35+00 to 45+00, 82+00 to 85+00, and 120+00 to 125+00) appear to also have no clay layer
present in the subsurface. Examining the locations of the recorded sand boils in Figure 5.3, it can
be seen that the section from Station 82+00 to 85+00, where the deeper clay layer is missing,
matches quite well with one of the extensive sand boil locations. The reason for not
resolving/observing the deeper clay layer in the other two sections is currently unknown.
However, based on the experimental dispersion data for these areas, which did not have an
inversion (i.e., drop in phase velocity) at depth, the clay layer is unlikely to exist in these areas,
or it has a significantly higher stiffness than the clay layer in other portions of the cross-section,
which is less likely.
Also, in Figure 5.9a, two sharp increases in Vs are observed along the cross-section at
Stations 52+00, and 76+00. These anomalies are clearly observed in the experimental dispersion
curves, which are shown in Figure 5.11a. Also included in Figure 5.11a is a typical experimental
dispersion curve from Station 108+00 for comparison. For frequencies greater than 20 Hz
(shallow depths), all of the dispersion curves are very similar. However, for frequencies less than
20 Hz, the phase velocity of the dispersion curves corresponding to the anomalies (Station 52+00
and 75+00) increases rapidly at higher frequencies than the typical dispersion curve (Station
108+00), indicating a much stiffer layer is present closer to the surface than typically
encountered in the cross-section. This sharp increase in Vs at shallow depths is mirrored in the
Vs profiles for Stations 52+00 and 76+00, as shown in Figure 5.11b. The location of these
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anomalies corresponds very well with the location of major utilities crossing the levee, including
a pump station pipe and the Ameren Gas Line. This emphasizes the abilities of surface wave
methods to resolve these utilities at depth, which are thought to be less than 20 cm in diameter.
However, since shear wave velocity is sensitive to changes in stiffness, it is likely that the utility
trench or bore casing made the target large enough and with a large enough contrast in stiffness
to resolve. The detection of major anomalies in the subsurface using MASW and other
geophysical methods has also been shown by previous studies (Chlaib et al., 2014; Samyn et al.,
2014; Gutiérrez et al., 2018).
The results of the CCR survey for the top of the levee, along with the locations of the old
river channel and utility crossings, are presented in Figure 5.9c. Based on the CCR survey, which
only provides information for the top 9 m, the top of the levee consists of two layers: a clay layer
from the surface to a depth of approximately 2-3 m, followed by a sand layer from 3-9m. Beyond
the general layering, there a number of areas of interest. First, an area of very low resistivity
extending from the surface down to the 9 m is observed at Station 133+00, which corresponds
with the location of a twin gravity drain crossing the levee. This low resistivity section likely
occurred due to the presence of metal in the twin gravity drain. Another possibility is that
seepage paths around the twin gravity drain led to low resistivity values.
Two other lower resistivity areas are observed in the cross-section at Stations 50+00 and
93+00 which, match the location of the old river channel. These areas are observed as areas of
lower resistivity from 3-9 m than the surrounding area. These sections with lower resistivity
values correspond well with the locations of the old river bars indicating the soil deposits in these
sections may have a higher degree of saturation than the surrounding area, thus resulting in lower
resistivity values. In general, the areas of low resistivity match well with the results from the Vs
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cross-section but are not as clear in resolving the subsurface features in most cases, which could
lead to errors in the interpretation if resistivity alone was used. Overall, the 2D resistivity crosssection is generally consistent with the results of the 2D Vs cross-section, with both methods
providing independent verification of anomalies in the levee.

Figure 5.9- 2D cross section for the top of the Melvin Price reach of the Wood River levee, a) 2D
Vs cross section b) 1941 aerial image of area c) 2D CCR cross section. Areas where the old river
bars previously existed and the location of major utilities crossing the levee are identified on the
figures.
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Figure 5.10- a) Experimental dispersion curves and b) shear wave velocity profiles for Stations
40+00 and 108+00 for the top of Melvin Price reach of the Wood River levee. Reference Vs
profiles from Lin et al. (2014) are also shown for comparison.
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Figure 5.11- a) Dispersion curves b) shear wave velocity profiles for the Stations 108+00, 52+00,
and 76+00 highlighting the sharp increase in Vs at Station 52+00 where a major utility crossing
is located.
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5.7.4 Riverside berm
In Figure 5.12, the results of the MASW and CCR surveys for the riverside berm of the
levee, along with the current aerial photo of the area, are shown. The MASW survey was
performed in two different paths, Riverside berm of the levee 1 and Riverside berm of the levee
2, as shown in the aerial photo. In Figure 5.12a, the 2D Vs cross-section for the riverside berm of
the levee 1 and 2 are shown. The 2D Vs cross-section for the riverside berm of levee 1 indicates
that the subsurface mainly consists of three layers: a thin, very soft soil layer, a soft soil layer
from the surface to approximately 16 m depth, and a medium dense sand layer.
The results of the CCR in Figure 5.12c show a thin clay layer (approximately 2m thick)
at the surface, which is slightly thicker than estimated using the Vs data. Generally, the results
from the CCR are much noisy than other parts of the levee. This makes it difficult to characterize
the material below the top clay layer, but two sections (Station 96+00 and 130+00) with lower
resistivity values match up fairly well with the location of the old river bar zones. There is a
possibility that the low resistive areas are indicators of high water content or internal seepage
paths in the levee. However, due to the poor quality of the CCR data for these sections, there is a
need for further investigations to determine the reason behind the low resistivity values. For
sections where the resolution of CCR is inadequate or sections that are identified as high-risk
zones, electrical resistivity tomography (ERT) could be a suitable alternative to CCR that has the
capability of providing better resolution of subsurface conditions.
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Figure 5.12- 2D cross section for the riverside berm of the Melvin Price reach of the Wood River
levee, a) 2D Vs cross section b) current aerial image of area c) 2D CCR cross section. Areas
where the old river bars previously existed and the location of major utilities crossing the levee
are identified on the figures.

With the use of both CCR and MASW, one method can corroborate the results of the
other. In cases where both methods resolve unexplained anomalies, more extensive geophysical
investigations or invasive geotechnical investigations maybe needed. However, these can be
more limited in scope rather than being conducted along the entire length of levee. More
discussion regarding the combined use of CCR and MASW is provided in a later section.
5.7.5 Uncorrected N SPT-Vs correlation for the study area
Using the SPT borehole data and co-located Vs profiles along the landside toe portion of
the levee, a power-type function, as shown in Equation 29, was developed.
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VS =A×(NSPT )B

(57)

Where A and B are regression coefficients. A total of 181 data pairs for the landside toe
of the levee, which mostly consists of sand deposits, were used to develop the SPT-Vs
correlation. Figure 5.13a represents the best-fit empirical correlation between the uncorrected NSPT values and related shear wave velocities. The R2 of 0.827 for 181 pairs of data is an
indicator of a reliable correlation. In order to better evaluate the reliability of the proposed
correlation, the normal consistency ratio (Cd, see Equation 58), which is defined as the ratio of
the difference between the estimated and measured shear wave velocity to measured uncorrected
N-SPT value, is calculated and the results are shown in Figure 5.13b.
Cd=(Vsmeasured -Vsestimated )/(N SPT)

(58)

From Figure 5.13b, the average Cd value is close to zero, indicating that the estimated VS
values are very close to the measured values for N values greater than 5. For N values less than
5, the performance of the correlation is diminished due to variability of the N values in the very
soft materials or difference in material type from most data points (i.e., clay versus sand).
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Figure 5.13- SPT-Vs correlation for the landside toe of the levee, a) Proposed SPT-Vs
correlation for the study area, b) Normal consistency ratio (Cd) for the proposed SPT-Vs
correlation.
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Moreover, shown in Figure 5.14a is the scaled relative error in percent for the proposed
correlation, which is calculated as:
Er =100(Vsestimated -Vsmeasured )/(Vsestimated )

(59)

From the figure, most of the estimated shear wave velocities from the proposed
correlation are within 10% of the scaled relative error and only 5% of the estimated shear wave
velocities have a scaled relative error higher than 15%, indicating the reliability of the proposed
correlation for the study area. Also plotted in Figure 5.14b is the comparison of the estimated and
measured shear wave velocities. As seen in this figure, the estimated shear wave velocity data
points are between the lines 1:0.85 and 1:1.25, but the majority of the data points are scattered
along line 1:1. Overall, the results of the statistical assessment illustrate the reliability of the
proposed SPT-Vs correlation for the study area.
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Figure 5.14- Statistical assessment of the proposed correlation, a) Scaled relative error of the
proposed correlation, b) Comparison of the estimated and measured shear wave velocity.
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To understand how the correlation developed in this study relates to previous SPT-Vs
correlations, a comparison is shown in Figure 5.15 between the correlation developed in this
study and correlations developed in previous studies for sand deposits. Summarized in Table 6,
which is a modified version of the table provided by Fabbrocino et al. (2015), are the existing
SPT-Vs correlations proposed in previous studies along with their soil type, number of data
pairs, and the R2 value. The lower and upper bounds for all proposed correlations are also plotted
in Figure 5.15 along with their best-fit power function approximation. As observed in this figure,
Seed and Idriss (1981), Athanasopoulos (1994), and Lee (1990) correlations are close to the
upper bound and result in higher predicted shear wave velocities, whereas Raptakis et al. (1994)
and Dikmen (2009) correlations are close to the lower bound and predict lower shear wave
velocities as compared to the mean of the corrections. Other SPT-Vs correlations are closer to
the middle bound.
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Figure 5.15- Comparison of the proposed SPT-Vs correlation with previous correlations. Upper,
middle, and lower bound profiles are provided for comparison.

184

The proposed correlation from the current study falls into the lower bound zone, similar
to those proposed by Raptakis et al. (1994) and Dikmen (2009) with the best agreement with the
Raptakis et al. (1994) correlation. The agreement of this correlation with the lower bound
correlations is believed to be driven by two characteristics of the site.
1. The majority of the N-SPT Vs pairs from the current study are from the soft to
medium dense sand deposits with a maximum uncorrected blow count of 30. These
soft to medium dense sand deposits are similar to the deposits used to develop the
Raptakis et al. (1995) relationship. Most studies ignore the potential influence of the
overall density of soil used in the correlation.
2. The effects of soil aging on the measured Vs values likely contributed to the lower
bound behavior of the correlation. As discussed by Andrus et al. (2007), the geologic
age of a deposit is one of the important factors controlling shear wave velocity in
sands. Most of the soil deposits in the study area are categorized as young deposits
(Holocene age) (Geotz 2016). As sand deposits age over time, the shear wave velocity
of the deposits increase due to different process including changes in particles
orientation and interlocking due to the load, change in cementation at particle contacts,
and changes in the soil micro-structure (Schneider et al., 2004, Andrus et al. 2007).
Because seismic stress wave methods, such as MASW, are small strain tests, they are
influenced by the effect of aging on granular soil deposits resulting in higher Vs as
deposit ages (Andrus et al. 2007, Wood et al. 2017). However, because the SPT test is
a large strain test, the resulting N values are typically insensitive to aging effects in the
sand. Given these facts, lower shear wave velocities for young Holocene deposits
would be excepted compare to older deposits, and as a result, the SPT-Vs correlations
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developed using young deposits should result in lower bound correlations similar to
the one presented herein.
Table 6-Summary of existing SPT-Vs correlations developed for sand deposits
Author

A

B

Soil type

All Data pairs

R2

Ohta et al. (1972)

87

0.36

Sand

100

-

Imai (1977)

97.2

0.323

Sand

100

-

Ohta and Goto (1978)

88.4

0.333

Sand

-

0.719

Imai and Tonouchi (1982)

87.8

0.314

Sand

-

0.69

Seed et al. (1983)

56.4

0.5

Sand

-

-

Sykora and Stokoe (1983)

100.5

0.29

Sand

97

0.84

Lee (1990)

57.4

0.49

Sand

22

0.62

Kalteziotis et al. (1992)

49.1

0.502

Sand/Silt

-

0.74

Athanasopoulos (1994)

85.3

0.42

Sand

-

0.68

Raptakis et al. (1995)

100

0.24

-

-

90.82

0.319

sand

39

0.65

Dikmen (2009)

73

0.33

Sand
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0.72

Maheswari et al. (2010)

100.5

0.262

Sand

200

0.84

Hasançebi and Ulusay
(2007)

Medium
sand

Given these observations, it is important for users of SPT-Vs correlations to consider the
overall stiffness and age of the soil deposits before choosing an appropriate correlation for a site.
For typical levees, which are made of young soil deposits, a lower bound SPT-Vs correlation
developed using similar soil deposits should be utilized.
5.8

Implication of the combined use of MASW and CCR surveys for levee evaluation
As discussed in the introduction, the section of a levee which fails during flood events is

often related to differences in soil type (i.e. cohesive or non-cohesive) and soil stiffness within
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those sections, which are primary parameters affecting breaching and piping failures in such
structures (Sills et al., 2008). In this study, the strengths of MASW and CCR testing were
combined to resolve the distribution and stiffness of cohesive and non-cohesive materials below
the levee where no invasive testing was possible. Understanding the soil type throughout the
levee is directly related to understanding the erodibility potential of the sections of the levee,
which could lead to pipping failures (Briaud, 2008). The strength of the CCR technique was in
the soil classification of near-surface soil layers, particularly those that had high degrees of
saturation. Along the top of the levee, the surface clay layer was able to be resolved with a good
degree of accuracy using CCR. However, CCR did not penetrate deep enough to characterize the
deeper clay layer. With the addition of MASW, the deeper clay layer was also identified. This
layer was classified using the Lin et al. (2014) reference Vs curves, which provided an accurate
classification of soil type. However, for near-surface layers, the Lin et al. (2014) curves fell short
of providing an accurate classification for the near-surface layers (<5 meters) as overburden
stress has less influence on the Vs of shallow soil layers than for deeper soil layers. Therefore,
combining the strengths of both methods, soils in the near-surface (0-9 meters) were classified
using CCR and at deeper depths (>5 meters) using MASW to understand the entire distribution
of soil type within the levee. For this particular levee, combining the methods proved valuable
for identifying the paleo river bars which crossed under portions of the levee and eroded the
deeper clay layer. These sections are considered to have contributed significantly to the
formation of sand boils on the landside toe of the levee, leading to increase the hazard for the
levee.
In addition to soil classification, co-located SPT and surface wave measurements on the
landside toe of the levee were used to develop a site-specific SPT-Vs correlation, which can be
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used to understand the stiffness/strength of materials in the body and foundation of the levee
where invasive testing was not possible. This correlation can be used to understand the design
strength of the levee, which would not be possible using resistivity data alone. In addition, the
SPT-Vs correlation for this levee was determined to be at the lower bound of SPT-Vs
correlations from the literature. This lower bound behavior (lower Vs for a given SPT N value) is
believed to be due to the medium dense sand used in the correlation, but also due to the lack of
aging effects from the young soil deposits in the area. The aging effects of sand tend to increase
the Vs of a deposit over time, with young deposits having a lower Vs than older deposits. As a
result, when choosing a generic SPT-Vs correlation for relatively young deposits around a levee,
the soil stiffness and age of the deposits used to create the correlation should be considered as
these parameters can have a significant impact on correlated values.
Another interesting aspect of MASW and CCR surveys for levee evaluation is their
capabilities for detecting potential problematic zones. As shown in the present study, while the
MASW survey was able to resolve a variety of utilities, including drainage pipes, gas lines, and
sewer lines crossing levees, CCR was more effective at detecting metal or highly conductive
utilities that were not resolved using MASW. Given the fact that abandoned utilities could be the
most susceptible locations for internal erosion through the body or foundation of levees, locating
their positions is a crucial task for the evaluation of any earthen hydraulic structure. Moreover,
MASW was determined to be particularly useful for detecting the location of the old river bars
which crossed under the levee. The contrast in Vs between the sand and clay layers was
effectively resolved at a depth of 10 meters, which was beyond the maximum depth of the CCR
results. These river bars can contribute significantly to the hazard of a levee and are prime
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locations for the failure of the levee. The identification of the bars can allow selective repair of
the levee, which would increase the resilience of the entire levee.
Overall, MASW and CCR surveys are used to complement the strengths and weaknesses
of each other in order to characterize the soil type and stiffness of the entire levee body and
foundation. With only one of the methods, critical blind spots would have been possible in the
results. In locations where both methods provided useable data, the redundancy of the two
methods prevented false positives in the near-surface due to noisy or poor data quality. In
general, this study provides examples of how to build a site-specific correlation between
geophysical results and invasive results and how to use the geophysical results with relationships
such as the Lin et al. (2014) relationship to identify problematic sections of levees, which
contribute significantly to the hazard of the levee.
5.9

Conclusion
MASW and CCR surveys were performed for over 6800 m along the top, the landside

toe, and the riverside berm of the Melvin Price Reach of the Wood River Levee with the goal of
mapping near-surface structure and providing information regarding potential problem areas
along the levee. Based on the results of the present study, the joint use of MASW and CCR is a
promising approach for evaluating earthen hydraulic structures. This method has the capability
of resolving both soil type and soil stiffness, which are the main parameters causing levees’
failure in past flood events. Both methods have strengths and weaknesses, but when the methods
are used together, they can characterize the soil type and stiffness of the levee body and
foundation.
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Comparison of the laboratory and field testing with the joint use of MASW and CCR in
the present study indicates that soil in the levees’ internal body and foundation can be classified
with confidence using MASW and CCR. CCR was found to be valuable when soil degree of
saturation is high and the depth of interest is shallow. With the addition of knowledge of the
water table location or even sparse in-situ data, the soil type can also be estimated with more
confidence using CCR.
On the other hand, MASW was effective for the classification of soil located at deeper
depths, where CCR was unable to measure. It was observed that without the combined use of
CCR and MASW, some misinterpretations regarding soil type would have been made along the
cross-section. Furthermore, MASW also provided valuable information about soil stiffness,
which was in good agreement with SPT N values along the levee. Moreover, a site-specific SPTVs correlation was developed that can be used to estimate uncorrected SPT-N values from the
continuous shear wave velocity information or vice versa in the study area. Comparison of the
SPT-Vs correlation developed in the present study with those from previous investigations
indicates that soil stiffness and geologic age are two important factors influencing such
correlation. These factors have been ignored in most previous studies. When choosing some
generic SPT-Vs correlations for future studies, the soil deposits and geologic age of the deposits
should be considered, and likely, a lower bound correlation should be used for the typically
young sandy deposits associated with vulnerable levees.
In addition, a variety of utilities, including drainage pipes, gas lines, and sewer lines
crossing levees, were detected by primarily using surface wave methods but also, to a more
limited extent, using resistivity. Resistivity was only effective at detecting metal or conductive
utilities. This can have significant benefits if the location of abandoned utilities is not known as
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any elements which cross the levee can be primary locations for internal erosion to take place.
Furthermore, MASW and CCR were able to detect several potential problem areas where old
river bars crossed under the present-day location of the levee. These weak spots especially old
river bars can be prime locations for piping through the foundation of the levee, which may have
led to sand boils during large flooding events and can be a potential area of failure of the levee.
Being able to rapidly identify soil type, soil stiffness, and potential problem zones along a levee
in a non-destructive way provides a significant benefit to levee owners as the only repair of
discrete areas is needed to significantly improve the resilience of the levee system.
Overall, the combined use of CCR and MASW surveys provides a rapid and nearcontinuous means to evaluate levees and earthen dams. The methods were shown to be capable
of detecting many common defects in levees.
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6

CHAPTER 6: APPLICATION OF GEOPHYSICAL METHODS FOR LANDSLIDE
HEALTH MONITORING

6.1

Chapter overview
This chapter details the application of MASW and MHVSR methods for evaluating the

conditions of two active landslides in Arkansas, U.S., that have recently experienced
considerable slope movements. The geophysical measurements were processed and interpreted
to identify the main reasons behind the continued slope movements for these sites and help for
future rehabilitation efforts. The results are provided in the form of a journal paper published in
Landslide Journal.
6.2

The MHVSR Technique as a Rapid, Cost-effective, and Noninvasive Method for
Landslide Investigation: Case Studies of Sand Gap and Ozark, Arkansas, USA

Reference
Rahimi, S., Wood, C. M., & Bernhardt-Barry, M. (2021). The MHVSR technique as a rapid,
cost-effective, and noninvasive method for landslide investigation: case studies of Sand
Gap and Ozark, AR, USA. Landslides, 1-16.
6.1

Abstract
Landslides with a shallow and complex bedrock layer, where bedrock topography affects

the stability of the slide, are a widespread phenomenon. The current methods for evaluating such
landslides include conventional in-situ methods and array-based geophysical methods. However,
these methods are not capable of characterizing the complete spatial extent of the bedrock layer
cost-effectively and are difficult to conduct for steep slopes. Therefore, in this study,
Microtremor Horizontal to Vertical Spectral Ratio (MHVSR) is proposed as an effective tool
when used in conjunction with other methods to improve our understanding of the landslide. In
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this study, the method is used to make a tight grid of MHVSR measurements within the
landslide. Using this method, a 3D image of bedrock topography can be created over a larger
spatial extent to reveal the potential critical landslide zones. This method is employed for two
active landslides that have recently experienced considerable movements. Using the MHVSR,
several bowl-shaped features were detected in the bedrock layer, which were not detected using
conventional invasive in-situ methods. These features play a key role in landslide behavior as
they can trap water and create a fully saturated soft zone within the critical slide. Missing such
key features in the geologic model of the landslide can lead to errors in the slope stability
models and cost overruns in rehabilitation efforts. The grid pattern MHVSR method used in this
study offers a simple, rapid, and cost-effective tool for landslide site characterization for sites
with shallow and complex bedrock topography.
Keywords: Landslide, Geophysical testing, MHVSR, MASW, Shallow landside
triggering, complex bedrock topography.
6.2

Introduction
Landslides are recognized as one of the major global natural hazards that have severe

direct and indirect consequences. Landslides are particularly common for highway alignments
passing through mountainous regions with a shallow and highly variable bedrock layer within
the landslide, where the topsoil layers can easily become fully saturated during wet seasons. This
is a growing concern in many countries due to the recent climate change that has led to more
severe and unpredictable rainfall events. For highway alignments located within a potential
landslide, considering the traffic loads being applied to the slip surface, the slope can easily
translate into a moving mass. While this issue is unavoidable or even expected in certain areas,
failing to fully understand the bedrock layer of such landslides with shallow and complex
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bedrock topography can lead to errors in slope stability models and increase the remediation
costs.
Conventionally, subsurface conditions of landslides (i.e. bedrock layer) are assessed
using spatially limited invasive in-situ testing (e.g. Standard Penetration Test or Cone
Penetration Test). These methods provide an acceptable level of accuracy for sites where the
bedrock layer is consistent in-depth and thickness. However, significant errors can occur in the
bedrock topography model created using limited borings for landslides with highly variable and
complex bedrock topography. This is because these methods only provide information regarding
the bedrock at discrete locations (i.e. boring logs), and bedrock location is estimated based on
engineering judgment between the available discrete testing locations. Therefore, the key
missing information in the existing methods for landslide investigation is the spatial variation of
the bedrock layer within the entire landslide area, an aspect that has not received enough
attention in the literature. This is because it is very difficult and not often economically feasible
to generate a 3D image of bedrock topography across the landslide using conventional methods,
particularly for steep slopes. Therefore, there is a need for methods capable of providing an
accurate 2D/3D image of bedrock topography for slope stability models or remediation efforts of
landslides where bedrock is a key feature. Geophysical methods can be utilized for this purpose
to provide additional resolution between borings (Jongmans et al., 2007; Delgado et al., 2021;
Rahimi et al., 2021a).
Among all the available geophysical methods, electrical resistivity and seismic methods
are most commonly used for landslide investigations. Resistivity methods are valuable for raininduced landslides as they can detect the highly saturated zones within the landslide (Naudet et
al., 2008; Perrone et al., 2014; Lu et al., 2021; Falae et al., no date). Additionally, since the
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landslide body is typically associated with low resistive materials, the potential landslide body
can be detected to some extent using the resistivity methods (Lapenna et al., 2003; Bichler et al.,
2004). For example, Friedel et al. (2006) used Electrical Resistivity Tomography (ERT) to
explore the cause of a series of landslides that happened in May 2002 in North Switzerland.
Merritt et al. (2014) identified some flow regions along an active landslide in North Yorkshire,
UK by generating a detailed 3D image of the subsurface using the ERT method.
Seismic methods that have been widely utilized for landslide investigations include
seismic refraction and Multichannel Analysis of Surface Waves (MASW) (Park et al. 1999).
These methods measure seismic waves, either body waves or surface waves, propagating through
the subsurface layers. These methods have gained popularity in recent years for near-surface site
characterization as they can provide a higher resolution image of subsurface layering compared
to the other geophysical methods (e.g. resistivity methods) (Wotherspoon et al., 2013; Foti et al.,
2014; Rahimi et al., 2019c). Additionally, the resulting P-wave (Vp) or shear wave velocity (Vs)
profile developed from the seismic methods provides fundamental properties of geo-materials
that can be used to estimate other geotechnical properties using empirical correlations (Akin et
al., 2011; Fabbrocino et al., 2015; Rahimi et al., 2020d). For landslide investigations using
seismic methods, the body of the landslide can be separated from the unaffected zone based on
the velocity contrast observed at the subsurface. Moreover, the water table location or the
saturated zone can be determined using P-wave refraction. Several studies have employed
seismic methods for landslide investigations (Peng et al., 2017; Berti et al., 2019). For instance,
Xu et al. (2016) detected the critical slip surface for a landslide in China based on the variation
of Vs in the subsurface using both active and passive seismic methods.
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The combined use of resistivity and seismic methods has also been used for landslide
investigations (Hibert et al., 2012; Perrone et al., 2014; Okada et al., 2019). For example, Okada
and Konishi (2019) conducted both ERT and seismic methods on a rain-induced landslide in
Japan to locate the critical zones of the landslide.
While both resistivity and seismic methods can be considered as reliable non-destructive
techniques for landslide investigations, it is difficult and time-consuming to apply these arraybased geophysical methods for rough terrain and steep slopes. Given that most landslides occur
on steep slopes, sometimes densely covered with trees, there is a need for another method that
can be utilized for such rough terrain. Additionally, for landslides with complex bedrock
topography where a full understanding of the bedrock layer is required, creating a 3D image of
the bedrock layer using resistivity or seismic method is costly and time prohibitive. In this
respect, the single station microtremor horizontal to vertical spectral ratio (MHVSR) (Nakamura,
1989) method can be considered as a suitable complement or alternative to the resistivity and
seismic methods for bedrock mapping.
The MHVSR method is a common passive geophysical method that has been widely
utilized for seismic microzonation and estimation of fundamental site frequency (fr) (Eker et al.,
2015; Wood et al., 2019b). This method is based on the analysis of the ratio between the
amplitude of horizontal and vertical components (H/V) of microtremors or environmental noise.
Generally, the noise wavefield and the peak H/V are dominated by surface waves (ellipticity of
Rayleigh waves); however, the effects of body waves cannot be neglected in some conditions
(Arai et al., 1998). The amplitude of the surface waves and the H/V peak is a function of the
source properties and subsurface velocity structure, but for a given source, the H/V peak is
mainly controlled by the subsurface velocity structure. Studies have proven that the peak of the
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MHVSR typically occurs at or close to the fundamental frequency (fr) of the site, which
indicates the presence of a sharp Vs impedance contrast (ratio) in the subsurface (Malischewsky
et al., 2004; Yilar et al., 2017). The impedance ratio (IR) is defined as the ratio of the product of
mass density and Vs of two layers.
If a peak satisfies the requirements of a reliable peak (SESAME 2004; Rahimi et al.
2020), it can be used to estimate depth to the impedance contrast (i.e. bedrock) of the site. Using
the MHVSR method, the locations of sharp impedance contrasts can be resolved, which may be
related to the interface of the slide and unaffected zones. Moreover, it is possible to create a 3D
map of bedrock topography rapidly and cost-effectively using a grid of MHVSR measurements.
This is one of the main advantages of the MHVSR method over slower array-based geophysical
methods for landslides with a complex bedrock topography where variation in the bedrock depth
is a key factor for reliable landslide analysis. Creating such a 3D map with the same resolution
using any array-based geophysical methods would significantly increase the cost and time of a
project. Furthermore, the MHVSR method is a much simpler method in terms of data processing
and data interpretation compared to the other commonly used geophysical methods for landslide
investigation. Therefore, even though the MHVSR method has been rarely used for bedrock
mapping for accurate slope stability models and remediation efforts in the literature (Burjánek et
al., 2010; Panzera et al., 2012), it allows for rapid and cost-effective bedrock mapping, can be
easily utilized for any site conditions, and only requires an independent single station
measurement instead of an array of sensors. The MHVSR method can be used to complement the
results from drilling and sampling or other array-based geophysical methods, or it can be used to
locate some critical zones of the landslide to optimize the plan for further field measurements
using more expensive methods.
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This study presents the results of the geophysical field measurements for two active
landslides (Sand Gap and Ozark) in Arkansas, USA, where bedrock topography is complex and
is believed to have significant impacts on slope movements. In this regard, different geophysical
methods were employed, including MHVSR, MASW, P-wave refraction, and ERT. The
MHVSR was used as the primary technique of this study to generate a high-resolution 3D image
of the bedrock topography across the entire landslide areas. Therefore, this study aims to
investigate the reliability and efficiency of the MHVSR method as a potential candidate to
complement conventional in-situ methods or array-based geophysical methods by providing
information across a larger spatial extent for landslide investigations. It is worth mentioning that
this study only focuses on landslides with shallow and complex bedrock topography, where
bedrock is a key feature for landslide stability. The study area, site background, and recent
movements of each landslide are presented first. This is followed by the field measurements that
include a tight grid of MHVSR stations within the landslide areas along with the MASW, Pwave refraction, and ERT survey lines conducted parallel to the landslides and a brief
explanation regarding data processing. Finally, the results are discussed with regard to the
potentially unstable zone of each landslide.
6.3

Study areas
Two active landslides that have recently experienced slope movements (Ozark and Sand

Gap) were selected in Arkansas, United States. Complex and highly variable geologic
environments were expected for both sites. A brief explanation regarding the site stratigraphy
and background is provided below.
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6.3.1 Ozark site
The Ozark site is located just North-West of Ozark, Arkansas, along I-40 westbound, as
shown in Figure 6.1. An orthomosaic image of the tested area (see Figure 6.1a) along with the
areas where long cracks were observed during the field inspection in 2019 are shown in this
figure. According to the geology background and pre-existing borings, the entire soil profile of
this site consists of a shale rock formation, overlain by a stiff/very stiff clay layer with gravel.
From the borings, the soil layering includes stiff to very stiff clay or sandy clay with rock
fragments with SPT N values ranging from 5-15 to 30-40.The site slopes from South to North
with a 30-40% grade.
After the construction of the highway alignment, slope movements and settlement were
observed along this section of the highway. Due to the continuous movements of the slope, it has
been redressed several times over the last 40 years, with a major slope repair performed in 2018.
This repair consisted of the installation of 100 soil/rock anchors and horizontal drainage in three
levels at the top section of the landslide. While this slope repair has likely prevented a global
slope failure, the cracks and the slope movements have continued to occur even after the repair.
The slope movements have caused several long and thick longitudinal cracks, including a crack
along the westbound lane with a length of approximately 150 m that starts from the pavement
and moves eastward (see section 1 in Figure 6.1a and b) and additional cracking to the West side
of the landslide (see section 2 in Figure 6.1a and c).
6.3.2 Sand Gap Site
The second study area, Sand Gap, is located in the Ozark Mountain region in Northwest
Arkansas, along Arkansas Highway 7, as shown in Figure 6.1d. The Ozark Mountains are a part
of the Boston Mountains characterized by narrow V-shaped valleys and vertical bluffs of
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limestone and sandstone. The terrain is dominated by steep hillslopes underlain by sharply
dipping bedrock sequences. Interbedded shale and sandstone layers mainly make up the bedrock
system within this site (Koehn et al., 2019).
According to the pre-existing borings, the subsurface consists of a stiff clay layer with
gravel, followed by bedrock. The bedrock layer mostly consists of sandstone, but a thin, highly
weathered shale layer was also observed in one of the borings. The tested area contains two
slopes: one from North to South and one from East to West, but the latter is the steepest slope
where several cracks in the pavement are observed and shown in Figure 6.1e and f.

Figure 6.1- Study areas and landslide movements observed. a) Ozark site, b) cracking observed
in section 1, c) cracking observed in section 2, d) Sand Gap site, e) crack 1, f) crack 2.
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6.4

Methodology for the use of MHVSR for landslide studies
Shown in Figure 6.2 is the flowchart of the proposed method for the generation of a 3D

map of bedrock topography using the MHVSR method. In this method, a tight grid of MHVSR
measurements should be conducted across the landslide. The spacing between the measurements
is recommended to be between 15-30 m, depending on the required resolution of the bedrock
layer. MHVSR measurements are then processed individually to identify peaks that satisfy the
requirements of a reliable peak with a stratigraphy origin, as described in detail in the next
section. MHVSR measurements that fail to satisfy the criteria of a reliable peak with stratigraphy
origin should be removed from the final results. The average Vs is then estimated either from
direct field measurements (e.g. MASW testing) or empirical correlations between Vs and other
geotechnical properties of soil. While direct field measurement of the average Vs is preferred,
this is not always economically feasible. Therefore, the average Vs can also be back-calculated
using the boring information and empirical correlations such as SPT N-Vs correlations
(Fabbrocino et al., 2015; Rahimi, Wood, & Wotherspoon, 2020b). Moreover, for sites where
information regarding soil type and soil stiffness are available, the reference Vs curves, which are
available for various soil types (Lin et al., 2014; Rahimi et al., 2019d), can be used to generate a
representative Vs profile for the site to estimate the average Vs. Using the reliable peak from the
MHVSR measurements and the average Vs, depth to bedrock is estimated at each MHVSR
station using the quarter-wavelength equation:
H= (Vs,avg/4fr)

(60)

Where H is the thickness of sediments above the sharp impedance contrast, Vs,avg is the
average Vs of the materials above the sharp impedance contrast, and fr is the frequency
associated with the peak MHVSR. Finally, a 3D map of bedrock topography can be created by
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combining the information from the surface elevation and bedrock location estimated at each
MHVSR station.

Figure 6.2- Flowchart of the proposed method for generation of 3D bedrock topography for
landslide investigations.

6.5

Field measurements and data processing
Information regarding the field measurements and data processing of the MHVSR,

MASW, and P-wave refraction methods is provided in this section. For the ERT method, since
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this information is provided in detail in Koehn et al. (2019), only the results of the ERT testing
are included in this paper.
In this study, all the field measurements were taken simultaneously to save time during
the field measurements. However, it is recommended to conduct a tight grid of the MHVSR
measurements along with some limited measurements of other geophysical methods (e.g.
MASW and ERT) in the initial phase to acquire a better understanding of the subsurface layering
over a large spatial area and to identify any critical sections across the landslide. Then, the
critical sections identified in the MHVSR results should be used as guides to plan for additional
field measurements to further investigate the reason behind the slope movements and to evaluate
the accuracy and the effectiveness of the MHVSR results.
6.5.1 Microtremor Horizontal to Vertical Spectral Ratio (MHVSR)
MHVSR testing was conducted within the landslide area in a tight grid pattern with an
approximately 16 m spacing between measurements. Testing was conducted with a minimum
recording time of 16 minutes for each station. The raw MHVSR data were processed in
accordance with SESAME (2004). The raw data was divided into 2 minute non-overlapping time
windows to allow for uncertainty in the MHVSR results to be estimated. The Fourier amplitude
spectra (FAS) of each component was estimated for each time window and smoothed using a
Konno and Ohmachi smoothing filter (Konno et al., 1998). The geometric mean of the two
horizontal components FAS was divided by the vertical FAS to calculate the amplitude of the
MHVSR ratio.
The mean frequency peak of the MHVSR (fM) and its standard deviation (σ) were
computed from all individual time windows. A new frequency-domain window rejection tool
was developed in Matlab and used in this study to reduce the uncertainty in the MHVSR peak
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frequency (fI) estimates. This tool is very similar to the one developed by Cox et al. (2020),
except it includes the amplitude in the window rejection algorithm, and it gives the users several
more options for window rejection. In this tool, time windows that fail to satisfy the below
conditions were first removed from the MHVSR data.


Amplitude criterion: Amplitude > 2 at fI



Peak sharpness criterion: The difference between the amplitude at fI and the mean
amplitude for frequencies range between [(2*σ - fM), (2*σ + fM)] is greater than 15%.

Then, the frequency-domain window rejection is conducted in an iterative process. The
rejection process stops when the data satisfies the conditions defined by the user. The user needs
to define the acceptable number of σ away from the fM (±1*σ is recommended), as well as the
acceptable σ as a percentage of the fM value (5-10% is recommended). Moreover, users have the
option to manually reject time windows at the final stage. This option is valuable when multiple
peaks are present in the MHVSR.
Presented in Figure 6.3a and b are raw and adjusted MHVSR results, respectively,
processed using the new frequency-domain window rejection tool, for an example MHVSR
station with low-quality data. As shown in the adjusted MHVSR results in Figure 6.3b, this tool
can improve the quality of the mean frequency peak and the final MHVSR results by removing
all the unwanted time windows contaminated by noise. For this example, the iteration was
stopped when the σ was less than 5% of the fM ( σ = 0.39 < 0.05* fM = 0.05*11.24 = 0.56 ).
From Figure 6.3b, the accepted time windows result in individual and mean peak frequencies
that vary in a small frequency range, significantly enhancing the quality of the final MHVSR
results. If the peak determined in this step relates to a stratigraphic origin, it was then used for
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further processing to estimate depth to the sharp impedance contrast of the site using Equation
39.

a

b

Figure 6.3- An example MHVSR data processing using new frequency-domain window rejection
tool.

Four types of behavior were observed for the MHVSR measurements of the current
study, including cases with a single clear peak (Figure 6.4a), cases with no clear peak (Figure
6.4b), cases with two clear peaks (Figure 6.4c), and cases with a broad peak (Figure 6.4d). The
MHVSR measurements with a single clear peak (Figure 6.4a) indicate the presence of a sharp
impedance contrast in the subsurface, whereas the MHVSR measurements with clear high and
low-frequency peaks indicate the presence of two impedance contrasts in the subsurface.
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MHVSR measurements with no clear peak were determined to be caused by an almost exposed
rock unit with sediment thickness less than approximately 0.25 m. This indicates that the
stiffness of the rock unit for these locations is almost constant within the depth of interest.
In this study, the procedures proposed in SESAME were followed to determine whether a
peak has a stratigraphic or anthropic origin. For example, for cases with a broad peak, the peak is
considered to have a stratigraphy origin if it remains stable by decreasing the smoothing
bandwidth parameter (b). As an example, the variations of the MHVSR plot with a broad peak
(Figure 6.4d) was evaluated using different smoothing bandwidths (b=40, 30, 20, and 10), and
the results are presented in Figure 6.5. As shown in this figure, the MHVSR plot remains
consistent for all smoothing bandwidths with negligible variations in the amplitude of the
MHVSR. Additionally, the frequency associated with the peak MHVSR for this station
corresponds very well with the peaks observed in the vicinity of this station. These indicate that
the broad peak observed in the present study has a stratigraphy origin.
Based on the results of more than 150 MHVSR measurements for the Ozark and Sand
Gap sites, it was observed that for Sand Gap, the majority of the measurements exhibit a single
low-frequency peak ranging between 7-30 Hz. However, for the Ozark site, two clear peaks were
observed for the majority of the MHVSR measurements, including a low-frequency peak ranging
between 5-12 Hz and a high-frequency peak ranging between 40-100 Hz. The high-frequency
peak (f2 in Figure 6.4c) indicates the presence of an impedance contrast very near to the surface,
which was determined to be the loose soil/very stiff soil interface according to the boring log,
whereas the low-frequency peak (f1 in Figure 6.4b) indicates the presence of a deeper impedance
contrast at the site which was determined to be very stiff soil /weathered rock interface.
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Case 1- A single clear peak

Case 2- No peak

a

b

Case 4- Broad peak

Case 3- Two clear peaks

c

d

f2

f1

Figure 6.4- Different behaviors observed For the MHVSR measurements. a) MHVSR with a
single clear peak, b) MHVSR with no peak, c) MHVSR with two clear peaks, d) MHVSR with a
broad peak.
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Figure 6.5- Variation of MHVSR by decreasing the smoothing bandwidth for the case of a broad
peak.

6.5.2 MASW and P-wave refraction
MASW testing was conducted parallel to the slope to investigate the landslide conditions
and evaluate the accuracy of the MHVSR measurements for landslide investigation. For each
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site, testing was performed using both Rayleigh and Love type surface waves to identify the
method that resulted in higher resolution experimental dispersion data points. A linear array of
48, 4.5 Hz vertical/horizontal geophones with a uniform geophone spacing of 1 or 2 meters was
used. A sledgehammer was used to generate Rayleigh or Love type surface waves. A minimum
of three blows were stacked at each source offset to increase the signal-to-noise ratio of the data.
For each array setup, waves were generated at multiple source offsets to decrease uncertainties
regarding fundamental mode identification and also to generate multiple Vs profiles for each
array setup using 24 geophone arrays within the larger 48 geophone array (Rahimi et al., 2019a).
Additionally, to be able to use the raw MASW shot data for the P-wave refraction analysis, a
faster sampling rate of 0.125 milliseconds was used.
Provided in Table 7 is a summary table of MASW/P-wave refraction information for
Sand Gap and Ozark sites. Given that the bedrock topography is expected to be complex and
highly variable for the case histories, the P-wave refraction data were analyzed using the
tomographic inversion method (SeisImager manual, 2019). This method models the subsurface
layering using velocity cells and accounts for sharp changes in the P-wave velocity and layer
thickness.
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Table 7- MASW/P-wave refraction data acquisition configuration.
Number of

Site

Sampling

Number

Number of

Geophone

Number

Array

name

rate (ms)

of setups

geophones

spacing (m)

of shots

size (m)

0.125

1

48

1

9

47

5

0.125

3

48

2

25

94

11

Sand
Gap
Ozark

Vs profile
generated

For the MASW data processing, the Frequency Domain Beamformer (FDBF) method
(Zywicki et al., 2005) was used. For each frequency, the experimental dispersion data were
determined by identifying the peak in the f-k spectra. Data points from different source offsets
were combined to create the raw experimental dispersion curve. The fundamental mode of
propagation was used as the final experimental dispersion curve. The final experimental
dispersion curve from the MASW and the peak frequency from the MHVSR were inverted
jointly within the Geopsy software package using weighting factors of 0.8 and 0.2, respectively
(Teague et al., 2018). The quality of the fit between the experimental and theoretical data was
evaluated by visual inspection and the value of the calculated misfit parameter (Rahimi et al.,
2018). The median of the 1000 lowest misfit Vs profiles was taken as the final 1D Vs profile.
Two examples of the MASW and MHVSR joint inversion results that include the
inverted Vs profile, the sigma ln(Vs), and the experimental MHVSR measurements along with
the theoretical ellipticity curve are provided in Figure 6.6 and Figure 6.7. For the inverted Vs
profiles in Figure 6.6a and Figure 6.7a, the best 1000 Vs profiles (solid gray lines), the lowest
misfit Vs profile (dashed red line), and the median Vs profile (solid red line) are presented.
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For Case 1 in Figure 6.6, the low-frequency peak (f1=6.9 Hz) from the MHVSR
measurement corresponds quite well with the peak from the theoretical ellipticity curve, as
shown in Figure 6.6c. Additionally, one sharp impedance contrast is observed in the Vs profile in
Figure 6.6c, confirming the MHVSR measurement results. This indicates that the peak from the
MHVSR measurement is related to the stratigraphy of the site. For Case 2 in Figure 6.7c, two
peaks are observed in the MHVSR measurement, including a low-frequency peak (f1=8.2 Hz)
and a high-frequency peak (f1=20.9 Hz). While only the low-frequency peak was used in the
joint inversion process to constrain the bedrock location, interestingly, two clear peaks are also
observed in the theoretical ellipticity curve (red curve in Figure 6.7c), matching well with those
from the experimental results. Moreover, these two peaks agree very well with the two sharp
impedance contrasts from the Vs profile in Figure 6.7a. The presence of the two sharp impedance
contrasts in the Vs profile indicates that the peaks from the MHVSR measurement have a
stratigraphy origin rather than an anthropic origin.

a

b
c

f1

Figure 6.6- Case 1-Joint inversion results from the MASW and MHVSR measurements with one
impedance contrast at subsurface. a) Vs profile, b) sigma ln (Vs), c) experimental MHVSR along
with the theoretical ellipticity curve.
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a

b

Impedance contrast
related to f2

c

f1

f2

Impedance contrast
related to f1

Figure 6.7- Case 2-Joint inversion results using the MASW and MHVSR measurements with two
impedance contrasts at subsurface. a) Vs profile, b) sigma ln (Vs), c) experimental MHVSR along
with the theoretical ellipticity curve.

6.5.3 Electrical Resistivity Tomography (ERT)
The ERT method was only used for the Sand Gap site to identify the high saturation areas
along the critical section of the landslide. Testing was performed parallel to the landslide with a
56 electrode array with an electrode spacing of 0.91 m. A dipole-dipole/strong gradient array was
used for testing and is an optimized array, which uses electrode configurations derived from the
dipole-dipole and gradient arrays to collect data. This provides a measured dataset with a good
vertical and horizontal resolution, allowing for the identification of vertical and horizontal
discontinuities (Koehn et al., 2019).
The raw data of the ERT surveys were inverted to produce a 2D plot of the true
subsurface electrical resistivity using Earthimager 2D (2019). The Occam style inversion
algorithm was used to find subsurface models within a pre-defined tolerance. Through an
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iterative process called inversion, the experimental apparent resistivity data measured in the field
tests are compared with the theoretical response of the modeled subsurface to find the modeled
subsurface which matches the experimental data best. The Gauss-Newton method is used to
solve the inversion problem. The goodness of fit between the experimental data and theoretical
model is evaluated based on the calculated misfit values (root mean squared, RMS) and L2-norm
parameters. RMS values less than 10% and L2-norm values less than 1 are used as indicators of a
relatively good and acceptable fit (Koehn et al., 2019).
6.5.4 Comparison of the Geophysical Methods
For landslides with shallow and complex bedrock topography, where a full understanding
of the bedrock layer is required, creating a 3D model of the bedrock topography using arraybased geophysical methods (MASW, ERT, or P-wave refraction) is time- and cost-prohibitive. In
this regard, the MHVSR can be used to fill in additional information regarding the bedrock
topography between the other geophysical measurements in a rapid and cost-effective manner.
To highlight the differences between the MHVSR and other array-based geophysical methods
used in this study in terms of the rate of the field measurements and data processing, the Ozark
site is discussed here as an example. The MASW, and P-wave refraction field measurements for
the Ozark landslide that included 5 survey lines and only covered a portion of the landslide area
took approximately twice as long as the MHVSR testing with more than 100 measurements that
covered the entire landslide. Additionally, the MASW and P-wave refraction data processing
took approximately five times longer than the data processing of the MHVSR. The rate of the
field measurements for the ERT testing was almost similar to the MASW for the same number of
survey lines, but the data processing of the ERT took approximately one-third the time as the
MASW data processing. However, the data processing time of the MHVSR, which covered the
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entire landslide areas, was approximately half of the ERT. This highlights the advantage of the
MHVSR method compared to the other array-based geophysical methods in terms of the rate of
the field measurements and data processing, in which the entire landslide areas were able to be
tested and processed in approximately half of the time required to collect 5 MASW, P-wave
refraction, or ERT survey lines.
6.6

Results and discussions

6.6.1 Geophysical Investigation for the Sand Gap site
Shown in Figure 6.8a are the locations of the MHVSR measurements and the MASW and
ERT survey lines for the Sand Gap site along with the two longitudinal cracks (see Figure 6.1e
and f) that have been observed in the pavement. Thirty-six single station MHVSR measurements
were carried out inside and outside the landslide on both the East and West sides of the highway.
Besides the MHVSR measurements, MASW testing using Love type surface waves were
conducted longitudinal to the slope (see Figure 6.8a) to further investigate the slope movements
and validate the results and accuracy of the MHVSR measurements. The variations in the
MHVSR peak frequencies within the landslide areas are shown in Figure 6.8a using graduated
colors. As shown in this figure, for a line perpendicular to the cracks (i.e., parallel to the slope,
East-West) such as the dashed white line in Figure 6.8a, the magnitude of the peak frequency
first decreases and then increases as one moves down the slope. Using the peaks from the
MHVSR and the Vs,avg estimated from the MASW, depth to bedrock was calculated from
Equation 1, and then the results were used to generate a contour map of bedrock depth for the
landslide zone, as shown in Figure 6.8b. As observed in this figure, bedrock depth is very
shallow within the landslide area, with depth varying from 2-12 m. The sharp variations in the
bedrock depth are observed in the southwest landslide zone, where depth to bedrock changes
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from 9 m to 3 m in a short distance. This indicates the presence of a bowl-shaped feature
(depression) in the bedrock, which can be considered as the potential slip surface zone. This is
further investigated using the MASW and ERT methods since bedrock depressions within a
slope zone can lead to instability issues during or after heavy rainfall events (Buttle et al., 2004;
Graham et al., 2010; Lanni et al., 2013).
Presented in Figure 6.8c and d are the pseudo 2D Vs profiles from the MASW and the
resistivity profile from the ERT (Koehn et al., 2019), respectively. As shown in these profiles,
the same bowl-shaped feature is observed in the bedrock verifying the results of the MHVSR.
Additionally, a very low resistive zone with resistivity close to the resistivity of water is
observed very near the surface at the bowl-shaped feature location in Figure 6.8d. This indicates
that the bowl-shaped feature in the bedrock layer is trapping water and creating a very soft zone
at this location. This significantly impacts the landslide investigation, as it is explained later in
the paper.

214

Figure 6.8- Sand Gap site. a) Locations of geophysical testing along with the MHVSR peak
frequency variation shown in graduated color and the longitude cracks observed in the pavement,
b) Contour map of bedrock depth from MHVSR, c) Pseudo 2D Vs profile from MASW, d) ERT
profile.

To better illustrate the variations of the soil/bedrock interface across the landslide area at
Sand Gap, the results of the MHVSR measurements were utilized to generate several cross215

sections perpendicular to the highway. The location of these cross-sections (CS1-CS4) along
with a 3D map of surface elevation and depth to bedrock estimated from the MHVSR
measurements are shown in Figure 6.9. The 3D map of surface elevation was generated using the
Kriging (Gaussian) interpolation method. As shown in CS2, the bedrock depth estimated from
the MHVSR measurements and the boring log is slightly different, but overall, they are in good
agreement.
Comparing the slope of the soil/bedrock interface beneath the highway alignment for the
perpendicular cross-sections in Figure 6.9, relatively steeper rock-site slopes are observed for
CS2 and CS3, indicating these sections are more susceptible to slope movements compared to
CS1 and CS4 that have a gentle rock-site slope. Furthermore, a bowl-shaped feature in the
bedrock layer is observed for CS2 and CS3 shown in Figure 6.9. Interestingly, these sections
correspond quite well with the two longitudinal cracks observed in the pavement, as shown in
Figure 6.8 and Figure 6.1.
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Figure 6.9- 3D plot of surface elevation along with the soil/bedrock cross sections for the Sand
Gap site.

6.6.2 Geophysical Investigation for the Ozark site
A similar procedure was followed for the Ozark landslide to investigate the subsurface
features contributing to the slope movements. The only difference between the investigations for
the Ozark and Sand Gap landslides is that for the Ozark site, the P-wave refraction was used
instead of ERT to determine the highly saturated areas. Shown in Figure 6.10 a, b, c, and d are
the geophysical testing locations, a contour map of bedrock depth from the MHVSR, pseudo 2D
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Vs profile from the MASW, and the 2D Vp profile from the P-wave refraction, respectively.
Furthermore, the locations of several springs that were observed during the field measurements
and a boring where the inclinometer readings were recorded are shown in Figure 6.10b with a
blue star and black circle symbols, respectively. MHVSR testing of the Ozark site includes more
than 100 stations, as shown in Figure 6.10a. A tight grid of the MHVSR measurements, spaced
15 m apart, were used at the toe of the landslide as the section of the interest. The variations of
the magnitude of the peak frequencies from the MHVSR measurements are shown in Figure
6.10a using graduated colors. From Figure 6.10a, the magnitude of the peak frequencies is
consistent for all the stations located on the top section of the landslide, while meaningful
variations are observed in the magnitude of the peak frequencies for stations located at the toe.
Using the peaks from the MHVSR measurements and the Vs,avg from the MASW, a contour map
of bedrock depth was created for the slope area, as shown in Figure 6.10b.
Bedrock depth is estimated to be very shallow for this site ranging between 6-14 m across
the landslide area, as shown in Figure 6.10b. Examining depth to bedrock in Figure 6.10b,
several depressions in the bedrock layer are observed at the toe, where the bedrock layer
shallows drastically. These depressions in the bedrock layer correspond well with the four spring
locations at the toe, as shown in Figure 6.10b. This indicates that the bowl-shaped features in the
bedrock layer are trapping water at these locations, leading to a highly saturated and soft zone for
these areas. During heavy rainfall events, depth to the groundwater table can decrease drastically
at these locations, and so the trapped water appears at the ground surface as springs. To confirm
the presence of bedrock depression observed in the MHVSR and identify the fully saturated
areas along the critical landslide zone, co-located MASW and P-wave refraction measurements
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are shown for a line parallel with the slope, where the bedrock depression was observed in the
MHVSR results.
Examining the variation of the bedrock depth from the MASW testing in Figure 6.10c, a
similar feature (depression) is observed in the bedrock layer at the toe. From the 2D Vp plot in
Figure 6.10d, it is observed that depth to the fully saturated area of the landslide, where the
measured Vp matches the Vp of water, shallows drastically at the bedrock depression at the toe.
This confirms the fact that the water is trapped at this location due to the depression in the
bedrock layer. It should be mentioned that the Vp of 1600 m/s, which is used in this study to
identify the fully saturated areas of the landslide, can be associated with either rock materials or
fully saturated soils. In this study, this value is related to the fully saturated soils because the line
associated with the Vp of 1600 m/s is much shallower than the true bedrock depth identified from
the MASW measurements. This is illustrated in Figure 6.10c where the line associated with the
Vp of 1600 m/s (the white dashed line) is overlaid on the pseudo 2D Vs profile.
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Figure 6.10- Ozark site. a) Locations of geophysical testing along with the MHVSR peak
frequency variations shown in graduated colors and borings, b) Contour map of bedrock depth
from MHVSR along with the cracks, springs, and inclinometer, c) Pseudo 2D Vs profile from
MASW along with the fully saturated line from the P-wave refraction, d) 2D Vp profile from Pwave refraction.

Bedrock depths identified from the MHVSR testing are combined with the surface
elevation determined from total station, GPS, and LiDAR data to create a 3D map of bedrock
elevation across the landslide and the results are presented in Figure 6.11. Shown in Figure
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6.11a, b, and c are the North-South, West-East, and East-West views of the 3D map of the
bedrock elevation. From Figure 6.11, bedrock elevation decreases sharply at the toe, resulting in
several depressions in the bedrock layer. The depressions in the bedrock layer are clearly visible
in the West-East, and East-West views of the 3D map. It is worth mentioning that the depression
in the bedrock layer observed in the 3D map in Figure 6.11 is also verified using the MASW
testing. An example 2D Vs profile from the MASW measurements that confirmed the depression
in the bedrock is shown in Figure 6.10c.

Figure 6.11- 3D map of bedrock elevation across the Ozark slope site.

Considering the very shallow bedrock layer at this site along with the depressions in the
bedrock layer at the toe, the potential slip surfaces at this site were expected to be located at the
soil/bedrock interface. The accuracy of this assumption was confirmed by inclinometer readings
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collected in February 2017 at the toe, as shown in Figure 6.10a. Presented in Figure 6.12a and b
are the co-located Vs profile from the MASW and the cumulative displacements recorded from
the inclinometer in the north-south direction, respectively. As observed in Figure 6.12b, while no
displacement is observed for the top 10 m of the profile, a large displacement is recorded for
depths ranging between 10-12 m. Also, no displacement is observed for depths greater than 12
m. Comparing the zone of displacement from the inclinometer with the Vs profile in Figure
6.12a, this zone exactly matches with the depth where a large jump in the Vs profile is observed.
This increase in the Vs profile is related to the bedrock layer. This indicates that the zone of
displacement corresponds to the soil/bedrock interface as expected. More discussions regarding
the reasons behind the slope movements for the Sand Gap and Ozark sites are provided in the
next section.
In general, at these sites, MHVSR results shed light on key subsurface features of the
landslides, which were not observed in previous borings and complement the information from
the limited borings or other array-based geophysical methods. Furthermore, the MHVSR was
able to identify the critical zones of the landslide (i.e. the bowl features) at the toe. These zones
were used as guides to plan for further field measurements for the landslide investigations using
more expensive technologies and methods. Overall, the MHVSR is valuable for landslides that
involve a shallow and complex bedrock topography, where a true understanding of the bedrock
layer in a 3D manner is required for reliable slope stability models and remediation efforts.
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Figure 6.12- Comparison of the Vs profile from MASW and displacements recorded using an
inclinometer. a) Vs profile, b) Cumulative displacement.

6.6.3 Discussions regarding slope movements at the Sand Gap and Ozark sites
From the geophysical results for the Sand Gap and Ozark sites, depth to the bedrock was
determined to be very shallow (<14 m) and highly variable within the landslide zones. The most
critical features of the bedrock layer for these two landslides are several bowl-shaped features in
the bedrock layer at the toe. Several researchers have shown the impacts of microtopographic
depressions in the bedrock layer on hillslope hydrology, which includes filling and spilling of
water perched at soil/bedrock interface, and its effects on positive pore water pressure generation
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and landslide triggering (Buttle et al., 2004; Graham et al., 2010; Lanni et al., 2013).
Depressions in the bedrock within the landslide play a key role in slope instability as they can
trap water during or shortly after a high rainfall event. This is particularly important for
landslides with very shallow bedrock as rainfall infiltration can quickly accumulate and create a
fully saturated soft zone at bedrock depression. To better illustrate this, a cross-section profile of
the Ozark site (parallel to the slope) is shown in Figure 6.13 along with the highway alignment
and depression in the bedrock. The bedrock estimated from the borings and the MHVSR are
provided in Figure 6.13a and b, respectively.
Examining the difference in the estimated bedrock layer from the borings in Figure 6.13a
and the MHVSR in Figure 6.13b, it is observed that the bedrock location is misinterpreted in
some locations using the borings alone. While the bedrock estimated from the MHVSR are
almost consistent for the top portion of the slope, the key feature of the bedrock, which is the
depression in the bedrock at the toe, is not observed in the borings. Missing such key features in
the slope stability model can lead to significant cost overruns for the slope rehabilitation efforts,
and in the worst-case scenario, it can lead to slope failure. For instance, at the Ozark site, a slope
repair project was conducted in 2018 based on a slope stability model created using the borings
alone. The approximate cost of this slope repair job was more than $2.3 million dollars. While
this slope repair has reduced the slope movement rate and likely prevented a global slope failure,
two long cracks were observed (see Figure 6.1b and c) a few months after the repair. These
cracks are clear indicators of continued slope stability issues even after the slope repair. With the
addition of the information from the MHVSR testing, a more accurate bedrock layer has been
used for the slope stability model, which is being used to design another repair for the project.
This example illustrates the need for a high-resolution 3D image of the bedrock topography as
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one of the main inputs to the slope stability model to avoid cost overruns and potential slope
failure. The reason why such bowl-shaped features in the bedrock can lead to slope failure is
explained in the following.
During a heavy rainfall event, the rainfall infiltration is trapped in the bowl area on top of
the bedrock due to the low permeability of the bedrock layer. This results in a highly saturated
and soft zone at the toe (as shown in blue in Figure 6.13b). The area affected by the bedrock
depression and rainfall infiltration (soft zone) can increase in size in both the North and South
directions, depending on the severity and duration of the rainfall event. The trapped water at this
location can trigger the landslide through different mechanisms, including:


Rainfall infiltration reduces the soil shear strength, which is a resistant force against
landslide movements by decreasing the soil interparticle contacts and removing the
positive effect of negative pore water pressure.



Total weight of the slip surface increases due to the addition of water.



Soil apparent cohesion can be reduced or completely removed due to the dissolution of
mineral cement, which hold the soil grains together when rainfall infiltrates into the soil.



The friction at the soil/bedrock interface decreases due to the addition of water that fills
in the micro gaps at the soil/bedrock interface.



Positive pore water pressure is generated at the bowl location due to the presence of
water and the dynamic loads from the vehicles passing the highway.
All the above-mentioned factors can lead to a considerable reduction in the factor of

safety of the critical slip surface, as the resisting force decreases and the driving force increases.
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Figure 6.13- Estimated bedrock layer for the Ozark site using borings and MHVSR. a) bedrock
layer estimated from the borings along with the boring locations, b) bedrock layer estimated
from the MHVSR along with the example potential slip surface.

6.7

Conclusion
Four non-destructive geophysical methods, including MHVSR, MASW, P-wave

refraction, and ERT were applied for two active landslides with shallow and complex bedrock
topography that have recently experienced cracking as a result of the slope movements. The
MHVSR was used as the primary method for the landslide investigation to understand the 3D
bedrock topography under the landslide. The MHVSR was used as the primary method for
locating the bedrock because developing the same 3D information over the entire landslide using
drilling and sampling or other array-based geophysical methods would have taken significantly
more time, field effort, and data processing effort compared to MHVSR.
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For field measurements, a tight grid of MHVSR tests is first recommended with a
distance of approximately 15-30 m between stations. Depth to bedrock can be estimated at each
station, and then the results are combined to create a 3D map of bedrock and its variation across
the landslide. Then, further borings or array-based geophysical measurements can be performed
along the critical sections of the landslide that were identified from the MHVSR results to further
investigate the slope movements and assess the accuracy of the MHVSR method. It should be
mentioned that this method is only recommended for landslides with a very shallow and complex
bedrock topography, where the bedrock layer contributes to the landslide instability.
From the MHVSR results at the Sand Gap and Ozark sites, several bowl-shaped features
were observed in the bedrock layer at each site. The same features were also observed in the
MASW and ERT profiles, confirming the accuracy of the MHVSR method. However, these
features were missed in the bedrock profile interpreted from the borings alone. The bowl-shaped
features in the bedrock layer are believed to be the primary factor causing the landslide
movements at the Sand Gap and Ozark sites. This is driven by the shallow bedrock depth at the
bowl locations, and the low permeability of the bedrock layer as the rainfall infiltrations are
trapped and quickly accumulated in the bowl locations and creates a fully saturated soft zone
within the critical slip surfaces. This hypothesis was verified by the ERT and P-wave refraction
profiles, in which fully saturated zones were observed above the bowl locations. Moreover, the
bowl locations correspond well with several springs that were observed during the field
measurements. The trapped water in the bowl locations reduces the factor of safety of the critical
slip surfaces through different mechanisms, as discussed in Section 5.3.
Overall, using the MHVSR method, a spatially high-resolution image of the bedrock
topography was created in a rapid, cost-effective, and non-destructive manner. This image
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revealed several key features in the bedrock that contribute to the slope instability issues. These
critical features were not detected using the traditional geotechnical methods such as drilling and
sampling because of the limited spatial extent where the testing was conducted. Missing such
key features in the slope stability model can lead to errors in the slope stability models and
significant cost overruns for the slope rehabilitation efforts.
Therefore, the MHVSR method is recommended as a simple and valuable tool for rapid
and cost-effective bedrock mapping for landslides with shallow and complex bedrock
topography, where bedrock is a key feature for an accurate slope stability model. The MHVSR
can complement other geophysical methods or drilling and sampling results by providing
subsurface information over a much larger spatial extent. Additionally, this would help to
optimize further field investigations required for landslide investigations using more expensive
technologies and methods. The complementary method that is recommended to be used along
with the MHVSR should be determined based on the landslide characteristic. Accordingly, for
rainfall-induced landslides, the ERT method is recommended to be used as a complementary
method in conjunction with the MHVSR. For landslides, where the stiffness of the subsurface
materials (soils or rocks) is a key to landslide behavior, the MASW method is suggested to be
employed along with the MHVSR.
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7

SUMMARY AND CONCLUSIONS
The conclusions that were drawn from this dissertation are outlined in this chapter.

Additionally, recommendations regarding future works are also provided.
7.1

Conclusions
The main conclusions that were drawn from this dissertation can be divided into three

main sections as below.
7.1.1 Improving derived dispersion data from MASW using the four transformation
techniques
While the users of the MASW method in geotechnical and geophysical communities are
often blindly selecting the transformation technique for MASW data processing, this is a critical
decision influencing the reliability of the outcome of the MASW method. Therefore, the below
recommendations should be taken into account by the users of the MASW method when
selecting the transformation technique for data processing.


The performance of the four transformation methods is identical for both
Rayleigh and Love waves for sites with a deep bedrock layer, a low-frequency
point of curvature (<10 Hz), relatively uniform soil conditions, and a low noise
level. Therefore, any of the four transformation methods can be used for these
sites.



For sites with a very shallow and complex (highly variable) bedrock topography
and a high-frequency point of curvature (>20 Hz), regardless of the site noise
level and geophone coupling conditions, the PS transformation method results in a
very poor-resolution dispersion image for both Rayleigh and Love waves. For
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these sites, the quality of the experimental data from the PS transformation
method is often very poor in such a way that no clear dispersion curve can be
extracted from the experimental results. However, the other transformation
methods (FDBF-cylindrical, FK, and p) generated a clear, high-resolution
dispersion image for both Rayleigh and Love waves for the same sites. Therefore,
it is recommended not to use the PS method for sites with very shallow and
complex bedrock topography with a high-frequency point of curvature (>20 Hz).
If the PS method is used for such a site, the experimental dispersion curve from
the PS method should be compared to at least one of the other transformation
methods to ensure the accuracy of the experimental dispersion data.


For sites with a velocity reversal (i.e. stiff over soft soil layer), the p
transformation method fails to generate Rayleigh wave dispersion data points for
the layers located below the velocity reversal layer. However, the other
transformation methods developed an experimental Rayleigh dispersion curve that
contains information from the velocity reversal layer and the layers below it.
Therefore, it is suggested not to use the p method for sites with a velocity
reversal layer located within the MASW target depth.



The FDBF-cylindrical is often more sensitive to effective and higher modes than
the other transformation methods. This means that more dispersion data points
from effective and higher modes can be generated using the FDBF-cylindrical
transformation technique. However, caution should be taken to use the FDBFcylindrical transformation technique for sites with effective and higher modes, as
sometimes it can lead to mode misidentification. Therefore, a combined
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dispersion image using different transformation methods (at least two different
methods) is suggested for such sites to avoid potential mode misidentification and
to be able to identify different modes of propagation.


Overall, the FDBF-cylindrical generally outperforms the other transformation
methods (FK, PS, and p) in terms of experimental dispersion resolution. The
FDBF-cylindrical transformation technique provides a stable, high-resolution
dispersion image for various subsurface layering and noise conditions, mitigates
the near-field effects by modeling a cylindrical wavefield, and provides a highresolution dispersion image over a broad range of frequencies, including the low
frequency portion of the dispersion curve. The FDBF-cylindrical transformation
technique is, therefore, recommended to use as the primary method if users of the
MASW method are willing to only use one transformation technique for MASW
data processing.



The best practice is to combine all the transformation methods or at least use two
different transformation methods for MASW data processing, particularly for
complex stratigraphy environments (e.g. sites where higher modes are present).
The combined method can be used as a means to (1) enhance the quality and
reliability of the experimental dispersion curve, (2) reduce the uncertainty
regarding the experimental dispersion curves and the final inverted Vs profile, (3)
accurately determine different modes of propagation, and (4) define and remove
data corrupted by near-field effects if any are present.
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7.1.2 Mitigating near-field effects on MASW method
While the near-field effect is one of the main issues of the MASW method reducing the
reliability of the experimental data and limiting the maximum resolvable depth of the MASW
results, there are no acceptable criteria in the literature to mitigate such effects on the MASW
technique for all field conditions. Therefore, considering different parameters influencing nearfield effects, the below recommendations and criteria are suggested for mitigating near-field
effects.


The near-field effect is independent of surface wave type (i.e. Rayleigh or Love
type surface waves). Accordingly, the normalized array center distance criteria for
near-field mitigation of Rayleigh and Love waves are the same. Therefore, all the
recommendations provided below apply to both Rayleigh and Love type surface
waves.



The near-field effect is also independent of depth to the impedance contrast [i.e.
very shallow (~< 30 m) versus very deep sharp (~> 100 m) impedance contrasts].
In this regard, the normalized array center distance criteria for near-field
mitigation of sites with very shallow and very deep sharp impedance contrasts are
similar. Therefore, all the recommendations provided below apply to both sites
with very shallow and very deep impedance contrasts (i.e. bedrock depth).



For sites with a very shallow impedance contrast within the target depth of
surface wave testing (~< 30 m), the FDBF-cylindrical transformation technique
provides a significantly longer wavelength dispersion image than the other
transformation methods (FK, PS, and p) with fewer ill-effects from near-field
effects. The FDBF-cylindrical transformation technique reduces the near-field
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effect, particularly near-field effects due to mode incompatibility, by using a
cylindrical wavefield model rather than a plane wavefield model. Therefore, for
sites with a very shallow impedance contrast, the FDBF-cylindrical
transformation technique is recommended for data processing to minimize nearfield effects and achieve longer wavelengths (i.e. depth of investigation). When
FDBF-cylindrical is used for data processing of sites with a very shallow
impedance contrast, the typical normalized array center distance criteria for nearfield mitigation can be violated. Overall, the best practice for near-field mitigation
of sites with a very shallow impedance contrast is to use the multiple source offset
approach along with the FDBF-cylindrical transformation technique for data
processing.


For sites with a very deep impedance contrast, generally, the four different
transformation techniques provide the same resolution dispersion image in terms of
near-field effects. Therefore, any of the four transformation methods can be used
for data processing of these sites.



The source type is an important factor influencing near-field effects. When a more
controllable source type such as a vibroseis source is used for active surface wave
testing, less restrictive near-field criteria can be used. Accordingly, using a 1015% error boundary to define the near-field criteria, a normalized array center
distance of 0.5 should be used as the practical criterion when using a vibroseis
source. However, for a low-output sledgehammer source, a normalized array
center distance of 1.0 should be used as the practical criterion for near-field
effects mitigation.
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The criteria defined for near-field mitigation should not be violated when a
limited number of source offsets (1 or 2) are used. But, if the multiple source
offset approach (3 different source offsets) is used for active surface wave
testing, the near-field criteria can be violated for some of the source offsets.



The multiple source offset approach is an effective method for near-field
mitigation. At least three different source offsets located 2-20 m away from the
array (given a typically ~25-100 m array length) should be used when using the
multiple source offsets approach. The most suitable source offset location is a
complex function of normalized ACD criteria, subsurface conditions, source type,
and array length. Generally, for sites with a very shallow impedance contrast
using a sledgehammer source, shorter source offsets are recommended compared
to sites with a very deep impedance contrast.



Researchers and practitioners are widely using short source offsets such as 2 and
5 m for active surface wave testing without considering subsurface conditions and
confirming the reliability of such short source offsets. These short source offsets
are generally effective for generating high frequencies dispersion data
(characterizing very near-surface layers). But for low frequencies dispersion data
(i.e. long wavelengths), these source offsets are often contaminated with severe
near-field effects. Therefore, relying solely on short source offsets could
significantly underestimate the measured phase velocity and the subsurface
layers’ properties. Therefore, it is recommended to at least include one longer
source offset (e.g. a source offset ranging between 10-20 m) along with the short
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source offsets to prevent underestimation of the measured phase velocity and
verify the reliability of the short source offsets at longer wavelengths.


Overall, a normalized array center distance criterion of 1.0 is suitable for nearfield mitigation on active surface wave testing when using a sledgehammer
source, and a normalized array center distance criterion of 0.5 is suitable when
using a vibroseis source.

7.1.3 Infrastructure health monitoring using geophysical methods
A variety of geophysical methods can be used for infrastructure health monitoring.
However, this dissertation focused on the application of the MASW and MHVSR techniques.
Accordingly, the conclusions below were made when using MASW and MHVSR for infrastructure
health monitoring:


For earthen hydraulic structures such as levees and embankment dams, the MASW
method can provide valuable information regarding soil type, soil stiffness, and
potential problematic zones of these structures. MASW was able to detect several
potential weak areas of the Melvin Price Reach of the Wood River Levee, where a
deeper clay layer was eroded due to the old river bars activities. These weak spots
are the prime locations for piping through the foundation of the levee, which may
have led to sand boils during large flooding events and can be a potential area of
failure of the levee.



When using the MASW method to evaluate the current conditions of infrastructure,
it is important to use the reference shear wave profiles, which are available for
different soil types, to accurately determine the soil types and subsurface
conditions. This is very important because failing to use these profiles could lead
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to misinterpretations of the subsurface conditions and, therefore, misleading future
rehabilitation efforts.


The MHVSR is very beneficial for landslide assessment with a very shallow and
complex bedrock topography, where the bedrock layer contributes to the landslide
instability. A tight grid of MHVSR measurements is recommended for such sites
with a distance of approximately 15-30 m between stations. Using this method, a
spatially high-resolution image of the bedrock topography can be created in a rapid,
cost-effective, and non-destructive manner.



Using a tight grid of the MHVSR for two active landslides, several key features in
the bedrock that contribute to the slope instability issues were determined. These
critical features were not detected using the traditional geotechnical methods such
as drilling and sampling because of the limited spatial extent where the testing was
conducted. Missing such key features in the slope stability model can lead to errors
in the slope stability models and significant cost overruns for the slope
rehabilitation efforts.



The grid pattern MHVSR method is recommended as a simple and valuable tool
for rapid and cost-effective bedrock mapping for landslides with shallow and
complex bedrock topography, where bedrock is a key feature for an accurate slope
stability model. The complementary method that is recommended to be used along
with the MHVSR should be determined based on the landslide characteristic.
Accordingly, for rainfall-induced landslides, the ERT method is recommended to
be used as a complementary method in conjunction with the MHVSR. For
landslides, where the stiffness of the subsurface materials (soils or rocks) is a key
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to landslide behavior, the MASW method is suggested to be employed along with
the MHVSR.
7.2

Recommendations for future works
According to the results of this dissertation, the following recommendations for future

works are suggested.


The performance of the four common transformation techniques could be evaluated
for several sites with different velocity reversal layers to determine the impact of
the thickness and impedance ratio of the velocity reversal layer on the derived
dispersion data from the four transformation techniques. This is important because
the velocity reversal layer is considered the most critical layer for many
geotechnical analyses (e.g. liquefaction assessment). Therefore, it is valuable to
understand the sensitivity of the four transformation techniques to a velocity
reversal layer with different characteristics.



Further investigations are required to identify the performance of the four common
transformation techniques for sites where more than two modes of propagation are
present. This would help to advance our knowledge regarding multimodal detection
using different transformation techniques.



More studies could be conducted to examine the performance of other available
source types for MASW testing (different than sledgehammer and vibroseis
investigated in this dissertation) on near-field effects to improve our understanding
in this regard.



Some guidelines need to be developed for the most effective source offsets
considering different factors, including subsurface conditions, source type, and
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array configuration. This would help to optimize the field measurement plan and
improve the accuracy of the MASW method.


Another important study that could help identify the efficiency of the multiple
source offset approach for near-field mitigation is to determine the performance of
the multiple source offset approach for sites where multiple modes of propagation
are present. This is important because longer source offsets are generally dominated
by higher modes, but more investigations are required to advance our understanding
in this regard.
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APPENDIX- MORE EXAMPLES OF THE PERFORMANCE OF THE FOUR
DIFFERENT TRANSFORMATION TECHNIQUES
This appendix provides some more experimental dispersion curves generated using the
four different transformation techniques to highlight the differences observed between the four
different transformation techniques in terms of dispersion resolution.
Similar performance for sites with a deep bedrock layer

Figure A.1- Rayleigh wave dispersion curves generated using the four transformation methods
for the PVMO site with a deep bedrock layer, a low-frequency point of curvature, and low noise
levels. a) FDBF-cylindrical, b) FK, c) PS, and d) p.
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Figure A.2 - Rayleigh wave dispersion curves generated using the four transformation methods
for the PVMO site with a deep bedrock layer, a low-frequency point of curvature, and low noise
levels. a) FDBF-cylindrical, b) FK, c) PS, and d) p.

Figure A.3- Love wave dispersion curves generated using the four transformation methods for
the PEBM site with a deep bedrock layer, a low-frequency point of curvature, and low noise
levels. a) FDBF-cylindrical, b) FK, c) PS, and d) p.
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PS issue for sites with a very shallow and complex bedrock topography

Figure A.4- Rayleigh wave dispersion curves generated using the four transformation methods
for the Ozark site with a very shallow and complex bedrock topography, a high-frequency point
of curvature, and high noise levels. a) FDBF-cylindrical, b) FK, c) PS, and d) p.

Figure A.5- Rayleigh wave dispersion curves generated using the four transformation methods
for the Ozark site with a very shallow and complex bedrock topography, a high-frequency point
of curvature, and high noise levels. a) FDBF-cylindrical, b) FK, c) PS, and d) p.
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Figure A.6- Rayleigh wave dispersion curves generated using the four transformation methods
for the Hot Springs site with a very shallow and complex bedrock topography, a high-frequency
point of curvature, and low noise levels. a) FDBF-cylindrical, b) FK, c) PS, and d) p.

Figure A.7- Love wave dispersion curves generated using the four transformation methods for
the Hot Springs site with a very shallow and complex bedrock topography, high-frequency point
of curvature, and low noise levels. a) FDBF-cylindrical, b) FK, c) PS, and d) p.
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FDBF-cylindrical outperformance for sites with clear near-field effects

Figure A.8- Rayleigh wave dispersion curves generated using the four transformation methods
for the Hardy site with a very shallow and complex bedrock topography, high-frequency point of
curvature, and low noise levels. a) FDBF-cylindrical, b) FK, c) PS, and d) p.

Figure A.9- Rayleigh wave dispersion curves generated using the four transformation methods
for the Ozark site with a very shallow and complex bedrock topography, high-frequency point of
curvature, and high noise levels. a) FDBF-cylindrical, b) FK, c) PS, and d) p.
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Figure A.10- Rayleigh wave dispersion curves generated using the four transformation methods
for the Hardy site with a very shallow and complex bedrock topography, high-frequency point of
curvature, and low noise levels. a) FDBF-cylindrical, b) FK, c) PS, and d) p.

Figure A.11- Love wave dispersion curves generated using the four transformation methods for
the Hardy site with a very shallow and complex bedrock topography, high-frequency point of
curvature, and low noise levels. a) FDBF-cylindrical, b) FK, c) PS, and d) p.
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Figure A.12- Love wave dispersion curves generated using the four transformation methods for
the Sand Gap site with a very shallow and complex bedrock topography, high-frequency point of
curvature, and medium noise levels. a) FDBF-cylindrical, b) FK, c) PS, and d) p.

Figure A.13- Love wave dispersion curves generated using the four transformation methods for
the Hot Springs site with a very shallow and complex bedrock topography, high-frequency point
of curvature, and low noise levels. a) FDBF-cylindrical, b) FK, c) PS, and d) p.
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Sites with clear higher modes dispersion data

Figure A.14- Rayleigh wave dispersion curves generated using the four transformation methods
for the Ozark site with a very shallow and complex bedrock topography, high-frequency point of
curvature, and high noise levels. a) FDBF-cylindrical, b) FK, c) PS, and d) p.

Figure A.15- Rayleigh wave dispersion curves generated using the four transformation methods
for the Ozark site with a very shallow and complex bedrock topography, high-frequency point of
curvature, and high noise levels. a) FDBF-cylindrical, b) FK, c) PS, and d) p.
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Figure A.16- Rayleigh wave dispersion curves generated using the four transformation methods
for the Hardy site with a very shallow and complex bedrock topography, high-frequency point of
curvature, and low noise levels. a) FDBF-cylindrical, b) FK, c) PS, and d) p.

Figure A.17- Love wave dispersion curves generated using the four transformation methods for
the Sand Gap site with a very shallow and complex bedrock topography, high-frequency point of
curvature, and medium noise levels. a) FDBF-cylindrical, b) FK, c) PS, and d) p.
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Figure A.18- Love wave dispersion curves generated using the four transformation methods for
the Hot Springs site with a very shallow and complex bedrock topography, high-frequency point
of curvature, and low noise levels. a) FDBF-cylindrical, b) FK, c) PS, and d) p.

Figure A.19- Love wave dispersion curves generated using the four transformation methods for
the Hot Springs site with a very shallow and complex bedrock topography, high-frequency point
of curvature, and low noise levels. a) FDBF-cylindrical, b) FK, c) PS, and d) p.
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