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1) T. Yoshida, J. Kimura, R. Yamada, V. Aocella, H. Sato, D. Zhao, J. Nakajima, A. Hasegawa, T. Okada, S. 
Honda, M. Ishikawa, O.D.A. Prima, T. Kudo, B. Shibazaki, A. Tanaka, T. Imaizumi, Evolution of the Late 
Cenozoic Magmatism and the Crust-Mantle structure in the NE Japan Arc, Gomez-Tuena, A., Straub, S.M. 
& Zellmer, G.F. (eds) Orogenic Andesites and Crustal Growth. Geological Society, London, Special 
Publications, 385, doi:10.1144/SP385.15., 2013. 
2) B.D.A. Nugroho, O.D.A. Prima, H. Kanno, R. Sameshima, H. Fujii, L.C.M. Lopez, Relationships between global 
climate indices and rain-fed crop yields in highland of South-Central Java Indonesia,Journal of 




1) K. Hosogoe, O.D.A. Prima, Y. Jaana, T. Imabuchi, Automated Analysis of Important Elements of Social 
Attention Based on Gaze Movement and Head Pose During Conversation, The 10th Biennial Conference of Asian 
Association of Social Psychology, August 20-23, 2013. 
2) プリマオキディッキ，伊藤久祥，蛇穴祐稀，今渕貴志，細越久美子，会話中の行動を自動観察できるソフトウェ
アの開発，人工知能学会，第 69 回言語・音声理解と対話処理研究会，p.61-66, 2013. 
3) プリマオキディッキ，視線計測装置・瞬き検出装置の紹介，重度障害者と支援者のための ICT コミュニケーショ
ン支援講座(盛岡)，2014 年 3 月 15 日． 
4) 今渕貴志，菊池輝，プリマオキディッキ，伊藤久祥，非接触型視線追尾システムに向けた虹彩検出手法の検証，
情報処理学会第 76 回全国大会，2014．（学生奨励賞受賞） 
5) 蛇穴祐稀，プリマオキディッキ，伊藤久祥，会話参加者の行動を自動記録する行動観察ソフトウェアの開発，情
報処理学会第 76 回全国大会，2014．（学生奨励賞受賞） 
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6) 堀江友祐，プリマオキディッキ，伊藤久祥，ヘッドマウント視線追尾装置における頭部動き補償キャリブレーシ
ョンの開発，情報処理学会第 76 回全国大会，2014．（学生奨励賞受賞） 
7) 大沼峻介，プリマオキディッキ，伊藤久祥，小型携帯端末に適した区分的非線形画像縮小手法の開発，情報処理
学会第 76 回全国大会，2014．（学生奨励賞受賞） 
8) 穴澤裕太，プリマオキディッキ，伊藤久祥，時間と周波数領域で構成する音響コード符号化方式，情報処理学会
第 76 回全国大会，2014． 
(e) 研究費の獲得 
1) 研究成果展開事業 研究成果最適展開支援プログラム A-STEP・フィージビリティスタディステージ・探索タイプ
（研究代表）：694,850 円（最終年度の金額のみ） 
2) 平成 2５年度地域政策研究センター・地域協働研究(教員提案型)前期（研究代表）：500,000 円 
3) 平成 25 年度いわてものづくり・ソフトウェア融合テクノロジーセンター（研究代表）：1,472,000 円 
平成 25 年度で獲得した研究費の合計：2,666,850 円 
(f) その他総説・解説，調査報告・市場調査，特許，受賞，報道など 
1) 名称  ： 平成 25 年度岩手県立大学研究成果発表会・パネル展示部門優秀賞 





























1. Visible-spectrum Remote Eye Tracker for Gaze Communication 
Abstract: Many approaches have been proposed to create an eye tracker based on visible-spectrum. These efforts provide a 
possibility to create inexpensive eye tracker capable to operate outdoor. Although the resulted tracking accuracy is acceptable 
for a visible-spectrum head-mounted eye tracker, there are many limitations of these approaches to create a remote eye tracker. 
In this study, we propose a high-accuracy remote eye tracker that uses visible-spectrum imaging and several gaze 
communication interfaces suited to the tracker (Figure 1). The gaze communication interfaces are designed to assist people with 
motor disability. Our results show that the proposed eye tracker achieved an average accuracy of 0.77° and a frame rate of 28 
fps with a personal computer. With a tablet device, the proposed eye tracker achieved an average accuracy of 0.82° and a frame 
rate of 25 fps. The proposed gaze communication interfaces enable users to type a complete sentence containing eleven 
Japanese characters in about a minute. 
Keywords: Eye tracking, visible-spectrum, gaze communication interface, face tracker. 
 
2. Unrestricted Head Movement Calibration for a Head-mounted Eye Tracker 
Abstract: Since head-mounted eye trackers became widely affordable, the use of eye trackers is increasing not only limited to 
research purposes. These changes also led to the increase in the number of users of these devices. Although calibration has to be 
done in advance, some users may fail to conduct this task, especially when they have to fix the head during this process. In this 
study, we proposed an algorithm to calibrate a head-mounted eye tracker that allows free head movement during the calibration 
process. Our experiments show that with an average head movement around 3°, the proposed algorithm achieved an average 
accuracy of 0.4°. From this result, we considered that the proposed algorithm compensated the head movement sufficiently. 
Moreover, moving head up to 3° is rarely occurred during a calibration process thus the algorithm should achieve a better 
accuracy with less head movement. 
Keywords: Unrestricted head movement, head-mounted eye tracker, calibration, homography transform. 
 
3. The Development of Automated Behavior Analysis Software 
Abstract: The measurement of behavior for participants in a conversation scene involves verbal and nonverbal 
communications. The measurement validity may vary depending on the observers caused by some aspects such as human error, 
poorly designed measurement systems, and inadequate observer training. Although some systems have been introduced in 
previous studies to automatically measure the behaviors, these systems prevent participants to talk in a natural way. In this 
study, we propose a software application program to automatically analyze behaviors of the participants including utterances, 
facial expressions (happy or neutral), head nods, and poses using only a single omnidirectional camera. The camera is small 
enough to be embedded into a table to allow participants to have spontaneous conversation. The proposed software utilizes 
facial feature tracking based on constrained local model to observe the changes of the facial features captured by the camera, 
and the Japanese female facial expression database to recognize expressions. Our experiment results show that there are 
significant correlations between measurements observed by the observers and by the software. 
Keywords: Facial expression, head pose, head nod, utterance. 
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Figure 1. The proposed remote eye tracker and gaze interface application programs 
 







(a) The relationship between coordinates of eye, view camera, and screen         (b) Prototype device 
Figure 3. The proposed head-mounted eye tracker 
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5) 川畑伸聡，伊藤久祥，動画の特徴点と視聴時の注視点を用いた視線推定のための非明示的な補正手法の提案，情
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て明度が 75% 程度が上限となるように制限をかける条件が適していることを確認した． 


































に，第 1希望が出された講座ごとに配属理由の自由記入欄をまとめた PDF 文書を生成するスクリプトを作成し
た． 
以上のツール群を整備したことで，160 名近い学生から提出された希望申請用紙を誤りなく短時間で処理する
ことが可能となった．今後は，本システムを講義における学生へのフィードバック支援への適用を検討する．
 
  
