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Chapter 1
Introduction
AR has been a very competitive topic over the last decade and are deployed in smartphones,
automobiles and wearables such as head-mounted display (HMD). In recent years, new com-
puting and display technologies have developed rapidly and have enabled AR applications
on wearable devices especially on HMD. However, such application faces a number of chal-
lenges e.g., small eyebox and unconvincing virtual objects due to lack of depth of field [1].
Having a large eyebox that matches our eyes is crucial for having an immersive experience.
Eyebox is mainly restricted by the light path from the source and could be increased by the
use of lens or special developed metamaterial glass [2]. Various methods are proposed to
increase the size of eyebox which I will elaborate in the related work section. Another main
factor is the lack of depth of field in objects displayed. This is essential to blend virtual ob-
jects in reality as natural as possible. The most straightforward way to implement natural
depth of field can be lens integration which works like a camera lens [3, 4] or deformable
membrane [5, 6] with eye-tracker. Depth of field can also be synthesized by modulating
light with spatial light modulator (SLM) using algorithm [7, 8, 9]. In this paper, holog-
raphy is the preferred method to integrate depth of field into virtual scenes. Holography
is the only technique that can faithfully record and reconstruct a 3D image known. The
recorded image known as hologram, does not require special glasses or other intermediate
optics to display. When suitable lit, the interference pattern diffracts light such that depths
and perspective changes can be observed easily through naked eyes [10, 11]. Over recent
decades, holograms can be simulated on computer, which digitally generating holographic
interference patterns. This method is called computer generated holography (CGH). CGH
can be anything that a computer can generate. This gives a huge advantage over traditional
holograms where a physical object must be present to encode its interference pattern onto a
recording medium. Furthermore, immediate changes on interference patterns can be made
through computer resulting a moving CGH, thus a 3D movie, which will be the theme of
this study. Ultimately, CGH is expected to be replacing current display mediums, in various
fields such as entertainment, medical, and education.
1.1 Augmented Reality
Augmented reality(AR) is an experience of interaction between the virtual world and the
real physical world. The interaction occurs by overlaying any virtual object over the real
world such as price tag of merchandise on the shelf, navigation route on roads, position of
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cancer cells in patient’s body. The applications of AR are prominent in various fields to
increase efficiency and safeness by visualizing accurate information of real world parameters.
AR can be interacted in various ways, usually bound only by human sense, such as sight,
hearing, smell, taste and touch. In general, digital data can be represented in form of visual,
auditory, scent,and haptic feedbacks. Different devices are developed for different interface
for AR applications, specifically see-through head mount display for visual interactions [12]
, 3D audio rendering speaker for audio interactions [13] , actuated surface to create haptic
feedbacks for interaction in touch [14]. This study is focused on proposing and building
a close-to-real-world visual AR interactive system. There are efforts to render convincing
AR in the real physical world . This is essential as AR in its current state is known for its
difficulties to integrate seamlessly into our daily lives. Among the major issues are object
occlusion, object tracking and lack of depth of field in the virtual object rendered. These
properties give the virtual object a sense of "gravity" where the virtual object is rendered as
if it exists side by side in the real world. Moreover, the relative parameters of the properties
mentioned are to be altered in real time in conjunction with users movement in space.
For example, perspective of the virtual object changes when user walked around it. The
integration of AR allows knowledge sharing without language barriers, telepresence with
real world interactions and many more. A sophisticated AR is expected to blend into the
real world so much that it is not distinguishable between the real world objects.
1.2 AR Head Mount Display
AR head mount display(HMD) is first developed in 1990s by the US air force to aid pilots
aiming ability by overlaying Heads Up Display onto the windshield of the helmet [15]. It is
one of the most efficient AR visual interface for several reasons: 1) HMD is a personalized
device, hence cost, computing resources can be minimalized. 2) Instead of relying on screens
on personal devices such as smartphones, see-through HMD can project images that are
viewable directly without occupying both hands. 3) It is immersive as HMD wraps around
the personal space that is around the region surrounding the eyes. A number of studies and
prototypes have been proposed following the introduction of AR HMD which are elaborated
in Chapter 2. However, several issues have to be addressed before the HMDs are consumer-
ready:
1. A large eyebox that allows for large head movement without falling off the viewable
area.
2. A large field of view that matches the eyes view angle.
3. Precise DoF to imitate how user observes the real world.
These are the 3 main basic properties of a sophisticated AR HMD. This study will fo-
cus mainly on expanding these 3 properties and building an actual prototype. Then the
prototype is evaluated against the state-of-art system, both commercially, and academically.
1.3 Eyebox and field of view
Eyebox or exit pupil, is the viewable angle of an eyepiece. A display can be viewed if the eye
is placed within the viewable angle which usually represented by a cylinder. A large eyebox
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Figure 1.1: This figure describe the relationship between the eyebox, the exit pupil and the eye
relief.
gives user more space for head movement without cropping the displayed image. Large
movement top/bottom/left/right that force the eyes go out of the eyebox boundary can
cause vanishing on the edges and too far back causes vignetting. 1.1 shows the relationship
of eyebox and eye relief. An eye relief is the minimum distance from eye to the last surface
of an eyepiece which is approximately 16mm. This is taken into consideration into designing
the proposed prototype as the display is designed to place as close as possible to the user eyes
to obtain an optimal angle of field of view. In this study, eyebox is enlarged by introducing
a multi-reflective optics and field of view is enlarged by placing the display panel close to
the user eyes, making the prototype a "near-eye display".
1.4 Depth of Field
Depth of field, also known as DoF in photography, is the plane that is in focus between
the nearest object and furthest object, everything outside of this plane are gradually out-
of-focus or blurred. DoF is oftenly described as shallow or deep, where shallow DoF means
the focus plane is narrow, and deep DoF means the focus plane is wide. Images that are
out-of-focus appears blurry as they are either converged before or beyond the retina and
therefore circle of confusion formed as shown in ??. Human eyes have focusing mechanism
that allow us to observe objects precisely in daily lives. The eyes anatomy is referenced from
the National Eye Institute. Light enters the eye through the lens and cornea is bent such a
way that it is converged onto the retina. The eyes muscle relaxes to allow the lens to become
a slim disc when observing far objects and contracts to become a thick lens when observing
close objects. In order to blend virtual objects in real world seamlessly, virtual objects with
DoF should be replicated. Eye tracking devices are implemented in previous prototypes
to determine the user focus and adjust the rendered virtual object accordingly. However,
this mechanism is unreliable and increase the bulkiness of the whole system. Therefore in
this study, an algorithm driven real world precise DoF rendering method, CGH is proposed.
The virtual objects will be focused to a real world precised distance so that users can focus
freely on any object and the out-of-focus virtual objects are blurred out.
3
Eye Real Virtual Object Real
Figure 1.2: virtual object is set to focus with the reference real world person, whereas the the
infront and behind is blurred out-of-focus.
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Chapter 2
Related Work
2.1 Computer-generated Hologram
The technique of simulating digital hologram has long been researched. Holograms that are
digitally created used 3D virtual object to replace real object. Some of the major issues in
CGH field are,
1. High computational cost. Complexity of O(N x H x W) is very calculative intensive.
where N is the number of object points, H is the height of the hologram and W is the
width of the hologram.
2. Clean and high resolution image. Speckle noise has been a known issue in reconstruct-
ing a high resolution CGH.
As such, previous studies have been conducted to address these issues. First, the usage
of Graphical Processing Unit GPU are proposed to accelerate the calculation of the algo-
rithm [16]. GPU has thousands of low powered simple cores on board compared to CPU
which only has 8 cores at most in consumer models. This allows low cost implementa-
tion as well as parallel computing which computes multiple pixels at the same time. GPU
implementation has a big impact on CGH rendering as it accelerates the calculation sig-
nificantly. The method is improved and implemented in the proposed rendering method
which is elaborated in the following chapter. Look Up Tables LUT, are proposed to further
increase the efficiency of CGH rendering. The proposed method can obtain more accurate
reconstructed images with lower memory usage compared with split look up table method
and compressed look up table method without having the trade-off in the computational
speed in CGH rendering. The LUT method is an effective method to calculate complex
CGH of 3D objects that consists complex geometry. For real-time 3D holographic display
where the huge information data is required, LUT method could provide fast and accurate
rendering in various dynamic optical fields [17]. Various fast rendering algorithm by culling
hidden layers of 3D object is also proposed [18, 19, 20]. Culling of hidden layers have 2
advantages. 1) The obvious advantage is the computation cost is lowered as less data has
to be computed. 2) Reconstructed 3D image is usually transparent as the object points are
not dense enough to obstruct the ones behind it. Therefore with culling method the object
points behind is omitted, making the reconstructed image appeared solid.
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Traditionally CGH reconstruction image is very noisy due to the quality of SLM panel
and the nature of light itself. The Gerchberg-Saxton (GS) algorithm is widely used to calcu-
late the phase-only computer-generated hologram (CGH) for holographic three-dimensional
(3D) display. This proposed method can be applied to suppress the speckle noise by simul-
taneously reconstructing the desired amplitude and phase distribution [21]. The phase-only
CGH is calculated by using a double-constraint GS algorithm. This method constrained
the desired amplitude and phase information in the image plane in each iteration. The
calculated phase-only CGH can be reconstructed. With the reconstruction of CGH, the 3D
object on multiple planes with a desired amplitude distribution and uniform phase distribu-
tion can be obtained. Therefore,the speckle noise caused by the phase fluctuation between
adjacent pixels can be reduced greatly. On the other hand, there are studies that obtained
clean images through iteration of CGH calculations [22]. The calculation of the CGH is
through the approximation equation and so compromise happens in the rendered hologram.
This iteration method repeats the process until an acceptable error in the numerical result
is obtained.
Several recent near-eye displays combine a holographic projector with various see-through
eyepieces: holographic optical elements [23], waveguides [24], and lenses with beamsplit-
ters [25, 26, 27]. These augmented reality displays share some similar characteristics to our
display but instead of employing a holographic projector and demonstrate variable focus, I
used DCRA and unlike the [24] display I do not need to use holographic correction to fix
optical aberrations. I achieved real-time rendering of CGH, with significantly wider fields
of view on a simple optical design.
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2.2 CGH based HMD
CGH based HMD is still a relatively new area, and only a few works have been reported in
recent years. NVIDIA research reported light field-CGH hybrid [28, 29] algorithm for AR
HMD. This light field and CGH combination is a very interesting approach as it addresses
several major issues in AR applications. Liu employed the image-layer based CGH instead
of point source based CGH to achieve a shaded reconstructed image. While this method
does not have to deal with occlusion, it heavily relies on the number of layers to have a
continuous sense of depth of field as opposed to a dense point-source based CGH. Since
the parallax effect of CGH depends on the pixel pitch of the SLM, current SLMs have too
large pixel pitch to have a significant parallax effect when viewed. Liu utilizes the light field
techniques which divides the image into series of overlapped image patches to achieve both
parallax effect and wide field of view. CGH has a high potential for near-eye displays [30]
as it provides numerically accurate light rays. Furthermore, it has the potential to solve
the accommodation convergence conflict. However, the technique has a high computational
cost.
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Chapter 3
Key Optical Elements
3.1 Dihedral Corner Reflector Array
It consists of numerous layers of micro-mirrors placed perpendicular on top of each other,
sandwiched in a flat and thin plate as shown in figure 3.1(left). The micro-mirror array
is manufactured by implementing the inner walls with densely pitted minute square holes.
This optics is based on two reflections internally by a pair of perpendicular mirrors, i.e.,
a dihedral corner reflector. Although the principal is based on reflection by mirrors, the
device is also transmissive and deflects light. The deflection of light causes stray light to
happen which will be elaborated in the later sections. This imaging system forms a real
image at a plane symmetric point, thus the depth of the 3D image is inverted. Incident
ray that propagates into a mirror hole is reflected by the internal walls two times and
passes through the DCRA plate. A light ray passing through a mirror hole is directed
to the retro direction for the directional components parallel to the device surface, based
on the principle of a corner reflector as shown in figure 3.2(a). The directional component
perpendicular to the device surface does not change by the device as shown in figure 3.2(b).
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Reflection path of micromirrors in TMD Arrangement of micromirrors structure of TMD
Figure 3.1: (Left) Reflection path of micromirror in DCRA (Right) Arrangement of micromirror
structure of DCRA
(a) (b)
(c)
Figure 3.2: (a) Top view of reflection path of micromirror in DCRA (b) side view of DCRA (c)
overview of DCRA
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Dihedral Corner Reflector Array DCRA is an array of dihedral corner reflector with
a specific pitch size. As every reflection has a optical center and converges to a single
focused point, an array of DCR causes an array of focused reflection on the opposite side.
Thus increasing the size of eyebox. The fabrication of the DCRA is cited in [31]. As this
DCRA is a relatively less explored optics in the past, the fabrication process of the optics
is not optimized. The DCRA implemented in this study is fabricated by using deep X-ray
lithography due to synchrotron radiation. The characteristics of the fabricated DCRA are
evaluated by the optical transmission and reflection measurements in the later chapter.
As opposed to the intended usage of DCRA which is to render aerial image , Otao
proposed a near-eye see-through light field display using a micro-lens array and a DCRA [32].
Both of the previous studies used DCRA directly as an eyepiece. As DCRA are consisted of
highly reflective micromirrors, they are not transmissive thus not an ideal eyepiece for see-
through augmented reality application [33]. As AR is the overlay of virtual object over the
real world, a see-through eyepiece is needed. The following chapter describe the see-through
optics and its mechanism.
3.2 See-through Optics
A beamsplitters embedded glass, SASHIMI is used as a see-through eyepiece for our system.
The transmittance to reflection ratio of SASHIMI is 70:30, allowing augmentation of virtual
objects without obstructing the real world environment in respectable bright condition. A
series of 5 beamsplitters are placed 45◦ to allow incident ray to be reflected 45◦ as shown in
figure 3.3. The transmissive to reflective ratio (T:R) is measured in experiment by placing
laser light source of vary wavelength to shine on the eyepiece. Then a power meter measured
in Watts (W ) is placed on the opposite side of the eyepiece to measure the transmission
rate. The reflection rate is measured by placing the power meter along the reflective path
of the eyepiece and the power W is recorded for each different wavelength. Figure 3.4 shows
the Transmission to Reflectance ratio of specific wavelength of the beamsplitter embedded
in SASHIMI. Slight optical aberration can be found in SASHIMI glass. The reflected image
is curved and deformed in vertically. It is speculated that the aberration occurs due to
multiple gaps between the reflections of beamsplitters in the SASHIMI glass. Rendering
method can be deployed to counter this issue without much computation burden. This
optical aberration is similar to that of the Holographic Optic Element, HOE. However unlike
HOE, beam decoupler and coupler are not needed in the implementation of SASHIMI, thus
reducing any further optical errors as well as the bulkiness of the whole eyepiece.
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Figure 3.3: Details of SASHIMI glass. (left) top view of the optical axis. (right) angular view
(a)
Reectance rate of Beamsplitter Transmissive rate of Beamsplitter
Figure 3.4: Transmission and Reflectance percentage against wavelength. (left) Reflectance per-
centage to wavelength (right) Transmission percentage to wavelength
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Chapter 4
Rendering Method
4.1 Hologram
Hologram is a photographic recording of a light field , and can be viewed in fully three-
dimensional image of the holographed subject. Hologram is an encoding of the light field as
an interference pattern. When the interference pattern is lit coherent light, the interference
pattern diffracts the light into a reproduction of the original light field and converge to form
a holographic image.
4.1.1 Holography
Holography is a method to record hologram by using light interference and diffraction. It is
invented in 1948 by Dennis Gabor, a 1971 Novel Prize in Physics recipient. An object can
be recorded by capturing the light that scattered off the object onto a recording medium.
Then the product can be reconstructed by illuminate a suitable light source to the hologram
plate.
4.1.2 Recording and Reconstructing of holographic image
In-line holography is the simplest form of recording and reconstruction method of holograms.
Figure 4.1 shows reference light wave is approaching an object point , then the light that
scattered off the object point forms a spherical wave caused by the object point , where the
light diffraction occurs. At the surface of the recording medium, the spherical wave and
the plane wave interfere , and gives a straight line fringe pattern. The spacing of the fringe
pattern is determined by the angle between two waves and the wavelength of the light.
Conventional recording medium is usually a film, and is placed perpendicular to the light
axis. Given the distance from the object point is R, the position of the object point is x , y
on the film, the distance of the object point in the film can be determined by the following
equation :
r =
√
R2 + x2 + y2 (4.1)
The equation of the spherical wave of the object u0 can be represented as follows :
u0(r) =
a
r
exp ikr (4.2)
Where a is the amplitude, k is the wavelength. The distance r is x, y  R and therefore
r ' R, so the equation can be expanded by using the eulerâĂŹs formula and binomial
12
yz
x
Plane wave Object point Hologram
Figure 4.1: Plane wave propagation and interference with spherical wave.
theorem. When −1 < x < 1 , in term of real number m,
(1 + x)m = 1 +mx+ m(m− 1)2× 1 +
m(m− 1)(m− 2)
3× 2× 1 + ... (4.3)
By expanding the equation 4.3,
r =
√
R2 + x2 + y2
R
√
1 + x
2 + y2
R2
R1 + 12(
x2 + y2
R2
) (4.4)
Here the complex amplitude can be represented by a constant as z = 0 on the surface.
u0(x, y) =
a
R
exp ikR1 + 12
x
R
2
+ y
R
2
(4.5)
Here ,the value of aR exp ikR is equal to the amplitude at the film origin, given that the
amplitude at the origin is a0 :
u0(x, y) = a0 exp ipi(x2 + y2)λR (4.6)
Here the reference light is a plane wave so the phase of the light on plane xy is constant.
Therefore,
uR(x, y) = aR (4.7)
where a0, aR is real number. Given that the light intensity on the film is I = a + ib, and
I(x, y) =
√
a2 + b2,
Here euler’s formula eix = cosx+ i sin x is expanded, and given that sin 2x+ cos 2x = 1,
I(x, y) = a20 + a2R + 2a0aR cos ipi(x2 + y2)λR (4.8)
can be obtained. Given that x2 + y2 = ρ2 , the resulting pattern is a sinusoidal zone plate
as shown in figure 4.2 with radius ρ.
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Figure 4.2: Zone plate of a single object point
The transmittance of the film is given by t(x, y) and is proportional to I(x, y) ,
t(x, y) = βI(x, y) = βa20 + a2R + 2a0aR cos ipi(x2 + y2)λR (4.9)
Given that eix+ e−ix = 2 cos x,
t(x, y) = β[a20 + a2R + 2a0aR cos ipi(x2 + y2)λR + a0aR exp−ipi(x2 + y2)λR] (4.10)
Here β(a20 + a2R) is replaced by constant tb ,
t(x, y) = tb + βa0aR exp ipi(x2 + y2)λR + βa0aR exp−ipi(x2 + y2)λR (4.11)
can be obtained. where βaR in equation is a constant.
4.1.3 Reconstruction
The recorded hologram can be reconstructed by illuminating a reference light to the holo-
gram plate as shown in figure 4.3. Here the light wave is z = 0, so
uc(x, y) = ac (4.12)
is assumed. When the hologram is illuminated by the light similar to the reference light,
the light beyond the hologram is
g(x, y) = t(x, y)uc(x, y) (4.13)
ac × [tb + βa0aR exp ipi(x
2 + y2)
λR
+ βa0aR exp
−ipi(x2 + y2)
λR
]
= actb + βaca0aR exp
ipi(x2 + y2)
λR
+ βaca0aR exp
−ipi(x2 + y2)
λR
(4.14)
Here u0(x, y) = a0 exp ipi(x
2+y2)
λR , forms complex conjugate, giving
g(x, y) = actb + βacaRu0(x, y) + βacaRu0(x, y) (4.15)
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Figure 4.3: Light interference converges and reconstructs into a focused object point with inverse
Z-distance.
4.2 Computer-generated hologram
In this study, I implemented the CGH based on in-line hologram in our system. Here,
in-line hologram is computed digitally using a streamlined GPU-accelerated algorithm. In
our simulation, each vertex of the 3D object is treated as one self-illuminate object point
in the hologram calculation. Figure 4.4 shows the mapping of vertices of 3D object onto
a 2D hologram plane. The depth information of the 3D object is preserved in the form of
interference pattern.
The formula of the CGH can be expressed as follows:
I(x, y) =
N∑
j
A cos
[
pi(x2 + y2)
λR
]
(4.16)
where, I(xh, yh) is the light intensity on the CGH, (xh, yh) and (xj , yj , zj) are the coordinates
for the CGH and the 3D object, Aj is the amplitude of the 3D object, λ is the wavelength
of the reference light, and Pj = pip2/(λzj), where p is the sampling interval on the CGH
plane. The complexity of the algorithm is O(NHW ), where N is the total number of object
points, H is the height andW is the width of the hologram. Figure 4.2 shows the result of a
single point object, a sinusoidal zone plate with p as radius that diffracts light in such a way
that it is focused to a point. The alternating phase of the zone plate shows rings that are
transmissive in black and opaque in white. In most CGH program, these zone plate figures
are rendered in 8-bit color depth where the value is either 0 or 255. By calculation the focus
distance can be designated at the point as shown in Figure 4.5. The simulation result is
displayed on a Liquid Crystal on Silicon (LCoS) SLM where the CGH will be reconstructed.
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Figure 4.4: Mapping of 3D vertex data onto 2D hologram plane
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Figure 4.5: Fresnel zone plate holography displayed on SLM and its focal length based on the
radius.
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Figure 4.6: Chipset layout of Pascal architecture.
4.3 Parallelization
The computation complexity of the CGH from equation 4.16 is O(n × H ×W ), where n
is the number of the total object points in the 3D model, H is the height and W is the
width of the CGH. Real-time rendering of a complex scene on 4K, 3840× 2160 resolution is
very computational intensive as simulation of rays of every pixels of every object points are
calculated. Therefore, parallel computing is implemented to accelerated the computation.
As even the most advanced consumer CPU has limited computing cores of 8, it is not
suitable for massive parallel computing. In equation 4.16, the calculation beside cosine is
linear so Graphical Processing Unit(GPU) is a suitable device for parallelization [34, 35, 36].
Figure 4.6 shows the chipset layout of the Pascal architecture used in the Nvidia GPU
implemented in this paper. From high end to budget, there are Tesla, Quadro and Geforce
series in the Nvidia GPU lineup. In this paper, I use the Geforce series as it is the most
cost effective model to implement CGH calculation. . CUDA cores are computing cores
that do simple calculations very accurate and rapidly. Calculations such as cosine, sine are
calculated on Special Function Units (SFU). Unfortunately, there are only 8 SFUs available
in Pascal architecture of Geforce Series as shown in figure 4.7. This is the main bottleneck
in this pipeline. To overcome this, I propose a 4-folded distributed parallel computation
method. As the name suggested, the cores layout is split into 4, each side corresponds to
the calculation of respective CGH pixels. 2 SFUs are assigned to each side and all side is
calculated simultaneously. This is possible because the nature of the zone plate is a collective
of circles alternating between black and white with a radius, defined by the distance and
wavelength.
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Figure 4.7: Special Function Units within a Stream Multiprocessor.
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Figure 4.8: "Blown out highlights and shadows area in CGH"
4.4 CGH Image quality improvement using spatiotemporal
division multiplexing method
As elaborated in previous section, CGH image quality can be affected in many ways. One
of the causes is the lack of dynamic range of CGH. In a more complex geometry and
scenes, multiple CGH interference patterns tend to overlap on each other in multiple layers,
resulting a saturated white or black area. These blown out area that are marked in red
circle as shown in figure 4.8 causes information loss. Image quality deterioration of CGH
can be reduced with the use of spatiotemporal division multiplexing method. The proposed
method divide a geometry into lesser and separate files. This results lesser overlappings
among the geometry are calculated at a given frame. The method can be described as
follow steps:
1. Object points of 3D model is divided into desired number of files, which is called
division according to index as shown in figure 4.9.
2. Each file containing the object points is then calculated in GPU to form CGH.
3. Each calculated sub-division CGHs are displayed rapidly in a loop using a SLM.
Due to the limit of the rate of change in images of human eyes can capture in a second,
at about 30Hz, the rapidly displayed sub-division CGHs will be perceived as a whole image
in the observer’s eyes. By having 1N of the total object points in each file, where N is the
number of division, image quality deterioration caused by the interferences of patterns on
the hologram plane is reduced thus improving the image quality of the CGH.
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Figure 4.9: Spatiotemporal division multiplexing method of 3D vertex data of "Tryannosaurus"
Architecture Pascal Tegra
Stream Multiprocessor (SM) 60 8
CUDA cores per SM 64 32
Special Function Unit (SFU) 8 8
Clock speed 1480MHz 854MHz
Thermal Design Power (TDP) 250W 15W
Processing Power 10TFLOPS 0.75TFLOPS
Table 4.1: Comparison of Pascal and Tegra architecture
4.5 CGH rendering on mobile platform
ARM-based mobile platforms such as Jetson TX2 are packed with high computing capa-
bilities in recent iterations. CGH algorithm is adapted to be rendered by these mobile
platforms. These mobile platforms not only enables miniaturization of the proposed sys-
tem, but also offers lower power consumption, allowing the system to operate with mobile
batteries. CGH is rendered on Nvidia’s Jetson TX2 development kit to show as a proof
of concept. Table shows the total number of Stream Multiprocessors, Special Function
Units and CUDA cores present in the Pascal architecture used in full sized GPU and the
Tegra architecture used in Jetson TX2. Although there is a big gap between the 2, more
sophisticated architecture are expected to be released more frequent in the future as mobile
platforms such as AR HMD rises.
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Chapter 5
Experiment
5.1 CGH Image Reconstruction
The experiment is conducted in temperature, humidity, and light controlled room as lasers
and SLM panels are susceptible to even a little changes. Here plane wave is achieved by
collimating the laser after expanding it via a beam expander. Beam expander are usually
high power objective lens. Collimated light are directed on SLM. The SLM used in this
research is Liquid Crystal on Silicon, or LCoS, which is a miniaturized reflective active-
matrix liquid-crystal display using a liquid crystal layer on top of a silicon backplane. LCoS
has several advantages over Liquid Crystal Display LCD and Digital Micromirror Device
DMD, such as compact in size and lower power consumption which are in-line with the
objectives of this paper. Phase-Only CGH is calculated on GPU and output directly via
HDMI to LCoS SLM. As CGHs are wavelength-sensitive, the exact wavelength of light
source is needed. For this reason, laser is preferred light source as it can provide reliable and
stable specific wavelength. To achieve full RGB color CGH, wavelength-specific CGH has to
be in sync with the corresponding light source. This can be done through synchronization
of SLM and laser driver. However the SLM used in this experiment is Thorlabs’s Exulus
4k/M, where the maximum refresh rate is capped at 30hz, it will be a unacceptably 10hz
per cycle which may be too slow even for human eyes. Therefore, 3 SLMs are prepared, each
accommodates a color of Red, Green, Blue and then combined spatially at the output and
direct into the eyepiece as shown in figure 5.1. Table 5.1shows the specification of the SLM
used in this study. It is noted that the parameters of the program has to be exact to the
specifications of the SLM to avoid any artifacts in the CGH reconstructed. 3 laser diodes of
642 nm, 516 nm, 418 nm wavelength are used as light source to illuminate the corresponded
CGH. DCRA is placed at the output of the combined beam and to the eyepiece. 0.02mm
pitch size DCRA is used in this study.
Panel type LCoS
Resolution 3840 x 2160
Panel Size 15.6mm x 9.2mm
Pitch Size 3.74 um
Operating Wavelength 400 - 850 um
Table 5.1: Specification of SLM Exulus 4k/M.
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G laser
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Figure 5.1: Optical setup for RGB CGH reconstruction
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Filter
Lens
Reconstruction 
plane
BS
Figure 5.2: 4f system for CGH reconstruction.
5.2 4F CGH reconstruction system vs without
Conventional CGH construction method uses a 4F system [37] as shown in figure 5.2. A 4F
system consists of 2 fourier lens, placed between SLM CGH plane and image reconstruction
plane. This gives access to fourier plane at the middle of the lenses, allowing zero-order
elimination by using filters. Previous studies have reported using grating filters, low-pass
filter to reduce the zero-order contamination [38, 39]. However, lenses used in 4f system
have a minimal focal length and this adds to the bulkiness of the system. To design a
compact and simple system, 4f system is completely removed from the design. CGH image
reconstruction is shifted from the zero order by offsetting X and Y-axis to compensate the
absence of 4f system. The comparison of conventional 4f system and the proposed system
is shown in figure 5.3.
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Figure 5.3: 4f system design vs proposed design
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Chapter 6
Result
6.1 Prototype
A prototype is built on optical bench. The prototype has 3 SLMs, 3 RGB lasers, 1 RGB
combiner, 1 0.02mm pitch DCRA and SASHIMI is inserted in a 3D -printed glass frame.
Figure 6.1 shows the top view of the see-through eyepiece of the proposed system. Camera
is placed infront of the SASHIMI as where the user eyes level will be. The system is tested
in both dark and bright environment to show the versatility. Laser used in this system is a
1.4mW laser which is too strong for naked eyes so a 2 to 3 stops ND filter or a lower reflective
eyepiece of almost 30% should be used in case where human eyes is looking directly into the
hologram. Figure 6.2 shows a close view of how a human user appear when he equip the
proposed system. This version is not a working prototype but its sole purpose is to show
the viability when paired with a compact SLM. The size of current setup is mainly limited
by the bulkiness of the SLM. A seperated panel type of SLM is used in this system but a
more compact control unit is much more desired.
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SASHIMI
DCRA
Figure 6.1: Top view of prototype with key optical element DCRA and SASHIMI marked in red
Figure 6.2: A full setup of proposed system with a 3D printed glass frame.
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Device Desktop Pascal GPU Jetson TX2 Tegra GPU
Frame rate 200 fps 12fps
Display time per frame 0.03 s 0.083
Table 6.1: Comparison of frame rate render time between desktop GPU and jetson GPU
6.2 CGH rendering
6.2.1 Rendering Frame rate
The comparison of frame rate of CGH rendering using desktop PC and mobile platform,
Nvidia’s Jetson TX2 is shown in table. A 8 cores x86 architecture CPU and a Pascal archi-
tecture GPU Geforce 1080Ti are equipped in the desktop PC. ARM architecture processing
unit and Tegra architecture GPU are equipped in the Jetson TX2. Both devices are tasked
to render a 12,000 points 3D data, with focus set to 25mm, wavelength to 646nm. The cal-
culation result is then rendered on computer screen and reconstructed numerically. Desktop
size GPU shows a rendering speed of 200 frames per second and mobile size GPU shows a
modest 12 frames per second. Despite the desktop size GPU is capable of outputting 200
fps, its full potential is not reached because of SLM refresh rate limitation of only 30Hz.
The difference between desktop sized GPU and mobile GPU are not as great when displayed
on a SLM with only 30Hz, which is only 40 %. However, it is expected to see a drastic
performance improvement in frame rates when future capable SLM is released. Among the
factors that potentially affect the speed of rendering such as memory bandwidth, CPU-
GPU data transferring bandwidth, the biggest factor is the calculation speed of the CUDA
cores in both machines. This is because only the vertex data of 3D object is used in the
calculation so the effect of bandwidth limitation is minimal. On the contrary, zone plate
generation heavily relies on multiplications, sums and cosine calculations. From table 6.1,
higher number of CUDA cores and CUDA core clock speed are the major factors in yielding
acceptable frame rate. The display time per frame rate capped at 30 Hz because SLM only
support input up to 30Hz refresh rate. Also, the frame rate output can be affected by the
type of SLM used. LCoS type SLM is used in the proposed system, however, the usage of
(Digital micromirror device) DMD should yield a higher frame rate up to 720Hz but comes
with the pixel pitch tradeoff as reported in [40]. The reported method utilizes the RGB
color cycle of the DMD to increase the frame rate by a factor of 3 by displaying different
frame during every different color display interval. Furthermore, the method is expanded
by a factor of 2 by using a pulse-width method to display 2 additional frames in the same
given display interval, making a total of 720Hz when using the proposed method as opposed
to 120Hz under normal usage.
6.2.2 Depth of Field
A CG data "Dice" is prepared in 3D space with a blue dice at the front, followed by a
red dice, green dice and a checkerboard background. CGH is rendered with the following
parameters :
1. wavelength 642nm
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(a) (b) (c)
Figure 6.3: Image reconstruction of CGH "Dice" (a) original CG data (b) reconstructed CGH
image focused on background (c) reconstructed CGH image focused on foreground
2. Width 3840px
3. Height 2160px
4. Reconstruction plane 0.5mm
The reconstructed image is captured using digital CMOS sensor camera with a 35mm focal
length lens and the result is shown in figure 6.3. Figure 6.3(b) shows the photograph
when the camera lens is set to focused to 1.0mm on the background. Figure 6.3(c) shows
the photograph when the camera lens is set to focused to 0.5mm on the foreground. The
background is blurred when the focus is set on the foreground and vice versa. A see-through
3D virtual model "teapot" is prepared and rendered at 12.5cm, 25.0cm, 50.0cm. Photographs
are taken in such a way that camera in figure 6.1 set up. Focus are set on the virtual object
and the background is blurred as shown in figure 6.4(a),(b),(c) respectively. In figure
6.4(d), focus is set on the 3D model "grass" and in (e) focus is set on the background.
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(a) (b) (c)
(d) (e)
Figure 6.4: See-through image reconstruction of CGH "Teapot" and "Grass" (a) image recon-
struction at 12.5cm (b) image reconstruction at 25.0cm (c) image reconstruction at 50.0cm (d)
reconstructed CGH image focused on foreground (e) reconstructed CGH image focused on back-
ground
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Figure 6.5: Comparison of information in saturated area between (a) 0 division and (b) 8 divi-
sion CGH
Figure 6.6: Detailed comparison of information in saturated area between (a) 0 division and (b)
8 division CGH
6.3 Image Quality Improvement
Figure 6.5 shows the information that are lost in the 6.5(a) original interference pattern
is recovered when 6.5(b) 8 division of the geometry data is conducted. Figure 6.6 shows
a more detailed area that are marked in red circle where in left circle, the highlights were
too white, whereas in right circle, the shadows were too black. More than 50% of the
information can be recovered in 8 division version of the CGH. The CGH is reconstructed
optically in figure 6.7 with the order from left to right, original data, 0 division, 4 division
and 8 division. The result in figure 6.7 shows that the image quality of 8 division CGH is
the highest and closest to the original CG data. However, there is a trade-off relationship
between the brightness of the CGH and image quality when applying the spatiotemporal
multiplexing method. As the division layer increases, the interval of displaying a single
layer of CGH decreases, reducing the brightness of the reconstructed image. A point of
compromise could be 4 division for the example in figure 6.7, as the most part of the CGH
is visible while maintaining a good image quality. Figure 6.7 shows still image displayed
on LCD SLM, whereas figure 6.8 shows the division of animation sequence of the same
original CG data displayed on DMD SLM. In animation version, figure 6.8(e) shows the
most image quality improvement.
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Figure 6.7: Image quality improvement comparison
Figure 6.8: Image quality improvement comparison of CGH animation sequence
32
120mm
15mm
Figure 6.9: 3D virtual scene
Figure 6.10: Photographs of 3D virtual scene. Size of eyebox is marked in red
6.4 Eyebox
A virtual 3D scene is prepared to showcase the depth of field rendering of CGH. 2 3D
objects "teapot" with real world dimension are placed in a 3D space, each 7 mm away from
the origin. Both "teapot" are placed 15 mm away from each other horizontally and 120mm
away from each other in Z-distance as shown in figure 6.9. Figure 6.10 shows that the
3D scene is rendered, reconstructed and photographed through SASHIMI glass. The size of
eyebox is marked by red border and measured 40mm × 15mm. On the left side, the focus
is set on the object infront. On the right side, the focus is set on the object behind. 2 real
world object "metal pole" is placed 120mm apart as a reference for real world measurement
accuracy.
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Chapter 7
Discussion
7.1 RGB CGH render
RGB CGH was achieved by combining 3 CGHs spatially in this study. The alignment of the
output from CGH was time-consuming and sensitive to even very little vibration. There are
too many moving factors to consider when combining a RGB beam spatially such as laser
position, collimator focal length, optical center of the beam, tilt angle of the SLM panel,
low and high pass filter position. Although the type of SLM used in this study was able to
output a spiking 5V of every beginning of the frame, which could be used to synchronize
with the laser driver, the refresh rate is limited to 30Hz. Splitting the mere 30Hz into Red
Green Blue CGH frame will result in a slow RGB sequence of 10Hz each color frame that
is visible to both human eyes and camera. However, this can be easily solved by future
improvement in display panel technology where the more liquid crystal can be controlled
simultaneously such as system that similar to the CMOS technology. Moreover, the size
of the SLM display panel pitch is essential for reconstructing a high image quality CGH
to have a parallax effect. A smaller pitch display panel has a higher resolution and yields
a lower reflection angle that allows for finer adjustment which results in the rendering of
parallax effect. Typical CGH parallax viewing angle is 10◦ but with a smaller pitch that is
numerically below 1µm yields a 30◦ parallax viewing angle [41]. It is technologically not
possible in the current state to develop a pure liquid crystal display under 1µm pitch as
small voltage might affect unintended phase change.
7.2 Image Quality of CGH through DCRA
DCRA is the key optical element to increase the eyebox in this study. Due to it is a mi-
cromirror array that reflects incident ray 2 times internally, ghost image and stray light
do appear. Otao reported that the image quality is greatly affected based on the fabrica-
tion process and the type of projection. Since it is not made as perfect as theoretically
claimed, not 100% of the incident ray is being reflected to the desired direction. Some
imperfection of the micromirrors may led some of the rays out of phase and bounced in
between the internal micromirrors. This reduces the usable area of the DCRA greatly. One
possible solution could be using polarizing coating for unwanted angle incident ray dur-
ing the manufacturing process. Conventional polarizing coatings that seperate light wave
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into P and S polarization is expected to have a great impact on image quality of CGH
rendering but not traditional projection. Optical Coatings are designed for a specific in-
cident angle and a specific polarization of light such as S-polarization, P-polarization, or
random polarization. Using the coating at a different angle of incidence than what it is
designed for will result in a significant degradation in performance, and sufficiently large
deviations in incidence angle can result in a complete loss of coating function. Another
possible solution is to decrease the pitch size of the DCRA further to minimize the effect
of each reflection by increasing the total number of reflections. However finer machinery
or fabrication process will be needed to manufacture a small pitch yet precise DCRA. A
suggestion will be using fabrication process that Texas Instrument used to manufacture the
Digital micromirror device (DMD) as the micromirrors on the DMD has a small pitch of 7µ.
7.3 Image Quality of CGH post-spatiotemporal multiplex-
ing method
Spatiotemporal multiplexing method has some trade-offs that may raise concern such as,
the increased frames needed to display in the same interval of time. This leads to reduced
brightness as display duration for each frames is reduced by the factor of N for a division
number of M . Spatiotemporal multiplexing method is implemented by using pulse width
method (PWM) according to the grayscale of the hologram. The SLM implemented in this
study has the capability to render a 8-bit color depth which translate to a grayscale of 0-255.
Higher grayscale value has more display time. The grayscale is seperated into the range
from 20 to 27 where 27 has the most display time in a refresh cycle thus the brightness of
the reconstructed image is the highest. This inequality in brightness can be solved by using
a brighter laser and a vary ND filter to smooth out the brightness throughout the sequence
that might have different grayscale for the whole sequence. Also, a point of compromise
can be agreed on by calibration of the system. For example, brightness of the reconstructed
image can be lowered when the display is used in a darker environment.
7.4 Full sized GPU vs mobile GPU
At current state of art mobile platform GPU, the computing power is too low to render any
complex CGH scene. However, this is the known trade-off between low power consumption
and computing power. There are ways to overcome this without having to wait for the
next major update of the architecture. For example, reduce the computational complexity
by implementing a layer-based CGH instead of object point based CGH. Since layer-based
CGH renders limited depth in layers, a point of compromise can be agreed upon where
visible and acceptable depth of field while maintaining a reasonable frame rate.
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7.5 Future Works
There are much more issue to be addressed before it is consumer ready, and I intend to
continue working on it in my doctorate study.
1. CGH rendering method should be revised to increase the efficiency of rendering on
low computing platform such as Jetson TX2. One method that is considered easy
is the implementation of hidden layers culling where the hidden face of the CGH is
omitted and not rendered. This method is reported and is discussed in the previous
chapter and proved to be a effective way to reduce computational cost. However, due
to recent advance in LCoS technology that allows a smaller pixel pitch size, parallax
effect can be observed in conjunction with perspective change, a simple culling method
will not be sufficient as the points behind should be visible when perspective changes.
Solutions like partial light field rendering can be implemented to have both benefits
of culling and full rendering method.
2. A smaller pitch DCRA will be obtained for a clearer comparison between the image
quality and the pitch size of DCRA. DCRA in its current state is still in a very early
stage. With the popularity of recent AR HMD and aerial imaging applications, it
is expected that DCRA will be a key component in producing a large eyebox for
both near eye display and big aerial screens. Ghost imaging discussed in the previous
section is the result of stray lights and unintended angle internal reflections. An
effective solutions is coating of every surface of the micromirrors in the DCRA. As
the DCRA structure is heavily layered, new coating process is necessary to have a full
coverage in every corners. Unlike aerial imaging or normal projection applications,
every small corner of stray lights have to be reduced to achieve an optimal image
quality in observing CGH. Normal coating process will not work in every small pitch
size DCRA. New process such as the Atomic Layer Deposition ALD that are used in
semiconductor industry can be implemented to apply an anti reflective coating on the
micromirrors in the DCRA.
3. Alternatives for See-through eyepiece will be experimented on to seek for a compact,
low profile, aberration-less optics. Holographic Optics Element was considered between
SASHIMI glass for see-through eyepiece in this system. HOE has several advantages
such as, vertical reflections to allow a more versatile optical design. However it requires
a decoupling and a coupling of different wavelength light waves, adding to the bulkiness
as well as distortions. New see-through eyepiece is a major future work for this thesis
in realizing a compact and low profile AR HMD.
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Chapter 8
Conclusion
It is believed that the Augmented Reality Head Mount Display will replace the current
smartphone as the terminal for human to interact with the virtual world. The line be-
tween the virtual world and the real world will be further blurred as the AR HMD become
ubiquitous. Breakthrough in field of view, eyebox, image quality occurs every year. It is
projected that within 5 years first consumer AR HMD will be a part of our daily lives. In
this study, a full RGB CGH, large eyebox of 40mm × 15mm, reasonable Field of View of
30 deg, fully parallax and realtime depth of field CGH is realized. A fully working prototype
is fabricated and its viability has been confirmed. The system design worked in a compact
and low profile 3D printed glass frame.
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