Calculating pre-industrial temperatures using GHG only simulations
We use simulations forced with well-mixed greenhouse gases only, from three different models: HadCM3 1 , CESM1-CAM5 2 , CSIRO-Mk3L-1.2 3, 4 . The respective transient climate sensitivities of these models are: 2.0K, 2.2K and 1.6K. The surface temperature response to this forcing is shown in figure S1 and was calculated as a blend of SATs and SSTs following Cowtan et al 2015 5 . This shows that by the end of the 19 th century a non-negligible amount of warming has already taken place. The mean of the 3 model's ensemble means gives a warming of 0.13°C by the period 1851-1900 relative to a pre-industrial (1401-1800) baseline.
Model # of Ensemble members
CESM1-CAM5 3 CSIRO-Mk3L-1-2 3* HadCM3 4 Table S1 -Models used to determine response to GHGs. Asterisked value for CSIRO-Mk3L-1-2 is because GHG response in is calculated as the mean of three ensemble members with GHG and ozone forcing subtracted from 3 ensemble members with only ozone forcing 
Calculating pre-industrial temperatures using Volcanic eruptions only simulations
We use simulations forced with stratospheric volcanic aerosols only, from three different models: HadCM3, CESM1-CAM5, CSIRO-Mk3L-1.2. The surface temperature response to this forcing is shown in figure S2 and was calculated as a blend of SATs and SSTs following Cowtan et al 2015.
The mean of the 3 model's ensemble means gives a cooling of 0.02°C by the period 1851-1900 relative to a pre-industrial (1401-1800) baseline.
Model
# of Ensemble members CESM1-CAM5 5 CSIRO-Mk3L-1-2 3* HadCM3 4 Table S4 -Models simulations covering the last 600 years which are used to determine response to All forcings. 
Calculating probability distributions of post 1850-1900 warming (PRE)
As described in the method section probability distributions are calculated for mean temperature difference from 1850-1900 for all 100-year periods from 1401-1800 for all available models. We calculate PDFs from these model results using kernel density estimation (see fig S5) . The all forced PDF and GHG pdf are plotted in fig 3 of the main paper. The PDFs were constructed from all possible model simulations listed in tables S2 to S4. Models providing multiple ensemble members were weighted down so that each model contributed equally to the final PDF. 
Calculating pre-industrial temperatures for periods before 1400
We use all simulations, which cover the period 850-2000. This includes all 7 of the all-forced models listed in Table S4 , although the HadCM3 model only has a single ensemble member covering this period and the CESM1-CAM5 and CSIRO-Mk3L-1-2 (tables S1,2,3) single forced simulations (the HadCM3 simulations begin in 1400). For the GISS model, we remove initial drift from the simulations by fitting a second-order polynomial to the control simulation as described in Schurer et al 6 The surface temperature response to these forcings is shown in figure S6 and was calculated as a blend of SATs and SSTs following Cowtan et al 2015 5 . Figure S6 shows that for some early periods in the last millennium temperatures were probably warmer than in the late 19 th century due to a combination of solar and volcanic forcing. 
Levels of natural forcings over different time periods
In order to determine if a time period has a "typical" level of natural forcings it is useful to consider long-term means of volcanic and solar activity. Of particular interest is whether 1850-1900 can be considered typical or has unusual activity.
Volcanic Activity
One of the most important forcings 1 , volcanic activity, varies considerably throughout the last millennium. The Crowley reconstruction of aerosol optical depth 7 (see fig S7) suggests that the 50-year period 1850-1900 has fairly typical activity with respect to other periods over the last millennium. 
Solar Activity
Total stellar irradiance estimates indicate higher solar activity in the first half of the last millennium, it then decreases before a rise to a maximum at the end of the 20 th century (see figure S8 ). Within the context of the last millennium as a whole the value in 1850-1900 appears typical and is close to the mean. 
Effect of pre-industrial Baseline on 1.5° and 2°C stabilisation likelihoods
Based on climate simulations we have determined that a true pre-industrial baseline is likely to be cooler than the 1850-1900 mean by potentially up to 0.2°C (figure S5). We therefore investigate the effect a baseline that is 0.1° and 0.2°C colder than the 1850-1900 mean has on the projected temperature.
The effect of this additional warming since pre-industrial is shown in figure S9 .
Fig S9-Historical and future projections for global mean temperature accounting for preinstrumental warming. Identical to figure 1 except using a different baseline for temperature anomalies. In the top panels 0.1°of additional warming is assumed to have occurred by 1850-1900 and in the bottom panels an additional 0.2° of warming is assumed.
The effect of weighting on historic and Future projections
We use projections following three RCP scenarios (RCP 2.6, RCP 4.5 and RCP 8.5). Modelled surface temperature values are calculated from a blend of SATs and SSTs following Cowtan et al 2015 5 for total global coverage. Details of which models have been used are described in We have calculated the effect of weighting the model based on how well they match the observational record. To improve the model-data intercomparison we carry out the weighting analysis using HadCRUT4 12 and model data masked to have identical observational coverage, where the model data is a blend of SATs and SSTs following the "HadCRUT method" described in Cowtan et al 2015 5 . We use a metric based on the global mean decadal residual, with 14 values between 1865-2005, which is calculated from the difference between observations, Y and each model X. To calculate a likelihood, we assume that the residuals follow a multivariate normal distribution, making the assumption that "errors" are Gaussian:
Where the covariance matrix, ∑ includes the observational uncertainty and internal variability:
The observational covariance, ∑Obs is calculated from the 100 available possible realisations of observed temperature (it should be noted that this will likely be an underestimate as these realisations do not sample all the uncertainty types in HadCRUT4). The internal variability covariance, ∑IV, is calculated from piControl simulations, the factor of 2 is included to account for unforced variability in both the observations and models. Equation 3 is used to calculate a likelihood for each model simulation and an average likelihood is calculated for each model. Some models have contributed far more simulations than others. So as not to bias the analysis towards particular models, for each model, we divide its likelihood by the number of ensemble members available for that model. To calculate a weight for a particular model we divide its likelihood by the sum of likelihoods across all models. The calculated weights are shown in figure S10.
To determine the importance of the weighting to our conclusions we repeat the same analysis as given in the main article but weighting each projection by its likelihood. The main results as shown in the main paper are based on an unweighted mean across many different models, figures S11, S12 and S13 show results where every model weighted according to its agreement with observed temperature. The consequence of weighting the models can be seen when comparing these figures to those in the main paper.
We find that the main effect of the weighting is to reduce the uncertainty bounds for the future projections, in particular the lower bound of the projected temperature is raised by discarding some models that warm comparatively less. This is most noticeable in scenarios RCP4.5 and RCP 8.5. We find that the choice of whether to use weighting or not does not change the overall conclusions of the paper. For example, the likelihood of exceeding 1.5°C in the RCP 2.6 scenario is little changed if weighting is not applied. Although the reduction of the uncertainty range due to weighting does change several of the exceedance likelihoods. For example, following RCP 4.5, the chance of exceeding 2.0°C increases from 80% to 91% if weighting is used (in the case where PRE is taken to be 0°C), due to the raising of the lower bounds of the temperature projections. 
Sensitivity of the results to details of the analysis
In the main analysis anomalies were calculated from 1986-2005 and an amount of warming was added to account for the temperature change before this period (see Eqn. 1 in the method section).
Figures S14, S15 and S16 show results where instead we follow Eqn. 2 ( method section) and calculate anomalies from 1861-1900.
The differences between the methods is clearly shown in a comparison of figures 1, 3, 4 (main paper) with fig S14-S16. Our main conclusions are unaffected by these two different methodological choices. The only scenario which can keep global temperatures below 1.5°C is RCP2.6 and the likelihood is greatly affected by the definition of the pre-industrial baseline (PRE in eqs 1&2) regardless which method is used as is the timing of exceedance of both thresholds. The methodological choice does not greatly affect the mean warming or most likely time of threshold exceedance. It does however, effect the uncertainty ranges -with taking anomalies from 1861-1900, on the whole, increasing uncertainty. 
