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R E SU M O
Esta dissertação objetiva a análise de sequências e funções reais. O entendimento 
destas através de polinómios, suas raízes, soluções a questões e métodos utilizados para 
se obtê-las serão demonstrados baseando-se em definições e teoremas conhecidos, estes 
últimos também sendo demonstrados.
Iniciamos com uma introdução histórica a respeito dos polinómios, equações algé­
bricas e suas soluções, destacando a inter-relação entre Geometria e Álgebra. A seguir, 
introduzimos no Capítulo 2 os conceitos de função e de sequência real, das operações 
entre sequências, fornecendo um dispositivo prático para a multiplicação de sequências 
quase nulas. No Capítulo 3, apresentamos o conceito de polinómio com coeficientes reais 
e exploramos as propriedades dos graus dos polinómios, das operações entre estes e da 
estrutura de anel do conjunto P  dos polinómios. Nos Capítulos de 4 a 6, estudamos a 
imersão do conjunto R dos números reais em P  e os polinómios na indeterminada A . 
Em seguida, os Capítulos 7 e 8 são dedicados aos conteúdos de divisibilidade e divisão 
de polinómios, funções polinomiais e raízes de um polinómio, incluindo a demonstração 
do Teorema do Resto. Finalizamos com o Capítulo 9, trazendo os tópicos pertinentes às 
Equações Algébricas, a saber: a decomposição de um polinómio em fatores lineares em C 
decorrente do Teorema Fundamental da Álgebra, a multiplicidade das raízes, as Relações 
de Girard, raízes racionais e raízes complexas de um polinómio, aplicabilidade do Teo­
rema de Bolzano-Cauehy e o Método de Laguerre para a determinação de um intervalo 
real contendo as raízes de um polinómio.
Palavras-chave: Funções reais. Sequências reais. Polinómios.
A B S T R A C T
This dissertation aims to analyze sequences and real functions. The understanding 
of these through polynomials, their roots, solutions to questions and methods used to 
obtain them will be proved based on known definitions and theorems, the latter will also 
be proved.
We begin with a historical introduction about polynomials, algebraic equations 
and their solutions, highlighting the relationship between Geometry and Algebra. Next, 
we introduce in Chapter 2 the concepts of function and real sequence, operations between 
sequences, providing a practical device for the multiplication of almost zero sequences. 
In Chapter 3, we present the concept of polynomial with real coefficients and explore 
the properties of the degrees of polynomials, the operations between them  and the ring 
structure of the set P  of polynomials. From Chapter 4 to 6, we study the immersion 
of the set R of real numbers in P  and the polynomials in the indeterminate X .  Then, 
Chapters 7 and 8 are dedicated to the contents of divisibility and division of polynomials, 
polynomial functions and roots of a polynomial, including the proof of the Theorem of the 
Rest. We conclude with Chapter 9, bringing the pertinent topics to Algebraic Equations, 
namely: the decomposition of a polynomial into linear factors in C due to the Fundamental 
Theorem of Algebra, the multiplicity of roots, the Girard Relations, rational and complex 
roots of a polynomial, applicability of the Theorem of Bolzano-Cauehy and the Laguerre 
M ethod for determining a real interval containing the roots of a polynomial.
Keywords: Real functions. Real sequences. Polynomials.
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1. Introdução
Segundo Aragão |1, p . l l | ,  o lugar de origem da M atemática, muito provavelmente, foi o 
vale compreendido entre os rios Tigres e Eufrates, a terra dos sumérios e dos babilônios, 
inventores da escrita euneiforme. Contudo, Garbi 15, p,9| indaga: existiria matemática 
há 500 séculos quando o homem dava forma aos barcos que o levaram à Austrália? Teria 
o homo habilis há cerca, de dois mil milênios, feito m atem ática ao quebrar pedras para 
dar-lhes formas úteis? Por hm, estaria o homem praticando M atemática quando dividia 
a terra entre os lavradores e a produção entre as pessoas cerca de mil décadas atrás? 
Freudenthal |4, p,5| acredita na certeza de que a humanidade já  fazia cálculos e pensava a 
respeito de figuras geométricas antes de ter sido inventada a escrita. Os números surgiram 
com a primeira escrita e logo depois a M atemática já  estava altam ente desenvolvida,
Xos anos iniciais qualquer jovem apresentado ao mundo acadêmico recebe a tarefa 
de separar a M atemática em dois grandes grupos: Geometria e Álgebra, Vale frisar que, 
de acordo com Rooney 17, p,126| é impossível separar a álgebra simples da geometria. 
As tábuas de argila da Babilônia no Museu Britânico incluem uma série de problemas 
que atualm ente seriam formulados por meio de equações quadráticas ou cúbicas, estas 
últimas, por exemplo, encontradas em uma tábua de aproximadamente 4,000 anos de 
idade, que estão relacionadas à projetos de construção envolvendo áreas e volumes, ou 
seja, a Geometria cria problemas e a Álgebra os soluciona. Tal afirmação 6 reforçada, 
por Garbi 15, p,10|, que relata a presença no mesmo museu Britânico, de um conjunto 
de 85 problemas de aritm ética e geometria, incluindo todas as suas soluções. Este antigo
documento 6 conhecido por papiro de Ahmes ou Rhind, datado em aproximadamente
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1,650 a ,C.; em especial, um destes problemas dizia: uma quantidade somada a seus - ,
3
mais a sua metade e mais a sua sétima parte perfaz 33, Qual 6 essa quantidade?
A origem da palavra “álgebra" está intimamente ligada ao primeiro nome da obra 
prima intitulada “Al-jabr Wad muqabalah" de autoria do matemático e astrônomo Moha­
med Ibumusa al-Khowarizmi, elaborada em Bagdá durante a califado de Al-mamum (809­
833), segundo Boyer |2, p,155|. Tal livro tratava sobre aritm ética e álgebra e posterior­
mente ganhou uma tradução latina. De acordo eom Rooney 17, p,130| a presente obra 
apresentava, por exemplo, de modo sistemático métodos de resolução para seis tipos de 
equações, a saber, supracitadas adiante na notação moderna: ax2 = bx, ax2 = c, bx = c. 
ax2 + c = b x  ax2 + bx = c, bx + c = ax2. Em seguida, usou os trabalhos de Euclides
1
para proporcionar demonstrações usando geometria, sendo assim o primeiro a adotar tal 
estratégia em equações quadráticas.
Sendo o método dedutivo a espinha dorsal que impulsiona as verdades matemáticas, 
não seria justo deixar de salientar o papel decisório do matemático grego Tales de Mileto, 
que segundo Garbi |5, p,14|, estudava M atemática por bei prazer e foi um dos primeiros 
matemáticos a defender a im portância das demonstrações dos teoremas,
Xo campo dos métodos empregados para a resolução de equações, temos primei­
ramente a regra da falsa posição para equações de primeiro grau, utilizada pelos egípcios, 
A seguir, os babilônios, completando quadrados, avançaram nas sentenças abertas em 
forma de igualdade de segundo grau, Xos limiares do século XIII, de acordo com Garbi 
15, p.27| um cristão abordava Álgebra pela primeira vez na obra Liber Abaei, Cerca de 
três séculos mais tarde, uma intriga ferrenha, na Itália, entre os matemáticos Cardano e 
Tartaglia tornou amplamente conhecido um método para determinado tipo de equações 
do terceiro grau,
O gosto por ter respostas continuou crescendo cada vez mais e até a solução de 
sentenças de quarto grau foi alcançada por Ferrari no século XVI, Xeste mesmo século, 
Bombelli coloca os números reais nas cordas bambas com o surgimento das raízes qua­
dradas de números negativos.
Já no século XVII, de acordo com Boyer |2, p,284|, Sr, Issac Xewton em sua obra 
intitulada Arithmetica Universalis, contribui de forma inequívoca e definitiva na obtenção 
das somas de todas as potências das raízes de um polinómio, bem como uma regra para 
a majoração das raízes positivas dos mesmos, Xão menos fantástico, Sr, Xewton tam ­
bém nos agraciou com um método para obtenção aproximada das raízes de uma equação 
algébrica que se baseia no Cálculo Diferencial que, para Garbi 15, p.85|, as calculadoras 
eletrônicas de bolso utilizam. Tal método 6 largamente conhecido no meio acadêmico 
como método de Xewton e deveria ser ensinado nas séries ünais do Ensino Médio,
Passados cerca de dois séculos após Bombeli colocar em xeque os números reais, 
Leonard Euler decreta que todo número complexo diferente de zero, possui exatamente n 
raízes, sendo n um número inteiro. Tamanha descoberta, de acordo com Garbi 15, p , l l l |  
impulsiona a teoria das equações algébricas como por exemplo, nos casos em que A <  0 
na Fórmula de Cardano,
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Apesar de ser um resultado à parte, fica impossível não mencionar os bastidores de 
uma descoberta de Euler: cos(a)+*sen(a) =  eia , donde fazendo a = teremos ein+ 1 = 0,
extraordinária equação que reúne os cinco números mais notáveis da Matemática,
Para muitos, inclusive para Boyer |2, p,345| o século XIX é conhecido como Idade 
de Ouro da Matemática, Em particular, nesta época um menino prodígio, filho de um 
artesão, chamou a atenção por obter, quase que instantaneamente, a soma 1 + 2 + 3 +  
. . .  +  98 +  99 +  100, Poucos anos a seguir, o não mais tão menino assim, Cari Fridedrich 
Gauss defendia sua dissertação de Doutorado intitulada “Nova Demonstração do Teorema 
de que toda Função Racional Inteira e.m uma Variável pode ser Decomposta e.m Fatores 
Reais de Primeiro ou Segundo Grau”. Em especial, tal defesa trazia em seu bojo que 
independentemente do grau de uma equação polinomial, esta terá ao menos uma raiz 
complexa.
Aproximadamente na mesma época, artigos escritos por duas mentes matemáticas 
notáveis ganharam atenção e reconhecimento, tragicamente, muito tempo após suas des­
cobertas, Primeiramente, segundo Garbi |5, p,153|, Xiels Henrik Abel provou a conjectura 
atribuída a Paolo Ruffini de que as equações de quinto grau, exceto em casos particula­
res, não podem ser resolvidas exclusivamente por meio de operações algébricas (adição, 
subtração, multiplicação, divisão e radiciação). Em segundo, ainda mais trágico, Évariste 
Galois, ao apaixonar-se pela M atemática aos catorze anos, teve suas descobertas chance­
ladas, várias décadas após sua morte, A saber, antes de atingir a maioridade, já  havia 
escrito vários artigos, e, em especial, pesquisas à respeito das equações algébricas de grau 
primo bem como a inigualável e exclusiva forma de tra ta r as equações como “Grupos", A 
Teoria dos Grupos é um dos pilares da M atemática Moderna com aplicação em diversos 
campos além da Teoria das Equações, contudo, em relação à esta, podemos afirmar que a 
descoberta sem precedentes de Galois, permite de forma assertiva, mediante uma equação 
de grau superior a quatro, saber se a mesma pode ou não ser resolvida algebrieamente.
Por fim, replicando a afirmação relatada no início desta seção: de acordo com 
Rooney |7, p,126| é impossível separar a álgebra simples da geometria, ou seja, a Geometria 
cria problemas e a Álgebra os soluciona.
Diante desta realidade, podemos exemplificar tal afirmação trazendo à tona um 
importantíssimo recorte donde a protagonista passa a ser as determinadas técnicas atri­
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buídas à Geometria Analítica, que relaciona com sintonia e maestria as possíveis intersec­
ções de retas com retas, retas com circunferências e circunferências com circunferências 
com as soluções de sistemas de equações de primeiro e segundo graus bem como operações 
algébricas entre raízes quadradas.
Foi deste modo que se provou, segundo Garbi 15, p,139|, a impossibilidade da 
duplicação do cubo, a retificação da circunferência assim como a quadratura do círculo 
utilizando apenas régua e compasso. Aliás, utilizando tais ferramentas, ao longo dos seus 
precoces 19 anos, Gauss construiu um polígono regular de 17 lados utilizando as raízes 
da equação x 17 — 1 =  0, Denominando as dezessete raízes de R 0, R 1, R 2, . . . , R 16 sendo 
R 0 =  1 a mais óbvia de todas.
Após sucessivas e interessantes manipulações é possível checar que R 1 +  R 16 =
1 (—1 +  7 1 7 + ^ 3 4  — 2 ^1 7  +  ̂ 6 8  +  12717 — 1 6 ^3 4  +  2717 +  2(717  — 1 )v ^ 4  — 2 7 1 7 ) ,
número notável e intrigante assim como toda a história da Álgebra,
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2. Funções e Sequências R eais
Para falar sobre polinómios e equações algébricas vamos primeiramente formalizar os 
tópicos de sequências e funções para que possamos entender o processo de construção 
passo a passo,
2,1, Definições e Exemplos
D efinição 2.1. [3, p,2] Uma função f  de um conjunto A  em um conjunto B  é uma regra 
que a cada elemento x  que pertence a A associa um elemento f  (x) pertencente ao conjunto 
B , cujo nome é valor de f  no elemento x. O conjunto A  recebe o nome de domínio de f  ou
f B
da função em um determinado elemento é sempre univocamente determinado, bem como 
f : A  ^  B  é a notação da referida função cujo conjunto domínio ê ^ B o  contradomínio.
Além disso, o conjunto dos elementos y de B  tais que existe pelo menos um ele­
mento x  que pertence ao conjunto A tal que f  (x) = y é chamado de imagem de A  pela 
função f ,  cuja notação é f  (A). Alguns exemplos de funções são:
•  f : R  ̂  R; f  (x) = 3.
•  f : R  ̂  R; f  (x) = x 3.
•  f : R  ̂  R; f  (x) = sen(x3).
D efinição 2.2. |6, p,209| Uma sequência real 6 qualquer função cujo domínio 6 o conjunto 
N dos números naturais, ou N* =  N — {0}, e a imagem é o conjunto R, isto é, uma 
sequência real é qualquer função f : N ^  R, onde x  = i E N representa o domínio da 
função e f  (x) = ai, a imagem.
São exemplos de sequências reais:
• f : N ^  R, onde x  = i representa o domínio da função e f  (x) = ai = 2i; a imagem é
f  i 2i f
o conjunto {(0, 0), (1, 2), (2, 4), (3, 6 ) ,.. .} ,
• {(0, 0), (1,1), (2, 8), (3, 27 ) , . . . }  é fruto da regra f  (x) =  ai = i3, onde f : N ^  R.
5
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Vale lembrar que, de forma abreviada, podemos representar os exemplos anteriores, 
respectivamente, por (0, 2,4, 6 , . . . )  = (2i)i e (0,1, 8, 27 , . . . )  = (i3)n sendo i E N.
D efinição 2.3. (Igualdade) Dadas as sequências (ai)ieN e (bi)ieN, dizemos que (ai)ieN = 
(bi)ieN se, e somente se, ai = bi para to do i E N,
Isto é, as sequências (a0,a i , a 2, . . . )  e (b0,b1,b2, . . . )  são iguais se, e somente se,
a0 = b0, a1 = b1; a2 = b2, ___  Por exemplo, as sequências (ai)i = (0,1, 4, 9 ,16 , . . . )  e
(bi)i = (i2)i Ç N são sequências iguais.
D efinição 2.4. (Sequências quase nulas) Uma sequência em que, a partir de certa posição, 
todos os termos restantes são nulos, é denominada sequência quase nula, ou seja, uma 
sequência real (ai)ieN é dita quase nula se, e somente se, existe n E N ta l que ai = 0, para 
todo i > n.
Desse modo, a sequência (ai,)ieN é quase nula quando existe n E N tal que an+1 = 0, 
an+2 = 0 ,an+3 = 0 , . . . , a n+k = 0, onde k E N, Temos então, no máximo, uma quantidade 
finita de termos não nulos, incluindo uma quantidade nula de termos não nulos, isto 
é, todos os termos iguais a 0, De fato, (0, 0, 0 , . . . )  e (1, 3, 5 , . . . , 2 k  + 1, 0, 0, 0 , . . . )  são 
exemplos de sequências reais quase nulas,
2,2, Operações entre Sequências Reais
2.2.1, Adição
D efinição 2.5. Dadas as sequências f  = (ai)ieN e g = (bi)ieN, a adição ou som a de f  e
g será a sequência f  + g = (ci)ieN, onde ci = ai + Ç, para to do i E N,
Notemos, por exemplo, que se f  = (0, 2, 4, 6 , . . . )  = (2i)ieN e g = (1, 3, 5 , . . . )  =
(2i + 1 ) ^ ,  então f  + g = (1, 5, 9 , . . . )  = (4i + 1)ieN.
2.2.2, Multiplicação
D efinição 2 .6 . Dadas as sequências f  =  ( ai,) ieN e g =  ( bj) jen, a multiplicação ou o
k
produto de f  e g será a sequência f  ■ g = (ck)keN, onde ck = Y ,  ai ■ bj = Y  ai ■bk-i-
i+j=k i=0
Aplicando a definição acima nas sequências /  =  (1, 2, 3, 4 ,5 , . . . )  e g =  (2, 4, 6, 8 ,1 0 ,...) , 
teremos f  • g =  (1 • 2,1 • 4 +  2 • 2,1 • 6 +  3 • 2 +  2 • 4 ,1 • 8 +  4 • 2 +  3 • 4 +  2 • 6,1 • 10 +  5 • 2 +
2 • 8 +  4 • 4 +  3 • 6 , . . . )  =  (2, 8, 20, 40, 7 0 ,...) .
Devido ao papel protagonista que as sequências quase nulas possuem neste traba­
lho, mostraremos, em especial, o seguinte resultado:
P roposição  2.1. Em relação às operações entre sequências reais, temos:
1. A soma de sequências quase nulas é uma sequência quase nula.
2. O produto de sequências quase nulas é uma sequência quase nula.
Demonstração. 1. Sejam as sequências quase nulas /  =  ( a i ) ^  e g =  (òí)íeu. Por 
definição, existem naturais n  e m  tais que <+ =  0 quando i > n e Ç = 0 quando i > m. 
Considere r  =  max{»í, ?n}. Assim, se d  =  <+ +  bi, para todo i G N, então +  =  0 quando 
i > r. Portanto /  +  g =  (cí)í&  é uma sequência quase nula.
2. Sejam as sequências quase nulas /  =  (<+)ieij e g =  pj. Novamente, por definição, 
existem naturais n  e m  tais que cq =  0 quando i > n  e bi =  0 quando i > m.  Considere 
r  =  n + m .  Sabemos que em todo o desenvolvimento de f - g  = (c.Çk&i temos Ck =  ^Çüi-bj, 
com i + j  = k. Em particular, quando k > r, teremos i + j  > n + m , logo i > n  ou j  > m, 
o que implica <+ =  0 ou bj = 0, fazendo com que <+ • bj = 0, e consequentemente <+ =  0. 
Portanto /  • g é uma sequência quase nula. □
2.2.3. Dispositivo Prático para a Multiplicação de Sequências Quase Nulas
Tomando-se as sequências quase nulas ( a i ) ^  e (C/)jeh, podemos dispor os ele­
mentos de cada uma das sequências na linha e na coluna, respectivamente, como visto 
abaixo:
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b.o Ri b.2 0
Qß _-—AcÉlí aQÕm 0
At —-Aif+T _Aií+U " a.thz  ̂J ÕfTI 0
êz —tAhü 3pjbf 0
A, stjba sbbj! aip.2 0
0 0 0 0 0 0
É imediato notar, pela definição de multiplicação de sequências (Definição 2.6), 
que o referido produto cii ■ bj, com i > n  e j  > m,  será obtido através da soma algébrica 
de todas as diagonais como está ilustrado a seguir.
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t?Q Í-Li t>2 bm 0
ã!ú —— ' —Nlohí "" dobai u
çb. --íb£%r~ _ Qtfsj àjk>2 dlb/n 0
sb a7b1 a?b7 Çhhm 0
sbíb dnb'; 0
0 0 0 0 0 0
Aplicando esta ferramenta no exemplo: /  =  (3, — 1, 2, — 1, 0, 0 , . . . )  e g =  (1,2, 4, 0, 0 , . . . ) ,  
teremos:
Portanto f  ■ g =  (3, 5), 12, —1, 6), —4, 0, 0 , . . . )
3. P olinóm ios com  C oeficientes R eais
D efinição 3.1. [6, p .216] Considere o conjunto P  de todas as sequências reais quase nulas 
existentes. Definimos como o conjunto dos polinómios com coeficientes reais o conjunto 
P
3.1. Grau do Polinómio
D efinição 3.2. Seja f  = (ai)ieN um polinómio não nulo. Considere n  o número natural 
tal que an = 0 e ai = 0  para to do i > n. Definimos n  como o grau do polinómio f  e o 
representaremos pela notação d f  = n.
Por exemplo, na sequência real quase nula f  = (1 ,1, 2, - 4 ,  0, 0 , . . . ) ,  notemos que 
i = 3 é o max{i E N | ai = 0}, logo d f  = 3. Vale elencar que chamamos de coeficiente 
dominante de f  o termo da sequência an tal que n = d f  Neste exemplo, a3 = —4 será o 
termo dominante.
3.1.1. Teorema dos Graus
f g
nulos de graus iguais a n e m ,  respectiuamente. São válidas as seguintes (des)igualdades:
I) d ( f  + g) < max{n, m } ,  se n = m,  e
II) d ( f  + g) = max{n, m } ,  se n = m, com ( f  + g) = 0.
III) d ( f  ■ g) = n + m, com ( f  ■ g) = 0.
Demonstração. I) Fazendo f  = (a0,a 1,a2, . . . , a n , 0, 0 , . . . )  e g = (b0,b1,b2, . . . , b m, 0, 0 , . . . ) ,  
se m  =  n  podemos afirmar que f  + g = (a0 + b0 ,a 1 + b1,a2 + b2, . . . , a n + bn , 0, 0, 0 , . . . ) .  
Xeste caso, há dois possíveis cenários:
(1) se an + bn = 0, então d ( f  + g) < n = max{n, m},  ou
(2) se an + bn = 0, então d ( f  +  g) = n = max{n, m}.
Assim, se m  = n, teremos d ( f  + g) < max{n, m}.
II) Fazendo f  = (a0,a 1,a2, . . . , a n, 0, 0 , . . . )  e g = (b0,b1,b2 , . . . , b m, 0, 0 , . . . ) ,  se m  = n,
9
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digamos m  > n  sem perda de generalidade, podemos afirmar que
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f  + g = (ao + b0,ai + bi,a2 + b2, . . . , a , n + bn,b.n+i,bn+2,bn+3,.. . ,bm, 0, 0 ,0 , . . . ) .
Neste caso, d ( f  + g) = m  = max{n, m}.
III) Fazendo f  = (a0, a i , . . . , a n , 0 , . . . )  e g = (b0, b i , . . . , b m, 0 , . . . ) ,  sabemos que
f  ■ g (c0,c1 , . . . , ck ,..■),
como definido na Subseção 2,2,2, Fazendo k > m  + n  é rápido inferir que ck = 0, apoiado 
na verdade de que a sequência produto de sequências quase nulas ó também quase nula. 
Somado a isto, temos que cm+n = J2i+j=m+n ai ■ bj = an ■ bm =  0, já  que para i > n 
temos ai = 0 e par a j  > m  temos bj = 0, Tal identidade chancela duas verdades, a saber: 
f  ■ g = (ci,c2,c3 , . . . , c m+n, 0, 0 , . . . )  = 0 e  d ( f  ■ g) = n + m.  □
E x em p lo s: (1) Sejam f  = (1, 3, 4, 7 ,0, 0, 0 , . . . )  e g = (4, —1, 2, —7, 0,0, 0, . . . ) ,  com d f  = 
dg = 3. Como f  + g = (5, 2, 6 ,0, 0, 0, 0 , . . . ) ,  teremos d ( f  + g) = 2 < 3 =  m ax{d f ,  dg},
(2) Para os polinómios f  = (1, 3 ,4, 7, 0, 0 , . . . )  e g = (4, —1, 2 ,0, 0 , . . . ) ,  cujos graus são 3 e 
2, respectivamente, temos que f  + g = (5, 2, 6, 7, 0, 0 , 0 , . . . )  possui grau 3 (=  max{2,  3}),
(3) Considere f  = (5, 2 ,1 ,0, 0 , . . . )  e g = (4,1, 0, 0 , . . . ) ;  sabemos que f  ■g = (20,13,6,1,  0, 0, . . . ) ,  
logo é válido que 2 + 1 = 3, ou seja, d ( f  ■ g) = d f  + dg.
3,2, Propriedades das Operações entre Polinómios
3,2,1, Adição
Denotando os polinómios f  = (ai,)ieN, g = (bi)ieN e h = (ci)ieN, sendo d f  = 
n, dg = m  e dh = l, podemos afirmar que a operação de adição entre eles goza das 
propriedades: associativa e comutativa, bem como da existência de elemento neutro e de 
elemento oposto.
A ssociativa
Sem perda de generalidade, façamos n = m  = l, daí teremos f , g  e h representados
por
(a0, a 1,a2, . . . , a n , 0 , . . . ) ,  (b0,b1,b2, . . . , b n , 0 , . . . )  e (c0,c1,c2, . . . , c n , 0 , . . . ) ,  respectivamente. 
Assim,
( f  + g) + h = (a 0 + b0 , a 1 + b1 , . . . ,an + bn , 0 + 0 , ..d) + (c0 , c 1 , . . . ,cn , 0 , . . ‘)
=  ((a0 + b0) + c0, (a1 + b1) + ^ ^ . ^  (an + bn) + cn), (0 +  0) +  0 , . . - )
=  (a0 +  (b0 +  c0 ) ,a 1 +  (b1 +  c1) , . . . ,an +  (bn +  cn), 0 +  (0 +  0 ) , . . - )
=  f  + (g + h )■
C om utativa
n = m  f  g
(a0 , a 1 , . . . , a n ,  0 , . . . )  e ( U , h , . . . , b n ,  0 , . . . ) ,
respectivamente. Assim,
f  +  g = (a0 +  b0, a 1 +  b1, . . . ,an +  bn, 0 +  0 , . . ‘)
=  (b0 +  a0,b1 +  a1 , . . . ,bn  +  an, 0 +  0, . . . )
=  g + f .
E lem en to  N eu tro
Sejam f  e g representados por (a0,a 1, . . . , a n, 0, 0 , 0 , . . . )  e (0, 0, 0 , . . . ,  0, 0, 0, 0 , . . . ) ,  
respectivamente. Assim,
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f  +  g — (a0 +  0 , a 1 +  0 ,a 2 +  0 , . . . , a n  +  0, 0 +  0,0 +  0, . . . )  
=  (a0,a1,a2,. . . ,an,  0, 0 , . . . )
= f.
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E lem en to  O posto
Sejam f  e g representados por (a0,a 1, . . . , a n , 0, 0 , . . . )  e (—a0, —a1, . . . ,  —an, —0, —0, . . . ) ,  
respectivamente, Assim,
f  +  g = (a0 , a 1 , . . . ,an , °  0 , . . - ) +  (—ao, —a 1 , . . . , —an, — 0  —0 , . . - )
g f
3,2,2, Multiplicação
Denotando os polinómios f  = (ai)ieN,g = (bj)j€N e h = (ck)keN, sendo d f  = 
n ,dg  = m  e dh = l, podemos afirmar que a operação de multiplicação entre eles goza das 
propriedades: comutativa, associativa, distributividade em relação à adição e da existência 
do elemento neutro.
C om utativa
Sejam os polinómios de coeficientes reais f , g e  h representados por (a0,a 1, . . . , a n, 0 , . . . ) ,  
(b0 ,b1, . . . , b m, 0 , . . . )  e (c0,c1, . . . , c i , 0 , . . . ) ,  respectivamente. Lembrando que f  ■ g =
(dk)ken, onde dk = ^  aibj, temos:
(ao +  (—ao),a1 +  (—a \ ) , . . . , a ,n +  (—an), 0 +  (—0), 0 +  (—0) , . . . )  
(ao — ao,a1 — a 1 , . . . , a n  — bn , 0 — 0, 0 — 0 , . . . )
(0, 0 , . . . , 0 ,  0, 0, . . . )
0.
i+j=k
f  ■ g = (aob0 ,a 0 b1 +  a 1b0 ,a 0 b2 +  a 1b1 +  a2b0 , . . . ,0, ^  0 , . . 0
=  (boao,ba  +  boa1,b2ao +  b1a1 +  boa2 , . . . ,0 ,0, 0, . . . )
i+j=k
g ■ f  = (dk)keN-,
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já  que aibj = b j para quaisquer i , j  E N.
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A ssociativa
Sejam f ,  g e h representados por (a0,a l ,a2, . . . , a n , 0, 0 , . . . ) ,  (b0,bl ,b2, . . . , b m, 0, 0, . . . )  
e (co,ci,c2, . . . , c i , 0, 0 , . . . ) ,  respectivamente, e também f  g  = (dp)peN, onde dp = aibj.
i+j=P
Fazendo ( f  • g) • h = (er )reN, com er = dpck, temos:
p+k=r
er y  y í y  ] aibj \ ck y y í y  ] ó ^ j ) ck
p+k=r \i+j=p /  p+k=r \i+j=p /
y   ̂ i y   ̂ aibj ck i y   ̂ a bj ck.
p+k=r \i+j=p /  i+j+k=r
Da mesma forma, denotando g-h = (d'p)peN, com d'p = y .  bjck, e a i n d a f -(g•h) = (e'r)r&N,





Y  ai ( Y  bicA  = Y l  ( ai (bj ck)
i+p=r \j+k=p /  i+p=r \j+k=p
y   ̂ i y   ̂ aibj ck i y   ̂ a bj ck.
i+p=r \j+k=p /  i+j+k=r
D istr ib u tiv id ad e da M ultip licação em  relação à A dição
m  = l f  g h
por
(a0 , a 1 ,a 2 , . . . , a n , 0, 0, 0 , . . . ) ,  b  , h , b 2 , . . . , b m, 0,0, 0 , . . . )  e (c0 , g , c 2 , . . . , c i ,  0, 0 ,0 , . . . ) ,  res­
pectivamente, Assim,
e
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f  • (g +  h) 5 ] %  + '
0=0 /  \j=0 
n+m /
y'y  ̂ I y'y  ̂ (apbr +  apGr )
j=0 \j=p+r
f  • g +  f  • h ■
n+m
E  ( E  aP(br +  Cr)
j=0 \j=p+r
n+m n+ m
E  E  apbr i +  E  E apcr
j=0 j =p+r j =0 j=p+r
E lem en to  neutro
O elemento neutro da multiplicação é tal que o produto entre dois polinómios é um 
dos mesmos. Sejam /  =  (a0, «i, «2 , • • •)> ^  =  (1) 0, 0 , . . .) e g =  (ca)a =  /  • 1' polinómios 
de coeficientes reais. Pela operação de multiplicação entre polinómios, temos:
co =  ao • 1 =  ao
Ci =  ao • 0 +  ai • 1 =  ai
C2 =  ao • 0 +  ai • 0 +  a2 • 1 =  a2
Também, pelo dispositivo prático demonstrado na Subseção 2.2.3:
3 a a * S i r "
_________ - a o  ^ — -  a i . J -
a o - _ _______0 ^ - 0
ã i _ ^ o - - _ _ ^ - o  ■ 0
3 2 0 0 0 0
Dessa forma, notamos que Ck =  «a-, para todo k G N, portanto, /  • V = g = f .
3.3. Estrutura do Conjunto P  dos Polinómios
D efinição 3.3. Um anel consiste em um conjunto A  munido de duas operações, a ad 
denotada por +  e a multiplicação denotada por •, satisfazendo os seguintes axiomas:
é associativa: a T  (b +  c) =  (a +  b) +  c, para todos a, b, c G A;
(A 2) a adição é comutativa: a + b = b + a, para todos a,b E A;
(A 3) elemento neutro da adição: existe 0 E A  tal que a +  0 =  a, Para t°do a E A:
(A 4) elemento oposto para a adição: para cada a E A, existe —a E A ta l que a+(—a) = 0;
(A 5) a multiplicação é associativa: a ■ (b ■ c) = (a ■ b) ■ c, para todos a,b,c E A;
(A 6) a multiplicação é distributiva em relação à adição: a ■ (b + c) = a ■ b + a ■ c, para 
todos a,b,c E A.
Além disso, se a multiplicação é comutativa, isto é, se
a ■ b = b ■ a, V a,b E A,
então dizemos que (A, +, ■) é um anel comutativo; se existe elemento neutro da multipli­
cação, isto é, se
3 1 E A ; 1 ■ a = a ■ 1, V a E A,
então dizemos que (A, +, ■) é um and  com identidade ou and  com unidade.
Dessa forma, concluímos então que o conjunto P,  munido das operações +  e ■ 
definidas anteriormente, é um anel comutativo com unidade.
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4. Im ersão de R em  P
4,1, Definição da Imersão
D efinição 4.1. Considere o conjunto P ' , subconjunto do conjunto P  de polinómios, dado 
por:
P 1 =  { f  =  ( ai ) i e n e  P  : ai  =  0 , V i =  0} .
Isto é, P ' é formado por polinómios d a forma f  =  ( a, 0 , 0 ,0 , . . . ) ,  com a e  R, 
P '  P  
P '
A dição
Sejam g =  ( bi ) i  e  P '  e  h =  ( cj ) j  e  P ' . Então:
g +  h =  ( bo, 0 , 0 , 0 , . . . )  +  (co, 0 , 0 ,0 , . . . )
=  ( bo +  co, 0 +  0, 0 +  0, 0 +  0 , . . . )




Sejam g =  ( bi ) i  e  P ' e h =  ( cj ) j  e  P ' . Então:
g ■ h =  ( bo, 0, 0, 0 , . . . )  ■ ( co, 0, 0, 0, . . . ) .
Pelo dispositivo prático de multiplicação (Subseção 2,2,3), chegamos em:
16
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g ■ h = (boco, 0,0, 0 , . . . )
— (dr )r,





P ' P '
então P'  um anel, consideremos agora o anel (R, + , ■) e façamos o estudo da aplicação 
p : R ^  P ', definida por p(k) = (k, 0, 0, 0 , . . . ) ,  para cada ele meto k de R. Então p  está 
bem definida, uma vez que, para cada k e  R, p(k) e  P'. Exemplificando:
1) Para o elemento 1 e  R, p( l )  = (1, 0, 0 ,0 , . . . ) ,  logo p( l )  e  P'\
2) Para o elemento 13 e  R, p(13) = (13, 0,0, 0 , . . . ) ,  log o p(13) e  P'.
Anotamos então o seguinte:
(I) p : R ^  P'  é uma aplicação bem definida,
Além disso, para qualquer polinómio (a, 0, 0 , . . . )  e  P \  existe a e  R tal que, feita
a aplicação, temos p(a) = (a, 0, 0, 0 , . . . ) .  Dessa forma, todo elemento de P ' é imagem de
R p
R
c, d e  R c = d p
p(c) = (c, 0, 0, 0 , . . . )  e p(d) = (d, 0, 0, 0 , . . . ) .
c d p( c) = p( d)
Exemplos:
1) Sejam 4 e 7 e  R. a aplicação p:
p(4) = (4:, 0, 0, 0 , . . . )  e p(7) = (7, 0,0, 0, . . . ) ,
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ou seja, p(4) = p(7).
2) Considere —3 e 8  E R. Fazendo a aplicação p:
p ( —3) = (—3 ,0, 0, 0 , . . . )  e p(8) =  (8, 0, 0,0 , . . . ) .
Assim, p ( —3) = p(8).
R
distintos em P', ou seja, para a e b E R:
a = b ^  p(a) = p(b).
Portanto 0 é uma aplicação injetora e, uma vez que provamos que p  também é sobrejetora, 
temos:
(II)  p  é uma aplicação bijetora,
R
R
a e b E R a + b E R
p(a + b) = (a + b, 0, 0, 0 , . . . )  =  (a, 0, 0 , 0 , . . . )  +  (b, 0, 0, 0 , . . . )
p(a + b) = p(a) + p(b).
Provamos então que:
(U I) p  R P '
R R
c,d E R = ^  c ■ d E R
p(a ■ b) = (a ■ b, 0, 0, 0 , . . . )  =  (a, 0, 0, 0 , . . . )  ■ (b, 0,0, 0 , . . . )
p(a ■ b) = p(a) ■ p(b).
Provamos então que:
(IV ) p  é compatível com as operações de produto em R e P ' ,
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Duas estruturas são algebricamente isomorfas se existe um mapeamento bijetivo 
entre elas, o qual é compatível com as operações estruturantes, Se dois objetos são 
isomorfos, então qualquer propriedade que é preservada por um isomorfismo e que é 
verdade para um dos objetos, tam bém  é verdade para o outro objeto |9, p,3|. Portanto, 
as observações feitas em (I), (I I) , ( I II)  e (IV ) permitem concluir que p  é um isomorfismo 
entre os anéis R e P ' [6, p,225],
R P '
de R à sua respectiva imagem em P'. Fazendo a identificação k =  (k , 0, 0, 0, . . . ) ,  para 
cada elemento k E R, temos R =  P'. Assim, temos a imersão de R em P , uma vez que:
P ' C P  
R =  P '
R P.
R P  
R 
R
0' =  (0, 0,0, 0, . . . )
1' = ( 1 ,  0,0, 0, . . . )
- 3 '  =  ( -3 , 0, 0 ,0 , . . . )
5' =  (5, 0,0, 0, . . . )
0 =  0' (elemento neutro da adição)
1 =  1' (elemento neutro da multiplicação)
- 3  =  - 3 '
5 =  5'
Nota-se que o grau de um polinómio f  constante e não-nulo é zero ( d f  =  0), uma vez que 
a0 =  0 e aí =  0, para to do i > 0,
R P
Sejam os polinómios f  E R e  g E P , tais que f  =  (a, 0 , . . . )  e g =  (b0,bi ,b2, . . . , b n, 0, . . . ) ,
O produto entre eles, como visto anteriormente, é dado por f  • g =  (ck)ken, onde ck =
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aibj. Expandindo o somatório, temos que:
i+j=k









1) Sejam os polinómios f  e  R e  g e  P , tais que f  = (4, 0, 0, 0 , . . . )  e g = (1, 3, 5, 0, 0, 0, . . . ) ,
O polinómio h = f  ■g = (ck)keN terá  o mesmo grau de g, portanto, o último termo não-nulo 
de h será o de índice igual a dg, portanto:
h = (co,c l ,c2, 0, 0, 0 , . . . )  = (4 ■ 1, 4 ■ 3, 4 ■ 5, 0, 0, 0 , . . . )  = (4,12, 20,0, 0, 0 , . . )
2) Sejam os polinómios f  e  R e  g e  P , tais que f  = (3, 0, 0 ,0 , . . . )  e g = (—6, - 2 ,  5, 7, 0 ,0 , . . . ) ,  
O polinómio h = f  ■ g = (ck)keN, onde ck = ^  aibj, pode ser encontrado pelo dispositivo
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-6 -2 5 7
18 _ 6 " ~ 3
-18 ' „ 0 " ' ° - 0 o
-6 ' ' 0 0 0
15 ' ' - 0 ' 0 0 0 0
21
Portanto h = (—18, —6,15, 21, 0, 0 ,0 , . . . )
5. In d e te rm in a d a  X
Designemos por X ,  o que chamaremos indeterminada.
D efin ição  5.1. X  =  (cii)i, com i e  N, onde ci\ =  1 e ai ^  0, para todo i ^  1.
Ou seja, X  =  (0,1, 0, 0, 0 , . . . )  e d X  =  1.
Uma vez definida o que é a indeterminada X ,  podemos identificar suas potências 
Inicialmente temos:
X 0 =  (1, 0, 0, 0 , . . . )
X 1 =  (0,1, 0, 0 , . . . )
X 2 =  X 1 • X 1 =  (0,1, 0, 0 , . . . )  • (0,1, 0, 0 , . . . )  =  (0, 0,1, 0 , . . . )




0 - ' - 1 0 1
0 ■ ' _ 0 0 0 0
1 " 0 0 0 0 0
0 '  ' 0 0 0 0 0
X 3 =  X 1 • X 2 =  (0,1, 0, 0 , . . . )  • (0, 0,1, 0 , . . . )  =  (0, 0, 0 ,1 , . . . )
0 1 0 0
X 1
3(1
O 0 0 0
0 -0 0 0
" ~ 0 0 1
o 0 0 0 0
1 '  ' 0 0 0 0 0
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Temos, então, as potências da indeterminada X:
X 0 =  (1, 0, 0, 0 , . . .
X 1 =  (0,1, 0, 0 , . . . (5.1)
X n =  X n-1 • X.
Xota-se pelos exemplos dados, que a  p o tê n c ia  n -é s im a  d a  in d e te rm in a d a  X  é
um polinómio cujo coeficiente de ordem n  é igual a 1 eos demais são nulos; demonstremos 
este resultado:
T eo rem a  5.1. (n-ésima potência da indeterminada X) X n =  (bk)k, com k E N, onde
í  bn =  1
|  bk =  0, V k =  n.
n = 0
e n  =  1. Supomos, então, que n > 1 e a tese do teorema é verdadeira para X n-1, onde




bk =  aoCk +  ã1Ck-1 +  . . .  +  ak-1C1 +  ak co.
Pela Definição 5.1, a1 =  1 e os demais termos são nulos, portanto:
bk =  0 ■ ck +  1 ■ ck -1 +  . . .  +  0 ■ C1 +  0 ■ c0 =  Ck-1.
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Uma vez que k = n, implica que k — 1 = n — 1, Pela hipótese de indução ck-1 = 0, assim:
Vimos anteriormente o produto de um polinómio pertencente a R e um polinó­
mio qualquer pertencente a P e m  (4.1). Dessa forma, a multiplicação de um polinómio
X
T eo rem a  5.2. (Produto de uma constante pela indeterminada X) a X n = (bk)k, com 
k E N, onde
bk =  0, V k = n. (5.2)
k = n
bn = a0cn +  alcn-l  +  . . .  +  an-1 c1 +  anc0.
Pela hipótese de indução, ai =  1 e ai = 0  pa.rã to do i = 1, o que implica em:
bn =  0 • cn +  1 • cn-1 +  . . .  +  0 • ci +  0 • cq =  Gn-l-
Novamente, pela hipótese de indução, temos que cn-1 = 1, dessa forma:
bn 1- (5.3)
Assim, pelas equações (5.2) e (5.3):
□
bk =  0, V k = n.
Podemos também provar este teorema da seguinte forma:
Demonstração. Pelo dispositivo prático da multiplicação, podemos ver que o teorema é
verdadeiro para n = 0 e n = 1. Supondo n > 1 e que o teorema seja válido para X n-1, 
temos:
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a X n 1 = (ck)k, com k E N, onde
cn— 1 — a
v cj = 0, v  j  = n -  1
Por (5,1), X n = X  • X n-1, onde X  é dado pela Definição 5,1, Multiplicando os dois lados 
da igualdade por uma constante a, temos que a X n = a • X  • X n-1 = X  • a X n-1, onde 
a X n-1 é definido pela hipótese de indução. Então:
a X n = (bk)k, com k E N, rade bk = ^  a c
i+j=k
k = n
bk = aoCk +  ack-1  +  ■■■ +  a k - C  +  ak cg.
Pela Definição 5,1, a1 =  1 e os demais termos são nulos, portanto
bk =  0 ' ck +  1 ' ck -1 +  ■■■ +  0 ' c1 +  0 ' c0 =  ck-1.
Uma vez que k = n  implica k — 1 = n — 1. Pela hipótese de indução, ck-1 = 0, assim:
bk =  0, V k = n ■ (5,4)
k = n
bn = agcn +  aCn-1 +  ■■■ +  an-1 c1 +  anCo.
Pela hipótese de indução, a1 = 1 e ai = 0  para to do i = 1, o que implica
bn =  0 • cn +  1 • cn - 1 +  ■■■ +  0 ' c1 +  0 ' c0 =  cn- V
Novamente pela hipótese de indução, temos que cn-1 =  a, dessa forma,
bn =  a.
Assim, pelas equações (5,4) e (5,5),
n bn =  a
a X n =  (bk)k, com k E N, onde
bk =  0, V k =  n.
X
□
6. P o lin ó m io s n a  In d e te rm in a d a  X
Polinómios na indeterminada X  também são conhecidos como a forma algébrica de um 
polinómio. Para defini-los, consideremos um polinómio f  =  (üi)ieN tal que seu grau é 
d f  < n. Uma vez que f  =  (a0, a i , a 2, . . . , a ra, 0, 0, 0 , . . . ) ,  e como vimos que a estrutura de 
polinómios compreende a soma entre elementos deste mesmo conjunto, podemos escrever
f
f  =  (a o • 1, 0, 0, 0, . . . ) +  (0, a i • 1, 0, 0, . . . ) +  (0, 0, a 2 • 1, 0, . . . ) +  . . .  + (0, 0, 0, . . . , a ra • 1, 0, 0, 0, . . . ) .
Cada um dos membros da soma pode ser visto, juntam ente com a Definição 5,1, como
(ai, 0, 0, 0 , . . . )  • X i .
Pelo Teorema 5,2, podemos definir cada polinómio na indeterminada X  como
n
f  =  £  a iX i , (6.1)
i=0
f X
na forma vista em (6,1) possui grau d f  < n, o que implica que o termo de índice n  é 
diferente de 0, Uma vez que polinómios na indeterminada X  estão definidos no anel P,  
as operações de soma e multiplicação são as mesmas, dessa forma, sejam f  e g polinómios
m n
X  f  =  aiX i g =
i=0 j=0
(I) Pela definição de somas de polinómios,
r
f  +  g =  ^ (ak +  bk) X  k,
k=0
onde, pelo Teorema 3,1, r =  m ax{õ f ,õg} .
(II)  Pela definição de produto entre polinómios,
m+n
f  • g = J 2  ck X k,
k=0
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onde ck =  aibj.
i+j=k
X
7. D ivisib ilidade entre P olinóm ios
Para definir o critério de divisibilidade, façamos uma comparação com números reais: um 
número D  é divisível por d caso exista q (quociente) tal que D  =  d ■ q (o resto da divisão 
de D  por q é 0), Semelhante a isto, sejam f  e g polinómios. Dizemos que f  é divisível 
por g ou que g divide f  se, e somente se, existe um polinómio q tal que:
f  =  g ■ q.
Uma vez que temos uma igualdade entre polinómios e, por um lado, temos um 
produto entre polinómios, o grau de f  deve ser o mesmo grau do produto g ■ q que, pelo
g q
d f  =  dg +  dq.
Vejamos alguns exemplos:
1) Sejam f  =  X 2 — 3X +  2 e  g =  X  — 1  Se g divide f ,  então existe um polinómio q tal 
que:
f  =  g ■ q.
Pelo Teorema 3,1, como d f  =  2 e dg =  1, sabemos que dq =  1, ou seja, q é da forma 
a X  +  b. Então:
f  =  g ■ q =  (X — 1) ■ (aX  +  b) =  a X 2 — a X  +  bX — b =  a X 2 — (a — b)X — b.
Pela igualdade de polinómios
X 2 — 3X +  2 =  a X 2 — (a — b)X — b,
29
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temos:
a = 1
a — b = 3  = ^  a =  1 e b =  —2̂
—b = 2
Portanto q =  X  — 2,
2) Considere os polinómios f  =  X 3 +  15X2 +  75X +  125 e g =  X  +  5. Caso f  seja divisível 
por g, temos:
f  =  g • q■
O Teorema 3,1 nos garante que dq =  2, portanto q é da forma:
q =  a X  +  bX  +  c■
g q
g • q =  (X +  5) • (aX 2 +  bX  +  c )
Pela igualdade de polinómios:
X 3 +  15X2 +  75X +  125 =  a X 3 +  (5a +  b )X 2 +  (5b +  c)X +  5c,
temos:
a = 1
5a +  b = 1 5
= ^  a =  1, b =  10 e c =  25-
5b +  c =  75 
5c =  125
Portanto q =  X 2 +  10X +  25,
3) Dados os polinómios f  =  3X 4 +  48X 3 +  288X2 +  768X +  768 e g =  3X 2 +  24X +  48,
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se f  for divisível por g, então:
3 q e  P ; f  =  g ■ q
d f  =  dg +  dq = ^  dq =  2 
q =  a X 2 +  bX  +  c.
Assim:
f  =  g ■ q =  3aX 4 +  (24a +  3b)X3 +  (48a +  24b +  3c)X2 +  (48b +  24c)X +  48c
3a =  3 
24a +  3b =  48 
48a +  24b +  3c =  288 =
48b +  24c =  768 
48c =  768
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a = 1 ,  b =  8 e c = 1 6 .
Logo q =  X 2 +  8X +  16.
4) Considere os polinómios f  =  2X 3 — 3X +  4 e g =  X  +  3, Se g divide f ,  então:
3 q e  p ; f  =  g ■ q
d f  =  dg +  dq = ^  dq =  2
q =  a X 2 +  bX  +  c.
Portanto:
f  =  g ■ q =  a X 3 +  (3a +  b )X 2 +
a
3a +  b 










Pelas equações (i) e (ii),
CAPÍTULO 7. DIVISIBILIDADE E N T R E  POLINÓMIOS 32
a =  2 e b =  —6̂
4
Pela equação (iv), c =  - ,  porém, pela equação (iii), c =  15 como não é possível que c
3
f q
Assim como foi feito o paralelo eom números reais anteriormente, temos o caso mais 
geral que o apresentado. Seja um número D, podemos escrevê-lo na forma D  =  d • q +  r, 
onde r é o resto da divisão de D por d, ou seja, para a analogia anterior, r seria igual a 
0, Generalizando para polinómios, segue o teorema a seguir:
T eo rem a  7.1. Dados dois polinómios f  e g, sendo g =  0, existe um, e somente um, par 
(q, r )
f  =  g • q +  r,
onde dr < dg, se r =  0.
Demonstração. Para provar este teorema, primeiramente vamos supor a existência de dois 
pares (q i , r i ) e (q2, r 2). Supondo que o teorema valha, temos:
f  =  g • q1 +  r 1, onde d r1 < dg, se r 1 =  0̂  (7,1)
f  =  g • q2 +  r2, onde dr2 < dg, se r2 =  0̂  (7,2)
Subtraindo (7,2) de (7,1), temos:
f  — f  =  g • q1 +  r 1 — g • q2 — r 2 = ^  0 =  g • (q1 — q2) +  (r 1 — r 2 )  ̂ (7.3)
g • (q1 — q2) =  (r 2 — r 1)  ̂ (7.4)
Por um lado, a partir da igualdade na equação (7,4), sabemos que d[g • (q1 — q2)] =  
d [(r2 — r 1)], além disso, pelas equações (7,1) e (7,2), pelo Teorema 3,1 e considerando que
r i =  r2
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d[r2 — r 1] <  m ax{ôr1,ô r 2}.
Por outro lado, ainda na equação (7,4) e também pelo Teorema 3,1:
d[g • (qi — ?2 )] =  dg +  d (qi — q2 ) = ^  d [g • (qi — q2 )] >  dg.
Assim, chegamos a um absurdo, A partir deste resultado infere-se que r i =  r 2, logo
g • (qi — q2) =  r 2 — r i = ^  g • (qi — q2 ) =  ^
g = 0
qi — q2 = ^  qi =  q2 ,
(q, r )
(q, r ) q r
g = 0
f
f  =  g • 0 +  0 = ^  3 (q, r ) =  (0, 0).
f = 0  
C aso  (i): d f  < dg.
Uma vez que, por hipótese, g =  0, a igualdade f  =  g • q +  r é  satisfeita com o par 
q =  0 e r =  f  = ^  3 (q, r ) = ( 0 , f ) .
C aso  (ii): d f  > dg.
f g
m n
f  =  ^  aiX i e g =  ̂  biX i; d f  =  m  e dg =  n = ^  m  >  n. (7.5)
i=0 i=0
Por indução, temos: s e m  =  0, então n  =  0, dessa for ma, f  e g são polinómios constantes
da forma f  =  a0 e g =  b0, então a igualdade f  =  g ■ q +  r é verdadeira para q =  e
b0
r =  0, Logo:
3 (q, r)  =  ( a 0 , 0) . ^
m = 0
m
h =  f  — amb-1X  m—ng. (7.7)
A partir de (7.6):
h =  (amXm +  am -iX m 1 +  . . . )  — ambn 1X m n ■ (bnXn +  bn-1X n 1 +  . . . )
=  (amX  m +  am-1X  m 1 +  . .•) — (amX  m +  amb-1bn-1X  m 1 +  ..•)
=  (am-1 +  amb— 1 bn - 1) X  m 1 +  . . .
Uma vez que o teorema é válido para qualquer grau menor que m,  ratão  dh < m.  Pela 
hipótese de indução, existe um par (q1,r )  tal que:
h =  g ■ q1 +  r. (7.8)
Se r =  0, então dr < dg, substituindo a equação (7.8) em (7.7):
g ■ q1 +  r =  f  — amb—1X m—ng
f  =  q1 ■ g +  amb—1X m—n g +  r
f  = ( q 1 +  amb—1X  m—n)g +  r. (7.9)
CAPÍTULO 7. DIVISIBILIDADE E N T R E  POLINÓM IOS  34
Dessa forma, considerando q =  q1 +  amb-1X concluímos que:
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3 (q,r) =  (qi +  amb-iX m-n ,r),
com a equação (7,9), se r =  0, então dr < dg e o Teorema 7,1 tem  suas condições 
satisfeitas, □
7,1, Determinação do Quociente e Resto
Xa divisão entre polinómios onde o grau do polinómio dividendo seja maior ou igual 
ao grau do polinómio divisor, podemos determinar o polinómio quociente e o polinómio
f ,  g, q r
f  =  g • q +  r\
(q, r ) f  g
m n
f  = Y 1 a X i, d f  =  m  e g = Y 1 b X i, dg = n,
seja um outro polinómio qi =  amb- i X m n tal que:
f  =  g • qi +  ri. (7.10)
Pela equação (7,10), se o grau de d r i < dg, então o par está determinado com:
q =  qi e r =  r i .
Caso d r i > dg, devemos continuar o procedimento como visto na prova de existência do
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par (q, r) para o Teorema 7,1, determinando um novo par (qj , r j ) para cada nova interação:
r 1 =  g ■ q2 +  r 2
r 2 =  g ■ qs +  rs
rk—1 =  g ■ qk +  rk
rk =  g ■ qk+1 +  rk+ 1 .
Este procedimento deve ser feito até que d rk+1 <  dg, se rk+1 =  0. Dessa forma, somando- 
se todas as equações, temos:
r 1 +  r 2 +  rs +  . . .  +  rk =  g ■ q2 +  r 2 +  g ■ qs +  rs +  . . .  +  g ■ qk +  rk +  g ■ qk+1 +  rk+1
=  g ■ (q2 +  qs +  . . .  +  qk +  qk+ 1 ) +  r 2 +  rs +  . . .  +  rk +  rk+ 1 .
Simplificando-se a última equação:
r 1 +  r 2  +  rs  +  . . .  +  rk  =  g ■ (q2 +  qs +  . . .  +  qk +  qk+ 1 ) +  r 2  +  r s +  . . .  +  rk  +  rk+1
r 1 =  g ■ (q2 +  qs +  . . .  +  qk +  qk+ 1) +  rk+ 1 . (7.11)
Assim, substituindo a equação (7.11) na equação (7.10):
f  =  g ■ q1 +  g ■ (q2 +  qs + . . .  +  qk +  qk+ 1 ) +  rk+1
f  =  g ■ (q1 +  q2 +  qs +  . . .  +  qk +  qk+ 1) +  r k+ 1 . (7-12)
Uma vez que d rk+1 <  dg e r k+1 =  0, o par de polinómios fica determinado por:
q =  q1 +  q2 +  qs +  . . .  +  qk +  qk+1 e r =  rk+ 1 ,
em conformidade com o Teorema 7.1. Este procedimento pode ser feito de maneira mais 
prática com o Método da Chave, já  empregado em números reais:
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Fazendo sucessivas divisões, encontraremos o par (q, r) procurado. Considere /  e g:
f  — £  a X  i , d f m  e g n.
i=0 i=0
Pelo Método da Chave, inicialmente escrevemos os polinómios dividendo e divisor na 
ordem decrescente das potências da indeterminada X:
Determinamos um par (gi,ri) tal que r\ = f  — g ■ çi, de forma que
am v m-n 
bn
para que o produto entre q e g produza um polinómio de mesmo grau de /  (Teorema 3.1). 
Dessa forma:
Realizando as subtrações:
Assim, é determinado um resto r\\
r l — (am — amb— 1 bn- 1 )X ™ 1 +  ••• +  a0 — (amb-lbo)X ™ n■
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Caso dri < dg, então o par (q,r) está determinado por (qi,r\),  caso contrário, devemos 
repetir este último passo determinando um novo par (5 2 ,^ 2), onde
ri =  g • q2 +  r 2 ,
e retomando o Método da Chave até encontrarmos um polinómio resto com grau menor ao 
do polinómio g. Após isso, fazendo a soma de todos os polinómios quocientes encontrados, 
determinamos o polinómio quociente resultante e o último polinómio encontrado como 
resto é o polinómio resto resultante, tal qual visto na equação (7.12).
A seguir temos exemplos do Método da Chave para polinómios:
1) Dados os polinómios /  =  4A"4 +  3 A"3 +  6 A"2 +  2A" — 1 e g = X '2 +  2A" +  1, queremos 
determinar um par (q, r) ta l que /  =  g ■ q + r. Efetuando a divisão pelo método da chave, 
temos:
determinamos um par (g i,r i)  tal que:
D =  f  -  g • qi 
4 X  4
qi =  x t  =  4X 2'
realizando o produto de q\ por g e subsequente subtração de / ,  temos:
Uma vez que dr\ > dg, devemos determinar um segundo par (52 A 2 ) tal que:
ri =  g • q2 +  r2 .
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Novamente, pelo Método da Chave:
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q2 =  —5X
r 2 =  12X2 +  7X — 1.
O polinómio r -2 possui grau igual ao grau de g ; seguimos com o Método da Chave:
r -2 = g ■ q-3 +  r 3 e q3 = 12.
Vemos que dr -3 < dg , o que indica que este é o polinómio resto resultante. Assim, fazendo:
q =  q1 +  q2 +  qs,
o par de polinómio (q, r) fica definido por:
q = 4 X 2 -  5 X  +  12 e r  =  -1 7 X  -  13.
2) Considere os polinómios /  =  15A"5 +  2A"4 +  6A"2 +  9A" +  3 e g = 3 X 2 +  A" +  3. Podemos 
determinar o par de polinómios (q,r) tal que /  =  g ■ q T r ,  utilizando o Método da Chave, 
como no exemplo anterior de maneira mais prática. Uma vez que cada resto cujo grau é 
maior ou igual ao grau do polinómio divisor g se torna um dividendo da próxima iteração e 
que o polinómio quociente q será o somatório dos polinómios quocientes parciais, podemos 
fazer todos os passos em um só Método da Chave de forma concisa:
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Assim, o par (q, r) é determinado por:
q =  5X 3 -  X 2 +  f X  +  — e r  =  - - X  -  — .
71 62
3 9 9 3
3) Dados os polinómios /  =  6A"4 +  4A"2 +  4A" +  2 e g = 2 X 2 +  X  +  1, podemos seguir 
o Método da Chave como visto no exemplo anterior de uma segunda maneira, também 
concisa, suprimindo a indeterminada X:
Para desenvolver desta maneira é recomendável que se alinhe coeficientes de mesma ordem 
para manter coerência nos cálculos e evitar equívocos. Assim, o par (q, r) é determinado 
por:
3 9 13 1
q = 3A -  - X  +  -  e r  =  - — X  -
2 4 4 4
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7,2, Outras Im portantes Formas de Divisão
Xa divisão de polinómios existem casos específicos que podem receber mais atenção,
Um desses casos é quando o polinómio divisor é da forma X  — a. Sejam os polinómios
m
f  = ^ 2  a X i e g = X  — a.
i=0
Temos que, uma vez que o grau de g é igual 1 e, pelo Teorema 7,1, r = 0, o 
Teorema 3,1 nos garante que dr = 0, M o é, r é um polinómio constante tal que r = k. 
com k sendo um número pertencente ao conjunto dos reais (M), então f  = g • q +  r e,
m— 1
novamente, pelo Teorema 3,1, dq = d f  — 1, ou seja, q = ^  biX i . Utilizando o método
i=0
dos coeficientes a determinar, temos:
ümXm +  üm—1 X m 1 +  .. .  +  a iX  +  ao =  (bm—i X m 1 +  bm—2X m 2 +  . . .  +  biX  +  bo)(X — a) +  k
= bm—i X m +  (bm—2 — abm—i ) X m 1 +  . . .  +  (bi — ab2 ) X 2 +  (bo — abi)X +  k — abo-
Pela igualdade de polinómios temos:
am =  bm- 1
am 1 =  bm 2 -  abm 1
a 1
ao
b0 — ab1 
k -  abo









O sistema (S1) os coeficientes do polinômio q e ^^e c o n s ta n te  k, que corresponde
ao polinómio resto, vale ao +  abo.
A partir do sistema foi criado um método de resolução de divisões quando o polinó­
mio divisor é da forma X  — a, conhecido como Dispos i t i vo  Prát ico  de B r i o t t - R u f f i n i , 
desenvolvido por Charles Auguste Briott e Paolo Ruífini. Este dispositivo é semelhante 
ao Método da Chave com a indeterminada X suprimida. Inicialmente, temos na coluna 
em separado o termo independente do polinómio divisor, em seguida, na mesma linha,
após o separador da esquerda, temos os coeficientes do polinómio dividendo.
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a Om flm-2 ■-  ÍTi
Devemos repetir na segunda linha o primeiro termo do polinómio dividendo
3 ^rri-1 Gm-Z ■ «1 «o
nm
Multiplica-se am pelo termo independente a e somamos com am_ p
+
rtm -l am- 2  ■■ «1
—
Assim, o termo atual encontrado é am_i +  ciam. Pelo sistema (Ai) temos que òm_i =  am, 






niíi-1 + a Íípii - 1
Ainda pelo sistema (Ai), vemos que òm _ 2 =  am_i +  aòm_i, note que o primeiro e o segundo 
passo encontram, respectivamente, o primeiro e o segundo termos do polinómio quociente:
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a Í l m - J  U m —2 ■■■ O l (to
Gm n Fn-i  +  1
b»  i - l b jn -2
Os passos seguintes seguem multiplicando o termo atual pelo termo independente de g e 
somando com o próximo termo do polinómio dividendo até chegar ao último termo:
9 Um fiffl-1 Uffí -2 "" Ui no
a m f lm - l ^  a ^p n- i a m -2  + a i)Fli_2
km - 1 ^ m - 2
a a m - 1 a m - 2 ... f l ! <to
® nq-l 3 hm _ i "■ f l i +  a b ,
bm -2 k
Dessa forma, podemos usar o Dispositivo Prático de Briott-Ruffini em qualquer 
divisão de polinómios cujo divisor for da forma X  — a. Seguem exemplos do uso do
1) Sejam os polinómios /  =  5Â"4 — 6Â"3 +  2X'2 +  7 X  — 4 e g = X  — 1, Dispositivo
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1 5 -6  2 7 - 4
5 5 -6  -1+2
5 -1
1 5 - 6  2 7 - 4
5 5 - 6  -1 +  2 1 + 7
5 -1 1
1 5 - 6  2 7 -  4
5 5 - 6  - 1 + 2 1 +  7 8 - 4
5 -1 1 8
ou, simplesmente,
Assim, o par (q, r ) determinado na divisão de /  por g é:
q = 5 X 3 - X 2 + X  + 8  e r  =  4.
2) Considere os polinómios /  =  2Â"5 +  3Â"4 +  5Â"3 +  4CLA2 — 9Â" +  80 e g = X  +  3. Uma vez 
que o dispositivo leva em conta que o polinómio é da forma X  — a , então, g =  X  — (—3), 
portanto:
Dessa forma, o par (q, r ) determinado na divisão de /  por g é:
q = 2 X 4 -  3 X 3 +  14X2 -  12X  +  27 e r  =  -1 .
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Dados os polinómios /  =  6 A"4 — 3 A"2 — 5 e g = X  +  1, para encontrar o par (q, r) de
polinómios Dispositivo de Briott-1 7, além de notar que o polinómio dividendo
deve ser visto como g =  X  — (—1), observamos que as potências ímpares da indeterminada
X  não aparecem no polinómio dividendo. Isso si£ 
portanto:
que seus coeficientes são nulos,
), o par (q, r) é determinado por:
q = 6X 3 -  6 X 2 +  3 X  -  3 e r  =  -2 .
Outro caso específico na divisão de polinómios que podemos nos firmar é quando 
o polinómio divisor é da forma g = bX  — a. Podemos aproximar este caso com o caso 
anterior, escrevendo o polinómio divisor g = b ( x  — . Neste caso ressalva-se que:
f  = (bX — a) ■ q +  r f  = b ■ q +  r,
ou seja, utilizando o Dispositivo de Briott-Ruffini, o quociente encontrado deverá ser 
dividido por b para chegar ao quociente correto; já  o polinómio resto estará determinado 
diretamente.
4) Sejam os polinómios /  =  12A"6 +  5A"5 +  4A"4 +  3A"3 +  A"2 — 2A" — 1 e g = 3 X  +  2.
. . . . /  2 \  . .Reescrevendo o polinómio divisor como g = 3 IA" +  -  e utilizando o Dispositivo de
3
Briott-1
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Dividindo o polinómio quociente encontrado por 3, temos que o par (q, r) de polinómios 
da divisão de /  por g é determinado por:
q = I X 5 -  X 4 +  2X 3 -  - X 2 - - X - —  e r  =  — . 
y 3 9 27 27
Dados os polinómios /  =  Â"3 +  X  — 1 e g = 2 X  — 1, temos:
g = 2 X  - 1 g =  2 ( X -  2 f  = 2 I X  - - )  • q +  r.
Assim, dividindo por 2 o polinómio quociente encontrado, determinamos o par (q , r ):
1 v ‘2 1 v  5 3
« = 2 A + 4 A + 4 e r = - 8 -
Um terceiro caso a ser analisado é quando o polinómio divisor é da forma g 
(Â" — a ) ( X  — b). Se quisermos determinar um par de polinómios (q, r) ta l cjue:
f  = ( X  — a ) (X  — b) ■ q +  r.
Dividindo-se /  por (Â" — a), temos os passos seguidos no Dispositivo de Briott-Ruffi 
visto anteriormente e determinamos um par de polinómios (ç i,r i)  tais que:
/  =  (Â" — o) ■ qi + r\ = / -  rq =  Aq, com Aq sendo constante. (7.1
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Sabendo que q2 Dispositivo podemos 
f  — ( X  — a) ■ [(X — b) ■ q2 +  k2] +  k\
f  — ( X  — a) (X  — b) ■ q2 +  (X  — a) ■ k 2 +  k\.
Portanto, quando o polinómio divisor for da forma g =  (X  — a ) (X  — b), utilizamos
(q2, (Á" — a) ■ k 2 +  ki), ou seja, o polinómio quociente procurado é o último polinómio 
encontrado na utilização sucessiva do dispositivo e o polinómio resto procurado é o produto 
da segunda constante resultante no dispositivo com o primeiro polinómio utilizado no 
dispositivo, somado à constante anterior.
Expandindo o raciocínio anterior, para cada novo polinómio da forma X  — a que 
exista multiplicando no polinómio divisor, encontraremos uma nova constante kn. Assim:
jam  /  =  X a +  Â"3 — 3Â"2 +  X  — 2 e g =  ( X  — 1)(A" +  2). Dividindo o polinómio /
f  — ( X  — a ) (X  — b ) . . .  ( X  — w ) ( X  — y ) ( X  — z) ■ q + r
q — qn
r — kn ( X  — a) (X  — b ) . . .  ( X  — w ) ( X  — y) + ( X  — a ) (X  — b) . . . ( X  — w) + . . .  + k2( X  — a) + k\.
por (Â" — 1), temos
1 - 3 1  - 2
2  -  1 0  - 2
Desta forma, q\ =  Â"3 +  2Â"2 — X  e k\ =  — 2, então:
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ou simplesmente
1 1 1 -  3 L - 2
- Î 1 2 - 1 0 - 2  =
1 1 -  2 II Î7 W
 k>
Como k ‘2 =  2 e q2 = X 2 +  X  — 2, então o par (q , r) procurado é:
r  =  k2{X  -  1) +  ki = 2 (X  -  1) -  2 =  2 X  -  4 e q = X 2 + X  -  2.
2) Sejam /  =  3X 6 +  2X 5+ 4 X 4+ X 3- X 2+ 6 X  e g = ( X  + 2)(X  + 1 ) ( X - 1 ) .  Como visto no 
final do exemplo anterior, fazendo a divisão com apenas um Dispositivo de Briott-Ruffini:
- 2 3 2 4  1 -  1 6 0
- 1
1
- 2 3 2 4  1 -  1 6 0
- 1 3 - 4  12 - 2 3  45 -  34 168
1
-2 3 2 4 1 -  1 6 0
-1 3 -  4 12 -  23 45 -3 4 168
1 3 -  7 19 -  42 87 -  171
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-2 3 2 4 1 -  1 ú 0
-1 3 - 4 12 -  23 45 - 8 4 168
1 3 -  7 19 -4 2 B7 -  171
3 -  4 15 -  27 60
—2 3 2 4 1 -  1 6 D
-1 3 -  4 12 -23 45 -  34 168
1 3 -  7 19 -42 07 -171 = ^
3 -  4 15 -  27 60 - 3̂
Assim, o par de polinómios (q, r) é determinado por:
r  =  60(X +  2)(X  +  1) -  171 (X +  2) +  168 =  60X 2 +  9 X  -  54 e q = 3 X 3 -  4 X 2 +  15X -  27.
8. F u n ção  P o lin o m ia l em  R
Vimos que uma função f  de um conjunto A  em um conjunto B  é uma regra que, a cada 
elemento x  que pertence a A,  associa um elemento f  (x) pertencente ao conjunto B,  cujo
m
nome é valor de f  no elemento x  [3], Seja um polinómio qualquer f  = ^ üíX iremos
i= 0
definir uma função f , chamada função polinomial associada ao polinómio f ,  tal que:
f : R — ► R
m
x  i— > y = ãiX1.
i= 0
A imagem de x  pela função f  será representada por f  (x). Dessa forma temos um
f
através do polinómio f  e de x, representado por f  (x). Dizemos que o número real f  (x) 
é o valor da função polinomial f  ao receber o valor x; ou o valor de f  em x. Vejamos 
alguns exemplos:
1) Considere o polinómio f  = X 3 +  5 X 2 — 12X.  A função polinomial associada a ele é 
dada por:
f : R — ► R
x  — > y = x3 +  5x 2 — 1 2 x.
Isso significa que, para todo x  E R, f  (x) = x 3 +  5x2 — 12.x. Dessa forma, podemos definir 
f ( x )  x
x = 0 f  (0) = 03 +  5 • 02 — 12 ■ 0 = 0
x  = 3 f  (3) = 33 +  5 ■ 32 — 12 ■ 3 = 27 + 45 — 36 = 36
x  = 5 f  (5) = 53 +  5 ■ 52 — 12 ■ 5 =  125 +  125 — 60 =  190.
2) Considere o polinómio f  = 7 X 5 +  5 X 4 — 7 X 3 + X 2 — X  + 4. A função polinomial
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associada a ele é dada por:
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f : R R
x -E y  =  7x5 +  5x4 — 7x3 +  x 2 — x  +  4. 
Conforme visto no exemplo anterior:





8,1, Princípio da Identidade
Para uma função ser identicamente nula, isto é f  =  0, é necessário e suficiente que 
todos seus coeficientes sejam nulos:
f  (x) =  0, V x  E R.
m
Isso é facilmente verificável: seja f  =  ^  aiX se todos seus coeficientes são nulos, então:
i=0
m
f  = J 2 0 X i =  0X m +  0X m - 1 +  . . .  +  0X +  0
i= 0
f = 0
f : R — ► R
m
x  i— > y = ^ ^  0 x l =  0xm +  0xm-1 +  . . .  +  0x +  0 =  0
i= 0
f  (x) =  0, V x  E R.
Reciprocamente, se uma função polinomial é identicamente nula, então o polinómio asso­
ciado a esta função é o polinómio nulo. Para verificar esta afirmação, temos: se
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então:
f  (x) =  0, V x  E R,
x  = x i = ^  f  (xi) =  0 
x  = x 2 f  (x2) = 0
x  — x n— i > f ( x n - i )  = 0
f  (xn) = 0
Isso implica que:
f  (x i ) = f  (x2) =  . . .  =  f  (xn - i ) = f  (xn) = 0
0 — amx m +  am- i x m 1 +  . . .  +  a ix i +  üq
0 — amx m +  am- i x m 1 +  . . .  +  aix2 +  üq
0 =  amxm- i  +  am - ixm- \  +  . . .  +  aix n-i  +  aQ
(S2)
0 =  amxm +  am-ixm  i +  . . .  +  aixn +  üq 








x m x m- i x  1Jn n— i ^n— i xn— i





Neste caso, temos uma matriz de Vandermonde, pois cada coluna é uma potência da
próxima. Então o determinante dessa matriz é dado por
R 53
n  (xj — xi)
1<i<j<n
x  (S 2 ) admite
apenas a solução trivial. Assim,
am am- 1 . . .  a 1 a0 0 f  0.
Logo, temos a reciprocidade provada:
f  (x) = 0, V x E R ^  f  = 0.
8,2, Funções Polinomiais Idênticas
Vimos anteriormente que a igualdade entre polinómios determina que todos seus 
termos de mesmo índice serão iguais:
D efin ição  8.1. Dados f , g  E P,
f  = g ai = bi , V i E N.
Considerando as respectivas funções polinomiais, 
f : R — ► R
m
x — > y = aix i
i=0
elas são idênticas, pois ai = b^ para to do i E N,
7  =  g = ^  f  (x ) = g (x ), V x  E R .
Considere duas funções polinomiais f  e g associadas aos polinómios f  e g, respec-
g : R R
x  — > y = bix i
i=0
m
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tivamente. Se f  (x) = g(x), para to do x  E R, então:
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f  = Y ^ a X  i = ^  f (x) =  S aiX% e g =  S b X i  = ^  g (x) =  S b
i=0 i=0 i=0 i=0
m m
f  (x) = g(x), V x  E R = ^  aix i = ^  bix i , V x  E R
i=0 i=0
m m
^  aix i — bix i =  0, V x  E R
i=0 i=0
m
^  y ^ (ai — bi)xi =  0, V x E R (i)
i=0
Vemos em (i) uma função polinomial identicamente nula; como visto na Definição 8,1, o 
polinómio associado a ela é o polinómio nulo, ou seja:
m




D efin ição  8.2. f  = g se, e somente se, f  (x) = g(x), para to do x  E R,
8,3, Raízes de um Polinómio
f
f ( x )  x
função polinomial a ser nula é raiz deste polinómio, ou seja:
D efin ição  8.3. x  E R  é raiz de f  se, e somente se, f  (x) = 0,
E x em p lo s . 1) Considere o polinómio e sua função associada a seguir: f  = 2X 2 — 10X +  12
e
f : R — ► R
x  i— > y = 2x2 — 10x +  12.
Uma vez que o grau de do polinómio é d f  =  2, sabemos que o mesmo possui duas raízes.
Para encontrá-las, temos:
2 x 2 — 1 0 x  + 1 2  = 0 
2(x2 — 6 x  +  5) =  0 
2(x — 2)(x — 3) = 0 (i i i )
Para que a equação (i i i ) seja verdadeira, basta  que x  = 2 ou x  =  3, Portanto 2 e 3 são 
f
2) Considere o polinómio e sua função associada a seguir: f  = X 3 +  5 X 2 +  2 X  — 8  e
f : R — ► R
x  — > y = x3 +  5x 2 + 2x — 8 .
Uma vez que o grau de do polinómio é d f  =  3, sabemos que o mesmo possui três raízes, 
Para encontrá-las, temos:
x 3 + 5x 2 + 2x — 8 =  0
x 3 + x2 — 2x + 4x 2 + 4x — 8  = 0
x ( x 2 + x  — 2) + 4(x2 + x  — 2) = 0
(x + 4)(x2 + x  — 2) = 0
(x + 4)(x2 + 2x — x  — 2) = 0
(x + 4)(x — 1)(x + 2) = 0 (i v )
Para que a equação (i v ) seja verdadeira, basta que x  = — 4 ou x  = — 2 ou x  = 1. Portanto
f
8,4, Teorema do Resto
Na divisão de polinómios vimos que, dados dois polinómios f  e g, ram  g = 0, 
existem polinómios q e r, tais que
f  = g ■ q + r .
R
Além disto, f , g , q e r  possuem funções polinomiais associadas a eles 
X  — a, pela Definição 8,3, a será sua raiz. Então:
f  =  (X — a) • q +  r
f : R — ► R
x  i— > y  =  (x — a) • q(x) +  r(x)
f  (x) =  (x — a) • q(x) +  r(x).
x = a
f  (a) =  (a — a) • q(a) +  r(a) 
f  (a) =  0 • q(a) +  r(a) 
f  (a) =  r ( a ) .
Dessa forma,
T eo rem a  8.1. (Teorema do resto) Dados um polinómio f  e um número real a, f  (a) é 
igual ao resto da divisão de f  pelo polinómio X  — a.
O Teorema 8,1 em conjunto com a Definição 8,3 nos levam a conclusão de que, 




9. E q u açõ es  A lg éb ricas
Definimos equação polinomial ou equação algébrica todo polinómio redutível à forma
anx  + an - ix  + . . .  + a2x  + aix  + ao = 0,
onde ai E R e n E N. Assim como visto na Definição 8,3, resolver esta equação equi­
vale a encontrar as raízes do polinómio associado a essa equação, Xeste caso, queremos
determinar as raízes complexas de um polinómio f  = (a0 , a l ,a 2 , . . . , a n - l ,an, 0, 0 , . . . ) ,
A determinação das raízes complexas de equações algébricas com coeficientes reais 
se baseia no Teorema F u n d a m e n ta l  da Álgebra  que enuncia o seguinte:
T eo rem a  9.1. (Teorema Fundamental da Álgebra) Toda equação algébrica de grau n > 1 
admite., ao menos, uma raiz complexa.
Ou seja,
V f  E P, 3 a  E C; f  (a) = 0. (9.1)
A demonstração do Teorema 9,1, a qual não será apresentada por fugir ao escopo
deste trabalho, se baseia em funções polinomiais com domínio e imagem sendo subeon-
r
Argand-Gauss correspondente ao domínio, aumenta-se esse raio e observa-se se a curva 
no respectivo plano, a qual corresponde à imagem, passa pela origem,
9,1, Decomposição de Polinómios
f n
dominante an por n  fatores de polinómios de grau 1 da forma X  — a , com a  E C, ou seja, 
dado um polinómio e sua função polinomial associada,
n n
f  = ^ 2  a i X i e f  (x) = ^ 2  aixi ,
i= 0  i=0
temos a decomposição: 
f  = an(X  — a \ ) ( X  — a 2 ) . . .  ( X  — an) e f  (x) = an(x — a \ ) ( x  — a 2 ) . . .  (x — an). (9.2)
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com a i , a 2, . . . , a n E C,
Para a demonstração, vamos expandir o entendimento da divisão de polinómios
X — a
a E R a E C
Primeiramente, pelo Teorema 9,1, temos
3 ai E C | f  (ai) =  0;
pela divisão de polinómios, temos que
f  (x) é divisível por x  — a 1,
assim,
f  (x) = (x — ai) ■ qi(x), (9.3)
onde, pelo Teorema 3.1, q1 (x) é uma função polinomial de grau n — 1, cujo coeficiente
an
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<*1 a n a n - 1 ... Ui a Q
4,a „  ...
qi
3 a 2 E C | q1 (a2) =  0 = ^  qÇx) é divisível por x  — a 2 = ^  qÇx) =  (x — a 2) ■ q2 (x).
qi(x) = (x — a 2 ) ■ q2 (x), (9,4)
onde q2(x) é uma função polinomial de grau n — 2, com coeficiente dominante an.
O Teorema 9,1 é aplicado até que se chegue a uma função polinomial constante e
an
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(9,4) o as demais:
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f  (x) =  (x — a i)  • qi(x) 
qi(x) =  (x — « 2 ) • q2 (x)
<
 ̂ qn— i (x) (x a n) ' an .
Substituindo cada uma das funções de forma recursiva, da última até a primeira:
f  (x) =  ün(x — « i)(x  — « 2 ) . . .  (x — an).
Podemos provar também que esta decomposição é única para cada polinómio: 
supondo que a decomposição não seja única, temos:
f  (x) =  an(x — a i )(x — a 2) . . .  (x — a n), (9,5)
f  (x) =  ün(x — Pi)(x — É2 ) . . .  (x — Pn). (9.6)
Por (9,5), temos que cada um dos ai são raízes de f  (x), Tomando um destes ao acaso e 
substituindo em (9,6), temos:
f  ( a i ) =  an(a i — p i ) ( a i — p2) . . .  ( a i — pn),
mas como f  ( a i ) =  0,
an ( a i — p i ) ( a i — p2) . . .  ( a i — Pn) =  °. (9-7)
Sabemos que (9,7) será nula se algum Pj =  a i; pois an =  0, Digamos, sem perda de 
generalidade, que Pi =  a ^  Repetindo o passo anterior, tom ando outro a i , temos:
f  (a 2) =  an ( a 2 — p i ) ( a 2 — p 2) . . .  (a 2 — Pn) 6 f  (a 2) =  ^
isto é,
<Xi(ci'2 — /3 i) (Q '2  — 1%) ■ ■ ■ (ci'2 — f ln )  =  0 .  ( 9 - 8 )
Semelhante a (9.6), em (9.7) teremos algum (3k =  q'2, que podemos dizer, por simplicidade,
/% =  Q'2-
Dessa forma, teremos igualdades estabelecidas de modo que
3  Pj I a i Pj ,
o que nos leva a conclusão de que na verdade (9.4) e (9.5) são decomposições iguais.
Portanto, a decomposição de polinómios em fatores do I a grau é única para cada
9.2. Multiplicidade de Raízes
Vimos que todo polinómio pode ser decomposto de forma única em fatores do 1Q
grau:
f  (x) = an(x — a i ) (x  — a 2 ) . . .  (x — an);
cada um dos cq podem ser distintos entre si ou podemos ter um número de raízes iguais, 
uma vez que os polinómios f,qi,q-2 , ■ ■ ■ ,qn - 1  podem ter raízes iguais. Digamos que um 
dos números complexos a  se repita p  vezes:
desta forma, podemos reescrever a decomposição de maneira suprimida
f  (x) = an (x — a)p(x — a 2) . . .  (x — a n).
f  (x) = an(x — a)p ■ q(x).
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O número complexo que aparece apenas uma vez possui m u ltip lic id ad e  1 e é 
chamado de ra iz  s im ples. Vejamos alguns exemplos:
1) Considere a equação algébrica x 4 — 3x3 — 3 +  l l x  — 6 =  0. Seu polinómio associado é
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dado por
f  = X 4 -  3 X 3 -  3 X 2 +  11X -  6 .
Uma vez que a soma de seus coeficientes é nula, temos que 1 é uma das quatro raízes desta 
função, o que significa que esta é divisível por X  — 1. Pelo Dispositivo de Briott-Ruffijii:
Caso fizéssemos a divisão mais uma vez, encontraríamos um resto diferente de 0. Portanto, 
1 é raiz de multiplicidade 2. Os coeficientes do último polinómio divisor são vistos na 
últim a linha, então podemos reescrever a equação inicial:
f  = ( X  — 1) ■ qi 
qi = ( X  — 1) ■ q2 
q2 = X 2 — X  — 6 
f  = ( X  — 1)2 ■ q2 .
Dessa forma, a função polinomial associada é
f  (x) = (x — 1) 2 ■ (x2 — x  — 6 ) = (x — 1) 2 ■ (x + 2) ■ (x — 3).
Assim, as raízes da equação algébrica são 1, -2 e 3, sendo que 1 é de multiplicidade 2, -2 
e 3 são raízes simples.
2) Seja a equação algébrica x 3 — ICte2 +  29x — 20 =  0. Seu polinómio associado é
f  = X 3 -  10X 2 +  29X -  20,
assim:
X 3 — 10X 2 + 29 X  — 20 
X 3 — 5 X 2 — 5 X 2 + 25X + 4 X  — 20 
X  2( X  — 5) — 5 X  (X  — 5) + 4 (X  — 5) 
( X 2 — 5 X  + 4)(X  — 5) 
( X 2 — X  — 4 X  + 4 ) (X  — 5) 
( X  ( X  — 1) — 4 (X  — 1))(X — 5) 
( X  — 1)(X — 4)(X  — 5).
Portanto, a equação algébrica pode ser decomposta em
(x — 1)(x — 4)(x — 5) =  0.
Logo, as raízes da equação algébrica são 1, 4 c 5, sendo que todas são raízes simples,
3) Dada a equação algébrica 3x3 + 9x2 + 9x +  3 =  0, sabendo que seu polinómio associado 
é f  = 3 X 3 +  9 X 2 +  9 X  + 3, temos:
3 X 3 + 9 X 2 + 9 X  +  3 
3 ( X 3 + 3 X 2 + 3 X  +  1) 
3 ( X 3 +  X 2 + 2 X 2 + 2 X  + X  +  1)
3(X  2( X  +  1) +  2 X  ( X  +  1) +  X  +  1)
3 ( X 2 + 2 X  +  1)(X +  1)
3 ( X 2 + X  + X  +  1)(X +  1)
3(X  ( X  +  1 )+  X  +  1)(X +  1)
3(X  +  1)(X +  1)(X +  1)
3(X  +  1)3.
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3(x +  1)3 =  0.
CAPÍTULO 9. EQUAÇÕES AL G É B R IC AS
Portanto, a equação algébrica pode ser reescrita como
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Assim, — 1 é raiz de multiplicidade 3,
4) Considere a equação algébrica x 3 — 12x2 +  36X =  0, Seu polinómio associado é dado 
por
f  =  X 3 — 12X2 +  36X.
Podemos reescrevô-lo:
X  (X 2 — 12X +  36)
X (X 2 — 2X • 6 +  62)
X  (X — 6)2.
Desta forma, x(x — 6)2 =  0, Teremos que 0 é raiz simples e 6 é raiz de multiplicidade 2,
Vimos anteriormente que todo polinómio, e por consequência toda equação algé­
brica, possui um número de raízes igual ao grau do polinómio e vimos que as raízes têm 
multiplicidade; assim, podemos chegar a seguinte proposição:
P ro p o s iç ã o  9.1. Toda equação algébrica de grau n admite, no máximo, n raizes distintas.
9.3. Relação entre os Coeficientes e as Raízes de uma Equação Algébrica
Sabemos que toda equação algébrica pode ser escrita de duas formas:
an xn +  an—ix n—i +  . . .  +  a ix +  a0 =  0 
an(x — a i )(x — a 2)(x — a 3) . . .  (x — a n) =  0.
Assim, temos a identidade:
anx n +  an—ixn—i +  . . .  +  a ix +  a0 =  an(x — a i )(x — a 2)(x — a 3) . . .  (x — a n). (9.9)
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É possível estabelecermos uma relação entre os coeficientes da equação e suas raízes. 
Se efetuarmos os produtos do segundo membro da identidade (9,9), teremos:
an(x2 — a 2x  — a i x  + a i a 2 )(x — a 3 ) ■ ■ ■ (x — a n) 
an(x2 — (a i + a 2)x + a ia 2)(x — a 3) ■ ■■ (x — a n)
an(x3 — a 3x 2 — (ai + a 2 )x 2 + (ai + a 2 )a 3x  + a i a 2x  — a i a 2 a 3 ) ■ ■ ■ (x — a n) 
an [x3 — (ai + a 2 + a 3 )x 2 + (a ia 2 + a i a 3 + a 2a 3 )x  — a i a 2a 3] ■ ■ ■ (x — a n),
isto 6,
an(x — a \ ) (x  — a 2)(x — a 3) ■ ■■ (x — a n)
' ± « )  x n ' + ( e aiaj  | x n 2 —
J=0 . i<j
'y ] aiaj a k )  x n 3 +  . . .  +  (—1 )n( a ia 2 . . .an)
\i<j<k
Substituindo na identidade (9,9), uma vez que para duas equações serem iguais seus 
coeficientes de termos de mesma potência devem ser iguais, temos as seguintes igualdades:
an =  an
an—i | y  J a i
. i= 0
an- 2  =  an a ia j
i<j
a 0 an(—1)n (a ia 2 . . . a n)
n
Chegamos então às seguintes relações:
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As relações acima são conhecidas como R elações de G irard.  Vejamos algumas aplica­
ções:
1) Considere a equação algébrica x 2 — U x  +  30 =  0, Uma vez que o grau da equação é 
2, sabemos que temos duas raízes complexas, distintas ou não. Pelas Relações de Girard, 
temos:
an - 1 —1 1
®i + a  = --------- = ----- —  = 1 1
an 1
a i a 2 = (—1)n ■ —  = (—1)2 ■ 30 =  30.
an 1
Queremos dois números tais que a soma entre eles dê 11 e seu produto seja 30, dessa 
forma, as raízes da equação são:
a 1 = 5 e a 2 =  6.
2) Dada a equação x 3 + 5x2 — 17x  — 21 = 0, sabendo que — 1 e 3 são raízes simples, 
encontre a terceira raiz da equação. Pelas relações vistas, temos:
5
— 1 +  3 +  a 3 = — 1  = —5 
17
(—1) ■ 3 + (—1) ■ a.3 + 3 ■ a 3 = —  = —17
2 1
(—1) ■ 3 ■ «3 = -----1~ =  21.
Podemos utilizar qualquer uma das três equações para encontrar a raiz que falta, assim:
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«3 — - 7 .
3) Sabendo que —2, 4 e 5 são raízes de uma equação, sendo que —2 possui multiplicidade 
2, encontre duas das possíveis equações. Como temos três números, sendo um deles com 
multiplicidade 2, sabemos que a possível equação possui grau 4, Então:
(x +  2)2(x — 4)(x — 5) — 0 
(x2 +  4x +  4)(x — 4)(x — 5) — 0 
(x3 — 12x — 16)(x — 5) — 0 
x4 — 5x3 — 12x2 +  44x +  80 — 0.
Assim, duas possíveis equações são:
x4 — 5x3 — 12x2 +  44x +  80 — 0 e 2x4 — 10x3 — 24x2 +  88x +  160 — 0.
Podemos resolver esse tipo de questão com as relações: para a4 — 1:
— 2 — 2 +  4 +  5 — —a3 —̂  a3 — —5
(—2) • (—2 )+  (—2) • 4 + ( —2) • 5 +  (—2) • 4 + ( —2) • 5 +  4 • 5 — a2 —̂  a2 — —12
(—2) • (—2) • 4 + ( —2) • (—2) • 5 +  (—2) • 4 • 5 +  (—2) • 4 • 5 — —ai —̂  ai — 44
(—2) • (—2) • 4 • 5 — ao —̂  ao — 80;
então,
x4 — 5x3 — 12x2 +  44x +  80 — 0.
— 2 — 2 +  4 +  5 =  — y  = ^  a3 = —10
(—2) ■ (—2) +  (—2) ■ 4 + (—2) ■ 5 + (—2) ■ 4 + (—2) ■ 5 + 4 ^5  = y
(—2) ■ (—2) ■ 4 + (—2) ■ (—2) ■ 5 + (—2) ^4^5 + (—2) ^4^5  = — ̂
(—2) ■ (—2) ■ 4 ■ 5 = a 0  ao =  160,
então,
2x4 — 10x3 — 24x2 + 8 8 x  + 160 =  0.
4) Determine as raízes da equação x 5 — x 4 — 29x3 + 45x2 + 216x — 432 = 0, sabendo que
uma das raízes tem multiplicidade 3 e outra tem multiplicidade 2,
A equação possui grau 5, portanto sabemos que são eineo raízes. Contudo, uma 
das raízes tem multiplicidade 3 e a outra 2, Definimos então:
a 1 = a 2 = a 3
a4 = a5.
É salutar montarmos as relações da seguinte forma:
3ai + 2 a 4 = 1 
3a 2 + 6 a i a 4 + a 2 =  —29 
< a 3 + 6 a 2 a 4 + 3aia4  =  —45 
2 a 3a 4 + a  2a 4 = 216 
a \ a \  = 432.
A quinta relação pode ser utilizada fatorando o termo da esquerda:
CAPÍTULO 9. EQUAÇÕES AL G É B R IC AS
Para a4 = 2:
a3a4 = 2433 = 33 42.
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Essa igualdade nos leva a duas possíveis soluções:
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a 1 = 3 ,a 4 = 4 ou a 1 = 3 ,a 4 = —4.
Uma vez que temos certeza do valor de a 1 , podemos utilizar a primeira relação para 
definirmos a solução:
3 ■ 3 + 2a4 = 1 V a 4 = —4.
Logo, as raízes da equação são:
a 1 = 3 e a 4 = —4.
9,4, Raízes não Reais
Vimos alguns casos de raízes complexas inteiras e nulas, No caso de raízes não 
reais, temos que as mesmas terão a forma a + bi, em que a é a parte real e b a  parte 
imaginária. No caso em que tivermos raízes desta forma, o seu conjugado a — bi também 
será raiz da equação algébrica. Enunciamos e provamos este resultado a seguir:
T eo rem a  9.2. (Teorema das raízes não reais) Toda equação algébrica com coeficientes 
reais que admite como raiz um número não real a + bi, também admite seu, conjugado 
a — bi
Demonstração. Considere uma equação algébrica f  (x) = 0 e suponha que o número 
complexo a + bi, com b = 0, seja raiz desta equação. Queremos verificar que o complexo 
conjugado a — bi também é raiz da equação. Caso seja, dizemos que f  (x) é divisível por 
x  — (a — bi). Faremos a divisão de f  (x) por [x — (a + bi)][x — (a — bi)], então:
f ( x )  = [x — (a + bi)][x — (a — bi)] ■ q(x) + r(x),
e, por hipótese, temos que f  (a + bi) = 0; isto implica, pelo Teorema 8,1, que:
r(a + bi) = 0.
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Uma vez que a equação do divisor por [x — (a +  bi)][x — (a — bi)] tem grau 2, o grau de 
r(x) tem  grau menor que 2, portanto:
r(x) — cx +  d
r(a +  bi) — c(a +  bi) +  d — 0 
ca +  cbi +  d — 0 
ca +  d +  cbi — 0.
Pela igualdade de números complexos, a parte real deve ser nula e a parte imaginária 
também:
ca +  d — 0 
cb — 0.
b —0
cb — 0,b — 0
ca +  d — 0,c — 0
c — 0
0 +  d — 0 d — 0.
Assim.
r(x) — cx +  d — 0x +  0 — 0.
Logo, f  (x) é divisível por [x — (a +  bi)][x — (a — bi)], por consequência, também é divisível 
por [x — (a — bi)]. □
Imediatamente decorre que:
O número de raízes não reais de uma equação algébrica de coefici­
entes reais é par.
Caso uma equação algébrica de coeficientes reais tenha grau ímpar, 
a mesma admite ao menos uma raiz real.
O utra forma de provar este teorema pode ser feita usando conhecimentos em números
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complexos, como a seguir:
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Demonstração. Novamente, temos por hipótese que o número Z  = a + bi é raiz da equação 
algébrica anx n + an— ix n—i + . . .  + a2x 2 + aix  + a0 =  0, isto é:
f ( Z ) = anZ n + an— i Z n i + . . .  + a2 Z 2 + a i Z  + a0 =  0. (9,10)
Queremos provar que o conjugado de Z, denotado por Z  = a — bi, também é raiz da 
equação. Aplicando o conjugado dos dois lados da equação (9,10), temos:
anZn + an— i Z n—i + . . .  + a2 Z 2 + a i Z  + a0 =  0.
A propriedade de soma de conjugado de números complexos nos diz que Z  i + Z 2 = Z  i + Z 2. 
então:
anZn + an— i Z n—i + . . .  + a2 Z 2 + a i Z  + a0 =  0.
Agora aplicamos a propriedade do produto de conjugados: Z i  ̂ Z 2 = Z ]_ ■ Z 2, portanto:
anZ n + an—i Z n— i + . . .  + a2 Z 2 + a i Z i + a0 =  0.
Números reais são aqueles cuja parte imaginária é nula, portanto, o conjugado de um
número real é ele mesmo. Como os coeficientes são todos reais, temos:
~ryn ~ryn— i ~ry2 i ^anZ  + an—i Z  + . . .  + a2 Z + a \Z  + a0 =  0.
Assim, f  ( Z ) =  0, □
9,5, Pesquisa de Raízes Racionais
Um caso em particular para a pesquisa de raízes de uma equação polinomial diz 
respeito às equações com coeficientes inteiros. Considere uma equação algébrica de eoefi-
CAPÍTULO 9. EQUAÇÕES A L G ÉBR IC AS  
cientes inteiros:
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anx  + an - 1x  + . . .  + a2x  + a 1x  + ao — 0.
PPartindo da hipótese que -  seja uma fração irredutível e que seja raiz da equação, então:
q
an( ~ )n + an - 1 ( ~ )n 1 + . .. + a 2 ( ~ )2 + a 1  + a 0 = 0n q n q q q
qn
anPn + an- 1pn 1q + . . .  + a2p 2 qn 2 + a 1pqn 1 + aoqn = 0, (9.11)
logo,
anPn + an- 1Pn-1q + . . .  + a2p 2 qn - 2 + a 1pqn - 1 = —a0 qn,
o que implica:
p(anpn - 1 + an- 1pn-2q + . . .  + a2pqn - 2 + a 1qn - 1) = —a0 qa. (9.12)
Uma vez que os coeficientes da equação são números inteiros e p  e q tam bém  são
p
multiplicado por este fator. Analogamente, o membro da direita tam bém  é divisível por
n p
p, isto é, a0 qn é divisível por p. Porém, por hipótese, -  é uma fração irredutível, ou seja.
q
p  e q são primos entre si. Dessa forma, concluímos que a0 é múltiplo de p.
Por outro lado, voltando à equação (9.11), podemos seguir outro caminho:
an- 1pn-1q + . . .  + a2 '[?qa - 2 + a-1pqa - 1 + a0 qn = —anpn,
donde:
q(an-1pn - 1 + . . .  +  a2p 2qn - 3 + a p 71- 2 + a0 qn - 1) = —anpn. (9.13)
p q
são inteiros, o membro da esquerda na equação (9,13) é divisível por q, pois o mesmo está
multiplicado por este fator. Analogamente, o membro da direita também é divisível por q,
isto é, anpn é divisível por q. Porém, por hipótese, -  é uma fração irredutível. Chegamos
q
an q
Portanto, üea provado, pela diseussaão acima, o Teorema das R a i ze s  R a c i o ­
nais:
-
T eo rem a  9.3. (Teorema das raízes racionais) Se -  é um número racional irredutível e
q
raiz de u;ma equação algébrica com coeficientes inteiros:
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anx  +  an-ix  +  . . .  +  a 2x +  a ix  +  ao — 0,
-  ao q an
Vale ressaltar que este teorema não garante que a equação polinomial possui raiz 
racional e nem que encontraremos alguma raiz por este método, mas, caso exista, podemos 
identificá-las. Decorre, também deste teorema, que:
an
da equação, caso existam, são números inteiros.
Toda raiz inteira de uma equação algébrica de coeficientes inteiros 
ao
Seguem alguns exemplos:
1) Determinar as raízes da equação 3x3 +  2x2 — 7x +  2 — 0, Pelo Teorema 9,3, como a
-
equação possui somente coeficientes inteiros, se -  for uma raiz, p  será divisor de a0 — 2 e
q
q será divisor do termo dominante a3 — 3, Então:
divisores de 2 — { — 2, —1,1, 2} — y possíveis valores de p, 
divisores de 3 — { — 3, —1,1, 3} — y possíveis valores de q.
Agora montamos as combinações -  para testarm os quais são raízes:
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p í 2  1 1 2
-  = \ - 2 , - 1 , — , — 1 , 2  q \  ’ ’ 3  3  3  3 ’ ’
Verifiquemos qual ou quais desses valores são raízes: se i  =  —2, então
3( — 2 f  +  2 • (—2)2 — 7 ■ (—2) + 2 = 0.
Portanto — 2 é raiz, Se i  = —1, então
3 ■ (—1 f  +  2 ■ (—1)2 — 7 ■ (—1) + 2 = 8  = 0.
Portanto — 1 não é raiz. Se i  = então
3 ’
2 \ 3 í  2 \ 2 _ (  2 \  2 0
3 - 1 - 3  + 2  ' C A  — 7  L - 3  + 2 = T = ° -
2 1
Portanto —  nao e raiz. Se i  = — , entao 
3 3 ’
A 3 /  A 2 _ /  1 \  40
3 - 1 - 3  + 2 4 —A  — 7 4 - 3  + 2  = y  = °.
1 1
Portanto —  nao e raiz, Se i  = entao 
3 3 ’
3 M s )  + 2 í 3 )  - 7 ■ ( í ' + 2 = ° .
1 2
Portanto — é raiz. Se i  = então 
3 3
2 \ 3 Í 2 \ 2 _ Í 2 \  8
3 - I 3 + 2  4  3 — 7 4 s + 2 = —9 = 0 ■
2
Portanto -  não é raiz. Se x  = 1, então 
3
3 ■ (1) 3 + 2 ■ (1) 2 — 7 ■ (1) +  2 =  0.
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Portanto 1 é raiz.
Uma vez que a equação é de grau 3, a mesma possui três raízes e não é necessário 
o teste com o valor x  = 2. Portanto, as raízes da equação são: |  — 2, 3 , 1
2) Considere a equação x 3 — 8 x 2 + 21x — 20 = 0, determine as raízes desta equação. Pelo 
Teorema 9,3:
divisores de 20 = {±20, ±10, ±5, ±4, ± 2, ±1} — y possíveis valor es de p, 
divisores de 1 = {±1} — y possíveis valor es de q.
Então:
p = {±20, ±10,  ±5, ±4, ±2, ±1}.  
q
Verificação das possíveis raízes: se x  = —20, então
(—20) 3 — 8  ■ (—20) 2 + 21 ■ (—20) — 20 =  —11640 = 0.
Portanto, — 20 não é raiz. Se x  = 20, então
(20)3 — 8 ■ (20)2 +  21 ■ (20) — 20 =  4821 =  0.
Portanto, 20 não é raiz. Se x =  —10, então
(—10)3 — 8 ■ (—10)2 +  21 ■ (—10) — 20 = —2030 = 0.
10 x  = 5
(—5) 3 — 8  ■ (—5) 2 + 21 ■ (—5) — 20 = —450 = 0.
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Portanto, —5 não é raiz. Se x  =  5, então
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(5) 3 — 8  ■ (5) 2 + 21 ■ (5) — 20 = 10 = 0.
Portanto, 5 não é raiz. Se x  =  —4, então
(—4 f  — 8  ■ (—4) 2 + 21 ■ (—4) — 20 = —296 = 0.
Portanto, —4 não é raiz. Se x  =  4, então
(4) 3 — 8  ■ (4) 2 + 21 ■ (4) — 20 =  0.
Portanto, 4 é raiz. Se x  =  —1, então
(—1 ) 3 — 8  ■ (—1 ) 2 + 2 1  ■ (—1 ) — 2 0  = —50 = 0.
Portanto, —1 não é raiz. Se x  =  1, então
(1 ) 3 — 8  ■ (1 ) 2 + 2 1  ■ (1) — 2 0  = — 6  = 0 .
Portanto, 1 não é raiz.
Podemos utilizar o Dispositivo de Briott-Ruffijii para diminuir o grau da equação. 
Como a equação resultante será de grau 2, as duas raízes desta última serão raízes da 
equação original:
Dessa forma, as raízes que faltam serão raízes da equação x 2 — Ax +  5 =  0:
4 ±  V 16 — 20 4 ± V 4 2  4 ±  2i
x  = -------   = -------  =  — -—  = 2 ±  i.
2 2
Assim, as raízes da equação são {4, 2 +  i, 2 — ?'}.
3) Sabendo que 2 e 3 + 2 i são raízes de uma equação de grau 4, encontre as outras duas 
raízes sabendo que uma das raízes é inteira e seu termo dominante e termo independente 
são, respectivamente, 1 e 8,
Pelo Teorema 9,2, se 3 + 2i é raiz da equação, seu conjugado também é, portanto, 
3 — 2i é uma das raízes. Para determinar a últim a raiz, podemos escrever a equação na 
forma fatorada e expandi-la:
1(i  — 2)[i — (3 + 2i)][i — (3 — 2i)](i — i 4) = 0 
i 4 — ( 8  + i 4 ) i 3 + (25 + 8 i 4 ) i 2 — (26 + 25 i4 ) i  + 2 6 i4 = 0.
Uma vez que o termo independente é 8, então:
4
26i4 = 8  = ^  i 4 = — .
13
Logo, as raízes da equação são { 4 , 2, 3 + 2i, 3 — 2i}.
9.6, Pesquisa de Raízes Reais
Sabemos que se um número complexo é raiz de uma equação algébrica constituída 
de coeficientes reais, o conjugado desse número tam bém  será raiz, e vimos também um 
método para indicar possíveis raízes racionais utilizando o termo dominante e o termo 
independente. Vale ressaltar que este último método, apesar de não garantir que haja 
raízes racionais, fornece uma ferramenta que permite encontrá-las, caso existam,
Xão é possível a determinação de raízes irracionais de maneira precisa; em geral, 
usamos aproximações que podem ou não auxiliar em sua busca. Um dos métodos de 
aproximação é o M é to d o  da B isseção .  Este método consiste em escolher um intervalo 
[a, b] do domínio da função algébrica, de forma que a função nos limites do intervalo tenha 
sinais opostos. Esta escolha se deve ao fato de que, por terem sinais opostos, o gráfico 
da função passa pelo eixo das abseissas, ou seja, existe pelo menos uma raiz real neste 
intervalo, como vemos nos gráficos das Figuras 9,1 e 9,2,
9.7, Teorema de Bolzano-Cauehy
O Método da Bisseção nos leva ao Teorema de Bolzano-Cauehy:
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9.1: Intervalo ]a,b[ com /(a )  e f(b)  de sinais opostos e uma raiz real
Figura 9.2: Intervalo ]a,b[ com /(a )  e f(b) de sinais opostos e três raízes reais
T eo rem a  9.4. (Teorema de Bolzano-Cauchy) Seja / :  M. — y M. uma função contínua no 
intervalo [a,b] tal que f ( a ) • f(b)  <  0. Então existe c G ]a,b[ tal que /(c ) =  0.
Note que a condição de /( a )  e f(b)  terem sinais opostos é suficiente para a existência 
de uma raiz no intervalo ]a, &[, mas não é necessária, uma vez que se a função tiver valores 
com mesmo sinal em um intervalo, ainda poderemos ter uma ou mais raízes neste mesmo 
intervalo, como visto nos gráficos das Figuras 9.3 e 9.4.
Uma vez que se define o intervalo ]a,b[, com /(a )  e f(b)  de sinais opostos, esco­
lhemos um valor cl\ pertencente ao intervalo para teste da raiz. Podemos dizer que o 
limite inferior a é uma aproximação por falta e o limite superior b é uma aproximação por 
excesso da raiz c, portanto, o erro e de tais aproximações é menor do que a amplitude do 
intervalo, isto é, e < \b — a\. Dessa forma, a melhor aproximação para a escolha de cl\ é o 
ponto médio entre a e b.
Sendo assim, se f (d \ )  =  0, então uma das raízes foi encontrada e c =  d\. Caso
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9.3: Intervalo ]a,b[ com /(a )  e f (b)  de sinais iguais e duas raízes reais
9.4: Intervalo ]a,b[ com /(a )  e f (b)  de sinais iguais e uma raiz real
/(d i)  tenha mesmo sinal que um dos limites do intervalo, cl\ passa a ser o novo limite. 
Usando a Figura 9.1 como exemplo: se fQ h)  > 0, então o novo intervalo a ser testado 
será ]di,b[, caso contrário, o novo intervalo será ]a,di[.
d\ +  a
do
O processo é repetido; testamos o 
b d\




e fazemos o mesmo estudo. Note que a determinação dos intervalos nem
sempre é obtida facilmente ou pode nem existir, como nos casos em que a raiz possui
A maneira mais fácil de determinar o intervalo ]a,b[ é observando o gráfico da 
função, porém, para obter o gráfico de uma função polinomial é necessário calcular as 
raízes de algumas equações. Uma alternativa é obter um intervalo que contenha todas as 
raízes reais e depois dividí-lo em intervalos menores, para separar e determinar as raízes 
ou, ao menos, encontrar um valor aproximado com pequeno erro.
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9,8, Método de Laguerre
O M étodo  de Laguerre  é ideal para se obter um intervalo que contenha todas 
as raízes reais. Inicialmente iremos introduzir o conceito de limites.
D efin ição  9.2. [8, p,115] Seja f : A  — y R uma função com valores reais, definida em 
um subconjunto A C R. Neste caso, f  é uma função real de variável real. Dizemos que o 
número real L  é o limite de f  quando i  se aproxima de um valor i 0 E R, e escrevemos
lim f  ( i)  = L,X—X0
se para todo £ > 0, há um número correspondente 5 > 0 tal que \ f  ( i)  — L\ < £ sempre 
que 0 <  \ i  — i 0 \ <5.
Partimos inicialmente de que
lim f  ( i)  = ± ro ,X—
dependendo do sinal do termo dominante an de f .  Supondo que an > 0 (caso não seja,
—1
lim f ( i )  = + ro ,X—̂+̂ 0
e, da definição de limite,
V M >  0, 3 S  E R+ \ f  ( i )  > M,  y  i  > S.
Seja, então, um número real positivo S  tal que f  (i ) > 0, para to do i  > S.  Isto 
equivale a dizer que
$ i  > S ; f  ( i )  = 0,
S S
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superior das raízes reais do polinómio. Se dada equação:
80
f  (x) = anx n +  an - ixn 1 +  . . .  +  a\x  +  a0 =  0
é tal que ai > 0, para to do q não pode existir x  > 0 tal que f  (x) = 0, Logo, se todos
0
reais.
Dividindo o polinómio por (x — S ), teremos
f  (x) = (x — S) ■ g(x) +  r(x),
onde dg = n — 1 e dr < 1. Por hipótese, tem os que f  (x) > 0, para to do x  > S, o que
também é válido para o segundo membro da igualdade:
(x — S ) ■ g(x) +  r(x) > 0, V x  > S.
Contudo,
x  > S  = ^  x  — S  > 0,
e, portanto, certamente
(x — S ) ■ g(x) +  r(x) > 0,
g(x) > 0  r(x) > 0
g(x)
r(x) S
divisões sucessivas de f  (x) por (x — 1), (x — 2 ) , . . .  até que se encontre um valor a tal
(x — a) a
S
Para encontrar a cota inferior s (um número real tal que todas as raízes reais da 
equação sejam maiores que s), observa-se que a equação f  (—x) = 0 admite como raízes
CAPÍTULO 9. EQUAÇÕES AL G É B R IC A S 81
os opostos das raízes de f ( x )  =  0 e, portanto, se um número S'  supera todas as raízes de 
f ( —x) =  0 , seu oposto s = —S f é inferior a todas as raízes reais de f ( x )  =  0 .
Portanto, obtemos um intervalo ]s, S[ que contém todas as raízes reais da equação 
algébrica e podemos dispor de todas as ferramentas utilizadas até aqui para definir as
1) Considere a equação algébrica x 5 +  ít4 — 9ít3 — x 2 +  20ít —12 =  0. Para determinar suas 
raízes vimos que, uma vez que os coeficientes são inteiros, temos como possíveis raízes:
P =  12 
q
{±1,  ±2 , ±3, ±4, ±6, ±12}.
Podemos fazer os testes como visto anteriormente na seção sobre raízes racionais, mas 
utilizando o Método de Laguerre para aprimorar a busca, temos:
Sendo assim, teremos as raízes reais 1 e 2, e na divisão por (x — 3) encontraremos um 
polinómio com os coeficientes positivos, então 3 é cota superior. Seguindo, escrevendo a 
equação f ( —x) =  0, temos:
f  (—x) = —x  + x  + 9x — x  — 20x — 12 = 0.
Multiplicando por —1:
x 5 — x^ — 9x 3 + x 2 + 20x +  12 =  0.
Em seguida, encontrando a cota superior desta últim a equação, poderemos localizar a 
cota inferior da equação original:
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Uma vez que os coeficientes deste último polinómio quociente são todos positivos, então 
—4 é cota inferior. Portanto, as raízes reais da equação x 5 T  x 4 — 9x 3 — x 2 T  20x —12 =  0 
pertencem ao intervalo ] — 4, 3[.
Dessa forma, dispensamos os testes com os valores {±6, ±12}, bem como com 
os valores —4 e 3, já  que nas cotas o polinómio assume um valor negativo ou positivo, 
portanto não nulo; temos:
f  (—!) = (—1)5 + (—1)4 — 9(—1)3 — (—1)2 + 20(—1) — 12 = —24
f  (—2) = (—2)5 + (—2)4 — 9(—2)3 — (—2)2 + 20(—2) — 12 = 0
f  (—3) = (—3)5 + (—3)4 — 9(—3)3 — (—3)2 + 20(—3) — 12 = 0.
Note que encontramos —2 e —3 como raízes, o que ficou constatado no Dispositivo de
Briott-Ruffijii e, como todas as raízes reais estão no intervalo ] — 4, 3 [, encontramos quatro 
raízes racionais. A quinta e últim a raiz pode ser encontrada escrevendo a equação em sua 
forma fatorada, expandindo e igualando à equação original:
( i  + 2 ) ( i  +  3)( i  — 1)(i  — 2)( i  — i 5 ) = i 5 +  i 4 — 9 i 3 — i 2 +  20i — 12 
i 5 +  (2 — i 5 ) i 4 — (7 +  2 i 5 ) i 3 — ( 8  — 7 i 5 ) i 2 +  (12 +  8 i 5 ) i  — 12 i 5 = i 5 +  i 4 — 9 i 3 — x 2 +  20i  — 12
donde obtemos #5 =  1.
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Determinamos 1 com multiplicidade 2, assim, as raízes da equação são { — 3, —2,1, 2}.
2) Determinar as raízes da equação ICte4 — 77x3 +  14Cte2 — 77x ±  130 =  0. Sendo os 
coeficientes todos inteiros, podemos formar o conjunto de candidatos à raízes:
1 1 2 1 13 5 13 26 13 65
± — , ± - , ± - , ± - , ±1, ±  — , ±2, ± - , ± — , ±5, ± — , ± — , ±  — , ±10,  ±13, ±26, ±65,  ±130 
1 0  5  5  2  ’ 1 0  ’ 2  5 ’ 5 ’ 2 ' 2  ’
Como são trin ta  e seis candidatos, podemos usar o Método de Laguerre para definir um 
intervalo. Podemos usar os próprios coeficientes da equação para fazer um teste inicial 
em vez de efetuar divisões sucessivas por 1 ,2 , . . . .  Sendo a5 =  10 e a4 =  — 77, podemos 
iniciar testando a divisão por (x — 8):
Obtivemos um polinómio quociente com todos os coeficientes positivos, portanto, 8 é cota 
superior do intervalo. Escrevendo a equação f ( x )  =  ÍCD4 ±  77x3 ±  140a:2 ±  77x ±  130, 
vemos que para x  =  0 teremos um polinómio quociente apenas com coeficientes positivos, 
assim, 0 é cota inferior. Reduzimos assim consideravelmente para treze possíveis raízes:
1 1 2 1 13 5 13 26 13
1 0  , 5 , 5 , 2 , , 1 Õ, , 2  , T , , T  , Y
Fazendo testes no intervalo ]0, 8 [, temos:
f (1) =  130, f (2) = 80, f (3) = -110 , f  (4) =  -306 , 
f (5) = -130 , f (6 ) = 1036, f (7) = 4050.
Assim, pelo Teorema 9.4, como /(2 ) • /(3 ) <  0 e /(5 )  • /(6 )  <  0, existem uma raiz real no 
intervalo ]2, 3[ e outra raiz real no intervalo ]5, 6[. Logo, os candidatos são:
( 5 13
• No intervalo ] 2, 3 [: < - ,  —
2 5
f i  2 -20176.
• No intervalo ]5,6[: /  (^~ ^J =  0-
Temos que -  e — são raízes. Para determinar as duas últimas raízes, podemos utilizar o 
Dispositivo de Briott-Ruffijii com as raízes encontradas e reduzir o grau do polinómio ao 
grau 2:
s
2 10 -  77 140 - 7 7 130
26
5 10 - 5 2 10 - 5 2 0
10 0 10 0
O polinómio foi reduzido a ICte2 +  10, assim, as duas raízes que faltam são ± d  Portanto,
' , ~ - J 5  26as raizes da equaçao sao < —
12 5
10. C o n sid e raçõ es  F in a is
Xeste referido trabalho tentei de forma cristalina e certeira selar a minha crença de 
que para ensinar M atemática é preciso estabelecer conexões entre assuntos e temas que 
acabam muitas vezes sendo trabalhados isoladamente, a saber, a Geometria e a Álgebra, 
por exemplo.
Xão obstante, também promulguei a importância das demonstrações: quando o 
aluno descobre o porquê de um teorema e/ou um corolário dificilmente esquecerá quando, 
como e onde deve aplieá-lo. Além disto, a apresentação de um contexto Histórico pôde 
instigar a capacidade imaginativa fortalecendo assim o processo cognitivo.
Esta obra almejou esforçadamente relatar uma realidade, a meu ver, apaixonante: 
sempre que acharmos necessário podemos trilhar caminhos alternativos na busea às de­
monstrações e soluções, isto 6, na M atemática nunea existe apenas uma maneira de che­
garmos à solução, ao sucesso.
Enfim, acredito ser de grande valia para professores apossarem-se e utilizarem 
dos métodos citados nesta proposta, podendo tornar o ensino de polinómios e equações 
algébricas mais atrativo, completo e seguro.
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