Many shift scheduling algorithms presume that the staffing levels, required to ensure a target customer service, are known in advance. Determining these staffing requirements is often not straightforward, particularly in systems where the arrival rate fluctuates over the day. We present a branch-and-bound approach to estimate optimal shift schedules in systems with nonstationary demand and (stochastic) service level constraints. The algorithm is intended for personnel planning in small-scale service systems with limited opening hours (such as smallscale call centers, banks, and retail stores). Our computational experiments show that the algorithm efficiently explores the solution space and quickly finds an optimum (even if an inferior starting solution is used).
Introduction
Many shift scheduling algorithms presume that the staffing levels, required to ensure a target customer service, are known in advance: the shift scheduling step then boils down to fitting the min cost shift schedule to the requirements. Determining these staffing requirements, however, is nontrivial at tomer service level are not straightforward to determine. Moreover, the two-step approach may result in suboptimal shift schedules (Ingolfsson et al., 2002; Mason, 1998, 1999b) , because several staffing solutions might exist that lead to shift schedules with substantially varying costs. Alternatively, shift scheduling can be done directly based on the timevarying arrival rates (Ingolfsson et al., 2002; Koole and van der Sluis, 2003; Castillo et al., 2009; Helber and Henken, 2010) . These approaches avoid the suboptimality that arises by decomposing the problem into two steps. Yet, including quality of service constraints in the shift optimization is not straightforward, hence authors commonly resort to simplifying assumptions (e.g., exponential service and abandonment times).
Our research is closely related to the work of Ingolfsson et al. (2002 Ingolfsson et al. ( , 2010 and Atlason et al. (2004 Atlason et al. ( , 2008 . These articles suggest algorithms to determine low-cost shift schedules with a service level constraint on customer waiting time. Ingolfsson et al. (2002) evaluate schedule performance by numerical integration of the forward differential equations for M t /M/s t queues and apply a genetic algorithm to search for good schedules. Ingolfsson et al. (2010) apply a heuristic cutting-plane algorithm and use the randomization method for evaluating schedule performance (Grassmann, 1977; Ingolfsson, 2005; Ingolfsson et al., 2007) , which is computationally less expensive but yields similar accuracy (Ingolfsson et al., 2007) . Atlason et al. (2004 Atlason et al. ( , 2008 suggest a cutting plane method that uses simulation to evaluate customer service, and add cuts based on the estimated (pseudo)gradients of the service level function. This requires substantial computational effort. Atlason et al. (2008) show that their algorithm converges towards an optimal solution as the number of replications grows large; in contrast, both Ingolfsson et al. (2002) and Ingolfsson et al. (2010) are heuristic approaches, that do not guarantee an optimal solution.
The approach developed in this article is easier to implement than the one proposed in Atlason et al. (2004 Atlason et al. ( , 2008 . Though our approach cannot strictly guarantee the optimum in the exhaustive setting, it will converge to the optimal solution in systems with a preemptive service policy (where service can be interrupted and the customer in service rejoins the queue), as the number of replications grows to infinity.
Problem statement and notations
We focus on a single-stage multiserver M t /G/s t + G queue, as depicted in Figure 1 . The current time is represented by t and ranges between 0 and 3 time horizon T (i.e., the opening hours of the service system). Customer arrivals have a time-varying arrival rate λ t (in our numerical experiments, we assume Poisson arrivals, though this choice is by no means restrictive). The service process is generally distributed with per server service rate µ; the abandonment process is generally distributed with rate θ. The main objective is to estimate an optimal shift schedule, such that the target customer service is achieved at minimum cost. The cost is measured in man-hours. In line with the related literature (Feldman et al., 2008; Ingolfsson et al., 2010; Campello and Ingolfsson, 2011; Izady and Worthington, 2012) , customer service is measured by the virtual waiting time W t at given time instants t, i.e., the waiting time that an infinitely patient (fictive) customer encounters upon arrival at time t (Gross et al., 2008; Le Minh, 1978; Mandelbaum and Momgilović, 2008) . More formally, let t p = {0, ∆ p , 2∆ p , . . . , T − ∆ p } represent the set of time instants at which performance is evaluated (the notations are illustrated in Figure 2 ). We then require the following hard constraint to be met:
SERVICE PROCESS

QUEUE
with τ the maximum allowed waiting time, and α the target probability of excessive waiting. The validity of this constraint is checked by simulation. Note that for τ = 0, Expression (1) corresponds to the delay probability. Capacity changes can only take place at specific points in time, i.e., at the start of a staffing interval. Staffing intervals have length ∆ s . The set of staffing interval indices is I s = {1, . . . , I s } with I s ≡ T /∆ s (see Figure 2) . 
The objective function denotes the total shift cost, with c j the cost of shift j (expressed in man-hours). In constraint (3), the indicator a j,is equals 1 if interval i s is an active period in shift j and equals 0 otherwise. Constraint (4) imposes non-negativity on the shift solution vector w = {w 1 , ..., w W }, that defines how many workers are assigned to each shift type. The actual number of operators implied by a given shift vector w is expressed as s w = {s w,1 , . . . , s w,Is }. Note that different w may give rise to the same s w , and that s w will tend to differ from s, as the shift schedule will tend to introduce slack on the first constraint in Problem (2-4). The overall objective is to minimize the shift cost c w , while ensuring that the related shift vector w satisfies the performance constraint in Expression (1). The abandonment cost is not included in the objective, but instead is influenced implicitly through the performance constraint: as abandonment behavior will increase as the waiting times grow, τ should be small compared to 1/θ if abandonments are to be avoided.
The exhaustive service policy implies that servers will work overtime at the time their shift ends, to finish the ongoing service instance (if any). As such, customers cannot be transferred between servers. Note that this does not completely match the exhaustive service policy applied in Atlason et al. (2008) , which only allows for overtime when the overall scheduled capacity decreases (i.e., when the servers that go off duty are not replaced by new servers).
Branch-and-bound algorithm
In this section, we develop a branch-and-bound algorithm for shift scheduling with nonstationary arrival rates. Section 4.1 discusses how the search tree is constructed. Section 4.2 describes in detail how this tree is explored, and which rules are applied to guide the search procedure. The algorithm's pseudocode is given in Appendix A.
Tree structure
The construction of the tree requires the following three staffing vectors as input:
• an initial feasible solution s init : any staffing vector that satisfies the performance constraint qualifies as initial feasible solution. A tighter initial feasible solution, however, speeds up convergence. The corresponding min-cost shift vector, w init (with cost c init w ), is obtained as the integer programming solution to Problem (2-4).
• a lower bound vector s LB : this vector contains the lower bound on the staffing requirements for each interval i s ∈ I s . Any staffing vector with capacity smaller than s LB in at least 1 interval, can never be feasible. Appendix B details how to obtain s LB .
• an upper bound vector s UB : All solutions for which s is > s UB is in at least one staffing interval yield a staffing cost that exceeds c init w , and should not be considered. Appendix B details how to obtain s UB .
An illustration of the tree structure is presented in Figure 3 , for I s = 3. Each node in the tree represents a staffing vector s, with corresponding staffing cost c s . The root node of the tree is initialized to s LB (as staffing vectors with capacity smaller than s LB in at least 1 interval are infeasible, they need not be considered in the search tree).
Starting from the root node, s is increased throughout the search tree. Each level in the tree is denoted by its depth d = 0, . . . , I s (d = 0 represents the depth of the root node). Child nodes are generated from a parent node by adding capacity to a given staffing interval (see Figure 4) c ;.
Figure 3: Example tree structure (I s = 3)
The total number of nodes in the tree (denoted by S) is equal to:
As explained in Section 4.2, defining the search tree in terms of staffing vectors enables an efficient exploration of the solution space. For each staffing vector s, the corresponding min-cost shift solution w can be retrieved by solving Problem (2-4). Note that the s vectors themselves are not
Figure 4: Illustration: Branching to a lower level (I s = 3) checked for feasibility with respect to the performance constraint: only the feasibility of w is relevant. By implicitly enumerating all staffing vectors, the algorithm avoids the suboptimality that is inherent in the traditional two-step approach.
Node exploration
For any given parent node, child nodes are considered in increasing order of c s (i.e., from top to bottom, in Figure 3 ). The tree is explored in a depthfirst manner: after checking a node at depth d, the algorithm branches to the lowest cost child node at levels
and all child nodes of the current parent node have been explored, we backtrack : the algorithm then returns to the previous level and continues with the next unexplored node in the tree. Note that in Figure 3 , the top child node at level d + 1 duplicates the parent node at level d; these duplicates are shown for completeness and are not explored.
To limit the number of nodes for which we need to effectively simulate the customer service level, we implement rules to fathom nodes. A node is fathomed if it is discarded from the search procedure, along with all its underlying child nodes. Throughout the algorithm, the best (feasible) shift vector found so far is stored (w * , with shift cost c * w ). At the start of the algorithm, w * is initialized to w init . Every node in the tree is evaluated according to the rules summarized in Figure 5 w (with c * w the best shift cost so far), then node s can be fathomed along with its underlying nodes and all unexplored child nodes from the same parent node. Indeed, all child nodes of s have a staffing cost which is at least as large as c s (as illustrated in Figure 4 ), so their corresponding shift cost cannot be smaller than c * w . As nodes at a given level are explored in increasing order of c s , the same is valid for the remaining unexplored child nodes with the same parent node as s. The algorithm then proceeds to the next unexplored node in the tree: this can be a node at depth d − 1 along the same branch as the parent node, or a node higher in the tree (if backtracking takes place).
This rule is referred to as Fathom[c s ]. Due to its low computational effort, it is used as a first criterion to eliminate parts of the solution space that cannot contain an optimum.
Step 2: Evaluate shift cost c w
If s could not be fathomed in step 1, the minimum shift cost c w is determined. We first solve the LP relaxation of Problem (2-4); let's denote its shift cost by c R w . If c R w ≥ c * w , then node s is fathomed along with its underlying nodes, and all unexplored child nodes from the same parent node (the argument is analogous to the one presented in step 1). As in step 1, the algorithm proceeds to the next unexplored node in the tree. Only when c R w < c * w , Problem (2-4) is solved with the integrality constraints included; when c w ≥ c * w , again node s is fathomed along with its underlying nodes, and all unexplored child nodes from the same parent node. These fathoming rules are referred to as Fathom[c R w ] and Fathom[c w ]. A limitation of our model is that it selects only one min-cost shift vector in each node, as such, possible alternative optima to Problem (2-4) are not accounted for. In systems with an exhaustive service policy, the start and end times of shifts impact the performance estimates. Alternative shift vectors with identical cost may result in slightly different performance estimates in such a setting (even if the capacity profile s w is identical over the day), which could cause the algorithm to miss the optimum. This limitation especially holds for highly utilized systems with long service times, because the exhaustive service policy is most prominent in such settings.
Step 3: Check if w was simulated before
Different s vectors can result in identical w vectors. As such, it is plausible that a given w vector with c w < c * w has already been simulated at a previous node. As simulations can be computationally expensive, we store each previously simulated infeasible w vector in a set (denoted by B), along with information on the first time instant at which the performance constraint was violated: Figure 6 (for I s = 5):
1. i e s < d (see Figure 6a) . In that case, the parent node at depth i e s can be fathomed and the algorithm proceeds with the next unexplored node at level i e s . 2. i e s = d (see Figure 6b) . In that case, the node at depth d can be fathomed and the algorithm proceeds with the next unexplored node at level d. Figures 6c and 6d) . In that case, we branch to the next unexplored child node at level i e s .
As a result, the algorithm each time augments the capacity in the interval that causes the performance constraint to be violated, i e s . Evidently, any violation might also be solved by increasing capacity in prior intervals i s < i e s . These solutions will be encountered later in the algorithm, when the algorithm backtracks to levels d < i e s .
Fathom parent node at level @ L J Note that the Fathom[i e s ] rule is particularly straightforward to apply given that the search tree is defined in terms of s vectors.
Step 4: Evaluate shift vector s w through simulation
For nodes that could not be fathomed based on one of the rules in steps 1-3, the feasibility of the min cost shift vector w with respect to the service level constraint in (1) is evaluated by means of simulation (see Appendix C for further details on the evaluation procedure).
If w is feasible, a new optimum has been found (as c w is smaller than c * w ). Again, all unexplored child nodes that share the same parent can be fathomed as these cannot improve the optimum. This fathoming rule is referred to as Fathom[w * ]. As in steps 1 and 2, the algorithm proceeds with the next unexplored node in the search tree.
If, on the contrary, w is infeasible, the Fathom[i e s ] rule is applied (see Section 4.2.3), and the vector w is added to set B.
Results
The approach described in Section 4 is tested on a set of 972 problem instances. All experiments are performed on an Intel I7 3.40 GHz computer, with 8 GB RAM. The experimental setup is described in Section 5.1. Section 5.2 discusses the algorithm's computational performance with respect to the number of nodes explored, and the improvement in the shift cost obtained with respect to the initial solution. Table 6 contains the parameter settings of the test set. We assume that the service system is open 12 hours per day and that the arrival rate follows a sinusoidal pattern with 2 peaks per day, fluctuating around the average ratē λ:
Experimental setting
where RA denotes the relative amplitude of the arrival rate, and with t expressed in hours. The service and abandonment distributions are assumed to be of the same type in each of the test instances: either both are exponential (SCV = 1), 2-phase Erlang (SCV = 0.5), or 2-phase Coxian (SCV = 2).
The shift sets are provided in Appendix D. Each shift is 4, 6, or 8 hours long and may include a one-hour break. This yields a set of 5 shifts for ∆ s = 240 min, a set of 12 shifts for ∆ s = 120 min, and a set of 45 shifts for ∆ s = 60 min (the latter is identical to the shift set of Ingolfsson et al., 2010) . The algorithm is terminated if an estimated optimal solution has not been found after 25,000 nodes have been simulated in the tree exploration phase. 
Algorithm performance
In our computational experiments, we select s init by means of the ISA(τ ) algorithm , a staffing heuristic which ensures a fairly tight and feasible staffing solution 1 . Table 2 contains statistics on the number of simulation runs needed to find the initial feasible solution and lower bound ("preprocessing" phase). It reveals that the initial feasible solution and the lower bound can be derived with a very small number of simulations. Figures 7(a) and (b) confirm these findings; they show the number of nodes explored with low computational effort (steps 1 to 3 in Figure 5 ) and high computational effort (step 4 in Figure 5 ), for each problem instance that could be solved to optimality. Figure 7(a) , that presents the number of nodes explored as a percentage of the total solution space (given by Expression 4.1). It shows that the algorithm is efficient: only a minor percentage of the nodes in the solution space are explored during the algorithm. Figure 7 (b) depicts the absolute numbers, showing more explicitly that the number of nodes requiring simulation is only a fraction of the nodes that are explored with low computational effort (i.e., most observations lie below the diagonal).
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Figure 7 
The top row of Figure 8 shows that in 15.74% of test instances, the algorithm terminates after 25,000 simulation runs (so, without a guarantee that there is no better solution to be found). It appears that the size of the solution space is a decisive factor here. All these instances allowed for 12 staffing intervals (∆ s = 60). Moreover, as detailed in Table 3 , the performance decreased as the relative amplitude of the arrival rate and/or the offered load increased (which implies that higher staffing will likely be needed to satisfy the customer service constraint).
The remaining 84.26% of instances were solved to optimality, as summarized in the bottom matrix of Figure 8 . Table 4 gives further details on these instances, analyzing the performance of the algorithm across different parameter settings. We compare only instances that were solved to optimality for each value of a particular parameter (all else equal); the last column in the As indicated by the first column of Figure 8 , the initial solution turns out to be optimal in 5.45% of the instances (0% cost reduction); verifying this may require a considerable number of simulations though. As shown in Table  4 , the probability that the initial solution is optimal increases as (1) the service rate increases, (2) the offered load decreases, (3) the abandonment rate increases, (4) the waiting time target is less stringent, (5) the service and abandonment processes are less variable, and (6) the staffing intervals are large. This is not surprising, as all these factors limit the solution space (both the number of staffing intervals and the capacity required), so it can be expected that the heuristic solution is more likely to coincide with the estimated optimum.
Overall, a majority of instances (approx. 70%) could be solved to optimality quickly (less than 100 simulation runs, see Figure 8 ). The improvement with respect to the initial solution turned out to be relatively small in most cases (improvements of more than 5% were only observed in about 35.70% of the instances, with improvements exceeding 15% in only 2.47% of the instances). This mainly confirms that the quality of the initial solution, as generated by the ISA(τ ) algorithm , is high (the related c init w tends to be close to the optimal shift cost). As confirmed by Table 4 , cost improvements exceeding 5% were especially likely in settings with low service rates, or high variability in the service and abandonment processes. Table 4 also provides more general insights into the optimal shift cost, across the different parameter settings. As expected, c * w increases as the offered load increases, and the relative amplitude of the arrival process increases. This is intuitive, as both factors imply that more capacity will be needed to meet the customer service constraint. Abandonments, by contrast, reduce the load on the system, and thus have a beneficial impact on the optimal shift cost. Furthermore, the staffing interval length plays a role: short staffing intervals provide more flexibility to the shift schedule, which tends to lead to lower optimal costs.
Finally, as observed before, the computational effort (as measured by the number of simulations performed) is highly sensitive to the size of the solution space, with the staffing interval length having a particularly large impact.
Impact number of replications
Any inaccuracies in the estimated customer service may affect the solution that is returned by the algorithm. In particular in steps 3 and 4 of Figure 5 , nodes are fathomed based on the service estimates, so inaccurate estimates may cause the algorithm to settle at a wrong optimum. As we use simulation to evaluate customer service, the estimation accuracy is impacted by the number of replications R. In this section, we compare R = 100 versus R = 2500, and assess the extent to which the difference in accuracy affects the computational effort required to run the algorithm to completion, and the observed cost difference at the final solution, for those instances that were solved to optimality.
More specifically, the difference in computational effort is measured through the number of simulation runs required (during the preprocessing and tree exploration stages): Table 4 : Sensitivity to system parameters (R = 2500), for instances solved to optimality
The cost difference (in percent) is determined as:
.
(9) Figure 9 shows that the difference in computational effort varies widely (with 5% and 95% percentiles equal to -662.4 and 251.4 respectively). The difference in cost, by contrast, is far less outspoken: increasing the number of replications has only a limited impact on the cost of the final solution (see Figure 10) . Using R = 100 yields a c * w that is 1.84% higher on average (the 5% and 95% percentiles equal -1.69% and 7.14% respectively).
The time-average of the confidence interval halfwidth is about 4% on average (for R = 100) and 0.8% (for R = 2500). We found that in 32.6% of the instances, the final solutions obtained with R = 100 appear to be infeasible if they are evaluated with R = 2500. Though the performance constraint was typically violated in only a limited number of performance intervals, this shows that R should be large in settings where the performance constraint is strict. 
Impact of the initial solution
In all computational results shown so far, the initial solution was generated by the ISA(τ ) algorithm . As evident from the results, this initial solution tends to be of high quality. In this section, we explore how a lower-quality initial solution affects the number of simulations required to terminate the algorithm, and the speed with which an estimated optimal solution is found. Because the algorithm is stopped Figure 10 : Sensitivity of the optimal solution to number of replications: difference in optimal shift cost after a fixed number of simulated nodes, it is important that good feasible solutions are found quickly, even if their optimality is not guaranteed. Ideally, the algorithm's speed in finding the optimal solution should not be impacted too severely by the quality of the initial solution.
The purpose of the initial feasible solution is twofold: it enables using the fathoming rules defined in Section 4.2 (it provides a value for c init w ), and speeds up the search for the lower bound on the staffing requirements (which defines the root node of the tree). In this section, we apply an alternative initial solution that is simpler to calculate (it requires no simulation runs) but results in a higher initial shift cost. More specifically, s init is obtained as the smallest staffing vector that satisfies the delay probability constraint (i.e., τ equal to 0) in a stationary M/M/s model with arrival rate λ max = max{λ t : t ∈ [0, T ]}. This vector is feasible in the corresponding M t /M/s t + M model (although it is probably very costly). In our experiments, the feasibility remains valid for general service and abandonment times, due to the large amount of excess capacity that is added due to the overly restrictive assumptions that are used (i.e., no abandonments, the use of λ max and τ equal to 0). Figure 11 contains the difference in the total number of simulation runs in the algorithm, for the instances that were solved to optimality (the alternative initial solution is indicated by M/M/s). The figure reveals that the total of simulations tends to be lower for ISA(τ ). A paired t-test showed that the difference is significant (with p < 0.01). As such, the simulation runs required to determine the ISA(τ ) solution result in a more than proportional reduction of the number of simulations needed to run the algorithm to completion. The algorithm succeeds in finding good solutions quickly, irrespective of the start solution: The differences in total simulation effort are generally small, even though the initial staffing cost c init s corresponding to the M/M/s-based solution may be substantially higher. Indeed, Table 5 shows that the best solution is typically found after a low number of simulation runs for both initial solutions (though the algorithm may require a substantial number of simulation runs to terminate). [ -20,-10[ [-10,0[ 0 ]0,10[ [10,20[ [20,30[ [30,40 Figure 12 : Impact of the initial solution: classification of test instances based on difference in number of simulations and difference in initial staffing cost
Concluding remarks and limitations
We present an implicit enumeration approach to estimate optimal shift schedules in terminating systems with nonstationary arrival rates and service level constraints. The results show that the algorithm is efficient in exploring the solution space, though the computational effort increases significantly as the number of staffing intervals and the server requirements per interval increase. Consequently, the algorithm is best suited for small-scale systems, with a limited number of operators. The algorithm is efficient and an estimated optimum is typically found quickly (even if an inferior start solution is used). The algorithm does not depend on a particular methodology to evaluate the service level constraints; in principle, any type of methodology can be used. However, the quality of the optimal solution proposed by the algorithm evidently depends on the accuracy of the customer service estimates.
The optimal solution found by our method is an estimated optimum because discrete-event simulation is used to estimate the service levels, and because alternative optima for Problem (2-4) are not accounted for. As is discussed in Section 4.2.2, the existence of alternative optima could cause the algorithm to miss the optimum in settings with an exhaustive service policy. This limitation especially holds for highly utilized systems with long service times, because the exhaustive service policy is most prominent in such settings. Though our approach cannot strictly guarantee the optimum in the exhaustive setting, it will converge to the optimal solution in systems with a preemptive service policy (where service can be interrupted and the customer in service rejoins the queue), as the number of replications grows to infinity.
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