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Yaniv Tenenbaum Katan and Daniel Podolsky
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We investigate the amplitude (Higgs) mode of the relativistic O (N) model in the vicinity of
the Wilson-Fisher quantum critical point in D = 4 − ε spacetime dimensions. We compute the
universal part of the scalar spectral function near the transition, to leading non-trivial order in the
ordered phase, and to next to leading order in both the disordered phase and the quantum critical
regime. We find that, in the disordered phase, the spectral function has a threshold behavior with no
Higgs-like peak, whereas in the ordered phase, the Higgs mode appears as a well defined resonance.
The pole associated with this resonance is purely real in the D → 3 + 1 limit, evolving smoothly
with dimensionality to become purely imaginary at D = 2 + 1 in the N → ∞ limit. Our results
complement previous studies of the scalar spectral function, and demonstrate that the resonance
found in these studies can indeed be directly identified with the Higgs mode.
PACS numbers: 74.40.Kb, 67.86.Hj, 11.10.Kk
I. INTRODUCTION
Relativistic field theories with O (N) symmetry de-
scribe spontaneous symmetry breaking phase transitions
in a large variety of quantum systems. In condensed mat-
ter and cold atomic systems, the experimental realiza-
tions of these models include, for example, the transverse
field Ising model (N = 1)1–4, the superfluid to Mott in-
sulator transition (N = 2)5,6, and the Néel transition in
dimerized antiferromagnets (N = 3)7,8.
Breaking of symmetry gives rise to collective modes.
When the broken symmetry is continuous, these exci-
tations include massless Goldstone modes, which are re-
lated to fluctuations in the direction of the order parame-
ter, and, in systems with emergent relativistic invariance,
to a massive Higgs mode associated with fluctuations in
the order parameter amplitude9,10.
The Higgs mode and the Goldstone modes are both
long lived at the mean field level. However, effects be-
yond mean field allow for the decay of the Higgs mode
into pairs of Goldstone modes. As a result, the Higgs
mode acquires a finite lifetime, thus bringing into ques-
tion its visibility in experiments. This question is espe-
cially relevant to systems inD < 4 spacetime dimensions,
that is, in d < 3 spatial dimensions (we consider rela-
tivistically invariant quantum critical points, for which
D = d + 1). In this case the emission of Goldstone
modes leads to an infrared divergence in the longitudi-
nal susceptibility11–13, the standard correlation function
used to probe the Higgs mode. However, this effect is sen-
sitive to the response function used to probe the mode,
and in particular to its symmetry14–16 . Specifically,
such infrared divergence has been shown to be absent the
scalar response function16. A measurement of this type
has been performed on cold bosons in an optical lattice,
where the Higgs mode was experimentally observed near
the Mott insulator to superfluid transition6.
The spacetime dimensionality D also plays an im-
portant role in the nature of the ordering transition at
the quantum critical point (QCP). For D = 3 + 1, the
non-linear coupling decays logarithmically as the QCP
is approached and the QCP itself is a Gaussian fixed
point17,18. This leads to a Higgs decay width that tends
to zero faster than its mass, rendering the Higgs mode
“critically-well defined”11,19,20. By contrast, for 2 < D <
4 the QCP is a Wilson-Fisher fixed point and the inter-
actions remain finite as the Higgs mass approaches zero.
In this sense, the interactions are fundamentally strong
close to the critical point, and it is therefore interesting
to study the nature of the Higgs resonance in this case.
The Higgs mode near the QCP atD = 3 has been stud-
ied using a variety of methods. In particular, the scalar
susceptibility was computed analytically in the large N
limit21, numerically in Quantum Monte Carlo (QMC)
simulations22–25, and through a non-perturbative renor-
malization group (NPRG) approach26. These methods
provide valuable information on the nature of the Higgs
mode near the QCP, but each approach has its limita-
tions. The analytic results may be far from experimen-
tally relevant systems, for which N ≤ 3. Similarly, the
QMC and NPRG methods rely on numerical analytic
continuation of Matsubara frequency response functions,
a procedure that is difficult to control. As a result, some
disagreement still exists regarding various properties of
the Higgs mode. These include quantitative questions
such as the precise value of the mass of the Higgs mode, as
well as qualitative questions such as the possible appear-
ance of a Higgs-like resonance in the disordered phase.
In this paper we address these questions following a dif-
ferent approach. We obtain the scalar susceptibility near
the Wilson-Fisher fixed point near D = 3 + 1 spacetime
dimensions, using a D = 4 − ε calculation that is con-
trolled for small ε. We then study the nature of the Higgs
excitation by extracting the universal component of the
scalar response function near the QCP. This approach
has its own limitations when applied to D = 2 + 1; how-
ever, it provides valuable information that complements
previous approaches.
The main results of our analysis are: (1) In the dis-
ordered phase, we find that the scalar spectral func-
tion has a threshold behavior without an accompanying
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2Higgs-like resonance. This contrasts numerical results in
D = 2 + 123. (2) In the ordered phase, we find that the
scalar spectral function features a sharp Higgs peak and
extract its associated pole near the Wilson-Fisher fixed
point. Furthermore, in the N → ∞ limit, we study the
position of the pole as a function of space-time dimension-
ality, and find that it evolves smoothly from a purely real
pole at D = 3+1 to a purely imaginary pole at D = 2+1.
The analytic structure of the scalar spectral function was
previously studied in the large N approximation21 and
by holographic methods27. In particular, in Ref.21 it was
shown that for large but finite N , the pole at D = 2 + 1
picks up a small real component. Our results show that
this pole is indeed smoothly connected to the sharp Higgs
peak at D = 3 + 1. (3) In the quantum critical regime,
we find that the universal scaling function has a peak at
finite frequencies near D = 3 + 1. This peak disappears
as one approaches D = 2 + 1.
This article is organized in follows. In Sec. II we briefly
review the O (N) model, the physical observables studied
in this work, and their expected scaling near the QCP.
In Sec. III we focus on the disordered phase; we calculate
the single particle gap, the scalar susceptibility, extract
the universal scaling function to next to leading order in
ε, and discuss its properties. In Sec. IV we extend the
analysis to the ordered phase, and evaluate the scalar sus-
ceptibility and its universal scaling function to the first
non-trivial order in ε. In addition, we evaluate the scalar
response function for N = ∞ and general D. In Sec. V
we compute the universal scaling function in the quan-
tum critical regime, to next to leading order. In Sec. VI
we provide a summary and conclusions. In Appendix A
we present the detailed calculations in the ordered phase.
In Appendix B we compute the polarization bubble in the
quantum critical regime.
II. GENERAL FORMALISM
A. Model
We study the partition function defined by the path
integral
Z = ∫ Dφα exp (−S [φ]) (1)
S [φ] =
∫
x
[
1
2
(∂µφα (x))
2
+
r
2
φ2α (x) +
U
8
(
φ2α (x)
)2]
.
(2)
Here, φα is a real field with N components, α ∈ {1...N}.
The action is defined on Euclidean space-time with
∫
x
=∫
dDx where D is the space-time dimension. The action
in Eq. (2) has relativistic invariance, in which the coor-
dinates have been scaled such that the speed of sound is
one.
The system described by Eq. (1) undergoes a quantum
phase transition at a critical value rc18,28,29. For r > rc,
the system is in a disordered phase with 〈φ〉 = 0. In this
phase the O (N) symmetry is preserved and there are N
degenerate gapped modes. By contrast, for r < rc the
system is in an ordered phase and the φ field acquires an
expectation value (EV), 〈φ〉 = (φ0, 0, ....) which breaks
the O (N) symmetry down to O (N − 1).
The breaking of theO (N) symmetry leads to the emer-
gence of collective modes which correspond to fluctua-
tions of the order parameter,
φ = (φ0 + σ, ~pi) (3)
where the N − 1 component field ~pi corresponds to the
N − 1 gapless Goldstone modes and the scalar field σ is
associated with the Higgs mode.
B. Physical Observables
The two-point tensor dynamical correlation function of
the φα field is defined by,
χαβ (p) =
∫
x
e−ip·x [〈φα (x)φβ (0)〉 − 〈φα (x)〉 〈φβ (0)〉] .
(4)
In the ordered phase, the amplitude fluctuations of the
order parameter can be probed by the longitudinal sus-
ceptibility,
χ11 (p) =
∫
x
e−ip·x [〈σ (x)σ (0)〉 − 〈σ (x)〉 〈σ (0)〉] (5)
which is the two-point correlation function of the σ field.
Within the mean field approximation, Eq. (5) has a
pole corresponding to a gapped excitation11, identified as
the Higgs mode. However beyond mean field level, the
peak of the Higgs mode broadens as a result of the decay
of the Higgs into pairs of Goldstone modes. In particular,
for D < 4, the longitudinal susceptibility has divergent
spectral weight at low frequencies, which overwhelms the
Higgs resonance close to the critical point11,12.
We will focus instead on a second observable, the scalar
susceptibility, which is the two-point correlation function
of the amplitude squared of the field φ,
χs (p) =
∫
x
e−ip·x
[〈
φ2α (x)φ
2
β (0)
〉− 〈φ2α (x)〉 〈φ2β (0)〉] .
(6)
It has been argued16 that the scalar susceptibility is less
sensitive to the emission of Goldstone modes, and there-
fore produces a sharper resonance for the Higgs mass.
We are interested in the dynamical scalar structure
factor function S (ω), obtained by analytic continuation
of the scalar susceptibility,
S (ω) = ={χs (p→ −iω + 0+)} (7)
Equation (7) corresponds to zero momentum and a finite
probe frequency ω.
3C. The Wilson-Fisher Fixed Point
The modern description of critical behavior is based
on the assumption that near phase transitions, the long
distance properties of a system are determined by the
large correlation length ξ, which is the only important
length scale30,31. In particular, the critical behavior is
dominated by fluctuations that are self similar up to the
scale of the correlation length ξ. This last property can
be used to build a description of the critical behavior
through the Renormalization Group (RG). The RG pro-
cedure consists of gradually eliminating the correlated
degrees of freedom at length scales x  ξ, until only
uncorrelated, simple degrees of freedom remain at the
length scale ξ. In this process, different fixed points of
the RG procedure correspond to either phases or to phase
transitions.
Applying the RG procedure to Eq. (1) yields that at
D = 4 − ε space time dimensions, this system under-
goes a phase transition described by the Wilson-Fisher
fixed point17,18,28,29. This result is derived for D = 4− ε
space time dimensions, but it is generally believed that
the fixed point can be smoothly evolved to describe the
phase transition in the range 2 < D < 4.
For D = 4 − ε, the interaction coupling U at the
Wilson-Fisher fixed point is of O (ε). To O (ε2),28
Uc =
2ε
N + 8
1
Ωε
(
1 +
9N + 42
(N + 8)
2 ε
)
(8)
where Ωε = Λ−εK4−ε , KD = 2
1−Dpi−D/2
Γ(D2 )
is the nor-
malized area of a D-dimensional sphere, Λ is the implicit
ultraviolet cutoff, and Γ is Euler’s Gamma function. This
allows for a controlled expansion of the physical observ-
ables in powers of ε.
In the case of the Wilson-Fisher point, deviations of U
away from Uc are irrelevant and flow only slowly to zero.
Therefore, in order to extract universal properties near
the critical point, we will set U = Uc and use δr = r− rc
as the tuning parameter across the transition18,28,29.
D. Scaling
We proceed to obtain the scaling limit21 of the dynam-
ical scalar structure factor S (ω) near the phase transi-
tion, in terms of the critical exponents. These critical
exponents can be obtained from the RG procedure at
the Wilson-Fisher fixed point. We start by deriving the
free energy density of Eq. (1), f = − 1V lnZ, with respect
to r,
∂2f
∂r2 =
1
4V
∫
x,y
[〈
φ2α (x)φ
2
β (y)
〉
− 〈φ2α (x)〉 〈φ2β (y)〉]− 1U
(9)
which is the scalar susceptibility for p = 0, up to addi-
tive and multiplicative constants. f can be written as
a sum of regular and singular parts, where according to
the hyperscaling hypothesis the latter scales as ξ−D. The
correlation length, ξ satisfies ξ ∝ |r − rc|−ν , where ν is
the correlation length exponent. It follows that
S (ω = 0) ∝ ξ−D+2/ν + regular part. (10)
For a relativistic theory, ξ ∝ 1∆ where ∆ is the energy
gap of single particle excitations in the disordered phase.
∆ serves as a characteristic energy scale at the ordered
phase. We conclude that
S (ω) = A±∆2αΦ±
( ω
∆
)
+ regular part (11)
where 2α = D − 2ν . The regular part is non-universal
and is analytic in δr, andΦ± are universal scaling func-
tions which describe the critical behavior of S (ω) in the
disordered (Φ+) and ordered (Φ−) phases.
In order to fix the overall amplitudes A±, we look at
the asymptotic behavior of S(ω) in different regimes. In
the disordered phase, we find that S(ω) has a threshold
at ω = 2∆. Near the threshold,
S(ω) ∼ A+∆2α
(
δω
∆
)(D−3)/2
Θ(δω) , (12)
where δω ≡ ω−2∆ and where Θ (x) is the Heaviside step
function. On the other hand, in the ordered phase and
at low frequencies 0 < ω  ∆, we find
S(ω) ∼ A−∆2α
( ω
∆
)D
. (13)
We will use these asymptotic forms to define A±. Their
individual values are not universal (e.g. they depend on
the UV cutoff), but their ratio is. We find,
A+
A− =
4N
N − 1 (14)
Note that the definition for A+ is slightly different from
that used in Ref.21, where the logarithmic threshold sin-
gularity, specific to D = 2 + 1, was used. Hence, a
straightforward comparison of the ratio obtained in both
approaches is not possible.
At T > 0, the temperature serves as a second charac-
teristic energy scale. In particular, at r = rc, the scaling
of S (ω) at finite temperatures becomes
S (ω) = ATT 2αΦT
(ω
T
)
+ regular part (15)
where ΦT is the thermal universal scaling function.
We will compute the universal scaling functions Φ±
and ΦT near the Wilson-Fisher fixed point.
4III. THE DISORDERED PHASE
In this section we focus on the disordered phase
(δr > 0) at T = 0, in which the O (N) symmetry is pre-
served. We extract the single-particle gap ∆ from the
poles of the longitudinal susceptibility, obtain the uni-
versal part of the scalar susceptibility Φ+
(
ω
∆
)
, and study
the threshold singularity of this physical observable.
A. Critical Point
We begin by determining the value of r at the tran-
sition, by requiring21 G (0, rc)
−1
= 0, where G (p, r) =
χαα (p, r) is the two point correlation function of the φα
field in the disordered phase.
We obtain rc for D = 4− ε at U = Uc, as given in Eq.
(8). The Dyson expansion for G (p, r) to O (ε2) yields
G−1 (p, r) = p2 + r +
Uc (N + 2)
2
∫
q
1
q2 + r − Σ1 (r)
−U
2
c (N + 2)
2
∫
q
Π (q,
√
r)
(p+ q)
2
+ r
(16)
where
∫
q
≡ ∫ d4−εq
(2pi)4−ε . Here, Π (q,
√
r) is the polarization
bubble,
Π
(
q,
√
r
)
=
∫
k
1(
(q+ k)
2
+ r
)
(k2 + r)
, (17)
and
Σ1 (r) = −Uc (N + 2)
2
∫
q
1
q2 + r
. (18)
The equation for rc is then
0 = rc +
Uc (N + 2)
2
∫
q
1
q2 + rc − Σ1 (rc) (19)
−U
2
c (N + 2)
2
∫
q
Π
(
q,
√
rc
)
q2 + rc
.
From inspection of Eqs. (18) and (19), we conclude that
rc = Σ1 (rc) +O
(
ε2
)
. We can use this to write Eq. (19)
to O (ε2) as
rc = −Uc (N + 2)
2
(∫
q
1
q2
− Uc
∫
q
Π (q, 0)
q2
)
. (20)
By performing the integrals in Eq. (20), we find
rc =
Uc (N + 2)KD
2
ΛD−2
2−D
(
1− UcKDΛ
D−4
D − 3
)
.(21)
Hence, using Eq. (8), we obtain
rc = −εΛ
2−2ε
2
N + 2
N + 8
(
1− εN
2 + 30N + 116
2(N + 8)2
)
+O (ε3) .
(22)
In what follows we write
r = rc + δr (23)
such that the quantum phase transition occurs at δr = 0.
B. Single Particle Gap
The single particle gap ∆ is determined by the
condition21 G (p = −i∆, δr)−1 = 0. Using Eqs. (18) and
(22), Eq. (16) becomes
G−1 (p, δr) = p2 + δr +
Uc (N + 2)
2
×( ∫
q
1
q2+δr −
∫
q
1
q2
)
+O (ε2) .
It follows that the pole of G (p, δr) is at p2 = −∆2, where
∆2 = δr
(
1− ε
2
N + 2
N + 8
ln
Λ2
δr
)
+O (ε2) (24)
= Λ2
(
δr
Λ2
)
2ν +O (ε2) ,
and ν = 12 +
ε
4
N+2
N+8 . Equation (24) provides the required
relation between the energy gap ∆ and the tuning pa-
rameter δr11,17,18,21,32. Note that to this order in ε, the
renormalized propagator is simply
G (p, δr) =
1
p2 + ∆2
+O(ε2) (25)
where ∆ is related to δr by Eq. (24).
C. Scalar Susceptibility
The scalar susceptibility can be evaluated order by or-
der in ε. The diagrammatic expansion of this calculation
is given to O (ε) in Fig. 1. We find
χs (p, δr) = 2NΠ (p,∆)−UcN (N + 2) Π (p,∆)2+O
(
ε2
)
.
(26)
Here,Π (p,∆) is the polarization bubble, Eq. (17), which
evaluates to
Π (p,∆) = Ωε
[
1
2
− tanh
−1 x
x
+
1
2
ln
Λ2
∆2
(27)
+ε
{
1
4x
(
Li2
(
1 + x
2
)
− Li2
(
1 + x
2
))
− tanh
−1 x
2x
(
1− 1
2
ln
p2
x2∆2
− ln Λ
2
∆2
)
+
3
8
+
pi2
6
+
1
8
(
1 + ln
Λ2
∆2
)2}]
+O (ε2) ,
5Figure 1: The diagrams which contribute to the scalar sus-
ceptibility in the disordered phase, to first non-trivial order.
The solid lines are renormalized propagators, Eq. (25).
where x = p√
p2+4∆2
and Li2 (z) is the dilogarithm func-
tion, defined by Li2 (z) = −
∫ z
0
ln(1−t)
t dt.
The explicit expression for the scalar susceptibility is
obtained by inserting Eq. (27) and Eq. (8) into Eq. (26),
Ω−1ε
N
χs (p, δr) = 1 + ln
Λ2
∆2
− α1ε
2
(
1 + ln
Λ2
∆2
)2
+
α1ε
2
−2 tanh
−1 x
x
[
1− α1ε
(
1 + ln
Λ2
∆2
)]
+εχ2(p) +O
(
ε2
)
(28)
where
χ2 (p) =
pi2
12
+
tanh−1 x
2x
ln
p2
x2∆2
− 2N + 2
N + 8
(
tanh−1 x
x
)2
+
1
2x
[
Li2
(
1− x
2
)
− Li2
(
1 + x
2
)]
+
1
2
N + 14
N + 8
,
and α1 is given in Eq. (31) below.
D. Universal Scaling Function
As argued in Sec. IID, near the transition, the scalar
susceptibility takes the form,
χs (p, δr) = A+∆2αΦ˜+
( p
∆
)
+ regular part (29)
where 2α = D − 2/ν. To O(ε2), the critical exponent α
is given by28
α = α1ε+ α2ε
2 +O (ε3) , (30)
where,
α1 =
1
2
N − 4
N + 8
, (31)
α2 =
(N + 2) (13N + 44)
2(N + 8)3
.
Φ˜+
(
ω
∆
)
is related to the universal scaling function
Φ+
(
ω
∆
)
by a Wick rotation,
Φ+
( ω
∆
)
= =
{
Φ˜+
(
− iω
∆
+ 0+
)}
. (32)
We evaluate Φ˜+
(
ω
∆
)
, the universal component of Eq.
(28). We choose
A+ = ΩεΛ−2αNpi(1− εα1 − ε
2
ln 2). (33)
which gives the normalization in Eq. (12), as will be
shown later. Then, we can expand Φ˜+
(
p
∆
)
in non-
negative powers of ε as Φ˜+
(
p
∆
)
= Φ˜0 + εΦ˜1 + ε
2Φ˜2 +
O (ε3) and write
A+∆2αΦ˜+ = Φ˜0
ε
+ Φ˜1 − α1Φ˜0λ+ εΦ˜2 (34)
−
(
α2Φ˜0 + α1Φ˜1
)
ελ
+
1
2
α21Φ˜0ελ
2 +O (ε2)
where λ ≡ ln Λ2∆2 . We can now obtain Φ˜0, Φ˜1 and Φ˜2 by
comparing Eqs. (28) and (34) order by order in both ε
and λ. Indeed, we find that the scalar susceptibility is of
the scaling form, Eq. (29), with
Φ˜+
( p
∆
)
= − 2
pi
(1− α1ε) tanh
−1 x
x
(35)
+
ε
pi
χ2 (p)− C +O
(
ε2
)
where C = 1α1pi
(
1
ε − α1 − α2α1
)
is a real constant which
does not contribute to the real frequency function Φ+.
In addition, we find that the non-universal part in Eq.
(29) is given by the constant
χreg = NΩε
(
1
α1ε
− α2
α21
)
. (36)
As a consistency check, we examine the asymptotic
behavior of Eq. (35) in the limit p  ∆. In this limit,
the universal component is expected to take the form21
Φ˜+
( p
∆
)
∝
( p
∆
)2α
(37)
In the same limit, Eq. (35) becomes
Φ˜+
( p
∆
)
→ −C − 2
pi
(1− α1ε) ln p
∆
+
ε
2pi
N + 14
N + 8
− 2
pi
α1ε ln
2 p
∆
+O
(
∆
p
)
+O (ε2)
= −C
( p
∆
)
2α + ε
1
2pi
N + 14
N + 8
+O
(
∆
p
)
+O (ε2) , (38)
as expected. Here, we’ve used the relation xy = 1 +
y lnx+ (y lnx)2/2 +O(y3). Note that for N = 4, the fi-
nal expression is not well defined since C =∞. This is an
artifact of our working order in ε since, for N = 4, α van-
ishes toO(ε), and hence it is not possible to exponentiate
the expression in the top line.
The universal scaling function in the disordered phase
can now be obtained by analytic continuation,
Φ+
( ω
∆
)
= Θ (|ω| − 2∆)
√
ω2 − 4∆2
ω
× (39)(
1 + εΦ2
( ω
∆
))
+O (ε2) ,
62 4 6 8 10
Φ+
N=2
N=3
0.13
0.06
Figure 2: The universal scaling function in the disordered
phase, Φ+
(
ω
∆
)
, to second order in ε. Results are for ε = 0.1
and for N = 2, 3. We find that to this order, the shape of the
universal scaling function has very little dependence on ε.
where
Φ2
( ω
∆
)
=
1
2
ln
 2∆ + 2|ω|√ω2−4∆2√
ω2 − 4∆2 − |ω|

+2
N + 2
N + 8
√
ω2 − 4∆2
|ω| tanh
−1 |ω|√
ω2 − 4∆2
+
i
2pi
Li2
(
1
2
+
|ω|
2
√
ω2 − 4∆2
)
− i
2pi
Li2
(
1
2
− |ω|
2
√
ω2 − 4∆2
)
. (40)
Φ+
(
ω
∆
)
is depicted in Fig. 2. We find that Φ+
(
ω
∆
)
has
a threshold at ω = 2∆, the minimal energy required to
excite a pair of quasiparticles with mass ∆. To first order
in ε, Φ+
(
ω
∆
)
does not have a resonance, unlike results
obtained in D = 2 + 1 using Quantum Monte Carlo23.
We examine Φ+
(
ω
∆
)
near the threshold, at ω = 2∆ +
δω as δω → 0+ . We find
Φ+
(
δω + 2∆
∆
)
∼ Θ (δω)
√
δω
∆
[
1− ε
2
ln
δω
∆
]
(41)
= Θ (δω)
(
δω
∆
)(1−ε)/2
+O (ε2) ,
which agrees with Eq. (12), hence justifying the choice
of A+ in Eq. (33). This power law matches the expected
behavior based on the density of states available for ex-
citing two counterpropagating bosons with total energy
of ω = 2∆ + δω,∫
dD−1k
(2pi)
D−1 δ
(
ω − 2
√
k2 + ∆2
)
∝ δω(D−3)/2Θ (δω) .
(42)
IV. THE ORDERED PHASE
We write the expectation value (EV) of the order pa-
rameter in the ordered phase as〈
φ2
〉
=
m2
U
, (43)
where m2 = −2r + O (ε). We parametrize the fluctua-
tions around the EV as,
φ =
(
m√
U
+ σ, ~pi
)
. (44)
In Eq. (44), the fields σ and pi represent the longitudinal
(Higgs) and transverse (Goldstone) excitations relative
to the ordering direction, correspondingly.
The partition function in the ordered phase is obtained
by inserting Eq. (44) into Eq. (1),
Z = ∫ DσDpi exp (−S0 − SC − SI) (45)
where
S0 =
1
2
∫
x
[
(∂µpi)
2
+ (∂µσ)
2
+m2σ2
]
, (46)
SC =
m2 + 2r
4U
∫
x
[
Upi2 + Uσ2 + 2m
√
Uσ
]
,
SI =
∫
x
[
1
2
m
√
Uσpi2 +
1
3!
3m
√
Uσ3+
1
4!
3Uσ4 +
1
8
U
(
pi2
)2
+
1
4
Upi2σ2
]
.
The terms S0 and SI are the harmonic and interacting
parts of the action, respectively. The resulting tree-level
Green’s functions are,
G0σσ (p) =
1
p2+m2 ,
G0pipi (p) =
1
p2 .
(47)
The term SC contains the counterterms. In principle,
three separate counterterms are necessary, one each for
the terms pi2,σ2, and σ. However, toO (ε), all three are
fixed by the requirement 〈σ〉 = 0. At this order, this
single condition guarantees that the Goldstone modes are
gapless and that the tree-level mass of the σ field is m.
The condition 〈σ〉 = 0 yields, at Uc
m2 = −2r − Uc (N − 1)
∫
p
1
p2
− 3Uc
∫
p
1
p2 +m2
+O (ε2)
= −2δr + 3m
2
2 (N + 8)
ε ln
Λ2
m2
+O (ε2) . (48)
In Eq. (48), we have used the values of rc, see Eqs. (20).
m can be related to the value of the gap in the partner
point in the symmetric phase through Eq. (24) as
m2 = 2∆2
(
1 +
ε
2
ln
Λ2
2∆2
+
ε
2
N + 2
N + 8
ln 2
)
+O (ε2) .
(49)
7+ + +χπ2π2 = ++ + +χσ2σ2 = + +
+χπ2σ = + +
+ + + +
+χσ2σ = + +
+ + + +
+
χσσ = ++
Figure 3: Diagrammatic expansion of the scalar susceptibil-
ity χs to O
(
ε0
)
, written in terms of the susceptibilities that
compose it in the ordered phase. χpi2pi2 and χσ2σ2 and are
calculated to O
(
ε0
)
, χσ2σ and χpi2σ to O
(
ε1/2
)
and χσσ to
O (ε) . At this order, χpi2σ2 = 0.
This indicates that m2and ∆2 scale with different expo-
nents. This is expected. Despite the fact that m2has
units of mass squared, Eq. (43) shows that it scales with
the order parameter exponent β, rather than ν.
A. Scalar Susceptibility
In order to compute the scalar susceptibility in the
ordered phase, we use Eq. (44) to obtain, at Uc,
φ2α (x) = pi
2 + σ2 + 2σ
m√
Uc
+
m2
Uc
. (50)
Inserting this into Eq. (6) yields,
χs (p) = χpi2pi2 + χσ2σ2 + 2χpi2σ2 (51)
+4
m√
Uc
(χpi2σ + χσ2σ) + 4
m2
Uc
χσσ.
We evaluate χs (p) by summing over the different suscep-
tibilities in Eq. (51). Since Uc = O(ε), the leading term
in χs is of O
(
ε−1
)
. Here we compute the scalar suscep-
tibility to the next-to-leading order, O (ε0). This yields
the diagrams shown in Fig. 3, which evaluate to,
Ω−1ε χs =
1
ε
2m2 (N + 8)
p2 +m2
+
(N − 1) p4
(p2 +m2)
2
(
1 + ln
Λ2
p2
)
(52)
+
(
p2 − 2m2)2
(p2 +m2)
2
(
1 + ln
Λ2
m2
− 2 tanh
−1 xm
xm
)
,
where xm = p√
p2+4m2
. The calculation of χs (p) to O (ε)
is outlined in App. A.
B. Universal Scaling Function
Near the phase transition, Eq. (52) can be written in
the form
χs (p) = A−∆2αΦ˜−
( p
∆
)
+ χreg (53)
where Φ˜−
(
p
∆
)
is a universal scaling function and χreg is
the regular part. Since χreg is analytic across the tran-
sition, we can use the value of χreg obtained in the dis-
ordered phase, Eq. (36), as this allows us to identify the
universal part unambiguously. This simplifies our analy-
sis considerably.
Alternatively, one can repeat the analysis outlined in
Sec. III to extract the universal part and the regular
parts, without previous knowledge of χreg. Then, in
order to extract the universal function unambiguously
at O (ε0) one must determine the logarithmic UV di-
vergences to O (ε1). This is a difficult calculation (see
App. A). We have carried out this procedure, and found
that indeed the value of χreg obtained in this manner
matches the disordered phase, providing a very valuable
consistency check of our calculations.
In order to obtain the universal scaling function, we
use the known value of χreg to rewrite Eq. (52) in the
form
Ω−1ε χs = −
[
4
α1
+
2 (N + 8) p2
p2 +m2
] [
1
ε
− α1
(
1 + ln
Λ2
m2
)]
+N
α2
α21
+
(N − 1) p4
(p2 +m2)
2
(
1 + ln
m2
p2
)
−2
(
p2 − 2m2)2
(p2 +m2)
2
tanh−1 xm
xm
(54)
−m
2p2 (N + 8)
(p2 +m2)
2
(
1 + ln
Λ2
m2
)
+ Ω−1ε χreg,
where α1 is given in Eq. (31) and χreg is given by Eq.
(36). In the following step, we use Eq. (49) to eliminate
m in favor of ∆ in Eq. (52),
Ω−1ε χs = −
[
4
α1
+
2 (N + 8) p2
p2 + 2∆2
] [
1
ε
− α1
(
1 + ln
Λ2
2∆2
)]
+N
α2
α21
− 2∆2p2 (N + 2) ln 2− (N + 8)
(p2 + 2∆2)
2
+
(N − 1) p4
(p2 + 2∆2)
2
(
1 + ln
2∆2
p2
)
−2
(
p2 − 4∆2)2
(p2 + 2∆2)
2
tanh−1 x˜
x˜
+ Ω−1ε χreg, (55)
where x˜ = p√
p2+8∆2
.
We obtain the overall constant A− ,
A− = ΩεΛ−2α (N − 1) pi
4
. (56)
8which will be shown to agree with Eq. (13). Then,
Φ˜−
( p
∆
)
= −2
α
ε
4C
N − 1
(
4 +
(N − 4) p2
p2 + 2∆2
)
+
4
pi
p4
(p2 + 2∆2) 2
(
1 + ln
2∆2
p2
)
+
1
(N − 1)pi
8∆2p2
(p2 + 2∆2)
2
(
−1 + N + 2
N + 8
ln 2
)
− 8
(N − 1)pi
(
p2 − 4∆2) 2
(p2 + 2∆2) 2
tanh−1 x˜
x˜
. (57)
where C = 1α1pi
(
1
ε − α1 − α2α1
)
, as before. The constant
term − 2αε 16CN−1 in Φ˜−
(
p
∆
)
does not contribute to the
imaginary part of Φ˜−
(−i ω∆ + 0+) and will be omitted
below.
As a check of our results, we consider the p ∆ limit,
where Eq. (37) is expected to hold. Indeed, we find that
Φ˜−
( p
∆
)
→ 4N
N − 1
(
−2αC + 1
pi
ln
p2
2∆2
)
(58)
+O
(
∆
p
)
+O (ε)
= − 4NC
N − 1
( p
∆
)
2α +O
(
∆
p
)
+O (ε) ,
as expected to O(ε). Conversely, we consider the low
energy limit ω  ∆. In this limit, the universal scal-
ing function is expected to follow an asymptotic power-
law behavior, Φ
(
ω
∆
) ∝ ( ω∆) 4−ε, due to the produc-
tion of pairs of Goldstone modes16. Indeed, by writing
p = −iω + 0+ in Eq. (57) and taking the limit ω  ∆,
we find that the imaginary part becomes
Φ−
( ω
∆
)
→
( ω
∆
)4−ε
+O(ε1)
as expected to this order in ε. This justifies our choice
of A− in Eq. (56), in agreement with the definition in
Eq. (13). These are non-trivial consistency checks of our
results.
The spectral function extracted directly from Eq. (57)
diverges as ω → √2∆ in a non-integrable manner. This
can be avoided by noting that Eq. (57) has the form of a
Dyson expansion to O (ε2),
1
p2 + 2∆2 − Σ =
1
p2 + 2∆2
+
Σ
(p2 + 2∆2)
2
+O (ε2) .
Within O (ε0), we can re-write
Φ˜−
( p
∆
)
=
−2α+2CN−4N−1p2
p2 + 2∆2 − Σs (p) , (59)
where
Σs (p) = − εp
2
2
N − 1
N + 8
(
1 + ln
2∆2
p2
)
(60)
−ε∆2
(
N + 2
N + 8
ln 2− 1
)
+ε
(
p2 − 4∆2)2
p2 (N + 8)
tanh−1 x∆
x∆
.
In this form, Eq. (59) has a well behaved spectral func-
tion. The universal scaling function, Φ−
(
ω
∆
)
, is then
extracted from Φ˜−
(
p
∆
)
through the relation Φ−
(
ω
∆
)
=
=
{
Φ˜−
(− iω∆ )}.
Φ−
(
ω
∆
)
is depicted in Fig. 4 for N = 2 and 3. Φ−
(
ω
∆
)
has a distinct peak which can be identified with the Higgs
excitation. The position of the peak depends on ε. For
ε = 0, which is the noninteracting limit, the peak is a
delta function at the mean field value of the Higgs mass,
mH/∆ =
√
2. As ε increases, the peak broadens and its
position is shifted towards larger frequencies. At ε = 1,
the Higgs peak occurs at mH/∆ = 1.67 (N = 2) and
mH/∆ = 1.64 (N = 3).
C. The Higgs pole
1. D = 4− ε for general N
At ε = 0, the scaling function (59) has a pole at ω =
ip =
√
2∆. At small ε, the pole is shifted to the lower
half complex plane, and a branch cut starting at p = 0
appears. In order to obtain this result, we note that
for small ε the pole is expected to lie near the real axis
at ωpole =
√
2∆ + O (ε). Substituting this expression
into the denominator of Eq. (59) and expanding to linear
order in ε yields
ωpole√
2∆
= 1 + ε
(
(N + 2) ln 2 + 3
√
3pi
4 (N + 8)
− 1
4
)
−iεpi
4
N − 1
N + 8
+O (ε2) (61)
which, at small ε, has a dominant real component. At
ε = 1, we find ωpole/∆ = 1.74−0.11i for N = 2, whereas
ωpole/∆ = 1.70−0.20i forN = 3. These values match the
position and width of the resonances plotted in Fig. 4, up
to the corrections of order ε2 in Eq. (61). Note that these
values are smaller than found in previous analyses. For
example, two separate QMC analyses found mH/∆ =
2.1(3) for N = 2 and mH/∆ = 2.2(3) for N = 324,25;
and 3.3 (8) for N = 2 and 3.2 (8) for N = 323; whereas
an NPRG analyses obtained mH/∆ ≈ 2.5 for N = 226.
Qualitatively, the results agree on the sign of the shift in
the Higgs mass relative to the mean field value
√
2∆, and
on the fact that the Higgs mass is similar for N = 2 and
90 1 2 3 4
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3.0
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6Φ−
N=2
(a)
Figure 4: The universal scaling function in the ordered phase,
Φ−
(
−i ω
∆
+ 0+
)
to first order in ε, divided by 2α+2CN−4
N−1 . Re-
sults are for ε = 0.1 and ε = 1, for N = 2 (panel (a)) and
N = 3 (panel (b)) . Φ− has a distinct peak which corre-
sponds to the Higgs excitation. As ε is increased, the peak
broadens and its position is shifted towards higher frequen-
cies. At the threshold ω = 2
√
2∆, there exists a small kink
which is expected to be smoothened out at higher orders in
ε.
N = 3. Quantitatively, the comparison of Higgs masses is
not straightforward since higher order corrections to our
results may be significant at ε = 1. We note that there is
substantial disagreement between the different numerical
analysis, and that our results are easier to reconcile with
the lower of those results.
From the real and imaginary parts of Eq. (61) we can
read off the Higgs mass mH and its decay rate ΓH, re-
spectively. This yields the universal ratios:
mH√
2∆
= 1 + ε
(
(N + 2) ln 2 + 3
√
3pi
4 (N + 8)
− 1
4
)
, (62)
ΓH√
2∆
= ε
pi
4
N − 1
N + 8
. (63)
At this order in ε, mH/∆ is monotonically decreasing
with N for all ε > 0, whereas it increases with ε for
N < 32. On the other hand, ΓH/∆ grows with ε, leading
to a broadening of the resonance with lower dimension,
as expected from the increased coupling strength as we
move away from the Gaussian fixed point at D = 3 + 1.
In addition, the width of the resonance grows with N , re-
flecting the larger number of Goldstone modes into which
the Higgs mode can decay. The ratio mH/ΓH therefore
grows monotonically with N , but is found to saturate at
large N .
A previous NPRG calculation26 found that in two spa-
tial dimensions (ε = 1), the Higgs mode yields a distinct
peak for N = 2, but that it is strongly suppressed for
N ≥ 3. By contrast, QMC simulations found a Higgs
peak for both N = 2 and N = 324,25. In our analysis, we
find that for ε < 41+pi−ln 2 ≈ 1.159, the ratio mH/ΓH is
larger than one for all values ofN , indicating that the res-
onance exists for any value of N . However, for ε > 1.159,
the condition mH/ΓH > 1 is no longer satisfied for large
values of N , and therefore is possible that a calculation
to higher orders in ε could change this picture.
A similar analytic structure was also found in a large
N analysis in D = 2 + 1 dimensions21. There, it was
obtained that at N → ∞, ωpole = −4i∆/pi is purely
imaginary at D = 2 + 1. In the large N expansion, the
pole moves away from the imaginary axis, where the de-
viation from the imaginary axis is of O ( 1N ). We will
now study the evolution of ωpole with the dimension of
the system in the N →∞ limit.
2. N →∞ for general D
Following Ref.21 we can use a Hubbard-Stratonovich
transformation to write the action in the ordered phase,
Eq. (2), in the form,
Z =
∫
DσDλ exp (−S0) , (64)
where
S0 =
∫
dDp
(2pi)
D
[
p2σ2 + 2iσ0σλ (65)
+
1
2
(
ΠD (p, 0) +
2
NU
)
λ2 +O
(
1
N
)]
.
Here, σ0 is given by
σ20 =
∫
dDp
(2pi)
D
1
p2
−
∫
dDp
(2pi)
D
1
p2 + r
(66)
= −pi
2
KD
sin
(
piD
2
)r−1+D/2.
and
ΠD (p, 0) = (2−D) pi
4
pD−4KDΓ
(
D
2 − 1
)2
sin
(
piD
2
)
Γ (D − 2) (67)
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is the massless polarization bubble in a general space-
time dimension D. Note that in this section, we use
dimensional regularization in order to regularize UV di-
vergencies.
The scalar susceptibility is related to the two point
function of the λ field21 by the equation
χs (p) =
4N
U
(
1− N
U
Gλλ (p)
)
, (68)
where the bare connected Green’s function for the λ field
is given by
Gλλ (p) =
2p2
p2
2
(
ΠD (p, 0) +
2
NU
)
+ 2σ20
. (69)
As a consistency check with our D = 4−ε calculation, we
find that for small ε and in the large N limit, Eqs. (59)
and (69) agree up to an overall constant. Following the
scheme which is outlined in Ref.21, we omit from Eq. (69)
the term 2NU , which is negligible compared to ΠD (p, 0)
at small p.
Let us now explore the evolution of the N → ∞ pole
as we change the space-time dimension from D = 2+1 to
D = 3+1. In the N →∞ limit, rc = 0 and we can obtain
the equation for the quasi-particle pole by applying the
relations
δr = r = ∆2 +O
(
1
N
)
(70)
together with Eq. (66). We insert Eqs. (66), (67) and
(70) into Eq. (69) to obtain that for a general space-time
dimension D,
ωpole
2∆
=
[
iD
pi3/2
Γ
(
2−D
2
)
Γ
(
D − 1
2
)
sin
piD
2
] 1
D−2
.
(71)
As expected, we find that at D = 2 + 1, ωpole = −4i∆/pi
is purely imaginary. As D is increased from D = 2 + 1
to D = 3 + 1, ωpole acquires a real part which becomes
more dominant as D approaches 4, where ωpole =
√
2∆
becomes purely real, see Fig. 5. This demonstrates that
the pole obtained in a 1/N expansion at D = 2 + 1 in
Ref.21 can indeed be identified with the Higgs mode, as it
smoothly evolves with dimension to the sharply-defined
Higgs resonance at D = 3 + 1.
V. QUANTUM CRITICAL REGIME
We extend the calculation of the scalar susceptibility to
the quantum critical regime, at temperature T > 0 and
along the line δr = 0 (see Fig. 6). Since the order param-
eter vanishes in this regime, the formalism is similar to
that given in Sec. III. The calculations at T > 0 are per-
formed by discretizing the q0 component of the Euclidean
energy-momentum vector in Matsubara frequencies,
q = (ωn, ~q) (72)
D=3
D=4
D=4-ε
D=4
D=4-ε
Figure 5: Analytic structure of the universal scaling function
Φ−(ω) in the complex ω plane, in the N → ∞ limit. In
addition to a branch cut starting at ω = 0, there are poles
in the lower half plane whose positions depend on the space
time dimension D. Note that the poles appear as partners
on mirror positions on either side of the branch cut. For
D = 3 + 1, the pole lies on the real axis, at
√
2∆. For D =
2 + 1 and N = ∞, ωpole = −4i∆/pi is purely imaginary. For
D = 2 + 1 and large but finite N , the pole is shifted away
from the imaginary axis21 by an amount of O
(
1
N
)
.
with ωn = 2pinT , where n is an integer. The integral dq0
is then replaced by a sum,∫
d4−εq
(2pi)
4−ε → T
∞∑
n=−∞
∫
d3−εq
(2pi)
3−ε . (73)
At T > 0, thermal fluctuations shift the location of the
critical point to enlarge the disordered phase, see Fig. 6.
The resulting correction to the self energy of the φ field
is, to first order,
Σ = −Uc (N + 2)
2
[
T
∑
ωn
∫
d3−εq
(2pi)
3−ε
1
ω2n + ~q
2
(74)
−
∫
d4−εq
(2pi)
4−ε
1
q2
]
= −εN + 2
N + 8
T 2
12K4
+O (ε2) ≡ −m2T .
The transition then occurs when δr − Σ = 0, which cor-
responds to δr = −m2T . Conversely, at δr = 0 the φ
propagator has an effective mass mT ,
G (ωn, ~q; δr = 0, T ) =
1
ω2n + ~q
2 +m2T
+O (ε2) . (75)
Note that if higher order corrections are included, the self
energy is expected to become momentum dependent.
We next turn to evaluate the scalar susceptibility. The
formal expression for χscalar in the disordered phase was
11
obtained in terms of the polarization bubble Π (p, δr) in
Sec. III C. This result can be generalized to finite tem-
peratures by replacing Π (p, δr) with ΠT (ωn, ~p, δr) in Eq.
(26),
χs (ωn, ~p, T ) = 2NΠT (ωn, ~p, δr) (76)
−UcN (N + 2) ΠT (ωn, ~p, δr)2 +O
(
ε2
)
.
Here, ΠT (ωn, ~p, δr) is the polarization bubble at finite
temperatures. We focus on ~p = 0 and δr = 0. The
formal expression for Π0T (ωn) ≡ ΠT (ωn, ~p = 0, δr = 0) is
then
Π0T (ωn) =
T
(2pi)
3
∑
m
∫
d3−εq
(2pi)
3
1
ω2m + ~q
2 +m2T
(77)
× 1
(ωm − ωn)2 + ~q2 +m2T
,
Temperature has the effect of regularizing IR diver-
gences. However, it has no effect on UV divergences,
which must therefore be the same for Π0T (ωn, ~p) and
Π (p,∆), Eq. (27). This implies that Π0T (ωn) can be
written in the form
Ω−1ε Π
0
T (ωn) = pi0 (ωn)
(
1 +
ε
2
(
1 + ln
Λ2
T 2
))
+
1
2
ln
Λ2
T 2
+
ε
8
ln2
Λ2
T 2
+εpi1 (ωn) +O
(
ε2
)
(78)
where pi0 and pi1 are functions that are independent of
the cutoff and of ε, as we have verified explicitly.
We can now obtain the general form of the scalar sus-
ceptibility for T > 0 by inserting Eq. (78) into Eq. (26),
Ω−1ε
N
χs (ωn, T ) = ln
Λ2
T 2
− 1
2
α1ε ln
2 Λ
2
T 2
(79)
+2pi0
(
1− α1ε ln Λ
2
T 2
)
−ε (1 + 2α1)pi20
+ε (2pi1 + pi0) +O
(
ε2
)
.
We extract the universal scaling function from Eq. (79)
by proceeding in line with Sec. IIID. As before, we obtain
a logarithmic dependence on Λ with prefactor of order ε0.
This motivates us to choose AT = A+, as given in Eq.
(33). We find that
ΦT
(ω
T
)
=
2
pi
(
pi
′′
0 (ω) + εpi
′′
1 (ω)
)
(80)
− 2
pi
ε (1 + 2α1)pi
′
0 (ω)pi
′′
0 (ω)
+εα1 +
ε
2
ln 2 +O (ε2) .
where pi
′
0 = <{pi0 (−iω + 0+)}, pi
′′
0 = ={pi0 (−iω + 0+)}
and pi
′′
1 = ={pi1 (−iω + 0+)}. In order to obtain the
Disordered
T
r
rc
cT
Ordered
Quantum Critical
Figure 6: The phase diagram of the O (N) model in the r−T
plane. We present results along the thick dashed line.
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Figure 7: The universal scaling function in the quantum crit-
ical regime, ΦT
(
ω
T
)
, to second order in ε, divided by N . Re-
sults are for ε = 0.1 (panel (a)), ε = 1 (panel (b)) and for
N = 2, 3.
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explicit form of Eq. (80), we are left to calculate pi
′
0, pi
′′
0
and pi
′′
1 . The calculation of the latter two is given in
Appendix B, while pi
′
0 is obtained numerically. We find
pi
′′
0 (ω) = Θ (|ω| − 2mT )
pi
√
ω2 − 4m2T
2 |ω| coth
ω
4T
,(81)
pi
′′
1 (ω) = −pi
′′
0 (ω)×
1
2
ln
∣∣∣∣ω24 −m2T
∣∣∣∣ . (82)
We can now obtain the explicit form of the universal scal-
ing function for T > 0, to second order in ε, by inserting
Eqs. (81) and (82) into Eq. (80),
ΦT
(ω
T
)
= Θ (|ω| − 2mT )
√
ω2 − 4m2T
|ω| coth
ω
4T
×
[
1− 2ε (1 + 2α1)pi′0 (ω)
+
ε
2
ln
∣∣∣∣ω24 −m2T
∣∣∣∣]+O (ε2) . (83)
As a consistency check, we find that in the high frequency
limit, ω  T , Eq. (83) yields the expected scaling form,
ΦT ∝ (ω/T )2α.
Equation (83) is plotted in Fig. 7. For ε = 0.1, the re-
sponse function ΦT
(
ω
T
)
exhibits a Higgs-like peak near
the threshold. However, this peak broadens as ε is in-
creased and is no longer present at ε = 1.
Note that ΦT
(
ω
T
)
has a threshold at ω = 2mT . Unlike
the threshold at T = 0 in the disordered phase, which is
a consequence of the gap in the spectrum in that case,
in the quantum critical regime the spectrum is gapless
and hence no such threshold is expected. In fact, the
threshold is an artifact of our working order, in which
the mass term mT is independent of momentum, hence
playing the role of a hard gap. At two loop level, the self
energy becomes momentum dependent, hence smearing
the threshold. This calculation is difficult and it may not
be possible to extract the low frequency response function
for ω <
√
εT reliably from such a calculation33. However,
QMC simulations for N = 3 indicate that the quasiparti-
cle width in the quantum critical region is small, and
hence a threshold-like effect may still exist even after
higher order corrections are taken into account34.
VI. SUMMARY AND DISCUSSION
We have studied the Higgs mode of the relativistic
O(N) model near D = 3 + 1 spacetime dimensions by
computing the scalar spectral function through a con-
trolled expansion in the small parameter ε = 4−D, and
extracting the universal scaling function near the quan-
tum phase transition between the ordered and disordered
phases.
In the ordered phase, the spectral function has a com-
plex pole associated with a sharp Higgs resonance. The
pole occurs at a strictly real frequency at D = 3 + 1, and
acquires a small imaginary component forD = 4−ε. Pre-
vious work computed the scalar susceptibility in the large
N limit and found a pole corresponding to a damped ex-
citation at D = 2+1, which was identified with the Higgs
resonance21. Indeed, we show that for N →∞, this pole
evolves smoothly with D to the sharp Higgs mode seen
at D = 4− ε.
Our analysis predicts a sharp Higgs mode in three spa-
tial dimensions close to the critical point. However, this
does not indicate that the Higgs mode has zero width
in realistic experiments8,35. While our calculation ap-
plies asymptotically close to the QCP, for D = 3 + 1 the
relative width of the Higgs mode approaches zero only
logarithmically in δr, and hence even relatively close to
the QCP, the Higgs resonance has a finite width19,35.
In the disordered phase, we have found that the scalar
spectral function has a threshold at ω = 2∆ and no
Higgs-like peak. This outcome is in disagreement with a
previous QMC analysis which found a peak close to the
threshold, which was interpreted as a precursor to the
Higgs mode in the disordered phase23. A weak peak in
the spectral function was also found in a separate QMC
analysis25, as well as in a NPRG calculation26. However,
the spectral weight of this peak is much smaller than
that of the Higgs peak on the ordered side. We note,
furthermore, that these analyses rely on numerical ana-
lytic continuation, which is difficult to control and which
is liable to yield spurious oscillations when the spectral
function changes rapidly36. Of course, our calculation
is only controlled for small ε, and it cannot conclusively
rule out such a peak for D = 2 + 1. Finally, we note that
even if such a peak were to be present, renormalization
group arguments show that it should not be interpreted
as a precursor to the Higgs mode26. Instead, such a peak
could be an indication of an emergent a bound state of
gapped particle-hole excitations in the disordered phase
near the QCP.
Finally, we computed the universal spectral function in
the quantum critical regime. For ε 1, we find indirect
evidence for a peak in the spectral function at ω of order
T , which may agree with Ref.23, although for ε = 1 no
such peak is seen. Instead, only a threshold-like behavior
is observed at low frequencies.
It would be interesting to apply these methods to
study other dynamical properties such as the reactive
conductivity37 near quantum criticality in D = 4− ε di-
mensions.
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Appendix A: Scalar Susceptibility in the Ordered Phase
We calculate the scalar susceptibility in the ordered phase to O (ε) by computing the different correlation functions
in Eq. (51). This requires calculation of χpi2pi2 , χσ2σ2 and χpi2σ2 to O (ε), χpi2σ and χσ2σ to O
(
ε3/2
)
, and χσσ
to O (ε2). The full diagrammatic expansion of this procedure is presented in Fig. 9, where our notations for the
Feynman diagrams is shown in Fig. 8. We find
χpi2pi2 = (N − 1)
{
2Π (p, 0) + Uc (N − 1)
[
2E (p, 0) + 4L (p) +
(
(N − 1)m2
p2 +m2
−N − 1
)
Π (p, 0)
2
]}
, (A1)
χσ2σ2 = 2Π (p,m) + 2Uc
[
−3
2
p2 − 2m2
p2 +m2
Π (p,m)
2
+ 9 (E (p,m) + F (p,m)) + (N − 1)F (p, 0)
]
, (A2)
χpi2σ2 = 2Uc (N − 1)
[
−p
2 − 2m2
p2 +m2
Π (p,m) Π (p, 0) + 2G (p)
]
, (A3)
4
m√
Uc
χσ2σ = − 12m
2
p2 +m2
Π (p,m) + Uc
4m2
p2 +m2
[27 (E (p,m) + F (p,m))− (N − 1) (E (p, 0) + 3F (p, 0))] (A4)
+2Uc
m2
(
p2 − 2m2)
(p2 +m2)
2 [(N − 1) Π (p, 0) + 9Π (p,m)] Π (p,m) ,
4
m√
Uc
χpi2σ = 2 (N − 1)m2
[(
−2
p2 +m2
+ Uc
(N + 1) p2 + 2m2
(p2 +m2)
2 Π (p, 0) + 3Uc
p2 − 2m2
(p2 +m2)
2 Π (p,m)
)
Π (p, 0) (A5)
−Uc 2 (N − 1)
p2 +m2
(E (p, 0) + 2L (p) + 3G (p))
]
,
4
m2
Uc
χσσ =
4
Uc
m2
p2 +m2
+
m4
(p2 +m2)
2 {2 (N − 1) Π (p, 0) + 18Π (p,m) + Uc [162 (E (p,m) + F (p,m)) (A6)
3
p2 − 2m2
p2 +m2
(
9Π (p,m)
2
+ (N − 1) Π (p,m) Π (p, 0)
)
−
(
N2 − 1) p2 + 2 (N − 1)m2
(p2 +m2)
Π (p, 0)
2
+6K (p,m) + 2 (N − 1) (E (p, 0) + 6G (p) + 2L (p) + 9F (p, 0) +K (p, 0))]} ,
where
Π (p, 0) = K4−ε
[
1
2
(
1 + ln
Λ2
p2
)
+
1
8
ε
(
1 + ln
Λ2
p2
)2
+
3
8
ε
]
+O (ε2) , (A7)
and
E (p,m0) = m
2
∫
k,q
1
q2+m20
1
(q+p)2+m20
1
k2+m20
1
(k+p)2+m20
1
(k+q)2+m2
,
G (p) = m2
∫
k,q
1
q2
1
(q+p)2
1
(k+p)2+m2
1
(k−q)2
1
k2+m2 ,
L (p) = m2
∫
k,q
1
q4
1
(q+p)2
1
(k+q)2
1
k2+m2
F (p,m0) = m
2
∫
k
Π(k,m0)
(k2+m2)2
1
(k+p)2+m2
,
K (p,m0) =
1
m2
∫
k
Π(k,m0)
(k+p)2+m2
.
(A8)
14
The integrals E (p,m) and G (p) are independent of the UV cutoff. The remaining terms can be written as
L (p) = K24−ε
[
m2
4p2
(
1 + ln Λ
2
m2
)
+ m
2
4p2 ln
p2
p20
ln Λ
2
m2 + ∆L
]
,
F (p,m) = K24−ε
[
m2
p2+m2
tanh−1 xm
2xm
(
1 + ln Λ
2
m2
)
+ ∆F1
]
,
F (p, 0) = K24−ε
[
m2
p2+m2
tanh−1 xm
2xm
(
1 + ln Λ
2
m2
)
+ ∆F2
]
,
K (p,m) = K24−ε
[
2Λ2
m2 +
p2−m2
2m2
(
1 + ln Λ
2
m2
)2
+ m
2−2p2
m2
(
1 + ln Λ
2
m2
)
+ ∆K1
]
K (p, 0) = K24−ε
[
2Λ2
m2 +
p2−m2
2m2
(
1 + ln Λ
2
m2
)2
+ m
2−2p2
m2
(
1 + ln Λ
2
m2
)
+ ∆K2
]
(A9)
where p0 is an IR cutoff on momentum, introduced to regulate L(p). The terms ∆L,∆F1,∆F2, ∆K1 and ∆K2 are
independent of the UV cutoff and are given by
∆L =
m2
4p2
Li2
(
− p
2
m2
)
− 3m
2
8p2
+
1
8
ln
p2
m2 + p2
− m
4
8p4
ln
m2
m2 + p2
(A10)
∆F1 =
1
K4−ε
∫
q
√
q2+4m2
q tanh
−1 q√
q2+4m2
((p+ q)2 +m2) (q2 +m2)
2 , (A11)
∆F2 =
1
K4−ε
∫
q
√
q2+4m2
q ln
m2
q2
((p+ q)2 +m2) (q2 +m2)
2 , (A12)
∆K1 = − 2
K4−ε
∫
q
(√
q2+4m2
q tanh
−1 q√
4m2+q2
− 12 ln m
2
q2
)
(p+ q)2 +m2
, (A13)
∆K2 =
m2 − p2
2m2
(
1− 2Li2
(
m2
p2
)
− ln2 p
2
m2
+
pi2
6
)
+
2p2
m2
ln
2p2
m2
+ 2 ln 2− 2. (A14)
Note that the term L (p) is IR divergent. This can be avoided by including the next order corrections to the counterterm
of pi2. However, this is not necessary here since we only extract the universal scaling function to order ε0, and therefore
we are only interested in the UV divergences of the L (p) term.
Summation of Eqs. (A1)-(A6) yields a formal expression for the scalar susceptibility to O (ε),
χs (p) =
4
Uc
m2
p2 +m2
+ 2
(
p2 − 2m2)2
(p2 +m2)
2
{
Π (p,m)− 3
2
Uc
p2 − 2m2
p2 +m2
Π (p,m)
2 − Uc (N − 1))p
2
p2 +m2
Π (p,m) Π (p, 0) (A15)
+Uc (9 (E (p,m) + F (p,m)) + (N − 1)F (p, 0))}+ Uc 2m
6
(p2 +m2)
3 (3K (p,m) + (N − 1)K (p, 0))
+
2 (N − 1) p4
(p2 +m2)
2
{
Π (p, 0)− Uc
[
2m2 + (N + 1) p2
2 (p2 +m2)
Π (p, 0)
2
+ 2L (p) + E (p, 0) + 2
(
1− 2m
2
p2
)
G (p)
]}
.
We can use this expression to obtain the logarithmic UV divergences at O(ε). From this, using Eq. (34), we extract
the universal scaling function. Indeed, we find that the result of this analysis yields Eq. (57), and that the regular
part χreg matches that obtained in the disordered phase, Eq. (36).
Appendix B: Polarization bubble at finite temperatures
We compute pi
′′
0 and pi
′′
1 , the imaginary parts of pi0 and pi1, see Eq. (79). These terms are used in Sec. V in order
to obtain the universal scaling function in the quantum critical regime.
15
= +
Gσσ (q) =
Gpipi (q) =
Π (q,m) =
Π (q, 0) =
Figure 8: Notations for the Feynman Diagrams in the ordered phase. The cross represents the different ways to contract lines
at the interaction vertex.
The sum in Eq. (77) can be performed by using the identity16
T
∑
m
1
ω2m + a
2
1
(ωm + ωn)
2
+ b2
=
n (−a)
2a
(
(iωn − a)2 − b2
) − n (a)
2a
(
(iωn + a)
2 − b2
) + (B1)
n (−b)
2a
(
(iωn + b)
2 − a2
) − n (b)
2a
(
(iωn − b)2 − a2
)
where n (ν) is the Bose-Einstein occupation function,
n (ν) =
1
exp (ν/T )− 1 . (B2)
We insert Eq. (B1) into Eq. (77) to obtain
Π0T (ωn) = K4−ε
∫
q
1√
q2 +m2T
coth
√
q2+m2
T
2T
q2 +m2T +
ω2n
4
q2−εdq (B3)
We are only interested in the finite part of Eq. (B3) to O (ε0). We will therefore subtract the divergent part by
writing
pi0 (ωn) =
∫ ∞
0
1√
q2 +m2T
 coth √q2+m2T2T
q2 +
ω2n
4 +m
2
T
− 1
q2 +m2T
 q2dq. (B4)
We have normalized Eq. (B4) by K4−ε in order for pi0 (ωn) to be consistent with Eq. (78).
We now replace ωn with real frequencies by performing a Wick rotation, ωn → −iω + 0+,
pi0 (ω) =
∫ ∞
0
1√
q2 +m2T
 coth √q2+m2T2T
q2 − ω24 − i0+ +m2T
sign (ω)− 1
q2 +m2T
 q2dq. (B5)
The imaginary part of Eq. (B5) can be computed by using the identity,
1
x+ i0+
= P
(
1
x
)
− ipiδ (x) (B6)
where P denotes the principal value. We insert Eq. (B6) into Eq. (B5) to find
pi
′′
0 (ω) = pi
∫ ∞
0
1√
q2 +m2T
coth
√
q2 +m2T
2T
sign (ω) δ
(
q2 − ω
2
4
+m2T
)
q2dq. (B7)
By performing the integral in Eq. (B7), we obtain
pi
′′
0 (ω) =
pi
2 |ω|
√
ω2 − 4m2TΘ (|ω| − 2mT ) coth
ω
4T
. (B8)
16
+ + +χpi2pi2 = +
+ + +χσ2σ2 = + +
+ +χpi2σ2 =
+χpi2σ = + +
+ + + +
+χσ2σ = + +
+ + + +
+
+χσσ = + +
+ + +
+ + +
+ + + + +
+ + +
Figure 9: Diagrammatic expansion in ε, of the susceptibilities which compose the scalar susceptibility in the ordered phase.
χpi2pi2 , χσ2σ2 and χpi2σ2 are calculated to O (ε), χσ2σ and χpi2σ to O
(
ε3/2
)
and χσσ to O
(
ε2
)
.
We can obtain, in a similar manner,
pi
′′
1 = −
1
2
pi
′′
0 (ω) ln
∣∣∣∣ω24 −m2T
∣∣∣∣ . (B9)
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