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, (subset-sum problem) .
, ,
. $\mathrm{N}\mathrm{P}$




































$\sum_{j=1}$ ajxj $\leq b$
$x_{j}\in\{0,1\}$ , $j=1,$ $\ldots,$ $n$
0-1 , $c_{j}$ $a_{j}$
,





$\sum_{j=1}$ ajxj $\leq b$
$x_{j}\in\{0,1\}$ , $j=1,$ $\ldots,$ $n$
















$x_{\mathrm{o}\mathrm{p}\mathrm{t}},$ $z_{\mathrm{o}\mathrm{p}\mathrm{t}}$ emp’ Ztemp .










7 , $x_{j}(j=1, \cdots, n)$
, $x[1\ldots n]$ ( $x_{\mathrm{t}\mathrm{e}\mathrm{m}\mathrm{p}}$ ,
$x_{\mathrm{o}\mathrm{p}\mathrm{t}}$
), $a_{j}(j=1, \cdots, n)$
$a[1\ldots n]$ , $S_{0}$ , $S_{1}$
SO, $S1$ .
procedure $B_{-}B$ ( $F$, sumfree, SO, $S1$ , suml, $x$ );
begin
if $sumfree+sum1\leq b$ then
begin









if $sum1+a[p]\leq b$ then
{ $p\in F$ }
begin
$x[p]:=1$ ;
$B_{-}B(F\backslash \{p\}$ , sum$free-a[\mathrm{p}],$ SO,
$S1\cup\{p\},$ $sum1+a[p],$ $x)$ ;
end;
$x[p]:=0$ ;
$B_{-}B(F\backslash \{p\}$ , sumfree, $S0\cup\{p\}$ ,







for $j=1$ to $n$ do $x[j]:=$. $0$ ,
$B_{-}B$ ( $F,$ $\sum^{n}i=1a\dot{\iota}$ , empty, empty, $0,$ $x$ );
end.
, $n$
“1” $k$ . (
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$(b)$ , ,
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$(r-1)$ $0$ $(m-1)$ ,
$r$ 1 , $(n-r)$
$0$ $(n-k-m)$








































$O(_{k} \sum_{=1}^{n}\{_{i=\frac{\sum_{1n+}^{\underline{}^{k}\overline{1}}n}{n-k+1}}g(n-i)\cdot \mathrm{P}(k)\})$ (3)









$B_{-}B$ ) $T$($t,$ $b$ -suml)





$T$($t,$ $b$ –suml) $=$ $T(t-1, b-suml-a)p$






$T(x, 0)=T(\mathrm{O}, y)=\tau(\mathrm{o}, \mathrm{o})$ $=$ 1 (5)




$T$( $t$ , b–suml)
$=$
$\sum_{p\in F}\{\tau(t-1, b-suml-a_{p})$
$+T(t-1, b-Sum1)\}\cdot P(p)$ (7)
, .
3.4.1







$T(x, \mathrm{o})$ $=$ $\tau(\mathrm{o}, \mathrm{o})$ $=$ 1 (8)
$T(0, y)$ $=$ $0$ (9)
, – (
),







































































$b$ -suml $(-a_{p}) \Rightarrow\frac{b-sum1}{h}(-1)$ (10)
, ( $\frac{b-sum1}{h}$ $w$ )
$T(t, w)$ $=$ $T(t-1, w-1)$








$\phi_{t}(\alpha)$ $=$ $T(t, \mathrm{O})+T(t, 1)$ . $\alpha$
$+T(t, 2)\cdot\alpha^{2}+$ $\cdot$ . ,
$=$ $\sum_{k=0}^{\infty}T(.t, k)\cdot\alpha^{k}$ (12)
.
, (11) ,





$\phi_{1}(\alpha)$ $=$ $\alpha\cdot\phi_{0}(\alpha)+\phi_{0}(\alpha)$ $=$ $\alpha+1$
$\phi_{2}(\alpha)$ $=$ $\alpha\cdot\phi_{1}(\alpha)+\phi_{1}(\alpha)$ $=$ $(\alpha+1)^{2}$














$1/$ $\geq$ $\frac{2^{k-1}}{n^{k}}$ (15)
, $k$ $n-i$ ,
$2^{i}/$ $\geq$ $\frac{2^{n-1}}{n^{n-i}}$
.






























$0$ $n$ . ,
$\sum_{k=0}^{n}$ $=$ $\sum_{k=0}^{n}\cdot 1^{k}\cdot 1^{n-k}$
$=$ $(1+1)^{n}$ $=$ $2^{n}$
, $k$ $\mathrm{P}(k)$ , –
, ,
.
$\mathrm{P}(k)$ $=$ $/2^{n}$ (17)




$\sum_{k=0}^{n}k\cdot\frac{(\begin{array}{l}nk\end{array})}{2^{n}}$ $=$ $\frac{1}{2^{n}}\sum_{k=0}nk\cdot$ (18)
















































































, , $d$ .
, $1\leq d\ll n-k$ .
, , (22) $\mathrm{P}(X=$






$n$ $o(( \frac{k}{n})^{k})$ .











, ( ), $k=1$
$k=n-1$ $\frac{1}{n}$
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