Abstract-This paper presents the effect of interpolation schemes, namely, nearest-neighbor, bilinear, and bicubic, when applied to low-resolution images as a preprocessing step for improving the recognition rate in human face recognition system. Three feature extraction methods are used, namely, Local Binary Pattern, Discrete Wavelet Transform, and Block-Based Discrete Cosine Transform, with and without interpolation for comparison purpose. The experiments are conducted on the ORL database. Bicubic and bilinear improve the recognition rate of low resolution images considerably.
NTRODUCTION
Human face recognition (FR) constitutes a very active area of research for the last two decades and many challenges have been addressed, such as, illumination variation, pose variation, local shadow etc. however, in real-world applications, such as, video surveillance cameras, where it is often difficult to obtain good quality recordings of observed human faces, face recognition is still challenging task. One important factor evaluating the quality of the recordings is the resolution of the images. Human face recognition from low resolution (LR) images has been tackled by many researchers [1] - [4] . In this paper we have utilized three different interpolation techniques as a preprocessing step for improving the quality of lowresolution images before feature extraction as will be discussed in section 3. It is pointed out that image-based (holistic) approach is superior for LR face recognition [1] . Thus, we have chosen three effective feature extractors, namely, Local Binary Pattern (LBP) [5] , Discrete Wavelet Transform (DWT) based PCA [6] [7] [8] , and Block-Based Discrete Cosine Transform (BBDCT) [9] for our experiments and the classifier used is Euclidean classifier. This paper is organized as follows. Section 2 is an overview of the face descriptors that will be used. Interpolation techniques illustrated In Section 3, and experiments and results are discussed in section 4 and concluding remarks are given in section 5.
FEATURE EXTRACTION
This section outlines the feature extraction schemes that are used in this paper:
LBP
This operator labels the pixels of an image by thresholding the 3×3 neighbourhood of each pixel with the center value and considering the result as a binary number (see Figure 1 ). Then the histogram of the labels can be used as a texture descriptor. Using circular neighbourhoods and bilinearly interpolating the pixel values allow any radius and number of pixels in the neighbourhood. Further extension of LBP is to use uniform patterns. A uniform pattern has at most two bitwise transitions from 0 to 1 or vice versa when the binary string is considered circular. In this work, we adopt a LBP operator , , that selects uniform patterns in (8, 1) neighbourhood; where the radius is one with 8 neighbors. It is observed that uniform patterns account for nearly 90% of all patterns in the (8, 1) [5] . We select Chi square statistic ( ) as the dissimilarity measure for histogram
Where S and M are two LBP histograms; , is the histogram of region j in image i. For efficient face representation, feature extracted should retain also spatial information. Hence the face image is divided into m small regions (5×5 division is selected). 
DWT
Wavelet based PCA method is used to extract a feature vector from the input image [6] . The block diagram of the system is shown in figure 2 . First, 2D-DWT is applied to decompose the input image into 4 sub bands that are located in frequency and orientation, by LL, HL,LH,HH. The band LL is the coarser approximation to the original input image and carries the low frequency components. Second level decomposition can then be conducted on the LL sub band. Earlier studies concluded that information in low spatial frequency bands play a dominant role in face recognition. Since input images in this work are in LR, one or two level of decomposition is sufficient. Second, a dimensional reduction technique including Principal Component Analysis (PCA) [7] , [8] is applied to the DWT output to obtain a set of representtational basis; thus, reducing complexity of the recognition process when image resolution is increased using interpolation without negatively infringing on accuracy.
BBDCT
DCT is optimal in the sense of decorrelating the data and maximizing the energy packed into the lower order coefficients. Block-based Discrete Cosine Transform (BBDCT) in [9] is an extension of the conventional DCT. This technique is a hybrid of feature selection and reduction algorithms which helps reducing computational complexity in implementation. First, each image, either from probe or gallery set, is divided into 8×8 blocks, thus, yields 64 blocks. Second, 2D-DCT is applied to the blocks and DC DCT coefficient is taken from each block to be used for representing the facial image (figure 3). It is proved in [9] that using DC DCT component (or Level-0 pruning) is superior for ORL database in term of performance criterion we use for our recognition system.
• Euclidean classifier
Euclidean classifier (1-Nearest Neighbor) is used to find the best match between the train and probe images. It is calculated as in Eq. 2.
Where, and are the coordinates of p and q vectors in the N dimensional space, corresponding to the train and test images. Minimum distance thus corresponds to maximum correlation.
INTERPOLATION
In LR problem, Interpolation can be preferable over other learning-based methods to reconstruct a high resolution (HR) image from one of poor resolution in some scenarios because of its simplicity as it is a single image-based resolution enhancement and it does not include learning stage which demands a large database and critical optimization processes.
A. Nearest neighbor :
The simplest in implementation where the value of the new point is taken as the value of the old coordinate point which is located the nearest to the new point.
B. Bilinear :
Another algorithm frequently used, where the new point is interpolated linearly between the old points within the selected kernel size.
C. Bicubic The general interpolation form can be given as
Where h represents the sampling increment, the 's are the interpolation nodes, u is the interpolation kernel, and is the interpolation function. 's are parameters depend upon the sampled data which can be simply replaced by the sampled data. In this work, B-spline based cubic interpolation is adopted [10] which has a symmetric third-order precision kernel of the form:
To determine for all x in the interval [a, b] , the values of for k = -1 , 0, 1, , N+1 are needed. For k = 0, 1,2,.., N, = ( ) , which is the intensity pixel value at the location . For k = -1 and for k = N+1, which can be rewritten as:
Where: 0,1,2, . . , , and ( ) for
Two-dimensional interpolation is easily accomplished by performing one-dimensional interpolation in each dimension:
Where u is the interpolation kernel of (4) and and are the and coordinate sampling increments. Within the kernel, the 's are given by = ( , ) which is the intensity pixel values of the image. It is very important to consider the computational efficiency when comparing numerical procedures. The nearest neighbor algorithm is the simplest since no arithmetic operations are necessary. Next in simplicity is linear interpolation. For this procedure, two sam- ple points are involved in the Interpolation; thus, two additions and one multiplication are needed for each interpolated point. Cubic interpolation method, however, uses four sample points for each interpolation point. Nine additions and eight multiplications are performed for each interpolated point [11] . Thus, it shows better visual quality among other interpolation methods in many commercial applications as it has less aliasing effects compared with bilinear and nearestneighbor methods, as shown in figure 4 .
EXPERIMENTS

A. Experimental Setup
We use ORL database of 40 distinct individuals with 10 images of each individual of size 112×92 pixels with 256 grey levels per pixel and all upright frontal with uniform background. These images were taken at different times [12] , slightly varying illumination, facial expressions and facial details. We use 6 images from each class for training and the rest for test. The performance criterion of our identification system is the recognition rate (RR).
B. Experiments & Result Analysis
Unlike other methods, like in [13] , that involve using Super Resolution for reconstructing LR probe images to match them with HR gallery images, this work enhances the resolution of both probe and gallery LR images.
• Part 1:
In this part of our experiments, we evaluated the LBP, DWT based PCA, and BBDCT algorithms over a range of image resolutions from HR down to LR of 8×7 pixels. A total of seven different resolutions of the facial region were studied (112 × 92, 56 × 49, 28× 23, 19×16, 4×12, 12×10 and 8×7 pixels). The lower resolution images are obtained by down sampling the original images using bilinear interpolation with different down-sizing factors. The recognition rate versus resolution variation is depicted in figure 5 . In LBP-based classifier, RR goes down gradually as the resolution decreases less than 56 × 49 to end up with 65% at 8×7 pixels. When DWT is used for representation, however, RR drops drastically at threshold resolution about 10×10 pixels. BBDCT based recognition system shows more robustness against resolution variation. RR decreases slightly in range of 5% as the image resolution decreases from 112×92 to 8×7.
• Part 2:
In this section, high resolution (HR) images are reconstructed from LR images of 8×7 pixels using the interpolation schemes mentioned in section III. In order to examine the performance of each interpolation method for face recognition task, we will apply the preprocessed images to every identification system mentioned set in section II. When bicubic interpolation is used, RR versus resolution is plotted in figure 6 . For LBP scheme, the RR increases gradually for resolutions higher than 10×9 and retrieves the RR of HR at 94×82. In range when resolution is very low, LBP shows, relatively, low performance since LBP image is less size than the grey-scale input image; for example, for an input grey-scale image of 10×9 the LBP image is 8×7, i.e., it discards the top and bottom rows, first and the last columns of the image matrix in order to provide the LBP image. When DWT recognition system shows a threshold at about 10×9 where the RR jumps by 20% and remains constant at resolutions beyond 13×10. The BBDCT scheme, however, enjoys a stable performance versus resolution variation from LR of 8×7 to 94×82. Bilinear interpolation is also used to enhance the LR images of 8×7 and the RR at different image sizes is depicted in figure 7 . The performance of the three recognition schemes is not quite different from using bicubic although of the difference in the computational cost between bilinear and bi-cubic as mentioned in section III. Thus, priority can be given for bilinear interpolation over bicubic to enhance the LR images for these specific face recognition schemes as they both give the same performance and bilinear is computationally cheaper than bicubic. On the other hand, when nearest-neighbor interpolation is applied, the recognition systems perform in different ways as in figure 8 . From the plot, DWT and BBDCT schemes obtain similar performances as when bilinear and bicubic are used; however, LBP provides an unfortunate performance since the RR increases relatively slowly as the resolution increases from 8×7 to 14×13 and then it drops drastically down to 5.5% at 94×82. Since NN interpolation algorithm selects the value of the nearest point without any change, yielding a piecewise-constant interpolant which causes repetition in the pixel values of original LR image which, in turn, implies information redundancy in the image. Because LBP is a histogram based image descriptor, it does not reduce dimensionality nor it can be configured with any statistical dimensionality reduction method, such as, PCA, on contrast to DWT which gave higher performance as the image resolution increases for the three interpolation techniques thanks to PCA stage that eliminate any redundant data.
CONCLUSION
In this paper we investigate the impact of image resolution on the face recognition performance and interpolation techniques are applied to increase the resolution of LR images. Three recognition schemes are used on ORL database. As resolution decrease, DWT based PCA system performance has a threshold resolution at about 12×10 where RR drops significantly. LBP, in turn, shows more sensitivity for the resolution degradation. BBDCT, however, enjoys a stable and robust performance against resolution decrease. Bilinear and bicubic Interpolation techniques succeed to retrieve the RR of HR images. As the image resolution increases, LBP responds slower than DWT, which, in turn, has a threshold resolution at about 10×9 and BBDCT shows a high and stable RR all over the resolution interval. The latter high and two identification systems have the same performance with nearest neighbor; however, LBP drops drastically as resolution increases. This is because LBP works alone without dimensionality reduction method. Lastly, bilinear and bicubic have quite similar performance for these recognition systems although of the fact that bicubic is computationally more expensive which gives priority for bilinear in such scenarios.
