Abstract. During a laparoscopic surgery, the endoscope can be manipulated by an assistant or a robot. Several teams have worked on the tracking of surgical instruments, based on methods ranging from the development of specific devices to image processing methods. We propose to exploit the instruments' insertion points, which are fixed on the patients abdominal cavity, as a geometric constraint for the localization of the instruments. A simple geometric model of a laparoscopic instrument is described, as well as a parametrization that exploits a spherical geometric grid, which offers attracting homogeneity and isotropy properties. The general architecture of our proposed approach is based on the probabilistic Condensation algorithm.
Introduction
Minimally invasive surgery (MIS) has become more and more popular with surgeons and the public in the recent years, although its superiority on open surgery has not been systematically proven in terms of per and post-operative complications ( [8] ). Furthermore, the mini-invasive approach is more expensive and more challenging technically for the surgeons than open surgery (loss of depth information, loss of tactile information, limited field of view, inverted movements of the instruments due to their insertion in the patient's abdominal cavity through "fixed" points on the abdominal wall).
These limitations highlight the need to develop further new methodologies dedicated to MIS. These methodologies can be divided in two categories: skills (learning, practicing and evaluating) and tools to perform these skills (endeffectors, endoscopic cameras). New approaches to learn MIS have already been developed, especially using virtual reality simulators [7] and video recordings of surgeries for the evaluation of the surgeon's performance [1] . Extensive research has also been performed on the optimization of laparoscopic tools, the most outstanding being the development of robots, either holding the endoscope inside the abdominal cavity (AESOP R , ViKY R ) or offering more degrees of freedom than the standard instruments (DaVinci R ). Here we will concentrate on the enhancement of the endoscope manipulator. It is bothersome and distracting for the surgeons to control the positioning of the robot manually or by voice. Therefore there has been some research to visually track the tip of the surgeon's instruments and adapt the position of the endoscope to follow them [3, 9] .
In this paper, we present a new method to localize a laparoscopic instrument from video images in real time, using only a priori knowledge on the geometry of the instrument, the position of its insertion point and a statistical model for the displacement of the instrument based on the Condensation algorithm. Compared to other methods described until today, this algorithm allows us to automatically retrieve the 3D orientation and tip position of the instrument in the camera referential, offering new opportunities such as analysing the motion of the instruments to classify the operating task.
Materials and methods

General framework
The goal of our method is to track the motion of a laparoscopic instrument inside the abdominal cavity without modifying it (ie. without a physical tracking system such as infrared or magnetic localizers), using only information from the endoscopic image and a geometric model of the tool.
After an initial calibration procedure, we determine the insertion point of each instrument in 3D using a priori knowledge about its geometry. We then build a geode centered on the insertion point describing the different orientations that can be taken by the tool. A propagation algorithm using particles evolving over the geode's elements according to a determinist and a stochastic law is then computed (the Conditional Density Propagation or Condensation algorithm [4] ), with measures performed at each time step to guess the most likely orientation of the tool, after reconstruction and projection of the instrument model in the 2D image. Finally, we determine the tip depth along this orientation with an Otsu-based [5] segmentation method over a sliding window.
System calibration
Our method requires system calibration: in particular it must be possible to calculate the 3D line in the fixed field of reference (FOR) that corresponds to a 2D image point on the screen. This requires an intrinsic calibration and distortion correction performed using Zhang's procedure [11] with a planar chessboard, which is validated in the medical imaging community.
If the endoscope is displaced by a robot, it is also necessary to know the camera's displacement in the robot's referential, which requires a "hand-eye" calibration of the robotic system. In this paper, we choose to work with a fixed camera, since we concentrate on the presentation of our localization method.
Instrument model
Laparoscopic tools have differents appearances, according to their color or to their tip shape. However, they all have in common a cylindrical shape and a standardized radius, in order to fit in trocars. It is thus possible to model a tool as a finite cylinder of known diameter [2] . Our search, given a predefined insertion point (see 2.4), is thus limited to two angular parameters (pan and tilt) that define a direction axis, depicted by a 3D unit vector e 1 , and a translational parameter, γ, representing the instrument's depth along its axis (see 2.5).
The knowledge of the axis of the tool and of its insertion point allows us to reconstruct its borders as seen by the camera (see fig.1 , left): the vector CT is the translation vector representing the instrument insertion point T in the camera's FOR (where C is the camera's center of projection). We can construct a referential linked to the tool by defining two new vectors as follow:
The instrument axis can be defined by the line (T ,e1) but also by the line (P ,e1), where CP = T ⊗ e1 e3, as shown in fig. 1 , left. The plane (P,e2,e3) is the only right section of the cylinder representing the tool that contains the camera's center of projection C. Working in this right section ( fig.1 , right), we define two points S1 and S2 that belong to the tangent planes to the instrument running through the camera center. S1 and S2 satisfy PS1,2 = ρ, where ρ is the instrument's radius and CS1,2 ·PS1,2 = 0, i.e. the following system:
This system admits two solutions (one for each tangent plane) : Once these parameters have been extracted, one can easily build in 3D the lines defined by the tangent plane to the instrument passing through the camera center (corresponding to the instrument borders in the image):
Determination of the insertion point
Several methods have already been developed in order to retrieve the lines representing the borders of a laparoscopic instrument in 2D images [9, 3] . Here we use manual selection of these lines in a sequence of images with one camera position and a moving instrument, which allows us to find (thanks to the calibration and the geometric model of the tool) a beam of 3D lines each representing an instrument's axis. The intersection of these lines, which corresponds to the insertion point, is computed by solving a rank-3 system with a SVD decomposition. We will see in the discussion that this method could easily be automatized.
Instrument localization
Our tracking system is based on the Condensation algorithm [4] : it uses factored sampling in which randomly generated sets represent the probability distribution of a certain feature. The random set is propagated using a dynamic model and visual observations, which is of particuliar interest in our situation in which background clutter can often cause direct observation to fail. We therefore need to build a specific dynamic model for our process, along with the corresponding observation model. Given our model construction, it is preferable to detect the instrument 3D position in two steps, determining the angular parameters before the translational parameter, since this parameter only influences the length of the apparent segments, and not their orientation.
Geodesic geometry Two parameters are needed to describe the angular orientation of the tool in a 3D space. The typical representation of these parameters would be standard latitude and longitude coordinates (pan and tilt), but these are not well suited to our problem as they are not isotropic (non-uniform distribution) and computational stability near the poles is non-trivial. A solution developed in the field of climate modeling is the use of quasi-uniform spherical geodesic grids [6] among which icosahedral grids give almost homogeneous and quasi-isotropic coverage of the sphere. These grids are obtained by the successive subdivisions of an isocahedron ( fig. 2a) . Parametrization is easily obtained by dividing the geodesic sphere into 5 panels ( fig. 2b ) composed almost exclusively of hexagonal cells. Each panel, once rotated and twisted, can be represented as a rectangular array ( fig. 2c) .
Each 3D unit vector that runs from the center of the sphere to a cell on its surface corresponds to a unique cell on one of the 5 rectangular arrays, as illustrated by the hexagonal cell marked in blue on the sphere in fig. 2a , which corresponds to an unique cell of the rectangular array in fig. 2c . This vector can easily be computed given the 2D position of the cell in the rectangular array, and in our algorithm correspondences between 2D cells and 3D vectors are computed and stored in correspondence tables in order to increase speed for the rest of the execution.
Particle model In our model, each particle is described at a given time by five variables: the current and previous 2D coordinates of the particle st = [xt, yt, xt−1, yt−1] expressed in the panel variable pt. 
Matrix A represents the deterministic evolution of the particle, wt is a vector of standard normal variates and BB T is the process noise covariance. The coefficients of A have been set empirically for now, describing an exponentially decreasing speed. The determination of B is achieved by noting that probabilities of random motion are isotropic: the correponding probability density function is described in Eq. 2, where i, j, k represent the three directions on the hexagonal grid (see fig. 2d ). Fitting the hexagonal grid on the rectangular array parametrized by x = i and y = k coordinates, the probability density function can be expressed as Eq. 3.
which has a covariance matrix proportional to :
Particle dynamics are therefore almost defined for a single panel. The scale factor for the covariance matrix is however unknown and is determined empirically.
Measurements At each time step, the different cell values are extracted using the instrument model. For each particle, the 3D vector v that corresponds to the 2D cell it occupies is extracted from the precomputed correspondence table. The segments that correspond to the projection in the 2D image of the borders of a cylinder of direction vector v passing through the insertion point T are then extracted according to the instrument model previously described.
The image measurements we use are based on contour detection: image derivatives along the x and y axis are approximated by convoluting the image with corresponding Sobel kernels. The two components being extracted, the gradient vector G i is available in each image point. We define a score, calculated for each segment : σj = m j i=1 (G i ·n j ), where j = (1, 2), n j is the unit vector normal to the segment j and mj is the number of points in segment j. Finally the score π = |σ1 − σ2| is given to the cell and the particle (n1 and n2 have opposite directions). The instrument axis is then computed as the average of all the particle vectors weighted by their score.
Determination of the instrument depth Once the instrument axis has been computed, we determine the tip position along this axis by looking for a transition point between the instrument and the background. We developed an algorithm using a sliding window moving along the projection of the instrument's axis in the 2D image. For each position of the sliding window, we find the optimal threshold value dividing the pixels into two distinct classes according to Otsu's method [5] . We consider that the transition between the intrument's body and its tip is the point where the interclass variance will be maximal. Therefore we store the position of the sliding window for which the inter-class variance is maximal,the position of the middle of this window returning the position of the tip of the instrument.
Results
Our first evaluation parameter is the angular error between the theorical instrument's axis and the computed one, in 3D and in the projected image. First, we tested the validity of our method with simulated data. We built a fictive sequence using an abdominal background image on which we pasted a black mask, corresponding to known 3D positions and orientations of the instrument. Its dynamic law was governed by the same equation as the particles (see Eq. 1).
We then tested our method on a testbench modeling a laparoscopic surgery, and compared our results with 1) manual segmentation of the tool in the image followed by 3D reconstruction in the same fashion as in 2.4 and 2) 3D results obtained using an Optical localizer. Our testbench consisted of a fixed endoscope imaging a surgical instrument inserted through a 5mm trocart, with a background image of an abdominal cavity containing another tool (the blue tool in fig. 4 ). The angular error for each setup according to the number of particles and geode resolution can be found fig. 3 . Fig.4 shows typical image results that we obtained on our testbench. Working with 768x576 images acquired by a clinical endoscope (no downsampling was performed), a geode resolution of 163842 cells and 500 or 2000 particles, our algorithm computes at the speed of respectively 16 and 8.6Hz with an Intel Xeon 2.67GHz, 3.48Go RAM PC.
Our second evaluation parameter was the 2D tip position in the image. It was compared to the tip position manually clicked, with the error expressed in pixels. Our mean error is evaluated at 27.8 pixels for the same dataset as fig. 3 . Our tracking system allows a surgeon to track the motion of his tools during an intervention, in order to either automatically control the movements of the robot, or to evaluate the quality of the surgeon's gesture. As shown by the results, our precision in the 2D orientation of the instrument inside the image is precise, robust and quick enough to allow the first anticipated use. The precision in the 3D orientation and the depth evaluation are still imperfect and should call for several improvements in our algorithm.
Increasing the number of cells in the geode (i.e. its resolution) does not slow down the algorithm as the correspondence table between the cells and 3D orientations is computed only once. However a limit is reached when the order is superior to 128 (163842 cells), as the surface of a cell at a distance of 35cm (the instrument's length) from the insertion point will be 3,13mm 2 , which is approximatively the surface of the instrument tip.
Simulated data highlights the intrinsic error of the method, linked to the statistical and dynamical model, as the insertion point remains fixed, when testbench data shows the error due to the motion of the insertion point as well.
We now plan several improvements of our method to improve the 3D orientation detection and ensure its compliance with clinical conditions: first, we plan to allow the insertion point to move freely around its computed position , as it is the case in real surgery (in an amplitude range described in [10] ), following a white noise or an evolution law which needs to be determined. Secondly, we plan to detect automatically the insertion point at the beginning of the procedure by extracting lines using the Hough transformation (not adapted to real-time tracking) and the same pivot procedure as presented in section 2.4.
Our next step will be to test our method on anatomic specimens mimicking true surgical interventions, in order to improve the deterministic and stochastic matrices describing the evolution of the particles -currently empirically evaluated -and to study their influence on the results. Improvements will also be brought to the tip detection in order to include an evolution model similar to that used for the axis orientation, thus smoothing aberrant measurements which pollute our mean result.
