Abstract-Advances in technology have provided industry with an array of devices for collecting data. The frequency and scale of data collection means that there are now many large datasets being generated. To find patterns in these datasets it would be useful to be able to apply modern methods of classification such as support vector machines. Unfortunately these methods are computationally expensive, quadratic in the number of data points in fact, so cannot be applied directly. This paper proposes a framework whereby a variety of clustering methods can be used to summarise datasets, that is, reduce them to a smaller but still representative dataset so that advanced methods can be applied. It compares the results of using this framework against using random selection on a large number of classification problems. Results show that clustering prior to classification is beneficial when employing a sophisticated classifier however when the classifier is simple the benefits over random selection are not justified given the added cost of clustering. The results also show that for each dataset it is important to choose a clustering method carefully.
I. INTRODUCTION
Terabyte storage coupled with devices such as wireless sensors, low-cost cameras, bar-code readers etc. has significantly reduced the problem of obtaining data in large volumes. In a concurrent development, new techniques such as support vector machines, and kernel methods in general have pushed the boundaries of what can be achieved in analysing data. Unfortunately there is a mismatch between these two events as these new methods tend to be quadratic in the number of examples they process. Thus it is highly unlikely that a modern classification algorithm will be able to scan all the data in a large dataset.
There have been attempts to scale up algorithms [9] to larger datasets, and some work on incremental methods that avoid repeated scans [11] . An alternative is to scale down the dataset, and there are two ways to do this. The first is to select a collection of data points from the dataset as representatives. The other is to create new data points that reproduce key features of the larger dataset using fewer data points. This paper explores the second method. In order to create the new set of data points a framework, called the Cluster Classifier, is developed in which commonly used clustering algorithms are employed to group like data points together. From each of the clusters generated by the clustering meth-ods a new meta-data point is taken giving a summarised dataset of a size equal to the number of clusters requested from the clusterer.
Section II describes the Cluster Classifier and the clustering methods that are used within the framework. Section III describes the experimental setup which is used to test the framework. Section IV presents the results of experiments, testing the framework on a series of datasets with nominal and numeric targets. Section V presents a summary of the related work in this area, and Section VI presents conclusions and some future work to extend the method.
II. CLUSTER CLASSIFIER FRAMEWORK
The main idea is to explore the use of clustering to reduce the size of the dataset without losing important information. A cluster is a group of like data points which share similar properties with each other yet have different properties from other cluster groups, and over the years many methods have been developed [12] .
The thesis here is that by taking the centre of a cluster as a meta-data point to represent the data points that make up that cluster, it is possible to reduce the number of data points in the original dataset while minimizing loss of information. This process is, by and large, clusterer and classifier agnostic. In terms of the classifier, an ability to handle weighted instances is desirable but not compulsory. The only requirement on the clusterer is that it provides an option to direct the number of clusters it produces to be close to the size requested by the user. Many clusterers provide this functionality, for example, K-Means [12] where the user requests K clusters based on K cluster centres.
A. Cluster Classification Process
Given a training set the Cluster Classifier performs several pre-processing steps. Data is pre-processed to enable the metadata points to produce a model compatible with the input data points. Supplying an unmodified dataset directly to a clusterer would lead to undesirable results in most cases. For example, only numeric and binary attributes are passed to the clusterers. All nominal attributes are converted to binary as some clusterers cannot handle nominal values. Finally, all numeric attributes are normalised, to prevent different attributes having undue influence on the clustering process, in particular, when used in distance calculations. th International Conference on IT in Asia (CITA)
The Cluster Classifier requires the number of clusters k to be supplied by the user. The classifier can be used for modelling numeric targets (regression) or nominal targets (classification). For a numeric target the data is clustered directly. The clusterer is asked to produce exactly as many clusters as specified by the user in k. In a dataset with a nominal target the class distribution is often uneven with one or two classes making up the majority of the data points while other classes have comparatively fewer data points. Since the clusterer knows nothing about class values it will in most cases cluster data points with different class values in the same clusters. This would result in meta-data points that either have no clear class value, because they incorporate data points from multiple classes, or are modified by and claim support from data points that do not in fact share the same class. It is also quite possible for a clusterer to produce a set of meta-data points where there are no points representing the smaller classes. To resolve these problems the Cluster Classifier separates nominal datasets by class before clustering. So that in a nominal dataset with n classes the clusterer will be called n times.
The clusterer is asked to produce clusters for each class. This can be problematic. Firstly, it destroys the original class distribution since in the resulting set of meta-data points there will be equal numbers of data points for each class. The data points constructed for the class with greater representation in the original dataset will however have greater weight owing to the greater number of data points supporting them. This will mitigate but not entirely eliminate the problem. The separation also results in more than k clusters being generated in most cases, since will only be a whole number when k is a multiple of the number of classes. The Cluster Classifier rounds the value up so that every class is equally represented. The actual number of clusters will be the smallest multiple of the number of classes larger than k.
On occasion, when building the clusters, if there are fewer data points than k, then only as many clusters as data points will be generated. This situation may occur in the case of a nominal class, even when the total number of clusters is much smaller than the number of data points, if there is a class represented by less than data points. Usually in this case no clustering will be done, although this is left up to the clusterer to decide, however there is little purpose in clustering when each data point is its own cluster.
Once clustering has been completed the clusters are used to generate the meta-data points. Some clusterers such as KMeans produce cluster centroids that are easily accessible. These centroids are used directly by the Cluster Classifier as meta-data points. However if the clusterer produces unweighted centroids or no centroids at all, as is the case for model based approaches such as EM, then the Cluster Classifier can generate them from the cluster predictions. To generate the meta-data point for a cluster the Cluster Classifier takes the mean values of each attribute across all data points assigned to that cluster. The class value for numeric data is arrived at in the same fashion. If a data point is assigned a probability of cluster membership rather than to one fixed cluster, then it adds its weight to those clusters according to the probability with which it is a member. Thus the overall attribute values for a cluster centroid generated this way is the sum of the weights of all contributing data points by the probability of their cluster membership. The full training process is outlined in Figure 1 .
The process for evaluating the effectiveness of a given clusterer and cluster size is similar to evaluating a classifier. This is how the clustered data points would also be used in a production environment. Since the test is evaluating the clusterer for its effectiveness as a means of data summarisation, the measure of success is not overall accuracy but accuracy relative to base classifier performance. A good result for a particular clusterer is maintaining or improving the classification accuracy of the base classifier while using fewer clusters than the original number of data points. Testing is done by taking data points held out of the set used for training and passing them through the classifier built from the clustered data points. The process for nominal targets is illustrated in Figure 2 . Accuracy is measured by how close the class value predicted by the classifier matches the actual class of the data point. For numeric targets the correlation coefficient is computed as a measure of accuracy. 1) First K: First K is a simple clusterer designed for highspeed processing. It declares the first K data points encountered to be the cluster centres, each subsequent data point is merged with the closest cluster centre determined by the relative squared Euclidean distance. The cluster centre is then updated so that each of its attribute values is the sum of the weight adjusted attribute values of the cluster centre and the data point.
2) K-Means: K-Means, described in [12] , is one of the most basic and commonly used clustering algorithms. It requires specification in advance of how many clusters are to be generated making it ideal for use with the Cluster
Classifier. K points are chosen at random to form the initial cluster centres. All data points are assigned to the nearest cluster by the Euclidean distance. The cluster centre is then recalculated by taking the mean attribute values of all data points in a cluster. The process is repeated with these new cluster centres until there are no data points reassigned between two iterations. There is no guarantee of optimum cluster assignment however, since the result will often fall in a local minimum. The clusters that result from this clusterer are highly dependent on the initial random selection process.
3)Farthest first: Farthest first places each cluster centre in turn at the point farthest from the existing cluster centres [13] . In practice this works by taking a data point at random from the dataset as the first cluster centre. Subsequent cluster centres are chosen by taking the data point with the greatest Euclidean distance from all cluster centres already chosen, until K cluster centres have been assigned. Because of the similarity of this method to K-Means the clusters obtained are often very similar.
4) Bisecting K-Means:
Bisecting K-Means [21] creates bisecting regions in the dataset. It does this by applying the KMeans algorithm with K set to two clusters, recursively. The larger of the two resulting clusters is then processed the same way. This process is repeated for three clusters and so on until the number of clusters is the same as the supplied K value. The process of continually dividing by two results in good clusters in relatively short timeframes. The clusters are not guaranteed to be local minima since once a cluster is created by subdividing an existing cluster it is never modified except to divide it into further clusters.
5)Expectation Maximisation:
Expectation Maximisation or EM is a probability based clusterer. The method was first described in [7] , although the methods used had been applied in more specific ways before that. Since for a given dataset the clusterer will not know the distribution of each cluster, it takes a similar approach to K-Means generating a random distribution for each cluster and then calculating the probability that each data point comes from that cluster. The cluster models are then recalculated based on the data points assigned to them. The probability of the data points are then reassigned. This process of recalculating first the model and then the probabilities is repeated a set number of times. The calculation of the cluster probabilities is called expectation. The second step in the calculation of the model parameters is called maximisation. EM is guaranteed to produce a maximum, however like K-Means it will be a local maximum rather than a global maximum. EM also has problems when the number of clusters is high relative to the number of data points. The chance of a model being randomly generated having no data points supporting it increases as the number of clusters gets closer to the number of data points. This results in EM producing fewer clusters than specified as these unused models are discarded.
A naive summary of the overall complexity of each method is given in Table I , where n is the number of data points, k is the number of clusters, and i is the number of iterations.
The complexities in Table I are very naive. In order to obtain a better bound on the complexities of the more complex methods a way of determining i based on the dataset is needed. This is not important for Bisecting K-Means since i will not be large for this method. There is some debate as to the overall time complexity of K-Means with [2] proposing a tighter bound, of O(n O(k) ) * poly(n, D σ ) than the more conservative bound proposed by [14] of O(n O(kd) ). In both of these proposals d is the distribution of the data. For EM the i value is often fixed at runtime since it can otherwise continue for a considerable number of iterations.
A. Experiment Setup
The experiments use two algorithms for each target class, a simple one and a more complex one. These algorithms are listed in Table II . Two algorithms were chosen for each target type because earlier testing had shown that some clusterers worked better with more complex classifiers, while others were better with the simple classifiers.
1)Algorithms for Nominal Datasets:
The experiments using nominal datasets are conducted with two different algorithms: Naïve Bayes and Logistic Regression [23] . Naïve Bayes was chosen as the simple classifier primarily for its speed and accuracy. Logistic Regression was chosen as the complex classifier because it is relatively parameter free and relatively quick. Both classifiers are capable of handling weighted instances. Support vector machines were also considered and would work well within the framework of the Cluster Classifier. However, they require extensive parameter tuning in order to get good performance. Additionally, long runtimes, even for simple support vector machines, compared to the methods chosen were found to be too expensive for use in these experiments.
2) Algorithms for Numeric Datasets: The experiments using numeric datasets are conducted with Linear Regression and Model Trees, which we refer to as M5 [22] . Linear Regression was chosen as the simple classifier because it is fast and well known method of regression that makes use of only simple relations in the data. Model trees were chosen also for their speed and their ability to find more complex relations. Model trees present a problem to the algorithm since they only support instance weights in the leaves not throughout the tree. This could cause problems at higher levels of clustering since more information is encoded in the weights. Support vector machines were also considered but rejected for similar reasons as above. Their support for instance weights makes them a very attractive alternative to M5 however.
B. Datasets
The experiments use nineteen different datasets, nine nominal and ten numeric. The full list of datasets is given in Table III . They were chosen primarily for their size. All th International Conference on IT in Asia (CITA) datasets are taken from the UCI repository [3] . Six of the nominal datasets are real world datasets. The last three are generated datasets. Of these, Agrawal, and both Waveform datasets were generated to forty thousand instances as this was thought to be a reasonable number of instances to process without taking too long. The only difference between the two Waveform datasets is nineteen random noise attributes placed at the end of each instance. 
C. Experimental Base
The classifiers were run against all the datasets to establish a baseline. The baselines for the nominal datasets are shown in Table IV, while Table V shows the baseline correlation coefficients for the numeric datasets. It is unlikely that clustered data can get better results than unclustered data. The baseline and all experiments use ten randomly generated train:test splits of 50:50 throughout for consistency. The tables report averages and standard deviations over the ten runs. 
IV. RESULTS
We present the results for both nominal and numeric targets below. A non-clustering method called Random Selection (RS), the selection of instances out of the dataset purely at random, is used as a sanity check in each case. Recall that the aim of the Cluster Classifier is to reduce the original dataset size and maintain the accuracy of the classifier. Thus a good result occurs when there is no significant difference between the baseline and the Cluster Classifier applied to a subset of the data. Statistical significance is determined at the 5% level according to the corrected resampled t-test [19] . A reduction noted as (-) is indicative of methods that are unable to match the baseline accuracy.
A. Nominal Datasets
The key measure of usefulness of a particular clustering method on a dataset is the amount of summarisation the clusterer can achieve before classification accuracy is reduced. Table VI shows the maximum summarisation attained by each clustering method for each dataset, when using the simple classifier, Naïve Bayes. The clustering methods are shown in rank order with the method achieving most summarisation to the left. The third column shows the actual summarisation scores achieved by each clusterer before accuracy was reduced by a statistically significant amount. The results for each classifier were summarised and tabulated separately as an overall average would present somewhat of an unbalanced picture for many datasets since in most cases a clustering method that performs well with one classifier may perform poorly with the other.
There is no overall best clustering method with the simple classifier. Random Selection is outright best on one, Bisecting K-Means on two, and Farthest First on one. When there is a tie (as happens in four datasets), First K and Random Selection are always present. The levels of summarisation attained with the simple classifier are excellent. They clearly demonstrate the benefits of either clustering or random selection for data reduction. However Table VI does show the importance of selecting the right clustering method for the dataset being summarised.
When using a more complex classifier clustering methods dominate random selection, as shown in Table VII . In terms of outright first rankings, Farthest First is best on three datasets, Bisecting K-Means on two, and First K on one dataset. Farthest First and Random Selection are both present in the th International Conference on IT in Asia (CITA) two ties. The levels of summarisation attained with the complex classifier is always less than or equal to that achieved with the simple classifier. Once again, it is important to trial a number of clusterers in this scenario.
Overall, the results for classification show that the Cluster Classifier is a worthwhile method of data summarisation on nominal datasets, provided an appropriate clustering method is chosen per dataset. When the classifier is simple, random selection should also be considered as it can outperform the clustering methods.
B. Numeric Datasets
With numeric datasets the same measures of success apply. The key measure of the usefulness of a clustering method in these experiments is the amount of summarisation the clusterer can achieve on the dataset before the correlation obtained by the classifier used for testing is reduced. Table  VIII shows the maximum summarisation attained by each clustering method when using the simple classifier Linear Regression. Improving on the base classification was not taken into account in this evaluation. Table IX shows the same information for the more complex classifier M5.
Under Linear Regression there are several clusterers that can achieve very high levels of summarisation. Farthest First achieves the outright best summarisation on one dataset, Bisecting K-Means on one, Random Selection on two, as shown by Table VIII . In all but two of these datasets the summarisation achieved is over eighty percent. First K only achieves more than fifty percent summarisation on the fried dataset. Its average performance of less than twenty five percent summarisation makes it the worst performing clustering method. With the exception of the poor performance of First K the results in Table VIII are very  similar to those in Table VI. On the complex classifier, M5, summarised in Table IX Overall, the results for classification show that the Cluster Classifier is a worthwhile method of data summarisation on nominal datasets, provided an appropriate clustering method is chosen per dataset. When the classifier is simple, a selection of methods including random selection should also be attempted. For complex classifiers on numeric data Farthest First is worth applying as part of a preliminary investigation.
V. RELATED WORK
There are two related research areas, Instance Selection, where the goal it to pick out from the dataset the most representative data points, and Data Squishing where new meta-data points are created. A selection of the papers in each of these two branches is illustrated in Figure 3 . Figure 3 shows the relation of the Cluster Classifier to other data summarisation techniques. The Cluster Classifier falls under the data squishing branch as it creates meta-data points. A broad overview of the tasks involved in data summarisation is provided by [17] . They identify three purposes for data summarisation: Enabling, Focusing, and Cleaning. Enabling is reducing a dataset to a point where, irrespective of time or memory, expensive algorithms can be feasibly applied to it. Focusing is removing extraneous data points from the dataset, leaving only those that apply to the classification problem. Cleaning is removing outliers and misclassified data points (noise) from the data to improve the classification accuracy. These goals are the same as those that motivated the Cluster Classifier in Section II. The Cluster Classifier explicitly sets out to achieve the enabling functions and as [17] suggest should achieve the other functions at the same time.
A. Data Squishing
The major work in this area is [10] . In this paper the authors propose a three stage framework for data squishing, Group, Moments and Generate (GMG). The first of these stages consists of grouping data points. They accomplish this by using bins to separate the data on categorical (nominal) attributes. In order to be able to separate data on continuous (numeric) attributes they employ two methods: hyperrectangles and data spheres. The moments stage uses a Taylor series approximation to calculate the moments on the data in each bin. Finally they generate a new smaller dataset with the same moments as the original. To do this they have to create several data points from most bins. Each data point created is weighted by the support it has from instances in the bin from which it was generated.
A similar approach to the Cluster Classifier is addressed by [15] . The authors concentrate on providing a way for clustering of the dataset to reduce it's size for use with a complex classifier, in their case the support vector machine. Their work has a much narrower application since they use the clusters directly in a support vector machine. The only clustering method employed was EM. Interestingly, they also found that it was not a satisfactory clustering method.
B. Instance Selection
Instance Selection uses real instances rather than meta instances. The techniques are designed to select the best representatives from amongst the original dataset and discard the rest. There are many methods used to accomplish this. Reference [20] presents a framework for the evaluation of instance selection as a focusing task, with the idea of defining the goodness of a solution. Reference [5] look at instance selection from a nearest Neighbour perspective. They use two methods of instance selection, the BIRCH [24] algorithm and hierarchical clustering using OPTICS [1] . To overcome the problems these methods have with loss of information, such as structural and size distortion, they employ Data Bubbles. These allow them to select the appropriate instance as a representative of the cluster rather than using what they term the naive approach of selecting the cluster centre or data point closest to the centre. This is computationally more expensive than the Cluster Classifier which selects the cluster centre. Their method is also only applicable to hierarchical clustering making it much less generic than the Cluster Classifier framework.
Both [4, 6] apply classification algorithms to deter-mine which data points are important. Cano uses evolutionary algorithms in order to generate the best set of data points for a particular task. They look specifically at two tasks, prototype selection for a nearest Neighbour classifier and training set selection. They conclude that using evolutionary algorithms on both of these tasks does in fact result in a small dataset that is a more accurate sample from the original dataset than those produced by other algorithms. Reference [4] use an ensemble of simple classifiers to determine which data points are the key members of the dataset. These members are then used as the members of the reduced dataset.
Random sampling is a subset of instance selection methods. Reference [15] takes an initially random selection from the dataset. They then take additional data points as candidates for exchange with data points already in the smaller dataset. A chi-square criterion is used to compare the goodness of the dataset as it stands or with the data point replaced with the candidate. If this goodness measure produces a better result using the candidate then the two data points are swapped. Reference [8] also begin with random samples rather than using a fixed size they contend that better reduction is achieved by continuing selection until a stopping criterion is met, which should in theory provide the optimal sample size. Their method is designed to be a fast online approach to adaptive random sampling. Each data point is considered and then either retained or not retained as the goodness characteristic dictates. The stopping criterion is the Hoeffding bound, when this is reached the selection stops and no further data points are examined. This makes this algorithm very good on extremely large datasets. However in the worst case it is very poor since it can select almost an entire dataset.
VI. CONCLUSIONS AND FUTURE WORK
The aim of this paper was to demonstrate the use of clustering algorithms to summarise large datasets by using the cluster centroids to create a more compact representation of the dataset. Since clustering is an inherently more complex process than random selection it needed to be demonstrated that the meta-data points generated by clustering were more effective when used in classification than an equivalent size random selection.
The results from Section IV show that the Cluster Classifier is an effective method of data summarisation. In many cases clustering achieves over fifty percent summarisation which is a very significant reduction on the large datasets used for the experiments. The effectiveness of clustering seems to be dependent on the complexity of the base classifier. Across both numeric and nominal datasets, clustering was more effective than random selection when employing a sophisticated classifier. Random selection was far more effective when used alongside a simple classifier.
The results do show, however, that when using the Cluster Classifier it is important to select a clusterer carefully. Three clusterers in the experiments have demonstrated their usefulness within this framework. Farthest First, Bisecting K Means and First K all provide satisfactory performance on some datasets. However none of these clustering methods is always better than the others. The best clustering method varies depending on the structure of the dataset being clustered. An obvious example of this, which can be observed in Section IV, is First K's inability to provide effective results on numeric datasets. This naive clustering method achieves better results with nominal datasets.
A. Future Work
Experiments to test the Cluster Classifier's effectiveness as a noise detection and/or reduction technique should be conducted. This can be achieved by removing clusters with low support. The impact of the weights could also be investigated by performing experiments with weights set to one for all meta-data points. In principle there should be a performance drop especially in the case of nominal targets with skewed class distributions.
Currently the Cluster Classifier only partitions nominal data. Numeric data is clustered directly. This is reflected in the poorer summarisation achieved for numeric datasets relative to that achieved for nominal datasets. The Cluster Classifier should include a method for partitioning numeric class values prior to clustering similarly to the methods used by [10] to partition numeric attributes prior to binning.
The Cluster Classifier could also perform its work more effectively and cluster much larger datasets if it were modified to work with streaming clusterers. These clusterers cluster a data point and then discard it immediately after modifying their internal cluster structure. This allows them to handle arbitrarily large datasets. By combining streaming clusterers with the Cluster Classifier it should be possible to summarise arbitrarily large datasets down to a sufficient size to enable complicated batch classification algorithms to be run effectively on them.
