Abstract-The purpose of the Next Generation Safeguards Initiative (NGSI)-Spent Fuel (SF) Project is to strengthen the technical toolkit of safeguards inspectors and/or other interested parties. The NGSI-SF team is working to achieve the following technical goals more easily and efficiently than in the past using nondestructive assay measurements of spent fuel assemblies: 1) verify the initial enrichment, burnup, and cooling time of facility declaration; 2) detect the diversion or replacement of pins; 3) estimate the plutonium mass; 4) estimate decay heat; and 5) determine the reactivity of spent fuel assemblies. The differential die-away self-interrogation (DDSI) instrument is one instrument that was assessed for years regarding its feasibility for robust, timely verification of spent fuel assemblies. The instrument was recently built and was tested using fresh fuel assemblies in a variety of configurations, including varying enrichment, neutron absorber content, and symmetry. The early die-away method, a multiplication determination method developed in simulation space, was successfully tested on the fresh fuel assembly data and determined multiplication with a rootmean-square (RMS) error of 2.9%. The experimental results were compared with MCNP simulations of the instrument as well. Low multiplication assemblies had agreement with an average RMS error of 0.2% in the singles count rate (i.e., total neutrons detected per second) and 3.4% in the doubles count rates (i.e., neutrons detected in coincidence per second). Highmultiplication assemblies had agreement with an average RMS error of 4.1% in the singles and 13.3% in the doubles count rates.
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assemblies [1] . One of the benefits of NDA in international safeguards is material verification and accountancy at locations such as repositories, interim storage facilities, and reprocessing facilities. Assembly multiplication is an indication of fissile material and is one of the fuel parameters that we aim to determine. Detection of pin diversions is another goal of the DDSI instrument and may be aided by multiplication determination [2] . Various analysis algorithms, including a multiplication determination method called the early die-away method, were developed based on simulations of the instrument performed in MCNP. The simulations used representative Pressurized Water Reactor spent fuel in the form of spent fuel libraries that varied in initial enrichment, burnup, cooling time, assembly completeness, shuffling patterns, and moderator density [3] . Analysis algorithms were both developed and tested on these spent fuel libraries in anticipation of building the instrument and validating the algorithms with experiments. The instrument was built after simulations were completed and was then used to measure a variety of fresh fuel assemblies and 252 Cf sources. To measure spent fuel, DDSI uses the neutrons naturally emitted from the spontaneous fission and (alpha, n) decay, primarily from 244 Cm and 240 Pu, to interrogate the fuel pins on short time scales. Neutron coincidence counting is performed to measure neutrons arriving in coincidence from the same fission event or the same fission chain. The characteristic die-away time of neutrons in the system can then be used to analyze the assembly on time scales that nontemporally resolved passive neutron counting cannot [4] . The signal is stored in the form of a Rossi-alpha distribution (RAD), which is a histogram of times between a trigger neutron detection (which is any neutron detection) and subsequent detections [5] . We have observed in simulation space that the early time domain of the RAD from spent fuel assemblies is nearly linearly proportional to the multiplication of the assembly, regardless of the enrichment, burning, or cooling history of the assembly [4] . Here we demonstrate that this trend is also observed in 252 Cf-driven fresh fuel measurements with the DDSI technique.
II. FRESH FUEL MEASUREMENT SETUP
Before taking measurements, we gain-matched the 56 3 He detectors and preamplifiers. Pulse widths were set to 100 ns. Individual preamplifiers were used for each detector to minimize dead time and gamma-ray pileup. The DDSI instrument was assembled with the 3 He tubes and preamps in four polyethylene pods, which were inserted into stainless steel 0018-9499 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. enclosures, as shown in Fig. 1 . Leads were fed through conduit out of each enclosure to the data acquisition system. The conduits also housed the high-voltage and low-voltage cables to power the detectors in each enclosure. The instrument was lifted by a crane and lowered into a 1900-liter tank, as shown in Fig. 2 . Initial measurements of a single 252 Cf source in air were performed to characterize and benchmark the instrument [6] . The tank was then filled with water, and the fuel rack was lowered into the center of the instrument so that fuel measurements could be taken. Though the instrument contains 56 slots for 3 He tubes, only 52 tubes were used for these measurements as the signal, and tubes with experimental preamplifiers or ion chambers were placed in the remaining four slots. Depleted uranium (DU), low-enriched uranium (LEU), and gadolinium-LEU rods (5.2% Gd by weight percent) were used to create 13 different symmetric assembly enrichments in the fuel rack, as well as four different asymmetric configurations. Asymmetric burning is commonly observed in spent fuel assemblies; therefore, considering asymmetric fresh fuel loadings is beneficial in extending to the spent fuel analysis realm. The gadolinium was used in seven assemblies to provide varying neutron absorber content to simulate the effect of fission product poisons that would be present in the case of spent fuel. Measuring assemblies that vary in enrichment, neutron absorber content, and symmetry was necessary to test the early die-away method because a variety of multiplication values is needed to construct the calibration curve. Five 252 Cf sources totaling ∼1.4 mCi were placed in control rod slots Total neutron flux as a result of the dispersed axial and radial distribution of 252 Cf sources in an assembly. Two of the sources are more difficult to see in the figure due to their lower source strength, but are indicated with arrows.
and distributed axially and radially to obtain a more even source flux, as shown in Fig. 3 . Three of the sources had a nearly equal strength of ∼0.28 mCi, and the other two sources were ∼0.14 mCi. The symmetric enrichment configurations are shown in Fig. 4 , and the asymmetric configurations are shown in Fig. 5 .
III. RESULTS
The empty fuel rack with five 252 Cf sources in guide tubes was measured. Each of the 16 assembly configurations was then measured in turn. MCNP simulations were also conducted to compare these configurations with experimental values.
One of the benefits of list-mode data collection for neutron coincidence counting is the ability to consider data on a channel-by-channel basis. The channels contain input signals from each detector in four pods surrounding the measured assembly. Comparing the channel-by-channel data from experiment to that from simulation verifies that the placement of the sources in the model was correct. The DDSI instrument geometry was created in simulation space using mechanical engineering specifications of the instrument, in addition to physical dimension measurements taken onsite. The agreement of the characterization measurement results with simulation in this work, as well as in [6] , indicates that the detector model is accurate. To compare the experimental and simulated data for each channel, we used the case of the empty fuel rack with five sources in water. Singles (neutron count rates) in each channel from experiment and simulation are shown in Fig. 6 .
The trends of the experimental channel-by-channel data closely resemble the simulated data, indicating that the placement of the fuel rack and sources in the instrument in simulation space is accurate. This result also indicates that the detector instrument and source layout were modeled correctly.
The simulated singles count rates were obtained with an infinite gate F8 capture tally using MCNPX v2.7.0 [7] . The doubles count rates were obtained both in experiment and simulation from a 24 μs gate after a 4 μs pre-delay in the RAD. The simulated Rossi-alpha distribution (RAD) was produced with the F8 capture tally method, as described in [8] . The experimental RAD was produced by analyzing the list mode data with the FastTapX software package, an expansion and update of the original Los Alamos National Laboratory (LANL) VBTap software package [9] . Because good agreement was obtained between the experimental and simulated simple cases of five 252 Cf sources in water and a single 252 Cf source in air, we concluded that the model of the detector system was correct. However, when fresh fuel was introduced, the agreement worsened as the 235 U loading increased. Extensive sensitivity analysis was done on different aspects of the model to improve its agreement with experiments in the fuel measurement cases without affecting the simple source-alone cases significantly [10] .
After the model was finalized, experimental and simulated singles and doubles data from each symmetric and asymmetric fuel loading were compared. Experimental singles and doubles were dead time corrected, although the correction was small [10] . Singles and doubles rates are compared for the 16 different symmetric and asymmetric fuel loadings in addition to the 5 252 Cf sources alone in Tables I and II, respectively. Agreement is good in the low count rate cases; however, it diverges in the higher count rate cases, and singles disagreement is as high as 7%, whereas doubles disagreement is as high as 19%. The fuel pins were modeled according to a series of X-ray transmission measurements performed in 2013 [11] ; however the uncertainty on the exact specifications including enrichment and density of the fuel rods in the 2013 measurements is high, on the order of 50% in many cases. Therefore, the original manufacturer specifications are used for the enrichments in the model. The DU enrichment is 0.21%, the LEU enrichment is 3.19%, and the average gadolinium rod enrichment is 3.27%. Density values for the rods are not precisely known and were obtained from measurement data from [11] . In reality the fuel pins may vary in density because the pellets are pushed together with springs at the end of the fuel rods, however these springs may wear over time and result in more air between pellets. The average density is modeled for each pin in MCNP, which could result in artificially high multiplication in simulations if the simulated density is too high. For example, a 0.2 g/cm 2 change in density representing a ∼2% change in density results in a ∼8% change in the doubles rate. Previous benchmarks of active interrogation of the LANL fresh fuel rods have had disagreement between simulation and experiment as well [12] , and the cause for the disagreement was ultimately undetermined. There has also been extensive work done identifying nuclear data issues leading to disagreement, particularly with nubar (number of neutrons released per fission) values [13] , [14] ; however this area of study requires much more data and experimental work to confirm the correct values. The trend with multiplication could also imply a dead time correction problem with the experimental data; however the dead time for the system is low [10] . A combination of these issues could lead to disagreement of this magnitude in the high multiplication assembly simulations, and therefore it is determined that the model is as accurate as it can be with the information available for the construction of this model. In addition to comparing the singles and doubles rates, it is informative to compare the die-away times from the RAD fitting. These values were obtained with a series of curvefitting algorithms implemented in Python [15] . Identical RAD curve analysis was performed on experimentally obtained list mode RAD data and simulated RAD data. The fitting procedure first obtained a single exponential fit using a nonlinear least squares algorithm for the 80 to 150 μs range of the RAD, which is the time domain where the fast component has died away in all cases considered here. This curve, called the slow component, was extended back to 0 μs, and the values were subtracted from the original RAD data. The slow component is created by coincident neutrons from thermal fission chains. The remaining data were again fit by a single exponential, and this curve was called the fast component. The fast component is created by coincident neutrons undergoing processes with die-away times faster than that of the detector, and therefore the fast component die-away time is approximately equal to that of the detector instrument. Finally, the data in the 6 to 52 μs range of the RAD were fit with a single exponential, and the die-away time from that curve was called the early die-away time. 1 The early die-away time domain was determined as the region where the fast and slow components overlap for all cases considered here. Figs. 7-14 show comparisons between experimental and simulated RADs and exponential fits for four different enrichment cases representing the lowest, highest, and two near-median enrichment assemblies.
As with the singles and doubles rates, the agreement of the shape and magnitude of the RAD curve was better in lowenrichment cases. This result is a reflection of the multiplication disagreement.
The primary goal of the experiments was to apply the early die-away method for multiplication determination from Kaplan et al. [4] to fresh fuel assembly measurements to ascertain whether this relationship exists in experimental results. In particular, we have shown in spent fuel simulations that the near-linear relationship between net multiplication and early die-away time is valid for a wide variety of fuel enrichments, burnups, and cooling times. In fresh fuel, we can recreate aspects of these parameters by observing whether the relationship holds for varying neutron absorber content and enrichment. The leakage multiplication can be approximated first by plotting the measured singles rate versus the 235 U mass/cm, as shown in Fig. 15 for the six assemblies without Gd only, and extending the polynomial fit back to 0 to find the zero-fissile-content, theoretical singles rate. Each assembly's measured singles rate can then be divided by the zero-fissile-content rate to determine leakage multiplication. The leakage multiplication as a function of experimentally determined, early die-away time is plotted for 16 assemblies with 13 different fuel enrichments, both asymmetric and symmetric loadings, and varying neutron absorber content in Fig. 16 . 1σ error bars are shown on the early dieaway times.
The same trend that was observed in simulations of spent fuel is apparent in measurements of fresh fuel. The trend holds for the MCNP simulations of the fresh fuel data as well, despite the sometimes high doubles disagreement with experiment, as shown in Fig. 17 .
Despite varying enrichment, neutron absorber content, and symmetry, early die-away time remains a robust multiplication measurement parameter, predicting multiplication with RMS error of 2.9%. The fact that the early die-away method is successful with experimental data, in addition to the simulated data on which it was developed, is a promising result and warrants further investigation and testing of the method in spent fuel measurements.
IV. CONCLUSION
Sixteen different fresh fuel assemblies were created with a combination of DU, LEU, and gadolinium rods. Of the assemblies, 13 were symmetric with different enrichments and three were with the same enrichment but in different, asymmetric configurations. The assemblies were measured by the DDSI instrument at LANL in 2015 to test the early dieaway method. Simulations of the setups were performed, and results closely reflected the experimental results in cases of low count rate and sources alone, although a discrepancy was found in the measured and simulated count rates and dieaway times that increased with increasing multiplication and count rate. The early die-away method developed in simulation space for spent fuel analysis proved accurate in measured fresh fuel analysis, predicting multiplication with a RMS error of 2.9%. This result lends promise to the method for future use in fuel multiplication determination. Measurements of asymmetric fresh fuel assemblies showed the same trends as symmetric assemblies in that the leakage multiplication values for asymmetric assemblies fell on the same early dieaway calibration curve as the symmetric assemblies. This result indicates that asymmetrically burned spent fuel assembly measurements will not result in inaccuracies in the analysis methods.
