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The performance of wireless networks is aﬀected by channel conditions. Link Adaptation techniques have been proposed to
improve the degraded network performance by adjusting the design parameters, for example, the modulation and coding schemes,
in order to adapt to the dynamically changing channel conditions. Furthermore, due to the advancement of the IEEE 802.11n
standard, the network goodput can be enhanced with the exploitation of its frame aggregation schemes. However, none of the
existing link adaption algorithms are designed to consider the feasible number of aggregated frames that should be utilized for
channel-changing environments. In this paper, a frame-aggregated link adaptation (FALA) protocol is proposed to dynamically
adjust system parameters in order to improve the network goodput under varying channel conditions. For the purpose of
maximizing network goodput, both the optimal frame payload size and the modulation and coding schemes are jointly obtained
according to the signal-to-noise ratio under specific channel conditions. The performance evaluation is conducted and compared
to the existing link adaption protocols via simulations. The simulation results show that the proposed FALA protocol can eﬀectively
increase the goodput performance compared to other baseline schemes, especially under dynamically-changing environments.
1. Introduction
A wireless network is a type of computer networks that
utilizes wireless communication technologies to maintain
connectivity and exchange messages between stations over
wireless media, such as infrared, laser, ultrasound, and radio
waves. Due to the wireless nature, wireless networks possess
many advantages against its wired counterpart, for example,
capable of device mobility, simple installation, and ease of
deployment. Depending on the coverage, wireless networks
can in general be divided into five diﬀerent categories,
including wireless regional area networks (WRANs), wireless
wide area networks (WWANs), wireless metropolitan area
networks (WMANs), wireless local area networks (WLANs),
and wireless personal area networks (WPANs). The IEEE
standards association establishes five standard series of
IEEE 802.22, 802.20, 802.16, 802.11, and 802.15 for the
corresponding networks. Among these wireless standard
series, the IEEE 802.11 standard is considered the well-
adopted suite for WLANs due to its remarkable success in
both design and deployment.
In recent years, the IEEE 802.11 standard has been
used both for indoor and mobile communications. The
applications for WLANs include wireless home gateways,
hotspots for commercial usages, and ad hoc networking
for intervehicular communications. Various amendments are
contained in the IEEE 802.11 standard suite, mainly includ-
ing IEEE 802.11a/b/g [1–3], IEEE 802.11e [4] for quality-
of-service (QoS) support. With the increasing demands to
support multimedia applications, the new amendment IEEE
802.11n [5, 6] has been proposed for achieving higher
goodput performance. The IEEE 802.11 task group N (TGn)
enhances the PHY layer data rate up to 600 Mbps by adopting
advanced communication techniques, such as orthogonal
frequency-division multiplexing (OFDM) and multiinput
multioutput (MIMO) technologies [7]. It is noted that
MIMO technique utilizes spatial diversity to improve both
the range and spatial multiplexing for achieving higher
data rate. However, it has been investigated in [8] that
simply improves the PHY data rate will not be suﬃce for
enhancing the system goodput from the medium access
control (MAC) perspective. Accordingly, the IEEE 802.11
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TGn further exploits frame aggregation and block acknowl-
edgment techniques [9] to moderate the drawbacks that are
originated from the MAC/PHY overheads.
There is research work proposed in [10–19] that focus on
packet aggregation schemes for WLANs. Two-level aggrega-
tion techniques, that is, the aggregate MAC service data unit
(A-MSDU) and the aggregate MAC protocol data unit (A-
MPDU), are exploited in the current IEEE 802.11n draft. Per-
formance comparisons between IEEE 802.11, 802.11e, and
802.11n protocols have been presented in [10]. The benefits
of adopting two-level packet aggregation have been shown
in [11, 12] for the enhancement of network goodput; while
experimental studies on packet aggregation were conducted
in [13]. Feasible fragmentation and retransmission of packets
has been studied in [15, 16] for goodput enhancement
with the consideration of contending stations [14]. It has
been suggested in [17] to adopt packing, concatenation,
and multiple frame transmission in order to reduce the
MAC/PHY overheads. For goodput enhancement of VoIP
traﬃc, Lu et al. [18] recommended the MAC queue aggre-
gation (MQA) scheme; while Lee et al. [19] exploits intercall
aggregation for multihop networks. Nevertheless, most of
the existing schemes do not consider the eﬀectiveness of
packet aggregation techniques under time-varying channel
conditions.
On the other hand, in order to improve the network
performance within dynamically changing environments,
link adaptation techniques are proposed by adjusting major
design parameters according to the channel conditions, for
example, based on the signal-to-noise ratio (SNR) values.
The automatic rate fallback (ARF) algorithm as developed
in [20] regulates the packet transmission rate based on the
available feedback information from the acknowledgment
(ACK) frames. Due to the severe delay problems encountered
by the ARF scheme under highly varying channel conditions,
cross link adaptation (CLA) algorithms [21–23] are proposed
to alleviate the degraded network goodput. A mapping table
between the SNR value and the modulation and coding
scheme (MCS) is pre-established by the CLA algorithms,
where an optimal MCS scheme is obtained in order to
maximize the saturated network goodput. However, none
of the existing link adaptation algorithms is specifically
designed under the scenarios with frame aggregation. It will
be beneficial to provide an eﬃcient link adaptation scheme
such as to enhance the system goodput for the IEEE 802.11n
networks.
In this paper, a frame-aggregated link adaptation (FALA)
protocol is proposed to maximize the goodput perfor-
mance for the IEEE 802.11n networks based on cross-layer
information. The conventional rate-adaptive schemes simply
consider the choice of the PHY-layer modulation and coding
schemes (MCS) in the goodput modeling. Therefore, in
order to further enhance the network goodput performance,
the proposed FALA algorithm additionally adopts the MAC-
layer frame payload size as another degree of freedom to
theoretically model the system goodput. Moreover, the A-
MPDU/A-MSDU frame aggregation scheme adopted in the
IEEE 802.11n MAC protocol is also taken into account
under the saturated goodput performance. According to the
results obtained from the goodput analysis, a table con-
taining both the optimal MCS scheme and optimal MPDU
payload size will be pre-established in order to facilitate
the implementation of the proposed FALA algorithm. After
acquiring the SNR value from the communication channel,
an appropriate combination of both the MCS scheme and
the frame payload size will be selected in order to maximize
the network goodput. Simulations are also implemented to
evaluate the eﬀectiveness of the proposed FALA algorithm
under the existence of channel variations. Compared with
other baseline schemes, higher MCS can be utilized by the
proposed FALA protocol under the same signal-to-noise
condition, which can be observed that the FALA scheme
outperforms other existing link adaptation algorithms with
improved network goodput.
The remainder of this paper is organized as follows.
Section 2 describes existing link adaptation algorithms.
The proposed FALA protocol associated with the goodput
analysis is presented in Section 3. Section 4 provides the
performance evaluation of the proposed FALA scheme; while
the conclusions are drawn in Section 5.
2. Preliminaries
The mechanism of link adaptation denotes the concept of
establishing the mapping between the modulation, coding,
or other protocol parameters toward the channel conditions.
Two well-adopted link adaptation algorithms, that is, the
ARF and the CLA schemes, are briefly summarized as
follows. Both schemes will be evaluated and compared via
simulations in Section 4.
2.1. Automatic Rate Fallback (ARF) Algorithm. The ARF
scheme in [20] determines the required packet transmission
rate based on the success of transmission attempts. Two
counters are utilized to trace the consecutively received
correct and missed ACK frames, respectively, which are
adopted to reflect the corresponding channel conditions. If
the successive ACK frames that are correctly received have
reached the number of ten, the packet transmission rate for
next transmission attempt will be upgraded to a higher-level
rate. On the other hand, as the number of consecutively
missed ACK frames reaches two, the packet transmission rate
will fallback to a lower-level rate. The advantage of adopting
the ARF algorithm is its simple computation which only
involves the design of several counters and timers within the
MAC layer protocol. However, without the consideration of
PHY layer information (e.g., the channel SNR values), the
adaptation scheme within the ARF protocol is in general
insensitive to the channel variations. As the degree of channel
variation is raised, considerable delayed performance will be
incurred by exploiting the ARF algorithm.
2.2. Cross-Layer Link Adaptation (CLA) Algorithm. In order
to alleviate the problem as described in the ARF scheme, the
CLA algorithm [21] associated with its derivative schemes
[22, 23] are proposed by incorporating PHY layer informa-
tion for the MAC protocol design. The saturated goodput
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analysis of the IEEE 802.11 distributed coordination function
(DCF) is utilized for the determination of transmission
rate within the CLA algorithm. For achieving the maximal
goodput performance, a mapping table is established to
obtain an optimal MCS scheme based on a given channel
SNR value. It is noted that this mapping table is constructed
oﬄine, and will be served as a realtime lookup table for
each device to obtain a feasible MCS scheme under specific
channel condition. Owing to the online mapping from the
SNR value to the corresponding optimal MCS scheme, the
goodput performance by adopting the CLA scheme can be
greatly improved, especially under severe channel variation.
3. Proposed Frame-Aggregated Link Adaptation
(FALA) Protocol
By using the PHY layer information, it is intuitive that
the CLA scheme should result in enhanced goodput per-
formance compared to the ARF algorithm under channel
variations. Considering the protocol design for IEEE 802.11n
standard, it can be beneficial to incorporate the frame
aggregation within the link adaptation scheme in order to
maximize the network goodput. Section 3.1 discusses the
observations that are acquired from the goodput characteris-
tics of IEEE 802.11n protocol. The saturated goodput analysis
with the consideration of frame aggregation is described in
Section 3.2; while the implementation of proposed FALA
protocol is explained in Section 3.3.
3.1. Goodput Observation based on IEEE 802.11n Protocol.
Except for the main features of MIMO and OFDM tech-
niques, multiple packet transmission rates are also provided
in the IEEE 802.11n PHY standard through the utilization
of diﬀerent MCS schemes, including both the modulation
modes and coding rates. Furthermore, the IEEE 802.11n
MAC protocol mandates the implementation of frame aggre-
gation scheme for the sake of promoting the transmission
eﬃciency. With the frame aggregation scheme as shown in
Figure 1, multiple MAC protocol data units (MPDUs) are
combined into an aggregated MPDU (A-MPDU), which is
consequently transported into a single PHY service data
unit (PSDU). Moreover, the MPDU payload within each
MPDU can be designed to consist multiple service data
units (MSDUs), which results in the A-MSDU as in Figure 1.
Intuitively, the transmission eﬃciency can be improved with
the usage of A-MPDU and/or A-MSDU since more data units
are transmitted with a communion of control overhead.
In order to observe the eﬀect from the number of
aggregated frames to the goodput performance, performance
comparison via simulations obtained from [15, 16] has been
rerun as shown in Figure 2. Considering diﬀerent bit error
rate (BER) values, the goodput performance under diﬀerent
numbers of aggregated MPDUs is shown in Figure 2(a);
while that with diﬀerent numbers of aggregated MSDUs is
illustrated in Figure 2(b). It can be seen that the network
goodput is increased along with the incremented number
of MPDUs. However, the network goodput will reach a
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Figure 1: The schematic diagram of A-MPDU and A-MSDU frame
formats.
MSDUs is augmented. The major reason can be contributed
to the inherent diﬀerence between the frame structures of A-
MPDU and A-MSDU. As shown in Figure 1, each MPDU
within an A-MPDU is associated with its own frame check
sequence (FCS) for error correction. The frame error can be
corrected on an MPDU basis, which results in monotonic
increasing trend as shown in Figure 2(a); that is, the goodput
performance will be enhanced as the number of aggregated
MPDUs is enlarged.
On the other hand, a single FCS that exists within the
frame structure of an MPDU will be utilized to conduct
error correction for the entire A-MSDU. As the number of
aggregated MSDUs is increased, there is no guarantee that
the goodput performance will be enhanced owing to the
existence of channel noises. In other words, the entire A-
MSDU will be dropped while an uncorrectable error hap-
pens, which will decrease the transmission eﬃciency if the
number of aggregated MSDUs has surpassed a certain limit.
As can be seen from Figure 2(b), the goodput performance
will be drastically decreased as the BER value is augmented.
Based on the observations as above, it will be beneficial to
obtain a feasible length of the MPDU payload (i.e., the l
parameter as in Figure 1) such that the maximal goodput can
be achieved under diﬀerent SNR values. As will be shown
in the next subsection, the optimal parameters, including
both the MPDU payload size and the MCS scheme, will be
acquired for achieving the maximal goodput under diﬀerent
channel conditions.
3.2. Goodput Analysis with Frame Aggregation. The analysis
for saturation network goodput with the consideration of
frame aggregation will be introduced in this subsection.
In order to acquire the goodput performance based on
the cross-layer information, two types of errors should be
considered including both the modulation/demodulation
errors and the decoding errors. First of all, the PHY layer BER
is computed, which corresponds to the demodulation error
caused by transmitting signals under an error-prone channel.
Considering the MCS schemes described in the IEEE 802.11n
standard, as shown in Table 1, three diﬀerent modulation
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Table 1: Modulation and coding schemes of the IEEE 802.11n
standard.
MCS mn Modulation level Code rate (Rc) Data rate (Mbps)
1 BPSK 1/2 6.5
2 QPSK 1/2 13.0
3 QPSK 3/4 19.5
4 16-QAM 1/2 26.0
5 16-QAM 3/4 39.0
6 64-QAM 2/3 52.0
7 64-QAM 3/4 58.5
8 64-QAM 5/6 65.0
modes are utilized including BPSK, QPSK, and M-ary QAM.
For BPSK and QPSK with code rate Rc = 1/2 and 3/4 (i.e.,
mn = 1, 2, and 3 as in Table 1), the BER caused by the








where the Q(x) function represents the complementary
Gaussian cumulative distribution function (CDF). The SNR
value estimated at the receiver is denoted by Eb/N0, where
Eb is the energy per bit and N0 represents the noise power
spectral density. For the remaining 16-QAM and 64-QAM





































where the parameter M is equal to either 16 or 64 represent-
ing the corresponding QAM scheme. Furthermore, the MAC
layer BER that accounts for the decoding error is calculated
as follows. The convolutional encoder [25, 26] as defined
in the IEEE 802.11n standard is utilized associated with the
generator polynomials g0 = (133)8 and g1 = (171)8, along
with the constrain length K = 7. Since each information bit
is encoded into two symbols with 7 bits individually, a total of
14 bits will be required for the encoding process. Therefore,
the average BER Pe(mn) in MAC layer can be approximated
and obtained under the coding rates equal to Rc = 1/2, 2/3,







[11ζ10(mn) + 38ζ12(mn) + 193ζ14(mn)], Rc = 12 ,
1
14
[ζ6(mn) + 16ζ7(mn) + 48ζ8(mn)], Rc = 23 ,
1
14
[8ζ5(mn) + 31ζ6(mn) + 160ζ7(mn)], Rc = 34 ,
1
14
[14ζ4(mn) + 69ζ5(mn) + 654ζ6(mn)] Rc = 56 .
(3)
It is noted that (3) is approximated by taking the first three
terms of the union bound [25, 26] for decoding error and
is divided by 14 encoding bits. Considering that the Viterbi
decoding with hard decision is adopted for the convolution
code, the probability ζd(mn) within (3) of an incorrect path




















×[1− Pbe(mn)]d−k, d = odd value,
(4)
where the BER Pbe(mn) can be acquired from (1) and (2)
based on their respective MCS schemes.
After obtaining the MAC layer BER Pe(mn) (as in (3))
with respect to the SNR value estimated at the receiver end,
the saturated network goodput can be analyzed under a
two-dimensional Markov chain backoﬀ model. As shown
in Figure 3, every backoﬀ operation (s(t), b(t)) consists of
two stochastic processes s(t) ∈ [0,m] and b(t) ∈ [0,Wi −
1]. In a backoﬀ operation, the process s(t) indicates the
backoﬀ stage with the maximum stage m, which corresponds
to the system retry limit. The process b(t) denotes the
backoﬀ timer at the ith backoﬀ stage with contention window
size Wi = 2i · W for 0 ≤ i ≤ m, where W0 = W
represents the minimal contention window size. In order to
derive the stationary distribution of the backoﬀ model as
in Figure 3, the state-transition probability should first be
obtained. The parameter p is introduced as the probability
for receiving inaccurate packet at the receiver node. It is
noted that the unsuccessful reception of data packets at the
receiver is resulted from either the packet collision or the
channel noises. Therefore, the transition probabilities, which
are defined as P(i1, k1 | i0, k0)  (s(t + 1) = i1, b(t + 1) = k1 |
s(t) = i0, k(t) = k0), can be obtained as follows:
P(i, k | i, k + 1) = 1, k ∈ [0,Wi − 2], i ∈ [0,m],
P(i, k | i− 1, 0) = p
Wi
, k ∈ [0,Wi − 1], i ∈ [1,m],
P(0, k | i, 0) = 1− p
W0
, k ∈ [0,W0 − 1], i ∈ [0,m− 1],
P(0, k | m, 0) = 1
W0
, k ∈ [0,W0 − 1].
(5)
With the state-transition probabilities acquired from (5),
the corresponding stationary distribution defined as πi,k 
limt→ 0P(s(t) = i, b(t) = k) with i ∈ [0,m],k ∈ [0,Wi − 1]
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Figure 3: Two-dimensional Markov chain backoﬀ model in consideration of packet collision and channel noises.
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can be derived as follows:





= πi−1,0 · p i ∈ [1,m]





= πi−1,0 · p · Wi − k
Wi
, i ∈ [1,m], k ∈ [0,Wi − 1]
π0,k = W0 − k
W0






· πm,0, k ∈ [0,W0 − 1]
(6)
In terms of π0,0, the stationary distribution πi,k, for all i, k in
(6) can be expressed as
πi,0 = pi · π0,0, i ∈ [1,m]
πi,k = Wi − k
Wi
· πi,0, i ∈ [0,m], k ∈ [0,Wi − 1].
(7)
The characteristics of Markov chain model can be illustrated
in (7) with probability p. The determination of probability
p is shown as follows. Associated with the stationary
cumulated distribution of Markov chain model; that is,∑m
i=0
∑Wi−1
















1− pm+1)(1− 2p) + W(1− p)[1− (2p)m+1] .
(8)
Consequently, the probability of any transmission within
a randomly selected time slot, that is, the conditional











1− 2p) + W(1− p)[1− (2p)m+1] .
(9)
On the other hand, since the inaccurate receptions of packets
are incurred from either packet collision or channel noises,
the probability p in (9) can be acquired as
p = Pcol + (1− Pcol)Pf e,a(mn, l), (10)
where Pcol denotes the collision probability. The parameter
Pf e,a(mn, l) indicates the error probability for the entire
A-MPDU, which is a function of the MCS scheme mn and
the payload size l. Both Pcol and Pf e,a(mn, l) can be expressed
as
Pcol = 1− (1− τ)α−1, (11)





where α is the total number of contending nodes that intend
to access the channel. Pf e,m indicates the frame error rate
(FER) of a single MPDU within a noisy channel, and Nm
represents the total number of MPDUs within an A-MPDU.
As in (12), the failure transmission is defined only if all the
MPDUs within an A-MPDU is received with uncorrectable
error. It is obvious to observe from (10) to (12) that the stage-
transition probability p can also be expressed as a function
of the conditional transmission probability τ. Based on the
cross-relationship between the variables τ and p as in (9)–
(12), the value of τ can consequently be obtained through
numerically solving these nonlinear equations.
By extending the DCF scheme as described in [27–30]
with the frame aggregation technique, the saturated network
goodput can be acquired as follows. The saturated network
goodput is defined as the ratio of the averaged successfully
received payloads of an A-MPDU to the time required to
successfully transmit an A-MPDU, that is,
G(mn, l) = E[La]
E[Ta]
= E[La]
E[TB] + E[TS] + E[TC] + E[TE]
.
(13)
In order to emphasize the impact from diﬀerent parameters
that are selected in the proposed FALA algorithm, the
saturated goodput in (13) is denoted as a function of both the
MCS scheme mn and the MPDU payload size l. A successfully
transmitted A-MPDU indicates that at least one MPDU in
it has been received either without error or with correctable












= Nm · l,
(14)
where the dummy variable i denotes the number of suc-
cessfully received MPDUs within an A-MPDU transmission
attempt. Moreover, E[TB] = (1−Ptr)·σ indicates the average
length of non-frozen backoﬀ time in a time slot, where σ is
defined as the size of a slot time [27]. The parameter Ptr is the
probability that at least one transmission is occurred in the
considered time slot, that is, Ptr = 1 − (1 − τ)α. The average
durations in a time slot for the successful transmission E[TS],
the failure transmission caused by channel noises E[TE],




1− Pf e,a(mn, l)
]
· TSuc, (15)
E[TE] = PtrPwcPf e,a(mn, l) · TEr, (16)
E[TC] = Ptr(1− Pwc) · TCol, (17)
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Figure 4: The system architecture for the proposed FALA algo-
rithm.
where Pwc is the probability of transmission without colli-
sions on condition that at leat one station is transmitting,
that is,
Pwc = α · τ · (1− τ)
α−1
Ptr
= α · τ · (1− τ)
α−1
1− (1− τ)α . (18)
According to the RTS/CTS scheme as described in [27], the
time durations for successful and failure transmissions (as
in (15) and (16)) are considered equal as TSuc = TEr =
TRTS +TCTS +THeader +TPayload +TBlockAck +3TSIFS +4ρ+TDIFS,
where ρ represents the propagation delay. It is noted that
the meaning for these timing parameters are denoted by
their corresponding subscripts. The time interval for the
occurrence of collision as in (17) is obtained as TCol = TRTS +
ρ + TDIFS. As a result, the saturated goodput G(mn, l) as in
(13) based on specific values of the MPDU payload size l and
the MCS scheme mn can be acquired.
3.3. Implementation of FALA Algorithm. In this subsection,
the implementation of proposed FALA algorithm will be
explained. Figure 4 illustrates the schematic diagram for
the realization of FALA scheme, which represents a cross-
layer architecture. It is noticed that the original IEEE
802.11n standard will not be modified, where an additional
link adaptor is imposed for the implementation of FALA
algorithm.
The implementation of proposed FALA scheme is com-
posed by both oﬄine table construction and online adaption
process. The first step is to establish the FALA table that
maps from the SNR input to the output set (m∗n , l∗), which
indicates the optimal MCS scheme m∗n and the optimal
MPDU payload size l∗ for achieving the maximal goodput
performance. For implementation purpose, discrete sets of
SNR values concerned in the FALA scheme will be utilized
to facilitate the table construction. The SNR input obtained
from the wireless channel will be grouped into specific ranges





−∞, SNRmin + ΔS2
)








, 1 < i < ns,
[
SNRmax − ΔS2 ,∞
)
, i = ns,
(19)
where SNR(i) = SNRmin + (i − 1) · ΔS for 1 ≤ i ≤ ns,
and ns = (SNRmax − SNRmin)/ΔS + 1. Any SNR value
that falls within the range of Si will be approximated by
the corresponding center value SNR(i). Associated with the
discretized set of SNR values, the saturated goodput value as
derived in (13) can be obtained. The major limitation of the
oﬄine computation is on the granularity ΔS of SNR value. If
the granularity ΔS is too large, the system goodput computed
by the approximated center value SNR(i) will deviate from
the exact value. In order to acquire better approximation, the
granularity ΔS should be kept small.
In the construction of FALA table, thanks to the small set
of MCS schemes and the finite number of frame payload size,
the computation for the corresponding maximum goodput
performance can be easily executed on the conventional
computer systems. Moreover, the computation time can even
be ignored since the table is established in the oﬄine manner.
Therefore, the computation time will not be a concern for
the FALA table construction, leading to the adoption of
exhaustive search method. Based on the oﬄine exhaustive
search, the desired optimal link adapting parameter set




) = arg max
∀mn,l
G(mn, l). (20)
Consequently, the oﬄine FALA table T can be constructed
as T = [SNR(i),m∗n (i), l∗(i)] for all 1 ≤ i ≤ ns. After
the establishment of FALA table, the online adaptation
phase can be initiated. As shown in Figure 4, the SNR
estimator at the receiving end is utilized to estimate the
SNR value from the wireless channel. The SNR value will
consequently be fed into the FALA table T for the selection
of optimal parameter set (m∗n , l∗) in order to achieve the
maximal goodput performance G∗(m∗n , l∗) under the given
SNR value. The parameter set (m∗n , l∗) will be provided to
both the MAC and PHY layers of the conventional IEEE
802.11n protocol for the selection of feasible MPDU payload
size and MCS scheme. It is also noted that the selection of
MPDU payload size corresponds to the determination of
the number of aggregated MSDUs within an A-MSDU. As a
result, enhanced goodput performance can be achieved with
adaptive selection of the system parameters m∗n and l∗.
With the realization of pre-established FALA table, the
pseudo code of FALA algorithm is shown in Algorithm 1.
It can be seen that the conventional transmitting and
receiving mechanisms of the IEEE 802.11 MAC protocol
remain unchanged. Additional eﬀorts are conducted in
system runtime to keep trace of the channel conditions in
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Table 2: System parameters for performance evaluation.
Simulation parameters
RTS packet 20 Bytes
CTS packet 14 Bytes
Block Ack packet 32 Bytes
MAC Header 24 Bytes
PHY Header 24 Bytes
TSIFS 16μs
TDIFS 34μs
Propagation Delay (ρ) 1μs
Slot Time (σ) 9μs
Retry Limit 7
Minimal Contention Window Size (W0) 32
Maximal Contention Window Size (Wm) 4096
order to determine the optimal MCS scheme and the optimal
MPDU payload size for the next transmission attempt. As
was described, with the construction of oﬄine table T, there
is no additional calculation required for the proposed FALA
algorithm to conduct realtime implementation.
4. Performance Evaluation
In this section, the performance of proposed FALA scheme
will be evaluated and compared to both the ARF and
the CLA algorithms via simulations. Error-prone channel
is considered by adopting the binary symmetric model is
for performance comparison. A C/C++ network simulation
model is constructed by considering the access point-
based single-hop communications. As shown in Table 2,
the parameters described in the IEEE 802.11n standard are
employed for both the construction of FALA table and the
simulations. It is noted that the MAC header includes the
MPDU header, the delimiter, and the FCS within the single
MPDU of an A-MPDU as shown in Figure 1.
4.1. Construction of FALA Table. The oﬄine construction
of FALA table is illustrated in this subsection. The number
of aggregated MPDUs is chosen as Nm = 64; while the
payload size of a single MPDU l is selected to range from 10
to 5000 bytes. The SNR value in consideration is bounded
within [SNRmin = −2 dB, SNRmax = 18 dB] stepped by
ΔS = 0.25 dB. As shown in Figure 5 with the adoption of
FALA algorithm, the maximal achievable network goodput
can be obtained under diﬀerent SNR values, that is, by
acquiring both optimal m∗n and l∗ from (20). On the other
hand, the maximal achievable goodput by utilizing specific
MCS schemes (i.e., mn = 1 to 8) are also illustrated in
Figure 5 for validation and comparison purposes, that is, by
only obtaining optimal payload size l∗ under the specific mn
value. Comparing with the eight MCS schemes, it is intuitive
to observe that the proposed FALA scheme will result in
the maximal goodput under diﬀerent SNR values, that is,
the outer profile integrated by the various MCS schemes as
shown in Figure 5.
Based on Figure 5, the FALA table T = [SNR(i),
m∗n (i), l∗(i)] can be constructed with the data as shown in
Figure 6. It can be observed that the optimal selections of
both the MCS scheme m∗n and the MPDU payload size l∗
are acquired under specific SNR value, for example, m∗n = 5
and l∗ = 1 KByte under SNR = 10 dB. Diﬀerent MCS
schemes and MPDU payload sizes will be chosen from the
proposed FALA scheme under various SNR values. In each
specific range of SNR values with the same MCS scheme,
the optimal MPDU payload size will be decreased as the
SNR value is decremented. It is intuitive to conclude that
the size of MPDU payload should be reduced if the channel
condition becomes worse for data transmission. As the SNR
value exceeds around 16 dB, the highest MCS scheme
(m∗n = 8) and the largest MPDU payload size
(l∗ = 5 KByte) are selected owing to the comparably better
channel conditions. Furthermore, for comparison purpose,
the maximal goodput that can be achieved by selecting the
optimal MCS scheme with fixed MPDU payload size (i.e.,
with fixed value of l = 5 KByte) is also illustrated. It can
be observed that with the adjustment of MPDU payload
size l∗, a higher level of MCS scheme will be selected by the
proposed FALA algorithm compared with that by adopting
fixed MPDU payload size, for example, m∗n = 5 for FALA
scheme and m∗n = 4 for fixed MPDU payload size under
SNR = 10 dB.
4.2. Performance Comparison under Fixed Channel Condi-
tions. Based on the oﬄine constructed table as shown in
Figure 6, performance comparison between the proposed
FALA algorithm and the CLA scheme is conducted under
fixed channel conditions. Figure 7 illustrates the comparison
of goodput performance between these two algorithms
under diﬀerent SNR values ranging from −2 to 18 dB;
while the corresponding MCS schemes adopted by both
schemes are shown in Figure 8. It is noted that the number
of aggregated MPDU is selected as Nm = 64 for both
cases, and the MPDU payload size for the CLA scheme
is chosen to be the maximum value as l = 5 KByte. It
can be observed that both methods can achieve the same
network goodput under better channel quality, that is, while
the SNR value is greater than 14 dB. On the other hand,
with the adjustable MPDU payload size l∗, the proposed
FALA algorithm will result in higher goodput performance
compared to the CLA scheme. By observing SNR = 10.5 dB
as an example, the network goodput is equal to 30 Mbps
for the FALA algorithm and 25 Mbps for the CLA scheme
from Figure 7; while the corresponding MCS scheme is
selected as mn = 5 for the FALA algorithm and mn =
4 for the CLA method as shown in Figure 8. Moreover,
as the SNR value is incremented, it is observed from
Figure 8 that the MCS scheme obtained from the FALA
algorithm will be switched to a higher data rate earlier than
the CLA method. With the flexibility to choose both the
MCS scheme and the MPDU payload size, the proposed
FALA algorithm can achieve higher network goodput,
especially under the channel conditions with lowered SNR
values.
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Pre-establishment of FALA table T = [SNR(i),m∗n (i), l∗(i)];
lc: the MPDU payload size in the current transmission attempt of an A-MPDU;
mn,c = m1: the initial MCS scheme in the current transmission attempt;
m = 7: the retry limit;
while the queue of data packet is nonempty do
count success = 0;
count fail = 0;
nc = 0, the count of transmission attempts;
SNRc: the channel condition in the current transmission attempt;
obtain mn,c = m∗n and lc = l∗ based on the FALA table T and SNRc;
(the first Nm frames at the head of data queue are transmitted as an A-MPDU);
if an A-MPDU is received then
forall Nm MPDUs do
(check all Nm MPDUs in the A-MPDU, and remove count success
successfully transmitted frames in the data queue);
if an MPDU in the A-MPDU is received without error then
count success = count success + 1;
else
count fail = count fail + 1;
if count success = 0 then
(this indicates that the entire Nm MPDUs are received with error);
nc = nc + 1;
count success = 0;
count fail = 0;
if nc > m then
(the Nm frames in the data queue are dropped);
nc = 0;
count success = 0;
count fail = 0;




























Figure 5: Maximal achievable goodput performance by adopting

























Figure 6: The FALA table T: optimal selections of the MCS scheme
m∗n (left axis) and the MPDU payload size l
∗ (right axis) versus the
SNR value. The optimal MCS schemes with fixed MPDU payload
size (l = 5 KBytes) is also illustrated for comparison purpose.





















Figure 7: Performance comparison: goodput versus SNR value. The
MPDU payload size for FALA algorithm l ∈ [10, 5000], and MPDU
payload size for CLA scheme l = 5000 bytes.
4.3. Performance Comparison under Variable Channel Con-
ditions. In this subsection, the performance comparison
between the FALA, the ARF, and the CLA algorithms
are conducted under time-varying channels. In order to
compare and verify the adaptability to the channel variations,
the discrete Markov chain model [21, 31] is suggested. The
Markov chain model specified in [31] for the SNR variation
is constructed by the trace collection of the packet SNR
measurement. The trace collection can be viewed as the
training input for this model. Based on the model testing, the
eight-state model shows its accuracy to measure the channel
variations represented by the trace collection. However,
due to the lack of the training source of the packet SNR
measurement, the measurement-based model in [31] can not
be established in our protocol evaluation.
As shown in Figure 9, a simple two-state discrete Markov
chain [21] is therefore utilized to model the channel varia-
tions. The channel is considered to compose two diﬀerent
conditions denoted as good and bad states. Within good
channel condition, the SNR value is uniformly distributed
from 8 to 18 dB; while it is uniformly distributed from −2
to 8 dB under bad channel condition. The probabilities Pb,g ,
Pg,b = 1 − Pb,g , Pb,b = 1 − Pb,g , and Pg,g = Pb,g indicate
either the channel-varying probability between good and bad
conditions or the probability to stay in the same condition.
For example, a probability Pb,g = 0.7 indicates that the
channel condition will vary from bad to good with 70% of
probability. A larger value of Pb,g indicates that there are
higher probability for the channel to be changed into a better
condition.
Figure 10 shows the performance comparison between
the ARF and the FALA algorithms under the time-varying
channel. The channel conditions within diﬀerent transmis-
sion attempts generated by the two-state discrete Markov





















Figure 8: The corresponding MCS schemes versus SNR values




Figure 9: A two-state discrete Markov chain model for channel
variations.
The MCS scheme adopted by the ARF algorithm in
every transmission attempt is shown in Figure 10(b); while
Figure 10(c) illustrates the MCS scheme exploited by the
proposed FALA algorithm. It can be observed that the
proposed FALA scheme (Figure 10(c)) can provide better
adaptability to channel variations compared to the ARF
algorithm (Figure 10(b)). The major reason is contributed
to the adoption of cross-layer information by using the
FALA scheme, including both the MCS scheme and the
MPDU payload size. An optimal MCS scheme will always
be selected by the proposed FALA algorithm under channel
variations. On the other hand, the ARF method merely
employs the MAC timers to record consecutive successful
or failed transmission attempts for the determination of its
packet retransmissions. The resulting slow adaptation by
employing the ARF scheme is observed incapable to trace the
fast-changing channel conditions.
Figure 11 illustrates the performance comparison
between the FALA, the ARF, and the CLA algorithms under
diﬀerent channel variations with the probability Pb,g ranging
from 0 to 1. It is noted that the goodput performance by
adopting merely the MCS schemes mn = 1 and mn = 8 (as
in Table 1) is also illustrated for comparison purpose. It is
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Figure 10: (a) the channel conditions within diﬀerent transmission
attempts generated by the two-state discrete Markov chain model
with Pb,g = 0.7. (b) the MCS scheme adopted by the ARF algorithm
in every transmission attempt. (c) the MCS scheme exploited by the


























Figure 11: Performance comparison: average goodput versus
channel variations with Pb,g from 0 to 1.
reasonable to see that the MCS scheme with lowered data
rate (i.e., mn = 1) oﬀers better performance comparing
with that with mn = 8 under worse channel conditions,
that is, with smaller values of Pb,g . As the channel condition
becomes better, the goodput performance associated with
mn = 8 will outperform that with mn = 1 by providing
higher data rate for packet transmission. Owing to the
adaptation of MCS schemes, the CLA algorithm can provide
better goodput performance compared to the ARF method,
for example, goodput = 28 Mbps for the CLA algorithm and
goodput = 18 Mbps for the ARF scheme under Pb,g = 0.8.
Furthermore, it can be observed that the proposed FALA
algorithm outperforms all the other existing schemes
under diﬀerent channel conditions, for example, goodput
= 36 Mbps for the FALA algorithm and goodput = 28 Mbps
for the CLA scheme under Pb,g = 0.8. The major reason is
contributed to its adaptation to both the MCS scheme and
the MPDU payload size for achieving the maximal goodput
performance. The merits of proposed FALA protocol can
therefore be observed.
5. Conclusion and Future Work
In this paper, a frame-aggregated link adaptation (FALA)
protocol is proposed to maximize the network goodput
performance from the cross-layer perspective. Instead of sim-
ply utilizing the PHY-layer modulation and coding schemes
(MCS), the proposed FALA protocol further considers the
eﬀects from the MAC-layer optimal payload size based
on frame aggregation. With the additional consideration
of adjustable payload size, the network goodput can be
eﬀectively improved under diﬀerent signal-to-noise ratios
(SNRs). Numerical results show that with the increase of
SNR values and the optimal selection of payload size,
the proposed FALA algorithm can change to higher MCS
schemes faster than the baseline algorithms, leading to higher
goodput performance. In the simulation-based performance
evaluation, it shows and validates that the proposed FALA
algorithm outperforms the existing link adaptation schemes
in the network goodput performance, especially under the
environments with time-varying channels. Protocol realiza-
tion on a hardware platform and the validation of field
experiments will be included in our future work.
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