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INVARIABLE GENERATION AND THE HOUGHTON GROUPS
CHARLES GARNET COX
Abstract. The Houghton groups H1,H2, . . . are a family of infinite groups.
In 1975 Wiegold showed that H3 was invariably generated (IG) but H1 6 H3
was not. A natural question is then whether the groups H2,H3, . . . are all
IG. Wiegold also ends by saying that, in the examples he had found of an IG
group with a subgroup that is not IG, the subgroup was never of finite index.
Another natural question is then whether there is a subgroup of finite index
in H3 that is not IG. In this note we prove, for each n ∈ {2, 3, . . .}, that Hn
and all of its finite index subgroups are IG.
The independent work of Minasyan and Goffer-Lazarovich in June 2020
frames this note quite nicely: they showed that an IG group can have a finite
index subgroup that is not IG.
1. Introduction
A group G is invariably generated by a subset S if replacing each element of S
with any of its conjugates still results in a generating set for G. A group that has
an invariable generating set is called invariably generated (IG). If a finite choice for
S exists, then we say that G is finitely invariably generated (FIG). It can be that
an infinite set S is required, even if G is finitely generated, proved independently
in [21, 13] (and in this case setting S = G may be natural). If no invariable
generating set exists, we say that the group is not invariably generated (¬IG). In
2014 Kantor, Lubotzky, and Shalev studied this notion for infinite linear groups,
and since this paper ([19]) many papers have investigated invariable generation for
infinite groups. Dixon in [9] is generally the reference for introducing the concept
for finite groups, all of which are IG, but the idea is so natural that equivalent
notions have been considered before this e.g. [18] in 1872 and [22, 23] for work on
infinite groups. Examples of recent work include [19] on linear groups, [8, 12] on
topological groups, [10] on convergence groups, [11] on the Thompson groups F, T,
V, and [20, 7] on wreath products.
In [19, 22] it was shown that IG and FIG are stable under finite extensions,
and both query whether the properties IG and FIG are stable under taking finite
index subgroups. The answer is no, as shown independently in [21, 13]. At first
glance this may seem disheartening. But such examples tell us that IG and FIG are
not as tame as they may initially appear. We could therefore follow the direction
that occurred as a reaction to the existence of a finitely presented group with an
unsolvable word problem (and other such decision problems). In the context of
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FIG and IG groups, this yields 3 natural questions. In some sense all of these are
subquestions of “Can we describe the classes of FIG and IG groups?”.
(Q1) Which specific classes of groups have the property that FIG or IG are stable
under taking finite index subgroups?
(Q2) Which specific classes of groups have the property that every finitely gen-
erated IG group in the class is FIG?
(Q3) Is it possible to make characterisations for classes of groups which do not
appear as answers to (Q1) and (Q2)?
This note tackles (Q1) for the Houghton groups. Houghton introduced his groups
in [17], and used them to answer a question on the number of relative ends of a
group. Since then, numerous authors have investigated their properties e.g. finite-
ness properties [2], the conjugacy problem [1], centraliser structure [16], the twisted
conjugacy problem [5], and the R∞-property [14, 6]. Their conjugacy growth func-
tions are exponential, as noted in [15]. They are also isolated points in the space of
groups [4]. Of most interest to the author is the combinatorial nature of this family
of groups, which leads to bespoke arguments generally being required to answer
questions about them. More detailed introductions can be found in [1, 5].
Notation. For a non-empty setX , let Sym(X) denote the group of all bijections on
X . Given any g ∈ Sym(X), let supp(g) := {x ∈ X : (x)g 6= x}. Then FSym(X) :=
{g ∈ Sym(X) : | supp(g)| < ∞} and FAlt(X) 6 FSym(X) consists of all even
permutations (so that if |X | = n <∞ then FAlt(X) ∼= An and FSym(X) ∼= Sn).
Of use in this note are the facts that FSym(X) is generated by the set of all 2-
cycles and FAlt(X) is generated by the set of all 3-cycles. These groups also provide
nice examples ¬IG groups: conjugating (a1 . . . am) ∈ FSym(X) by g ∈ Sym(X)
yields (a1g . . . amg), meaning that we can fix a specific x ∈ X and impose that
each conjugacy class representative that we pick is in the stabiliser of x.
Notation. Let N := {1, 2, 3, . . .} and for any n ∈ N let Xn := {1, . . . , n} × N. For
each i ∈ {1, . . . , n} let Ri := {(i,m) : m ∈ N} ⊆ Xn, the ith ray of Xn.
R1
R2R3
Figure 1. Visualising the set X3 = R1 ∪R2 ∪R3.
Notation. Let n ∈ {2, 3, . . .} and k ∈ {2, . . . , n}. Then gk is the element of
Sym(Xn) with supp(gk) = R1 ∪Rk and
(i,m)gk =


(1,m+ 1) if i = 1 and m ∈ N
(1, 1) if i = k and m = 1
(k,m− 1) if i = k and m ∈ {2, 3, . . .}.
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Originally the Houghton groups were the family Hn where n ∈ {3, 4, . . .}. In the
following we also include the standard interpretations for H1 and H2.
Definition. Let n ∈ {3, 4, . . .}. Then Hn 6 Sym(Xn) with Hn := 〈g2, . . . , gn〉. We
define H1 := FSym(X1) = FSym(N) and H2 := 〈g2, ((1, 1) (1, 2))〉.
Note, given any countably infinite set X , that FSym(X) ∼= FSym(N). It follows
that H2 = FSym(X2) ⋊ 〈g2〉 ∼= FSym(Z) ⋊ Z. The following lemma is generally
attributed to [23], and the key observation is that the commutator of g2 and g3 is
a 2-cycle.
Lemma. Let n ∈ N. Then FSym(Xn) 6 Hn.
Moreover, the elements of Hn are exactly those of Sym(Xn) that are ‘eventually
translations’. We can state this more formally, using [1, Lem. 2.1].
Notation. Let n ∈ {2, 3, . . .} and g ∈ Hn. For each i ∈ {1, . . . , n}, let ti(g) ∈ Z be
chosen so that (i,m)g = (i,m+ ti(g)) for all but finitely many points (i,m) ∈ Ri.
Let t(g) := (t1(g), . . . , tn(g)) ∈ Z
n and for anyX ⊆ Hn let t(X) := {t(x) : x ∈ X}.
Finally, for each i ∈ {1, . . . , n}, let zi(g) be the smallest natural number such that
(i,m)g = (i,m+ ti(g)) for all m ∈ {zi(g), zi(g) + 1, . . .}.
In Section 2 we show the following, which is achieved by writing down specific
generating sets and then proving that they are invariable generating sets. We use
the standard notation, for a group G, that d(G) := inf{|S| : 〈S〉 = G}.
Theorem A. Let n ∈ {2, 3, . . .}. Then Hn, the nth Houghton group, is FIG.
Furthermore, Hn can be invariably generated by a set of size d(Hn).
Recall that G and H are commensurable if there exist A 6 G and B 6 H both
of finite index where A ∼= B. The main work of this note is to prove the following.
Theorem B. Let n ∈ {2, 3, . . .} and G be commensurable to Hn, the nth Houghton
group. Then G is FIG.
To prove this we note that, by [19, 22], a finite extension of a FIG group is
FIG. So in order to prove Theorem B, it is sufficient to work with all finite index
subgroups of Hn for every n ∈ {2, 3, . . .}. Such work may appear daunting. But the
structure of the finite index subgroups of the Houghton groups is well understood.
We take the following definition and lemma from [3].
Notation. Let n ∈ {2, 3, . . .} and v ∈ 2N. Then Uv := 〈g
v
2 , . . . , g
v
n,FAlt(Xn)〉.
We restrict ourselves to v ∈ 2N since then FSym(Xn) ∩ Uv = FAlt(Xn).
Lemma. Let n ∈ {2, 3, . . . , } and U be a finite index subgroup of Hn. Then there
exists a d ∈ 2N such that Ud is finite index in U .
From this lemma we can prove Theorem B by proving the following proposition,
which is our sole aim in Section 3. A similar idea was used in [5].
Proposition. Let n ∈ {2, 3, . . .} and v ∈ 2N. Then Uv 6 Hn is FIG.
Acknowledgements. I thank Kantor, Lubotzky, and Shalev whose paper, [19],
has brought about such diverse avenues of investigation regarding invariable gen-
eration of infinite groups.
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2. Invariable generation of the Houghton groups
We work with two distinct cases: n = 2 and n > 2. The following remark will
be useful throughout this note.
Remark 2.1. Let G be a group. For any g ∈ G, {si : i ∈ I} generates G if
and only if {sgi : i ∈ I} generates G. Therefore, when considering whether a
generating set S invariably generates G, without loss of generality we can assume
that one s ∈ S is conjugated to itself.
Notation. Let t denote the transformation t : z 7→ z + 1 for all z ∈ Z.
Definition 2.2. Given groups G,H with H 6 G or G 6 H , we say that a, b ∈ G
are H-conjugate if there exists an h ∈ H such that h−1ah = b.
Lemma 2.3. There exists a set, of size 3, that invariably generates H2.
Proof. We work with FSym(Z) ⋊ 〈t〉 ∼= H2. Let S consist of
i) the transformation t
ii) the element t(0 1), which consists an infinite orbit with support Z \ {0} and a
single fixed point
iii) the 2-cycle (0 1).
By Remark 2.1, we can assume that t is fixed. Any Sym(Z)-conjugate of t(0 1)
will fix some point x ∈ Z and have an infinite orbit with support equal to Z \ {x}
(since conjugation by elements of Sym(X) preserves cycle-type). We can therefore
conjugate this, using a suitable power of t, to an element f which consists of an
infinite orbit equal to Z \ {0} and which fixes 0. A conjugate of (0 1) will be equal
to (a b) for some a, b ∈ Z. So conjugating (a b) by tb−a will produce (0 b − a).
Conjugating this 2-cycle by any power of f will provide a 2-cycle of the form
(0 c). Now, because f acts transitively on Z \ {0}, there will be a d ∈ Z such
that f−d(0 b − a)fd = (0 1). Hence 〈t, f, (a b)〉 = 〈(0 1), t〉 = FSym(Z) ⋊ 〈t〉, as
required. 
We now work to show that H2 can be invariably generated by a set of size 2.
Our first lemma is set up more generally so that it can be used for Hn where
n ∈ {2, 3, . . .}.
Lemma 2.4. Let n ∈ {2, 3, . . .} and σ ∈ FSym(Xn). If f ∈ Hn has t(f) = t(g2)
and supp(σ) ⊂ {(1,m) : m > z1(f)}, then 〈f, σ〉 contains a 3-cycle.
Proof. Write σ in disjoint cycle notation, so that σ =
∏k
i=1 σi. Also let supp(σ1)
contain y where y = (1, p) with p := max{m ∈ N : (1,m) ∈ supp(σ)}. Note that
there is a d ∈ N such that supp(f−dσfd) ∩ supp(σ) = y. Hence conjugating σ by
f−dσfd we obtain α ∈ FSym(R1) where (x)α = (x)σ for all x ∈ supp(σ) \ {y}. If
σ1 = (x0 x1 . . . xc y), then we can write α in disjoint cycle notation as α1
∏k
i=2 σi
where α1 = (x0 x1 . . . xc z) for some z = (1, q) with q > p. Computing σα
−1
provides us with a 3-cycle. 
Notation. Let s = t(4 3 2 1) and s′ denote a fixed choice of conjugate of s.
Our aim is now to show that 〈t, s′〉 = FSym(Z) ⋊ 〈t〉. Our approach will be to
show that 〈t, s′〉 contains an odd permutation, that it contains FAlt(Z), and then
combine these to show that it contains (0 1).
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Lemma 2.5. The group 〈t, s′〉 contains an element from FSym(Z) \ FAlt(Z).
Proof. Clearly s′ = t−kα−1sαtk using that any element of a semidirect product
FSym(Z) ⋊ 〈t〉 decomposes as a product σtl for some σ ∈ FSym(Z) and l ∈ Z.
So α−1sα ∈ 〈t, s′〉. Clearly α−1sα = βs for some β ∈ FAlt(Z). Then, from our
choice of s, we have that st−1 ∈ FSym(Z) \ FAlt(Z) and so we also have that
α−1sαt−1 = βst−1 ∈ FSym(Z) \ FAlt(Z). 
Lemma 2.6. The group 〈t, s′〉 contains (0 1 2). In particular, FAlt(Z) 6 〈t, s′〉.
Proof. By Lemma 2.5, 〈t, s′〉 contains an element of FSym(Z), and so by conjugating
this by a suitably large power of t we see that 〈t, s′〉 contains an element σ ∈
FSym(Z) so that Lemma 2.4 can be applied to σ and t, meaning that 〈t, s′〉 contains
a 3-cycle.
Let a < b < c denote the fixed points of s′ (which has exactly 3 fixed points since
cycle type is preserved by conjugacy in Sym(Z) and s has exactly 3 fixed points
by contruction). If b = c − 1, then set a′ := a and skip to the next paragraph.
Otherwise, there exists a power, k, of t such that t−ks′tk =: fc,d,e, an element with
fixed points c < d < e where d− c = b− a and e− d = c− b > 1. Next, conjugate
s′ by a suitable power of fc,d,e to obtain fa′,c−1,c, an element with fixed points
a′, c−1, c. Such a power exists because fc,d,e acts transitively on the set Z\{c, d, e}
and c− 1 6∈ {c, d, e}.
We can assume that a′ 6= c + 1. If it did, we could replace fa′,c−1,c with
tfa′,c−1,ct
−1. Let (x y z) denote the 3-cycle in 〈t, s′〉, where x < y < z. Now:
1. conjugate (x y z) by a suitable power of t to obtain (c y′ z′) where c < y′ < z′;
2. conjugate (c y′ z′) by a suitable power of fa′,c−1,c to obtain (c c + 1 z
′′) where
z′′ ∈ Z;
3. conjugate (c c+1 z′′) by a suitable power of t−1fa′,c−1,ct to obtain (c c+1 c+2).
Note that t−1fa′,c−1,ct has fixed points a
′ + 1, c, c + 1 and acts transitively on
Z\{a′+1, c, c+1}. Our assumption that a′ 6= c+1 then means that a′+1 6= c+2.
Finally, we can conjugate (c c+1 c+2) by a suitable power of t to obtain (0 1 2). 
Lemma 2.7. The group H2 can be invariably generated by a set of size 2. In
particular, 〈t, s′〉 = FSym(Z)⋊ 〈t〉.
Proof. We have that FAlt(Z) 6 〈t, s′〉 by Lemma 2.6. Then, by Lemma 2.5, 〈t, s′〉
also contains an element α ∈ FSym(Z) \FAlt(Z). Hence there exists a β ∈ FAlt(Z)
such that αβ is a 2-cycle, which we can conjugate to (0 1) using an element of
FAlt(Z). Finally, 〈t, s′〉 > 〈t, (0 1)〉 = FSym(Z) ⋊ 〈t〉. 
Remark. A similar argument can be produced to show that 〈t, u〉 = FSym(Z)⋊〈t〉,
where u is a conjugate of t(0 1). This can be done by using u and t to produce an
element with 2 fixed points.
For the rest of this section we will work with a fixed n ∈ {3, 4, . . .}, and show
that Hn can be invariably generated by a set of size n− 1. We start by introducing
a set of size n that will invariably generate Hn. This initial approach is similar to
[23] in spirit, whereas the additional arguments for the smaller set are closer to the
ideas used for H2 above.
Notation. Let h := gngn−1 . . . g2, σ := (0 1), and S := {g2, g3, . . . , gn−1, h, σ}. For
each s ∈ S, let s′ denote a conjugate of s and let S′ := {g′2, . . . , g
′
n−1, h
′, σ′}. By
using Remark 2.1, we will assume that h′ = h.
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Definition 2.8. Two sets {x2, . . . , xn} and {y2, . . . , yn} are called translation equiv-
alent if t(xi) = t(yi) for every i ∈ {2, . . . , n}. Note for any f2, . . . , fn ∈ Hn that
{f−12 x2f2, . . . , f
−1
n xnfn} is translation equivalent to {x2, . . . , xn} and that being
translation equivalent is an equivalence relation.
Lemma 2.9. Let X = {x2, . . . , xn} be translation equivalent to {g2, . . . , gn}. Then
X ∪ FSym(Xn) generates Hn.
Proof. Let G = 〈X ∪ FSym(Xn)〉. Given an element g ∈ Hn, we note that
g
∏n
i=2 x
ti(g)
i ∈ FSym(Xn), and so lies in G. But then x2, . . . , xn ∈ G, meaning
that g ∈ G. 
Notation. Let d ∈ N. Then R
(d)
1 := {(1,m) ∈ R1 : m > d}.
Lemma 2.10. For every d ∈ N we have that FSym(Xn) 6 〈FSym(R
(d)
1 ), h〉.
Proof. Let α ∈ FSym(Xn). Then there exists a suitably large k ∈ N such that
h−kαhk ∈ FSym(R
(d)
1 ), for example k = d+max{zi(α) : i = 1, . . . , n}. 
The following allows us to replace S′ with one that is simpler to work with.
Lemma 2.11. There exists {h2, h3, . . . , hn, h, (a b)} ⊆ 〈S
′〉, where:
i) {h2, . . . , hn} is translation equivalent to {g2, . . . , gn} and, for each i ∈ {2, . . . , n},
that supp(hi) ⊆ R1 ∪Ri and (i,m)hi = (i,m)gi for all m ∈ N;
ii) h = gngn−1 . . . g2, as above; and
iii) a, b ∈ supp(h2) ∩ supp(h3).
Proof. By definition, h ∈ S′. Let g′n := hg
−1
2 . . . g
−1
n−1. For the 2-cycle in S
′ we can,
by choosing a suitably large k, conjugate it by hk to obtain a 2-cycle arbitrarily far
along the first branch of Xn. Similarly, for each j ∈ {2, . . . , n}, there exists kj ∈ N
such that conjugating g′j by h
kj produces a suitable choice for hj . 
The idea to prove the following is to show that we can conjugate the 2-cycle in
S′ to an element α such that 〈h2, α〉 ∼= H2.
Lemma 2.12. There exists a d ∈ N such that FSym(R
(d)
1 ) 6 〈S
′〉.
Proof. It is sufficient to show that FSym(R
(d)
1 ) 6 〈T 〉 for some d ∈ N, where T is
a set {h2, . . . , hn, h, (a b)} ⊂ 〈S
′〉 satisfying conditions (i), (ii), and (iii) of Lemma
2.11. We first use elements of 〈T 〉 to conjugate (a b) to a 2-cycle with support equal
to {(2, 1), (3, 1)}.
1. From our choice of a, b, we may conjugate (a b) by a suitably large power of h3
to obtain (x y) where x ∈ supp(h2) but y 6∈ supp(h2).
2. Conjugate (x y) by a power of h2 to move x to (2, 1). Note that (2, 1) 6∈ supp(h3).
3. Conjugate ((2, 1) y) by a power of h3 to move y to (3, 1).
Conjugate ((2, 1), (3, 1)) by a suitable power of h to obtain ((1, d) (1, d+1)), where
d > z1(h2). Then 〈((1, d) (1, d + 1)), h2〉 = FSym(supp(h2)) ⋊ h2 which contains,
by construction, FSym(R
(d)
1 ). 
We have therefore shown, for n ∈ {2, 3, . . .}, that Hn is FIG. Our final aim in
this section is to show, for any n ∈ {3, 4, . . .}, that Hn can be invariably generated
by {g2, . . . , gn−1, h}. We start by producing a version of Lemma 2.5 for Hn where
n ∈ {3, 4, . . .}.
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Notation. Given a group G and g, h ∈ G, let [g, h] := ghg−1h−1.
Lemma 2.13. Given any k ∈ N, the group 〈S′ \ {σ′}〉 contains an element from
FSym(R
(k)
1 ) \ FAlt(R
(k)
1 ).
Proof. We know that t(g′j) = t(gj) for every j ∈ {2, . . . , n}. So g
′
jg
−1
j ∈ FSym(Xn),
meaning g′j = γjgj for some γj ∈ FSym(Xn). By using standard commutator
identities, we see that [γ2g2, γ3g3] ∈ FSym(Xn) \FAlt(Xn). Now, given any k ∈ N,
conjugate [γ2g2, γ3g3] by a suitably large power of h to produce an element in
FSym(R
(k)
1 ) \ FAlt(R
(k)
1 ). 
Lemma 2.14. The set {g2, . . . , gn−1, h} invariably generates Hn.
Proof. For convenience let G := 〈S′ \ {σ′}〉 = 〈g′2, . . . , g
′
n−1, h〉. We will show that
G = Hn. Applying the argument of Lemma 2.11 we see that we can construct
elements h2, . . . , hn in G enjoying the properties stated in the lemma. We therefore
only need show that G contains a 2-cycle to complete the proof. Taking a similar
approach to the H2 case, we will show that FAlt(Xn) 6 G and then apply Lemma
2.13 to obtain a 2-cycle.
Let z := max{z1(h2), z1(h3)} and choose a, b ∈ N so that (2, 2)h
a
2 = (3, 2)h
b
3 =
(1, z). Then α := ha2h
−b
3 sends (2, 1) to (3, 1) and (2, 2) to (3, 2), as well as poten-
tially moving other points in Xn. Let f2 denote the result of conjugating h2 by
α, and note that (2, 1), (2, 2) 6∈ supp(f2). Let r and s denote the largest natural
numbers such that (2, r) 6∈ supp(f2) and (2, s), (2, s+ 1) 6∈ supp(f2).
Using Lemma 2.13 and then Lemma 2.4 we see that G contains a 3-cycle, which
we will denote by β. By conjugating β by a suitably large power k of h, we have
that supp(h−kβhk) ⊂ R
(z)
1 , and we may then conjugate this 3-cycle by a suitably
power of h2 so that it has support (2, r), (2, r + d), (2, r + e) where r, d, e ∈ N
and e > d. By potentially using the inverse of this element, we can state that
γ1 := ((2, r) (2, r + d) (2, r + e)) ∈ G. Our key observation is now that G contains,
for every k ∈ N, the element γk := ((2, r) (2, r + d) (2, r + ke)). To show this, for
each j ∈ N, let δj := h
je
2 γ
−1
1 h
−je
2 = ((2, r+ je) (2, r+ (j + 1)e) (2, r+ d+ je)). We
can then produce the elements {γk : k ∈ N} recursively using that δ
−1
j γjδj = γj+1
for every j ∈ N.
By construction (2, r + 1), (2, r+ d) ∈ supp(f2). We apply the following process
to γc and use that c ∈ N can be chosen to be arbitrarily large so that r + ce, pc,
and qc all exceed z2(f2).
1. Conjugate γc by a suitable power of f2 to obtain ((2, r) (2, r + 1) (2, pc)) =: γ
′
c.
2. Conjugate γ′c by a suitable power of h2 to obtain ((2, s) (2, s+ 1) (2, qc)) =: γ
′′
c .
Note that (2, s), (2, s + 1) 6∈ supp(f2) whereas (2, qc) ∈ R
(z2(f2))
2 ⊂ supp(f2) by
construction.
3. Conjugate γ′′c by a suitable power of f2 to obtain ((2, s) (2, s+ 1) (2, s+ 2)).
Now G > 〈h2, ((2, s) (2, s + 1) (2, s + 2))〉 > FAlt(R
(z)
1 ). By Lemma 2.13, G
also contains an element in FSym(R
(z)
1 ) \ FAlt(R
(z)
1 ). Multiplying this by a well
chosen element in FAlt(R
(z)
1 ) yields a 2-cycle (a b) where a, b ∈ R
(z)
1 which is then
FAlt(R
(z)
1 )-conjugate to ((1, z) (1, z+1)). Hence FSym(R
(z)
1 ) 6 G and Lemma 2.10
and Lemma 2.9 together imply that G = Hn. 
This concludes our proof of Theorem A.
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3. Invariable generation for finite index subgroups of Hn
Our aim is now to prove that the groups Uv 6 Hn are FIG in order to prove
Theorem B. We start by fixing some notation.
Notation. Fix an n ∈ {2, 3, . . .} and a v ∈ 2N with v 6= 2 (which we impose since
then all 3-cycles in A2v are conjugate in A2v). Throughout this section we work
with Uv 6 Hn where Uv := 〈g
v
2 , . . . , g
v
n,FAlt(Xn)〉.
We now introduce the set S that we will prove invariably generates Uv. Some
of the elements included may at this stage appear mysterious, but the motivation
behind our choice for S will be made clear as the argument unfolds.
Notation. Let S := {gv2 , . . . , g
v
n−1, h, σ1, g
2v
2 σ1, g
2v
2 σ2} where h := g
v
ng
v
n−1 . . . g
v
2 ,
σ1 := ((1, 1) (1, 2) (1, 3)), and σ2 := ((1, 1) (1, 2))((1, 3) (1, 4) . . . (1, 2v)). For each
s ∈ S, let s′ denote a conjugate of s, and let S′ := {s′ : s ∈ S}. Remark 2.1 allows
us to assume that h′ = h.
Notation. Let Ω := {(1, 1), (1, 2), . . . , (1, 2v)}. Note that 〈σ1, σ2〉 = FAlt(Ω),
where σ1 and σ2 are the elements introduced in the preceding notation.
We now introduce notation for the elements in S′.
Notation. For each i ∈ {2, . . . , n − 1}, let ui ∈ Uv denote an element such that
(gvi )
′ = u−1i g
v
i ui. Note that t(g
v
i ) = t((g
v
i )
′) implies that t(〈S′〉) = t(Uv). So there
exist w2, . . . , wn−1 ∈ 〈S
′〉 such that t(wi) = t(ui) for each i. Now, for each i, let
hi := wi(ui)
−1gvi ui(wi)
−1 and let hn := h
∏n−1
i=2 (h
−v
i ). Then h2, . . . , hn, h ∈ 〈S
′〉
by construction, and also each hi is an FAlt(Xn)-conjugate of g
v
i .
Remark 3.1. We have, for every d ∈ N, that 〈FAlt(R
(d)
1 ), h2, . . . , hn, h〉 = Uv by
running the same arguments used in Lemma 2.9 and Lemma 2.10.
Notation. Let ΩS′ := {(1, p+1), (1, p+2), . . . , (1, p+2v)} where p is the smallest
non-negative integer satisfying both p ≡ 0 mod (2v) and p > z1(h2).
Lemma 3.2. Let X := FAlt(ΩS′) ∪ {h2, . . . , hn, h}. Then 〈X〉 = Uv.
Proof. From the preceding remark, we need only show that FAlt(R
(d)
1 ) 6 〈X〉 for
some d ∈ N. Note, for every m ∈ {3, 4, . . .}, that ((1, p+ 1) (1, p+ 2) (1, p+m)) ∈
〈FAlt(ΩS′), h2〉 6 〈X〉. Now, from the simple calculations
(1 2 m1)(1 2 m2)
−1 = (2 m1 m2) and (1 2 m3)
−1(2 m1 m2)(1 2 m3) = (m1 m2 m3)
we have that every 3-cycle in FAlt(R
(p+1)
1 ) lies in 〈X〉. 
Our issue now is that elements of FAlt(Xn) are too malleable under conjugacy
in Um. This is the reason for the elements g
2v
2 σ1 and g
2v
2 σ2 appearing in S, and
we now motivate their introduction. We first recall some notation introduced in [1,
Defn. 2.4, 2.5], which provides language to adequately describe the infinite orbits
of elements of Hn. We remove some of their generality, since it is not required for
our needs.
Definition. We say two sets A and B are almost equal if |(A∪B) \ (A∩B)| <∞.
Notation. Let i ∈ {1, 2} and r ∈ {1, . . . , 2v}. Then Ri,r := {(i, 2vk+r) : k ∈ N}.
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For any σ ∈ FAlt(ΩS′), each infinite orbit of g
2v
2 σ is almost equal to
R2,2v+1−r ∪R1,(r)σ
for some r ∈ {1, . . . , 2v}. Note that this also applies to σ = id.
Lemma 3.3. Let g, h ∈ Hn be FSym(Xn)-conjugate. Then there exists a d ∈ N
such that for each x ∈
⋃n
i=1 R
(d)
i we can find an e ∈ N with (x)g
e+k = (x)he+k for
every k ∈ N.
Proof. Write g in disjoint cycle notation, so that gα−1 =
∏a
j=1(. . . x
(j)
−1 x
(j)
0 x
(j)
1 . . .)
for some a ∈ N and α ∈ FSym(Xn). Now h = ω
−1gω for some ω ∈ FSym(Xn) and
ω−1gω = ω−1αω
∏a
j=1(. . . (x
(j)
−1)ω (x
(j)
0 )ω (x
(j)
1 )ω . . .). 
Remark 3.4. Note that maxi∈{1,...,n}{|ti(g)|, |ti(h)|} + maxi∈{1,...,n}{zi(g), zi(h)}
is a suitable value for d in the preceding lemma.
The preceding lemma applies to h2 and g
v
2 . Thus it also applies to h
2
2 and g
2v
2 .
We now show that there are elements in 〈S′〉 that are FSym(Xn)-conjugate to g
2v
2 σ1
and g2v2 σ2, and fix notation for these two elements.
Lemma 3.5. For j ∈ {1, 2}, 〈S′〉 contains an FAlt(Xn)-conjugate of g
2v
2 σj .
Proof. We note that {h2, . . . , hn} is translation equivalent to {g
v
2 , . . . , g
v
n}, and so for
each g ∈ Uv we can construct an element wg ∈ 〈h2, . . . , hn〉 such that t(wg) = t(g).
Let j ∈ {1, 2}. Then both (g2v2 σj)
′ = u−1j g
2v
2 σjuj and wuj lie in 〈S
′〉, meaning that
〈S′〉 contains an FAlt(Xn)-conjugate of g
2v
2 σj . 
Notation. For j ∈ {1, 2}, let sσj denote a fixed choice of element in 〈S
′〉 that is
FAlt(Xn)-conjugate to g
2v
2 σj .
The following lemma shows the usefulness of the elements sσ1 and sσ2 .
Lemma 3.6. Let d ∈ N ∪ {0} and σ ∈ FAlt(Ω). Then there exists a w ∈ 〈S′〉
where, for each i ∈ {0, . . . , d}, we have that (x)w = (x)g−p−2vi2 σg
p+2vi
2 for every
x ∈ ΩS′g
2vi
2 .
Proof. Let z := 2v + max{z1(sσ1), z2(sσ1), z1(sσ2), z2(sσ2), z1(h
−1
2 ), z2(h
−1
2 )} and
j ∈ {1, 2}. We will show that there exists a, b ∈ N such that for any r ∈ {1, . . . , 2v}:
1. (1, p+ r)h−2a2 = (2, 2vk + 1− r) for some k ∈ N so that (1, p+ r)h
−2a
2 ∈ R
(z)
2 ;
2. (1, p+ r)h−2a2 s
b
σj
= (1, p+ (r)σj + 2cv) for some c ∈ N; and so
3. (1, p+ (r)σj + 2cv)h
−2c
2 = (1, p+ (r)σj).
We start with b ∈ N. Apply Lemma 3.3 to sσj and g
2v
2 σj . Then, for all but
finitely many x ∈ R2,2v+1−r, there exists a suitably large power of sσj sending x to
R1,(r)σj . Similarly we can apply Lemma 3.3 to h
2
2 and g
2v
2 to find a suitable a ∈ N.
For j ∈ {1, 2} and any k1, k2, k3 ∈ N, let w
(k1,k2,k3)
j := h
−2k1
2 s
k2
σj
h−2k32 .
We now note that we can replace a and b with a′ and b′ where a′ := a + k and
b′ := b+2k for any k ∈ N. Then w
(a′,b′,c)
j ∈ 〈S
′〉 and, for every i ∈ {0, 1, . . . , k}, we
have that (x)w
(a′,b′,c)
j = (x)g
−p−2vi
2 σjg
p+2vi
2 for every x ∈ ΩS′g
2vi
2 . Now, because
〈σ1, σ2〉 = FAlt(Ω), we can produce the required element using a word made from
powers of w
(k1,k2,k3)
1 and w
(k1,k2,k3)
2 where k1, k2, k3 ∈ N are chosen to be suitably
large. 
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Lemma 3.7. If 〈S′〉 contains (x1 x2 x3) with x1, x2, x3 ∈ ΩS′ , then 〈S
′〉 = Uv.
Proof. Note that (x1σ x2σ x3σ) ∈ 〈S
′〉 for every σ ∈ FAlt(ΩS′) by Lemma 3.6.
Hence 〈S′〉 contains all 3-cycles in FAlt(ΩS′) and Lemma 3.2 yields the result. 
Our aim is now to show that there exists (x1 x2 x3) ∈ 〈S
′〉 with x1, x2, x3 ∈ ΩS′ .
We first show that this can be done if there exists (a1 a2 a3) ∈ 〈S
′〉 with a1, a2, a3
on distinct orbits of h22, and then show that such a 3-cycle does exist in 〈S
′〉.
Lemma 3.8. If 〈S′〉 contains a 3-cycle (a1 a2 a3) with a1, a2, a3 lying on distinct
infinite orbits of h22, then 〈S
′〉 contains a 3-cycle with support contained in ΩS′ .
Proof. After relabelling our points and possibly conjugating (a1 a2 a3) by a suitable
power of h22, we may assume that a1 ∈ ΩS′ , a2 ∈ ΩS′h
2k
2 , and a3 ∈ ΩS′h
2(k+l)
2
where k, l ∈ N ∪ {0}. If k = 0 then apply Lemma 3.6 to obtain an element
w ∈ 〈S′〉 such that (a1)w = a
′
1 ∈ ΩS′ \ {a1, a2}, (a2)w = a2, and (a3)w = a3.
Thus w−1(a1 a2 a3)w = (a
′
1 a2 a3) and we can conjugate (a1 a2 a3) by (a
′
1 a2 a3)
to obtain (a1 a2 a
′
1) where a1, a
′
1, a2 ∈ ΩS′ .
Our aim is to reduce to this case. Recall that ΩS′ = {(1, p+1), . . . , (1, p+ 2v)}.
Using Lemma 3.6 we construct:
i) w ∈ 〈S′〉 with (a1)w = a, (a2)w = b, and (a3)w = c where a = (1, p + 1),
b = (1, p+ v + 1)h2k2 , and c = (1, p+ 2v)h
2(k+l)
2 ; and
ii) w∗ ∈ 〈S
′〉 with (a)w∗ = (1, p+ v + 1), (b)w∗ = (1, p+ 1)h
2k
2 , and w∗(c) = c.
Now (a1)ww∗h
−1
2 w
−1 = a1, whereas (a2)ww∗h
−1
2 w
−1 ∈ ΩS′h
2(k−1)
2 . Thus, by
repeatedly applying these steps, we can reduce to the case where k = 0. 
Lemma 3.9. There exists a 3-cycle (a1 a2 a3) in 〈S
′〉 with a1, a2, a3 lying on
distinct h22-orbits.
Proof. Choose a suitably large k so that supp(h−kσ′1h
k) ⊂ R
(p+1)
1 . Then h
−kσ′1h
k =
(a b c) ∈ 〈S′〉 for some a, b, c ∈ R
(p+1)
1 . We first consider the case where b and c lie
on the same infinite orbit Oz of h
2
2 and a lies on a different infinite orbit Oy of h
2
2.
Using Lemma 3.6 we can construct a w ∈ 〈S′〉 such that (b)w = b and (c)w = c
but (a)w = a′ ∈ Oz′ where Oz′ is an infinite orbit of h
2
2 distinct from Oy and Oz.
Hence w−1(a b c)w = (a′ b c) and conjugating (a b c) by (a′ b c) gives (a b a′),
where a, a′, and b lie on distinct orbits of h22.
To deal with the second case where a, b, and c all lie on the same infinite orbit
Oy of h
2
2, we reduce this to our first case. Define f : Xn → {0, 1} by f(x) = 1
if x ∈ supp(h2) \ Oy and f(x) = 0 otherwise. Note that f(xg) = f(x) for every
g ∈ 〈h22〉 and every x ∈ Xn. Let z := 2v+max{z1(h
±2
2 ), z2(h
±2
2 ), z1(s
±1
σ2
), z2(s
±1
σ2
)}.
First send a, b, and c to R
(z)
2 by using a suitably large power of h
−2
2 . Label these
points as (2,ma), (2,mb), and (2,mc) where ma < mb < mc. By construction
f((2,ma)) = f((2,mb)) = f((2,mc)) = 0. We can then consider the sequence(
f
(
(2,ma)s
k
σ2
))
k∈N∪{0}
where s0σ2 := id. Thus our sequence has first term zero. Importantly, this sequence
only has finitely many terms equal to zero. This is because supp(σ2) = Ω, and so
there exists a suitably large power of sσ2 sending (2,ma) to an infinite orbit of h
2
2
distinct from Oy. Let
q := min{k ∈ N : f
(
(2,mx)s
k
σ2
)
= 1}
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and let pd := (2,md)s
q
σ2
for each d ∈ {a, b, c}. We can then use a suitably large
k ∈ 2N such that pah
−k
2 ∈ R
(z)
2 , pbh
−k
2 ∈ R
(z)
2 ∪{pb}, and pch
−k
2 ∈ R
(z)
2 ∪{pc}. These
sets must include pb and pc because there is no guarantee that pb, pc ∈ supp(h
2
2).
Using a suitably large l > q then ensures that p′d := (pd)h
−k
2 s
−l
σ2
∈ R
(z)
2 for each
d ∈ {a, b, c} where p′a ∈ supp(h
2
2) \ Oy but p
′
b, p
′
c ∈ Oy. 
Thus 〈S′〉 = Uv and we have proven Theorem B.
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