We present the global deep video representation learning to video-based person reidentification (re-ID) that aggregates local 3-D features across the entire video extent. Existing methods typically extract frame-wise deep features from 2-D convolutional networks (ConvNets) which are pooled temporally to produce the video-level representations. However, 2-D ConvNets lose temporal priors immediately after the convolutions, and a separate temporal pooling is limited in capturing human motion in short sequences. In this paper, we present global video representation learning, to be complementary to 3-D ConvNets as a novel layer to capture the appearance and motion dynamics in full-length videos. Nevertheless, encoding each video frame in its entirety and computing aggregate global representations across all frames is tremendously challenging due to the occlusions and misalignments. To resolve this, our proposed network is further augmented with the 3-D part alignment to learn local features through the soft-attention module. These attended features are statistically aggregated to yield identity-discriminative representations. Our global 3-D features are demonstrated to achieve the state-of-the-art results on three benchmark data sets: MARS, Imagery Library for Intelligent Detection Systems-Video Reidentification, and PRID2011.
methods can be categorized into image-based approaches and video-based alternatives. Many approaches based on deep neural networks belong to the image-based stream [4] - [26] while relatively fewer works deal with videos [2] , [27] [28] [29] [30] [31] [32] [33] . In practice, pedestrian videos can be easily captured and they are beneficial to identifying a person under complex conditions.
Recent video-based re-ID methods focus on learning deep features by considering both spatial and temporal information [34] , [35] . Some spatial networks are based on one-stream convolutional networks (ConvNets) to perform appearance modeling from individual frames, and appearance features are pooled temporally to yield the sequence-level representations [29] , [30] , [32] . However, frame-based features are not plausible for videos due to the missing of motion maintenance, and critically the input temporal priors are lost immediately after the convolutions of 2-D ConvNets, as shown in Fig. 1 . Current studies demonstrate that two-stream Con-vNets [33] , [36] , [37] outperform one-stream ones by decomposing the videos into appearance and motion streams, each of which is trained with convolutional neural networks (CNNs) and fuse outputs in the end. However, these methods often extend CNN architectures designed for images and learn the representations for short sequence intervals. Yet, pedestrian videos often contain complex spatiotemporal characteristics. The problem even becomes exaggerated when persons have large intraclass variability caused by the changes of viewpoints, illuminations, and human poses. Breaking this structure 2162-237X © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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into short clips and producing video-level output by averaging the clip scores or some recurrence scheme such as long-short term memories (LSTMs) [30] tends to be suboptimal.
A. Our Approach
Our method is to learn the long-range, global deep representations for video-based person re-ID. We consider spacetime ConvNets [38] to perform 3-D convolutions/pooling and study the architecture that aggregates mid-level convolutional descriptors across different pedestrians over the untrimmed temporal span. It is known that 3-D ConvNets are capable of modeling the temporal prior much better because convolution and pooling are performed spatiotemporally as opposed to 2-D ConvNets with only spatial modeling. The core to our network goes to the proposed 3-D PersonVLAD aggregation layer, that is inspired by the "vector of locally aggregated descriptors (VLAD)" [39] , [40] . This 3-D pooling operation encodes information regarding the local convolutional features aggregated upon full-length temporal extent. The resulting representation is regarded as the global descriptor for the person video. However, one potential limitation of using global representations lies in the absence of tackling the misalignment for human pose changes and imperfect detectors. In view of attention models [41] and current reflection on human body region-based representation learning in person recognition [5] , [7] , [9] , [13] , [42] , [43] , we propose to learn 3-D spatiotemporal representations with the body part alignment. Following this way, the 3-D body filters with attention are able to select the most informative regions both spatially and temporally and propagate them into the aggregation layer to form global representations. The attention module is complementary to 3-D convolutions and helpful in modeling longrange discrimination.
Remark: We remark some distinctions of our model against existing attention models in person re-ID [33] , [34] , [37] , [44] . First, current deep attention methods commonly employ different attention mechanisms to spatial and temporal priors. For instance, in [34] , a penalization term is used to regularize spatial attention while temporal attention is implemented by assigning weights to different salient regions. In contrast, our method has integrated spatiotemporal attention; wherein, parameters are learned over the course of the entire end-to-end network training. Second, in terms of assembling local features into global, these attention models are developed regardless of the compatibility between local and global features. To this end, we design the architecture with the VLAD pooling that statistically captures the information of local descriptors over the temporal extent. Thus, the network is forced to produce global presentations discriminative yet robust to visual variations, and simultaneously learns to attend to the relevant parts.
B. Contributions
Our contributions are summarized as follows. 1) We proposed the 3-D PersonVLAD aggregation for video-based person re-ID that attends human body part appearance and motion simultaneously while encoding these interactions into its global representation of a fulllength video. 2) We demonstrate the advantages of integrated spatiotemporal attention and the importance of VLAD aggregation for learning accurate, generic, and efficient video representations for person re-ID. 3) Our architecture significantly outperforms off-the-shelf CNN descriptors and two-stream image/motion representations on three challenging benchmarks and improves over the current best methods on benchmarks. We enhance the results from 71.7% to 80.8% on MARS [1] , 62.0% to 69.4% on Imagery Library for Intelligent Detection Systems-Video Reidentification (iLIDS-VID) [2] , and 79.4% to 87.6% on PRID2011 [3] .
II. RELATED WORK

A. Video-Based Person Reidentification
A sequence of images can be modeled as a 3-dim spacetime volume. Space-time features can be extracted based on space-time interest points [45] . Some studies described the appearance variations of pedestrians. For instance, Wang et al. [2] use the HOG3D [46] descriptor with dense sampling. However, a preprocessing is needed to select discriminative video fragments from which the HOG3D features can be extracted. Liu et al. [31] extract 3-D low-level features that can encode both spatially and temporal aligned appearance of a pedestrian. They need to manually align video fragments in the dependence on regulated flow energy profile (FEP), and spatial alignment is achieved by partitioning human body into six grids to describe different body parts.
More recently, deep neural networks are demonstrated to be effective for image-based person re-ID and have demonstrated notably improved performance [4] , [5] , [7] [8] [9] , [13] , [14] , [16] , [19] . In contrast, video-based re-ID is paid less attention.
McLaughlin et al. [29] extract CNN features for each frame, and put through an recurrent neural network (RNN) to impose their temporal dependence. In [32] , an end-to-end approach is proposed to simultaneously learn deep features and their similarity metric for a pair of videos. Also Yan et al. propose a recurrent feature aggregation network [30] which shares the similar idea of using RNN to assemble frame-wise features into the sequence level representations. Another effective approach [33] is to use two RNNs where one is to exploit the temporal dimension and the other is to calculate the spatially context similarity of two corresponding locations in a pair of video sequences. Similar to [33] , an attentive spatial-temporal pooling is presented [37] to employ spatial pooling to select regions while temporal pooling is used to select informative frames.
To exploit the temporal information and extend the individual image-level appearance information, Feichtenhofer et al. [47] propose the two-stream architecture with the spatial and temporal networks to take RGB frames and stacks of multiple-frame dense optical flow fields, respectively. Wang et al. [48] improve the two-stream architecture by imposing consensus over predictions among individual frames. These networks are still limited in their capacity to capture the temporal information since they operate on a fixed number of regularly spaced individual frames from the entire video. The ActionVLAD [49] extends the NetVLAD aggregation layer [50] to videos and shows that aggregating the last layers of the convolutional descriptors regarding spatial and temporal networks performs better. Inspired by these twostream architectures, a two stream Siamese CNN architecture [36] is proposed to use two CNNs to process spatial and temporal information separately, and the outputs of two streams are fused together using a weighted cost function. However, these deep learning-based methods commonly employ 2-D ConvNets to extract feature activations for each frame which are leveraged into RNNs to ensure the temporal dependence among frames. In this way, temporal priors are completely collapsed right after convolutions. By contrast, we develop an end-to-end trainable video architecture, which is composed of the 3-D ConvNets and a trainable spatiotemporal part alignment based on the VLAD aggregation. This is to our best knowledge, has not been done before. Moreover, we compare favorably the performance of our method with these methods in Section IV-C.
B. Deep Attention Models in Person Re-ID
The attention mechanism has become a popular practice in visual-textual relationship [41] , [51] , [52] and person recognition [33] , [34] , [37] , [44] . Li et al. [34] present a spatiotemporal attention scheme to video-based re-ID that uses multiple spatial attention models to localize discriminative regions and pool the extracted local features using temporal attention. However, they assemble an effective representation regarding a person extracted from multiple spatial attention models. In this way, multiple weights for temporal pooling are required to be learned. Zhou et al. [33] combine the spatial and temporal information by developing an end-toend attention network to assign importance scores onto input frames, in accordance with the hidden states of an RNN. Finally, the feature is produced by the average pooling of the RNN's outputs. However, in the training of their model, the weights at each time step tend to have the same values.
C. 3-D Convolutional Networks
To learn effective representations using local spatiotemporal features, Laptev and Lindeberg [53] propose the spatiotemporal interest points by extending Harris corner detectors to 3-D volume. Similarly, scale invariant feature transform (SIFT) and histogram of oriented gradients (HOG) are extended to be SIFT-3-D [45] and HOG3D [46] for action recognition. Improved dense trajectories [54] are the state-of-the-art handcrafted features. Nonetheless, it uses optical flows to track the densely sampled features points in video fragments, while this is very high cost in computation and intractable on large-scale data sets. With the availability of large amount of training data and powerful GPUs, CNNs have achieved breakthroughs in visual recognition [55] , and deep neural networks are developed for feature learning on images and also video feature learning [56] , [57] . Recently, 3-D ConvNets are introduced into recognizing human actions [38] , [58] as well as person re-ID [59] . However, there is no principled approach to exploit 3-D deep nets for video-based person re-ID to learn a global discriminative representation across the entire video sequence.
Also, feature aggregation such as VLAD [49] , [50] and Fisher vectors (FVs) [19] are relevant to our work. In recent, these aggregation techniques are extended into end-to-end training within CNNs for representing images in different scenarios, such as instance-level retrieval [60] and place recognition [50] . We develop end-to-end trainable video representations for person re-ID by aggregating features over human body part alignment across the entire video span. This practical framework provides the interesting research direction in the computer vision field and also extends the application spectrum of neural networks.
III. LEARNING GLOBAL DISCRIMINATIVE SPATIOTEMPORAL FEATURES WITH 3-D BODY PART AGGREGATION
We proposed the network architecture with end-to-end trainable, video-level global representations, which is outlined in Fig. 2 . Specifically, we sample 3-D convolutional features from the untrimmed video and assemble aligned body features into a video-level vector by using a vocabulary of "person words." This representation went through a set of classifier that estimates the classification scores regarding different identities. The parameters of the aggregation layer are jointly learned. In what follows, we introduce the basic operations of 3-D convolution and pooling for high-level feature extraction (Section III-A); then, we discuss the proposed 3-D body part alignment followed by the aggregation layer (Section III-B). Finally, the training details are given in Section III-C.
A. 3-D Convolution and Pooling
It has been shown that 3-D ConvNets [38] , namely, C3D, are suitable for spatiotemporal feature owing to the encapsulated 3-D convolution and 3-D pooling operations. We follow the architecture of C3D [38] which has empirically identified a good architecture for the video analysis. A video clip is referred to be formatted in C × L × H × W . Herein, C denotes the number of channels, and L is the length of frames. H and W are the height and width of the frame, respectively. The kernel size of the 3-D convolution and pooling is denoted by d × k × k, where d is the kernel temporal depth and k is the kernel spatial size. The networks are design to receive video clips and predict the class labels belonging to different identities. Following the 3-D convolution/pooling operations of 3-D ConvNets [38] , the network consists of five convolution layers and five pooling layers, 1 the 3-D body part alignment layer, the spatiotemporal aggregation layer, and a loss function layer to predict the person identity labels. Fig. 2 illustrates the network architecture of our approach. The number of filters in five convolution layers is set 64, 128, 256, 256, and 256, respectively. All convolution kernels are specified to be the size of d. The max pooling with kernel size 2 × 2 × 2 is applied between convolution layers. (The first max-pooling layer has the kernel size of 1 × 2 × 2.)
B. Trainable Spatiotemporal Aggregation on 3-D Body Parts
To learn part-aligned representations from video clips, we design a 3-D body part module to detect and localize part maps from 3-D convolutions, yielding body part features. This is inspired by the attention models [41] that are capable of learning salient features from a lot of clutter in an image. The 3-D body part net is shown in Fig. 3 . It contains B branches which correspond to B part detectors. Each branch proceeds the pool5 feature cubic, detects a discriminative region, and extracts the corresponding region feature as the output, followed by their respective fully connected layers.
Let a four-dim tensor F be the pool5 feature cubic, and f(c, l, x, y) reflects the cth response to the location (x, y) of the lth frame. The part feature detector predicts a threedim cubic M b , where m b (l, x, y) indicates the extent for the location (x, y) of frame l appears in the bth region. Thus, we have
where C Detector b (·) is a region map implemented as 3-D ConvNets. Specifically, C Detector b (·) is implemented as a 1×1×1 convolution followed by a nonlinear sigmoid function. The number of part detectors B is determined by crossvalidation as empirically studied in the Section IV-B. To detect a region, it is suggested to generating a positive weight for each location [41] . Thus, the part feature cubic F b for the specific bth region can be computed through a weighting scheme in the following:
where ⊗ indicates element-wise multiplication.
To aggregate these detected body parts into a compact representation over the entire video extent, we consider each feature cubic f b ∈ R D to be represented by an anchor point {c k }, k ∈ K . This is achieved by dividing the descriptor space R D into K cells based on a set of K person words. The VLAD aggregation records counts of visual words by storing the sum of residuals (difference vector between the local descriptor f b and its corresponding cluster center c k ) for each word c k .
In our case, given B local convolutional feature cubic {f b } as inputs, and let K denote the cluster centers (a.k.a visual words) {c k } of the VLAD parameters, the output of VLAD aggregation is the representation matrix However, the computation of VLAD is not continuous. Designing a trainable generalized VLAD layer plug into CNNs requires the operation is differentiable with respect to all its parameters and the input. To make the VLAD aggregation differentiable, the hard assignment a k (f b ) of f b to c k is replaced with the soft assignment to multiple clusters [50] , that is,
, which assigns the weight of f b to cluster c k proportional to their proximity. α is a tunable hyperparameter, and when α → ∞,â k (f b ) turns to be the original VLAD. Hence, a residual vector f b − c k is used to represent each video descriptor f b . The difference vectors are summed across the full-length temporal extent as
In (4), the first term represents the soft assignment of f b to cell k and the second term is the residual between the descriptor and the anchor. The summing operation over all regions are able to aggregate all local features over the entire video because the 3-D ConvNets are designed to be convolutional sampling across all frames with a spatiotemporal kernel. The output of the aggregation layer is a matrix V, whose kth column V[·, k] represents the aggregated descriptors into cell k. The columns are then intranormalized, stacked, and L2-normalized [40] into a single descriptor v ∈ R K D .
Intuitively, by expanding (4) and removing the term e −α ||f b || 2 , we have the soft assignment in the following form:
where the independent vectors {w k } = 2α{c k }, scalar z k = −α||c k || 2 , and {c k } are the sets of trainable parameters for each cluster k. The anchor point c k can be interpreted as the origin of a new coordinate system local to the cluster k. Hence, all components in the proposed model including the convolutional feature extractor, attention-based part alignment, person words, and the classifier are differentiable operations. Also, the spatiotemporal aggregation and the following L2-normalization are differentiable and allow for the back propagation. The soft deterministic attention mechanism on different body parts is also differentiable [41] . As all components are differentiable, one can back-propagate through the network architecture to jointly learn the optimal weights for all parameters from the video data end-to-end. Thus, the proposed model 3-D Person-VLAD is designed to aggregate 3-D body part features into a compact video-level representation across the entire video extent.
Discussions on Other Pooling Operations:
Our aggregation is distinct against alternative pooling strategies such as 3-D global/average pooling and the common max pooling. The 3-D global pooling can also be applied to produce video-level features, as can be performed over the potential regions (see Fig. 3 ). With a global/average pooling over all locations across frames, we can havef
The global average pooling is to not only minimize the over-fitting by reducing the number of parameters in the model but also augment the localization ability of the network. Thus, each of the activation maps in the B branches can act as detector for an attentive region against various variations so as to address the misalignment of body parts. Thereafter, features from detected regions are extracted (i.e.,f b ), followed by a fully connected layer to transformf b to a d-dim feature vector 
. . , f T B ] T , which is used to be the pedestrian representations. Similarly, the max pooling is in the formf b = MaxPooling(F b ); the transformation to form the video representation is the same as average pooling. However, the common global/average/max pooling represents the entire distribution of points to be a single descriptor which may be suboptimal for representing a full-length video composed of multiple person motion cycles. In contrast, the proposed video aggregation represents an entire distribution of descriptors with multiple motion cycles by splitting the descriptor space into cells and pooling inside each cell. Moreover, the proposed residual aggregation which can be interpreted as a strong regularization constraint is more suitable for training on limited person re-ID data while producing a global descriptor with a high dimensionality of K D = 16 384. The comparison of different pooling operations is shown in Fig. 4 .
C. Training Procedure
To learn the global discriminative representation, we train our 3-D networks on MARS [1] which is currently the largest video benchmark for person re-ID. The training is conducted on the MARS train split containing 5K bounding boxes for 625 identities. We adopted a two-step training procedure. First, given the competitive performance of 3-D ConvNets on video classification tasks, we use C3D [38] as the initialization for all the 3-D convolutions and pooling which are training the network on Sports-1M train split [38] . Then, the parameters of the 3-D part alignment module and the classifier are random initialized. In the aggregation layer, we set K = 64 and α = 1000.0, as suggested in [49] , [50] . α parameter is initially chosen to be large such that the soft assignment weights are sparse to resemble the conventional VLAD. To simplify the learning, we decouple the parameters {c k } in the aggregation layer in (4) . Decoupling parameters is a means to adapt VLAD into a new data set [39] . Pedestrian labels are regarded as training target and ID loss (6) is used to fine-tune these parameters.
In the training, all video frames are fixed into the size of 90 × 180 and split into 16-frame clips to fit the network. Thus, the input dimensions are 3 × 16 × 90 × 180. The input frames are downsized in order to keep a larger batch size (e.g., 15 in our training) to reduce the batch bias so as to achieve faster and stable convergence. Unlike [38] , we do not perform random cropping on the input clips because this spatial/temporal jittering would cause the visual loss in the visual appearance of persons. The frames are horizontally flipped with 50% probability. The training batch size is 15. All convolution layers are applied to appropriate spatial/temporal padding and the stride is 1. The kernel temporal depth is d = 3 throughout all convolutions in accordance with the best setting of C3D. When training the PersonVLAD, we use the Adam solver [61] with = 10 −4 . We perform a two-step training. First, we train the network from scratch but initialize and fix the PersonVLAD cluster centers and only train the classifier with a learning rate of 0.003. The learning rate is divided by 2 after very 1k iterations. The optimization is stopped at 50k iterations. In the second step, we use a smaller learning rate of 10 −4 to jointly fine-tune the convolutions and PersonVLAD cluster centers.
To predict the person's identity, we follow [34] and [62] and use the online instance matching (OIM) loss function as the objective loss. The ID loss is defined as follows:
where e i is the i th column (corresponding to the i th labeled identity) of the lookup table E that stores the features of all the labeled identities. C denotes the total number of labeled identities. U denotes the features in the circular queue with queue size Q that stores the features of these unlabelled identities that appear in the recent mini-batches. The temperature parameter τ controls the softness of probability distribution (e.g., a higher value τ leads to a softer probability distribution. In our experiments, the temperature scalar is set to be 0.1 and Q is set to be 5000 according to the practice [34] ). 2 Intuitively, this OIM loss is optimized to be able to minimize the feature discrepancy among the instances of the same person, while maximize the discrepancy among different people by memorizing the features of all the people. Specifically, the OIM loss function uses a lookup table to store features of all identities appearing in the training set. In each forward iteration, a mini-batch sample is compared against all the identities when computing classification probabilities. This loss function has shown to be very more effective than softmax loss in training re-ID networks [62] .
D. Visualization of Features
Fig . 5 shows the feature response visualization at each layer of the 3-D person re-ID network. The response maps of Conv1a/pool1 show the responses after Conv1a but before poo1. The features respond strongly to the black regions of the input sequence, highlighting the hair regions. This is mainly because the 3-D filter can encapsulate the spatial dimension and temporal dependence during convolutions. The features after Conv2a indicate that after the second 3-D convolution, the filters capture tan and skin-color regions, giving high responses to the legs and hands of the person. Since it is 3-D filter, similar parts of the sequence are highlighted across frames. After another three 3-D convolution and pooling, a 3-D part module with B branches is applied to detect B distinct regions that are discriminative to the person. The resultant local features from different parts are passed through the PersonVLAD layer, followed by a L2-normalization to produce the global video-level representation. 2 The probability of being classified as the ith unlabelled identity in Q is 
IV. EXPERIMENTS
In this section, we perform extensive evaluations on the proposed model on three benchmark video sequences for person re-ID.
A. Data Sets and Evaluation Metrics
We validate our method and compare to state-of-the-art approaches on three data sets ( Fig. 6 ) in Table I: MARS [1] , iLIDS-VID [2] , and PRID2011 [3] .
1) The MARS data set contains 1261 pedestrians and 20 000 video sequences in total. It is known as the largest video re-ID data set. The sequences are captured by up to six cameras, and each sequence is automatically obtained by the deformable part model detector [63] and the GMMCP tracker [64] . Each identity has 13.2 sequences on average. Following [35] , this data set is evenly divided into train and test sets, containing 625 and 636 identities, respectively. 2) The iLIDS-VID data set consists of 600 image sequences for 300 randomly sampled people. The data set was created based on two disjoint camera views from the iLIDS multiple camera tracking scenario. The sequences are varied in length, ranging from 23 to 192 images, with an average of 73. This data set is very challenging due to similar appearances among people, cluttered backgrounds, and variations in lighting and viewpoint caused by cross-camera views. 3) The PRID2011 data set was captured in uncrowded outdoor scenes with rare occlusions and clean background. It includes 400 image sequences for 200 persons from two adjacent camera views. Each sequence is between 5 and 675 frames, with an average of 100. The data set has obvious color changes and shadows in one of the views. A person re-ID system can be tested as a ranking problem where a probe/query in camera 1 is issued to compute its similarity against each candidate in the gallery set under a different camera 2. The expectation is that the correct matched candidates to the probe pedestrian in camera 2 will be ranked at the top. The widely used evaluation metric is cumulative matching characteristics (CMC) [65] . We also report the mean average precision (mAP) [66] over MARS.
B. Empirical Analysis
In this section, empirical evaluations are conducted to analyze the properties of the proposed network in terms of the following aspects. All empirical experiments are conducted on the MARS data set.
1) Number of Tracklets for Video Descriptors:
Once training is finished, the proposed 3-D person net can be used to extract the video-level descriptor for each identity in test.
In the test split of MARS, the number of tracklets regarding most individual varies from 5 to 20 (average 13.2), and thus it is necessary to determine how many tracklets should be selected for the feature extraction. To this end, we study the effect of the selection of tracklets with appropriate pooling.
1) Random Tracklet (Probe) and All Tracklets (Gallery):
For each probe identity, a tracklet is randomly selected while all tracklets of the gallery candidates are used. To extract 3-D features, each tracklet is split into clips with 16 frames long and two consecutive clips have an eight-frame overlapping. These trimmed clips are put through the network to produce its global feature, and then clip-level activations are averaged to output a final 16 384-dim video descriptor, namely, tracklet activation. This process is performed 10 times, and the CMC results are averaged. 2) All Tracklets (Probe) and All Tracklets (Gallery): For each probe/gallery identity, all tracklets are used to produce their tracklet activations which are averaged to form a global vector.
3) Random Tracklet (Probe) and Random Tracklet (Gallery):
For each probe/gallery identity, a tracklet is randomly selected to obtain the tracklet activations. It is performed 10 times, and the CMC results are averaged.
4) All Tracklets (Probe) and Random Tracklet (Gallery):
In this setting, for each gallery identity, a tracklet is randomly selected while all tracklets of the probes are used to extract their video descriptors. Table II shows the CMC values against varied selection of tracklets in probe and gallery. It can be seen that multiple tracklets in the gallery are beneficial to the re-ID recognition while increased tracklets for the probe are not helpful. For example, a random tracklet of probe against all tracklets of gallery can yield rank-1 = 80.8 while all tracklets for both probe and gallery achieve the similar result (rank-1 = 80.2). To balance the complexity, we refer to this representation (random tracklet of probe and all tracklets of gallery) as the default 3-D global video descriptor in all of our experiments.
2) Number of Body Parts and Spatial Partition:
To determine the number of body parts (B), we quantitatively evaluate our method with respect to varied number of body parts. Table IV and Fig. 7 show the results associated with varied number of body parts from 1, 2, 4, 6, and 8. The empirical evaluation indicates that six body partitions are more suitable for MARS in which pedestrians exhibit diverse visual appearance and finer body partition is needed. Fig. 8 shows the attentive parts our approach learns through the 3-D partbased alignment. It can be seen that body parts of pedestrians under disjoint camera views are generally well aligned for the same identity. For instance, the parts can describe the same regions across different frames.
To study how well the misalignment is addressed in the learned part-based representations, we compare our approach with two different spatial partitioning schemes: each frame box is divided into five horizontal stripes or 5 × 5 grids to form the region maps. The new region maps are used to replace the part masks, and the network is trained to produce spatial partition-based features. Comparison results are given in Table III and demonstrate that local body part alignment is more effective than spatial partition alternatives. This is mainly because the pose changes or unknown spatial arrangements in the person frame box, and predefined spatial partition such as stripe or grid based, may not be well-aligned with body parts. In contrast, the proposed 3-D local features encapsulate the distinct regions and address the misalignment in their representation learning stage. Based on the 3-D part alignment module, the aggregation layer can well preserve the identity 1) HOG3D extracts the 3-D HOG features [46] from video volumes [2] . First, a walk cycle is extracted by computing the local maxima/minima of the FEP signal; then, the video fragments are divided into 2 × 5 (spatial) × 2 (temporal) cells with 50% overlapping. Finally, for each cell, a spatiotemporal gradient histogram is computed, which is concatenated to form the HOG3D descriptor. 2) STFV3D is based on FV learning to produce higherorder low-level features which can be applied into video fragments [31] with spatial-temporal alignment. STFV3D proceeds in two steps. First, temporal segments are obtained separately by extracting walk cycles, and spatial alignment is operated by detecting spatial bounding boxes corresponding to six human body parts.
In the second step, FVs are constructed from low-level feature descriptors on those body-action parts. 3) C3D features [38] are state-of-the-art deep spatiotemporal features for videos. We use the pretrained model and fine-tune the parameters on MARS. The input video clips have 16 frames, and the network is designed to receive the video clips and predict the category labels belonging to 625 identities. Table V reports the comparison results yielded by different motion features. We can see that low-level features of HOG3D and STFV3D have low matching rate on MARS. The primary reason is in a large data set; there are many pedestrian sharing similar motion features with respect to the probe. Thus, it is difficult to discriminate different persons based on their motions. Also, since MARS has six cameras to capture videos of persons, in which the same identity may exhibit dramatic variations due to pose and viewpoint changes. Thus, spatial misalignment is a significant issue to be addressed and STFV3D yields underperformed matching rates otherwise. Deep C3D features are able to capture the visual appearance changes and motions more precisely and yield promising recognition results. However, C3D features still learn global features to describe persons while human body regions across cameras are not well aligned. In contrast, our 3-D global features are learned to not only capture spatial and temporal dynamics simultaneously but also localize body regions and extract local features to form global discriminative representations. 
4) Cross-Data Set Evaluation:
This experiment is conducted to study the generalization capability of our model across data sets. This is conducted by transferring the optimized parameters from MARS to two smaller target data sets: iLIDS-VID and PRID2011. First, we directly transfer the model trained on MARS to iLIDS-VID and PRID2011, denoted by MARS→ iLIDS-VID (PRID2011). In Table VI , it shows that directly extracting features pretrained on MARS for iLIDS-VID and PRID2011 cannot obtain high re-ID accuracy due to the disparity of data samples between MARS and the target data sets. The second trail is fine-tuning the MARStrained model on the training splits of the two targets. For both data sets, a random half of the data sets is divided into training and the rest half is used as testing. On both data sets, fine-tuning yields notable improvement over the direct model transferal. On iLIDS-VID, we achieve rank-1 = 69.4, which is much higher than that value of MARS → iLIDS-VID (rank-1 = 56.3). On PRID2011, the fine-tuning strategy is higher than MARS → PRID2011 by 16% at rank-1.
C. Comparison With CNN Video Representations
Recent works in learning video representations directly from data using CNNs can be categorized into two-stream architectures and spatiotemporal convolutions. In this experiment, we compare the proposed PersonVLAD aggregation with a variety of CNN video features learned by different architectures with varied aggregation options.
1) Two-Steam ConvNets: In our evaluation, we consider three two-stream architecture baselines which are varied on different aggregation functions: element-wise maximum, element-wise average, and element-wise multiplication. To this end, we employ VGG-16 [71] for the design of two-stream ConvNets, which consist of spatial and temporal networks. The spatial ConvNet operates on the RGB frames, and the temporal ConvNet operates on a stack of ten dense optical flow frames. The input RGB frames are resized into 224×224, and then mean subtracted for network training. To fine-tune the network, the original classification layer is replaced with a C-way softmax layer where C indicates the number of training identities. The prediction scores of the spatial and temporal ConvNets are combined in a late fusion manner as averaging before softmax normalization.
Other state of the arts are also considered including twostream fusion [47] , ActionVLAD [49] , FstCN [68] , Video-Darwin [69] , and RNN + FV [70] . The comparison results are shown in Table VII . We observe that amidst the twostream baselines, the element-wise multiplication performs the best. This observation suggests a feasible way of aggregating VII   COMPARISON RESULTS WITH STATE-OF-THE-ART  TWO-STREAM CONVNETS   TABLE VIII COMPARISON WITH STATE-OF-THE-ART 3-D CONVNETS the appearance and motion information; however, elementwise multiplication leads to a high-dimensional feature and, thus, not efficient to compute. In comparison with the current methods using two-stream ConvNets, PersonVLAD performs the best among all methods. The performance gaps between PersonVLAD and ActionVLAD [49] are 3.8%, 3.9%, and 4.3% on the three benchmarks. Also, PersonVLAD is 5.3%/4.6%/5.9%, 10.3%/10.8%/12.5%, 6.9%/6.5%/7.4%, and 11%/9.3%/10.6% better than two-stream fusion [47] , FstCN [68] , VideoDarwin [69] , and RNN + FV [70] methods on the three benchmarks. Hence, our model clearly shows the effectiveness of encoded feature representation in video-level for entire videos and in end-to-end learning. Moreover, our PersonVLAD has fewer parameters to train, in comparison with other methods which have several fully connected layers to train, such as two-stream fusion [47] .
2) 3-D ConvNets:
In Table VIII , we compare the performance of 3-D PersonVLAD with state-of-the-art 3-D ConvNets which include C3D [38] , long-term temporal convolutions [58] , iDT + FV [54] , long-term recurrent convolutional networks (RCN) [72] , spatiotemporal ConvNet [56] , and composite LSTM [57] . Similar to two-stream ConvNets, the proposed 3-D PersonVLAD outperforms other methods and achieves an accuracies of 69.4%, 87.6%, and 80.8% on iLIDS-VID, PRID2011, and MARS, respectively, which is 9/8.6%, 13.8/10.9%, and 21.9/21% better than the original C3D ConvNet [38] and iDT + FV [54] methods on the three data sets.
D. Comparison With State-of-the-Arts Methods
In this experiment, we compare the proposed 3-D Person-VLAD with state of the arts in video-based person re-ID. The experimental results are summarized in Table IX and Fig. 9 . 
1) MARS:
In MARS, several state-of-the-art methods are compared, including joint spatial temporal (JST) [33] , RCN [29] , identity embedding (IDE) [1] , Multi-Scale Context Aware Network (MSCAN) [42] , and attentive spatial-temporal pooling networks (ASTPN) [37] . Compared with the methods based on the combination of CNNs and RNNs, such as RCN [29] , IDE [1] , and ASTPN [37] , the proposed approach can preserve the spatiotemporal information through all layers of the networks to avoid the collapsing of temporal priors by using 2-D ConvNets. Moreover, these current methods are limited in shorter sequences, and they even rely on a preselection step to select informative frames to conduct the feature learning. In contrast, our PersonVLAD is able to deal with the entire video to produce a global yet highly discriminative representation. Compared with full body representations, such as JST [33] , our method aims to aggregate body part-based representations to combat the misalignment issue. MSCAN [42] considers the learning of features over both full body and body parts; however, they use the spatial transformation networks to encode spatial constraints and introduce additional parameters.
2) iLIDS-VID and PRID2011: For the two small data sets, we fine-tune the pretrained model on MARS on their respective training split and then compute the CMC values on testing. We can observe that our approach is able to achieve state-ofthe-art results, e.g., rank-1 = 69.4 versus rank-1 = 62.0 of ASTPN [37] on iLIDS-VID and rank-1 = 87.6 vs rank-1 = 79.4 of JST [33] on PRID2011. We suspect the main reason accountable for the marginal improvement on PRID2011 is the scarcity of training samples to optimize the networks. As for iLIDS-VID, our method can achieve the highest accuracy of rank-1 = 69.4, outperforms the state-of-the-art ASTPN [37] by a margin of 7.4%, and the learned global features can improve the recognition rate further if they are combined with a metric learning algorithm, e.g., XQDA [12] . To illustrate the recognition results, we show retrieval examples, as shown in Fig. 10 .
E. Computational Analysis and Scalability Study
In this experiment, we compare the computational cost with C3D [38] and a temporal stream network based on Fig. 11 . Scalability: study on the subsampling effect on the loss function optimization. [47] in terms of running time in training and inference. The comparison results on the MARS data set are reported in Table X . In inference, the PersonVLAD runs at 1182.4 frames/s on a GPU Titan X and 16 CPUs, which are 3.8 faster than C3D and efficiently applicable in the real-time analysis. This is mainly because the aggregation layer with 3-D body part detection is amount to reducing the spatial resolution, and thus the learned video feature is still computationally efficient with increasing the temporal extent. For the 2-D ConvNets [47] , the method uses Brox's optical flows [75] as temporal inputs that are computed by stacking every ten frames. The fusion on spatial dimensions is implemented by a convolutional fusion which can perform best as opposed to sum fusion and concatenation [47] ; however, it is running at a much longer training time with parameters up to 97.58M [47] .
2-D ConvNets
To further study the scalability of network in training which is the computational concern caused by the time-consuming computation on the partition function in (6), we employ the subsampling strategy on the labeled and unlabeled identities as suggested by the Xiao et al. [62] . This validation is performed by training the network on MARS with subsampling sizes of 10, 100, and 1000. The mAP curves are shown in Fig. 11 . It can be observed that subsampling leads to faster convergence rate even though some slight drop on performance. It indicates that our network is scalable to large-scale data set and video features can be efficiently produced.
V. CONCLUSION
We present end-to-end trainable deep neural networks to produce global video-level features over the entire video span for video-based person re-ID. The major contribution is to build up a deep 3-D convolution architecture with an amenable layer, namely, 3-D PersonVLAD aggregation layer, to encode spatiotemporal signals into a global compact video descriptor. To make the learned video features discriminative against various misalignments, a 3-D part alignment module based on the attention mechanism is introduced into the feature learning stage to localize distinct regions from which local features are aggregated to yield the global robust representations. With the global space-time convolutions over full-length video extent, we achieve the state-of-the-art performance on three benchmark data sets. We also demonstrate the generalization and scalability of our model.
