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THE PENTAGON AS A SUBSTRUCTURE LATTICE
OF MODELS OF PEANO ARITHMETIC
JAMES H. SCHMERL
Abstract. Wilkie proved in 1977 that every countable modelM
of Peano Arithmetic has an elementary end extension N such that
the interstructure lattice Lt(N/M) is the pentagon lattice N5.
This theorem implies that every countable nonstandard M has
an elementary cofinal extension N such that Lt(N/M) ∼= N5.
What about mixed extensions - those that are neither end nor
cofinal? It is proved here that no modelM of PA has an elementary
mixed extension N such that Lt(N/M) ∼= N5. On the other hand,
there are many models M∗ of PA∗ that have an elementary mixed
extension N ∗ such that Lt(N ∗/M∗) ∼= N5.
For a model M = (M,+,×, 0, 1,≤) of Peano Arithmetic (PA), its
substructure lattice Lt(M) is the lattice of all elementary substruc-
tures of M ordered by inclusion. (From now on, M,N ,K,M0, . . .
always denote models of PA having universes M,N,K,M0, . . ..) More
generally, if M ≺ N , then Lt(N /M) is the interstructure lattice,
which is the sublattice of Lt(N ) consisting of those K in Lt(N ) such
that M 4 K. The question of which finite lattices are (isomorphic
to) substructure lattices or, equivalently, interstructure lattices is dis-
cussed in [2, Chap. 4]. It is still unknown whether there are any finite
lattices that are not. However, there are many lattices known to be
substructure lattices, among which is the pentagon latticeN5, depicted
in Fig. 1.
If M ≺ N , then we write M ≺end N if N is an end extension of
M (that is, a < b whenever a ∈ M and b ∈ N\M), and we write
M≺cf N if N is an cofinal extension of M (that is, for every b ∈ N
there is a ∈M such that b < a). If the elementary extension is neither
end nor cofinal, then we say that it is mixed and write M≺mix N .
The following theorem of Wilkie [5] is historically the first example
of a nonmodular substructure lattice.
Theorem 1: If M is countable, then there is N ≻end M such that
Lt(N /M) ∼= N5.
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Figure 1. The pentagon lattice N5
Incidentally, as proved in [2, Theorem 4..5], there are uncountable
M for which no N ≻end M is such that Lt(N /M) ∼= N5. There is an
immediate corollary of Theorem 1 via Theorem 1.1.
Corollary 2: If M is countable and nonstandard, then there is
N ≻cf M such that Lt(N /M) ∼= N5.
It is at present unresolved if, for every nonstandard M, there is
N ≻cf M such that Lt(N /M) ∼= N5. A positive answer would imme-
diately yield a positive answer to the question [2, Question 2, Chap. 12]
if every nonstandard model has a minimal elementary cofinal extension.
The two results, Theorem 1 and Corollary 2, suggest the question of
whether or not the pentagon lattice can be realized by an elementary
mixed extension. It was impetuously claimed in [2, page 123] that N5
does have such a realization. Unfortunately, the intended proof turned
out to be flawed. In fact, the claim is incorrect. The next theorem is
the first of the two new results of this paper.
Theorem 3: If M≺mix N , then Lt(N /M) 6∼= N5.
Despite Theorem 3, there is a sliver of truth to the claim in [2], as
will now be explained. Let L∗
PA
be the language obtained from LPA =
{+,×,≤, 0, 1} by adjoining the countably many new and distinct unary
relation symbols U0, U1, U2, . . .. Thus, L∗PA = LPA ∪ {Ui : i < ω}. Let
PA
∗ be the L∗
PA
-theory of those structures M∗ = (M, U0, U1, U2, . . .),
where M |= PA and M∗ satisfies the induction scheme for all L∗
PA
-
formulas. (From now on, M∗,N ∗, . . . always denote models of PA∗
that are expansions ofM,N , . . ..) We can think of PA∗ as a subtheory
of PA by identifying PA with PA∗ ∪ {Ui = ∅ : i < ω}. Many concepts,
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such as interstructure lattices, that concern models of PA extend in an
obvious and natural way to models of PA∗. Also, many results about
models of PA, together with their proofs, extend in a straightforward
manner to models of PA∗. Almost all results in [2] do. Theorem 1 and
Corollary 2 also do. But Theorem 3 has the unusual feature that it
does not. The next theorem, our second new result, shows why.
Theorem 4: Every countable, recursively saturatedM has an expan-
sion M∗ for which there is N ∗ ≻mix M∗ such that Lt(N ∗/M∗) ∼= N5.
There are four numbered sections following this introduction. The
first contains some preliminary material of which most, but not all,
is a rehash. The second is almost purely combinatorial in nature and
prepares the way for the the proofs of Theorems 3 and 4, which are
then presented in Sections 3 and 4.
1. Preliminaries
This section, comprising three subsections, culminates with a de-
scription of how to obtain elementary extensions realizing a given fi-
nite ranked lattice. The first subsection repeats some material from [2,
Chap. 4]. The second subsection extends the first and puts a new per-
spective on it. Finally, the third subsection extends the results of the
second from lattices to ranked lattices. All the definitions and results
of this section that apply to models of PA also apply to models of PA∗.
1.1. Representations of lattices. For any set A, let Eq(A) be the
lattice of equivalence relations on A, ordered in such a way that if
Θ1,Θ2 ∈ Eq(A), then Θ1 ≤ Θ2 iff Θ1 ⊆ Θ2. We let 0A be the discrete
equivalence relation on A (that is, 0A is the equality relation on A) and
1A be the trivial equivalence relation (that is, 1A = A×A). Thus, for
any Θ1,Θ2 ∈ Eq(A), we have that
0A ≤ Θ1 ≤ 1A .
and
Θ1 ∧Θ2 = Θ1 ∩Θ2.
If Θ ∈ Eq(A) and B ⊆ A then Θ ∩ B2 ∈ Eq(B). A Θ-class is an
equivalence class of Θ. If f is a function with domainA, then f induces
Θ ∈ Eq(A) if whenever a, b ∈ A, then 〈a, b〉 ∈ Θ iff f(a) = f(b).
Let L be a finite lattice. A pseudo-representation of L is a func-
tion α : L −→ Eq(A) such that
α(0L) = 1A,
α(1L) = 0A,
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and
α(r ∨ s) = α(r) ∧ α(s)
for each r, s ∈ L. (It is not required that α(r ∧ s) = α(r) ∨ α(s).) We
say that α is finite if A is a finite set. If the pseudo-representation
α : L −→ Eq(A) is one-to-one, then it is a representation. If B ⊆
A, then α|B : L −→ Eq(B) is the pseudo-representation such that
(α|B)(r) = α(r) ∩ B2 for each r ∈ L. The pseudo-representation
β : L −→ Eq(B) is isomorphic to α (in symbols: α ∼= β) if there
is a bijection f : A −→ B such that for any x, y ∈ A and r ∈ L,
〈x, y〉 ∈ α(r) iff 〈f(x), f(y)〉 ∈ β(r). If such is the case, then we say
that f demonstrates that α ∼= β. If there is X ⊆ A such that
α|X ∼= β, then α is embeddable into β. If α : L −→ Eq(A) is a
pseudo-representation and Θ ∈ Eq(B), then Θ is canonical (for α) if
B ⊆ A and Θ = α(r) ∩ B2 for some r ∈ L.
Suppose that α : L −→ Eq(A) is a pseudo-representation of the
finite lattice L, and B is a set of pseudo-representations of L. Then α
arrows B (in symbols: α −→ B) if whenever Θ ∈ Eq(A), then there
is B ⊆ A such that Θ ∩ B2 is canonical for α and α|B ∼= β for some
β ∈ B. We usually write α −→ β instead of α −→ {β}.
We next define, by recursion on n < ω, when the representation
α : L −→ Eq(A) of the finite lattice L has the n-canonical partition
property (or, briefly, is n-CPP). We say that α is 0-CPP if for every
r ∈ L, there do not exist exactly 2 α(r)-classes; α is (n + 1)-CPP if
there is a set B of n-CPP representations of L such that α −→ B.
For a model M, a representation α of a finite lattice L is an M-
representation if it is M-definable. All the definitions in this sub-
section up to this point make sense when interpreted in a model M
and are applied just to M-representations. However, we say that
M-representations α : L −→ Eq(A) and β : L −→ Eq(B) are M-
isomorphic if there is an M-definable function f : A −→ B demon-
strating that α ∼= β. Similarly, we say that α is M-embeddable into
β if there is an M-definable X ⊆ B such that α and β|X are M-
isomorphic. If a ∈M , then it makes sense to refer to an M-finite M-
representation α as being a-CPP. Thus, for every finite lattice L, there
is a formula cppL(x) such that for anyM and a ∈M , M |= cppL(a) iff
there is an M-finite M-representation of L that M thinks is a-CPP.
The following theorem can be found in [2, Chap. 4] or [3].
Theorem 1.1: Let L be a nontrivial finite lattice andM a countable
nonstandard model. The following are equivalent:
(1) There are N0 ≻M0 ≡M such that Lt(N0/M0) ∼= L.
(2) For every n < ω, M |= cppL(n).
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(3) There is N ≻cf M such that Lt(N /M) ∼= L. 
Notice that Corollary 2 follows from Theorem 1 and (1) =⇒ (3) of
the previous theorem, although there are more direct proofs using [4].
1.2. Correct Sets of Representations. This subsection consists of
a definition followed by a theorem that generalizes Theorem 1.1.
Definition 1.2: Let M be a model and L a finite lattice. We say
that C is an M-correct set of representations of L if each of the
following holds.
(1) C is a nonempty set of 0-CPP M-representations of L.
(2) Whenever α : L −→ Eq(A) is in C and Θ ∈ Eq(A) is definable
in M, then there is a B ⊆ A such that α|B ∈ C and Θ ∩B2 is
canonical for α.
Here is an example. Suppose that M is nonstandard and that
M |= cppL(n) for every n < ω. Then the set C of all M-finite M-
representations α of L which, for some nonstandard n ∈M , M thinks
is an n-CPP, isM-correct. With this example, we see that the follow-
ing theorem generalizes a good portion of Theorem 1.1.
Theorem 1.3: Let M be a model and L a nontrivial finite lattice.
(1) If there is N ≻ M such that Lt(N /M) ∼= L, then there is an
M-correct set of representations of L.
(2) If M is countable and there is an M-correct set of representa-
tions of L, then there is N ≻M such that Lt(N /M) ∼= L.
Proof. Fix a model M and a nontrivial finite lattice L.
(1): Suppose that N ≻ M and that F : L −→ Lt(N /M) is an
isomorphism. Let f : L −→ N be such that for r ∈ L, f(r) generates
F (r) over M. Let a = f(1L).
For each pair of elements r, s ∈ L, let gr,s : N −→ N and hr,s :
N2 −→ N be functions that are N -definable using parameters only
from M such that
• gr,s(f(r ∨ s)) = f(r),
• hr,s(f(r), f(s)) = f(r ∨ s).
The functions gr,s exist since f(r) ∈ F (r ∨ s); the functions hr,s exist
for a similar reason. Let gr = gr,1, so that gr(a) = f(r). In particular,
g1(a) = a. The two equalities above become
• gr,s(gr∨s(a)) = gr(a),
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• hr,s(gr(a), gs(a)) = gr∨s(a).
For each X ∈ Def(M), let αX : L −→ Eq(X) be such that whenever
r ∈ L, then αX(r) is the equivalence relation in Eq(X) induced by
gr↾X . Let B be the set of all x ∈ M such that
• gr,s(gr∨s(x)) = gr(x),
• hr,s(gr(x), gs(x)) = gr∨s(x),
• g1(x) = x.
Clearly, B ∈ Def(M) and a ∈ BN . We claim that αB is an M-
representation of L. But even more is true. If X ⊆ B, X ∈ Def(M)
and a ∈ XN , then αX = αB|X .
We now claim that each such αX is an M-representation of L.
First, αX is one-to-one. For, suppose that r, s ∈ L and αX(r) =
αX(s). Then, gr↾X and g1↾X induce the same equivalence relations on
X . It follows that there are M-definable functions e0, e1 : M −→ M
such that for all x ∈ X , e0(gr(x)) = gs(x) and e1(gs(x)) = gr(x). But
then eN0 (gr(a)) = gs(a) and e
N
1 (gs(a)) = gr(a), implying that F (r) =
F (s) and, therefore, r = s.
Next, to prove that each αX is a representation of L, it is enough to
show that αB is.
For all x ∈ B, g0(x) = f(0) and g1(x) = x, so αB(0) is trivial
and αB(1) is discrete. Finally, we show that if r, s ∈ L, then αB(r ∨
s) = αB(r) ∧ αB(s). To do so, we let x, y ∈ X , and then show that
〈x, y〉 ∈ αB(r ∨ s)⇐⇒ 〈x, y〉 ∈ αB(r) ∩ αB(s).
〈x, y〉 ∈ αB(r ∨ s) ⇒ gr∨s(x) = gr∨s(y)
⇒ gr,s(gr∨s(x)) = gr,s(gr∨s(y))
⇒ gr(x) = gr(y)
⇒ 〈x, y〉 ∈ αB(r).
Similarly, 〈x, y〉 ∈ αB(r ∨ s)⇒ 〈x, y〉 ∈ αB(s). Conversely,
〈x, y〉 ∈ αB(r) ∩ αB(s) ⇒ gr(x) = gr(y) & gs(x) = gs(y)
⇒ hr,s(gr(x), gs(x)) = hr,s(gr(y), gs(y))
⇒ gr∨s(x) = gr∨s(y)
⇒ 〈x, y〉 ∈ αB(r ∨ s).
Having that each αX is a representation of L, we easily see that it is
0-CPP. For if X is partitioned into Y, Z ∈ Def(M), then either a ∈ Y N
or a ∈ ZN , but not both.
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Now let C be the set of all such αX ; that is,
C = {αX : X ⊆ B,X ∈ Def(M), a ∈ X
N}.
We have just seen that C is a nonempty set of 0-CPPM-representations
of L, so that (1) of Definition 1.2 is verified. We prove (2) of Def-
inition 1.2. Consider αX ∈ C. Let Θ ∈ Eq(X) be M-definable.
Define m : X −→ X so that if x ∈ X , then m = min([x]Θ). Let
r ∈ L be such that mN (a) generates F (r) over M. There are func-
tions e0, e1 : N −→ N that are N -definable but using parameters
only from M such that e0(m
N (a)) = r and e1(r) = m
N (a). Let
Y = {x ∈ X : e0(mN (a)) = r and e1(r) = mN (a)}. Then m ↾ Y
induces αY (r). This completes the proof of (1).
(2): Suppose that M is countable. Let 〈Θi : i < ω〉 be an enumera-
tion of allM-definable equivalence relations on M . Obtain a sequence
X0 ⊇ X1 ⊇ X2 ⊇ · · · of sets in Def(M) as follows. Since C 6= ∅, let
α : L −→ Eq(A) be in C, and let X0 = A. Suppose that we have Xn
and that α|Xn ∈ C. Let Xn+1 ⊆ Xn be such that α|Xn+1 ∈ C and
Θn ∩X2n+1 is canonical for α. The Xn’s generate a complete type over
M (using that each α|Xn is 0-CPP). Let N be an elementary extension
of M generated by an element a realizing this type.
For each r ∈ L, let tr : M −→M beM-definable such that whenever
x ∈ X0, then tr(x) is the minimum of the α(r) to which x belongs.
Define the function F on L so that if r ∈ L, then F (r) is the elementary
substructure of N generated by tNr (a) over M. One easily checks that
F : L −→ Lt(N /M) is an isomorphism. 
1.3. Ranked Lattices. To refine the notions of end/cofinal/mixed ex-
tensions, we appeal to rankings of lattices [2, Def. 4.2.6]. Suppose that
L is a finite lattice. A function ρ : L −→ L is a ranking of L if for
each r, s ∈ L:
(1) ρ(r) ≥ r,
(2) ρ(ρ(r)) = ρ(r),
(3) ρ(r) ≤ ρ(s) or ρ(s) ≤ ρ(r),
(4) ρ(r ∨ s) = ρ(r) ∨ ρ(s).
A ranking ρ of L uniquely determines, and is uniquely determined by,
its rankset {ρ(r) : r ∈ L}. IfR ⊆ L, then R is a rankset iffR is linearly
ordered and 1L ∈ R. If ρ is a ranking of L, then (L, ρ) is a ranked
lattice. If M ≺ N and Lt(N /M) is finite, then Ltr(N /M) is the
ranked lattice (Lt(N /M), ρ), where ρ is such that if K ∈ Lt(N /M),
then ρ(K) is uniquely defined by
K 4cf ρ(K) 4end N .
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Suppose that ρ is a ranking of the finite nontrivial lattice L. Then ρ
is an end ranking if ρ(0L) = 0L, a cofinal ranking if ρ(0L) = 1L and a
mixed ranking if 0L < ρ(0L) < 1L. Obviously, L has a unique cofinal
ranking. If ρ is an end, cofinal or mixed ranking, then (L, ρ) is, respec-
tively, an end, cofinal or mixed ranked lattice. These definitions are
appropriate: if Ltr(N /M) is an end, cofinal or mixed ranked lattice,
then N is, respectively, an end, cofinal or mixed extension of M.
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Figure 2. Four Ranked Pentagon Lattices
Of the 10 rankings of N5, four are depicted in Fig. 2 by letting •
denote those points in the rankset and ◦ those that are not. Of all
the ranked pentagons, the four in Fig. 2 are the most important for us
because of the following.
Proposition 1.4: If M ≺ N and Ltr(N /M) ∼= (N5, ρ), then
ρ = νi for some i ≤ 3.
Proof. We use the labeling of N5 as given in Fig. 1. We first show
that ρ(c) = 1. If ρ(c) 6= 1, then ρ(c) = c. We apply the Gaifman
Condition [2, Prop. 4.2.12] by letting x = a, y = b and c = z, to get
the contradiction a = b.
If ρ(0) = 1, then ρ = ν0. So, assume that ρ(0) < 1. Since ρ(c) = 1
and c ∧ b = 0, it follows from the Blass Condition [2, Prop. 4.2.7] that
ρ(b) = b. Finally, ρ(0) 6= b by [2, Thm. 4.6.1]. Thus, ρ(0) ∈ {0, a}, so
it must be that ρ ∈ {ν1, ν2, ν3}. 
Theorem 1 can now be restated as: For all countable M there are
N ≻ M and i ∈ {1, 2} such that Ltr(N /M) ∼= (N5, νi). In fact,
Wilkie’s proof of Theorem 1 always yields that i = 1. However, by
appropriately modifying Wilkie’s proof, we can also get that i = 2.
The next order of business is to generalize Definition 1.2 and Theo-
rem 1.3 from lattices to ranked lattices.
If (L, ρ) is a finite ranked lattice, then a representation α of L is
a representation of (L, ρ) if whenever r ≤ s ∈ L, then s ≤ ρ(r)
iff every α(r)-class is the union of a finite set of α(s)-classes. This
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definition should help motivate the next definition in which we say
that a collection of (usually, pairwise disjoint and nonempty) subsets
of a model M is M-bounded if there is a bounded subset of M that
meets every nonempty set in the collection.
Definition 1.5: LetM be a model and (L, ρ) a finite ranked lattice.
(1) A representation α : L −→ Eq(A) is an M-representation
of (L, ρ) if α is an M-representation of L and whenever r ≤ s ∈ L,
then s ≤ ρ(r) iff every α(r)-class is the union of an M-bounded set of
α(s)-classes.
(2) We say that C is an M-correct set of representations of
(L, ρ) if C is an M-correct set of representations of L and each α ∈ C
is an M-representation of (L, ρ).
We next generalize Theorem 1.3 from lattices to ranked lattices.
Theorem 1.6: LetM be a model and (L, ρ) a nontrivial finite ranked
lattice.
(1) If there is N ≻M such that Ltr(N /M) ∼= (L, ρ), then there is
an M-correct set of representations of (L, ρ).
(2) If M is countable and there is an M-correct set of representa-
tions of (L, ρ), then there is N ≻ M such that Ltr(N /M) ∼=
(L, ρ).
Proof. Fix a model M and a nontrivial finite ranked lattice (L, ρ).
(1): Obtain C as in the proof of Theorem 1.3(1), so that C is an M-
correct set of representations of L. If α : L −→ Eq(A) is in C, r ≤ s
but not s ≤ ρ(r), then there is some α(r)-class that is not the union
of an M-bounded set of α(s)-classes. (For, otherwise, there would be
an M-definable function b : M −→ M such that b(f(r)) ≥ f(s).)
However, it could be that r ≤ s ≤ ρ(r) and some α(r)-class is not the
union of an M-bounded set of α(s)-classes. Let C0 be the set of those
α ∈ C that are M-representations of (L, ρ). We will show that this C0
is an M-correct set of representations of (L, ρ). To see this, it suffices
to show that for each α : L −→ Eq(A) in C, there is B ⊆ A such that
α|B ∈ C0.
Suppose that we have α : L −→ Eq(A) in C and that r ≤ s ≤
ρ(r). Partition A into two sets A0, A1, so that A0 is the union of those
α(r)-classes that are the union of an M-bounded set of α(s)-classes.
Since C is M-correct, then either α|A0 ∈ C or α|A1 ∈ C. By what
was previously said, the latter option is impossible, so we have that
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α|A0 ∈ C. Repeating this for all such r, s ∈ L, finally yields B ⊆ A as
required. This completes the proof of (1).
(2): Suppose thatM is countable. Let C be anM-correct set of rep-
resentations of (L, ρ). Then C is also an M-correct set of representa-
tions of L, so we can obtain N ≻M as in the proof of Theorem 1.3(2).
Then Lt(N /M) ∼= L.
We use the notation from the proof of Theorem 1.3(2). Thus, F :
L −→ Lt(N /M) is an isomorphism and F (r) is generated by tr(a)
overM. We prove that F is also an isomorphism of the ranked lattices
(L, ρ) and Ltr(N /M). It suffices to prove: whenever r < s ∈ L, then
s ≤ ρ(r)⇐⇒ F (r) ≺cf F (s). So, let r < s ∈ L.
(=⇒): Suppose that s ≤ ρ(r). Consider α ∈ C. Every α(r)-class
is the union of an M-bounded set of α(s)-classes. Let g : M −→ M
be an M-definable function such if x ∈ X , then g(x) = max{ts(y) :
〈x, y〉 ∈ α(r)}. Clearly, g(x) is well defined for x ∈ X , so there is
such an M-definable g. Thus, g(tr(x)) ≥ ts(x) for all x ∈ X , so that
gN (tNr (a)) ≥ t
N
s (a). Therefore, F (r) ≺cf F (s).
(⇐=): Suppose that F (r) ≺cf F (s). Then there is an M-definable
g : M −→ M such that gN (tNr (a)) ≥ t
N
s (a). There is Xi such that
g(tr(x)) ≥ ts(x) for all x ∈ Xi. Let αi = α|Xi ∈ C. Thus, each
αi(r)-class is the union of an M-bounded set of αi(s)-classes. Then
s ≤ ρ(s). 
We end this section with a simple observation.
Proposition 1.7: If M ≺ N and Lt(N /M) is finite, then there
is a countable N0 4 N such that the function K 7→ N0 ∩ K is an
isomorphism from Ltr(N /M) to Ltr(N0/(N0 ∩M)).
Proof. This is a routine Lo¨wenheim-Skolem argument. Let d0, d1, . . . ,
dn ∈ N be such that if K ∈ Lt(N /M), then some di generates K over
M. Let N0 4 N be countable such that (N0,M ∩N0, d0, d1, . . . , dn) 4
(N ,M, d0, d1, . . . , dn). One easily verifies that N0 is as required. 
2. Some Representations of N5
This section is devoted to investigating certain representations ofN5
that are defined in Definition 2.1. We then prove in Theorem 2.2 that
each of them is arrowed by many others of them. The culmination of
this section is Corollary 2.10, which gives a more precise formulation
of Theorem 2.2.
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Caveat lector: In the next definition, and throughout this paper, ωn
is not an ordinal but is the set of n-tuples of natural numbers. When
appropriate, we identify ωn with ω.
Definition 2.1: If 1 ≤ n < ω, define αn : N5 −→ Eq((n+1)×ωn)
so that αn(0) is trivial, αn(1) is discrete, and whenever i, j ≤ n and
s, t ∈ ωn, then
•
〈
〈i, s〉, 〈j, t〉
〉
∈ α(a) iff i = j;
•
〈
〈i, s〉, 〈j, t〉
〉
∈ α(b) iff i = j and s↾i = t↾j;
•
〈
〈i, s〉, 〈j, t〉
〉
∈ α(c) iff s = t.
Clearly, each αn is a representation of (N5, ν3) (as defined just before
Definition 1.5), and if n ≥ 2, then αn is 0-CPP.
Theorem 2.2: If 1 ≤ m < ω, then there is n < ω such that
αn −→ αm.
To arrive at the proof of this theorem, we will take a detour and visit
some other lattices and their representations. These are presented in
the next definition.
Definition 2.3: Suppose that 1 ≤ n < ω.
(1) Let Gn be the lattice consisting of all pairs 〈θ, f〉, where θ ∈
Eq(n+1) and f : n+1 −→ n+1 are such that if i, j ≤ n and 〈i, j〉 ∈ θ,
then f(i) = f(j). The ordering of Gn is: 〈θ, f〉 ≤ 〈ψ, g〉 iff θ ⊇ ψ and
f(i) ≤ g(i) for all i ≤ n.
(2) Let γn : Gn −→ Eq((n+1)×ωn) be such that if 〈θ, f〉 ∈ Gn and
〈i, σ〉, 〈j, τ〉 ∈ (n+1)×ωn, then
〈
〈i, σ〉, 〈j, τ〉
〉
∈ γn(〈θ, f〉) iff 〈i, j〉 ∈ θ
and σ↾f(i) = τ↾f(j).
Notice that each Gn is a well defined finite lattice in which:
0Gn = 〈1n+1, 0〉,
1Gn = 〈0n+1, n〉,
〈θ, f〉 ∨ 〈ψ, g〉 = 〈θ ∩ ψ,max(f, g)〉.
In the above, we identify k ≤ n with the function that is constantly k
on n+1. One easily checks that each γn is a representation of Gn. It’s
not important, but none of the γn is 0-CPP.
11
There is a natural embedding of N5 into Gn where
0 7→ 〈1n+1, 0〉
a 7→ 〈0n+1, 0〉,
b 7→ 〈0n+1, idn+1〉,
c 7→ 〈1n+1, n〉,
1 7→ 〈0n+1, n〉,
with idn+1 being the identity function on n + 1. We will identify N5
with its image under this embedding (as in Fig. 3, where n = 1 and
r = 〈0 2, 2 − id2〉). With this identification, we have that αn = γn↾N5.
The next lemma asserts that even more is true.
1
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Figure 3. Embedding N5 into G2
Lemma 2.4: Suppose that 1 ≤ m,n < ω, X ⊆ (n+1)×ωn and that
f : (m+ 1)× ωm −→ X demonstrates that αm ∼= αn|X. Then,
(1) there are J ⊆ n + 1, Y ⊆ ωn and g : ωm −→ Y such that
J = {j0, j1, . . . , jm}, where j0 < j1 < · · · < jm ≤ n, X = J × Y
and f(〈i, s〉) = 〈ji, g(s)〉 whenever i ≤ m and s ∈ ωm;
(2) f demonstrates that γm ∼= γn|X.
Proof. Let m,n,X and f be as given.
We first see that (1) holds. Let B2 = {0, a, c, 1} ⊆ N5, so that B2
is a 4-element Boolean lattice. Obviously, αn↾B2 is a representation of
B2 and f demonstrates that αm↾B2 ∼= αn↾B2. Since the equivalence
classes of αn(a) and αn(c) are the rows and columns of (n+1)×ωn, we
must have thatX = J×Y ⊆ (n+1)×ωn with bijections h : m+1 −→ J
and g : ωm −→ Y such that f(〈i, s〉) = 〈h(i), g(s)〉.
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The function hmust be strictly increasing. To see this, consider some
i < j ≤ m. Then there are s, t ∈ ωm such that
〈
〈i, s〉, 〈i, t〉
〉
∈ αm(b)
and
〈
〈j, s〉, 〈j, t〉
〉
6∈ αm(b). Then,
〈
〈h(i), g(s)〉, 〈h(i), g(t)〉
〉
∈ αn(b)
and
〈
〈h(j)j, g(s)〉, 〈h(j), g(t)〉
〉
6∈ αn(b). This implies that h(i) < h(j).
Thus, let ji = h(i) for i ≤ m.
Once we have that (1) holds, (2) immediately follows. 
Lemma 2.5: Suppose that 1 ≤ n < ω and Ψ ∈ Eq(ωn). Then there
are k ≤ n and Y ⊆ ωn such that γn ∼= γn|((n + 1)× Y ) and whenever
σ, τ ∈ Y , then 〈σ, τ〉 ∈ Ψ iff σ↾k = τ↾k.
Proof. Notice that, because of Lemma 2.4(2), the part of the con-
clusion of the lemma asserting that γn ∼= γn|((n + 1) × Y ) could be
replaced by the equivalent αn ∼= αn|((n+ 1)× Y ).
We first consider the special in which there are only finitely many
Ψ-classes.
Suppose that 1 ≤ m < ω and there are exactly m Ψ-
classes A0, A1, . . . , Am−1. Then there are i < m and
Y ⊆ Ai such that αn ∼= αn|((n+ 1)× Y ).
The proof of this special case is by induction on n. It would suffice to
consider only m = 2, but it is no more difficult to let m be arbitrary,
so we will do so.
Basis Step: n = 1. We identify ω and ω1. Suppose that ω =
A0 ∪ A1 ∪ · · · ∪ Am−1. Let i < m be such that Ai is infinite, and then
let Y = Ai. Clearly, α1 ∼= α1|(2× Y ).
Inductive Step: Suppose that n ≥ 2 and that the special case is true
for all smaller values. For each σ ∈ ωn−1, let Tσ = {τ ∈ ωn : τ↾(n−1) =
σ}. For each such σ, let iσ < m be such that Tσ ∩ Aiσ is infinite. By
the inductive hypothesis, there are i < m and H ⊆ {σ ∈ ωn−1 : iσ = i}
such that αn−1 ∼= αn−1|(n×H). Now let
Y = {τ ∈ ωn : τ ∈ Ai, τ↾(n− 1) ∈ H}.
It is easily checked, using Lemma 2.4, that αn ∼= αn|((n+1)×Y ). This
completes the proof of the special case.
Having the special case, we now return to proving the lemma. The
proof is by induction on n.
Basis Step: n = 1. We identify ω and ω1, so that Ψ ∈ Eq(ω). Let
Y ⊆ ω be an infinite subset such that Ψ∩Y 2 is either discrete or trivial.
Since Y is infinite, then γ1 ∼= γ1|Y . Let k = 1 if Ψ∩Y 2 is discrete, and
let k = 0 if Ψ ∩ Y 2 is trivial. In either case, whenever σ, τ ∈ ω1, then
〈σ, τ〉 ∈ Ψ iff σ↾k = τ↾k.
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Inductive Step: Suppose that n ≥ 2 and assume that the lemma
holds for all smaller values. Let Ψ ∈ Eq(ωn). For each σ ∈ ωn−1,
let Tσ = {τ ∈ ω
n : τ |(n − 1) = σ}. For each σ ∈ ωn−1, there is an
infinite Hσ ⊆ Tσ such that Ψ ∩ H2σ is either discrete or trivial. Let
H =
⋃
{Hσ : σ ∈ ωn−1}. Clearly, γn ∼= γn↾((n + 1)× H), so, without
loss of generality, we can assume that H = ωn.
Let A0 = {σ ∈ ωn−1 : Ψ ∩H2σ is discrete} and A1 = {σ ∈ ω
n−1 : Ψ ∩
H2σ is trivial}. Then ω
n−1 = A0 ∪A1, so by the special case previously
proved, there are e ∈ {0, 1} and Z ⊆ Ae such that γn−1 ∼= γn−1|(n×Z).
Let Y0 = {τ ∈ ωn : τ↾(n − 1) ∈ Z}. Clearly, γn ∼= γn↾((n + 1) × Y0),
so we can assume, without loss, that Y0 = ω
n. Thus, we will consider
the following two cases – the discrete (i.e., e = 0) and the trivial (i.e.,
e = 1) cases, respectively:
• If τ0, τ1 ∈ ωn are distinct and τ0↾ (n − 1) = τ1↾ (n − 1), then
〈τ0, τ1〉 6∈ Ψ.
• If τ0, τ1 ∈ ωn and τ0↾(n− 1) = τ1↾(n− 1) then 〈τ0, τ1〉 ∈ Ψ.
Discrete: We proceed with a “thinning” procedure. Let τ0, τ1, τ2, . . .
be a one-to-one enumeration of ωn. We obtain the sequence ρ0, ρ1, ρ2, . . .
of elements of ωn by recursion so that for each m < ω, each of the fol-
lowing holds:
• ρm↾(n− 1) = τm↾(n− 1);
• if ℓ < m, then 〈ρℓ, ρm〉 6∈ Ψ.
Since this is the discrete case, it is always possible to get ρm. Note that
the second of the above items implies that ρm 6= ρℓ whenever ℓ < m.
Having this sequence, let Y = {ρm : m < ω}. It is clear that Y ∩ Tσ
is infinite for every σ ∈ ωn−1 and, therefore, γn ∼= γn|((n+1)×Y ). Let
k = n. Then, k and Y are as required.
Trivial: Let Ψ0 ∈ Eq(ωn−1) be such that whenever σ0, σ1 ∈ ωn−1,
then
〈σ0, σ1〉 ∈ Ψ0 ⇐⇒ 〈τ0, τ1〉 ∈ Ψ,
where τ0 ↾ (n − 1) = σ0 and and τ1 ↾ (n − 1) = σ1. (Notice that Ψ0
is well defined, being independent of the choices of τ0, τ1.) By the
inductive hypothesis, there are k ≤ n − 1 and Y1 ⊆ ωn−1 such that
γn−1 ∼= γn−1|(n× Y1) and whenever σ0, σ1 ∈ ωn−1, then
〈σ0, σ1〉 ∈ Ψ0 ⇐⇒ σ0↾k = σ1↾k.
Let Y = {τ ∈ ωn : τ↾(n− 1) ∈ Y1}. It is easily checked that k and Y
are as required, completing the proof of the lemma. 
To prepare for the proof of the next lemma, we define the function
r : ω −→ ω. Consider the Ramsey number R2(m,m), which is the
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least nonzero k < ω such that whenever A is a set of 2-element subsets
of k, then there is M ⊆ k such that |M | = m and either all 2-element
subsets of M are in A or else no 2-element subsets of M are in A. The
existence of such a k is guaranteed by Ramsey’s Theorem. Now define
r : ω −→ ω so that
= 9(R2(m+ 1, m+ 1)− 1)
2
for each m < ω.
Lemma 2.6: Suppose that 1 ≤ m < ω. There is n < ω such that
whenever 〈θ, f〉 ∈ Gn, then there is X ⊆ (n + 1)× ωn such that αm ∼=
αn|X and γn(〈θ, f〉) ∩X2 is canonical for αn.
Proof. No attempt is made in this proof to make n optimal. But we
will show that n = r(m) works.
Let 〈θ, f〉 ∈ Gn. To get X ⊆ (n + 1)× ωn, we will get an I ⊆ n+ 1
such that |I| = m+ 1, then let
Y = {σ ∈ ωn : σ(i) = 0 whenever i 6∈ I\{max(I)}},
and finally let X = I × Y . To see that αm ∼= αn|X , let i0 < i1 < · · · <
im be the elements of I. Consider the function that maps an element
〈k, τ〉 ∈ (m + 1) × ωm to the element 〈ik, σ〉 ∈ X , where σ(ij) = τ(j)
for j < m and σ(ℓ) = 0 for all other ℓ < n.
There is I0 ⊆ n+1 such that |I0| = 3R2(m+1, m+1)−2 and θ∩ I20
is either trivial or discrete. We have two cases.
θ ∩ I20 is trivial: Thus, it must be that f is constant on I0. Let this
constant value be c. Since |I0| = 3R2(m+1, m+1)−2 ≥ 2m+1, we can
get I ⊆ I0 such that |I| = m+ 1 and either i ≤ c for all i ∈ I or i ≥ c
for all i ∈ I. If the former holds, then γn(〈θ, f〉) ∩ X2 = αn(0) ∩ X2;
and if the latter holds, then γn(〈θ, f〉)∩X2 = αn(c)∩X2. Either way,
γn(〈θ, f〉) ∩X2 is canonical for αn.
θ ∩ I20 is discrete: For each i ∈ I0, either f(i) < i, f(i) = i or
f(i) > i. Since I0 = 3R2(m + 1, m + 1) − 2, we can get I1 ⊆ I0 such
that |I1| = R2(m + 1, m + 1) and that either f(i) < i for all i ∈ I1,
f(i) = i for all i ∈ I1, or f(i) > i for all i ∈ I1. Hence, there are 3
subcases.
f(i) = i: We can let I ⊆ I1 be such that |I| = m+ 1. We then have
that γn(〈θ, f〉) ∩X2 = αn(b) ∩X2.
f(i) > i: Apply Ramsey’s Theorem to get I ⊆ I1 such that |I| =
m+1 and either f(i) < j whenever i < j are in I or f(i) ≥ j whenever
i < j are in I. If the former holds, then γn(〈θ, f〉) ∩X2 = αn(b) ∩X2;
and if the latter holds, then γn(〈θ, f〉) ∩X
2 = αn(0) ∩X
2.
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f(i) < i: Apply Ramsey’s Theorem to get I ⊆ I1 such that |I| =
m+1 and either f(j) > i whenever i < j are in I or f(j) ≤ i whenever
i < j are in I. If the former holds, then γn(〈θ, f〉) ∩X
2 = αn(b) ∩X
2;
and if the latter holds, then γn(〈θ, f〉) ∩X2 = αn(a) ∩X2. 
An inspection of the previous proof shows that, for fixed m, the proof
can be carried out in ACA0.
Corollary 2.7: Suppose that 1 ≤ m < ω and n = r(m). Then
ACA0 proves : Whenever 〈θ, f〉 ∈ Gn, then there is X ⊆ (n + 1) × ωn
such that αm ∼= αn|X and γn(〈θ, f〉) ∩X2 is canonical for αn. 
Lemma 2.8: If 1 ≤ n < ω, then γn −→ γn.
Proof. Fix n such that 1 ≤ n < ω and Θ ∈ Eq((n + 1) × ωn). Our
goal is to get X ⊆ (n + 1) × ωn such that γn ∼= γn|X and Θ ∩ X2 is
canonical for γn.
Let Ψ ∈ Eq(ωn) be such that if σ, τ ∈ ωn, then 〈σ, τ〉 ∈ Ψ iff〈
〈i, σ〉, 〈i, τ〉
〉
∈ Θ for all i ≤ n. By Lemma 2.5, there are k ≤ n
and Y ⊆ ωn such that γn ∼= γn|((n + 1) × Y ) and whenever σ, τ ∈ Y ,
then
〈σ, τ〉 ∈ Ψ⇐⇒ σ↾k = τ↾k.
Since Ψ has only finitely many equivalence classes, it must be that
k = n. Thus, there is θ ∈ Eq(n + 1) such that whenever i, j ≤ n and
σ ∈ Y , then 〈
〈i, σ〉, 〈j, σ〉
〉
∈ Θ⇐⇒ 〈i, j〉 ∈ θ.
Without loss of generality, we can assume that Y = ωn, so that the
above equivalence holds whenever i, j ≤ n and σ ∈ ωn.
Next, let Ψ0,Ψ1, . . . ,Ψn ∈ Eq(ωn) be such that whenever m ≤ n and
σ, τ ∈ ωn, then
〈σ, τ〉 ∈ Ψm ⇐⇒
〈
〈m, σ〉, 〈m, τ〉
〉
∈ Θ.
By applying Lemma 2.5 successively n + 1 times, we get ωn ⊇ Y0 ⊇
Y1 ⊇ · · · ⊇ Yn and k0, k1, . . . , kn ≤ n such that whenever m ≤ n, then
γn ∼= γn|((n+ 1)× Ym) and if σ, τ ∈ Ym, then
〈σ, τ〉 ∈ Ψm ⇐⇒ σ↾km = τ |km.
Let X = (n + 1)× Yn. Clearly, γn ∼= γn|X .
To show that Θ ∩ X2 is canonical, let f : n + 1 −→ n + 1 be
such that f(m) = km for all m ≤ n. Then, one easily verifies that
Θ ∩X2 = γn(〈θ, f〉). 
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A careful reading of the previous proof reveals that it can be carried
out on the basis of ACA0. Thus, we get the following corollary.
Corollary 2.9: If 1 ≤ n < ω, then ACA0 ⊢ γn −→ γn. 
Proof of Theorem 2.2. Suppose that 1 ≤ m < ω, and let n = r(m).
We will show that αn −→ αm. Consider some Θ ∈ Eq((n+1)×ωn). By
Lemma 2.7, there is Y ⊆ (n+1)×ωn such that γn ∼= γn|Y and Θ∩Y
2 is
canonical for γn. Let 〈θ, f〉 ∈ Gn be such that γn(〈θ, f〉)∩Y 2 = Θ∩Y 2.
Let g : (n+1)×ωn −→ Y be a bijection demonstrating that γn ∼= γn|Y .
Lemma 2.4 implies that g also demonstrates that αn ∼= αn|Y . By
Lemma 2.6, there is X ⊆ (n + 1) × ωn such that αm ∼= αn|X and
γn(〈θ, f〉)∩X2 is canonical for αn. Then, αm ∼= αn|g(X) and Θ∩g(X)2
is canonical for αn. 
A careful reading of the proof of Theorem 2.2 (using Corollaries 2.7
and 2.9) shows that it can proved in ACA0. To be precise, there is the
following corollary.
Corollary 2.10: If 1 ≤ m < ω, then ACA0 ⊢ αr(m) −→ αm. 
One may wonder whether ACA0 ⊢ ∀x ≥ 1[αr(x) −→ αx]. It is not,
as otherwise one could prove that for every countable nonstandard M
there is N ≻mix M such that Lt(N /M) ∼= N5, contradicting Theo-
rem 3.
3. Proving Theorem 3
In this section we will prove Theorem 3. Recall from Proposition 1.4
that if M ≺mix N and Lt(N /M) ∼= N5, then Ltr(N /M) ∼= (N5, ν3)
as in Fig. 2. Thus, Theorem 3 can be restated as follows.
Theorem 3.1: If M≺ N , then Ltr(N /M) 6∼= (N5, ν3).
We will prove Theorem 3.1 by contradiction. With this in mind, we
suppose for the rest of this section that M ≺ N and Ltr(N /M) ∼=
(N5, ν3). By Proposition 1.7, we also assume that both M and N are
countable.
By Lemma 1.6(1), we know that there is an M-correct set of rep-
resentations of (N5, ν3). In the next lemma we will show that we can
impose some additional properties on such an M-correct set.
If n ∈M , then we let αMn be theM-representation of N5 as defined
in Definition 2.1 when interpreted in M.
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Lemma 3.2: There are a nonstandard e ∈ M and an M-correct
set C of representations of (N5, ν3) such that for every β ∈ C there is
I ×X ⊆ [0, e+ 1)×M such that β = αMe |(I ×X).
Proof. We will start with an arbitraryM-correct set C0 of represen-
tations of (N5, ν3) and successively modify it until we arrive at one as
in the lemma. Let α : N5 −→ Eq(A) be in C0. Let C1 be the set of
those β ∈ C0 such that for some B ⊆ A, β = α|B. Then, C1 is an
M-correct set of representations of (N5, ν3).
Suppose that β : N5 −→ Eq(B) is anyM-representation of (N5, ν3).
Since a ∨ c = 1, then β(a) ∩ β(c) = 0B; therefore, whenever X is a
β(a)-class and Z is a β(c)-class, then |X ∩ Z| ≤ 1. We will say that β
is rectangular if |X ∩ Z| = 1 for each β(a)-class X and β(c)-class Z.
Let C2 be the set of those rectangular M-representations β = α|B
such that B ⊆ A and there is A1 ⊆ B such that α|A1 ∈ C1. We
will prove that C2 is an M-correct set of representations of (N5, ν3) by
proving: if A0 ⊆ A and α|A0 ∈ C1, then there is B ⊆ A0 such that
α|B ∈ C2.
So, consider some β0 = α|A0 ∈ C0. Define Θ ⊆ A20 so that if y, z ∈
A0, then 〈y, z〉 ∈ Θ iff the following holds for each β0(a)-class X : there
is u ∈ X such that 〈u, y〉 ∈ α0(c) iff there is v ∈ X such that 〈v, z〉 ∈
β0(c). Clearly, β0(c) ∩ A
2
0 ⊆ Θ ∈ Eq(A0). Since C1 is M-correct, there
areH ⊆ A0 and r ∈ {0, c} such that β0|H ∈ C1 and β0(r)∩H2 = Θ∩H2.
Since ν3(0) = a, the set of β0(a)-classes is M-bounded. Therefore, the
set of Θ-classes is M-bounded, so it must be that r = 0. Let B be the
union of those β0(c)-classes that have a nonempty intersection with H .
Then H ⊆ B ⊆ A0 and α|B ∈ C2. This proves that C2 is anM-correct
set of rectangular representations of (N5, ν3).
Let n ∈M be such that in M, there are exactly n+ 1 α(a)-classes.
Thus, we assume, without loss of generalization, that α : N5 −→
Eq([0, n+1)×M) and that α(a) = αMn (a) and α(c) = α
M
n (a) (although
there is no reason to believe that α(b) = αMn (b)).
Working in M, let 〈Bk : k ∈ M〉 be a one-to-one enumeration of
all α(b)-classes. Thus, for each 〈i, t〉 ∈ [0, n + 1) × M), there is a
unique k ∈ M such that 〈i, t〉 ∈ Bk. For each t ∈ M , there is a
(unique) permutation πt of [0, n+1) defined by the following condition:
if i, j ≤ n, then πx(i) ≤ πx(j) iff there are k, ℓ ∈ M such that 〈i, t〉 ∈
Bk, 〈j, t〉 ∈ Bℓ and k ≤ ℓ. Using these permutations, we define Ψ ∈
Eq([0, n + 1) × M) so that
〈
〈i, x〉, 〈j, y〉
〉
∈ Ψ iff πx = πy. Clearly,
α(c) ⊆ Ψ and Ψ has at most (n + 1)! equivalence classes. Thus, there
are X ⊆ M such that Ψ ∩ ([0, n + 1) × X)2 is trivial and for some
β : N5 −→ Eq(B) in C2, B ⊆ [0, n + 1) × X . Thus, we can assume
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that α|([0, n + 1) × X) ∈ C2. Let π be such that πx = π whenever
〈i, x〉 ∈ I × J . Without loss of generality, we assume that X =M and
π is the identity permutation. This C2 is not yet what we want, so we
still need to do a little more.
Let Θ ∈ Eq([0, n+1)×M) be such that if 〈i, x〉, 〈j, y〉 ∈ [0, n+1)×M ,
then
〈
〈i, x〉, 〈j, y〉
〉
∈ Θ iff i = j and for all k ≤ i,
〈
〈i, x〉, 〈j, y〉
〉
∈ α(b).
Clearly, α(b) ⊆ Θ. The previous paragraph implies that each α(b)-
class is the union of an M-bounded set of Θ-classes. Since C2 is an
M-correct set of representations, there is I ×X ⊆ [0, n+ 1)×M such
that β = α|(I ×X) ∈ C and Θ ∩ (I ×X)2 = α(r) ∩ (I ×X)2 for some
r ∈ N5. The only possibility is that r = b. Let |I| = e + 1. One
easily gets Y ⊆ M such that some M-definable f demonstrates that
α|(I ×X) ∼= α|([0, e+ 1)× Y ). We can now let C = {αMe |f [B] : α|B ∈
C2}.
Clearly, C is as required by the lemma. 
The next lemma slightly refines the C from the previous lemma.
Lemma 3.3: There is a C as in Lemma 3.2 with the additional
property that whenever β = αMe |(I ×X) ∈ C, then β(b) ∩ ({min(I)} ×
X)2 is trivial.
Proof. Let e and C be as in Lemma 3.2. It suffices to show that
if β = αMe |(I × X) ∈ C, then there is J × Y ⊆ I × X such that
αMe |(J × Y ) ∈ C and β(b) ∩ ({min(I)} × Y )
2 is trivial.
So, let β = αMe |(I × X) ∈ C. Let Θ ∈ Eq(I × X) be such that if
〈i, x〉, 〈i′, x′〉 ∈ I ×X , then
〈
〈i, x〉, 〈i′, x′〉
〉
∈ Θ⇐⇒
〈
〈min(I), x〉, 〈min(I), x′〉
〉
∈ β(b).
Let J × Y ⊆ I × X be such that β|(J × Y ) ∈ C and Θ ∩ (J × Y )2
is canonical for β. Clearly, it must be that Θ ∩ (J × Y )2 is trivial.
Therefore, J × Y is as required. 
Having the previous lemmas, we assume from now on in this section
that e and C are as in Lemmas 3.2 and 3.3 and that α = αMe .
If n ∈ M , then an M-representation β : N5 −→ Eq(A) is an n-
brush if αMn is M-embeddable into β. For example, α is an e-brush.
For each n < ω, there is a formula σn(X) such that for every M-
definable B ⊆ M , M |= σn(B) iff B ⊆ [0, e + 1) ×M and α|B is an
n-brush.
Lemma 3.4: For every n < ω, every β ∈ C is an n-brush.
Proof. The proof is by induction on n.
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The basis step n = 0: Let β ∈ C. By Lemma 3.2(2), we let I ×
X ⊆ [0, e + 1) × M be such that β = α|(I × X). Since β is an
M-representation of (N5, ν3) and ν3(a) = a < b = ν3(b), there is a
β(a)-class X that has an unbounded set of β(b)-classes as subsets. Let
Y be the set of all the minimal elements of all those β(b)-classes that
are subsets of X . If i = min(I) and j ∈ I is such that X ⊆ {j} ×M ,
then β|({i, j} × Y ) is a 0-th M-standard representation.
The inductive step: Let n < ω and assume that everyM-representation
in C is an n-brush. Consider some β ∈ C. By Lemma 3.2, we let
A = I ×X ⊆ [0, e+ 1)×M so that β = α|A.
Define the function RA : X −→ P(I2) as follows. If x ∈ X , then
RA(x) is the set of all 〈i, j〉 ∈ I2 such that if {i}×Y is the β(b)-class to
which 〈i, x〉 belongs, then there are only M-boundedly many Z ⊆ Y
such that {j}×Z is a β(b)-class. Obviously, if i ∈ I, then 〈i, i〉 ∈ RA(x).
Also, if 〈i, j〉 ∈ RA(x) and j ≥ k ∈ I, then 〈i, k〉 ∈ RA(x).
Next, define Θ ⊆ A2 as follows. If 〈i, x〉, 〈j, y〉 ∈ A, then
〈
〈i, x〉, 〈j, y〉
〉
∈ Θ⇐⇒ RA(x) = RA(y).
We then have that β(c) ⊆ Θ ∈ Eq(A). Also, Θ is M-definable and
the set of Θ-classes is M-bounded. Then there is B ⊆ A such that
β|B ∈ C and Θ∩B2 is trivial. By Lemma 3.2, we let B = J×Y . Since
β|B ∈ C, there are j, k ∈ J such that j < k and β|({j, k} × Y ) is a
0-brush. Choose j, k so as to minimize k.
Let Ψ ∈ Eq(B) have exactly two Ψ-classes, one of which is D =
{i ∈ I : i ≥ k} × Y . Let E ⊆ D such that β|E ∈ C. By the
inductive hypothesis, there are j0 < j1 < · · · < jn and Z ⊆ Y such that
{j0, j1, . . . , jn} × Z ⊆ E and β|({j0, j1, . . . , jn} × Z) is M-isomorphic
to αMn . Since Θ∩E
2 is trivial, then, for all z ∈ Z and i < n, 〈ji, ji+1〉 6∈
RA(z). It follows that β|B is an (n+ 1)-brush, so β also is. 
The set of α(b)-classes is unbounded. Moreover, for every β ∈ C,
the set of β(b)-classes is unbounded. Let 〈Bi : i ∈ M〉 be an M-
definable, one-to-one enumeration of all the α(b)-classes. Thus, for
every 〈j, t〉 ∈ [0, e+1)×M , there is a unique i ∈M such that 〈j, t〉 ∈ Bi.
Suppose that I is an M-definable, nonempty subset of [0, e + 1)
and M |= |I| = k + 1 ≤ e + 1. For j ≤ k, we let minj(I) be
the j-th element in I (in increasing order). In particular, min0(I) =
min(I). If t ∈M , then we let d(I, t) be the k-tuple such that d(I, t) =
〈d(I, t)0, d(I, t)1, . . . d(I, t)k−1〉 ∈ M so that each d(I, t)j is the unique
m ∈M such that 〈minj+1(I), t〉 ∈ Bm.
As usual, an LPA(M)-formula is ∆0 = Σ0 = Π0 if all of its quantifiers
are bounded. For k < ω, an LPA(M)-formula is Σk+1 if it has the form
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∃x0ϕ, where ϕ is Πk, and it is Πk+1 if it has the form ∀x0ϕ, where ϕ is
Σk. If d = 〈d0, d1, . . . , dk−1〉 ∈ Mk and the LPA(M)-formula σ has the
form
σ = Q0x0Q1x1 . . .Qk−1xk−1ϕ(x0, x1, . . . , xk−1),
where ϕ(x0, x1, . . . , xk−1) is ∆0 and each Qi is either ∃ or ∀, then we
let
σ(d) = Q0x0 ≤ d0Q1x1 ≤ d1 . . .Qxk−1 ≤ dk−1ϕ(x0, x1, . . . , xk−1),
which is ∆0. Ifm ∈M , then we say that a k-tuple d = 〈d0, d1, . . . , dk−1〉 ∈
Mk is m-fast if
M |= σ(d) ←→ σ
whenever σ is a Σk LPA([0, m))-sentence.
We are assuming in the previous paragraph that k < ω. However,
it still makes sense, if we are working in M, to let k ∈ M and then
refer to the sets Σk, Πk and to σ
(d). For σ ∈ Σk ∪ Πk, where k ∈ M
is nonstandard, there is in general no meaning to M |= σ although
M |= σ(d) does have meaning.
For k < ω, we will say that a function f : M −→ M is a Σk-function
if it is definable in M by a Σk LPA-formula.
There are lots of m-fast k-tuples. In fact, we can say exactly when a
k-tuple ism-fast. The next proposition is routinely proved by induction
on k.
Proposition 3.5: Suppose that 1 ≤ k < ω, m ∈ M and d ∈ Mk.
Then, d is m-fast iff the following:
• d0 > f(m) for every Σk-function f ;
• if 1 ≤ i < k, then di > f(di−1) for every Σk−i-function f . 
A consequence of this proposition is that if d = 〈d0, d1, . . . , dk−1〉 is
an m-fast k-tuple and k > 1, then 〈d1, d2, . . . , dk−1〉 is a d0-fast (k−1)-
tuple.
In order to define Θ ∈ Eq([0, e+ 1)×M), we first define a function
F on [0, e+1)×M . Given 〈i, t〉 ∈ Bm ⊆ [0, e+1)×M , we let F (〈i, t〉)
be the set of all pairs 〈J, σ〉 such that J ⊆ [0, e+1), where |J | = k ≥ 1,
and σ is a Σk LPA([0, m))-sentence having length at most e such that
M |= σ(d), where d = d(J, t). There are two observations to make
about F . The first is that if 〈i, t〉 ∈ Bm, 〈i′, t′〉 ∈ Bm′ and m 6= m′,
then F (〈i, t〉) 6= F (〈i′, t′〉). The second is that for each m ∈M , the set
{F (〈i, t〉) : 〈i, t〉 ∈ Bm} is M-finite.
Let Θ ∈ Eq([0, e+1)×M) be induced by the function F . (Recall that
this means that for 〈i, t〉, 〈i′, t′〉 ∈ [0, e + 1)×M ,
〈
〈i, t〉, 〈i′, t′〉
〉
∈ Θ iff
F (〈i, t〉) = F (〈i′, t′〉).) By Lemma 3.2, we let A = I×X ⊆ [0, e+1)×M
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be such that α|A ∈ C and Θ ∩ A2 is canonical for α. From the two
observations at the end of the previous paragraph, we conclude that Θ
and α(b) agree on A.
By Lemma 3.3, we let m ∈M be such that Bm ⊇ {min(I)} ×X .
Since A ∈ Def(M), we let n < ω be such that some Σn LPA(M)-
formula defines A in M. Choose some k < ω that is much larger
than n. Lemma 3.4 asserts that α|A is a k-brush. Hence, there are
J ⊆ I and Y ⊆ X such that α|(J × Y ) is M-isomorphic to αMk . In
particular, |J | = k + 1. Clearly, by Lemma 3.3, we can arrange that
min(J) = min(I).
Let t ∈ Y be such that d(J, t) is m-fast. Thus, 〈J, σ〉 ∈ F (〈m, t〉)
for every standard Σk LPA([0, m))-sentence σ for which M |= σ. Since
F (〈m, x〉) = F (〈m, t〉) for every x ∈ X , we then have that 〈J, σ〉 ∈
F (〈m, x〉) for every x ∈ X and every standard Σk LPA([0, m))-sentence
σ for which is true (i.e., M |= σ). But then, for every x ∈ X and
such a σ, 〈J, σ〉 ∈ F (〈m, x〉). Then by Proposition 3.5, d(J, x) is m-
fast. Let J0 = J\{min(J)}, and let j0 = min(J0) = min1(J). If
x ∈ X and 〈j0, x〉 ∈ Bm0 , then d(J0, x) is m0-fast, so that for every
Σk−1 LPA([0, m0)-sentence σ, σ ∈ F (〈m0, x〉) iff M |= σ. Let m0 ∈ M
be such that Bm0 ∩ {min(I)} × X 6= ∅. Of course, m0 exists and
it is unique by Lemma 3.3. Since α|(J × X) is a k-brush, there is
some t ∈ X such that d(J, t) is m0-fast. Thus, whenever σ is a true
Σk LPA((0, m0])-sentence, then 〈J, σ〉 ∈ F (〈min(I), t〉). But then, for
every t ∈ X , every such 〈J, σ〉 ∈ F (〈min(I), t〉). Thus, for every t ∈ X ,
d(J, t) is m0-fast.
It is well known (and perhaps attributable to Kleene) that there
is no Σn LPA(M)-formula that defines a set T ∈ Def(M) such that
for any standard Σk LPA(M)-sentence, σ ∈ T iff σ is true. For our
contradiction, we will show the existence of such a T . However, instead
of giving a formal definition, we will give an informal rendering of it.
Consider a standard Σk LPA(M)-sentence σ. Let m ∈ M be such
that σ is a LPA([0, m))-sentence. Find x ∈ X and m0 ∈ M such that
〈j0, x〉 ∈ Bm0 and m0 > m. Then, σ ∈ T iffM |= σ
(d(J0,x)). As we have
seen, σ ∈ T iff M |= σ.
The proof of Theorem 3.1 is complete. 
4. Proving Theorem 4
This section is devoted to proving Theorem 4. We begin with a
definition.
22
Definition 4.1: We say thatM∗ is recursively supersaturated
if (M,Def(M∗)) is recursively saturated.
Proposition 4.2: Every countable, recursively saturated M can be
expanded to a recursively supersaturated M∗.
Proof. This follows from the chronic resplendency of M. (See [1,
p. 252].) 
Thus, the following theorem implies Theorem 4.
Theorem 4.3: If M∗ is countable and recursively supersaturated,
then there is N ∗ ≻M∗ such that Ltr(N ∗/M∗) ∼= (N5, ν3).
Proof. LetM∗ be countable and recursively supersaturated. By the
PA
∗ version of Theorem 1.6(2), it will suffice to show that there is an
M∗-correct set of representations of (N5, ν3).
We use some terminology from the previous section. If n ∈M , then
αMn is the M-representation of N5 as defined in Definition 2.1 when
interpreted in M. An M∗-representation α : N5 −→ Eq(A) is an
n-brush iff αMn is M
∗-embeddable into α.
Define C to be the set of all M∗-representations α that, for some
nonstandard n ∈M , are n-brushes. We claim that C is an M∗-correct
set of representations of (N5, ν3).
It is clear that every α ∈ C is an M∗-representation of (N5, ν3).
Thus, by Definition 1.5(2), it suffices to show that C is an M∗-correct
set of representations of N5 according to Definition 1.2.
Since M is recursively saturated, there is a nonstandard n ∈ M , so
that αMn ∈ C. Thus, C 6= ∅. Also, clearly, every α ∈ C is a 0-CPP
representation. Thus, (1) of Definition 1.2 is satisfied.
To prove that (2) of Definition 1.2 is satisfied, consider some α :
N5 −→ Eq(A) in C and some M∗-definable Θ ∈ Eq(A). For each
m < ω, α is an r(m)-brush, so, by Corollary 2.10, there is an M∗-
definable B ⊆ A such that α|B is anm-brush and Θ∩B2 is canonical for
α. By the recursive supersaturation ofM∗, there are anM∗-definable
B ⊆ A and a nonstandard m ∈ M such that α|B is an m-bush and
Θ ∩B2 is canonical for α. Thus, α|B ∈ C. This proves (2) .
This shows that C is anM∗-correct set of representations of (N5, ν3),
completing the proof of Theorem 4.3. 
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