We introduce a Cannings model with directional selection via a paintbox construction and establish a strong duality with the line counting process of a new Cannings ancestral selection graph in discrete time. This duality also yields a formula for the fixation probability of the beneficial type. Haldane's formula states that for a single beneficial ancestor the probability of fixation is asmptotically equal to the selective advantage sN divided by half of the offspring variance. For a class of offspring distributions within Kingman attraction we prove this asymptotics for sequences sN with N −2/3 sN N −1 . It turns out that in this regime of "moderately weak selection" the Cannings ancestral selection graph is so close to the ancestral selection graph of a Moran model that a suitable coupling argument works. In a companion paper we treat the case of moderately strong selection, N −2/3 sN 1, which, other than the case considered in the present paper, admits a more classical approach to Haldane's formula via branching process approximations.
Introduction
The calculation of fixation probabilites is a prominent task in mathematical population genetics; for a historical overview see Patwa and Wahl [1] . A classical idea going back to Haldane, Fisher and Wright is to approximate the probability of fixation of a beneficial allele with small selective advantage s by the survival probability of a supercritical, near-critical Galton-Watson branching process. This results in Haldane's formula for the fixation probability π,
where ρ 2 is the offspring variance. In [2] the asymptotics (1) was proved for a class of Cannings models that arise in the modeling of experimental evolution. This was achieved under the assumption that s = s N ∼ N −b with 0 < b < 1/2, i.e. for a moderate selection that is more on the side of strong selection (s = const) than on the side of weak selection (s ∼ const/N ). In [2] the question remained open if (1) also holds for s = s N ∼ N −b with 1/2 ≤ b < 1. This is one of the motivations of the present paper. The purpose of our paper is twofold. First, for Cannings models admitting a paintbox representation, we introduce a graphical representation which allows for a natural generalization to the case with directional selection, and leads to a time discrete version of the ancestral selection graph that was developed by Krone and Neuhauser [3] for the (continuous time) Moran model. A discrete ancestral selection graph recently been constructed by González Casanova and Spanó [4] for a special class of Cannings models. While their construction relies on analytic arguments, we provide here a probabilistic construction which works for a wider class of models and also gives a clear interpretation of the role of the geometric distribution of the number of potential parents in this context. This construction will be explained in Section 5. We will prove a sampling duality between the Cannings frequency process and the line counting process of the discrete ASG (alias Cannings ancestral selection process or CASP), see Theorem 1. This also allows to obtain an expressive and handsome representation of the fixation probability of the beneficial type in terms of the CASP in equilibrium, see Corollary 3.2.
Second, we show in Section 6 that for Cannings models that are in the domain of attraction of the Kingman coalescent, and for sequences s N with
for some positive C, c and η not depending on N , the CASP is very close to the ASG line counting process of a corresponding Moran model over a long period of time. This is our tool for proving Haldane's formula (Theorem 2) in this regime of moderately weak selection. Indeed, for a Moran model with directional selection, the analogue of the above mentioned representation of the fixation probability in terms of the CASP is valid, and the fixation probability can be calculated explicitly; this we explain in Section 5.
2 Cannings models with selection
A paintbox representation for the neutral reproduction
In a neutral Cannings model with population size N , the central concept is the exchangeable N -tuple ν = (ν 1 , . . . , ν N ) of offspring sizes, with non-negative integer-valued components summing to N . A reasonably large class of such random variables ν admits a paintbox construction, i.e. has a mixed multinomial distribution with paramteres N and W , where W = (W 1 , W 2 , . . . , W N ) is an exchangeable random N -tuple of probability weights taking its values in ∆ N = (x 1 , x 2 , . . . x N ) :
While this is clearly reminiscent of Kingman's paintbox representation of exchangeable partitions of N, here we are dealing with a finite N . As such, obviously, not all exchangeable offsping sizes are mixed multinomial -consider e.g. a uniform permutation of the vector (2, . . . , 2, 0, . . . , 0). On the other hand, the exchangeable mixed multinomials cover a wide range of applications; e.g., they can be seen as approximations of the offspring sizes in a model of experimental evolution, where at the end of each reproduction cycle N individuals are sampled without replacement from a union of N families with large i.i.d. sizes; see [2] and [5] , where the distribution of the family sizes was assumed to be geometric with expectation γ = 100. This leads to a mixed multi-hypergeometric offspring distribution, whose analogue for γ = ∞ would be a mixed multinomial offspring distribution with L (W ) the Dirichlet(1, . . . , 1)-distribution on ∆ N . Let us now briefly review the graph of genealogical relationships in a Cannings model. In each generation g, the individuals are numbered by i ∈ [N ] and denoted by (g, i). A parental relation between individuals in generation g and g −1 is defined in the following way. Let W (g) , g ∈ Z, be i.i.d. copies of W . Every individual (g, j) is assigned a parent (g − 1, V (g,j) ) in generation g by means of
. . , N }. The random variables V (g,j) , j = 1, . . . , N , are assumed to be independent given W (g−1) . Due to the exchangeability of (W (g−1) 1 , . . . , W (g−1) N ), the V (g,1) , . . . , V (g,N ) are uniformly distributed on [N ], and in general are correlated. With this construction of "one generation step backwards" we produce an exchangeable N -tuple of offspring sizes, i.e. the number of children for each individual (g − 1, i), i = 1, . . . , N .
A paintbox representation incorporating selection
We now build directional selection with strength s N ∈ (0, 1) into the model. Assume that each individual has one of two types, either the beneficial type or the wildtype. Let the chances to be chosen as a parent be modified by decreasing the weight of each wildtype individual by the factor 1 − s N . In other words, if individual (g, i) has the wildtype the weight reduces to W i := (1 − s N )W i and if the individual has the beneficial type the weight remains
. Given the type configuration in generation g − 1, the parental relations are now generated in a two-step manner: First, assign the random weights W (g−1) to the individuals in generation g − 1, then follow the rule
Individual (g, j) then inherits the type from its (unique) parent. Note that W (g−1) is measurable with respect to W (g−1) and the type configuration in generation g − 1. Because of the assumed exchangeability of the W (g−1) i , i = 1, . . . , N , the distribution of the type configuration in generation g only depends on the number of individuals in generation g − 1 that carry the beneficial type. Thus, formula (3) defines a Markovian dynamics for the type frequencies. We will denote the number of wildtype individuals in generation g by K g , and will call (N − K g , K g ) a Cannings frequency process with parameters N , L (W ) and s N .
The Cannings ancestral selection process
Again let N ∈ N, W as in Section 2.1, and s N ∈ (0, 1). As we will prove in Theorem 1, the process (K g ) described in Section 2.2 is in sampling duality to the line counting processof the Cannings ancestral selection graph which we will define in Section 5. For the moment, let us briefly state the essentials. Prior to any colouring, i.e. prior to any assignment of types to the individuals, we will define a random graph of potential ancestors of a sample J taken in generation g. The evolution of this graph is Markovian backward in time, starting with the set of vertices A 0 = J in generation g. Given W g−m−1 , every potential ancestor (j, g − m) in generation g − m makes independently a Geom(1 − s N )-distributed number of choices from the N individuals from generation g − m − 1, where in each of the choices individual (i, g − m − 1) is chosen with probability W (g−m−1) i . An individual (i, g − m − 1) that is chosen at least once is a potential ancestor in generation g − m − 1. (Here and below, we understand a Geom(p)-distributed random variable as describing the number of trials (and not only failures) up to and including the first success in a coin tossing with success probability p .)
Writing A m for the number of potential ancestors in generation g − m, we thus see that the process (A m ) m=0,1,... follows Markovian dynamics on [N ] = {1, . . . , N } in discrete time which is composed by a branching and a coalescence step. Given A m = a, the branching step takes a into a sum H = a =1 G ( ) of independent Geom(1 − s N )-random variables; in other words, the random variable H has a negative binomial distribution with parameters a and 1 − s N (and thus takes its values in {a, a + 1, . . .}. The coalescence step consists in putting H balls independently (given W ) into N boxes, where, conditional under W , W i is the probability that the first (second,. . . , H-th) ball is put into the i-th box, i = 1, . . . , N . The random variable A m+1 is then distributed as the number of occupied boxes. We call A = (A m ) m=0,1,... a Cannings ancestral selection process (CASP) with parameters N , L (W ) and s N .
Main results

Duality of Cannings frequency and ancestral selection process
For N ∈ N, W as in Section 2.1, and s N ∈ (0, 1), let (K g ) g≥0 be the number of wildtype individuals in a Cannings model with parameters N , L (W ) and s N as defined in Section 2.2, and let (A m ) m≥0 be the Cannings ancestral selection process as defined in Section 2.3.
Theorem 1 (Sampling duality). Let g ≥ 0, and k, n ∈ [N ]. Let J be uniformly chosen from all subsets of [N ] of size n, and given A g = a, a = 1, . . . , N , let A g be uniformly chosen from all subsets of [N ] of size a. Then we have the following duality relation
Remark 3.1. Formula (17) in Section 5 will provide a strong (pathwise) version of the duality relation (4). Indeed, the set A (J,g) g of potential ancestors of J which is specified in Definiton 5.2 is of the form A g × {0}, with the set A g figuring in (4) . Then (4) results as a consequence of the stronger statement "A sample from generation g is entirely of wildtype if and only if all of its potential ancestors in generation 0 are of wildtype". Expressed in terms of K g and A g , the sampling duality relation (4) becomes
Specializing (5) to k = N − 1 and n = N gives
Taking the limit g → ∞ in (6) leads to Corollary 3.2. Let A eq be the equilibrium state of the Cannings ancestral selection process (A m ) m≥0 . The fixation probability of a single beneficial mutant is
Remark 3.3. In the light of Remark 3.1, the representation (7) can be interpreted as follows: With a single beneficial mutant in generation 0, the beneficial type goes to fixation if and only if the beneficial mutant is among the potential ancestors in generation 0 of the population at a late generation g. In the limit g → ∞ the number of these potential ancestors is distributed as A eq , and given A eq , the probability that the beneficial mutant is among them is Aeq N .
Haldane's formula for Cannings models with selection
Let (s N ) be a sequence in (0, 1) that satisfies (2) . For each N let W (N ) = (W (N ) 1 , . . . , W (N ) N ) be as in Section 2.1, and assume the following properties of the pair-and triple coalescence probabilities:
Together with the assumption that the pair coalescence probability converges to 0 as N → ∞ (which is implicit in Condition C), (8) is equivalent to Möhle's condition ( [6] ), which, in turn, is equivalent to the neutral Cannings coalescent being in the domain of attraction of a Kingman coalescent as N → ∞.
Our second main result says that under Condition C the probability of fixation of a single beneficial mutant is asymtoptically given by Haldane's formula, i.e. as the ratio of s N /(v N /2), where v N is the offspring variance of a randomly chosen individual in the Cannings model.
Theorem 2 (Haldane's formula).
Assume (2) and Condition C, and consider a sequence of Cannings frequency processes with parameters N , L (W ) and s N . Then the fixation probabilities π N of single beneficial mutant follow the asymptotics
Here is a brief sketch of the proof. We know that the asymptotics (9) holds for the fixation probabilities π M N (starting from a single beneficial mutant) in a sequence of Moran(N )-models with neutral reproduction rate ρ 2 /2 (or equivalently with pair coalescence probability ρ 2 ) and selection strength s N . Indeed, in Section 4 we will argue that
where B
(N ) eq has the stationary distribution of the line counting process (B (N ) r ) r≥0 in the ancestral selection graph belonging to the Moran model. As observed in [7] , B (N ) eq is a binomially distributed random variable with parameters N and p N := 2s N 2s N +ρ 2 that is conditioned not to vanish. In particular,
which because of (2) equals 2s N ρ 2 + o(s N ). We show in Section 6 that thanks to Condition C and again to assumption (2) (1 + o(1)), which proves Theorem 2. In Corollary 6.9 we will show that this coupling is good enough to guarantee that A (N ) eq is asymptotically normal with asymptotic mean N p N and variance N p N (1 − p N ).
a) The relevance of condition (2) within the strategy of our proof can heuristically be seen as follows. Near the asymptotic mean a b) An inspection of the jump probabilities described in Section 2.3 shows that in a regime of negligible multiple collisions the quantity a (N ) eq defined in part a) is indeed an asymptotic center of attraction for the dynamics. Using the technique of [8] 
converges in distribution as N → ∞ uniformly on compact time intervals to the solution of a dynamical system whose stable fixed point is 1. It would seem tempting to study, using results like [9, Theorem 8.2] or [10, Theorem 11.3.2], also the fluctuations of the sequence of these processes and in this way to ensure a suitable concentration of A (N ) eq N as N → ∞ which would then lead to an alternative proof of Theorem 1. (Let us mention in this context the work of [7] , which contains a fluctuation result for the Moran frequency process under strong selection and two-way mutation that includes time infinity.) The assumptions of the just mentioned theorems, however, do not cover our situation and a suitable extension seems (at least) tedious. We therefore decided to go the way via the coupling with the Moran ancestral selection graph, also because this is interesting in its own right. c) We are preparing a companion paper which for the regime CN −η ≥ s N ≥ cN −2/3+η provides a proof of Haldane's formula by a comparison of the Cannings frequency processes with Galton-Watson processes in random environment. Together with the approach of the present paper, this does not yet cover the case s N ∼ N −2/3 ; we conjecture that Haldane's formula is valid also for this particular exponent. 
where t > 0 and k, n ∈ [N ]. Specializing the latter to n = N and k = N − 1 we obtain as in Corollary 3.2 that the probability π M N of fixation of a single beneficial mutant is given by (10) . Thus π M N is given by the r.h.s. of (11) with ρ 2 replaced by γ. In particular, for s N = α N , α > 0 (the case of weak selection) this specializes to Kimura's formula [12] π M N = 2s N γ
For N −η ≥ s N ≥ N −1+η (the case of moderate selection) we obtain Haldane's formula
and for s > 0 (the case of strong selection) there results
The Cannings ancestral selection graph
We now define the Cannings ancestral selection graph, i.e. the graph of potential ancestors in a Cannings model with directional selection as announced in Section 2.3. The final harvest of this section will be the proof of Theorem 1. While the branching-coalescing structure of the Moran ancestral selection graph and the sampling duality stated in Section 4 serve as a conceptual guideline, the ingredients of the graphical construction turn out to be quite different from the Moran case, not least because of the discrete generation scheme. As a first step, we describe how, given W g−1 , the set of potential ancestors of an individual (j, g), which form a subset of [N ] × {g − 1} are constructed from a sequence of i.i.d. uniform picks from the unit square.
To this purpose, as illustrated in Figure 1 , think of the two axes of the unit square as being partitioned in two respectively N subintervals. The two subintervals that partition the "horizontal" unit interval [0, 1] are [0, 1 − s N ] and (1 − s N , 1]. The N subintervals of the "vertical" unit interval
, . . . be a sequence of independent uniform picks from [0, 1] × [0, 1]. We first define a transport of the type configuration in generation g − 1 to the type configuration in generation g. Let
is of wildtype}, and define
Definition 5.1. For fixed j ∈ [N ] and g ∈ Z, let γ be the smallest of the indices for which
is defined to be the parent of (j, g).
SinceŨ is uniformly distributed on Γ (g−1) , this definition is fully compatible with the rule (3). In particular, Definition 5.1 implies
Next we define
U (j,g,3)
U (j,g,G (j,g) ) = U (j,g,4) The following equality of events is both immediate and crucial:
Definition 5.2.
i) We call (i, g − 1) a potential parent of (j, g) if U (j,g, ) ∈ [0, 1] × I (g−1) i for some ≤ G (j,g) . Similarly, we call (i, g − 2) a potential grandparent of (j, g) if (i, g − 2) is a potential parent of a potential parent of (j, g). By iteration this extends to the definiton of the set A (j,g) m of potential ancestors of (j, g) in generation g − m, m ≥ 1, with A Combining (13) and (15) with Definition 5.2 we see that for all g ∈ N and J ⊂ [N ]
Iterating (16) we arrive at
which is the formal counterpart of the statement at the end of Remark 3.1. It is obvious that the random variables G (j,g) defined in (14) are independet of the W (g ) , g ∈ Z, and have the property
This leads directly to the following observation on the number of potential ancestors. Theorem 1 is now an immediate consequence of Remark 5.3 and the strong duality relation (17). Another consequence of (17) together with Remark 5.3 ist the following moment duality, which is interesting in its own right, not least because this was the route through which González Casanova and Spanó [4] discovered the "discrete ancestral selection graph" in the Wright-Fisher case, i.e. for W 1 = · · · = W N = 1 N . Corollary 5.4. Let k, n ∈ [N ] and assume that the number of wildtype individuals in generation 0 is k. Then the probability that a sample of n individuals taken in generation g ≥ 1 consists of wildtype individuals only is
where G (1) , G (2) , . . . are independent and Geom(1 − s N )-distributed. 6 Coupling of the Cannings and the Moran ancestral selection processes and the proof of Theorem 2
In this section we provide a few lemmata preparing the proof of Theorem 2, and conclude with the proof of that theorem. In particular, in Lemma 6.8 we give a coupling of the Cannings ancestral selection process (CASP) (A m ) m≥0 defined in Section 2.3 and the Moran ancestral selection process (MASP) (B r ) r≥0 whose jump rates we recalled in Section 4. Assume throughout that the ∆ N -valued random weights W (N ) = (W (N ) 1 , . . . , W (N ) N ) fulfill Conditions C from Section 3.2. Let (s N ) N ≥0 be a sequence in (0, 1) obeying (2) . Frequently, we will switch to the notation b N = − ln s N ln N or equivalently to
For fixed N , and j ∈ [N ] let G (j) be independent and Geom(1 − s N )-distributed;
these will play the role of the random variables G (j,g) defined in (12) , see also (18) . (Here and whenever there is no danger of confusion, we will suppress the superscripts N and g.) 
, which is the pair coalescence probability. In the neutral Cannings model the pair coalescence probability is Var(ν1) N −1 , where ν = (ν 1 , . . . , ν N ) is the vector of offspring sizes. The difference to this formula arises due to the fact that we sample with replacement, i.e.
whereas in the classical Cannings model
Proof of Lemma 6.1. Recall that each transition of the CASP consists of a branching and a coalescence step. To arrive at the transition probabilities (20) -(23) we first estimate the probabilities that k individuals give rise to a total k, k + 1 or more than k + 1 branches and then analyse the probabilities that a single individual is chosen multiple times as a parent.
Since each individual has a Geom(1 − s N )-distributed number of branches, the probability that k individuals give rise to a total of k branches in the branching step is
and the probability that the individuals give rise to k + 1 branches is
Adding the probabilities in (26) and (27) yields for all ≥ k + 2
Let us now calculate the probabilities of collisions in a coalescence step, that is the probability that an individual is chosen as a potential parent more than once. For two individuals the pair coalescence probability c N is given by
In the same manner we obtain the probability for a triple collision as
Using (28) and (29) we control the probability of the event E that there are two or more collisions. There are two possibilities for this event to occur, either there is at least a triple collision or there are at least 2 pair collisions. This yields
In order to estimate the probability of having exactly one collision we use the second moment method for the random variable X = k i=1 k j>i X i,j , where X i,j = 1 {i and j collide} . With (28) we get
Furthermore, the second moment of X can be written again due to (28) and (29) as
This yields plugging in (31) and (32)
Together with (30) we obtain for the random variable X which counts the number of collisions
P (X = 1) = k 2
Let H := Ag j=1 G (j) . Then the above calculations allow us to derive (20):
The remaining transition probabilities (21) -(23) are derived analogously.
The next lemma controls the speed of convergence to 1 of the probability of the event that the CASP comes down from N to (the still large) N 1−b+ε within a time interval of length o(N b ). Proof. The coalescence probabilities of the Wright-Fisher model are the smallest in our class of Cannings models with selection, since the variance of the weights W = (W 1 , ..., W N ) = ( 1 N , ..., 1 N ) is zero. This is a consequence of the general birthday problem as studied in [13] , Corollary 1.1. The branching step of the CASP dynamics only depends on s N and neither on the distribution nor the realization pf W , see Remark 5.3 i). Hence, the CASP of the Wright-Fisher model with selection is the slowest to come down from N to N 1−b+ε and therefore we use the stopping time corresponding to the Wright Fisher model as a stochastic upper bound for τ . Consequently, we assume in the following that W = (1/N, ..., 1/N ). To show (37) we estimate E [A m+1 |A m = k] for 1 ≤ k ≤ N . A m+1 denotes the number of potential parents of A m individuals, that is
1 {Individual i is a potential parent of some of the Am individuals} .
Let H = Am j=1 G (j) , with G (j) ∼ Geom(1 − s N ) and independent for j ∈ {1, ..., N }. Then P(Ind. i is chosen as a potential parent|A m )
where for (38) we use the probability generating function of a random variable which is negatively binomial distributed and for (39) we use an estimate for the remainder of the corresponding Taylor expansion. Let 0 < ε < ε, from (40) follows
. This yields
For any m ≥ cN b−ε log N , for some appropriate constant c > 0, it follows E [A m |A 0 = N ] ≤ N 1−b+ε . By Markov's inequality we obtain
as N → ∞. If (A m ) m≥0 did not reach N 1−b+ε after cN b−ε log N steps we can start the process in N again and wait another cN b−ε log N steps and check whether the process did reach the level N 1−b+ε . This yields an upper bound for the probability to stay above N 1−b+ε by using this argument N δ1 times, 0 < δ 1 < ε . Therefore,
for some appropriate δ > 0 from which follows the assertion.
With this lemma we are able to obtain the following corollary Proof. For simplicity assume that m 0 = 0, but the same proof works for any m 0 ∈ N as P (A m0+N b > j|A 0 = N ) ≤ P (A m0+N b > j|A m0 = N ). Due to Lemma 6.3 for the stopping time τ = inf{m ≥ 0 : A m ≤ N 1−b+ε } it holds P τ > N b ≤ exp(−N −c1 ), with c 1 as in Lemma 6.3. By Lemma 6.1 we can compare jump probabilities and obtain that there exists some x 0 ≤ N 1−b+ε/2 such that the probability to jump up is smaller than the probability to jump down. This yields that the process possesses the supermartingale property at least until the process reaches the point x 0 . Consequently since x 0 < N 1−b+ε for any m ∈ N by the strong Markov property
Hence by Markov's inequality we obtain
For the second part observe that
The following three lemmata provide some properties about the Moran process and the coupling of a Moran process to a Moran process in stationarity. For the remainder of this section we will fix three constants δ 1 ∈ (0, 1), 0 < δ 3 < δ 2 /2.
The role of δ 1 will be to specify a region 2s N 2s N +ρ 2 N (1 − δ 1 ), 2s N 2s N +ρ 2 N (1 + δ 1 ) around MASP's center of attraction. The constant δ 2 will appear in factors N δ2 that stretch some time intervals, and the constant δ 3 will be an exponent in small probabilities O(exp(−N δ3 )). 
for any δ 1 , δ 2 > 0 and δ 3 < δ 2 /2.
Proof. We proceed in a similar manner as [14] and separate the proof into two cases
ii) B 0 < 2s N 2s N +ρ 2 N (1 − δ 1 ). For case i) the proof relies on a stochastic domination of the MASP by a birth-death process, in the same manner for case ii) a pure birth process is stochastically dominated by the MASP. We start by proving case i). Assume the worst starting point B 0 = N . We couple the process (B r ) r≥0 with a birth-death process (B r ) r≥0 which stochastically dominates (B r ) r≥0 until (B r ) r≥0 crosses the level 2s N 2s N +ρ 2 N (1 + δ 1 ). (B r ) r≥0 is defined as the Markov process with state space N 0 and the following transition rates
Note that βk ≥ s N k(N −k)/N and αk ≤ k 2 ρ 2 N for any k ≥ 2s N 2s N +ρ 2 N (1+δ 1 ). Hence, we can couple (B r ) r≥0 and (B r ) r≥0 such that B r ≤ B r a.s. as long as B r ≥ 2s N 2s N +ρ 2 N (1 + δ 1 ). In particular, we have
when we set τ 0 := inf r ≥ 0 : B r = 0 and k ≥ 2s N 2s N +ρ 2 N (1 + δ 1 ). For the birth death process B r we can estimate τ 0 . By a classical first step analysis we arrive at
Setting f (r) = P(τ 0 ≥ r|B 0 = 1) we obtain
From (45) and (47) we finally estimate
for any δ 3 < δ 2 . This proves part i).
Now it remains to prove the case ii). Assume the worst case B 0 = 1. Let (B r ) r≥0 be a birth-death process which jumps
• from k to k + 1 at rate ks N (1 − 2s N 2s N +ρ 2 (1 − δ 1 )) =: βk
• from k to k − 1 at rate k s N ρ 2 2s N +ρ 2 (1 − δ 1 ) =: αk.
βk ≤ s N k(N − k)/N and αk ≥ k 2 ρ 2 N as long as k ≤ 2s N ρ 2 +2s N N (1 − δ 1 ). Hence, we can couple (B r ) r≥0 and (B r ) r≥0 such that B r ≥ B r as long as B r ≤ 2s N ρ 2 +2s N N (1 − δ 1 ). The extinction probability ξ 0 of (B r ) r≥0 is the smallest solution of
that is ξ 0 = α β < 1. Let (B I r ) r≥0 be the pure birth process consisting of the immortal lines of (B r ) r≥0 , i.e. each line branches at rate (1 − ξ 0 )β. Let τ = inf{r ≥ 0 : B r ≥ 2 ρ 2 s N N (1−δ 1 )} be the time when (B r ) r≥0 reaches the level 2 ρ 2 s N N (1−δ 1 ) and define τ I and τ in the same way for the processes (B I r ) t≥0 and (B r ) r≥0 respectively in place of (B r ) r≥0 , then τ I ≥ τ ≥ τ a.s. In order to prove ii) it remains to show P(τ I ≥ N b+δ2 ) = O(exp(−N δ3 )) for δ 3 > 0. It holds
We can estimate P(τ I > N b+δ2 |B I 0 = 1) ≤ P 1 (τ I > N b+δ2/2 |B I 0 = 1) N δ 2 /2 for δ 2 > 0 by separating the time interval of length N b+δ2 into N δ2/2 time intervals of length N b+δ2/2 and realizing that if (B I r ) t≥0 did not reach the level 2 ρ 2 s N N (1 − δ 1 ) in a time interval of length N b+δ2/2 then in the worst case (B N r ) r≥0 is 1 at the start of each time interval. By Markov's inequality we than arrive at
for δ 3 < δ 2 /2. From (49) we can directly conclude P(τ ≥ N b+δ2 ) = O(exp(−N δ3 )), which together with part i) finishes the proof. 
To prove (50) we couple (B t ) t≥0 with a symmetric (discrete time) random walk (S n ) n≥0 by ignoring the drift to 2s N 2s N +ρ 2 N . Using the same estimate as in (56) shows that (B r ) r≥0 makes at most N 1−b+2δ2 many jumps in a time interval of length N b+δ2 with probability 1 − O(exp(−N 1−b+2δ2 ). Hence,
for some c > 0. To obtain equation (51) and inequality (52) we used the reflection principle and Hoeffding's inequality which finishes the proof. with B eq ∼ Bin(N, 2s N 2s N +ρ 2 ) conditioned to be strictly positive, and where the constant in O is uniform in k.
Proof. We follow a similar strategy as has been used in the proof of Lemma 2.10 in [14] . Let (B eq r ) r≥0 be a MASP started in the stationary distribution. Assume that in the graphical representation at time 0 either the lines of B 0 are contained in B eq 0 or vice versa. Then B r ≤ B eq r , for all r ≥ 0, or vice versa B eq r ≤ B r . Then P(B N b+δ 2 = k) = P(B eq = k)(1 − O(e −N δ 3 )) follows, once we show that at time N b+δ2 both processes are equal with probability (1 − O(e −N δ 3 )).
The tuple (B eq r , B r ) r≥0 , and the tuple (B r , B eq r ) r≥0 resp., have the following transition rate: jumps from (k, ) to
• (k + 1, + 1) occur at rate s N k(1 − N )
To proceed further we consider the two cases
We begin with Case i). Consider the process (Z r ) r≥0 defined through Z r := B r − B eq r and condition on the two events that the process B eq 0 is started in a state in
The probability of each event can be estimated by 1 − exp(−N δ2 ), the former event by Hoeffding's inequality and the latter with Lemma 6.6. The process (Z r ) r≥0 jumps from z to z + 1 at most at rate s n z and under the above condition (Z r ) r≥0 jumps from z to z − 1 at least at rate ρ 2 2s N 2s N +ρ 2 (1 − 2δ 1 )z: If (Z r , B r , B eq r ) = (z, , k) jumps to (z − 1, − 1, k) occur at rate ρ 2 N ( z 2 + zk) and jumps to (z − 1, , k + 1) at rate ks N −k N . Therefore, the process (Z r ) r≥0 jumps from z → z − 1 at rate r z,z−1 = ρ 2 N ( z 2 + zk) + ks N z N Due to the condition and the assumption that ≥ k ≥ 2s N 2s N +ρ 2 N (1 − 2δ 1 ) we can bound
Hence, we can couple (Z r ) r≥0 to a birth-death process (Z r ) r≥0 with individual birth rate s N =: β and individual death rate ρ 2 2s N 2s N +ρ 2 (1 − 2δ 1 ) =: α , such that Z r ≤ Z r a.s. Let ξ := inf{r ≥ 0 : Z r = 0} and ξ := inf{r ≥ 0 : Z r = 0}. Obviously it holds P(ξ ≥ r) ≤ P(ξ ≥ r) for all r ≥ 0. As in the proof of Lemma 6.5 we estimate
Since Z 0 ≤ N the probability that all lines go extinct before time N b+δ2 can be estimated by
which proves Lemma 6.7 in Case i).
In Case ii) we first wait until B t reaches the level 2 ρ 2 s N N (1 − δ 1 ) within a time interval of length O(N b+δ2 ) with probability 1−O(exp(−N δ3 )) due to Lemma 6.5 and we assume that B eq 0 is started in at least 2 ρ 2 s N N (1 − δ 1 ), which happens with probability 1 − exp(−δ 2 1 N ) due to Hoeffding's inequality. Then due to Lemma 6.6 both processes remain bounded from below by 2 ρ 2 s N N (1 − 2δ 1 ). When B t has reached at least the level 2
Then the same arguments as in Case i) show the claim.
As mentioned in the sketch of proof of Theorem 2 in Section 3 we aim to couple the CASP with the MASP. We have seen in the calculations before that in the regime where the number of potential ancestors is at most of order N 1−b+ε for ε sufficiently small the transition probabilities of these two processes are essentially the same for a time interval of length of order O(N b+ε ). In particular in a time interval of length O(N b+ε ) we can exclude jumps of size 2 or bigger in the CASP with probability O(N −δ )). 
with the constant in O uniform in k 0 .
Proof. Let A 0 = B 0 = k 0 ≤ N 1−b+ε . We will show that the CASP and the MASP can be coupled such that the jump times of the CASP and the MASP occur consecutively with probability 1 − O(N −δ ). Since the transition probabilities of the CASP and the MASP are essentially the same we can also couple the jump directions with high probability. To show that the jump times occur consecutively we first show the following claim Claim 1: The MASP makes for N b+ε time intervals of length 1 at most one jump with probability 1 − O(N −δ ). By Lemma 6.5 and 6.6 the MASP stays below 2N 1−b+ε with probability 1 − O(exp(−N δ3 )). Denote by r k,k+1 and r k,k−1 the jump rates for the MASP from k to k + 1 and from k to k − 1 respectively with γ = ρ 2 . Then the maximal jump rate. We aim for the coupling to hold for an interval of length N b+ε . The jump times of (B r ) r≥0 are exponentially distributed with a parameter bounded form above by r . To estimate the number of jumps falling into an interval of length N b+ε we use Theorem 5.1 iii) in [15] . Let (X i ) i≥1 be a family of independent Exp(r ) distributed random variables. For c = 1 − b + 4ε Theorem 5.1 iii) yields
that is the number of jumps is bounded by 
where e k,N , f k,N ∈ O(max k 2 s 2 N , k 4 N −2 , N −1 ) these are the error terms from (21)-(22), that is e k,N , f k,N ≥ 0 because the CASP can make jumps of size 2 or larger. Set d k,N = e k,N + f k,N . We show that we can couple the times T A i and T B i , such that T B i+1 < T A i for i = 1, ..., N 1−b+4ε with probability 1 − O(N −δ ). From that follows the Assertion (55) of the Lemma by coupling the jump directions. We couple the jump times T A i and T B i such that for all i ∈ {1, ..., N 1−b+3ε }
We are now able to complete the proof of Theorem 2.
Proof of Theorem 2. Let (A m ) m∈Z be a stationary version of the CASP. By Corollary 3.2 it suffices to analyse E [A 0 ] /N in order to obtain the probability of fixation of a single beneficial mutant. Let E = {A −N b+ε ≤ N 1−b+ε , |A −j − B −j | ≤ 1, j ∈ {0, 1, ..., N b+ε }} be the event that the CASP (A m ) m∈Z is not unusually big at time −N b+ε and can then be coupled with a MASP for the remaining time such that |B −N b+ε − A −N b+ε | ≤ 1. Due to Lemma 6.3 and 6.8 we can estimate the probability of this event by
with c 1 > 0 and a suitable δ > 0. This yields
We analyse the two expectations above separately, the first one will give us the desired Haldane formula, whereas the second is an error term of order o(s N ). By Lemma 6.7 we get that with B ∞ d = Bin(N, 2s N 2s N +ρ 2 ) conditioned to be strictly positive as in Lemma 6. where ϕ is the standard normal density.
