Introduction
This is almost an expository account of a well-known problem of quantum probability and statistics arising in the context of quantum information theory. There is a d-level quantum system whose pure states are described by unit vectors in a d-dimensional complex Hilbert space H equipped with the scalar product ϕ|ψ between elements ϕ, ψ in H. This scalar product is linear in the variable ψ and antilinear in the variable ϕ. is called an event concerning the system and the quantity TrρP is interpreted as the probability of the event P in the state ρ. In the context of quantum information theory the state of a quantum system can be utilized as an information resource. If the system is in an unknown state ρ it is important to estimate ρ from "independent repeated measurements". If we choose and fix an orthonormal basis {e 0 , e 1 , . . . , e d−1 } in H then ρ is described in this basis by a nonnegative definite matrix ((ρ ij )) where ρ ij = e i |ρ|e j .
Throughout this exposition we assume that d is finite. Denote by B(H)
Thus determination of ρ involves the determination of d 2 −1 real parameters, namely,
ρ ii and
By an elementary measurement M = {P 0 , P 1 , . . . , P d−1 } we mean a family of d mutually orthogonal one dimensional projection operators P j , j = 0, 1, 2, . . . , d − 1 so that d−1 0 P j = I, the identity operator. If the measurement M is performed when the state of the system is ρ, the result of such a measurement is one of the classical outcomes j ∈ {0, 1, 2, . . . , d − 1} with probability TrρP j = p j for each j. Independent repeated trials of the measurement in the same state ρ yield frequencies f j for each elementary outcome j and f j can be viewed as an estimate of p j for each j. a j P j a j ∈ C, j = 0, 1, . . . , d − 1 .
x j P j in A(M) can be looked upon as a complex-valued observable where P j is interpreted as the event that "X assumes the value x j ". Of course, this is justified if all the x j 's are distinct scalars. If x is any scalar then the event that X assumes the value x is the projection Clearly SMUB implies WMUB. We shall now describe these two properties in terms of the quantities TrP i Q j .
Proposition 1.2 Two elementary measurements
are SMUB if and only if
Proof: Note that the subspaces A(M) ⊖ CI and A(M ′ ) ⊖ CI are respectively spanned by the subsets
. Thus the orthogonality of these two subspaces is equivalent to the condition 
such that
Thus M and M ′ are WMUB if and only if the set 
. We have
Thus, M and M ′ are WMUB if and only if
has a strictly positive determinant. Left multiplication of this matrix by the matrix
with unit determinant yields the equivalent condition Wootters and Fields [7] . Alternative proofs of this result were given by S. Bandyopadhyay et al in [3] and Pittenger and Rubin in [6] . In this paper we shall present a proof of the same result by using the commutation relations of Weyl operators in the L 2 space of the finite field 
Then we have
3)
Elementary algebra shows that
constitute an orthogonal basis for the Hilbert space B(H). This is an example of a unitary error basis in the theory of error correcting quantum codes [4] . Notice also the fact that 
where χ is the character chosen and fixed at the beginning of this section.
Then we have the following proposition.
is an orthogonal basis of unitary operators for the operator Hilbert space B(H) satisfying the relations 
Proof : By Proposition 2.1 the correspondence x → W (a, x) is a unitary representation of the additive abelian group F d and { ., y , y ∈ F d } is the set of all its characters.
Thus the decomposition of {W (a, .)} into its irreducible components yields a spectral measure P (a, .) on F d satisfying (i), (iii) and (iv). Substituting from (i) the expression for W (a, x) in the right hand side of (ii) and using the orthogonality relations for characters we get (ii). Taking trace on both the sides of (ii) and observing that W (a, 0) = I and Tr W (a, x) = 0 for x = 0 we get Tr P (a, y) = 1. Thus each P (a, y) is a one dimensional projection. Substituting for P (a, x) and P (a, y) from (ii) in the left hand side of (v) we have from (2.7), (2.3) and (2.4)
Now observe that the (z 1 , z 2 )-th term of the sum on the right hand side is nonzero only
elementary measurements which are pairwise SMUB.
Proof: Immediate from Propostion 1.2. 2
Our next result yields a recovery formula for any state ρ from the probability distri- 
Proof: From the first part of Proposition 2.1, it follows that ρ admits the expansion
in terms of the orthogonal basis arising from the Weyl operators. Now substitute in the right hand side the expressions for W (a, x) in (i) of Theorem 2.2 and use the orthogonality relations for characters:
Then we obtain the identity (i) of the theorem. If we substitute for P (a, z) from the identity (ii) of Theorem 2.2 we obtain the second identity of the theorem. 2
Remark: If we make repeated independent measurements M a , obtain the frequencies for the different events P (a, z) and substitute those frequencies for the different probabilities
Tr ρP (a, z) in the unknown state ρ we will get an unbiased and asymptotically consistent estimateρ of ρ butρ may not be a positive operator. One may replaceρ by the normalised version of the positive part or the modulus ofρ at the cost of losing unbiasedness. This also increases the computational cost.
3 Estimation of states in the general case
We may identify the d-dimensional Hilbert space H with
Following the definition in (2.7) construct the unitary operators
. . , n and using Theorem 2.2, the corresponding projections
where
We now adopt the following convention: for any operator
by the same symbol X the operator in H defined by X = X 1 ⊗ X 2 ⊗ · · · ⊗ X n where X i is the identity operator in H i when i = j and X j = X.
The operator X thus defined in
as Hilbert spaces as well as ⋆-algebras it follows from Proposition 2.1 that the family
of unitary operators in H constitute an orthogonal basis for the operator Hilbert spaces
B(H).
Note that the cardinality of F is, indeed, equal to
and for any state ρ in H, put
where {P (i) (a i , y i )} are the one dimensional projections in H i determined by the unitary 
where S ρ (J) is given by (3.2) and |J| is the cardinality of J.
Proof: Since the family F of unitary operators in (3.1) is an orthogonal basis for B(H)
we can expand the state ρ in this basis as 
Tr ρP (k 1 ) (a k 1 , y k 1 )P (k 2 ) (a k 2 , y k 2 ) · · · P (ks) (a ks , y ks )
where J varies over all subsets i 1 < i 2 < · · · < i r of {1, 2, . . . , n} and K varies over all subsets k 1 < k 2 < · · · < k s of J. Now using the definition in (3.2) we can express ρ as ρ = K⊂{1,2,...,n} α(K)S ρ (K) where
Remark From Theorem 3.1 it is clear that ρ is recovered from the probabilities for the elementary events P (1) (a 1 , x 1 )P (2) (a 2 , x 2 ) . . . P (n) (a n , x n ), a i ∈F d i x i ∈F d i .
In other words the determination of ρ involves (d 
