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Απαγορεύεται	 η	 αντιγραφή,	 αποθήκευση	 και	 διανομή	 της	 παρούσας	 εργασίας,	 εξ	
ολοκλήρου	ή	τμήματος	αυτής,	για	εμπορικό	σκοπό.	Επιτρέπεται	η	ανατύπωση,	αποθήκευση	
και	 διανομή	 για	 σκοπό	 μη	 κερδοσκοπικό,	 εκπαιδευτικής	 ή	 ερευνητικής	 φύσης,	 υπό	 την	
προϋπόθεση	 να	 αναφέρεται	 η	 πηγή	 προέλευσης	 και	 να	 διατηρείται	 το	 παρόν	 μήνυμα.	
Ερωτήματα	 που	 αφορούν	 τη	 χρήση	 της	 εργασίας	 για	 κερδοσκοπικό	 σκοπό πρέπει	 να	
απευθύνονται	προς	τον	συγγραφέα.	
	
Οι	 απόψεις	 και	 τα	 συμπεράσματα	 που	 περιέχονται	 σε	 αυτό	 το	 έγγραφο	 εκφράζουν	 τον	










κινούμενο	 παράθυρο.	 Το	 μοντέλο	 εκμεταλλεύεται	 τη	 σχέση	 που	 έχουν	 μεταξύ	 τους	 οι	











η	 χρήση	 της	 απόστασης	 ομοιότητας	 των	 word	 embeddings	 των	 όρων	 για	 τα	 βάρη	 των	
ακμών.	Παράλληλα,	εντοπίστηκε	μια	αδυναμία	των	γράφων	λέξεων	να	δώσουν	κατάλληλο	






που	 έχει	 ένας	 κόμβος	 και	 ως	 αποτέλεσμα	 τη	 σημασία	 του	 αντίστοιχου	 όρου,	 οπότε	 η	
αλλαγή	του	μπορεί	να	επηρεάσει	σημαντικά	το	βάρος	που	αποδίδει	το	μοντέλο	σε	κάθε	
όρο.	Τέλος,	προτείνεται	η	χρήση	ensembles	γράφων	λέξεων.	για	να	εκμεταλλευτούμε	τις	
διάφορες	 επιλογές	 που	 υπάρχουν	 για	 την	 κατασκευή	 των	 γράφων	 και	 να	 βελτιώσουμε	
περαιτέρω	την	απόδοση	της	ταξινόμησης.	
Η	χρησιμότητα	των	μεθόδων	αξιολογείται	σε	δύο	διαφορετικές	συλλογές	κειμένων,	απ΄	





























































































































































Εικόνα		5.8:	Σχήμα	ανάθεσης	βάρους		w",$ = 1 + t*abs sim emb", emb$ 	για	t = 0.2	και	
t = 0.8	............................................................................................................................	55	



















Εικόνα		5.23:	Σχήμα	ανάθεσης	βάρους		w",$ = 	1 + t*abs sim emb", emb$ 	για	t =









































επεξεργασίας	 φυσικής	 γλώσσας,	 αφού	 για	 να	 επεξεργαστεί	 κανείς	 ένα	 κείμενο	 ή	 μια	
συλλογή	 κειμένων	 θα	 πρέπει	 πρώτα	 να	 το	 μετατρέψει	 σε	 μια	 κατάλληλη	 μορφή,	 χωρίς	
ωστόσο	να	χαθούν	οι	πληροφορίες	που	περιέχει	το	κείμενο.	Τυπικά,	τα	διάφορα	μοντέλα	







υπόθεση	ανεξαρτησίας	 των	λέξεων	σημαίνει	ότι	οι	 λέξεις	 του	κειμένου	αντιμετωπίζονται	
ανεξάρτητα	η	μια	από	την	άλλη,	χωρίς	να	ενδιαφέρει	η	μεταξύ	τους	σχέση,	όπως	υποθέτουν	
τα	 μοντέλα	 που	 βασίζονται	 στη	 συχνότητα.	 Τα	 κείμενα	 όμως	 δεν	 αποτελούν	 απλά	 μια	
συλλογή	λέξεων,	αλλά	αποτελούνται	από	προτάσεις,	η	μορφή	των	οποίων	καθορίζεται	από	
το	συντακτικό	και	η	σειρά	των	λέξεων	παίζει	πολύ	σημαντικό	ρόλο	για	την	κατανόηση	τους,	
με	 συνέπεια	 να	 αναπτύσσονται	 σύνθετες	 σχέσεις	 εξαρτήσεων	 μεταξύ	 των	 λέξεων	 ενός	
κειμένου.	 Για	 το	 λόγο	 αυτό,	 το	 μοντέλο	 γράφων	 λέξεων	 επιχειρεί	 να	 αναπαραστήσει	 το	
κείμενο	ως	ένα	γράφο,	οι	κόμβοι	του	οποίου	θα	είναι	οι	λέξεις	και	οι	ακμές	θα	καθορίζονται	
βάση	της	απόστασης	των	λέξεων	μέσα	στο	κείμενο.	Διαισθητικά,	αναμένουμε	ότι	λέξεις	που	
βρίσκονται	 κοντά	 μέσα	 στο	 κείμενο	 έχουν	 κάποια	 σχέση	 και	 αυτήν	 ακριβώς	 τη	 σύνδεση	





Η	 ταξινόμηση	 κειμένου	 είναι	 ένα	 από	 τα	 πιο	 παραδοσιακά	 και	 καλά	 μελετημένα	






Συνεπώς,	 για	 να	 διερευνηθεί	 η	 απόδοση	 των	 γράφων	 λέξεων	 στην	 αναπαράσταση	
κειμένου,	μπορούμε	να	χρησιμοποιήσουμε	το	πρόβλημα	της	ταξινόμησης	κειμένου	για	την	
αξιολόγηση.	Σκοπός	είναι	η	μελέτη	των	χαρακτηριστικών	των	γράφων	λέξεων	και	η	ανάπτυξη	


















μπορούμε	 να	 δώσουμε	 μεγαλύτερο	 βάρος	 σε	 κάποιο	 όρο	 ανάλογα	 με	 τη	 θέση	 του	 στο	
κείμενο	και	να	διακρίνουμε	ποια	μέρη	του	κειμένου	είναι	σημαντικά	για	το	πρόβλημα	που	
αντιμετωπίζουμε	και	ποια	όχι.	Τέλος,	εξετάστηκε	και	η	χρήση	ensembles	γράφων	λέξεων,	
ώστε	 να	 εκμεταλλευτούμε	 τις	 διάφορες	 επιλογές	 που	 υπάρχουν	 για	 την	 κατασκευή	 των	






μεθόδους	 μηχανικής	 μάθησης	 και	 το	 μοντέλο	 γράφών	 λέξεων.	 Στη	 συνέχεια	 γίνεται	





των	 γράφων	 λέξεων.	 Επιπλέον,	 παρουσιάζονται	 τα	 κίνητρα	 που	 οδήγησαν	 σε	 αυτές	 τις	
τροποποιήσεις	και	οι	αδυναμίες	των	γράφων	λέξεων	που	εντοπίστηκαν.	
Στο	Κεφάλαιο	4	αναλύονται	οι	 τεχνικές	 λεπτομέρειες	υλοποίησης	 των	προτεινόμενων	
μεθόδων	 και	 παρουσιάζονται	 οι	 συλλογές	 κειμένων	 που	 χρησιμοποιούνται	 για	 την	
αξιολόγηση.	
Το	Κεφάλαιο	5	περιέχει	την	αξιολόγηση	των	τροποποιήσεων,	όπου	κάθε	τροποποίηση	
εφαρμόζεται	 ξεχωριστά	 και	 συγκρίνεται	 με	 το	 βασικό	 μοντέλο	 γράφων	 λέξεων	 για	 να	
καθοριστεί	η	αποτελεσματικότητά	της.	
	 19	
Τέλος,	 στο	 Κεφάλαιο	 6	 παρουσιάζονται	 τα	 συμπεράσματα	 που	 προέκυψαν	 για	 τις	
















χρήση	 γράφων	 λέξεων.	 Αρχικά,	 περιγράφεται	 η	 γενική	 διαδικασία	 για	 την	 αυτόματη	
ταξινόμηση	 κειμένων	 με	 μεθόδους	 μηχανικής	 μάθησης	 και	 το	 TF-IDF.	 Στη	 συνέχεια,	
παρουσιάζεται	το	μοντέλο	γράφων	λέξεων,	η	διανυσματική	αναπαράσταση	των	κειμένων	













απλή	μορφή	 του	προβλήματος	 είναι	 όταν	όλα	 τα	 κείμενα	ανήκουν	στη	 ίδια	 κατηγορία	η	
οποία	 μπορεί	 να	 περιέχει	 πολλές	 κλάσεις,	 οπότε	 και	 πρόκειται	 για	 ταξινόμηση	 μονής	
ετικέτας	πολλαπλών	τάξεων	(single-label	multiclass	classifications).		
Η	 συνήθης	 προσέγγιση	 για	 την	 επίλυση	 αυτού	 του	 προβλήματος	 από	 τη	 μηχανική	
μάθηση	 προϋποθέτει	 πρώτα	 από	 όλα	 την	 αναπαράσταση	 του	 κειμένου	 στο	 μοντέλο	
διανυσματικού	 χώρου,	 δηλαδή	 τη	 μετατροπή	 του	 κειμένου	 σε	 διάνυσμα	 μέσω	 κάποιας	
διαδικασίας	εξαγωγής	χαρακτηριστικών.	Πιο	τυπικά,	έστω	ότι	𝐷 = {𝑑:, 𝑑;, … . , 𝑑=}	είναι	το	








αντιστοιχούν	στα	κείμενα	και	οι	στήλες	στους	όρους,	οπότε	κάθε	στοιχείο	 𝑖, 𝑗 	του	πίνακα	












αυτές	 μπορούμε	 να	 τις	 συγκρίνουμε	 με	 την	 πραγματική	 κλάση	 στην	 οποία	 ανήκει	 κάθε	
κείμενο,	για	να	αξιολογήσουμε	πόσο	καλά	λειτουργεί	το	μοντέλο.		
Για	 το	 πρόβλημα	 της	 ταξινόμησης	 κειμένου,	 οι	 γραμμικές	 μηχανές	 διανυσμάτων	
υποστήριξης	(Linear	Support	Vector	Machine	ή	Linear	SVM)	έχουν	δώσει	παραδοσιακά	πολύ	








Δύο	 από	 τις	 πιο	 συνηθισμένες	 και	 παλιές	 μεθόδους	 αναπαράστασης	 κειμένου	 σε	
διάνυσμα	είναι	 το	 bag-of-words	 και	 το	 TF-IDF	 [2],	 τα	οποία	 χρησιμοποιούνται	ακόμα	 και	
σήμερα	[3]	και	αποτελούν	ένα	τυπικό	σημείο	αναφοράς	και	σύγκρισης	για	τα	νέα	μοντέλα.	
Στο	 μοντέλο	 bag-of-words	 (BoW)	 κάθε	 κείμενο	 αναπαρίσταται	 από	 ένα	 ασκί	 (bag)	 που	
περιέχει	 όλους	 τους	 μοναδικούς	 όρους	 που	 εμφανίζονται	 σε	 αυτό	 και	 σε	 κάθε	 όρο	
αντιστοιχίζονται	οι	φορές	εμφάνισης	αυτού	στο	κείμενο:	
	
𝐵𝑜𝑊 = {(𝑡J, 𝑁DI)}, 𝑖 = 1,… , 𝑛W		
	
όπου		𝑛W 	το	πλήθος	των	διαφορετικών	όρων	στο	κείμενο	𝑑.		
Η	 διανυσματική	 αναπαράσταση	 TF-IDF	 πρόκειται	 για	 επέκταση	 του	 bag-of-words.	




𝑇𝐹 − 𝐼𝐷𝐹(𝑡, 𝑑, 𝐶) = 𝑡𝑓(𝑡, 𝑑) ∗ 𝑖𝑑𝑓(𝑡, 𝐶)	
	























σχετική	θέση	 των	n-grams	 χάνεται.	 Το	πλαίσιο	μέσα	στο	οποίο	 εμφανίζεται	μια	 λέξη	 και	
συγκεκριμένα	γύρω	από	ποιες	λέξεις	βρίσκεται,	είναι	χαρακτηριστικό	για	την	ίδια	τη	λέξη	
και	για	τη	σημασιολογία	της.	Αν	σε	μια	πρόταση	αποκρύψουμε	μια	λέξη,	ο	άνθρωπος	μπορεί	















αλλά	με	 λίγο	διαφορετικό	 τρόπο.	Αντί	 να	σχηματίζει	 ένα	πίνακα	συνύπαρξης,	 σχηματίζει	
ζεύγη	 εισόδου-εξόδου	με	βάση	 τους	όρους	που	βρίσκονται	μέσα	στο	 ίδιο	παράθυρο	και	





συνύπαρξη	 τους	 σε	 ένα	 παράθυρο	 με	 βάση	 μόνο	 το	 περιεχόμενο	 τους	 και	 δεν	
χρησιμοποιείται	καμιά	εξωτερική	γνώση	για	τον	κόσμο	ή	για	το	αντικείμενο	του	κειμένου.	





Οι	 γράφοι	 αποτελούν	 μια	 φυσιολογική	 μορφή	 αναπαράστασης	 σχέσεων	 εξαρτήσεων	
μεταξύ	διαφόρων	οντοτήτων	και	συνεπώς	είναι	μια	κατάλληλη	δομή	για	την	αναπαράσταση	
κειμένου.	Οι	κόμβοι	μπορεί	να	είναι	μια	συλλαβή,	ένας	όρος,	μια	πρόταση	ή	ένα	ολόκληρο	

















λογικό	 να	 υποθέσουμε	 ότι	 η	 συσχέτιση	 δύο	 λέξεων	 είναι	 αντιστρόφως	 ανάλογη	 της	
απόστασης	τους	μέσα	στο	κείμενο.	Επιπλέον	η	σειρά	με	την	οποία	εμφανίζονται	οι	λέξεις	
μπορεί	να	είναι	σημαντική	πληροφορία	και	αυτό	λαμβάνεται	υπόψη	με	την	κατεύθυνση	των	











• Με	 βάρος	 ή	 χωρίς:	 Αν	 ένα	 ζευγάρι	 όρων	 συνυπάρχει	 πολλές	 φορές	 μέσα	 σε	 ένα	
παράθυρο	 ή	 και	 σε	 διαφορετικά,	 είναι	 μια	 πληροφορία	 που	 πιθανώς	 να	 είναι	
χρήσιμη.	Στους	γράφους	με	βάρος,		το	βάρος	κάθε	ακμής	είναι	ανάλογο	του	πόσες	






άλλη	 θα	 θέλαμε	 να	 είναι	 σχετικά	 μικρό,	 γιατί	 ο	 χρόνος	 κατασκευής	 του	 γράφου	






του	 κόμβου	 στη	 σημασία	 του	 όρου	 στο	 κείμενο.	 Οι	 Rousseau	 και	 Vazirgiannis	 στο	 [1]	
πρότειναν	το	βάρος	του	κάθε	όρου	να	είναι	ο	βαθμός	του	αντίστοιχου	κόμβου	στο	γράφο,	
καθώς	πρόκειται	 για	 ένα	απλό	 και	 εύκολο	υπολογίσιμο	μέτρο	σε	 σύγκριση	με	άλλα	που	
βασίζονται	στη	κεντρικότητα	των	κόμβων	ή	στα	συντομότερα	μονοπάτια	και	το	οποίο	δίνει	







κανονικοποίησης	 του	 μήκους	 του	 κειμένου	 (pivoted	 document	 length	 normalization)	 στο	
βαθμό	 κάθε	 κόμβου	 και	 στη	συνέχεια	πολλαπλασιάζουμε	με	 το	 IDF	όπως	 και	 στο	 TF-IDF	
μοντέλο:	
	
𝑇𝑊 − 𝐼𝐷𝐹(𝑡, 𝑑, 𝐶) =
𝑡𝑤 𝑡, 𝑑
1 − 𝑏 + 𝑏 ∗ |𝑑|𝑎𝑣𝑑𝑙
∗ log	(
|𝐶| + 1




Αρχικά,	οι	 γράφοι	 λέξεων	εφαρμόστηκαν	στο	πρόβλημα	 της	ανάκτησης	πληροφοριών	
(Information	Retrieval	ή	IR),	αλλά	στη	συνέχεια		χρησιμοποιήθηκαν	και	σε	άλλα	πεδία	της	
επεξεργασίας	φυσικής	γλώσσας.	Ένα	από	τα	βασικά	προτερήματα	των	γράφων	λέξεων	είναι	
ότι	 έχοντας	 αναπαραστήσει	 το	 κείμενο	ως	 ένα	 γράφο,	 έχουμε	 αποκτήσει	 μια	 ενδιάμεση	
αναπαράσταση	 μεταξύ	 του	 κειμένου	 και	 του	 διανύσματος	 χαρακτηριστικών.	 Αυτό	 μας	
επιτρέπει	 να	 εφαρμόσουμε	διάφορους	αλγορίθμους	 γράφων	 για	 να	 επεξεργαστούμε,	 να	
εμπλουτίσουμε	 και	 να	 εξάγουμε	 πληροφορίες	 από	 αυτόν.	 Το	 Textrank	 [8]	 κατασκευάζει	
παρόμοιους	 γράφους	 με	 αυτούς	 του	 μοντέλου	 γράφων	 λέξεων	 και	 χρησιμοποιεί	 τον	
αλγόριθμο	Pagerank,	για	να	κατατάξει	τους	κόμβους/όρους	και	να	πάρει	τελικά	τις	λέξεις	
κλειδιά	από	ένα	κείμενο.	της	Στα	[9],	[10],	[11]	χρησιμοποίησαν	μεθόδους	εκφυλισμού	των	





Categorization)	 και	 στο	 [13]	 οι	 γράφοι	 λέξεων	 χρησιμοποιήθηκαν	 για	 το	 πρόβλημα	 της	
μοντελοποίησης	θεμάτων	(Topic	Modelling).		
Μια	άλλη	προσέγγιση	 είναι	 η	 χρήση	άλλων	μεθόδων	 εξαγωγής	 χαρακτηριστικών	από	
τους	γράφους	πέρα	από	το	TW-IDF,	όπως	στο	 [14]	και	στο	 [15]	όπου	τα	προβλήματα	της	



















ανάμεσα	 από	 πολλές	 κλάσεις	 όπως	 πολιτική,	 αθλητική	 ή	 πολιτιστική	 είδηση.	 Στη	 πρώτη	
περίπτωση	 μιλάμε	 για	 δυαδικά	 προβλήματα,	 όπου	 η	 μία	 κλάση	 αναφέρεται	 ως	 θετική	


















Οι	 πιο	 δημοφιλείς	 μετρικές	 για	 την	 απόδοση	 ενός	 μοντέλου	 ταξινόμησης	 είναι	 το	


















Η	 μετρική	 αυτή	 χρησιμοποιείται	 περισσότερο	 στις	 περιπτώσεις	 που	 τα	 positive	
παραδείγματα	 είναι	 λίγα	 συγκριτικά	 με	 τα	 negative	 και	 το	 accuracy	 μπορεί	 να	 δώσει	









κάνει	 μόνο	 negative	 προβλέψεις,	 τότε	 το	 FP	 θα	 είναι	 0.	 Συμπερασματικά,	 για	 να	 έχουμε	
υψηλό	και	το	precision	και	το	recall	χρειάζεται	να	βρούμε	μια	ισορροπία,	καθώς	αυτές	οι	
δύο	 μετρικές	 στην	 ουσία	 αντιμάχονται	 η	 μία	 την	 άλλη.	 Επειδή	 λοιπόν	 είναι	 δύσκολο	 να	
συγκρίνουμε	μεταξύ	διαφορετικών	μοντέλων	που	έχουν	διαφορετικό	precision	και	recall,	το	
𝐹:	score	 συνδυάζει	 αυτές	 τις	 δύο	 μετρικές,	 ώστε	 να	 μπορούμε	 με	 ένα	 αριθμό	 να	
αξιολογήσουμε	τα	συστήματα:	
	










αυτών,	ώστε	 τελικά	 να	προκύψει	 μια	 συνολική	αξιολόγηση	 του	μοντέλου:	 η	micro	 και	 η	
macro	 average.	 Στην	 πρώτη	 προσέγγιση	 οι	 επιμέρους	 προβλέψεις	 TP,	 TN,	 FP,	 FN	


































προτείνονται	 στο	 πλαίσιο	 αυτής	 της	 εργασίας,	 οι	 οποίες	 έχουν	ως	 στόχο	 την	 σωστότερη	
αναπαράσταση	 των	 κειμένων	 από	 τους	 γράφους	 λέξεων	 και	 τη	 βελτίωση	 της	 απόδοσης	
αυτών	 στο	 πρόβλημα	 της	 ταξινόμησης	 κειμένου.	 Οι	 τροποποιήσεις	 	 αφορούν	 τόσο	 την	
προεπεξεργασία	των	κειμένων	όσο	και	την	κατασκευή	των	γράφων.	Επιπλέον,	εξετάζεται	και	










Σε	αυτές	 τις	 εργασίες,	 το	μέγεθος	παραθύρου	 είναι	 πάντα	σταθερό	 και	 συνήθως	μικρού	
























Η	 προεπεξεργασία	 του	 κειμένου	 αποτελεί	 ένα	 πολύ	 βασικό	 κομμάτι	 του	 τομέα	 της	
επεξεργασίας	 φυσικής	 γλώσσας,	 καθώς	 είναι	 πολύ	 σημαντικό	 να	 μετασχηματιστεί	 το	
κείμενο	σε	μια	μορφή	κατάλληλη	για	το	μοντέλο	που	χρησιμοποιείται	κάθε	φορά.		
Πρώτα	από	όλα,	χρειάζεται	να	γίνει	καθαρισμός	του	κειμένου,	όπου	αυτό	περιλαμβάνει	
συνήθως	 την	 αφαίρεση	 πολύ	 συχνών	 λέξεων	 (stopword	 removal),	 τη	 χρήση	 μικρών	
γραμμάτων,	ώστε	να	υπάρχει	ομοιομορφία	στις	λέξεις	και	τη	διαγραφή	των	σημείων	στίξης	




και	 stemming	 ή	 lemmatization,	 ώστε	 οι	 όροι	 που	 θα	 προκύψουν	 να	 είναι	 πιο	
αντιπροσωπευτικοί.	Ο	στόχος	και	των	δύο	μεθόδων	είναι	να	ανάγουν	τη	κάθε	λέξη	σε	μια	











































του	 κειμένου.	 Η	 γνώση	 των	 αναφορών	 μπορεί	 να	 μας	 βοηθήσει	 να	 κατανοήσουμε	 ένα	
κείμενο	καλύτερα	και	έχει	αρκετές	εφαρμογές	σε	διάφορα	προβλήματα	της	επεξεργασίας	
φυσικής	γλώσσας,	όπως	στη	σύνοψη	κειμένου	και	στην	ανάκτηση	πληροφοριών.	Από	την	





[17]	 το	 οποίο	 αποτελεί	 μια	 νέα	 πρόκληση	 για	 τα	 συστήματα	 τεχνητής	 νοημοσύνης,	
αντίστοιχο	του	γνωστού	Turing	test.	Στο	πρόβλημα	αυτό,	παρουσιάζονται	δύο	προτάσεις	οι	










Στη	 πρώτη	 πρόταση,	 οι	 δημοτικοί	 σύμβουλοι	 φοβόντουσαν	 τις	 βιοπραγίες,	 ενώ	 στη	
δεύτερη	 οι	 διαδηλωτές	 υποστήριζαν	 τις	 βιοπραγίες.	 Το	 νοήμα	 των	 δύο	προτάσεων	 είναι	
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πολύ	διαφορετικό	και	για	να	ερμηνεύσει	κανείς	κατάλληλα	την	πρόταση	πρέπει	να	ξέρει	που	














οι	 συνδέσεις	 φυσικά.	 Παρόλο	 δηλαδή	 που	 ένας	 όρος	 αναφέρεται	 σε	 μια	 οντότητα,	 η	
πληροφορία	 αυτή	 δεν	 θα	 περάσει	 μέσα	 στο	 γράφο,	 	 αφού	 για	 τη	 σύνδεση	 των	 όρων	
βασιζόμαστε	 μόνο	 στη	 συνύπαρξη	 και	 δεν	 λαμβάνουμε	 υπόψη	 τη	 σημασιολογία	 και	 την	
ερμηνεία	των	όρων.	
Ο	τρόπος	με	τον	οποίο	χρησιμοποιήθηκε	τo	coreference	resolution	στην	εργασία	αυτή	
είναι	 απλός	 και	 βασίζεται	 στην	 αντικατάσταση	μέσα	 στο	 κείμενο	 της	 αναφοράς	 από	 την	
οντότητα	στην	οποία	αναφέρεται.	Με	την	αντικατάσταση	αυτή,	η	οντότητα	θα	εμφανίζεται	


















γειτονικοί	 όροι	 θα	 συνδεθούν	 με	 όλους	 τους	 επιμέρους	 όρους	 και	 όχι	 με	 έναν	









μαζί	 πιο	 συχνά	 από	 το	 αναμενόμενο.	 Τέτοιες	 ακολουθίες	 ονομάζονται	 collocations	 και	
μπορεί	να	περιγράφουν	οντότητες	όπως	ανθρώπους	ή	οργανισμούς	ή	μπορεί	απλά	να	είναι	
κάποιοι	εξιδικευμένοι	τεχνικοί	όροι	και	ιδιωματισμοί.	Η	εξαγωγή	collocation	είναι	πιο	απλή	








ένα	 κόμβο	 μέσα	 στο	 γράφο.	 Για	 παράδειγμα,	 με	 αυτό	 τον	 τρόπο,	 τα	 collocations	 San	















Τα	 word	 embeddings	 είναι	 μια	 αναπαράσταση	 των	 λέξεων	 σε	 ένα	 διάνυσμα	 σχετικά	
μικρής	 διάστασης.	 Η	 ανάγκη	 για	 αυτό	 προκύπτει	 απ’	 το	 γεγονός	 ότι	 δεν	 γίνεται	 για	
παράδειγμα	να	συγκριθούν	αμέσως	δύο	λέξεις,	γιατί	αναπαρίστανται	συνήθως	ως	διακριτά	
αντικείμενα	με	ένα	αναγνωριστικό,	το	οποίο	δεν	αντιπροσωπεύει	κάτι	συγκεκριμένο	για	τις	
λέξεις.	 Επιπλέον,	η	διακριτή	μορφή	 των	λέξεων	δεν	 είναι	 κατάλληλη	 για	 τα	περισσότερα	
μοντέλα	 μηχανικής	 μάθησης	 τα	 οποία	 αναμένουν	 στην	 είσοδο	 τους	 πραγματικά	










ότι	 μπορούν	 να	 εκπαιδευτούν	 πάνω	 σε	 πολύ	 μεγάλες	 συλλογές	 κειμένων,	 αφού	 δεν	
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χρειάζεται	κάποια	γνώση	για	το	είδος	των	κείμενων	και	υπάρχουν	διαθέσιμα	αρκετά	word	
embeddings	 τα	 οποία	 έχουν	 εκπαιδευτεί	 πάνω	 σε	 πολύ	 μεγάλα	 σύνολα	 δεδομένων.	
Εναλλακτικά,	 μπορεί	 κανείς	 να	 προπονήσει	 από	 την	 αρχή	 τα	 word	 embeddings	 σε	
οποιαδήποτε	 συλλογή	 κειμένων,	 σε	 περίπτωση	 που	 αυτή	 είναι	 αρκετά	 διαφορετική	 και	
ιδιαίτερη.	
Ένας	 από	 τους	 τρόπους	 που	 μπορούμε	 να	 εισάγουμε	 τα	 word	 embeddings	 στην	
κατασκευή	των	γράφων	είναι	να	χρησιμοποιήσουμε	την	απόσταση	ομοιότητας	των	όρων	για	








Στο	μοντέλο	 γράφων	 λέξεων	 το	βάρος	 κάθε	όρου	προκύπτει	από	 το	βαθμό	 (στο	 εξής	
degree)	 που	 έχει	 ο	 αντίστοιχος	 κόμβος	 στον	 γράφο.	 Το	 degree	 ενός	 κόμβου	 στους	 μη	
κατευθυνόμενους	 γράφους	 είναι	 	 το	πλήθος	 των	 γειτονικών	 κόμβων,	 ενώ	οι	 βρόχοι	 (self	
loops)	 μετράνε	 για	 δύο.	 Στους	 κατευθυνόμενους	 γράφους,	 το	 degree	 είναι	 ίσο	 με	 το	







όρος	 εμφανίζεται	 μόνο	 μια	 φορά,	 ο	 αντίστοιχος	 γράφος	 είναι	 κατευθυνόμενος	 και	 έχει	
σχηματιστεί	με	μέγεθος	παραθύρου	𝑤𝑠	το	οποίο	είναι	αρκετά	μικρότερο	του	μήκους	του	
κειμένου.	Σε	αυτήν	την	περίπτωση,	ο	πρώτος	όρος	θα	πρόκειται	αναγκαστικά	για	πηγή,	αφού	
κανένας	 κόμβος	 δεν	 μπορεί	 να	 δείχνει	 σε	 αυτόν,	 ενώ	 αντίστοιχα	 ο	 τελευταίος	 θα	 είναι	
καταβόθρα,	επειδή	δεν	μπορεί	να	έχει	εξερχόμενες	ακμές.	Παρόμοιο	πρόβλημα	έχουν	όλοι	
οι	κόμβοι	στην	αρχή	και	στο	τέλος	του	κειμένου	σε	εύρος	𝑤𝑠,	αφού	θα	έχουν	διαφορετικό	
degree	 από	 τους	 υπόλοιπους	 όρους.	 Πιο	 συγκεκριμένα,	 οι	 ανεπηρεάστοι	 κόμβοι	 που	




Ωστόσο,	 στους	 γράφους	 λέξεων	 οι	 πρώτοι	 και	 οι	 τελευταίοι	𝑤𝑠 − 1	 όροι	 θα	 έχουν	
μικρότερο	βάρος	από	τους	υπόλοιπους,	απλά	και	μόνο	γιατί	βρίσκονται	στα	δύο	άκρα	του	
κειμένου.	 Αν	 χρησιμοποιήσουμε	 το	 in-degree	 ή	 το	 out-degree,	 τότε	 η	 ανισορροπία	 θα	



























προσεγγίσεις	 διαφέρουν	 στο	 εύρος	 που	 επηρεάζουν	 τους	 κόμβους/όρους.	 Το	 Rebase	
επηρεάζει	 όλους	 τους	 κόμβους	 που	 έχουν	 degree	 μικρότερο	 του	 ορίου,	 οπότε	 και	 δεν	
περιορίζεται	μόνο	στους	προβληματικούς	όρους	στις	άκρες	του	κειμένου.	Το	όριο	μπορεί	να	
καθοριστεί	με	βάση	τον	τύπο	του	γράφου	και	με	βάση	τη	μετρική	που	χρησιμοποιείται	για	
το	 βάρος	 του	 κόμβου.	 Αντίθετα,	 η	 μέθοδος	 Boost	 αφορά	 αποκλειστικά	 τους	 όρους	 που	
βρίσκονται	 στις	 άκρες	 των	 κειμένων	 και	 μπορεί	 να	 ενισχύσει	 και	 κάποιο	 όρο	 που	
επαναλαμβάνεται	και	αργότερα	μέσα	στο	κείμενο.	Σε	αυτήν	την	περίπτωση,	το	βάρος	του	
















ότι	 δεν	 αντιπροσωπεύει	 σωστά	 τις	 δύο	 άκρες	 του	 κειμένου,	 γιατί	 οι	 κόμβοι	 σε	 αυτά	 τα	
σημεία	 έχουν	 λιγότερες	ακμές.	 Ένας	 εναλλακτικός	 τρόπος	 για	 να	αυξηθεί	η	σημασία	 του	







δύο	 όρων	 φθίνει	 με	 την	 απόσταση.	 Τυπικά,	 δεν	 υπάρχει	 κάποιος	 λόγος	 για	 μεταβλητό	
μέγεθος	 παραθύρου,	 αν	 θέλουμε	 να	 υπάρχει	 ομοιομορφία	 στο	 πως	 αντιμετωπίζονται	 οι	
διάφοροι	 όροι	 μέσα	 στο	 κείμενο.	 Από	 την	 άλλη,	 είναι	 λογικό	 ανάλογα	 με	 το	 είδος	 του	
κειμένου,	 κάθε	 περιοχή	 να	 έχει	 διαφορετική	 σημασία	 για	 το	 πρόβλημα	 που	
αντιμετωπίζουμε.	 Ενδέχεται	 για	 παράδειγμα	 στα	 ειδησεογραφικά	 κείμενα	 η	 αρχή	 των	
κειμένων	 να	 είναι	 πολύ	 σημαντική	 για	 την	 ταξινόμηση	 ή	 για	 την	 σύνοψη,	 ενώ	 οι	 λέξεις	
κλειδιά	να	είναι	πιο	συχνές	στη	μέση	ενός	κειμένου,	οπότε	και	πρέπει	να	δώσουμε	βάρος	














του	 στο	 κείμενο	 για	 το	 απλό	 μοντέλο,	 για	 το	 μοντέλο	 με	 Rebase	 και	 για	 το	 μοντέλο	 με	
μεταβλητό	μέγεθος	παραθύρου.	Το	κείμενο	πρόκειται	για	το	ίδιο	που	χρησιμοποιήθηκε	στην	









παρατηρείται	 στο	 απλό	 μοντέλο	 υπάρχει	 και	 στο	 μοντέλο	 μεταβλητού	 παραθύρου	 και	
μάλιστα	τώρα	εμφανίζεται	σε	δύο	σημεία.	Στους	τρεις	τελευταίους	όρους	το	βάρος	είναι	το	
ίδιο,	 αλλά	 στη	 μέση	 του	 κειμένου	 το	 βάρος	 είναι	 αυξημένο	 στο	 μοντέλο	 μεταβλητού	
παραθύρου	σε	σχέση	με	τα	άλλα	δύο.	Αυτό	συμβαίνει,	γιατί	αν	και	η	αύξηση	του	μεγέθους	
περιορίζεται	 στην	αρχή,	 επηρεάζονται	 και	 οι	 επόμενοι	 όροι/κόμβοι,	 αφού	αυξήθηκαν	σε	






διαφορετικών	 μοντέλων	 με	 τέτοιο	 τρόπο	 ώστε	 να	 παραχθούν	 συνολικά	 καλύτερες	
προβλέψεις	σε	σχέση	με	τα	επιμέρους	μοντέλα	και	είναι	μια	δημοφιλής	μέθοδος	στον	τομέα	
για	την	βελτίωση	της	απόδοσης.		
Για	 να	 γίνει	 πιο	 κατανοητή	 η	 λειτουργία	 των	 ensembles	 ας	 θεωρήσουμε	 μια	 ομάδα	
ανθρώπων	η	οποία	καλείται	να	λάβει	μια	απόφαση.	Τα	μέλη	της	ομάδας	μπορεί	να	έχουν	
όλα	παρόμοιες	γνώσεις	ή	μπορεί	να	υπάρχουν	και	μερικοί	οι	οποίοι	είναι	πιο	ειδικοί	για	το	




ειδικοί	 να	έχουν	περισσότερες	ψήφους	και	άρα	βαρύτητα	ή	μπορεί	 τα	μέλη	να	έχουν	 το	
δικαίωμα	βέτο	ή	το	δικαίωμα	να	αποφασίσει	μόνο	του	ένα	άτομο,	εφόσον	είναι	σίγουρο	για	
αυτήν	 την	 απόφαση	 και	 τον	 εμπιστεύεται	 όλη	 η	 ομάδα.	 Στη	 γενική	 μορφή,	 η	 απόφαση	
μπορεί	να	παρθεί	από	έναν	εξωτερικό	κριτή,	ο	οποίος	συγκεντρώνει	τις	απόψεις	όλων	των	
μελών	της	ομάδας	και	με	βάση	την	αξιοπιστία	των	μελών,	το	είδος	του	προβλήματος,	τις	
παλαιότερες	 αποφάσεις	 και	 άλλα	 κριτήρια,	 παίρνει	 μια	 τελική	 απόφαση.	 Σε	 αυτή	 την	
περίπτωση,	 φαίνεται	 φυσιολογικό	 η	 συλλογική	 απόφαση	 να	 είναι	 καλύτερη	 από	 τις	
ατομικές,	με	προϋπόθεση	βέβαια	ότι	οι	γνώσεις	όλων	των	μελών	συνδυάζονται	με	το	σωστό	
τρόπο.	
Αν	 τώρα	 αντικαταστήσουμε	 τους	 ανθρώπους	 με	 μοντέλα	 μηχανικής	 μάθησης	 και	 τις	
αποφάσεις	 με	 τις	 προβλέψεις	 των	 μοντέλων,	 καταλήγουμε	 στον	 ορισμό	 των	 ensembles.	
Επιπλέον,	το	κριτήριο	της	απόφασης	μπορεί	να	βασίζεται	στην	έξοδο	των	μοντέλων	ή	στις	
πιθανότητες	που	δίνουν	τα	μοντέλα	σε	κάθε	κλάση,	ενώ	γενικά	ο	εξωτερικός	κριτής	είναι	ένα	











οδηγήσει	 με	 τη	 σειρά	 της	 στη	 καλύτερη	 γενίκευση.	 Όμως	 από	 την	 άλλη,	 πρέπει	 να	
προσέξουμε	να	μην	εισάγουμε	πολύ	μεγάλη	ποικιλία	στις	αποφάσεις,	καθώς	αυτό	μπορεί	






οποιαδήποτε	 καινοτομία	 αφορά	 απλά	 τον	 τρόπο	 που	 θα	 συνδυαστούν	 τα	 επιμέρους	
μοντέλα	 και	 τα	 χαρακτηριστικά	 που	 πρέπει	 να	 έχουν	 αυτά.	Ωστόσο,	 στη	 περίπτωση	 των	


































βιβλιοθήκη	 spacy	 [19]	 καθώς	 έχει	 και	 δυνατότητα	 για	 coreference	 resolution	 μέσω	 της	
επέκτασης	της	NeuralCoref1,	ενώ	για	το	collocation	detection	και	για	την	παραγωγή	word	
embeddings	 χρησιμοποιήθηκε	 η	 βιβλιοθήκη	 gensim	 [20].	 Το	 κυριότερο	 bottleneck	 από	




























Noun,	 Pronoun	 to	Noun	 και	 γενικά	 coreferences	από	 spans	 μεγέθους	μέχρι	N	 λέξεων	σε	
spans	μέχρι	Μ	λέξεων,	όπου	N,M	μικροί	φυσικοί	αριθμοί	και	N<M.	Το	span	είναι	ένα	συνεχές	
διάστημα	λέξεων	του	κειμένου,	απ’	όπου	μπορεί	να	ξεκινά	ή	να	καταλήγει	ένα	coreference.	
Η	 λογική	πίσω	από	αυτό,	 είναι	ότι	 οι	αναφορές	που	περιέχουν	πολλούς	όρους	δεν	 είναι	
συνήθως	 σωστές	 ή	 ιδιαίτερα	 χρήσιμες,	 ενώ	 αν	 περιοριστούμε	 μόνο	 στις	 πολύ	 απλές	
αναφορές	δεν	θα	κάνουμε	αρκετές	αλλαγές	στο	κείμενο,	ώστε	να	υπάρχει	διαφορά	στην	








𝑠𝑐𝑜𝑟𝑒 𝑤J, 𝑤P =
𝑐𝑜𝑢𝑛𝑡 𝑤J𝑤P − min_𝑐𝑜𝑢𝑛𝑡
𝑐𝑜𝑢𝑛𝑡 𝑤J ∗ 𝑐𝑜𝑢𝑛𝑡(𝑤P)
	
	










𝑠𝑐𝑜𝑟𝑒 𝑤J, 𝑤P =
ln	(
𝑝𝑟𝑜𝑏 𝑤J, 𝑤P
𝑝𝑟𝑜𝑏 𝑤J ∗ 𝑝𝑟𝑜𝑏(𝑤P)
)
−ln	(𝑝𝑟𝑜𝑏(𝑤J, 𝑤P)




















𝑤J,P = 𝑎 + 𝑏 ∗ 𝑓 𝑠𝑖𝑚 𝑒𝑚𝑏J, 𝑒𝑚𝑏P 	
	
όπου	𝑎, 𝑏 ∈ 0,1 ,	𝑠𝑖𝑚 𝑒𝑚𝑏J, 𝑒𝑚𝑏P =
𝒆𝒎𝒃𝒊	∙𝒆𝒎𝒃𝒋
𝒆𝒎𝒃𝒊 ∗ 𝒆𝒎𝒃𝒋
		και	𝑓	μια	συνάρτηση	εκ	των	max 𝑥, 0 ,




αντίστοιχα.	 Αν	𝑏 = 0	 τότε	 δεν	 λαμβάνουμε	 υπόψη	 καθόλου	 τη	 απόσταση	 των	 όρων	 και	
βασιζόμαστε	μόνο	στη	συνύπαρξη,	όπως	στους	κλασικούς	γράφους	λέξεων.	Ομοίως,	αν	𝑎 =
0	βασιζόμαστε	μόνο	στην	ομοιότητα	των	όρων	για	την	ανάθεση	βάρους.	Βέβαια,	πρέπει	να	
θυμόμαστε	 ότι	 οι	 ακμές	 προκύπτουν	 πάντα	 με	 βάση	 τη	 συνύπαρξη	 των	 όρων	 σε	 ένα	
παράθυρο,	οπότε	ακόμα	και	τότε	η	συνύπαρξη	παίζει	κάποιο	ρόλο,	αφού	καθορίζει	ποιες	
ακμές	θα	δημιουργηθούν	στο	γράφο.	








συνάρτηση	 max 𝑥, 0 	δεν	 λαμβάνει	 υπόψη	 αρνητικές	 συσχετίσεις,	 ενώ	 στη	 δεύτερη	
περίπτωση	η		𝑎𝑏𝑠(𝑥)	δίνει	το	ίδιο	βάρος	στις	αρνητικές	και	θετικές	συσχετίσεις.	










Η	 άνιση	 αντιπροσώπευση	 των	 πρώτων	 και	 τελευταίων	 όρων	 των	 κειμένων	 από	 τους	
γράφους	λέξεων	είναι	ένα	πρόβλημα	που	προκύπτει	από	τον	ορισμό	του	μοντέλου	και	δεν	
υπάρχει	 προφανής	 τρόπος	 για	 να	 ξεπεραστεί.	 Όπως	 φαίνεται	 στο	 διάγραμμα	 3.3,	 οι	
ανεπηρέαστοι	όροι	έχουν	𝑤𝑠 − 1	εισερχόμενες	ακμές	και	𝑤𝑠 − 1	εξερχόμενες	ακμές,	έτσι	
ώστε	συνολικά	να	έχουν	βάρος	2 ∗ (𝑤𝑠 − 1).	Το	ίδιο	ισχύει	και	στους	μη-κατευθυνόμενους	
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𝑤𝑒𝑖𝑔ℎ𝑡 𝑣 = max 𝑑𝑒𝑔𝑟𝑒𝑒 𝑣 , 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 		
	𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 = 𝑚𝑖𝑛	(2 ∗ (𝑤𝑠 − 1), |𝑑| − 1)	
	
Με	𝑤𝑠	συμβολίζεται	το	μέγεθος	του	παραθύρου	και	|𝑑|	το	μήκος	του	κειμένου.	Η	μέγιστη	





weight 𝑣: = deg 𝑣: + 𝑤𝑠 − 1	
weight 𝑣; = deg 𝑣; + 𝑤𝑠 − 2	
…	




weight 𝑣|W| = deg 𝑣|W| + 𝑤𝑠 − 1	
weight 𝑣 W : = deg 𝑣 W : + 𝑤𝑠 − 2	
…	













υπάρχει	 ο	 διαχωρισμός	 σε	 εξερχόμενες	 και	 εισερχόμενες	 ακμές,	 όπως	 στους	
κατευθυνόμενους	γράφους.	Σε	αυτή	την	περίπτωση,	εάν	ένας	όρος	επαναλαμβάνεται	πριν	
και	μετά	από	ένα	άλλο,	θα	σχηματιστούν	δύο	ακμές,	μια	εξερχόμενη	και	μια	εισερχόμενη,	
ενώ	 στη	 μη	 κατευθυνόμενη	 περίπτωση	 θα	 σχηματιστεί	 μόνο	 μια	 ακμή	 που	 θα	 συνδέει	
αυτούς	 τους	 όρους.	 Αν	 θέλουμε	 να	 λάβουμε	 υπόψη	 τις	 επαναλήψεις	 μπορούμε	 είτε	 να	
διαλέξουμε	 ένα	 ελαφρώς	 πιο	 μικρό	 όριο	 στην	 πρώτη	 προσέγγιση	 είτε	 να	 προσθέσουμε	
μικρότερο	βάρος	στη	δεύτερη	προσέγγιση.	Στη	εργασία	αυτή	επιλέχθηκε	να	μην	ληφθούν	
υπόψη	οι	επαναλήψεις	και	να	αυξήσουμε	το	βάρος	των	όρων	θεωρώντας	το	μέγιστο	αριθμό	





Στη	 μέθοδο	 μεταβλητού	 παραθύρου,	 σκοπός	 είναι	 να	 δοθεί	 μεγαλύτερη	 έμφαση	 και	
προσοχή	σε	διαφορετικούς	όρους	του	κειμένου,	όπου	κάθε	όρος	θα	έχει	το	δικό	του	μέγεθος	
παραθύρου	 ανάλογα	 με	 τη	 θέση	 που	 έχει	 στο	 κείμενο	 αλλά	 και	 τον	 ίδιο	 τον	 όρο.	 Είναι	
φυσιολογικό	λοιπόν	να	υπάρχουν	πολλές	επιλογές	για	το	πως	θα	γίνει	αυτή	η	ανάθεση,	σε	

















να	 είναι	 χρήσιμα	 τα	ensembles	πρέπει	 να	υπάρχει	ποικιλία	στις	προβλέψεις	 και	η	οποία	
μπορεί	 να	 προέρχεται	 είτε	 από	 διαφορετικούς	 αλγόριθμους	 μάθησης	 και	 διαφορετικούς	
ταξινομητές	 (classifiers)	 είτε	 από	 διαφορετική	 προεπεξεργασία	 των	 δεδομένων.	 Στην	
περίπτωση	των	γράφων	λέξεων,	η	ποικιλία	προκύπτει	από	την	διαφορετική	διανυσματική	
αναπαράσταση	 των	 κειμένων	 μέσω	 των	 διαφόρων	 επιλογών	 που	 υπάρχουν	 για	 την	





η	ψηφοφορία	με	 χρήση	 των	πιθανοτήτων	που	δίνονται	σε	 κάθε	κλάση	 (soft	 vote)	 και	 το	








προπονηθεί	 ή	 ποια	 και	 πόσα	 θα	 είναι	 τα	 απλά	 μοντέλα,	 είναι	 ζητήματα	 που	 πρέπει	 να	
προσδιοριστούν	 ανά	 περίπτωση	 και	 δεν	 υπάρχει	 γενική	 λύση.	 Στα	 πειράματα	 του	 5ου	
Κεφαλαίου,	 το	μετα-μοντέλο	θα	είναι	 το	 Logistic	Regression	 το	οποίο	θα	προπονείται	ως	
εξής:	
• Χωρίζουμε	τα	κείμενα	σε	K-folds.	Για	κάθε	ένα	fold	προπονούμε	N	βασικά	μοντέλα	
στα	 υπόλοιπα	 folds	 και	 παράγουμε	 προβλέψεις	 για	 το	 ισχύον.	 Στο	 τέλος	 της	
	 44	
διαδικασίας,	 για	 κάθε	 ένα	 κείμενο	 θα	 έχουμε	 παράγει	 τις	 προβλέψεις	 Ν	


















κείμενα	που	περιέχουν	 λιγότερους	από	 50	 χαρακτήρες,	 εκ	 των	 οποίων	 533	ανήκουν	 στο	
σύνολο	προπόνησης	και	386	στο	σύνολο	αξιολόγησης.	Τα	δύο	αυτά	σύνολα	δεδομένων	είναι	


















20NG	 17,927	 10,781	 7,146	
	
20	 128,845	 179	 88	 452	






newsgroups)	 που	 καθεμιά	 αφορά	 κάποιο	 συγκεκριμένο	 θέμα.	 Οπως	 για	 τα	 περισσότερα	




διαθέσιμες	 πολλές	 διαφορετικές	 εκδόσεις.	 Οι	 διαφορές	 μεταξύ	 των	 εκδόσεων	 δεν	 είναι	
μεγάλες,	 αλλά	 για	 τυπικούς	 λόγους	 θα	 αναφερθούμε	 σύντομα	 στα	 διαθέσιμα	 σύνολα	
δεδομένων	σχετικά	με	το	20NG.		
Η	 πρώτη	 έκδοση	 περιέχει	 συνολικά	 19997	 κείμενα,	 εκ	 των	 οποίων	 μερικά	
επαναλαμβάνονται.	Επιπλέον,	τα	κείμενα	αυτά	περιέχουν	πολλές	μετα-πληροφορίες	για	τα	
ίδια	τα	κείμενα,	όπως	οι	ηλεκτρονικές	διευθύνσεις	των	χρηστών,	σε	ποιο	newsgroup	ανήκει,	
η	 ημερομηνία,	 το	 NNTP-Posting-Host,	 πόσες	 γραμμές	 είναι	 το	 κείμενο	 και	 άλλα.	 Επειδή	
λοιπόν	οι	πληροφορίες	αυτές	μπορεί	είναι	πολύ	χαρακτηριστικές	για	το	είδος	των	κείμενων,	
έχουν	 προκύψει	 επιμέρους	 εκδόσεις	 του	 20NG	 οι	 οποίες	 αφαιρούν	 κάποιες	 ή	 όλες	 τις	
επικεφαλίδες	 που	 περιέχουν	 αυτές	 τις	 πληροφορίες.	 Για	 παράδειγμα,	 η	 έκδοση	 bydate	
σπάει	το	20NG	σε	train	και	test	υποσύνολα	με	βάση	τη	μέρα	έκδοσης	των	δημοσιεύσεων	και	
αφαιρεί	 από	 την	 επικεφαλίδα	 τα	 πεδία	 Xref,	 Newsgroups,	 Path,	 Followup-To	 και	 Date.	
Ωστόσο,	ακόμα	και	τότε,	η	επικεφαλίδα	περιέχει	πολλές	πληροφορίες	τις	οποίες	κάποιος	






scikit-learn	 και	περιέχει	 συνολικά	18,846	 κείμενα,	 εκ	 των	οποίων	 τα	11,314	ανήκουν	στο	
σύνολο	προπόνησης	και	τα	υπόλοιπα	7,532	στο	σύνολο	αξιολόγησης.	Από	τις	δημοσιεύσεις	
έχουν	 αφαιρεθεί	 οι	 επικεφαλίδες	 (headers),	 τα	 υποσέλιδα	 (footers)	 και	 οι	 απευθείας	
















alt.atheism	 458	 303	 rec.sport.hockey	 565	 385	
comp.graphics	 557	 373	 sci.crypt	 576	 368	
comp.os.ms-windows.misc	 558	 375	 sci.electronics	 564	 377	
comp.sys.ibm.pc.hardware	 574	 378	 sci.med	 572	 377	
comp.sys.mac.hardware	 547	 364	 sci.space	 572	 371	
comp.windows.x	 580	 377	 soc.religion.christian	 586	 384	
misc.forsale	 563	 373	 talk.politics.guns	 529	 343	
rec.autos	 547	 365	 talk.politics.mideast	 526	 363	
rec.motorcycles	 560	 367	 talk.politics.misc	 445	 297	






Το	 σύνολο	 δεδομένων	 R8	 είναι	 ένα	 υποσύνολο	 του	 Reuters21578.	 Το	 μεγαλύτερο	 αυτό	
σύνολο	 αποτελείται	 από	 21,578	 ειδησεογραφικά	 άρθρα	 τα	 οποία	 προέρχονται,	 όπως	
προδίδει	το	όνομα	του,	από	το	πρακτορείο	Reuters	το	1987	και	αφορούν	κυρίως	οικονομικές	
και	 επιχειρησιακές	 ειδήσεις.	 Αν	 και	 αποτελείται	 συνολικά	από	135	 κατηγορίες	 κειμένων,	
όπως	 αποδόθηκαν	 από	 τον	 εκδότη,	 οι	 περισσότερες	 περιέχουν	 πολύ	 λίγα	 κείμενα,	 ενώ	
πολλά	κείμενα	ανήκουν	σε	παραπάνω	από	μια	κατηγορία.	Για	το	λόγο	αυτό	δημιουργήθηκαν	
τα	υποσύνολα	R8	και	R52	κρατώντας	μόνο	τις	8	και	52	πιο	συχνές	κατηγορίες	αντίστοιχα	και	
τα	 οποία	 περιέχουν	 κείμενα	 τα	 οποία	 ανήκουν	 σε	 μια	 μόνο	 κατηγορία.	 Το	 R8	 περιέχει	
συνολικά	7,674	κείμενα,	 εκ	 των	οποίων	 τα	5,485	είναι	 κείμενα	προπόνησης	και	 τα	2,189	
αξιολόγησης,	ενώ	αποτελείται	φυσικά	από	8	κατηγορίες.	Όπως	φαίνεται	στον	πίνακα	4.3,	τα	
κείμενα	 δεν	 είναι	 σε	 καμιά	 περίπτωση	 ισοκατανεμημένα,	 αφού	 το	 80%	 των	 κειμένων	
ανήκουν	 σε	 μία	 εκ	 των	 δύο	 κατηγοριών	 acq	 kαι	 earn,	 οπότε	 ακόμα	 και	 ένας	 απλός	
ταξινομητής	 μπορεί	 να	 πετύχει	 πολύ	 καλή	 απόδοση.	 Επιπλέον,	 αν	 και	 τα	 κείμενα	 είναι	






















αποτελούν	 επεκτάσεις	 του	 βασικού	μοντέλου	 και	 μπορούν	 να	 εφαρμοστούν	 όλες	 μαζί	 ή	
ξεχωριστά	η	μία	από	την	άλλη.	Ωστόσο,	αν	εξεταστεί	μόνο	το	πλήρες	μοντέλο	δεν	θα	είναι	
δυνατόν	 να	 προκύψει	 ποιες	 μέθοδοι	 βελτιώνουν	 πραγματικά	 την	 απόδοση	 ή	 ποιες	
δυσχεραίνουν	τη	λειτουργία	του	μοντέλου.	Για	να	αξιολογήσουμε	λοιπόν	τις	προτεινόμενες	
μεθόδους,	 αρχικά	 παρουσιάζεται	 το	 βασικό	 μοντέλο	 γράφων	 λέξεων	 και	 στη	 συνέχεια	
συγκρίνεται	με	κάθε	νέα	μέθοδο	ξεχωριστά,	οπότε	οποιαδήποτε	βελτίωση	παρατηρείται	θα	

















Για	 την	 προεπεξεργασία,	 τα	 κείμενα	 διαχωρίστηκαν	 σε	 λεκτικές	 μονάδες	 και	




τροποποιήσεις,	 το	 coreference	 resolution	 προηγείται	 όλων	 αυτών	 διαδικασιών,	 ενώ	 η	
αντικατάσταση	των	collocations	γίνεται	στο	τέλος.		
Για	τη	κατασκευή	των	γράφων	λέξεων	χρειάζεται	να	προσδιοριστούν	οι	παράμετροι	του	










διατηρήθηκε	 σταθερή	 και	 ίση	 με	 0.003,	 όπως	 προτείνεται	 στο	 [1].	 Στα	 πειράματα	 που	
ακολουθούν,	το	βάρος	κάθε	όρου	προκύπτει	από	το	all-degree	του	αντίστοιχου	κόμβου.	Το	
in-degree,	 αν	 και	 δίνει	 καλύτερα	 αποτελέσματα	 για	 μικρά	 μεγέθη	 παραθύρου,	 όταν	 το	








20NG	 και	 το	 micro	 F:	 score	 στο	 R8.	 Για	 την	 ταξινόμηση,	 στον	 πίνακα	 TW-IDF	 έγινε	
















για	 πολύ	 μικρό	 μήκος	 παραθύρου	 η	 απόδοση	 είναι	 αρκετά	 καλή,	 ενώ	 καθώς	 το	
παράθυρο	 μεγαλώνει	 η	 απόδοση	 παραμένει	 σταθέρη	 ή	 παρουσιάζει	 σταδιακή	
πτώση.	Ωστόσο,	για	μήκος	παραθύρου	11	και	άνω	φαίνεται	μια	ανοδική	πορεία	για	
το	 𝐹:	 macro	 και	 τελικά	 φτάνει	 και	 ξεπερνάει	 το	 επίπεδο	 απόδοσης	 των	 μικρών	
παραθύρων.			













ιδανικό	 από	 άποψη	 πολυπλοκότητας,	 όπως	 φαίνεται	 και	 στον	 πίνακα	 5.1,	 ούτε	 και	
αναμενόμενο,	 όπως	 αναφέρθηκε	 προηγουμένως.	 	 Οι	 μεγαλύτεροι	 γράφοι	 χρειάζονται	
περισσότερο	χρόνο	για	να	κατασκευαστούν	και	απαιτούν	περισσότερη	μνήμη.	Η	προφανής	





τον	 αντίστοιχο	 γράφο	 λέξεων	 με	 μέγεθος	 παραθύρου	 ≥ |𝑑|,	 τότε	 όλοι	 οι	 όροι	 θα	









παραθύρου	 3	 10	 17	 50	 100	
Χρόνος	






















καταλήγουν	 σε	 spans	 ίδιου	 μεγέθους,	 αφού	 το	 93%	 των	 αναφορών	 που	 βρέθηκαν	
προκύπτουν	για	N≤2.	Επιπλέον,	παρατηρούμε	ότι	οι	αναφορές	προς	μικρότερα	spans	είναι	









	 1	 2	 3	 4	 5	 6	 7	 8	 9	 10	 >10	 	
1	 40460	 19154	 8298	 4770	 2398	 1779	 1338	 904	 731	 557	 2671	 83060	
2	 1449	 10593	 2539	 1010	 507	 413	 210	 205	 135	 107	 667	 17835	
3	 246	 1071	 2780	 415	 145	 95	 55	 36	 41	 20	 147	 5051	
4	 33	 182	 236	 691	 83	 39	 29	 16	 4	 7	 33	 1353	
5	 15	 40	 52	 49	 214	 16	 9	 3	 6	 0	 22	 426	
6	 4	 22	 14	 15	 14	 49	 1	 5	 2	 0	 10	 136	
7	 4	 6	 8	 4	 6	 11	 33	 2	 1	 2	 1	 78	
9	 7	 5	 9	 6	 0	 5	 2	 11	 2	 0	 2	 49	
10	 7	 5	 2	 4	 1	 2	 1	 1	 7	 0	 2	 32	
>10	 4	 2	 3	 1	 2	 0	 1	 0	 0	 6	 4	 23	










• Το	 coreference	 resolution	 μπορεί	 να	 βοηθήσει	 στη	 βελτίωση	 της	 απόδοσης.	 Η	
αντικατάσταση	μόνο	των	2-2	αναφορών	δεν	δίνει	σταθερά	αποτελέσματα,	αλλά	στις	
υπόλοιπες	περιπτώσεις	η	απόδοση	για	μήκη	παραθύρου	7	και	πάνω	παρουσιάζει	
















• min	 count,	 που	 είναι	 το	 ελάχιστο	 πλήθος	 φορών	 που	 πρέπει	 να	 εμφανίζεται	 το	
collocation	μέσα	στη	συλλογή	κειμένων	για	να	θεωρηθεί	έγκυρο.	




τιμές	για	 το	𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑	 στο	εύρος	10-2000.	Η	διαδικασία	για	 την	αναγνώριση	collocation	
έγινε	 συνολικά	 δύο	 φορές,	 ώστε	 να	 προκύψουν	 και	 μεγαλύτερες	 εκφράσεις.	 Επιπλέον,	
προτιμήθηκε	το	απλό	μοντέλο	collocation,	όπου	η	τιμή	του	δεν	είναι	κανονικοποιημένη,	γιατί	












• Το	 collocation	 detection	 σαφώς	 και	 βοηθάει	 στην	 βελτίωση	 της	 απόδοσης.	 Για	
threshold	 ίσο	 με	 70	 παρατηρούμε	 αύξηση	 της	 απόδοσης	 για	 κάθε	 μέγεθος	
παραθύρου	εκτός	από	3	που	κυμαίνεται	από	0.01	έως	και	0.04.	Στη	περίπτωση	αυτή	




πραγματικές	 οντότητες	 όπως	 το	 las_vegas,	 baltimore_skipjacks,	 saudi_arabia,	
yasser_arafat,	 pizza_hut	 και	 άλλα.	 Αντίθετα	 υπάρχουν	 και	 αρκετά	 collocations	 τα	
οποία	 είναι	 ειδικά	 σε	 αυτή	 τη	 συλλογή	 κειμένων.	 όπως	 το	 bake_timmons,	
feustel_n9myi,	samuel_shahmuradian,	0:00	utc,	όπου	πρόκειται	κυρίως	για	ονόματα	
χρηστών	ή	για	κάποιες	εκφράσεις	που	χρησιμοποιούσαν	ειδικά	οι	χρήστες	σε	αυτό	




στο	 διάστημα	 10-110	 παρατηρήθηκαν	 τιμές	 για	 τις	 οποίες	 υπάρχει	 αισθητή	 και	
σταθερή	διαφορά.	
	
Ακολούθως,	 εξετάστηκε	 το	 κατά	 πόσο	 η	 μέθοδος	 collocation	 detection	 μπορεί	 να	














Το	 γενικό	 σχήμα	 ανάθεσης	 βάρους	 στις	 ακμές	 με	 χρήση	 των	 word	 embeddings	 που	
χρησιμοποιήθηκε	είναι	το	εξής:	
	
𝑤J,P = 𝑎 + 𝑏 ∗ 𝑓(𝑠𝑖𝑚(𝑖, 𝑗))	
	
Αρχικά,	εξετάστηκε	αν	η	απόσταση	ομοιότητας	αποτελεί	από	μόνη	της	αντιπροσωπευτικό	
βάρος	 για	 τις	 ακμές.	 Τα	 αποτελέσματα	 που	 προκύπτουν	 για	 𝑎 = 0, 𝑏 = 1	 και	 𝑓 𝑥 =
𝑖𝑑𝑒𝑛𝑡𝑖𝑡𝑦 𝑥 , 𝑓 𝑥 = max 𝑥, 0 	 και	 𝑓 𝑥 = 𝑎𝑏𝑠(𝑥)	 παρουσιάζονται	 στο	 σχήμα	 5.7.	







και	 άρα	 η	 σημαντικότητα	 ενός	 όρου	 δεν	 καθορίζεται	 από	 το	 πόσο	 πολύ	 μοιάζει	 με	 τις	
κοντινές	 του	 λέξεις.	 Η	 εκδοχή	 για	𝑓 𝑥 = 𝑎𝑏𝑠(𝑥)	 αποδίδει	 συγκριτικά	 καλύτερα,	 γιατί	 η	
συνάρτηση	 απόλυτης	 τιμής	 συγκρατεί	 καλύτερα	 το	 γεγονός	 της	 συνύπαρξης,	 είτε	 αυτή	
αφορά	όρους	που	μοιάζουν	σημασιολογικά	είτε	όχι.	 	Από	την	άλλη	πλευρά,	η	συνάρτηση	
𝑓 𝑥 = 𝑖𝑑𝑒𝑛𝑡𝑖𝑡𝑦(𝑥)	τιμωρεί	τους	όρους	που	είναι	αντίθετοι	των	κοντινών	τους,	ακόμα	και	
αν	αυτοί	υπάρχουν	πολλές	φορές	μέσα	στο	κείμενο	και	θα	είχαν	μεγάλο	βάρος	στο	απλό	
μοντέλο	 γράφων	 λέξεων.	 Επιπλέον,	 αν	 κάποιο	 όροι	 δεν	 έχουν	 καμία	 ομοιότητα,	 τότε	 η	









ομοιότητας	 με	 αυτή	 της	 συνύπαρξης.	 Για	 το	 σκοπό	 αυτό	 εξετάστηκαν	 δύο	 διαφορετικές	
εκδοχές	ανάθεσης	βαρών:	
	
𝑤J,P = 1 + 𝑡 ∗ 𝑎𝑏𝑠(𝑠𝑖𝑚(𝑒𝑚𝑏J, 𝑒𝑚𝑏P))	
και	




είναι	 1	 και	 οι	 συνεισφορές	 είναι	 αντιστρόφως	 ανάλογες.	 Σε	 κάθε	 περίπτωση,	 όσο	
μεγαλύτερη	 είναι	 η	 ομοιότητα,	 τόσο	 μεγαλύτερο	 είναι	 το	 βάρος.	 Η	 συνάρτηση	 𝑓 𝑥 =




Εικόνα		5.8:	Σχήμα	ανάθεσης	βάρους		𝑤J,P = 1 + 𝑡 ∗ 𝑎𝑏𝑠 𝑠𝑖𝑚 𝑒𝑚𝑏J, 𝑒𝑚𝑏P 	για	𝑡 = 0.2	και	𝑡 = 0.8	
	




νέες	 εκδοχές	 σε	 σχέση	με	 το	 απλό	μοντέλο	 γράφων	 λέξεων,	 ενώ	μάλιστα	 η	 επιρροή	 της	
απόστασης	 ομοιότητας	 στην	 ανάθεση	 του	 βάρους,	 είναι	 αντιστρόφως	 ανάλογη	 με	 την	
απόδοση.	Ειδικότερα,	στην	πρώτη	εκδοχή,	όσο	πιο	μικρή	είναι	η	παράμετρος	𝑡	που	καθορίζει	
το	βάρος	της	απόστασης,	τόσο	πιο	καλή	είναι	η	απόδοση.	Αντίστοιχα,	στη	δεύτερη	μέθοδο	
όταν	 το	𝑡	αυξάνεται,	 τα	αποτελέσματα	βελτιώνονται,	αλλά	δεν	φτάνουν	 την	απόδοση	το	
απλού	μοντέλου.	
Παρόμοια	αποτελέσματα	παρατηρήθηκαν	και	στην	περίπτωση	όπου	η	επανάληψη	της	














φτάνει	 το	 0.722	 για	 μέγεθος	 παραθύρου	 17.	 Η	 σημαντικότερη	 βελτίωση	
παρουσιάζεται	στους	γράφους	με	βάρη,	όπου	η	μέθοδος	Boost	πετυχαίνει	έως	0.1	
καλύτερο	𝐹:	score.	
• Δεν	 υπάρχει	 αισθητή	 διαφορά	 μεταξύ	 των	 δύο	 μεθόδων,	 εκτός	 από	 όταν	









Επιπλέον,	 στην	 Εικόνα	 5.13	 φαίνεται	 ότι	 η	 βελτίωση	 που	 παρατηρήσαμε	 στα	 μικρά	
παράθυρα	δεν	μεταφέρεται	και	στα	πολύ	μεγάλα	παράθυρα,	ειδικά	στην	περίπτωση	του	
Boost.	Αυτό	ενισχύει	την	υπόθεση	που	είχαμε	κάνει,	ότι	δηλαδή	η	μεγάλη	απόδοση	των	πολύ	
μεγάλων	 παράθυρων	 οφείλεται	 σε	 μεγάλο	 βαθμό	 στο	 πρόβλημα	 της	 άνισης	
αντιπροσώπευσης.	Επομένως,	το	πλεονέκτημα	των	μεθόδων	αυτών	είναι	ότι	δεν	υπάρχει	
πλέον	ανάγκη	να	χρησιμοποιήσουμε	πολύ	μεγάλα	παράθυρα	που	ανεβάζουν	κατά	πολύ	τον	
















Για	 τον	 καθορισμό	 των	μεγεθών	 των	παραθύρων	εξετάστηκαν	διάφοροι	μέθοδοι	που	
βασίζονται	 μόνο	 στη	 σειρά	 των	 όρων	 μέσα	 στο	 κείμενο,	 ώστε	 και	 πάλι	 να	 δώσουμε	
μεγαλύτερη	προσοχή	στα	άκρα	των	κειμένων	ή	και	σε	άλλες	περιοχές.	Για	την	παραγωγή	των	
αποτελεσμάτων	 χρησιμοποιήθηκαν	 μη	 κατευθυνόμενοι	 γράφοι	 χωρίς	 βάρη.	 Στην	 Εικόνα	
5.14	το	μέγεθος	παραθύρου	(𝑤𝑠)	στους	πρώτους	𝑤𝑠	όρους	έχει	αλλάξει	σε	𝐾 ∗ 𝑤𝑠,	για	𝛫 =
2, 3, 4, 5,	 ενώ	 οι	 υπόλοιποι	 όροι	 έχουν	 μέγεθος	 παραθύρου	 𝑤𝑠.	 Η	 ίδια	 μέθοδος	 έχει	
χρησιμοποιηθεί	και	για	τα	αποτελέσματα	στην	Εικόνα	5.15,	όπου	όμως	έχει	χρησιμοποιηθεί	
















• Η	 μέθοδος	 μεταβλητού	 μεγέθους	 παραθύρου	 είναι	 πολύ	 χρήσιμη	 και	 μπορεί	 να	
δώσει	 σημαντικά	 καλύτερα	 αποτελέσματα	 στην	 ταξινόμηση	 των	 κειμένων.	 Στην	
Εικόνα	 5.14	 παρατηρούμε	 διαφορές	 στην	 απόδοση,	 όπου	 σε	 πολλές	 περιπτώσεις	




• Στην	 Εικόνα	 5.15	παρατηρούμε	ότι	 η	 μέθοδος	μεταβλητού	παραθύρου	μπορεί	 να	
συνδυαστεί	με	τη	μέθοδο	Boost	και	μάλιστα	δίνει	αρκετά	καλύτερα	αποτελέσματα	
απ΄ότι	αν	χρησιμοποιούσαμε	μόνο	τη	μέθοδο	Boost	ή	μόνο	τη	μέθοδο	μεταβλητού	
























	 Γράφος	 Μέγεθος	παραθύρου	 Βαρύτητα	 Μέθοδος	
Ensemble	1	 Κατευθυνόμενος,	χωρίς	βάρη	 4,	10,	25,	50,	100	 1,1,1,2,3	 -	
Ensemble	2	 Κατευθυνόμενος,	χωρίς	βάρη	 7,	9,	11,	13,	15	 1,1,1,2,3	
Μεταβλητό	
παράθυρο	
Ensemble	3	 Κατευθυνόμενος,	χωρίς	βάρη	 4,	10,	25,	50,	100	 𝐹:	scores	 -	







• Η	 αναζήτηση	 των	 ensembles	 και	 της	 αντίστοιχης	 βαρύτητας	 των	 μελών	 δεν	 είναι	
εύκολη,	καθώς	χρειαζόταν	προσεκτική	επιλογή	τόσο	των	απλών	μοντέλων	όσο	και	














	 Γράφος	 Μέγεθος	παραθύρου	 Μέθοδος	
Ensemble	5	 Μη	Κατευθυνόμενος,	χωρίς	βάρη	 4,	10,	25,	50,	100	 -	













να	 έχουν	 τα	 απλά	 μοντέλα	 της	 ομάδας.	 Επειδή	 λοιπόν	 το	 μοντέλο	 μαθαίνει	 ποια	
μοντέλα	να	εμπιστεύεται	και	πότε,	μπορούμε	να	είμαστε	πιο	χαλαροί	στην	επιλογή	
των	απλών	μοντέλων.	Φυσικά	και	πάλι	είναι	σημαντικό	να	έχουμε	ποικιλία	μοντέλων,	
ώστε	 τα	 λάθη	 να	 μην	 είναι	 συσχετισμένα,	 αλλά	 το	 περιθώριο	 λάθους	 είναι	
μεγαλύτερο	στο	stacking	σε	σχέση	με	το	voting.	























Τα	αποτελέσματα	 για	 τους	απλούς	 γράφους	 λέξεων	απεικονίζονται	 στις	 Eικόνες	 5.20	 και	
5.21.	Παρατηρούμε	ότι:	
	






ότι	 το	φαινόμενο	 της	άνισης	αντιπροσώπευσης	δεν	 είναι	 τόσο	 έντονο	σε	αυτή	 τη	





























• min 𝑐𝑜𝑢𝑛𝑡 = 1	
• 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 = 160	
	
Επιπλέον,	 η	 διαδικασία	 αναγνώρισης	 πραγματοποιήθηκε	 μόνο	 μια	 φορά	 και	 τα	
αποτελέσματα	αντιστοιχούν	σε	μη	κατευθυνόμενους	γράφους	χωρίς	βάρη.	Όπως	φαίνεται	








Λαμβάνοντας	 υπόψη	 τα	 αντίστοιχα	 αποτελέσματα	 της	 προηγούμενης	 ενότητας,	 τα	
σχήματα	βάρους	για	την	ανάθεση	βάρους	που	εξετάστηκαν	είναι	τα	εξής:	
	
𝑤J,P = 1 + 𝑡 ∗ 𝑎𝑏𝑠 𝑠𝑖𝑚 𝑒𝑚𝑏J, 𝑒𝑚𝑏P , 𝛾𝜄𝛼	𝑡 = 0.8	




0.1	 και	 δεν	 είναι	 σταθερή	 καθώς	 παρατηρούνται	 αρκετές	 αυξομειώσεις	 όταν	 αλλάζει	 το	
μέγεθος	παραθύρου.	Συνεπώς,	η	βελτίωση	που	παρατηρείται	μπορεί	εύκολα	να	αποδοθεί	
σε	 μικρές	 αλλαγές	 στη	 βαρύτητα	 των	 όρων	 που	 άλλωτε	 βοηθούν	 και	 άλλωτε	 όχι,	 στην	
καλύτερη	ταξινόμηση	κάποιων	συγκεκριμένων	κειμένων	της	συλλογής.	Με	άλλα	λόγια,	τα	





Εικόνα		5.23:	Σχήμα	ανάθεσης	βάρους		𝑤J,P = 1 + 𝑡 ∗ 𝑎𝑏𝑠 𝑠𝑖𝑚 𝑒𝑚𝑏J, 𝑒𝑚𝑏P 	για	𝑡 = 0.8	και																																															








τόσο	 έντονο.	 Σε	 κάθε	 περίπτωση,	 η	 μέθοδος	 ενίσχυσης	 κόμβων	 βοηθάει	 σε	 αρκετές	












Για	 τη	μέθοδο	μεταβλητού	μεγέθους	παραθύρου	εξετάστηκαν	δύο	 τρόποι	ανάθεσης	 των	
μεγεθών:	
• Αύξηση	στους	πρώτους	𝑤𝑠	(window	size)	όρους,	από	𝑤𝑠	σε	𝐾 ∗ 𝑤𝑠,	για	𝛫 = 2, 5, 8	






























	 Γράφος	 Μέγεθος	παραθύρου	 Μέθοδος	




























παραθύρου	 ως	 παράμετρος,	 καθώς	 επηρεάζει	 αρκετά	 την	 απόδοση	 του	 μοντέλου.	
Συγκεκριμένα,	ενώ	αρχικά	η	απόδοση	μειώνεται	καθώς	μεγαλώνει	το	παράθυρο,	από	ένα	




να	 βοηθήσουν	 τους	 γράφους	 λέξεων,	 αλλά	 χρειάζεται	 προσοχή	 στην	 επιλογή	 των	
παραμέτρων	 τους,	 αφού	 είναι	 αρκετά	 ευαίσθητες	 σε	 αλλαγές.	 Στην	 περίπτωση	 του	
coreference	resolution	επωφελούμαστε	από	αντικαταστάσεις	αναφορών	που	καταλήγουν	
σε	πολλούς	όρους,	καθώς	δημιουργούνται	αρκετές	νέες	χρήσιμες	συνδέσεις.	





αρκετή	 ώστε	 να	 πείσει	 για	 τη	 χρησιμότητα	 της	 μεθόδου,	 η	 οποία	 μάλλον	 κρίνεται	
ανεπιτυχής.	
	 Το	 πρόβλημα	 τις	 άνισης	 αντιπροσώπευσης	 των	 όρων	 που	 βρίσκονται	 στις	 άκρες	 του	
κειμένου	 είναι	 υπαρκτό,	 όπως	 προκύπτει	 από	 τα	 θετικά	 αποτελέσματα	 των	 μεθόδων	
ενίσχυσης	των	κόμβων,	Rebase	και	Boost.	Και	οι	δύο	μέθοδοι	βελτιώνουν	σημαντικά	την	
απόδοση	 των	 γράφων	 λέξεων,	 η	 οποία	 φτάνει	 ή	 ξεπερνάει	 το	 επίπεδο	 απόδοσης	 των	
γράφων	με	πολύ	μεγάλα	παράθυρα.	Το	αρνητικό	με	τη	μέθοδο	Rebase	είναι	ότι	πρέπει	να	
οριστεί	το	όριο	κάτω	από	το	οποίο	δεν	επιτρέπεται	να	είναι	τα	βάρη	των	όρων,	οπότε	στην	










Τέλος,	 οι	 γράφοι	 λέξεων	 μπορούν	 εύκολα	 να	 χρησιμοποιηθούν	 για	 τον	 σχηματισμό	












γράφους	 (Graph	 Neural	 Networks	 ή	 GNN).	 Τα	 νευρωνικά	 δίκτυα	 έχουν	 εφαρμοστεί	 με	
μεγάλη	επιτυχία	σε	τομείς	όπως	η	αναγνώριση	εικόνας	ή	φωνής,	όπου	τα	δεδομένα	ανήκουν	
σε	 κάποιο	 ευκλείδειο	 χώρο,	 ωστόσο	 στο	 παρελθόν	 δεν	 είχαν	 την	 ανάλογη	 επιτυχία	 σε	
δεδομένα	 με	 πιο	 σύνθετη	 δομή,	 όπως	 οι	 γράφοι.	 Τα	 τελευταία	 χρόνια	 έχει	 σημειωθεί	
σημαντική	πρόοδος	στο	τομέα	της	μάθησης	πάνω	στους	γράφους,	με	μοντέλα	όπως	το	GNN	
(Graph	 Neural	 Network),	 το	 GCNN	 (Graph	 Convolutional	 Neural	 Network)	 και	 διάφορες	
παραλλαγές	 αυτών,	 όπως	 παρουσιάζονται	 στο	 [28].	 Στην	 περίπτωση	 μας,	 μπορούμε	 να	









παραθύρου.	 Η	 μέθοδος	 αυτή	 βελτίωσε	 σημαντικά	 την	 απόδοση	 των	 γράφων	 λέξεων,	
ωστόσο	ο	τρόπος	που	αναθέτουμε	τα	καινούργια	μήκη	παραθύρου	βασίζεται	σε	ευριστικές	
και	 σε	 δοκιμές.	 Από	 εκεί	 και	 πέρα,	 η	 μέθοδος	 collocation	 detection	 θα	 μπορούσε	 να	
αντικατασταθεί	 από	 μια	 πιο	 γενική	 μέθοδο	 εύρεσης	 εκφράσεων,	 όπως	 το	 Named	 Entity	
Recognition,	ώστε	να	προκύψουν	μεγαλύτερες	εκφράσεις	που	να	να	αντιπροσωπεύουν	πιο	
σωστά	τις	διάφορες	οντότητες	του	κειμένου.	Το	coreference	resolution	φάνηκε	να	δίνει	καλά	
αποτελέσματα,	 όμως	 η	 επίδοση	 της	 βιβλιοθήκης	 που	 χρησιμοποιήθηκε	 δεν	 ήταν	
ικανοποιητική,	οπότε	εναλλακτικά	στο	μέλλον	θα	μπορούσαμε	είτε	να	επικεντρωθούμε	σε	
πιο	 απλές	 αναφορές	 είτε	 να	 χρησιμοποιηθεί	 μια	 διαφορετική	 βιβλιοθήκη	 για	 περαιτέρω	
βελτίωση	της	απόδοσης.	Τέλος,	αν	και	στη	παρούσα	εργασία	η	χρήση	των	word	embeddings	
δεν	 φάνηκε	 πολύ	 χρήσιμη,	 θα	 ήταν	 πολύ	 χρήσιμο	 να	 εξεταστούν	 και	 άλλοι	 τρόποι	
χρησιμοποίησης	τους	για	την	κατασκευή	των	γράφων	λέξεων,	αφού	τα	word	embeddings	
έχουν	 αποδειχτεί	 πολύ	 χρήσιμα	 για	 την	 επίλυση	 πολλών	 προβλημάτων	 του	 τομέα	 της	
επεξεργασίας	φυσικής	γλώσσας.	
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