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Abstract 
Fuzzy neural network (FNN) method is presented where a functional model assists in a goal oriented prediction of safety objective and 
the FNN model based on time series is developed for prediction of the accident frequency rate which is one of important indices for safety 
objective management in an enterprise. The model is built in accordance with a connection link between fuzzy logic and neural 
computing. The fuzzy cluster identification algorithm is adopted to confirm the number of the best hidden layer nodes of the network. The 
FNN has capability to develop complex, nonlinear functional relationships between input–output patterns based on limited and sometimes 
inconsistent data, and is therefore suitable to predict the accident frequency rate on the basis of data obtained from histor ical data of the 
enterprise. Comparing with prediction results of the experiment of BP neural network model, the results of FNN model show that the 
prediction accuracy in function is reliable and practical. 
 
© 2012 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of the Capital University of Economics 
and Business, China Academy of Safety Science and Technology. 
. 
Keywords: Fuzzy neural network,Predict,Safety objective, Accident frequency rate 
1. Introduction  
The accident frequency rate (AFR) of employee is one of important indices for objective management of production 
safety in an enterprise, which reflects the state of safety of the production system. The ultimate goal for safe working 
environment of the enterprise is to pursue Zero Accident. But it can not achieve this result due to limitation of the level of 
management, the professional quality building and other factors. Therefore, a gradually small and feasible goal value should 
be established[1]. That is to say, research on the prediction of AFR is quite important in the enterprise, which plays an 
important role in taking effective measures in advance, decreasing the economic loss caused by accident, and protecting the 
health and safety of employee. 
It is well known that safety production system is a complicated and non-linear dynamic system, and it take on the 
typically non-linear characteristics which involving lots of uncertain factors. However, as one of the important indices of 
safety production system, The AFR has a certain dynamic mechanism on its interior structure. Consequently, the state of 
safety production system can be predicted by historical data on the correlations among various AFRs. A function is defined 
by: 
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Where, S refers to safety degree on the state of safety production system. X and Y refer to exterior variables. 
If the exterior correlations of safety degree series are neglected, f function can be written as: 
),,()1( tkt SSftS "                                                                          (2) 
Fuzzy neural network (FNN) is a concept that integrates some features of the fuzzy logic and the Artificial Neural 
Networks (ANN) theory. It based on the integration of two complementary theories. Purpose of the integration is to 
compensate weaknesses of one theory with advantages of the other [3-4]. On the one hand, it enhances the model 
interpreting ability of the neural network by making use of the interpreting ratiocination ability of the fuzzy system. On the 
other hand, it overcomes the dependences of the fuzzy technology on the advice of experts and the non-self-adaptability of 
the fuzzy sets by taking advantage of the self-learning functions of the neural network [3]. A promising approach to obtain 
the benefits of both fuzzy systems and ANN and solve their respective problems is to combine them into an integrated 
system. In this paper, a fuzzy neural network prediction model based on time series will be discussed to the prediction of the 
accident frequency rate for an enterprise. 
2. Model construction  
2.1. The structure of fuzzy neural network 
As is shown in Fig.1, the structure has four layers and the function of each layer is discussed below [5].  
 
 
Fig.1. Structure of FNN Structure 
 
The first layer: variable input layer. The equations of input and output are Ii (1)=xi, Oi (1)= Ii (1) respectively, i =1, 2, …, 
n; n refers to the number of input variables.  
The second layer: fuzzifying the input variables according to the membership function. Each node in this layer represents 
the precondition of the fuzzy rule, whose input is the output of layer 1, and its output represents the membership degree of 
each input variable to the precondition of the rule. Gaussian function is applied for the membership function, where 
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uij(xi) is the membership degree of xi, mij is the parameter determining the center value, σij is the parameter determining 
the width of the membership function. The reason for using Gaussian membership function is because of the good 
characteristics of this function. The following calculation and training process adapted the Gaussian membership function, 
the denominator of the training functions will not be zero and fewer parameters need to be adjusted.  
The third layer: defuzzification layer. The function of the output nodes is: 
   ijijj uOI )2()3( , )3()3( jj IO  , j=, , Ă, m; i =1, 2, Ă, n                                (4) 
The fourth layer: output layer. The output of the network is: 
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wj refers to the coupling value of the node of j to the output node in the third layer. 
2.2. The learning arithmetic of fuzzy neural network 
The arithmetic of BP(Back Propagation algorithm) is used for the learning arithmetic of the network value(mij, σij and 
wj), and the target function is  
2)(
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where, y is the output, and Y is the target vector. Regulate the value of mij  σij and wj according to the following 
formula[5]: 
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η and β refer to the learning rate and the coefficient of the momentum item, respectively. 
2.3. Prediction model 
The FNN prediction model based on time series theory to forecast the appropriate AFRs for an enterprise is proposed[6]. 
Choosing the values of the former 6 years to predict the seventh one, as is shown in Fig.2. 
 
 
Fig.2. Prediction model based on time series theory 
 
3. The Application of the prediction model 
3.1. Data collection and analysis 
The accident frequency rate is expressed in terms of the number of deaths and injuries in occupational accidents per 1 
million work-hours in the aggregate. The rate is gained by dividing the number of deaths and injuries (multiplied by 1 
million) in occupational accidents that occurred during the survey period by the aggregate number of work-hours for all 
workers who were exposed to risks in the same period. 
According to the investigated data of AFR in an enterprise from 1977 to 2006, there are all together 30 samples(x1, 
x2, … x30).  
Number of deaths and injuries in occupational accidentsAFR = 1,000,000
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3.2. Pretreatment of the input data 
First of all, normalize the data, in order to avoid the overflow of the data. M, m and y are described as follows, 
respectively: 
Set M=max (xt), m=min(xt),1 ≤t≤30, and yt= (xt-m)/(M-m), So, ytę [0, 1]. Then, the Normalized input vector yt =[yt-5, 
yt-4,…, yt], and output vector is yt+1(6 ≤t≤30).  
Where, xt refers to the original value of the sample, t refers to the number of the samples, yt refers to the value after 
normalization, M and m mean the maximum and minimum values, respectively. 
3.3. The parameters confirmation of the network 
(1) Confirm the number of the input variable n 
According to the front section A and B of ċ, the number of input variables is 6, that is to say n = 6.  
(2) Confirm the number of the fuzzy rules m 
The Fuzzy Cluster Identification Algorithm is adopted in this paper to confirm the number of the best fuzzy rules of the 
fuzzy system which is used as the number of the hidden layer nodes of the network. According to the result calculated, the 
best clustering number m = 3. Let value of m be 3, 4 and 5 respectively for obtaining the better precision of the network, so 
the value of n×m is 18, 24 and 30, respectively. By network training, their error curves are plotted in Fig.3 and 
corresponding MSEs are shown in Table 1. 
 
(a) 0 200 400 600 800 1000 1200
10
-15
10
-10
10
-5
10
0
1339 Epochs
T
ra
in
in
g
-B
lu
e
  G
o
a
l-B
la
ck
Performance is 9.98841e-015, Goal is 1e-014
   (b) 0 500 1000 1500 2000
10
-15
10
-10
10
-5
10
0
2063 Epochs
T
ra
in
in
g
-B
lu
e
  G
o
a
l-B
la
ck
Performance is 9.98073e-015, Goal is 1e-014
   (c) 0 500 1000 1500 2000 2500
10
-15
10
-10
10
-5
10
0
2774 Epochs
T
ra
in
in
g
-B
lu
e
  G
o
a
l-B
la
ck
Performance is 9.97962e-015, Goal is 1e-014
 
Fig.3. Error curve during training for (a) m=3 , (b) m=4 and (c) m=5 
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Fig.4. Comparative Error Curves of Different Values of m 
 
As the Fig.4 shows, the former 20 values of error are almost ‘0’ while the others are different. This is because the former 
20 samples are derived from Training samples. As a result, testing data should be gained from non-training samples for the 
sake of testing the performance of network. It can be concluded that as far as the training nodes used for simulation in the 
curves are concerned, for getting a good precision and a simple structure, m = 3 is the best choice by comparing the Fig.3-4 
and Table 1. 
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                                                                      Table 1. Comparative MSEs of Different Hidden Layer Nodes 
Hidden Layer Nodes MSE 
18 3.6029e-003 
24 1.1854e-002 
30 6.3196e-003 
 
(3) Select the appropriate parameters of network 
As is shown in Table 2, the parameters of network are discussed below. 
 
                                                                                      Table 2. The Parameters of Network 
max_epoch err_goal η β show_freq 
3000 1e-014 0.015 default 20 
 
Some researches[2,4-5] and the above experiments show, if the selected learning rate η is too small, the degree of the 
amendment of the network variables will be too little and the constringency will be too slow to get perfect results. In turn, if 
η is too big, it may cause a durative surge near the stabilization point and will be difficult to constringe, although it can 
quicken the learning speed. The introduction of β can eliminate the high frequent surge during the learning process, so that 
bigger learning rates can be selected, and the learning speed of the network can be quickened. At present, there is no definite 
method to confirm the learning rate in theory[2]. For certain problems, some experiments are necessary parts to compare the 
results of different combinations of η and β. By doing some contrastive experiment, η = 0.015 and β is adopted as default 
value that may be appropriate. The Matlab neural network box was adopted and the training process of network has been 
illustrated in Fig.3. 
(4)Result analysis 
In this paper, BP neural network is taken as a contrast between BP and FNN, and in BP neural network, the number of its 
hidden layer nodes is acquired according to the expressions amnn  ' (n: the number of input nerve cell; m: the number 
of output cell; a [1, 10]; let a be 10 and 12 ' n here). Calculate respectively using the fuzzy neural network and the BP 
neural network to compare their results. As it can be seen from Table 3, there are actual values, output values and Relative 
errors ttt xxx /)ˆ(   of AFRs in the last four years(from 2003 to 2006). The results show that the fuzzy neural network is 
more precise than the BP neural network according to the comparison of ‘Out’ and ‘Relative Errors’ between BPNN and 
FNN, as far as the purpose of prediction is concerned, the fuzzy neural network is able to produce the output with fairly 
better precision. 
 
                                                                                       Table 3. Output and Relative Errors 
No. Target 
Output Relative Errors 
FNN BPNN FNN BPNN 
1 4.87 4.83 5.11 -8.21e-3 4.93e-2 
2 4.23 4.45 4.90 5.2e-2 1.58e-1 
3 4.05 4.22 3.23 4.2e-2 -2.51e-1 
4 4.32 4.45 5.02 3.01e-2 1.62e-1 
 
4. Conclusion 
A model of fuzzy neural network based on time series theory is presented to predict the appropriate Accident Frequency 
Rate for an enterprise. The Fuzzy Cluster Identification Algorithm is adopted to confirm the number of the best fuzzy rules 
of the fuzzy system which is used as the number of the hidden layer nodes of the network, so that the precision of both 
calculation and extrapolation can be improved. The experiment shows that testing data should be gained from non-training 
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samples and the results of the prediction indicate that the model of fuzzy neural network can preferably reflect the nonlinear 
relationships between the factors. As far as the purpose of predicting the state of safety production system is concerned, it is 
an efficient predicting method, and can provide some guidance for enterprises by predicting AFRs so that they can make 
great effort to prevent the crises from occurring and avoid something unexpected to happen. 
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