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1.1 Problem Statement 
 Machine tools with three translational axes have shown the ability to fabricate a 
large variety of products with relatively simple geometry to a satisfactory accuracy.  
However, thermal errors are still one of the main factors affecting the machine accuracy.  
In addition, in order to machine workpieces with complex shapes, such as impeller blades, 
engine blocks, etc, five-axis machine tools are preferred due to the excellence of 
simultaneously positioning and orienting the tool with respect to the workpiece.  
Nevertheless, current five-axis machine tools still cannot provide the same consistency 
and accuracy as their three-axis counterparts.  This, aside from the cost, prevents the 
wider acceptance and utilization of five-axis machine tools despite many superior 
characteristics.   
 Major barriers hindering the development and practical implementation of five-
axis precision machining specifically include:  
(1) Inaccurate and non-robust prediction model for thermal errors.  Thermal errors 
have become the major contributor to the inaccuracy of machine tools.  Time-variant 
thermal errors are more elusive to model than geometric errors.  The robustness of the 
thermal error model under various working conditions depends on the thoroughness of 
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the training process and the length of characterization time.  A model estimated under 
one working condition may not be applicable under other working conditions.   
(2) Insufficient pragmatic application of thermal error compensation on five-axis 
machine tools.  Optimal sensor location determination, thermal deformation mode 
analysis and dynamic thermal error model derivation have been developed and 
demonstrated for machine components and simple machine tools.  But there is still no 
significant breakthrough for production machines with complicated structures due to the 
lack of a generalized thermal error compensation strategy, which is more than a merely 
concept-proving method.  In addition, thermal error compensation of five-axis machine 
tools is usually circumvented because of the intricate algorithms.   
(3) Lack of systematic analysis and methodological study on five-axis machine tools 
from the accuracy perspective.  Introduction of rotary axes fundamentally alters the 
machine’s kinematic structure, thus limiting the application of analytical methods 
developed for three-axis machines to five-axis machine tools.  The overall accuracy is 
determined by the interaction of a number of error terms in the kinematic chain of a five-
axis machine.  But the influence of the major components is still difficult to reveal.   
(4) Inadequate error identification and calibration approaches.  There is still no 
efficient calibration method to identify the complete error components due to inherent 
structure imperfection and relative movements of a five-axis machine tool.  Traditional 
laser interferometer or ball bar system has been proved to be competent for linear axis 
calibration, but the existing algorithms do not work efficiently for rotary axes.  Such error 
components as squareness errors between the linear axes and parallelism errors between 
linear and rotary axes are even more challenging.   
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 It is worth noting that the issues of five-axis machine tools are not a straight 
extension from the three-axis machine areas.  With the introduction of rotary axes, 
orientations of the tools become as important as tool positions, which are not considered 
for three-axis machines.  Besides, mutual interaction between the five axes is totally 
different from independent movement of traditional machines with three orthogonal 
linear axes.  Lastly, numerical calculation complexity significantly increases for tool path 
generation, post-processing, compensation algorithm development, and so on in five-axis 
machining.   
 
1.2 Research Objectives 
 The objective of this research is to develop a systematic methodology to improve 
the accuracy of five-axis machine tools from design, testing until practical application 
stages.  To achieve the ultimate research goal, the following tasks are proposed:  
(1) To apply the innovative thermal modal analysis.  Thermal modal analysis is 
exploited for the temperature sensor placement strategy and thermal error modeling.  
Finite element analysis (FEA) is utilized to examine the essence of thermal process of 
machine tool elements.  Numerical simulation and practical experiments are carried out 
to illustrate the existence and feasibility of the thermal modal analysis in reality.   
(2) To propose the thermal loop analysis.  A machine tool is decomposed into several 
thermal links, which are separately analyzed based on the thermal modal analysis, along 
the thermal loop.  The overall thermal errors are obtained through vectorial summation.  
This methodology associated with the thermal modal analysis constructs an innovate 
framework, facilitating the application of thermal error compensation to various machine 
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tools.   
(3) To develop an efficient rotary axis calibration and compensation methodology.  
Error components induced by rotational motion can be identified by an inverse kinematic 
analysis.  The formulation and mathematical rationale behind this method is investigated.  
Effective geometric error calibration algorithm is derived to improve the positioning 
accuracy of a five-axis machine tool.   
 The major contributions of this research include the practical application of 
thermal modal analysis to machine tool elements, the development of an innovative 
thermal loop, the proposal of a generalized thermal error compensation framework and 
the identification and measurement of geometric error components of rotary axis for five-
axis machine tools.   
 
1.3 Dissertation Outline 
 This dissertation contains six Chapters.  Chapter 2 is the literature review of 
machine tool error compensation techniques.  The basic steps and procedures of error 
compensation methods are summarized.  The existing geometric and thermal error 
compensation approaches are surveyed and compared in details.   
 In Chapter 3, the innovative thermal modal analysis is revisited and modified for 
the practical application.  The essence of thermal deformation process of machine tools is 
revealed by the thermal modal analysis.  Hence, the number of temperature sensors could 
be well controlled, and the locations be appropriately decided.  Thermal error models 
thus derived are insensitive to the training conditions.   
 Chapter 4 attempts to present a thermal loop analysis for the further enhancement 
the thermal error compensation results associated with the thermal modal analysis of 
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machine tool elements.  A complete methodology of the thermal loop analysis, including 
the identification of thermal loops, decomposition and recombination of machine tools, 
and the prediction of overall thermal errors based on the thermal error model of each 
thermal link will be developed.   
 Chapter 5 is devoted to the development of the calibration approach for rotary 
axis through the inverse kinematics analysis.  The error components induced by the 
movement of rotary axis will be measured by using a telescopic magnetic ball bar.  Based 
on the calibration results, geometric error compensation could be implemented on five-
axis machine tools to substantially improve the machining accuracy.   
 Chapter 6 summarizes the research work and provides recommendations for 
future work.   
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2.1 Basic Machine Tool Error Reduction 
2.1.1 Error Sources 
 Machined part accuracy is essentially determined by machine tool performance 
from the point of view of compliance to tolerance, surface definition, etc.  Accuracy is 
one of the most important performance measures, the ability to control errors to optimize 
performance while maintaining cost is crucial in the machine tool industry.   
 In general, there are two basic categories of errors, quasi-static errors and 
dynamic errors.  Quasi-static errors are errors in the machine, fixturing, tooling, and 
workpiece that occur relatively slowly (Slocum, 1992).  Sources of this type of errors 
include geometric errors, kinematic errors, thermal errors, cutting force induced errors, 
etc.  Geometric errors are defined as errors in the form of individual machine components.  
Kinematic errors are caused by misaligned components in the trajectory.  Thermal errors 
are induced by thermo-elastic deformations due to internal and external heat sources of a 
machine tool.  As heat generation at contact points is unavoidable, thermal errors are one 
of the most difficult error sources to completely eliminate.   
 Dynamic errors are, on the other hand, primarily caused by structural vibration, 
spindle error motion, controller errors, etc.  They are more dependent on the particular 
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operating conditions of the machine.  Overall, quasi-static errors account for about 70 
percent of the total errors of a machine (Bryan, 1990).   
 
2.1.2 Error Reduction Methods 
 Error avoidance and error compensation are the two basic approaches to improve 
the machine tool accuracy (Ni, 1997).  The general approach to apply error avoidance is 
to build an accurate machine during its design and manufacturing stage so that the error 
sources could be kept to a minimum extent.  Good rules of thumb such as reasonable 
assignment of stiffness, proper addition of damping, careful selection of materials, 
symmetrical structure design, and the like are extensively adopted.  Error avoidance by 
the refinement of a machine from its basic structure or the control of working 
environment is generally accepted as the most desirable way to eliminate errors.  This 
approach, however, has two inevitable drawbacks.  On the one hand, it is impossible to 
eliminate all the errors solely by design and manufacturing techniques; on the other hand, 
the machining costs rise exponentially as the level of precision requirement is tightened.   
 Unlike error avoidance, no attempts are made to avoid errors for error 
compensation.  Rather, errors are allowed to manifest themselves, and then be measured 
and corrected.  As the accuracy of a machine tool is affected by various error sources, 
error compensation places more emphasis on the interactive impact rather than individual 
errors.  The basic idea of error compensation does not aim at reducing the absolute value 
of errors, but the effects of these errors on the machining accuracy and final dimensions 
of produced parts.  Error compensation gains its importance because design and operating 
specifications are either difficult to realize or subtly contradictory to each other.  
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Moreover, compensation is considered as an efficient method for periodic machine 
accuracy enhancement during the machine utilization over the years.   
 Nevertheless, there also exist limitations in error compensation techniques.  The 
degree to which machining accuracy can be achieved by error compensation is highly 
dependent on the repeatability of the machine itself and the method selected to 
demonstrate the interconnection between different errors.  The former is closely related to 
the design and fabrication of the machine, in other words, error avoidance approach sets 
the bottom line of the performance improvement that can be obtained through error 
compensation.  The latter highly depends on the insight into the influences of errors on 
the machining accuracy, which could not be easily embraced in mathematical models.   
 
2.2 Geometric Error Compensation 
 Geometric errors (Ramesh et al., 2000a) are extant in a machine on account of its 
basic design, the inaccuracies built-in during assembly and as a result of the components 
used on the machine.  These factors affecting geometric errors include surface 
straightness, surface roundness, bearing preload, etc.  Geometric errors have various 
components like linear positioning error, straightness and flatness of movement of the 
axis, backlash error, etc.  Geometric errors are especially significant with medium-size 
and large-size machine tools where rigid machine structures are difficult to achieve.  
Kinematic errors are mainly concerned with the relative motion errors of several moving 
machine components that need to move in accordance with precise functional 
requirements.  These errors are particularly significant during the combined motion of 
different axes.  Kinematic errors include squareness and parallelism of axes with respect 
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to their ideal locations between each other.  Literally, kinematic errors in a well-designed 
and manufactured machine should be very repeatable.   
 Compensation for geometric and kinematic errors has been widely realized in 
machine tools and coordinate measuring machines (CMMs) to effectively improve the 
machine tool accuracy (Zhang et al., 1985; Donmez et al., 1986; Belforte et al., 1987; 
Duffie and Malmberg, 1987; Balsamo et al., 1990; Chen et al., 1993; Lo et al., 1995; 
Mou et al., 1995a and 1996b; Weck et al., 1995; Chen and Ling, 1996; Barakat et al., 
2000; Wang et al., 2002; Harris and Spence, 2004; Raksir and Parnichkun, 2004; Choi et 
al., 2004).  In spite of the vast amount of literature reported on the error compensation 
techniques, the underlying approaches are basically similar.  Kinematic error modeling, 
error measurement and calibration, and error compensation methods are the three basic 
building blocks.   
 
2.2.1 Kinematic Error Synthesis Model 
 The development of kinematic models based on the machine structure is one of 
the key steps for an efficient error compensation strategy.  Investigators have addressed 
the error modeling problem from different perspectives.  Early researchers utilized 
trigonometric relationships (Leete, 1961) and vector chain representation (Schultschik, 
1977) to model kinematic errors.  Currently, homogeneous transformation matrix (HTM) 
based error synthesis method (Hocken et al., 1977) has been widely recognized and 
employed to build kinematic error models since it easily accommodates various error 
components.  Rigid body kinematics and small angle approximation are two basic 
assumptions (Ferreira and Liu, 1986).  Denavit-Hartenberg (D-H) convention (Denavit 
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and Hartenberg, 1954), first introduced to describe the robotic configuration, is another 
commonly used method to derive kinematic models (Paul, 1981).  Derivations of 
kinematic error models for five-axis machine tools have also been conducted and 
reported (Kim and Kim, 1991; Soons et al., 1992; Lin and Ehmann, 1993; Kiridena and 
Ferreira, 1993; Srivastava et al., 1995).  The inclusion of two rotary axes brings 
additional orientation errors besides the positioning errors of the existing three linear axes, 
and motivates new calibration methods for the measurement of rotation induced errors.   
 
2.2.2 Geometric Error Calibration 
 Calibration is the process of establishing the relationship between a measuring 
device and the units of measure.  This is done by comparing a devise or the output of an 
instrument to a standard having known measurement characteristics.  The national 
standard, ASME B5.54-1992, provides procedures for the performance evaluation of 
CNC machining centers by using different kinds of instruments, such as laser 
interferometers, electronic levels, capacitance gages, etc.  In addition, it facilitates 
performance comparison between machines under specified environmental requirements.   
 Error calibration methods can be categorized into direct and indirect methods 
(Ramesh et al., 2000a).  The direct error measurement is performed by measuring and 
modeling each error component independently.  The indirect error estimation is realized 
by measuring volumetric errors or produced part dimensions with some type of artifacts 
or reference standards and estimating error components based on inverse kinematics.  
The direct method requires familiarity with measurement equipment and operator 
11 
expertise, while the indirect method needs complex mathematical derivation, but much 
simpler devices for data acquisition.   
 
Direct Calibration Method 
 The advantage of using the direct method is that it gives direct evidence of 
mechanical accuracy of a machine tool or its axis.  Each error component is measured by 
conventional equipment such as laser interferometer, autocollimator or electronic level.   
 Weck and Bibring (1984) comparatively described the calibration instruments and 
algorithms used to measure geometric error components for three-axis machine tools at 
that time.  Sartori and Zhang (1995) also summarized the available equipment and 
approaches as a benchmark.  Most methods therein were intended to measure single error 
component of a moving axis at a time.  Because of this, it is very tedious and laborious to 
calibrate a machine.   
 To simplify the calibration procedures, Zhang et al. (1988) developed an approach 
to measure the overall 21 error components of a three-axis machine by measuring the 
linear displacement errors along 22 lines within the working space.  Chen et al. (2001) 
improved this method by reducing the number of measurement lines to 15.  Laser vector 
measurement is another efficient calibration technique.  Wang (2000) and Janeczko et al. 
(2000) proposed this approach for the measurement of the volumetric positioning errors 
of a machine tool.  This method is able to measure the linear displacement errors and 
straightness errors simultaneously, rather than once an error component by using laser 
interferometer.  However, the limitations and constraints of vector or sequential diagonal 
methods were pointed out by Chapman (2003).  To justify the laser vector measurement 
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technique, Svoboda (2006) conducted a series of tests and concluded that this method 
does not work properly if the magnitude of the linear displacement error is large.   
 On-line geometric error calibration is also proposed and implemented by many 
researchers.  Ni et al. (1991) developed a multi-degree-of-freedom measuring (MDFM) 
system for CMM geometric errors.  Based on the MDFM system, Ni and Wu (1993) 
presented a hybrid on-line and off-line measurement technique for volumetric error 
compensation.  When implemented on a 3-axis machine, up to 15 geometric error 
components were measured simultaneously on-line and the remaining 6 components 
needed to be calibrated off-line.  Huang and Ni (1995) utilized three MDFM systems, one 
for each moving axis of a CMM, to develop an on-line error compensation algorithm.  
Mico et al. (2005) proposed an on-line measurement system in the mechanization process 
of a designed machine tool for high-speed machining applications.  The measurement 
system was based on the integration and optimization of the Michelson-Morley 
interferometer configuration.  Spindle probes (Pahk et al., 1996; Choi et al., 2004; Kwon 
et al., 2006; Cho et al., 2006) are extensively employed to enhance the machined part 
accuracy as well.  The machining process is iteratively intercepted for on-machine 
measurement, and the measurement results are thus exploited to predict the geometric 
errors.  Lim et al. (2007) developed an on-machine optical measurement device based on 
non-contact optical method.   
 Some other instruments were also proposed for error calibration.  Umetsu et al. 
(2005) utilized a laser tracking system to calibrate a CMM.  Chen et al. (1999) presented 
an auto-alignment laser interferometer system for the measurement of geometric errors.   
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Indirect Calibration Method 
 Indirect calibration method uses artifacts or ball bars to estimate geometric errors 
of machine tools and CMMs.  Generally speaking, error components are not directly 
measured, but computed through inverse kinematics analysis or other mathematical 
relationship between the measured errors and error components.  Indirect calibration 
method usually requires more derivations and calculation, and the calibration accuracy is 
not as high as the direct calibration method.   
 Artifacts, as a standard reference with known dimensions, are employed to obtain 
the geometric errors on the basis of comparison.  Zhang and Zang (1991) used a 1-D 
array ball to measure the machine geometric errors.  Kruth et al. (1994) proposed a 
squareness error measurement method by using a single properly sized artifact.  Mou et al. 
(1995a and 1995b) proposed an adaptive error correction method using a feature-based 
analysis technique.  The information from pre-process characterization, process-
intermittent gauging, and post-process inspection were integrated to automatically 
improve machine performance.  Chen and Ling (1996) used artifacts to model the 
positioning and contouring errors.  Balsamo et al. (1997) reviewed the use of ball plate 
based techniques for CMM parametric errors determination and concluded that the low 
cost, ease to use and the insensitivity to pre-existing error compensation schemes are the 
main advantages of the ball pate.  Zhang and Fu (2000) utilized a grid plate to calibrate 
an optical CMM with a pre-calibrated axis.  Barakat et al. (2000) proposed a calibration 
method by measuring a commercial ring gauge in a structured lattice in the work volume 
of a CMM.  De Aquino Silva and Burdekin (2002) presented a space frame of tetrahedral 
form for the rapid performance assessment of CMMs.   
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 The application of ball bars to measure geometric errors is basically through a 
circular test.  Bryan (1982a and 1982b) designed the magnetic ball bars and developed 
the principles and operations to collect the positioning errors.  This technique gives rapid 
and precise indications of the two or three dimensional accuracy of a machine.  Knapp 
(1983) developed a circular test to evaluate the geometric accuracy of three-axis 
machines.  Kunzmann and Waldele (1983) used a fixed ball bar to estimate the linear 
displacement errors and squareness error of a CMM.  The impact of those error sources 
on the positioning errors of the CMM was formulated and estimated.  Kakino et al. (1987) 
measured the motion errors of NC machine tools and diagnosed of their origins by using 
the telescopic magnetic ball bar.  By detecting the relative distance between the two balls, 
the motion errors during circular interpolation motion were measured.  Suh and Lee 
(2000) obtained the machine errors by using a ball bar in a contouring test and 
incorporated the results in the CAM to optimize the tool path accuracy.  Overall speaking, 
the calibration methods by using ball bars allow the measurement of numerous quasi-
static and dynamic parameters through circular tests, and thus have been extensively used 
for the accuracy inspection of three-axis machine tools (Kakino et al., 1993).   
 
2.2.3 Error Compensation Algorithm 
 In order to realize the error compensation technique in the machine tools and 
CMMs, the tool end position along the trajectory must be continuously adjusted by 
additional compensatory values in machine control cycles.  Encoder feedback signal 
interception and origin shift method are the two common approaches (Ni, 1997).   
 Encoder feedback signals can be intercepted by an external computer for real-time 
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error compensation.  The computer calculates the volumetric error of a machine and 
inserts or removes the equivalent number of pulses of the quadrature signals.  The servo 
system will therefore adjust the positions of the moving slides in real-time.  The 
advantage of this technique is that it requires no extra module of CNC controller software.  
It can be applied to any CNC machine, including some old types of CNC machines, with 
position feedback of machine axes.  However, specially developed electronic devices are 
needed to insert quadrature signals into the servo loops.  These insertions are sometimes 
very tricky and require extreme caution in such a way that they do not interfere with the 
feedback signals of a machine.   
 Another way to compensate for errors in real-time is the origin shift method.  In 
this method, the amounts by which the machine axes need to be moved to compensate for 
the errors are sent to the CNC controller to shift the reference origins of the control 
system through an I/O interface, and then added to the command signals for the servo 
loop automatically.  To achieve real-time error compensation effectively in the 
commercial application, all error origins have to be addressed in a timely fashion.   
 
2.3 Thermal Error Compensation 
 The thermal error is one of the most significant factors influencing the machine 
tool accuracy (Bryan, 1990).  With the improvement of machine tool positioning 
accuracy and machining performances, thermal errors become even more significant.   
 Most machine tools are unavoidably subject to continuously varying operating 
conditions.  The internally generated heat and environment temperature gradient render 
the machine tool exposed to complex and changing temperature distributions.  As 
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mentioned by Bryan (1990), there are six main thermal error sources: (1) heat generated 
from the cutting process, (2) by the machine energy loss, (3) hydraulic oil, coolant, and 
cooling systems, (4) room environment, (5) people, and (6) thermal memory from 
previous environment.  The thermal deformation errors thus caused are even more 
difficult to quantify and predict if the complicated structure of a machine tool is taken 
into account.   
 Thermal errors can be divided into two categories, position independent thermal 
errors (PITE) and position dependent thermal errors (PDTE) (Chen et al., 1993).  PITE 
change as a function of temperature but not the axis position.  The effect of PITE on 
component accuracy is strongly dependent on the rate of change of the PITE relative to 
the time taken to produce a part.  PDTE change as a function of axis position as well as 
temperature.  They effectively alter the linear positioning of the machine.  To simplify the 
problem and determine the most suitable thermal error compensation techniques, it is 
useful to differentiate these two kinds of thermal errors.   
 Researchers have been investigating the influences of thermal errors on the 
machine tool accuracy and seeking solutions to reduce these errors for decades.  Special 
approaches pertaining to the thermal error avoidance include: (1) reducing and relocating 
heat sources (Donaldson and Thompson, 1986), (2) rearranging the machine tool 
structure to achieve thermal robustness (Spur et al., 1988), and (3) using materials that 
have strong thermal stiffness (Suh and Lee, 2004).  Controlling the environmental 
temperature is also helpful in reducing thermal errors, because daily environment 
temperature fluctuation is one of the major heat disturbances.  For the implementation of 
thermal error compensation, besides the common approach of moving machine slides 
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through sending compensatory signals to CNC controller, artificially controlled heat 
sources on machine tool structures are employed to offset the thermal bending effects, 
thus eliminating the thermal errors (Sata et al., 1975; Hatamura et al., 1993; Fraser et al., 
1999c).   
 
2.3.1 Thermal Error Identification 
 Thermal error identification is one of the crucial steps for a successful thermal 
error modeling and compensation.  There are two basic error identification categories: 
workspace measurement approach and error synthesis approach (Yang, 2002).   
 In workspace measurement approach, the required compensation values are 
determined by making direct measurements of the thermal errors between the tool tip and 
workpiece during machining (Yandayan and Burdekin, 1997).  Normal machining 
process is usually stopped and a probe is used to measure a datum or reference point on 
the machine; error maps are then generated associated with different machine 
temperature status and axis positions.   
 Chen (1996b) developed a quick setup and multiple-error measurement system 
with on-line probes.  Measurements were performed at several selected points, and the 
thermal errors at any location of the working zone were interpolated in between.  Direct 
measurement is very effective in correcting slowly changing thermal errors, but has the 
disadvantages of requiring potentially expensive additional measurement equipment and 
intruding into the machining process, thus reducing the production efficiency.   
 In error synthesis approach, the resultant thermal errors at the tool tip are 
computed by combining the measurement of the distortion of each individual machine 
element along the kinematic chain of a machine tool.  This method gives the 
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comprehensive evidence of the accuracy of each machine element, but is generally time-
consuming.   
 A laser interferometer and non-contact capacitance sensors are usually used to 
directly measure the thermal errors, such as the linear and angular errors of moving axis 
under changing temperature fields and the thermal expansion of the rotating spindle 
(Donmez et al., 1986; Chen et al., 1993; Lo et al., 1995).  Because there are many thermal 
error components to be measured separately, the labor-intensive calibration procedures 
must be repeated several times.  In addition, the interactive impact between the thermal 
error sources is sometimes ignored.  Reference artifacts or gauges with known 
dimensions are also exploited for the thermal error identification.  Error components are 
inversely estimated based on the comparison of the measurement results and the 
reference values (Ziegert and Kalle, 1994; Li et al, 1997; Kim and Chung, 2004).  A large 
number of equation derivations and parameter estimation make this method relatively 
complicated.  The derived relationship between the machine error components and the 
aggregate thermal errors might not be able to accurately predict the dimensional accuracy 
of the finished parts.   
 “Part-oriented” identification techniques were developed to relate the part-feature 
errors of a part family with machine tool errors.  Mou et al. (1995a and 1995b) presented 
a feature-based analysis technique to relate the dimensional and form errors of 
manufactured features to the machine tool thermal errors.  This approach dealt with 
mathematic models and measurements closely related to the real parts.  This method is 
applicable for the mass or batch production, where the machine tools are dedicated to a 
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particular part family.  Therefore, only a limited number of part-feature related machine 
tool errors are important and need to be identified.   
 
2.3.2 Thermal Error Modeling 
 For most thermal error compensation systems, mathematical models are necessary 
to relate the thermal errors to other variables that are easier to measure.  Although the use 
of variables such as spindle speed (Li et al, 1997; Lim and Meng, 1997) and strain gauges 
measurement (Hatamura et al., 1993) have been reported in the literature, temperature 
measurements at certain key positions on the machine tool structures are most widely 
utilized.  Consequently, mathematical models describing the relationships between the 
thermal errors and the temperature measurements become essentially important.  Various 
thermal error models underlining the thermo-elastic relationship have been investigated 
and applied for the thermal error compensation.  They are categorized into two groups: 
time independent static models and time dependent dynamic models (Yang, 2002).   
 For time independent static model, only current temperature measurements are 
taken as the model inputs.  Donmez et al. (1986) derived a polynomial function of the 
temperature rise at the spindle bearings to predict the spindle tilt-up error of a turning 
machine.  Chen and Chiou (1995) compared the thermal error modeling effects by using 
multiple regression analysis (MRA) and artificial neural network.  In recent years, 
different types of neural network have been employed in the thermal error modeling 
(Veldhuis and Elbestawi, 1995), including cerebellar model articulation controller 
(CMAC) neural network (Yang et al., 1996), fuzzy ARTMAP neural network (Srinivasa 
and Ziegert, 1997), and the like.  Ramesh et al. (2003a and 2003b) utilized the Bayesian 
network and support vector machine (SVM) model to classify the thermal errors 
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depending on the operation conditions and develop the mapping of the thermal errors 
with the machine tool temperature profile.   
 For time dependent dynamic models, time is either explicitly taken as the model 
inputs (Kim and Cho, 1997) or implicitly inferred by including previous temperature 
measurement.  Janeczko (1989) observed that the spindle thermal expansion has a 
lagging characteristic compared with the collected temperature at certain sensor locations, 
so an exponential function, including time constant and expansion length, was developed 
to estimate spindle thermal expansion errors.  Moriwaki (1998) experimentally 
determined the transfer functions between the spindle rotation speeds and thermal 
displacement, and between the air temperature and thermal displacement, respectively.  
Convolution was used to determine the time domain thermal deformation based on the 
linear system assumption, and model adaptation was performed for different spindle 
speeds.   
 Fraser et al. (1998a, 1998b, 1999a, 1999b and 1999c) proposed a generalized 
modeling approach to model the thermal-elastic relationship.  Inverse heat conduction 
problem (IHCP) was resolved to identify the heat sources from temperature reading and 
then system model was derived to predict thermal deformation according to these heat 
sources.  The generalized model for the thermal deformation process and generalized 
transfer functions of the dynamic thermal deformation process in the S-domain were 
determined for the purpose of control system design.   
 Wang et al. (1998) presented a systematic methodology for the thermal error 
correction of a machine tool.  The thermal deformation was modeled using the grey 
system theory to dynamically predict the thermal errors.  Unfortunately, some short-term 
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dynamics of the system were lost due to the properties of Accumulated Generating 
Operation (AGO).  Therefore, the model obtained under one particular operating 
condition was not robust under other conditions.   
 Yang and Ni (2003) proposed an Output Error (OE) model to describe the 
dynamic nature of machine tool thermal errors by considering the time series of both 
temperature inputs and thermal deformation outputs for model estimation.  This approach 
significantly improved the accuracy and robustness of thermal error models.  Yang and 
Ni (2005a) presented a recursive model adaption mechanism based on the Kalman filter 
technique with multiple-sampling horizons to update the thermal error model during 
continuous changes of manufacturing conditions such as system reconfiguration or 
performance degradation over a long period.   
 The abovementioned approaches are empirical and highly dependent on the model 
training conditions.  Numerical methods, such as the finite difference method (FDM) and 
the finite element method (FEM) are also utilized for the development of thermal error 
models.  The numerical methods are powerful tools in simulating the practical heat 
transfer and thermo-elastic processes, where analytical solutions to temperature fields and 
thermal deformations are prohibited due to the complexity of machine tool structures.   
 Attia and Kops (1981a) approximated the thermal behaviors and deformations of 
a machine tool structure in response to the effect of fixed joints using the FEM.  
Moriwaki (1988) used the FDM to predict and compensate for the thermal deformations 
of a hydrostatically supported precision spindle.  Lingard et al. (1991) analyzed the 
temperature perturbation effects on a high precision CMM using the FEM.  Jedrzejewski 
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and Modrzycki (1992) applied the FEM to optimize the thermal behavior of a machine 
tool under various service conditions.   
 The absolute accuracy of the numerical methods is limited by several complex 
uncertainty factors, such as geometrical dimensions, boundary conditions, and machine 
joints.  However, the limitations with respect to the reliability of quantitative results 
cannot reduce the impact of numerical methods on the qualitative evaluation of machine 
tool accuracy (Weck et al, 1995).  The FEM is capable of making important contributions 
in deciding the initial temperature sensor locations for the subsequent thermal error 
modeling (Bryan, 1990).   
 
2.3.3 Temperature Sensor Placement 
 For those thermal error models with temperature as inputs, the locations of 
temperature sensors play a vital role in determining the accuracy, efficiency and 
robustness of the derived models.  Generally speaking, to put a large number of 
temperature sensors onto the machine structure can improve the accuracy and robustness 
of the thermal error model.  Balsamo et al. (1990) initially used nearly 100 temperature 
sensors to predict the thermal deformations of a CMM.   
 However, it is always an engineering concern to reduce the number of 
temperature sensors.  Some researchers chose the variables based on their experiences 
with the potential heat sources and machine tool thermal deformations (Donmez et al., 
1986; Moriwaki, 1988).  Correlation coefficients between thermal errors and temperature 
variables were exploited to select highly correlated temperature variables for modeling 
(Kurtoglu, 1990).  Chen et al. (1996b) used a standard step-wise regression method to 
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find better linear models with multiple temperature variables.  The most strongly 
correlated temperature variables were first included; then one temperature variable was 
either added or subtracted at a time based on the statistical significance evaluation of that 
variable.  Lo et al. (1999) used an objective function formulated by a modified model 
adequacy criterion based on the Mallow’s  to select the temperature variables.   
 In most researches, complete information of the dynamic characteristics of the 
temperature fields and the thermal errors is not considered in determining the temperature 
sensor locations.  If temperature sensors are not placed within the significant sensing 
areas of a machine tool structure, the resultant thermal error models cannot be robust 
under various operating conditions.  Ma (2001) proposed an optimization method to 
locate temperature sensors.  The basic rule for selecting optimal sensor locations is that 
the smaller the frequency of the thermal load is, the farther the sensor should be mounted 
away from the heat source.  This method is theoretically appealing, but has not yet been 
applied and validated through practical experiments.  Therefore, it is still necessary to 
develop a systematic methodology for optimizing the temperature sensor locations so that 




CHAPTER 3  
ROBUST MACHINE TOOL THERMAL ERROR MODELING THROUGH 




 The importance of enhancing machine tool accuracy has been well recognized in 
both industry and academia in the past few decades due to the increasing demands for 
products with better quality and tighter tolerances while still maintaining the high 
productivity.  The machine tool accuracy directly determines the dimensional accuracy of 
machined products.  The most significant factor influencing the machine tool accuracy is 
the thermal error, which accounts for about 50% of the total machine tool errors (Bryan, 
1990).  Internal and external heat sources can cause thermal deformations in machine tool 
structures far beyond the acceptable dimensional tolerances of common machined 
products.   
 A large number of researches have been carried out to investigate the influences 
of thermal errors and thus to reduce these errors on machine tools for decades.  Examples 
of successful thermal errors reduction with the aid of error compensation techniques have 
been demonstrated in both research laboratories and industrial facilities (Donmez et al., 
1986; Balsamo et al., 1990; Chen et al., 1993; Mou et al., 1995a and 1995b; Srinivasa and 
Ziegert, 1996; Yang et al., 1999).  However, the accuracy and robustness of the thermal 
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error models are still considered as the major barriers which have to be removed before 
the widespread applications of thermal error compensation are possible (Ni, 1997).   
 Some researchers concentrated on the development of thermal error models by 
using different modeling methodologies.  Such methods include polynomial regression 
(Donmez et al., 1986; Chen et al., 1993), artificial neural networks (Chen, 1996a; Yang et 
al., 1996; Srinivasa and Ziegert, 1997; Mou, 1997; El Ouafi et al, 2000), and system 
identification (Wang et al. 2006; Yang and Ni, 2003, 2005a and 2005b).  The locations of 
the temperature sensors are generally selected to be as close as possible to heat sources in 
most researches.  Consequently, either the deficient number or the improper locations of 
the temperature sensors could undermine the effectiveness of the thermal error models.  
To resolve this problem, statistical methods are employed to choose temperature sensors 
at certain key positions from an excessive number of sensors mounted on the machine 
based on the ranked contributions to a specified measure (Kurtoglu, 1990; Lo et al. 1999; 
Lee and Yang, 2002).  In general, an extensive amount of time and effort is required for 
the machine characterization, variable selection and model training to develop a machine 
tool thermal error model (Ni, 1997).   
 The abovementioned methods are mostly empirical and merely applied to single 
machines as a means of proving concept.  In most cases they could not easily and cost-
effectively be extended to machines of similar type or structural configuration.  One of 
the main reasons is that the essence of the underlying thermal deformation process has 
been neglected.  Very limited research has been conducted to reveal the importance of 
thermo-elastic relationship, especially for the machine tools.  Lo (Lo, 1994) illustrated 
the hysteresis effects between the temperature and thermal deformation of a simplified 
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spindle model.  Ma et al. (1999) provided an analytical description for the hysteresis 
effects and pointed out the dependence of temperature sensor locations on the frequency 
of the heat inputs due to the factors like machining cycles and daily shifts.  Ma (2001) 
proposed a thermal deformation modal analysis to further explore the thermo-elastic 
relationship by using the finite element method (FEM).  Similar to the dynamic modal 
analysis, a small number of significant modes are supposed to dominate the entire 
thermal deformation process.  If temperature sensors are mounted on certain locations to 
capture these dominant modes, more accurate and robust thermal error models could be 
developed accordingly.   
 Fortunately, the topic of sensor placement has been widely investigated, giving 
rise to many schemes for the identification and control of dynamic systems.  Shah and 
Udwadia (1978) proposed a sensor placement method by minimizing the trace of the 
covariance matrix associated with the structural parameters estimation.  Salma et al. 
(1987) selected the sensor locations so that the modal kinetic energy of the response of 
the structure could be maximized.  Carne and Dohrmann (1994) employed the 
minimization of the off-diagonal terms in the modal assurance matrix (MAC) as a 
measure of the utility of a sensor configuration.  Papadimitriou et al. (2000) proposed to 
use the information entropy that is a measure of uncertainties in the model parameters for 
determining the optimal sensor placement.  Kammer (1991) presented the effective 
independence (EfI) method based on the contributions of each sensor to the 
corresponding Fisher information matrix.  The objective of this sensor placement strategy 
is to select sensor locations that render the target mode shape partitions as linearly 
independent as possible, and at the same time, maximize the signal strength of the target 
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modal responses within the sensor data.  Those schemes could be modified to resolve the 
conceptually similar thermal deformation problems.   
 In this Chapter, a thermal error modeling method is presented to rationalize the 
thermal deformation process.  The thermal behavior of a machine tool is fully assessed 
based on the thermal modal analysis.  This provides an in-depth understanding of the 
magnitude and type of thermal errors existing in the machine tool.  It also helps to 
identify the machine structural elements, which are significantly responsible for thermal 
errors.  With this knowledge, the temperature sensor locations are decided.  The entire 
thermal deformation process is simply represented by a small number of dominant 
thermal modes.  Suitable thermal error models are then derived to describe the particular 
type of thermal errors.  The validity of the thermal error models is verified through both 
simulation and experiments.  This method is applicable to the machine tools with same 
structural configuration under similar working conditions because the essence of thermal 
deformation process has been physically underlined.   
 
3.2 Thermal Modal Analysis 
3.2.1 Thermal Modes 
 Finite element analysis (FEA) has been employed by some researchers to 
investigate the thermal errors of machine tools to consolidate the conventionally 
empirical modeling approaches (Moriwaki, 1988; Jedrzejewski et al., 1990; Attia and 
Fraser, 1999b).  Finite element modal analysis is also used to analyze dynamics (Shah 
and Udwadia, 1978; Juang and Pappa, 1985; Salama et al., 1987; Kammer, 1991) and 
heat transfer problems (Coutinho et al., 1989; Dos Santos et al., 1990).  However, finite 
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element modal analysis is seldom utilized to explore the essence of thermal-elastic 
problems in machine tools, even though the similar idea of decomposing a complicated 
system into simpler sub-systems without the loss of substantial characterization has been 
proposed.  Matsuo et al. (1986) evaluated the steady-state temperature and the rate of 
temperature rise of a machine tool structure to shorten the machine warm-up period based 
on the modal analysis.  Weck et al. (1995) expressed measured thermal errors in response 
to a step-like thermal load as a sum of two exponential functions, which were named 
modes.   
 To perform the thermal modal analysis, the finite element solution of heat transfer 
problem needs to be solved, which requires the integration of coupled differential 
equations of the form  
  (3.1) 
where  is the heat capacity matrix,  is the heat conductivity matrix,  is the 
nodal temperature vector, and  is the nodal thermal load vector.   
 The eigen-problem (Ma, 2001) associated with Equation (3.1) is  
 (3.2) 
where  is a diagonal matrix composed of all the eigenvalues, , and  is the 
corresponding eigenvector matrix.  Theoretically,  is the reciprocal of the time constant  
1
 (3.3) 
where  and  are the i-th eigenvalue and time constant, respectively.  The time constant 
describes how quickly the mode responds to thermal loads.   
 Similar to structural dynamic system, each mode includes one eigenvalue and 
eigenvector.  The smallest eigenvalue, or the largest time constant, corresponds to the 
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lowest mode.  The thermal modes, i.e., the time constants and the temperature field, are 
the intrinsic properties of a machine tool structure and its working conditions.  They are 
independent of the magnitudes or the locations of thermal loads.   
 In the modal analysis, the eigenvector matrix  can be used as a 
transformation matrix to decouple Equation (3.1).  Temperature  is then 
transformed into modal temperature   
 (3.4) 
 Substituting Equation (3.4) into Equation (3.1) and multiplying both sides by 
 gives  
 (3.5) 
where  is the modal heat capacity matrix,  is the modal 
heat conductivity matrix, and  is the modal thermal load.   
 Since the eigenvectors are  orthonormal, the modal heat conductivity and 
capacity matrices satisfy  
T  (3.6) 
T  (3.7) 
 Introducing Equations (3.6) and (3.7) into Equation (3.5) yields  
 (3.8) 
where  is the modal thermal load vector.   
 Equation (3.8) is decoupled and can be expressed as a set of single variable, first 




where  denotes the modal thermal load.  If a step-like heat input is imposed, the 
solution to Equation (3.9) is  
· 1  
(3.10)
 Step input is widely used for the analysis of linear systems.  The thermal load 
variation of a machine tool can also be approximated as a serial combination of step 
inputs.  The overall temperature response is thus regarded as the superposition of these 
thermal modes.   
 In practice, the heat capacity matrix and the heat conductivity matrix are extracted 
by using MSC/NASTRAN DMAP (Direct Matrix Abstraction Program).  The time 
constants and temperature field mode shapes are obtained by eigen-analysis.   
 
3.2.2 Mode Truncation 
 One advantage of thermal modal analysis is that the entire thermal process of a 
machine tool can be represented by several dominant thermal modes.  To do this, the 
weight of each mode is defined as  
| · | (3.11)
where  and  denote the modal thermal load and the time constant of each mode, 
respectively.  The magnitude of the weight quantifies the significance of each mode.  A 
small number of modes usually constitute a large percentage of the total weight.  The 
thermal deformation process is then described by these dominant modes.  The remaining 
insignificant modes are simply discarded.   
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3.3 Robust Thermal Error Modeling 
3.3.1 Temperature Sensor Placement 
 Thermal modal analysis provides a systematic method to characterize the thermal 
behavior of a machine tool by using several dominant thermal modes.  To capture these 
modes, temperature sensors have to be mounted on the machine tool.  In simulation, it 
might be possible to compare the effects of the temperature collected at different 
locations based on certain mathematical model.  In reality, however, it is always 
extremely time-consuming, and could sometimes become impractical.  Some locations 
may not be accessible and others not appropriate for temperature sensor placement.   
 Guidelines are thus preferred to efficiently identify the potential sensor locations 
for developing the thermal error models, since temperature reading is generally not very 
sensitive to the location because of the smooth distribution of temperature field.  Those 
guidelines are proposed based on the thermal modal analysis; therefore, it is physically 
meaningful.  For each thermal mode, similar to structural dynamics analysis, it is always 
desirable to place the temperature sensors according to the following two rules:  
(1) Close to the extreme values of the dominant temperature fields or,  
(2) Close to the heat flux sources.   
 By doing this, the dominant thermal modes are acquired and the multicollinearity 
of the collected temperature is reduced.  It is obvious that sensors should be mounted 
away from the nodes, zero magnitude, of the target mode; otherwise no useful 
information would be collected for that mode.   
 Another advantage of this strategy is cost-effectiveness.  Once sensors are 
mounted on the machine tool structure it is difficult to remove them.  The conventional 
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temperature sensor selection method, however, requires a large amount of sensors to be 
mounted in the first place to improve the accuracy and robustness of the thermal error 
models.  The proposed method provides an alternate way to place temperature sensors.  If 
the number of sensors is not adequate, in other words, the number of representative 
thermal modes is not able to fully describe the thermal deformation process, additional 
sensors would be mounted to capture more thermal modes.  By doing this, the number of 
temperature sensors could be well controlled.   
 
3.3.2 Thermal Error Modeling 
 Machine tool thermal errors are generally divided into two categories, position 
independent and position dependent (Chen et al., 1993).  Position independent thermal 
errors, merely functions of temperature, include the thermal expansion of the spindle.  
Position dependent thermal errors are functions of both temperature and axial positions, 
such as linear positioning accuracy along an axis.  In consequence, different model forms 
are utilized to describe those thermal errors respectively.   
 The regression model using a least squares estimation method is employed to 
describe the thermo-elastic relationship due to its simple structure and better 
extrapolation compared with other modeling methods such as artificial neural networks.   
 The formula for position independent thermal errors is in the form of  
· ·  
(3.12)
where  denotes the thermal errors,  , ,  represents the temperature 
variation,  is time, and  is the number of temperature sensors.   
33 
 The position dependent thermal errors are formulated as  
, · · ·  
(3.13)
where  is the position of the corresponding thermal errors.   
 In Equations (3.12) and (3.13), thermal errors,  and , , are in linear 
relationship with respect to temperature variation, , which guarantees the 
extrapolation ability as long as the models are consistent with the data and knowledge of 
the problem settings.  Equations (3.12) and (3.13) can be rearranged in matrix form of  
·  (3.14)
The coefficient matrix  is then computed by the linear least squares estimation  
′ ′  (3.15)
 The robustness of the proposed approach will be justified from two aspects, 
namely, linear extrapolation and frequency sensitivity.  Linear extrapolation is important 
since it could reduce the time for the machine characterization and model training.  The 
significance of frequency sensitivity (Ma et al., 1999) is largely due to the periodicity of 
machine operation and environment conditions, which causes the thermal loads to follow 
certain cycles.   
 
3.4 Numerical Simulation for Simple Thermal Deformation Shapes 
 Simplified machine components are numerically simulated to illustrate the 
proposed temperature sensor placement strategy and thermal error modeling.  There are 
two basic thermal deformation shapes, thermal elongation and thermal bending, shown in 
Figure 3.1.  Thermal errors are defined corresponding to these thermal deformation 
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shapes, expansion, , for thermal elongation; and expansion, , deflection, , and slope 
angle, , for thermal bending.   
 In the simulation, the heat input, , is assumed to be generated at the fixed end.  
Thermal errors occur at the free end.  Heat exchange exists between the machine element 
surfaces and the environment through convection.  For the thermal elongation, the 
convection heat transfer coefficient, , is assumed to be equal to 20 W/m K for all the 
surfaces.  For the thermal bending, the convection heat transfer coefficients are assumed 
to be equal to 20 W/m K and 100 W/m K for the upper and lower surfaces, respectively.  
The remaining geometric parameters and material properties are listed in Table 3.1.  
Candidate temperature sensor locations are also indicated in Figure 3.1.  There are nine 
candidate temperature sensor locations for the thermal elongation, whereas there are 






Figure 3.1 Basic thermal deformation shapes.  
(a) Thermal elongation and (b) thermal bending.   
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Table 3.1 Parameters and material properties of simplified machine elements.   
Heat conduction coefficient  60.5 W/m · K 
Heat capacity 434 J/kg · K 
Density  7.8×103 kg/m  
Thermal expansion coefficient  10.8 µm/m · K 
Young’s modulus  120 GPa 
Poisson’s ratio  0.25  
Length  1.0 m 
Area  0.0314 m  
 
3.4.1 Temperature Sensor Placement Based on Thermal Modal Analysis 
 In order to perform the thermal modal analysis, a finite element model for the 
simplified machine component was built.  The machine component was divided into 22 
elements.  After applying the thermal modal analysis, the first four temperature field 
modes with the corresponding time constants are shown in Figures 3.2 and 3.3 for the 
thermal elongation and the thermal bending, respectively.  The magnitude of temperature 




 364.5 min 89.2 min 
(a) (b) 
  27.4 min 13.1 min 
(c) (d) 
Figure 3.2 First four thermal modes with temperature fields and time constants for the 





 59.2 min 30.1 min 
(a) (b) 
 12.0 min 6.1 min 
(c) (d) 
Figure 3.3 First four thermal modes with temperature fields and time constants for the 
thermal bending.  (a) Mode I, (b) Mode II, (c) Mode III, and (d) Mode IV.   
 
 A step-like heat flux input was imposed to compute the modal thermal load and 
the weight of each mode.  The time constants and weight distribution for the thermal 
elongation and the thermal bending are shown in Figures 3.4 and 3.5.  As is expected, 
only a small number of thermal modes, which contribute more than 90% of the total 





Figure 3.4 Time constant and weight distribution for the thermal elongation.  (a) Time 




Figure 3.5 Time constant and weight distribution for the thermal bending.  (a) Time 
constant and (b) weight distribution.   
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 Temperature sensor locations are then decided according to the proposed 
temperature sensor placement scheme.  Two temperature sensors were planned to be 
mounted for the thermal elongation shown in Figure 3.6(a).  The locations of these two 
sensors depend on the first three temperature field mode shapes.  One temperature sensor 
is placed at Position 5 for the thermal modes I and III and another one is at Position 1 for 
thermal mode II.  Three temperature sensors were placed for the thermal bending shown 
in Figure 3.6(b).  One temperature sensor is placed at Position 5 for thermal mode I, one 
temperature sensor is placed at Position 1 for thermal mode II, and one temperature 
sensor is placed at Position 10 for thermal mode III.   
 
(a) (b) 
Figure 3.6 Temperature sensor placements.  
(a) Thermal elongation and (b) thermal bending.   
 
3.4.2 Comparison of Temperature Sensor Placement Schemes 
 The proposed temperature sensor placement scheme is compared with other two 
commonly utilized methods, namely, Gaussian integration method (Krulewich, 1998) and 
exhaustive search method (Lo et al., 1995).   
 
Gaussian Integration Method 
 In the Gaussian integration method (Buchanan and Turner, 1992), the temperature 
distribution of a machine tool is approximated by a high order polynomial.  The thermal 
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errors are related to the integral of the temperature distribution.  The locations of the 
temperature sensors are determined by the representative integration points, enabling the 




where  denotes the thermal error,  represents the integral domain over the temperature 
field,  is the temperature distribution,  is the temperature at the integration 
points decided based on the Gaussian integration method,  is the number of the 
temperature sensors, and  is the coefficient.  The number of terms in the summation of 
Equation (3.16) is determined by the order of the approximated polynomial for the 
temperature distribution.  In general, a higher order polynomial function results in a more 
accurate thermal error model, but requiring more temperature sensors.   
 Temperature sensor placement schemes based on the thermal modal analysis and 
Gaussian integration method do not require the information of the thermal errors.  This 
significantly simplifies the selection of temperature sensor locations and the number of 
temperature sensors.  Gaussian integration method is rigorous and systematic from the 
mathematic perspective, yielding satisfactory results for simple temperature distribution.  
However, this method becomes tremendously impractical for the machine tool with 
complex structure, because the analytical expression for the temperature distribution is 
almost unattainable and the integration point selection for the Gaussian integration higher 
than one dimension is mathematically intricate.   
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Exhaustive Search Method 
 Exhaustive search method is relatively more accurate than the abovementioned 
two methods, because the modeling results of all the possible temperature sensor 
locations are estimated and compared exhaustively.  For the numerical simulation, this 
method is feasible though laborious, since both temperature data and thermal errors could 
be obtained through the simulation.  However, compromise must be made in deciding the 
temperature sensor locations when multiple thermal errors are taken into consideration.   
 In practical, this method is difficult because it is impossible to acquire the entire 
temperature distribution and thermal errors, and then to compare the influence of 
different temperature sensor locations.  The simplified exhaustive search method is 
commonly preferred.  A huge number of temperature sensors are first mounted on the 
machine tool, and then a small portion is selected based on certain statistical measure.  
The exhaustive search method is presented here as a yardstick of the goodness of the 
proposed thermal modal analysis based temperature sensor placement scheme.   
 
Temperature Sensor Placement Schemes Comparison 
 The temperature sensor placement schemes based on the thermal modal analysis, 
Gaussian integration method, and exhaustive search method for the thermal elongation 
and the thermal bending are summarized in Figure 3.7.   
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(i) Thermal modal analysis (i) Thermal modal analysis 
(ii) Gaussian integration method (ii) Gaussian integration method 
(iii) Exhaustive search method (iii) Exhaustive search method 
(a) (b) 
Figure 3.7 Temperature sensor placement schemes comparison.  
(a) Thermal elongation and (b) thermal bending.   
 
 For the thermal elongation, all three methods give rise to the same temperature 
sensor placement scheme.  For the thermal bending, the resultant sensor placement 
schemes are slightly different; but as mentioned previously, temperature sensors within 
certain range play the similar role and thus do not make much difference.  Consequently, 
the sensor placement scheme based on the thermal modal analysis is still acceptable for 
the thermal bending.   
 
3.4.3 Thermal Error Modeling and Robustness Verification 
 A numerically simulated heat flux input, , is shown in Figure 3.8.  Initially 
the simplified machine element was at the uniform temperature of 20 .  The 
temperature variation at the proposed temperature sensor locations and the thermal errors 
at the free end were collected.    
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Figure 3.8 Heat flux input for numerical simulation.   
 
Thermal Error Modeling 
 The thermal error models were derived to describe the relationship between 
temperature variation  and thermal errors based on Equation (3.12).  Figure 3.9 
summarizes the thermal error models and modeling results for the thermal expansion, , 
of the thermal elongation and thermal bending, respectively.   
 
3.7 7.4  15.0 9.5 20.6  
 
(a) (b) 
Figure 3.9 Thermal error modeling results for the thermal expansion of (a) the thermal 




 The thermal error modeling results for the drift, , and the slope angle, , of the 
thermal bending are illustrated in Figure 3.10, as well as the thermal error models.   
 
8.1 2.3 7.6  2.0 0.9 1.9  
(a) (b) 
Figure 3.10 Thermal error modeling results for (a) the thermal deflection and (b) the 
slope angle of the thermal bending.   
 
 It is obvious that excellent agreement has been achieved between the simulation 
and modeling results.   
 
Robustness Investigation 
• Linear Extrapolation 
 In order to examine the robustness of the proposed thermal error modeling, two 
tests were separately conducted.  In the first test for linear extrapolation, which spanned 
two hours, the first hour of data was used for model training and the remaining hour of 
data was used for model verification.  Results are compared in Figures 3.11 for the 
expansion of the thermal elongation and in Figures 3.12 and 3.13 for the thermal errors of 
the thermal bending.  Though the modeling results deviate slightly from the simulation 
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results in the second hour, the derived thermal error model is reasonably robust in the 
sense of linear extrapolation.   
 
 
Figure 3.11 Extrapolation examination of the thermal error model for the expansion of 
the thermal elongation.   
 
  
Figure 3.12 Extrapolation examination of the thermal error model for the expansion of 
the thermal expansion.   
 
  
Model training Model verification 
Model training Model verification 
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(a) (b) 
Figure 3.13 Extrapolation examination of the thermal error model for (a) the deflection 
and (b) the slope angle of the thermal bending.   
 
• Frequency Sensitivity 
 Machine elements are often subjected to some kind of cyclic variations due to the 
production schedules, environmental conditions, etc.  To this end, in the second test, 
frequency sensitivity is examined with the generated heat inputs of different frequencies.  
One heat input with a period of 20 min, shown in Figure 3.14(a), was used to train the 
model, whereas two additional heat inputs with the period of 10 min and 40 min, shown 
in Figures 3.14(b) and 3.14(c), were used for verification.  Figures 3.15 and 3.16 illustrate 
the modeling and verification results for the thermal elongation and thermal bending, 
respectively.   
 
(a) (b) (c) 
Figure 3.14 Heat flux input for frequency sensitivity examination.  (a) T = 20 min, (b) T = 40 
min, and (c) T = 10 min.   
  
Training Verification Training Verification 
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(a) (b) (c) 
Figure 3.15 Frequency sensitivity examination for the thermal elongation.  (a) T = 20 min, (b) T 
= 40 min, and (c) T = 10 min.   
 
 
(a) (b) (c) 
Figure 3.16 Frequency sensitivity examination for the thermal bending.  (a) T = 20 min, (b) T = 40 
min, and (c) T = 10 min.   
 
 It is obvious that that the derived thermal error model is robust to the frequency 
variation of the heat input for different kinds of thermal errors in both thermal elongation 





temperature sensor locations have captured the essence of the entire thermal deformation 
process.   
 
3.5 Experimental Validation 
 The proposed thermal modeling method is validated on a spindle of a horizontal 
machining tool.  Figure 3.17 shows the experimental setup, where the spindle is driven by 
an AC motor and spindle analyzer was used to measure the thermal expansion of the 
spindle tip.  Three temperature sensors were mounted for the collection of temperature 
data based on the thermal elongation of the simplified machine component.   
 
Figure 3.17 Experimental setup for spindle thermal expansion test.   
 
 One test was carried out at the programmed spindle speed as shown in Figure 
3.18(a).  Figures 3.18(b) illustrates the temperature variations.  Temperature readings of 
sensors #1 and #2 were utilized for the thermal error model training.  The measured 
thermal expansion and the modeling results are compared in Figure 3.19 as well as the 
residual errors.   
  








Figure 3.18 Experiment results of Test 1.  (a) Spindle speed, (b) temperature variations.  
 
 
Figure 3.19 Measured and modeled results of the spindle experiment.   
 
 Another two sets of tests were conducted to investigate the robustness of the 
derived thermal error model.  The spindle speed variations are shown in Figure 3.20.  The 
only difference of spindle speeds between the verification and training tests is that the 
duration of warm-up period is shorten or elongated by 50%.  The trained model by the 
first test was used to predict the thermal errors in the two verification tests.  The 




Figure 3.20 Spindle speed, measured and predicted thermal errors for robustness 
verification.  (a) Test 2 and (b) Test 3.   
 
 It can be seen from the experimental results that most of the spindle expansion 
can be described by the derived model.  During the cool-down periods, however, the 
discrepancy between the measured and predicted thermal errors are larger compared with 
the warm-up periods.  The reason might be that the FEA of the spindle model is 
simplified without taking into account the inner structure of the spindle.  The heat source 
is not merely from the heat generated by the AC motor, but from the friction of the 
spindle bearings as well.  It is believed that a more detailed CAD model would enhance 
the FEA results and the addition of temperature sensors to capture more thermal modes 
should also further improve the effectiveness of the thermal error model.   
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 To illustrate the dominant thermal modes, the corresponding time constants were 
estimated by curve fitting.  The temperature variations of the mounted sensors were 
collected after each test shown in Figure 3.21.  A function of the following form  
1 1 1  
(3.17)
was used to fit the collected temperature data based on the assumption that only three 
modes dominate the thermal process.  The time constants were estimated to be 
363.6 min, 61.7  min, and 27.0  min.  The weight distribution of each mode 
for the three tests is shown in Figure 3.22.  For each sensor, the ratios between the 
weights under different working conditions are relatively consistent, indicating that the 
temperature variation is always the combination of thermal modes with same proportions.  
This practically illustrates the existence and relative significance of thermal.  Admittedly, 
the boundary conditions during warm-up and cool-down periods are slightly different, but 
the fact that several modes govern the thermal expansion process has been unveiled.   
 
(a) (b) (c) 




(a) (b) (c) 
Figure 3.22 Weight distributions of the first three temperature modes.  
(a) Sensor 1, (b) Sensor 2, and (c) Sensor 3.   
 
3.6 Summary 
 In this Chapter, a robust thermal error modeling strategy based on the thermal 
modal analysis was presented.  Finite element analysis was utilized to determine the time 
constant, weight and temperature field of each thermal mode.  Temperature sensors were 
then placed to capture the dominant thermal modes of thermal deformation process.  By 
doing this, the essence of thermo-elastic relationship was acquired.  Linear regression 
models were employed to describe both position independent and position dependent 
thermal errors.  Numerical simulation and practical experiments were conducted to reveal 
the existence of thermal modes and the feasibility of the modeling method.  The 
robustness of the thermal error models were also demonstrated in terms of linear 
extrapolation and frequency sensitivity   
 The proposed approach relates the theoretical thermal modal analysis to the 
conventionally empirical thermal error modeling methods, practically facilitating the 
thermal error compensation techniques.  In addition, it provides an efficient and cost-
effective temperature sensor placement scheme alternative.  An excessive amount of time 
and efforts could be saved during the machine tool thermal error model training process.  
The accuracy of the derived models can be further enhanced by including additional 
significant thermal modes.   
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CHAPTER 4  





 The dimensional accuracy of machined workpieces is highly dependent on the 
amount of machine tool errors (Hocken, 1980).  Geometrical and kinematic errors, 
thermal errors, and dynamic errors are the major sources, which prevent the machine 
tools from achieving high accuracy.  With the improvement of machine tool positioning 
accuracy, thermal errors currently become more significant in their contribution to the 
total errors (Ni, 1997).  The heat generated by moving axes and machining processes 
create thermal gradients inside the machine tool structure, resulting in the thermal 
elongation and bending of machine tool elements, which substantially deteriorate the 
machine tool accuracy.   
 Thermal error compensation is one of the widely employed techniques to reduce 
the thermal errors due to its cost-effectiveness and ease-to-implement.  Conventionally, 
temperature sensors are placed at a number of locations on the machine structure, and a 
model is then derived to calculate the thermal deformation from these temperature 
measurements (Donmez et al., 1986; Chen et al. 1993; Chen, 1996a).  Engineering 
judgment and trial-and-error play an important part in deciding the number and 
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placement of required sensors.  Moreover, the models describing the relationship between 
temperature and thermal deformation are usually derived empirically, which may cope 
well with training conditions, but cannot generally make accurate predictions under the 
operating conditions that have never been experienced.  To improve the applicability and 
robustness of thermal error models, statistical approaches (Kurtoglu, 1990; Lo et al. 1995; 
Lee and Yang, 2002) and various modeling methods (Chen et al., 1996; Yang et al., 1996; 
Yang and Ni, 2003 and 2005a) are then utilized.  However, as is summarized by Ni 
(1997), optimal sensor placement, lengthy machine characterization period and robust 
thermal error modeling are still the major barriers, restricting the more extensive 
applications of thermal error compensation techniques.   
 In order to resolve the abovementioned barriers, the machine tool thermo-elastic 
relationship must be profoundly investigated (Lo, 1994; Ma, 2001), thus obtaining 
insights into the essence of machine tool thermal behavior and providing theoretically 
potential solutions to the empirical model based thermal error compensation methods.  In 
Chapter 4, an innovative thermal modal analysis has been proposed for the machine tool 
thermal error modeling.  Machine tool thermal deformation is regarded to be dominated 
by a small number of dominant thermal modes.  Temperature sensors are then placed to 
capture these dominant modes; and thermal error models are derived by linear regression 
to guarantee the robustness in terms of extrapolation and frequency sensitivity.   
 Though the effectiveness of thermal modal analysis has been demonstrated 
through simple machine tool element, an entire machine tool, consisting of several 
machine tool components, is generally too complicated to deal with.  In addition, thermo-
elastic behavior of machine tool joints is relatively subtle in mechanism; the assumption 
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of perfect thermal contact or insulation is usually not adequate.  Furthermore, the advent 
of the Reconfigurable Machine Tool (RMT), which is designed for the rapid changes in 
productivity and in market demand, requires the characteristics such as modularity, 
interchangeability, etc., but still being cost-effective for the thermal error compensation 
system (Koren et al., 1999).   
 In this Chapter, a thermal loop analysis is proposed for the application of thermal 
error modeling and compensation of an entire machine tool.  A systematic methodology 
is developed to quantify the volumetric errors through decomposition and reassembly of 
the machine tool.  This approach could be further applied to a five-axis machine tool to 
compensate for the thermal errors, thus significantly enhancing the machining accuracy.   
 
4.2 Thermal Loop Analysis 
 The basic idea of the thermal loop analysis is to decompose a machine tool into 
several machine elements as in the modular machine tool design.  In general, it is more 
convenient to investigate the thermal behavior for these machine elements, such as the 
machine tool spindle, driving systems by ball-screw or linear motor, feedback devices, 
machine body structure, etc., rather than the machine tool as a whole.  Moriwaki and 
Shamoto (1998) estimated the spindle thermal displacement based on the measurement of 
the rotational speed and ambient temperature.  Bossmanns and Tu (1999) developed a 
finite difference model to characterize the heat generation, heat transfer and heat sinks of 
a high-speed motorized spindle.  Yoshioka et al. (2006) proposed thermal deformation 
control by considering heat balance in the aerostatic spindle system.  Following this work, 
Xu et al. (2007) simulated the spindle bearing thermal behavior of a grinding machine by 
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the finite element analysis.  Zhao et al (2007) estimated the thermal deformation of a 
CNC machine tool spindle based on the sensitivity analysis.   
 Kim and Cho (1997) and Yun et al. (1999) proposed a modified lumped 
capacitance method, genius education algorithm and the finite element method for the 
modeling of thermal errors of the ballscrew and guide way system.  Wu and Kung (2003) 
numerically analyzed the thermal deformation of a ballscrew feed drive system under 
different feedrates and preloads, and estimated the heat sources through inverse analysis.  
Kodera et al. (2004) developed an optical telemeter system for the real-time estimation of 
ballscrew thermal elongation.  Kim et al. (2004) proposed a scheme to describe the 
typical thermal behavior of a machine tool equipped with linear motors; and showed that 
linear motor’s cooling systems could significantly affect the thermal behavior of a 
machine tool.   
 Alejandre and Artes (2006) presented an approach to identify and estimate the 
non-linearities caused by the linear encoder to improve thermal error correction 
procedures.  Huo et al. (2004) used the finite element analysis to describe the temperature 
distribution of an entire grinding machine tool structure.  Suh and Lee (2004) investigated 
the thermal characteristics of composite sandwich structures for machine tool parts by 
both numerical simulation and experiments.   
 To certain extent, thorough understanding and accurate description of the thermal 
behavior of machine elements have been achieved compared with that of an entire 
machine tool.  The major restriction for the thermal analysis of an entire machine tool is 
that the thermo-elastic behavior of machine tool structural joints has not been 
comprehensively clarified.  A joint in a machine tool represents the contact between 
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elements with their contacting surfaces machined and characterized by a certain 
roughness and waviness.  Attia and Kops (1979a, 1979b, 1980, 1981a, 1981b and 1993) 
showed that conduction is the only significant mode in the mechanism of heat transfer 
across the machine tool joint.  The thermal deformation of structural elements in contact 
is affected significantly by the non-uniformity in the distribution of the thermal contact 
resistance.  The contact resistance of the joint is further controlled by the contact 
configuration, the thickness of the interfacial gap and the thickness of the surface film.  In 
addition, factors like external loading, surface texture and material properties of structural 
elements, contact pressure, thermal field and mechanical constraints have influences on 
the behavior of the machine tool joint as well.   
 Consequently, the assumption of perfect thermal contact or insulation does not 
always hold, considerably increasing the difficulty in accurately simulating the thermal 
behavior of the entire machine tool.  In addition, most existing analysis of an entire 
machine tool merely concentrated on the nominal configuration, without considering 
various possible locations due to each moving axis (Jedrzejewski and Modrzycki, 1992; 
Fraser et al., 1998b and 1999b; Attia and Fraser, 1999a and 1999b; Yang and Ni, 2003; 
Kang et al., 2007).  In order to account for the position dependent thermal errors, multiple 
simulations have to be carried out repeatedly, which is time-consuming and labor-
intensive.  The concept of thermal loop is therefore utilized to resolve the 
abovementioned obstacles.  The procedures of the thermal loop analysis, including 
thermal loop decomposition, thermal error modeling for each thermal link and thermal 
loop reassembly are presented systematically in what follows.   
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4.2.1 Framework of Thermal Loop Analysis 
 The framework of the proposed thermal loop analysis is shown in Figure 4.1.  
There are three basic modules for this analysis, namely, thermal loop analysis, thermal 
modal analysis and robust thermal error modeling.  Thermal modal analysis and robust 
thermal error modeling have been elaborated on in Chapter 4.  The details of thermal loop 
analysis will be presented in this Chapter. This thermal loop analysis is capable of 
facilitating the thermal modal analysis and thermal error modeling of each machine 
element in a virtual machine tool design environment.  In addition, by using this 
methodology, a potential modularity platform could be constructed for the 
comprehensive integration of machine components.   
 
 
Figure 4.1 Framework of the thermal loop analysis 
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4.2.2 Structural Loop and Thermal Loop 
 A machine tool is an intricate system; in order to analyze the machine tool 
configuration, function of moving axes and operational stability, concepts of structural 
loop, thermal loop, metrology frame, etc. are proposed.  Delbressine et al. (2006) 
developed a thermomechanical model to describe the thermal errors of a multi-axis 
machine tool based on the structural loop.  Oiwa (2005) applied the compensation 
methods to improve moving accuracy of the parallel kinematics machine against 
temperature fluctuation and elastic deformations, and indicated that the measurement 
loop and force loop should be set apart because of the potential distortion of the 
metrology frame due to the imposed force.   
 Structural loop is defined as an assembly of mechanical components to maintain 
the relative position between specified objects (Schellekens et al., 1998).  A typical pair 
of specified objects is a cutting tool and a workpiece; the structure loop includes the 
spindle shaft, the bearings and housing, the slide ways and frame, the drives, and the tool 
and work-holding fixtures.  All mechanical components and joints in the propagation 
path from the drive to the point of reaction or the center of gravity must have a high 
stiffness to avoid deformations under changing loads.  Figure 4.2 depicts two schematic 
structure loops, one for open frame configuration and the other for closed frame 
configuration (Slocum 1992).   
 Similar to the structural loop, a thermal loop is defined as a path across an 
assembly of mechanical components, which determines the relative position between 
specified objects under changing temperatures (Schellekens et al., 1998).  Franse (1990) 
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mentioned that the thermal loop has both static and dynamic characteristics just like the 
structural loop.   
 
(a) (b) 
Figure 4.2 Representative structural loops.  (a) Open frame and (b) closed frame. 
 
 Split-up of machine tools in series or parallel paths is essentially helpful in 
recognizing good structural and thermal loop designs.  Compared with closed frames, 
open frames are less structurally and thermally stable; and the lack of symmetry leads to 
undesirable bending moments and thermal gradients (Slocum, 1992).   
 The concept of the thermal loop is utilized to solidify the effectiveness and 
robustness of thermal error modeling and then improve the thermal error compensation 
efficiency.  For a thermal loop, there are a series of thermal links from the cutting tool to 
workpiece; the resistance to temperature variation must be enhanced for each thermal link 
in the same manner as increasing the stiffness of the structural loop.  In principle, a 
thermal loop should be kept as short as possible to minimize the influence of spatial 
thermal gradients.   
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4.2.3 Thermal Loop Decomposition and Modeling 
 The first step of the thermal loop analysis is to identify the thermal loop for a 
specific machine tool.  The machine tool is then decomposed into several thermal links 
along the loop.  Each thermal link, as an individual unit shown in Figure 4.3, corresponds 
to certain thermal deformation, either thermal elongation or thermal bending, and 
respectively contributes to the volumetric errors.  For each thermal link with assumed 
length of , the fixed and free ends represent the connecting joints with previous and 
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(b) 
Figure 4.3 Representative thermal links with thermal deformation and HTMs.  
(a) Thermal elongation and (b) thermal bending.   
 
 The kinematic relationship between two connected links is described by the 
homogenous transformation matrix (HTM) between the assigned coordinate systems.  
Temperature sensor location and thermal error modeling of each thermal link is 
developed based on the thermal modal analysis.  The overall dependence of the 
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volumetric errors on the thermal errors of each thermal link is finally established by 
vectorial addition and recombination of the thermal links in the thermal loop.   
 In order to account for the thermal errors of each thermal link, the established 
procedures for the volumetric error calculation, described in Appendix A, needs to be 
modified.  Assume the kinematic chain, which indicates the kinematic relationship 
between the moving axes, of a machine tool to be  
 (4.1) 
where  denotes the kinematic chain, ,  and  are the part, ground and tool, and , 
, , 1,1, , represents each machine element.  For this configuration, there 
are  machine elements in the part branch (from  to ) and  machine elements in 
the tool branch (from  to ).   
 The HTM is employed to relate the thermal deformation of each thermal link and 
the thermal errors coupled with the geometric and kinematic errors due to the moving 
axes to the volumetric errors.  The HTM from the tool coordinate system ( ) to the 
part coordinate system ( ) is expressed as  
· · · · · · · ·  (4.2) 
where  is added to indicate the thermal deformation of the specified thermal link, and 
 includes both thermal errors and geometric and kinematic errors induced by the 
moving axes.  Volumetric errors, including positioning and orientation errors, can thus be 
obtained by using the HTMs for ideal and actual motions.   
 It is worth noting that thermal errors inevitably occur with the geometric and 
kinematic errors due to the time variant temperature gradients inside a machine tool.  
This portion of thermal errors can be conveniently embraced in the models for volumetric 
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errors as an addition of existing geometric and kinematic errors.  However, the thermal 
errors induced by the thermal deformation of thermal links must be otherwise accounted 
for.  That is the reason for the derivation of Equation (4.2), especially for the thermal 
loop analysis.   
 
4.3 Numerical Illustration 
 In this Section, a simplified machine structure is simulated to demonstrate the 
proposed thermal loop analysis.  Thermal errors are always time variant, and thus 
modeled as a function of time.  But in this example, only thermal errors in the steady 
state are taken into account for the purpose of illustration.  For a practical problem, the 
procedures must be repeated at each specified time interval.   
 Figure 4.4 shows the schematic 2D layout of this machine, which is conceptually 
similar to the arch-type Reconfigurable Machine Tool (Landers et al., 2001).  Figure 
4.4(a) represents the nominal configuration of this machine.  The spindle unit can also be 
placed in two different locations, 10 Deg and 10 Deg with respect to the vertical axis 
for reconfigurable configurations 1 and 2, as depicted in Figures 4.4(b) and 4.4(c).  In 
principle, this machine is capable of three-axis kinematics with one passive degree-of-
freedom available for reconfiguration.  The working space for each configuration is also 
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Figure 4.5 Thermal loop analysis for the machine tool in the numerical illustration.   
 
Table 4.1 The HTMs for the numerical illustration of the thermal loop analysis.   
 Link 0 Link 1 Link 2 Link 3 
 
Link 0 
 N/A N/A N/A N/A 
N/A   N/A N/A 
Link 1 N/A   N/A N/A 
Link 2 N/A N/A N/A   




 The thermal deformation of each thermal link was separately simulated by using 
the finite element analysis.  The heat sources were assumed to be the friction of moving 






Figure 4.6 Thermal deformations of thermal links.  




 The corresponding thermal errors are summarized in Table 4.2, where ,  and  
indicate the expansion in -axis, the deflection in -axis and the slope angle around -
axis, respectively.   
 
Table 4.2 Thermal deformation parameters for each thermal link.   
      
10 Deg 0 Deg 10 Deg 
 (μm) –74.38 27.14 10.99 8.53 7.83 41.39 11.18 
 (μm) 62.62 47.87 44.81 38.04 30.96 21.14 –22.83 
 (arcsec) 4.48 –20.43 –2.34 –48.17 –2.11 3.37 0.24 
 
 Figure 4.7 shows the position dependent thermal errors induced by each moving 
axis.  , ,  and , ,  represent the linear errors and 
angular errors of -axis and -axis, respectively.  Because the origin position of each 
axis is assumed to be fixed, the thermal errors therefore either gradually increase or 







Figure 4.7 Thermal errors of the moving axis.  (a) X-axis and (b) Y-axis.   
 
 These thermal errors summarized in Table 4.2 and Figure 4.7 are substituted into 
the HTMs shown in Figure 4.3; Equation (4.2) is then used to predict the volumetric 
errors, including both positioning and orientation errors within the working space.  The 
results are shown in Figure 4.8 for the nominal configuration, where the linear and 
angular errors are amplified by factors of 10 and 1000 for the illustrative purpose.  The 
grids and red dots indicate the ideal and actual locations of the tool tip.  The line 
segments following the dots represent the actual tool orientation.    
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Figure 4.8 Volumetric errors within the working space for the nominal configuration.   
 
 The volumetric errors for the two reconfigurable configurations are shown in 
Figure 4.9.  As is expected, the thermal loop analysis is able to predict the thermal errors 
of different configurations based on the results of the machine elements.  This 
substantially facilitates the utilization of the finite element method in the thermal error 
analysis and compensation of machine tools, thus reducing the redundant simulation and 
calibration for the potential configurations.   
 
(a) (b) 
Figure 4.9 Volumetric errors within the working space for the reconfigurable 
configurations.  (a) Reconfiguration 1: –10 Deg, and (b) reconfiguration 2: 10 Deg.   
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4.4 Experimental Verification 
 The thermal loop analysis is applied in this Section for the thermal error modeling 
and compensation of an EDM (electrical discharge machining) machine.  The whole 
procedures including thermal loop decomposition and reassembly and thermal error 
modeling of each thermal link are presented.  The effectiveness of the thermal loop 
analysis is verified through the comparison of the modeling and measurement results.   
 
4.4.1 Thermal Loop Decomposition 
 Figure 4.10 shows the CAD model of a Sodick AQ55L EDM machine, which is a 
three-axis machine tool driven by linear motors with linear scales as the feedback devices 
for each axis.  The main body and  and -axis are made of cast iron.  The material of 
the -axis unit is ceramics.  The travel ranges for , , and -axis are 520, 360 and 
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4.4.2 Thermal Modal Analysis for Each Thermal Link 
 Thermal modal analysis is performed for the determination of the dominant 
thermal modes and the thermal error modeling of each thermal link.   
 
Temperature Sensor Placement 
 During the finite element analysis for each thermal link, the heat sources are 
assumed to be from the heat of the linear motor coils and the friction of bearings.  The 
boundary conditions are assigned to give rise to relatively reasonable results in terms of 
the agreement between simulated and measured time constants.  The weight distribution 
of thermal modes is estimated for the selection of the dominant thermal modes.  
Temperature sensors are then decided based on the plots of the corresponding 
temperature distribution fields.   
 The weight distributions and the first three dominant temperature distribution 
fields for each thermal link of the EDM machine are shown in Figures 4.12 to 4.19.  It is 
obvious that several thermal modes govern the entire thermal process, which is desired 
because a small number of temperature sensors could be enough for an accurate and 
robust thermal error model of each thermal link.  Due to the nature of temperature 
distribution fields, only temperature ranges are indicated in the plots.   
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Figure 4.12 Weight distributions of thermal modes for the Z-axis unit (thermal link 3).   
 
 
(a) (b) (c) 
Figure 4.13 Temperature field distribution of dominant thermal modes for the Z-axis unit 
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that thermal link was programmed to move continuously.  Thermal errors of each axis 
and the corresponding temperature sensor readings were collected.   
 For the thermal error modeling, a laser interferometer was used to measure the 
linear positioning accuracy along each axis.  The measurement position interval is 16, 26 
and 18 mm for ,  and -axis, respectively.  The measurement time interval is not 
constant, dependent on the span allowing a distinct temperature variation for the specific 
axis.  The zero position of each axis was set according to the initial reading, and was not 
changed through the entire tests.  Therefore, not only the position dependent thermal 
errors coupled with the geometric and kinematic errors but also the thermal deformation 
of each link itself along the measurement direction could be measured.   
 The collected overall errors including both geometric errors and thermal errors, 
the geometric errors, the thermal errors, the temperature variations, the thermal error 
modeling results, and the corresponding residual errors for each thermal link are shown in 
Figures 4.21 to 4.27.   
 For each axis, the measured thermal errors were first separated into geometric 
errors and thermal errors.  The geometric errors are usually modeled by high-order 
polynomials.  Thermal errors are modeled by the linear regression method described in 
Chapter 3.   
 Even though the temperature variation is not relatively significant due to the 
cooling system associated with linear motors, the thermal errors still contribute a notable 




Figure 4.21 Geometrie and thermal errors of Z-axis unit.  (a) Geometric and thermal 




Figure 4.22 Thermal error model training I for Z-axis unit.  (a) Thermal error model, (b) 






Figure 4.23 Thermal error model training II for Z-axis unit.  (a) Thermal error model, (b) 





Figure 4.24 Geometrie and thermal errors of X-axis unit.  (a) Geometric and thermal 




Figure 4.25 Thermal error model training for X-axis unit.  (a) Thermal error model, (b) 




Figure 4.26 Geometrie and thermal errors of Y-axis unit.  (a) Geometric and thermal 




Figure 4.27 Thermal error model training for Y-axis unit.  (a) Thermal error model, (b) 
residual errors, and (c) temperature vairations.   
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 The mathematical models for thermal errors, ,  and , are shown 
in Equations (4.3) to (4.5).   
, 3.35 0.40 0.11 0.15 0.12
0.01 0.01  
(4.3) 
 
, 103.68 13.08 12.48 27.77 6.64




, 28.01 7.64 10.20 1.22 0.05
0.01 0.03 0.19  
(4.5) 
where the superscript  denote the thermal errors,  are the readings collected by the 
mounted temperature sensors, and  represents the nominal positions of each axis as 
indicated by the machine controller.   
 In the model training and verification plots, the dots and the surface denote the 
measured and modeled thermal errors, respectively.  It can be seen from the plots of the 
residual errors that the linear positioning accuracy can be reduced to 0.5~0.5 µm range 
for the thermal errors of each axis.  The advantage of the thermal modal analysis lies in 
the fact that thermal error models in compact forms are still capable of accurately and 
robustly accounting for the time variant thermal errors by capturing the essence of 
thermo-elastic relationship.   
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4.4.3 Thermal Loop Reassembly 
 The thermal error model for each thermal link is reassembled to predict the 
volumetric errors.  In order to verify the results, the measurements of linear positioning 
accuracy along the face diagonal in the -plane and the body diagonal were compared 
with the predicted values by the thermal loop analysis.  The results are shown in Figures 




Figure 4.28 Modeling and measurement of linear positioning accuracy along XY-plane 
face diagonal.  (a) Error modeling and verification, (b) temperature variation for X-axis, 




(a) (b) (c) 
Figure 4.29 Modeling and measurement of linear positioning accuracy along body 
diagonal.  (a) Error modeling and verification, (b) temperature variation for X-axis, (c) 
temperature variation for Y-axis, and (d) temperature variation for Z-axis.   
 
 In the plots of thermal error modeling and verification, the cyan surface, the red 
dots and green surface represent the predicted errors, measured errors and residual errors, 
respectively.  The collected temperature sensor readings are divided according to the 
moving axis.  As can be seen from the surfaces of residuals errors, the linear positioning 
accuracy along the face and body diagonal has been much enhanced in both temporal and 
spatial sense.   
 The measured errors and residual errors can be regarded as the linear positioning 
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errors.  After compensation, however, the apparent evident of systematic errors have been 
removed, according to the normal distributions shown in Figure 4.30(b) and (d).  Through 
the generalized thermal error compensation strategy, most of the geometric and thermal 
errors are accurately predicted and accounted for, the machining accuracy, therefore, can 
be significantly improved.   
 
4.5 Summary 
 In this Chapter, the thermal loop analysis was proposed to describe the thermal 
behavior of an entire machine tool.  The machine tool is first decomposed into several 
thermal links along the thermal loop; for each thermal link, thermal error models are 
developed based on the thermal modal analysis.  These thermal links are finally 
reassembled to relate the thermal errors of each thermal link to the volumetric errors.  A 
numerical example was used to illustrate the procedures of thermal loop analysis.  This 
methodology was also applied for the thermal error modeling of an EDM machine; the 
effectiveness was validated through the comparison of the linear positioning accuracy 
prediction and measurement along the face and body diagonals.   
 Unlike the conventional FEA for a whole machine tool system, which is usually 
conducted at the nominal axis positions, the proposed thermal loop analysis is capable of 
modeling the positioning dependent thermal errors, which is usually coupled with 
geometric/kinematic errors.  The thermal deformation inherent in each thermal link is 
also taken into account in the thermal loop analysis, which is sometimes ignored 
providing that the kinematic modeling based on the structural loop is utilized.   
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CHAPTER 5  
ASSESSMENT OF ROTARY AXIS GEOMETRIC ERRORS BY USING 




 Traditional methods for machining complex surfaces on three-axis machine tools 
use ball-end cutters, and require long machining time, multiple setups and finishing 
process.  Alternatively, five-axis machine tools have been utilized to reduce machining 
time and enhance machining accuracy during fabricating complex surfaces.  The main 
advantages of five-axis machine tools over their three-axis counterparts are good 
geometric accommodation of the cutter to the surface of the workpiece, technically 
correct alignment of the cutter to the surface of the workpiece, small amount of jigs and 
fixtures, shorter machining time, and better surface finish (Takeuchi and Watanabe, 
1992).   
 The consistent performance of any machine depends on the degree of its ability to 
position the tool tip at the required workpiece locations. This task is, however, largely 
constrained by the geometric errors either inherent in the machine or occurring during the 
machining process.  Thompson (1989) stated that the availability of modern 
computational tools makes the application of active and pre-calibrated error 
compensation an economical alternative to designing and building for absolute accuracy.  
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In the past few decades, a large number of researches have been carried out to 
demonstrate the feasibility of geometric error measurement and compensation in three-
axis machine tools.  Based on an established error model, a compensation algorithm is 
adopted to eliminate the geometric errors, thus improving the machine accuracy.  The 
error compensation in three-axis machines has delivered satisfactory results as long as the 
machine’s operating conditions are well-defined and the geometric errors are repeatable.   
 Although geometric error measurement and compensation have been successfully 
implemented on three-axis machine tools, some barriers still exist, preventing this 
promising technique from being applied to five-axis machine tools.  Relevant studies on 
the accuracy of five-axis machine tools are mainly confined to the theoretical simulation.  
One crucial barrier is the difficulty of measuring or identifying error components in the 
rotary axis due to the lack of proper measurement devices and algorithms.  The complex 
structure and large number of error components is another major difficulty.  Furthermore, 
the addition of two rotary axes makes the error compensation algorithm of five-axis 
machine tools extremely different from conventional three-axis machine tools.   
 Some methods have been summarized in ASME 5.54-1992 to measure the 
angular positioning error, which is one of the six motion errors induced by the rotary axis.  
All the proposed methods therein, however, have unavoidable deficiencies.  The 
calibration interval of autocollimator with polygon approach is restricted by the number 
of faces of the polygon.  The calibration accuracy by using laser interferometer with 
rotary indexer approach is limited by the accuracy of the rotary indexer; moreover, the 
laser alignment and calibration process is very time-consuming and labor-intensive.  In 
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addition, these methods are not able to measure the error components other than the 
angular positioning error.   
 A Telescopic Magnetic Ball Bar (TMBB) and circular tests are exploited in this 
Chapter for the calibration of rotary axis.  The TMBB was initially designed to collect the 
positioning inaccuracy of coordinate measuring machines and machine tools by Bryan 
(1982a and 1982b).  Knapp (1983) developed a circular test method, utilizing a circular 
plate and a bi-directional displacement sensor.  Kakino et al. (1987) applied the TMBB to 
the diagnosis of numerical controlled machine tools.  Several similar measuring devices 
and methods were also developed by Ziegert and Mize (1994) and Lei and Hsu (2002a 
and 2002b).   
 The TMBB has been extensively explored for the measurement of error 
components of multi-axis machine tools.  Hai (1995) developed a systematic approach to 
identify the error components of a machine tool.  Wang and Ehmann (1999a and 1999b) 
developed two measurement methods to measure the total positioning errors at the tool 
tip of a multi-axis machine tool without the use of an error model.  Abbaszadeh-Mir et al. 
(2002) presented a calibration algorithm identify link errors in a five-axis machine tool.  
A method based on the mathematical analysis of singularities of linear systems was used 
to assist in selecting a minimal but sufficient set of link error parameters.  The 
effectiveness of this method was validated through numerical simulations.  Lei and Hsu 
(2003) designed a 3D probe ball for the measurement of the link errors by moving each 
axes along some specific test paths and thus enhanced the accuracy of a five-axis 
machine.  Tsutusmi and Saito (2003 and 2004) proposed two methods for identifying 
eight deviations inherent in a five-axis machine tool by means of a TMBB.  One method 
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required four measurements by moving two linear axes and one rotary axis 
simultaneously, while the other required two measurements by moving two linear and 
two rotary axes simultaneously.  But only numerical simulation was presented.   
 Though both the TMBB and the laser interferometer have been used for the rotary 
axis calibration, the TMBB is considered comparatively more appropriate than the laser 
interferometer under certain circumstances when the calibration accuracy is not the major 
concern.  First of all, circular tests, as the main measurement approach for the TMBB, are 
completely compatible with the rotational motion of a rotary axis.  In contrast, the laser 
alignment is always an issue for rotary table calibration using the laser interferometer, 
even though the precise rotary indexer has been employed.  Moreover, the limited 
calibration range of the TMBB for linear axis calibration is no longer an issue for rotary 
axis calibration; on the other hand, the rotary indexer might be either too large or too 
heavy for the rotary axis to support, especially for those horizontally oriented rotary 
tables.  Lastly, the TMBB is much easier to setup, providing more efficient assessment of 
the rotary axis.   
 In this Chapter, a quick assessment of rotary table by using the TMBB is 
proposed.  The calibration algorithm based on the mathematical derivation is developed 
and further modified taking into consideration the setup errors and eccentricity.  The 
feasibility and restriction are evaluated through the sensitivity analysis.  Two estimation 
methods are separately utilized and compared for the error components estimation.  The 
entire calibration procedures are demonstrated by measuring a commercially available 
rotary table, and the calibration results are compared with the pre-known values.   
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5.2 Rotary Axis Calibration Strategy 
 A Telescoping Magnetic Ball Bar (TMBB) is a measuring device consisting of 
two high precision spherical tooling balls of the same diameter connected by a rod, which 
is held by a socket at both ends and contains a displacement transducer allowing accurate 
measurement of the length variation of the ball bar as one socket moves with respect to 
the other.   
 When a TMBB is used to assess the accuracy of a rotary axis, one end of the 
TMBB is mounted on the rotary table, while the other end is attached to the spindle.  The 
rotary axis, sometimes with linear axes as well, is programmed to following certain paths, 
mostly circular paths, while maintaining the nominal length of the ball bar.  However, 
due to the errors induced by the rotational motion, the variation of the length would show 
certain error patterns.  As a result, the associated error components can thus be estimated 
by an inverse kinematics analysis.   
 The calibration methods proposed in this Section are able to measure the error 
components induced by the movement of a rotary axis.  The restriction of this method is 
discussed based on the analysis of the setup errors, particularly eccentricity.   
 
5.2.1 Algorithm Derivation 
 There are six error components induced by the movement of a rotary axis.  For a 
rotary axis, , revolving around -direction, as depicted in Figure 5.1, three linear errors 
are two radial errors,  and , and one axial error , whereas three angular 
errors are two tilt errors,  and , and one angular positioning error, .   
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Figure 5.1 Error components induced by the rotational motion.   
 
 The schematic calibration setup is shown in Figure 5.2, where point  represents 
the center of the rotary table and points  and  represent the two ends of the TMBB.  
The nominal length of the TMBB is assumed to be equal to .  One stationary reference 
coordinate system, , and one moving coordinate system, , are assigned to the rotary 
table, respectively, for the derivation of the calibration model.   
 
 
Figure 5.2 Schematic setup for rotary table calibration.   
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 The homogeneous transformation matrices,  and , describing the ideal 
and actual rotational motions of the rotary axis from moving coordinate system  to the 
reference coordinate system  are given in Equations (5.1) and (5.2),  
0 0
0 0
0 0 1 0




0 0 0 1
(5.2) 
where  is the angular positions of the rotary axis, .   
 As shown in Figure 5.2, one end of the TMBB, , is fixed at the rotary table, and 





where  and  are the radial and axial distances from point  to point  in the moving 
coordinate system .  By using the transformation matrices in Equations (5.1) and (5.2), 
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 The other end of TMBB, , is attached to the spindle, and its coordinates, , in 






where  is the vertical distance from point  to point  in the moving coordinate system 
.  Because point  is stationary, independent of the rotation of the rotary axis, the real 






 Based on the coordinates of two ends of the TMBB, points  and , in the 
reference coordinate system , the ideal and actual length of the TMBB during the 
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where  and  are the ideal and actual length vectors of the TMBB, and three 
corresponding components indicate the magnitudes in the ,  and -direction in the 
reference coordinate system .   
 During a typical circular test, the length variation of the ball bar collected at a set 
of prescribed angular positions is the difference between the ideal and actual length  
Δ | | | | (5.10) 
where | | and | | are the absolute magnitude of the ideal and actual length of the ball 
bar.   
 In order to estimate the error components, the difference between the square of 
the ideal and actual length of TMBB is explored  
Δ | | | |
2 sin 2 cos
2 cos 2 sin 2 ·  
(5.11)
 As can be seen in Equation (5.11), Δ  is a function of both angular position, , 
and five error components, , , ,  and .  Angular positioning 
error, , is not observable because it represents the difference between the actual 
angular position and the reference position, which is not able to be tracked by a TMBB.  
An external reference source, such as laser interferometer or autocollimator, must be 
utilized for the measurement of .   
 It is noted that rotary table is always axial symmetric, therefore,  and , 
and  and  can be assumed to be equivalent.  This assumption is usually 
adopted by the rotary table vendors as well.   and  are regarded as the radial 
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runouts and  and  are regarded as the axial wobbles.  In addition, these five 
error components are assumed to be constant during the rotational motion.   
 Error components induced by the rotary axis can be theoretically estimated based 
on Equation (5.11).  However, setup errors have to be taken into account for the practical 
application of the proposed calibration approach.  Eccentricity, due to the imperfect 
alignment of rotation axis between the rotary table and the ball bar, is always the critical 
factor influencing the circular test results.  If assuming there exist eccentricity errors 
when locating point  right above the center point , the coordinates of point  in the 




where  and  are the eccentricity errors along the  and -direction.  Following the 
same derivation procedures above, the difference between the square of the ideal and 
actual length of the ball bar is attained  
Δ | | | |
2 sin 2 cos
2 cos 2 sin 2 ·
2 cos 2 sin  
(5.13) 
In Equation (5.13), additional terms have been introduced due to the eccentricity, 
2 cos 2 sin , which are several orders larger than the 
remaining terms in magnitude; therefore, the eccentricity must be eliminated.   
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 In order to remove the effects of the eccentricity errors, the proposed calibration 
procedures are correspondingly modified.  Two setups with ball bars of different lengths, 
shown in Figure 5.3, are necessary for the isolation of the eccentricity.  In the first setup, 
the two ends of the short ball bar with length 1 are located at the rotary table at point  
and the spindle at point 1.  In the second setup, the long ball bar with length 2 is used.  
The one end on the rotary table at point  maintains the same position; while the other 
end on the spindle is moving vertically up to point 2.  But due to the eccentricity errors, 
the actual positions of points 1 and 2 are 1  and 2 , respectively.   
 
 
Figure 5.3 Modified rotary axis calibration setups.   
 
 According to Equation (5.13), the differences between the square of the ideal and 
actual length of the two ball bars with regard to the two setups are  
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Δ 1 2 · 1 · sin 2 · 1 · cos
2 · cos 2 · sin 2 1 ·
2 · cos 2 · sin  
(5.14)
  
Δ 2 2 · 2 · sin 2 · 2 · cos
2 · cos 2 · sin 2 2 ·
2 · cos 2 · sin  
(5.15)
where 1 and 2 are the height of point 1 and 2 from the surface of the rotary table.   
 Subtracting Δ 1  by Δ 2  yields  
Δ′ 1 Δ′ 2
2 · 2 1 · sin 2 · 2
1 · cos 2 2 1 ·  
(5.16)
 It can be seen from Equation (5.16) that the modified calibration method is 
capable of measuring only three error components, one axial error  and two tilt 
errors  and .  Though eccentricity errors of  and  have been removed, 
two radial errors  and  also vanish.  The reason for this is that  and , 
or  and  are coupled in their corresponding directions.  Therefore, classic 
reversal techniques (Evans et al., 1996) have to be utilized to separate these errors.   
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5.2.2 Estimation Methods 
 In order to estimate the error components in Equation (5.16), certain estimation 
methods must be employed.  The least squares (  norm) estimation is widely used for 
solving such equation; however, it does not always provide the most suitable solutions for 
particular applications (Tajbakhsh et al., 1997).  Two performance measures of parameter 
estimation are utilized and compared in this study.   
  norm estimation method measures the goodness of the fit by the average 
squared errors.  This is the most commonly used method for parameter estimation as well 
as for measuring model performance.   norm method measures the goodness of the fit 
by the worst errors.  This method is less convenient mathematically, but it is capable of 
guaranteeing the maximum error does not exceed the specification, which is desired in 
the acceptance tests of machine tools and finished parts.  The mathematical expression 




| | (5.18) 
where  is the number of samples and  is the residual errors.  The estimation results by 
using these two methods are compared in terms of the maximum errors and root-mean-
square (RMS) errors for the sake of illustration.   
 
5.3 Numerical Simulation 
 In this Section, the sensitivity analysis of the proposed calibration algorithm is 
carried out by numerically simulating the measurement procedures.  The rotary table to 
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be calibrated, shown in Figure 5.4, is driven by a brushless servomotor with a precision 
gear and matched worm.  This table is preloaded to reduce the backlash.  Oil is also filled 
to assure long gear life at high continuous table speeds.  The capability of continuous 360 
Deg rotary positioning is provided.  The accuracy specifications are listed in Table 5.1.   
 
 
Figure 5.4 Rotary table to be calibrated (Courtesy of Aerotech. Inc.).   
 
Table 5.1 Accuracy specifications of the rotary table.   
Basic model ART330 
Table diameter 300 mm 
Drive system Precision worm gear 
Accuracy 0.15 mrad (0.5 arcmin) 
Repeatability (Unidirectional) 29.1 μrad (6 arcsec) 
Axis wobble 24.3 μrad (5 arcsec) 
Axis runout – Radial 15.0 μm (600 μin) 
Axis runout – Axial 2.0 μm (80 μin) 
  
103 
 There are two alternative lengths for the TMBB system, 1 90.850 mm and 
2 217.952 mm.  Figure 5.5 displays the socket with known dimensions used to fix 
one end of the ball bar onto the rotary table during the calibration process.   
 
 
Figure 5.5 Socket with known dimensions for the calibration setup.   
 
5.3.1 Sensitivity Analysis of Rx 
 Because two lengths of the TMBB, 1 and 2, and the height of the artifact  
are specified, the position of the artifact on the rotary table along the -direction, , is 
the only adjustable parameter and thus plays an important role of deciding the accuracy 
of calibration results.   
 When estimating the error components, ,  and , based on 
Equation (5.16), Equation (5.19) must be solved  




Δ 1, Δ 2,
Δ 1, Δ 2,
Δ 1, Δ 2,
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2 · 2 1 · sin 2 · 2 1 · cos 2 2 1
2 · 2 1 · sin 2 · 2 1 · cos 2 2 1
2 · 2 1 · sin 2 · 2 1 · cos 2 2 1
 
and  is the number of collected data sets.  The condition number of , a measure of the 
singularity of a matrix, is defined as  
 (5.20)
where  and  are the minimum and maximum singular values of , respectively.  
The effectiveness of various  is analyzed through the evaluation of .  The 
results of sensitivity analysis of  are shown in Figure 5.6.   
 
 
Figure 5.6 Sensitivity analysis of Rx.   
 
 Due to the limited length of the short TMBB, the range of  spreads merely from 
0 mm to 90 mm.  The condition number is correspondingly computed.  As can be seen 
from Figure 5.6, larger  results in a smaller condition number, which is mathematically 
desired for the calculation of the inverse matrix of  if  norm method is employed.  The 
range in which  is insensitive to the varying  is selected for the experimental 
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tests.  Considering the screw layout of the rotary table,  is chosen to be 71.8420 mm.  
The corresponding angles between the ball bar and the vertical axis are 1 52.26 Deg 
and 1 19.25 Deg for calibration setups of the short and long ball bars, respectively.   
 
5.3.2 Sensitivity Analysis of Dimensional Variations 
 Dimensional variations of setup parameters, ,  and , are unavoidable.  
Deviations from nominal values may introduce unexpected factors, make the 
computation unstable and thus give rise to wrong results.  The influences of dimensional 
variations are therefore investigated through the numerical simulation.   
 During the simulation, the error components are pre-assumed.  The dimensional 
variation is purposely imposed from 0.1 mm to 1 mm for each setup parameter.  The 
nominal value of each parameter, ,  and , is decided in the previous Section.  The 
deviation of the estimated error components, , and , are finally computed based 
on Equation (5.19).  The results are plotted in Figure 5.7.   
 
 
Figure 5.7 Sensitivity analysis of dimensional variation of setup parameters.   
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 It can be seen from Figure 5.7 that the estimation deviation of each error 
component increases linearly with respect to the larger dimensional variations.   is 
more sensitive to the setup variation than  and  for the prescribed nominal setup 
parameters.  However, the estimation deviations are still in the acceptable range when 
each setup parameter variation is less than 1 mm , which can be easily achieved in 
practice.   
 Based on the above sensitivity analysis of setup parameters, the proposed rotary 
axis calibration algorithm is able to provide accurate results and is relatively robust to the 
setup errors, which are usually the most significant factors for a practically feasible 
calibration method.   
 
5.4.3 Classification of Error Patterns 
 Error patterns directly indicate the existence and significance of certain error 
components in the circular tests.  If the error patterns of two error components are similar 
to each other, these two error components cannot be distinguished mathematically.  The 
error patterns of error components induced by rotational motion are illustrated in this 
Section to graphically clarify the restriction of the developed calibration algorithm by 
using the TMBB.   
 During the simulation,  and , ,  and ,  and  are assumed to be 
specific values in turn while maintaining others zero.  Figures 5.8 to 5.10 show the length 
variation, Δ , due to the error components  and , ,  and , respectively.  In 
these figures, the continuous blue and dotted green lines represent the calibration results 
of different setups with the short and long ball bars, respectively.    
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(a) (b) 
Figure 5.8 Error patterns of error components Dx and Dy.  
(a) Positive Dx and Dy and (b) negative Dx and Dy. 
 
(a) (b) 
Figure 5.9 Error patterns of error components Dz.  
(a) Positive Dz and (b) negative Dz.   
 
  
Min      Max Min      Max 
Min      Max Min      Max 
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(a) (b) 
Figure 5.10 Error patterns of error components Ex and Ey.  
(a) Positive Ex and Ey and (b) negative Ex and Ey.   
 
 In Figures 5.8 to 5.10, the amount of radius in each plot is not straightly indicated 
due to the fact that the pattern shape is the only critical specification for each error pattern.  
The positive and negative values of each error component are separately simulated; and 
as can be seen, the sign (positive or negative) of these error components changes either 
the orientation, shown in Figures 5.8 and 5.10, or the size, shown in Figure 5.9, of the 
error patterns.   
 Figure 5.11 shows the error patterns of eccentricity errors,  and .  Only four 
possible sign combinations of  and  are illustrated, where the magnitude of  and 
 are assumed to be equal.  For unequal  and , the orientation of the error patterns 
would rotate correspondingly.   
  




Figure 5.11 Error patterns of error components Hx and Hy.  
(a) Positive Hx and positive Hy, (b) positive Hx and negative Hy, (c) negative Hx and 
positive Hy, and (d) negative Hx and negative Hy.   
 
 It is worth noting that the error patterns of  and  shown in Figure 5.8 and 
error patterns of  and , shown in Figure 5.11, are close to each other in terms of the 
pattern shape and relative locations for both setups.  This graphically reveals the coupling 
effects of  and , and  and , which as previously mentioned restrict the 
potentially full calibration of the rotary axis.    
Min      Max Min      Max 
Min      Max Min      Max 
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5.4 Experimental Demonstration 
 The experiments were conducted to illustrate the proposed rotary axis calibration 
approach.  The calibration procedures described above were followed and the setup 
parameters were set according to the nominal values decided in the previous Section.  
During the data acquisition, the rotary table shown in Figure 5.4 was programmed to 
rotate 10 Deg and then dwell for several seconds, allowing the capture of length variation 
of the ball bar.  Altogether 37 sets of data were captured for each rotation.  Three 
replications were made for the two setups with the short and long ball bars, respectively.   
 The collected data are plotted in Figure 5.12.  Figures 5.12(a) and 5.12(b) 
correspond to the two TMBB lengths.  In both figures, the red dotted line and blue 
continuous line represent the nominal and actual length of the TMBB, respectively.  The 
unit of the radius in both polar plots is mm.   
 The eccentricity is signified by the center offset of the actual plot from the ideal 
plot, compared with the eccentricity error pattern shown in Figure 5.11.  The amount of 
the offset in the vertical direction is more severe than that in the horizontal direction, 
indicating the eccentricity is unequal in both directions.  In addition, it is observed that 
the offset patterns for both setups are relatively similar.  This implies that the eccentricity 
errors  and  do not change significantly during the vertical movement of the spindle 
between the two setups, which is desired for the elimination of the eccentricity according 




Figure 5.12 Polar plots of the collected data for two calibration setups with (a) short 
TMBB and (b) long TMBB.   
 
  and  norm estimation methods based on Equation (5.16) are utilized to 
compute the error components ,  and , respectively.  The estimated results are 
summarized in Table 5.2.  The estimated error components by using both estimation 
methods agree well with each other, and do not deviate significantly from the given 
values in Table 5.1.  Moreover, the assumption of equivalent  and  are also verified.   
 
Table 5.2 Error component estimation results.   
 norm method  norm method 
 arcsec 7.93 6.54 
 arcsec 7.38 8.70 
 µm  2.68 2.55 
 
 The residual errors for both methods are shown in Figure 5.13.  The unit of the 
radius in the polar plot is mm .  The residual errors distribute tightly around the circle of 
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zero radius, indicating that most of the systematic errors have been eliminated.  The 
discontinuity at 0 Deg signifies the existence of the backlash in the rotary table.   
 
(a) (b) 
Figure 5.13 Plots of residual errors by using (a) l2 and (b) l∞ norm methods.   
 
 Comparison of  and  norm estimation methods are conducted and listed in 
Table 5.3 in terms of the measures of Max(| |), Range( ) and RMS( ).  As can be seen 
from Table 5.3, the purpose of employing  or  norm estimation methods has been 
attained considering the smaller maximum error or the RMS error for either estimation 
method.   
 
Table 5.3 Comparison of the estimation results by using l2 and l∞ norm methods.   
 norm method  norm method 
Max(| |) 0.807 0.632 
Range( ) 1.520 1.263 




 In this Chapter, a rotary table calibration algorithm by using the TMBB has been 
developed.  The feasibility and restriction of this algorithm, accounting for the 
eccentricity, were presented based on the rigorous mathematical derivations.  The 
sensitivity analysis of setup parameters was numerically simulated.  The error pattern of 
each error component was separately generated, graphically clarifying the inherent 
constraints of this approach.  The calibration procedures were carried out to measure a 
rotary table.  Two different estimation methods were applied and compared for the error 
evaluation.  The calibration results are close to the given values, verifying the 
effectiveness of the proposed calibration algorithm.   
 Though only three error components are measurable for this method, the quick 
setups and procedures still provide advantages over other approaches.  In addition, the 
measurable wobble errors are usually more significant compared with the radial runouts 
due to the Abbe effects for rotary tables with large diameters.   
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CHAPTER 6  




 The major contributions of this research include: 1) Development of quick rotary 
axis calibration algorithm by using the Telescopic Magnetic Ball Bar for the geometric 
error compensation of five-axis machine tools; 2) Practical validation and utilization of 
thermal modal analysis for the temperature sensor placement determination and robust 
thermal error modeling; and 3) Development of a thermal loop analysis to relate the 
thermal deformation of machine elements and thermal errors between moving 
components to the volumetric errors.   
 The conclusions for this research are summarized as follows: 
 Thermal modal analysis is an important method for analyzing the machine tool 
thermal deformation errors.  Time constant and temperature distribution field for each 
thermal mode can be computed through the finite element analysis and eigen-analysis.  
The mode weights based on the assumption of serial step heat flux input illustrate the 
existence of thermal modes and realize the application of thermal error modal analysis on 
the practical machine tool elements.  Temperature sensor placement schemes with mode 
truncation are validated through the comparison with Gaussian integration method and 
exhaustive search method.  Thermal error models thus derived are shown to be robust in 
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terms of both extrapolation and frequency sensitivity through both numerical simulation 
and practical experiments.   
 Thermal loop analysis is utilized for the thermal error prediction and 
compensation of an entire machine tool.  The machine tool is decomposed into several 
thermal links along an identified thermal loop.  The temperature sensor placement 
scheme and thermal error modeling are developed for each machine element based on the 
thermal modal analysis.  The volumetric errors are then predicted and compensated 
through the reassembly of machine elements.  The thermal loop analysis mitigates the 
inaccurate thermal modeling of machine joints, and extensively enhances the 
effectiveness of the finite element method in the thermal error modeling and 
compensation.  In addition, both the thermal deformation of machine element and thermal 
error coupled with geometric and kinematic errors between moving axes can be embraced 
in the thermal error models for the volumetric errors.   
 The introduction of two rotary axes not only substantially facilitates the 
functionality of five-axis machine tools, but also necessitates the rotary axis calibration 
method for the assurance of five-axis machining accuracy.  The Telescopic Magnetic Ball 
Bar is explored for its easy setup and quick assessment algorithm.  The axial runout and 
two wobbles can be effectively estimated by two circles tests.  Two radial runouts and 
angular position accuracy cannot be assessed due to the interconnection with the setup 




6.2 Recommendations for Future Work 
 Recommendations for future work related to this research are as follow:  
1. Development of efficient thermal error identification methods.  Thermal error 
calibration by using the laser interferometer is able to result in accurate and repeatable 
measurement results.  However, this approach is extremely time-consuming and labor-
intensive; moreover, the calibration of certain thermal errors might not contribute to the 
dimensional accuracy of machined parts.  Methods of identifying thermal errors from the 
measurement of dimensional deviations of machined parts have the potential to alleviate 
this issue.  In addition, the continuous measurement of machined parts is capable of 
updating the estimated thermal error models, enabling the in-process compensation of the 
thermal errors.   
2. Extension of the thermal modal analysis towards the virtual machine tool design.  
The current thermal modal analysis is performed for each individual machine element.  
The facilitation of finite element analysis for the whole machine tool would be realized if 
an efficient interface formulation between machine elements could be established.  This 
interface formulation must have the capability of combining the intricate thermal 
mechanism and the existing thermal modal analysis of machine elements, without 
resorting to remeshing and recalculating the whole machine tool structure.  By doing this, 
the lead time of machine tool design could be significantly shortened.   
3. Application of thermal loop analysis to the evaluation of the modular machine 
tool design.  The basic idea of thermal loop analysis is delivered from the decomposition 
of the thermal loop to the recombination of each thermal link.  Each thermal link 
conceptually corresponds to a module.  The thermal error model associated with each 
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thermal link can be assembled according to the specified configuration for the volumetric 
error prediction.  The machining accuracy in terms of the amount of thermal errors can be 
therefore compared, similar to the dynamic analysis of the reconfigurable machine tools.  
The results would be helpful in the decision of the modular machine tool design and the 
configuration determination of the reconfigurable machine tools for a certain part family.   
4. Derivation of quick assessment of the complete geometric errors for five-axis 
machine tools.  The calibration algorithm for rotary axis provides an opportunity of fully 
assessing the geometric errors of a five-axis machine tool.  However, such geometric 
errors between the moving axes as squareness and parallelism are still difficult to 
measure, in that several axes are required to move simultaneously.  Moreover, these 
errors are usually interconnected with the geometric errors inherent in each axis.  The 
five-axis machining accuracy would not be ultimately assured without the correct 








Kinematic Error Synthesis Modeling 
 
 Kinematic error synthesis models play a pivotal role in the performance 
assessment of machine tools.  The formulation of synthesis model is usually dependent 
on the assumptions of rigid body and small errors (Yuan and Ni, 1998).  Rigid body 
assumption means that the error components of one axis are merely the function of that 
axis and not affected by the motion of other axis.  Small error assumption neglects the 
higher order errors.  The kinematic chain and the homogeneous transformation matrix 
(HTM) are usually combined to develop kinematic models.   
 A kinematic chain, , is used to synthesize the feasible configurations of all 
kinds of machine tools and their corresponding kinematic characteristics.  One generic 
kinematic chain for a typical machine configuration is displayed in Figure A.1 by 
arranging each machine component, , , , 1,1, , according to the machine 
structure from workpiece, , through the ground, , and to tool, .  For this 
configuration, there are  and  machine elements in the part branch (from  to ) and 
the tool branch (from  to ), respectively.   
 
Figure A.1 A representative kinematic chain for multi-axis machine tools.   
 
 The simplified mathematical form based on this chain is expressed as  
 (A.1) 
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Particularly, , ,  denotes translation, , and , ,  denotes rotation, .  
 and  are sometimes used to represent a set of machine configurations for the 
general purpose.  Because workpiece, , and tool, , are always at the two ends of a 
kinematic chain, they are usually not presented to avoid confusion.   
 Based on the kinematic chain, coordinate systems are then placed to describe the 
axis motion and the induced error components.  Three coordinate systems, the world 
coordinate system ( ), the tool coordinate system ( ), and the part coordinate 
system ( ) are individually assigned.  The HTM from the  to the  is expressed 
by Equation (A.2) 
· · · · · ·  (A.2) 
where  is the HTM from  to , and  is the HTM from  to .  
The relative motion of components  with respect to  in three-dimensional space 
can be generally described by a transformation matrix as follows  
0 0 0 1
 
(A.3) 
where the first three columns are direction cosines representing the orientation of the 
machine component and the last column represents the position of the machine 
component (Slocum, 1992).   
 For each moving component, there are two corresponding HTMs depending on 
the motion types and directions, one for ideal motion and the other for actual motion.  
Theoretically, the actual motion differs slightly from the ideal motion with six error 
components, three translational and three rotational errors.  These errors can be defined 
as occurring along and about the assigned coordinate system.   
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 For a linear axis moving in the -direction, as shown in Figure A.2(a), the three 
translational errors are one linear displacement error, , and two straightness errors, 
 and , while the three rotational errors are roll, , pitch, , and yaw, 
.  For a rotary axis revolving around -direction, as shown in Figure A.2(b), the 
three translational errors are two radial errors,  and , and one axial error 
, while the three rotational errors are two tilt errors,  and, , and one 
angular displacement error .  The corresponding HTMs describing the ideal and 
actual motions of the linear axis, -axis, and the rotary axis, -axis, are summarized in 
Equations (A.4) to (A.7).   
 
(a) (b) 
Figure A.2 Motion errors induced by translational and rotational motions.  
(a) Linear axis: X-axis and (b) Rotary axis: C-axis.   
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(A.7) 
where  and  represent the ideal and actual motion of -axis, and  and 
 represent the ideal and actual motion of -axis.   
 Besides these position dependent motion errors, there is another kind of errors, 
which is induced by the relative movement between axis and machine structure 
imperfection.  There errors, commonly referred to as link errors, including squareness 
errors between linear axes, ,  and , and parallelism errors between linear and 
rotary axes, , , ,  ,  and  (ASME B5.54-1992).   
 For the purpose of error compensation, the volumetric errors in  must be 
computed depending on the tool position and orientation in .  Let the position and 
orientation vectors of the central tip of the tool in  be  
_ 0, 0, , 1  (A.8) 
_ 0, 0,1,0  (A.9) 
where  represents the tool; subscript  and  denotes the position and orientation in 
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, and  is the length of the tool.  Volumetric errors, as the difference between ideal 
and actual position and orientation of the tool in  can be calculated by using the 
following equations  
_ · _ _ · _ _ _ · _  (A.10)
_ · _ _ · _ _ _ · _ (A.11)
where M CS_TCS  and M CS_TCS  are the ideal and actual HTMs from TCS  to PCS .  
 Both of them can be obtained based on Equation (A.2) with proper substitutions 
of different motion transformation matrices shown in Equations (A.10) and (A.11).   
and  are, respectively, the position and orientation errors, which are the function of 
both error components and the spatial positions of translational and rotational axes in the 




Machine Tool Error Budget and Its Application 
 
 Manufacturers all over the world are pursuing the methodology of increasing part 
accuracy while reducing manufacturing cost to maintain their competence nowadays.  
Part accuracy, defined as the degree of conformance of the finished workpiece to 
dimensional and geometric specifications (Hocken, 1980), is highly dependent on the 
performance of machine tools.  Machine tool errors, accumulating and propagating 
through the machine tool kinematic structure, finally manifest themselves in the part 
dimensional variations.   
 Quasi-static errors, such as geometric and kinematic errors, and thermal errors, 
etc., are the main contributors to the machine tool errors (Yuan and Ni, 1998).  The 
interaction between these errors must be modeled, controlled and predicted to guarantee 
that the part dimensions meet the required specifications.  Machine tool error budget is 
such an efficient tool to control the machine tool errors and predict the part dimensional 
accuracy (Treib, 1987; Thompson, 1989; Steinmetz, 1990; Homann and Thornton, 1998).   
 Broadly speaking, tolerance analysis and synthesis in assembly and mechanism, 
accuracy and variation analysis of parallel machine tools and robots also fall into the 
category of error budgeting.  The basis for rational tolerance specification in the assembly 
is to create an analytical model to predict the accumulation of tolerances in a mechanical 
assembly (Chase and Parkinson, 1991).  Tolerance accumulation is usually analyzed 
through vectors chains or loops, and common models such as the worst case (WC) 
method, the root-sum-squares (RSS) method and Monte Carlo simulation.  Further 
modifications to RSS model have also been proposed to adopt a more general form 
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(Spotts, 1978) or to consider mean shifts or biased distributions (Chase and Greenwood, 
1988).  Sensitivity analysis is also performed to evaluate the significance of component 
dimensional variation to the assembly tolerance.  Tolerance allocation is to assign the 
tolerances for an assembly based on certain performance requirements.  Minimum-cost 
tolerance allocation is one of the most commonly used methods.  Optimization 
algorithms are explored to systematically search the most appropriate combination of 
component tolerance, which would result in the least overall production cost based on the 
assigned empirical cost-tolerance function (Wu et al., 1988; Chase et al., 1990).   
 Variation analysis is necessary for the robust mechanism design.  A mechanism 
generally has one or more kinematic variables as a prescribed input.  The nonlinear 
kinematic equations, relating the input variables to the motion outputs, have to be solved 
for the proper function of the specified mechanism.  Sensitivity of mechanism system to 
variations has been studied be means of robustness index and sensitivity ellipsoid (Faik 
and Erdman, 1991; Zhu and Ting, 2001; Zhang and Porchet, 1993).   
 Accuracy analysis of parallel machine tools has also been investigated by 
considering the effects of manufacturing and actuation errors.  Kinematic models relating 
various kinds of error sources to the pose accuracy are first developed based on D-H 
conventions (Wang and Masory, 1993; Ropponen and Arai, 1995).  Accuracy in terms of 
variation transmission is then described by using different approaches, such as plotting 
the error gain sensitivity (Patel and Ehmann, 1997), evaluating norms of Jacobian matrix 
(Xi and Mechefske, 2000), or applying the Monte Carlo simulation (Pasek, 2000).   
 The abovementioned methodology can be modified to deal with the machine tool 
error budget from different perspectives.  There are two basic sub-problems inherent in 
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error budgeting; one is the mapping of the machine element errors to volumetric errors 
and part dimensional accuracy, and the other is the allocation of the total volumetric 
errors into machine element levels.  Though machine tool error budgeting methods have 
been investigated (Shen, 1993) and applied to the conventional machine tool design 
(Treib, 1987; Thompson, 1989), there does not exist systematic formulation to address 
and resolve both forward and reverse machine tool error budgeting problems.   
 
B.1 Machine Tool Error Budget 
 Machine tool error budget is a systematic tool used for the prediction and control 
of the total errors of a machine tool and accuracy of machined workpieces such that any 
error component does not exceed its allowed specification.  The performance of machine 
tools is highly dependent on the errors in the machine components and their combined 
effects on the accuracy, repeatability, and resolution of the interaction between tool and 
workpiece.  It is of primary importance to ensure that these requirements be achieved 
during the design stage.  This can be demonstrated by using the error budget.   
 Two basic issues exist for an error budget analysis, as shown in Figure B.1.  One 
is error budget analysis and the other is error budget synthesis.  Error budget analysis, as 
a forward problem, is to predict the overall volumetric errors of a machine tool and 
machined part accuracy with known or assumed error distributions of the machine 
components.  Error budget synthesis, as a backward problem, is to allocate the overall 
part dimensional variations, particularly volumetric errors, into each machine component.   
 In this research, geometric and kinematic errors are considered to be the major 
contributors to the machined workpieces.  The derived error budgeting method, however, 
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is applicable to other errors sources if they are properly included in the kinematic models.  
In addition, the part dimensional deviation is assumed to be equivalent to the volumetric 
errors of the machine tool.  The error components are assumed to follow certain statistical 
distributions with zero means and independent of each other, which underlines the 
stochastic nature of error sources.  This zero-mean assumption is reasonable once error 
compensation technique is appropriately applied.   
 
Figure B.1 Machine tool error budget analysis and synthesis.   
 
Machine Tool Error Budget Analysis 
 The forward problem is mainly about the analysis of propagation properties of the 
kinematic model that transmits the error sources to the volumetric errors and part 
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dimensional accuracy.  Sensitivities of each error type to the volumetric errors are used to 
describe the variation propagation and indicate the dominant errors (Slocum, 1992).   
 In general, kinematic error synthesis model can be compactly expressed as  
·  (B.1)
where  
 and  
 represents the volumetric errors in three orthogonal directions, and  represents the 
error components, including linear errors, , angular errors, , and squareness 
errors, .   is the sensitivity matrix (sometime called error gain matrix as well).  For a 
certain volumetric error ,  
·  
(B.2)
where  indicates the sensitivity or amplification factor of the error component  to 
the volumetric errors ;  is the number of error components.   
 In order to make the sensitivity matrix, , is dimensionally homogeneous, the 
linear errors are transformed through the division by their corresponding axis length.  For 
instance, a linear error of 1 µm for an axis with the total length of 1 m is henceforth 
regarded as 1 µm/m .  In practice, 1 µm  linear error over 1 m  axis is approximately 
equivalent to 1 µm/m angular error in terms of manufacturing difficulty and cost.   
 The advantage of sensitivity analysis is that there is no need to know the error 
source distributions in advance.  The sensitivity matrix can be characterized mainly by 
singular values.  Two commonly used measures are the maximum singular value and the 
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condition number.  The maximum singular value is a measure of the largest error 
sensitive direction.  The condition number is a measure of the relative error amplification 
ratio.  Both measures can be illustrated through the design sensitivity ellipsoid (Zhu and 
Ting, 2001), as shown in Figure B.2, where only two error components,  and , are 
taken into account and the ellipsoid represents the constant value of .  The longer 
principal axis corresponds to the less sensitive direction to the error variation; while the 
shorter principal axis corresponds to the larger sensitive direction to the error variation.   
 
Figure B.2 Design sensitivty ellipoid.   
 
 Once the distributions of error sources are obtained, the volumetric errors and 
machined workpiece dimensional accuracy can be computed based on either the root-






 In the RSS model, the probability of each error component is assumed to follow 
the Gaussian distribution.  Equation (B.3) can be further modified to accommodate the 
assumption of various statistical distributions.  The range of the resultant error 
components spreads wider if the RSS model is adopted compared with the worst-cast 
model, which assumed that each error component occurs at its worst limit simultaneously.   
 
Machine Tool Error Budget Synthesis 
 The reverse error budget problem deals with the allocation of the volumetric 
errors or the machined workpiece dimensional variations to each error component based 
on a set of specific criteria.  Error components are stochastic variables following certain 
distributions; cost is correspondingly assigned for different distributions.  The 
exponential cost function, Equation (B.5), is employed to describe the cost-error 
relationship of each error component.   
 (B.5) 
where  is the cost for each error component , and  is unit cost which has to 
be adjusted according to the practical applications.  The cost-error trend could be 
approximately captured by tuning the index, .   
 Based on the RSS model, Equation (B.3), and the assigned cost function, 
Equation (B.5), the optimal error allocation problem with the objective function and 







Subject to: · _  
(B.7) 
  , 1, ,  (B.8) 
where _  is the required specification for volumetric errors, ;  represents the 
lower limit for each error component, which is imposed to eliminate unexpectedly small 
allocated error.   
 Conventionally, the method of Lagrange multipliers is widely used to solve the 
abovementioned optimal machine tool error budgeting problem (Chase et al, 1990).  The 
method of Lagrange multipliers is able to provide a closed-form solution through the 
iterative process, especially efficient to solve simple problem with one inequality 
constraint like Equation (B.7).  However, it has certain limitations.  It cannot treat cost-
error functions for which preferred variation limits are specified, such as Equation (B.8).  
In addition, it is difficult to handle the problems which are described by more than one 
dimensional accuracy requirements with shared error components, because this requires 
the simultaneous solution of a set of nonlinear equations.   
 A hybrid Genetic Algorithm (GA) and sequential quadratic programming (SQP) 
is thus proposed.  This hybrid GA/SQP method shows an advantage over the method of 
Lagrange multipliers in the abovementioned two aspects.  This method is applicable not 
only to the machine tool error budgeting, but 2D or 3D assembly tolerance allocation as 
well.  GA is a search and optimization procedure that arrives at an optimal solution by 
mimicking the principles of natural genetics (Holland, 1975; Goldberg, 1989).  GA is 
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able to quickly reach the region of global optimal solution compared with other 
optimization algorithms, but it is relatively slow in convergence to the optimum solution; 
therefore SQP is employed to identify the optimum solution with the outputs of the GA 
as the initial values.   
 
• Genetic Algorithm (GA) 
 GA operates on the principles of the “survival of the fittest”, where weak 
individuals die before reproducing, while stronger ones survive and bear many offspring 
and breed children who often inherit the quantities that enabled their parents to survive.   
 The flowchart of GA is shown in Figure B.3.  GA relies on the process of 
reproduction, crossover and mutation to improve the fitness of population generation by 
generation, and finally reach the global or near-global optimum.  The initial population is 
constructed randomly from the gene pool with precautions taken to avoid redundant 
genes in solutions.  Reproduction is a process simulating natural selection by judging 
individual solutions according to their fitness through a fitness function and a roulette 
wheel.  Rank order method is commonly adopted for reproduction process.  Crossover 
involves random mating of solutions in the mating pool.  Two new solutions (children) 
are created from two old solutions (parents) by exchanging partial information.  Mutation 
is the occasional random partial alternation of a solution.  Mutation is necessary because 
it introduces new information to the gene pool.   
 For optimal variation allocation problem, every gene represents an error 
component, and the length of the chromosome indicates the total number of error 
components after Jacobian sensitivity analysis. In order to accommodate multiple 
constraints imposed on the overall volumetric errors, a penalty is assigned once the 
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generated volumetric errors cannot reach the satisfactory level.   
 
 
Figure B.3 Flowchart of the Genetic Algorithm.   
 
 The disadvantage of GA is that it lacks efficiency in reaching local optima.  When 
a near local optimum solution is reached, GA has difficulties finding the local optimum 
due to its ignorance of neighborhood structures.   
 
• Sequential Quadratic Programming (SQP) 
 SQP attempts to solve a nonlinear program directly rather than convert it to a 
sequence of unconstrained minimization problems.  SQP (Vanderplaats, 1984) is a 
generalization of Newton's method for unconstrained optimization in that it finds a step 
away from the current point by minimizing a quadratic model of the problem.  At each 
step, an approximation is made of the Hessian of the Lagrangian function using a quasi-
Newton updating method.  This is then used to generate a quadratic programming (QP) 
sub-problem whose solution is used to form a search direction for a line search procedure.  
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The local convergence properties of the SQP approach are well understood when the 
second-order sufficiency conditions are satisfied.  The generated sequence search 
converges to the optimal solution at a second-order rate. These assurances cannot be 
made in other optimization methods.  The convergence properties of the basic SQP 
algorithm can be further improved by using a line search. The choice of distance to move 
along the direction generated by the sub-problem is not as clear as in the unconstrained 
case, where a step length is simply chosen to approximately minimize along the search 
direction.  For constrained problems the next iteration is preferred not only to decrease, 
but also to come closer to satisfying the constraints.  Often these two aims conflict, so it 
is necessary to weigh their relative importance and define a merit function, which is used 
as a criterion for determining whether or not one point is better than another. 
 In this study, the Genetic Algorithm toolbox in MATLAB is utilized.  Parameters, 
such as population size, maximum generations, crossover probability, etc. are tuned to 
improve the computation efficiency.  The solutions generated by the GA are employed as 
the set of feasible initial values to start the SQP program, which is also written in 
MATLAB.  The implementation of SQP consists of updating of the Hessian matrix of the 
Lagrangian function, quadratic programming problem solution, and line search and merit 
function calculation.   
 
B.2 Application of Error Budget for Three-Axis Machine Tool Miniaturization 
 The current trend for the miniature workpieces requires the design guidelines for 
the scaling-down of machine tools.  The physical realization of size reduction of a 
machine, while retaining the original functions, is challenging.  Micro/meso-scale 
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machine tools (mMTs), as the counterparts of the conventional machine tools, have been 
designed and reported by many researchers (Lu and Yoneyama, 1999; Kussul et al., 2002; 
Chen et al., 2004; Kurita and Hattori, 2005).  The scaling effects on the miniaturization of 
machine tools have also been studied (Kussul et al., 1996; Lee, 2004; Chen, 2005; Kussul 
et al., 2006; Liang, 2006).  Miniaturization of machine tools would cause scaling effects 
of acting forces, machine stiffness, surface properties, manufacturing accuracy, and 
traveling speed (Vogler et al., 2002).  
 As far as the accuracy is concerned, many error sources that are present in 
machine tools scale favorably with miniaturization, allowing simplification of the design 
to meet the accuracy requirements, resulting in a less expensive machine tool.  Vogler et 
al. (2002) pointed out that shorter Abbe offsets in mMTs result in less amplification of 
angular errors, which allows for the use of components with less stringent geometric 
tolerances.  Slocum (1992) mentioned that the lower mass/size ratio for micro-machines 
makes them reach thermal equilibrium more quickly.  Several methods have been 
proposed to measure, calibrate and analyze the error sources in mMTs.  Lee et al. (2005) 
presented a six-degree-of-freedom geometric error measurement system for the 
simultaneous measurement of six geometric error components of the moving axes of 
mMTs.  Honegger et al. (2006) developed a trigger probe measurement system and 
measurement methodology for kinematic self-calibration of mMTs.  Caballero-Ruiz et al. 
(2007) proposed to use two-ball gauges to identify the geometric errors in mMTs.   
 However, quantitative methods are still needed for variation analysis in the design 
of mMTs.  The relationship between the quasi-static errors and the part dimensional 
accuracy has not yet been addressed for the miniaturization of machine tools.  How to 
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distribute the error variations among the machine tool elements in the design stage, which 
error sources should be emphasized, and how the errors are amplified and propagated 
through mMTs have to be clarified theoretically.  The proposed machine tool error 
budgeting methods in the previous Section will be employed herein to investigate the 
scaling effects of part sizes on the variation propagation properties of a three-axis 
machine tool.  The size of the parts is assumed to correspond to the size of the machine 
tools.   
 For a three-axis machine tool, there are, theoretically, 21 error components (i.e., 
three linear and three angular errors for each axis, and three squareness errors between 
each axes).  The scaling effects of part sizes are analyzed from two aspects, conceptually 
similar to the forward and reverse problems of machine tool error budgeting.  Two sets of 
measures are also defined from part-oriented and machine-oriented aspects.   
 
Error Budget Analysis for the Miniaturization of Machine Tools 
 From the part perspective, the magnitude of the dimensional accuracy along each 
direction is of primary concern.  Therefore, the sensitivities of part dimensional accuracy 








where ·  is the Euclidean norm.  ,  and  are the dimensional tolerances 
(volumetric errors) along X, Y and Z directions of the machined parts; and  is the error 
vector including all the error components of the machine tool elements.   
 In addition, the most sensitive direction of machined part and the ratio of the part 
dimensional accuracy between each direction are also important.  The following two 





where  and  are the condition number and the Euclidean norm of the sensitivity 
matrix, respectively.   
 From the machine perspective, it is always the machine tool designers’ concern to 
understand the variation contribution of each axis and each error type.  The sensitivities 



















where  is the total volumetric errors, and error components, , are divided into 
different groups depending on the machine axis or error types.   
 These measures defined above are exemplified through a three-axis machine tool 
with the kinematic chain of  is considered.  Each axis is assumed to be 
equal in terms of errors.  Only the variation of error components are considered, therefore, 
the location of  makes no difference.  The part is assumed to be a cube with equal 
length in every direction.  The length of 10, 20, 50, 100, 200, and 300 mm are utilized; 10, 
20 and 50 mm are considered to be the parts for meso-scale machine tools, while 100, 
200, and 300 mm are for conventional machine tools.   
 Figure B.4(a) shows the part dimensional sensitivities, ,  and , with 
respect to the machine tool error variations.  With the increase of part size, the dimension 
along the axis which is farther away from the tool of the machine, in this case X-dir, 
becomes more sensitive to the variation of the error components.  Figure B.4(b) shows 
the trend of robustness indices.  For larger parts, both indices,  and , increase.  The 
results indicate that for fabricating larger parts, certain direction should have lower error 
variation in order to make the part variations in each direction balanced; otherwise, the 





Figure B.4 Part-oriented measures with respect to the part size variations.  
(a) Dimensional sensitivities and (b) robustness indices.   
 
 Figure B.5 shows the change of machine-oriented sensitivity measures.  In terms 
of machine tool axes, with the increase of part size, the axis away from the tool in the 
kinematic chain contribute more variations.  In term of error types, for larger parts, 
angular and squareness errors become more dominant compared with the constant linear 
errors.  These results illustrate the well-recognized Abbe effects, the angular errors would 
be amplified by the effective lever arms, and the static nature of linear errors (Slocum, 
1992).   
 
(a) (b) 
Figure B.5 Machine-oriented measures with respect to the part size variations depending 
on (a) Machine tool axes and (b) error types.   
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Error Budget Synthesis for the Miniaturization of Machine Tools 
 The proposed hybrid GA/SQP method is utilized to solve the reverse machine tool 
error budgeting.  In order to allocate the part dimensional variations to error components 
in the machine element level, the required volumetric errors along each direction, _ , 
must be assumed.  The concept of relative accuracy, defined as the ratio of the attainable 
tolerance-to-workpiece size (Vogler et al., 2002) is employed.  The relative accuracy, as 
shown in Figure B.6, is assumed to be constant for various part sizes.   
 
 
Figure B.6 Relative accuracy with respect to the part size variations.   
 
 The hybrid GA/SQP method was then utilized to solve the optimal allocation 
problem.  The parameters for the GA are listed in Table B.1.  The results of the GA were 
then used as the initial values for the SQP.  The allocated error variations are summarized 
in Figure B.7.  In Figure B.7, the units for linear and angular errors are μm and arcsec, 
respectively.  Only those error components affecting the volumetric errors are shown.  
From the allocation results, the ratio between the linear and angular errors obviously 
changes with the decrease of the part sizes.   
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Table B.1 Parameters for the GA in the optimal error allocation application.   
Population size 10 Maximum generations 5000 
Crossover probability 0.9 Mutation probability 0.1 
 
Figure B.7 Error components of machine elements allocated through the hybrid GA/SQP 
method with respect to the part size variations.   
 
 Figure B.8 summarizes the allocation results in terms of the machine tool axis and 
error types.  In calculating the percentage of variation contribution, the angular and 
squareness errors are converted into linear errors by multiplying the length of the parts 
and each error component is taken into account in the RSS sense.  Therefore, the 











Figure B.8 Comparison of the allocation results in terms of (a) machine tool axis and (b) 
error types.   
 
 These results show the same trend as in the machine tool error budget analysis.  In 
terms of machine tool axis, with the increase of part size, the axis away from the tool 
becomes more sensitive to the error variations; therefore, more error variations are 
allocated to that axis.  In terms of error types, with the decrease of the part sizes, the 
linear errors become more dominant.   
 For a meso-scale machine tool design, if the quasi-static errors are considered as 
the main contributor, the linear errors should be placed more attention.  The underlying 
reason is that the decrease of the machine tool size alleviates the Abbe effects.  In 
addition, the miniaturization of machine tools balances the influence of each axis in the 
kinematic chain.  Conventionally, the moving axis away from the tool should have better 
accuracy and repeatability.  However, for the meso-scale machine tool, each axis shows 
relatively similar contribution to the machined part dimensional variations.  Therefore, it 
is not necessary to make those moving axis away from the tool more robust in terms of 
repeatability.   
 The results provide some new guidelines about the design of mMTs.  First, the 
position of moving axis in the kinematic chain becomes equal in terms of variation 
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contribution to the volumetric errors due to the miniaturization of machine tools.  This 
increases the flexibility of mMTs because configurations could be adjusted without 
considering the issue of potential accuracy deterioration.   
 In addition, the linear errors become dominant for mMTs comparing with angular 
and squareness errors.  Error reduction should be applied to decrease the linear errors.  
Compensation of linear errors is usually easier to realize because the coupling effects of 
angular errors are significantly reduced.  Therefore, the accuracy of mMTs could be 




Five-Axis Machine Tool Classification 
 
 Classification and comparison of five-axis machine configurations have been 
investigated by a few researchers (Sakamoto and Inasaki, 1993)  The addition of two 
rotary axes, making both tool position and orientation crucial for precision machining, is 
the basic difference between three-axis and five-axis machine tool.  Bohez (2002) 
categorized the possible conceptual designs of five-axis machine tools based on the 
theoretically possible combinations of linear and rotary axes.  Some useful quantitative 
parameters, such as the workspace utilization factor, machine tool space efficiency, 
orientation space index and orientation angle index were defined.  Tutunea-Fatan and 
Feng (2004) proposed a generic model for the analysis of practical machine configuration 
designs.  The importance of effective tool length was stressed based on the minimization 
of the total translational movement.  This research could be further extended to the 
optimal tool length determination and workpiece placement for five-axis machine tools.   
 Following the discussion in the Appendix A, if axes are selected from , ,  and 
, ,  for configuration codes of five-axis machine tools without considering the 
location of machine bed in the kinematic chain, there are 6 5! 720  possible 
combinations (Bohez, 2002).  If only five-axis machines with three linear axes are taken 
into account, only 3 5! 360 combinations are still possible.  These possible five-axis 
machine tools can be further classified based on the location where the rotary axes are 
distributed:  (a) rotary axes are on the tool side; (b) rotary axes are separated; (c) rotary 
axes are on the workpiece side.  Each category has 120 possible configurations.  By 
employing kinematic chains, the three categories can be denoted as: , 
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 and .  If substituting  and  with , ,  and , , , and 
placing  in the appropriate position in the kinematic chain, there will be 144 for each 
category and altogether 432 configurations, as long as there is no repetition of any axis.   
 For the sake of illustration, it is assumed that the sequence of linear axes in the 
kinematic chain is always  and the effects of the ground, , is ignored.  Therefore, 
the configuration number is down to 6 for each category, as summarized in Table C.1, 
where the corresponding ideal kinematic models are also listed.   
 In a broad sense, any machines with five axes, no matter how many translational 
or rotational axes, can be regarded as five-axis machine tools.  However, a real five-axis 
machine must be able to provide five DOF in order to position and orient the tool and 
workpiece under any angle relative to each other during machining.  Hence, two rotary 
axes are the minimum requirement for a real five-axis machine tool.  Moreover, almost 
all the five-axis machine tools have three translational and two rotational axes in practice 
due to the fact that the sequence of kinematic chain for a five-axis machine must satisfy 
some specific geometric and kinematic constraints imposed by the machining process 




Table C.1 Ideal kinematic models for five-axis machine tools 
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 However, even a machine equipped with three linear axes and two rotary axes 
does not necessarily provide five-axis machining.  For a real five-axis machine tool, all 
five axes should be incorporated in the form shaping function.  But form shaping 
functions of some configurations, as highlighted in Table C.1, merely include four axis.  
This means these configurations can only provide four degree-of-freedom machining.  
Therefore, the number of possible conceptual configurations of five-axis machine tools 
reduces to 288, and 96 configurations for each category.   
 In order to compare the five-axis machine tools in the three categories, volumetric 
utility (Vogler et al., 2003) defined as the ratio of the machine and workpiece volumes, is 
exploited to analyze different configurations because the volume of workspace is one of 
the basic concerns when designing a new machine, which directly determines the 
traveling ranges of each axis and the size of the final machine.  The volume of workspace 
is basically relevant to the size of the workpiece and the length of the tool.  For a three 
axis machine, the floor space of the machine tool is about twenty times as large as the 
workpiece size (Sakamoto and Inasaki, 1993).  It is, therefore, worthwhile to investigate 
the effects of workpiece size on the workspace of five-axis machines, so that the most 
appropriate machine structure could be chosen to minimize the workspace of the machine 
in the design stage.   
 The ideal kinematic models are utilized herein to relate the workpiece size to the 
workspace volume.  The workpiece size is assumed to be , whereas the 
required workspace is the multiplication of each axis travel range, obtained by solving 
form shaping functions.  The maximum required travel range for illustrated five-axis 
configurations in Table C.1 are summarized in Table C.2.  If the workpiece is cubic, that 
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is, , required workspace for each category is same, in other words, the space 
utility of five-axis machine tools, defined as the volume ratio of the workpiece to the 
workspace,  is basically dependent on the distribution of two rotary axes and the tool 
length, .   
 
Table C.2 Maximum required workspace for conceptual five-axis machine configurations.   
Kinematic chains 
Maximum required workspace 
X-dir Y-dir Z-dir 
  
   
   
  
     
   
    
   
  
     
     
     
 
 Consequently, the space utility for three five-axis machine categories with respect 
to the length ratio of the workpiece to the tool, / , is plotted in Figure C.1.  It is obvious 
that  configuration provides better space utility when the workpiece is small; 
while when the workpiece size is large,  configuration becomes more space-
saving.  Figure C.1 analytically validates the statement mentioned by Bohez (2002) that 
the useful workspace is usually much smaller than the product of the travel in , , -axis 
for five-axis machines with  configurations for large workpieces.  Five-axis 
machines with  configuration can machine very large workpieces.  For 
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 configuration, the application range of these machines is about the same as 
 configuration.   
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