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Abstract. We prove that two Cr critical circle maps with the same rotation num-
ber of bounded type are C1+α conjugate for some α > 0 provided their successive
renormalizations converge together at an exponential rate in the C0 sense. The
number α depends only on the rate of convergence. We also give examples of C∞
critical circle maps with the same rotation number that are not C1+β conjugate for
any β > 0.
1. Introduction
The purpose of this paper is to study certain rigidity questions concerning cri-
tical circle mappings. This study is continued in [4].
In the qualitative theory of smooth dynamical systems, the notions of rigidity
and flexibility play an important role. The smooth systems are usually classified
according to the equivalence relation given by topological conjugacies: two smooth
maps f and g are topologically equivalent if there exists a homeomorphism h of
the ambient space such that h ◦ f = g ◦ h. Such a homeomorphism maps orbits
of f onto orbits of g. One can also consider a stronger equivalence relation given
by smooth conjugacies. This leads to a quantitative or geometric classification of
smooth dynamical systems, since a smooth conjugacy, being essentially affine at
small scales, preserves the small-scale geometric properties of the dynamics. Hence
each topological equivalence class is “foliated” by the smooth conjugacy classes and
the quotient space is the moduli or deformation space of the dynamics. The moduli
space describes the flexibility of the dynamics. When this space reduces to a single
point, we are in the presence of rigidity.
In general, since eigenvalues at the periodic points are smooth conjugacy invari-
ants, we can hope to find rigidity only in the absence of periodic points. From this
viewpoint, the simplest case to consider is that of circle diffeomorphisms. If f is a
circle diffeomorphism without periodic points then f is combinatorially equivalent
to a rigid rotation Rρ : x 7→ x+ ρ( mod 1), in the sense that for each N , the first
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N elements of an orbit of f are ordered in the circle in the same way as the first
N elements of an orbit of Rρ. From Denjoy’s theorem it follows that if f is at
least C2 (or C1 and its derivative has bounded variation) then f is topologically
conjugate to Rρ. By a fundamental result of Herman [10], improved by Yoccoz
[19], we have that if the rotation number ρ satisfies a Diophantine condition such
as ∣∣∣∣ρ− pq
∣∣∣∣ ≥ Cq2+β ,
for all rationals p/q, with C > 0 and 0 < β < 1, and if f is Cr, r ≥ 3, then
the conjugacy is C1 (in fact it is Cr−1−β−ε for every ε > 0). On the other hand,
Arnold proved that some such condition on the rotation number is essential: there
exist real analytic circle diffeomorphisms with irrational rotation number such that
the conjugacy with a rigid rotation is not even absolutely continuous with respect
to Lebesgue measure.
Maps with periodic points cannot be rigid, but we can analyze the rigidity of
some relevant invariant set, such as an attractor of the map. This is the situation
studied by Sullivan and McMullen in the context of unimodal maps of the interval.
They considered the so-called infinitely renormalizable maps of bounded combina-
torial type. For such maps, almost all orbits are asymptotic to a Cantor set which
is the closure of the critical orbit. They proved that if two such maps are smooth
enough and have the same combinatorics then there exists a C1+α diffeomorphism
of the real line that conjugates the restriction of the maps to the corresponding
Cantor attractors. The tools they developed have been of fundamental importance
for the proof of our results.
Perhaps the most famous rigidity result in Geometry is the celebrated Mostow
rigidity theorem. A special case of this theorem states that two compact hyperbolic
manifolds of dimension at least 3 which have the same homotopy type are in fact
isometric. Here a hyperbolic manifold is the quotient space Hn/Γ of the hyperbolic
space Hn by a discrete group Γ of isometries. The hypothesis of the theorem
implies the existence of a quasiconformal homeomorphism of the sphere at infinity
that conjugates the actions of the two groups there. Such a-priori step may be
regarded as a pre-rigidity result. The rigidity is then obtained by proving that this
qc-homeomorphism is in fact conformal, i.e. a Moebius transformation.
The situation for critical circle mappings fits perfectly into this framework. A
critical circle mapping is a homeomorphism f : S1 → S1 that is of class Cr, r ≥ 3,
and has a unique critical point c around which, in some Cr coordinate system, f
has the form x 7→ xp, where p ≥ 3 is an odd integer called the power law of f .
Yoccoz proved in [20] that a critical circle mapping without periodic points is
topologically conjugate to an irrational rotation. Later, in an unpublished work,
he proved that the conjugacy between two critical circle mappings with the same
rotation number is in fact quasisymmetric, i.e. there exists a constant K ≥ 1 such
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that, for all pairs of adjacent intervals I1, I2 of equal length |I1| = |I2|, we have
1
K
≤ |h(I1)||h(I2)| ≤ K .
This is in contrast with the diffeomorphism case where, without restriction on the
rotation number, the conjugacy may fail to be quasisymmetric (see [15], p. 75).
Yoccoz’s result, whose proof we present in §4 and Appendix B, is the exact ana-
logue of the pre-rigidity step in the proof of Mostow’s theorem.
Rigidity Conjecture If f, g are C3 critical circle mappings with the same irra-
tional rotation number of bounded type and the same power-law at the critical
point, then there exists a C1+α conjugacy h between f and g for some universal
α > 0.
So far we have succeeded in proving this conjecture only when the maps are
real-analytic. Our proof involves real techniques developed in this paper, and
deformation of complex structures, developed in the next paper.
1.1 Summary of results. We now present a quick summary of our results. As
already mentioned, we prove two main new theorems concerning critical circle
homeomorphisms.
The first theorem brings forth the connection between renormalization and
rigidity in the context of circle maps. The proof is given in §4.4.
First Main Theorem Let f and g be topologically conjugate C3 critical circle
maps, and let h be the conjugacy between f and g which maps the critical point
of f to the critical point of g. If the partial quotients of their common rotation
number are bounded, and if their renormalizations converge together exponentially
fast in the C0-topology, then h is C1+α for some α > 0.
The second theorem shows that the bounded type hypothesis in the Rigidity
Conjecture stated above cannot be removed. The proof occupies §5 in its entirety.
Second Main Theorem There exists an uncountable set S of rotation numbers
such that for any ρ ∈ S there exist C∞ critical circle maps f and g with rotation
number ρ with the property that the conjugacy between f and g sending the
critical point of f to the critical point of g is not C1+β for any β > 0.
The set S is very small: its Hausdorff dimension is not greater than 1/2. But it
does contain Diophantine numbers, in somewhat remarkable contrast with the case
of circle diffeomorphisms. The saddle-node surgery procedure we develop here is
quite general, and can be used to produce similar counterexamples to the rigidity
of infinitely renormalizable unimodal maps with special unbounded combinatorics.
All estimates performed in this paper rely heavily on the real a-priori bounds of
M. Herman [11] and G. S´wia¸tek [17]. These bounds are revisited in §3. Several
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technical consequences of the real bounds needed in this paper, such as the Cr−1
boundedness of the renormalizations of a Cr critical circle map, are gathered in
Appendix A.
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2. Preliminaries
We have three goals in this section. First, we present some of the basic notations
commonly used when studying circle maps. Second, we present the notions of
commuting pair and renormalization in the context of circle maps, and discuss
their relationship. Third, we state the distortion tools that are necessary for
proving the real bounds in §3.
2.1 Critical circle mappings. Following the tradition in this subject, we iden-
tify the unit circle S1 with the one-dimensional torus R/Z. The obvious advantage
of such identification is that it allows us to use additive notation when dealing with
circle mappings.
We briefly recall some standard facts concerning circle mappings. Given a
homeomorphism f : S1 → S1, we denote its rotation number by ρ(f). It can be
expressed as a continued fraction
ρ(f) = [a0, a1, . . . , an, . . . ] =
1
a0 +
1
a1 +
1
· · ·
an +
1
· · ·
,
which can be finite or infinite, depending on whether ρ(f) is rational or irrational,
respectively. The positive integers an are the partial quotients of ρ(f). They give
rise to a sequence of return times for f , recursively defined by q0 = 1, q1 = a0
and qn+1 = anqn + qn−1 for all n ≥ 1 (for which an exists – an assumption that
will be implicit henceforth). Given x ∈ S1 and n ≥ 1, we denote by Jn(x) the
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closed interval containing x whose endpoints are f qn(x) and f qn−1(x). We also
let In−1(x) ⊆ Jn(x) be the closed interval whose endpoints are x and f qn−1(x).
Observe that Jn(x) = In(x) ∪ In−1(x) for all n ≥ 1.
From the dynamics standpoint, we are not interested in all circle homeomor-
phisms, but only in those that possess a unique critical point in S1, being local
diffeomorphisms everywhere else. These are the so-called critical circle maps.
More precisely, let f : S1 → S1 be a Cr homeomorphism, for some r ≥ 1. We say
that f is a critical circle map if there exists c ∈ S1 (the critical point) such that
f ′(c) = 0 and f ′(x) 6= 0 for all x 6= c. Moreover, we require f to have a power-law
at c. This means that in a suitable Cr coordinate system around the critical point,
our f is represented by a map of the form x 7→ x|x|p−1 + a, for some real number
p > 1 called the power-law exponent of f . The class of all Cr critical circle maps
will be denoted by Critr(S1).
Since the critical point c of a critical circle map is a distinguished point on the
circle, we will write In and Jn throughout, instead of In(c) and Jn(c), respectively.
2.2 Commuting pairs. We will study the successive renormalizations of a criti-
cal circle map f . Here, as in many other settings in dynamics, the word renormal-
ization is taken to mean a (suitably normalized) Poincare´ first return map of f to
some neighborhood of its critical point. Abstracting the essential features of such
first return maps yields the notion of commuting pair, due to O. Lanford [12] and
D. Rand [16]. We formulate this notion as follows.
Definition. A Cr commuting pair consists of two mappings f− : [λ, 0]→ R, where
λ < 0, and f+ : [0, 1]→ R, satisfying the following conditions.
[P1] Both f− and f+ are C
r orientation-preserving homeomorphisms onto their
images.
[P2] We have f−(0) = 1, f+(0) = λ and 0 < f−(λ) = f+(1) < 1.
[P3] We have Df−(x) > 0 for all λ ≤ x < 0, and Df+(x) > 0 for all 0 < x ≤ 1.
[P4] For each 1 ≤ k ≤ r, we have Dk(f+ ◦ f−)(0) = Dk(f− ◦ f+)(0).
A critical commuting pair is a commuting pair such that Df−(0) = 0 = Df+(0).
Although it is more customary to use the symbols ξ and η instead of f− and
f+, respectively, the present notation will be more convenient for our purposes in
this paper. It can be proved that, in the presence of the other conditions, P4 is
equivalent to the following.
[P′4] There exist open intervals ∆− ⊇ [λ, 0] and ∆+ ⊇ [0, 1], and Cr homeomor-
phic extensions F− : ∆− → R and F+ : ∆+ → R of f− and f+ respectively,
satisfying F+◦F−(x) = F−◦F+(x) for all x ∈ ∆−∩∆+ such that F±(x) ∈ ∆∓
(the set of such x is an open interval around 0).
This justifies the name commuting pair. The class of all Cr critical commut-
ing pairs will be denoted by Pr. We shall henceforth identify a commuting pair
(f−, f+) with a single map f : [λ, 1]→ [λ, 1], called the shadow of the commuting
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pair, defined as follows,
f(x) =

f−(x), when λ ≤ x ≤ 0
f+(x), when 0 < x ≤ 1.
To each commuting pair f we associate an element a ∈ N ∪ {∞} called the height
of f , in the following way. If there exists n ≥ 1 such that fn+1(1) < 0 ≤ fn(1),
then we set a = n; otherwise we set a = ∞. It is clear that f has infinite height
if and only if there exists 0 < x < 1 such that f(x) = x.
2.3 Renormalizing a commuting pair. Every commuting pair f with finite
height a such that fa(1) > 0 can be renormalized, in the following sense. Let
Λ : R→ R be the linear map x 7→ λx, let λ′ = fa(1)/λ < 0, and let Rf : [λ′, 1]→
[λ′, 1] be the map defined by
Rf(x) =

Λ−1 ◦ f ◦ Λ(x), when λ′ ≤ x ≤ 0
Λ−1 ◦ fa+1 ◦ Λ(x), when 0 < x ≤ 1.
This map is (the shadow of) a commuting pair (Rf−,Rf+), called the first renor-
malization of f . Equivalently,
Rf−(x) = Λ−1 ◦ f+ ◦ Λ(x), for all λ′ ≤ x ≤ 0
Rf+(x) = Λ−1 ◦ fa+ ◦ f− ◦ Λ(x), for all 0 ≤ x ≤ 1.
The class of all Cr critical commuting pairs which are renormalizable in this sense
will be denoted Pr1. In this way, we have a well-defined map R : Pr1 → Pr, the
so-called renormalization operator. More generally, for all n ≥ 1 we write Prn =
R−n(Pr) for the set of all Cr critical commuting pairs which can be renormalized
n times. We have Prn+1 ⊆ Prn for all n. We are especially interested in the set of
all infinitely renormalizable critical commuting pairs, namely
Pr∞ =
⋂
n≥1
Prn .
Given f ∈ Pr, let a0 = a be its height, and for each n ≥ 1 such that f ∈ Prn, let
an be the height of Rn(f). This can be a finite or infinite sequence; in any case,
using the convention 1/∞ = 0, we define the rotation number of f to be
ρ(f) = [a0, a1, . . . , an, . . . ] =
1
a0 +
1
a1 +
1
· · ·
an +
1
· · ·
.
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In particular, ρ(Rf) = [a1, a2, . . . ], that is, the renormalization operator acts as
the Gaussian shift on continued fractions.
f qn(c) c f qn−1(c)
f qn−1
f qn
Figure 1. Two consecutive renormalizations of f .
2.4 Renormalizing a critical circle map. Let f be a critical circle map with
critical point c, and for each k ≥ 0 such that f qk(c) 6= c, let Ak : R→ R/Z be the
affine covering map such that Ak([0, 1]) = Ik, with Ak(0) = c and Ak(1) = f
qk(c).
For each n ≥ 1 such that f qk(c) 6= c for all 0 ≤ k ≤ n, consider the Poincare´ first
return map fn : In ∪ In−1 → In ∪ In−1, namely
fn(x) =

f q(x) when x ∈ In
fQ(x) when x ∈ In−1,
where q = qn−1 and Q = qn. Define λn to be the largest negative number such that
An−1(λn) = f
Q(c) (one sees in fact that λn = −|In|/|In−1|). Then An−1([λn, 0]) =
In and An−1([0, 1]) = In−1, and we can consider the map fn : [λn, 1] → [λn, 1]
given by fn = A
−1
n−1 ◦ fn ◦ An−1. Here, it is implicit that A−1n−1 is the inverse
branch that maps In∪In−1 onto [λn, 1]. This defines (the shadow of) a Cr critical
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commuting pair called n-th renormalization of f . It is well-defined provided the
rotation number of f has a continued-fraction development of length at least n+1
(in particular it is well-defined for all n when the rotation number of f is irrational).
It is easy to see in this case that fk+1 = Rfk for all 1 ≤ k ≤ n − 1. Moreover,
if a0, a1, . . . are the partial quotients of the rotation number of f then, from the
recurrence relations satisfied by the sequence of return times qk, we see at once
that the height of fk is equal to ak, and that ρ(fk) = [ak, ak+1, . . . ].
Remark. Note that the largest interval containing In on which f
qn−1 is a diffeo-
morphism is the [αn, c] where f
an−1qn−1(αn) = f
qn(c). Similarly, the largest inter-
val containing In−1 on which f
qn is a diffeomorphism is [c, βn] where f
qn(βn) =
f qn−1(c).
2.5 The Ck metrics. The following is only one of several equivalent ways of
defining a Ck distance between commuting pairs. We normalize our commuting
pairs to be defined on [0, 1], using for each f a fractional linear transformation
that maps λ, 0, 1 respectively to 0, 12 , 1, and then use the C
k norm of the difference
of the normalized pairs. The Ck distance between f and g defined in this fashion
is denoted by dk(f , g).
Let us be a bit more precise. If a function ϕ : [0, 1] → R has a jump dis-
continuity at x = 1/2 but is elsewhere k times continuously differentiable, let
‖ϕ‖k = max{‖ϕ−‖k, ‖ϕ+‖k} where ϕ− is the restriction of ϕ to [0, 12 ] and ϕ+ is
the restriction of ϕ to [ 1
2
, 1] . Given two elements f : [λ, 1]→ R and g : [µ, 1]→ R
of Pr, and given 0 ≤ k ≤ r, let Aλ be the fractional linear transformation which
maps 0, λ, 1 to 0, 1
2
, 1, respectively, and let Aµ be similarly defined. Then write
dk(f , g) = max
{|λ− µ|, ‖AλfA−1λ −AµgA−1µ ‖k} .
Lemma 2.1 For each 0 ≤ k ≤ r, dk is a metric.
Proof. The only thing not entirely obvious is that dk(f , g) = 0 implies f = g.
But if dk(f , g) = 0 then on one hand λ = µ, so that Aλ = Aµ, and on the other
hand AλfA
−1
λ − AµgA−1µ = 0, so that f = A−1λ AµgA−1µ Aλ = g. 
Proposition 2.2 Let f : [λ, 1] → [λ, 1] and g : [µ, 1] → [µ, 1] be elements of
Pr∞, and suppose there exists a C
r diffeomorphism h : [λ, 1] → [µ, 1] such that
h ◦ f = g ◦ h. Then for all k ≤ r − 1 the distances dk (Rn(f),Rn(g)) converge to
0 at an exponential rate.
Proof. Let fn = Rnf and gn = Rng. Then fn = h−1n ◦ gn ◦ hn, where hn is
obtained from h by restriction and affine rescaling. We will see below (after we
prove the real bounds for critical circle maps, cf. Theorem 3.1) that {hn} converges
exponentially in the Cr sense to the space of affine maps. Therefore, we have that
dr−1(fn, gn)→ 0 exponentially fast. 
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2.6 Distortion tools. In §3 we will need some distortion tools to get real bounds
for critical circle maps. The most basic is the notion of cross-ratio distortion.
Given intervals M ⊆ T on the line or circle, their cross-ratio is defined as
D(M,T ) =
|M | |T |
|L| |R| ,
where L and R are the left and right components of T \ M . The cross-ratio
distortion of a map f (whose domain contains T ) on the pair of intervals (M,T )
is
B(f ;M,T ) =
D(f(M), f(T ))
D(M,T )
.
Cross-ratios are always increased by a map with negative Schwarzian derivative.
More precisely, if f is C3 and Sf < 0 then B(f ;M,T ) > 1.
Lemma 2.3 (Cross-ratio distortion principle)
Given a map f as above, m ≥ 1 and intervals M ⊆ T such that fm|T is a
diffeomorphism onto its image, we have
B(fm;M,T ) ≥ exp{−σ
m−1∑
j=0
|f j(T )|} ,
where σ > 0 depends on f and max0≤j≤m−1 |f j(T )|.
For a proof of (a much more general version of) this principle, see [15], p. 287.
This fact will be used in combination with the following classical distortion prin-
ciple. For intervals M ⊆ T as above we define the space of M inside T to be the
smallest of the ratios |L|/|M | and |R|/|M |.
Lemma 2.4 (Koebe distortion principle)
Given ℓ, τ > 0 and a map f as above, there exists K = K(ℓ, τ, f) > 1 of the form
K =
(
1 +
1
τ
)2
expCℓ ,
where C is a constant depending only on f , with the following property. If T is
an interval such that fm|T is a diffeomorphism and if∑m−1j=0 |f j(T )| ≤ ℓ, then for
each interval M ⊆ T for which the space of fm(M) inside fm(T ) is at least τ and
for all x, y ∈M we have
1
K
≤
∣∣∣∣Dfm(x)Dfm(y)
∣∣∣∣ ≤ K .
Once again, see [15], p. 295, for a proof. Used in combination with Lemma 2.3,
the Koebe distortion principle allows one to propagate space around under fairly
general circumstances.
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3. The real a-priori bounds
In this section we establish real a-priori bounds for critical circle maps, obtain-
ing as a corollary the fact that their renormalizations are pre-compact in the C1
topology. The results are well-known, and the reader will not fail to notice the
overlap with some of the material in [18] and [9].
Let f :S1 → S1 be a critical circle homeomorphism with critical point c. The
iterates of c are denoted by ci = f
i(c). Let In be the interval with endpoints
c and cqn that contains cqn+2 , as defined in section 2. For simplicity, we write
Ijn = f
j(In) for all j and n. The most basic combinatorial fact to be remembered
here is that the collection of intervals
Pn =
{
In−1, I
1
n−1, . . . , I
qn−1
n−1
}
∪
{
In, I
1
n, . . . , I
qn−1−1
n
}
constitutes a partition of S1 modulo endpoints, called the dynamical partition
of level n associated to f . In order to get an actual partition we exclude from
each interval in Pn its right endpoint, say, according to the standard choice of
orientation of S1. Let Pn(x) denote the atom of the partition Pn that contains x
(in particular, Pn(c) is either In or In−1 according to the parity of n).
Theorem 3.1 (Real Bounds) Let f ∈ Critr(S1) be a map with irrational rotation
number. There exist constants C0 > 1 and 0 < µ0 < µ1 < 1 depending only on f
such that
(a) If I and J are any two adjacent atoms of Pn, then C−10 |J | < |I| < C0|J |;
(b) For every x ∈ S1, we have |Pn(x)| < µ1|Pn−1(x)|;
(c) If the rotation number of f is of bounded type then |Pn(x)| > µn0/C0;
(d) If the rotation number of f is of bounded type then |Pn(x)| > |Pn−1(x)|/C0;
(e) If 0 < i ≤ j ≤ qn then the distortion of the restriction of f j−i to Iin−1 =
f i(In−1) is bounded by C0.
In particular, the critical commuting pairs Rnf form a bounded sequence in the
C1 topology.
Later in this section we will see that the bounds in this theorem are eventually
universal.
3.1 Bounding space. In what follows, two positive numbers a and b are said
to be comparable modulo f , or simply comparable, if there exists a constant C >
1, depending only on our map f , such that C−1b ≤ a ≤ Cb. This relation is
denoted by a ≍ b. It is also convenient to write a 4 b to indicate that a ≤ Cb.
Comparability modulo f is reflexive and symmetric, but not transitive since the
constants multiply. Hence, if b1 ≍ b2 ≍ · · · ≍ bN , we can only say that b1 ≍ bN if
N is bounded (by a constant depending only on f).
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Lemma 3.2 For each n ≥ 0 there exist z1, z2, z3, z4, z5 ∈ S1 with zj+1 = f qn(zj)
such that |z1 − z2| ≍ |z2 − z3| ≍ |z3 − z4| ≍ |z4 − z5|.
Proof. Let z ∈ S1 be a point such that |f qn(z) − z| ≤ |f qn(x)− x| for all x ∈ S1.
From Koebe’s principle applied successively to f−qn , f−2qn and f−3qn , we have
|z − f qn(z)| < |f−qn(z)− z| < |f−2qn(z)− f−qn(z)| < |f−3qn(z)− f−2qn(z)| .
Moreover, by our choice of z we have |z−f qn(z)| 4 |f−3qn(z)−f−2qn(z)|. Therefore
we can take z5 = f
qn(z), z4 = z, . . . , z1 = f
−3qn(z) as the desired five points. 
Lemma 3.3 Let z1, z2, . . . , z5 and w0, w1, . . . , w5 be points on the circle such
that zj+1 = f
qn(zj) and wj+1 = f
qn(wj), and such that w1 lies on the interval of
endpoints z1 and z2 in the partition of S
1 determined by the zi’s. If |z1 − z2| ≍
|z2 − z3| ≍ |z3 − z4| ≍ |z4 − z5|, then
|w0 − w1| < |w1 − w2| 4 |w2 − w3| . (1)
Proof. Let ℓ = min |zj−zj+1|. If there is a j with 1 ≤ j ≤ 3 such that |wj−wj+1| ≤
ℓ/2, then we must have |wj−1 − wj | ≥ ℓ/2 and |wj+1 − wj+2| ≥ ℓ/2 also. But
then [wj , wj+1] has space on both sides inside [wj−1, wj+2]. Applying f
−(j−1)qn
to these points and using the Koebe principle, we get (1). If on the other hand
there is no j with that property, then |w1 − w2| ≍ |w2 − w3| ≍ |w3 − w4|. Again,
applying f−qn and using Koebe we get (1). 
Lemma 3.4 For all n ≥ 0 and all x ∈ S1, we have |f qn(x)− x| ≍ |x− f−qn(x)|.
Proof. To show that |x − f−qn(x)| ≥ C−1|f qn(x) − x|, let i ≤ qn be such that
f i(x) ∈ [z1, z2], where z1, z2, . . . are the points given by Lemma 3.2. Then let w0 =
f i−qn(x), w1 = f
i(x), etc. We know from Lemma 3.3 that |w0−w1| < |w1−w2| 4
|w2 −w3|. Applying f−i to these points and using the Koebe distortion principle,
we find a definite space around [x, f qn(x)] inside [f−qn(x), f2qn(x)]. Therefore
|x− f−qn(x)| < |f qn(x)− x|. The proof of the opposite inequality is similar. 
I
qn−qn−1
n−1 In In−1 I
qn−1
n−1
Iqnn−1
I
qn−1
n
Figure 2. These six intervals are pairwise comparable.
We arrive at the following fundamental fact first proved by S´wia¸tek [17] and
Herman [11].
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Lemma 3.5 Any two adjacent intervals in the dynamical partition of level n of
f are comparable.
Proof. First we prove that all intervals in Figure 2 are pairwise comparable,
through the following steps.
(a) From Lemma 3.4, we know that |In−1| ≍ |Iqn−1n−1 | and |Iqn−qn−1n−1 | ≍ |Iqnn−1|.
(b) Since the dynamical symmetric of In, namely the interval I
−qn
n , is contained
in In−1, we also have |In| 4 |In−1|.
(c) Since the dynamical symmetric of In−1, namely I
−qn−1
n−1 is contained in In ∪
I
qn−qn−1
n−1 , we have |In−1| 4 |Iqn−qn−1n−1 |. Moreover, since Iqnn−1 ⊆ In ∪ In−1,
items (a) and (b) yield |Iqn−qn−1n−1 | 4 |In−1|. Therefore |In−1| ≍ |Iqn−qn−1n−1 |.
(d) Next, we claim that |In| ≍ |Iqn−1n |. To see why, consider the diffeomorphism
f qn−qn−1 : In−1 ∪ Iqn−1n−1 → Iqn−qn−1n−1 ∪ Iqnn−1 .
By the cross-ratio inequality (Lemma 2.3) applied to M = I
qn−1
n and T =
In−1 ∪ Iqn−1n−1 , we have |Iqn−1n | 4 |Iqnn | ≍ |In|. Conversely, considering the
diffeomorphism
f qn−1 : I
qn−qn−1
n−1 ∪ In → Iqnn−1 ∪ Iqn−1n
and applying the cross-ratio inequality to M = Iqnn and T = I
qn−qn−1
n−1 ∪ In,
we get
|In| ≍ |Iqnn | 4 |Iqn+qn−1n−1 | ≍ |Iqn−1n | .
This proves our claim.
(e) Finally, we claim that |In−1| 4 |In|, thereby reversing the inequality in (b).
It is here that we use the critical point in a crucial way. Let θn = |In|/|In−1|;
we already know that θn 4 1. Look at the intervals I
1
n−1, I
1
n and I
qn−qn−1+1
n−1 ,
all near the critical value of f . By an argument similar to the one in (c), we
have |I1n−1| ≍ |Iqn−qn−1+1n−1 |. Moreover, |I1n| ≍ θpn|I1n−1|, where p > 1 is the
power-law of f at the critical point. Hence these three intervals have a cross-
ratio comparable to θpn. On the other hand the map f
qn−1−1 carries them
diffeomorphically onto I
qn−1
n−1 , I
qn−1
n and I
qn
n−1, respectively, whose cross-ratio
is comparable to |Iqn−1n |/|Iqnn−1|, which in turn is comparable to θn. Applying
the Koebe distortion principle, we see that θpn < θn, and so θn < 1 as claimed.
This proves that all six intervals in Figure 2 are comparable. To derive the
remaining comparability relations, propagate this information using Koebe’s dis-
tortion principle. 
Proof of Theorem 3.1. Part (a) is Lemma 3.5 above. The remaining statements
are straightforward consequences of (a). 
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3.2 Beau property of renormalization. The bounds obtained in the proof of
Theorem 3.1 depended on f , more precisely on the space that each atom of Pn
enjoys relative to its two neighbors in Pn. We now concentrate in proving that
such bounds eventually become universal. It suffices to prove that the space in
question is eventually universal. Bounds of this type are called beau by Sullivan.
Lemma 3.6 There exists n0 = n0(f) such that for all n ≥ n0 the first return
map fn : Jn → Jn satisfies Sfn(x) < 0 for all x ∈ Jn.
Proof. This is proved in Theorem A.4 of Appendix A. 
Lemma 3.7 Given ε > 0, there exists n1 = n1(f, ε) > n0(f) such that the
following holds for all n ≥ n1. Let ∆ ∈ Pn, let k ≥ 1 be an integer such that
f j(∆) is contained in an element of Pn for all 1 ≤ j ≤ k, and let ∆∗ be the union
of ∆ with its left and right neighbors in Pn. Then we have fk|∆∗ = φ1 ◦ φ2 ◦ φ3
where φ1 and φ3 are diffeomorphisms with distortion bounded by 1 + ε and φ2 is
either the identity or a map with negative Schwarzian derivative. In particular, if
ε is small enough and if In−1 6= ∆ 6= In, then the distortion of fk|∆ is bounded
from below by one-half.
Proof. Let n1 > n0 be such that µ
n1−n0
0 << ε, where µ0 is the constant of Theorem
3.1. For n ≥ n1, ∆ and k as in the statement, let J ∈ Pn0 be such that ∆ ⊆ J ,
let J∗ be the union of J with its two neighbors in Pn0 , and note that the space
of ∆∗ inside J∗ is bounded from below by C|J∗|/|∆∗|, for some constant C > 0.
Let m ≥ 0 be the smallest integer such that fm(J) ⊆ Jn0 . Then for all j ≤ m the
map f j |J∗ is a diffeomorphism onto its image and, by Theorem 3.1 (b) and the
Koebe distortion principle, its distortion on ∆∗ is bounded by(
1 + C
|∆∗|
|J∗|
)2
exp
{
C
|∆∗|
|J∗|
}
≤ exp{Cµn1−n00 } ≤ 1 + ε .
Now, there are two possibilities. The first is that m ≥ k; in this case we can take
φ1 = f
k|∆∗ and φ2 = φ3 = identity map. The second is that m < k. In this case
we consider the first return map fn0 : Jn0 → Jn0 and let ℓ ≥ 0 be the largest such
that
fk = fk1 ◦ f ℓn0 ◦ fk3 ,
where k1 ≥ 0 and k3 ≥ 0. We then take φ1 = fk1−1, φ2 = f ◦f ℓn0 and φ3 = fk3 |∆∗
(if k1 = 0 we take instead φ2 = f
ℓ
n0
and φ1 = identity). By Lemma 3.6, Sφ2 < 0,
and by the above remarks the distortions of both φ1 and φ3 are bounded by 1+ ε
in the appropriate domains. 
Proposition 3.8 All bounds in Theorem 3.1 are beau. In other words, there exist
universal constants K0 > 0 and 0 < λ0 < λ1 < 1 and some n = n(f) > 0 such
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that for all n ≥ n the constants C0, µ0 and µ1 in Theorem 3.1 can be replaced by
K0, λ0 and λ1, respectively.
Proof. This is straightforward from Lemma 3.7. 
Remark. From now on, whenever we say that a constant “depends only on the
real bounds”, we mean that the said constant is a universal function of constants
K0, λ0 and λ1 given by this proposition.
4. How smooth is the conjugacy?
Now we turn to the first main result in this paper. The theorem states that if
the successive renormalizations of two critical circle maps with the same rotation
number of bounded type converge together at an exponential rate, then such maps
are C1+α conjugate, for some universal α > 0. First, in order to get bounds that
do not depend on the maximum of the partial quotients of the rotation number,
we need to perform some “saddle-node” estimates and constructions.
4.1 Saddle-node geometry. Let a be a positive integer and let ∆1,∆2, . . . ,∆a+1
be consecutive intervals on the line or circle. By an almost parabolic map of length
a and fundamental domains ∆j , 1 ≤ j ≤ a, we mean a negative-Schwarzian dif-
feomorphism
f : ∆1 ∪∆2 ∪ · · · ∪∆a → ∆2 ∪∆3 ∪ · · · ∪∆a+1
such that f(∆j) = ∆j+1.
The basic geometric estimate on almost parabolic maps is due to J.-C. Yoccoz.
Yoccoz’s Lemma Let f : I → J be an almost parabolic map of length a and
fundamental domains ∆j , 1 ≤ j ≤ a. If |∆1| ≥ σ|I| and |∆a| ≥ σ|I|, then
1
Cσ
|I|
min{j, a− j}2 ≤ |∆j | ≤ Cσ
|I|
min{j, a− j}2 ,
where Cσ > 1 depends only on σ.
For a proof, see Appendix B. We will use Yoccoz’s estimates to compare two
almost parabolic maps.
Proposition 4.1 Let f and g be two almost parabolic maps with the same length
a defined on the same interval. Then for all x ∈ ∆1(f)∩∆1(g) and all 0 ≤ k ≤ a/2
we have
|fk(x)− gk(x)| ≤ C ‖f − g‖C0k3 . (2)
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Proof. First note, using the mean-value theorem, that
|fk(x)− gk(x)| =
∣∣∣∣∣∣
k−1∑
j=0
(
fk−j−1(f(gj(x)))− fk−j−1(gj+1(x)))
∣∣∣∣∣∣
≤
k−1∑
j=0
∣∣Dfk−j−1(ξj)∣∣ ∣∣f(gj(x))− g(gj(x))∣∣ ,
where ξj lies between f(g
j(x)) and gj+1(x). Hence we have
|fk(x)− gk(x)| ≤ ‖f − g‖C0
k−1∑
j=0
∣∣Dfk−j−1(ξj)∣∣ . (3)
Let us estimate each summand in the right-hand side of (3). Let m = m(j)
be such that ξj ∈ ∆j+m, and assume also that j +m ≤ a/2. This last condition
is always satisfied if the central fundamental domain of g lies to the left of the
central fundamental domain of f (if this is not the case, then reverse the roles of
f and g in (3) and throughout). Using Yoccoz’s Lemma, we see that
|Dfk−j−1(ξj)| ≍ (j +m)
2
(a− k −m+ 1)2 ≤
(
j +m
j + 1
)2
. (4)
Hence, it suffices to estimate m as a function of j. For this purpose, let n = n(j)
be such that gj+1(x) ∈ [f j+n−1(x), f j+n(x)]. We claim that m ≤ n+1. There are
two possibilities. The first is that f(gj(x)) ≥ gj+1(x): in this case we see easily
that
ξj ∈ [gj+1(x), f(gj(x))] ⊆ [f j+n−1(x), f j+n+1(x)]
and so m ≤ n + 1. The second is that f(gj(x)) < gj+1(x). In this case we have
ξj < g
j+1(x) < f j+n(x) ∈ ∆j+n+1, so once again m ≤ n + 1. This proves our
claim.
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∆f j+n−1(x)
gj+1(x)
f j+n(x)
gj+2(x)
f j+n+p(x)
(b)
(a)
f j+n−1(x) f j+n(x)
gj+1(x) gj+2(x)
Figure 3. Bounding n as a function of j.
So now we must bound n as a function of j. Again, there are two cases to
consider.
(a) We have [gj+1(x), gj+2(x)] ⊆ [f j+n−1(x), f j+n(x)]. In this case (Figure 3a)
Yoccoz’s Lemma gives us
1
j2
≤ C
(j + n)2
,
which implies n ≤ Cj.
(b) We have gj+2(x) > f j+n(x). In this case (Figure 3b), f j+n(x) is the first
point in the f -orbit of x that lands inside the interval ∆ = [gj+1(x), gj+2(x)].
Let p be such that f j+n+i(x) ∈ ∆ for i = 0, 1, . . . , p− 1 but f j+n+p(x) /∈ ∆.
Then we have ∆ ⊆ [f j+n−1(x), f j+n+p(x)], and this time Yoccoz’s Lemma
gives us
1
j2
≤ C
(
1
(j + n)2
+
1
(j + n+ 1)2
+ · · ·+ 1
(j + n+ p)2
)
≤ C
j + n
.
Therefore n ≤ Cj2 in this case.
In either case we see that m ≤ Cj2. Carrying this information back to (4), we
deduce that
|Dfk−j−1(ξj)| ≤ C j2 . (5)
Substituting (5) into (3), we arrive at (2), and the proof is complete. 
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4.2 A criterion for smoothness. One key ingredient in the proof of our First
Main Theorem is a slight extension of a result originally due to Carleson [2],
namely Proposition 4.3 below. To formulate it, we need an auxiliary definition.
Definition. A fine grid is a sequence {Qn}n≥0 of finite partitions of S1 which
satisfies
(a) Each Qn+1 is a strict refinement of Qn;
(b) There exists a > 0 such that each I ∈ Qn is the disjoint union of at most a
atoms of Qn+1;
(c) There exists c > 0 such that c−1|I| ≤ |J | ≤ c|I| for each pair of adjacent
atoms I, J ∈ Qn.
For example, the dynamical partitions {Pn} of a critical circle map with rotation
number of bounded type always form a fine grid, by Theorem 3.1. We note the
following easy lemma concerning a fine grid {Qn}.
Lemma 4.2 If I ∈ Qn, J ∈ Qn+1 and J ⊆ I, then (1+ c−1)|J | ≤ |I| ≤ aca|J |. In
particular, there exist C0 > 1 and 0 < λ0 < λ1 < 1 such that C
−1
0 λ
n
0 ≤ |I| ≤ C0λn1 ,
for all I ∈ Qn. 
The constants a, c, C0, λ0, λ1, are the fine constants of {Qn}.
Proposition 4.3 Let h : S1 → S1 be a homeomorphism and let {Qn}n≥0 be a
fine grid.
(a) If there exists C > 0 such that∣∣∣∣ |I||J | − |h(I)||h(J)|
∣∣∣∣ ≤ C ,
for each pair of adjacent atoms I, J ∈ Qn, for all n ≥ 0, then h is quasisym-
metric.
(b) If there exist constants C > 0 and 0 < λ < 1 such that∣∣∣∣ |I||J | − |h(I)||h(J)|
∣∣∣∣ ≤ Cλn , (6)
for each pair of adjacent atoms I, J ∈ Qn, for all n ≥ 0, then h is a C1+α-
diffeomorphism for some α > 0.
The proof of Proposition 4.3 will depend on the following fact from elementary
real analysis. If φ is a real-valued function in an interval or oriented arc on the
circle, let D+φ(x) = limt↓0 (φ(x+ t)− φ(t))/t be the right derivative of φ at x, if
the limit exists.
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Lemma 4.4 Let φn : [0, 1]→ R be a sequence of continuous, right differentiable
mappings such that D+φn converges uniformly to an α-Ho¨lder continuous function
ϕ : [0, 1] → R, and such that each D+φn is Riemann-integrable. If φn converges
uniformly to φ, then φ is C1+α and Dφ = ϕ. 
Proof of Proposition 4.3. We will prove (b) only, the proof of (a) being somewhat
easier. Let φn be the piecewise affine C
0-approximations to h determined by the
vertices of Qn. Then φn is differentiable on the right, and D+φn is a step function.
First we show that {D+φn}n≥0 is a uniform Cauchy sequence, and then that the
limit is Ho¨lder continuous. Take an atom I of Qn, and consider the decomposition
I = J1 ∪ J2 ∪ · · · ∪ Jp ,
with Jk ∈ Qn+1 consecutive and pairwise disjoint and p ≤ a. Then D+φn is
constant on I and D+φn+1 is constant on each Jk, say
D+φn(t) = σ =
|φn(I)|
|I| (t ∈ I)
D+φn+1(t) = σk =
|φn+1(Jk)|
|Jk| (t ∈ Jk)
.
Thus, we have
σ|I| =
p∑
k=1
σk|Jk| ,
and in particular σ′ = minσk ≤ σ ≤ maxσk = σ′′. Also, σ′/σ′′ ≤ σ/σk ≤ σ′′/σ′
for all k. Since by assumption |1− (σk+1/σk)| ≤ Cλn+1, an easy telescoping trick
gives us
σ′′
σ′
≤ (1 + Cλn+1)a ≤ 1 + Cλn+1 .
A similar lower bound holds true for σ′/σ′′. Therefore we have
1− Cλn ≤ σ
σk
≤ 1 + Cλn , (7)
for all k = 1, 2, . . . p. This shows that the sequence {D+φn}n≥0 is uniformly
bounded, and moreover that for all m ≥ n ≥ 0 and all t ∈ S1, we have
∣∣D+φm(t)−D+φn(t)∣∣ ≤ C m−1∑
j=n
λj <
C
1− λ λ
n . (8)
Hence {D+φn}n≥0 is a uniform Cauchy sequence as claimed. Let ϕ = limD+φn,
and let α > 0 be such that λα0 = λ. We prove ϕ is α-Ho¨lder as follows. It suffices
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to consider points x, y ∈ S1 whose distance is smaller than infI∈Q0 |I|. Take the
smallest n such that x and y belong to distinct elements of Qn. Then either n = 0
or x and y lie in a common element of Qn−1. Either way we have by (7)∣∣D+φn(x)−D+φn(y)∣∣ ≤ Cλn . (9)
Combining (8) and (9), we deduce that
|ϕ(x)− ϕ(y)| ≤ ∣∣ϕ(x)−D+φn(x)∣∣+ ∣∣D+φn(x)−D+φn(y)∣∣+ ∣∣D+φn(y)− ϕ(y)∣∣
≤ C
1− λλ
n + Cλn +
C
1− λλ
n ≤ Cλnα0
≤ C|x− y|α ,
and so ϕ is α-Ho¨lder as claimed. 
Remark. In the language of conditional expectations, the sequence {D+φn}n≥0
satisfies E (D+φn | Bn) = D+φn+1, where Bn is the σ-algebra generated by Qn,
and therefore constitutes a martingale. Thus, the existence of a pointwise a.e.
limit ϕ, merely as an integrable function, is a special case of J. Doob’s martingale
convergence theorem, see [1], p. 490.
4.3 A suitable fine grid. The dynamical partitions Pn of a critical circle map f
do not determine a fine grid, unless the rotation number of f is of bounded type.
We will however use these dynamical partitions to build a fine grid {Qn} for our
map f . The construction requires some preliminary definitions.
An element I ∈ Pn is a saddle-node atom if it is the disjoint union of some
number a ≥ 1000 of atoms of Pn+1.
Given two atoms Pn+1 ∋ J ⊆ I ∈ Pn, the order of J inside I is one plus the
smallest number of atoms of Pn+1 on the right and left components of I \ J .
Note that inside a saddle-node atom I ∈ Pn there are exactly two atoms of
Pn+1 of order k for each k ≤ a/2. Let N ≥ 0 be such that 2N+1 < a/2. For
each 0 ≤ i ≤ N , we define Mi, the i-th central interval of I, to be the convex-hull
[J, J∗] ⊆ I of the union of both atoms J, J∗ of order 2i. Note that these central
intervals are nested (see Figure 4). The left and right components of Mi \Mi+1,
respectively Li and Ri, are the lateral intervals of I. The central interval MN
is also called the final interval of I. The lateral intervals together with the final
interval form a special partition of I, the balanced partition of I.
Remark. It follows from Yoccoz’s lemma that |Li| ≍ |Mi+1| ≍ |Ri| for all i.
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MN
MN−1
M2
M1
•
•
•
L0 R0
L1 R1
Figure 4. Central and lateral intervals of a saddle-node atom.
Now we define an auxiliary partition P˜n, for each n ≥ 1. The atoms of P˜n
are all atoms of Pn which are not saddle-node, together with the atoms of the
balanced partitions of all saddle-node atoms of Pn. The partition Qn that we
want is constructed from P˜n and Pn as follows.
Proposition 4.5 There exists a fine grid {Qn} in S1 with the following properties.
(a) Every atom of Qn is the union of at most 3 atoms of Qn+1.
(b) Every atom ∆ of Qn is a union of atoms of Pm for some m ≤ n, and there are
four possibilities:
(b1) ∆ is a single atom of Pm;
(b2) ∆ is a central interval of P˜m;
(b3) ∆ is the union of at least two atoms of Pm+1 contained in a single atom of
P˜m.
(b4) ∆ is a union of intervals which are simultaneously atoms of Pm and P˜m.
Proof. The proof is by induction on n. The first partition Q1 consists of all atoms
of P1 which are not saddle-node atoms together with the intervals L0, M1 and R0
of each saddle-node interval I ∈ P1 (I = L0 ∪M1 ∪R0). It is clear that each atom
of Q1 falls within one of the categories (b1)-(b4) above.
Assuming Qn defined, define Qn+1 as follows. Take an atom I ∈ Qn and
consider the four cases below.
(1) If I is a single atom of Pm then one of two things can happen:
(i) I is a saddle-node atom: In this case write I = L0 ∪M1 ∪ R0 as above and
take L0, R0 and M1 as atoms of Qn+1. Note that the lateral intervals L0
and R0 are atoms of type (b1), while the central interval M1 is of type (b2).
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(ii) I is not a saddle-node atom: In this case write I = L∪M ∪R where L and R
are the atoms of Pm+1 adjacent to the endpoints of I and M is the union of
the other atoms of Pm+1 inside I. Add these three intervals to Qn+1, noting
that L and R are of type (b1), while M is of type (b4).
(2) If I is a central interval of P˜m which is not the final interval, consider the
next central interval of P˜m inside I, say M , and the two corresponding lateral
intervals L and R such that I = L∪M ∪R, and declare L, R and M members
of Qn+1. Note that L and R are of type (b3), while M is of type (b2).
(3) If I is a union of p ≥ 2 consecutive atoms ∆1, . . . ,∆p of P˜m+1 inside a single
atom of Pm, divide it up into three approximately equal parts. More precisely,
write p = 3q + r and, when r = 0 or 1, consider I = L ∪M ∪R where
L =
q⋃
j=1
∆j , M =
p−q⋃
j=q+1
∆j , R =
p⋃
j=p−q+1
∆j .
When r = 2, consider I = L ∪M ∪R where
L =
q+1⋃
j=1
∆j , M =
p−q−1⋃
j=q+2
∆j , R =
p⋃
j=p−q
∆j .
Note that M is empty when p = 2. In any case, we obtain two or three new
atoms of Qn+1 which are either single atoms of Pm+1, and therefore of type
(b1), or once again intervals of type (b3).
(4) If I is a union of intervals which are simultaneously atoms of Pm and P˜m, divide
it up exactly as in (3), obtaining either two or three new atoms of Qn+1 which
are either single atoms of Pm, and therefore of type (b1), or once again intervals
of type (b4).
This completes the induction. That {Qn}n≥0 constitutes a fine grid follows
easily from the real bounds and the remark preceding this proposition. 
An immediate consequence of the mere existence of such a fine grid is the fact
that any two critical circle maps with the same rotation number are quasisymme-
trically conjugate.
Corollary 4.6 Let f and g be critical circle maps with the same irrational rotation
number, and let h be the conjugacy between f and g that maps the critical point
of f to the critical point of g. Then h is quasisymmetric.
Proof. Apply Proposition 4.3 (a) to the fine grid constructed above. 
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4.4 Proof of the First Main Theorem. The strategy for the proof of our
First Main Theorem is as follows. Given two critical circle maps f and g with
the same rotation number, consider the special partitions Qn = Qn(f) and Q˜n =
Qn(g) given by Proposition 4.5. The conjugacy h is an isomorphism between the
corresponding fine grids, and we want to show that the coherence property (6)
holds for h and {Qn}. To do this, we use the fact that the renormalizations fn
and gn are exponentially close to prove that the vertices of Qn+p are exponentially
close to the corresponding vertices of Q˜n+p, provided p is a small fraction of n.
This property is proved in two steps: first for those vertices of Qn that lie in
the domain of fn, a step that works for arbitrary rotation numbers, and then
propagated via Koebe’s distortion principle to the other vertices. The first step
holds without restriction on the rotation number, but the second does not. And
it could not, indeed, as the counterexamples of section 5 will show.
In what follows we use the notation xn = xn(f) = f
qn(x). If the renormaliza-
tions fn and gn converge together exponentially fast then xn(f)/xn(g) → 1 and
|xn(f)− xn(g)|/|xn(f)| → 0 exponentially fast as well.
Definition. Let fm : Jm → Jm be the m-th renormalization of f and let k be
an integer such that |k| ≤ am/2. The restricted domain of fkm, denoted Dm,k, is
defined as follows.
Dm,k =

Im ∪ [f am2 −k(xm−1), xm−1], when k > 0
(Im \ [xm, fm(xm+1)]) ∪ [c, f
am
2
m (xm−1)], when k = −1
(Im \ [xm, fm(xm+1)]) ∪ [c, f−
am
2
−k
m (xm+1)], when k < −1.
Lemma 4.7 For all x ∈ Dm,k we have |Dfkm(x)| ≤ C, where C > 0 depends only
on the real bounds.
Proof. Use Theorem 3.1 and Yoccoz’s Lemma. 
Lemma 4.8 Let v0 be a vertex of Pn+p such that v0 ∈ Jn. Then there exist
n ≤ m ≤ n+ p and 1 ≤ N ≤ p such that v0 can be represented in the form
v0 = φ1 ◦ φ2 ◦ · · · ◦ φN (xm) ,
where φj = f
kj
mj for some n ≤ mj ≤ n+ p and |kj | ≤ amj/2, and where the point
φj+1 ◦ · · · ◦ φN (xm) belongs to the restricted domain of φj for each j. Moreover,
if v0 is also a vertex of Qn+p, then |kj| ≤ 2p for all j.
Proof. Let n ≤ m1 ≤ n + p be largest with the property that v0 ∈ Jm1 \ Jm1+1,
and let 0 < i ≤ am1 be such that f im1(v0) ∈ Jm1+1. If i ≤ am1/2 then let
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k1 = −i; otherwise let k1 = i − am1 . We get φ1 = fk1m1 and a new vertex v1 =
f−k1m1 (v0) ∈ Jm1+1. If v1 ∈ Jn+p then v1 = fn+p(xn+p−1) necessarily, and we can
stop. On the other hand, if v1 /∈ Jn+p, then once again there existsm2 in the range
m1 < m2 < n + p such that v1 ∈ Jm2 \ Jm2+1, and we can proceed inductively.
At the end of this process we get sequences m1 < m2 < · · · < mN ≤ n + p (so
N ≤ p) and v1, v2, . . . , vN with vj ∈ Jmj \ Jmj+1, and for each j an integer kj
with |kj| ≤ amj/2 such that vj+1 = f−kjmj (vj). The last vertex vN is necessarily
xm for some m ≤ n + p. Hence it suffices to take φj = fkjmj to get the desired
representation. The last statement of the Lemma is immediate from the way the
partitions Qn were constructed. 
Now we want to estimate |v0−w0|, where v0 ∈ Jn(f) is a vertex of Qn+p(f) and
w0 is the corresponding vertex of Qn+p(g). Here we assume p ≤ σn for some small
σ > 0 to be chosen later. By Lemma 4.8 above, there exist points xm = xm(f),
ym = xm(g) and a number N ≤ p such that
|v0 − w0| = |φ1 ◦ φ2 ◦ · · · ◦ φN (xm)− ψ1 ◦ ψ2 ◦ · · · ◦ ψN (ym)| ,
where φj = f
kj
mj and ψj = g
kj
mj , with n ≤ mj ≤ n+ p and |kj | ≤ 2p.
For all n, the return map fn is an almost parabolic map on Jn−1 \ Jn, and
similarly for gn. Our hypothesis is that ‖fn − gn‖0 ≤ Cλn for all n, for some
0 < λ < 1. If x is a point in the first fundamental domain of both fmj and gmj ,
then by Proposition 4.1 we have
|φj(x)− ψj(x)| ≤ Cλmjk3j ≤ Cλn23p
≤ C (λ23σ)n = Cθn ,
where θ = λ23σ < 1 if σ is small enough.
Using this, and since |xm − ym| ≤ Cλn, we see that
|φN (xm)− ψN (ym)| ≤ |φN (xm)− ψN (xm)|+ |ψN (xm)− ψN (ym)|
≤ Cθn + ‖DψN‖0 |xm − ym| ≤ C (θn + λn) ≤ Cθn ,
because ‖DψN‖0 is bounded, by Lemma 4.7. Proceeding inductively, we get
|φ1 ◦ · · · ◦ φN (xm)− ψ1 ◦ · · · ◦ ψN (ym)| ≤
(
C + C2 + · · ·+ CN) θn
≤ Cpθn ≤ (Cσθ)n ,
so making σ still smaller, |v0 − w0| is exponentially small as desired.
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5. Counterexamples to C1+α rigidity
Our purpose now is to construct C∞ counterexamples to the conjectured C1+α
rigidity of critical circle maps. We will consider critical circle maps whose rotation
number ρ(f) = [a0, a1, . . . , an, . . . ] satisfies
lim sup
1
n
log an = ∞
an ≥ 2 for all n,
(10)
The class of all rotation numbers satisfying (10) will be denoted by S. It can
be shown that the Hausdorff dimension of S is less than or equal to 1/2, see [6].
On the other hand, S contains Diophantine numbers: for example, the number ρ
whose partial quotients are an = 2
2n is Diophantine and satisfies (10).
Theorem 5.1 For every ρ ∈ S there exist C∞ critical circle maps f , g with
ρ(f) = ρ(g) = ρ such that f and g are not C1+β conjugate for any β > 0.
The proof will make use of a C∞ surgery procedure that we explain next. These
counterexamples have one additional feature: their successive renormalizations do
converge together at an exponential rate. This will be clear from the construction.
5.1 Saddle-node surgery. Given f as above and a fixed n ≥ 1, let Jn = Jn(f) =
[f qn(c), f qn−1(c)] ⊆ S1 be the n-th renormalization interval of f . When an is very
large, the first return map fn : Jn → Jn is an almost parabolic map of length an.
Let ∆1 be the fundamental domain of this almost parabolic map which is adja-
cent to xn−1 = f
qn−1(c), and let ∆j = f
j−1
n (∆1), j ≤ an. Let z ∈ ∆1 be the point
such that fann (z) = xn+2 = f
qn+2(c), that is, z = f qn+2−anqn(c). Note that since
an ≥ 2, xn+2 is not an endpoint of fann (∆1), and so by the real bounds it splits
fann (∆1) into two intervals of comparable lengths. Hence the same holds for z.
Namely, z splits ∆1 into two intervals L, R with |L| ≍ |R|. In particular we have
τ |∆1| ≤ |L| ≤ (1− τ)|∆1| (and similarly for R) for some constant τ depending on
the real bounds; we use this fact in the proof of Proposition 5.2 below.
Consider now another critical circle map f˜ with the same rotation number
as f , the interval J˜n = Jn(f˜), the first return map f˜n : J˜n → J˜n, the point
z˜ = f˜ qn+2−anqn(c˜) and the corresponding intervals L˜, R˜. Also, let N = ⌈an/2⌉.
Definition. The number ∣∣∣∣∣ |fN−1n (L)||fN−1n (R)| − |f˜
N−1
n (L˜)|
|f˜N−1n (R˜)|
∣∣∣∣∣
is called the n-th order discrepancy between f and f˜ .
24
Proposition 5.2 Given a C∞ critical circle map f with ρ(f) ∈ S, consider a
function σ(n)→∞ such that
lim sup
1
nσ(n)
log an = ∞ .
Then for all n ≥ 1, there exists a critical circle map f˜ = F (n; f) with the same
rotation number and critical point as f and having the following properties.
(a) We have f˜ j(c) = f j(c) for 0 ≤ j ≤ qn+1; in particular, Jn(f˜) = Jn = Jn(f).
(b) We have f˜ = Φ ◦ f , where Φ is a C∞ diffeo such that
‖Φ±1 − idS1‖Ck ≤ Bk|Jn|σ(n)−k+1
for all k, where Bk > 0 is constant depending only on k.
(c) The n-th order discrepancy between f and f˜ is ≥ C|Jn|2σ(n).
(d) We have Jn+1(f˜) = Jn+1(f) and f˜n+1 = fn+1; in particular, m-th order
discrepancy between f and f˜ is equal to zero for all m > n.
Proof. We modify f inside f−1(∆1) using a C
∞ bump function so as to move z
by a distance ≥ C|∆1|1+σ(n) inside ∆1. This we do as follows.
Let ϕ : [0, 1]→ [0, 1] be a C∞ perturbation of the identity such that |ϕ(x)−x| ≥
|∆1|σ(n) for all τ ≤ x ≤ 1 − τ (and τ as above), and such that |Dkϕ(x)| ≤
Bk|∆1|σ(n) for all 0 ≤ x ≤ 1 and all k ≥ 2. Define φ : ∆1 → ∆1 by φ = A◦ϕ◦A−1
where A is the affine orientation-preserving map that carries [0, 1] onto ∆1. Note
that |φ(z)− z| ≥ |∆1|1+σ(n). Moreover, since Dkφ = |∆1|1−kDkϕ, we have
‖φ±1 − id∆1‖Ck ≤ Bk|∆1|σ(n)−k+1
for all k. Define ψ : ∆an → ∆an as the conjugate of φ−1 by the diffeo fan−1n :
∆1 → ∆an , namely
ψ = fan−1n ◦ φ−1 ◦ (fan−1n )−1 . (11)
Using the Cm Approximation Lemma (see Appendix A), we see from (11) that
‖ψ±1 − id∆an ‖Ck−1 ≤ C‖φ±1 − id∆1‖Ck ≤ Bk|∆1|σ(n)−k+1 .
Define Φ : S1 → S1 to be equal to φ on ∆1, to ψ on ∆an and to the identity
everywhere else. The critical circle map we look for is f˜ = Φ ◦ f . Note that
‖Φ±1 − idS1‖Ck ≤ Bk|∆1|σ(n)−k+1 for all k; since |∆1| ≍ |Jn| by the real bounds,
this proves (b). It is also clear from the construction that property (a) holds too.
It follows in particular that the first n+1 partial quotients of the rotation number
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of f˜ agree with those of f . More remarkable is that, because what φ does is undone
by ψ, we have 
f˜ qn |In+1 = f qn |In+1
f˜ qn+1 |In = f qn+1 |In
.
In other terms, f˜n = fn, the n-th renormalizations agree. Therefore all subsequent
renormalizations agree as well. This shows that ρ(f˜) = ρ(f) and also proves (d).
It remains to prove (c), so we estimate the n-th order discrepancy between f
and f˜ from below. Since |z − z˜| ≥ |∆1|1+σ(n), a simple calculation yields∣∣∣∣∣ |L||R| − |L˜||R˜|
∣∣∣∣∣ ≥ C|∆1|σ(n) ≥ C|Jn|2σ(n) , (12)
provided n is sufficiently large. Since, by the real bounds, the map fN−1n : ∆1 →
∆N has bounded distortion, and since f˜n = fn, (12) gives us∣∣∣∣∣ |fN−1n (L)||fN−1n (R)| − |f˜
N−1
n (L˜)|
|f˜N−1n (R˜)|
∣∣∣∣∣ ≥ C|Jn|2σ(n) ,
and this proves (c). 
5.2 The counterexamples. We now iterate the procedure given by Proposition
5.2 to prove our Second Main Theorem (that is, Theorem 5.1). We start with a
C∞ map f with ρ(f) ∈ S as before and select n1 < n2 < · · · such that
lim
i→∞
1
niσ(ni)
log ani =∞ , (13)
where σ(n) is as in Proposition 5.2. Now we generate a sequence g0, g1, . . . , gi, . . .
recursively, starting with g0 = f , and taking, for all i ≥ 0, gi+1 = F (ni+1, gi),
where F (·, ·) is as given in Proposition 5.2. Each gi is a C∞ critical circle map
with ρ(gi) = ρ(f), and gi+1 = Φi+1 ◦ gi, where Φi+1 is a C∞ diffeo with
‖Φ±1k+1 − idS1‖Ck ≤ Bkθni(σ(ni)−k+1) , (14)
for all k, where 0 < θ < 1 is a constant depending only on the real bounds. From
(14) it follows that Φ = limΦi ◦ · · · ◦ Φ1 exists as a C∞ diffeo, and therefore so
does g = lim gi = Φ ◦ f as a critical circle map.
Using properties (c) and (d) of Proposition 5.2 for each gi, we deduce that the
ni-th order discrepancy between f and g satisfies∣∣∣∣∣ |fNi−1ni (Lni)||fNi−1ni (Rni)| − |g
Ni−1
ni (L˜ni)|
|gNi−1ni (R˜ni)|
∣∣∣∣∣ ≥ C|Jni |2σ(ni) , (15)
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where Ni = ⌈ani/2⌉, etc.
Now, let h : S1 → S1 be the conjugacy between f and g mapping the critical
point c to itself. Suppose h were C1+β for some β > 0. Then the left-hand side
of (15) would be ≤ C|fNi−1ni (∆
(ni)
1 )|β, where ∆(ni)1 = Lni ∪ Rni . But by Yoccoz’s
Lemma, we have
|fNi−1ni (∆
(ni)
1 )| ≍
1
N2i
|Jni | ≍
1
a2ni
|Jni | . (16)
Combining the above with (15) and (16), we would get the inequality
a2βni |Jni |2σ(ni)−β ≤ C .
But by the real bounds |Jn| ≥ Cµn for all n, where 0 < µ < 1. Therefore, taking
logarithms, we would have
β log ani
niσ(ni)
≤ log 1
µ
,
but this clearly contradicts (13). 
Appendix A. Compactness of renormalizations
The real a-priori bounds proved in the section 3 have produced a very important
corollary, namely, that the renormalizations of an arbitrary C3 critical circle map
are uniformly bounded in the C1 topology. In this appendix we will use further a-
priori estimates, this time involving the Schwarzian derivative, to prove that such
renormalizations are uniformly bounded in the Cr−1 topology when the critical
circle map is Cr. Some technical tools are necessary.
A.1 The Cm-Approximation Lemma. In what follows, m ≥ 1 will be a fixed
integer and I, J ⊆ R fixed closed intervals. We denote by Cm(I) the Banach space
of Cm-mappings f : I → R with the norm ‖f‖m = max{‖Dif‖0 : 0 ≤ i ≤ m},
where ‖φ‖0 = supx∈I |φ(x)|. Sometimes, when we need to emphasize the domain
of f , we write ‖f‖I,m instead of ‖f‖m. We consider also the closed, convex subset
Cm(I, J) ⊆ Cm(I) consisting of those f ’s such that f(I) ⊆ J .
Recall Leibnitz’s formula for the k-th derivative of a product of two functions,
Dk(uv) =
k∑
j=0
(
k
j
)
DjuDk−jv ,
from which it is clear that
‖uv‖m ≤ 2m‖u‖m‖v‖m (17)
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whenever u, v ∈ Cm(I). Something similar holds for the composition of two Cm
mappings. Namely, we have Faa-di-Bruno’s formula (cf. [10], p. 42)
Dk(f ◦ g) =
k∑
j=1
Bj,k(D
1g,D2g, . . . , Djg)Dk−j+1f ◦ g ,
where each Bj,k is a homogeneous polynomial of degree j on j variables whose
coefficients are non-negative numbers depending only on k and j. It readily follows
from this formula that if ψ ∈ Cm(I, J) and φ ∈ Cm(J) then
‖φ ◦ ψ‖m ≤ A(m)‖φ‖m
m∑
k=1
‖ψ‖km , (18)
where A(m) = max1≤k≤mmax1≤j≤k Bj,k(1, 1, . . . , 1).
Another well-known fact we will need below is the following (cf. [5], Th. 3.1).
Suppose m > 1 and consider the composition operator (f, g) 7→ f ◦ g as a map
Θ : Cm(J)×Cm−1(I, J)→ Cm−1(I) . Then Θ is C1 and its Fre´chet derivative is
given by
DΘ(f, g) (u, v) = u ◦ g + v Df ◦ g . (19)
Note that Cm(J)×Cm−1(I, J) ⊆ Cm(J)×Cm−1(I); we consider this last product
endowed with the norm∣∣(f, g)∣∣
I,J,m
= max{‖f‖J,m, ‖g‖I,m−1} .
Lemma A.1 For each M > 0, there exists c(M) > 0 such that, if f1, g1 ∈ Cm(J)
and f2, g2 ∈ Cm−1(I, J) and if |(f1, f2)|I,J,m < M and |(g1, g2)|I,J,m < M , then
‖f1 ◦ f2 − g1 ◦ g2‖m−1 ≤ c(M)
∣∣(f1 − g1, f2 − g2)∣∣I,J,m .
Proof. By the mean value theorem,
‖f1 ◦ f2 − g1 ◦ g2‖m−1 ≤ sup
(φ,ψ)
‖DΘ(φ, ψ)‖ |(f1 − g1, f2 − g2)|I,J,m ,
where the supremum is taken over all (φ, ψ) in the line segment joining (f1, f2) to
(g1, g2) inside C
m(J)× Cm−1(I, J), and where
‖DΘ(φ, ψ)‖ = sup {‖DΘ(φ, ψ)(u, v)‖m−1 : |(u, v)|I,J,m ≤ 1}
is the operator-norm of DΘ(φ, ψ). Using (19), and then (17) and (18), we have
‖DΘ(φ, ψ)(u, v)‖m−1 ≤ ‖u ◦ ψ‖m−1 + ‖v Dφ ◦ ψ‖m−1
≤ (‖u‖m−1 + 2m−1‖v‖m−1‖Dφ‖m−1) A(m− 1) m−1∑
k=1
‖ψ‖km−1 .
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From this, and taking into account that ‖u‖m−1 ≤ ‖u‖m ≤ |(u, v)|I,J,m as well as
‖v‖m−1 ≤ |(u, v)|I,J,m, we deduce that
‖DΘ(φ, ψ)‖ ≤ A(m− 1) (1 + 2m−1‖Dφ‖m−1) m−1∑
k=1
‖ψ‖km−1 .
Finally, since ‖Dφ‖m−1 ≤ ‖φ‖m and |(φ, ψ)|I,J,m < M , we get
sup
(φ,ψ)
‖DΘ(φ, ψ)‖ ≤ A(m− 1) (1 + 2m−1M) m−1∑
k=1
Mk = c(M) . 
Let us denote by Bm(I;M) the ball of radiusM centered at the origin in Cm(I).
Lemma A.2 (The Cm-Approximation Lemma)
For each M > 0, there exist constants εM > 0 and CM > 0 such that the following
holds for all ε ≤ εM . Let ∆1,∆2, . . . ,∆n+1 be closed intervals on the line or on
the circle, and for each 1 ≤ i ≤ n let fi, gi ∈ Cm(∆i,∆i+1) be such that
(a) For all 1 ≤ j ≤ k ≤ n, we have fk ◦ fk−1 ◦ · · · ◦ fj ∈ Bm(∆j ;M);
(b) We have
∑n
i=1 ‖fi − gi‖m < ε.
Then for all k ≤ n we have gk ◦ gk−1 ◦ · · · ◦ g1 ∈ Bm−1(∆1; 2M), and moreover
‖fk ◦ fk−1 ◦ · · · ◦ f1 − gk ◦ gk−1 ◦ · · · ◦ g1‖m−1 ≤ CM
k∑
j=1
‖fj − gj‖m .
Proof. In the notation of Lemma A.1, let us write
CM = max {1, c(2M), c(2M)c(3M)}
and εM =M/CM . We proceed by induction on k. When k = 1, we have ‖f1−g1‖m
≤ ε and there is nothing to prove. Suppose the assertion is valid for all j < k, and
write
‖fkfk−1 · · ·f1−gkgk−1 · · · g1‖m−1 ≤
k∑
j=1
‖fk · · ·fj+1gjgj−1 · · · g1 − fk · · · fj+1fjgj−1 · · · g1‖m−1 .
(20)
Since |(fj , gj−1◦· · ·◦g1)|∆1,∆j ,m < 2M and also |(gj, gj−1◦· · ·◦g1)|∆1,∆j ,m < 2M ,
it follows from Lemma A.1 that
‖fjgj−1 · · · g1 − gjgj−1 · · · g1‖m−1 ≤ c(2M)‖fj − gj‖m ,
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for j = 1, . . . , k. In particular, by the induction hypothesis, we have for all
1 ≤ j ≤ k − 1
‖fjgj−1 · · · g1‖m−1 ≤ ‖gjgj−1 · · · g1‖m−1 + εM c(2M) < 3M .
Taking this back to (20) and applying Lemma A.1 again, we get
‖fkfk−1 · · · f1 − gkgk−1 · · · g1‖m−1
≤ c(2M)‖fk − gk‖m + c(2M)c(3M)
k−1∑
j=1
‖fj − gj‖m
≤ CM
k∑
j=1
‖fj − gj‖m ,
and this shows also that ‖gkgk−1 · · · g1‖m−1 ≤ M + εMCM < 2M , thereby com-
pleting the induction. 
A.2 Koebe principle revisited. We present a generalization of the classical
Koebe non-linearity principle. This principle states that if a C3 diffeomorphism
has non-negative Schwarzian derivative on an open interval, then its non-linearity
on any smaller closed subinterval with space on both sides is bounded. The gener-
alized version below seems to be new. We denote by Sφ the Schwarzian derivative
of φ.
Lemma A.3 Given positive constants B and τ , there exists Kτ,B > 0 such that
the following holds. If φ is a C3-diffeomorphism of an interval I ⊇ [−τ, 1+ τ ] into
the reals and if Sφ(t) ≥ −B for all t ∈ I, then for all t ∈ [0, 1] we have∣∣∣∣φ′′(t)φ′(t)
∣∣∣∣ ≤ Kτ,B .
Proof. Writing y = φ′′/φ′, so that Sφ = y′− 1
2
y2, we have the differential inequality
y′ ≥ 1
2
y2 −B . (21)
Let 0 ≤ t0 ≤ 1 be a point where |y(t)| attains its maximum in [0, 1] and suppose
y0 = y(t0) is such that |y0| >
√
2B = β. If z(t) is the solution of the differential
equation corresponding to (21) with initial condition z(t0) = y0, then by a well-
known comparison theorem we must have y(t) ≥ z(t) for all t ≥ t0 and y(t) ≤ z(t)
for all t ≤ t0. Now, if y0 > β then integration of the ODE leads to
z(t) = β
(y0 + β) + (y0 − β)eβ(t−t0)
(y0 + β) − (y0 − β)eβ(t−t0) .
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Since this solution explodes at time
t1 = t0 +
1
β
log
(
y0 + β
y0 − β
)
,
so does y(t). Hence t1 /∈ I, i.e. t1 − t0 > τ , which gives us
φ′′(t0)
φ′(t0)
= y0 < β
eβτ + 1
eβτ − 1 .
If instead y0 < −β, then we get
z(t) = β
(β + y0)− (β − y0)eβ(t−t0)
(β + y0) + (β − y0)eβ(t−t0) ,
and arguing as before for t ≤ t0 gives us
φ′′(t0)
φ′(t0)
= y0 > −β e
βτ + 1
eβτ − 1 .
Therefore the lemma is proved if we take
Kτ,B = β
eβτ + 1
eβτ − 1 . 
Remark. As B → 0, Kτ,B → 2/τ and we recover the classical Koebe principle.
A.3 Bounding the C2 norms. As before, let f ∈ Critr(S1), r ≥ 3, be a critical
circle map with critical point c of power-law p > 1. Conjugating f by a suitable
Cr-diffeomorphism, we may assume that there exists a neighborhood U ⊆ R/Z of
c such that
f(x) = (x− c)|x− c|p−1 + a
for all x ∈ U , where a is a constant. This will be our standing hypothesis on f ,
and we will sometimes say that f is a canonical circle map. Note in this case that
for all x ∈ U \ {c}, the Schwarzian derivative of f equals
Sf(x) = − p
2 − 1
2(x− c)2 . (22)
We are interested in the maps f qn−1−1: I1n → Iqn−1n and f qn−1: I1n−1 → Iqnn−1,
for a fixed n ≥ 1. They extend as diffeomorphisms to maximal open intervals
J−n,1 ⊇ I1n and J+n,1 ⊇ I1n−1 respectively. When linearly rescaled to unit size, these
diffeomorphisms are called the coefficients of the n-th renormalization of f .
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Let us be more precise. Consider the n-th renormalization of f , namely the
commuting pair fn : [λn, 1]→ R defined in section 3. We write J−n,i = f i−1(J−n,1)
for each 1 ≤ i ≤ q = qn−1 and J+n,j = f j−1(J+n,1) for each 1 ≤ j ≤ Q = qn. We also
write J−n,0 = f
−1(J−n,1) and J
+
n,0 = f
−1(J+n,1). For each 0 ≤ j ≤ Q, let Λj :R→ R/Z
be the affine (orientation-preserving) covering map such that Λj([0, 1]) = I
j
n−1. Let
∆−n be the component of Λ
−1
1 (J
−
n,1) that contains the interval [λn, 0], and let ∆
+
n
be the component of Λ−11 (J
+
n,1) that contains the interval [0, 1]. Then define
F−n = Λ−10 f q−1Λ1 : ∆−n → R
F+n = Λ−10 fQ−1 Λ1 : ∆+n → R
.
These are the n-th renormalization coefficients of f . Consider also the so-called
folding factors of fn, namely the maps
ϕ−n = Λ
−1
1 f Λ0 : Λ
−1
0 (J
−
n,0)→ R
ϕ+n = Λ
−1
1 f Λ0 : Λ
−1
0 (J
+
n,0)→ R
.
Each of these maps is a homeomorphism with a unique critical point at zero. One
verifies at once that the maps F−n = F−n ◦ϕ−n and F+n = F+n ◦ϕ+n are Cr extensions
of f−n and f
+
n , respectively.
It will be useful to express the coefficients F±n as long compositions of rescaled
diffeomorphisms in the following way. We will give the explicit decomposition for
F+n . A similar decomposition can be worked out for F−n . Let us denote by ∆+n,j
the component of Λ−1j (J
+
n,j) containing the unit interval. Note in particular that
∆+n = ∆
+
n,1. For each j in the range 0 ≤ j ≤ Q− 1, let
fj = Λ
−1
j+1 f Λj : ∆
+
n,j → ∆+n,j+1 .
We call such maps the elementary factors of F+n . Each fj is a Cr diffeomorphism
such that fj([0, 1]) = [0, 1] (see Figure 5). We have of course ϕ
+
n = f0, but more
importantly
F+n =
(
Λ−10 ◦ ΛQ
) ◦ (fQ−1 ◦ · · · ◦ fj ◦ · · · f1) . (23)
We note also that for all t ∈ ∆+n,j
Sfj(t) = Sf (Λj(t)) [DΛj(t)]
2
= Sf (Λj(t)) |Ijn−1|2 , (24)
by the chain rule for the Schwarzian derivative.
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Notation. Given J = [a, b] ⊆ R and τ > 0, we denote by Jτ the interval [c, d] ⊇ J
such that (a− c)/(b− a) = (d− b)/(b− a) = τ . Note that J has space equal to τ
inside Jτ .
c
In−1 I
j
n−1
f
Ij+1n−1
R/Z
Λj Λj+1
0 1 R
fj
∆+n,j
Figure 5. The elementary factors of F+n .
Theorem A.4 (The C2 bounds)
Let f ∈ Crit3(S1) be a critical circle map with arbitrary irrational rotation num-
ber, let fn : [λn, 1] → R be the n-th renormalization of f , and let F±n : ∆±n → R
be the coefficients of fn. Also, let fj : ∆
+
n,j → ∆+n,j+1 be the elementary factors
of F+n . There exist positive constants B and τ depending only on the real bounds
for f such that the following statements hold for all n ≥ 1.
(a) We have ∆−n ⊇ [λn, 0]τ and ∆+n ⊇ [0, 1]τ = [−τ, 1 + τ ].
(b) For all 0 ≤ j ≤ Q, we have ∆+n,j ⊇ [0, 1]τ .
(c) We have |SF−n (t)| ≤ B for all t ∈ ∆−n and |SF+n (t)| ≤ B for all t ∈ ∆+n .
(d) More generally, for all 1 ≤ j < k ≤ Q, we have |S(fk ◦ · · · ◦ fj)(t)| ≤ B for
all t ∈ ∆+n,j .
(e) The C2 norms of the restrictions F−n |[λn, 0]τ/2 and F+n |[0, 1]τ/2 are bounded
by B.
(f) More generally, for all 1 ≤ j < k ≤ Q, the C2 norm of the restriction of
fk ◦ · · · ◦ fj to the interval fj−1 ◦ · · · ◦ f1([0, 1]τ/2) is bounded by B.
(g) The C2 norms of f−n and f
+
n are bounded by B.
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Moreover, if n is sufficiently large then both coefficients have negative Schwarzian
derivatives at all points of their respective domains.
The proof will use the following lemma concerning the dynamical partitions Pn.
Let us denote by d(c, I) the distance between an interval I ⊆ S1 and the critical
point c. For each n ≥ 1, let
Sn =
∑
I∈Pn\{In−1,In}
( |I|
d(c, I)
)2
. (25)
Lemma A.5 The sequence Sn is bounded (by a constant depending only on f).
Proof. Recall that Pn+2 is a strict refinement of Pn. From the real bounds, we
know that there exists a constant 0 < λ < 1 depending only on f such that, if I
is in Pn and J ⊆ I is in Pn+2, then |J | ≤ λ|I|. Hence∑
I⊇J∈Pn+2
|J |2 ≤
(
max
I⊇J∈Pn+2
|J |
)
|I| ≤ λ|I|2 .
Since we also have d(c, J) ≥ d(c, I) whenever J ⊆ I, it follows that
Sn+2 ≤ λSn+
∑
Pn+2∋J⊆In−1\In+1
( |J |
d(c, J)
)2
+
∑
Pn+2∋J⊆In\In+2
( |J |
d(c, J)
)2
≤ λSn + λ
( |In−1|
|In+1|
)2
+ λ
( |In|
|In+2|
)2
.
From this and the facts that |In−1| ≍ |In+1| and |In| ≍ |In+2| , we get Sn+2 ≤
λSn + µ, where µ is a constant depending only on f . But then, by induction,
S2n ≤ λn−1S2 + µ
1− λ , S2n+1 ≤ λ
nS1 +
µ
1− λ ,
and therefore Sn is bounded as claimed. 
Proof of Theorem A.4. It is enough to prove this theorem under the assumption
that f is canonical. The existence of τ > 0 such that (a) and (b) hold is a
consequence of the real bounds. Hence we proceed to prove (c) for F+n , the proof
for F−n being completely similar. Making τ smaller if necessary and using the
classical Koebe non-linearity principle, we can assume that there exists C > 0
depending only on the real bounds for f such that
|D(fj · · · f1)(t)| ≤ C , (26)
34
for all t ∈ [−τ, 1 + τ ] and all j = 1, . . . , Q− 1.
Let V ⊆ S1 be an open set whose closure does not contain c and such that
U ∪ V = S1. Also, let M = supx∈V |Sf(x)|. We assume that n is so large that
the largest interval in Pn has length smaller than the Lebesgue number of the
covering {U ,V}. Together with (23) and (24), iterated use of the chain rule for
the Schwarzian yields
SF+n (t) = S(fQ−1 · · · fj · · · f1)(t)
=
Q−1∑
j=1
Sfj(fj−1 · · · f1(t)) [D(fj−1 · · · f1)(t)]2
=
Q−1∑
j=1
Sf(Λj fj−1 · · ·f1(t)) |Ijn−1|2 [D(fj−1 · · · f1)(t)]2 .
We split this last sum into Σ1(t) + Σ2(t), where Σ1(t) is the sum over all j’s such
that Ijn−1 ⊆ U and Σ2(t) is the sum over the remaining terms (i.e. those with
Ijn−1 ⊆ V). Then we have on one hand
|Σ2(t)| ≤ C2M
∑
Ij
n−1
⊆V
|Ijn−1|2 ≤ C2M max
1≤j≤Q−1
|Ijn−1| . (27)
On the other hand, since d(c, J+n,j) ≍ d(c, Ijn−1) for all j, we have by (22)
|Σ1(t)| ≤ C2
∑
Ij
n−1
⊆U
|Ijn−1|2
[d(c, J+n,j)]
2
≤ C′Sn , (28)
where C′ is another constant depending only on f and Sn is given by (25). From
(27) and (28) it follows that |SF+n (t)| is uniformly bounded, and this proves (c).
Moreover, since by (27) Σ2(t) goes to zero with n while Σ1(t) is always negative
and bounded away from zero, we deduce that SF+n (t) < 0 for all n sufficiently
large. The proof of (d) is entirely analogous.
To prove (e), let B0 be the upper-bound that we have just obtained for |SF+n |.
Applying Lemma A.3 to F+n , we get for all t ∈ [0, 1]τ/2∣∣∣∣D2F+n (t)DF+n (t)
∣∣∣∣ ≤ Kτ0,B0 ,
where τ0 = τ/2(1+ τ) is the space of [0, 1]
τ/2 inside [0, 1]τ . Therefore ‖D2F+n ‖0 ≤
Kτ0,B0‖DF+n ‖0 ≤ CKτ0,B0 , by (26) above. This shows that the C2 norm of F+n is
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bounded as claimed. A similar argument proves (f). Finally, (g) follows from (e)
and the fact that the folding factors ϕ±n are linear blow-ups of a fixed power-law
map. The theorem is therefore proved if we take B to be the largest of all the
upper-bounds obtained in the argument. 
Remark. We can go a bit further in (e), (f) and (g) and bound also the C3 norms.
For this purpose, it suffices to note for instance that
D3F+n (t) = DF+n (t)
(
SF+n (t) +
3
2
[
D2Fn(t)
DFn(t)
]2)
,
and then use (c) and (e). However, this argument does not generalize to get bounds
for higher derivatives. Our bootstrap argument in the next section will follow a
different route, based on the Cm Approximation Lemma.
A.4 Bounding the Cr−1 norms. We will show that the sequence of renormal-
izations of a Cr critical circle map is bounded in the Cr−1 sense. The limits fall
into (a compact subset of) a special family of analytic critical commuting pairs
known as the Epstein class. Moreover, we will prove that such limits are attained
at an exponential rate in the Cr−1 topology. The rate of convergence turns out to
depend only on the rotation number of the given critical circle map.
An Epstein map is a homeomorphism ϕ : I → J between closed intervals
on the real line such that ϕ−1 is the restriction of an analytic univalent map
Φ : C(J ′) → C(I ′), where I ′ ⊇ I and J ′ ⊇ J are open intervals. Here we use the
notation C(∆) = (C \R)∪∆. For example, every fractional linear transformation
in PSL2(R) is an Epstein map when restricted to an interval on the line which
does not contain any of its poles. Further examples include polynomial or rational
diffeomorphisms with real coefficients.
Definition. A commuting pair f is said to be an Epstein commuting pair if f+ =
ϕ+ ◦Q and f− = ϕ− ◦Q, where ϕ+, ϕ− are Epstein maps and Q is the power-law
map x 7→ xp (for some p > 1).
Theorem A.6 Let r ≥ 3 and let f be a Cr critical circle map with arbitrary
irrational rotation number. Then the sequence of renormalizations {Rn(f)} is
bounded in the Cr−1 metric and converges Cr−1 exponentially fast to the Epstein
class.
The idea behind the proof of Theorem A.6 is quite simple. In the long com-
position defining the n-th renormalization of a critical circle map, we replace the
factors away from the critical point by suitable fractional linear approximations,
which are all Epstein maps. The factors which are close to the critical point are
already Epstein because the map is assumed to be a power-law there. Therefore
the entire new composition is an Epstein map. The Moebius approximations have
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to be carefully chosen, however, so that the total error involved, estimated with
the help of the Cm Approximation Lemma, be exponentially small in n (the step
of renormalization). We now present the technical result which is needed.
Lemma A.7 Given r ≥ 3 and an orientation preserving Cr-diffeomorphism φ :
I → R of a closed interval I onto its image, there exist constants ℓφ > 0 andKφ > 0
with the following property. For each closed interval ∆ ⊆ I of length |∆| ≤ ℓφ,
there exists a fractional linear transformation T∆ ∈ PSL2(R) with T∆(∆) = φ(∆)
such that,
(a) supx∈∆
∣∣Dkφ(x)−DkT∆(x)∣∣ ≤ Kφ|∆|3−k for k = 0, 1, 2.
(b) supx∈∆
∣∣DkT∆(x)∣∣ ≤ Kφ for all 1 ≤ k ≤ r.
Proof. Let ℓφ be the constant
ℓφ = min
{
1, inf
x∈I
∣∣∣∣ φ′(x)φ′′(x)
∣∣∣∣} .
Take any closed interval ∆ ⊆ I with |∆| ≤ ℓφ, and let x0 be the left endpoint of
∆. Let T be the unique fractional linear transformation with the same 2-jet as φ
at x0. Thus, if T (x) = (a(x− x0) + b)/(c(x− x0) + d) with ad− bc = 1, then the
coefficients are uniquely determined by the conditions
T (x0) =
b
d
= φ(x0) ,
T ′(x0) =
1
d2
= φ′(x0) ,
T ′′(x0) =
−2c
d3
= φ′′(x0) .
(29)
Moreover, for all k ≥ 1,
DkT (x) =
(−1)k+1k!ck−1
[c(x− x0) + d]k+1
. (30)
Since |x− x0| ≤ |∆| ≤ ℓφ ≤ |φ′(x0)|/|φ′′(x0)| = |d|/2|c| for all x ∈ ∆, we have
1
2
|d| ≤ |c(x− x0) + d| ≤ 3
2
|d| (31)
for each such x. Combining (30) with the lower bound in (31), we get
∣∣DkT (x)∣∣ ≤ 2k+1k!|c|k−1|d|k+1 = 4k!|φ′′(x0)|k−1|φ′(x0)|k−2 ,
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for all x ∈ ∆ and all k ≥ 1, and consequently
sup
x∈∆
∣∣DkT (x)∣∣ ≤ C0 = max
1≤k≤r
sup
x∈I
{
4k!|φ′′(x)|k−1
|φ′(x)|k−2
}
, (32)
when 1 ≤ k ≤ r. In particular, from
D2φ(x)−D2T (x) =
∫ x
x0
D3φ(t) dt−
∫ x
x0
D3T (t) dt ,
we deduce that
∣∣D2φ(x)−D2T (x)∣∣ ≤ ‖D3φ‖0 |x− x0|+ 24|φ′′(x0)|2|φ′(x0)| |x− x0|
≤ (‖D3φ‖0 + C0) |∆| ,
for all x ∈ ∆. Integrating this inequality twice, using (29), we get
sup
x∈∆
∣∣Dkφ(x)−DkT (x)∣∣ ≤ C1|∆|3−k , (33)
for k = 0, 1, 2, where C1 = C0 + ‖D3φ‖0.
Looking at (32) and (33), we see that T is almost what we want, but not quite
because in general it does not map ∆ onto φ(∆). To correct this flaw, we replace
T by T∆ = A ◦ T , where A is the unique affine, orientation-preserving map that
carries T (∆) onto φ(∆). We have
A(t)− t =
[ |φ(∆)|
|T (∆)| − 1
]
(t− T (x0)) , (34)
for all t ∈ T (∆), because φ(x0) = T (x0). Let µ = |φ(∆)|/|T (∆)|. Since by (33) we
have ||φ(∆)| − |T (∆)|| ≤ 2C1|∆|3, and since by the upper-bound in (31) we have
|T (∆)|
|∆| ≥ infx∈∆
1
[c(x− x0) + d]2 ≥
4
9d2
=
4
9
|φ′(x0)| ,
it follows that
|µ− 1| ≤ 9C1
2|φ′(x0)| |∆|
2 .
Thus we see that, for all t ∈ T (I),
|A′(t)− 1| = |µ− 1| ≤ 9C1
2 infx∈I |φ′(x)| |∆|
2 = C2|∆|2 ,
38
On the other hand, since |T (∆)| ≤ ‖Dφ‖0|∆| + 2C1|∆|3, and since |∆| ≤ 1, it
follows from (34) that
|A(t)− t| ≤ C2 (‖Dφ‖0 + 2C1) |∆|3 = C3|∆|3 .
Therefore
|φ(x)− T∆(x)| ≤ |φ(x)− T (x)|+ |T (x)− A(T (x))| ≤ (C1 + C3) |∆|3 , (35)
and moreover, using the fact that DkT∆(x) = µD
kT (x) for all k,
|Dkφ(x)−DkT∆(x)| ≤ |Dkφ(x)−DkT (x)|+ |µ− 1| |DkT (x)|
≤ C1|∆|3−k + C0C2|∆|2
≤ (C1 + C0C2) |∆|3−k ,
(36)
for all x ∈ ∆ and k = 1, 2. Finally, for all k ≥ 1 we have
|DkT∆(x)| ≤
(
1 + C2|∆|2
) |DkT (x)| ≤ (1 + C2)C0 . (37)
Part (a) now follows from (35) and (36), while part (b) follows from (37), provided
we take Kφ = max{C1 + C3, C1 + C0C2, (1 + C2)C0}. 
Proof of Theorem A.6. We now expand the outline given above and present a
complete proof of Theorem A.6. In the proof, we will denote by C0, C1, . . . positive
constants depending only on the real bounds for f . As before, we may assume from
the start that f is canonical, and accordingly we consider the covering {U ,V} of S1
defined in the proof of Theorem A.4. Since the folding factors of fn are power-law
maps, and therefore already Epstein, it suffices to prove that the coefficients of fn
can be approximated by Epstein maps, up to an error exponentially small in n in
the Cr−1 topology. We will do this for F+n , the proof for F−n being the same.
As in the previous section, let fj : ∆
+
n,j → ∆+n,j+1, 1 ≤ j ≤ Q − 1, be the
elementary factors of F+n . For each 1 ≤ j ≤ Q we define
∆j = fj−1 ◦ · · · ◦ f2 ◦ f1
(
[0, 1]τ/4
)
⊆ ∆+n,j ,
where τ is the constant of Theorem A.4. Note that fj(∆j) = ∆j+1. Let ∆
′
j =
Λj(∆j), and observe also that I
j
n−1 ⊆ ∆′j ⊆ J+n,j .
We introduce individual Epstein approximations gj to each fj. There are two
cases to consider. It may happen that ∆′j ⊆ U , in which case we simply take
gj = fj. Otherwise, we have ∆
′
j ⊆ V. In this case, we let Tj : ∆′j → ∆′j+1 be the
Moebius approximation to f |∆′j that we get applying Lemma A.7 to the restriction
of f to V, and then take gj = Λ−1j+1 ◦ Tj ◦ Λj . Note that gj(∆j) = ∆j+1.
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Claim 1. We have ‖fj − gj‖r ≤ C0|Ijn−1|2 for all j.
This is obvious when Ijn−1 ⊆ U . When Ijn−1 ⊆ V, we have |Ijn−1| ≍ |Ij+1n−1|,
because the derivative of f on V is bounded away from zero, and we also have
|∆′j | ≍ |Ijn−1|. Moreover, for all 1 ≤ s ≤ r and all x ∈ ∆j ,
Dsfj(x)−Dsgj(x) =
|Ijn−1|s
|Ij+1n−1|
(Dsf(Λj(x))−DsTj(Λj(x))) .
Therefore the claim follows from Lemma A.7 (treat the cases s = 1, 2 separately).
Now, recall from Theorem A.4 that for all 1 ≤ j < k ≤ Q− 1 we have
‖fk ◦ · · · ◦ fj‖2 ≤ B .
Claim 2. If n is sufficiently large then for all 1 ≤ j < k ≤ Q− 1 we have
‖fk ◦ · · · ◦ fj − gk ◦ · · · ◦ gj‖1 ≤ C1 max
0≤i≤Q
|Iin−1| . (38)
Take n0 so large that C0max |Ijn0−1| < εB , where εB is the constant given by
Lemma A.2 when we take M = B. Then from Claim 1 and (38), the hypotheses
of Lemma A.2 are satisfied, and we get for all n ≥ n0
‖fk ◦ · · · ◦ fj − gk ◦ · · · ◦ gj‖1 ≤ CB
k∑
i=j
‖fi − gi‖2 ≤ C0CB
k∑
i=j
|Iin−1|2
≤ C0CB max
0≤i≤Q
|Iin−1| ,
where CB is the constant of Lemma A.2 for M = B. This proves the claim.
In order to bootstrap these C1 estimates up to Cr−1 estimates, we apply the
Cm Approximation Lemma once more, this time reversing the roles of fj and gj ,
and with m = r. Thus, we need to verify the hypotheses of that lemma in this
new situation.
Claim 3. For all 1 ≤ j < k ≤ Q− 1, we have ‖gk ◦ · · · ◦ gj‖r ≤ C2.
For brevity, write Gjk = gk ◦ · · · ◦ gj . Then G−1jk is univalent on C(∆jk), where
∆jk is an interval containing Gjk(∆j) with definite space on both sides, by our
choice of τ . Using Koebe’s one-quarter theorem, it is not difficult to see that the
domain Ωjk = G
−1
jk (C(∆jk)) contains a rectangle Wj = ∆
α
j × [−β, β], and that
d(∂Wj, ∂Ωjk) ≥ γ where α, β and γ are positive constants depending only on τ
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and the real bounds for f . Hence, from the complex Koebe’s distortion theorem,
we get ∣∣∣ G′jk(z)
G′jk(w)
∣∣∣ ≤ exp{ 2
γ
diam (Wj)
}
≤ C3 ,
for all z, w ∈Wj . This together with the mean-value theorem gives us |G′jk(z)| ≤
C4, and therefore also |Gjk(z)| ≤ C5, for all x ∈Wj . Now we use Cauchy’s integral
formula to bound all higher derivatives of Gjk. We have for all x ∈ ∆j and all
s ≥ 1
|DsGjk(x)| = s!
2π
∣∣∣ ∫
∂Wj
Gjk(z)
(z − x)s+1 dz
∣∣∣ ≤ C5s!
π
(β + (1 + 2α)|∆j|) δ−s−1j ,
where δj = infx∈∆j d(x, ∂Wj) = min{α|∆j|, β} ≥ δ = min{a, b}. Therefore
|DsGjk(x)| ≤ C6s!δ−s−1. This shows that ‖Gjk‖r is bounded as claimed.
From Claims 1 and 3, the hypotheses of Lemma A.2 are therefore satisfied, and
we have
‖fk ◦ · · · ◦ fj − gk ◦ · · · ◦ gj‖r−1 ≤ CC2
k∑
i=j
‖fi − gi‖r ≤ C0CC2
k∑
i=j
|Iin−1|2
≤ C0CC2 max
0≤i≤Q
|Iin−1| ,
this time for all n large enough so that C0max |Ijn−1| < εC2 , where CC2 and εC2 are
the constants of Lemma A.2 forM = C2. Since max |Ijn−1| decreases exponentially
with n, we are done. 
Appendix B. Proof of Yoccoz’s Lemma
The main geometric idea behind the proof of Yoccoz’s Lemma is to use the
negative Schwarzian property of f to squeeze the graph of f between the graphs of
two Moebius transformations. The required estimate for f will then follow from
the corresponding estimate for Moebius transformations, which we now state and
prove.
Consider the fractional linear transformation T (x) = x/(1+x), and given ε > 0,
let Tε(x) = T (x)−ε. We are interested in certain quantitative aspects of the orbit
xn = T
n
ε (x0) for x0 = 1. Observe that this sequence is strictly decreasing.
Lemma B.1 Let N > 0 be such that xN+1 ≤ 0 < xN . Then we have N ≍ 1/
√
ε
and moreover xn − xn+1 ≍ 1/n2 for n = 0, 1, . . . , N .
Proof. Writing δn = T
n(x0)− Tnε (x0), we have
δn = ε+
δn−1
(1 + 1
n
)(1 + 1
n
− δn−1)
(39)
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for all n = 1, 2, . . . , N + 1. We claim that
nε
6
≤ δn ≤ nε . (40)
The last inequality is clear. To prove the first, we note from (39) that
δn ≥ ε+
(
n
n+ 1
)2
δn−1 .
By induction, this gives us
δn ≥ ε
(n+ 1)2
(
12 + 22 + · · ·+ n2) = ε
(n+ 1)2
n(n+ 1)(2n+ 1)
6
≥ nε
6
,
which proves the claim. Now, from the fact that xN+1 ≤ 0 < xN we have the
inequalities
δN <
1
N + 1
, δN+1 ≥ 1
N + 2
.
Then, using (40), we get
1
(N + 1)(N + 2)
≤ ε < 6
N(N + 1)
, (41)
which proves the first assertion.
Next, note that since [xN+1, xN ] ⊆
[
Tε(0), T
−1
ε (0)
]
= [−ε, ε/(1− ε)], we have
ε < xN − xN+1 < 3ε (42)
Hence, by (41), we get xN − xN+1 ≍ 1/N2 and the second assertion is proved
when n = N . To prove it in general using this information, observe that
xn − xn+1 = xn−1 − xn
(1 + xn−1)(1 + xn)
=
xn−1 − xn
(1 + 1n − δn−1)(1 + 1n+1 − δn)
implies
xn − xn+1 ≥ n
n+ 2
(xn−1 − xn) .
By induction, this gives on one hand
xn − xn+1 ≥ 2
(n+ 1)(n+ 2)
(x0 − x1) ≥ 1
(n+ 1)(n+ 2)
,
42
and on the other hand, using (41) and (42),
xn − xn+1 ≤ (xN − xN+1)
N−n∏
j=1
(
n+ j + 2
n+ j
)
<
54
(n+ 1)(n+ 2)
.
This proves the second assertion in all cases. 
Now recall that f : ∆1 ∪∆2 ∪ · · · ∪∆a → R satisfies f(∆j) = ∆j+1 for all j.
Without loss of generality, we can assume that f(x) < x for all x. Thus, if we
call x0 the right endpoint of ∆1 and write xj = f
j(x0), we have ∆j = [xj, xj−1]
for all j. Since our map f is a negative-Schwarzian diffeomorphism, there exists a
unique z in the domain of f such that ε = |f(z)− z| ≤ |f(x)− x| for all x. Since
the statement we want to prove is invariant under affine changes of coordinates,
we may assume also that z = 0 and x0 = 1. In this setting, we want to prove that
|∆j | ≍ 1/j2 for all j such that ∆j ⊆ [0, 1]. Note that f ′(0) = 1.
Next, let A be the Moebius transformation on the line such that A(x0) = f(x0)
and A(0) = f(0) and A′(0) = f ′(0) = 1. This determines A uniquely, and in fact
A(x) =
x
1 + λx
− ε ,
for some λ > 0. Since Sf < 0, we see that A(x) ≤ f(x) for all x ∈ [0, 1].
Likewise, let B be the Moebius transformation such that B(xa) = f(xa), B(0) =
f(0) and B′(0) = f ′(0) = 1. This determines B uniquely, and in fact
B(x) =
x
1 + µx
− ε ,
for some µ > 0. This time, since xa < 0 and Sf < 0, we have f(x) ≤ B(x) for all
x ∈ [0, 1]. In particular, λ > µ. It is easy to see that λ/µ ≤ cσ, where cσ depends
only on the constant σ in the statement.
Lemma B.2 Let x ∈ [0, 1] and k > 0 be such that A(x) < Bk(x). Then k ≤
1 + λ/µ.
Proof. By induction we have
Bk(x) ≤ x
1 + (k − 1)µx − ε .
Therefore A(x) < Bk(x) implies (k − 1)µx < λx. 
Now, let us write αn = A
n(x0) and βn = B(x0). By Lemma B.2, the number
of βj ’s inside each interval of the form [αn+1, αn] is bounded independently of n.
Moreover, since αn < xn < βn for all n, the number of xj’s inside each [αn+1, αn]
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is also bounded independently of n. To prove that |∆j | ≍ 1/j2, we proceed as
follows. Let ℓ > 0 be such that βℓ+1 ≤ xj ≤ βℓ ≤ xj−1. Then Lemma B.2 says
that ℓ ≤ Cj, and we have also
|βℓ+1 − βℓ| < |B(xj−1)− xj−1| < |xj − xj−1| .
Since by Lemma B.1 we have
|βℓ+1 − βℓ| ≍ 1
ℓ2
≥ 1
Cj2
,
it follows that |∆j| = |xj − xj−1| ≥ 1/Cj2.
To prove an inequality in the opposite direction, let m be the largest integer
such that αm > xj−1. Then, again by Lemma B.2, we have j ≤ Cm. Since
A(x) < f(x) < x for all x, we also have ∆j ⊆ [αm+2, αm]. Using Lemma B.1 once
more, we deduce that
|∆j | ≤ C
m2
≤ C
j2
.
This completes the proof of Yoccoz’s Lemma. 
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