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Abstract ̶ The most important aspect of a recommender system 
is the users’ satisfaction with it. Several studies affirm that the 
measure of Accuracy is not enough to fulfil users’ satisfaction. 
Other qualitative metrics such as Diversity, Novelty or Trust are 
needed to understand users’ perception of the quality of a 
recommender [5] [8]. We, therefore, explored how relevant are 
these subjective metrics in the users’ satisfaction with the system 
through an online study in the movies domain. We found that, in 
addition to Accuracy, other aspects such as Novelty and 
Effectiveness are needed to evaluate the system in order to 
consider it successful. Additionally, there is a need of group 
recommendations growing every day. It is usual that you do not 
go to the cinema alone. For this reason, we carried out an online 
evaluation of groups in order to study the viability of using the 
same recommenders. We realized that group recommendations 
are possible without the need of complex systems. 
Keywords ̶   recommender system, users’ satisfaction, 
subjective metrics, groups recommendations. 
I. INTRODUCTION 
The amount of data available on the Internet has enormously 
increased since the apparition of new technologies and social 
networks. As a consequence, a problem has emerged called 
‘information overload’. The solution for this problem is the 
use of recommender systems. However, how can we be sure 
that we are using the best system to make recommendations?  
Lots of researchers [1] [4] [5] [8] have discussed the use of 
new subjective metrics to measure the perception of the 
system that users have about it since users satisfaction ensures 
the goodness of the recommender. To figure out the relation 
among these metrics and the quality of a system, we offer a 
user study in the movie domain with the aim of analyzing how 
these metrics affect their satisfaction. 
This paper examines six different algorithms (three common 
collaborative filtering, one hybrid, and two basics) through an 
offline evaluation to identify the best parameter for each of 
them, followed by the online evaluation with real users. In this 
online experiment, users have to compare six lists of 
recommendations produced by each algorithm regarding the 
measurements of Accuracy, Novelty, Understands Me, 
Diversity, Effectiveness and Quality.  
Our study also covers the analysis of group 
recommendations with the purpose of proving that there is no 
need for complex systems in order to make good group 
recommendations. Moreover, we investigate whether the 




The first part of our study covers a theoretical evaluation of 
six different families of algorithms aimed at obtaining the best 
parameters for each one. Once we have it, we conducted an 
online evaluation through two questionnaires with the goal of 
understanding users’ satisfaction with each algorithm. 
A. Offline Evaluation 
We have taken advantage of the huge amount of publicly 
datasets available on the movie domain to carry out this part of 
our research. Concretely, the three MovieLens [3] datasets 
(100k, 1M, 10M). We have also taken benefit from a software 
tool (LensKit [7]) which was developed to support different 
algorithms by the GroupLens research group [2]. 
1) Algorithms 
For this evaluation, we have made use of six families of 
algorithms: 
1. Lucene: We have compared two versions of this 
algorithm, with and without normalization, and the best results 
were obtained with Lucene Normalized and a neighborhood 
size of 100. 
2. SVD: collaborative filtering algorithm based on matrix 
decomposition. We have configured the FunkSVD using four 
different baselines. After comparing them, the best baseline 
was SVDPersMean with a feature count of 25. 
3. UserUser: user-based collaborative filtering algorithm. 
We have configured it with two different similarity functions: 
Cosine and Persmean. Finally, the best configuration was 
UserUserCosine with a neighborhood size of 50. 
4. ItemItem: item-based collaborative filtering algorithm. 
We have obtained the best results with a neighborhood size of 
20. 
5.Popular: basic algorithm. The popularity of a given item is 
a measure of how well known the item is 
6.Personalized Mean: basic algorithm, each user receives a 
recommendation adapted to his tastes.  
2) Results 
We have analyzed these algorithms taken into account three 
metrics: RMSE, nDCG and Entropy. Table 1 summarizes the 
results obtained for the best configuration of each algorithm. 
Table 1: Ranking based on objective metrics. Note that we cannot 
calculate the RMSE for Popular. That is why it does not appear on 
the first rank. 
 1.  RMSE 2. nDCG 3. Entropy 
1st SVD Popular Popular 
2nd ItemItem ItemItem Lucene 
3rd UserUser Lucene ItemItem 
4th Lucene SVD SVD 
5th Persmean UserUser Persmean 
6th - Persmean UserUser 
 
B. Online Evaluation 
To carry out the online evaluation, we have created two 
forms powered by the technology of Google Forms.  
The first step in the evaluation is to collect users’ rating to 
give them recommendations. To reach a larger number of 
participants we have sent it through social networks such as 
Facebook or Twitter, making it easier to collect the data and 
process their responses. This form is divided into two sections: 
the first one is designed to collect the personal data of the 
subject under study, and the second part of the form is the 
rating list.  Users rated a list of 100 selected movies from the 
top of IMDB. Between 25th November 2014 and 7th 
December 2014 158 users filled the survey, 138 were 
individual users and 20 were groups. Once we have collected 
the data, we start to process it to obtain the recommendations 
to each user. The second form contains 6 recommendations’ 
lists and 17 questions to know users perception of the 
algorithms used. These questions are taken from Ekstrand [1] 
and Knijnenburg et al. [6] since they have proved that these 
questions worked well in other similar studies.   
We have to highlight that only 60 of the 158 users that filled 
the first form completed this second survey: 50 of them were 
individual users and 10 were groups. Among the individual 
users, we can make a distinction by gender (29 female and 21 
male) and also by age (40 younger than 25 and 10 older than 
25). 
1) Results 
We asked the users to order the lists taking into account 
their preferences, and the results obtained show that 
Collaborative filtering algorithm followed by Popular are the 
most satisfying ones for the users. However, Persmean and 
Lucene are the worst ones. 
 
Figure 1: Percentages of individual users’ preferences. 
Furthermore, in this study, we have focused on measuring 
the users’ perception of some recommender systems’ features 
such as Accuracy, Understands Me, Novelty, Effectiveness 
and Quality. We are now going to explain some of the key 
findings. 
Accuracy is strongly related to the users’ first impression of 
an algorithm. The satisfaction of the users is tied to their 
perception of how appealing or good the recommended 
movies are. 
Understands Me is also highly related to the user 
satisfaction since, the algorithms that best understand their 
tastes are the best considered ones in their initial choice. This 
suggests that it is necessary to generate trust. The results show 
that the algorithms on which more users rely are ItemItem and 
Popular. 
We have to underline that Novelty has a negative effect on 
users’ satisfaction. The recommendations with more surprising 
movies are made by the worst considered algorithms regarding 
the users’ first impression. We can affirm that, to ensure good 
recommendations, the designer has to guarantee some known 
movies in order to increase the trust on the system since only 
novel items in a list makes the user beware of the system. 
The Quality of a recommender system is a metric which is 
highly related to other metrics such as Accuracy and 
Understands Me. The opinion that the users have about these 
other metrics influence their perceptions of the system’ 
Quality. 
We can summarize the results in Table 2. 
Table 2: Ranking of algorithms based on three subjective metrics. 
 1. Accuracy 2. Quality 3. Diversity 
1st Popular Popular Popular 
2nd ItemItem ItemItem Lucene 
3rd UserUser UserUser Persmean 
4th SVD Lucene UserUser 
5th Lucene SVD SVD 
6th Persmean Persmean ItemItem 
If we compare these results with the obtained from the 
offline evaluation. We can ensure that nDCG with a 
correlation coefficient of 0.834 is the metric that best 
measures the goodness of a recommender compared to the 
others. 
III. GROUP RECOMMENDATIONS 
In this section of the study, our purpose is to figure out the 
satisfaction of groups with their recommendations. Therefore, 
we have added some additional open questions to the groups’ 
questionnaires. From their answers, we have appreciated three 
different ways to reach an agreement in order to rate movies or 
select the best recommendation list, which are: 
1. Democratic decision. 
2. Individual ratings and averaging. 
3. Discuss pros and cons of each movie. 
The biggest difficulty found by the group members is to 
select the best recommendations list. Furthermore, we can 
highlight the differences that they have appreciated between 
genders. Additionally, we can remark that a higher similarity 
in the group members tastes is reflected in a better perception 
of the recommender systems and also in the facility of 
reaching an agreement. 
Evaluating each metric, the results are almost the same as 
for individual users. Nevertheless, it is notable that groups 
prefer ItemItem before Popular, but both are still the best 
algorithms in terms of Accuracy, Understands Me and Quality. 
Moreover, groups as well as individual users think that the 
algorithms with more novel movies recommended are 
Persmean and Lucene, whose are considered the worst in term 
of Accuracy. 
IV. CONCLUSIONS AND FUTURE RESEARCH 
From this study, we can conclude that group 
recommendations are possible without the need of complex 
systems since the results obtained are quite similar to the 
analysis of the individual users. Furthermore, the subjective 
metrics studied have demonstrated their influence in users’ 
satisfaction. It’s notable that Novelty has a huge negative 
influence on the user’s perception of the recommender 
algorithm. Future research should focus on performing this 
study with more users to improve the online analysis of 
Diversity. Additionally, the development of new theoretical 
metrics to evaluate other aspects is needed to improve the 
recommender systems. 
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1 INTRODUCTION  
1.1 STATE OF THE ART 
Nowadays, more than 2.5 billion gigabytes of data are created every day in multiple 
forms. On the internet, 72 hours of Youtube videos are uploaded, Google addresses 4 
million search queries, 2.4 million posts on Facebook, 278 thousand tweets, 61141 hours 
of music are listened on Pandora, and 204 million emails are sent, Amazon makes 
83000$ in sales and 17 thousand transactions take place at Walmart in one single minute 
[50]. 
By 1966, before the introduction of the personal computer, before the explosion of the 
World Wide Web, before the ‘Information Age’, Hubert Murray [38] said “every day, 
approximately 20 million words of technical information are recorded.  A reader capable 
of reading 1000 words per minute would require 1.5 months, reading eight hours every 
day, to get through one day's output, and at the end of that period he would have fallen 
5.5 years behind in his reading” (p. 1). 
If there were such a huge amount of data 50 years ago, this amount has enormously 
increased nowadays. However, the positive issue is that it allows us to improve our 
knowledge and to enrich personally. 
According to Yue [45], in the present time, new technologies have spread the usage of 
the Internet as a searching tool due to the fact that there is a huge amount of 
information that can be found on the Internet. Moreover, social networks where people 
can communicate and upload different materials have been used to the spread of this 
amount of information available.  
A problem is emerging as a consequence of this, called ‘information overload’. Due to 
this problem, recommendation services have gained great attention in the last years [3] 
[45]. 
However, sometimes the recommendations generated by recommender systems are 
not as good as expected. Research on evaluation of recommender system have 
previously focused on algorithm performance in terms of Accuracy. Herlocker et al. [19] 
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described it by saying that:  It is believed that the measurement of accuracy is not 
enough to provide users with a useful tool which helps to meet their needs. Moreover, 
these authors [19] agree on the fact that a system should be useful for users although 
accuracy should also be part of that usefulness. 
In recent years, it has been recognized by industry and academic researchers that the 
ultimate goal of recommenders is to help users make better decisions. For this reason, 
the measure of Accuracy is not enough to fulfil user satisfaction. Other qualitative 
metrics such as Diversity, Novelty or Trust are needed to understand the users’ 
perception of the quality of a recommender [14] [19] [22] [33] [40]. 
But this qualitative metrics cannot be measured in an offline experiment; a user 
interaction with the system is required. Therefore, to determine the best algorithm and 
the best configuration of it, an online evaluation is needed. 
1.2 OBJECTIVE 
The main aim of this piece of work is to understand the subjective differences that users 
perceive among different algorithms and how these differences affect their opinion 
about a recommender system. In this thesis, we shall analyse users’ perception of 
recommender to improve their quality. In addition, in order to find the best performance 
of each family of algorithms used, a study of their parameters will be carried out through 
LensKit [29] and a survey will be filled by real users to develop the online evaluation. 
After that, a comparison between offline and online metrics will be elaborated. 
In order to study group recommendations, we will ask users to fill the survey in groups. 
In this way, we will analyse how valuable our recommendations are for groups.  
2 THEORETICAL STUDY 
2.1 ALGORITHMS 
Regarding the algorithm used, the work domain or the kind of knowledge employed, we 
can find lots of different approaches of recommender systems [6] [23] [25] [41] [43]. 
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In this thesis we are going to distinguish between four different types of recommender 
systems: 
2.1.1  Content-based  
The system is trained to make recommendations based on previous ones, which means 
that the system will make the recommendation to the user based on previous choices 
that this specific user has had on the past [4] [15] [30] [35][43]. 
2.1.2 Collaborative filtering 
 This system is prepared to make recommendations according to tastes. That is, it 
analyses your tastes and the ones in neighbourhoods so that it recommends you the 
items regarding what other users with similar tastes have enjoyed [19] [43] [56]. 
2.1.3 Knowledge-based 
Knowledge-based systems store a series of items so that they create knowledge from 
the information that they are given. Moreover, they use that knowledge in order to 
make recommendations to different users. We can distinguish between two types of 
knowledge based recommender systems: case-based and constraint based [25] [43] 
[54].  
2.1.4 Hybrid recommender systems 
These systems are a mixture of the ones which we have previously explained. The main 
characteristic that we can observe is that they interconnect two types of systems and 
use their advantages so that the disadvantages of each of the systems are not taken into 
consideration for the recommendations [43] [47] [55]. 
In section 3, we will analyse each of them in depth. 
2.2 METRICS 
2.2.1 Objective Metrics 
Traditionally, recommender algorithms ‘goodness’  have been judged based on a small 
set of coverage and accuracy metrics.   
With regard to Accuracy, we can distinguish between decision-support or statistical, 
whose metrics compare the estimated ratings against the actual ratings [41]. 
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We are going to use one of the statistical metrics to measure Accuracy, specifically root 
mean squared error (RMSE). And we are going also to study entropy and normalized 
cumulative discounted gain (nDCG) to have a better perception of the algorithm’ 
performance.  
2.2.1.1 Root Mean Squared Error (RMSE)  
It is one of the most used metrics to measure Accuracy.  It computes the differences 
between the predicted ratings and the true ratings known. We can find two variations 
depending on how it is calculated, averaging based on users or items [41]. 
2.2.1.2 Measuring Ranking Prediction 
In order to measure the Quality of the recommendation lists, a metric called Normalized 
Cumulative Discounted Gain (nDCG) has been demonstrated to work well in the area of 
recommender systems [41]. 
This metric is based on the assumption that a user is going to read the movies 
recommended on a list using the top-down strategy, so that the accuracy of the 
recommendation list is the sum of the accuracy of each movie recommended but also 
influenced by the position of the movie in the list (as the movie is in a lower position, its 
accuracy decreases) [41]. 
2.2.1.3 Entropy 
Entropy quantifies the level of consistency of the relationship between two items. 
Therefore, we use it to measure diversity in a recommendation list [10] [31]. 
2.2.2 Subjective Metrics 
As we have discussed, Accuracy is not the only measure that can influence users’ 
satisfaction since there are other characteristics that also have an influence on their 
perceptions [23] [24] [33] [43] [46].This is the reason why we need other measures to 
obtain a good evaluation, along with those mentioned above.  
In this thesis, we have focused on how users perceive the algorithms used to make their 
recommendations, and how it influences their engagement with the recommender 
system. 
We will study users’ perceptions on the dimensions of Novelty, Diversity, Serendipity, 
degree of Quality and Effectiveness to understand how users perceive the different 
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output from various recommender algorithms, and how those differences affect their 
opinion of an algorithm.  
2.2.2.1 Novelty 
Novelty is the measure of how many new and interesting recommended items are 
received by users. It is quite difficult to ensure Novelty at the same time than Accuracy 
because there may be items unknown by users but irrelevant for them. 
‘Serendipity’ is sometimes used instead of Novelty, but this is not accurate since Novelty 
only implies items unknown by the users while serendipity refers to unknown items 
which are surprisingly good to users [24] [41] [52]. As Wen Wu, Liang He and Jing Yang 
[52] said: “Serendipity is a measure of how surprising the successful recommendations 
are”.  
2.2.2.2 Diversity 
Diversity is generally defined as the opposite of similarity. In some cases, suggesting a 
set of similar items may not be as useful for the user because it may take longer to 
explore the range of items. Moreover, if there is not any similarities among the items 
recommended, users’ satisfaction with the system could be affected too [23] [41] [46]. 
2.2.2.3 Effectiveness 
Effectiveness is a measure of how useful a recommender system is in the life of a user. 
It refers to the fact of saving time in the process of looking for an item he is interested 
in by using a recommender system instead of searching it by himself [33] [41]. 
3 RECOMMENDER SYSTEMS EVALUATION TOOL 
3.1 OVERVIEW OF THE TOOL: LENSKIT 
As we can read on LensKit wiki page, “LensKit is a Java-based recommender toolkit 
from GroupLens. It provides a common API for recommender algorithms, 
an evaluation framework for offline evaluation of recommender performance, and 
highly modular implementations of standard algorithms for recommendation and rating 
prediction” [29]. Moreover, it offers extensive support code to allow developers with a 
minimum of new work to build extensions [13]. 
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As Michael D. Ekstrand [14] said in his dissertation, the main aim of LensKit was to 
provide support for research on recommender systems and design a reliable platform 
useful for technique experimentation in several configurations of the system. Its 
purpose is to provide recommender systems with high quality and to be a useful tool for 
recommender researches. That is why we are going to use this framework in our 
research about users’ perception of recommender systems.  
The current version at the time of writing was 2.1. To demonstrate some of the 
implementation aspects of LensKit, we look at a common similarity method, the Pearson 
Correlation, but also at other methods such as the Cosine Correlation.  
Additionally, LensKit contains an evaluator class which can perform cross validation and 
report evaluation results using a set of metrics such as RMSE, nDCG, etc. 
As we have said, several recommendation techniques are implemented by LensKit [13]. 
These techniques differ in the item scorer they implement. This item scorer 
implementation configures the algorithm. An item scorer can be defined as an overall 
idea about the expected ability to generate personalized scores for every user. 
Moreover, LensKit also makes use of data access objects (DAOs) in order to access to all 
the components of the system [14]. 
3.2 EVALUATION SCRIPTS 
LensKit uses Groovy in order to create the evaluation scripts, whose organization is 
carried out taking into account different configurations. 
When we try to use LensKit to compare algorithms, our script has to specify three issues 
[14]: 
1. The dataset we want to use. 
2. The algorithms we want to test and compare. 
3. The metrics used to make the comparison. 
After that, we will be able to develop our recommenders.  
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3.3 ALGORITHMS IMPLEMENTED USING LENSKIT 
3.3.1 ItemItem 
It is an item-based collaborative filtering algorithm. This algorithm stores different user’s 
rating of different items so that the recommendation is carried out regarding the rating 
that the user has given to an item which is similar to the one that is being recommended 
[12] [25] [41].  
3.3.1.1 Parameters 
At the time of implementing this algorithm with the help of LensKit, we have used some 
specific LensKit parameters to configure ItemItem: 
NeighborhoodSize: this parameter allows us to establish the size of neighborhood of 
each prediction [26]. 
ItemSimilarity: with this parameter we stipulate the similarity function that we are going 
to use in the system in order to find out the relation between items [26]. We use 
ItemVectorSimilarity, using cosine similarity as VectorSimilarity. 
Threshold:  Can be defined as the measure that distinguishes the main similarities which 
should remain in order to make a good recommendation. In our case, we consider the 
main similarities as the ones that are positive, so that they are the ones that we keep 
[26]. 
UserVectorNormalizer:  Before the similarity is computed, we use this parameter to 
apply a normalization to the vector of user rating [26]. 
3.3.2 UserUser 
UserUser is a user-based on the nearest neighbour collaborative filtering 
recommendation. It makes recommendations with regard to the rating that an item has 
obtained from users with his similar tastes [12] [25] [41] [56]. 
Similarity between users can be measured using different ways. In our study, we will use 




At the time of implementing this algorithm with the help of LensKit, we have used some 
specific LensKit parameters to configure UserUser: 
UserVectorNormalizer: Before giving prediction and computing the similarity, this 
parameter applies a normalization to the vector of user rating [27]. 
NeighborhoodFinder: this parameter is used to find the amount of neighbors which are 
specified to score the items and make the prediction [27]. 
UserSimilarity: this parameter is used to specify the similarity used to compare users 
[27]. We use the CosineVectorSimilarity as UserVectorSimilarity. 
3.3.3 SVD 
The Singular Value Decomposition (SVD) is a well-known and better performance matrix 
factorization technique. This technique uses three matrices that are factors from a 
matrix called R of size m by n. 
𝑅𝑅 = 𝑈𝑈 ∙ 𝑆𝑆 ∙ 𝑉𝑉′ 
Where, U and V are two orthogonal matrices of size m × r and n × r respectively. r is 
the rank of the matrix R (the rank of a matrix is the number of linearly independent 
rows or columns in the matrix) [9] [41] [43]. The rows represent the users while the 
columns represent the movies. The matrix S is a diagonal matrix of size r × r containing 
the singular values of the matrix R. All these values of S (the specific ratings) are in a 
decreasing order.  
3.3.3.1 Parameters  
At the time of implementing this algorithm with the help of LensKit, we have used some 
specific LensKit parameters to configure FunkSVD: 
The main step to use FunkSVD is to configure FunkSVDItemScorer as our ItemScorer. 
BaselineScorer: this parameter is used to configure the baseline that we are going to 
use to configure the FunkSVD algorithm [28]. We will use four different baselines: 




FeatureCount:  the FunkSVD algorithm learn from the baseline a specific number of 
features that are stipulate by this parameter [28]. 
3.3.4 Popular 
The popularity of a given item is a measure of how well known the item is.  It is calculated 
by the average number of people who have chosen an item and the ratings that this 
item has been given. Moreover, it is worth mentioning that this algorithm gives the same 
recommendations to all the users regardless of their tastes [12] [25]. 
3.3.5 Personalized Mean 
Personalization is an algorithm based on the difference found in the users’ 
recommendations by the system. Therefore, each user receives a recommendation 
adapted to his tastes. The result is a production of different recommendation lists 
according to different users’ preferences. Besides, there is at the same time a 
comparison among these recommendation lists in order to find the similarity among 
their items [34]. 
3.3.6 Lucene 
Lucene, is an open library that can be used by all the public as a source of information in 
order to create tag based algorithms. This library is provided by some techniques used 
in inverse indexing and searching the index. The main aim of this algorithm is to simulate 
users’ taste according to the results obtained from its search on the index. In this way, 
it is ensured a good recommendation list of movies to the user [8] [47] [54]. 
In our study, Lucene is used as hybrid recommendation algorithm. Therefore, the output 
results taken from Lucene are used as the input of a second recommender system, which 
is, in this case, a collaborative filtering algorithm based on item.  
4 EVALUATION 
Evaluating a recommender system can be carried out by using offline analysis through 
public datasets, online analysis where live users interact with the system, or a 
combination of both of them [5] [21] [36]. Through it all, much of the work in 
recommender evaluation is focused on offline analysis of predictive Accuracy. 
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When we try to evaluate a recommender algorithm, we cannot use only offline 
evaluation as we would not obtain good results. For this reason, it is important to use 
both an offline and an online evaluation to obtain better results. For example, most of 
the times we want to recommend items that the user has not rated yet, so we will not 
have enough information to evaluate the goodness of the recommended item just from 
the dataset used [19] [44]. 
It is clear that it is easier to carry out an offline evaluation with existing datasets than an 
online evaluation with real users. However, the estimation obtained through an offline 
evaluation is not as precise as the results collected from an online experiment [44] [53]. 
For this reason, we implemented two different evaluations to study the performance of 
the six algorithms above mentioned in the movies’ domain. In the offline experiment, 
we will study the characteristics that best perform each algorithm. In the online 
experiment our purpose is to know the user’ opinion about the recommendations given 
taking into account their perception of the Diversity, Quality, Novelty and Effectiveness 
of these recommendations made by our algorithms. 
We will start with offline evaluation since, as we have mentioned, they are the easiest 
to perform [19] [21] [36] [44], and we want to use the results obtained from this 
evaluation to configure the size of neighbourhood, the number of features or the 
normalizer used among others before start the online evaluation with real users.  
4.1 OFFLINE EVALUATION 
To perform an offline experiment a pre-collected dataset is needed. This dataset must 
contain items rated by the users to evaluate the quality of the recommendations using 
the metrics explained before. One of the advantages of this evaluation is the quickness 
analysing large numbers of users with a low cost [19] [44]. 
In this thesis we use offline evaluation to find the parameters that characterise the 
algorithms to obtain the best recommendations. 
4.1.1 Evaluation datasets  
In this section, we talk in detail about three datasets that were used in the experimental 
part of this thesis. The datasets corresponds to the movies domain since it is an area 
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with diverse data sources available. Consequently, we have different sources so that we 
only need to integrate one of the existing dataset into our system. Another positive point 
is the general knowledge that every user has about the film industry, which let them 
have a good knowledge about this domain without being an expert. This makes the use 
of the system and the evaluation of the results easy. In these datasets user preferences 
are provided in form of ratings [19] [39]. 
Below we will talk in detail about the configuration of our experiments and how we have 
carried them out. 
The first stage of this research project was the analysis of six traditional groups of 
recommended algorithms in order to identify suitable characteristics for each one. 
We have used one of the most popular publicly available datasets. This is from 
GroupLens and is called MovieLens dataset. “GroupLens is a research lab in the 
Department of Computer Science and Engineering at the University of Minnesota, Twin 
Cities specializing in recommender systems, online communities, mobile and ubiquitous 
technologies, digital libraries, and local geographic information systems” [16]. 
“GroupLens Research has collected and made available rating datasets from the 
MovieLens web site (http://movielens.org)” [17]. We are going to use these three 
dataset with different sizes.  
• The 100K dataset has 100 000 ratings, 963 users and 1682 movies with a density of 
6.30%. The data was collected between September 1997 and April 1998. 
• The 1M dataset has one million ratings, 6040 users and 3900 movies with a density of 
4.25%. The data was collected in 2000.  
• The 10M dataset has 10 000 054 ratings, 71567 users and 10681 movies (with 95580 
tags) with a density of 1.31%. 




4.1.2 Offline Experiment  
We began with the 100K dataset from MovieLens and then divided our dataset into test 
and training at an 80% to 20% ratio: 80% of the ratings were put into the training dataset. 
For the remaining 20% we removed one rating randomly. 
The training data is given to the recommender as input for the algorithm and it 
generates recommendations. The test data (which is not seen by the recommender) is 
used as a ground truth to check the consistency of the recommendations with the 
ratings hidden to the recommender, calculating the metrics of the recommender´s 
output. 
We performed a 5-fold cross validation for this experiment assigning data randomly to 
either the test or training datasets.  
4.1.2.1 Offline Experiment Algorithms  
The six groups of algorithms mentioned in the previous chapter were used in this 
experiment: Lucene, User-User, Item-Item, SVD, Personalized Mean and Popular. 
4.1.2.2 Offline Experiment Metrics  
We used three metrics: accuracy, rank, and entropy defining rank as the position of the 
rating in the filtered recommendation list.  
“Rank is a proxy for user utility, since users prefer to find relevant results earlier” [32]. 
One of the measures of accuracy most used is the Root Mean Squared Error (RMSE). 
This understands ratings as interval data. That is to say a 5 star movie is rated higher 
than a 4 star movie which in turn is ranked higher than a 3 star movie. However, this 
assumption is not totally correct since our data is ordinal and the distance between two 
points is not always the same [1]. For this reason is not a suitable tool to measure the 
quality of the recommender.  
As Xavier Amatriain said in his blog post [2], rank-based evaluations such as normalized 
discounted cumulative gain (nDCG) measure the ability of the recommender algorithms 
with the accurate model of user preferences more accurately than RMSE due to the fact 
that rank metrics do use interval data. 
Entropy is used to understand the Diversity of the recommendations [31]. 
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4.1.2.3 Offline Experiment Results  
First of all we will evaluate the results obtained with the 100k dataset followed by the 
1M dataset and finally the 10M dataset. With the latter we will work with our online 
evaluation. 
The main aim of this offline evaluation is to find the best performance for each 
algorithm. In this way we look for the best neighbourhood size and correlation. We will 
focus on obtaining the highest possible value of the rank metric nDCG and also look for 
accuracy and diversity in terms of RMSE and entropy. 
4.1.2.3.1 100k Dataset 
Now, we will look at the performance of our six families of algorithms using the 100k 
dataset.  
First of all, the hybrid filtering recommender Lucene. Then we will compare it also with 




Figure 4-1: Lucene - 100k 
































































































• Lucene Normalized 
 
Figure 4-2: Lucene Normalized - 100k 
4.1.2.3.1.1 Comparison between Lucene and LuceneNormalized: 




NDCG TOPN NDCG ENTROPY 
LUCENE 50 1.093 1.017 0.7876 0.004047 5.934 
LUCENENORM 50 0.9969 0.9277 0.8014 0.08548 6.674 
LUCENE 95 1.078 1.003 0.7914 0.004194 5.944 
LUCENENORM 95 0.9899 0.9212 0.8015 0.008758 6.674 
LUCENE 200 1.071 0.9958 0.7934 0.00424 5.951 
LUCENENORM 200 0.986 0.9179 0.8014 0.008803 6.673 
Table 4-1: Comparison between Lucene and Lucene Normalized 
We can see in Table 4-1 that LuceneNormalized gives us better results than Lucene 
across all the metrics and for every size of neighbourhood. The differences between 
each size of neighbourhood are very low. But looking at the normalized Discounted 
Cumulative Gain the best neighbourhood size could be 95. 
Next, we will study the best performance of one of the collaborative filtering 
recommender families, UserUser. We will compare the results obtained using Pearson 
correlation (UserUser), then normalizing this algorithm (UserUser Normalized) and 
finally using Cosine correlation and normalizing (UserUser Cosine).  






































































































Figure 4-3: UserUser - 100k 
• UserUser Normalized 
 
Figure 4-4: UserUser Cosine 
 
 






































































































































































































• UserUser Cosine 
 
Figure 4-5: UserUser Cosine- 100k 
4.1.2.3.1.2 Comparison between UserUser, UserUserNorm and UserUserCosine: 




NDCG TOPN NDCG ENTROPY 
USERUSER 20 1.11 1.027 0.9604 0.001084 3.058 
50 1.242 1.126 0.9609 0.004459 2.915 
100 1.455 1.303 0.9585 0.004575 2.809 
USERUSERNORM 
 
20 0.993 0.93 0.9596 0.0002897 1.162 
50 0.983 0.9179 0.962 0.0002897 1.138 
100 0.9875 0.9215 0.9614 0.0002897 1.135 
USERUSERCOSINE 
 
20 0.9677 0.9017 0.9638 0.0009355 1.259 
50 0.9687 0.903 0.9638 0.0004547 1.195 
100 0.9762 0.9089 0.9622 0.000352 1.184 
Table 4-2: Comparison among UserUser, UserUser Normalized and UserUser Cosine 
Looking at Table 4-2, we can see that UserUserCosine gives us the best results in all the 
metrics, and the best neighbourhood size is 20. 
If now we analyse the results obtained with the collaborative filtering by matrix 
factorization family algorithm, Single Value Decomposition. We will see the differences 
observed depending on the baseline taken into consideration. 
 

































































































• SVD Global Mean 
 
Figure 4-6: SVD Global Mean - 100k 
 
• SVD Item Mean 
 
Figure 4-7: SVD Item Mean - 100k 
 
 























































































































































































• SVD Personalized Mean 
 
Figure 4-8: SVD Personalized Mean - 100k 
 
• SVD User Mean 
 
Figure 4-9: SVD User Mean - 100k 



































































































































































































NDCG TOPN NDCG ENTROPY 
SVDGLOBALMEAN 15 1.05 0.9955 0.9596 0.1178 7.684 
SVDITEMMEAN 15 1.001 0.9405 0.9636 0.00211 1.718 
SVDPERSMEAN 15 0.9578 0.898 0.9639 0.001649 1.626 
SVDUSERMEAN 15 1.013 0.9512 0.9584 0.1128 7.617 
SVDGLOBALMEAN 22 1.048 0.9932 0.958 0.1171 7.642 
SVDITEMMEAN 22 1.001 0.9389 0.9641 0.002407 1.723 
SVDPERSMEAN 22 0.9577 0.897 0.9642 0.001633 1.632 
SVDUSERMEAN 22 1.014 0.9515 0.957 0.1099 7.628 
SVDGLOBALMEAN 25 1.049 0.9941 0.9569 0.1197 7.633 
SVDITEMMEAN 25 0.999 0.9371 0.9643 0.002946 1.722 
SVDPERSMEAN 25 0.9579 0.8974 0.964 0.002142 1.645 
SVDUSERMEAN 25 1.015 0.9519 0.9572 0.1143 7.638 
Table 4-3: Comparison among SVDGlobalMean, SVDItemMean, SVDPersmean, and SVDUserMean 
Table 4-3 shows the results obtained. We can see that SVDPersmean gives the best 
results in terms of RMSE and nDCG. The best neighbourhood size for this algorithm is 
22, because the differences are very small and for this neighbourhood size we have 
obtained the best results for nDCG. 
Next we are going to look at another family of collaborative filtering recommenders, 






Figure 4-10: ItemItem - 100k 
 




NDCG TOPN NDCG ENTROPY 
ITEMITEM 12  0.9685 0.9025 0.9619 0.01601 4.01 
ITEMITEM 18 0.9665 0.8998 0.9624 0.01434 3.726 
ITEMITEM 22 0.9652 0.897 0.9622 0.01501 3.593 
Table 4-4: Comparison ItemItem for different Neighbourhood sizes 
 
Looking at the results in Table 4-4, the best neighbourhood size for ItemItem is 18 
because we have obtained the best results for nDCG and RMSE. 
And finally we have analysed the performance of two basic algorithms: Personalized 
Mean and Popular.  
  






























































































• Personalized Mean 
 




Figure 4-12: Popular - 100k 

























































































































4.1.2.3.1.4 1 Million Dataset 
We will follow the same structure as with the 100k dataset. We want to see whether 
the increased size of the dataset has influenced the algorithms performance, and 
whether the optimal neighbourhood size has changed. 
 First we are going to focus on the results of Lucene family. 
• Lucene 
 
Figure 4-13: Lucene - 1M 
  




































































































• Lucene Normalized 
 
Figure 4-14: Lucene Normalized - 1M 
4.1.2.3.1.5 Comparison between Lucene and LuceneNorm: 




NDCG TOPN NDCG ENTROPY 
LUCENE 95 1.01 0.9293 0.8609 0.001526 5.664 
LUCENENORM 95 0.9274 0.8542 0.8704 0.00499 6.43 
LUCENE 125 1.007 0.9268 0.8617 0.00155 5.664 
LUCENENORM 125 0.9254 0.8526 0.8706 0.00502 6.433 
LUCENE 150 1.005 0.9252 0.862 0.00155 5.664 
LUCENENORM 150 0.9245 0.8517 0.8707 0.00503 6.433 
Table 4-5: Comparison between Lucene and Lucene Normalized 
We can see in Table 4-5 that LuceneNorm gives us better results than Lucene across all 
metrics and for every size of neighbourhood.  
The best neighbourhood size is 95. As we can see the neighbourhood size has increased 
from 50 to 95 in this 1M dataset compared to the 100k dataset. 
Next, we compare the results from the User family of algorithms. 
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Figure 4-15: UserUser - 1M 
• UserUser Normalized 
 
Figure 4-16: UserUser Normalized - 1M 
  






































































































































































































• UserUser Cosine 
 
Figure 4-17: UserUser Cosine - 1M 
4.1.2.3.1.6 Comparison between UserUser, UserUserNorm and UserUserCosine: 




NDCG TOPN NDCG ENTROPY 
USERUSER 20 0.9942 0.9277 0.966 0.003046 3.418 
USERUSER 40 0.9947 0.9303 0.9643 0.003328 3.164 
USERUSER 75 1.017 0.9458 0.9664 0.003905 3.009 
USERUSERNORM 20 0.9637 0.8995 0.9631 5.877E-5 0.7824 
USERUSERNORM 40 0.9493 0.8854 0.9652 2.262E-5 0.7596 
USERUSERNORM 75 0.9429 0.8785 0.9664 2.262E-5 0.7515 
USERUSERCOSINE 20 0.9216 0.8571 0.9676 0.002231 1.187 
USERUSERCOSINE 40 0.9182 0.853 0.9683 0.001821 0.9967 
USERUSERCOSINE 75 0.9199 0.8541 0.9684 0.001427 0.8957 
Table 4-6: Comparison among UserUser, UserUser Normalized and UserUser Cosine 
Looking at Table 4-6 we can see that UserUserCosine gives us the best results in all the 
metrics except for TopN nDCG, where the best results are given by UserUser, but the 
differences are very small. The best neighbourhood size for UserUserCosine is 20. In this 
case, for this algorithm, the best neighbourhood size is the same as in the 100k dataset. 
The following is the study of the performance of the family of the collaborative filtering 
by matrix factorization based algorithm SVD. Due to the fact of the high computational 
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cost of this algorithm, we were forced to reduce the crossfold validation from five to 
only two partitions.  
• SVD Global Mean 
 
Figure 4-18: SVD Global Mean -1M 
• SVD Item Mean 
 
Figure 4-19: SVD Item Mean - 1M 
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• SVD Personalized Mean 
 
Figure 4-20: SVD Personalized Mean - 1M 
 
 
• SVD User Mean 
 
Figure 4-21: SVD User Mean - 1M 
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NDCG TOPN NDCG ENTROPY 
SVDGLOBALMEAN 15 1.034 0.9764 0.1064 0.1064 8.366 
SVDITEMMEAN 15 0.9479 0.8855 0.9669 0.001077 1.31 
SVDPERSMEAN 15 0.9049 0.8424 0.967 0.0006708 1.312 
SVDUSERMEAN 15 0.9849 0.9185 0.9658 0.1005 8.387 
SVDGLOBALMEAN 19 1.03 0.9722 0.1098 0.1098 8.335 
SVDITEMMEAN 19 0.9469 0.8847 0.9668 0.001077 1.31 
SVDPERSMEAN 19 0.9032 0.8408 0.967 0.001751 1.316 
SVDUSERMEAN 19 0.983 0.9168 0.9655 0.103 8.367 
SVDGLOBALMEAN 25 1.026 0.9689 0.1143 0.1143 8.297 
SVDITEMMEAN 25 0.945 0.8828 0.9672 0.001371 1.313 
SVDPERSMEAN 25 0.9018 0.84 0.9676 0.001755 1.323 
SVDUSERMEAN 25 0.9808 0.9148 0.9647 0.1029 8.341 
Table 4-7: Comparison among SVDGlobalMean, SVDItemMean, SVDPersmean, and SVDUserMean 
Table 4-7, shows the results obtained. We can see that SVDPersmean gives the best 
results in terms of RMSE and nDCG. The best neighbourhood size for this algorithm is 
25. If we compare it with the result obtained on the 100k dataset, we will see that now 
the best neighbourhood size is almost the same. 






Figure 4-22: ItemItem - 1M 
 




NDCG TOPN NDCG ENTROPY 
ITEMITEM 14 0.9181 0.8526 0.968 0.007194 3.177 
ITEMITEM 16 0.9173 0.852 0.9686 0.006639 3.042 
ITEMITEM 18 0.9171 0.852 0.9687 0.006149 2.932 
ITEMITEM 20 0.9165 0.8515 0.9688 0.006058 2.829 
Table 4-8: Comparison ItemItem for different sizes of neighbourhood 
In this case (Table 4-8) the best results are obtained for a neighbourhood size of 20. The 
RMSE has the lowest value and the nDCG is higher than the other sizes. The results now 
are almost the same as in the 100k dataset. 
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• Personalized Mean: 
 
Figure 4-23: Personalized Mean - 1M 
• Popular 
 
Figure 4-24: Popular - 1M 
4.1.2.3.2 10 Million Dataset 
Finally we have analysed the performance of our algorithms with the biggest dataset. 
The results obtained here will be extrapolated to the online evaluation. Once we know 
the optimum size of neighbourhood size or the optimum number of features, depending 





















































































































on the algorithm, we will add our users’ ratings to this dataset to obtain 
recommendations for them. Looking at the hybrid filtering algorithms, we have obtained 
the next results: 
• Lucene 
 
Figure 4-25: Lucene - 10M 
• Lucene Normalized 
 
Figure 4-26: Lucene Normalized - 10 M 






















































































































































































































4.1.2.3.2.1 Comparison between Lucene and LuceneNorm: 




NDCG TOPN NDCG ENTROPY 
LUCENE 50 1.021 0.9414 0.8585 0.001487 5.663 
LUCENE NORM 50 0.9343 0.8612 0.8698 0.004713 6.429 
LUCENE 100 1.009 0.9287 0.8612 0.001514 5.664 
LUCENE NORM 100 0.9269 0.8539 0.8705 0.004968 6.431 
LUCENE 125 1.007 0.9268 0.8617 0.001555 5.664 
LUCENE NORM 125 0.9254 0.8526 0.8706 0.005021 6.432 
LUCENE 150 1.005 0.9252 0.862 0.001553 5.664 
LUCENE NORM 150 0.9245 0.8517 0.8707 0.005038 6.433 
Table 4-9: Comparison between Lucene and Lucene Normalized 
We can see in Table 4-9 the results for Lucene and Lucene Normalized, just looking at 
the mean of the five partitions when we use the 10M MovieLens dataset. We can find 
out that Lucene Normalized gives us the best results in regard to a higher nDCG and a 
lower RMSE than Lucene algorithm, also the entropy is higher what means a higher 
diversity.   
The best neighbourhood size is 100, although the differences are very small, all the result 
are really close between 100 and 150. But just with 100 of neighbours we are obtaining 
good results. 






Figure 4-27: UserUser - 10M 
 
• UserUser Normalized 
 
Figure 4-28: UserUser Normalized - 10M 
 
 


























































































































































































































• UserUser Cosine 
 
 
Figure 4-29: UserUser Cosine - 10M 
4.1.2.3.2.2 Comparison among UserUser, UserUserNorm and UserUserCosine: 







USERUSER 20 0.994 0.9321 0.9643 0.003046 3.418 
USERUSERNORM 20 0.9637 0.8995 0.9631 5.877E-5 0.7824 
USERUSERCOSINE 20 0.9216 0.8571 0.9676 0.002231 1.187 
USERUSER 30 0.9918 0.9288 0.9651 0.003555 3.252 
USERUSERNORM 30 0.9543 0.8904 0.9645 2.262E-5 0.7672 
USERUSERCOSINE 30 0.918 0.8537 0.9681 0.002116 1.069 
USERUSER 50 0.9994 0.9335 0.9663 0.003488 3.098 
USERUSERNORM 50 0.9466 0.8824 0.9658 2.262E-5 0.7564 
USERUSERCOSINE 50 0.9198 0.8534 0.9688 0.001684 0.9575 
USERUSER 75 1.017 0.9458 0.9664 0.003905 3.009 
USERUSERNORM 75 0.9429 0.8785 0.9664 2.262E-5 0.7515 
USERUSERCOSINE 75 0.9199 0.8541 0.9684 0.001427 0.8957 
Table 4-10: Comparison among UserUser, UserUser Normalized and UserUser Cosine 
Looking at Table 4-10 we can see that UserUserCosine gives us the best results in all the 
metrics except for TopN nDCG, where the best results are given by UserUser, but the 
differences are very small. Once we have done the comparison, we can see that for a 








































































































size of 50 neighbours we reach out the best results for the algorithm of UserUserCosine 
(looking at nDCG). So 50 is the best neighbourhood size.  
Hereafter we can take a look at the results obtained from the SVD algorithms: 
• SVD Global Mean 
 
Figure 4-30: SVD Global Mean - 10M 
• SVD Item Mean 
 
Figure 4-31: SVD Item Mean - 10M 
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• SVD Personalized Mean 
 
Figure 4-32: SVD Personalized Mean - 10M 
 
 
• SVD User Mean 
 
 
Figure 4-33: SVD User Mean - 10M 
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Y: 0.983 X: 25Y: 0.9808
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Y: 0.9647


















































NDCG TOPN NDCG ENTROPY 
SVDGLOBALMEAN 15 1.034 0.9764 0.1064 0.1064 8.366 
SVDITEMMEAN 15 0.9479 0.8855 0.9669 0.001077 1.31 
SVDPERSMEAN 15 0.9049 0.8424 0.967 0.0006708 1.312 
SVDUSERMEAN 15 0.9849 0.9185 0.9658 0.1005 8.387 
SVDGLOBALMEAN 19 1.03 0.9722 0.1098 0.1098 8.335 
SVDITEMMEAN 19 0.9469 0.8847 0.9668 0.001077 1.31 
SVDPERSMEAN 19 0.9032 0.8408 0.967 0.001751 1.316 
SVDUSERMEAN 19 0.983 0.9168 0.9655 0.103 8.367 
SVDGLOBALMEAN 25 1.026 0.9689 0.1143 0.1143 8.297 
SVDITEMMEAN 25 0.945 0.8828 0.9672 0.001371 1.313 
SVDPERSMEAN 25 0.9018 0.84 0.9676 0.001755 1.323 
SVDUSERMEAN 25 0.9808 0.9148 0.9647 0.1029 8.341 
Table 4-11: Comparison among SVDGlobalMean, SVDItemMean, SVDPersmean and SVDUserMean 
Table 4-11 shows the results obtained. We can see that SVDPersmean gives the best 
results in terms of RMSE and nDCG. The best neighbourhood size for this algorithm is 
25. 
For the ItemItem collaborative filtering algorithm, the results obtained are the following: 
 
Figure 4-34: ItemItem - 10M 
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NDCG TOPN NDCG ENTROPY 
ITEMITEM 14 0.9181 0.8526 0.968 0.007194 3.177 
ITEMITEM 16 0.9173 0.852 0.9686 0.006639 3.042 
ITEMITEM 18 0.9171 0.852 0.9687 0.006149 2.932 
ITEMITEM 20 0.9165 0.8515 0.9688 0.006058 2.829 
ITEMITEM 30 0.9172 0.8531 0.9685 0.005296 2.536 
ITEMITEM 40 0.9178 0.8542 0.9685 0.004516 2.317 
Table 4-12: Comparison between different sizes of neighbourhood for ItemItem 
The best neighbourhood size is 20, since we have obtained the highest value of nDCG 
with the lowest RMSE (Table 4-12). 
And finally, the two basic algorithms: 
 
• Personalized Mean 
 














































































Figure 4-36: Popular - 10M 
As we have seen with the 10M dataset, the results are almost the same for all the 
algorithms as with the 1M dataset. Only with UserUserCosine we have noticed an 
increase in the best size of neighbourhood.  
Table 4-78 summarizes the results of each algorithm with the best parameters. In the 
next section, we are going to make a comparison among these results and the ones 
collected through the online experiment. 
4.2 ONLINE EVALUATION 
4.2.1 Online Experiment 
To carry out the online experiment, we have created two online forms powered by the 
technology of Google Forms.  
The first form purpose is to collect users’ ratings to give them recommendations. To 
reach a larger number of participants we have sent it through social networks such as 
Facebook or Twitter. And it made easier to collect the data and process their responses. 
This form is divided into two sections: the first one is designed to collect the personal 
data of the subject under study. We ask for the Name, Gender, Age for a comparison 















































between ages and genders of the algorithm performance and Email to get feedback. We 
encourage the users to fill all the ratings as precisely as possible, because we are going 
to recommend them a list of movies that they should enjoy (this was used as a hook to 
improve their motivation in the rating). Then, they have to select their general interests 
in movie genres: Action, Adventure, Animation, Children's, Comedy, Crime, 
Documentary, Drama, Fantasy, Film-Noir, Horror, Musical, Mystery, Romance, Sci-Fi, 
Thriller, War and Western; and the second part of the form is the rating list.  Users rate 
a list of 100 selected movies from the top of IMDB. They only rate the films that they 
have seen. 
As we wanted to collect data from individual users as well as for groups, when we asked 
for the personal data, we added a paragraph to encourage users to fill this form in group. 
If the check box of groups was selected, they were driven to another page of the form 
asking for the personal data of all the group members. Finally, they have to rate the 
same movies as the individual users. The aspect of this first questionnaire is show in 
Figure 4-37. 
Nevertheless, in the case of the groups, we also have a third part on the form where the 
group members are going to write how they have decided which rate to give to each 
movie, if it was difficult or easy to reach an agreement, where they have found 
difficulties and how they have reached consensus. 
People need to be together during the rating process. They have to make their decision 
in a conversation among all the participants of the group. As Cano [7] states 
“Participants are subject to the process (changing), the converse, are generating changes 





Figure 4-37: Aspect first questionnaire 
Between 25th November 2014 and 7th December 2014, 158 users filled the survey, 
where 138 were individual users and 20 were groups (Figure 4-38).  
 
Figure 4-38: Summary of answers from the questionnaire 
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Once we have collected the data, we start to process it to obtain the recommendations 
to each user. Then, we make a form to each user with the 6 recommendations’ lists and 
some questions to know their perception of the algorithms used. The aspect of this form 
is visible in Figure 4-39: 
 
Figure 4-39: Aspect of the second questionnaire with the user recommendation lists 
As in the case of the first form, we included some extra questions in the groups’ 
questionnaire to have an idea of the difficulties found. 
Looking at Figure 4-40, we have to highlight that only 60 of the 158 users that filled the 
first form, completed this survey between 16th February and 21th March. 50 of them 
were individual users and 10 were groups. Among the individual users, we can make a 
distinction by gender (29 female and 21 male) and also by age (40 younger than 25 and 







Figure 4-40: Summary of the answers from the second questionnaire 
Taken into account the size of the groups (Figure 4-41), 7 of them were groups of two 
people and 3 of them were groups of 3 people. However, due to the small number of 
groups that answered the questionnaire, we are not going to make a distinction 
according to the size. 
 
Figure 4-41: Size of the groups that filled the questionnaire 
In order to create the questionnaire of this form, as we can see in Figure 4-39, we first 
asked the users to rank their initial preferences, followed by 17 questions to know the 
users’ perceptions of the qualitative aspects we want to measure: Accuracy, 
Understands Me, Diversity, Novelty, Effectiveness and Quality.  These questions are 
taken from Michael and Ekstrand [14] and Knijnenburg et al. [23] since they have proved 
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that these questions work well in other studies which measured users’ satisfaction of a 
recommender system. 
4.2.2 Results 
4.2.2.1 Preferences of individual users. 
First of all, in order to know the first impression of our users we have asked them to 
order the displayed lists taking into account their preferences, from the best one to the 
worst according to their opinions. The distribution of their responses is displayed in 













ItemItem 13 12 9 7 8 0 
Lucene 5 6 3 12 12 12 
Persmean 0 2 4 8 13 24 
Popular 19 3 8 8 7 5 
SVD 5 12 13 9 5 6 




Chi-Square 27,280 17,440 10,960 2,560 7,120 44,800 
Df 5 5 5 5 5 5 
Exact Sig. 0,000 0,004 0,053 0,789 0,221 0,000 
Table 4-13: Users preferences answers 
The results obtained from the chi-square test (Table 4-13) tell us that there are 
significant differences (p≈0,000) taking into account the number of times an algorithm 




Figure 4-42: Algorithms selected in first place by the users. 
In Figure 4-42, we can see that the algorithm which is best considered is Popular (38%), 
followed by the collaborative filtering algorithms by Item (26%) and by User (16%) 
respectively. Then, we can find Lucene and SVD (10%) and finally Personalized Mean 
(0%). However, as visible in Table 4-14, the difference appreciated between Popular and 
ItemItem are not significant (p=0.289), both are selected as the best algorithm by a huge 
number of users. We will have to take into account how many users have selected them 





Asymp. Sig. ,289 
a. 0 cells (0,0%) have 
expected frequencies less 
than 5. The minimum 
expected cell frequency is 
16,0. 
Table 4-14: Study of the difference between Popular and ItemItem 
Checking the ranking of the algorithms selected in second place (Table 4-13), we can find 
significant differences (p=0.004) among them. We can underline Persmean and Lucene 
since both algorithms are selected by a very low proportion of the users as the first 
options. However, collaborative filtering algorithms have the higher percentages here 
(more than 20% each one). It is notable that Popular, although is selected for a higher 





Figure 4-43: Algorithms selected in second place by the users. 
Among the results collected from the third, fourth and fifth positions, we cannot 
extrapolate conclusions due to the high controversy found (Table 4-13). Nevertheless, 
on the last position, the results are clear because Persmean stands out from the others 
with 48%, followed by Lucene with 24%. Moreover, it is worth mentioning that ItemItem 
does not appear on the graph since nobody thinks that it is the worst algorithm. 
Nevertheless, it is important to say that Popular is selected as the worst algorithm by a 
10% of the users (Figure 4-44). This demonstrate that recommendations based on 
Popularity induce opposite views among the users. 
 
Figure 4-44: Algorithms selected in last place by the users. 
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To have a general overview of the results, we have weighted the data in such a way that 
we give 6 points to the algorithm selected in the first place, 5 points to the algorithm in 
the second place, 4 points to the algorithm in the third place, 3 points to the algorithm 
in the fourth place, and, finally, 1 point to the algorithm in the last place. This kind of 
ranking is called average ranking, according to the team of Survey Monkeys [49], which 
are one of the most important provider of web-based survey solutions. They [49] state 
in their webpage that this is the best way of analysing ranking questions on surveys. 
Therefore, we can illustrate this with a rank (Table 4-15): 
1 ItemItem 223 21% 
2 UserUser 206 19.4% 
3 Popular 204 19.21% 
4 SVD 185 17.42% 
5 Lucene 144 13.55% 
6 Persmean 100 9.41% 
Table 4-15: Ranking of users preferences 
As we have seen on the pie charts, collaborative filtering algorithms are clearly the best 
algorithms to the users’ perception, followed by Popular with a high percentage, while 
Persmean is obviously the loser. Although Popular have been chosen by the majority of 
the users as the best algorithm in first place, we can see that it is not the best algorithm, 
since there are a considerate percentage of users that chosen it algorithm as the worst.  
4.2.2.2 Preferences of groups. 
We are now going to check the results obtained from the groups. Table 4-16 shows the 
distribution of their response to evaluate whether or not there are significant 
differences among algorithms. 
As visible in Table 4-16, we can only extrapolate the differences observed among 

















ItemItem 6 2 1 1 0 0 
Lucene 1 1 0 3 2 3 
Persmean 0 0 0 1 4 5 
Popular 3 2 3 1 0 1 
SVD 0 2 3 2 2 1 




Chi-Square 17,600 3,200 6,800 2,000 6,800 11,600 
Df 5 5 5 5 5 5 
Exact. Sig. 0,003 0,782 0,270 0,944 0,270 0,040 
Table 4-16: Groups preferences answers 
Looking at Figure 4-45, we can note that the best algorithm is ItemItem (60%), followed 
by Popular (30%) and Figure 4-46 show us that the worst algorithm is Persmean (50%) 
although Lucene has also been bad considered (30%). The results do not show evidences 
in relation to SVD or UserUser. 
 




Figure 4-46: Groups preferences in last place 
As we did on the analysis of the individuals users’ preferences, to have a general 
overview of the results we have weighted the data (Table 4-17). 
1 ItemItem 53 25.24% 
2 Popular 44 20.95% 
3 UserUser 37 17.62% 
4 SVD 33 15.71% 
5 Lucene 27 12.86% 
6 Persmean 16 7.62% 
Table 4-17: Ranking of the group preferences 
In the case of the groups we can see that the winner is also ItemItem. Popular is now 
better considered than UserUser, although the difference between them is not huge. 
Moreover, it is clear that the worst considered are Lucene and Persmean, as it happens 
on the individuals users’ analysis. 
Although only 10 groups have filled our survey, the most striking issue is that their 
preferences are quite similar to the ones of the individual users. The best algorithms for 
the groups are ItemItem and Popular, and the worst are Persmean and Lucene. This 
result is the same as the one which was obtained by analysing the preferences of the 
individual users, which indicates that the use of traditional algorithms to make groups 
recommendations, once we have a group as a pseudo user, is a good way. 
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4.2.2.3 Preferences by Gender 

























ItemItem 8 6 8 2 4 0 5 6 1 5 4 0 
Lucene 5 3 1 6 6 8 0 3 2 6 6 4 
Persmean 0 1 1 6 9 13 0 1 3 2 4 11 
Popular 5 3 3 8 6 4 14 0 5 0 1 1 
SVD 5 7 7 4 2 4 0 5 6 5 3 2 
UserUser 6 9 9 3 2 0 2 6 4 3 3 3 
Table 4-18: Users preferences making a distinction by gender 
After that, we want to check whether there are differences or not between men and 
women.  Since we only have statistical significant differences (p=0.001) among the 
algorithms selected in first place (Table 4-19), we will only analyse these ones. Take into 
consideration that the assumption of the expected count is violated (it should have been 
less than 20% although the obtained value is 66, 7%), so we had had to look at the 
likelihood ratio to determine the p-value. 
Algorithms * Gender Crosstabulation 
 
Gender 
Total Woman Man 
Algorithms ItemItem Count 8 5 13 
Expected Count 7,5 5,5 13,0 
Lucene Count 5 0 5 
Expected Count 2,9 2,1 5,0 
Persmean Count 0 0 0 
Expected Count ,0 ,0 ,0 
Popular Count 5 14 19 
Expected Count 11,0 8,0 19,0 
SVD Count 5 0 5 
Expected Count 2,9 2,1 5,0 
UserUser Count 6 2 8 
Expected Count 4,6 3,4 8,0 
Total Count 29 21 50 
Expected Count 29,0 21,0 50,0 
Table 4-19:  Statistical study of the differences observed in the preferences in first place between gender  
Looking at Table 4-19, we can see how women rather than men prefer Lucene and SVD 
in their first place, since men had not selected these algorithms as the best ones. Men, 
in contrast, prefer Popular more than women prefer it. The annual report from the 
Theatrical Market Statistics [37] demonstrates that the majority of moviegoers are 
women. As they have described [37], "females have comprised a larger share of 
Chi-Square Tests 
 Value df 
Asymp. Sig. 
 (2-sided) 
Pearson Chi-Square 16,087a 5 ,007 
Likelihood Ratio 19,808 5 ,001 
Linear-by-Linear 
Association 
,015 1 ,904 
N of Valid Cases 50   
a. 8 cells (66,7%) have expected count less than 5. The 
minimum expected count is ,00. 
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moviegoers (people who went to a movie at the cinema at least once in the year) 
consistently since 2010, this trend remains unchanged in 2014. In fact, the number of 
female moviegoers increased slightly in 2014, while the number of male moviegoers 
remained flat". This explains why more women prefer Lucene, since we can appreciate 
in the report that women not only go to the theatre to watch movies with high 
popularity but they also go to watch other movies such as movies with female film stars 
or romantic comedies. However, men only go to watch movies with high Popularity. 
4.2.2.4 Preferences by Age 

























ItemItem 12 10 8 5 4 0 1 2 1 2 4 0 
Lucene 3 3 2 10 10 12 2 3 1 2 2 0 
Persmean 0 1 2 6 12 20 0 1 2 2 1 4 
Popular 13 3 7 6 7 4 6 0 1 2 0 1 
SVD 5 9 11 8 4 3 0 3 2 1 1 3 
UserUser 7 14 10 5 3 1 1 1 3 1 2 2 
 Table 4-20: Users preferences making a distinction by age 
Making a distinction between people younger than 25 and older ones, we can only note 
statistical significant differences (Table 4-21) among the algorithms prefer in the last 
position (p=0.046) since the assumption of the expected count is violated (it should have 
been less than 20% although the obtained value is 83, 3%), so we had had to look at the 
likelihood ratio to determine the p-value. 
Algorithms * Age Crosstabulation 
 Young Old Total 
Algorithms ItemItem Count 0 0 0 
Expected Count ,0 ,0 ,0 
Lucene Count 12 0 12 
Expected Count 9,6 2,4 12,0 
Persmean Count 20 4 24 
Expected Count 19,2 4,8 24,0 
Popular Count 4 1 5 
Expected Count 4,0 1,0 5,0 
SVD Count 3 3 6 
Expected Count 4,8 1,2 6,0 
UserUser Count 1 2 3 
Expected Count 2,4 ,6 3,0 
Total Count 40 10 50 
Expected Count 40,0 10,0 50,0 
Table 4-21: Statistical study of the differences observed in the preferences between age 
 
Chi-Square Tests 
 Value df 
Asymp. Sig. 
(2-sided) 
Pearson Chi-Square 10,625a 5 ,059 
Likelihood Ratio 11,272 5 ,046 
Linear-by-Linear 
Association 
9,945 1 ,002 
N of Valid Cases 50   
a. 10 cells (83,3%) have expected count less than 5. The 
minimum expected count is ,00. 
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Based on the opinion of people younger than 25, Lucene is in the last position much 
often in comparison to people older than 25. While SVD is much often in the last position 
for older people rather than younger. However, note that the sample size is quite small. 
Therefore, we should not extrapolate these results. 
4.2.2.5 Comparison with the offline results 
If we have a look at the offline ranking of algorithms’ performance (Table 4-22), we find 
that one of the difference with the ranking made by users’ first impression is the 
algorithm UserUser. The users’ perception of this algorithm is better than the expected 
by the results of the offline evaluation. Popular, which has the best result in the offline 
evaluation is on the 3rd position on the online results. However, ItemItem has gained a 
position in the online evaluation, where is the algorithm best considered. Taking into 
account Lucene we can appreciate some differences between the offline and online 
results. In the offline evaluation is on the 3rd position while in the online evaluation is on 
the 5th. Users has a worst opinion about Lucene than expected. Nonetheless, we can 
note similarities between the offline results evaluation and the online results. The 
predictions based on topN nDCG are quite good, and they can be used to measure the 
goodness of the recommender systems.  
Offline Online 
Based on topN nDCG Results Results 
normalized 
to unity 
Based on users’ 
preferences 
Number of users 






1st Popular 0.06787 1 1st ItemItem 223 1 
2nd ItemItem 0.006058 0.08925 2nd UserUser 206 0.9237 
3rd Lucene 0.004968 0.07319 3rd Popular 204 0.9147 
4th SVD 0.001695 0.02497 4th SVD 185 0.8295 
5th UserUser 0.001684 0.02481 5th Lucene 144 0.6457 
6th Persmean 0.00001607 0.00023 6th Persmean 100 0.4484 




4.2.3 Analysis Subjective Metrics 
4.2.3.1 Accuracy 
In order to measure Accuracy, we have asked our users two different questions. The first 
of them has a positive connotation and the second one has a negative connotation. 
Therefore, we need to take it into account in order to make a good interpretation of the 
results. 
Q1- WHICH LIST HAS MORE MOVIES THAT YOU FIND APPEALING? 
Table 4-23 shows the choice of algorithm by each user, making a distinction between 
gender and age. 
Algorithms Users By Gender By Age 
Total (N) Women (N) Men (N) Younger 25 (N) Older 25 (N) 
Popular 18 6 12 13 5 
ItemItem 12 7 5 11 1 
UserUser 9 7 2 8 1 
Lucene 6           5 1 3 3 
SVD 4 4 0 4 0 
Persmean 1 0 1 1 0 
Table 4-23: Data collected from the questionnaire Q1 
We can observe in Table 4-24 that there is statistical significance (p≈0.000) between our 
algorithms. In figure 1, we can see that Popular is the algorithm which is preferred by 
most of the users with a 36%, even though it is a basic algorithm. The reason is that 
everybody has watched and enjoyed Popular movies. Then, collaborative filtering by 
Item has a significant relevance (p≈0.000) above the rank matrix algorithm SVD, which 
is only selected by the 8% of the users. And finally, the most inaccurate algorithm for 
the users is Personalized Mean with only 2%. 
Q1ACCURACY 
 Observed N Expected N Residual 
ItemItem 12 8,3 3,7 
Lucene 6 8,3 -2,3 
Persmean 1 8,3 -7,3 
Popular 18 8,3 9,7 
SVD 4 8,3 -4,3 
UserUser 9 8,3 ,7 
Total 50   





Asymp. Sig. ,000 
a. 0 cells (0,0%) have expected 
frequencies less than 5. The 
minimum expected cell 




Figure 4-47: Bar diagram representing the data collected 
In order to test if the results are dependent of users’ gender and age, we have computed 
the chi-squared test. In the case of gender (Table 4-25), the assumption of the expected 
count cell is violated (it should have been less than 20% although the obtained value is 
66,7%), so we have to look at the likelihood ratio to determine if our results are 
dependent on it. The Asymptotic Significance in this case is p = 0.033, lower than α. 
Therefore, we can consider that our results depend on gender. If we take a look at the 
differences between gender, the most notable feature is that men preferred Popular 
while women preferred Lucene. We also found some differences with SVD and UserUser 
since both algorithms are preferred by women. Although men and women agree with 
ItemItem and Personalized Mean, this last algorithm does not mean Accuracy for the 
users. 
Q1ACCURACY * Gender Crosstabulation 
 
Gender 
Total Woman Man 
Q1ACCURACY ItemItem Count 8 4 12 
Expected Count 7,4 4,6 12,0 
Lucene Count 5 1 6 
Expected Count 3,7 2,3 6,0 
Persmean Count 0 1 1 
Expected Count 0,6 0,4 1,0 
Popular Count 7 11 18 
Expected Count 11,2 6,8 18,0 
SVD Count 4 0 4 
Expected Count 2,5 1,5 4,0 
UserUser Count 7 2 9 
Expected Count 5,6 3,4 9,0 
Table 4-25: Chi squared test Q1 by Gender with α=0.05 
Chi-Square Tests 
 Value df Asymp. Sig. (2-sided) 
Pearson Chi-Square 10,385a 5 ,065 
Likelihood Ratio 12,132 5 ,033 
Linear-by-Linear 
Association 
,014 1 ,905 
N of Valid Cases 50   
a. 8 cells (66,7%) have expected count less than 5. The minimum 




Figure 4-48: Bar diagram representing the results by gender. Note that all the percentages are expressed taking into 
account the total number of users (N=50). 
Moreover, in the case of age (Table 4-26), the assumption of the expected cell count is 
also violated, (it should have been less than 20% although the obtained value is 75%). 
Looking then at the likelihood ratio, the asymptotic significance is p=0.123, which is 








Table 4-26: Chi squared test Q1 by Age with α=0.05  
Q2- WHICH LIST HAS MORE OBVIOUSLY BAD MOVIE RECOMMENDATIONS FOR YOU? 
With this question, we are measuring the inaccuracy of our algorithms. Thus, we want 
to approximately obtain results which are opposite to the ones that were obtained with 
the previous question since a list can both contain some very good recommendations 









6,250a 5 ,283 
Likelihood Ratio 8,674 5 ,123 
Linear-by-Linear 
Association 
,818 1 ,366 
N of Valid Cases 50   
a. 9 cells (75,0%) have expected count less than 5. 
The minimum expected count is ,20. 
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Algorithms Users By Gender By Age 
Total (N) Women (N) Men (N) Younger 25 (N) Older 25 (N) 
Popular 6 4 2 4 2 
ItemItem 0 0 0 0 0 
UserUser 3 0 3 1 2 
Lucene 13  10 3 13 0 
SVD 5 3 2 3 2 
Persmean 23 12 11 19 4 
Table 4-27: Data collected from the questionnaire 
We prove in Table 4-28 that there is statistical significance (p≈0.000) between our 
algorithms. In Figure 4-49, we can see that the worst algorithm for 46% of the users is 
Personalized Mean. Lucene is also bad considered by 26% of the users. Moreover, there 
is not a big difference between Popular and SVD since both algorithms are inaccurate 
for a 10% of the users approximately. The remarkable issue is that collaborative filtering 
algorithms by Item and by User are now the best considered by the users. This means 
that Popular recommendation is good in general but it has more notable bad movies 
while ItemItem or UserUser recommendations are worse than Popular in general but all 





Category Observed N Expected N Residual 
1 ItemItem 0 8,3 -8,3 
2 Lucene 13 8,3 4,7 
3 Persmean 23 8,3 14,7 
4 Popular 6 8,3 -2,3 
5 SVD 5 8,3 -3,3 
6 UserUser 3 8,3 -5,3 
Total  50   






Asymp. Sig. ,000 
a. 0 cells (0,0%) have expected 
frequencies less than 5. The 
minimum expected cell 




Figure 4-49: Bar diagram representing the data collected. 
In this question, there is not dependence with neither gender (p=0.169) nor age (p= 
0.06). In both cases the assumption of the expected count is violated, so we had had to 
look at the likelihood ratio to determine the p-value (Table 4-29). 
Now, we shall analyse the results as a combination of Q1 and Q2. For this purpose, we 
will consider the answers obtained in the first question as positive ones for the algorithm 
+1 and the answers obtained in the second question as negative ones for the algorithm 
-1 (Figure 4-50). 
In conclusion, Collaborative Filtering along with Popular are the best algorithms in terms 
of Accuracy while Personalized Mean is the worst.  
 
Figure 4-50: Combination of the two questions that measure Accuracy. The green bar is the result of the 
combination. 












Algorithms * Gender Crosstabulation 
 
Gender 
Total Women Men 
Algorithms ItemItem Count 0 0 0 
Expected Count ,0 ,0 ,0 
Lucene Count 10 3 13 
Expected Count 7,5 5,5 13,0 
Persmean Count 12 11 23 
Expected Count 13,3 9,7 23,0 
Popular Count 4 2 6 
Expected Count 3,5 2,5 6,0 
SVD Count 3 2 5 
Expected Count 2,9 2,1 5,0 
UserUser Count 0 3 3 
Expected Count 1,7 1,3 3,0 
Total Count 29 21 50 
 
Algorithms * Age Crosstabulation 
 
Age 
Total Young Old 
Algorithms ItemItem Count 0 0 0 
Expected Count ,0 ,0 ,0 
Lucene Count 13 0 13 
Expected Count 10,4 2,6 13,0 
Persmean Count 19 4 23 
Expected Count 18,4 4,6 23,0 
Popular Count 4 2 6 
Expected Count 4,8 1,2 6,0 
SVD Count 3 2 5 
Expected Count 4,0 1,0 5,0 
UserUser Count 1 2 3 
Expected Count 2,4 ,6 3,0 
Total Count 40 10 50 
Expected Count 40,0 10,0 50,0 
Table 4-29: Chi squared test Q2 by Gender and Age with α=0.05. Both cases violate the assumption of the expected 
cell count so we look at the likelihood ratio to evaluate the results. 
4.2.3.2 Understands Me 
With the following questions, our intention is to know which algorithm best understands 
users’ taste. The third question Q3 has a negative connotation since we are looking for 
the algorithm with more popular movies. In contrast, the fourth question Q4 looks for 
the algorithm with more movies which match the user’ taste. 
Q3-WHICH LIST MORE REPRESENTS MAIN STREAM TASTES INSTEAD OF YOUR OWN? 
Table 4-30 shows the choice of algorithm by each user, making a distinction between 
gender and age. 
 
Chi-Square Tests by Gender 
 Value df 
Asymp. Sig.  
(2-sided) 
Pearson Chi-Square 6,568a 5 ,255 
Likelihood Ratio 7,774 5 ,169 
Linear-by-Linear 
Association 
3,087 1 ,079 
N of Valid Cases 50   
a. 8 cells (66,7%) have expected count less than 5. The 
minimum expected count is ,00. 
Chi-Square Tests by Age 
 Value df 
Asymp. Sig 
(2-sided) 
Pearson Chi-Square 9,348a 5 ,096 
Likelihood Ratio 10,599 5 ,060 
Linear-by-Linear 
Association 
8,943 1 ,003 
N of Valid Cases 50   
a. 10 cells (83,3%) have expected count less than 5. The 
minimum expected count is ,00. 
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Algorithms Users By Gender By Age 
Total (N) Women (N) Men (N) Younger 25 (N) Older 25 (N) 
Lucene 3 2 1 3 0 
UserUser 12 8 4 10 2 
SVD 11 7 4 8 3 
ItemItem 6  3 3 4 2 
Persmean 3 1 2 3 0 
Popular 15 8 7 12 3 
Table 4-30: Data collected from the questionnaire 
As we can see looking at Table 4-31, there is statistical significance (p=0.009) among our 
algorithms. In view of the following figure, the algorithms with more popular movies are 
Popular, as expected, but also UserUser and SVD with a high percentage (more than 
20%). Users think that Lucene and Personalized Mean do not represent main stream 
tastes, and it has sense since both algorithms are based on the users’ taste.  
UNDERSTAND ME 
 Observed N Expected N Residual 
ItemItem 6 8,3 -2,3 
Lucene 3 8,3 -5,3 
Persmean 3 8,3 -5,3 
Popular 15 8,3 6,7 
SVD 11 8,3 2,7 
UserUser 12 8,3 3,7 
Total 50   
Table 4-31: Chi squared test Q3 with α=0.05 
 
 
Figure 4-51: Bar diagram representing the data collected for Q3. 
Test Statistics 
 UNDERSTAND ME 
Chi-Square 15,280a 
df 5 
Asymp. Sig. ,009 
a. 0 cells (0,0%) have expected 
frequencies less than 5. The 




In this question, there is not dependence with gender (p=0.481) nor age (p=0.426). In 
both cases the assumption of the expected count is violated, so we had had to look at 
the likelihood ratio to determine the p-value (Table 4-32). 
 
Chi-Square Tests by Gender 
 Value df 
Asymp. Sig. 
(2-sided) 
Pearson Chi-Square 4,250a 5 ,514 
Likelihood Ratio 4,489 5 ,481 
Linear-by-Linear 
Association 
2,122 1 ,145 
N of Valid Cases 50   
a. 8 cells (66,7%) have expected count less than 5. The 
minimum expected count is 1,14. 
 
Table 4-32: Chi squared test Q3 by Gender and Age with α=0.05. Both cases violate the assumption of the expected 
cell count so we look at the likelihood ratio to evaluate the results.  
Q4-WHICH RECOMMENDATION LIST BETTER UNDERSTANDS YOUR TASTE IN MOVIES? 
Table 4-33 shows the answers of our users for this question, divided by age and gender. 
What we firstly see is that Popular is the algorithm with more votes. But we are going to 
analyse first whether these differences appreciated are significant or not.  
 
Algorithms Users By Gender By Age 
Total (N) Women (N) Men (N) Younger 25 (N) Older 25 (N) 
Lucene 8 6 2 4 4 
UserUser 14  10 4 13 1 
SVD 12 8 4 11 1 
ItemItem 16   9 7 15 1 
Persmean 2 1 1 2 0 
Popular 23 7 16 17 6 
 Table 4-33: Data collected from the questionnaire 
Q4UNDERSTANDME 
 Observed N Expected N Residual 
ItemItem 16 12,5 3,5 
Lucene 8 12,5 -4,5 
Persmean 2 12,5 -10,5 
Popular 23 12,5 10,5 
SVD 12 12,5 -,5 
UserUser 14 12,5 1,5 
Total 75   
Table 4-34: Chi-squared test Q4 with α=0.05 
Chi-Square Tests by Age 
 Value df 
Asymp. Sig. 
(2-sided) 
Pearson Chi-Square 3,939a 5 ,558 
Likelihood Ratio 4,914 5 ,426 
Linear-by-Linear 
Association 
,278 1 ,598 
N of Valid Cases 50   
a. 9 cells (75,0%) have expected count less than 5. The 





Asymp. Sig. ,001 
a. 0 cells (0,0%) have expected 
frequencies less than 5. The 




As we can see in Table 4-34, there is statistical significance (p=0.001) among our 
algorithms. It can be noted in Figure 4-52 that most users think that Popular is the 
algorithm that best fits their tastes although, as we have seen on the question before, it 
is at the same time the algorithm that best represents the main stream tastes. This leads 
us to understand that our users’ taste is strongly correlated with the movies’ popularity. 
Moreover, collaborative filtering algorithms by Item and by User are also algorithms that 
represent users’ taste. In contrast, Lucene and Personalized Mean do not match users’ 
taste. People think that this algorithms do not understand their taste, which means that 
these algorithms do not work well, as we have seen in the question above.  
 
Figure 4-52: Bar diagram representing the data collected for Q4 
  
Taking into account the genderof the users (Table 4-35) the assumption of the expected 
count is violated, so we have to look at the likelihood ratio to determine the p-value 









Table 4-35: Chi-squared test to analyse the differences between gender with α=0.05 
If we now take into account age (Table 4-36), the assumption of the expected count is 
violated again, looking at the likelihood ratio it is remarkable (p=0.01) that people older 
Chi-Square Tests 
 Value df Asymp. Sig. (2-sided) 
Pearson Chi-Square 7,585a 5 ,181 
Likelihood Ratio 7,665 5 ,176 
Linear-by-Linear 
Association 
,000 1 ,990 
N of Valid Cases 75   
a. 4 cells (33, 3%) have expected count less than 5. The minimum 
expected count is, 85. 
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than 25 opt for Lucene and Popular more than younger people. However, Popular in 
both ranges is the algorithm that best understands their taste, although collaborative 
filtering algorithms is highlighted too. However, note that the sample size is quite small. 
Therefore, we should not extrapolate these results. 
 
 
Figure 4-53: Distribution of the answers of Q4 by Age. Note that all the percentages are expressed taking into 
account the total number of users (N=50). 
 




Q4UNDERSTANDME ItemItem Count 14 2 
Expected Count 13,4 2,6 
Lucene Count 5 3 
Expected Count 6,7 1,3 
Persmean Count 2 0 
Expected Count 1,7 ,3 
Popular Count 16 7 
Expected Count 19,3 3,7 
SVD Count 12 0 
Expected Count 10,1 1,9 
UserUser Count 14 0 
Expected Count 11,8 2,2 
Total Count 63 12 
Expected Count 63,0 12,0 
Table 4-36:  Chi-squared test to analyse the differences between age with α=0.05 
 
In conclusion, without taking into account Popular, collaborative filtering algorithms are 
considered the algorithms that best understand users’ taste. Although it is noted that 
people older than 25 have a better opinion about Lucene and Personalized Mean than 
Chi-Square Tests 




Pearson Chi-Square 11,796a 5 ,038 
Likelihood Ratio 15,042 5 ,010 
Linear-by-Linear 
Association 
1,904 1 ,168 
N of Valid Cases 75   
a. 7 cells (58,3%) have expected count less than 5. The 
minimum expected count is 0,32. 
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young people. The reason is that young people are more influenced by the opinion of 
friends, family and other users while people older than 25 have their own taste more 
defined. Nevertheless, this result shows that even though these two algorithms create 
their recommendations based on user taste, the user does not perceive this. 
Now, we shall analyse the results as a combination of Q3 and Q4. For this purpose, we 
will consider the answers obtained in the first question as negative ones for the 
algorithm -1 and the answers obtained in the second question as positive ones for the 
algorithm +1. 
We can note (Figure 4-54) that ItemItem is the algorithm best considered in terms of 
understanding users’ taste. Some users tend to like the same kind of movies, and this is 
why ItemItem works well with them. Popular is good considered, although is notable 
that there is some controversy in the results. Many people think that this is the algorithm 
that best understands them but we can also find a large group of people that think that 
this algorithm does not understand them. It has sense since, as we have seen, there are 
people who only like the same kind of movies, and Popular recommend movies of all 
different genres. Moreover, this also happens with UserUser and SVD. It is clear that 
Persmean is the worst considered regarding users’ opinion.  
 
Figure 4-54: Combination of the two questions that measure Understands Me. The green bar is the result of the 
combination. 
4.2.3.3 Variety / Diversity 
In order to know which algorithm is really the one that recommends more diverse 
movies, we have asked our users three questions. Firstly, (Q5) we have asked for the 











algorithm that recommends more similar movies; then, (Q6) we have asked for the same 
issue but in an opposite manner; and finally, (Q7) we want to know the algorithm that 
recommends movies with more types of genres. 
Q5- WHICH LIST HAS MORE MOVIES THAT ARE SIMILAR TO EACH OTHER? 
Table 4-37 shows the choice of algorithms by each user, making a distinction between 
gender and age. 
Algorithms Users By Gender By Age 
Total (N) Women (N) Men (N) Younger 25 (N) Older 25 (N) 
Popular 12 7 5 10 2 
ItemItem 11 6 5 10 1 
UserUser 6 4 2 6 0 
Lucene 8  4 4 5 3 
SVD 7 5 2 4 3 
Persmean 6 3 3 5 1 
Table 4-37: Data collected from the questionnaire Q5 
The chi-squared test (Table 4-38) tells us that there are not significant differences 
(p=0.549) among our algorithms. Users’ opinion is highly divided among them. Thus, we 
can conclude nothing consistent from this question. 
VARIETY/ DIVERSITY 
 Observed N Expected N Residual 
ItemItem 11 8,3 2,7 
Lucene 8 8,3 -,3 
Persmean 6 8,3 -2,3 
Popular 12 8,3 3,7 
SVD 7 8,3 -1,3 
UserUser 6 8,3 -2,3 
Total 50   
Table 4-38: Chi- squared test Q5 with α=0.05. 
 
Looking at Figure 4-55, we can observe, as we have said, that users’ answers are highly 
matched.  
Test Statistics 
 VARIETY/ DIVERSITY 
Chi-Square 4,000a 
df 5 
Asymp. Sig. ,549 
a. 0 cells (0,0%) have expected 
frequencies less than 5. The 





Figure 4-55: Bar diagram representing the data collected from the questionnaire Q5 
Even if we look at the differences between gender and age (Table 4-39), the results are 
not significant. In both cases the assumption of the expected count is violated, so we 
have to look at the likelihood ratio to determine the p-value.  In the case of the gender, 
the result is p=0.979 and in the case of the age, the result is p =0.165. Thus, we have to 







Table 4-39: Chi square test to analyse the differences between gender and age with α=0.05. 
 
Q6- WHICH LIST HAS A LESS VARIED SELECTION OF MOVIES? 
Table 4-40 shows the answers collected for this question separated by gender and age. 
We can appreciate that all the algorithms are almost equally voted. Therefore, we are 





Chi-Square Tests by Gender 
 Value df 
Asymp. Sig. 
(2-sided) 
Pearson Chi-Square ,768a 5 ,979 
Likelihood Ratio ,768 5 ,979 
Linear-by-Linear 
Association 
,051 1 ,821 
N of Valid Cases 50   
a. 10 cells (83,3%) have expected count less than 5. The 
minimum expected count is 2,28. 
Chi-Square Tests by Age 
 Value df 
Asymp. Sig. 
(2-sided) 
Pearson Chi-Square 7,407a 5 ,192 
Likelihood Ratio 7,852 5 ,165 
Linear-by-Linear 
Association 
1,450 1 ,228 
N of Valid Cases 50   
a. 8 cells (66,7%) have expected count less than 5. The 
minimum expected count is 1,20. 
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Algorithms Users By Gender By Age 
Total (N) Women (N) Men (N) Younger 25 (N) Older 25 (N) 
Popular 9 5 4 7 2 
ItemItem 13 4 9 12 1 
UserUser 11 6 5 8 3 
Lucene 9  4 5 5 4 
SVD 11 8 3 8 3 
Persmean 10 4 6 9 1 
Table 4-40: Data collected from the questionnaire Q6 
As in the previous question, the chi-squared test (Table 4-41) tells us that there are not 
significant differences (p= 0.955) among users’ opinions. All the algorithms are elected 
by approximately the same number of users, so that we cannot extrapolate the results. 
 
Q6DIVERSITY 
 Observed N Expected N Residual 
ItemItem 13 10,5 2,5 
Lucene 9 10,5 -1,5 
Persmean 10 10,5 -,5 
Popular 9 10,5 -1,5 
SVD 11 10,5 ,5 
UserUser 11 10,5 ,5 
Total 63   
Table 4-41: Chi- squared test Q6 with α=0.05 
 
We can check it by looking at Figure 4-56, since all the bars approximately have the same 
height. 
 





Asymp. Sig. ,955 
a. 0 cells (0,0%) have expected 
frequencies less than 5. The 
minimum expected cell 





As with the previous question, in both cases the assumption of the expected count is 
violated, so we had had to look at the likelihood ratio to determine the p-value (Table 
4-42). There are neither significant differences between men and women (p= 0.649) nor 
between old people and young people (p=0.241). Therefore, it is difficult to draw main 








Table 4-42: Chi square test to analyse the differences between gender and age with α=0.05. 
 
Q7- WHICH LISTS DO YOU THINK THAT INCLUDE MOVIES OF MANY DIFFERENT 
GENRES? 
 
Users’ answers collected can be seen in Table 4-43: 
Algorithms Users By Gender By Age 
Total (N) Women (N) Men (N) Younger 25 (N) Older 25 (N) 
Popular 17 10 7 12 5 
ItemItem 3 2 1 2 1 
UserUser 8 4 4 7 1 
Lucene 11  6 5 10 1 
SVD 9 5 4 7 2 
Persmean 11 7 4 10 1 
Table 4-43: Data collected from the questionnaire Q7. 
 
Chi-Square Tests by Age 
 Value df 
Asymp. Sig. 
(2-sided) 
Pearson Chi-Square 7,132a 5 ,211 
Likelihood Ratio 6,732 5 ,241 
Linear-by-Linear 
Association 
,010 1 ,918 
N of Valid Cases 63   
a. 6 cells (50,0%) have expected count less than 5. The 
minimum expected count is 2,29. 
Chi-Square Tests by Gender 
 Value df 
Asymp. Sig. 
(2-sided) 
Pearson Chi-Square 3,268a 5 ,659 
Likelihood Ratio 3,329 5 ,649 
Linear-by-Linear 
Association 
2,367 1 ,124 
N of Valid Cases 63   
a. 5 cells (41,7%) have expected count less than 5. The 




Figure 4-57: Bar diagram representing the data collected for Q7 
As we can see in Figure 4-57, all the bars approximately have the same percentage of 
votes, what means that the users’ opinion is divided among the six algorithms and this 
prevents us from extrapolating the results because they are not conclusive (p=0.059). 
Q7DIVERSITY 
 Observed N Expected N Residual 
ItemItem 3 9,8 -6,8 
Lucene 11 9,8 1,2 
Persmean 11 9,8 1,2 
Popular 17 9,8 7,2 
SVD 9 9,8 -,8 
UserUser 8 9,8 -1,8 
Total 59   
Table 4-44: Chi squared test Q7 
As happened in previous questions, there are not significant differences between 
gender (p=0.959) nor age (p=0.735). We have looked again at the likelihood, since the 













Asymp. Sig. ,059 
a. 0 cells (0,0%) have expected 
frequencies less than 5. The 
minimum expected cell 
frequency is 9,8. 
Chi-Square Tests by Gender 
 Value df 
Asymp. Sig. 
(2-sided) 
Pearson Chi-Square 1,032a 5 ,960 
Likelihood Ratio 1,043 5 ,959 
Linear-by-Linear 
Association 
,004 1 ,949 
N of Valid Cases 59   
a. 6 cells (50,0%) have expected count less than 5. The 
minimum expected count is 1,12. 
Chi-Square Tests by Age 
 Value df 
Asymp. Sig. 
(2-sided) 
Pearson Chi-Square 2,647a 5 ,754 
Likelihood Ratio 2,772 5 ,735 
Linear-by-Linear 
Association 
,109 1 ,741 
N of Valid Cases 59   
a. 7 cells (58,3%) have expected count less than 5. The 
minimum expected count is ,61. 
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Unfortunately, we cannot extrapolate the results obtained measuring the Diversity of 
algorithms because the answers are not conclusive. 
Taking into account the results obtained from the chi-square formula in all algorithms, 
we realize that all of them are higher than 0.05, which means that they are not 
significant. Therefore, we conclude that those algorithms are equally diverse and all of 
them have the same function in terms of variety without any difference since users’ 
opinion is randomly divided among them. Future studies should try to repeat these 
measures with a bigger amount of users. 
4.2.3.4 Novelty 
We try to measure the perception that the user has of Novelty in order to know whether 
it influences their opinion of the algorithm or not. Therefore, we have asked them four 
questions. 
Q8 - WHICH LIST HAS MORE MOVIES YOU DO NOT EXPECT? 
Table 4-46 shows the choice of algorithms by each user, making a distinction between 
gender and age. 
Algorithms Users By Gender By Age 
Total (N) Women (N) Men (N) Younger 25 (N) Older 25 (N) 
Popular 9  4 5 9 0 
ItemItem 4  2 2 4 0 
UserUser 5 2 3 3 2 
Lucene 19   11 8 17 2 
SVD 8 4 4 6 2 
Persmean 23 12 11 18 5 
Table 4-46: Data collected from the questionnaire Q8 
If we have a look at Figure 4-58, we can see two algorithms that stand out from the rest 
(p≈ 0.000). These are Persmean with a 37.5% and Lucene with a 30.36%. Both algorithms 
are the less preferred by users. Moreover, these are the ones that recommend more 
movies that do not fit users’ taste.  In contrast, the collaborative filtering algorithms by 
Item and by User have the smaller percentage, what means that their recommendations 





Figure 4-58: Bar diagram representing the data collected for Q8 
 
Q8NOVELTY 
 Observed N Expected N Residual 
ItemItem 2 9,3 -7,3 
Lucene 17 9,3 7,7 
Persmean 21 9,3 11,7 
Popular 7 9,3 -2,3 
SVD 6 9,3 -3,3 
UserUser 3 9,3 -6,3 
Total 56   
Table 4-47: Chi square test Q8 with α=0.05. 
 
Nevertheless, we cannot make distinctions based on gender (p=0.850) since the results 
are not significant. Moreover, we can neither make distinctions based on the age 
(p=0.253). Thus, we cannot extrapolate the results taking into account gender or age 
(Table 4-48). Take into account that in both cases the assumption of the expected count 













Asymp. Sig. ,000 
a. 0 cells (0,0%) have expected 
frequencies less than 5. The 
minimum expected cell 
frequency is 9,3. 
Chi-Square Tests by Gender 
 Value df 
Asymp. Sig 
 (2-sided) 
Pearson Chi-Square 1,342a 5 ,931 
Likelihood Ratio 1,994 5 ,850 
Linear-by-Linear 
Association 
,117 1 ,732 
N of Valid Cases 56   
a. 8 cells (66,7%) have expected count less than 5. The 
minimum expected count is ,71. 
Chi-Square Tests by Age 
 Value df 
Asymp. Sig. 
(2-sided) 
Pearson Chi-Square 4,998a 5 ,416 
Likelihood Ratio 6,586 5 ,253 
Linear-by-Linear 
Association 
,996 1 ,318 
N of Valid Cases 56   
a. 9 cells (75,0%) have expected count less than 5. The 
minimum expected count is ,39. 
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Q9 - WHICH LIST HAS MORE MOVIES THAT ARE FAMILIAR TO YOU? 
The answers collected from the users are shown in Table 4-49. 
Algorithms Users By Gender By Age 
Total (N) Women (N) Men (N) Younger 25 (N) Older 25 (N) 
Popular 20 9 11 14 6 
ItemItem 15 7 8 13 2 
UserUser 14 8 6 13 1 
Lucene 6  5 1 4 2 
SVD 12 6 6 9 3 
Persmean 4 1 3 4 0 
Table 4-49: Data collected from the questionnaire Q9 
In Figure 4-59, we can see that Popular is the algorithm that recommends more movies 
that are familiar to the user (p=0.011), followed by the collaborative filtering algorithms 
by Item and by User respectively with nearly a 20%.  However, with less than a 10%, 
Lucene and Personalized Mean recommend the less familiar movies to the users. Lucene 
and Persmean are based on user taste, without taking into account what other users 
with similar taste like. On the contrary ItemItem, UserUser and Popular only have taken 
into account other users’ preferences to make the recommendations.  
 
 







 Observed N Expected N Residual 
ItemItem 15 11,8 3,2 
Lucene 6 11,8 -5,8 
Persmean 4 11,8 -7,8 
Popular 20 11,8 8,2 
SVD 12 11,8 ,2 
UserUser 14 11,8 2,2 
Total 71   
Table 4-50: Chi square test Q9 with α=0.05 
 
Looking at the selections made by men and women, we see that there are not significant 
differences (p=0.481) in the results, so we cannot highlight the differences in gender. 
This also happens between people younger than 25 and older people (p=0.641). As in 
previous questions, we have looked at the likelihood ratio to determine the p-value, 








Table 4-51: Chi square test to analyse the differences between gender and age with α=0.0 
Q10 - WHICH LIST HAS MORE PLEASANTLY SURPRISING MOVIES? 
Looking at Table 4-53, we can see the users’ opinion. There are three algorithms that 
are outstanding since more than 10 users have selected them. The chi-squared test 




 Observed N Expected N Residual 
ItemItem 8 11,5 -3,5 
Lucene 10 11,5 -1,5 
Persmean 3 11,5 -8,5 
Popular 20 11,5 8,5 
SVD 15 11,5 3,5 
UserUser 13 11,5 1,5 
Total 69   






Asymp. Sig. ,011 
a. 0 cells (0,0%) have expected 
frequencies less than 5. The 
minimum expected cell 
frequency is 11,8. 
Chi-Square Tests by Age 
 Value df 
Asymp. Sig. 
(2-sided) 
Pearson Chi-Square 2,601a 5 ,761 
Likelihood Ratio 3,387 5 ,641 
Linear-by-Linear 
Association 
,005 1 ,944 
N of Valid Cases 71   
a. 8 cells (66,7%) have expected count less than 5. The 
minimum expected count is ,85. 
Chi-Square Tests by Gender 
 Value df 
Asymp. Sig. 
(2-sided) 
Pearson Chi-Square 4,227a 5 ,517 
Likelihood Ratio 4,492 5 ,481 
Linear-by-Linear 
Association 
,005 1 ,943 
N of Valid Cases 71   
a. 4 cells (33,3%) have expected count less than 5. The 





Asymp. Sig. ,010 
a. 0 cells (0,0%) have expected 
frequencies less than 5. The 
minimum expected cell 
frequency is 11,5. 
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Algorithms Users By Gender By Age 
Total (N) Women (N) Men (N) Younger 25 (N) Older 25 (N) 
Popular 20 9 11 16 4 
ItemItem 8 3 5 7 1 
UserUser 13 8 5 13 0 
Lucene 10  5 5 6 4 
SVD 15 10 5 12 3 
Persmean 3 2 1 3 0 
Table 4-53: Data collected from the questionnaire Q10. 
Popular with 28.99% is the algorithm with more pleasantly surprising movies for the 
users, followed by SVD with 21.74% and UserUser with 18.84% (Figure 4-60). As we have 
seen previously, people have a very good opinion of Popular, the movies recommended 
meet users expectations, and sometimes it might happen that some popular movies 
have been overlooked by the user and when he reads the title of the movie he realises 
that he likes it and he wants to watch it. SVD and UserUser are both collaborative 
filtering algorithms, both have taken into account what other users with similar taste 
like to make recommendations and this is why some of this recommendations can be 
surprising. In contrast, the algorithm with less pleasantly surprising movies is Persmean, 
although in Q9 it was ranked by the users as the algorithm with more movies that they 
do not expect to be there. It means that Persmean has a high level of Novelty but in a 
negative way.  
 
Figure 4-60: Bar diagram representing the data collected for Q10. 
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 When we try to check the differences between gender and age (Table 4-54) the chi-
squared test (looking at the likelihood ratio since the assumption of the count cell is 
violated) shows that the results are not significant. However, we can note a subtle 
disagreement between men and women in the opinion about SVD and ItemItem since 
more women than men prefer SVD while more men than women prefer ItemItem, 
although the differences are nearly unnoticeable (p=0.811). Between people older than 
25 and younger the differences are apparently insignificant (p= 0.155) although, as in 
the case of gender, we can note a subtle difference with Popular that is preferred by the 








Table 4-54: Chi square test to analyse the differences between gender and age with α=0.05 
Q11 - WHICH LIST HAS MORE MOVIES YOU WOULD NOT HAVE THOUGHT TO 
CONSIDER? 
The data collected is shown in Table 4-55, making distinctions both between the opinion 
of men and women and between young and old people. 
  
Algorithms Users By Gender By Age 
Total (N) Women (N) Men (N) Younger 25 (N) Older 25 (N) 
Popular 6 5 1 5 1 
ItemItem 5 4 1 4 1 
UserUser 6 5 1 5 1 
Lucene 15 5 11 4 12 3 
SVD 8 7 1 6 2 
Persmean 25 11 14 18 7 
Table 4-55: Data collected from the questionnaire Q11 
Chi-Square Tests by Age 
 Value df 
Asymp. Sig. 
(2-sided) 
Pearson Chi-Square 5,881a 5 ,318 
Likelihood Ratio 8,022 5 ,155 
Linear-by-Linear 
Association 
1,480 1 ,224 
N of Valid Cases 69   
a. 7 cells (58,3%) have expected count less than 5. The 
minimum expected count is ,48. 
Chi-Square Tests by Gender 
 Value df 
Asymp. Sig. 
(2-sided) 
Pearson Chi-Square 2,257a 5 ,813 
Likelihood Ratio 2,266 5 ,811 
Linear-by-Linear 
Association 
1,556 1 ,212 
N of Valid Cases 69   
a. 5 cells (41,7%) have expected count less than 5. The 
minimum expected count is 1,30. 
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Looking at Table 4-56, we can see that there are huge differences among algorithms 
(p≈0.000), underscoring Persmean with 38.46% and Lucene with 23.08% while ItemItem, 
UserUser and Popular are the algorithms with the lower percentage. In this question, 
users have remarked these algorithms that recommend movies that do not match their 
preferences since, as we have already seen in other questions, Persmean and Lucene are 
the algorithms least valued by the users. The data shows that they have understood the 
question with a negative connotation, opting for those algorithms that recommend 




 Observed N Expected N Residual 
ItemItem 5 10,8 -5,8 
Lucene 15 10,8 4,2 
Persmean 25 10,8 14,2 
Popular 6 10,8 -4,8 
SVD 8 10,8 -2,8 
UserUser 6 10,8 -4,8 
Total 65   
Table 4-56: Chi square test Q11 with α=0.05. 
 
Figure 4-61: Bar diagram representing the data collected for Q11. 
As with the previous questions, we cannot make distinctions between men and women 
options (p= 0.271) since the chi-squared test (Table 4-57) shows that the results are not 
significant. This also happens when we try to check age (p=0.485). Take into account 





Asymp. Sig. ,000 
a. 0 cells (0,0%) have expected 
frequencies less than 5. The 
minimum expected cell 
frequency is 10,8. 
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have expected count less than 5), so we had had to look at the likelihood ratio to 







Table 4-57: Chi square test to analyse the differences between gender and age with α=0.05 
4.2.3.5 Effectiveness 
Q12 - WHICH LIST GIVES YOU MORE VALUABLE RECOMMENDATIONS? 
The results obtained are shown in Table 4-58, where we can also see the opinion divided 
by gender and age. 
Algorithms Users By Gender By Age 
Total (N) Women (N) Men (N) Younger 25 (N) Older 25 (N) 
Popular 20 6 14 14 6 
ItemItem 22 14 8 21 1 
UserUser 17 12 5 15 2 
Lucene 8  5 3  4 4 
SVD 14 8 6 12 2 
Persmean 4 2 2 3 1 
Table 4-58: Data collected from the questionnaire Q12 
 Observing the data, Table 4-59, we can see two well differentiated groups (p=0.004). 
The first group includes ItemItem, Popular, UserUser and SVD while the second group 
includes Lucene and Persmean.  
Q12EFFECTIVENESS 
 Observed N Expected N Residual 
ItemItem 22 14,2 7,8 
Lucene 8 14,2 -6,2 
Persmean 4 14,2 -10,2 
Popular 20 14,2 5,8 
SVD 14 14,2 -,2 
UserUser 17 14,2 2,8 
Total 85   
 
Table 4-59:  Chi square test Q12 with α=0.05. 
Chi-Square Tests by Gender 
 Value df 
Asymp. Sig. 
(2-sided) 
Pearson Chi-Square 6,249a 5 ,283 
Likelihood Ratio 6,381 5 ,271 
Linear-by-Linear 
Association 
,797 1 ,372 
N of Valid Cases 65   
a. 8 cells (66,7%) have expected count less than 5. The 
minimum expected count is 1,54. 
Chi-Square Tests by Age 
 Value df 
Asymp. Sig. 
(2-sided) 
Pearson Chi-Square 3,184a 5 ,672 
Likelihood Ratio 4,463 5 ,485 
Linear-by-Linear 
Association 
,096 1 ,757 
N of Valid Cases 65   
a. 8 cells (66,7%) have expected count less than 5. The 





Asymp. Sig. ,004 
a. 0 cells (0,0%) have expected 
frequencies less than 5. The 




Within the first group, ItemItem with 25.88% is the algorithm that gives the users more 
valuable recommendations. Although the difference with Popular (23.53%) is not huge, 
both of them are algorithms with a high Effectiveness. The reason is that people find 
effectiveness in those movies which are similar to the ones that they have watched or 
the ones that are well-known. In contrast, the algorithms with less valuable 
recommendations are Persmean and Lucene, since the movies recommended by these 
algorithms are not always familiar to the users. 
 
Figure 4-62: Bar diagram representing the data collected for Q12 
The differences between women and men are not significant (p =0.159). However, we 
can make significant distinctions between young people and old people (p=0.028). In 
both cases the assumption of the expected count is violated, so we had had to look at 
the likelihood ratio to determine the p-value, Table 4-60. People younger than 25 find 
more valuable the recommendations made by ItemItem, UserUser and SVD, which are 
collaborative filtering algorithms. The reason is that young people are more influenced 
by their surroundings than old people who have their own taste more defined and this 
is why old people find more valuable the recommendations made by Lucene or Popular. 





Figure 4-63: Users answers making a distinction by age 
 




Q1EFFECTIVENESS ItemItem Count 15 7 
Expected Count 12,9 9,1 
Lucene Count 5 3 
Expected Count 4,7 3,3 
Persmean Count 2 2 
Expected Count 2,4 1,6 
Popular Count 7 13 
Expected Count 11,8 8,2 
SVD Count 8 6 
Expected Count 8,2 5,8 
UserUser Count 13 4 
Expected Count 10,0 7,0 
Total Count 50 35 
Expected Count 50,0 35,0 
 




Q1EFFECTIVENESS ItemItem Count 20 2 
Expected Count 17,9 4,1 
Lucene Count 4 4 
Expected Count 6,5 1,5 
Persmean Count 3 1 
Expected Count 3,2 ,8 
Popular Count 13 7 
Expected Count 16,2 3,8 
SVD Count 13 1 
Expected Count 11,4 2,6 
UserUser Count 16 1 
Expected Count 13,8 3,2 
Total Count 69 16 
Expected Count 69,0 16,0 
Table 4-60: Chi square test to analyse the differences between gender and age with α=0.05 
Chi-Square Tests 
 Value df 
Asymp. Sig. 
(2-sided) 
Pearson Chi-Square 7,857a 5 ,164 
Likelihood Ratio 7,953 5 ,159 
Linear-by-Linear 
Association 
,006 1 ,940 
N of Valid Cases 85   
a. 4 cells (33,3%) have expected count less than 5. The 
minimum expected count is 1,65. 
Chi-Square Tests 
 Value df 
Asymp. Sig 
 (2-sided) 
Pearson Chi-Square 13,091a 5 ,023 
Likelihood Ratio 12,519 5 ,028 
Linear-by-Linear 
Association 
,508 1 ,476 
N of Valid Cases 85   
a. 7 cells (58,3%) have expected count less than 5. The 
minimum expected count is ,75. 
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Q13 - DO YOU THINK THAT THE RECOMMENDER IS RECOMMENDING INTERESTING 
CONTENT YOU HADN’T PREVIOUSLY CONSIDER?  
Table 4-62 shows the data collected from the questionnaire. We have run a Friedman 
Test to obtain the rank of our algorithms. We can see, Table 4-61, that there is an overall 
statistically significant difference (p≈0.000) depending on which algorithm we evaluate. 
With this, we can only know that there are overall differences, but we do not know 
which particular algorithm differs from each other.  
Ranks 








Table 4-61: Friedman Test to analyse the differences observed in users answers 
 ItemItem Lucene Persmean Popular SVD UserUser 
No, nothing out of the 
ordinary 
5 12 18 10 5 7 
Somewhat out of the 
ordinary 
16 20 21 13 18 16 
Quite a bit surprisingly 
good movies 
19 10 7 11 12 17 
Fairly surprisingly good 
movies 
7 8 3 12 11 7 
Yes, there are lots of 
surprisingly good movies 
3 0 1 4 4 3 
Table 4-62: Data collected from the questionnaire for Q13 
To find out which algorithms differ from the other we have to look at the results obtain 
by the post hoc analysis with Wilcoxon Signed Rank test. Looking at Table 4-63 we can 
see that only there are statistically significant differences with Lucene and Persmean. 
Lucene recommend more interesting content than Persmean (p=0.048). SVD, ItemItem, 
UserUser and Popular are above Lucene, recommending more interesting movies to the 
user but we cannot make a rank with these algorithms since the noted differences are 





Asymp. Sig. ,000 





































,017 ,000 ,886 ,851 ,621 ,048 ,022 ,009 ,067 ,000 ,000 ,000 ,716 ,535 ,146 
a. Wilcoxon Signed Ranks Test 
b. Based on positive ranks. 
c. Based on negative ranks. 
 







   
Figure 4-64: Users answers for each algorithm. 
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Q14 - CONSIDERING THE BEST RECOMMENDATION LIST IN YOUR OPINION, DO YOU 
SAVE TIME USING THE RECOMMENDER TO CHOOSE A MOVIE COMPARED TO YOUR 
USUAL WAY OF SELECTING MOVIES? 
 
Rank Users By Gender By Age 
Total (N) Women (N) Men (N) Younger 25 (N) Older 25 (N) 
1:No, nothing 0 0 0 0 0 
2: Not so much 7 6 1 6 1 
3: I don’t know 18 13 5 14 4 
4: Yes, is a bit useful 19 8 11 16 3 
5: Yes is very useful 6 2 4 4 2 
Table 4-64: Data collected from the questionnaire Q14 
First of all, looking at Table 4-64, we should underline that nobody think that the 
recommender is useless. Applying the chi-squared test, Table 4-65, we have seen the 





Category Observed N Expected N Residual 
No, nothing 1 0 10,0 -10,0 
Not so much 2 7 10,0 -3,0 
I don't know 3 18 10,0 8,0 
A bit useful 4 19 10,0 9,0 
Yes, is very 
useful 
5 6 10,0 -4,0 
Total  50   
 
Table 4-65: Chi square test Q14 with α=0.05 
 
 





Asymp. Sig. ,000 
a. 0 cells (0,0%) have 
expected frequencies less 
than 5. The minimum 




It is clear that users’ opinion is divided between option 3 and 4, what means that near a 
40% find a bit useful the recommender to select a movie to watch since they save time 
using it, while other 40% of the users do not know if the recommender is useful to save 
time or not because they spend the same time using the recommender or looking for a 
movie by themselves.  
In this question, we have not found significant differences between men and women 
(p=0.111) neither between young and old people (p=0.907). In both cases we have 
looked at the likelihood ratio to determine the p-value, since the number of cells that 
have an expected count lower than 5 is higher than 20%, Table 4-66. 
Rank * Gender Crosstabulation 
 
Gender 
Total Women Men 
Rank 1 Count 0 0 0 
Expected Count ,0 ,0 ,0 
2 Count 6 1 7 
Expected Count 4,1 2,9 7,0 
3 Count 13 5 18 
Expected Count 10,4 7,6 18,0 
4 Count 8 11 19 
Expected Count 11,0 8,0 19,0 
5 Count 2 4 6 
Expected Count 3,5 2,5 6,0 
Total Count 29 21 50 
Expected Count 29,0 21,0 50,0 
 
Rank * Age Crosstabulation 
 
Age 
Total Young Old 
Rank 1 Count 0 0 0 
Expected Count ,0 ,0 ,0 
2 Count 6 1 7 
Expected Count 5,6 1,4 7,0 
3 Count 14 4 18 
Expected Count 14,4 3,6 18,0 
4 Count 16 3 19 
Expected Count 15,2 3,8 19,0 
5 Count 4 2 6 
Expected Count 4,8 1,2 6,0 
Total Count 40 10 50 
Expected Count 40,0 10,0 50,0 
 
Table 4-66: Chi square test to analyse the differences between gender and age with α=0.05 
4.2.3.6 Quality 
To measure the Quality of our algorithms, we have asked our users three questions: the 
first of them (Q15) looks for the algorithm that recommends more movies that fit their 
preferences; the second question (Q16) looks for the relevance of the movies 
Chi-Square Tests by Gender 
 Value df 
Asymp. Sig. 
(2-sided) 
Pearson Chi-Square 7,171a 4 ,127 
Likelihood Ratio 7,515 4 ,111 
Linear-by-Linear 
Association 
6,558 1 ,010 
N of Valid Cases 50   
a. 6 cells (60,0%) have expected count less than 5. The 
minimum expected count is ,00. 
Chi-Square Tests 
 Value df 
Asymp. Sig. 
(2-sided) 
Pearson Chi-Square 1,076a 4 ,898 
Likelihood Ratio 1,017 4 ,907 
Linear-by-Linear 
Association 
,229 1 ,632 
N of Valid Cases 50   
a. 7 cells (70,0%) have expected count less than 5. The 
minimum expected count is ,00. 
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recommended by each algorithm; and the last question (Q17) tries to find out whether 
the recommended movies by each algorithm are well-chosen or not.  
Q15 - WHICH LIST HAS MORE MOVIES THAT FIT/MATCH YOUR PREFERENCE? 
Table 4-67 shows the data collected from the questionnaire. We can firstly see that there 
is a huge difference between Popular and Persmean since one of them is the algorithm 
that best matches the preferences of the users while the other one does not fit any 
preference at all. 
Algorithms Users By Gender By Age 
Total (N) Women (N) Men (N) Younger 25 (N) Older 25 (N) 
Popular 21  6 15 15 6 
ItemItem 12 8 4 11 1 
UserUser 10 8 2 9 1 
Lucene 3  3 0 2 1 
SVD 4 4 0 3 1 
Persmean 0 0 0 0 0 
Table 4-67: Data collected from the questionnaire Q15 
Furthermore, the chi-squared test, Table 4-68, tells us that the results are significant (p≈0.000). 
Thus, we can see two differentiated groups. There are three algorithm that do not fit users’ 
preferences, Persmean, Lucene and SVD. Contrarily, Popular is the one which best does it (42%), 




Category Observed N Expected N Residual 
1 ItemItem 12 8,3 3,7 
2 Lucene 3 8,3 -5,3 
3 Persmean 0 8,3 -8,3 
4 Popular 21 8,3 12,7 
5 SVD 4 8,3 -4,3 
6 UserUser 10 8,3 1,7 
Total  50   
 
 






Asymp. Sig. ,000 
a. 0 cells (0,0%) have 
expected frequencies less 
than 5. The minimum 





Figure 4-66: Bar diagram representing the data collected for Q15 
 
As it can be seen on Table 4-69, there are significant differences (p=0.003) between men 
and women. Due to the fact that the 58.3% of cells have a count lower of 5, we have 
looked at the likelihood ratio to determine the p-value. 
With regard to Popular, we can see that a higher percentage of men have chosen it. In 
contrast, a higher percentage of women have chosen UserUser and Lucene, which 
indicates that women have predefined preferences and they value the algorithms which 
recommend more similar movies. It has to be noted that no one values Persmean as an 
algorithm that fits their taste. 
 
Algorithms * Gender Crosstabulation 
 
Gender 
Total Women Men 
Algorithms ItemItem Count 8 4 12 
Expected Count 7,0 5,0 12,0 
Lucene Count 3 0 3 
Expected Count 1,7 1,3 3,0 
Persmean Count 0 0 0 
Expected Count ,0 ,0 ,0 
Popular Count 6 15 21 
Expected Count 12,2 8,8 21,0 
SVD Count 4 0 4 
Expected Count 2,3 1,7 4,0 
UserUser Count 8 2 10 
Expected Count 5,8 4,2 10,0 
Total Count 29 21 50 
Expected Count 29,0 21,0 50,0 
Table 4-69: Chi square test to analyse the differences between gender with α=0.05 
 
Chi-Square Tests 
 Value df 
Asymp. Sig. 
(2-sided) 
Pearson Chi-Square 14,892a 5 ,011 
Likelihood Ratio 17,617 5 ,003 
Linear-by-Linear 
Association 
,005 1 ,944 
N of Valid Cases 50   
a. 7 cells (58,3%) have expected count less than 5. The 




Figure 4-67: Answers Q15 making a distinction by gender 
 
Taking into account the age, as in previous questions, we have to look at the likelihood 
ratio to determine the p-value, Table 4-70. We cannot make a distinction since the results 
are not significant (p= 0.668). The observed differences are very small.  
 
Algorithms * Age Crosstabulation 
 
Age 
Total Young Old 
Algorithms ItemItem Count 11 1 12 
Expected Count 9,6 2,4 12,0 
Lucene Count 2 1 3 
Expected Count 2,4 ,6 3,0 
Persmean Count 0 0 0 
Expected Count ,0 ,0 ,0 
Popular Count 15 6 21 
Expected Count 16,8 4,2 21,0 
SVD Count 3 1 4 
Expected Count 3,2 ,8 4,0 
UserUser Count 9 1 10 
Expected Count 8,0 2,0 10,0 
Total Count 40 10 50 
Expected Count 40,0 10,0 50,0 
 
Table 4-70: Chi square test to analyse the differences between age with α=0.05 
 
Chi-Square Tests 
 Value df 
Asymp. Sig. 
(2-sided) 
Pearson Chi-Square 3,006a 5 ,699 
Likelihood Ratio 3,209 5 ,668 
Linear-by-Linear 
Association 
,100 1 ,752 
N of Valid Cases 50   
a. 9 cells (75,0%) have expected count less than 5. The 
minimum expected count is ,00. 
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Q16 - HOW MUCH DO YOU THINK THAT THE RECOMMENDED MOVIES ARE RELEVANT?  
Table 4-71 shows the data collected and the results from the chi-squared test for 




We have run a Friedman test, Table 4-72, to obtain the rank of our algorithms. We can 
see that there is an overall statistically significant difference (p≈0.000), depending on 
the algorithm which we evaluate. With this measure, we only know that there are overall 
differences, but we do not know which particular algorithm differs from the other.  
 
 
Test Statistics ItemItem Lucene Persmean Popular SVD UserUser 
Not relevant at 
all 
Observed N 2 10 13 5 3 2 
Expected N 10 10 10 10 10 10 
Residual -8 0 3 -5 -7 -8 
Of little relevant Observed N 8 12 23 9 14 14 
Expected N 10 10 10 10 10 10 
Residual -2 2 13 -1 4 4 
Moderately 
relevant 
Observed N 14 20 11 13 16 16 
Expected N 10 10 10 10 10 10 
Residual 4 10 1 3 6 6 
Relevant Observed N 23 5 2 13 14 15 
Expected N 10 10 10 10 10 10 
Residual 13 -5 -8 3 4 5 
Very relevant Observed N 3 3 1 10 3 3 
Expected N 10 10 10 10 10 10 
Residual -7 -7 -9 0 -7 -7 
Chi-Square 30.2 17.8 32.4 4.4 16.6 19 
df 4 4 4 4 4 4 
Asymp.Sig. 0.000 0.001 0.000 0.355 0.002 0.001 







Table 4-72: Friedman Test to analyse the differences observed in users answers 
To find out which algorithms differ from each other, we have to look at the results 
obtained by the post hoc analysis with Wilcoxon Signed Rank test. Looking at Table 
4-73, we can see that there are neither significant differences between Popular and 
ItemItem (p=0.618), nor between SVD and ItemItem (p=0.054), nor between 
UserUser and ItemItem (0.071), nor between Popular and SVD (0.229), nor between 
Popular and UserUser (p=0.290), nor between UserUser and SVD (p=0.688). 
However, there are statistically significant differences between the other pairs of 
algorithms.  
ItemItem, Popular, UserUser and SVD recommend more relevant movies than 
Lucene and Persmean, although we cannot determine which of these four 
algorithms recommend the most relevant movies since the comparison among 
them is not significant. 
To clarify it, we can take a look at Figure 4-68, where we can graphically see the 















Asymp. Sig. ,000 
















































Z -3,181b -4,941b -,498b -1,9b -1,8b -2,516b -3,181c -2,248c -2,109c -4,547c -3,968c -4,586c -1,202b -1,058b -,4c 
Asymp. 
Sig. 
,001 ,000 ,618 ,054 ,071 ,012 ,001 ,025 ,035 ,000 ,000 ,000 ,229 ,290 ,688 
a. Wilcoxon Signed Ranks Test 
b. Based on positive ranks. 
c. Based on negative ranks. 




Q17 - DO YOU THINK THAT THE RECOMMENDED MOVIES ARE NOT WELL-CHOSEN?  
The data collected from the questionnaire is shown in Table 4-74. 
 ItemItem Lucene Persmean Popular SVD UserUser 
Not well-chosen at 
all 
6 13  21  13  4 4 
Fairly well-chosen 17 14  18 7  23  22  
Quite well-chosen 15  13  6  10  11  9  
Very well-chosen 9  8 5 14  9  13  
Perfectly well-
chosen 
3  2 0 6  3  2  
Table 4-74: Data collected from the users answers 
As we did in the previous question, we have run a Friedman Test, Table 4-75, to obtain 
the rank of our algorithms. We can see that there is an overall statistically significant 
difference (p≈0.000) depending on which algorithm we evaluate. Then, we are going to 
look at the ad hoc analysis with the Wilcoxon Signed Rank test, to find out the significant 
differences among algorithms. 
Ranks 








Table 4-75: Friedman Test to analyse the differences observed in users answers. 
Looking at Table 4-76, we can see that Persmean is the only algorithm that differs from 
the rest with a statistical significance. In addition, Persmean is the algorithm which 
recommends more not well-chosen movies. Contrarily, it is worth mentioning that we 
cannot determine which of the other algorithms recommend the best well-chosen 






Asymp. Sig. ,000 




Table 4-76: Wilcoxon signed Rank Test to measure how different is each algorithm from the others. 
To clarify it, we can take a look at Figure 4-69, where we can graphically see the collected 



































Z -1,804b -3,374b -1,059c -,09b -,18c -2,991b -1,744c -1,082c -1,269c -3,573c -3,565c -3,453c -,772b -,873b -,22c 
Asymp. 
Sig. 
,192 ,001 ,290 ,928 ,851 ,003 ,081 ,279 ,204 ,000 ,000 ,001 ,440 ,382 ,822 
a. Wilcoxon Signed Ranks Test 
b. Based on positive ranks. 




Figure 4-69: Users Answers to each algorithm 
 
In conclusion, in terms of the recommender Quality, users are sure that Persmean is the 
worst, as we have been able to note in the results of Q16 and Q17. In contrast, Popular 
is the best algorithm by users’ perception, followed by the collaborative filtering 
algorithms ItemItem, UserUser and SVD respectively.  
4.2.3.7 Comparison among subjective metrics 
In order to note the existing relationship among the subjective metrics, we have selected 
the most representative question of each metric: Q1 for Accuracy, Q4 for Understands 
Me, Q10 for Novelty, Q12 for Effectiveness and Q15 for Quality. However, to determine 
the relation among these metrics, we cannot calculate a correlation since we are 
comparing nominal qualitative variables that can only be classified but not ordered [52]. 
Therefore, we need a different statistic to measure the relationship among our metrics, 
the contingency coefficient (C), whose expression is: 
𝐶𝐶 =  � 𝑋𝑋
2
𝑛𝑛+ 𝑋𝑋2 
 , where: 𝑛𝑛 = 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑜𝑜𝑜𝑜 𝑣𝑣𝑜𝑜𝑣𝑣𝑛𝑛𝑣𝑣;  𝑋𝑋2 = 𝑐𝑐𝑜𝑜𝑛𝑛𝑜𝑜𝑜𝑜.  𝑐𝑐ℎ𝑖𝑖 − 𝑣𝑣𝑠𝑠𝑛𝑛𝑠𝑠𝑛𝑛𝑛𝑛 
The results obtained, Table 4-77, point out that all the metrics are related except 





 Accuracy Understands 
Me 
Novelty Effectiveness Quality 
Accuracy - 0.804 0.563 0.806 0.821 
Understands Me 0.804 - 0.681 0.770 0.762 
Novelty 0.563 0.681 - 0.674 0.604 
Effectiveness 0.806 0.770 0.674 - 0.742 
Quality 0.821 0.762 0.604 0.742 - 
Table 4-77: Correlation among subjective metrics, using the contingency coefficient. 
4.3 DISCUSSION 
In this study, we have focused on measuring users’ perception of some recommender 
systems’ features such as Accuracy, Understands Me, Novelty, Effectiveness and Quality. 
We are now going to explain some of the key findings. 
4.3.1 Effect of Accuracy 
As we have demonstrated before, Accuracy is strongly related to the users’ first 
impression of an algorithm. The satisfaction of the users is tied to their perception of 
how appealing or good the recommended movies are. This is not surprising since, for 
many years, the offline measure of Accuracy through RMSE has been the most extended 
metric to know how good the performance of an algorithm is. 
4.3.2 Effect of Understands Me 
Another important issue about users’ satisfaction is the perception they have about how 
well the recommender can adapt to their preferences and tastes. As we have seen, 
Understands Me is also highly related to the satisfaction of the user with a recommender 
since, as seen on the users’ first impression, the algorithms that best understand their 
tastes are the best considered ones in their initial choice. 
This suggests that it is necessary to generate trust. The recommender should understand 
users’ taste as it is crucial to give the user a good first impression of the system. The 
designers of systems have to take it into account, although it is difficult to inspire trust. 
The results show that the algorithms on which more users rely are ItemItem and Popular. 
To build trust on a system, users need to know some of the recommended items.  
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4.3.3 Effect of Novelty 
The results of our experiment lead us to underline that Novelty has a negative effect on 
users’ satisfaction. The recommendations with more surprising movies are made by the 
worst considered algorithms regarding the users’ first impression. Moreover, we have 
seen that this metric significantly differs from the others.  We can affirm that, to ensure 
good recommendations, the designer has to guarantee some known movies in order to 
increase the trust on the system, since only novel items in a list makes the user beware 
of the system. 
4.3.4 Effect of Effectiveness 
As the results show, the Effectiveness of the system is also highly related to the user 
satisfaction. The most valuable recommendations are made by the most accurate 
algorithms which were perceived by the users as the ones that best perform and the 
ones they trust on.   
To qualify a system as effective, neither only accurate predictions nor novel 
recommendations are needed. It is also important to turn the system into a valuable 
tool in the users’ life.  
4.3.5 Effect of Quality 
The Quality of a recommender system is a metric which is highly related to other metrics 
such as Accuracy and Understands Me. The opinion that the users have about these 
other metrics influences their perceptions of the system’ Quality. 
On their first impression of an algorithm, the Quality perceived is also noted. Thus, it is 





4.4 OBJECTIVE METRICS VS SUBJECTIVE METRICS 








nDCG topN nDCG Entropy 
Lucene Norm 100 0.9269 0.8539 0.8705 0.004968 6.431 
UserUserCosine 50 0.9198 0.8534 0.9688 0.001684 0.9575 
SVDPersmean 25 0.9058 0.8423 0.9679 0.001695 1.325 
ItemItem 20 0.9165 0.8515 0.9688 0.006058 2.829 
Persmean - 0.9318 0.8693 0.965 0.00001607 1.28 
Popular - - - - 0.06787 8.613 
Table 4-78: Results of the objective metrics obtained through LensKit 
Looking at the results obtained from the offline experiment (Table 4-78), we can rank 
the algorithms taking into account the different objective metrics. Thus, we have three 
rankings: 
1. Based on RMSE, to compare it with the online measure of Accuracy. 
2. Based on topN nDCG, to compare it with the online measure of Quality. 
3. Based on Entropy, to compare it with the online measure of Diversity. 
 
 1. Based on 
RMSE 
2. Based on topN 
nDCG 
3. Based on 
Entropy 
1st SVD Popular Popular 
2nd ItemItem ItemItem Lucene 
3rd UserUser Lucene ItemItem 
4th Lucene SVD SVD 
5th Persmean UserUser Persmean 
6th  Persmean UserUser 
Table 4-79: Ranking based on objective metrics. Note that we cannot calculate the RMSE for Popular. That is why it 
does not appear on the first rank. 
4.4.2 Online results 
Although the data collected from the online questionnaire has hampered making a 
ranking based on Diversity since the differences observed on the questions that measure 
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Diversity were not significant, we have tried to make a rank taking into account the 
variety of the recommendations to see if there is a correlation between online and 
offline. 
The rankings based on the subjective measures Accuracy and Quality are displayed in 
Table 4-80. 
 1. Accuracy 2. Quality 3. Diversity 
1st Popular Popular Popular 
2nd ItemItem ItemItem Lucene 
3rd UserUser UserUser Persmean 
4th SVD Lucene UserUser 
5th Lucene SVD SVD 
6th Persmean Persmean ItemItem 
Table 4-80: Ranking based on the subjective metrics. 
4.4.3 Comparison 
One of the most striking issue we find when we try to compare the results between 
Accuracy and RMSE is that the best algorithm taking into account RMSE (SVD) is one of  
the worst for Accuracy in the subjective measure. However, ItemItem is on the same 
position in both rankings.  
This suggests that the basic assumption that the best algorithm is the most accurate is 
not completely true. As we have seen, users perceive Accuracy in a different manner. It 
seems that SVD does not work that well theoretically as in real life. 
We have calculated the correlation between Accuracy and RMSE (Table 4-81) to see if 
the results are statistically significant. However, we found that they are not significant 
(p=0,245). 
Correlations 
 RMSE Accuracy Q1-Q2 
RMSE Pearson Correlation 1 -,639 
Sig. (2-tailed)  ,245 
N 5 5 
Accuracy Q1-Q2 Pearson Correlation -,639 1 
Sig. (2-tailed) ,245  
N 5 5 





Additionally, if we look at Figure 4-70 where the data is represented as cluster, we can 
appreciate that there is an outlier that corresponds to SVD. Moreover, if we eliminate 
SVD from the correlation, the results (Table 4-82) show that the correlation is now 
significant (p=0.008) and both metrics are highly related (Pearson correlation =-0.992). 
This confirms that RMSE is a good metric to measure the accuracy for all the algorithms 









Figure 4-70: Cluster diagram Accuracy vs RMSE 
 
Correlations 
 RMSE Accuracy Q1-Q2 
RMSE Pearson Correlation 1 -,992** 
Sig. (2-tailed)  ,008 
N 4 4 
Accuracy Q1-Q2 Pearson Correlation -,992** 1 
Sig. (2-tailed) ,008  
N 4 5 
**. Correlation is significant at the 0.01 level (2-tailed). 
Table 4-82: Correlation between Accuracy and RMSE without take into account SVD 
Checking the differences between the results obtained by nDCG and by Quality, we can 
note that both have ItemItem and Popular as the best algorithms. Moreover, both have 
Persmean as the worst algorithm. The only difference is that by nDCG, UserUser is the 
5th and Lucene the 3rd while by Quality, oppositely, UserUser is the 3rd and Lucene the 
5th. This highlights that users do not have a perception of Lucene as good as expected. 
The reason could be, as noted with Persmean, the high level of Novelty found in its 
recommendations. Apart from that, nDCG has proven to be a useful tool to measure the 
Quality of a recommender system. 
The results of the correlation between nDCG and Quality (Table 4-83) show that they 
are strongly related (Pearson correlation = 0.834). Moreover, this correlation is 
significant (p=0.039). This highlights that nDCG is a good metric to measure the Quality 
of a recommender system, and it works well with all the algorithms used in our research. 
 
Correlations 
 topN nDCG QualityQ15 
topN nDCG Pearson Correlation 1 ,834* 
Sig. (2-tailed)  ,039 
N 6 6 
QualityQ15 Pearson Correlation ,834* 1 
Sig. (2-tailed) ,039  
N 6 6 
*. Correlation is significant at the 0.05 level (2-tailed). 
Table 4-83: Correlation between Quality and topN nDCG 
Looking now at the differences between the results obtained by Entropy and by 
Diversity, it is notable that ItemItem is the worst for users, although theoretically is on 
the 3rd position. However, Lucene and Popular are both the best algorithms by Entropy 
and by Diversity. Moreover, Persmean is better considered by the users than 
theoretically. Taking into account UserUser and SVD the differences are not huge, both 
algorithms are considered as the algorithms with scant variety in the online experiment 
and in the offline one. 
To ensure these conclusions, we have calculated the correlation between Entropy and 
Diversity (Table 4-84) and we have seen that the results are no significant (p=0.152). 
Moreover, there is no correlation between them since the coefficient of Pearson 
correlation is equal to 0.662.  
Correlations 
 Entropy Diversity 
Entropy Pearson Correlation 1 ,662 
Sig. (2-tailed)  ,152 
N 6 6 
Diversity Pearson Correlation ,662 1 
Sig. (2-tailed) ,152  
N 6 6 
Table 4-84: Correlation between Entropy and Diversity 
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Looking at Figure 4-71, we can see that all the values are almost equidistant to the line 
that describes the correlation between both metrics, so we cannot underline any outlier. 
This highlights that entropy is not the best metric to measure the Diversity of a 
recommender system. 
 
Figure 4-71: Cluster diagram Diversity vs Entropy 
In view of the conclusions derived from the results of the comparison, it could be better 
to use the topN nDCG to measure the goodness of a recommender system than RMSE 
or Entropy.  
4.5 GROUP RECOMMENDATIONS 
In this section, we want to evaluate the effectiveness of the group recommendations. 
We have asked our users to fill the questionnaire in groups imagining they are going to 
watch a movie together. They had to reach an agreement to rate the top 100 movies, 
combining their preferences, and then, taking into account the preferences of each 
group as a pseudo user, we generate group recommendations using six traditional 
recommendation algorithms. 
Once we had the recommendations lists for each group, we asked them again to answer 
the survey together to know the perception of all the group’ members about the 
recommendations given.  
99 
 
As we did on the evaluation of individual users, we are going to evaluate not only 
Accuracy but also other qualitative metrics as Understands Me, Novelty, Diversity, 
Effectiveness and Quality. 
Furthermore, to have a good understanding of their preferences, we asked them some 
additional questions in order to know if they found difficulties evaluating the 
recommendations lists, and the viability of this kind of group recommendations.  
We would have liked to have been able to make a distinction taking into account the 
size of the groups. However, only 10 groups have filled our questionnaire and for this 
reason it is difficult to take into account the size of the groups. Furthermore, most of 
them are groups of 2 members. Only three groups have 3 members (Figure 4-41). 
4.5.1 Analysis Subjective Metrics 
4.5.1.1 Accuracy 
Q1- WHICH LIST HAS MORE MOVIES THAT YOU FIND APPEALING? 
Table 4-85 shows the frequency analysis of the data collected, where we can see the 
observed count and the expected count. Furthermore, we have run the chi-squared test 
to prove that the differences among algorithms are significant, p= 0.003. Note that we 
have look at the exact significance since the sample size is very small. 
The 60% of our groups are sure that the algorithm that recommends more appealing 
movies is ItemItem, followed by Popular with a 30%. Only one of our groups chose 













Category Observed N Expected N Residual 
1 Item 6 1,7 4,3 
2 Lucene 1 1,7 -,7 
3 Persmean 0 1,7 -1,7 
4 Popular 3 1,7 1,3 
5 SVD 0 1,7 -1,7 
6 UserUser 0 1,7 -1,7 





Asymp. Sig. ,003 
Exact Sig. ,003 
Point Probability ,002 
a. 6 cells (100,0%) have expected 
frequencies less than 5. The 
minimum expected cell 




Figure 4-72: Bar diagram with the collected data from groups Q1 
Q2- WHICH LIST HAS MORE OBVIOUSLY BAD MOVIE RECOMMENDATIONS FOR YOU? 
The answers of this question show a significant difference (p≈0.000) among algorithms 
(Table 4-86). Persmean, with a 70%, is the one which made more obvious bad 
recommendations to the groups, followed by Lucene with a 30%, while the other four 
algorithms are not selected by any group; therefore, the remaining algorithms do not 
recommend bad movies to the users.  
 









Category Observed N Expected N Residual 
1 ItemItem 0 1,7 -1,7 
2 Lucene 3 1,7 1,3 
3 Persmean 7 1,7 5,3 
4 Popular 0 1,7 -1,7 
5 SVD 0 1,7 -1,7 
6 UserUser 0 1,7 -1,7 
Total  10   
 
Table 4-86: Chi square test to measure the differences observed in Q2 for groups with α=0.05. 
 
To have a global result we make a combination of both questions since Q1 has a positive 
connotation while Q2 has a negative connotation in terms of Accuracy. In Figure 4-74, 
we can see that the more accurate algorithms are ItemItem and Popular while the less 
accurate are Lucene and Persmean. However, UserUser and SVD are not noted by the 
users.  
 
Figure 4-74: Combination of Q1-Q2 to have a global result for Accuracy 
 
4.5.1.2 Understands Me 
Q3-WHICH LIST MORE REPRESENTS MAIN STREAM TASTES INSTEAD OF YOUR OWN? 
In Figure 4-75, we can see a diversification of the groups’ opinion. Furthermore, the chi-
squared test (Table 4-87) tells us that there are not significant differences between the 
results (p=0.065). We can only underline that half of the groups have elected Popular as 
the algorithm that more represents main stream tastes, which is obvious. 
 













Asymp. Sig. ,000 
Exact Sig. ,000 
Point Probability ,000 
a. 6 cells (100,0%) have expected 
frequencies less than 5. The 
minimum expected cell 















Table 4-87: Chi square test to measure the differences observed in Q3 for groups with α=0.05. 
Q4-WHICH RECOMMENDATION LIST BETTER UNDERSTANDS YOUR TASTE IN MOVIES? 
The answers show that a 55% of the groups think that ItemItem is the algorithm that 
better understands their test, followed by Popular with a 30% of the votes. This 
percentages differ significantly (p=0.003) from the other algorithms, which are not as 
good understanding users’ taste. We can depreciate Lucene and SVD since only one 




Category Observed N Expected N Residual 
1 ItemItem 0 1,7 -1,7 
2 Lucene 1 1,7 -,7 
3 Persmean 2 1,7 ,3 
4 Popular 5 1,7 3,3 
5 SVD 2 1,7 ,3 
6 UserUser 0 1,7 -1,7 
Total  10   
 
Test Statistics 
 Q3Understands Me 
Chi-Square 10,400a 
df 5 
Asymp. Sig. ,065 
Exact Sig. ,076 
Point Probability ,036 
a. 6 cells (100,0%) have expected 
frequencies less than 5. The minimum 









Category Observed N Expected N Residual 
1 ItemItem 7 2,2 4,8 
2 Lucene 1 2,2 -1,2 
3 Persmean 0 2,2 -2,2 
4 Popular 4 2,2 1,8 
5 SVD 1 2,2 -1,2 
6 UserUser 0 2,2 -2,2 
Table 4-88: Chi square test to measure the differences observed in Q4  
The combination of Q3 and Q4 gives us a global overview of Understands Me, taking into 
account the groups’ opinion. 
 
Figure 4-77: Combination of Q4-Q3 to have a global result for Understands Me 
 















Asymp. Sig. ,003 
Exact Sig. ,003 
Point Probability ,001 
a. 6 cells (100,0%) have 
expected frequencies less than 
5. The minimum expected cell 
frequency is 2,2. 
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In conclusion, ItemItem is the best algorithm understanding the groups’ taste. With 
Popular, we have seen a big controversy, because although the majority of the groups 
think that it is the algorithm that best represents main stream tastes, it is also chosen 
by a considerable number of groups as the algorithm that best understands them. The 
reason is that people appreciate well-known movies. Contrarily, the differences are very 
small to extrapolate results among the other algorithms. 
4.5.1.3 Diversity 
Q5- WHICH LIST HAS MORE MOVIES THAT ARE SIMILAR TO EACH OTHER? 
The results obtained on this question are not conclusive since the data is almost equally 


















Asymp. Sig. ,236 
Exact Sig. ,270 




Category Observed N Expected N Residual 
1 ItemItem 0 1,7 -1,7 
2 Lucene 4 1,7 2,3 
3 Persmean 2 1,7 ,3 
4 Popular 2 1,7 ,3 
5 SVD 2 1,7 ,3 
6 UserUser 0 1,7 -1,7 
Total  10   
a. 6 cells (100,0%) have expected 
frequencies less than 5. The 
minimum expected cell frequency is 
1,7. 
Table 4-89: Chi square test to measure the differences observed in Q5 for groups with α=0.05 
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Q6- WHICH LIST HAS A LESS VARIED SELECTION OF MOVIES? 
Looking at Figure 4-79, we can note that three algorithms are explicitly chosen by the 
groups (p=0.041), which are Persmean, Lucene and SVD, while the other three 
algorithms are not chosen. Therefore, the less diverse algorithms are Persmean, Lucene 
and SVD with equal significance.  
 










Q7- WHICH LISTS DO YOU THINK THAT INCLUDE MOVIES OF MANY DIFFERENT 
GENRES? 
 
The results obtained are not consistent (p=0.420) so that we cannot extrapolate them. 
The groups’ opinion is highly divided among ItemItem, Popular, SVD and UserUser. 





Asymp. Sig. ,045 
Exact Sig. ,041 
Point Probability ,003 
a. 6 cells (100,0%) have 
expected frequencies less than 
5. The minimum expected cell 




Category Observed N Expected N Residual 
1 ItemItem 0 1,8 -1,8 
2 Lucene 4 1,8 2,2 
3 Persmean 4 1,8 2,2 
4 Popular 0 1,8 -1,8 
5 SVD 3 1,8 1,2 
6 UserUser 0 1,8 -1,8 
Total  11   









Category Observed N Expected N Residual 
1 ItemItem 2 1,7 ,3 
2 Lucene 0 1,7 -1,7 
3 Persmean 0 1,7 -1,7 
4 Popular 3 1,7 1,3 
5 SVD 2 1,7 ,3 
6 UserUser 3 1,7 1,3 
Total  10   
 
Table 4-91: Chi square test to measure the differences observed in Q7 for groups with α=0.05 
In conclusion, taking into account Diversity, we can only note that the algorithms that 
recommend a less varied selection of movies are Lucene and Persmean. 
4.5.1.4 Novelty 
Q8 - WHICH LIST HAS MORE MOVIES YOU DO NOT EXPECT? 
Although the differences on the results, Table 4-92, are not significant (p=0.102), we can 






Asymp. Sig. ,347 
Exact Sig. ,420 
Point Probability ,150 
a. 6 cells (100,0%) have 
expected frequencies less than 
5. The minimum expected cell 









Category Observed N Expected N Residual 
1 ItemItem 1 1,8 -,8 
2 Lucene 5 1,8 3,2 
3 Persmean 3 1,8 1,2 
4 Popular 0 1,8 -1,8 
5 SVD 1 1,8 -,8 
6 UserUser 1 1,8 -,8 
Total  11   
Table 4-92: Chi square test to measure the differences observed in Q8 for groups with α=0.05 
 
Q9 - WHICH LIST HAS MORE MOVIES THAT ARE FAMILIAR TO YOU? 
In this question, the differences among the algorithms are neither significant (p= 0.083). 
However, it could be said that Popular, ItemItem and UserUser are the ones that 











Asymp. Sig. ,102 
Exact Sig. ,111 
Point Probability ,042 
a. 6 cells (100,0%) have 
expected frequencies less than 
5. The minimum expected cell 




Category Observed N Expected N Residual 
1 ItemItem 3 2,0 1,0 
2 Lucene 1 2,0 -1,0 
3 Persmean 0 2,0 -2,0 
4 Popular 5 2,0 3,0 
5 SVD 0 2,0 -2,0 
6 UserUser 3 2,0 1,0 





Asymp. Sig. ,075 
Exact Sig. ,083 
Point Probability ,023 
a. 6 cells (100,0%) have 
expected frequencies less than 
5. The minimum expected cell 




Figure 4-82: Bar diagram with the collected data from groups Q9 
 
Q10 - WHICH LIST HAS MORE PLEASANTLY SURPRISING MOVIES? 
At first sight, Figure 4-83, we can see that ItemItem is the algorithm which is more 
chosen by the groups, which means that this is the one with more pleasantly surprising 
movies. However, the chi-squared test tells us that the observed differences are not 
significant (p=0.083) (Table 4-94) 
 














Q11 - WHICH LIST HAS MORE MOVIES YOU WOULD NOT HAVE THOUGHT TO 
CONSIDER? 
The results obtained show, Figure 4-84, that the groups’ opinion is divided between 
Persmean and Lucene, which are the algorithms that recommend more surprising 
movies (p=0.038) (Table 4-95). 
 





Category Observed N Expected N Residual 
1 ItemItem 0 1,8 -1,8 
2 Lucene 4 1,8 2,2 
3 Persmean 5 1,8 3,2 
4 Popular 1 1,8 -,8 
5 SVD 0 1,8 -1,8 
6 UserUser 1 1,8 -,8 
Total  11   




Category Observed N Expected N Residual 
1 ItemItem 6 2,0 4,0 
2 Lucene 1 2,0 -1,0 
3 Persmean 1 2,0 -1,0 
4 Popular 2 2,0 ,0 
5 SVD 1 2,0 -1,0 
6 UserUser 1 2,0 -1,0 





Asymp. Sig. ,075 
Exact Sig. ,083 
Point Probability ,023 
a. 6 cells (100,0%) have 
expected frequencies less than 
5. The minimum expected cell 
frequency is 2,0. 





Asymp. Sig. ,029 
Exact Sig. ,038 
Point Probability ,018 
a. 6 cells (100,0%) have expected 
frequencies less than 5. The 




We can conclude that Popular, ItemItem and UserUser are the algorithms that 
recommend more familiar movies to the groups. In contrast, Persmean and Lucene 
recommend more novel movies. However, these movies do not fit groups’ tastes.  
4.5.1.5 Effectiveness 
Q12 - WHICH LIST GIVES YOU MORE VALUABLE RECOMMENDATIONS? 
Looking at Table 4-96, it is clear that ItemItem is the algorithm whose recommendations 
are the most priceless (p= 0.030). Moreover, it is difficult to find out differences among 
the other algorithms. It is only notable that Persmean has not been chosen by any group.   
 




Category Observed N Expected N Residual 
1 ItemItem 7 2,3 4,7 
2 Lucene 2 2,3 -,3 
3 Persmean 0 2,3 -2,3 
4 Popular 2 2,3 -,3 
5 SVD 2 2,3 -,3 
6 UserUser 1 2,3 -1,3 
Total  14   
 
 
Table 4-96: Chi square test to measure the differences observed in Q12 for groups with α=0.05 
Q13 - DO YOU THINK THAT THE RECOMMENDER IS RECOMMENDING INTERESTING 
CONTENT YOU HADN’T PREVIOUSLY CONSIDER?  





Asymp. Sig. ,028 
Exact Sig. ,030 
Point Probability ,008 
a. 6 cells (100,0%) have expected 
frequencies less than 5. The minimum 
expected cell frequency is 2,3. 
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 ItemItem Lucene Persmean Popular SVD UserUser 
No, nothing out of the ordinary 0 1 1 1 1 0 
Somewhat out of the ordinary 1 6 7 4 3 4 
Quite a bit surprisingly good 
movies 
6 2 1 1 3 3 
Fairly surprisingly good movies 3 1 1 4 3 3 
Yes, there are lots of 
surprisingly good movies 
0 0 0 0 0 0 
Table 4-97: Data collected from groups’ questionnaire Q13 
To check whether the differences are significant or not, we have run a Friedman Test. 
Moreover, it allows us to know the mean rank of our algorithms. As we can see in Table 
4-98, the differences among algorithms are relevant (p=0.034). The next step is to realize 
among which algorithms we can appreciate these differences, through the Wilcoxon 
signed rank test. 
Friedman Test Ranks 











































-2,251b -2,640b -1,190b -1,414b -1,134b -,447b -1,225c -1,155c -1,511c -1,857c -1,667c -1,823c -,106b -,141c -,322c 
Asymp. 
Sig. 
,024 ,008 ,234 ,157 ,257 ,655 ,221 ,248 ,131 ,063 ,096 ,068 ,915 ,888 ,748 
a. Wilcoxon Signed Ranks Test 
b. Based on positive ranks. 
c. Based on negative ranks. 
Table 4-99: Wilcoxon signed rank test Q13 to analyse the differences observed in users’ answers 
Looking at Table 4-99, we can determine that there are only significant differences 
between ItemItem and Lucene (p=0.024) and between ItemItem and Persmean 
(p=0.008), where ItemItem is the algorithm with more surprisingly good movies, while 





Asymp. Sig. ,034 
a. Friedman Test 
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Q14 - CONSIDERING THE BEST RECOMMENDATION LIST IN YOUR OPINION, DO YOU 
SAVE TIME USING THE RECOMMENDER TO CHOOSE A MOVIE COMPARED TO YOUR 
USUAL WAY OF SELECTING MOVIES? 
The general opinion about the usefulness of the recommender is not very clear. None 
of the groups considers it as very useful, but neither as completely usefulness (Figure 
4-86). This means that they can use it to select movies, but they are not bothered about 
it so that if they cannot use it for any reason, it will not be a problem. 
 






Category Observed N Expected N Residual 
1 No, nothing 0 2,0 -2,0 
2 Not so much 0 2,0 -2,0 
3 I don't know 5 2,0 3,0 
4 Yes, is a bit useful 5 2,0 3,0 
5 Yes, is very useful 0 2,0 -2,0 
Total  10   
 







Asymp. Sig. ,005 
Exact Sig. ,005 
Point Probability ,000 
a. 5 cells (100,0%) have expected 
frequencies less than 5. The minimum 




Q15 - WHICH LIST HAS MORE MOVIES THAT FIT/MATCH YOUR PREFERENCE? 
The data collected from the questionnaire, shows that ItemItem and Popular are the 
ones that best match the groups’ preferences. However, the chi-squared test gives us a 
p-value of 0.184 (Table 4-101); therefore, we cannot extrapolate these results. 
 






Category Observed N Expected N Residual 
1 ItemItem 4 1,7 2,3 
2 Lucene 1 1,7 -,7 
3 Persmean 0 1,7 -1,7 
4 Popular 3 1,7 1,3 
5 SVD 2 1,7 ,3 
6 UserUser 0 1,7 -1,7 
Total  10   
 
Table 4-101:  Chi square test to measure the differences observed in Q15 for groups with α=0.05 
 
Q16 - HOW MUCH DO YOU THINK THAT THE RECOMMENDED MOVIES ARE RELEVANT?  







Asymp. Sig. ,156 
Exact Sig. ,184 
Point Probability ,078 
a. 6 cells (100,0%) have 
expected frequencies less 
than 5. The minimum 




 ItemItem Lucene Persmean Popular SVD UserUser 
Not relevant at all 0 1 2 1 0 0 
Of little relevant 0 6 6 2 3 3 
Moderately relevant 3 3 2 3 4 4 
Relevant 5 0 0 2 3 3 
Very relevant 2 0 0 2 0 0 
Table 4-102: Data collected from groups’ questionnaire Q16 
Looking at the results obtained with the Friedman test, Table 4-103, we can see some 
differences among our algorithms in terms of mean rank (p=0.000), where ItemItem 











Table 4-103: Friedman Test Q16 
To find out which algorithms differ from each other, we have to look at the results 
obtained by the post hoc analysis with Wilcoxon Signed Rank test. Looking at Table 
4-104, we can see that there are neither significant differences between ItemItem and 
Popular (p=0.222), nor between Popular and UserUser (p=0.713), nor between Popular 
and SVD (0.668), nor between UserUser and SVD (0.931), nor between UserUser and 
Lucene (p=0.054), nor between Lucene and Persmean (p=0.414). However, there are 
statistically significant differences between the other pairs of algorithms.  
ItemItem, Popular, UserUser and SVD recommend more relevant movies than Lucene 
and Persmean. Moreover, the movies recommended by ItemItem are more relevant 








Asymp. Sig. ,000 




































-2,850b -2,850b -1,222b -2,251b -2,081b -,816b -1,983c -1,999c -1,930c -2,220c -2,456c -2,197c -,428b -,368b -,087c 
Asymp. 
Sig 
,004 ,004 ,222 ,024 ,037 ,414 ,047 ,046 ,054 ,026 ,014 ,028 ,668 ,713 ,931 
a. Wilcoxon Signed Ranks Test 
b. Based on positive ranks. 
c. Based on negative ranks. 
Table 4-104: Wilcoxon signed rank test Q16 
Q17 - DO YOU THINK THAT THE RECOMMENDED MOVIES ARE NOT WELL-CHOSEN?  
Groups’ answers are summarized on Table 4-105: 
 ItemItem Lucene Persmean Popular SVD UserUser 
Not well-chosen at all 0 2 3 1 0 0 
Fairly well-chosen 0 5 4 2 4 4 
Quite well-chosen 4 1 2 4 3 3 
Very well-chosen 4 1 0 1 2 1 
Perfectly well-chosen 2 1 1 2 1 2 
Table 4-105: Data collected from groups’ questionnaire Q17 
Looking at the mean rank of our algorithms (Table 4-106), we can see some significant 
differences among them (p=0.002). ItemItem is clearly the algorithm that best chooses 
the movies recommended, followed by Popular, UserUser and SVD, without a big 
difference among them, and we find Lucene and Persmean in the last position. 
Ranks 







Table 4-106: Friedman Test Q17 
To ensure these differences among algorithms, we will take a look at the results of the 










Asymp. Sig. ,002 



































Z -2,360b -2,714b -1,667b -2,530b -1,933b -,412b -1,403c -1,200c -1,276c -2,041c -2,111c -1,983c -,345b ,000d -,276c 
Asymp. 
Sig. 
,018 ,007 ,096 ,011 ,053 ,680 ,161 ,230 ,202 ,041 ,035 ,047 ,730 1,000 ,783 
a. Wilcoxon Signed Ranks Test 
b. Based on positive ranks. 
c. Based on negative ranks. 
Table 4-107: Wilcoxon signed rank test Q17 
We can appreciate that ItemItem is clearly the algorithm that recommend the best 
movies, although it does not have statistically significant differences with UserUser and 
Popular. Moreover, Popular, SVD and UserUser are better than Persmean.  
4.5.2 Group members’ opinion 
To know if it is possible to make recommendations for groups, treating a group as a 
single pseudo user, we have asked some questions to the group members.  We have 
done it twice: one time after asking them to rate the top 100 movies, and another time 
after giving them the recommendations of ours algorithms. 
4.5.2.1 Pre-Recommendations 
The first question asked after they rate the top 100 movies together was: How have you 
decided the rating of each movie? 
Looking at the answers, we can distinguish three different ways used by the groups to 
reach an agreement. One option is to give individual rating to the movies by each group 
member and then averaging these ratings to obtain a final rating (aggregating ratings); 
the second option is by democratic decision; and the last option is to examine pros and 
cons of each movie and reach an agreement. 
The second question was: Was it difficult or easy to reach an agreement? Why? 
We found differences in the answers depending on individual preferences of the group’ 
members. When they have similar tastes, they find it easy to reach an agreement. In 
contrast, when they have some dissimilarities, it is more difficult. Some of the groups 
highlight the different preferences expressed by gender since, in their opinion, men 
prefer Sci-Fi while women prefer animated movies. 
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Finally, the last question was: Where have you found difficulties? 
The answers to this question were quite similar since all of the groups indicate rating a 
movie when two members have opposite opinion about it as the biggest difficulty. 
Moreover, they have also found difficulty when some of the group members had not 
seen a movie.  Nevertheless, they point out that one of the solutions for the opposite 
preferences was to average the ratings. 
4.5.2.2  Post-Recommendations 
The first question asked after giving them the recommendations by each algorithm was: 
How have you decided which the best list is?  
The answers were quite similar. Nearly all of the groups said that they have decided it 
talking among them and reasoning their argumentations to reach an agreement, 
although most of the group members had similar tastes and it made the decision easy. 
The second question was: Was it easy or difficult to reach an agreement? Why? 
Only one of the ten groups that completed the questionnaire found it difficult. The other 
groups told us that it was easy since in their case all the group members like the same 
kind of movies.  
This question points out the importance of the similarity among group members, being 
the better similarity, the better perception that the group members have of the 
recommendations. 
Finally, the last question was: Where have you found difficulties? 
Only a minority of the groups indicated that they found no difficulties, while a huge 
number of the groups indicated that the highest difficulty found was to decide the best 
list.  This difficulty lies in the fact of having opposite preferences. Although users say 
they have a huge similarity among the other group members, there can be discrepancies 
about some movies. One user can love “The butterfly effect” while other can hate it. 
However, both of them can like Sci-Fi and Thriller movies although they do not agree on 




Due to the small number of groups that have participated in our survey, it is difficult to 
extrapolate conclusions taking into account the qualitative metrics. Nevertheless, we 
can compare the results obtained with the individual users’ conclusions.  
Although we have a high risk extrapolating the results in relation to groups, we can do 
it since they are almost the same as the obtained in the analysis of the individual users. 
Taking Accuracy into account, the best algorithms are ItemItem and Popular while the 
worst are Persmean and Lucene. We only know that SVD and UserUser are in the 3rd and 
4th position of the ranking but we do not know which one is better. 
The perception of the groups is that they can trust in ItemItem since this collaborative 
filtering algorithm is the one that best understands their taste, followed by Popular and 
SVD. Regarding the other three algorithms, we can only say that groups think that these 
algorithms do not understands them. 
In this case, Novelty has again a negative influence on the group’ perception of the 
algorithm. The algorithms with more surprising movies but at the same time with more 
movies that the groups will not consider are Persmean and Lucene.   
Thus, once we have analysed all the metrics, we can underline that ItemItem is the 
algorithm that best satisfies the groups’ perception of the recommendations, followed 
by Popular. However, the worst algorithm is Persmean due to the high number of novel 
movies that are included on its recommendations, followed by Lucene for the same 
reason. 
As we have seen with the individual users’ analysis, Novelty has a great negative effect 
on the satisfaction of the groups with the recommender system, since novel items still 
have to be evaluated and introduce some kind of doubt. In contrast, known items 
introduce trust in the system, and therefore satisfaction. Therefore, lists without known 




In this dissertation we have seen two evaluations of recommender systems with the aim 
of understanding users’ perceptions of the quality of a recommender system, 
particularly concentrating on the quality of an algorithm.  
First of all, an evaluation of six different groups of algorithms has been carried out using 
LensKit with the purpose of achieving the highest performance in each algorithm. 
Furthermore, to theoretically analyse the quality of these algorithms we have focused 
on the compute of objective metrics such as RMSE, nDCG and Entropy. 
Following this a questionnaire was created to obtain ratings from real users that allowed 
us to work out an online evaluation. These ratings were then added to the 10M dataset 
from MovieLens and LensKit using six lists of recommendations for each user. A second 
survey was created and sent to the users that filled out the first questionnaire. The main 
aim of this survey was to evaluate, through 17 questions, the users’ perception about 
different metrics such as Accuracy, Understands Me, Diversity, Novelty, Effectiveness 
and Quality.  
In addition to this, the same process was applied to analyse group recommendations. 
The only difference was that in the groups´ questionnaire some additional open 
questions were added with the purpose of letting the groups give their opinion 
concerning any difficulties found. In this way an analysis of the viability of these simple 
ways in which to create group recommendations has been carried out.  
Finally, a comparison between objective and subjective metrics was conducted.  
This study allow us to highlight nDCG as the best metric in which to measure the quality 
of the systems. However, our online evaluation shows that users perceive the 
weaknesses present at each algorithm It is therefore important to take into account 
other metrics in addition to Accuracy such as Novelty or Effectiveness that could have a 
negative effect on users’ perception of the system. 
In this way, collaborative filtering algorithm by Item has proven to be the best algorithm 




Another important conclusion derived from this dissertations is that it is possible to 
make easily recommendations to groups. Once we have the group’ ratings, the results 
highlight that the recommendations of the algorithms work with groups as well as with 
individual users.  
6 FUTURE RESEARCH 
One of the most striking issues is that it has been proved that the quality of a 
recommender system is strongly related to the perception that users have of it. More 
research is needed to improve the weaknesses appreciated on the algorithms. 
Therefore, new metrics have to been developed to measure other qualitative aspects in 
addition to accuracy. 
Moreover, due to the number of groups that filled our survey, we could not make a 
study of the influence of the size of the groups in the results. Future research can include 
the evaluation of a higher number of groups to investigate if the size of the groups can 
influence their perception of the system. Furthermore, the gender of the groups’ 
members can be analysed to highlight the differences appreciated between men and 
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8 APPENDIX A 
In this appendix some additional tables from the Wilcoxon signed rank test are shown.  
8.1 INDIVIDUAL USERS 
8.1.1 Q13 - Do you think that the recommender is recommending interesting content 
you hadn’t previously consider?  
Ranks 




Negative Ranks 23a 17,85 410,50 
Positive Ranks 10b 15,05 150,50 
Ties 17c   




Negative Ranks 30d 17,22 516,50 
Positive Ranks 4e 19,63 78,50 
Ties 16f   




Negative Ranks 16g 15,06 241,00 
Positive Ranks 15h 17,00 255,00 
Ties 19i   
Total 50   
Q13SVDEFFECTIVENESS - 
Q13ItemEFFECTIVENESS 
Negative Ranks 13j 14,96 194,50 
Positive Ranks 16k 15,03 240,50 
Ties 21l   




Negative Ranks 15m 13,87 208,00 
Positive Ranks 12n 14,17 170,00 
Ties 23o   





Negative Ranks 16p 14,56 233,00 
Positive Ranks 9q 10,22 92,00 
Ties 25r   





Negative Ranks 8s 13,06 104,50 
Positive Ranks 20t 15,08 301,50 
Ties 22u   




Negative Ranks 8v 19,88 159,00 
Positive Ranks 27w 17,44 471,00 
Ties 15x   





Negative Ranks 6y 24,25 145,50 
Positive Ranks 24z 13,31 319,50 
Ties 20aa   




Negative Ranks 5ab 9,70 48,50 
Positive Ranks 23ac 15,54 357,50 
Ties 22ad   
Total 50   
Q13SVDEFFECTIVENESS - 
Q13PersEFFECTIVENESS 
Negative Ranks 2ae 21,75 43,50 
Positive Ranks 31af 16,69 517,50 
Ties 17ag   




Negative Ranks 4ah 19,75 79,00 
Positive Ranks 29ai 16,62 482,00 
Ties 17aj   
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Negative Ranks 14ak 16,43 230,00 
Positive Ranks 17al 15,65 266,00 
Ties 19am   





Negative Ranks 16an 18,50 296,00 
Positive Ranks 16ao 14,50 232,00 
Ties 18ap   
Total 50   
Q13UserEFFECTIVENESS 
- Q13SVDEFFECTIVENESS 
Negative Ranks 16aq 12,25 196,00 
Positive Ranks 8ar 13,00 104,00 
Ties 26as   
Total 50   
a. Q13LuceneEFFECTIVENESS < Q13ItemEFFECTIVENESS 
b. Q13LuceneEFFECTIVENESS > Q13ItemEFFECTIVENESS 
c. Q13LuceneEFFECTIVENESS = Q13ItemEFFECTIVENESS 
d. Q13PersEFFECTIVENESS < Q13ItemEFFECTIVENESS 
e. Q13PersEFFECTIVENESS > Q13ItemEFFECTIVENESS 
f. Q13PersEFFECTIVENESS = Q13ItemEFFECTIVENESS 
g. Q13PopularEFFECTIVENESS < Q13ItemEFFECTIVENESS 
h. Q13PopularEFFECTIVENESS > Q13ItemEFFECTIVENESS 
i. Q13PopularEFFECTIVENESS = Q13ItemEFFECTIVENESS 
j. Q13SVDEFFECTIVENESS < Q13ItemEFFECTIVENESS 
k. Q13SVDEFFECTIVENESS > Q13ItemEFFECTIVENESS 
l. Q13SVDEFFECTIVENESS = Q13ItemEFFECTIVENESS 
m. Q13UserEFFECTIVENESS < Q13ItemEFFECTIVENESS 
n. Q13UserEFFECTIVENESS > Q13ItemEFFECTIVENESS 
o. Q13UserEFFECTIVENESS = Q13ItemEFFECTIVENESS 
p. Q13PersEFFECTIVENESS < Q13LuceneEFFECTIVENESS 
q. Q13PersEFFECTIVENESS > Q13LuceneEFFECTIVENESS 
r. Q13PersEFFECTIVENESS = Q13LuceneEFFECTIVENESS 
s. Q13PopularEFFECTIVENESS < Q13LuceneEFFECTIVENESS 
t. Q13PopularEFFECTIVENESS > Q13LuceneEFFECTIVENESS 
u. Q13PopularEFFECTIVENESS = Q13LuceneEFFECTIVENESS 
v. Q13SVDEFFECTIVENESS < Q13LuceneEFFECTIVENESS 
w. Q13SVDEFFECTIVENESS > Q13LuceneEFFECTIVENESS 
x. Q13SVDEFFECTIVENESS = Q13LuceneEFFECTIVENESS 
y. Q13UserEFFECTIVENESS < Q13LuceneEFFECTIVENESS 
z. Q13UserEFFECTIVENESS > Q13LuceneEFFECTIVENESS 
aa. Q13UserEFFECTIVENESS = Q13LuceneEFFECTIVENESS 
ab. Q13PopularEFFECTIVENESS < Q13PersEFFECTIVENESS 
ac. Q13PopularEFFECTIVENESS > Q13PersEFFECTIVENESS 
ad. Q13PopularEFFECTIVENESS = Q13PersEFFECTIVENESS 
ae. Q13SVDEFFECTIVENESS < Q13PersEFFECTIVENESS 
af. Q13SVDEFFECTIVENESS > Q13PersEFFECTIVENESS 
ag. Q13SVDEFFECTIVENESS = Q13PersEFFECTIVENESS 
ah. Q13UserEFFECTIVENESS < Q13PersEFFECTIVENESS 
ai. Q13UserEFFECTIVENESS > Q13PersEFFECTIVENESS 
aj. Q13UserEFFECTIVENESS = Q13PersEFFECTIVENESS 
ak. Q13SVDEFFECTIVENESS < Q13PopularEFFECTIVENESS 
al. Q13SVDEFFECTIVENESS > Q13PopularEFFECTIVENESS 
am. Q13SVDEFFECTIVENESS = Q13PopularEFFECTIVENESS 
an. Q13UserEFFECTIVENESS < Q13PopularEFFECTIVENESS 
ao. Q13UserEFFECTIVENESS > Q13PopularEFFECTIVENESS 
ap. Q13UserEFFECTIVENESS = Q13PopularEFFECTIVENESS 
aq. Q13UserEFFECTIVENESS < Q13SVDEFFECTIVENESS 
ar. Q13UserEFFECTIVENESS > Q13SVDEFFECTIVENESS 





8.1.2  Q16 - How much do you think that the recommended movies are relevant?  
Ranks 
 N Mean Rank Sum of Ranks 
Q16LuceneQUALITY - 
Q16ItemQUALITY 
Negative Ranks 31a 19,79 613,50 
Positive Ranks 8b 20,81 166,50 
Ties 11c   
Total 50   
Q16PersmeanQUALITY - 
Q16ItemQUALITY 
Negative Ranks 41d 24,91 1021,50 
Positive Ranks 6e 17,75 106,50 
Ties 3f   
Total 50   
Q16PopularQUALITY - 
Q16ItemQUALITY 
Negative Ranks 23g 18,46 424,50 
Positive Ranks 16h 22,22 355,50 
Ties 11i   
Total 50   
Q16SVDQUALITY - 
Q16ItemQUALITY 
Negative Ranks 21j 16,31 342,50 
Positive Ranks 10k 15,35 153,50 
Ties 19l   
Total 50   
Q16UserQUALITY - 
Q16ItemQUALITY 
Negative Ranks 21m 15,05 316,00 
Positive Ranks 9n 16,56 149,00 
Ties 20o   
Total 50   
Q16PersmeanQUALITY - 
Q16LuceneQUALITY 
Negative Ranks 23p 18,09 416,00 
Positive Ranks 10q 14,50 145,00 
Ties 17r   
Total 50   
Q16PopularQUALITY - 
Q16LuceneQUALITY 
Negative Ranks 9s 17,39 156,50 
Positive Ranks 29t 20,16 584,50 
Ties 12u   
Total 50   
Q16SVDQUALITY - 
Q16LuceneQUALITY 
Negative Ranks 12v 18,38 220,50 
Positive Ranks 26w 20,02 520,50 
Ties 12x   
Total 50   
Q16UserQUALITY - 
Q16LuceneQUALITY 
Negative Ranks 11y 19,59 215,50 
Positive Ranks 26z 18,75 487,50 
Ties 13aa   
Total 50   
Q16PopularQUALITY - 
Q16PersmeanQUALITY 
Negative Ranks 5ab 12,40 62,00 
Positive Ranks 33ac 20,58 679,00 
Ties 12ad   
Total 50   
Q16SVDQUALITY - 
Q16PersmeanQUALITY 
Negative Ranks 7ae 18,93 132,50 
Positive Ranks 34af 21,43 728,50 
Ties 9ag   
Total 50   
Q16UserQUALITY - 
Q16PersmeanQUALITY 
Negative Ranks 4ah 15,75 63,00 
Positive Ranks 34ai 19,94 678,00 
Ties 12aj   
Total 50   
Q16SVDQUALITY - 
Q16PopularQUALITY 
Negative Ranks 24ak 19,75 474,00 
Positive Ranks 15al 20,40 306,00 
Ties 11am   
Total 50   
Q16UserQUALITY - 
Q16PopularQUALITY 
Negative Ranks 20an 21,00 420,00 
Positive Ranks 17ao 16,65 283,00 
Ties 13ap   
Total 50   
Q16UserQUALITY - 
Q16SVDQUALITY 
Negative Ranks 12aq 13,33 160,00 
Positive Ranks 14ar 13,64 191,00 
Ties 24as   
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Total 50   
a. Q16LuceneQUALITY < Q16ItemQUALITY 
b. Q16LuceneQUALITY > Q16ItemQUALITY 
c. Q16LuceneQUALITY = Q16ItemQUALITY 
d. Q16PersmeanQUALITY < Q16ItemQUALITY 
e. Q16PersmeanQUALITY > Q16ItemQUALITY 
f. Q16PersmeanQUALITY = Q16ItemQUALITY 
g. Q16PopularQUALITY < Q16ItemQUALITY 
h. Q16PopularQUALITY > Q16ItemQUALITY 
i. Q16PopularQUALITY = Q16ItemQUALITY 
j. Q16SVDQUALITY < Q16ItemQUALITY 
k. Q16SVDQUALITY > Q16ItemQUALITY 
l. Q16SVDQUALITY = Q16ItemQUALITY 
m. Q16UserQUALITY < Q16ItemQUALITY 
n. Q16UserQUALITY > Q16ItemQUALITY 
o. Q16UserQUALITY = Q16ItemQUALITY 
p. Q16PersmeanQUALITY < Q16LuceneQUALITY 
q. Q16PersmeanQUALITY > Q16LuceneQUALITY 
r. Q16PersmeanQUALITY = Q16LuceneQUALITY 
s. Q16PopularQUALITY < Q16LuceneQUALITY 
t. Q16PopularQUALITY > Q16LuceneQUALITY 
u. Q16PopularQUALITY = Q16LuceneQUALITY 
v. Q16SVDQUALITY < Q16LuceneQUALITY 
w. Q16SVDQUALITY > Q16LuceneQUALITY 
x. Q16SVDQUALITY = Q16LuceneQUALITY 
y. Q16UserQUALITY < Q16LuceneQUALITY 
z. Q16UserQUALITY > Q16LuceneQUALITY 
aa. Q16UserQUALITY = Q16LuceneQUALITY 
ab. Q16PopularQUALITY < Q16PersmeanQUALITY 
ac. Q16PopularQUALITY > Q16PersmeanQUALITY 
ad. Q16PopularQUALITY = Q16PersmeanQUALITY 
ae. Q16SVDQUALITY < Q16PersmeanQUALITY 
af. Q16SVDQUALITY > Q16PersmeanQUALITY 
ag. Q16SVDQUALITY = Q16PersmeanQUALITY 
ah. Q16UserQUALITY < Q16PersmeanQUALITY 
ai. Q16UserQUALITY > Q16PersmeanQUALITY 
aj. Q16UserQUALITY = Q16PersmeanQUALITY 
ak. Q16SVDQUALITY < Q16PopularQUALITY 
al. Q16SVDQUALITY > Q16PopularQUALITY 
am. Q16SVDQUALITY = Q16PopularQUALITY 
an. Q16UserQUALITY < Q16PopularQUALITY 
ao. Q16UserQUALITY > Q16PopularQUALITY 
ap. Q16UserQUALITY = Q16PopularQUALITY 
aq. Q16UserQUALITY < Q16SVDQUALITY 
ar. Q16UserQUALITY > Q16SVDQUALITY 






8.1.3 Q17 - Do you think that the recommended movies are not well-chosen?  
 
Ranks 
 N Mean Rank Sum of Ranks 
Q17LuceneQUALITY - 
Q17ItemQUALITY 
Negative Ranks 23a 17,98 413,50 
Positive Ranks 13b 19,42 252,50 
Ties 14c   
Total 50   
Q17PersmeanQUALITY - 
Q17ItemQUALITY 
Negative Ranks 29d 20,64 598,50 
Positive Ranks 9e 15,83 142,50 
Ties 12f   
Total 50   
Q17PopularQUALITY - 
Q17ItemQUALITY 
Negative Ranks 14g 12,14 170,00 
Positive Ranks 15h 17,67 265,00 
Ties 21i   
Total 50   
Q17SVDQUALITY - 
Q17ItemQUALITY 
Negative Ranks 16j 15,78 252,50 
Positive Ranks 15k 16,23 243,50 
Ties 19l   
Total 50   
Q17UserQUALITY - 
Q17ItemQUALITY 
Negative Ranks 14m 12,96 181,50 
Positive Ranks 13n 15,12 196,50 
Ties 23o   
Total 50   
Q17PersmeanQUALITY - 
Q17LuceneQUALITY 
Negative Ranks 20p 16,50 330,00 
Positive Ranks 8q 9,50 76,00 
Ties 22r   
Total 50   
Q17PopularQUALITY - 
Q17LuceneQUALITY 
Negative Ranks 10s 22,45 224,50 
Positive Ranks 26t 16,98 441,50 
Ties 14u   
Total 50   
Q17SVDQUALITY - 
Q17LuceneQUALITY 
Negative Ranks 13v 21,65 281,50 
Positive Ranks 24w 17,56 421,50 
Ties 13x   
Total 50   
Q17UserQUALITY - 
Q17LuceneQUALITY 
Negative Ranks 13y 17,31 225,00 
Positive Ranks 21z 17,62 370,00 
Ties 16aa   
Total 50   
Q17PopularQUALITY - 
Q17PersmeanQUALITY 
Negative Ranks 6ab 12,50 75,00 
Positive Ranks 26ac 17,42 453,00 
Ties 18ad   
Total 50   
Q17SVDQUALITY - 
Q17PersmeanQUALITY 
Negative Ranks 5ae 18,90 94,50 
Positive Ranks 29af 17,26 500,50 
Ties 16ag   
Total 50   
Q17UserQUALITY - 
Q17PersmeanQUALITY 
Negative Ranks 7ah 16,71 117,00 
Positive Ranks 29ai 18,93 549,00 
Ties 14aj   
Total 50   
Q17SVDQUALITY - 
Q17PopularQUALITY 
Negative Ranks 19ak 16,03 304,50 
Positive Ranks 13al 17,19 223,50 
Ties 18am   
Total 50   
Q17UserQUALITY - 
Q17PopularQUALITY 
Negative Ranks 18an 21,50 387,00 
Positive Ranks 18ao 15,50 279,00 
Ties 14ap   
Total 50   
Q17UserQUALITY - 
Q17SVDQUALITY 
Negative Ranks 13aq 14,88 193,50 
Positive Ranks 15ar 14,17 212,50 
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Ties 22as   
Total 50   
a. Q17LuceneQUALITY < Q17ItemQUALITY 
b. Q17LuceneQUALITY > Q17ItemQUALITY 
c. Q17LuceneQUALITY = Q17ItemQUALITY 
d. Q17PersmeanQUALITY < Q17ItemQUALITY 
e. Q17PersmeanQUALITY > Q17ItemQUALITY 
f. Q17PersmeanQUALITY = Q17ItemQUALITY 
g. Q17PopularQUALITY < Q17ItemQUALITY 
h. Q17PopularQUALITY > Q17ItemQUALITY 
i. Q17PopularQUALITY = Q17ItemQUALITY 
j. Q17SVDQUALITY < Q17ItemQUALITY 
k. Q17SVDQUALITY > Q17ItemQUALITY 
l. Q17SVDQUALITY = Q17ItemQUALITY 
m. Q17UserQUALITY < Q17ItemQUALITY 
n. Q17UserQUALITY > Q17ItemQUALITY 
o. Q17UserQUALITY = Q17ItemQUALITY 
p. Q17PersmeanQUALITY < Q17LuceneQUALITY 
q. Q17PersmeanQUALITY > Q17LuceneQUALITY 
r. Q17PersmeanQUALITY = Q17LuceneQUALITY 
s. Q17PopularQUALITY < Q17LuceneQUALITY 
t. Q17PopularQUALITY > Q17LuceneQUALITY 
u. Q17PopularQUALITY = Q17LuceneQUALITY 
v. Q17SVDQUALITY < Q17LuceneQUALITY 
w. Q17SVDQUALITY > Q17LuceneQUALITY 
x. Q17SVDQUALITY = Q17LuceneQUALITY 
y. Q17UserQUALITY < Q17LuceneQUALITY 
z. Q17UserQUALITY > Q17LuceneQUALITY 
aa. Q17UserQUALITY = Q17LuceneQUALITY 
ab. Q17PopularQUALITY < Q17PersmeanQUALITY 
ac. Q17PopularQUALITY > Q17PersmeanQUALITY 
ad. Q17PopularQUALITY = Q17PersmeanQUALITY 
ae. Q17SVDQUALITY < Q17PersmeanQUALITY 
af. Q17SVDQUALITY > Q17PersmeanQUALITY 
ag. Q17SVDQUALITY = Q17PersmeanQUALITY 
ah. Q17UserQUALITY < Q17PersmeanQUALITY 
ai. Q17UserQUALITY > Q17PersmeanQUALITY 
aj. Q17UserQUALITY = Q17PersmeanQUALITY 
ak. Q17SVDQUALITY < Q17PopularQUALITY 
al. Q17SVDQUALITY > Q17PopularQUALITY 
am. Q17SVDQUALITY = Q17PopularQUALITY 
an. Q17UserQUALITY < Q17PopularQUALITY 
ao. Q17UserQUALITY > Q17PopularQUALITY 
ap. Q17UserQUALITY = Q17PopularQUALITY 
aq. Q17UserQUALITY < Q17SVDQUALITY 
ar. Q17UserQUALITY > Q17SVDQUALITY 







8.2.1 Q13 - Do you think that the recommender is recommending interesting content 
you hadn’t previously consider?  
 
Ranks 
 N Mean Rank Sum of Ranks 
Q13LuceneEffectiveness 
- Q13ItemEffectiveness 
Negative Ranks 6a 3,50 21,00 
Positive Ranks 0b ,00 ,00 
Ties 4c   




Negative Ranks 8d 4,50 36,00 
Positive Ranks 0e ,00 ,00 
Ties 2f   
Total 10   
Q13PopularEffectivenes
s - Q13ItemEffectiveness 
Negative Ranks 4g 4,00 16,00 
Positive Ranks 2h 2,50 5,00 
Ties 4i   
Total 10   
Q13SVDEffectiveness - 
Q13ItemEffectiveness 
Negative Ranks 4j 3,13 12,50 
Positive Ranks 1k 2,50 2,50 
Ties 5l   
Total 10   
Q13UserEffectiveness - 
Q13ItemEffectiveness 
Negative Ranks 3m 2,67 8,00 
Positive Ranks 1n 2,00 2,00 
Ties 6o   




Negative Ranks 3p 3,00 9,00 
Positive Ranks 2q 3,00 6,00 
Ties 5r   




Negative Ranks 2s 1,50 3,00 
Positive Ranks 3t 4,00 12,00 
Ties 5u   
Total 10   
Q13SVDEffectiveness - 
Q13LuceneEffectiveness 
Negative Ranks 2v 5,00 10,00 
Positive Ranks 6w 4,33 26,00 
Ties 2x   
Total 10   
Q13UserEffectiveness - 
Q13LuceneEffectiveness 
Negative Ranks 1y 2,00 2,00 
Positive Ranks 4z 3,25 13,00 
Ties 5aa   





Negative Ranks 0ab ,00 ,00 
Positive Ranks 4ac 2,50 10,00 
Ties 6ad   




Negative Ranks 1ae 3,00 3,00 
Positive Ranks 5af 3,60 18,00 
Ties 4ag   




Negative Ranks 1ah 2,00 2,00 
Positive Ranks 5ai 3,80 19,00 
Ties 4aj   




Negative Ranks 3ak 3,67 11,00 
Positive Ranks 3al 3,33 10,00 
Ties 4am   
Total 10   






Positive Ranks 3ao 2,67 8,00 
Ties 5ap   
Total 10   
Q13UserEffectiveness - 
Q13SVDEffectiveness 
Negative Ranks 3aq 3,00 9,00 
Positive Ranks 3ar 4,00 12,00 
Ties 4as   
Total 10   
a. Q13LuceneEffectiveness < Q13ItemEffectiveness 
b. Q13LuceneEffectiveness > Q13ItemEffectiveness 
c. Q13LuceneEffectiveness = Q13ItemEffectiveness 
d. Q13PersmeanEffectiveness < Q13ItemEffectiveness 
e. Q13PersmeanEffectiveness > Q13ItemEffectiveness 
f. Q13PersmeanEffectiveness = Q13ItemEffectiveness 
g. Q13PopularEffectiveness < Q13ItemEffectiveness 
h. Q13PopularEffectiveness > Q13ItemEffectiveness 
i. Q13PopularEffectiveness = Q13ItemEffectiveness 
j. Q13SVDEffectiveness < Q13ItemEffectiveness 
k. Q13SVDEffectiveness > Q13ItemEffectiveness 
l. Q13SVDEffectiveness = Q13ItemEffectiveness 
m. Q13UserEffectiveness < Q13ItemEffectiveness 
n. Q13UserEffectiveness > Q13ItemEffectiveness 
o. Q13UserEffectiveness = Q13ItemEffectiveness 
p. Q13PersmeanEffectiveness < Q13LuceneEffectiveness 
q. Q13PersmeanEffectiveness > Q13LuceneEffectiveness 
r. Q13PersmeanEffectiveness = Q13LuceneEffectiveness 
s. Q13PopularEffectiveness < Q13LuceneEffectiveness 
t. Q13PopularEffectiveness > Q13LuceneEffectiveness 
u. Q13PopularEffectiveness = Q13LuceneEffectiveness 
v. Q13SVDEffectiveness < Q13LuceneEffectiveness 
w. Q13SVDEffectiveness > Q13LuceneEffectiveness 
x. Q13SVDEffectiveness = Q13LuceneEffectiveness 
y. Q13UserEffectiveness < Q13LuceneEffectiveness 
z. Q13UserEffectiveness > Q13LuceneEffectiveness 
aa. Q13UserEffectiveness = Q13LuceneEffectiveness 
ab. Q13PopularEffectiveness < Q13PersmeanEffectiveness 
ac. Q13PopularEffectiveness > Q13PersmeanEffectiveness 
ad. Q13PopularEffectiveness = Q13PersmeanEffectiveness 
ae. Q13SVDEffectiveness < Q13PersmeanEffectiveness 
af. Q13SVDEffectiveness > Q13PersmeanEffectiveness 
ag. Q13SVDEffectiveness = Q13PersmeanEffectiveness 
ah. Q13UserEffectiveness < Q13PersmeanEffectiveness 
ai. Q13UserEffectiveness > Q13PersmeanEffectiveness 
aj. Q13UserEffectiveness = Q13PersmeanEffectiveness 
ak. Q13SVDEffectiveness < Q13PopularEffectiveness 
al. Q13SVDEffectiveness > Q13PopularEffectiveness 
am. Q13SVDEffectiveness = Q13PopularEffectiveness 
an. Q13UserEffectiveness < Q13PopularEffectiveness 
ao. Q13UserEffectiveness > Q13PopularEffectiveness 
ap. Q13UserEffectiveness = Q13PopularEffectiveness 
aq. Q13UserEffectiveness < Q13SVDEffectiveness 
ar. Q13UserEffectiveness > Q13SVDEffectiveness 






8.2.2  Q16 - How much do you think that the recommended movies are relevant?  
 
Ranks 
 N Mean Rank Sum of Ranks 
Q16LuceneQuality - 
Q16ItemQuality 
Negative Ranks 10a 5,50 55,00 
Positive Ranks 0b ,00 ,00 
Ties 0c   
Total 10   
Q16PersmeanQuality - 
Q16ItemQuality 
Negative Ranks 10d 5,50 55,00 
Positive Ranks 0e ,00 ,00 
Ties 0f   
Total 10   
Q16PopularQuality - 
Q16ItemQuality 
Negative Ranks 6g 4,42 26,50 
Positive Ranks 2h 4,75 9,50 
Ties 2i   
Total 10   
Q16SVDQuality - 
Q16ItemQuality 
Negative Ranks 6j 3,50 21,00 
Positive Ranks 0k ,00 ,00 
Ties 4l   
Total 10   
Q16UserQuality - 
Q16ItemQuality 
Negative Ranks 6m 4,33 26,00 
Positive Ranks 1n 2,00 2,00 
Ties 3o   
Total 10   
Q16PersmeanQuality - 
Q16LuceneQuality 
Negative Ranks 4p 3,50 14,00 
Positive Ranks 2q 3,50 7,00 
Ties 4r   
Total 10   
Q16PopularQuality - 
Q16LuceneQuality 
Negative Ranks 1s 2,50 2,50 
Positive Ranks 6t 4,25 25,50 
Ties 3u   
Total 10   
Q16SVDQuality - 
Q16LuceneQuality 
Negative Ranks 2v 4,50 9,00 
Positive Ranks 8w 5,75 46,00 
Ties 0x   
Total 10   
Q16UserQuality - 
Q16LuceneQuality 
Negative Ranks 1y 3,00 3,00 
Positive Ranks 6z 4,17 25,00 
Ties 3aa   
Total 10   
Q16PopularQuality - 
Q16PersmeanQuality 
Negative Ranks 0ab ,00 ,00 
Positive Ranks 6ac 3,50 21,00 
Ties 4ad   
Total 10   
Q16SVDQuality - 
Q16PersmeanQuality 
Negative Ranks 0ae ,00 ,00 
Positive Ranks 7af 4,00 28,00 
Ties 3ag   
Total 10   
Q16UserQuality - 
Q16PersmeanQuality 
Negative Ranks 1ah 1,50 1,50 
Positive Ranks 6ai 4,42 26,50 
Ties 3aj   
Total 10   
Q16SVDQuality - 
Q16PopularQuality 
Negative Ranks 5ak 5,20 26,00 
Positive Ranks 4al 4,75 19,00 
Ties 1am   
Total 10   
Q16UserQuality - 
Q16PopularQuality 
Negative Ranks 6an 4,25 25,50 
Positive Ranks 3ao 6,50 19,50 
Ties 1ap   
Total 10   
Q16UserQuality - 
Q16SVDQuality 
Negative Ranks 4aq 3,38 13,50 
Positive Ranks 3ar 4,83 14,50 
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Ties 3as   
Total 10   
a. Q16LuceneQuality < Q16ItemQuality 
b. Q16LuceneQuality > Q16ItemQuality 
c. Q16LuceneQuality = Q16ItemQuality 
d. Q16PersmeanQuality < Q16ItemQuality 
e. Q16PersmeanQuality > Q16ItemQuality 
f. Q16PersmeanQuality = Q16ItemQuality 
g. Q16PopularQuality < Q16ItemQuality 
h. Q16PopularQuality > Q16ItemQuality 
i. Q16PopularQuality = Q16ItemQuality 
j. Q16SVDQuality < Q16ItemQuality 
k. Q16SVDQuality > Q16ItemQuality 
l. Q16SVDQuality = Q16ItemQuality 
m. Q16UserQuality < Q16ItemQuality 
n. Q16UserQuality > Q16ItemQuality 
o. Q16UserQuality = Q16ItemQuality 
p. Q16PersmeanQuality < Q16LuceneQuality 
q. Q16PersmeanQuality > Q16LuceneQuality 
r. Q16PersmeanQuality = Q16LuceneQuality 
s. Q16PopularQuality < Q16LuceneQuality 
t. Q16PopularQuality > Q16LuceneQuality 
u. Q16PopularQuality = Q16LuceneQuality 
v. Q16SVDQuality < Q16LuceneQuality 
w. Q16SVDQuality > Q16LuceneQuality 
x. Q16SVDQuality = Q16LuceneQuality 
y. Q16UserQuality < Q16LuceneQuality 
z. Q16UserQuality > Q16LuceneQuality 
aa. Q16UserQuality = Q16LuceneQuality 
ab. Q16PopularQuality < Q16PersmeanQuality 
ac. Q16PopularQuality > Q16PersmeanQuality 
ad. Q16PopularQuality = Q16PersmeanQuality 
ae. Q16SVDQuality < Q16PersmeanQuality 
af. Q16SVDQuality > Q16PersmeanQuality 
ag. Q16SVDQuality = Q16PersmeanQuality 
ah. Q16UserQuality < Q16PersmeanQuality 
ai. Q16UserQuality > Q16PersmeanQuality 
aj. Q16UserQuality = Q16PersmeanQuality 
ak. Q16SVDQuality < Q16PopularQuality 
al. Q16SVDQuality > Q16PopularQuality 
am. Q16SVDQuality = Q16PopularQuality 
an. Q16UserQuality < Q16PopularQuality 
ao. Q16UserQuality > Q16PopularQuality 
ap. Q16UserQuality = Q16PopularQuality 
aq. Q16UserQuality < Q16SVDQuality 
ar. Q16UserQuality > Q16SVDQuality 






8.2.3 Q17 - Do you think that the recommended movies are not well-chosen?  
Ranks 
 N Mean Rank Sum of Ranks 
Q17LuceneQuality - 
Q17ItemQuality 
Negative Ranks 8a 5,25 42,00 
Positive Ranks 1b 3,00 3,00 
Ties 1c   
Total 10   
Q17PersmeanQuality - 
Q17ItemQuality 
Negative Ranks 9d 5,00 45,00 
Positive Ranks 0e ,00 ,00 
Ties 1f   
Total 10   
Q17PopularQuality - 
Q17ItemQuality 
Negative Ranks 5g 3,60 18,00 
Positive Ranks 1h 3,00 3,00 
Ties 4i   
Total 10   
Q17SVDQuality - 
Q17ItemQuality 
Negative Ranks 7j 4,00 28,00 
Positive Ranks 0k ,00 ,00 
Ties 3l   
Total 10   
Q17UserQuality - 
Q17ItemQuality 
Negative Ranks 6m 4,17 25,00 
Positive Ranks 1n 3,00 3,00 
Ties 3o   
Total 10   
Q17PersmeanQuality - 
Q17LuceneQuality 
Negative Ranks 3p 3,00 9,00 
Positive Ranks 2q 3,00 6,00 
Ties 5r   
Total 10   
Q17PopularQuality - 
Q17LuceneQuality 
Negative Ranks 2s 3,00 6,00 
Positive Ranks 5t 4,40 22,00 
Ties 3u   
Total 10   
Q17SVDQuality - 
Q17LuceneQuality 
Negative Ranks 2v 3,50 7,00 
Positive Ranks 5w 4,20 21,00 
Ties 3x   
Total 10   
Q17UserQuality - 
Q17LuceneQuality 
Negative Ranks 1y 4,50 4,50 
Positive Ranks 5z 3,30 16,50 
Ties 4aa   
Total 10   
Q17PopularQuality - 
Q17PersmeanQuality 
Negative Ranks 0ab ,00 ,00 
Positive Ranks 5ac 3,00 15,00 
Ties 5ad   
Total 10   
Q17SVDQuality - 
Q17PersmeanQuality 
Negative Ranks 1ae 4,00 4,00 
Positive Ranks 7af 4,57 32,00 
Ties 2ag   
Total 10   
Q17UserQuality - 
Q17PersmeanQuality 
Negative Ranks 1ah 2,50 2,50 
Positive Ranks 6ai 4,25 25,50 
Ties 3aj   
Total 10   
Q17SVDQuality - 
Q17PopularQuality 
Negative Ranks 4ak 4,00 16,00 
Positive Ranks 3al 4,00 12,00 
Ties 3am   
Total 10   
Q17UserQuality - 
Q17PopularQuality 
Negative Ranks 4an 3,50 14,00 
Positive Ranks 3ao 4,67 14,00 
Ties 3ap   
Total 10   
Q17UserQuality - 
Q17SVDQuality 
Negative Ranks 2aq 3,25 6,50 
Positive Ranks 3ar 2,83 8,50 
Ties 5as   
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Total 10   
a. Q17LuceneQuality < Q17ItemQuality 
b. Q17LuceneQuality > Q17ItemQuality 
c. Q17LuceneQuality = Q17ItemQuality 
d. Q17PersmeanQuality < Q17ItemQuality 
e. Q17PersmeanQuality > Q17ItemQuality 
f. Q17PersmeanQuality = Q17ItemQuality 
g. Q17PopularQuality < Q17ItemQuality 
h. Q17PopularQuality > Q17ItemQuality 
i. Q17PopularQuality = Q17ItemQuality 
j. Q17SVDQuality < Q17ItemQuality 
k. Q17SVDQuality > Q17ItemQuality 
l. Q17SVDQuality = Q17ItemQuality 
m. Q17UserQuality < Q17ItemQuality 
n. Q17UserQuality > Q17ItemQuality 
o. Q17UserQuality = Q17ItemQuality 
p. Q17PersmeanQuality < Q17LuceneQuality 
q. Q17PersmeanQuality > Q17LuceneQuality 
r. Q17PersmeanQuality = Q17LuceneQuality 
s. Q17PopularQuality < Q17LuceneQuality 
t. Q17PopularQuality > Q17LuceneQuality 
u. Q17PopularQuality = Q17LuceneQuality 
v. Q17SVDQuality < Q17LuceneQuality 
w. Q17SVDQuality > Q17LuceneQuality 
x. Q17SVDQuality = Q17LuceneQuality 
y. Q17UserQuality < Q17LuceneQuality 
z. Q17UserQuality > Q17LuceneQuality 
aa. Q17UserQuality = Q17LuceneQuality 
ab. Q17PopularQuality < Q17PersmeanQuality 
ac. Q17PopularQuality > Q17PersmeanQuality 
ad. Q17PopularQuality = Q17PersmeanQuality 
ae. Q17SVDQuality < Q17PersmeanQuality 
af. Q17SVDQuality > Q17PersmeanQuality 
ag. Q17SVDQuality = Q17PersmeanQuality 
ah. Q17UserQuality < Q17PersmeanQuality 
ai. Q17UserQuality > Q17PersmeanQuality 
aj. Q17UserQuality = Q17PersmeanQuality 
ak. Q17SVDQuality < Q17PopularQuality 
al. Q17SVDQuality > Q17PopularQuality 
am. Q17SVDQuality = Q17PopularQuality 
an. Q17UserQuality < Q17PopularQuality 
ao. Q17UserQuality > Q17PopularQuality 
ap. Q17UserQuality = Q17PopularQuality 
aq. Q17UserQuality < Q17SVDQuality 
ar. Q17UserQuality > Q17SVDQuality 
as. Q17UserQuality = Q17SVDQuality 
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