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The control paradigm of physical processes being supervised by digital programs has
lead to the development of a theory of hybrid systems combining finite state automata
with differential equations. One of the most important problems in the verification of
hybrid systems is the reachability problem. Even though the computation of reachable
spaces for finite state machines is well developed, computing the reachable space of a
differential equation is difficult. In this paper, we present the first known families of
linear differential equations with a decidable reachability problem. This is achieved by
posing the reachability computation as a quantifier elimination problem in the decidable
theory of the reals. We illustrate the applicability of our approach by performing com-
putations using the packages Redlog and Qepcad. Such symbolic computations can be
incorporated in computer-aided verification tools for purely discrete systems, resulting
in verification tools for hybrid systems with linear differential equations.
c© 2001 Academic Press
1. Introduction
In recent years there has been growing interest in the analysis and design of embedded
systems which merge physical processes with information systems. A typical example is
the control of physical systems, such as cars, aircraft, and robots, by digital programs. As
a consequence, modeling formalisms for embedded systems must contain both continuous
and discrete models.
Hybrid systems (Maler, 1997; Henzinger and Sastry, 1998; Vaandrager and van Schup-
pen, 1999) combine discrete event systems with differential equations in a manner that is
ideal for the modeling, analysis, and design of embedded systems. The safety criticality
of many applications requires the use of formal methods to guarantee that an unsafe
region of the state space is not reachable from a set of initial conditions. This makes the
reachability problem for hybrid systems very important.
Computing reachable sets for purely discrete systems has matured to the level of devel-
oping a variety of computer-aided verification tools that perform either model checking
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or automated theorem proving. On the other hand, computing reachable sets for purely
continuous systems is difficult. Due to the infinite cardinality of continuous state spaces,
the crucial issue for computing reachable spaces of differential equations is decidability. It
is therefore immediate that the computability of reachable sets for differential equations
is vital to the development of formal verification tools for hybrid systems. In particu-
lar, the decidability results of Alur and Dill (1994) and Henzinger et al. (1995b) have
led to the development of model checking tools for hybrid automata (Henzinger et al.,
1994; Alur et al., 1995), such as Kronos (Daws et al., 1996) and HyTech (Henzinger
et al., 1995a). Kronos can compute reachable sets for timed automata, that is, automata
extended with differential equations of the form ξ˙ = 1, whereas HyTech can handle dif-
ferential inclusions of the form Aξ˙ ≤ b. On the other hand, Step (Bjorner et al., 1996) is a
deductive verification tool for hybrid systems for the same class of differential inclusions.
However, many hybrid systems usually require much more complicated continuous
models than those that can be handled by the above mentioned tools. An important
class of differential equations is linear systems of the form ξ˙ = Aξ +Bu. Recently, in
Lafferriere et al. (1999a,b), we have shown that the reachability problem for classes of
hybrid systems with linear differential equations of the form ξ˙ = Aξ +Bu is decidable.
These results are based on two key concepts from model theory, namely o-minimality
(van den Dries, 1998) and quantifier elimination (Tarski, 1951; Collins, 1975; Arnon
et al., 1984; Collins and Hong, 1991; Weispfenning, 1993).
Whereas o-minimality enables us in Lafferriere et al. (2000) to determine classes of
hybrid systems with a decidable reachability problem, quantifier elimination is our en-
gine for computing reachable sets of linear differential equations. In this paper, we focus
on the computation of reachable sets for families of linear control systems of the form
ξ˙ = Aξ+Bu, where u belongs to a set U of possible inputs, and therefore generalize our
previous results. Our approach consists of characterizing the set of reachable states as a
predicate in the theory of the ordered field of real numbers. A quantifier-free characteri-
zation of the reachable sets can then be obtained by quantifier elimination tools such as
Redlog (Dolzman and Sturm, 1997) and Qepcad (Collins and Hong, 1991). Clearly,
such symbolic computations can be embedded in existing verification tools resulting in
meaningful tools for hybrid systems with linear differential equations. Furthermore, these
results are significant in their own right given the wide applicability of linear systems in
control theory.
The use of quantifier elimination in control theory goes as far back as Anderson et al.
(1975), where it was used to obtain an algorithmic solution to the problem of stabilization
by static output feedback. More recently, a number of researchers have used quantifier
elimination in testing stability of linear systems (Hong et al., 1997), robust feedback
control (Dorato et al., 1997), trajectory tracking of non-linear control systems (Jirstrand,
1997), and analysis of discrete-time polynomial systems (Nesˇic´, 1998; Anai and Kaneko,
1999). However, the problem of computing the exact reachable set of linear vector fields
had not been addressed.
Methods for exact computation of reachable sets should be contrasted with those based
on computing approximations. These methods over- or under-approximate reachable sets
using a variety of set representations such as polyhedra, level sets, or ellipsoids. Ap-
proximate reachability computations rely on numerical methods for Hamilton–Jacobi
equations (Mitchell and Tomlin, 2000), ellipsoidal calculus (Kurzhanski and Varaiya,
2000), flow-pipe approximations (Chutinam and Krogh, 1999), and polygonal compu-
tations (Dang and Maler, 1998). As a result, approximate methods are, in principle,
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applicable to larger classes of continuous systems, such as general linear and non-linear
systems, while sacrificing precision. Future research in this area will clearly integrate
symbolic and numeric methods.
The outline of this paper is as follows: in Section 2 we review the relevant notions
from mathematical logic and model theory that will be used throughout the paper. In
Section 3 we use these notions to determine three distinct classes of families of linear
control systems whose reachable set can be computed using quantifier elimination. Each
class is accompanied by examples that illustrate such reachability computations. Finally,
Section 4 contains conclusions and issues for further research.
2. Preliminaries
In this section we give a brief review of mathematical logic and model theory. The
interested reader is referred to van Dalen (1994) and Chang and Keisler (1990) for a
detailed exposition to the subject .
2.1. languages and formulae
A language is a set of symbols separated in three groups: relations, functions and con-
stants. The sets P = {<,+,−, 0, 1},R = {<,+,−, ·, 0, 1}, andRexp = {<,+,−, ·, ex, 0, 1}
are examples of languages where < (less than) is the relation, + (plus), − (minus), ·
(product) and ex (exponentiation) are the functions, and 0 (zero) and 1 (one) are the
constants.
Let V = {x, y, z, x0, x1, . . .} be a countable set of variables. The set of terms of a lan-
guage is inductively defined as follows. A term θ is a variable, a constant, or F (θ1, . . . , θm),
where F is a m-ary function and θi, i = 1, . . . ,m are terms. For instance, x − 2y + 3
and x + yz2 − 1 are terms of P and R, respectively. In other words, terms of P are
linear expressions and terms of R are polynomials with integer coefficients. Notice that
integers are the only numbers allowed in expressions (for example the integer 2 is an
abbreviation for 1 + 1). Rational coefficients can also be allowed since terms involving
rational coefficients can be rescaled to terms involving only integer coefficients.
The atomic formulae of a language are of the form θ1 = θ2, or R(θ1, . . . , θn), where θi,
i = 1, . . . , n are terms and R is an n-ary relation. For example, xy > 0 and x2 +1 = 0 are
atomic formulae of R. The set of (first-order) formulae is recursively defined as follows:
Every atomic formula φ is a (first-order) formula, and if φ1 and φ2 are formulae and x is
a variable, then φ1 ∧ φ2, ¬φ1, ∀x : φ1 or ∃x : φ1 are formulae. Symbols ∀ (for all) and ∃
(there exists) are the quantifiers. Examples of R-formulae are:
∀x ∀y : xy > 0 (2.1)
∃x : x2 − 2 = 0 (2.2)
∃w : xw2 + yw + z = 0 ∧ x 6= 0. (2.3)
The occurrence of a variable in a formula is free if it is not inside the scope of a
quantifier; otherwise, it is bound. For example, x, y, and z are free and w is bound
in (2.3). We often write φ(x1, . . . , xn) to indicate that x1, . . . , xn are the free variables
of the formula φ. A sentence of R is a formula with no free variables. Formulae (2.1)
and (2.2) are sentences.
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2.2. models and theories
A model of a language consists of a non-empty set S and an interpretation of the re-
lations, functions and constants. For example, (R, <,+,−, ·, 0, 1) and (Q, <,+,−, ·, 0, 1),
are models of R with the usual meaning of the symbols. For example, the symbol +
stands for function of addition.
Every sentence of a language will be either true or false in a given model. For instance,
formula (2.2) is true in the model (R, <,+,−, ·, 0, 1) but false in (Q, <,+,−, ·, 0, 1). For-
mulae that are not sentences may hold for some assignments of values to the free variables
but not for others. For instance, formula (2.3) holds in (R, <,+,−, ·, 0, 1) for the assign-
ment (1, 1, 0) of (x, y, z) but not for (1, 0, 1).
We say that a set Y ⊆ Sn is definable in a language if there exists a formula φ(x1, . . . , xn)
such that:
Y = {(a1, . . . , an) ∈ Sn | φ(a1, . . . , an)}.
For example, over (R, <,+,−, ·, 0, 1), the formula x2 − 2 = 0 defines the set {√2,−√2}.
Two formulae φ(x1, . . . , xn) and ψ(x1, . . . , xn) are equivalent in a model, denoted by
φ ≡ ψ, if for every assignment (a1, . . . , an) of (x1, . . . , xn), φ(a1, . . . , an) is true if and
only if ψ(a1, . . . , an) is true. Equivalent formulae define the same set.
A theory is a subset of sentences. Any model of a language defines a theory: the set of
all sentences which are true in the model. For the sake of simplicity, we denote by R(R)
the theory obtained by interpreting the language R over the model (R, <,+,−, ·, 0, 1).
In other words, R(R) is the set of all true assertions about the set of real numbers when
viewed as an ordered field.
2.3. decidability and quantifier elimination
Given a theory, it is important to determine whether a sentence of the language belongs
to the theory. Tarski (1951) showed that R(R) is decidable, and therefore there is a
computational procedure that, given any R-sentence φ, decides whether φ belongs to
R(R).
The decision procedure is based on the elimination of the quantifiers. Over the re-
als, every formula φ(x1, . . . , xn) of R is equivalent to a formula ψ(x1, . . . , xn) without
quantifiers. Moreover, there is an algorithm that transforms φ into ψ by eliminating the
quantifiers. For example, formula (2.3) is equivalent to:
4xz − y2 ≤ 0 ∧ x 6= 0. (2.4)
Notice that the assignment (1, 1, 0) of (x, y, z) satisfies (2.4) whereas (1, 0, 1) does not.
Quantifier elimination implies that every R-definable set Y ⊆ Rn is definable without
quantifiers. Moreover, the decidability of R(R) implies that the algorithm for eliminating
the quantifiers also provides a computational procedure that terminates in a finite number
of steps for checking whether a definable set Y is empty: Y = {(y1, . . . , yn) ∈ Rn |
φ(y1, . . . , yn)} = ∅ if and only if the sentence ∃y1 . . .∃yn : φ(y1, . . . , yn) is equivalent
to the quantifier-free formula false. Tarski’s original algorithm has been dramatically
improved over the years, which has allowed the development of computational tools that
perform quantifier elimination, namely Qepcad (Arnon et al., 1984; Collins and Hong,
1991) and Redlog (Weispfenning, 1993).
Tarski asked if the decidability result for R(R) could be extended to the theory of
reals with exponentiation [i.e. the set of sentences that hold in (R, <,+,−, ·, ex, 0, 1)].
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This theory is known to be decidable provided Schanuel’s conjecture holds (Macintyre
and Wilkie, 1996). Also, van den Dries (1984) proved that there are formulae of this
theory that are not equivalent to a quantifier-free formula.
Nevertheless, in Section 3 we identify extensions of the language R involving the ex-
ponential function, and even the functions sin(·) and cos(·), where quantifiers can be
eliminated, and the resulting quantifier-free formula is in R, thus yielding a decision
procedure. The search for such classes is motivated by our main goal, namely to apply
symbolic (computer-algebra based) techniques for analyzing hybrid systems with linear
vector fields.
3. Reachability Computations for Linear Vector Fields
A large class of continuous processes is modeled by linear control systems which are
differential equations of the following form
ξ˙ = Aξ +Bu (3.1)
where ξ(t) ∈ Rn is the state of the system at time t, A ∈ Rn×n, B ∈ Rn×m are the
system matrices, and u : R −→ Rm is a piecewise continuous function which is called the
control input. Given an initial state x = ξ(0) at time zero, and a control input u, the
solution of the above differential equation for any time t ≥ 0 is
ξ(t) = Φ(x, u, t) = eAtx+
∫ t
0
eA(t−τ)Bu(τ) dτ (3.2)
where the matrix exponential eAt is defined by the series,
eAt =
∞∑
k=0
tk
k!
Ak. (3.3)
For all subsequent analysis, it suffices to consider linear control systems of the form
ξ˙ = Aξ + u (3.4)
with u : R −→ Rn, since given a system of the form (3.1) we can simply perform the
substitution u′ = Bu, which will result in a system of the form (3.4). Furthermore, we
will assume that the control input u belongs to a set U of input functions, where
U =
{
u = [u1, . . . , un]T |
n∧
j=1
uj(t) =
r∑
l=1
bjlpl(t) ∧
r∧
l=1
Γ(bjl)
}
(3.5)
where Γ(bjl) is an R-formula, and pl(t) are some basis functions (to be determined later).
Therefore, U consists of linear combinations of these basis functions, where the coefficients
of the linear combination satisfy some semi-algebraic constraint.
A family of linear vector fields is defined as a tuple F = (A,U). Given a family F
we say that a state y is reachable from a state x if there exists a control input u ∈ U
and a t ≥ 0 such that y = Φ(x, u, t). Our goal in this paper is to solve the following
reachability problem.
Problem 3.1. (Reachability Computation) Given a family F = (A,U) of linear
vector fields, compute all states that are reachable from anR-definable set of initial states.
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Given a family F and sets Y, Z ⊆ Rn, we denote by PreF (Y | Z) the set of all x ∈ Rn
that can reach some y ∈ Y by some trajectory of F without ever leaving the set Z. More
precisely,
PreF (Y | Z) = {x ∈ Rn | ∃y ∃u ∃t : y ∈ Y ∧ u ∈ U ∧ t ≥ 0
∧Φ(x, u, t) = y ∧ ∀s : 0 ≤ s ≤ t⇒ Φ(x, u, s) ∈ Z}. (3.6)
The set PreF (Y | Z) is the backward reachability set of Y given by F , subject to Z.
Dually, we define the forward reachability set of Y given by F , subject to Z, denoted
PostF (Y | Z), as follows,
PostF (Y | Z) = {x ∈ Rn | ∃y ∃u ∃t : y ∈ Y ∧ u ∈ U ∧ t ≥ 0
∧Φ(y, u, t) = x ∧ ∀s : 0 ≤ s ≤ t⇒ Φ(y, u, s) ∈ Z}. (3.7)
Problem 3.1 will be solved for several families of linear control vector fields for which
PreF (Y | Z) and PostF (Y | Z) are definable in R. Quantifier elimination can then be
used in order to obtain quantifier free formulae for PreF (Y | Z) and PostF (Y | Z).
In order to simplify the notation of the following presentation, we assume that the
set Z is equal to Rn. From the subsequent discussion, it will be clear how to include
the more general cases in a straightforward manner. Furthermore, we omit the subscript
F whenever the family of vector fields is clear from the context, and we also use the
following notation:
Ψ(u, t) =
∫ t
0
eA(t−τ)u(τ) dτ. (3.8)
Under these assumptions, and without loss of generality, in the remainder of this section
we will consider the simpler formulae
Pre(Y ) = {x ∈ Rn | ∃y ∃u ∃t : y ∈ Y ∧ u ∈ U ∧ t ≥ 0 ∧ Φ(x, u, t) = y} (3.9)
Post(Y ) = {x ∈ Rn | ∃y ∃u ∃t : y ∈ Y ∧ u ∈ U ∧ t ≥ 0 ∧ Φ(y, u, t) = x}. (3.10)
Depending on the eigenstructure of the matrix A we identify three different families of
linear vector fields for which formulae (3.9) and (3.10) are either definable by or equivalent
to formulae in the decidable theory of the reals. For ease of presentation, we will develop
the analysis and the proofs for Pre(Y ). Nevertheless, all the results also apply to Post(Y ).
3.1. nilpotent matrices
Let A ∈ Qn×n be a nilpotent matrix, that is An = 0. Then the series for the matrix
exponential is simply
eAt =
n−1∑
k=0
tk
k!
Ak.
Therefore, in this case, the expression eAtx is clearly a vector of polynomials in Q[x, t],
where each component can be written as follows:
(eAtx)i =
n∑
j=1
(eAt)ijxj =
n∑
j=1
(
n−1∑
k=0
tk
k!
Ak
)
ij
xj =
n−1∑
k=0
n∑
j=1
(Ak)ijxj
tk
k!
=
n−1∑
k=0
γik(x)tk
where γik(x) is an R-term.
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The class of control inputs allowed depends on the eigenstructure. For a nilpotent
matrix A, let U be defined as in equation (3.5) where the basis functions are of the
form pl(t) = tl. Therefore U consists of polynomials in t, whose coefficients satisfy semi-
algebraic constraints. Let u = [u1, . . . , un]T be a particular input in U , that is, for all
1 ≤ j ≤ n:
uj(t) =
r∑
l=0
bjlt
l (3.11)
where the vector of coefficients b = (b10, . . . , bnr) satisfies Γ(b).
For a particular u ∈ U , it follows from equation (3.8) that after integration, Ψ(u, t) is
a vector of polynomials in Q[b, t]. More precisely, the ith component of Ψ(u, t) is
Ψ(u, t)i =
∫ t
0
(eA(t−τ)u(τ))i dτ =
∫ t
0
(
n−1∑
k=0
(t− τ)k
k!
Aku(τ)
)
i
dτ
=
n−1∑
k=0
∫ t
0
(t− τ)k
k!
(Aku(τ))i dτ =
n−1∑
k=0
∫ t
0
(t− τ)k
k!
n∑
j=1
(Ak)ijuj(τ) dτ
=
n−1∑
k=0
∫ t
0
(t− τ)k
k!
n∑
j=1
r∑
l=0
(Ak)ijbjlτ l dτ
=
n−1∑
k=0
∫ t
0
pik(b, t, τ) dτ, with pik ∈ Q[b, t, τ ]
=
s∑
k=0
ψik(b)tk
for some s ∈ N and R-terms ψik(b), for all 0 ≤ k ≤ s. Hence, Φ(x, u, t) can be written
component-wise as follows, for all 1 ≤ i ≤ n:
Φ(x, u, t)i =
n−1∑
k=0
γik(x)tk +
s∑
k=0
ψik(b)tk =
q∑
k=0
φik(b, x)tk
where q = max(n − 1, s) and for all 1 ≤ k ≤ q, φik(b, x) is an R-term. This proves the
following lemma:
Lemma 3.2. If F is a family of vector fields such that
(1) A ∈ Qn×n is a nilpotent matrix, and
(2) U is defined by equation (3.5) with pl(t) = tl,
then Φ(x, u, t) is a vector of polynomials in Q[x, b, t], and thus definable in R.
Let Y be an R-definable set, that is, there exists an R-formula ΦY such that Y =
{y ∈ Rn | ΦY (y)}. Then Lemma (3.2) implies that expression (3.9) for Pre(Y ) can be
re-written as follows:
Pre(Y ) =
{
x ∈ Rn | ∃y ∃b ∃t : ΦY (y) ∧ Γ(b) ∧ t ≥ 0 ∧
n∧
i=1
yi =
q∑
k=0
φik(b, x)tk
}
. (3.12)
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This proves the following proposition:
Proposition 3.3. Let Y ⊆ Rn be an R-definable set and F = (A,U) be a family of
vector fields such that
(1) A ∈ Qn×n is a nilpotent matrix, and
(2) U is defined by equation (3.5) with pl(t) = tl.
Then, Pre(Y ) and Post(Y ) are definable in R. Moreover, they are computable.
Example 3.1. Consider the control linear vector field given by the nilpotent matrix
A ∈ Q3×3 and U = {u} defined as follows:
A =
 0 −1 00 0 −1
0 0 0
 , u(t) =
u1(t)u2(t)
u3(t)
 =
 8t− t22− 3t
−1
 ,
and consider the set of initial states:
X = {(x1, x2, x3) ∈ R3 | 3 ≤ x2 ≤ 5 ∧ x3 = 5}.
It can easily be checked that:
Post(X) =
{
(y1, y2, y3) ∈ R3 | ∃x1 ∃x2 ∃x3 ∃t : t ≥ 0 ∧ 3 ≤ x2 ≤ 5 ∧ x3 = 5 ∧
y1 = x1 − x2 t+ (x3 + 6) t
2
2
∧ y2 = x2 + (2− x3) t− t2 ∧ y3 = x3 − t
}
.
Using Redlog to perform quantifier elimination we get that:
Post(X) = {(y1, y2, y3) ∈ R3 | −37 ≤ y2 + y23 − 13y3 ≤ −35 ∧ y3 ≤ 5}.
The computation time for this example (as well as for all other examples in this paper) is
negligible. The two-dimensional projection on the variables y2 and y3 of the set Post(X)
is depicted in Figure 1 for 2 ≤ y3 ≤ 5.
Example 3.2. Let A ∈ Q3×3 be as in Example 3.1 and U be such that u ∈ U iff:
u(t) =
u1(t)u2(t)
u3(t)
 =
 bt− t2a− 3t
−1
 , with a2 + b2 = 1.
The set of points in R3 that can reach the final set Y = {(0, 0, 0)} following the flows
defined by the linear control vector field (A,U) is:
Pre(Y ) =
{
(x1, x2, x3) ∈ R3 | ∃a ∃b ∃t : t ≥ 0 ∧ a2 + b2 = 1∧
0 = x1 − x2t+ (x3 + b− a) t
2
2
∧ 0 = x2 + (a− x3)t− t2 ∧ 0 = x3 − t
}
.
Using Redlog to eliminate the quantifiers we obtain:
Pre(Y ) = {(x1, x2, x3) ∈ R3 | x1 = x2 = x3 = 0∨
x3 > 0 ∧ 4x21 − 4x1x2x3 − 4x1x33 + 2x22x23 − 2x2x43 + 5x63 − x43 = 0}
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5
2 2.5 3 3.5 4 4.5 5
0
–5y2
y3
– y3
2 + 13y3 – 37
– y3
2 + 13y3 – 35
–10
–15
Figure 1. Reachability computation for Example 3.1.
0
– 0.01
– 0.02
– 0.03x2
x1
– 0.04
– 0.05
– 0.06
– 0.1 – 0.05 0 0.05 0.1 0.15
Figure 2. Reachability computation for Example 3.2.
with the following instantiation of parameters for x3 > 0:
a =
−x2 + 2x23
x3
b =
−2x1 + x2x3 + x33
x23
.
For instance, for a = b =
√
2
2 we obtain:
x1 = −
√
2
2
x23 +
3
2
x33 x2 = −
√
2
2
x3 + 2x23.
The set Pre(Y ) is depicted in Figure 2 for these values with 0 ≤ x3 ≤ 12 .
Example 3.3. A mobile vehicle is located at an initial position (x0, y0) with initial
velocity (vx0 , vy0) = (0, 0) and initial acceleration (ax0 , ay0) = (0, 0) and it is desired
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that it reaches the target position (xF , yF ) with velocity (vxF , vyF ) = (0, 0) and final
acceleration (axF , ayF ) ∈ [amin, amax]2 in a given time T . The motion of the vehicle is
modeled as follows: 
x˙
y˙
v˙x
v˙y
 =

0 0 1 0
0 0 0 1
0 0 0 0
0 0 0 0


x
y
vx
vy
+

0
0
ax(t)
ay(t)

where ax(t), ay(t) ∈ U are such that:
ax(t) = a2t2 + a1t+ a0
bx(t) = b2t2 + b1t+ b0.
Let the initial position be p0 = (x0, y0, vx0 , vy0) = (1, 1, 0, 0) and the final position be
pF = (xF , yF , vxF , vyF ) = (
3
4 ,
15
4 , 0, 0). We ask whether it is possible to drive the vehicle
from p0 to pF in time T = 50 starting with an initial acceleration ax(0) = a0 = ay(0) =
b0 = 0 and ending with a final acceleration ax(50) = ay(50) ∈ [− 110 , 110 ], while following a
continuous trajectory where the x-velocity is positive and the y-velocity is negative (i.e.
x(t) is monotone increasing and y(t) is monotone decreasing in the interval [0, 50]). It is
straightforward to formalize this problem in our framework and we omit it here. We use
the quantifier elimination algorithm implemented in Redlog. The result obtained is the
following expression on the parameters a2, a1, b2, and b1:
3a1 + 100a2 ≥ 0 ∧ 3b1 + 100b2 ≤ 0
∧ (b1b2 ≥ 0 ∨ b2 = 0 ∨ 3b1b2 + 100b22 ≤ 0 ∧ 3b1 + 100b2 < 0 ∨ a1b22 − a2b1b2 ≥ 0
∧ b2 ≥ 0 ∧ (a1b2 − a2b1 6= 0 ∨ a2 ≤ 0))
∧ (a1a2 ≥ 0 ∨ a2 = 0 ∨ 3a1a2 + 100a22 ≤ 0 ∧ 3a1 + 100a2 > 0 ∨ a1a2b2 − a22b1 ≥ 0
∧ a2 ≤ 0 ∧ (a1b2 − a2b1 6= 0 ∨ b2 ≥ 0)).
We existentially quantify the parameters and use the quantifier elimination algorithm
with the Redlog answer to obtain the following instances of the parameters that satisfy
the constraint:
a1 =
33
62500
a2 = − 996250000 b1 = −
3
62500
b2 =
9
6250000
.
The trajectory obtained is depicted in Figure 3.
3.2. diagonalizable matrices with rational eigenvalues
A matrix A is said to be diagonalizable if a diagonal matrix D and an invertible matrix
T exist such that A = TDT−1. The matrix D is formed with the eigenvalues of A along
the diagonal. The columns of T form a basis of eigenvectors of A. If all the eigenvalues of
A are rational numbers, then the matrices D, T and T−1 belong to Qn×n. In this case,
we have that
(eAt)ij = (eTDT
−1t)ij =
T
 eλ1t . . .
eλnt
T−1

ij
=
n∑
k=1
aijke
λkt (3.13)
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Figure 3. Computed trajectory for Example 3.3.
with aijk ∈ Q, and Λ = {λ1, . . . , λn} is the set of eigenvalues of A. Then, the vector eAtx
can be written component-wise as follows:
(eAtx)i =
n∑
j=1
(
n∑
k=1
aijke
λkt
)
xj =
n∑
k=1
 n∑
j=1
aijkxj
 eλkt = n∑
k=1
γik(x)eλkt
for all 1 ≤ i ≤ n, where for all 1 ≤ k ≤ n, γik(x) is an R-term.
The class of control inputs U allowed in this case is given by equation (3.5) where
the basis functions are now of the form pl(t) = eµlt with µl 6∈ Λ, µl ∈ Q. Therefore U
consists of linear combinations of exponentials whose coefficients satisfy semi-algebraic
constraints. Furthermore, a resonance condition is imposed, namely, that if µl ∈ Q is an
eigenvalue of A, then eµlt cannot belong to U . The need for such a condition will become
clear later. Consider now u ∈ U , which for all 1 ≤ j ≤ n is of the form
uj(t) =
r∑
h=1
bjhe
µjht (3.14)
where the vector of coefficients b = (b11, . . . , bnr) satisfies Γ(b), and for all 1 ≤ h ≤ r,
µjh 6∈ Λ, µjh ∈ Q.
From equation (3.13) we have that each entry of the matrix eAt is a linear combination
of the functions eλit with λi an eigenvalue of A. We now prove that the entries of the
matrix e−Aτu(τ) are linear combinations of the functions e(µjh−λi)t. It follows that Ψ(u, t)
is such that, for all 1 ≤ i ≤ n,
Ψ(u, t)i =
∫ t
0
(eA(t−τ)u(τ))i dτ =
∫ t
0
(eAte−Aτu(τ))i dτ
=
n∑
k=1
(eAt)ik
∫ t
0
(e−Aτu(τ))k dτ =
n∑
k=1
(eAt)ik
∫ t
0
n∑
j=1
(e−Aτ )kjuj(τ) dτ
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=
n−1∑
k=0
(eAt)ik
∫ t
0
n∑
j=1
(
n∑
l=1
akjle
−λlτ
r∑
h=1
bjhe
µjhτ
)
dτ
=
n∑
k=0
(eAt)ik
n∑
j=1
n∑
l=1
r∑
h=1
akjlbjh
∫ t
0
e(µjh−λl)τ dτ, with (µjh − λl) 6= 0
=
n∑
k=1
n∑
j=1
n∑
l=1
r∑
h=1
(eAt)ik
akjlbjh
µjh − λl (e
(µjh−λl)t − 1)
=
s∑
k=1
ψik(b)eνkt
for some s ∈ N, and for all 1 ≤ k ≤ s, νk ∈ Q, and ψik(b) is an R-term.
Thus, Φ(x, u, t) can be written component-wise as follows, for all 1 ≤ i ≤ n:
Φ(x, u, t)i =
n∑
k=1
γik(x)eλkt +
s∑
k=1
ψik(b)eνkt =
q∑
k=1
φik(b, x)eηkt = Φ̂(x, b, et)i
for some q ∈ N, where for all 1 ≤ k ≤ q, ηk ∈ Q, and φik(b, x) are R-terms. Now, for
each 1 ≤ k ≤ q, let dk denote the denominator of ηk and let d =
∏q
k=1 dk. We assume
that the ηk are in reduced form, with positive denominators. Then, d > 0 and for each
1 ≤ k ≤ q, we write ρk = ηkd. By using the change of variable z = e td we have that:
Φ˜(x, b, z)i = Φ̂(x, b, et)i[z/e
t
d ] =
q∑
k=1
φik(b, x)zρk , with z ≥ 1.
Now, let I+ = {k | ρk > 0}, I− = {k | ρk < 0}, and I0 = {k | ρk = 0}. Then,
Φ˜(x, b, z)i = Φ(x, b, z, w)i
=
∑
k∈I+
φik(b, x) zρk +
∑
k∈I−
φik(b, x) w−ρk +
∑
k∈I0
φik(b, x), with zw = 1.
This proves the following lemma:
Lemma 3.4. If F is a family of vector fields such that
(1) A ∈ Qn×n is diagonalizable with real, rational eigenvalues,
(2) U is defined by equation (3.5) with pl(t) = eµlt, µl 6∈ Λ, µl ∈ Q
then there exists a vector Φ of polynomials Φi ∈ Q[x, b, z, w] such that for all t ≥ 0 and
u ∈ U , Φ(x, u, t) ≡ Φ(x, b, z, w) with z ≥ 1 and zw = 1.
Notice that, if we do not impose the resonance conditions and some constant µjh
in (3.14) is allowed to be an eigenvalue of A, after integration, some term of Ψ is of the
form ψ(b)t. It follows that, in this case, Φ cannot be expressed as a polynomial Φ since
the change of variable to z will introduce logarithms.
Let Y = {y ∈ Rn | ΦY (y)}. Then Lemma (3.4) implies that Pre(Y ) is equivalent to:
Pre(Y ) =
{
x ∈ Rn | ∃y ∃b ∃z ∃w : ΦY (y) ∧ Γ(b)
∧z ≥ 1 ∧ zw = 1 ∧
n∧
i
yi = Φ(x, b, z, w)i
}
. (3.15)
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The previous discussion proves the following proposition.
Proposition 3.5. Let Y ⊆ Rn be an R-definable set and F = (A,U) be a family of
vector fields such that
(1) A ∈ Qn×n is diagonalizable with real, rational eigenvalues, and
(2) U is defined by equation (3.5) with pl(t) = eµlt, µl 6∈ Λ, µl ∈ Q.
Then, Pre(Y ) and Post(Y ) are definable in R. Moreover, they are computable.
Example 3.4. Consider the linear control vector field given by the diagonal matrix
A ∈ Q2×2 and U = {u} defined as follows:
A =
[
2 0
0 −1
]
, u(t) =
[
u1(t)
u2(t)
]
=
[
0
et
]
.
The corresponding flow is:
Φ(x1, x2, u, t) =
[
x1e
2t
(x2 − 12 )e−t + 12et
]
.
Let X and Y be defined as follows:
X = {(x1, x2) ∈ R2 | x2 ≥ 3} Y = {(y1, y2) ∈ R2 | y1 = 4 ∧ y2 = 3}.
Then, X ∩ Pre(Y ) is:
X ∩ Pre(Y ) = {(x1, x2) ∈ R2 | ∃y1 ∃y2 ∃t : t ≥ 0 ∧ x2 ≥ 3
∧y1 = 4 ∧ y2 = 3 ∧ x1e2t = y1 ∧ (2x2 − 1)e−t + et = 2y2}.
After substitution and simplification we obtain:
X ∩ Pre(Y ) = {(x1, x2) ∈ R2 | ∃y1 ∃z : z ≥ 1 ∧ x2 ≥ 3
∧y1 = 4 ∧ x1z2 = y1 ∧ (2x2 − 1) + z2 = 6z}.
Using Qepcad to eliminate the quantifiers we obtain:
X ∩ Pre(Y ) = {(x1, x2) ∈ R2 | x2 ≥ 3
∧4x21x22 − 4x21x2 + 16x1x2 + x21 − 152x1 + 16 = 0}.
The set X ∩ Pre(Y ) is depicted in Figure 4.
Example 3.5. Consider the linear control vector field given by the diagonal matrix
A ∈ Q2×2 of Example 3.4 and let U be such that for all u ∈ U :
u(t) =
[
u1(t)
u2(t)
]
=
[−ae 12 t
aet
]
, with a ≥ 0.
The corresponding flow is:
Φ(x1, x2, u, t) =
[
x1e
2t + 23a
(−e2t + e 12 t)
x2e
−t + 12a
(
et − e−t)
]
.
244 G. Lafferriere et al.
5
4.5
4
3.5
3
0 1 2 3 4 5
x
2
x1
Figure 4. Reachability computation for Example 3.4.
Let the initial set be X = {(0, 0)}. Then, Post(X) is:
Post(X) =
{
(y1, y2) ∈ R2 | ∃a ∃t : 0 ≤ a ≤ 1 ∧ t ≥ 0
∧y1 = 23a
(−e2t + e 12 t) ∧ y2 = 12a(et − e−t)
}
.
After substitution and simplification we obtain:
Post(X) =
{
(y1, y2) ∈ R2 | ∃a ∃z : 0 ≤ a ≤ 1 ∧ z ≥ 1
∧y1 = 23a(−z
4 + z) ∧ y2z2 = 12a(z
4 − 1)
}
.
We were not able to eliminate the quantifiers using Redlog or Qepcad alone. To over-
come the problem, we first use Redlog to eliminate a and we obtain:
Post(X) = {(y1, y2) ∈ R2 | ∃z : z ≥ 1 ∧ 3y1(z3 + z2 + z + 1) + 4y2(z5 + z4 + z3) = 0}.
Using Qepcad to eliminate z we obtain:
Post(X) = {(y1, y2) ∈ R2 | (y2 > 0∧y1 +y2 ≤ 0)∨(y2 < 0∧y1 +y2 ≥ 0)∨4y2 +3y1 = 0}.
3.3. purely imaginary eigenvalues
Let A be a diagonalizable matrix such that all its eigenvalues are purely imaginary,
with rational imaginary part. More precisely, Λ = {±iλ1, . . . ,±iλm} with n = 2m and
λk ∈ Q for all 1 ≤ k ≤ m. Then A is similar to a matrix in a special block-diagonal
form, the real Jordan form, that is, an invertible matrix T and a block diagonal matrix
D ∈ Qn×n exist, such that A = TDT−1, where:
D =
D1 . . .
Dm

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where the blocks D1, . . . , Dm are of the form:
Dk =
[
0 −λk
λk 0
]
.
We know that:
eDkt =
[
cos(λkt) − sin(λkt)
sin(λkt) cos(λkt)
]
.
Then, the matrix eAt is such that, for all 1 ≤ i, j ≤ n,
(eAt)ij =
T
 eD1t . . .
eDmt
T−1

ij
=
m∑
k=1
aijk cos(λkt) + cijk sin(λkt) (3.16)
with aijk, cijk, λk ∈ Q, for all 1 ≤ k ≤ m. Then, the vector eAtx can be written
component-wise as follows:
(eAtx)i =
n∑
j=1
(
m∑
k=1
aijk cos(λkt) + cijk sin(λkt)
)
xj
=
m∑
k=1
 n∑
j=1
aijkxj
 cos(λkt) + m∑
k=1
 n∑
j=1
cijkxj
 sin(λkt)
=
m∑
k=1
γaik(x) cos(λkt) + γ
c
ik(x) sin(λkt).
Given this eigenstructure of the matrix A, the class of control inputs U allowed in
this case is given by equation (3.5) where the basis functions are now of the form
pl(t) = sin(µlt) and pl(t) = cos(µlt) with iµl 6∈ Λ, µl ∈ Q. Therefore U consists of
linear combinations of sinusoids whose coefficients satisfy semi-algebraic constraints. Fur-
thermore, as in Section 3.2, and for similar reasons, a resonance condition is imposed,
namely, that if iµjh is an eigenvalue of A, then the corresponding sinusoids cannot be in
U . Consider now u ∈ U , which for all 1 ≤ j ≤ n is of the form
uj(t) =
r∑
h=1
αjh cos(µjht) + βjh sin(µjht) (3.17)
where the vector of coefficients b = (α11, . . . , βnr) satisfies Γ(b), and for all 1 ≤ h ≤ r,
iµjh 6∈ Λ, µjh ∈ Q.
Because of the form of the input u ∈ U , the entries of e−Aτu(τ) are linear combinations
of products of sines and cosines. More precisely, for all 1 ≤ k ≤ n:(
e−Aτu(τ)
)
k
=
n∑
j=1
(e−Aτ )kjuj(τ)
=
n∑
j=1
(
m∑
l=1
aijl cos(λlτ) + cijl sin(λlτ)
)(
r∑
h=1
αjh cos(µjhτ) + βjh sin(µjhτ)
)
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=
n∑
j=1
m∑
l=1
r∑
h=1
aijlαjh cos(λlτ) cos(µjhτ) + aijlβjh cos(λlτ) sin(µjhτ)
+cijlαjh sin(λlτ) cos(µjhτ) + cijlβjh sin(λlτ) sin(µjhτ).
Using standard product formulae these can be re-written as linear combinations of
sin((µjh ± λl)τ) and cos((µjh ± λl)τ):
(e−Aτu(τ))k =
n∑
j=1
m∑
l=1
r∑
h=1
dijl cos((µjh + λl)τ) + eijl cos((µjh − λl)τ)
+fijl sin((µjh + λl)τ) + gijl sin((µjh − λl)τ)
=
s∑
j=1
pkj cos(ηkjτ) + qkj sin(ηkjτ)
for some s ∈ N, and 0 6= ηkj ∈ Q and pkj , qkj ∈ Q[b], for all 1 ≤ j ≤ s and 1 ≤ k ≤ n.
Now, Ψ(u, t) can be written component-wise as follows, for all 1 ≤ i ≤ n:
Ψ(u, t)i
=
∫ t
0
(
eA(t−τ)u(τ)
)
i
dτ =
∫ t
0
(
eAte−Aτu(τ)
)
i
dτ =
n∑
k=1
(
eAt
)
ik
∫ t
0
(
e−Aτu(τ)
)
k
dτ
=
n∑
k=1
(
eAt
)
ik
∫ t
0
s∑
j=1
pkj cos(ηkjτ) + qkj sin(ηkjτ) dτ
=
n∑
k=1
(
eAt
)
ik
s∑
j=1
vkj cos(ηkjt) + wkj sin(ηkjt) + zkj , with vkj , wkj , zkj ∈ Q[b]
=
q∑
l=1
ψail(b) cos(νilt) + ψ
c
il(b) sin(νilt)
for some q ∈ N, where for all 1 ≤ l ≤ q, 0 6= νil ∈ Q, and ψail(b) and ψcil(b) are R-terms.
Thus, Φ(x, u, t) can be written component-wise as follows, for all 1 ≤ i ≤ n
Φ(x, u, t)i =
p∑
k=1
φaik(b, x) cos(ρikt) +
p∑
k=1
φcik(b, x) sin(ρikt) = Φ̂(x, b, t)i
for some p ∈ N, where for all 1 ≤ k ≤ p, 0 6= ρik ∈ Q, and φaik(b, x) and φcik(b, x)
are R-terms. Now, for each 1 ≤ k ≤ p let dik denote the denominator of ρik and let
d =
∏n
i=1
∏p
k=1 dik. We assume that the ρik are in reduced form, with positive denom-
inators. Then d > 0 and for each 1 ≤ k ≤ p we write δik = ρikd. Then by using the
change of variable t = ds we have:
Φ˜(x, b, s)i = Φ̂(x, b, t)i[ds/t] =
p∑
k=1
φaik(b, x) cos(δiks) +
p∑
k=1
φcik(b, x) sin(δiks).
The following lemma can easily be proved using simple trigonometric identities.
Lemma 3.6. For each m ≥ 1 there exist homogeneous polynomials fm(x, y) and gm(x, y)
of degree m such that cos(ms) = fm(cos s, sin s) and sin(ms) = gm(cos s, sin s).
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Using Lemma 3.6 we have that, for all 1 ≤ i ≤ n,
Φ˜(x, b, s)i =
p∑
k=1
φaik(b, x)f|δik|(cos s, sg(δik) sin s) + φ
c
ik(b, x)g|δik|(cos s, sg(δik) sin s).
Using the trigonometric equation cos2 s+sin2 s = 1 and the change of variables z = cos s
and w = sin s, we obtain:
Φ˜(x, b, s)i = Φ(x, b, z, w)i =
p∑
k=1
φaik(b, x)f|δik|(z, sg(δik)w) + φ
c
ik(b, x)g|δik|(z, sg(δik)w)
with z2 + w2 = 1. This proves the following lemma.
Lemma 3.7. If F is a family of vector fields such that
(1) A ∈ Qn×n is diagonalizable, and has purely imaginary eigenvalues of the form ir
with r ∈ Q, and
(2) U is defined by equation (3.5) with pl(t) = sin(µlt) or pl(t) = cos(µlt), iµl 6∈ Λ,
µl ∈ Q,
then there exists a vector Φ of polynomials Φi ∈ Q[x, b, z, w] such that for all t ≥ 0 and
u ∈ U , Φ(x, u, t) ≡ Φ(x, b, z, w) with z2 + w2 = 1.
Let Y = {y ∈ Rn | ΦY (y)}. Then Lemma (3.7) implies that Pre(Y ) is equivalent to:
Pre(Y ) =
{
x ∈ Rn | ∃y ∃b ∃z ∃w : ΦY (y) ∧ Γ(b)
∧z2 + w2 = 1 ∧
n∧
i
yi = Φ(x, b, z, w)i
}
. (3.18)
We have therefore proved the following proposition.
Proposition 3.8. Let Y ⊆ Rn be an R-definable set and F = (A,U) be a family of
vector fields such that
(1) A ∈ Qn×n is diagonalizable, and has purely imaginary eigenvalues of the form ir
with r ∈ Q, and
(2) U is defined by equation (3.5) with pl(t) = sin(µlt) or pl(t) = cos(µlt), iµl 6∈ Λ,
µl ∈ Q,
Then, Pre(Y ) and Post(Y ) are definable in R. Moreover, they are computable.
Example 3.6. Consider the control linear vector field given by the matrix A ∈ Q2×2
and U = {u} defined as follows:
A =
[
0 1
−4 0
]
, u(t) =
[
u1(t)
u2(t)
]
=
[
cos(t)
− sin(t)
]
.
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The eigenvalues of A are ±i2 which result from solving the equation det(A − λI) =
λ2 + 4 = 0 for the unknown λ. The matrices D, T and T−1 such that A = TDT−1 are:
D =
[
0 −2
2 0
]
, T =
[
1 0
0 −2
]
, T−1 =
[
1 0
0 − 12
]
.
Using the ODEMATSYS solver of Macsyma (MIT The Mathlab Group, 1983) we obtain:
Φ(x, u, t) =
[
x1(cos2(t)− sin2(t)) + 13 (3x2 + 5) cos(t) sin(t)− 23 sin(t)
1
3 (3x2 + 5)(cos
2(t)− sin2(t))− 4x1 cos(t) sin(t)− 53 cos(t)
]
.
After substituting w by sin(t) and z by cos(t) in the above expression we obtain:
Φ(x, z, w) =
[
x1(z2 − w2) + 13 (3x2 + 5)zw − 23w
1
3 (3x2 + 5)(z
2 − w2)− 4x1zw − 53z
]
.
Let X = {(1,− 53 )} be the initial set and Y = {(y1, y2) | y1 = 0 ∧ y2 > 0} the set to be
reached. We have that:
Y ∩ Post(X) =
{
(0, y2) ∈ R2 | ∃w ∃z : y2 > 0
∧w2 + z2 = 1 ∧ 0 = (z2 − w2)− 2
3
w ∧ y2 = −4zw − 53z
}
.
Attempting to compute a quantifier-free expression for Y ∩Post(X) using either Redlog
or Qepcad alone does not work. However, it is possible to do it by combining both tools
as follows. We first eliminate z with Redlog obtaining:
Y ∩ Post(X) = {(0, y2) ∈ R2 | ∃w : y2 > 0
∧ 432w4 + 648w3 + 315w2 + 50w − 27y22 = 0
∧ 144w4 + 120w3 − 119w2 − 120w + 9y22 − 25 = 0},
with the assumption that 12w+5 6= 0. We can verify with Redlog that Y ∩Post(X) = ∅
if 12w + 5 = 0. We then use Qepcad to eliminate w from the result. We obtain:
Y ∩ Post(X) = {(0, y2) ∈ R2 | y2 > 0 ∧ 2916y42 − 32688y22 + 22445 = 0}.
This set is shown to be non-empty by further eliminating y2 with Qepcad. Checking
non-emptiness can also be done by finding whether the polynomial p(y2) = 2916y42 −
32688y22 + 22445 has positive real roots. We have done this using the functionalities
provided by the computer-algebra package Reduce (Hearn, 1999) and obtained:
y2 =
√
−181√19 + 908
9
√
2
≈ 0.857211, y2 =
√
181
√
19 + 908
9
√
2
≈ 3.23653.
The graph of p(y2) in the interval [0, 4] is depicted in Figure 5.†
Example 3.7. Consider the control linear vector field given by the matrix A ∈ Q2×2
and U defined as follows:
A =
[
0 −1
1 0
]
, u(t) =
[
u1(t)
u2(t)
]
=
[
a cos(2t)
−a−1 sin(2t)
]
, with a > 0.
†Following the same approach of combining Redlog and Qepcad we indeed obtained a quantifier-free
expression of the set Post(X). The result is a Boolean combination of 18 atomic formulae and is too
large to be shown here.
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Figure 5. Result of Example 3.6.
The eigenvalues of A are ±i. Using the ODEMATSYS solver of Macsyma we obtain:
Φ(x, u, t) =
1
3a
[
(4a2 − 2) sin(2t) cos(2t) + 3ax1 cos(2t)− (a2 − 2 + 3ax2) sin(2t)
(2− a2)(cos(2t)2 − sin(2t)2) + (a2 − 2 + 3ax2) cos(2t) + 3ax1 sin(2t)
]
.
After substituting w by sin(2t) and z by cos(2t) in the above expression we obtain:
Φ(x, z, w) =
1
3a
[
(4a2 − 2)wz + 3ax1z − (a2 − 2 + 3ax2)w
(2− a2)(z2 − w2) + (a2 − 2 + 3ax2)z + 3ax1w
]
.
Let the initial set be X = {(0, 0)} and the final set be Y = {(−1, 1)}. We have that
Y ∩ Post(X) 6= ∅ iff the following formula holds:
∃w ∃z ∃a : a > 0 ∧ w2 + z2 = 1
∧ − 1 = w
3a
(
(4a2 − 2)z + 2− a2) ∧ 1 = a2 − 2
3a
(
w2 − z2 + z) .
Neither Redlog nor Qepcad alone are able to compute an equivalent quantifier-free
expression. However, it is possible to do it by combining both tools as in Example 3.6.
We first eliminate w with Redlog obtaining:
∃z ∃a : a > 0
∧16a6z4 − 24a6z3 + 9a6z2 − a6z + 48a5z2 − 24a5z + 3a5 − 48a4z4 + 84a4z3
−42a4z2 + 6a4z − 9a4 − 48a3z2 + 60a3z − 12a3 + 36a2z4 − 84a2z3 + 60a2z2
−12a2z + 18a2 + 12az2 − 24az + 12a− 8z4 + 24z3 − 24z2 + 8z = 0
∧16a4z4 − 8a4z3 − 15a4z2 + 8a4z − a4 − 16a2z4 + 20a2z3 + 12a2z2 − 20a2z
+13a2 + 4z4 − 8z3 + 8z − 4 = 0
with the assumption that 4a2z − a2 − 2z + 2 6= 0. This formula is too complex to be
able to automatically eliminate the quantifiers. However, if we set z to be 0, the above
formula holds provided that:
∃a : a > 0 ∧ (a2 6= 2) ∧ 3a4 − 9a3 − 12a2 + 18a+ 12 = 0 ∧ −a4 + 13a2 − 4 = 0
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Figure 6. Computed trajectory for Example 3.7.
which is found to be true using Qepcad. Indeed, we used Reduce to find the roots of
the polynomials in a and found the common root r = 12 (
√
17 + 3) ≈ 3.56156 satisfying
r > 0 and r2 > 2. Hence, y = (−1, 1) is reachable from x = (0, 0) by taking a = r.
Figure 6 depicts the trajectory.
3.4. main decidability result
Propositions 3.3, 3.5, and 3.8, collectively prove the following theorem.
Theorem 3.9. (Reachability Computations for Families of Linear Systems)
Let F = (A,U) be a family of linear control vector fields with A ∈ Qn×n, U defined by
equation (3.5), and one of the following cases holds:
(1) A is nilpotent, and the basis functions are pl(t) = tl, or
(2) A is diagonalizable with real, rational eigenvalues, and the basis functions are
pl(t) = eµlt, with µl 6∈ Λ, µl ∈ Q, or
(3) A is diagonalizable, has purely imaginary eigenvalues of the form ir with r ∈ Q, and
the basis functions are pl(t) = sin(µlt) or pl(t) = cos(µlt), with iµl 6∈ Λ, µl ∈ Q.
Then, the reachability Problem 3.1 for the family F = (A,U) is decidable.
In the case where there are no control inputs, but simply linear vector fields of the
form ξ˙ = Aξ, then no resonance conditions need to be imposed. This allows us to obtain,
as a corollary, the following result which was proven in Lafferriere et al. (1999a).
Corollary 3.10. (Reachability Computations for Linear Systems)
Let A ∈ Qn×n, and one of the following cases holds:
(1) A is nilpotent, or
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(2) A is diagonalizable with real, rational eigenvalues, or
(3) A is diagonalizable, and has purely imaginary eigenvalues of the form ir with r∈Q.
Then, the reachability problem for the vector field ξ˙ = Aξ is decidable.
A slight extension of Theorem 3.9 is possible by allowing the system matrix A to belong
to a set of matrices A, as long as the eigenstructure of A remains the same. For example,
we can allow the rational entries of A to satisfy certain semi-algebraic constraints as long
as the matrix remains nilpotent. Also the assumptions of Theorem 3.9 can be relaxed a
little by allowing real eigenvalues (as opposed to rational) as long as the eigenvalues are
rationally related. For example, λ =
√
2 can be allowed as long as all the other eigenvalues
are rational multiples of λ.
4. Conclusions
In this paper, we presented the first known families of linear vector fields whose reach-
able spaces can be computed exactly. Indeed, we have identified fragments of the real field
extended with exponential and trigonometric functions that admit quantifier elimination
by applying an appropriate change of variables. This approach allows us to perform com-
putations using quantifier elimination techniques in the decidable theory of the reals.
Other decidable fragments of the real field extended with transcendental functions have
been found in Anai and Weispfenning (2000) and Weispfenning (2000). They provide
procedures for deciding the truth value of formulae of the form ∃x.φ(x), where φ(x) is
a quantifier-free formula. Although these fragments allow more complex expressions in-
volving transcendental functions, they do not admit quantifier elimination, which is a
fundamental property of our framework.
Our result has allowed us to use tools such as Redlog and Qepcad, together with
computer-algebra systems (e.g. Macsyma, Reduce), in order to demonstrate various
reachability computations for three distinct families of linear vector fields. Such compu-
tations can be incorporated in state of the art model checking and deductive verification
tools for hybrid systems.
It would be of great interest to use quantifier elimination in order to perform reachabil-
ity computations of linear vector fields with arbitrary eigenstructure. Unfortunately, the
approach of Section 3 does not apply to arbitrary eigenvalues. For such cases, it would be
useful to over-approximate the reachable sets of linear systems with arbitrary eigenvalues
by reachable sets of the decidable families. This idea can also be applied to some classes
of non-linear systems.
Acknowledgements
We thank Gerardo Schneider for his help in using Reduce and Redlog. This research
has been supported by the DARPA MoBIES grant F33615-00-C-1707, by the European
Project ESPRIT-LTR 26270 VHS, and by Projet IMAG MASH.
References
Alur, R., Courcoubetis, C., Halbwachs, N., Henzinger, T., Ho, P., Nicolin, X., Olivero, A., Sifakis, J.,
Yovine, S. (1995). The algorithmic analysis of hybrid systems. Theor. Comput. Sci., 138, 3–34.
Alur, R., Dill, D. (1994). A theory of timed automata. Theor. Comput. Sci., 126, 183–235.
252 G. Lafferriere et al.
Anai, H., Kaneko, J. (1999). Algebraic approach to analysis of discrete-time polynomial systems.
In Proceedings of 1999 European Control Conference, ECC’99, Karlsruhe, Germany.
Anai, H., Weispfenning, V. (2000). Deciding linear-trigonometric problems. In Proceedings of Inter-
national Symposium on Symbolic and Algebraic Computation, ISSAC 2000. St Andrews, Scotland,
ACM.
Anderson, B., Bose, N., Jury, E. (1975). Output feedback stabilization and related problems—solution via
decision methods. IEEE Trans. Autom. Control, 20, 53–65.
Arnon, D. S., Collins, G. E., McCallum, S. (1984). Cylindrical algebraic decomposition I: The basic
algorithm. SIAM J. Comput., 13, 865–877.
Bjorner, N., Browne, A., Chang, E., Colon, M., Kapur, A., Manna, Z., Sipma, H., Uribe, T. (1996). STeP:
deductive-algorithmic verification of reactive and real-time systems. In Computer Aided Verification,
LNCS 1102. Berlin, Springer.
Chang, C. C., Keisler, H. J. (1990). Model Theory, 3rd edn. North-Holland.
Chutinam, A., Krogh, B. (1999). Verification of polyhedral-invariant hybrid automata using polygonal
flow pipe approximations. In Vaandrager, F., van Schuppen, J. H. eds, Hybrid Systems: Computation
and Control, LNCS 1569. Berlin, Springer.
Collins, G. (1975). Quantifier elimination for the elementary theory of real closed fields by cylindrical
algebraic decomposition. In Brakhage, H. ed., Automata Theory and Formal Languages, LNCS 33,
pp. 134–183. Berlin, Springer.
Collins, G., Hong, H. (1991). Partial cylindrical algebraic decomposition for quantifier elimination.
J. Symb. Comput., 12, 299–328.
Dang, T., Maler, O. (1998). Reachability analysis via face lifting. In Henzinger, T., Sastry, S. eds, Hybrid
Systems: Computation and Control, LNCS 1386, pp. 96–109. Berlin, Springer.
Daws, C., Olivero, A., Tripakis, S., Yovine, S. (1996). The tool KRONOS. In Hybrid Systems III,
LNCS 1066, pp. 208–219. Berlin, Springer.
Dolzman, A., Sturm, T. (1997). REDLOG: Computer algebra meets computer logic. ACM SIGSAM
Bulletin, 31, 2–9.
Dorato, P., Yang, W., Abdallah, C. (1997). Robust multi-objective feedback design by quantifier elimi-
nation. J. Symb. Comput., 24, 153–159.
Hearn, A. C. (1999). REDUCE. User’s and Contributed Packages Manual, Version 3.7. Konrad-Zuse-
Zentrum fu¨r Informationstechnik Berlin.
Henzinger, T., Ho, P.-H., Wong-Toi, H. (1995a). A user guide to hytech. In Brinksma, E., Cleaveland,
W., Larsen, K., Margaria, T., Steffen, B. eds, TACAS 95: Tools and Algorithms for the Construction
and Analysis of Systems, LNCS 1019, pp. 41–71. Berlin, Springer.
Henzinger, T., Kopke, P., Puri, A., Varaiya, P. (1995b). What’s decidable about hybrid automata?
In Proceedings of the 27th Annual Symposium on Theory of Computing, pp. 373–382. ACM.
Henzinger, T., Nicollin, X., Sifakis, J., Yovine, S. (1994). Symbolic model checking for real-time systems.
Inf. Comput., 111, 193–244.
Henzinger, T., Sastry, S. eds (1998). Hybrid Systems: Computation and Control, LNCS 1386. Berlin,
Springer.
Hong, H., Liska, R., Steinberg, S. (1997). Testing stability by quantifier elimination. J. Symb. Comput.,
24, 161–187.
Jirstrand, M. (1997). Nonlinear control system design by quantifier elimination. J. Symb. Comput., 24,
137–152.
Kurzhanski, A., Varaiya, P. (2000). Ellipsoidal techniques for reachability analysis. In Krogh, B., Lynch,
N. eds, Hybrid Systems: Computation and Control, LNCS 1790, pp. 203–213. Berlin, Springer.
Lafferriere, G., Pappas, G. J., Sastry, S. (2000). O-minimal hybrid systems. Math. Control Signals Syst.,
13, 1–21.
Lafferriere, G., Pappas, G. J., Yovine, S. (1999a). A new class of decidable hybrid systems. In Hybrid
Systems: Computation and Control, LNCS 1569, pp. 137–151. Berlin, Springer.
Lafferriere, G., Pappas, G. J., Yovine, S. (1999b). Reachability computation for linear hybrid systems.
In Proceedings of the 14th IFAC World Congress, E, pp. 7–12. Beijing, People’s Republic of China.
Macintyre, A., Wilkie, A. (1996). On the decidability of the real exponential field. In Kreiseliana: About
and Around Georg Kreisel, pp. 441–467. A.K. Peters.
Maler, O. ed. (1997). Hybrid and Real-Time Systems, HART’97, LNCS 1201. Berlin, Springer.
MIT The Mathlab Group, L. F. C. S. (1983). MACSYMA Reference Manual, Version 10, Burlington,
MA.
Mitchell, I., Tomlin, C. (2000). Level set methods for computation in hybrid systems. In Krogh, B., Lynch,
N. eds, Hybrid Systems: Computation and Control, LNCS 1790, pp. 310–323. Berlin, Springer.
Nesˇic´, D. (1998). Two algorithms arising in analysis of polynomial models. In Proceedings of 1998
American Control Conference, ACC’98, pp. 1889–1893. Philadelphia, PA, U.S.A..
Tarski, A. (1951). A Decision Method for Elementary Algebra and Geometry, 2nd edn. University of
California Press.
Symbolic Reachability Computation for Families of Linear Vector Fields 253
Vaandrager, F., van Schuppen, J. eds. (1999). Hybrid Systems: Computation and Control, LNCS 1569.
Berlin, Springer.
van Dalen, D. (1994). Logic and Structure, 3rd edn. Berlin, Springer.
van den Dries, L. (1984). Remarks on Tarski’s problem concerning (R,+, ·, exp). In Lolli, G., Longo, G.,
Marcja, A. eds, Logic Colloquium ’82, pp. 97–121. Amsterdam, Elsevier.
van den Dries, L. (1998). Tame Topology and o-minimal Structures. New York, Cambridge University
Press.
Weispfenning, V. (1993). A new approach to quantifier elimination for real algebra. Technical Report
MIP-9305, Germany, Universita¨t Passau.
Weispfenning, V. (2000). Deciding linear-transcendental problems. Technical Report MIP-0005, Ger-
many, Universita¨t Passau.
Received 16 May 2000
Accepted 9 April 2001
