Abstract. The category of all idempotent generated semigroups with a prescribed structure E of their idempotents E (called the biordered set) has an initial object called the free idempotent generated semigroup over E, defined by a presentation over alphabet E, and denoted by IG(E). Recently, much effort has been put into investigating the structure of semigroups of the form IG(E), especially regarding their maximal subgroups. In this paper we take these investigations in a new direction by considering the word problem for IG(E). We prove two principal results, one positive and one negative. We show that, given a word w ∈ E * , it is decidable whether w represents a regular element; if in addition one assumes that all maximal subgroups of IG(E) have decidable word problems, then the word problem in IG(E) restricted to regular words is decidable. On the other hand, we exhibit a biorder E arising from a finite idempotent semigroup S, such that the word problem for IG(E) is undecidable, even though all the maximal subgroups have decidable word problems. This is achieved by relating the word problem of IG(E) to the subgroup membership problem in finitely presented groups.
Introduction
In his foundational paper [28] Nambooripad made the fundamental observation that the set of idempotents E(S) of an arbitrary semigroup S carries the abstract structure of a so-called biordered set (or regular biordered set in the case of regular semigroups). He provided an axiomatic characterisation of regular biordered sets in his paper. This was later extended by Easdown to arbitrary (non-regular) semigroups [11] who showed that each abstract biordered set is in fact the biordered set of a suitable semigroup. Not only are biordered sets important for the study of abstract semigroups but, in addition, for many naturally occurring semigroups their biordered sets of idempotents carry deep algebraic and geometric information. For example, Putcha's theory of monoids of Lie type [32] shows that one can view the biordered set of idempotents of a reductive algebraic monoid as a generalised building, in the sense of Tits.
The study of biordered sets of idempotents of semigroups is closely related to the study of idempotent generated semigroups. Idempotent-generated semigroups are of interest for a variety of reasons. Firstly, they have the universal property that every semigroup embeds into an idempotent generated semigroup [20] , and if the semigroup is (finite) countable it can be embedded in a (finite) semigroup generated by 3 idempotents [3] . Secondly, many semigroups that occur in nature have the property that they are idempotent generated. Examples of idempotent generated semigroups include semigroups of transformations [20] , matrix semigroups [12, 23] , endomorphism monoids of independence algebras [15, 14] , and certain reductive linear algebraic monoids [33, 34] .
Let us suppose that E is the biordered set arising from the set of idempotents E of a semigroup S. The free idempotent generated semigroup IG(E) is then the free-est semigroup in which the idempotents possess the same structure (for formal definitions see below). In fact, if S is a regular semigroup, two such free structures are defined, namely IG(E) and its homomorphic image RIG(E), the regular free idempotent generated semigroup on E. Clearly an important step towards understanding the class of semigroups with a fixed biordered set of idempotents E is to study these free objects. The natural question that arises is to which extent and in which ways the structure and the properties of these free objects are determined by those of S and E.
There has been a recent resurgence of interest in the study of free idempotent generated semigroups, see [1, 2, 5, 6, 7, 8, 9, 16, 17, 18, 25] . Most of these recent articles concentrate on maximal subgroups, following in the footsteps of the pioneering work [1] of Brittenham, Margolis and Meakin, where the first non-free such subgroup is exhibited. The purpose of this paper is to begin the process of broadening this study to what is arguably the key question, namely their word problem and, ultimately, the structure. Until now the word problem for free idempotent generated semigroups has remained poorly understood, with just a handful of known results which deal only with certain very special classes of biordered sets; see for instance [31, Section 6] . Now, for an arbitrary regular biorder E, the semigroup RIG(E) is structurally very similar to S, in terms of their Green's relations, the only difference being in the maximal subgroups. This difference, on the other hand, can be huge, as the recent work shows; for example, Dolinka and Ruškuc [9] show that any finitely presented group arises as a maximal subgroup of RIG(E) from a finite semigroup of idempotents (a band). But, due to the tight structural links otherwise, this is the only thing 'that can go wrong': the word problem for RIG(E), with E finite, is soluble if and only if all the maximal subgroups have soluble word problems.
The structure of IG(E) is much more complicated than that of RIG(E), as already observed in [1, Section 3] , where an initial comparison between the two is carried out. Its regular elements do form a part that in a way 'looks like' the regular semigroup RIG(E), in the sense that the natural epimorphism IG(E) → RIG(E) is bijective and Green's structure preserving on this part, and the corresponding maximal subgroups are isomorphic; see [1, Theorem 3.6] . However, IG(E) will typically contain non-regular elements as well, and the structure of this part of the semigroup is not well understood at present.
The aim of this paper is to shift to focus of attention from maximal subgroups to the word problem and the structure of the non-regular part of IG(E), by means of establishing the following main results:
(1) a characterisation for when a word w ∈ E * represents a regular element in IG(E) (Theorem 3.6); in the case where E is finite this characterisation turns into an effective decision procedure (Theorem 3.7); (2) a characterisation for when two words u, v ∈ E * representing regular elements actually represent the same element of IG(E); when E is finite and all maximal subgroups have soluble word problems, this turns into a solution for the word problem for the regular part of IG(E) (Theorem 3.10); (3) an explicit construction of a finite band E such that all maximal subgroups of IG(E) have soluble word problems but the word problem for IG(E) itself is not soluble (Theorem 5.3). Our explicit construction is designed so as to relate the word problem in IG(E) with the subgroup membership problem in an arbitrary finitely presented group.
As part of (2) we give an algorithm which takes an arbitrary finite biordered set E and computes Rees matrix representations for each of the regular principal factors of IG(E); see Theorem 4.1 and Lemma 4.2. These results are important tools which are needed to analyse the explicit construction in (3) and establish our results on the word problem.
Perhaps also worth noting is the immediate corollary from the discussion above and our main results that there exists a finite regular biordered set E such that the word problem for RIG(E) is decidable, while that for IG(E) is not.
The paper is organised as follows. In Section 2 we present some results about the action of idempotents on the H -classes in a fixed D-class of a semigroup, and show how this action is encoded in the biorder of an idempotent generated semigroup. These ideas are then applied in Section 3 where our results on the word problem for regular elements of IG(E) are given. Section 4 contains results which show how to compute Rees matrix representations of regular D-classes of IG(E). In Section 5 we outline the main ideas behind, and state our main results for, our explicit construction of a finite band E such that all maximal subgroups of IG(E) have soluble word problems but the word problem for IG(E) itself is not soluble. The details of our construction are given in Section 6, and the proofs of our main results about this construction are then obtained in Sections 7 and 8. Finally in Section 9 we make some concluding remarks, and discuss possible future research directions that arise from this work.
Actions of idempotents on H -classes
In this section we prove some fundamental results about the way that idempotents act on the H -classes within a fixed D-class of a semigroup. Our interest ultimately is in showing that for idempotent generated semigroups these actions are encoded by the biordered set of idempotents of the semigroup. Before turning our attention to idempotent generated semigroups we begin with some general results that hold for arbitrary semigroups. For this it will be useful to first recall a few basic concepts from semigroup theory. Further background in semigroup theory may be found in [4, 19, 21, 24] .
Substantial information about a semigroup may be gained by studying its ideal structure. One of the most fundamental tools in this regard are the five equivalence relations called Green's relations. Given a semigroup S, we define for a, b ∈ S:
where S 1 denotes S with an identity element adjoined (unless S already has one); hence, these three relations record when two elements of S generate the same principal right, left, and two-sided ideals, respectively. Furthermore, Figure 1 . The action of an idempotent on the H -classes within a fixed R-class in an arbitrary semigroup, as described by Proposition 2.2.
while D = R ○ L = L ○ R is the join of the equivalences R and L . As is well known, for finite semigroups we always have D = J , while in general the inclusions
The R-class of a is denoted by R a , and in a similar fashion we use the notation L a , J a , H a and D a .
Recall that an element a of a semigroup S is (von Neumann) regular if there exists a ′ ∈ S such that aa ′ a = a. If a is an element of a semigroup S we say a ′ is an inverse of a if aa ′ a = a and a ′ aa ′ = a ′ . Note that an element with an inverse is necessarily regular. In fact, the converse is also true: every regular element has an inverse. It is well known that a single D-class consists either entirely of regular or non-regular elements; see [21, Proposition 2.3.1] . Therefore, regular D-classes are precisely those containing idempotents, and for each idempotent e, the H -class H e is a group with identity e. In fact, this is a maximal subgroup of the semigroup under consideration and all maximal subgroups arise in this way.
The following result is due to Howie and Lallement [22, Lemma 1.1].
Lemma 2.1 (Howie-Lallement Lemma). Let S be a semigroup and let e, f ∈ E(S).
If ef ∈ S is regular then ef has an idempotent inverse g such that ge = g and f g = g.
Proof. We outline the proof here for completeness. Since ef is regular it has an inverse x in S satisfying ef xef = ef , and xef x = x. Then (f xe) 2 = f (xef x)e = f xe, so f xe is an idempotent. Now routine calculations show the result holds by taking g = f xe ∈ E(S).
Applying the Howie-Lallement Lemma we obtain the following crucial general result which describes the way that idempotents can act on the H -classes in a given fixed R-class of a semigroup. This is illustrated in Figure 1 . Proposition 2.2. Let S be a semigroup, let e, p, q ∈ E(S) be D-related idempotents in S, and let f ∈ E(S). Set
Then
H ep f = H eq if and only if there exist idempotents g, h ∈ E(S) such that pL gRhL q, f g = g, and gf = h.
Proof. (⇒) Suppose that H ep f = H eq in S. By Green's Lemma [21, Lemma 2.2.1] the map x ↦ xf is an R-class preserving bijection from L p to L q . It follows that in S we have pRpf L q. In particular, pf is a regular element of S. By the HowieLallement Lemma pf has an idempotent inverse g such that gp = g and f g = g. Since pf and g are inverses it follows that pg = (pf )g is an idempotent with pf Rpf g = pgL g. Consider the idempotent pg ∈ E. From above gL pgRpf Rp, and since pg is an idempotent it follows by the Miller-Clifford Theorem [21, Proposition 2.
Therefore we have found idempotents g, h ∈ S such that pL gRh = gf L q, f g = g and gf = h.
(⇐) Now suppose that there exist g, h ∈ E(S) such that pL gRhL q, f g = g and gf = h. By Green's Lemma the mapping
Definition 2.3. Let S be a semigroup with set E = E(S) of idempotents. The biordered set E = (E, * ) is the partial algebra where
and the product e * f in E is undefined otherwise. A pair of idempotents (e, f ) satisfying the condition {e, f } ∩ {ef, f e} ≠ ∅ is called a basic pair.
It is easy to show that for such a pair their product ef is indeed again an idempotent, and that it is either R-related to e or L -related to f . Throughout we shall abuse notation writing ef instead of e * f . The reader should remember that if ef is indicated to be taking place on E = E(S) then condition ( * ) must hold.
We now turn our attention to idempotent generated semigroups. In what follows S will denote an idempotent generated semigroup with set of idempotents E = E(S) and corresponding biorder E = E(S).
Lemma 2.4. For all e, f ∈ E(S) we have eRf in S ⇔ ef = f and f e = e in E(S), eL f in S ⇔ ef = e and f e = f in E(S), and eDf in S ⇔ ∃ e 1 , e 2 , . . . , e n ∈ E ∶ e = e 1 Re 2 L e 3 R . . . L e n−1 Re n = f in S.
Proof. This first two claims are immediate from the definition of E(S). The third clause can be recovered by appealing to the theory of E-chains [28] , but for the sake of completeness we show how it can be proved by applying Proposition 2.2. Suppose eDf , and let t ∈ S be such that eRtL f . As S is idempotent generated we can write t as a product of idempotents t = e 1 e 2 . . . e k . From eRf it follows that et = t, and hence 
But then
The following lemma is another application of Proposition 2.2 and will show how in S the action of the elements from E on the H -classes in a given regular R-class is completely determined by (and is computable from) the biorder E(S). Even though not explicitly referred to here, the ideas in the following lemmas intimately relate to the notion of sandwich set (and generalised sandwich sets) and their connection to the theory of biordered sets, as explored by Pastijn in [31] .
Lemma 2.5. Let e, p, q ∈ E be D-related idempotents in S, and let f ∈ E. Set
Then
H ep f = H eq in S if and only if there exist g, h ∈ E such that the following equations all hold in the biorder E(S):
Proof. (⇒) Suppose that H ep f = H eq in S. By Proposition 2.2 there exist idempotent g, h ∈ E(S) such that in S we have pL gRhL q, f g = g and gf = h. In particular (f, g) is a basic pair of idempotents, yielding f g = g, gf = h in E(S). The remaining six equalities express pL gRhL q, as in Lemma 2.4. (⇐) Now suppose that there exist g, h ∈ E such that the eight listed equations hold in E(S). It follows that the equations also hold in S, and thus in S we have pL gRhL q, f g = g and gf = h. Now the result follows by the converse implication of Proposition 2.2.
Remark 2.6. Lemma 2.5 is general, and in particular no finiteness assumption is imposed on the set E. It is important to stress that the action we are considering of S on the H -classes H 1j in a given fixed R-class is different from the closely related action of S on the L -classes in D (even though the two coincide in the finite case). To see this consider the bicyclic monoid B = ⟨b, c bc = 1⟩. In the action on the H -classes of R 1 , the product H 11 c is undefined, while in the action on L -classes we have L 1 c = L 1 .
The following result formalises the statement that the action of E on the Hclasses in a given R-class of S is completely determined by the biorder E(S).
Lemma 2.7. Let S and T be semigroups with the same biordered set of idempotents E(S) = E(T ). Let e ∈ E and w ∈ E * . Then
Additionally, if both are true, then for any q ∈ E we have ewL q in S ⇔ ewL q in T .
Proof. Both claims are proved simultaneously by induction on the length of the word w, using Lemma 2.5.
The word problem for regular elements of IG(E)
Given an arbitrary biordered set E = E(S) the free idempotent generated semigroup IG(E) associated to E is the semigroup defined by the presentation
where e * f denotes the partial multiplication E considered as a partial algebra; see Definition 2.3. When working with this presentation, given two words u, w ∈ E * we shall write u ≡ v to mean u and v are identical as words in E * , and write u = v to mean they represent the same element of the semigroup IG(E).
Clearly, IG(E) is an idempotent generated semigroup, and it follows from [11] that E(IG(E)) = E, that is, the biordered set of idempotents of IG(E) is precisely E. In particular, Lemmas 2.4, 2.5, and 2.7 all apply to this semigroup. In the special case that E is finite, we can deduce the following decidability results for the semigroup IG(E).
Lemma 3.1. There is an algorithm which takes a finite biordered set E and e, f ∈ E and decides each of eRf , eL f , and eDf in IG(E).
Proof. This is an immediate consequence of Lemma 2.4.
Remark 3.2. Let us point out the subtle difference between a finite biorder and a biorder arising from a finite semigroup. Clearly, the biorder arising from a finite semigroup is finite. However the converse is not true, as demonstrated by Easdown; see [10, Theorem 13] . All our decidability results are predicated on finiteness, and we couch them in the more general setting of finite biordered sets. Lemma 3.3. There exist algorithms which for any given finite biordered set E decide the following:
(i) For given D-related idempotents e, p, q ∈ E, and another idempotent f ∈ E, whether
For elements e ∈ E and w ∈ E * whether ewRe in IG(E), and if so returns q ∈ E such that ewL q.
Proof. (i) This is an immediate consequence of Lemma 2.5.
(ii) If w ≡ ǫ the algorithm gives an affirmative answer, and returns q = e. Otherwise write w ≡ w ′ f . Note that by Lemma 2.5 in IG(E) we have ewRe ⇔ ew ′ Re and H eq ′ f = H eq , for some idempotents q ′ , q ∈ E with q ′ L ew ′ and qL ew. Recursively check whether ew ′ Re and, if so, compute all q ′ ∈ E with q ′ L ew ′ . Then use Lemma 3.3 to check if there exists q ∈ E such that H eq ′ f = H eq , and if so return an affirmative answer and q.
We now turn our attention to the word problem for regular elements of IG(E). First we prove a lemma which describes the form that words representing regular elements of IG(E) can take.
Lemma 3.4. Suppose that u, v ∈ E * , e ∈ E satisfy ueL e, evRe in IG(E). Then applying a single relation from the presentation for IG(E) to the word uev yields a word
In particular, e ′ De in IG(E).
Proof. If a relation is applied to u, yielding a word u ′ , set e ′ = e, v ′ ≡ v, and the assertion is obvious. The case of applying a relation to v is analogous.
Suppose now we apply a relation of the form e = f g to e. Then we know that either eRf or eL g. Without loss of generality, suppose eRf . In this case set u ′ ≡ u, e ′ = f and v ′ ≡ gv. Firstly, we have
Secondly, from ueL e and Green's lemma we have that x ↦ ux is an L -class preserving bijection R e → R ue . But f ∈ R e , and so
as required. For the next case, suppose that v ≡ f v 1 , that (e, f ) is a basic pair, and the relation applied is ef = g. From eRev ≡ ef v 1 we have eRef = g, and the result may be seen to hold by setting u ′ ≡ u, e ′ = g and v ′ ≡ v 1 . Finally, the case where u ≡ u 1 f and the relation applied is f e = g is dual to this one.
This covers all possible applications of relations, and the proof is complete.
An immediate corollary of this lemma is the following result.
Lemma 3.5. Suppose that u, v ∈ E * , e ∈ E satisfy ueL e, evRe in IG(E). Then every word over the alphabet E which is equal in IG(E) to the word uev has the form
and eDe ′ .
Theorem 3.6. Let E be an arbitrary biordered set. A word w ∈ E * represents a regular element of IG(E) if and only if w ≡ uev where e ∈ E and ueL eRev in IG(E), in which case eDw in IG(E).
Proof. (⇐) Since R is a left congruence, we deduce uevRueL e, and hence uev represents a regular element.
(⇒) Suppose that w ∈ E * represents a regular element of IG(E). Then there is an idempotent e ∈ E with eRw. Then w = ew in IG(E). Now ew has the form given in the statement of Lemma 3.5, with u ≡ ǫ and v ≡ w. Therefore, by Lemma 3.5, the word w also has this form.
The last clause follows easily since, by the Miller-Clifford Theorem, ueL eRev implies eD(ue)(ev) = uev in IG(E).
In the special case of finite biordered sets E, combining this theorem with the decidability results already obtained above yields the following result, which is the first main result of this section.
Theorem 3.7.
There is an algorithm which takes a finite biordered set E and a word w ∈ E * and decides whether w represents a regular element of IG(E), and if so, returns e, f ∈ E such that eRwL f in IG(E).
Theorem 3.7 can be interpreted as saying that there is an algorithm which takes an arbitrary finite biordered set, tests regularity of words, and for any given regular word can identify the 'position' of the H -class of that element in IG(E). We would like to extend this to a solution to the word problem for regular elements but this will only be possible under the assumption that the word problem can be solved for the maximal subgroups of IG(E), so we now turn our attention to them. We pass from IG(E) to its maximal subgroups using a Reidemeister-Schreier type rewriting process as first described in [17] . We shall recall the details of this process here. In the special case of finite biordered sets, we shall explain how this process turns into an algorithm for writing down presentations for maximal subgroups of IG(E), and as a byproduct shall obtain an algorithm which gives Rees matrix representations for each of the regular D-classes of IG(E).
So let us fix an arbitrary e ∈ E. Let D be the D-class of e in IG(E). Let R i (i ∈ I) and L j (j ∈ J) be the sets of R-and L -classes respectively in D. We denote the
and denote by e ij the unique idempotent in H ij ((i, j) ∈ K). For notational convenience assume that the symbol 1 belongs to both index sets I and J, and that e = e 11 . Let R = R 1 and let H j = H 1j (j ∈ J) denote the set of H -classes in the R-class R. We have seen that the generators E act on this set of H -classes, and we now translate this action to an action (j, w) ↦ jw of the free monoid E * on the index set J ∪ {0}. Specifically, for each letter g ∈ E, we set
and extend by freeness. By Lemma 2.7 the H -classes in the R-class of e in IG(E) are in natural bijective correspondence with the H -classes in the R-class of e in S. If we index the latter as H S j (j ∈ J) in the natural way we have H S j g = H S jg if and only if jg ≠ 0. This reflects the fact that the action of E on the H -classes inside an R-class is entirely determined by the biorder E and does not depend on the actual semigroup.
Arguing as in [17] , there exist words r j ∈ (E ∩ D) * for j ∈ J, satisfying 1r j = j and every prefix of every r j is equal to some r l . We call this set of words a Schreier system. Furthermore, there exist words r
In fact, such words r j , r ′ j (j ∈ J) can be determined solely from the biorder E in the following inductive way. To begin with set r 1 ≡ r ′ 1 ≡ ǫ, J 1 = {1}. Suppose that at step k a set J k ⊆ J is computed, and for every j ∈ J k words r j , r ′ j satisfying the required properties are also computed. Suppose J k ≠ J. For every j ∈ J k ∖ J k−1 and every f ∈ E with 0 ≠ jf ∈ J ∖ J k by Proposition 2.2 there exist idempotents g, q ∈ E such that g ∈ L j , q ∈ L jf , gRq, f g = g, and gf = q. Now let r jf ≡ r j q, r ′ jf ≡ gr ′ j , and add jf to J k+1 . That every j ∈ J will be reached in the course of this procedure follows from the definition of R and the fact that E is a generating set. Hence, when E is finite this becomes an actual algorithm to compute the r j , r ′ j (j ∈ J) from the biorder E.
Using these definitions we shall now work towards a presentation for the group H = H 11 . By results from [35] , a generating set is given by
where
by φ(j, 1) ≡ 1 and, for w ≡ e 1 ⋯e t with t ≥ 1, As a straightforward consequence of this definition we have
Note that φ rewrites a pair (j, w) into a word over B which represents the element er j wr ′ jw in IG(E). In particular, if w ∈ E * represents an element of H then φ(1, w) expresses w as a product of generators from B.
Theorem 3.8. Let R denote the set of relations in the presentation (3.1) of IG(E). Then, with the above notation, a monoid presentation for the maximal subgroup group H = H e of IG(E) is given by
If the biorder E is finite then so is the above presentation, and there is an algorithm to compute the presentation from E and any given e ∈ E.
Proof. That the presentation defines H = H e is proved in [35] , and it clearly is finite when E is. The existence of an algorithm to compute the presentation when E is a finite biordered set follows from the fact that the action of IG(E) on {H 1j ∶ j ∈ J} is computable in the sense of Lemma 3.3.
Proof. The direct implication is an immediate consequence of [35, Lemma 2.10] .
For the converse, let ψ ∶ B * → E * be the unique homomorphism extending
* be the set of words representing elements of IG(E) that belong to H. It follows from the definitions of φ and ψ that for all w ∈ W , ψφ(1, w) = w in IG(E). Now suppose φ(1, w 1 ) = φ(1, w 2 ) where w 1 , w 2 ∈ H j and eRw 1 . Then
and so
Combining all of these results we arrive at the second main result of this section.
Theorem 3.10. There is an algorithm which takes any finite biordered set E and computes finite presentations of each of the maximal subgroups H e (e ∈ E) of the free idempotent generated semigroup IG(E). If each of these finitely presented groups H e has solvable word problem, then there is an algorithm which given any two words u, v ∈ E * decides whether both u and v represent regular elements of IG(E) and, if they do, decides whether u = v in IG(E).
A Rees matrix representation for regular D-classes of IG(E)
In this section we continue the investigation of the regular part of IG(E) started in the previous sections, concentrating now on finding Rees matrix representations for the completely 0-simple principal factors of IG(E). As with the results above, these representations will be computable when the biorder E is finite.
A J -class C in an arbitrary semigroup gives rise to the associated principal factor C = C ∪ {0}, with multiplication:
It is known that C is either a 0-simple semigroup or a semigroup with zero multiplication (see [20, Theroem 3.1.6] ). Under some additional finiteness hypotheses, C may happen to be completely 0-simple, in which case it is isomorphic to a Rees matrix semigroup M 0 [G; I, J; P ]. Here, G is a group, I and J are index sets, and P = (p ji ) j∈J,i∈I is a J ×I matrix with entries from G∪{0} with at least one non-zero entry in every row and column. The set of elements is
and multiplication is defined by In what follows we take an arbitrary D-class D = D e of an idempotent in IG(E), and write down a matrix P = (p ji ) j∈J,i∈I . This matrix turns out to be a Rees structure matrix whenever D is a J -class and the corresponding principal factor is completely 0-simple.
Recall, continuing to use the notation and terminology introduced in Section 3, that the elements er j (j ∈ J) are representatives of the H -classes H 1j (j ∈ J) in the sense that er j ∈ H 1j . Next, we construct representatives for the H -classes
Note that (i, j) ∈ K means H ij is a group which together with er j ∈ H 1j and e i,j(i) r For each j ∈ J we have chosen and fixed a representative er j of the H -class H 1j of IG(E). The bar here signifies the element of IG(E) represented by this word. Also, for each i ∈ I we have chosen and fixed a representative e i,j(i) r ′ j(i) of the H -class H i1 . Now, the general theory of regular D-classes tells us that every element of the D-class D = D e ⊆ IG(E) can be written uniquely as e i,j(i) r ′ j(i) h er j for some i ∈ I, j ∈ J and h ∈ H. Then the mapping Θ defined by
is an isomorphism between the principal factor D and the Rees matrix semigroup M 0 [H; I, J; P ] (see [20, page 74] for a proof that this is an isomorphism). We have chosen to adopt this bar notation here, which will remain in force for the rest of this section, to help clearly explain the relationship between (i) words over alphabet E that represent elements of the D-class D (ii) the actual elements of the semigroup IG(E) from this D-class, and thirdly (iii) the corresponding elements of the Rees matrix semigroup M 0 [H; I, J; P ]. It also turns out (see [17, Section 3] ) that the p ji give us an alternative generating set for the maximal subgroup H. In fact, for technical reasons, we prefer the generating set consisting of their inverses, which is given by
To check they are indeed mutually inverse observe that f ij ∈ H 11 , and then:
= e (since e ∈ H 11 ).
In [17, Theorem 5] a presentation for the group H is given in terms of the generators F . The key relations in this presentation are determined by so-called singular squares, a notion originally due to Nambooripad [28] . A quadruple (i, k; j, l) ∈
It is a singular square if, in addition, there exists an idempotent f ∈ E such that one of the following two dual sets of conditions holds:
f e ij = e ij , f e kj = e kj , e ij f = e il , e kj f = e kl , or (4.3)
e ij f = e ij , e il f = e il , f e ij = e kj , f e il = e kl . (4.4)
We will say that f singularises the square. Let Σ LR (respectively Σ UD ) be the set of all singular squares for which condition (4.3) (resp. (4.4)) holds, and let Σ = Σ LR ∪ Σ UD , the set of all singular squares. We call the members of Σ LR the left-right singular squares, and those of Σ UD the up-down singular squares.
Combining the above observations with the presentation for the group H obtained in [17, Theorem 5] yields the following result.
Theorem 4.1. Let S be a semigroup with a non-empty set of idempotents E, let IG(E) be the corresponding free idempotent generated semigroup, let e ∈ E be arbitrary, and let H be the maximal subgroup of e in IG(E). With the rest of notation as introduced throughout this section, a presentation for H is given by
Furthermore, if D e = J e in IG(E), and the corresponding principal factor D e is completely 0-simple, then
Suppose now that e is an idempotent such that D e = J e in IG(E) and the corresponding principal factor D e is completely 0-simple. Since IG(E) is idempotent generated it follows by a result of Fitz-Gerald [13] that every element of D e can be written as a product of idempotents from D e . Given such a word w ∈ (E ∩ D)
* we now describe how to obtain a triple (i, γ, j) where γ ∈ (F ∪ F −1 ) * representing the same element of D e , giving an explicit description of the isomorphism (4.8) on the level of words.
imjm−1 f imjm . Noting that under the isomorphism Θ defined in (4.1) the idempotent e ij corresponds to the idempotent (i, f ij , j) in M 0 [H; I, J; P ], it follows that when w ≡ e i1j1 e i2j2 . . . e imjm represents an element of D e it corresponds to the triple (i 1 ,π(w), j m ). Hence, the mapping Going the other way, we define a mapping
* is the unique homomorphism extending f ij ↦ er j(i) e ij r ′ j , and f
2) that by definition f ij = er j(i) e ij r ′ j for (i, j) ∈ K. Therefore, for every word w ∈ (F ∪ F −1 ) * we have thatρ(w) is a word over E ∩ D representing the same element of H as w. It follows that ρ(i, w, j) = e i,j(i) r ′ j(i)ρ (w)e 11 r j is a word over E ∩ D representing the element
where h ∈ H is the element of H represented by the word w. This element of IG(E) in turn corresponds to the element (i, h, j) of the Rees matrix semigroup M 0 [H; I, J; P ] via the isomorphism Θ defined in (4.1). As a consequence of this correspondence, and the definition of multiplication in M 0 [H; I, J; P ], it follows that for all i, k ∈ I, j, l ∈ J and u, v ∈ (F ∪ F −1 ) * we have
in IG(E). Also, if w 1 , w 2 ∈ (F ∪ F −1 ) * both represent the same element h of H then both the words ρ(i, w 1 , j) and ρ(i, w 2 , j) represent the same element of IG(E), namely the element (4.11).
The following result records the relationship between the mappings π and ρ.
Lemma 4.2. The mappings π and ρ induce mutually inverse isomorphisms between the principal factor D e and the Rees matrix semigroup M 0 [H; I, J; P ]. Moreover, when E is finite both of these mappings are effectively computable.
Proof. It is a straightforward consequence of the definitions and discussion above that π and ρ induce mutually inverse isomorphisms between the principal factor D e and the Rees matrix semigroup M 0 [H; I, J; P ]. By Lemma 3.1 and Theorem 3.7 we can decide if a word represents an element of D, and the indices i, j of the idempotents e ij can be computed, and hence the mapping π can be cumputed using formula (4.9). The mapping ρ is computable using formula (4.10) since in the discussion preceding the statement of Theorem 3.8 we saw that there is an algorithm which computes a Schreier system r j , r ′ j (j ∈ J) from the finite biorder E.
For the remainder of the article, extensive use will be made of the function ρ. We highlight here the two key properties of ρ that will be used throughout:
(i) The word ρ(i, w, j) ∈ (E ∩ D) * represents the element of IG(E) that corresponds (under the isomorphism Θ given in (4.1)) to the triple (i, w, j) of the Rees matrix semigroup M 0 [H; I, J; P ]. (ii) When E is finite the mapping ρ is effectively computable. In the arguments in Section 8 below, ρ(i, w, j) will sometimes be used simply as convenient notation for a word over E representing the triple (i, w, j), while at other points in the argument it will be of crucial importance that the mapping ρ is effectively computable.
This completes our discussion of the regular part of IG(E) and decidability properties pertaining to it. In the rest of the paper we turn our attention to the nonregular part of IG(E).
Undecidability of the word problem in general
The word problem for a free idempotent generated semigroup IG(E) of a finite biordered set E is undecidable in general. However, until now, the only known examples contained maximal subgroups with undecidable word problem. This led naturally to the question of whether this was the only barrier to undecidability of the word problem in IG(E), specifically:
Question: If E is a finite biordered set, and every maximal subgroup of IG(E) has decidable word problem, does it follow that IG(E) has decidable word problem?
The results above show that under these assumptions many properties are decidable in IG(E), in particular regularity, and the word problem for regular words. The rest of the article will be devoted to showing that the answer to the above question is no. In this section we outline our general approach to the problem, and then in subsequent sections we give full details of the construction, and proofs of the results needed to establish undecidability.
The key idea of the construction is to relate the word problem in IG(E) to the membership problem for finitely generated subgroups of finitely presented groups. The construction takes a finitely presented group G = ⟨A R⟩ and a finitely generated subgroup H of G, where we suppose that:
• every relation from R has the form ab = c for some a, b, c ∈ A; • H is specified by the set of generators B such that B ⊆ A. Furthermore, we assume that B −1 = B, so that every element of H can be expressed as a (monoid) word over B.
It is not hard to see that given any finitely presented group G, and finitely generated subgroup H of G, a finite presentation ⟨A R⟩ for G exists which satisfies these requirements.
From this data we shall construct a finite band which we denote by B G,H , and the corresponding biorder by B G,H . The band B G,H will have five D-classes whose dimensions are determined by the sizes of the finite sets A, B and R, the minimal Dclass is a zero element, and the J -order on these D-classes is illustrated in Figure 3 . Full details of the construction of the band B G,H will be given in Section 6 below.
Let IG(B G,H ) denote the free idempotent generated semigroup arising from the band B G,H . After giving details of the construction, and making some observations about the structure of B G,H , we shall then go on to prove the following results about IG(B G,H ). Theorem 5.3. Let G be a finitely presented group with decidable word problem and let H be a finitely generated subgroup of G with undecidable membership problem. Then the free idempotent generated semigroup IG(B G,H ) over the finite band B G,H has the following properties:
(i) every non-trivial maximal subgroup of IG(B G,H ) is isomorphic to G, and so every maximal subgroup of IG(B G,H ) has decidable word problem, while (ii) the semigroup IG(B G,H ) has undecidable word problem.
It is known from combinatorial group theory that pairs of groups H ≤ G, satisfying the hypotheses of Theorem 5.3 do exist. The first such example, based on fibre products, was exhibited by Mihailova [26] , and proceeds as follows. Let Γ be a group and θ ∶ Γ → ∆ a group homomorphism. The associated fibre product is
If Γ is generated by a set A and if ker θ is generated as a normal subgroup by a set R, then it can be shown that Π Γ,θ is generated by {(a, a) ∶ a ∈ A} ∪ {(r, 1) ∶ r ∈ R}; see [27, Lemma 4.1]. If we choose ∆ = ⟨A R⟩ to be a finitely presented group with undecidable word problem, and Γ to be the free group on A, it follows that Π Γ,θ is a finitely generated subgroup of the finitely presented group Γ × Γ with undecidable membership problem. To summarise:
Theorem 5.4 (Mihailova (1958) ). Let Γ be a finitely generated free group of rank at least 2. Then G = F × F is a group with decidable word problem, and G has a finitely generated subgroup H such that the membership problem for H in G is undecidable.
Combining this with Theorem 5.3 completes the proof of our main result. (ii) The word problem for IG(E) is undecidable.
The B G,H construction
We begin by describing a general construction. Consider any triple S, V , I where • S is a semigroup, • I is an ideal of S, and • V is a subsemigroup of S. Let S ′ , S ′′ be copies of S, all three pairwise disjoint, under isomorphisms s ↦ s
be the semigroup with 0 extending the multiplication on S, S ′ , S ′′ via:
for s, t ∈ S and i = 1, 2. That this is indeed a semigroup can be easily checked directly, or by noting that this is a special instance of the Clifford construction [20, Section 4.2], with the ingredients arranged in a diamond semilattice as in Figure 2 .
It is easy to verify that T (S, V, I) is a subsemigroup of W (S). Its gross structure, and the way that it embeds into W (S), is also illustrated in Figure 2 .
e r = (σ r , τ r ) r = (ab, c) ∈ R {b, c} a Table 1 . The elements of the D-class L G of the band B G,H .
Let G = ⟨A R⟩ be a finitely presented group and let H be its finitely generated subgroup. We shall in addition assume that:
• every relation from R has the form ab = c for some a, b, c ∈ A; • H is specified by the set of generators B such that B ⊆ A. Furthermore, there is no loss of generality in assuming that B −1 = B, so that every element of H can be expressed as a (monoid) word over B. Under all these assumptions the sets A, B, R can still be taken to be finite. In the following we are going to describe a finite band B G,H . It will be obtained using the T (S, V, I) construction above where S = B G is taken to be the band constructed in [9] , I will be the unique minimal ideal of B G , and V will be a certain subsemigroup of B G which will depend on the choice of the subgroup H. The details are as follows.
Define A 1 = A ∪ {1} and B 1 = B ∪ {1}; furthermore, let A 1 = {a ∶ a ∈ A 1 } be a copy of A 1 and ∞ a symbol not in A 1 . Set
J ) is the semigroup of all mappings I → I (resp. J → J) written on the left (resp. right). The semigroup T has a unique minimal ideal K G consisting of all (σ, τ ) with both σ and τ constant. This ideal is naturally isomorphic to the rectangular band I × J, and we identify the two. Following [9] we have
J , where L G is a left zero band which we now describe.
For each (σ, τ ) ∈ L G we shall have
Therefore, each (σ, τ ) will be uniquely determined by im(σ) which must be a twoelement set that is a cross-section of {A 1 , A 1 }, and the value (∞)τ ∈ A 1 . These idempotents are defined in Table 1 . Note that e 1 = e 1 . From the previous definition it is easy to see that for any e = (σ, τ ) ∈ L G we have that σ A1 and τ B1 are transformations of A 1 and B 1 , respectively (more precisely, a constant map and the identity). Therefore, if we take
Therefore all of the conditions are satisfied to apply our general construction above and we define the semigroup
We now make some observations about the semigroup B G,H . Figure 3 . An illustration of the structure of the finite band B G,H .
• B G,H is a finite band with five D-classes
, and {0} with their J -order illustrated in Figure 3 . Compare with Figure 2 noting that K H corresponds to the intersection V ∩ I.
• We have the isomorphisms
• The elements of L G are e a (a ∈ A 1 ), e a (a ∈ A 1 ), e r (r ∈ R), which are defined in Table 1 . • The elements of K H are pairs (a, b), a ∈ A 1 , b ∈ B 1 which can be identified with pairs of constant maps.
• The elements of K
It follows from the definition of the construction T (S, V, U ) that, with the other notation introduced above, the elements
multiply in the following way:
Within a single D-class the multiplication is the usual rectangular band multiplication. An illustration of the band B G,H in given in Figure 3 . It shows the five D-classes, the indexing sets of each of these D-classes, and their D-class poset ordering.
The maximal subgroups of IG(B G,H )
We shall now describe the maximal subgroups of IG(B G,H ) showing that they are all either trivial or isomorphic to G, thus establishing Theorem 5.1.
As a consequence of the property (IG3) from [17] and results of [1] , the regular D-classes of IG(B G,H ) will be in a natural bijective correspondence with the Dclasses of B G,H ; to emphasise this correspondence, we shall denote the D-classes
The maximal subgroups of IG(B G,H ) will be located within these five regular D-classes. Furthermore, since B G,H is a band-so that each H -class consists of a single idempotent-it follows that each regular D-class of IG(B G,H ) is the union of its maximal subgroups.
All the statements follow from Theorem 4.1. Since L G is a left zero semigroup, it follows that for every generator f of L G we have f = 1 (defining relations (4.6)), and so the group is trivial. Recall that the D-class K H of B G,H is an A 1 ×B 1 rectangular band. Consider the action of e a = (σ, τ ) ∈ L G on K H : σ acts as the constant map on A 1 with value a, while τ acts as the indentity map on B 1 . By varying a ∈ A 1 we see that all the squares are singular, and hence the presentation from Theorem 4.1 again defines the trivial group. The D-class {0} is trivial, and hence its counter-part {0} is trivial as well.
Let us now consider the D-class K ′ G . The only idempotents of B G,H acting on K G are those from L G ∪ K H . However, the idempotents from K H act by constant maps, and hence induce no non-trivial singular squares. It follows that the maximal subgroups of IG(B G,H ) inside K ′ G are isomorphic to the maximal subgroups of the free idempotent generated semigroup over the band
G is isomorphic to that constructed in [9] , where it is proved that the maximal subgroups in question are isomorphic to G. Finally, the assertion for K ′′ G is dual, and the proposition is proved. It will be helpful for our subsequent exposition to outline briefly how the above mentioned argument from [9] proceeds. It is a Tietze transformations argument, Figure 4 . The relationship between the generators A and generators F = {f i,j ∶ i ∈ I, j ∈ J} of G, where
starting from the presentation given by Theorem 4.1 in terms of the generators
A systematic analysis of singular squares induced by the idempotents e a and e a from L G shows that large collections of the above generators are equal to each other. More specifically, it is proved that all the generators f ax , with (a, x) ∈ (A 1 × A 1 ) ∪ {(1, ∞)} ∪ (A 1 × {1}) ∪ {(1, ∞)}, are equal to 1, and that for each a ∈ A the generators f a,∞ , f x,a (x ∈ A) and f a,∞ are all equal.
Renaming formally all the generators in this latter group as a, and considering the remaining singular squares induced by the idempotents e r ∈ L G (r ∈ R) yields the original presentation ⟨A R⟩ of G. The relationship between the original generators A and the generators f ij is summarised in the table in Figure 4 , and will be referred to throughout the technical argument in the following section.
Proof of the Undecidability Result
The aim of this section is to prove Theorem 5.2, which will follow from Proposition 8.1 below.
As it was already mentioned in the previous section, the fact that B G,H has five D-classes is reflected in five corresponding regular D-classes of IG(B G,H ). Since each of the former is a rectangular band, it follows that in each of the latter every H -class is a group. Furthermore, the latter D-classes are completely simple, and so are each isomorphic to some Rees matrix semigroup (without a zero element) over any of the (mutually isomorphic) maximal subgroups of the given regular D-class. We have seen above that all of the D-classes L G , K H and {0} have trivial maximal subgroups and so they are each rectangular bands, isomorphic to L G , K H and {0}, respectively. We have also seen above that K ′ G and K ′′ G are isomorphic completely simple semigroups each with maximal subgroup isomorphic to G. We now determine the structure matrices in the Rees matrix representation of completely simple subsemigroups K
By Lemma 4.2 we have computable functions, defined by the equations (4.9) and (4.10), where:
and
which induce mutually inverse isomorphisms between K ij ) j∈J,i∈I . So, taking the transpose of the table in Figure 4 and inverting all the entries gives a Rees structure matrix for the isomorphic completely simple semigroups K
The main result we want to establish is the following.
holds in IG(B G,H ) if and only if w represents an element of H.
To establish this proposition, we first need a criterion for certain equalities of words from E * where
Given words u 1 , u 2 ∈ E * both representing elements of K 
* and w contains at least one letter from K ′′ G .
Proof. This is an immediate consequence of Lemma 8.2 This lemma forms the basis of some relations which we shall now define on the set
if and only if one of the following three conditions holds:
Note that ≈ is a reflexive and symmetric relation on the set
Proof. Without loss of generality we may suppose that α
where each pair in this sequence belongs to
. Let w ∈ E * be a word obtained from the word uv by the application of a single relation from the presentation for IG(B G,H ). Then the word w admits a decomposition w ≡ αβ where
Proof. Recall that the defining relations of IG(B G,H ) are all of the form ef = g where (e, f ) is a basic pair (meaning {e, f } ∩ {ef, f e} ≠ ∅) and ef = g holds in the band E = B G,H . Keeping in mind that L(K ′ G ) is the set of all words from E * representing elements of K ′ G , if the relation that is applied to transform uv into w is applied entirely within the subword u, transforming uv into u ′ v ≡ w where u ′ = u in IG(B G,H ), then the lemma trivially holds by taking α ≡ u ′ and β ≡ v. Similarly the lemma is easily seen to hold if the relation is applied entirely within the subword v. The only remaining case left to consider is when
and w is obtained from uv by applying the relation ef = g from the presentation of IG(B G,H ). Since 
.
3 since e ∈ L G ∪ K H . Finally, the case that f ∈ L G ∪ K H follows by a dual argument. This deals with all possible cases, and thus completes the proof.
The following lemma shows the importance of the relation ∼ in connection with the word problem.
, and suppose that
This means there is a sequence of words from E *
such that for each i, the word w i+1 is obtained from w i by the application of a single relation from the defining relations of IG(B G,H ). Working along this sequence and repeatedly applying Lemma 8.6 we conclude that for each 1 ≤ i ≤ k the word w i admits a decomposition
and so by Lemma 8.5 it follows that (α k , β k ) ∼ (u 2 , v 2 ), and thus (u 1 , v 1 ) ∼ (u 2 , v 2 ).
Next we record how the elements from
Proof. We prove the first equality only; the second follows by a dual argument. Since i 0 ∈ im σ the rules of multiplication given by (6.1) imply that σ(i1),j0 . Now, if e ∈ L G , we must have j 0 ∈ A 1 and both i 1 and σ(i 1 ) belong to one of A 1 or A 1 (see Table 1 ). In either case we have f i1j0 = f σ(i1),j0 (see Figure 4 ) and hence w 1 w −1 2 is equal to the empty word, and so represents the identity element, which belongs to H. If on the other hand, e = (a, b) ∈ K H then we must have j 0 = b ∈ B. From Figure 4 we see that the only entries in the column b are 1 and b. Hence f i1j0 , f σ(i1),j0 ∈ {1, b}, implying w 1 w Proof. By definition of ∼, there exists a sequence (u 1 , v 1 ) = (x 1 , y 1 ) ≈ (x 2 , y 2 ) ≈ ⋅ ⋅ ⋅ ≈ (x t , y t ) = (u 2 , v 2 ).
For 1 ≤ r ≤ t let k r ∈ I, l r ∈ J and z r ∈ (F ∪ F −1 ) * such that y r = ρ ′′ (k r , z r , l r ). Then by Lemma 8.9 the word z r z −1 r+1 represents an element of H for all r = 1, . . . , t. Hence, the product (z 1 z We are now finally in the position to prove Theorem 5.2, which asserts that if IG(B G,H ) has decidable word problem then the membership problem for H in G is decidable.
Proof of Theorem 5.2. Suppose that IG(B G,H ) has decidable word problem. Recall that F is a finite generating set for G, and consider an arbitrary w ∈ (F ∪ F holds in IG(B G,H ). This equality in turn can be checked using the decision algorithm for the word problem for IG(B G,H ).
Some remarks on Schützenberger groups and further questions
The authors hope that the present article will mark the transition of focus in research on free idempotent generated semigroups from the regular to the nonregular part of IG(E). One may anticipate that the next stage is to analyse the so-called Schützenberger groups of H -classes in non-regular D-classes. These were originally introduced by Schützenberger [36, 37] as 'virtual' counterparts to maximal subgroups in regular D-classes. In fact, our construction described in Sections 5-8 already gives some information relevant to such analysis which seems worth recording.
Let D be an arbitrary D-class of S, and let X ⊆ D be one of its H -classes. Then the set of all elements s ∈ S 1 such that Xs ⊆ X is denoted by Stab(X) and called the the (right ) stabiliser of X. Then Green's Lemma [21, Lemma 2.2.1] ensures that s ∈ Stab(X) actually implies Xs = X and that the right translation ρ s ∶ x ↦ xs, x ∈ X, is a permutation of X. Define an equivalence σ X on Stab(X) by (s, t) ∈ σ X is and only if ρ s = ρ t (i.e. s, t induce the same permutation on X). Then the quotient set Stab(X) σ X is naturally identified with the collection of permutations {ρ s ∶ s ∈ Stab(X)}, and the latter is easily seen to be a group: this is the (right) Schützenberger group Γ X of X. Here are several basic facts about Schützenberger groups:
• Γ X acts regularly on X; consequently Γ X = X ; • If X is a group then Γ X ≅ X; • If X ′ is an H -class contained in the same D-class as X then Γ X ≅ Γ X ′ .
We refer to [24, Section 2.3] for proofs of these facts. We believe that the following result sheds a bit more light on the 'background' of the undecidability result proved in this paper. Question 2. Let E be a finite biordered set. What algorithmic properties of maximal subgroups, Schützenberger groups, and their relationships in IG(E) should be assumed to be decidable in order to deduce that the word problem of IG(E) is decidable?
