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ABSTRACTIONS OF VARYING DECENTRALIZATION DEGREE FOR
COUPLED MULTI-AGENT SYSTEMS
D. BOSKOS AND D. V. DIMAROGONAS
Abstract. In this report, we aim at the development of a decentralized abstraction frame-
work for multi-agent systems under coupled constraints, with the possibility for a varying
degree of decentralization. The methodology is based on the analysis employed in our recent
work, where decentralized abstractions based exclusively on the information of each agent’s
neighbors were derived. In the first part of this report, we define the notion each agent’s
m-neighbor set, which constitutes a measure for the employed degree of decentralization.
Then, sufficient conditions are provided on the space and time discretization that provides
the abstract system’s model, which guarantee the extraction of a transition system with
quantifiable transition possibilities.
1. Introduction
The analysis and control of multi-agent systems constitutes an active area of research with
numerous applications, ranging from the analysis of power networks to the automatic deploy-
ment of robotic teams [8]. Of central interest in this field is the problem of high level task
planning by exploiting tools from formal verification [18]. In order to follow this approach for
dynamic multi-agent systems it is required to provide an abstract model of the system which
can serve as a tool for analysis and control, as well as high level planning. In particular, the
use of a suitable discrete representation of the system allows the automatic synthesis of discrete
plans that guarantee satisfaction of the high level specifications. Then, under appropriate rela-
tions between the continuous system and its discrete analogue, these plans can be converted to
low level primitives such as sequences of feedback controllers, and hence, enable the continuous
system to implement the corresponding tasks.
The need for a formal approach to the aforementioned control synthesis problem has lead to
a considerable research effort for the extraction of discrete state symbolic models, also called
abstractions, which capture properties of interest of continuous state dynamical and control
systems, while ignoring detail. Results in this direction for the nonlinear single plant case have
been obtained in the papers [22] and [28], which are based on partitioning and exploit approx-
imate simulation and bisimulation relations. Symbolic models for piecewise affine systems on
simplices and rectangles were introduced in [14] and have been further studied in [6]. Closer
related to the control framework that we adopt here for the abstraction, are the papers [15],
[16] which build on the notion of In-Block Controllability [7]. Other abstraction techniques for
nonlinear systems include [25], where discrete time systems are studied in a behavioral frame-
work and [1], where box abstractions are studied for polynomial and other classes of systems.
It is also noted that certain of the aforementioned approaches have been extended to switched
systems [11], [12]. Furthermore, abstractions for interconnected systems have been recently
developed in [27], [24], [23], [26], [21], [9] and rely mainly on compositional approaches based
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on small gain arguments. Finally, in [20], a compositional approach with a varying selection of
subsystems for the abstraction is exploited, providing a tunable tradeoff between complexity
reduction and model accuracy.
In this framework, we focus on multi-agent systems and assume that the agents’ dynamics
consist of feedback interconnection terms and additional bounded input terms, which we call
free inputs and provide the ability for motion planning under the coupled constraints. We
generalize the corresponding results of our recent work [4], where each agent’s abstract model
has been based on the knowledge of the discrete positions of its neighbors, by allowing the
agent to have this information for all members of the network up to a certain distance in the
communication graph. The latter provides an improved estimate of the potential evolution of its
neighbors and allows for more accurate discrete agent models, due to the reduction of the part of
the available control which is required for the manipulation of the coupling terms. In addition,
the derived abstractions are coarser than the ones in [4] and can reduce the computational
complexity of high level task verification. Finally, we note that this report includes the proofs
of its companion submitted conference version [3], which have been completely omitted therein
due to space constraints, as well as certain generalizations and additional material.
The rest of the report is organized as follows. Basic notation and preliminaries are introduced
in Section 2. In Section 3, we define well posed abstractions for single integrator multi-agent
systems and prove that the latter provide solutions consistent with the design requirement on
the systems’ free inputs. Section 4 is devoted to the study of the control laws that realize
the transitions of the proposed discrete system’s model. In Section 5 we quantify space and
time discretizations which guarantee well posed transitions with motion planning capabilities.
The framework is illustrated through an example with simulation results in Section 6 and we
conclude in Section 7.
2. Preliminaries and Notation
We use the notation |x| for the Euclidean norm of a vector x ∈ Rn and int(S) for the interior
of a set S ⊂ Rn. Given R > 0 and x ∈ Rn, we denote by B(R) the closed ball with center 0 ∈ Rn
and radius R, namely B(R) := {x ∈ Rn : |x| ≤ R} and B(x;R) := {y ∈ Rn : |x− y| ≤ R}.
Consider a multi-agent system with N agents. For each agent i ∈ N := {1, . . . , N} we use
the notation Ni ⊂ N \{i} for the set of its neighbors and Ni for its cardinality. We also consider
an ordering of the agent’s neighbors which is denoted by j1, . . . , jNi and define the Ni-tuple
j(i) = (j1(i), . . . , jNi(i)). Whenever it is clear from the context, the argument i will be omitted
from the latter notation. The agents’ network is represented by a directed graph G := (N , E),
with vertex set N the agents’ index set and edge set E the ordered pairs (`, i) with i, ` ∈ N
and ` ∈ Ni. The sequence i0i1 · · · im with (iκ−1, iκ) ∈ E , κ = 1, . . . ,m, namely, consisting of m
consecutive edges in G, forms a path of length m in G. We will use the notation Nmi to denote
for each m ≥ 1 the set of agents from which i is reachable through a path of length m and
not by a shorter one, excluding also the possibility to reach itself through a cycle. Notice that
N 1i = Ni. We also define N 0i := {i} and for each m ≥ 1 the set N¯mi :=
⋃m
`=0N `i , namely, the
set of all agents from which i is reachable by a path of length at most m, including i. With
some abuse of language, we will use the terminology m-neighbor set of agent i for the set N¯mi ,
since it always contains the agent itself and will also refer to the rest of the agents in N¯mi as
the m-neighbors of i. Finally, we denote by N¯mi and N
m
i the cardinality of the sets N¯mi and
Nmi , respectively.
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Definition 2.1. For each agent i ∈ N , we consider a strict total order ≺ on each set N¯mi that
satisfies i′ ≺ i′′ for each i′ ∈ Nm′i , i′′ ∈ Nm
′′
i , with 0 ≤ m′ < m′′ ≤ m.
Example 2.2. In this example, we consider a network of 8 agents as depicted in Figure 1
and illustrate the sets Nmi , N¯mi for agents 1 and 5 up to paths of length m = 3 as well as a
candidate order for the corresponding sets N¯mi , in accordance to Definition 2.1.
N¯ 11 = {1, 2, 6}, N 11 = {2, 6}, 1 ≺ 6 ≺ 2,
N¯ 21 = {1, 2, 3, 5, 6, 7}, N 21 = {3, 5, 7}, 1 ≺ 6 ≺ 2 ≺ 5 ≺ 3 ≺ 7,
N¯ 31 = {1, 2, 3, 4, 5, 6, 7, 8}, N 31 = {4, 8}, 1 ≺ 6 ≺ 2 ≺ 5 ≺ 3 ≺ 7 ≺ 4 ≺ 8,
N¯ 15 = {3, 5}, N 15 = {3}, 5 ≺ 3,
N¯ 25 = {2, 3, 4, 5}, N 25 = {2, 4}, 5 ≺ 3 ≺ 2 ≺ 4,
N¯ 35 = {2, 3, 4, 5}, N 35 = ∅, 5 ≺ 3 ≺ 2 ≺ 4.
Ag.1
Ag.2
Ag.6
Ag.3
Ag.5
Ag.7
Ag.4
Ag.8
Figure 1. Illustration of the network topology for Example 2.2.
Given an index set I, an agent i ∈ N , its m-neighbor set N¯mi , and a strict total ordering
of N¯mi as in Definition 2.1, it follows that the elements of N¯mi are ordered as i ≺ j11(i) ≺
· · · ≺ j1Ni(i) ≺ j21(i) ≺ · · · ≺ j2N2i (i) · · · ≺ j
m
1 (i) · · · ≺ jmNmi (i) with jm
′
κ (i) ∈ Nm
′
i for all
m′ ∈ {1, . . . ,m} and κ ∈ {1, . . . , Nm′i }. Whenever it is clear from the context we will remove
the argument i from the latter ordered elements. In addition, we define the mapping pri :
IN → IN¯mi which assigns to each N -tuple (l1, . . . , lN ) ∈ IN the N¯mi -tuple (li, lj11 , . . . , lj1Ni ,
lj21 , . . . , lj2N2
i
, . . . , ljm1 , . . . , ljmNm
i
) ∈ IN¯mi , i.e., the indices of agent i and its m-neighbor set in
accordance to the ordering.
Definition 2.3. A transition system is a tuple TS := (Q,Act,−→), where:
• Q is a set of states.
• Act is a set of actions.
• −→ is a transition relation with −→⊂ Q×Act×Q.
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The transition system is said to be finite, if Q and Act are finite sets. We also use the (standard)
notation q
a−→ q′ to denote an element (q, a, q′) ∈−→. For every q ∈ Q and a ∈ Act we use the
notation Post(q; a) := {q′ ∈ Q : (q, a, q′) ∈−→}.
3. Abstractions for Multi-Agent Systems
We consider multi-agent systems with single integrator dynamics
x˙i = fi(xi,xj) + vi, i ∈ N , (3.1)
that are governed by decentralized control laws consisting of two terms, a feedback term fi(·)
which depends on the states of i and its neighbors, which we compactly denote by xj(= xj(i)) :=
(xj1 , . . . , xjNi ) ∈ RNin (see Section 2 for the notation j(i)), and an extra input term vi, which
we call free input. The dynamics fi(x,xj) are encountered in a large set of multi-agent protocols
[19], including consensus, connectivity maintenance, collision avoidance and formation control.
In addition they may represent internal dynamics of the system as for instance in the case of
smart buildings (see e.g., [2]) , where the temperature Ti, i ∈ N of each room evolves according
to T˙i =
∑
j∈Ni aij(Tj − Ti) + vi, with aij representing the heat conductivity between rooms i
and j and vi the heating/cooling capabilities of the room.
In what follows, we consider a cell decomposition of the state space Rn and adopt a modifi-
cation of the corresponding definition from [13, p 129].
Definition 3.1. Let D be a domain of Rn. A cell decomposition S = {Sl}l∈I of D, where I is
a finite or countable index set, is a family of uniformly bounded and connected sets Sl, l ∈ I,
such that int(Sl) ∩ int(Slˆ) = ∅ for all l 6= lˆ and ∪l∈ISl = D.
Throughout the report, we consider a fixed m ∈ N which specifies the m-neighbor set of each
agent and will refer to it as the degree of decentralization. Also, given a cell decomposition S :=
{Sl}l∈I of Rn, we use the notation li = (li, lj11 , . . . , lj1Ni , lj21 , . . . , lj2N2i , . . . , lj
m
1
, . . . , ljm
Nm
i
) ∈ IN¯mi
to denote the indices of the cells where agent i and its m-neighbors belong at a certain time
instant and call it the m-cell configuration of agent i. We will also use the shorter notation
li = (li, lj11 , . . . , lj
m
Nm
i
), or just li. Similarly, we use the notation l = (l1, . . . , lN ) ∈ IN to specify
the indices of the cells where all the N agents belong at a given time instant and call it the cell
configuration (of all agents). Thus, given a cell configuration l, it is possible to determine the
cell configuration of agent i as li = pri(l) (see Section 2 for the definition of pri(·)).
Our aim is to derive finite or countable abstractions for each individual agent in the coupled
system (3.1), through the selection of a cell decomposition and a time discretization step δt > 0.
These will be based on the knowledge of each agent’s neighbors discrete positions up to a certain
distance in the network graph, with the latter as specified by the degree of decentralization.
Informally, we would like to consider for each agent i the transition system with states the
possible cells of the state partition, actions all the possible cells of the agents in its m-neighbor
set and transition relation defined as follows. A final cell is reachable from an initial one, if for
all states in the initial cell there is a free input such that the trajectory of i will reach the final cell
at time δt for all possible initial states of its m-neighbors in their cells and their corresponding
free inputs. For planning purposes we will require each individual transition system to be well
posed, in the sense that for each initial cell it is possible to perform a transition to at least one
final cell.
We next illustrate the concept of a well posed space-time discretization, namely, a discretiza-
tion which generates for each agent a meaningful transition system as discussed above. Consider
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a cell decomposition as depicted in Fig. 2 and a time step δt. The tips of the arrows in the
figure are the endpoints of agent i’s trajectories at time δt. In both cases in the figure we focus
on agent i and consider the same 2-cell configuration for the 2-neighbor set N¯ 2i = {i, j1, j2} of
i, where Ni = {j1} and Nj1 = {j2}, as depicted by the straight arrows in the figure. However,
we consider different dynamics for Cases (i) and (ii). In Case (i), we observe that for the three
distinct initial positions in cell Sli , it is possible to drive agent i to cell Sl′i at time δt. We
assume that this is possible for all initial conditions in this cell and irrespectively of the initial
conditions of j1 and j2 in their cells and the inputs they choose. We also assume that this
property holds for all possible 2-cell configurations of i and for all the agents of the system.
Thus we have a well posed discretization for System (i). On the other hand, for the same cell
configuration and System (ii), we observe the following. For three distinct initial conditions of
i the corresponding reachable sets at δt, which are enclosed in the dashed circles, lie in different
cells. Thus, it is not possible given this cell configuration of i to find a cell in the decomposition
which is reachable from every point in the initial cell and we conclude that the discretization
is not well posed for System (ii).
Sli xi
Slj1xj1
Slj2
xj2Sl′i
System (i):
x˙i=fi,(i)(xi,xj1) + vi,(i)
x˙j1=fj1,(i)(xj1 ,xj2) + vj1,(i)
System (ii):
x˙i=fi,(ii)(xi,xj1) + vi,(ii)
x˙j1=fj1,(ii)(xj1 ,xj2) + vj1,(ii)
Sli xi
Slj1xj1
Slj2
xj2
xi(δt) xi(δt)
Figure 2. Illustration of a space-time discretization which is well posed for
System (i) but non-well posed for System (ii).
In order to provide meaningful decentralized abstractions we follow parts of the approach
employed in [4] and design appropriate hybrid feedback laws in place of the vi’s in order to
guarantee well posed transitions. Before proceeding to the necessary definitions related to the
problem formulation, we provide some bounds on the dynamics of the multi-agent system. We
assume that there exists a constant M > 0 such that
|fi(xi,xj)| ≤M,∀(xi,xj) ∈ R(Ni+1)n, i ∈ N (3.2)
and that fi(·) are globally Lipschitz functions. Thus, there exist Lipschitz constants L1 > 0
and L2 > 0, such that
|fi(xi,xj)− fi(xi,yj)| ≤ L1|(xi,xj)− (xi,yj)|, (3.3)
|fi(xi,xj)− fi(yi,xj)| ≤ L2|(xi,xj)− (yi,xj)|, (3.4)
∀xi, yi ∈ Rn,xj ,yj ∈ RNin, i ∈ N .
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Furthermore, we assume that each input vi, i ∈ N is piecewise continuous and satisfies the
bound
|vi(t)| ≤ vmax,∀t ≥ 0. (3.5)
where vmax < M . Finally, based on the uniform bound on the diameters of the cells in the
decomposition of the workspace, we can define the diameter dmax of the cell decomposition as
dmax := inf{R > 0 : ∀l ∈ I,∃x ∈ Sl with Sl ⊂ B(x; R2 )}. (3.6)
This definition for the diameter of the cell decomposition is in general different from the one
adopted in [4]. In particular, according to (3.6) it is defined as the “minimum” among the
diameters of the balls that can cover each cell in the decomposition, whereas in [4], it is given as
the “minimum” among the diameters of the cells. However, for certain types of decompositions
as for instance hyper-rectangles in Rn and hexagons in R2, these two definitions coincide.
Given a cell decomposition we will consider a fixed selection of a reference point xl,G ∈ Sl for
each cell Sl, l ∈ I. For each agent i and m-cell configuration of i, the corresponding reference
points of the cells in the configuration will provide a trajectory which is indicative of the agent’s
reachability capabilities over the interval of the time discretization. In particular, for appropri-
ate space-time discretizations the agent will be capable of reaching all points inside a ball with
center the endpoint of this trajectory at the end of the time step. Furthermore, the selected
reference points provide an estimate of the corresponding trajectories of the agent’s neighbors,
for m-cell configurations of its neighbors that are consistent with the cell configuration of i,
namely for which the “common agents” belong to the same cells, as formally given in Definition
3.3 below. Before proceeding to Definition 3.3 we provide a lemma which establishes certain
useful properties of the agents’ m-neighbor sets.
Lemma 3.2. (i) For each agent i ∈ N , neighbor ` ∈ Ni of i and m ≥ 1, it holds N¯m−1` ⊂ N¯mi .
(ii) For each i ∈ N , m ≥ 1 and ` ∈ N¯mi it holds N` ⊂ N¯m+1i .
(iii) Assume that for certain i ∈ N and m ≥ 1 it holds Nm+1i = ∅. Then, for each ` ∈ N¯mi it
holds N` ⊂ N¯mi .
Proof. For the proof of Part (i) let any i′ ∈ N¯m−1` . Then, since N¯m−1` = ∪m−1κ=0 N κ` , either i′ = `,
which implies that i′ ∈ Ni and hence also i′ ∈ N¯mi , or i′ ∈ Nm
′
` for certain m
′ ∈ {1, . . . ,m}.
In addition, if i′ = i, then i′ ∈ N¯mi and hence, it remains to consider the case where i′ 6= i and
i′ ∈ Nm′` for some m′ ∈ {1, . . . ,m}. The latter implies that there exists a shortest path i0 . . . im′
with i0 = i
′ and im′ = ` from i′ to `. Then, since im′ = ` ∈ Ni, it follows that i0 . . . im′i is
a path of length m′ + 1 ≤ m from i′ to i. Thus, either it is a shortest path, implying that
i′ ∈ Nm′+1i ⊂ N¯mi , or, since i′ 6= i, there exist 0 < m′′ < m′ + 1 and a shortest path of length
m′′ joining i′ and i. In the latter case, it follows that i′ ∈ Nm′i and hence again that i′ ∈ N¯mi .
The proof of Part (i) is now complete.
For the proof of Part (ii) let ` ∈ N¯mi and i′ ∈ N`. If i′ = i then i′ ∈ N¯m+1i . Otherwise, since
` ∈ N¯mi there exists 1 ≤ m′ ≤ m and a path i0 . . . im′ of length m′ with i0 = ` and im′ = i,
implying that i′i0 . . . im′ is a path of length m′ + 1 ≤ m+ 1 from i′ to i. Thus, it follows that
i′ ∈ N¯m+1i .
For the proof of Part (iii) let ` ∈ N¯mi and i′ ∈ N`. If ` = i or i′ = i, then the result
follows directly from the facts that Ni ⊂ N¯mi and i ∈ N¯mi , respectively. Otherwise, there exists
1 ≤ m′ ≤ m such that ` ∈ Nm′i , implying that there exists a path i0 . . . im′ of length m′ with
i0 = ` and im′ = i. Thus, since i
′ ∈ N`, we get that i′i0 . . . im′ is a path of length m′ + 1
from i′ to i. If it is a shortest path, then it follows that m′ < m, because otherwise, since
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i′ 6= i, we would have a shortest path of length m+ 1 joining i′ and i, implying that Nm+1i 6= ∅
and contradicting the hypothesis of Part (iii). Hence, it holds in this case that i′ ∈ Nm′+1i for
certain 1 ≤ m′ < m and thus, that i′ ∈ N¯mi . Finally, if i′i0 . . . im′ is not a shortest path, then
there exists a shortest path of length 1 ≤ m′′ < m joining i′ and i, which implies that i′ ∈ Nm′′i
and hence again, that i′ ∈ N¯mi . 
Definition 3.3. Consider an agent i ∈ N , a neighbor ` ∈ Ni of i and m-cell configurations
li = (li, lj11 , . . . , lj
m
Nm
i
) and l` = (l¯`, l¯j(`)11 , . . . , l¯j(`)mNm
`
) of i and `, respectively. We say that l` is
consistent with li if for all κ ∈ N¯mi ∩ N¯m` it holds lκ = l¯κ. /
The following definition provides for each agent i its reference trajectory and the estimates
of its neighbors’ reference trajectories, based on i’s m-cell configuration.
Definition 3.4. Given a cell decomposition S = {Sl}l∈I of Rn, a reference point xl,G ∈ Sl
for each l ∈ I, a time step δt and a nonempty subset W of Rn, consider an agent i ∈ N ,
its m-neighbor set N¯mi and an m-cell configuration li = (li, lj11 , . . . , ljmNm
i
) of i. We define the
functions χi(t), χj(t) := (χj1(t), . . . , χjNi (t)), t ≥ 0, through the solution of the following initial
value problem, specified by Cases (i) and (ii) below:
Case (i). Nm+1i = ∅. Then we have the initial value problem
χ˙`(t) =f`(χ`(t),χj(`)(t)) = f`(χ`(t), χj(`)1(t), . . . , χj(`)N` (t)), t ≥ 0, ` ∈ N¯
m
i ,
χ`(0) =xl`,G,∀` ∈ N¯mi , (3.7)
where j(`)1, . . . , j(`)N` denote the corresponding neighbors of each agent ` ∈ N¯mi .
Case (ii). Nm+1i 6= ∅. Then we have the initial value problem
χ˙`(t) =f`(χ`(t),χ`(t)) = f`(χ`(t), χj(`)1(t), . . . , χj(`)Ni (t)), t ≥ 0, ` ∈ N¯
m−1
i ,
χ`(0) =xl`,G,∀` ∈ N¯m−1i , (3.8)
with the terms χ`(·), ` ∈ Nmi defined as
χ`(t) := xl`,G,∀t ≥ 0, ` ∈ Nmi . / (3.9)
Remark 3.5. (i) Notice, that in Case (i) for the initial value problem in Definition 3.4, the
requirement Nm+1i = ∅ implies by vitue of Lemma 3.2(iii) for each agent ` ∈ N¯mi its neighbors
j(`)1, . . . , j(`)N` also belong to N¯mi . Hence, the subsystem formed by the agents in N¯mi is
decoupled from the other agents in the system and the initial value problem (3.7) is well defined.
(ii) In Case (ii), the subsystem formed by the agents in N¯mi is not decoupled from the other
agents in the system. However, by considering the agents in Nmi fixed at their reference points
as imposed by (3.9), it follows that the initial value problem (3.8)-(3.9) is also well defined.
(iii) Apart from the notation χi(·) and χj(·) above, we will use the notation χ[i]` (·) for the
trajectory of each agent ` ∈ N¯mi (including the functions χ[i]` (·) as defined by (3.9) when
Nm+1i 6= ∅), as specified by the initial value problem corresponding to the m-cell configuration
of i in Definition 3.4. We will refer to χi(·) ≡ χ[i]` (·) as the reference trajectory of agent i and
to each χ
[i]
` (·) with ` ∈ N¯mi \ {i} as the estimate of `’s reference trajectory by i.
Example 3.6. In this example we demonstrate the IVPs of Definition 3.4 for m = 3, as
specified by Cases (i) and (ii) for agents 5 and 1, respectively. The topology of the network is
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the same as in Example 2.2 and the agents involved in the solution of the correposnding initial
value problems are depicted in Fig. 3.
Agent 5 - Case (i)

χ˙5(t) = f5(χ5(t), χ3(t))
χ˙3(t) = f3(χ3(t), χ2(t), χ4(t))
χ˙2(t) = f2(χ2(t), χ3(t))
χ˙4(t) = f4(χ4(t))
χκ(0) = xκ,G, κ = 5, 3, 2, 4
Agent 1 - Case (ii)

χ˙1(t) = f1(χ1(t), χ6(t), χ2(t))
χ˙6(t) = f6(χ6(t), χ1(t), χ2(t), χ5(t), χ7(t))
χ˙2(t) = f2(χ2(t), χ3(t))
χ˙5(t) = f5(χ5(t), χ3(t))
χ˙3(t) = f3(χ3(t), χ2(t), x4,G)
χ˙7(t) = f7(χ7(t), χ6(t), x8,G)
χκ(0) = xκ,G, κ = 1, 6, 2, 5, 3, 7
Ag.1
Ag.2
Ag.6
Ag.3
Ag.5
Ag.7
Ag.4
Ag.8
Figure 3. The neighbors on the right of the dotted line are considered fixed
for the IVP of the 3-cell configuration of agent 1.
We next show that under certain conditions on the structure of the network graph in a
neighborhood of each agent i, the reference trajectories of agent i’s neighbors coincide with
their estimates by i, for consistent cell configurations. The following lemma provides this
result.
Lemma 3.7. Assume that for agent i ∈ N it holds Nm+1i = ∅ and let li be an m-cell con-
figuration of i. Then, for every agent ` ∈ Ni with Nm+1` = ∅ and m-cell configuration l` of `
consistent with li, it holds χ
[`]
` (t) = χ
[i]
` (t), for all t ≥ 0, with χ[`]` (·) and χ[i]` (·) as determined by
the initial value problem of Definition 3.4 for the m-cell configurations l` and li, respectively.
Proof. Since Nm+1i = ∅, it follows that the initial value problem which corresponds to the
m-cell configuration of agent i and specifies the trajectory χ
[i]
` (·) of ` is provided by Case (i) of
Definition 3.4, namely, by (3.7). We rewrite (3.7) in the compact form
X˙ = F (X); F = (fκ1 , . . . , fκN¯m
i
), X = (χκ1 , . . . , χκN¯m
i
), (3.10)
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with initial condition χκν (0) = xlκν ,G, ν = 1, . . . , N¯
m
i , and κν being the ν-th index of N¯mi
according to the total order of Definition 2.1. Next, since Nm+1` = ∅, we similarly obtain that
the initial value problem which corresponds to the m-cell configuration of agent ` and specifies
its reference trajectory χ
[`]
` (·) is given as
X˙1 = F1(X1); F1 = (fκ′1 , . . . , fκ′¯Nm
`
), X1 = (χκ′1 , . . . , χκ′¯Nm
`
), (3.11)
with initial condition χκ′ν (0) = xl′κν ,G, ν = 1, . . . , N¯
m
` , and κ
′
ν being the corresponding ν-
th index of N¯m` . By taking into account that Nm+1i = ∅, we get from Lemma 3.2(i) that
N¯m` ⊂ N¯m+1i = N¯mi ∪ Nm+1i = N¯mi . By assuming that without any loss of generality the
inclusion is strict, we obtain from (3.10), (3.11) and Remark 3.5(i) for ` (namely, that the
subsystem formed by the agents in N¯m` is decoupled from the other agents), that by a reordering
of the components χκν , ν = 1, . . . , N¯
m
i , (3.10) can be cast in the form
X˙1 = F1(X1)
X˙2 = F2(X1, X2), (3.12)
with X1 and F1(·) as in (3.11), X2 = (χκ′¯
Nm
`
+1
, . . . , χκ′¯
Nm
i
), F2 = (fκ′¯
Nm
`
+1
, . . . , fκ′¯
Nm
i
), and the
same initial condition for the X1 part as (3.11), due to the consistency of l` with li. Hence,
since the X1 part of the solution in (3.12) is independent of X2, it follows that the reference
trajectory χ
[`]
` (·) of agent ` as given by (3.11) and its corresponding estimate χ[i]` (·) obtained
from the first (decoupled) subsystem in (3.12) coincide. 
We next check the conditions of Lemma 3.7 for the graphs depicted in Fig. 4 below. Consider
first the graph of Case I, and assume that (i, `) /∈ E , where the interconnection between i and `
is depicted through the non-dashed arrow. Then, by selecting m = 3 and m = 4, respectively,
it turns out that N 4i = N 5i = ∅. However, we have N 4` = {j4} and N 5` = {j5}, respectively,
which implies that the conditions of Lemma 3.7 are not fulfilled. The same observation holds
also for the graph of Case II when (i, `) /∈ E . On the other hand, when (i, `) ∈ E it follows in
Case I that for both m = 3 and m = 4 it holds N 4i = N 5i = ∅ and N 4` = N 5` = ∅, namely the
requirements of Lemma 3.7 are satisfied. However, for Case II (again when (i, `) ∈ E), these
are only satisfied for m = 4 where N 5i = ∅ and N 5` = ∅, since for m = 3 it holds N 4i = ∅ and
N 4` = {j5} 6= ∅.
Ag.i
Ag.` Ag.j1 Ag.j2
Ag.j3Ag.j4Ag.j5 Ag.i
Ag.`
Ag.j1
Ag.j2
Ag.j3 Ag.j4
Ag.j5
Case I. Case II.
Figure 4. Illustration of graph topologies that satisfy the conditions of
Lemma 3.8 for m = 4.
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We note that in both cases discussed above, the fact that when (i, `) ∈ E , the condition
N 4i = ∅ implies that N 5` = ∅ is justified by the following lemma, which provides sufficient
conditions for the assumptions of Lemma 3.7 to hold.
Lemma 3.8. Assume that for agent i it holds Nmi = ∅ for certain m ≥ 2. (i) Then, for every
agent ` ∈ Ni it holds
N¯m+κ` ⊂ N¯mi ,∀κ ≥ 0. (3.13)
(ii) Furthermore, if i ∈ N`, then it also holds
Nm+1` = ∅. (3.14)
Proof. For Part (i), we first show that
Nm+κi = ∅,∀κ ≥ 1. (3.15)
Indeed, assume on the contrary that i′ ∈ Nm+κi 6= ∅ for certain κ ≥ 1 and thus, there exists a
shortest path i0i1 . . . im−1+κim+κ of lengthm+κ in G with i0 = i′ and im+κ = i. Then, it follows
that iκiκ+1 . . . im−1+κim+κ is a shortest path of length m from iκ to i, because otherwise, if there
were a shorter one iκi
′
κ+1 . . . i
′
m0−1+κim+κ with m0 < m, i0i1 . . . iκi
′
κ+1 . . . i
′
m0−1+κim+κ would
be a path of length m0 +κ < m+κ from i
′ to i, contradicting minimality of i0i1 . . . im−1+κim+κ.
Thus, we get that iκ ∈ Nmi , which contradicts the assumption that Nmi 6= ∅ and we conclude
that (3.15) is fulfilled. By exploiting the latter, we get that for each κ ≥ 0 (3.13) holds, since
by virtue of Lemma 3.2(i) we have N¯m+κ` ⊂ N¯m+κ+1i = N¯mi ∪
⋃κ+1
κ′=1Nm+κ
′
i = N¯mi .
For the proof of Part (ii), we proceed again by contradiction. Hence, consider a shortest
path i0i1 . . . imim+1 with im+1 = `, and notice that by virtue of (3.13) with κ = 1, it holds
i0 ∈ N¯mi . We consider two cases. If i0 = i, then by virtue of the fact that i ∈ N`, which implies
that (i, `) ∈ E , we have that i0` is a path of length 1 joining i0 and `, contradicting minimality
of i0i1 . . . imim+1. Now consider the case where i0 6= i. Then, it follows from the facts that
i0 ∈ N¯mi , i0 6= i and the hypothesis Nmi = ∅, that there exists a shortest path i0i′1 . . . i′m0−1i of
length m0 < m, joining i0 and i. Thus, since (i, `) ∈ E we obtain that i0i′1 . . . i′m0−1i` is a path
of length m0 + 1 ≤ m joining i0 and `, contradicting minimality of i0i1 . . . imim+1. The proof
is now complete. 
Despite the result of Lemma 3.7, in principle, the actual trajectory of each agent’s neighbor
and its estimate, based on the solution of the initial value problem for the reference trajectory of
the specific agent do not coincide. Explicit bounds for the deviation between these trajectories
and their estimates are given in Proposition 3.10 below, whose proof requires the following
auxiliary lemma.
Lemma 3.9. Consider the agent i ∈ N and let li be an m-cell configuration of i. Also, pick
` ∈ Ni and any m-cell configuration l` of ` consistent with li. Finally, let t∗ be the unique
positive solution of the equation
eL2t
∗ −
(
L2 +
L22
L1
√
Nmax
)
t∗ − 1 = 0, (3.16)
with
Nmax := max{Ni : i ∈ N}. (3.17)
Then, for each κ ∈ N¯m−1` (recall that N¯m−1` ⊂ N¯mi by Lemma 3.2(i)) it holds:
|χ[i]κ (t)− χ[`]κ (t)| ≤Mt, ∀t ∈ [0, t∗], (3.18)
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where χ
[i]
κ (·) and χ[`]κ (·) are determined by the initial value problem of Definition 3.4 for the
m-cell configurations li and l`, respectively.
Proof. The proof of the lemma is given in the Appendix. 
Proposition 3.10. Consider the agent i ∈ N and let li be an m-cell configuration of i. Also,
pick ` ∈ Ni and any m-cell configuration l` of ` consistent with li. Then the difference |χ[i]` (·)−
χ
[`]
` (·)| satisfies the bound:
|χ[i]` (t)− χ[`]` (t)| ≤ Hm(t),∀t ∈ [0, t∗], (3.19)
where t∗ is given in (3.16), the functions Hκ(·), κ ≥ 1, are defined recursively as
H1(t) := Mt, t ≥ 0; Hκ(t) :=
∫ t
0
eL2(t−s)L1
√
NmaxHκ−1(s)ds, t ≥ 0 (3.20)
and χ
[i]
` (·), χ[`]` (·) are determined by the initial value problem of Definition 3.4 for the m-cell
configurations li and l`, respectively.
Proof. The proof is carried out by induction and is based on the result of Lemma 3.9. We will
prove the following induction hypothesis:
IH. For each m′ ∈ {1, . . . ,m} and ι ∈ N¯m−m′` it holds
|χ[i]ι (t)− χ[`]ι (t)| ≤ Hm′(t),∀t ∈ [0, t∗]. (3.21)
Notice that for m′ = m the Induction Hypothesis implies the desired (3.19). Also, by virtue
of Lemma 3.9, IH is valid for m′ = 1. In order to prove the general step, assume that IH is
fulfilled for certain m′ ∈ {1, . . . ,m − 1} and consider any ι ∈ N¯m−(m′+1)` . Notice first, that
since m − (m′ + 1) ≤ m − 2, both χ[i]j(ι)(·) and χ[`]j(ι)(·) are well defined and the differences
|χ[i]ν (·)−χ[`]ν (·)|, ν ∈ Nj(ι) of their respective components satisfy (3.21) with m′. It then follows
that |χ[i]j(ι)(t)−χ[`]j(ι)(t)| =
(∑
ν∈Nj(i) |χ
[i]
ν (t)− χ[`]ν (t)|2
) 1
2 ≤ √NιHm′(t) for all t ∈ (0, t∗). Thus,
by evaluating |χ[i]ι (·)− χ[`]ι (·)| as in (8.4) in the Appendix, we obtain that
|χ[i]ι (t)− χ[`]ι (t)| ≤
∫ t
0
L1
√
NιHm′(s)ds+
∫ t
0
L2|χ[i]ι (s)− χ[`]ι (s)|ds
By exploiting Fact I used in the proof of Lemma 3.9 in the Appendix, we obtain from (3.21)and
(3.20) that
|χ[i]ι (t)− χ[`]ι (t)| ≤
∫ t
0
eL2(t−s)L1
√
NιHm′(s)ds
≤
∫ t
0
eL2(t−s)L1
√
NmaxHm′(s)ds = Hm′+1(t),∀t ∈ [0, t∗],
which establishes the general step of the induction procedure. The proof is now complete. 
Remark 3.11. Explicit formulas for the functions Hκ(·) in (3.20) are provided in the Appendix.
In addition, we provide some linear upper bounds for them in the following section, which are
then further utilized for the explicit derivation of acceptable space-time discretizations.
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In order to provide the definition of well posed transitions for the individual agents, we will
consider for each agent i ∈ N the following system with disturbances:
x˙i = fi(xi,dj) + vi, (3.22)
where dj1 , . . . , djNi : [0,∞) → Rn (also denoted d`, ` ∈ Ni) are continuous functions. Also,
before defining the notion of a well posed space-time discretization we provide a class of hybrid
feedback laws which are assigned to the free inputs vi in order to obtain meaningful discrete
transitions. For each agent, these control laws are parameterized by the agent’s initial conditions
and a set of auxiliary parameters belonging to a nonempty subset W of Rn. These parameters,
as will be clarified in the next section, are exploited for motion planning. In addition, for each
agent i, the feedback laws in the following definition depend on the selection of the cells where
i and its m-neighbors belong.
Definition 3.12. Given a cell decomposition S = {Sl}l∈I of Rn and a nonempty subset W of
Rn, consider an agent i ∈ N and an initial cell configuration li of i. For each xi0 ∈ Sli and
wi ∈ W , consider the mapping ki,li(·, ·, ·;xi0, wi) : [0,∞) × R(Ni+1)n → Rn, parameterized by
xi0 ∈ Sli and wi ∈W . We say that ki,li(·) satisfies Property (P), if the following conditions are
satisfied.
(P1) The mapping ki,li(t, xi,xj ;xi0, wi) is continuous on [0,∞)× R(Ni+1)n × Sli ×W .
(P2) The mapping ki,li(t, ·, ·;xi0, wi) is globally Lipschitz continuous on (xi,xj) (uniformly with
respect to t ∈ [0,∞), xi0 ∈ Sli and wi ∈W ). /
The next definition characterizes the bounds on the deviation between the reference trajectory
of each agent’s neighbor and its estimate obtained from the solution of the initial value problem
for the specific agent.
Definition 3.13. Consider an agent i ∈ N . We say that a continuous function αi : [0, δt] →
R≥0 satisfies the neighbor reference trajectory deviation bound, if for each cell configuration li
of i, neighbor ` ∈ Ni of i and cell configuration of ` consistent with li it holds:
|χ[i]` (t)− χ[`]` (t)| ≤ αi(t),∀t ∈ [0, δt]. / (3.23)
We are now in position to formalize our requirement which describes the possibility for an
agent to perform a discrete transition, based on the knowledge of its m-cell configuration. The
corresponding definition below includes certain bounds on the evolution of the agent, which we
sharpen, by requiring the reference points xl,G, l ∈ I of the cell decomposition to satisfy
|xl,G − x| ≤ dmax
2
,∀x ∈ Sl, l ∈ I. (3.24)
Due to (3.6), the latter is always possible. The definition exploits the auxiliary system with
disturbances (3.22), which is inspired by the approach adopted in [10], where a nonlinear system
is modeled by means of a piecewise affine system with disturbances.
Definition 3.14. Consider a cell decomposition S = {Sl}l∈I of Rn, a time step δt, a nonempty
subset W of Rn, and a continuous function β : [0, δt]→ R≥0 satisfying
dmax
2
≤ β(0);β(δt) ≤ vmaxδt. (3.25)
Also, consider an agent i ∈ N , a continuous function αi : [0, δt]→ R≥0 satisfying the neighbor
reference trajectory deviation bound (3.23), an m-cell configuration li of i and the solution of
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the initial value problem of Definition 3.4. Then, given a control law
vi = ki,li(t, xi,xj ;xi0, wi) (3.26)
as in Definition 3.12, that satisfies Property (P), a vector wi ∈W , and a cell index l′ ∈ I, we say
that the Consistency Condition is satisfied if the following hold. The set int(B(χi(δt);β(δt)))∩
Sl′i is nonempty, and there exists a point x
′
i ∈ int(B(χi(δt);β(δt))) ∩ Sl′i , such that for each
initial condition xi0 ∈ int(Sli) and selection of continuous functions d` : R≥0 → Rn, ` ∈ Ni
satisfying
|d`(t)− χ[i]` (t)| ≤ αi(t) + β(t),∀t ∈ [0, δt], (3.27)
where χ
[i]
` (·), ` ∈ Ni correspond to i’s estimates of its neighbors’ reference trajectories, the
solution xi(·) of the system with disturbances (3.22) with vi = ki,li(t, xi,dj ;xi0, wi), satisfies
|xi(t)− χ[i]i (t)| < β(t),∀t ∈ [0, δt]. (3.28)
Furthermore, it holds
xi(δt) = x
′
i ∈ Sl′i (3.29)
and
|ki,li(t, xi(t),dj(t);xi0, wi)| ≤ vmax,∀t ∈ [0, δt]. / (3.30)
Notice, that when the Consistency Condition is satisfied, agent i can be driven to cell Sl′i
precisely in time δt under the feedback law ki,li(·) corresponding to the given parameter wi in
the definition. The latter is possible for all disturbances which satisfy (3.27) and capture the
possibilities for the evolution of i’s neighbors over the time interval [0, δt], given the knowledge
of the m-cell configuration of i.
We next provide some intuition behind the Consistency Condition and the particular selection
of the neighbor reference trajectory deviation bounds αi(·) and the function β(·) introduced
therein, through an example with four agents as illustrated in Fig. 5. The agents i, `, j1 and
j2 form a path graph, and their neighbor sets are given as Ni = {`}, N` = {j1}, Nj1 = {j2}
and Nj2 = ∅, respectively. The degree of decentralization is assumed to be m = 3 and we focus
primarily on agent i. Agent i is depicted at the left of the figure together with its reference
trajectory χi(·) = χ[i]i (·) initiated from the reference point xli,G. The latter constitutes the
center of the ball with minimal radius that encloses the cell Sli where agent i is contained,
as specified by (3.24) and depicted with the dashed circle in the figure. The (green) area
enclosing agent i is the set ∪t∈[0,δt]B(χi(t);β(t)), namely, the union of all possible positions
of the agent whose distance from the reference trajectory at each time t does not exceed the
bound β(t), or equivalently satisfy (3.28). This is the restriction that the Consistency Condition
imposes on agent i, and implicitly through the acceptable disturbances that satisfy (3.27), to its
neighbor `. The latter is depicted through the larger (red) area ∪t∈[0,δt]B(χ[i]` (t);αi(t) + β(t)),
which encloses the reference point xl`,G of agent `. The interior (darker red) part of this area
is ∪t∈[0,δt]B(χ[i]` (t);αi(t)), namely, the union of the points with distance from the (dashed)
reference trajectory χ
[i]
` (t) of ` as estimated by i is no more than the reference trajectory
deviation bound ai(t) at each t. The exterior part depicts the inflation ot the interior one by
β(·). Thus, when the Consistency Condition is applied to agent `, namely, when its motion
over [0, δt] with respect to its own reference trajectory χ
[`]
` (t) is bounded at each t by β(t), as
depicted with the dotted area in the figure, agent ` will remain within the larger area enclosing
its reference point xl`,G. Therefore, in order to capture the behaviour of agent `, it is assumed
that the disturbances d`(·) which model the possible trajectories of ` satisfy (3.27) and thus
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belong to the lager (red) area containing the reference point xl`,G. The reason for this hypothesis
comes from the fact that the m-cell configuration of i allows only for the computation of χ
[i]
` (·)
and not the actual reference trajectory χ
[`]
` (·) of `.
On the right hand side of the figure we also illustrate the trajectories of the reference solutions
χ
[j1]
j1
(·), χ[`]j1 (·) and χ
[i]
j1
(·) for agent j1, as evaluated by the agent itself and agents ` and i,
respectively. As was the case for agent `, the reference trajectory χ
[j1]
j1
(t) of j1 and its estimate
χ
[`]
j1
(t) by ` do not exceed the reference trajectory deviation bound ai(t) at each time t. However,
as shown in the figure, the same does not necessarily hold for the corresponding estimate χ
[i]
j1
(·)
by i, since χ
[j1]
j1
(·) lies outside the dotted area depicting the reference trajectory deviation bound
around χ
[i]
j1
(·). Finally, it is noted that according to the Consistency Condition, agent i can be
assigned a feedback law in order to reach the final cell Sl′i from each point inside the initial cell
Sli and for any disturbance satisfying the left hand side of (3.28). Such a path of agent i and
a corresponding disturbance are depicted in the figure. More details on the specific feedback
laws that are applied for this purpose are provided in the next section.
xlj ,G
β(0)
β(δt)
dmax
χ
[i]
i (δt)
Sli
Sl′i
xli,G
αi(δt)
β(δt)
β(0)
χ
[i]
` (δt)
d`(δt)
xl`,G
χ
[`]
` (δt)
χ
[`]
j
(δt)
χ
[i]
j
(δt)
xlj ,G
χ
[j]
j
(δt)
Figure 5. Illustration of the estimates on agent’s i reachable set over the
interval [0, δt] and the reference trajectory deviation bound.
We next provide the definition of a well posed space-time discretization. This definition
formalizes the acceptable space and time discretizations through the possibility to assign a
feedback law to each agent, in order to enable a meaningful transition from an initial to a final
cell in accordance to the Consistency Condition above.
Definition 3.15. Consider a cell decomposition S = {Sl}l∈I of Rn, a time step δt and a
nonempty subset W of Rn.
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(i) Given a continuous function β : [0, δt] → R≥0 that satisfies (3.25), an agent i ∈ N , a
continuous function αi : [0, δt] → R≥0 satisfying (3.23), an initial m-cell configuration li of
i, and a cell index l′i ∈ I, we say that the transition li li−→ l′i is well posed with respect to
the space-time discretization S − δt, if there exist a feedback law vi = ki,li(·, ·, ·;xi0, wi) as in
Definition 3.12 that satisfies Property (P), and a vector wi ∈ W , such that the Consistency
Condition of Definition 3.14 is fulfilled.
(ii) We say that the space-time discretization S − δt is well posed, if there exists a continuous
function β : [0, δt] → R≥0 that satisfies (3.25), such that for each agent i ∈ N there exists a
continuous function αi : [0, δt]→ R≥0 satisfying (3.23), in a way that for each cell configuration
li of i, there exists a cell index l
′
i ∈ I such that the transition li li−→ l′i is well posed with respect
to S − δt.
Given a space-time discretization S−δt and based on Definition 3.15(i), it is now possible to
provide an exact definition of the discrete transition system which serves as an abstract model
for the behaviour of each agent.
Definition 3.16. For each agent i, its individual transition system TSi := (Qi, Acti,−→i) is
defined as follows:
• Qi := I (the indices of the cell decomposition)
• Acti := IN¯mi (the set of all m-cell configurations of i)
• li li−→i l′i iff li li−→ l′i is well posed for each li, l′i ∈ Qi and li = (li, lj11 , . . . , lj1Ni , lj21 , . . . , lj2N2i ,
. . . , ljm1 , . . . , ljmNm
i
) ∈ IN¯mi . /
Remark 3.17. Given a well posed space-time discretization S − δt and an initial cell configu-
ration l = (l1, . . . , lN ) ∈ IN , it follows from Definitions 3.15 and 3.16 that for each agent i ∈ N
it holds Posti(li; pri(l)) 6= ∅ (Posti(·) refers to the transition system TSi of each agent).
According to Definition 3.15, a well posed space-time discretization requires the existence of
a well posed transition for each agent i and m-cell configuration of i, and the latter reduces to
the selection of an appropriate feedback controller for i, which also satisfies Property (P) and
guarantees that the auxiliary system with disturbances (3.22) satisfies the Consistency Condi-
tion. We next show, that given an initial cell configuration and a well posed transition for each
agent, it is possible to choose a local feedback law for each agent, so that the resulting closed-
loop system will guarantee all these well posed transitions (for all possible initial conditions in
the cell configuration). At the same time, it will follow that the magnitude of the agents’ hybrid
control laws evaluated along the solutions of the system does not exceed the maximum allowed
magnitude vmax of the free inputs on [0, δt], and hence, establishes consistency with (3.5).
Proposition 3.18. Consider system (3.1), let l = (l1, . . . , lN ) ∈ IN be an initial cell con-
figuration and assume that the space-time discretization S − δt is well posed, which according
to Remark 3.17 implies that for all i ∈ N it holds that Posti(li; pri(l)) 6= ∅. Then, for every
final cell configuration l′ = (l′1, . . . , l
′
N ) ∈ Post1(l1; pr1(l))× · · · × PostN (lN ; prN (l)), there exist
feedback laws
vi = ki,pri(l)(t, xi,xj ;xi0, wi), i ∈ N , (3.31)
satisfying Property (P), w1, . . . , wN ∈W and x′1 ∈ Sl1 , . . . , x′N ∈ SlN , such that the solution of
the closed-loop system (3.1), (3.31) (with vκ = kκ,prκ(l), κ ∈ N ) is well defined on [0, δt], and
for each i ∈ N , its i-th component satisfies
xi(δt, x(0)) = x
′
i ∈ Sl′i ,∀x(0) ∈ RNn : xκ(0) = xκ0 ∈ Slκ , κ ∈ N . (3.32)
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Furthermore, it follows that each control law ki,li evaluated along the corresponding solution of
the system satisfies
|ki,pri(l)(t, xi(t),xj(t);xi0, wi)| ≤ vmax,∀t ∈ [0, δt], i ∈ N , (3.33)
which provides the desired consistency with the design requirement (3.5) on the vi’s.
Proof. Indeed, consider a final cell configuration l′ = (l′1, . . . , l
′
N ) as in the statement of the
proposition. By the definitions of the operators Posti(·), i ∈ N and the transition relation of
each corresponding agent’s individual transition system, it follows that there exist continuous
functions β : [0, δt] → R≥0 satisfying (3.25) and αi : [0, δt] → R≥0, i ∈ N satisfying (3.23),
such that each transition li
pri(l)−→ l′i is well posed in the sense of Definition 3.15(i). Hence, we
can pick for each agent i ∈ N a control law ki,pri(l)(·) that satisfies Property (P) and vectors
wi ∈W , x′i ∈ S′li , such that the requirements of the Consistency Condition are fulfilled.
After the selection of ki,pri(l)(·), wi and x′i, we pick for each agent i an initial condition
xi0 ∈ int(Sli). Notice, that by virtue of Property (P2) of the control laws, the solution of the
closed loop system is defined for all t ≥ 0. Furthermore, by recalling that for each i ∈ N it
holds xi0 ∈ int(Sli), we obtain from (3.24) that |xi0 − xli,G| < dmax2 for all i ∈ N . Hence, by
continuity of the solution of the closed-loop system (3.1), (3.31) we deduce from (3.25) that
there exists δ ∈ (0, δt], such that for all i ∈ N it holds
|xi(t)− χ[i]i (t)| < β(t),∀t ∈ [0, δ], (3.34)
where xi(·) is the i-th component of the solution and χ[i]i (·) is the reference trajectory of i
corresponding to the m-cell configuration pri(l) of i, with initial condition χ
[i]
i (0) = xli,G. We
claim that for each i ∈ N , (3.34) holds with δ = δt. Indeed, suppose on the contrary that there
exist an agent ` ∈ N and a time T ∈ (0, δt], such that
|x`(T )− χ[`]` (T )| ≥ β(T ). (3.35)
Next, we define
τ := sup{t¯ ∈ (0, δt] : |xi(t)− χ[i]i (t)| < β(t),∀t ∈ [0, t¯], i ∈ N} (3.36)
Then, it follows from (3.34), (3.35) and (3.36), that τ is well defined and satisfies
0 < τ ≤ δt,
and that there exists ` ∈ N such that
|x`(τ)− χ[`]` (τ)| = β(τ). (3.37)
Next, notice that by the definition of τ , it holds
|xκ(t)− χ[κ]κ (t)| ≤ β(t),∀t ∈ [0, τ ], κ ∈ N`. (3.38)
Also, since for each κ ∈ N` the m-cell configuration prκ(l) of κ is consistent with the configu-
ration pr`(l) of `, it follows from (3.23) and the fact that τ < δt, that
|χ[`]κ (t)− χ[κ]κ (t)| ≤ α`(t),∀t ∈ [0, τ ], κ ∈ N`. (3.39)
Hence, we obtain that
|xκ(t)− χ[`]κ (t)| ≤ β(t) + α`(t),∀t ∈ [0, τ ], κ ∈ N`. (3.40)
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By setting dκ(t) := xκ(t), t ≥ 0, κ ∈ N`, it follows from standard uniqueness results from
ODE theory, that x`(·) is also the solution of the system with disturbances (3.22), with i = `,
vi = ki,li(t, xi,dj ;xi0, wi), and initial condition x`0 ∈ int(Sl`). Thus, by exploiting causality of
(3.22) with respect to the disturbances and the fact that due to (3.40) the disturbances satisfy
(3.27) for all t ∈ [0, τ), it follows from (3.28) that |x`(τ) − χ[`]` (τ)| < β(τ), which contradicts
(3.37). Hence, we conclude that (3.34) holds for δ = δt.
Next, by using the same arguments as above, we can deduce that for each agent i, the i-th
component of the solution of the closed loop system (3.1), (3.31), is the same as the solution
of system (3.22) for i, with disturbances dκ(·), κ ∈ Ni being the components xκ(·), κ ∈ Ni
of the solution corresponding to i’s neighbors. Furthermore, it follows that the disturbances
satisfy (3.27). Hence, from the Consistency Condition, and the fact that the components of
the solution of the closed loop system and the corresponding solutions of the systems with
disturbances are identical, we obtain that (3.32) and (3.33) are satisfied.
For the general case where xi0 ∈ Sli (not necessarily the interior of Sli) for all i ∈ N , we
can exploit for each i continuity of the i-th component of the solution xi(·) with respect to
initial conditions and parameters, in order to prove validity of the proposition. In particular,
xi(t, x0;x0, w) depends by virtue of Property (P1) continuously on x0 (both as the initial
condition and as a parameter) and on the parameters w = (w1, . . . , wN ) ∈ WN . Thus, by
selecting a sequence {x0,ν}ν∈N with x0,ν → x0 and x0i,ν ∈ int(Sli), ∀i ∈ N , ν ∈ N, it follows
that the components xi(·, x0,ν ;x0,ν , w) of the solution of the closed loop system (3.1), (3.31)
satisfy
xi(t, x0,ν ;x0,ν , w)→ xi(t, x0;x0, w),∀t ∈ [0, δt], i ∈ N , (3.41)
with the vector w of the parameters wi, i ∈ N as selected at the beginning of the proof. In
addition, since x0i,ν ∈ int(Sli), ∀i ∈ N , ν ∈ N, it follows from the first part of the proof that
the functions xi(·, x0,ν ;x0,ν , w) satisfy (3.32) and (3.33), namely, it holds
xi(δt, x0,ν ;x0,ν , w) = x
′
i ∈ Sl′i ,∀i ∈ N ,
and
|ki,pri(l)(t, xi(t, x0,ν ;x0,ν , w),xj(t, x0,ν ;x0,ν , w);xi0, wi)| ≤ vmax,∀t ∈ [0, δt], i ∈ N .
Hence, we deduce by virtue of (3.41) that xi(·, x0;x0, w), i ∈ N also satisfy (3.32) and (3.33),
which establishes the desired result for the general case. The proof is now complete. 
4. Design of the Hybrid Control Laws
Consider again system (3.1). We want to determine sufficient conditions which guarantee that
the space-time discretization S−δt is well posed. According to Definition 3.15, establishment of
a well posed discretization is based on the design of appropriate feedback laws which guarantee
well posed transitions for all agents and their possible cell configurations. We postpone the
derivation of acceptable dmax and δt that fulfill well posedness for the next section and proceed
by defining the control laws that are exploited in order to derive well posed discretizations.
Consider a cell decomposition S = {Sl}l∈I of Rn, a time step δt and a selection of a reference
point xl,G for each cell, satisfying (3.24). For each agent i and m-cell configuration li of i, we
define the family of feedback laws ki,li : [0,∞) × R(Ni+1)n → Rn parameterized by xi0 ∈ Sli
and wi ∈W as
ki,li(t, xi,xj ;xi0, wi) := ki,li,1(t, xi,xj) + ki,li,2(xi0) + ki,li,3(t;wi), (4.1)
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where
W := B(vmax) ⊂ Rn, (4.2)
and
ki,li,1(t, xi,xj) := fi(χi(t),χj(t))− fi(xi,xj), (4.3)
ki,li,2(xi0) :=
1
δt
(xli,G − xi0), (4.4)
ki,li,3(t;wi) := ζ(t)wi, (4.5)
t ∈ [0,∞), (xi,xj) ∈ R(Ni+1)n, xi0 ∈ Sli , wi ∈W,
ζi : R≥0 → [
¯
λ, λ¯], 0 ≤
¯
λ ≤ λ¯ < 1. (4.6)
The functions χi(·) and in χj(·) in (4.3) are defined for all t ≥ 0 through the solution of the
initial value problem of Definition 3.4, with xl`,G satisfying (3.24) for all ` ∈ N¯mi . In particular,
χi(·) constitutes a reference trajectory, whose endpoint agent i should reach at time δt, when
the agent’s initial condition lies in Sli and the feedback ki,li(·) is applied with wi = 0 in (4.5).
We also note that the feedback laws ki,li(·) depend on the cell of agent i and specifically on its
m-cell configuration li, through the reference point xli,G in (4.4) and the trajectories χi(·) and
χj(·) in (4.3), as provided by the initial value problem of Definition 3.4. The parameters
¯
λ and λ¯
in (4.6) stand for the minimum and maximum portion of the free input, respectively, that can be
further exploited for motion planning. In particular, for each wi ∈W in (4.2), the vector ζi(t)wi
provides the “velocity” of a motion that we superpose to the reference trajectory χi(·) of agent
i at time t ∈ [0, δt]. The latter allows the agent to reach all points inside a ball with center the
position of the reference trajectory at time δt by following the curve x¯i(t) := xi(t)+wi
∫ t
0
ζi(s)ds,
as depicted in Fig. 6 below. Recall that the reference trajectory of i, starting from xli,G, is
obtained from the initial value problem of Definition 3.4, by considering the unforced solution
of the subsystem formed by agent’s i m-neighbor set. Then, the feedback term ki,li,1(·) enforces
the agent to move in parallel to its reference trajectory. Also, by selecting a vector wi in W
and a function ζi(·) as in (4.6), we can exploit the extra terms ki,li,2(·) and ki,li,3(·) to navigate
the agent to the point x inside the ball B(χi(δt); ri) (the dashed circle in Figure 1) at time δt
from any initial state xi0 ∈ Sli . In a similar way, it is possible to reach any point inside this
ball by a different selection of wi. This ball has radius
ri :=
∫ δt
0
ζi(s)dsvmax ≥
¯
λδtvmax, (4.7)
namely, the distance that the agent can cross in time δt by exploiting ki,li,3(·), which corresponds
to the part of the free input that is available for planning. Hence, it is possible to perform a
well posed transition to any cell which has a nonempty intersection with B(χi(δt); ri) (the cyan
cells in Fig. 6). Notice that due to the assumption vmax < M below (3.5), it is in principle not
possible to cancel the interconnection terms. An example of a cooperative controller motivating
this assumption can be found in our recent paper [5], where appropriate coupling terms ensure
robust connectivity of the multi-agent network for bounded free inputs.
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Sli
Sl′i
χi(δt)
xi(δt) = x
B(χi(δt); ri)
χi(δt) + twi
xi(t)
x¯i(t)
xi0
xli,G
Figure 6. Consider any point x inside the ball with center χi(δt). Then, for
each initial condition xi0 in the cell Sli , the endpoint of agent’s i trajectory
xi(·) coincides with the endpoint of the curve x¯i(·), which is precisely x, and
lies in Sl′i , namely, xi(δt) = x¯i(δt) = x ∈ Sl′i .
In order to verify the Consistency Condition for the derivation of well posed discretizations,
we will select the function β(·) in Definition 3.14 as
β(t) :=
dmax(δt− t)
2δt
+ λ¯vmaxt, t ∈ [0, δt] (4.8)
Furthermore, we select a constant c¯ ∈ (0, 1), which provides for each agent a measure of the
deviation between each reference trajectory of its neighbors and its estimate by the agent (for
corresponding consistent cell configurations). By defining
t¯ := sup
{
t > 0 : eL2t −
(
L2 + c¯
L22
L1
√
Nmax
)
t− 1 < 0
}
, (4.9)
it follows that
0 < t¯ < t∗, (4.10)
where t∗ is defined in (3.16), and that the function Hm(·) in (3.20) satisfies
Hm(t) ≤ c¯m−1Mt,∀t ∈ [0, t¯] (4.11)
The proof of both (4.10) and (4.11) is based on elementary calculations and is provided in the
Appendix. Hence, it follows from (4.11) and the result of Proposition 3.10, namely, (3.19), that
if we select the functions αi(·) in Definition 3.13 as αi(·) ≡ α(·), ∀i ∈ N , with
α(t) := cMt, ∀t ∈ [0, δt]; c := c¯m−1, (4.12)
then the neighbor reference trajectory deviation bound (3.23) is satisfied for all 0 < δt ≤ t¯.
Remark 4.1. It follows from (4.12) that for a fixed constant c¯ ∈ (0, 1), the neighbor reference
trajectory deviation bound decreases exponentially with respect to the degree of decentraliza-
tion.
5. Well Posed Space-Time Discretizations with Motion Planning Capabilities
In this section, we exploit the controllers introduced in Section 4 to provide sufficient condi-
tions for well posed space-time discretizations. By exploiting the result of Proposition 3.18 this
framework can be applied for motion planning, by specifying different transition possibilities
for each agent through modifying its controller appropriately. As in the previous section, we
consider the system (3.1), a cell decomposition S = {Sl}l∈I of Rn, a time step δt and a selec-
tion of reference points xl,G, l ∈ I as in (3.24). For each agent i ∈ N and m-cell configuration
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li ∈ IN¯mi of i, consider the family of feedback laws given in (4.3), (4.4), (4.5), and parame-
terized by xi0 ∈ Sli and wi ∈ W . As in the previous sections, χi(·) is the reference solution
of the initial value problem corresponding to the m-cell configuration of i as in Definition 3.4.
Recall that the parameters
¯
λ and λ¯ in (4.6) provide the lower and upper portion of the free
input that is exploited for planning. Thus, they can be regarded as a measure for the degree
of control freedom that is chosen for the abstraction. We proceed by providing the desired
sufficient conditions for a space-time discretization to be suitable for motion planning.
Theorem 5.1. Consider a cell decomposition S of Rn with diameter dmax, a time step δt, the
constant ri defined in (4.7) and the parameters
¯
λ, λ¯ in (4.6). We assume that dmax and δt
satisfy the following restrictions:
δt ∈
(
0,min
{
t¯,
(1−
¯
λ)vmax
L1
√
Nmax(cM + λ¯vmax) +
¯
λL2vmax
})
(5.1)
dmax ∈
(
0,min
{
2(1−
¯
λ)vmaxδt
1 + (L1
√
Nmax + L2)δt
, 2(1−
¯
λ)vmaxδt
−2(L1
√
Nmax(cM + λ¯vmax) +
¯
λL2vmax)δt
2
}]
, (5.2)
with L1, L2, M , vmax, c and t¯ as given in (3.3), (3.4), (3.2), (3.5), (4.12) and (4.9), respectively.
Then, for each agent i ∈ N and cell configuration li of i we have Posti(li; li) 6= ∅, namely, the
space-time discretization is well posed for the multi-agent system (3.1). In particular, it holds
Posti(li; li) ⊃ {l ∈ I : Sl ∩B(χi(δt); ri) 6= ∅}, (5.3)
where ri is defined in (4.7) with
ζi(t) :=
¯
λ. (5.4)
Proof. In order to prove that the discretization is well posed, we will specify, according to
Definition 3.15(ii), continuous functions β(·) and αi(·), i ∈ N , satisfying (3.25) and (3.23),
respectively, in such a way that (5.13) holds for all i ∈ N and li ∈ IN¯mi . We pick β(·) as in
(4.8) and αi(·) ≡ α(·), for all i ∈ N , with α(·) as given in (4.12). Notice first that β(·) satisfies
(3.25). In addition, due to the requirement that δt ≤ t¯ in (5.1) and the discussion below (4.12),
the functions αi(·) satisfy the reference trajectory deviation bound (3.23). Thus, it follows that
the requirements of a well posed discretization on the mapping β(·) and αi(·) are fulfilled.
Next, let i ∈ N and li ∈ IN¯mi . For the derivation of (5.13), namely, that each transition
li
li−→ l′i, with Sl′i ∩ B(χi(δt); ri) 6= ∅ is well posed, it suffices to show that for each x ∈
B(χi(δt); ri) and l
′
i ∈ I such that x ∈ Sl′i , the transition li
li−→ l′i is well posed. Thus, for each
x ∈ B(χi(δt); ri) and l′i ∈ I such that x ∈ Sl′i , we need according to Definition 3.15(i) to find
a feedback law (3.26) satisfying Property (P) and a vector wi ∈ W , in such a way that the
Consistency Condition is fulfilled.
Let x ∈ B(χi(δt); ri) and define
wi :=
x− χ(δt)
¯
λδt
. (5.5)
with
¯
λ as in (4.6). Then, it follows from (4.7) and (5.4) that |wi| ≤ ri
¯
λδt ≤ vmax and hence, by
virtue of (4.2) that wi ∈ W . We now select the feedback law ki,li(·) as given by (4.1), (4.3),
(4.4), (4.5) and with wi as defined in (5.5), and we will show that for all l
′
i ∈ I such that
x ∈ Sl′i the Consistency Condition is satisfied. Notice first that ki,li(·) satisfies Property (P).
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In order to show the Consistency Condition we pick xi0 ∈ int(Sli), x′i := x with x as selected
above and prove that the solution xi(·) of (3.22) with vi = ki,li(t, xi,dj ;xi0, wi) satisfies (3.28),
(3.29) and (3.30), for any continuous dj1 , . . . , djNi : R≥0 → Rn that satisfy (3.27). We break
the subsequent proof in the following steps.
STEP 1: Proof of (3.28) and (3.29). By taking into account (3.22), (4.1), (4.3)-(4.5) and (5.4)
we obtain for any continuous dj1 , . . . , djNi : R≥0 → Rn the solution xi(·) of (3.22) with vi = ki,li
as
xi(t) = xi0 +
∫ t
0
(fi(xi(s),dj(s)) + ki,li(s, xi(s),dj(s);xi0, wi))ds
= xi0 +
∫ t
0
(
fi(χi(s),χj(s))ds+
1
δt
(xli,G − xi,0) + ¯λwi
)
ds
= xi0 + χi(t)− xli,G +
t
δt
(xli,G − xi,0) + t¯λwi = χi(t) +
δt− t
δt
(xi0 − xli,G) + t¯λwi, t ≥ 0
Hence, from the fact that xi0 ∈ int(Sli), we deduce from (3.24) that
|xi(t)− χi(t)| ≤
∣∣∣∣δt− tδt (xi0 − xli,G)|+ t¯λwi
∣∣∣∣ < (δt− t)dmax2δt + t¯λvmax,∀t ∈ [0, δt], (5.6)
which by virtue of (4.8) and (4.6) establishes validity of (3.28). Furthermore, we get that
xi(δt) = χi(δt) + δt
¯
λwi = x = x
′
i and thus, (3.29) also holds.
STEP 2: Estimation of bounds on ki,li,1(·), ki,li,2(·) and ki,li,3(·) along the solution xi(·) of
(3.22) with vi = ki,li and dj1 , . . . , djNi satisfying (3.27). Pick any continuous disturbances
dj1 , . . . , djNi that satisfy |djκ(t)− χ
[i]
jκ
(t)| ≤ αi(t) + β(t), for all t ∈ [0, δt]. We first show that
|ki,li,1(t, xi(t),dj(t))| ≤ L1
√
Nmax
(
dmax(δt− t)
2δt
+ (cM + λ¯vmax)t
)
+ L2
(
(δt− t)dmax
2δt
+
¯
λvmaxt
)
,∀t ∈ [0, δt]. (5.7)
Indeed, notice that by virtue of (4.3), we have
ki,li,1(t, xi(t),dj(t)) = [fi(χi(t),χj(t))− fi(xi(t),χj(t))] + [fi(xi(t),χj(t))− fi(xi(t),dj(t))].
(5.8)
For the second difference on the right hand side of (5.8), we obtain from (3.3), (3.17), (3.28),
(4.8) and (4.12) that
|fi(xi(t),χj(t))− fi(xi(t),dj(t))| ≤L1|(dj1(t)− χ[i]j1(t), . . . , djNi (t)− χ
[i]
jNi
(t))|
≤L1
(
Ni∑
κ=1
(α(t) + β(t))2
) 1
2
≤L1
√
Nmax(α(t) + β(t))
≤L1
√
Nmax
(
dmax(δt− t)
2δt
+ (cM + λ¯vmax)t
)
.
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For the other difference in (5.8), it follows from (3.4) and the obtained trajectory xi(·) in Step
1, that
|fi(xi(t),χj(t))− fi(χi(t),χj(t))| ≤L2
∣∣(χi(t) + t
¯
λwi +
(
1− tδt
)
(xi0 − xli,G)
)− χi(t)∣∣
≤L2
(
(δt− t)dmax
2δt
+
¯
λvmaxt
)
.
Hence, it follows from the evaluated bounds on the differences of the right hand side of (5.8)
that (5.7) holds. Next, by recalling that xli,G satisfies (3.24), it follows directly from (4.4) that
|ki,li,2(xi0)| =
1
δt
|xi0 − xli,G| ≤
dmax
2δt
,∀xi0 ∈ Sli . (5.9)
Finally, for ki,li,3(·) we get from (4.5), (4.2) and (5.4) that
|ki,li,3(t;wi)| = |¯λwi| ≤ ¯λvmax,∀t ∈ [0, δt], wi ∈W. (5.10)
STEP 3: Verification of (3.30). In this step we exploit the bounds obtained in Step 2 in order
to show (3.30) for any dj1 , . . . , djNi satisfying (3.27). By taking into account (4.1), (5.7), (5.9)
and (5.10) we want to prove that
L1
√
Nmax
(
dmax(δt− t)
2δt
+ (cM + λ¯vmax)t
)
+
dmax
2δt
+L2
(
(δt− t)dmax
2δt
+
¯
λvmaxt
)
+
¯
λvmax ≤ vmax,∀t ∈ [0, δt]. (5.11)
Due to the linearity of the left hand side of (5.11) with respect to t, it suffices to verify it for
t = 0 and t = δt. For t = 0 we obtain that
L1
√
Nmax
dmax
2
+
dmax
2δt
+ L2
dmax
2
+
¯
λvmax ≤ vmax ⇐⇒
L1
√
Nmaxδtdmax + dmax + L2δtdmax ≤ 2(1−
¯
λ)vmaxδt
whose validity is guaranteed by (5.2). For the case where t = δt, we have
L1
√
Nmax(cM + λ¯vmax)δt+
dmax
2δt
+ L2
¯
λvmaxδt+
¯
λvmax ≤ vmax ⇐⇒
dmax + 2(L2
¯
λvmaxδt
2 + L1
√
Nmax(cM + λ¯vmax)δt
2) ≤ 2(1−
¯
λ)vmaxδt
which also holds because of (5.2). Hence, we deduce that (3.30) is also fulfilled and the proof
is complete. 
Remark 5.2. In Fig. 7 we depict the bounds on the feedback term ki,li in order to provide
some additional intuition behind the selection of dmax and δt. By rearranging terms in (5.11)
we get
dmax
2δt
+
dmax
2δt
(L1
√
Nmax + L2)(δt− t) + L1
√
Nmax(cM + λ¯vmax) + L2
¯
λvmax)t
≤ (1−
¯
λ)vmax,∀t ∈ [0, δt]. (5.12)
The third term of the sum in (5.12) is maximized at δt, namely, becomes L1
√
Nmax(cM +
λ¯vmax) + L2
¯
λvmax)δt and is independent of the decomposition diameter dmax. This term is
responsible for the requirement that δt is upper bounded by
(1−
¯
λ)vmax
L1
√
Nmax(cM+λ¯vmax)+
¯
λL2vmax
in
(5.1), since it cannot exceed (1 −
¯
λ)vmax. Hence, assuming that we have selected a time
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step δt which satisfies this constraint, we can exploit the remaining part of the input for the
manipulation of the first two terms in (5.12). Notice that both these terms are proportional
to dmax which implies that there will always exist a sufficiently small selection of dmax which
guarantees consistency with the bound on the available control. In particular, dmax can be
selected between zero and the largest value that will result in the full exploitation of the control
with magnitude (1 −
¯
λ)vmax, either at time 0 or at time δt as depicted in Fig. 7 right and
left, respectively. The later holds because of the linearity of the right hand side of (5.12) with
respect to t and provides the two possible upper bounds on dmax through the min operator in
(5.2).
dmax
2δt
(L1
√
Nmax(cM+λ¯vmax)
+L2
¯
λvmax)t
dmax
2δt (L1
√
Nmax+L2)(δt−t)
δt
(1−
¯
λ)vmax
dmax
2δt
(L1
√
Nmax(cM+λ¯vmax)
+L2
¯
λvmax)t
dmax
2δt (L1
√
Nmax+L2)(δt−t)
δt
(1−
¯
λ)vmax
Figure 7. Illustration of the worst case bounds on the feedback terms as given
in (5.12).
Once a cell decomposition diameter dmax and a time step δt which satisfy the restrictions
(5.1) and (5.2) of Theorem 5.1 have been selected, it is possible to improve the reachability
properties of the abstraction by exploiting the remaining available part of the control. This
is established through a modification of the function ζi(·) which was selected as a constant in
(5.4). The corresponding result is provided in Corollary 5.3 below.
Corollary 5.3. Assume that the hypotheses of Theorem 5.1 are satisfied and let any dmax and
δt that satisfy (5.1) and (5.2). Then, for each agent i ∈ N and cell configuration li of i it holds
Posti(li; li) ⊃ {l ∈ I : Sl ∩B(χi(δt); ri) 6= ∅}, (5.13)
where ri is defined in (4.7) with
ζi(t) :=
¯
λ+ ξi(t), t ∈ [0, δt], (5.14)
ξi(t) := min
{
λ¯−
¯
λ,
AL(δt− t) +ARi t
δtvmax(1 + t)
}
(5.15)
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and the constants AL, ARi ≥ 0 are given as
AL :=(1−
¯
λ)vmax − L1
√
Nmax
dmax
2
− dmax
2δt
− L2 dmax
2
, (5.16)
ARi :=

(1−
¯
λ)vmax − dmax2δt − L2¯λvmaxδt− L1
√
Nmaxλ¯vmaxδt,
if Nm+1i = ∅ and Nm+1` = ∅ for all ` ∈ Ni,
(1−
¯
λ)vmax − dmax2δt − L2¯λvmaxδt− L1
√
Nmax(cM + λ¯vmax)δt,
otherwise.
(5.17)
Proof. Notice first that due to (5.2), namely that dmax ≤ 2(1−¯λ)vmaxδt1+(L1√Nmax+L2)δt and dmax ≤ 2(1−
¯
λ)vmaxδt− 2(L1
√
Nmax(cM + λ¯vmax) +
¯
λL2vmax)δt
2, it follows that AL ≥ 0 and ARi ≥ 0 for all
i ∈ N , respectively. The rest of the proof follows the same arguments with those of the proof
of Theorem 5.1 which certain modifications that are provided below. First, the parameter wi
in (5.5) is chosen as
wi =
x− χi(δt)∫ δt
0
ζi(s)ds
.
In addition, when for certain i ∈ N it holds Nm+1i = ∅ and Nm+1` = ∅ for all ` ∈ Ni, it
follows from Lemma 3.7 that for corresponding consistent cell configurations li and l` it holds
χ
[i]
` (t) = χ
[`]
` (t), ∀t ≥ 0. Thus, we select the neighbor reference trajectory deviation bound
αi(·) ≡ 0 in that case and as in (4.12) otherwise.
Due to the above modifications, the bounds on ki,li,1(·) and ki,li,3(·) are now given as
|ki,li,1(t, xi(t),dj(t))| ≤ L1
√
Nmax(
dmax(δt−t)
2δt + λ¯vmax)t) + L2(
(δt−t)dmax
2δt + (¯
λ + ξi(t))vmaxt),
∀t ∈ [0, δt] when Nm+1i = ∅ and Nm+1` = ∅ for all ` ∈ Ni, or |ki,li,1(t, xi(t),dj(t))| ≤
L1
√
Nmax(
dmax(δt−t)
2δt + (cM + λ¯vmax)t) + L2(
(δt−t)dmax
2δt + (¯
λ + ξi(t))vmaxt), ∀t ∈ [0, δt] oth-
erwise, and |ki,li,3(t, wi)| ≤ (¯λ+ ξi(t))vmax,∀t ∈ [0, δt], wi ∈ W , respectively. Hence, instead of
(5.11), we need to verify that
L1
√
Nmax
(
dmax(δt− t)
2δt
+ (cM + λ¯vmax)t
)
+
dmax
2δt
+L2
(
(δt− t)dmax
2δt
+ (
¯
λ+ ξ(t))vmaxt
)
+ (
¯
λ+ ξ(t))vmax ≤ vmax,∀t ∈ [0, δt], (5.18)
when Nm+1i = ∅ and Nm+1` = ∅ for all ` ∈ Ni, and
L1
√
Nmax
(
dmax(δt− t)
2δt
+ λ¯vmaxt
)
+
dmax
2δt
+L2
(
(δt− t)dmax
2δt
+ (
¯
λ+ ξ(t))vmaxt
)
+ (
¯
λ+ ξ(t))vmax ≤ vmax,∀t ∈ [0, δt], (5.19)
otherwise. By taking into account (5.14), (5.15), (5.16) and (5.17), it follows that both (5.18)
and (5.19) are fulfilled and the proof is complete. 
Remark 5.4. (i) The exploitation of the remaining available control in Corollary 5.3, after
a specific space-time discretization has been selected, is illustrated in Fig. 8. Specifically,
Theorem 5.1 provides for each agent i sufficient conditions on the space-time discretization,
which guarantee that the agent can reach a ball of radius
¯
λvmaxδt, given that its neighbors
may exploit the larger part λ¯vmax of their free input for reachability purposes. Since the same
reasoning is applied for all the agents, once a discretization has been chosen, the reachable ball
of each agent can be increased by exploiting the remaining part (λ¯−
¯
λ)vmax of the free input,
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as long the latter does not violate consistency with the total magnitude of the feedback laws
(to be bounded by vmax). Thus, the lengths of the left and right bases of the upper trapezoid
in Fig. 8(left) are ALvmax and A
R
i vmax, respectively, and determine the linearly dependent on
t available control over [0, δt], as depicted in Fig. 8(bottom right). Based on this available
control, ζ(·) is then selected under the conditions that its effect in the control modification does
not exceed this threshold, and that it is bounded by λ¯vmax, as illustrated in Fig. 8(up right).
(ii) Assume that heterogeneous Lipschitz constants L1(i), L2(i) and M(i) are given for each
agent i ∈ N , which are upper bounded by L1, L2 and M , respectively, as the latter are
considered in the report. Then the result of Corollary 5.3 remains valid with the constants L1,
L2, M and Nmax in (5.16) and (5.17) being replaced by L1(i), L2(i), M(i) and Ni, respectively.
Hence, it is possible to obtain improved reachability properties for agents with weaker couplings
in their dynamics.
dmax
2δt
(L1
√
Nmax(cM+λ¯vmax)
+L2
¯
λvmax)t
or (L1
√
Nmaxλ¯vmax+L2
¯
λvmax)t
dmax
2δt (L1
√
Nmax+L2)
×(δt−t)
δt
(1−
¯
λ)vmax
vmax
¯
λvmax
ξi(t)vmax
δt
δt
¯
λvmax
λ¯vmax
ζi(0)vmax
ARi vmax
ALvmax
Figure 8. Illustration of the bounds on the feedback terms and the exploita-
tion of the remaining available control through the modification of ζi in (5.14)-
(5.17).
We next provide an improved version of Theorem 5.1, for the case where the conditions of
Lemma 3.7 are satisfied for all agents, namely, when for every possible m-cell configuration of
each agent, the estimate of its neighbors’ reference trajectories and their reference trajectories
corresponding to consistent configurations coincide.
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Theorem 5.5. Assume that Nm+1i = ∅ holds for all i ∈ N . Then, the result of Theorem 5.1
remains valid for any δt and dmax satisfying
δt ∈
(
0,
(1−
¯
λ)vmax
L1
√
Nmaxλ¯vmax +
¯
λL2vmax
)
(5.20)
dmax ∈
(
0,min
{
2(1−
¯
λ)vmaxδt
1 + (L1
√
Nmax + L2)δt
, 2(1−
¯
λ)vmaxδt
−2(L1
√
Nmaxλ¯vmax +
¯
λL2vmax)δt
2
}]
. (5.21)
Proof. By exploiting Lemma 3.7 and the fact that according to the hypothesis of the theorem
it holds Nm+1i = ∅, Nm+1` = ∅ for each pair of agents i ∈ N , ` ∈ Ni, it follows that for
corresponding consistent cell configurations li and l` it holds χ
[i]
` (t) = χ
[`]
` (t), ∀t ≥ 0. Thus, we
can select for each agent i ∈ N the neighbor reference trajectory deviation bound αi(·) ≡ 0.
The rest of the proof follows the same arguments employed for the proof of Theorem 5.1 and
is therefore omitted. 
As in Corollary 5.3, the following corollary presents the analogous improved reachability
result when dmax and δt are selected by Theorem 5.5.
Corollary 5.6. Assume that the hypotheses of Theorem 5.5 are fulfilled and let any δt and
dmax that satisfy (5.20) and (5.21). Then, the result of Corollary 5.3 is valid with A
R
i = A
R :=
(1−
¯
λ)vmax − dmax2δt − L2¯λvmaxδt− L1
√
Nmaxλ¯vmaxδt.
6. Example and Simulation Results
As an illustrative example we consider a system of four agents in R2. Their dynamics are
given as
x˙1 = satρ(x2 − x1) + v1,
x˙2 = v2
x˙3 = satρ(x2 − x3) + v3
x˙4 = satρ(x3 − x4) + v4
where the saturation function satρ : R2 → R2 is defined as
satρ(x) :=
{
x, if x < ρ
ρ
|x|x, if x ≥ ρ , x ∈ R
2.
The agents’ neighbors’ sets in this example are N1 = {2}, N2 = ∅, N3 = {2}, N4 = {3} and
specify the corresponding network topology. The constant ρ > 0 above represents a bound on
the distance between agents 1, 2, and agents 2, 3, that we will require the system to satisfy
during its evolution. It is not hard to show that this is possible if we select vmax :=
ρ
2 . Hence
we obtain the dynamics bounds and Lipschitz constants M := ρ, L1 := 1 and L2 := 1 for all
agents. By selecting the degree of decentralization m = 2, it follows that the conditions of
Theorem 5.5 are satisfied. By choosing the constant λ¯ = 1 in (4.6) we obtain from (5.21) and
(5.20) (notice also that Nmax = 1) that
0 < δt <
1−
¯
λ
1 +
¯
λ
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and
0 < dmax ≤ min
{
(1−
¯
λ)δt
1 + 2δt
ρ, ((1−
¯
λ)δt− (1 +
¯
λ)δt2)ρ
}
.
By picking δt =
1−
¯
λ
2(1+
¯
λ) we obtain that
0 < dmax ≤ (1− ¯λ)
2
4(1 +
¯
λ)
ρ.
For the simulation results we pick
¯
λ = 0.4, ρ = 10 and evaluate the corresponding value of
δt above and the maximum acceptable value for the diameter dmax of the cells. We partition
the workspace [−10, 10] × [−10, 10] ⊂ R2 into squares and select the initial conditions of the
agents 1, 2, 3 and 4 at (9, 4), (4, 4), (−6, 6) and (−9,−4), respectively, which respect the desired
initial bound on the distance between agents 1, 2, and agents 2, 3. We assume that agent 2,
which is unaffected by the coupled constraints has constant velocity v2 = (−1,−4) and study
reachability properties of the system over the time interval [0, 2]. The sampled trajectory of
agent 2 is visualized with the circles in the figure below, and the blue, magenta cells indicate the
union of agent’s 3 and 1 reachable cells over the time interval, respectively, given the trajectory
of 2. Finally, given the trajectory of 2 and selecting the discrete trajectory of 3 which is depicted
with the red cells in the figure, we obtain with yellow the corresponding reachable cells of agent
4. The simulation results have been implemented in MATLAB with a running time of the order
of a few seconds, on a PC with an Intel(R) Core(TM) i7-4600U CPU @ 2.10GHz processor.
Figure 9. Reachable cells of agents 1, 3 and 4, given the trajectory of agent
2 in green.
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7. Conclusions
We have provided an abstraction framework for multi-agent systems which is based on a
varying degree of decentralization for the information of each agent with respect to the graph
topology of the network. Well posed transitions have been modeled by exploiting a system
with disturbances in order to model the possible evolution of the agents neighbors. Sufficient
conditions on the space and time discretization have been quantified in order to capture the
reachability properties of the symbolic models through well defined transitions. The latter
are realized by means of hybrid feedback control laws which take into account the coupled
constraints and navigate the agents to their successor cells.
Ongoing work includes the improvement of the agents’ reachability properties, based on
their local dynamics bounds and Lipschitz constants which will enable the exploitation of a
larger part of the free inputs for the transitions to successor cells. In addition we aim at the
formulation of an online abstraction framework for heterogeneous agents with updated choices
of the discretization and planning parameters.
8. Appendix
8.1. Proof of Lemma 3.9.
Proof. For the proof, it suffices to show that (3.18) holds for all agents κ ∈ N¯mi ∩ N¯m` , since by
Lemma 3.2(i) we have N¯m−1` ⊂ N¯mi . We distinguish the following cases.
Case (i). Nm+1i 6= ∅ and Nm+1` 6= ∅. For Case (i) we consider the following subcases for each
agent κ ∈ N¯mi ∩ N¯m` .
Case (ia). κ ∈ (N¯mi ∩ N¯m` ) ∩ (Nmi ∪ Nm` ). In this case, it follows from (3.9) that either
χ
[i]
κ (·) ≡ xlκ,G or χ[`]κ (·) ≡ xlκ,G. Without any loss of generality we assume that κ ∈ N¯m−1` and
thus, that χ
[i]
κ (·) ≡ xlκ,G. Then, we get from (3.2), the initial value problem which specifies
χ
[`]
κ (·), as given by (3.8), and the consistency of l` with li, which implies χ[i]κ (0) = χ[`]κ (0) = xlκ,G,
that
|χ[i]κ (t)− χ[`]κ (t)| = |xlκ,G − χ[`]κ (t)| ≤
∫ t
0
|fκ(χ[`]κ (s),χ[`]j(κ)(s))|ds ≤Mt, ∀t ≥ 0. (8.1)
Case (ib). κ ∈ (N¯mi ∩ N¯m` ) \ (Nmi ∪ Nm` ). Notice first, that (N¯mi ∩ N¯m` ) \ (Nmi ∪ Nm` ) ⊂
N¯m−1i ∩N¯m−1` and thus, for each agent κ ∈ (N¯mi ∩N¯m` ) \ (Nmi ∪Nm` ) we have that κ ∈ N¯m−1i
and κ ∈ N¯m−1` . Hence, we obtain from Lemma 3.2(ii) that Nκ ⊂ N¯mi and Nκ ⊂ N¯m` ,
respectively, implying that Nκ ⊂ N¯mi ∩ N¯m` . Consequently, it follows from Definition 3.4 that
both χ
[i]
j(κ)(·) and χ[`]j(κ)(·) are well defined. In order to show (3.18) for all κ of Case (ib) we will
prove the following claim.
Claim I. There exists a δ ∈ (0, t∗), such that (3.18) holds for all t ∈ [0, δ] and all κ of Case (ib).
In order to show Claim I, we select
δ := min
{
1
4L1
√
Nmax
,
ln 2
L2
}
(8.2)
and any κ ∈ (N¯mi ∩ N¯m` ) \ (Nmi ∪Nm` ). By recalling that χ[i]j(κ)(·) and χ[`]j(κ)(·) are well defined
and exploiting the dynamics bound (3.2), (3.17), (8.2), and that l` is consistent with li, which
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by virtue of the fact that Nκ ⊂ N¯mi ∩ N¯m` implies that χ[`]ν (0) = χ[i]ν (0) = xlν ,G for all ν ∈ Nκ,
we deduce that
|χ[i]j(κ)(t)− χ[`]j(κ)(t)| =
(∑
ν∈Nκ
|χ[i]ν (t)− χ[`]ν (t)|2
) 1
2
≤
(∑
ν∈Nκ
(2Mt)2
) 1
2
≤ 2M
√
Nmaxt ≤ M
2L1
,∀t ∈ [0, δ]. (8.3)
Next, by virtue of (3.3) and (3.4) we evaluate the difference
|χ[i]κ (t)− χ[`]κ (t)| ≤
∫ t
0
|fκ(χ[i]κ (s),χ[i]j(κ)(s))− fκ(χ[`]κ (s),χ[`]j(κ)(s))|ds
≤
∫ t
0
(|fκ(χ[i]κ (s),χ[i]j(κ)(s))− fκ(χ[`]κ (s),χ[i]j(κ)(s))|
+ |fκ(χ[`]κ (s),χ[i]j(κ)(s))− fκ(χ[`]κ (s),χ[`]j(κ)(s))|)ds
≤
∫ t
0
(L2|χ[i]κ (s)− χ[`]κ (s)|+ L1|χ[i]j(κ)(s)− χ[`]j(κ)(s)|)ds. (8.4)
Hence, from (3.18) and (8.3) we obtain that for all t ∈ [0, δ] it holds
|χ[i]κ (t)− χ[`]κ (t)| ≤
Mt
2
+
∫ t
0
L2|χ[i]κ (s)− χ[`]κ (s)|ds. (8.5)
In order to derive a bound for |χ[i]κ (·) − χ[`]κ (·)| from the integral inequality above, we will use
the following version of the Gronwall Lemma, whose proof is given later in the Appendix.
Fact I. Let λ : [a, b] → R be a continuously differentiable function satisfying λ(a) = 0 and µ a
nonnegative constant. If a continuous function y(·) satisfies
y(t) ≤ λ(t) +
∫ t
a
µy(s)ds,
then, on the same interval it holds
y(t) ≤
∫ t
a
eµ(t−s)λ˙(s)ds. /
By exploiting Fact I, we obtain from (8.5) and (8.2) that
|χ[i]κ (t)− χ[`]κ (t)| ≤
∫ t
0
eL2(t−s)
M
2
ds ≤ M
2
eL2tt ≤ M
2
eL2
ln 2
L2 t = Mt, ∀t ∈ [0, δ]. (8.6)
Hence, we have proved Claim I. /
We proceed by showing that (3.18) also holds for all t ∈ [0, t∗] and κ of Case (ib). Assume on
the contrary that there exist κ′ ∈ (N¯mi ∩ N¯m` ) \ (Nmi ∪Nm` ) and T ∈ (0, t∗] such that
|χ[i]κ′(T )− χ[`]κ′ (T )| > MT. (8.7)
By continuity of the functions χ
[i]
κ (·), we can define
τ := max{t¯ ∈ [0, T ] : |χ[i]κ (t)− χ[`]κ (t)| ≤Mt, ∀t ∈ [0, t¯], κ ∈ (N¯mi ∩ N¯m` ) \ (Nmi ∪Nm` )}. (8.8)
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Then, it follows from (8.6), (8.7) and continuity of the functions χ
[i]
κ (·), χ[`]κ (·), that there exists
κ′′ ∈ (N¯mi ∩ N¯m` ) \ (Nmi ∪Nm` ) such that
|χ[i]κ′′(τ)− χ[`]κ′′(τ)| = Mτ. (8.9)
Also, from Claim I and (8.8) we get that
0 < τ < t∗. (8.10)
Next, by recalling that since κ′′ ∈ (N¯mi ∩ N¯m` ) \ (Nmi ∪ Nm` ), it holds Nκ′′ ⊂ N¯mi ∩ N¯m` ,
it follows that for each neighbor ν ∈ Nκ′′ of κ′′ either ν ∈ (N¯mi ∩ N¯m` ) ∩ (Nmi ∪ Nm` ), or
ν ∈ (N¯mi ∩ N¯m` ) \ (Nmi ∪Nm` ). Thus, we deduce from (8.1) and (8.8), respectively, that
|χ[i]ν (t)− χ[`]ν (t)| ≤Mt,∀t ∈ [0, τ ], ν ∈ Nκ′′ . (8.11)
It then follows from (8.11) (by similar calculations as in (8.4)) that
|χ[i]κ′′(τ)− χ[`]κ′′(τ)| ≤
∫ τ
0
(L2|χ[i]κ′′(s)− χ[`]κ′′(s)|+ L1|χ[i]j(κ′′)(s)− χ[`]j(κ′′)(s)|)ds
=
∫ τ
0
(L2|χ[i]κ′′(s)− χ[`]κ′′(s)|+ L1
 ∑
ν∈Nκ′′
|χ[i]ν (s)− χ[`]ν (s)|2
 12
 ds
≤
∫ τ
0
L2|χ[i]κ′′(s)− χ[`]κ′′(s)|ds+
∫ τ
0
L1M
√
Nκ′′sds.
Hence, we obtain from Fact I and (3.17) that
|χ[i]κ′′(τ)− χ[`]κ′′(τ)| ≤
∫ τ
0
eL2(τ−s)L1M
√
Nκ′′sds
≤
∫ τ
0
eL2(τ−s)L1M
√
Nmaxsds
=
L1
L2
M
√
Nmax
(
eL2τ
L2
− τ − 1
L2
)
. (8.12)
It can then be checked by elementary calculations that
eL2t −
(
L2 +
L22
L1
√
Nmax
)
t− 1 < 0,∀t ∈ (0, t∗), (8.13)
with t∗ as specified in (3.16). Also, from (8.9) and (8.12) we have that
Mτ ≤ L1
L2
M
√
Nmax
(
eL2τ
L2
− τ − 1
L2
)
⇐⇒
L22
L1
√
Nmax
τ ≤ eL2τ − L2τ − 1 ⇐⇒
eL2τ −
(
L2 +
L22
L1
√
Nmax
)
τ − 1 ≥ 0,
which contradicts (8.13), since by (8.10), it holds 0 < τ < t∗. Thus, we have shown (3.18) for
Case (ib).
Case (ii). Nm+1i 6= ∅ and Nm+1` = ∅. For Case (ii) we also consider the following subcases for
each agent κ ∈ N¯mi ∩ N¯m` .
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Case (iia). κ ∈ (N¯mi ∩ N¯m` ) ∩ Nmi . In this case, it follows from (3.9) that χ[i]κ (·) ≡ xlκ,G and
thus, by using similar arguments with Case (ia) that (8.1) is fulfilled.
Case (iib). κ ∈ (N¯mi ∩ N¯m` ) \Nmi . Notice that (N¯mi ∩ N¯m` ) \Nmi ⊂ N¯m−1i ∩ N¯m` and thus, for
each agent κ ∈ (N¯mi ∩N¯m` )\Nmi we have that κ ∈ N¯m−1i and κ ∈ N¯m` . Hence, we obtain from
Lemma 3.2(ii) and the fact that Nm+1` = ∅, that Nκ ⊂ N¯mi and Nκ ⊂ N¯m+1` = N¯m` ∪Nm+1` =
N¯m` , respectively, implying that Nκ ⊂ N¯mi ∩ N¯m` . The remaining proof for this case follows
similar arguments with the proof of Case (ib) and is omitted.
Case (iii). Nm+1i = ∅ and Nm+1` 6= ∅. We consider again the following subcases for each agent
κ ∈ N¯mi ∩ N¯m` .
Case (iiia). κ ∈ (N¯mi ∩ N¯m` ) ∩ Nm` . In this case, it follows from (3.9) that χ[`]κ (·) ≡ xlκ,G and
thus, by using again similar arguments with Case (ia) that (8.1) is fulfilled.
Case (iiib). κ ∈ (N¯mi ∩ N¯m` ) \ Nm` . Notice that (N¯mi ∩ N¯m` ) \ Nm` ⊂ N¯mi ∩ N¯m−1` and thus,
for each agent κ ∈ (N¯mi ∩ N¯m` ) \ Nm` we have that κ ∈ N¯mi and κ ∈ N¯m−1` . Hence, we obtain
from Lemma 3.2(ii) and the fact that Nm+1i = ∅, that Nκ ⊂ N¯m+1i = N¯mi ∪Nm+1i = N¯mi and
Nκ ⊂ N¯m` , respectively, implying that Nκ ⊂ N¯mi ∩ N¯m` . The remaining proof for Case (iiib)
follows again similar arguments with the proof of Case (ib) and is omitted.
Case (iv). Nm+1i = ∅ and Nm+1` = ∅. In this case the result follows from the proof Lemma 3.7,
which implies that the trajectories χ
[i]
κ (·) and χ[`]κ (·) coincide for all κ ∈ N¯mi ∩ N¯m` . The proof
is now complete. 
8.2. Proof of Fact I. We provide the proof of Fact I.
Proof. Indeed, from the classical version of the Gronwall Lemma (see for instance [17]) we have
that
y(t) ≤ λ(t) +
∫ t
a
λ(s)µeµ(t−s)ds
= λ(t) +
∫ t
a
λ(s)
d
ds
(−eµ(t−s))ds
= λ(t)− λ(t) + λ(a)eµ(t−a) +
∫ t
a
eµ(t−s)λ˙(s)ds
=
∫ t
a
eµ(t−s)λ˙(s)ds.

8.3. Evaluation of explicit expressions for the functions Hm(·), m ≥ 2 in (3.20). For
m = 2 and m = 3 the functions H2(·) and H3(·) are given as
H2(t) =
L1
L2
√
NmaxM
(
eL2t
L2
− t− 1
L2
)
H3(t) =
(
L1
L2
√
Nmax
)2
M
(
eL2tt− 2
L2
eL2t + t+
2
L2
)
.
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For each m ≥ 4, it follows by induction that
Hm(t) =
(
L1
L2
√
Nmax
)m−1
M
eL2t
Lm−32 tm−2(m− 2)! +
m−2∑
j=1
(−1)j(j + 1)Lm−3−j2
tm−2−j
(m− 2− j)!

+(−1)m−1
[
t+
m− 1
L2
])
.
8.4. Proof of (4.10) and (4.11) in Section 4. In order to show (4.10), let g(t) := eL2t −(
L2 + c¯
L22
L1
√
Nmax
)
t − 1, whose derivative g˙(t) = L2eL2t − L2 − c¯ L
2
2
L1
√
Nmax
satisfies g˙(0) =
−c¯ L22
L1
√
Nmax
< 0. Hence, since g(0) = 0 and limt→∞ g(t) = ∞, it holds t¯ ∈ R>0 from (4.9).
Next, by recalling that t∗ is the unique solution of (3.16), we obtain that
eL2t
∗ −
(
L2 + c¯
L22
L1
√
Nmax
)
t∗ − 1
= eL2t
∗ −
(
L2 +
L22
L1
√
Nmax
)
t∗ − 1 + (1− c¯)L
2
2
L1
√
Nmax
t∗ =
(1− c¯)L22
L1
√
Nmax
t∗ > 0,
which by virtue of (4.9) implies (4.10). We next show (4.11) by induction on κ ∈ {1, . . . ,m}.
Notice that by (3.20), (4.11) holds for κ = 1. Assuming that it is valid for certain κ ∈ {1, . . . ,m}
we show that also holds for κ = κ+ 1. Hence, by exploiting (3.20), (4.9) and (4.11) with m = κ
we obtain
Hκ+1(t)− c¯κMt =
∫ t
0
eL2(t−s)L1
√
NmaxHκ(s)ds− c¯κMt
≤ c¯κ−1L1
√
Nmax
(∫ t
0
eL2(t−s)sds− c¯t
L1
√
Nmax
)
= c¯κ−1L1
√
Nmax
(
1
L2
(
eL2t
L2
− t− 1
L2
)
− c¯t
L1
√
Nmax
)
= c¯κ−1L1
√
NmaxL
2
2
(
eL2t −
(
L2 +
c¯L22
L1
√
Nmax
)
t− 1
)
≤ 0,∀t ∈ [0, t¯],
which establishes (4.11) with m = k + 1.
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