Deep learning has been proven to achieve ground-breaking accuracy in various tasks. In this paper, we implemented a deep neural network (DNN) to achieve phase retrieval in a wide-field microscope. Our DNN utilized the residual neural network (ResNet) architecture and was trained using the data generated by a phase SLM. The results showed that our DNN was able to reconstruct the profile of the phase target qualitatively. In the meantime, large error still existed, which indicated that our approach still need to be improved.
INTRODUCTION
Phase is an important characteristic of light waves. The phase of the light that is transmitted through an object holds crucial information about the object's shape and refractive index.
1 Especially in biological and biomedical research, without staining, the specimens are rarely visible under conventional microscope.
2 Only phase shifts are introduced when the light passes through these samples. Therefore, quantitative phase retrieval becomes crucial in studying the behaviors of cells and organisms.
Apart from those conventional phase retrieval approaches such as phase measurement interferometry, 3, 4 Transport of Intensity Equation method (TIE) 5 and Digital Holography (DH), 6 deep neural networks (DNNs) have been recently proposed by Sinha et al. 7 as a novel end to end approach for quantitative phase retrieval. DNN is a well-known machine learning architecture inspired by the natural visual perception mechanism of the living creatures. 8 In 2012, Krizhevsky et al. 9 proposed a multi-layer convolutional neural network (CNN) architecture, i.e. AlexNet and showed significant improvements upon previous methods on the image classification task. With the success of AlexNet, more and more novel structures have been proposed since then and they have been applied to various research fields like image classification, 10, 11 object detection, 12, 13 object tracking, 14 pose estimation,
15
imaging [16] [17] [18] [19] and so on.
In Sinha's work, a deep residual network architecture was designed to quantitatively reconstruct the profile of unknown phase objects. Compared with conventional phase retrieval approaches, the main advantage of using DNN is that the DNN can learn the forward operator and the priors implicitly through training. Therefore, there is no need to explicitly calibrate the forward model of the imaging system. Nevertheless, Sinha's work used a lensless imaging system, i.e. no lenses existed between the object and the detector. As a result, the numerical aperture (NA) of the system was small, thus restricting the attainable spatial resolution.
In this paper, we modify the optical system to achieve higher spatial resolution. An additional path containing a wide-field microscopy module is used to capture test images. A DNN is trained using the data generated by a transmissive SLM and its performance is evaluated using the test data. 
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The structure of the paper is as follows: In Section 2, we describe the architecture of our system, including the optical setup and the DNN architecture. In Section 3, we describe the calibration procedure for the transmissive SLM being used in our system. The DNN training and validation results are shown in Section 4. The reconstruction results on a focus star phase target is presented in Section 5 and a summary is given in Section 6.
SYSTEM ARCHITECTURE
In this section, we describe the detailed architecture of our phase microscopy system, including the optical setup for capturing the diffraction images and the deep neural network (DNN) for reconstructing the phase objects.
Optical setup
Our optical setup is shown in Figure 1 . Light from a He-Ne laser source (Research Electro-Optics, Model 30995, 633nm) first transmits through a spatial filter, which consists of a microscope objective (Newport, M-60X, 0.85NA) and a pinhole aperture (D = 5µm), to remove spatial noise. After being collimated by the lens (f = 200mm), the light hits on the first beam splitter (BS1) and is split into two arms: training arm and testing arm. The light in the training arm then passes through a linear polarizer (Thorlabs, LPVISC100-MP2), a transmissive spatial light modulator (Holoeye, LC2012) and a linear polarization analyzer (Thorlabs, LPVISC100-MP2) consecutively. The light in the testing arm is first reflected by a mirror (M1) and then illuminates on the phase object located at the sample plane. The light transmits through the object is collected by a microscope objective (Nikon, 20X, NA=0.4) and then passes through a tube lens (Thorlabs, TTL200-A), before being reflected by another mirror (M2). The beams from the two arms are combined together by the second beam splitter (BS2) and collected by a CMOS camera (Basler, A504k). The distance (optical path length) between the SLM and the CMOS is set to be z = 495mm. In the training arm, the spatial light modulator (SLM) acts as a phase object. According to its user manual, the LC2012 SLM can realize (approximate) pure-phase modulation if we modulate the light polarization properly. Specifically, for He-Ne laser light, if we set the incident beam to be linearly polarized at 310
• with respect to the vertical direction and also set the linear polarization analyzer to be oriented at 5
• with respect to the vertical direction, then the amplitude modulation of the SLM will become almost independent of the assigned (8-bit gray-level) input. In this arrangement, the phase modulation of the SLM follows a monotonic relationship with the assigned pixel value (with maximum phase depth: ∼ 1.2π). We experimentally evaluated the correspondence between 8-bit grayscale input images projected onto the SLM and phase values in the range [0, 1024 × 768. In our experiment, only the central 160 × 160 portion is used. The CMOS pixel size is 12µm × 12µm and the number of pixels is 1280 × 1024, which is cropped to a 512 × 512 square for processing.
In the testing arm, the objective and the tube lens actually constitute a wide-field microscopy module, which will generate a magnified image of the phase object at the focal plane of the tube lens (denoted as FP in Figure  1 ). While aligning the system, we make the optical path length between the FP and the CMOS to be equal to that between the SLM and the CMOS. As a result, the underlying model for the light propagation from FP to the CMOS should be the same as that for the propagation from the SLM to the CMOS. Therefore, being trained with the phase objects generated by the SLM and their respective diffraction patterns captured by the CMOS, the DNN should be able to reconstruct the magnified phase image at FP given its corresponding diffraction pattern.
Deep neural network
The same as Sinha's work, the DNN used in this paper utilizes a convolutional residual neural network (ResNet) architecture. 20 A diagram of our specific DNN architecture is shown in Figure 2 . The input layer is the diffraction patterns captured by the CMOS. It is then successively decimated by 7 residual blocks of convolution + downsampling followed by 5 residual blocks of deconvolution + upsampling, 1 resizing layer and finally 2 standard residual blocks. Three of the down-residual blocks are comprised of dilated convolutions 21 so as to increase the receptive field of the convolution filters. The resizing layer performs bilinear interpolation of the input signal. We use skip connections to pass high frequency information learnt in the initial layers down the network towards the output reconstruction. At the very last layer of our DNN, the values represent an estimate of the phase object that we want to recover. The detailed structures of the residual blocks used in this paper are the same as those reported before. While training the DNN, we use mean absolute error (MAE) as the loss function, which is defined as:
Here, w, h are the width and height of the output, Y is the output of the last layer, and G is the ground truth. 
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The DNN is trained using a GPU card (Nvidia, GTX1080). We used weight decay of 1E−4 in all convolutional filters initialized with random numbers from a Gaussian distribution. We set a small dropout rate of 0.05 between all layers to prevent overfitting. We used the ADAM optimizer in Tensorflow to minimize the MAE over the training samples with batch size 4. We start the training with a learning rate of 0.001 and drop it by a factor of 2 after every 5 epochs. Additionally, we clip the gradients at value 1 to stabilize the training. We trained the neural network for 20 epochs shuffling the training samples at every epoch.
SLM CALIBRATION
In this section, we describe the approaches that we use to calibrate the intensity modulation and phase modulation curves of the SLM used in the system.
Intensity modulation
The optical setup for calibrating the intensity modulation of the SLM is shown in Figure 3(a) . We use a photon diode sensor (Newport, 818-SL) as the detector. All the pixels of the SLM is driven by the same value V (uniform) and the corresponding intensity values measured by the photon diode is recorded. By changing V from 0 to 255 and repeating the measurement, we obtain the intensity modulation curve as shown in Figure 4 (a), which is normalized to the intensity values at V = 0. The maximum intensity modulation ratio measured was ∼ 2.7 for our configuration of polarizer and analyzer. In contrast, per manual specification, the SLM's maximum intensity modulation ratio is ∼ 1300 for other polarizer/analyzer configurations. Therefore, we consider this intensity modulation is negligible and the SLM can be approximated as a pure phase object. 
Phase modulation
To calibrate the phase modulation of the SLM, we build the optical setup as shown in Figure 3(b) . A double-slits mask is placed immediately after the SLM, making the system a Young's interferometer. As a result, a set of interference fringes can be observed at the CMOS plane. The SLM is driven in the half-half mode: the left-hand half pixels is driven by a constant value zero and the right-hand half is driven by a different value V . Under paraxial approximation, the location of the central peak of the interference pattern (constructive interference) can be determined as:
where λ is the light wavelength, d is the spacing between the two slits, L is the distance between the mask and the CMOS, φ(V ) is the phase modulation of SLM when it is driven by value V [Assuming φ(0) = 0rad]. Therefore, by gradually increasing V from 0 to 255 and finding the central peak locations of the corresponding interference patterns, we can determine φ(V ).
In our experiment, we use a commercial double-slits mask (3B Scientific) with spacing d = 250µm and slit width d = 150µm. The distance between the mask and the CMOS is set to be L = 1000mm. The evolution of 1D profile of the fringes as V increases from 0 to 255 is shown in Figure 5 , and the calibrated phase modulation curve is shown in Figure 4 (b). 
NETWORK TRAINING AND VALIDATION
To collect the data for training the DNN, we block the testing arm of the system. As a result, only the light from the SLM is captured by the CMOS. Our experiment consists two phases: training and validation. During the training phase, we modulate the phase SLM according to samples randomly selected from the ImageNet database. Each image is resized to 160 × 160 and then zero-padded to 1024 × 768 before being displayed on the SLM. The corresponding diffraction patterns are captured by the CMOS. As mentioned in Section 2, we only crop the central 512 × 512 square for processing. The captured diffraction patterns are normalized before being feed into the DNN. Our training set consisted of 10000 such images -diffraction pattern pairs. In the validation phase, we sample disjoint examples from the ImageNet database 22 and other databases such as Faces-LFW, 23 Characters, MNIST, 24 CIFAR 25 and Faces-ATT. 26 We upload these validation examples to the SLM and capture their corresponding diffraction patterns. We then feed these diffraction patterns into our trained DNN and compare the output to the ground truth.
The quantitative results of our trained DNN are shown in Figure 6 . We can find that low MAEs are achieved not only for the validation images coming from the ImageNet database, but also for the images coming from other databases. This result indicates that our DNN generalizes well across different domains. As shown in The qualitative results of our trained DNN are shown in Figure 7 . As expected, our DNN is able to reconstruct the phase profiles of images from different classes, despite the fact that it was trained exclusively on images from the ImageNet database. Therefore, our DNN has indeed learned a model of the underlying physics of the imaging system or at the very least a generalizable mapping of low-level textures between our output diffraction patterns and input images.
PHASE TARGET EXPERIMENT
Now, we open the testing arm and block the training arm to capture the diffraction patterns of actual phase objects through the wide-field microscopy module. Similar to the procedure in collecting the training and validation data, the captured diffraction patterns are cropped and normalized, before being feed into the trained DNN for phase retrieval.
The experimental results are shown in Figure 8 . As shown in subplot (a), the object that we use is a commercial phase target of the focus star shape (Benchmark Technologies). Specifically, this phase target is made of an acrylate polymer (n = 1.52) on Corning Eagle XG Glass. The height of the target is 335nm, which results in a phase delay of φ = 0.55π for the light with wavelength λ = 633nm. Due to the limited field of view (FOV) of the imaging system, only the object within the region indicated by the red box in (a) is captured by the CMOS and the resulting diffraction pattern in shown in (b). Using the DNN trained in Section 4, we obtain the retrieved phase profile for the phase target, as shown in (c). We can find that the reconstruction is qualitatively similar to the ground truth. However, in terms of quantitative phase retrieval, the error is still large. The reconstructed phase values are close to 0.55π in some regions, as shown in (d), but are very different from the ground truth in some other regions. The unsatisfactory performance of our DNN in reconstructing this phase target can be explained in the following aspects. First, due to the wide-field microscopy module, the light intensity in the testing arm is much lower than that in the training arm. As a result, the signal to noise ratio (SNR) of the captured diffraction pattern is small, making it difficult for the DNN to do the reconstruction. Second, what the DNN tends to reconstruct is actually the phase image at FP. However, due to the limited numerical aperture of the microscopy module, the phase image at FP is not simply a magnified version of the phase target, but a low-pass filtered version. As a result, a binary phase target at the sample plane will no longer generate a binary image at FP. In addition, the aberrations caused by the microscopy module will also make the FP phase image distorted. Third, the training data are generated by the transmissive SLM, which is not a perfect phase object. It has a coupled intensity modulation with maximum ratio ∼ 2.7 and a small fill factor of 58%. These will also influence the performance of the DNN. Last, there will be inevitably mismatch between the training arm and testing arm, e.g. different noise levels, different aberrations, misalignment,..., which will make the two forward models become different. Further improvement is required to reduce the influence of all the above mentioned factors to achieve a good phase retrieval quality.
SUMMARY
In this paper, we apply deep learning to quantitative phase microscopy. Our DNN, which is trained using a transmissive SLM, is able to qualitatively reconstruct the profile of a phase target. But quantitatively, large error still exists. Possible reasons for this unsatisfactory performance are discussed. Further improvement is still required to achieve a better performance.
