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Les applications nécessitant une grande précision temporelle sont de plus en plus nom-
breuses, notamment lorsqu'elles requièrent des mesures par temps de vol, c'est-à-dire de
mesurer le temps de propagation de la lumière ou de particules. La télémétrie laser et cer-
taines modalités d'imagerie médicale dont la tomographie d'émission par positrons (TEP)
en sont des exemples. Ces applications requièrent l'attribution d'étampes temporelles aux
photons détectés, tout en assurant une précision temporelle exceptionnelle. Le Groupe de
Recherche en Appareillage Médical de Sherbrooke (GRAMS) développe des scanners TEP
visant à intégrer des mesures par temps de vol pour améliorer le contraste des images. Pour
ce faire, une partie du GRAMS (GRAMS3D) se concentre sur la réalisation de modules
de comptage monophotoniques (MCMP) à grande précision temporelle pour intégrer les
prochaines générations de scanners TEP. D'autres projets pourraient également se concré-
tiser dans les prochaines années, dont l'intégration des MCMP du GRAMS dans le Grand
Collisionneur de Hadrons (Large Hadron Collider, LHC) au CERN pour des expériences en
physique des hautes énergies. Pour atteindre de tels niveaux de performances, le MCMP se
compose d'une matrice de photodiodes à avalanche monophotoniques intégrée en 3D avec
l'électronique frontale et l'électronique de traitement de l'information. Certains MCMP
n'utilisent qu'un seul convertisseur temps-numérique (CTN) pour une matrice de pho-
todétecteurs, limitant le nombre d'étampes temporelles disponibles en plus d'obtenir un
temps de propagation diﬀérent entre chacun des pixels et le CTN. Pour surpasser ces
inconvénients, une autre approche consiste à intégrer un CTN à chacun des pixels. C'est
dans cette perspective que le présent ouvrage se concentrera sur le CTN implanté dans
chacun des pixels de 50× 50 µm2 du MCMP développé au GRAMS. Le CTN proposé est
basé sur une architecture vernier à étage unique aﬁn d'obtenir une excellente résolution
et une linéarité indépendante des variations de procédé. Sa taille de 25 × 50 µm2 et sa
consommation de 163 µW en font un excellent choix pour une implantation matricielle.
Le CTN, calibré en temps réel grâce à une boucle à verrouillage de phase numérique, a
démontré une résolution de 14,4 ps avec une non-linéarité intégrale (INL)/non-linéarité
diﬀérentielle (DNL) de 3,3/0,35 LSB et une précision temporelle inférieure à 27 psrms.
Les résultats obtenus prouvent qu'il est possible de concilier d'excellentes résolution et
précision temporelles avec de très faibles dimensions et consommation.
Mots-clés : Convertisseur temps-numérique, Boucle à verrouillage de phase numérique,
Intégration 3D, Module de comptage monophotonique, Temps de vol, Tomographie
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CHAPITRE 1
INTRODUCTION
1.1 Mise en contexte
Il est possible d'en gagner ou d'en perdre. Beaucoup veulent l'arrêter, d'autres l'accélérer.
Certains souhaitent le maîtriser. Le temps est un concept fondamental dont personne ne
peut faire abstraction. Cela fait des millénaires que l'être humain cherche à le mesurer. Les
premières civilisations de l'Antiquité se ﬁaient à la position du soleil pour organiser leurs
déplacements, leurs actions. Ils évaluaient la période de la journée à l'aide d'un gnomon,
un objet ﬁxe dont la longueur et la direction de l'ombre créée par le soleil servaient à
déterminer l'heure de la journée [17, 52]. Bien entendu, la précision était très limitée, mais
les gens s'en accommodaient. Puis, vient ensuite un instrument un peu plus évolué : le
cadran solaire. Fonctionnant selon le même principe que le gnomon, il ajoute cependant
une échelle graduée. Une journée était subdivisée en 12 heures de jour et 12 heures de nuit,
créant ainsi des heures inégales dont la durée changeait en fonction des saisons [17]. Les
astronomes de l'époque ont par la suite subdivisé les heures en minutes et en secondes,
maintenant à la base du système international (SI) pour mesurer le temps1.
Les instruments de mesures temporelles basés sur le mouvement de la Terre n'étaient
cependant pas très pratiques. Pour mesurer des intervalles de temps, les civilisations égyp-
tiennes de l'Antiquité utilisaient ce qu'on appelle une clepsydre, récipient gradué évasé et
percé au fond (principe de l'entonnoir) dans lequel de l'eau à l'intérieur s'écoulait à une
certaine vitesse. Ce même principe a d'ailleurs été repris plusieurs siècles plus tard avec
le sablier, encore parfois utilisé de nos jours. Ces instruments ne mesurent toutefois que
de courts intervalles de temps tout en ayant une précision restreinte, notamment pour la
clepsydre qui est tributaire de la température à laquelle elle est utilisée (évaporation et
gel de l'eau selon les saisons) [17, 52].
Au Moyen Âge, le style de vie des moines et leurs prières périodiques favorisaient l'appa-
rition d'un nouvel instrument de mesure du temps : l'horloge mécanique. Cet instrument,
1Bien entendu, la seconde, déﬁnie en premier lieu comme la fraction 1/86 400 du jour solaire moyen,
n'était pas suﬃsamment précise dû aux irrégularités de la rotation de la Terre. En 1968, la seconde prit
la déﬁnition suivante :  La seconde est la durée de 9 192 631 770 périodes de la radiation correspondant
à la transition entre les deux niveaux hyperﬁns de l'état fondamental de l'atome de césium 133.  [32]
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basé sur le principe d'un balancier qui régularise la chute d'un poids et par le fait même la
rotation des aiguilles de l'horloge, devient l'instrument de prédilection à cette époque pour
mesurer le temps. Des mécanismes de sonnerie (cloches) sont souvent insérés à l'intérieur
des horloges pour annoncer le temps. Des horloges sont érigées sur les clochers, annonçant
le temps aux artisans et commerçants. L'horloge est alors le symbole de la vie urbaine et
le temps devient un pouvoir économique important [17, 52].
Le début de la Renaissance est marqué par la miniaturisation de l'horloge en remplaçant
le poids des horloges mécaniques par un ressort, donnant naissance à la montre. Au 17e
siècle, aﬁn d'améliorer la précision des horloges et des montres, le néerlandais Christiaan
Huygens met au point le pendule dans les grandes horloges, ainsi que le balancier à ressort
spiral dans les montres [28]. La régulation des oscillations par le ressort spiral permet de
diminuer considérablement le retard de la montre, passant de quelques minutes de retard
par jour à quelques secondes. Au 18e siècle, l'horloger John Harrison mit au point une
horloge à grande précision (moins d'une seconde de retard par année) résistante aux roulis
et aux variations de température. De telles performances favorisent la navigation outre-
mer en déterminant avec exactitude la longitude en comparant l'heure du méridien de
départ avec l'heure de la position actuelle2. Le méridien de Greenwich, au Royaume-Uni,
devient plus tard la référence internationale de la longitude [17].
Vers la ﬁn du 19e siècle, l'eﬀet piézoélectrique fut découvert par Pierre Curie. Le quartz,
matériau piézoélectrique, a la propriété d'osciller à une fréquence bien précise, lorsqu'excité
par un courant électrique. Ceci a permis, quelques dizaines d'années plus tard, à créer la
première horloge à quartz. Ce matériau est encore utilisé de nos jours dans de nombreux
appareils électroniques, dont les horloges et les montres, grâce à sa très bonne précision
(moins d'une seconde d'imprécision par année) et à sa petite taille. Puis, vient ensuite
l'horloge atomique vers le milieu du 20e siècle, qui utilise le césium 133 aﬁn d'asservir
la fréquence d'oscillation d'un quartz. C'est d'ailleurs ce type d'horloge qui détient les
meilleures précisions temporelles actuellement, pouvant atteindre une variation inférieure
à 1 seconde en plus de 15 milliards d'années [53], soit plus que l'âge estimé de l'Univers !
C'est également ce type d'horloge qui fournit la déﬁnition actuelle de la seconde selon le
système international (SI) [17, 52].
En quelques millénaires, l'être humain est parvenu à améliorer ses outils de mesures tem-
porelles, de quelques heures de précision au tout début à près d'un trillionième de seconde
maintenant. Ces avancées exceptionnelles ouvrent la porte à de nouvelles applications,
nécessitant à la fois de grandes performances temporelles et une miniaturisation accrue.
2La Terre étant de 360◦, 1h correspond à 15◦.
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Il n'est évidemment pas possible d'utiliser une horloge atomique aﬁn de satisfaire à la fois
taille et performances. De nouvelles technologies de mesures temporelles doivent nécessai-
rement être pensées et repensées.
De nos jours, de nombreuses applications requièrent des mesures par temps de vol (TDV),
c'est-à-dire de mesurer le temps de propagation de la lumière ou de particules. La télémé-
trie laser et certaines modalités d'imagerie médicale dont la tomographie d'émission par
positrons (TEP) en sont des exemples. Ces applications requièrent l'attribution d'étampes
temporelles aux photons détectés, tout en assurant une précision temporelle exceptionnelle.
Le Groupe de Recherche en Appareillage Médical de Sherbrooke (GRAMS) développe des
scanners TEP visant à intégrer des mesures par TDV pour améliorer le contraste des
images. Pour ce faire, une partie du GRAMS (GRAMS3D) se concentre sur la réalisation
de modules de comptage monophotoniques (MCMP) à grande précision temporelle qui
seront intégrés dans les prochaines générations de scanners TEP. Plusieurs autres projets
nécessitant des mesures par TDV sont également sur la table et pourraient se concrétiser
dans les prochaines années, dont l'intégration des MCMP du GRAMS dans le Grand Col-
lisionneur de Hadrons (Large Hadron Collider, LHC) au CERN pour des expériences en
physique des hautes énergies.
Pour atteindre de tels niveaux de performances, le MCMP se compose d'une matrice
de photodiodes à avalanche monophotoniques (PAMP) intégrée en 3D avec l'électronique
frontale et l'électronique de traitement de l'information. Certains MCMP n'utilisent qu'un
seul outil de numérisation temporelle nommé convertisseur temps-numérique (CTN) pour
une matrice de photodétecteurs. Ceci limite le nombre d'étampes temporelles disponibles
en plus d'obtenir un temps de propagation diﬀérent entre chacun des pixels et le CTN.
Pour surpasser ces inconvénients, une autre approche consiste à intégrer un CTN à chacun
des pixels. C'est dans cette perspective que le présent ouvrage se concentrera sur le CTN
implanté dans chacun des pixels de 50 × 50 µm2 du MCMP développé au GRAMS. Ce
document répondra notamment à la question suivante :
Comment est-il possible de concevoir et implanter un CTN par pixel
de 50×50 µm2 en TSMC CMOS 65 nm dans la prochaine génération
de module de comptage monophotonique du GRAMS?
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1.2 Objectifs
L'objectif principal du projet consiste à concevoir et implanter un CTN par pixel de
50×50 µm2 en TSMC CMOS 65 nm dans la prochaine génération de module de comptage
monophotonique du GRAMS. Pour y arriver, les objectifs spéciﬁques sont les suivants :
- Obtenir une résolution temporelle inférieure à 5 ps.
- Assurer une précision temporelle inférieure à 5 psrms.
- Assurer une taille du circuit inférieure à 25× 50 µm2.
- Assurer une puissance consommée inférieure à 150 µW .
- Assurer une non-linéarité diﬀérentielle (DNL) inférieure à 0,5 LSB.
- Assurer une non-linéarité intégrale (INL) inférieure à 1 LSB.
- Intégrer une calibration du CTN aﬁn de réduire la sensibilité face aux variations de
procédé, de tension d'alimentation et de température (PVT).
- Avoir des structures de tests pour la caractérisation des CTN.
1.3 Plan du document
Ce document fera un tour d'horizon, au chapitre 2, des applications et de leurs photodé-
tecteurs utilisés lors des mesures par temps de vol. Les critères de performance des CTN
seront examinés, ainsi que les avantages et inconvénients de certaines architectures. En-
suite, au chapitre 3, la conception du CTN et de son outil de calibration sera abordée,
suivie de la méthodologie et du matériel nécessaire pour l'acquisition des mesures au cha-
pitre 4. Enﬁn, les résultats expérimentaux seront présentés au chapitre 5, de même que les
améliorations possibles pour une prochaine révision. Chacun des critères de performance
sera analysé et comparé avec l'état de l'art.
CHAPITRE 2
ÉTAT DE L'ART
Les mesures par temps de vol (TDV) sont de plus en plus courantes dans de nombreuses ap-
plications, dont la télémétrie laser et la tomographie d'émission par positrons (TEP). Dans
le premier cas, elles permettent des mesures de distances et dans l'autre cas, améliorent
le contraste de l'image. La précision des mesures par TDV est directement liée aux per-
formances temporelles des photodétecteurs et du convertisseur temps-numérique (CTN).
C'est en ce sens que ce chapitre décrira d'abord les applications et leurs photodétecteurs.
Par la suite, aﬁn d'aider le lecteur à comprendre la conception du CTN au prochain cha-
pitre, les diﬀérentes architectures des CTN et leurs performances seront décrites.
2.1 Applications à temps de vol
2.1.1 Télémétrie laser
La télémétrie laser, aussi appelée LIDAR, permet de mesurer la distance entre des objets et
une source référentielle : un laser. Elle est utilisée par exemple pour la réalisation de cartes
topographiques en établissant un proﬁl tridimensionnel du terrain [30], pour déterminer
l'aﬀaissement des lignes de transmission électrique à haute tension [1], ou encore dans
les domaines de la construction et des sports. La télémétrie laser utilise le temps de vol
pour mesurer la durée que prend la lumière à parcourir un aller-retour entre la source
lumineuse et l'objet distant. La ﬁgure 2.1 présente le principe des mesures par temps
de vol. Pour eﬀectuer ces mesures, le laser fournit à un CTN une impulsion électrique
synchronisée avec l'impulsion lumineuse envoyée vers l'objet. Cette impulsion lumineuse,
complètement ou partiellement réﬂéchit par l'objet, est captée par un photodétecteur,
puis discriminée temporellement pour fournir le signal d'arrêt au convertisseur temps-
numérique [64]. L'information à la sortie du CTN correspond donc à la durée de l'aller-
retour du trajet, permettant ainsi de calculer la distance entre la source et l'objet selon
l'équation 2.1 [64].
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- d : distance de la cible
- c : vitesse de propagation de la lumière dans le milieu
- t : temps de transit
Figure 2.1 Principe du temps de vol
Comme indiqué à la ﬁgure 2.1, une précision temporelle d'une picoseconde procure une
précision spatiale de 0,3 mm. Cependant, il est possible d'améliorer la précision du TDV
en eﬀectuant plusieurs mesures identiques et en moyennant le résultat. La précision s'en
retrouve améliorée d'un facteur
√
N , où N correspond au nombre de mesures eﬀectuées.
Certains systèmes utilisent une matrice de photodétecteurs permettant d'obtenir direc-
tement une image à partir d'une seule impulsion lumineuse [31, 73]. Pour ce faire, les
mesures sont réalisées grâce à une matrice de CTN. Le système utilisé par [73] utilise une
matrice de photodiodes à avalanche monophotoniques (PAMP) où chaque pixel intègre un
convertisseur temps-numérique d'une résolution de 312 ps, correspondant à une résolution
spatiale de 94 mm. Le module de comptage monophotonique développé par le GRAMS
permettra d'améliorer la résolution spatiale des images à quelques millimètres avec une
résolution temporelle d'une dizaine de picosecondes. Ces performances permettront par
exemple la reconstruction 3D d'une pièce, ou encore la reconstruction de l'environnement
pour des véhicules autonomes.
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2.1.2 Tomographie d'émission par positrons (TEP)
La tomographie d'émission par positrons (TEP) est une modalité d'imagerie médicale uti-
lisée en médecine nucléaire pour observer l'activité métabolique d'un patient. Elle consiste
en l'injection d'un radiotraceur, constitué d'un isotope radioactif couplé à une molécule
assimilable par l'organe cible. Un radiotraceur souvent utilisé est le Fluorodésoxyglu-
cose (FDG), constitué d'une molécule de glucose à laquelle on a substitué un groupement
hydroxyle par le radioisotope 18 du ﬂuor (18F). Ce radiotraceur est utilisé en oncologie
puisque les cellules cancéreuses ont un métabolisme plus actif comparativement aux cel-
lules saines. La radioactivité est alors davantage concentrée dans les zones cancéreuses,
représentant un changement de contraste au niveau de l'image TEP. Le rôle du radioiso-
tope est de générer un positron1 qui s'annihile avec un électron environnant. Le résultat de
l'annihilation produit une paire de photons d'annihilation de 511 keV chacun, à 180◦ l'un
de l'autre [10]. En détectant les paires de photons d'annihilation à l'aide d'un anneau de
photodétecteurs jumelés à des scintillateurs pour convertir les photons à haute énergie en
photons visibles, on peut tracer plusieurs lignes de réponses et ainsi reconstruire l'image.
Toutefois, cette méthode ne permet pas de localiser l'annihilation sur la ligne de réponse.
En eﬀectuant des mesures par temps de vol, il devient alors possible de localiser l'annihi-
lation sur les lignes de réponses. Ceci a pour eﬀet d'améliorer le rapport signal sur bruit
de l'image [66] et d'obtenir un meilleur contraste [38]. La ﬁgure 2.2 présente le temps de
vol en TEP.
Figure 2.2 Principe du temps de vol en TEP
1Particule d'antimatière associée à l'électron, de même masse et de charge égale, mais opposée (posi-
tive).
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Présentement, les mesures par TDV sont très limitées, voire inexistantes dans les scan-
ners TEP précliniques puisque le champ de vue de l'image est beaucoup plus petit que
la résolution spatiale du TDV. En eﬀet, la résolution temporelle en coïncidence (avec un
scintillateur dépassant les 10 mm de longueur) avoisine les 150 ps (largeur à mi-hauteur,
LMH), représentant une résolution spatiale de quelques dizaines de mm [62]. Actuellement,
les limitations proviennent principalement des scintillateurs [62]. De nouvelles avenues sont
étudiées par certains groupes de recherche aﬁn de développer de nouveaux scintillateurs of-
frant une résolution temporelle d'une dizaine de picosecondes grâce à l'émission de photons
rapides (Cherenkov, luminescence intrabande et émission spontanée de points quantiques
[18, 43]). Pour obtenir de tels résultats, le détecteur devra attribuer une étampe temporelle
aux premiers photons émis par le scintillateur, en plus d'assurer une précision temporelle
sous la dizaine de picosecondes. Ceci sera possible grâce à :
1) L'intégration d'une matrice de CTN dans un détecteur TEP pour fournir les étampes
temporelles aux premiers photons émis par le scintillateur.
2) L'intégration 3D des modules de comptage monophotoniques aﬁn de conserver une
surface photosensible des détecteurs d'au moins 50 % pour augmenter les probabilités de
détection des premiers photons.
Ces détecteurs serviront à mesurer les performances des nouveaux scintillateurs et à aug-
menter le contraste des images TEP grâce au temps de vol dans les prochaines générations
de scanners. Ils pourront également être utilisés pour d'autres expériences en physique des
hautes énergies nécessitant de bonnes précisions temporelles, par exemple dans le Grand
Collisionneur de Hadrons au CERN.
2.1.3 Conclusion
Un module de comptage monophotonique où les détecteurs et les CTN sont organisés en
matrice comporte plusieurs avantages pour les applications décrites. Pour la télémétrie
laser, une organisation matricielle permettra d'obtenir directement une image à partir
d'une seule impulsion laser. De plus, l'amélioration de la résolution temporelle augmentera
la résolution spatiale des images. Dans le cas de la TEP, une architecture matricielle
augmentera la résolution temporelle du scanner. Ceci permettra d'inclure des mesures
par temps de vol aﬁn d'améliorer le contraste des images. Un des éléments critiques pour
fournir des étampes de temps précises demeure le photodétecteur. C'est dans cette optique
que la prochaine section fera un tour d'horizon des photodétecteurs généralement utilisés
pour réaliser des mesures par temps de vol.
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2.2 Types de photodétecteurs
Les applications mentionnées ci-haut justiﬁent l'intérêt d'avoir un module de photodétec-
tion à grande précision temporelle où chaque photodétecteur possède son propre conver-
tisseur temps-numérique. Le photodétecteur est un élément critique pour la précision tem-
porelle du module de comptage monophotonique. Cette section traitera des performances
des principaux types de photodétecteurs pour des mesures par temps de vol. Ces photo-
détecteurs peuvent être classés en deux grandes catégories, selon qu'ils soient fabriqués
à partir de semiconducteur (photodiodes à avalanche (PDA) et photodiodes à avalanche
monophotoniques (PAMP)) ou non (tubes photomultiplicateurs (TPM) et tubes photo-
multiplicateurs à microcanaux (MCP-TPM). Leur fonctionnement est détaillé dans les
prochains paragraphes.
2.2.1 Tubes photomultiplicateurs (TPM)
Les tubes photomultiplicateurs (TPM) sont des dispositifs utilisés couramment dans les
scanners cliniques TEP [76], pour la tomographie optique diﬀuse [36] ou encore en instru-
mentation pour la détection de radiation [41]. Ils tirent proﬁt du phénomène d'ionisation
par impact lorsque les photoélectrons, issus de la photocathode, entrent en contact avec
les dynodes polarisées [41] (ﬁgure 2.3). Lorsque les électrons arrivent à l'anode, un courant
proportionnel à l'intensité lumineuse est produit. Ces photodétecteurs sont utilisés pour
des applications à très faible luminosité puisqu'ils possèdent des gains très élevés pouvant
atteindre 106 [10]. Grâce à leur gain élevé, ils possèdent un très bon rapport signal sur
bruit. Par contre, en plus d'être sensibles aux champs magnétiques et d'être beaucoup plus
volumineux que les dispositifs sur semiconducteurs, les tubes photomultiplicateurs pos-
sèdent une eﬃcacité de détection se situant généralement sous les 50 % [2, 3]. Finalement,
le chemin parcouru par les électrons à l'intérieur du tube est relativement long, causant
une dispersion temporelle accrue comparativement aux photodétecteurs plus compacts
fabriqués à partir de semiconducteurs. La précision temporelle de ce type de photodétec-
teur descend rarement sous quelques centaines de picosecondes [41, 76]. Pour obtenir de
meilleures précisions temporelles, certains utilisent plutôt des tubes photomultiplicateurs
à microcanaux.
2.2.2 Tubes photomultiplicateurs à microcanaux (MCP-TPM)
Les tubes photomultiplicateurs à microcanaux (MCP-TPM) fonctionnent selon le même
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2.3 Architectures et performances des CTN
Un convertisseur temps-numérique (CTN) est un chronomètre numérique et permet donc
de mesurer un intervalle de temps entre un signal de départ et un signal d'arrêt. Dans
le cas d'une implantation matricielle où chaque pixel possède une taille de 50 × 50 µm2,
le CTN doit nécessairement être de petite taille et avoir une consommation minimale.
Ses performances sont fortement liées au type d'architecture utilisé. Les prochains para-
graphes présenteront les principaux types d'architectures de CTN et leurs performances
(résolution, précision, linéarité, fréquence de conversion, plage dynamique, consommation
et dimensions).
Convertisseur temps-amplitude (CTA)
Les convertisseurs temps-amplitude (CTA) mesurent un intervalle de temps grâce à la
charge d'un condensateur par un courant constant durant la mesure. La tension analogique
est proportionnelle au délai mesuré et peut être numérisée à l'aide d'un convertisseur
analogique-numérique (CAN) [13]. La ﬁgure 2.8 illustre son fonctionnement.
Figure 2.8 Schéma bloc et chronogramme d'un CTA
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Ligne à délais simple
La ligne à délais simple utilise une série d'éléments à délais pour retarder le signal de
départ (ﬁgure 2.9). Lorsque le signal d'arrêt survient, l'état de la ligne à délais est ﬁgé et
le code thermométrique, converti en temps ultérieurement, est disponible. Sa résolution
correspond au délai d'un élément [65].
Figure 2.9 Schéma bloc et chronogramme d'une ligne à délais simple [25]
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CTN vernier
Les CTN vernier sont utilisés pour obtenir une résolution temporelle au-delà d'une ligne à
délais simple. Pour cela, deux lignes à délais sont utilisées, une légèrement plus rapide que
l'autre. Lorsque le signal de départ arrive, la ligne à délais lente s'active et propage une
impulsion. Lorsque le signal d'arrêt survient, la ligne à délais rapide se déclenche et propage
une impulsion à son tour. Le code est disponible au moment où il y a une coïncidence,
c'est-à-dire lorsque la ligne à délais rapide rattrape la ligne à délais lente. Sa résolution
correspond à la diﬀérence des délais entre les deux lignes à délais selon l'équation 2.2 [14].
La ﬁgure 2.10 illustre son fonctionnement.
Résolutionvernier = Tlent − Trapide (2.2)
où :
- Tlent : Délai d'un élément lent
- Trapide : Délai d'un élément rapide
Figure 2.10 Schéma bloc et chronogramme d'un CTN vernier [25]
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Architecture en anneau
Une architecture en anneau n'est ni plus ni moins qu'une ligne à délais dans laquelle le
nombre d'éléments est réduit et dont la sortie boucle sur l'entrée (ﬁgure 2.11) [60]. Ce
type d'architecture peut être appliqué autant à une ligne à délais simple qu'à un CTN de
type vernier.
Figure 2.11 Conﬁguration en anneau
2.3.1 Résolution
La résolution correspond à la plus petite valeur de délai mesurable par le CTN et se déﬁnit
comme le bit de poids faible (LSB). On peut établir une relation entre la résolution, le






- TLSB : Résolution (LSB)
- Tref : Plage dynamique
- N : Nombre de niveaux de quantiﬁcation
Les convertisseurs temps-amplitude [13, 36] et les CTN vernier [48, 57, 71, 80] sont proba-
blement les architectures qui oﬀrent les meilleures résolutions, pouvant atteindre quelques
picosecondes. Certains CTN vont utiliser ce qu'on appelle un ampliﬁcateur temporel [8]
à leur entrée pour ampliﬁer le délai aﬁn d'améliorer leur résolution. Bien que la majorité
des ampliﬁcateurs temporels ne possèdent qu'une plage dynamique linéaire de quelques
dizaines, voire centaines de picosecondes, une plage dynamique de 2 ns a été rapportée [42].
La ligne à délais simple [54, 60], quant à elle, permet des résolutions plus modestes, pouvant
atteindre environ une cinquantaine de picosecondes. La limitation vient du fait que les
délais utilisés ne peuvent pas descendre sous un certain seuil qui dépend de la technologie
utilisée et de la charge capacitive reliée à chacune des sorties.
18 CHAPITRE 2. ÉTAT DE L'ART
2.3.2 Précision
La précision du CTN correspond à l'incertitude de sa mesure. Elle est particulièrement
critique lors de mesures uniques (par exemple sur la mesure temporelle d'un seul photon)
comparativement à des mesures statistiques où un moyennage des données est possible. La
précision est dépendante de la quantité de bruit dans le CTN et de la pente de ses signaux
selon l'équation 2.4 [78]. La stabilité des alimentations et certains choix judicieux lors de la
conception des masques du circuit intégré (capacités,  Deep NWell ) peuvent minimiser
le bruit dans le circuit. De plus, il est généralement souhaitable d'avoir des pentes rapides






- σt : Précision temporelle RMS
- σbruit : Bruit RMS en Volt
- dV/dt : Pente au point de discrimination
Dans un circuit, plusieurs sources d'imprécisions temporelles sont présentes. Ces sources
d'imprécisions, si elles ne sont pas corrélées entre elles, s'additionnent en quadrature selon






2 + ...+ σ
2
n (2.5)
La précision atteignable avec un CTN est dépendante de l'architecture utilisée. Les archi-
tectures vernier possèdent une bonne immunité face aux variations d'alimentations et de
températures puisque les deux boucles à délais sont généralement près l'une de l'autre,
subissant les mêmes variations [80]. Cependant, plus la mesure est longue, moins bonne
sera la précision temporelle puisque le signal traversera davantage d'unités à délais [82].
Les CTA, quant à eux, doivent utiliser une source de courant à très faible bruit et très
stable face aux variations d'alimentations et de températures pour espérer avoir une bonne
précision temporelle. Ceci exige une consommation élevée et une taille importante.
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2.3.3 Linéarité
La linéarité du CTN, exprimée en multiples de LSB, peut être divisée en deux catégories :
la non-linéarité intégrale (INL) et la non-linéarité diﬀérentielle (DNL). La INL correspond
à la déviation de la fonction de transfert réelle par rapport à la fonction de transfert
idéale (ﬁgure 2.12) et peut être exprimée par l'équation 2.6 [58]. La DNL, quant à elle,
correspond à la déviation de la largeur de chacun des niveaux de quantiﬁcation par rapport
à la largeur idéale de 1 LSB (ﬁgure 2.13). Elle peut être exprimée par l'équation 2.7 [58].
INL =
T (i)− i× TLSB
TLSB
, ∀i = 0...(N − 1) (2.6)
DNL =
T (i+ 1)− T (i)
TLSB
− 1, ∀i = 0...(N − 2) (2.7)
où :
- i : Niveau de quantiﬁcation évalué
- T(i) : Valeur temporelle de la transition entre i et i+ 1
- TLSB : Largeur de 1 LSB
- N : Nombre de niveaux de quantiﬁcation
La linéarité des CTN est généralement dépendante des variations de procédé. Il est donc
important de veiller à garder un bon pairage des composants et à utiliser des spéciﬁcations
de composants permettant de diminuer l'impact des variations de procédé, notamment
en choisissant un bon dimensionnement des composants et en utilisant le principe de
copie/translation des transistors [5].
Certaines conﬁgurations sont plus propices à oﬀrir de bonnes linéarités. Une conﬁguration
en anneau présente habituellement une meilleure linéarité qu'une ligne à délais simple
puisque les délais utilisés dans la chaîne reviennent en boucle, limitant le nombre d'élé-
ments diﬀérents [25]. Il faut cependant porter une attention particulière à la rétroaction
de la sortie vers l'entrée puisque ce délai est généralement plus long que celui entre cha-
cune des unités à délai, contribuant à la détérioration de la linéarité du CTN [25]. Les
conﬁgurations analogiques, quant à elles, sont très dépendantes de la stabilité de la source
de courant pour la charge du condensateur [36] et de la linéarité intrinsèque du CAN.
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Figure 2.12 Déﬁnition de la INL [58]
Figure 2.13 Déﬁnition de la DNL [58]
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2.3.4 Fréquence de conversion
La fréquence de conversion d'un CTN détermine le nombre de mesures réalisables par se-
conde. Elle varie généralement de quelques MHz à quelques dizaines de MHz (tableau 5.6).
La fréquence de conversion dépend du temps mort à respecter entre chacune des mesures.
Ce temps mort se compose d'un temps de conversion, d'un temps de post-traitement et
d'un temps de remise à zéro. Il varie donc énormément en fonction du type d'architecture
utilisé.
Les architectures vernier oﬀrent généralement une fréquence de conversion plus basse que
d'autres architectures [46], car un certain temps (qui dépend d'ailleurs de la résolution)
est requis entre l'arrivée du signal d'arrêt et la ﬁn de la conversion (la coïncidence). Les
lignes à délais simples possèdent de plus grandes fréquences de conversion, car le résultat
est disponible directement à la réception du signal d'arrêt [35]. Les circuits analogiques,
quant à eux, ont une fréquence de conversion limitée par la constante de temps lors de
la décharge du condensateur et par le temps de conversion du CAN. Dans toutes les
architectures, il ne faut pas oublier le temps de post-traitement, donc du transfert du
résultat vers une mémoire externe. Il faut donc attendre que les données soient transférées
avant d'eﬀectuer la remise à zéro, contribuant à l'augmentation du temps mort global.
2.3.5 Plage dynamique
La plage dynamique d'un CTN correspond au délai maximal mesurable. Pour atteindre
une plage dynamique importante, les architectures sont généralement réalisées en anneau,
utilisant un compteur pour comptabiliser le nombre de cycles eﬀectués [25, 60]. De plus,
un compteur global est souvent utilisé pour augmenter la plage dynamique en comptant le
nombre de fronts d'horloge. Avec ce type d'architecture, une interpolation entre les fronts
d'horloge est réalisée grâce à un CTN à plus grande résolution [35]. C'est donc souvent la
profondeur des compteurs qui dicte la plage dynamique totale du CTN.
2.3.6 Consommation et dimensions
La consommation et les dimensions sont habituellement dépendantes de la résolution et
de la plage dynamique du CTN. La consommation est également dépendante de la fré-
quence d'opération, de la tension d'alimentation et de la technologie utilisée selon l'équa-
tion 2.8 [74]. Par exemple, augmenter la fréquence des transitions pour réduire les délais
dans une ligne à délais simple provoque une augmentation de la consommation du CTN.
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P = C × V 2dd × f (2.8)
où :
- P : Puissance dynamique consommée par une unité à délai
- C : Capacité vue à la sortie d'une unité à délai
- Vdd : Tension d'alimentation
- f : Fréquence des transitions
Un CTN vernier consomme généralement davantage qu'une ligne à délais simple puisqu'il
nécessite deux boucles à délais au lieu d'une seule, en plus d'augmenter les dimensions
requises [63]. Une grande plage dynamique requiert également une plus grande profondeur
des compteurs, augmentant la taille du circuit. Les CTA, quant à eux, ont des dimensions
assez grandes puisque le condensateur occupe une surface importante. Les dimensions
du condensateur varient en fonction de la constante de temps requise (donc de la valeur
de la capacité) et se calculent selon l'équation 2.9 [11]. De plus, la source de courant doit
fonctionner sans arrêt durant la charge du condensateur, ce qui augmente la consommation






- C : Valeur de la capacité
- A : Aire du condensateur
- ε : Permittivité du diélectrique
- d : Distance entre les deux conducteurs
2.3.7 Calibration
La calibration des CTN est souvent nécessaire pour uniformiser leurs performances lors
d'une implantation par pixel. En eﬀet, puisqu'ils sont tous situés à des endroits distincts,
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les variations de procédé, de tensions d'alimentation et de températures2 causent des
changements de performance ne pouvant être négligés.
Certains CTN utilisent une calibration automatique en utilisant une boucle à verrouillage
de phase (PLL) [9] ou une boucle à verrouillage de délais (DLL) [37, 49]. Pour fonctionner,
la PLL ou la DLL compare la phase d'une horloge de référence avec la phase de l'oscil-
lateur du CTN et génère une tension proportionnelle au déphasage. Cette tension assure
une correction des délais du CTN pour ajuster sa fréquence d'oscillation. Ces méthodes,
lorsqu'utilisées indépendamment dans chacun des CTN, assurent une indépendance face
aux variations PVT [9]. Par contre, en plus d'augmenter la consommation globale, le cir-
cuit nécessite des dimensions importantes puisqu'il est utilisé généralement avec un ﬁltre
passe-bas capacitif nécessaire pour ralentir les variations du signal de contrôle à la sortie [9].
Une autre méthode consiste en une linéarisation de la fonction de transfert du CTN en y
appliquant une correction logicielle grâce à une table de valeurs pour chaque code. Ceci
nécessite toutefois la caractérisation du CTN au préalable et n'est donc pas très eﬃcace
pour une production à grande échelle. De plus, cette méthode ne permet pas une indé-
pendance face aux variations de tensions d'alimentation et de températures puisqu'elles
peuvent varier en cours d'utilisation.
2.3.8 Conclusion
Pour concevoir une matrice de CTN où chaque pixel correspond à 50 × 50 µm2, il est
primordial d'utiliser une architecture qui permettra de minimiser sa taille et sa consom-
mation. De plus, les CTN doivent oﬀrir d'excellentes résolution et précision temporelles
pour améliorer les mesures par temps de vol dans les applications telles que la télémé-
trie laser et la tomographie d'émission par positrons. Un CTN vernier permet d'obtenir
d'excellentes résolutions temporelles et c'est probablement l'architecture avec le plus de
potentiel pour une intégration matricielle. Le prochain chapitre présentera la conception
d'un CTN vernier à étage unique, ainsi que les techniques pour miniaturiser sa taille et
diminuer sa consommation. La conception d'une boucle à verrouillage de phase numérique
sera également présentée pour la calibration des CTN.
2La capacité thermique ainsi que la résistance thermique forment une constante de temps thermique
pouvant être aussi basse que quelques microsecondes [58]. Il peut donc y avoir des écarts de température
importants entre diﬀérentes régions du circuit intégré.
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CHAPITRE 3
CONCEPTION
Ce chapitre présente la conception du convertisseur temps-numérique (CTN) et de la
boucle à verrouillage de phase numérique (dPLL) en TSMC CMOS 65 nm. La dPLL
permettra une calibration en temps réel des CTN pour assurer une uniformité matricielle.
Le tableau 3.1 présente la récapitulation des performances visées par le CTN.
Tableau 3.1 Récapitulation des performances visées par le CTN
Résolution Précision INL/DNL (LSB) Taille Consommation
Objectifs 5 ps < 5 psrms 1/0,5 25× 50 µm2 150 µW
3.1 Convertisseur temps-numérique (CTN)
Le chapitre précédent a démontré les avantages d'une architecture matricielle des CTN.
Les performances temporelles ont également été au coeur des discussions, autant au niveau
du photodétecteur que du CTN. En considérant les performances visées par le CTN, une
architecture vernier à étage unique a été choisie. Ce type de CTN a le potentiel d'atteindre
d'excellentes résolutions temporelles (inférieures au délai d'une porte logique) tout en
minimisant sa taille. De plus, chaque cycle d'oscillateur correspond à un code distinct,
signiﬁant que les variations de procédé inﬂuencent tous les codes de la même manière.
Ceci signiﬁe que les variations de procédé n'ont aucun impact sur la linéarité du CTN.
Toutefois, lors d'une implantation matricielle, les variations de procédé demeurent une
préoccupation importante, car elles font varier l'uniformité des CTN. C'est d'ailleurs une
des raisons pour laquelle une calibration est requise.
Dans un système complet, le signal d'arrêt correspond à l'horloge système (250 MHz dans
le cas présent) aﬁn de fournir la même référence temporelle à tous les CTN. Ceci établit
donc la plage dynamique du CTN à 4 ns (période de l'horloge). Les applications nécessitent
souvent une plage dynamique accrue et c'est pour cette raison qu'un compteur de cycles
d'horloge est généralement utilisé, augmentant la plage dynamique selon la profondeur du
compteur. Ce dernier fournit donc une étampe temporelle grossière d'une résolution équi-
valente à la période de l'horloge. Ensuite, à cette étampe temporelle grossière est ajoutée
une étampe temporelle ﬁne correspondant au résultat du CTN à grande résolution. La ﬁ-
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Le fonctionnement global du CTN, représenté également à la ﬁgure 3.2, peut être divisé
en trois étapes distinctes :
1) À la réception du signal de départ, le circuit de prélogique démarre l'oscillateur lent
à la fréquence établie par une boucle à verrouillage de phase numérique. Le circuit de
coïncidence, avec le circuit de prélogique, détermine si le signal de départ est arrivé avant
le signal d'arrêt (section 3.1.3). Un compteur grossier de 3 bits compte le nombre de cycles
de l'oscillateur lent.
2) Au moment où le signal d'arrêt survient, le circuit de prélogique démarre l'oscillateur
rapide (mode vernier). Au même moment, le circuit de coïncidence arrête le compteur
grossier et active le compteur ﬁn de 9 bits qui compte le nombre de tours en mode vernier
jusqu'au rattrapage des deux oscillateurs.
3) Le circuit de coïncidence détermine le moment où le rattrapage a lieu pour l'arrêt du
compteur ﬁn. À ce moment, le CTN a terminé sa conversion et le code est disponible.
Après la lecture du code par le circuit de lecture de données, ce dernier réinitialise le CTN
grâce à un signal d'initialisation ( Init  dans la ﬁgure 3.2).
3.1.1 Prélogique
Le rôle du circuit de prélogique est principalement de contrôler l'état des oscillateurs lent
et rapide du CTN. Il fait donc le pont entre les signaux externes du CTN (départ et arrêt)
et les oscillateurs. En fait, l'arrivée d'un signal de départ démarre l'oscillateur lent, tandis
que l'arrivée d'un signal d'arrêt démarre l'oscillateur rapide. À ce niveau, il n'y a aucune
assurance que le signal de départ soit arrivé avant le signal d'arrêt. Lors de la conception,
deux choix étaient possibles : 1) le signal de départ active la détection du signal d'arrêt
et 2) les signaux de départ et d'arrêt sont indépendants et la vériﬁcation de l'ordre des
signaux se fait en début de conversion. Puisque les signaux de départ et d'arrêt sont non
corrélés entre eux, la première option ne respecte pas toujours les temps de stabilisation
des bascules, créant ainsi des non-linéarités dans le CTN. C'est pour cette raison que la
deuxième option a été choisie (ﬁgure 3.3).
À l'arrivée des signaux d'entrée, le circuit de coïncidence détermine s'ils sont arrivés dans
le bon ordre grâce à un arbitre (section 3.1.3). Si c'est le cas, la conversion continue jusqu'à
ce que l'oscillateur rapide rattrape l'oscillateur lent. À l'inverse, si le circuit de coïncidence
détecte que le signal d'arrêt est arrivé avant le signal de départ, l'oscillateur rapide est
réinitialisé jusqu'au prochain signal d'arrêt (le signal d'arrêt correspond à l'horloge système
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à 250 MHz). Le prix à payer est celui d'une consommation accrue prédominante à faible
taux d'événements (∼ 40 % de la consommation globale du CTN).
Figure 3.3 Chronogramme du circuit de prélogique
3.1.2 Oscillateurs
Les oscillateurs sont probablement les éléments du CTN les plus critiques puisqu'ils in-
ﬂuencent directement la résolution, la linéarité et la précision du CTN. Ils doivent avoir
une grande stabilité face aux changements de températures ainsi qu'aux diﬀérentes sources
de bruit provenant de l'alimentation, du substrat ainsi que de l'électronique (bruit 1/f et
bruit blanc (bruit thermique, bruit de grenaille, etc.)) [83]. Une petite taille ainsi qu'une
faible consommation sont également requises. Voici quelques architectures d'oscillateurs
qui ont été évaluées pour le développement du CTN.
LC
Les oscillateurs LC sont basés sur un échange d'énergie entre une inductance et un conden-
sateur. Ils permettent d'obtenir de très faibles gigues temporelles tout en ayant d'excel-
lentes performances en stabilité comparativement aux oscillateurs à anneau (ring oscilla-
tor) puisque leur fréquence est principalement déterminée par l'inductance et le conden-
sateur [20]. Toutefois, leur temps de stabilisation non nul les rend inutilisables puisque le
CTN doit démarrer et arrêter instantanément ses oscillateurs pour eﬀectuer une mesure.
De plus, leur consommation et leurs dimensions sont beaucoup trop grandes pour le CTN
proposé.
Oscillateur à anneau diﬀérentiel
Les oscillateurs à anneau sont de plus en plus utilisés comparativement aux oscillateurs
LC puisqu'ils sont plus compacts et possèdent une plus grande plage d'ajustement en
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fréquence [33]. Les structures diﬀérentielles sont souvent préférées, car elles oﬀrent une
excellente immunité face aux bruits en mode commun provenant de l'alimentation et du
substrat, tout en limitant la quantité de bruit injecté aux autres circuits [69]. Par contre,
les structures diﬀérentielles n'oscillent généralement pas sur toute la plage d'alimentation,
les rendant plus sensibles au bruit électronique des composants [69]. De plus, un circuit
d'interface est requis à leur sortie pour les rendre compatibles avec les cellules numériques
standards [26]. Finalement, elles requièrent une source de courant par élément (ﬁgure 3.4)
et donc une consommation statique peu souhaitable pour une implantation matricielle des
CTN.
Des architectures pseudo-diﬀérentielles sont également possibles et ne nécessitent pas de
source de courant puisqu'elles sont basées sur l'utilisation d'inverseurs [51] (ﬁgure 3.4).
Il n'y a donc pas de consommation statique, mais plutôt une consommation dynamique
lorsque l'oscillateur est en fonction. De plus, elles ont l'avantage d'osciller sur toute la
plage d'alimentation contrairement aux architectures discutées plus haut. Ceci améliore la
gigue temporelle, performance critique pour le CTN. Par contre, elles nécessitent plus de
transistors qu'un oscillateur à anneau unique, tout en ayant une plus grande consommation
dynamique.
Figure 3.4 Comparaison entre un oscillateur diﬀérentiel et pseudo-diﬀérentiel
30 CHAPITRE 3. CONCEPTION
Oscillateur à anneau unique
Contrairement aux architectures diﬀérentielles, les oscillateurs à anneau unique sont sen-
sibles au bruit en mode commun provenant de l'alimentation et du substrat [22, 33]. Tout
comme les architectures pseudo-diﬀérentielles, l'oscillation se produit sur toute la plage
d'alimentation, ce qui leur confère une meilleure immunité face au bruit électronique des
composants [69]. La gigue temporelle est également indépendante du nombre d'éléments
dans l'oscillateur (pour une même fréquence), car l'ajout d'éléments dans la chaîne aug-
mente le bruit électronique total ce qui annule l'avantage des transitions plus rapides [22].
Ainsi, pour leur taille restreinte, leur faible consommation et leur immunité face au bruit
électronique des composants, des oscillateurs à anneau unique ont été utilisés. D'ailleurs,
leur puissance consommée, calculée selon l'équation 3.1, est proportionnelle au nombre
d'éléments dans la chaîne et à la fréquence de l'oscillateur.
P = NCV 2ddf (3.1)
où :
- P : Puissance dynamique consommée
- N : Nombre d'éléments dans la chaîne
- C : Capacité au noeud de sortie d'un élément
- Vdd : Tension d'alimentation
- f : Fréquence de l'oscillateur
Les spéciﬁcations des oscillateurs déterminent les performances du CTN. La résolution est
déterminée par la diﬀérence de période entre les oscillateurs lent et rapide (équation 3.2).
Le temps de conversion, quant à lui, dépend de la période de l'oscillateur lent et de la
résolution. Avec les équations 3.3, 3.4 et 3.5, on détermine l'équation 3.6 correspondant au
temps de conversion maximal du CTN. Il est intéressant de constater qu'un changement de
fréquence de l'oscillateur lent a un impact quadratique sur le temps de conversion maximal.
Par exemple, modiﬁer la fréquence de 1 GHz à 2 GHz en conservant une résolution de
5 ps modiﬁera le temps de conversion maximal de 200 ns à 50 ns, donc d'un facteur
4. Cela signiﬁe que la puissance consommée par le CTN (durant une conversion) serait
multipliée par 2 (équation 3.1) en ayant toutefois un temps de conversion 4 fois plus
faible (équation 3.6), nécessitant donc une énergie nette par conversion deux fois plus
petite. Ainsi, comme le montre l'équation 3.7, augmenter la fréquence des oscillateurs
(donc diminuer leur période) diminue selon les mêmes proportions l'énergie consommée à
3.1. CONVERTISSEUR TEMPS-NUMÉRIQUE (CTN) 31
chaque conversion du CTN. Il y a toutefois une limite à laquelle le circuit de coïncidence
peut fonctionner et c'est pour cette raison que la fréquence des oscillateurs ne peut être
trop élevée.
Res = TL − TR (3.2)
nsmax = Tarret/TL (3.3)
nvmax = TL/Res (3.4)
TC = TL(ns + nv) (3.5)
Avec les équations 3.3, 3.4 et 3.5, on trouve l'équation 3.6.
TCmax = TL(nsmax + nvmax) = Tarret + T
2
L/Res ≈ T 2L/Res (3.6)
EC = (P × TC) ∝ TL (3.7)
où :
- Res : Résolution du CTN
- TC : Temps de conversion
- TCmax : Temps de conversion maximal
- EC : Énergie consommée pendant une conversion
- TL : Période de l'oscillateur lent
- TR : Période de l'oscillateur rapide
- Tarret : Période du signal d'arrêt à l'entrée du CTN
- ns : Nombre de tours en mode oscillateur simple
- nv : Nombre de tours en mode vernier
- nsmax : Nombre maximal de tours en mode oscillateur simple
- nvmax : Nombre maximal de tours en mode vernier
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Le nombre d'éléments contrôlés par la dPLL par rapport au nombre d'éléments total
dans l'oscillateur détermine sa plage fréquentielle. Cette plage fréquentielle, déterminée en
simulation, doit permettre de rester à 1 GHz, peu importe les variations de procédé, de
tension d'alimentation et de températures. Comme le montre la ﬁgure 3.5, 3 éléments sur
5 sont contrôlés par la dPLL. Toutefois, un oscillateur à 3 éléments, dont 2 contrôlés en
tension aurait été plus optimal en termes de taille et de consommation.
Les oscillateurs ont été conçus de façon identique, sauf dans le cas du dernier inverseur
qui active un transistor de plus pour l'oscillateur rapide (ﬁgure 3.6). C'est cet inverseur
qui accélère de 5 ps l'oscillateur rapide aﬁn d'avoir la résolution souhaitée. Toutefois, une
résolution temporelle à 5 ps nécessite une diﬀérence de période des oscillateurs égale à 5 ps
(0.5 % de la période), ce qui est ambitieux compte tenu des variations de procédé. Une
meilleure approche, qui devrait être envisagée dans la 2e révision, serait d'utiliser deux
oscillateurs identiques à tout point de vue et de déterminer la résolution du CTN grâce
à un convertisseur numérique-analogique (CNA) sur chacun des oscillateurs plutôt qu'en
modiﬁant le délai d'un élément. Ceci permettrait d'obtenir la résolution souhaitée malgré
les variations de procédé, en plus de permettre une résolution ajustable selon l'application.
Figure 3.5 Schéma des oscillateurs. Les schémas électriques des éléments A, B,
C et C' sont représentés à la ﬁgure 3.6
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Figure 3.6 Éléments à délais des oscillateurs
Pour minimiser la gigue temporelle des oscillateurs, plusieurs règles ont été implémentées :
1) Utiliser des transistors à faible seuil dans les éléments de délais [22].
2) Avoir une alimentation dédiée aux oscillateurs1 pour éviter que le bruit de l'alimentation
provenant de l'électronique numérique se propage aux oscillateurs.
3) Intégrer les oscillateurs dans un  Deep NWell  pour minimiser le bruit du substrat
provenant de l'électronique numérique.
4) Insérer des condensateurs de type moscap sur les noeuds de contrôle provenant de
la boucle à verrouillage de phase numérique pour les stabiliser. Toutefois, une meilleure
approche pour minimiser le bruit sur ces noeuds serait d'intégrer un ﬁltre actif passe-bas.
Ceci serait particulièrement intéressant dans une approche par pixel où chaque oscillateur
(2 x nombre de pixels) est susceptible d'ajouter du bruit sur les noeuds de contrôle.
De plus, pour améliorer l'appariement des composants tout en minimisant la taille et la
consommation, la longueur de la grille des transistors a été ajustée à environ 2×Lmin. La
largeur des grilles, quant à elle, a été ajustée aﬁn d'obtenir une fréquence nominale des
oscillateurs à 1 GHz. La ﬁgure 3.7 présente le dessin des masques des oscillateurs.
1Les alimentations des oscillateurs se connectent seulement à quelques endroits à proximité des pins
d'alimentation du ASIC.
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Figure 3.7 Dessin des masques des oscillateurs
3.1.3 Circuit de coïncidence
Le circuit de coïncidence est une partie critique du CTN. Il doit prendre ses décisions
et eﬀectuer les actions nécessaires en deçà d'un cycle d'oscillateur lent, soit 1 ns dans le
CTN actuel pour assurer son bon fonctionnement. C'est d'ailleurs pour cette raison que la
fréquence des oscillateurs ne doit pas être trop élevée. Les rôles du circuit de coïncidence,
représentés également à la ﬁgure 3.8, sont :
1) Déterminer l'ordre d'arrivée des signaux d'entrées (départ et arrêt) et réinitialiser le
circuit de prélogique, le cas échéant.
2) Arrêter le compteur grossier et activer le compteur ﬁn lorsque l'oscillateur rapide dé-
marre (arrivée du signal d'arrêt).
3) Déterminer le moment de coïncidence pour arrêter la conversion.
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Figure 3.8 Chronogramme du circuit de coïncidence
À l'arrivée du signal de départ, un compteur grossier compte le nombre de cycles d'oscilla-
teur lent avant l'arrivée du signal d'arrêt. Puisque le signal d'arrêt peut arriver n'importe
où dans le cycle d'oscillateur, une région de correction a été établie à une 1/2 période pré-
cédant le front descendant de l'oscillateur (ﬁgure 3.9). Lorsque le signal d'arrêt survient
dans cette région, le compteur grossier compte inévitablement un front de trop. Ceci a
pour eﬀet d'activer un bit de correction, indiquant la nécessité de soustraire 1 au code
ﬁnal2.
2La soustraction doit se faire lors du traitement des données (à l'extérieur du ASIC), au moment de
la conversion des codes en étampes temporelles.
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Figure 3.9 Arrivée du signal d'arrêt à l'intérieur et hors de la région de correc-
tion
Un des éléments critiques du circuit de coïncidence est l'arbitre, qui sert à déterminer, entre
deux signaux, celui qui est arrivé avant l'autre. Avec des bascules conventionnelles, lorsque
les deux signaux sont très près l'un de l'autre, une région métastable est présente. L'arbitre
élimine cette région en utilisant un ﬁltre de métastabilité (ﬁgure 3.10). La ﬁgure 3.11
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présente les signaux d'entrées (En1 et En2, activés par un état logique 0) et de sorties (So1
et So2, activés en fournissant un état logique 0) de l'arbitre. Lorsque l'entrée 1 (En1) arrive
avant l'entrée 2 (En2), la sortie 1 (So1) s'active. Le même principe s'applique également
au cas inverse.
Figure 3.10 Schéma de l'arbitre
Figure 3.11 Chronogramme de l'arbitre. Les entrées et les sorties sont actives
sur un niveau bas.
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3.1.4 Compteurs
Le CTN utilise deux compteurs binaires pour leur très grande simplicité. Un compteur
grossier (3 bits) représente le nombre de cycles de l'oscillateur lent, et un compteur
ﬁn (9 bits) représente le nombre de cycles des oscillateurs en mode vernier. La profon-
deur du compteur grossier détermine la plage dynamique du CTN selon l'équation 3.8
(23 × 1 ns = 8 ns dans le CTN présenté). La profondeur du compteur ﬁn, quant à
elle, doit être suﬃsamment grande pour couvrir le nombre de tours en mode vernier selon
l'équation 3.4 (1 ns/5 ps = 200 tours maximum, soit 8 bits). Avec 9 bits, le CTN peut
avoir jusqu'à 512 tours en mode vernier, ajoutant ainsi une marge de sécurité.
Plage = 2Ng × TL (3.8)
où :
- Plage : Plage dynamique du CTN
- TL : Période de l'oscillateur lent
- Ng : Nombre de bits du compteur grossier
À la ﬁn d'une mesure, la valeur des compteurs est lue par un circuit de lecture numérique
et la conversion en étampes temporelles s'eﬀectue à l'extérieur du ASIC selon l'équation
3.10. À priori, on ne connait pas avec exactitude la période de l'oscillateur lent. Toutefois,
on peut connaître le nombre de codes ﬁns total pour chaque code grossier en eﬀectuant
un test de densité de codes (section 4.3.1). Ainsi, à partir de l'équation 3.9, on obtient
l'équation 3.10 qui permet de trouver avec exactitude l'étampe temporelle ﬁnale. De plus,
le  -1  est nécessaire puisque le compteur grossier compte  +1  à partir du premier
front descendant de l'oscillateur grossier.
Tm = TL × (Cptgros − bitcorr − 1) + (Cptfin × resolution) (3.9)
Puisque TL = Nfin × resolution, on obtient l'équation 3.10
Tm = [Nfin × (Cptgros − bitcorr − 1) + Cptfin]× resolution (3.10)
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où :
- Tm : Étampe temporelle
- Nfin : Nombre de codes ﬁns par code grossier
- Cptgros : Valeur du compteur grossier
- Cptfin : Valeur du compteur ﬁn
- bitcorr : Valeur du bit de correction
3.1.5 Intégration
L'objectif de ce projet de recherche est d'intégrer un CTN à chacun des pixels d'un détec-
teur monophotonique pour améliorer la précision temporelle des mesures. Pour y arriver,
le CTN, conçu en technologie CMOS 65 nm, occupe la moitié de la surface du pixel, soit
environ 25× 50 µm2. Ceci laisse 25× 50 µm2 pour le circuit d'étouﬀement et le circuit de
lecture numérique (ﬁgure 3.12).
Figure 3.12 Dessin des masques d'un pixel
Les CTN de tests utilisent un sérialiseur UART pour envoyer les données à la sortie du
ASIC. Cela permet de minimiser le nombre de plots de connexions (2 plots, sortie du
sérialiseur et init) par rapport à une lecture parallèle des données. La ﬁgure 3.13 présente
le chronogramme du sérialiseur.
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Figure 3.13 Chronogramme du sérialiseur
Deux structures de tests du CTN sont intégrées au ASIC complet (ﬁgure 3.14) : un CTN
avec une dPLL (CTN1) et un autre avec des contrôles externes sur chacun des oscillateurs
(CTN2). Le CTN1 est une copie du CTN intégré dans un pixel. Ses oscillateurs sont
asservis à 1 GHz par une dPLL, qui peut toutefois être désactivée aﬁn d'évaluer l'impact
d'un tel asservissement. Le CTN2, quant à lui, permet un contrôle complet des oscillateurs
via des CNA externes (reliés aux noeuds de contrôle de chaque oscillateur, ﬁgure 3.5).
Cette structure de tests est spécialement intéressante pour voir l'impact de la fréquence
des oscillateurs sur les performances du CTN. De plus, elle permet de mesurer la précision
et la linéarité du CTN avec diﬀérentes résolutions. Finalement, l'uniformité des CTN
est évaluée grâce à une matrice de 5 × 8 pixels implantée dans le ASIC. Pour obtenir
de l'information concernant les protections ESD, les récepteurs/émetteurs LVDS et les
tampons de sortie, veuillez consulter le mémoire de Frédéric Nolet [55]. La position des
entrées/sorties du ASIC et leur description sont également disponibles en annexe.
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1) Une faible BP réduit l'impact de la gigue temporelle de la référence, des diviseurs et
du PFD sur la précision temporelle de l'oscillateur asservi puisque la dPLL réagit plus
lentement que les variations de phase rapides en entrée.
2) Une grande BP augmente la capacité de la dPLL à réagir face à l'addition, tour après
tour, de la gigue temporelle de l'oscillateur asservi [21, 47, 77].
La valeur optimale de la BP dépend donc de la gigue temporelle de la référence et de
l'oscillateur asservi. Généralement, la BP est déterminée par un ﬁltre passe-bas sur le signal
de contrôle de l'oscillateur. Cependant, la dPLL doit occuper un maximum de 50×50 µm2
(taille d'un pixel) tout en minimisant sa consommation, rendant impossible l'utilisation
d'un condensateur pour un ﬁltrage analogique. Néanmoins, un ﬁltrage numérique pourrait
être envisagé pour les versions ultérieures. Dans l'architecture présentée, aucun ﬁltrage
n'est présent sur les noeuds de contrôle, augmentant ainsi la BP de la dPLL.
3.2.1 Diviseurs
Pour comparer en phase l'oscillateur de référence (250 MHz) avec l'oscillateur de la
dPLL (1 GHz), il faut les diviser à une fréquence commune. Les diviseurs doivent donc
avoir un facteur 4 entre eux. De plus, les diviseurs doivent toujours être les plus petits
possible puisque la gigue temporelle à la sortie d'un diviseur par N correspond à la gigue
temporelle à son entrée multipliée d'un facteur N [21]. Dans la version actuelle, l'oscilla-
teur de référence est divisé par 8 et l'oscillateur de la dPLL est divisé par 32. Ces diviseurs
ne sont pas optimaux et devront être minimisés dans une version ultérieure en s'assurant
toutefois que les autres blocs de la dPLL, notamment le contrôleur de gain dynamique,
réagissent suﬃsamment rapidement. Pour l'implémentation du diviseur, plusieurs archi-
tectures sont possibles, mais celle qui minimise sa taille et sa consommation est simplement
un compteur binaire où le ne bit est un diviseur par 2n.
3.2.2 Détecteur de phase/fréquence (PFD) de type bang-bang
Après la division en fréquence de l'oscillateur de référence et de l'oscillateur de la dPLL, un
détecteur de phase/fréquence (PFD) détermine la diﬀérence de phase entre eux. Comme
on peut le voir sur la ﬁgure 3.16, une détection fréquentielle ajoutée à un détecteur de
phase permet de mesurer correctement de grandes valeurs de déphasage (> période du
signal de référence) comparativement à un détecteur de phase seul [34]. Dans un PFD
linéaire, la largeur de l'impulsion à la sortie est proportionnelle au déphasage des signaux.
La tension d'ajustement de l'oscillateur varie alors selon la largeur de l'impulsion via une
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pompe de charge. Le processus de charge/décharge d'un condensateur augmente toutefois
la consommation en plus de nécessiter une surface plus grande due à la capacité [29]. Pour
minimiser la taille et la consommation, la solution proposée utilise un PFD non linéaire qui
fournit un signal binaire (d'où la mention  bang-bang ) au contrôleur de gain dynamique.
En contrepartie, l'encodage de l'erreur sur un bit seulement (avance ou retard) ajoute une
erreur de quantiﬁcation non négligeable et dégrade la gigue temporelle [45, 61].
Figure 3.16 Fonctions de transfert des diﬀérents détecteurs de phase
La ﬁgure 3.17 présente le schéma du PFD. Son chronogramme (ﬁgure 3.18) aﬃche les cas
possibles (oscillateur et référence en avance), jusqu'au verrouillage en phase de l'oscillateur
et de la référence. Les impulsions provenant de  Ref avance  et de  Osc avance  doivent
être suﬃsamment longues pour que le contrôleur de gain dynamique puisse eﬀectuer sa
tâche. Ceci est assuré grâce à une largeur d'impulsions ﬁxée à environ une demi-période
des oscillateurs après leur division respective (Ref avance = (4 ns × 8)/2 = 16 ns, Osc
avance = (1 ns× 32)/2 = 16 ns).
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Figure 3.17 Schéma du PFD de type bang-bang
Figure 3.18 Chronogramme du PFD de type bang-bang
3.2.3 Contrôleur de gain dynamique
Après avoir déterminé l'erreur de phase entre l'oscillateur de référence et l'oscillateur de la
dPLL à l'aide du PFD, un contrôleur de gain dynamique calcule un code binaire à envoyer
au CNA pour corriger l'erreur de phase. Le contrôleur de gain dynamique optimise le temps
de convergence et la gigue temporelle de l'oscillateur en ajustant le gain dynamiquement
en fonction du nombre consécutif d'événements  oscillateur en avance  ou  référence
en avance . En fait, l'erreur en fréquence est estimée à la moitié de ce nombre. À la
ﬁgure 3.19, on observe une addition (+1) du code de sortie à chaque  Osc avance , et
une soustraction (-1) du code à chaque  Ref avance . De plus, après chaque inversion
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(transition de  Osc avance  à  Ref avance  ou inversement), une addition ou une
soustraction de la moitié du nombre de  Ref avance  ou  Osc avance  consécutifs est
réalisée sur le code.
Un signal de verrouillage est présent aﬁn d'informer le circuit de lecture de données de
désactiver les CTN des pixels lorsque la dPLL n'est pas verrouillée. Toutefois, ce signal,
activé après 6 inversions (le nombre a été déterminé arbitrairement en simulation), ne
modiﬁe aucunement le processus d'asservissement de la dPLL et ne sert qu'à fournir l'état
de la dPLL. Évidemment, dans une deuxième révision, il serait plus judicieux que le signal
de verrouillage change en fonction de l'écart avec la fréquence cible plutôt qu'avec un
nombre ﬁxe d'inversions.
Figure 3.19 Chronogramme du contrôleur de gain dynamique
Pour varier la fréquence de l'oscillateur asservi, deux contrôles sont disponibles : un code
binaire grossier (4 bits) et un code binaire ﬁn (8 bits). Leur profondeur a été déterminée
de sorte que l'oscillateur asservi puisse atteindre 1 GHz, peu importe les variations PVT.
L'ajustement des codes se fait en deux étapes successives : 1) Ajuster le code grossier
pour obtenir approximativement la fréquence souhaitée et 2) Ajuster le code ﬁn pour ob-
tenir précisément la fréquence souhaitée. Il est également important de mentionner que le
contrôleur de gain dynamique ne varie que les codes ﬁns lorsque la dPLL est verrouillée.
Chacun des codes (grossier et ﬁn) est ajusté selon le processus schématisé à la ﬁgure 3.19.
Ceci permet d'augmenter la rapidité avec laquelle l'oscillateur sera verrouillé. Finalement,
le contrôleur de gain dynamique détermine le moment où l'oscillateur est verrouillé (tou-
jours après 6 inversions) et assure un ajustement du code grossier dans le cas où les limites
du code ﬁn sont atteintes. Un mécanisme de désactivation de la dPLL est également prévu,
attribuant des valeurs par défaut aux codes ﬁn et grossier.
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3.2.4 Convertisseur numérique-analogique (CNA)
Le convertisseur numérique-analogique (CNA) convertit le code binaire calculé par le
contrôleur de gain dynamique en tension analogique pour l'ajustement en fréquence de
l'oscillateur asservi. Sa conception est basée sur l'activation de transistors dimensionnés
selon un format binaire pour minimiser la surface. L'ajustement de la tension de sortie du
CNA se fait par deux contrôles diﬀérents pour augmenter sa plage dynamique : contrôles
grossier (4 bits) et ﬁn (8 bits). Le contrôle grossier agit sur la valeur de la source de cou-
rant du CNA, tandis que le contrôle ﬁn divise cette source de courant par le nombre de
transistors activés du code. Toutefois, ce type d'architecture n'est pas optimal pour les
raisons suivantes :
1) Il y a un chevauchement entre les bits grossiers et ﬁns (ﬁgure 3.21), diminuant la plage
dynamique totale.
2) Le transistor branché en diode (M1) (ﬁgure 3.20) court-circuite une partie du courant
circulant dans les codes ﬁns. Ceci est dû à sa faible résistance drain-source, nécessitant
davantage de courant.
Évidemment, la prochaine version devra utiliser une architecture de CNA en éliminant les
inconvénients mentionnés, et devra avoir une fonction de transfert linéaire sur toute sa
plage de codes. Néanmoins, ce circuit est fonctionnel et permet à la dPLL de fonctionner
correctement. La ﬁgure 3.22 montre également le schéma des masques du CNA.
Figure 3.20 Schéma du CNA

0◦ 100◦
3.2. BOUCLE À VERROUILLAGE DE PHASE NUMÉRIQUE (DPLL) 49
3.2.6 Intégration
La dPLL a été conçue pour calibrer en temps réel les CTN d'une matrice aﬁn d'uniformiser
leurs performances. La calibration doit insensibiliser les CTN face aux variations PVT en
conservant la fréquence de ses oscillateurs constante. La ﬁgure 3.24 présente la fréquence
de l'oscillateur asservi par la dPLL. On peut y observer le contrôle grossier durant les
premières 1,25 µs, et le contrôle ﬁn par la suite. On y voit également une oscillation
constante même lorsque le système est stabilisé. Ceci est probablement dû en partie à
l'erreur de quantiﬁcation du détecteur de phase/fréquence. Pour une prochaine version,
il serait préférable d'utiliser un CTN pour mesurer l'erreur. Une ligne à délais simple,
par exemple, pourrait être envisagée pour mesurer l'erreur de phase de la dPLL. De plus,
l'ajustement de la bande passante de la dPLL à l'aide d'un ﬁltre passe-bas numérique
permettrait de réduire l'impact de l'erreur de quantiﬁcation. Ceci diminuerait la gigue
temporelle de l'oscillateur aﬁn d'améliorer la précision temporelle des CTN.
Figure 3.24 Fréquence de l'oscillateur asservi par la dPLL (simulations)
La ﬁgure 3.25 représente le dessin des masques de la dPLL. Elle a été conçue pour remplacer
un pixel de 50 × 50 µm2 pour la calibration d'une matrice complète. Dans la matrice de
tests (5×8 pixels, ﬁgure 3.14), la dPLL a été placée dans la deuxième colonne pour pouvoir
observer l'impact de son positionnement par rapport aux performances des CTN. Elle peut
également être activée ou non pour observer son inﬂuence sur les CTN.
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Figure 3.25 Dessin des masques de la dPLL
3.3 Conclusion
Le CTN, conçu en technologie CMOS 65 nm, utilise une architecture vernier à étage unique
pour obtenir une résolution visant 5 ps avec une taille de 25× 50 µm2 pour l'intégration
par pixel. Cette architecture a le potentiel d'oﬀrir une excellente résolution avec une faible
surface, tout en assurant une linéarité du CTN insensible aux variations de procédé. La
dPLL, quant à elle, permet la calibration en temps réel des CTN pour augmenter l'uni-
formité de la matrice. Elle s'intègre dans 50 × 50 µm2 en éliminant la pompe de charge




Ce chapitre présente l'environnement de tests pour eﬀectuer les mesures du convertisseur
temps-numérique. Ceci comprend donc le matériel nécessaire (ﬁgure 4.1) et ses perfor-
mances, ainsi que les logiciels utilisés pour le contrôle, l'acquisition et le traitement des
données. De plus, la méthodologie pour obtenir les caractéristiques du CTN sera présentée.
Figure 4.1 Schéma du montage de tests
4.1 Matériel
4.1.1 Circuits imprimés
Les circuits imprimés (PCB) permettent de faire le lien entre le ASIC et le monde ex-
térieur pour l'acquisition des données. Deux cartes électroniques sont requises pour les
tests : une carte d'acquisition et une carte d'interface pour le ASIC. La carte d'acquisi-
tion utilise un FPGA de type Xilinx Virtex-5 cadencé par une horloge à 250 MHz aﬁn de
recevoir/transmettre les données au ASIC et de communiquer à un ordinateur via un lien
USB. La carte d'interface, quant à elle, permet de lier le ASIC au FPGA en plus de lui
fournir certains contrôles. La ﬁgure 4.2 présente ces deux cartes.
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Figure 4.2 Circuit imprimé de la carte d'interface et de la carte d'acquisition
Le lien entre le ASIC et le PCB est assuré grâce à son microcâblage sur le PCB. Son
diagramme de microcâblage et son empreinte sont d'ailleurs présentés à la ﬁgure 4.3. Pour
ﬁxer et connecter le ASIC au PCB, plusieurs contraintes sont nécessaires concernant son
empreinte, son microcâblage et son collage :
1) Les microcâbles doivent être parallèles entre eux aﬁn d'éviter les courts-circuits. Étant
donné la densité des plots de connexion, quatre rangées par côté ont été requises sur le
PCB pour satisfaire cette contrainte.
2) Les plots de connexion sur le PCB ne doivent pas être trop près du ASIC pour permettre
le microcâblage (une distance minimale de 0,7 mm est jugée acceptable). 3) Ouvrir le
masque de soudure autour des plots de connexion du PCB pour assurer un bon contact
mécanique.
4) Avoir un plaquage d'or sur les plots de connexion (Electroless Nickel Immersion Gold,
ENIG).
5) Le ASIC peut être collé au PCB de deux façons : 1) avec de la laque d'argent qui assure
un collage faible à modéré, mais qui permet d'enlever le ASIC au besoin et 2) avec de
l'époxy conducteur qui assure un collage élevé, mais qui permet diﬃcilement d'enlever le
ASIC sans abîmer le PCB. Les deux techniques ont été testées sur diﬀérents PCB.
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Figure 4.3 Diagramme de microcâblage et empreinte du ASIC
La carte d'interface possède plusieurs caractéristiques, dont les principales sont présentées :
1) La majorité des entrées/sorties du ASIC fonctionnent à 1 V, ce qui est évidemment in-
compatible avec le FPGA. De plus, certaines de ses entrées/sorties fonctionnent à 250 MHz,
nécessitant un tampon sur la carte d'interface avec une grande bande passante (> 250 MHz)
et fonctionnant à basse tension (1 V).
2) Pour déterminer les signaux qui se rendent au ASIC, des cavaliers sont disponibles no-
tamment pour les signaux de départ (FPGA ou générateur de délais) et d'arrêt (oscillateur
250 MHz ou générateur de délais) du CTN.
3) Le ASIC nécessite 6 alimentations diﬀérentes (1 VQC , 1 VTDC , 1 VBUFFER, 1 VCORE,
3,3 V, HV), toutes fournies par des régulateurs de tension linéaires sur la carte d'interface.
De plus, des sources de courant pour le fonctionnement du circuit d'étouﬀement et des
références de tension sont fournies au ASIC.
4) Pour assurer l'intégrité des signaux, la carte d'interface possède 12 couches. Les couches
de dessus et de dessous ont été conçues pour obtenir une impédance des lignes de trans-
mission à 100 Ω (diﬀérentielles) et à 50 Ω (sortie unique). Les couches internes, quant
à elles, sont espacées aﬁn d'assurer la meilleure immunité possible entre les diﬀérentes
alimentations, et la plus grande capacité entre ces alimentations et la masse.
La gigue temporelle du délai entre les signaux de départ et d'arrêt du CTN à l'entrée du
ASIC est présentée à la ﬁgure 4.4. Elle provient du générateur de délais (présenté plus
loin) et des composants sur le circuit imprimé. Sa contribution doit être soustraite de la
précision mesurée du CTN.
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Le générateur de délais1 (ﬁgure 4.5) permet la création de délais ﬁxes à l'entrée du CTN.
Il est particulièrement utile pour mesurer la précision du CTN en faisant un balayage de
délais sur toute la plage utile. Il est d'ailleurs contrôlé par un code python qui s'occupe
du balayage des délais. Le générateur possède une résolution de délais à 250 fs et sa gigue
temporelle mesurée est inférieure à 3 ps.




L'oscilloscope2 (ﬁgure 4.6) permet de mesurer la précision temporelle des oscillateurs du
CTN et de la dPLL. Il possède une bande passante de 13 GHz et une fréquence d'échan-
tillonnage maximale de 80 GSa/s. La sonde3 utilisée est diﬀérentielle et possède une ca-
pacité < 1 pF.
Figure 4.6 Oscilloscope Agilent 13 GHz [67]
4.2 Logiciels
4.2.1 FPGA
Le FPGA de type Xilinx Virtex-5 est cadencé par une horloge à 250 MHz située sur la
carte d'acquisition. Il s'occupe entre autres de la communication avec le ASIC et du lien
avec l'ordinateur pour le transfert des données. Concernant les CTN, le FPGA envoie des
signaux de départ, envoie les résultats à l'ordinateur et s'occupe de leur initialisation. Pour
plus de détails, voir le mémoire de Marc-Olivier Mercier [50].
4.2.2 Interface graphique
L'interface graphique est développée en python et fait le lien entre l'ordinateur et le FPGA
ou les autres équipements pour les conﬁgurations. Par exemple, le CTN2 nécessite des ten-
sions de contrôle pour établir la fréquence des oscillateurs ainsi que sa résolution tempo-
relle, contrairement au CTN1 qui est complètement autonome (tensions de contrôle four-
nies par la dPLL) (ﬁgure 3.14). L'interface permet également de contrôler le générateur
2MSOX91304A
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de délais en déterminant son incrément et la durée des mesures. De plus, il communique
avec le FPGA pour envoyer des signaux de départ aux CTN à diﬀérentes fréquences. La
ﬁgure 4.7 présente l'interface graphique utile pour les CTN. Pour plus de détails, voir le
mémoire de Marc-Olivier Mercier [50].
Figure 4.7 Interface graphique pour contrôler le ASIC
4.2.3 Matlab
Le code Matlab s'occupe du post-traitement des étampes temporelles reçues. Il les divise
en codes grossiers et en codes ﬁns pour calculer les étampes temporelles ﬁnales (équation
3.10, réitérée par 4.2). Il génère ensuite un histogramme des codes pour obtenir plusieurs
informations importantes : Linéarité (INL/DNL), résolution, fonction de transfert. Le
code calcule également la précision du CTN en fonction des codes, en plus d'aﬃcher les
graphiques pertinents.
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4.3 Caractéristiques du CTN
4.3.1 Résolution
La résolution correspond à la plus petite unité de mesure du CTN et est déterminée par la
diﬀérence de période entre les deux oscillateurs du CTN. Pour la mesurer, on doit connaître
la plage dynamique du CTN et le nombre de codes total sur cette plage (équation 4.1).
Resolution = Plage/Nbcodes (4.1)
La méthode utilisée pour mesurer la résolution consiste à fournir un signal d'arrêt pé-
riodique (250 MHz, situé sur le PCB) au CTN aﬁn de lui imposer une plage dynamique
connue (4 ns). Ensuite, un signal de départ non corrélé avec le signal d'arrêt assure une
probabilité uniforme des délais fournis au CTN. Cette méthode porte le nom de densité de
codes [59] et est très utile pour mesurer la linéarité et la résolution du CTN en générant
un histogramme des codes. En eﬀet, l'histogramme permet de trouver le nombre total de
codes aﬁn d'en déduire la résolution.
Pour générer l'histogramme, on doit convertir les données du CTN en étampes temporelles
ﬁnales selon l'équation 3.10, réitérée ici par l'équation 4.2.
Tm = [(Nfin + 1)× (Cptgros − bitcorr − 1) + Cptfin]× resolution (4.2)
La ﬁgure 4.8 présente l'allure des histogrammes attendus selon la méthode de densité de
codes. Les codes grossiers contiennent une certaine quantité de codes ﬁns, qui se répètent
à chaque code grossier. Pour traiter plus facilement les données, il est souhaitable de coller
tous les codes grossiers bout à bout aﬁn d'avoir un histogramme contigu. Pour y arriver,
on doit ajuster le nombre de codes ﬁns par code grossier (Nfin) dans l'équation 4.2.
Évidemment, les oscillateurs possèdent une gigue temporelle non nulle, causant une varia-
tion du nombre de codes ﬁns. Ce phénomène peut être observé sur la ﬁgure 4.8, à la ﬁn de
chaque code grossier où la probabilité d'obtenir les derniers codes ﬁns diminue. Pour avoir
un histogramme contigu aﬁn de calculer la résolution et la linéarité du CTN, ces codes
seront enlevés. Toutefois, ils demeurent valides et l'étampe temporelle associée peut être
calculée de la même façon que les autres codes.
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Figure 4.8 Histogrammes des codes attendus selon la méthode de densité de
codes
4.3.2 Linéarité
La linéarité (INL/DNL) met en évidence la diﬀérence entre les fonctions de transfert réelle
et idéale. Elle est calculée à l'aide de l'histogramme (ﬁgure 4.8) généré par la méthode de
densité de codes (section 4.3.1). La DNL est obtenue avec l'équation 4.3. La INL, quant à
elle, est obtenue par la somme de la DNL selon l'équation 4.4.
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DNL(n) = (N(n)/moyenne)− 1 (4.3)
où :
- DNL(n) : DNL pour le code n (en LSB)
- N(n) : Nombre d'événements dans le code n






- INL(i) : INL pour le code i (en LSB)
- DNL(n) : DNL pour le code n (en LSB)
4.3.3 Précision
La précision temporelle du CTN varie en fonction du code obtenu. Il est donc important
de la mesurer pour chacun des codes aﬁn d'évaluer son impact sur les performances d'un
système complet. Pour ce faire, un générateur de délais fait un balayage sur toute la plage
du CTN. Ensuite, avec les codes obtenus, deux méthodes sont utilisées pour évaluer la
valeur de la précision temporelle :
1) En générant une distribution des codes du CTN pour chaque délai du générateur aﬁn
de déduire son écart-type. Cette méthode, présentée à la ﬁgure 4.9, est valide lorsque la
distribution se fait sur plusieurs codes.
2) En déconvoluant la distribution de chaque code du CTN (en fonction du délai du
générateur) avec la résolution du CTN. Contrairement à la première méthode, la précision
temporelle peut être calculée même si elle est plus petite que la largeur d'un code. La
ﬁgure 4.10 illustre cette méthode.
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Figure 4.9 Précision du CTN (écart-type des codes)
Figure 4.10 Précision du CTN (déconvolution)
Dans les deux cas, il ne faut pas oublier de soustraire en quadrature les gigues temporelles
du générateur et du PCB pour obtenir la précision temporelle du CTN. La ﬁgure 4.11
présente l'allure que devrait avoir la précision temporelle en fonction des codes du CTN.
Les pentes sont causées par le nombre croissant de tours en mode vernier, jusqu'à l'incré-
mentation d'un code grossier.
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Figure 4.11 Précision du CTN attendue en fonction des codes
4.3.4 Fréquence de conversion
La fréquence de conversion est la fréquence maximale à laquelle le CTN peut eﬀectuer des
mesures. Elle dépend de la résolution et de la fréquence des oscillateurs qui font varier le
temps de conversion du CTN selon l'équation 3.6, réitérée par l'équation 4.5.
TCmax = Tarret + T
2
L/Res ≈ T 2L/Res (4.5)
Pour la mesurer, on injecte un signal de départ provenant du FPGA et un signal d'arrêt
provenant d'un oscillateur à 250 MHz (non corrélé avec le signal de départ). Ensuite, le
signal  CTN Active  permet de mesurer le temps de conversion du CTN en générant
un niveau haut à partir du moment où le CTN reçoit le signal de départ jusqu'à sa
réinitialisation. Avec l'oscilloscope, on génère l'histogramme de la durée de l'impulsion du
 CTN Active  pour déterminer le temps de conversion maximal du CTN.
4.3.5 Consommation
La consommation du CTN est principalement dépendante de la fréquence de conversion.
Pour la mesurer, une résistance de 100 Ω est ajoutée en série avec l'alimentation dédiée
du CTN2. Ensuite, pour diﬀérentes fréquences du signal de départ, on mesure la tension
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rms aux bornes de la résistance. Le signal d'arrêt possède quant à lui une fréquence de
250 MHz et est non corrélé avec le signal de départ. Ceci représente une situation réelle
en assurant une probabilité uniforme des délais fournis au CTN. La ﬁgure 4.12 présente
l'allure de la consommation du CTN en fonction de la fréquence de conversion.
Figure 4.12 Consommation normalisée du CTN
4.3.6 Plage dynamique
La plage dynamique est l'étendue du temps mesurable avec le CTN. Dans le cas d'un signal
d'arrêt périodique, elle est équivalente à sa période (4 ns dans le cas d'un signal d'arrêt à
250 MHz). Dans le cas d'un signal d'arrêt apériodique, la plage dynamique dépend de la
profondeur du compteur grossier et de la période de l'oscillateur lent selon l'équation 3.8,
réitérée par l'équation 4.6.
Plage = 2Ng × TL (4.6)
4.3.7 Caractéristiques des oscillateurs
Des structures de tests ont été spéciﬁquement implantées pour évaluer la période moyenne
et la gigue temporelle des oscillateurs grâce à l'oscilloscope qui génère l'histogramme de
leur période. Les mesures sont eﬀectuées sur l'oscillateur directement asservi par la dPLL,
sur les oscillateurs lent et rapide asservis par la dPLL et sur les oscillateurs contrôlés par




Tableau 5.1 Précision des CTN
CTN1 (dPLL activée) CTN1 (dPLL désactivée) CTN2
Précision rms (max) 44,6 ps 26,7 ps 26,9 ps
Précision rms (moyenne) 26,7 ps 13,9 ps 16,2 ps
Précision rms (min) 8 ps 4,7 ps 4,9 ps
Résolution 58 ps 34,8 ps 14,4 ps
Fréquence de l'oscillateur lent 0,96 GHz 1,25 GHz 1,58 GHz
Fréquence de l'oscillateur rapide 1,02 GHz 1,31 GHz 1,62 GHz




σ2prelogique + (ns × σ2osc lent) + (nv × σ2osc vernier) + σ2circuit concidence (5.1)
où :
- ns : Nombre de tours en mode oscillateur simple
- nv : Nombre de tours en mode vernier
- σosc vernier =
√
σ2osc lent + σ
2
osc rapide
Avec les mesures, on ne peut toutefois pas isoler chacune des contributions. On sait par
contre que seules les contributions reliées aux oscillateurs varient selon le code du CTN.
Selon certaines simulations, la gigue temporelle (cycle à cycle) d'un oscillateur du CTN
(selon les conﬁgurations du CTN2, tableau 5.1) avoisinerait les 2, 7 psrms. Puisque les
autres contributions ne dépendent pas des codes, elles sont négligeables par rapport à
l'imprécision maximale du CTN. Cette imprécision maximale dépend principalement de
deux paramètres :
1) Le nombre de tours maximal en mode vernier, qui est déterminé par la fréquence des
oscillateurs et par la résolution du CTN selon l'équation 3.4.
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2) La gigue temporelle des oscillateurs qui varie selon le niveau de bruit présent dans le
circuit et leur pente (donc leur fréquence).
Le tableau 5.1 présente la précision temporelle de diﬀérentes conﬁgurations de CTN (CTN1
(avec et sans dPLL) et CTN2 (oscillateurs contrôlés en fréquence par des tensions ex-
ternes)). Les variations observées seraient probablement dues aux diﬀérentes fréquences
des oscillateurs et aux diﬀérentes résolutions des CTN, tel qu'expliqué précédemment.
Les ﬁgures 5.1, 5.3 et 5.6 présentent la précision temporelle mesurée des CTN en fonction
des codes, calculée selon les deux méthodes présentées à la section 4.3.3 (écart-type des
codes et déconvolution du signal). Les pentes sont causées par le nombre croissant de tours
en mode vernier, jusqu'à l'incrémentation d'un code grossier. Ceci démontre bien l'impact
du nombre de tours en mode vernier sur la précision temporelle du CTN. Puisque le but du
CTN est d'attribuer une étampe temporelle à chaque photon (donc des mesures uniques),
sa précision temporelle est limitée soit par sa gigue temporelle, soit par sa résolution. La
ﬁgure 5.5 présente la précision du CTN2 en fonction de sa résolution. Cette ﬁgure est
importante puisqu'elle permet de déterminer la résolution optimale du CTN2 (à l'endroit
où la résolution (ps) = gigue temporelle (ps)). Le CTN2 a donc été testé à la résolution
optimale de 14,4 ps (∼ 15 ps).
Les ﬁgures 5.2, 5.4, et 5.7 présentent les codes du CTN en fonction du délai du générateur.
Ces graphiques sont intéressants dans la mesure où ils permettent de visualiser l'enveloppe
des codes du CTN, qui s'élargit lorsque le nombre de tours des oscillateurs en mode vernier
augmente. De plus, l'enveloppe permet de déduire la période de l'oscillateur grossier. Sur
la ﬁgure 5.2, on constate que la dPLL asservit bel et bien la période de l'oscillateur
grossier à environ 1 ns, comparativement à la ﬁgure 5.4 (dPLL désactivée) qui se situe
aux alentours de 0,8 ns. Ces graphiques permettent également d'observer des anomalies
de codes du CTN. En eﬀet, au 1/4 d'un cycle, le circuit de coïncidence n'arrête pas
suﬃsamment rapidement le compteur grossier, engendrant un compte de trop. De plus,
à la ﬁn d'un cycle, le circuit de coïncidence arrête prématurément le compteur grossier,
créant un compte de moins (section 3.1.3). Ces problèmes n'empêchent pas de caractériser
le CTN, mais devront toutefois être corrigés dans la prochaine version du circuit.
En conclusion, pour obtenir une précision sous les 5 psrms, il sera primordial de réduire
d'une part la gigue temporelle des oscillateurs et d'autre part de s'assurer que les autres
contributions, présentées à l'équation 5.1, soient minimisées. Pour y arriver, une fréquence
plus élevée des oscillateurs (par exemple 2 GHz) est requise. L'architecture des oscillateurs
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Figure 5.7 Codes du CTN2 en fonction des délais du générateur
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5.2 Linéarité
Tableau 5.2 Linéarité des CTN
CTN1 (dPLL activée) CTN1 (dPLL désactivée) CTN2
DNL (LSB) 0,79 0,35 0,37
INL (LSB) 0,75 0,65 3,3
Résolution 58 ps 34,8 ps 14,4 ps
Fréquence de l'oscillateur lent 0,96 GHz 1,25 GHz 1,58 GHz
Fréquence de l'oscillateur rapide 1,02 GHz 1,31 GHz 1,62 GHz
Le tableau 5.2 présente la linéarité des diﬀérentes conﬁgurations de CTN. Elle est déter-
minée à partir des histogrammes générés par la méthode de densité de codes présentée
à la section 5.3. Ces histogrammes contiennent des régions problématiques détériorant la
linéarité du CTN. Deux causes sont responsables de ces non-linéarités :
1) Tout d'abord, une bosse est présente dans les premiers codes, suivi d'un creux juste
après et d'un autre creux à la moitié des codes (à environ 2 ns sur une plage dynamique
de 4 ns). Ces imperfections surviennent au début et au milieu de la plage dynamique
du CTN (donc à toutes les 2 ns). Puisque l'horloge à 250 MHz (utilisée pour sortir les
données du sérialiseur) n'est pas corrélée avec les signaux de départ et d'arrêt du CTN,
elle ne peut être la cause de ces non-linéarités. Des tests ont été eﬀectués en modiﬁant
l'amplitude du signal d'arrêt à 250 MHz, provoquant une modiﬁcation des bosses et des
creux problématiques. L'hypothèse la plus plausible serait un couplage capacitif entre les
signaux de départ et d'arrêt. En eﬀet, les non-linéarités présentes en début de plage du
CTN seraient causées par le front montant du signal de départ qui injecterait des charges
sur le signal d'arrêt, diminuant ainsi le délai entre ces deux signaux. Quant aux non-
linéarités présentes au milieu de la plage du CTN, elles seraient dues au front descendant
du signal d'arrêt qui injecterait des charges sur le signal de départ, modiﬁant encore une
fois le délai entre ces deux signaux. Pour corriger ce problème, il faudra porter une attention
particulière au couplage capacitif entre les signaux de départ et d'arrêt en les éloignant l'un
de l'autre ou en les blindant. Dans une matrice complète où le signal d'arrêt correspond à
l'horloge système et le signal de départ à la sortie du circuit d'étouﬀement, ce phénomène
serait probablement moins présent dû à la proximité du circuit d'étouﬀement et du CTN.
Néanmoins, il est important d'avoir en tête de minimiser tout couplage capacitif entre ces
signaux aﬁn de réduire les non-linéarités du CTN.
2) À chaque premier code ﬁn, les histogrammes présentent un bin de CTN beaucoup
plus court que les autres. Ceci serait dû à un premier tour d'oscillateur plus long que les
autres. Cette hypothèse est renforcée en constatant ce phénomène à partir du deuxième
code grossier seulement. En eﬀet, puisque les oscillateurs lent et rapide présentent ce même
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problème, le phénomène s'annule pour le premier code grossier seulement. La largeur des
cycles a été vériﬁée en simulation où une diﬀérence d'environ 10 ps est présente entre le
premier tour et les autres. En eﬀet, lorsque les oscillateurs sont inactifs, tous les noeuds sont
ﬁxés aux alimentations. Toutefois, lorsque les oscillateurs démarrent, le noeud du transistor
de contrôle nécessite une période pour se stabiliser à sa valeur en régime permanent, créant
ainsi une légère diﬀérence entre le premier tour et les tours subséquents.
Les ﬁgures 5.8, 5.11 et 5.14 présentent les fonctions de transfert des CTN aﬁn de mieux
visualiser leur linéarité. Les ﬁgures 5.9, 5.12 et 5.15 présentent la non-linéarité diﬀérentielle
des CTN. On peut y observer les problématiques décrites plus haut. Les ﬁgures 5.10, 5.13
et 5.16 présentent la non-linéarité intégrale des CTN. Elle correspond à la somme des
DNL et permet de construire la fonction de transfert. Finalement, les ﬁgures 5.17 et 5.18
présentent la DNL et la INL en fonction de la résolution du CTN. Il est intéressant de
constater que la INL (en picoseconde) en fonction de la résolution est pratiquement ﬁxe
pour un CTN donné. Pour que la INL soit inférieure à 1 LSB (avec une résolution de 5 ps),
il faudra éliminer les problèmes décrits plus haut.
5.2.1 Linéarité du CTN1
dPLL activée
Figure 5.8 Fonction de transfert du CTN1 (dPLL activée)
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Figure 5.9 Non-linéarité diﬀérentielle (DNL) du CTN1 (dPLL activée)
Figure 5.10 Non-linéarité intégrale (INL) du CTN1 (dPLL activée)
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dPLL désactivée
Figure 5.11 Fonction de transfert du CTN1 (dPLL désactivée)
Figure 5.12 Non-linéarité diﬀérentielle (DNL) du CTN1 (dPLL désactivée)
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Figure 5.13 Non-linéarité intégrale (INL) du CTN1 (dPLL désactivée)
5.2.2 Linéarité du CTN2
Figure 5.14 Fonction de transfert du CTN2
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Figure 5.15 Non-linéarité diﬀérentielle (DNL) du CTN2
Figure 5.16 Non-linéarité intégrale (INL) du CTN2
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Figure 5.17 Non-linéarité diﬀérentielle (DNL) du CTN2 (en ps et en LSB) en
fonction de sa résolution
Figure 5.18 Non-linéarité intégrale (INL) du CTN2 (en ps et en LSB) en fonc-
tion de sa résolution
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5.3 Résolution temporelle
Tableau 5.3 Résolution temporelle des CTN
CTN1 (dPLL activée) CTN1 (dPLL désactivée) CTN2
Résolution 58 ps 34,8 ps 14,4 ps
Fréquence de l'oscillateur lent 0,96 GHz 1,25 GHz 1,58 GHz
Fréquence de l'oscillateur rapide 1,02 GHz 1,31 GHz 1,62 GHz
Le tableau 5.3 présente la résolution temporelle des diﬀérentes conﬁgurations de CTN. Le
CTN1 possède une résolution temporelle inattendue, dépassant les 30 ps comparativement
aux 5 ps simulées. D'ailleurs, la résolution a été mesurée sur trois diﬀérents ASIC, variant
entre 20 ps et 60 ps pour le CTN1. Comme il a été mentionné à la section 3.1.2, obtenir
une résolution temporelle à 5 ps est ambitieux compte tenu des variations de procédé. Un
CNA sur chacun des oscillateurs permettrait d'obtenir la résolution souhaitée malgré les
variations de procédé.
Malgré la diﬀérence entre les mesures et les simulations, le CTN2 permet un ajustement
complet des oscillateurs aﬁn de changer sa résolution. Le CTN2 peut donc être testé avec de
meilleures résolutions. D'ailleurs, il a été montré à la section 5.1 que la résolution optimale
du CTN2 est d'environ 15 ps. C'est donc pour cette raison que le CTN2 a été testé à
14,4 ps (∼ 15 ps). Les ﬁgures 5.19, 5.21 et 5.23 présentent les histogrammes des codes avec
la méthode de densité de codes pour les deux CTN. Ces histogrammes subissent ensuite
un ajustement aﬁn d'obtenir des histogrammes contigus pour déterminer la résolution.
Ils sont d'ailleurs présentés aux ﬁgures 5.20, 5.22 et 5.24. Pour connaître les détails de
l'ajustement des histogrammes et le calcul de la résolution, référez-vous à la section 4.3.1.
De plus, l'allure de ces histogrammes inﬂuence la linéarité des CTN et est donc davantage
détaillée dans la section 5.2.
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5.3.1 Histogrammes du CTN1
dPLL activée
Figure 5.19 Histogramme des codes du CTN1 (dPLL activée) sans ajustement
Figure 5.20 Histogramme des codes du CTN1 (dPLL activée) avec ajustement
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dPLL désactivée
Figure 5.21 Histogramme des codes du CTN1 (dPLL désactivée) sans ajuste-
ment
Figure 5.22 Histogramme des codes du CTN1 (dPLL désactivée) avec ajuste-
ment
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5.3.2 Histogrammes du CTN2
Figure 5.23 Histogramme des codes du CTN2 sans ajustement
Figure 5.24 Histogramme des codes du CTN2 avec ajustement
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5.4 Fréquence de conversion
Tableau 5.4 Temps de conversion maximal des CTN
CTN1 (dPLL activée) CTN1 (dPLL désactivée) CTN2
Temps de conversion 114,8 ns 113,9 ns 121,8 ns
Résolution 58 ps 34,8 ps 14,4 ps
Fréquence de l'oscillateur lent 0,96 GHz 1,25 GHz 1,58 GHz
Fréquence de l'oscillateur rapide 1,02 GHz 1,31 GHz 1,62 GHz
La fréquence de conversion (ou le temps de conversion) est inﬂuencée par le nombre de tours
en mode vernier, qui est déterminé par la fréquence des oscillateurs et par la résolution du
CTN selon l'équation 3.4. Le tableau 5.4 présente le temps de conversion du CTN1 (avec et
sans dPLL) et du CTN2. Ils peuvent donc fonctionner à un peu plus de 8 Mévénements/s.
Les ﬁgures 5.25, 5.26 et 5.27 présentent les histogrammes du temps de conversion des CTN,
incluant le temps de transfert des données par le sérialiseur jusqu'à la réinitialisation du
CTN. Le sérialiseur à lui seul représente un temps de conversion de 60 ns, constitué de
13 bits de données (3 bits de codes grossiers, 9 bits de codes ﬁns et 1 bit de correction),
de 1 bit de départ et de 1 bit d'arrêt, tous transférés à 250 MHz. Au-delà de la fréquence
de conversion maximale, des événements peuvent ne pas être mesurés par le CTN.
Puisque le temps de conversion maximal dépend principalement du nombre de codes ﬁns
(il y a beaucoup plus de codes ﬁns que de codes grossiers), on peut dire que ces histo-
grammes représentent en quelque sorte la distribution des codes ﬁns du CTN. En observant
l'histogramme complet du CTN (ﬁgure 5.23), le dernier code grossier ne requiert pas tous
les codes ﬁns pour couvrir la plage dynamique du CTN. Les codes ﬁns du dernier code
grossier surviennent donc plus souvent que les autres (un code grossier de plus), créant
ainsi la bosse au début des histogrammes présentés ici.
5.4. FRÉQUENCE DE CONVERSION 81
5.4.1 CTN1
dPLL activée
Figure 5.25 Histogramme du temps de conversion du CTN1 (dPLL activée)
incluant le sérialiseur
dPLL désactivée
Figure 5.26 Histogramme du temps de conversion du CTN1 (dPLL désactivée)
incluant le sérialiseur
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5.4.2 CTN2
Figure 5.27 Histogramme du temps de conversion du CTN2 incluant le séria-
liseur
5.5 Consommation
La consommation eﬃcace du CTN est présentée à la ﬁgure 5.28 et correspond à environ
163 µW @ 100 kHz1. Sous les 100 kHz, la consommation est quasi constante pour croître
exponentiellement par la suite. La consommation statique à 163 µW est causée principa-
lement par l'architecture de la prélogique qui considère les signaux de départ et d'arrêt
comme étant complètement indépendants. Ceci a pour eﬀet de démarrer le CTN à chaque
signal d'arrêt (même en l'absence de signal de départ) durant un court intervalle de temps,
augmentant la consommation du CTN (section 3.1.1). Ce phénomène est prédominant à
faible taux d'événements (< 100 kHz, ∼ 40 % de la consommation du CTN), pour devenir
de plus en plus négligeable à taux d'événements élevé. Finalement, la consommation a été
mesurée jusqu'à 5 MHz, au-delà de laquelle le CTN commence à manquer des événements
puisque le taux d'événements est trop élevé. Pour réduire la consommation du CTN par
taux d'événements, une diminution du nombre d'éléments dans les oscillateurs est possible,
de même qu'une augmentation de la fréquence des oscillateurs (section 3.1.2).
1Le bruit d'obscurité des PAMP développées au GRAMS se situe actuellement aux alentours de 60 kHz
(20 µm de diamètre). De meilleures PAMP, décrit dans [72], atteignent un bruit aussi faible que 100 Hz.
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Figure 5.28 Consommation du CTN2 en fonction du taux d'événements
5.6 Plage dynamique
La plage dynamique est déterminée par la période du signal d'arrêt. Pour la majorité
des tests, elle correspond à 4 ns. Dans le cas d'un signal d'arrêt apériodique, elle est
dépendante de la fréquence de l'oscillateur lent et de la profondeur de ses compteurs selon
l'équation 4.6. Dans les applications visées, le signal d'arrêt correspond très souvent au
signal d'horloge distribué dans la matrice.
5.7 Caractéristiques des oscillateurs
Cette section a pour but de déterminer les performances des oscillateurs du CTN et de
les comparer avec les diﬀérentes conﬁgurations. Trois conﬁgurations d'oscillateurs sont
prévues : contrôles externes (CNA externes), dPLL activée et dPLL désactivée. Pour
évaluer l'impact de la dPLL sur les oscillateurs, on doit déterminer les performances de la
dPLL seule. La ﬁgure 5.29 représente l'histogramme de l'oscillateur asservi par la dPLL.
On observe une fréquence moyenne très près du 1 GHz souhaitée initialement, démontrant
le bon fonctionnement de l'asservissement en fréquence. Les deux bosses de l'histogramme
peuvent être expliquées par l'architecture même de la dPLL. En eﬀet, l'asservissement
en fréquence tel que démontré en simulation varie de part et d'autre du 1 GHz souhaité
(causé par le PFD de type bang-bang) pour former les deux bosses. Ceci a pour eﬀet
d'augmenter la gigue temporelle de l'oscillateur comparativement à une PLL convention-
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Figure 5.29 Fréquence de l'oscillateur asservi par la dPLL (mesures et simula-
tions)
nelle qui maintiendrait l'oscillateur à une fréquence stable. Dans une prochaine version, il
serait préférable d'utiliser un CTN pour mesurer l'erreur de phase des oscillateurs de la
dPLL aﬁn d'améliorer la stabilité de l'asservissement.
Les ﬁgures 5.30 et 5.31 présentent les performances des oscillateurs en fonction de leur
conﬁguration. Il est intéressant de constater une plus faible gigue temporelle pour les ten-
sions de contrôle externes comparativement aux tensions de contrôle internes. Cela pourrait
être dû à un CNA interne plus bruité, ou encore à un ﬁltrage plus agressif des noeuds de
contrôle externes étant donné les capacités de ﬁltrage ajoutées en périphérie du ASIC. Il
serait donc nécessaire de concevoir un CNA à très faible bruit en sortie, en plus de ﬁltrer
suﬃsamment les noeuds de contrôle pour minimiser la gigue temporelle. L'impact de la
dPLL sur la gigue temporelle des oscillateurs n'est pas clairement exprimé dans ces ﬁgures.
Dans le cas de l'oscillateur rapide, l'activation de la dPLL diminue la gigue temporelle.
Dans le cas de l'oscillateur lent, c'est l'inverse qui se produit. Il faut toutefois noter que la
prise de ces mesures n'est pas facile considérant la fréquence élevée des oscillateurs et la
présence d'oscillations intempestives causées par les capacités et les inductances parasites
(microcâblages, traces de PCB, etc.). Pour ces raisons, les histogrammes sont diﬃciles à
acquérir et peuvent présenter certaines formes peu conventionnelles ne représentant pas
exactement la réalité.
Finalement, on observe une diminution de la gigue temporelle avec une augmentation de
la fréquence des oscillateurs. Ceci serait dû à des pentes plus abruptes de l'oscillateur.
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Pour cette raison, il serait souhaitable d'augmenter la fréquence des oscillateurs du CTN.
On note également une fréquence des oscillateurs diﬀérente de 1 GHz lorsque la dPLL est
activée. Ceci peut être causé par des variations de procédé, ou encore par des variations
de température locales diﬀérentes de la dPLL. Ceci est susceptible de se produire dans
une matrice, d'autant plus que les oscillateurs des CTN sont opérés par intermittence
comparativement à l'oscillateur de la dPLL qui est opéré en continu. Toutefois, la diﬀérence
entre la fréquence de la dPLL et des oscillateurs des CTN n'est pas problématique si elle
est constante pour tous les pixels de la matrice.
Figure 5.30 Caractéristiques de l'oscillateur rapide selon diﬀérentes conﬁgura-
tions
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Figure 5.31 Caractéristiques de l'oscillateur lent selon diﬀérentes conﬁgura-
tions
5.8 Matrice des CTN
La matrice de 5×8 pixels implantée dans le ASIC n'a malheureusement pas pu être testée
puisqu'elle ne fonctionne pas correctement. En eﬀet, les données n'ont pas les bonnes
valeurs et le nombre de données en sortie ne dépasse pas 255. Ceci serait probablement
causé par un problème au niveau de la gestion des données des CTN, ou encore à la gestion
de la SRAM pour mémoriser les données avant l'envoi à l'ordinateur. Ces tests auraient
été pertinents pour quantiﬁer les variations de résolution et de linéarité des CTN de la
matrice. De plus, on aurait pu observer l'impact de la dPLL sur la matrice. Les simulations
démontrent une augmentation ﬂagrante du bruit sur les noeuds de contrôle causée par les
oscillateurs des CTN. Ceci est d'autant plus visible avec un nombre important de CTN qui
fonctionnent en même temps. Pour régler ce problème, il faudrait isoler et ﬁltrer les noeuds
de contrôle dans chaque pixel grâce à un ﬁltre actif passe-bas. Ceci aiderait grandement à
réduire le bruit et à améliorer la précision temporelle des CTN.
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5.9 Améliorations et recommandations
5.9.1 CTN
- Augmenter la fréquence des oscillateurs à 2 GHz. Ceci aura pour eﬀet d'amé-
liorer la précision temporelle du CTN (section 5.1), en plus de diminuer sa consom-
mation par événement et son temps de conversion (section 3.1.2). Il faut également
garder à l'esprit qu'un multiple de 250 MHz facilite la division en fréquence pour
l'asservissement des oscillateurs grâce à la dPLL (section 3.2.1).
- Diminuer le temps de prise de décisions du circuit de coïncidence. Ceci
évitera des erreurs sur les codes grossiers et assurera l'exactitude de tous les codes
du CTN (section 3.1.3).
- Utiliser des oscillateurs lent et rapide complètement identiques et ajuster
leur période grâce à un CNA sur chacun d'eux. Ceci permettra une résolution
ajustable avec les variations de procédé (section 3.1.2).
- Ajouter un ﬁltre actif passe-bas sur les noeuds de contrôle de chaque
CTN. Ceci réduira le bruit causé par les oscillateurs sur les tensions de contrôle
dans une architecture matricielle (section 5.8).
- Minimiser le couplage capacitif entre les signaux de départ et d'arrêt. Ceci
peut être réalisé en espaçant les signaux, ou encore en les blindant. La linéarité en
sera améliorée (section 5.2).
5.9.2 dPLL
- Utiliser un CTN pour mesurer l'erreur de phase. Ceci éliminera les oscillations
autour de la fréquence désirée et minimisera la gigue temporelle des oscillateurs
(section 5.7).
- Ajouter un ﬁltre actif passe-bas sur les tensions de contrôle. Ceci permettra
d'optimiser la bande passante de la dPLL (section 3.2) en plus de minimiser le bruit
sur les noeuds de contrôle.
- Concevoir un nouveau CNA pour obtenir une fonction de transfert li-
néaire (section 3.2.4).
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5.10 Conclusion
Le tableau 5.5 récapitule les performances désirées initialement et celles mesurées. La
linéarité, la taille et la consommation du CTN présentent des résultats similaires aux
objectifs initiaux. Toutefois, le CTN oﬀre une résolution et une précision temporelle en deçà
des objectifs. L'architecture proposée permet d'oﬀrir de meilleures résolutions temporelles.
Pour y arriver, la précision et la linéarité devront être améliorées puisqu'elles ont tendance
à se détériorer avec une meilleure résolution. En apportant les modiﬁcations présentées à
la section 5.9, le CTN améliorera sa résolution et se rapprochera des objectifs désirés.
Tableau 5.5 Récapitulation des performances désirées et des mesures
Résolution Précision INL/DNL (LSB) Taille Consommation
Objectifs 5 ps < 5 psrms 1/0,5 25× 50 µm2 150 µW
Mesures 14,4 ps 26,9 psrms 3,3/0,37 25 × 50 µm2 163 µW 1
1< 100 kévénements/s
Le tableau 5.6 compare le CTN présenté dans ce document par rapport aux autres CTN
de la littérature. Il oﬀre de moins bonnes performances concernant sa précision temporelle
et sa linéarité. Par contre, il se démarque quant à sa faible taille et sa faible consommation,
qui sont d'ailleurs plusieurs ordres de grandeur plus faibles que ce qu'on peut retrouver
dans la littérature. Ceci lui confère un avantage énorme et en fait un CTN de choix pour
une implantation matricielle.


















65 14,4 26,9 3,3/0,37 0,0013 0,16 @ 1V ∼ 8
[15] 65 80 - -/0,01 0,0063 5,66 @ 1,33 V 250
[40] 65 1,12 0,7 1,7/0,6 0,14 15,4 @ 1,2 V 250
[71] 65 4,8 - 3,3/1 0,02 1,7 @ 1,2 V 50
[79] 130 31 10 1,45/1,25 0,15 1 @ 1,3 V 500
[80] 130 8 8 - 0,26 7,5 @ 1,5 V 15
[49] 350 10 17,2 2,5/0,04 0,3 15 @ 3,3 V 3
[9] 350 37,5 38,3 0,35/0,2 0,222 150 @ ∼ 3,0 V 0,1
[8] 350 50 - 1,1/- 0,225 0,75 @ ∼ 3,0 V 0,1
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CONCLUSION
Le développement de nouveaux outils de mesures temporelles devient essentiel pour amé-
liorer les performances de certaines applications, dont la télémétrie laser et la tomographie
d'émission par positrons, qui intègrent des mesures par temps de vol. Ces applications re-
quièrent l'attribution d'étampes temporelles aux photons détectés, tout en assurant une
précision temporelle exceptionnelle. C'est dans cette optique que le GRAMS développe
un module de comptage monophotonique (MCMP) 3D où chaque pixel intègre son propre
outil de mesure temporelle : un convertisseur temps-numérique (CTN). Ce document pré-
sente donc la conception et la validation du CTN intégré à chacun des pixels de 50×50 µm2
du MCMP développé au GRAMS. Pour y arriver, le CTN vise une taille ne dépassant pas
25× 50 µm2 et une consommation inférieure à 150 µW . De plus, il doit oﬀrir une résolu-
tion et une précision temporelle sous les 5 ps, tout en maintenant une INL/DNL sous les
1/0,5 LSB.
Le CTN proposé est basé sur une architecture vernier à étage unique aﬁn d'obtenir une
excellente résolution et une linéarité indépendante des variations de procédé. Sa taille de
25× 50 µm2 et sa consommation de 163 µW (< 100 kévénements/s) en font un excellent
choix pour une implantation matricielle. Toutefois, sa résolution dépassant les 30 ps est
très loin des 5 ps initialement prévue. Malgré ce problème, le CTN a prouvé qu'il pou-
vait obtenir, avec quelques ajustements, une résolution de 14,4 ps avec une INL/DNL de
3,3/0,35 LSB et une précision temporelle inférieure à 27 psrms. Ces résultats démontrent
qu'un exercice d'optimisation devra être réalisé pour assurer une résolution à 5 ps avec
la linéarité et la précision temporelle attendue. Des recommandations ont été présentées
à la section 5.9 pour atteindre les performances souhaitées. De plus, sa calibration est
assurée grâce à une boucle à verrouillage de phase numérique (dPLL) aﬁn d'uniformiser
tous les CTN de la matrice face aux variations PVT. Les recommandations pour améliorer
la dPLL sont également présentées à la section 5.9.
Le convertisseur temps-numérique se démarque par rapport aux autres CTN grâce à sa
taille minimale et à sa très faible consommation. Selon nos connaissances par rapport à
l'état de l'art des CTN, celui-ci est le seul à permettre une intégration matricielle tout en
espérant fournir une résolution et une précision temporelle sous la dizaine de picosecondes.
Les résultats obtenus prouvent qu'il est possible de concilier d'excellentes performances
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avec de très faibles dimensions et consommation. Ceci est très encourageant et justiﬁe la
réalisation d'une deuxième version du CTN.
Le module de comptage monophotonique développé au GRAMS sera le premier au Canada
et parmi la première vague mondiale à proposer d'une part une conﬁguration hétérogène
3D pour les applications non commerciales, et d'autre part une implantation par pixel des
CTN tout en conservant un ratio de surface active des détecteurs d'au moins 50 %. Ce
type de détecteur a le potentiel d'atteindre une excellente précision temporelle, un avantage
énorme pour les applications intégrant des mesures par temps de vol. En plus d'augmenter
le contraste de l'image, une précision temporelle sous la dizaine de picosecondes permettrait
même aux scanners à tomographie d'émission par positrons d'obtenir une image en temps
réel. Ceci diminuerait le temps de diagnostic, permettant à un plus grand nombre de




Figure A.1 Pins du ASIC
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Description
65SR1
# Nom Type Protocole/tension Type de pastilles
12 VDD_Core alim 0 – 1 V Alim ana/num
19 VDD_Core alim 0 – 1 V Alim ana/num
46 VDD_Core alim 0 – 1 V Alim ana/num
11 VSS_Core alim 0 – 1 V Alim ana/num
20 VSS_Core alim 0 – 1 V Alim ana/num
47 VSS_Core alim 0 – 1 V Alim ana/num
64 VDD_Buf alim 0 – 1 V Alim ana/num
67 VDD_Buf alim 0 – 1 V Alim ana/num
68 VDD_Buf alim 0 – 1 V Alim ana/num
65 VSS_Buf alim 0 – 1 V Alim ana/num
66 VSS_Buf alim 0 – 1 V Alim ana/num
69 VSS_Buf alim 0 – 1 V Alim ana/num
8 VDD_3V3         alim 0 – 3,3 V Alim ana/num
44 VDD_3V3         alim 0 – 3,3 V Alim ana/num
4 VSS_3V3         alim 0 – 3,3 V Alim ana/num
45 VSS_3V3         alim 0 – 3,3 V Alim ana/num
14 VDD_TDC alim 0 – 1 V Alim ana/num
13 VSS alim 0 – 1 V Alim ana/num
58 CE1_VDD alim 0 – 1 V Alim ana
59 CE1_VSS alim 0 – 1 V Alim ana
70 CE_HV_VDD_SPAD alim 0 – 15 V Alim SPAD
71 CE_HV_VSS_SPAD alim 0 – 15 V Alim SPAD
50 CE_T_RCH entrée 0 – 1 V Entrée analogique
52 CE_T_HOLDOFF entrée 0 – 1 V Entrée analogique
43 CE_V_COMP entrée 0 – 1 V Entrée analogique
42 CE_I_SOURCE entrée 0 – 1 V Entrée analogique
56 CE1_IN_QUENCH entrée 0 – 3,3 V Entrée analogique
57 CE1_OUT_QUENCH sortie 0 – 1 V Sortie numérique
55 CE1_OUT_RCH sortie 0 – 1 V Sortie numérique
53 CE3_OUT_QUENCH sortie 0 – 1 V Sortie numérique
51 CE3_OUT_RCH sortie 0 – 1 V Sortie numérique
48 BUFFER_IN entrée 0 – 1 V Sortie numérique
49 BUFFER_OUT sortie 0 – 1 V Sortie numérique








38 START                  entrée 0 – 1 V Entrée numérique
34 STOP                 entrée 0 – 1 V Entrée numérique
36 O_TDC1                  sortie 0 – 1 V Sortie numérique
10 O_TDC2               sortie 0 – 1 V Sortie numérique
32 INIT1                   entrée 0 – 1 V Entrée numérique
15 INIT2       entrée 0 – 1 V Entrée numérique
39 TDC_ACTIVE sortie 0 – 1 V Sortie numérique
33 VERNIER_ACTIVE                   sortie 0 – 1 V Sortie numérique
24 LOCK_PLL sortie 0 – 1 V Sortie numérique
35 EN_PLL1 entrée 0 – 1 V Entrée numérique
26 EN_PLL2                entrée 0 – 1 V Entrée numérique
30 START_SLOW_OSC           entrée 0 – 1 V Entrée numérique
28 START_FAST_OSC         entrée 0 – 1 V Entrée numérique
29 OSC_PLL2_1GHZ         sortie 0 – 1 V Sortie numérique
23 O_SLOW_OSC1                  sortie 0 – 1 V Sortie numérique
21 O_FAST_OSC1 sortie 0 – 1 V Sortie numérique
27 O_SLOW_OSC2 sortie 0 – 1 V Sortie numérique
25 O_FAST_OSC2 sortie 0 – 1 V Sortie numérique
17 VN_CTRL_RAPIDE_EXT entrée 0 – 1 V Entrée analogique
16 VP_CTRL_RAPIDE_EXT entrée 0 – 1 V Entrée analogique
22 VN_CTRL_LENT_EXT entrée 0 – 1 V Entrée analogique
18 VP_CTRL_LENT_EXT entrée 0 – 1 V Entrée analogique
7 OUT_DONNEE_LVDS_P sortie LVDS Sortie numérique
3 OUT_DONNEE_LVDS_N sortie LVDS Sortie numérique
5 IN_COMMANDE_LVDS_P entrée LVDS Entrée numérique
1 IN_COMMANDE_LVDS_N entrée LVDS Entrée numérique
6 HRL_LVDS_P entrée LVDS Entrée numérique
2 HRL_LVDS_N entrée LVDS Entrée numérique
9 V_REF entrée 1,2V Entrée numérique
63 HRL_SIMPLE entrée 0 – 3,3 V Entrée numérique
61 OUT_DONNEE_SIMPLE sortie 0 – 1 V Sortie numérique
62 IN_COMMANDE_SIMPLE entrée 0 – 3,3 V Entrée numérique
41 I_CLD_PAMP entrée 0 – 3,3 V Entrée numérique
31 I_EVENEMENT_NUM entrée 0 – 1 V Entrée analogique
37 MODE_LVDS_SIMPLE entrée 0 – 1 V Entrée numérique
40 I_SYNCHRONISATION entrée 0 – 1 V Entrée numérique
54 MODE_MATR_NUM_MIXTE/MODE_TDC entrée 0 – 1 V Entrée numérique
60 REINIT entrée 0 – 1 V Entrée numérique
I/O CTN
I/O Circuit de lecture de la matrice
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