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Abstract—This paper proposes an effective method for estimating the parameters of double-cage induction 
motors by using Artificial Bee Colony (ABC) algorithm. For this purpose the unknown parameters in the 
electrical model of asynchronous machine are calculated such that the sum of the square of differences 
between full load torques, starting torques, maximum torques, starting currents, full load currents, and 
nominal power factors obtained from model and provided by manufacturer is minimized. In order to confirm 
the efficiency of the proposed method the results are also compared with those achieved by using GA, PSO, 
and PAMP. The simulations show that in the problem under consideration ABC converges considerably faster 
than other algorithms and the results are as accurate as PAMP.  
 
Index Terms—double-cage induction motor, parameter estimation, artificial bee colony algorithm (ABC), 
particle swarm optimization (PSO), genetic algorithm (GA) 
 
I.  INTRODUCTION 
Induction motors are widely used in industrial applications according to the simplicity of design, high efficiency and 
low cost. Previously, DC motors were often preferred when exact control was needed, but currently according to the 
advances in power electronics, effective control of induction motors is also possible and economic. This fact has 
increased the attentions to this kind of machines in recent years. This increased attention also justifies the importance of 
accurate modeling of induction motors.  
So far various methods have been proposed by researchers for modeling and parameters estimation of induction 
motors. The classical approach is to extract the parameters of model from no-load and locked-rotor tests [1]. The main 
drawback of this method is the need for experimental studies, which are sometimes difficult to perform. Some other 
methods can also be found in the literature for this purpose. For example, numerical methods, which are often tedious, 
are also used for estimating the parameters of double-cage induction motors [2]. A classical least-square based method 
for parameter estimation of induction motors can be found in [3-4], and a study on parameter estimation and simulation 
of double-cage induction motors based on the data provided by manufacturer is presented in [5-6]. Meta-heuristic 
optimization algorithms such as Genetic Algorithm (GA) [7], Artificial Neural Networks (ANNs) [8], Particle Swarm 
Optimization (PSO) [9], Artificial Immune System (AIS) [10], Bacterial Foraging Optimization (BFO) [11], shuffled 
frog-leaping algorithm [12], and Differential Evolution (DE) algorithm [13] are also used for parameter estimation of 
induction motors. Application of shuffled frog-leaping algorithm for parameter estimation of double-cage induction 
motors is studied in [14].  
It should be noted that the above mentioned methods suffer from drawbacks such as slow convergence, low accuracy 
and large number of tuning parameters in some cases. Moreover, double-cage induction motors have received less 
attention in previous works. The aim of this paper is to study the application of Artificial Bee Colony (ABC) algorithm 
[15] for parameter estimation and modeling of double-cage induction motors, and compare the results with competing 
methods. Nowadays, this algorithm is used in a wide variety of real-world applications (see for example [16]-[18] and 
the references therein for more information). The method used in this paper for parameter estimation of double-cage 
induction motors works based on the minimization of a suitably chosen cost function. A comparison with three other 
methods (i.e., GA, PSO and PAMP) is also presented to confirm the efficiency of the proposed method. These results 
show that ABC acts very fast compared to other algorithms and its estimations are fairly close to those achieved by 
using PAMP.  
 The reset of this paper is organized as the following. Section II is devoted to the statement of problem. The cost 
function under consideration is also introduced in this section. A brief review of ABC algorithm is presented in Section 
III. Simulation results are presented in Section IV, and finally Section V concludes the paper.   
 
II. PROBLEM STATEMENT  
The method proposed in this paper for parameter estimation of double-cage induction motors needs some data of the 
motor under consideration. These data (including the full load torque, starting torque, maximum torque, starting current, 
full load current, and nominal power factor) are often provided by the manufacturer and assumed to be known (all 
similar papers make use of the same assumptions). 
Fig. 1 shows the electrical model of the double-cage induction motor. Our aim here is to find the unknown 
parameters 2 1 2 1( , , , , , , )d d m sd sX X R R X X R  in this figure such that the resulted model behaves as close as possible to the 
corresponding real-world motor. The standard method for this purpose is to calculate the value of these unknown 
parameters such that the sum of the square of differences between the information extracted from model and the 
manufacturer data is minimized (of course, this minimization is subjected to the constraints of problem). Hence, it is 
natural to define the cost function as the following: 
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In the above equations the fl, st, Max, mf, and cal indices refer to the full load, starting, maximum, manufacturer data, 
and calculated variable respectively, and the variables T, PF, and I stand for the torque, power factor, and current, 
respectively. According to the above discussion, in the following it is assumed that the value of variables with mf index 
is provided by the manufacturer and the value of variables with cal index is calculated from the model. In order to 
calculate the torques appear in (2) first we calculate the currents from the following equations:
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Where, according to Fig. 1, ( )pZ s  is obtained as the following  
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After calculation of currents, the torques in (2) are calculated from the following equations: 
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and mS  (used for calculation of ,Max calT ) is obtained through the following equation 
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To sum up, the unknown parameters in the model of double-cage induction motor (as shown in Fig. 1) can be 
estimated by minimizing the cost function given in (1). However, the following inequality constraints should also be 
satisfied during this optimization:  
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Figure 1.  Electrical model of the double-cage induction motor 
 
III. BRIEF REVIEW OF ARTIFICIAL BEE COLONY ALGORITHM 
Artificial bee colony algorithm introduced in 2005 by Karaboga [15] and belongs to the family of nature-inspired 
meta-heuristic optimization algorithms. This algorithm is inspired from the behavior of honey bees in nature and 
provides us with a powerful tool for solving complex optimization problems. In the ABC algorithm artificial bees in the 
colony are divided into three parts: employed bees, onlooker bees, and scout bees. Employed bees discover the food 
sources, bring the food to hive and share its location with other bees. Onlooker bees stay in the hive and decide to 
follow the employed bees based on the quality of the food sources they have discovered. Scout bees randomly search 
the outdoor (independent of employed bees) to find (probably better) unseen food sources. In ABC algorithm the 
location of each food source identifies a point in the domain of problem (i.e., a potential solution) and points with 
smaller value for cost function are assumed to be better food sources (better solutions).  
Mathematically, in the first step of algorithm the solution vectors are selected randomly from the domain of problem. 
For this purpose, position of the nth artificial bee ( 1,2, ,n SN= … ) is considered as the following:   
  1 2[ , , , ]n n n nmX x x x= … ,                  (12) 
where SN and m stand for the number of bees and number of variables, respectively, and 1 2, , ,n n nmx x x…  are random 
numbers selected from the domain of definition of problem. At the next step, employed bees search around the food 
sources nX  (i.e., the previous solutions in their memory) to find the potentially better sources 1 2[ , , , ]n n n nmv v vV = … , 
where the components of nX  and nV  are related through the following equation: 
  ( )ni ni ni ni kiv x x xϕ= + − .                 (13) 
In the above equation k  ( k n≠ ) is a randomly selected integer in the range [1, ]SN  and niϕ  is a random number 
(with uniform distribution) selected from [ 1,1]− . After calculating the location of new sources from (13), the fitness of 
each new source is calculated from the following equation: 
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where ( )nfit X  is the fitness of the source located at nX , and ( )nf X  is the value of the (m-variable) cost function to 
be minimized at this point. After calculating the location of new sources and evaluating the fitness of each new source 
(location), onlooker bees in the hive choose the employed bees of the next iteration based on the quality of their food 
 sources. More precisely, first the probability of choosing the food source located at nX  (to be used in the next iteration 
for further search around), denoted as nP , is calculated as the following  
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Then a roulette wheel is used for determining the food sources to be used by employed bees in the next iteration 
(angle of sectors of the roulette wheel is considered proportional to the probabilities calculated from (15)). Note that at 
each iteration onlooker bees select exactly SN bees by chance, and consequently, some of the employed bees may not be 
selected at all while some others are selected more than once. In the standard ABC algorithm, one of the employed bees 
is selected and classified as the scout bee [19] (this definition is slightly modified later [20]). The classification is 
controlled by a control parameter called ‘‘limit’’. In this manner if a solution representing a food source is not improved 
by a predetermined number of successive trials, then that food source is abandoned by its employed bee and the 
employed bee associated with that food source becomes a scout, which searches around randomly. The number of trials 
for releasing a food source is equal to the value of ‘‘limit’’, which is an important control parameter of ABC algorithm. 
In this paper, however, for increasing the accuracy of results we have adopted more that one scout bee (similar to [20]), 
and moreover, the scout bees follow the best employed bee of colony instead of performing a random search. More 
precisely, any employed bee that cannot find a better solution (compared to its previous finding) after ten successive 
iterations is considered as a scout bee.  
To sum up, at each iteration first the new locations are calculated from (13), and their qualities and selection 
probabilities are evaluated through (14) and (15), respectively. Then, some of these locations are selected by onlooker 
bees and the possible scout bee is determined, and this procedure is repeated until a certain termination condition is 
fulfilled. It is obvious that by using this procedure low quality food sources are most likely to be abandoned by onlooker 
bees and, as a result, employed bees tend to search around the locations with higher fitness values. The location with the 
highest fitness value (taking into account all iterations and all bees) is considered as the final solution (of course, for this 
purpose the best solution should be memorized at each iteration).  
 
IV. SIMULATION RESULTS 
In this section we use ABC algorithm to solve the constraint optimization problem defined through (1) and (8)-(11), 
and consequently, find the parameters of the model shown in Fig. 1 (parameters of the algorithm are assumed as 
0.5niϕ =  and 120SN = , and the simulation stops after 100 iterations). We will also use PAMP (PAMP is the short for 
power_AsynchronousMachineParams command in MATLAB, which opens a graphical user interface (GUI) that can be 
used to estimate the parameters of double-cage asynchronous machines [21]), GA, and PSO for this purpose and 
compare the performance of resulted models.  
Table I shows the manufacturer data of the double-cage induction motor under consideration. Parameters of the 
model shown in Fig. 1 are estimated by applying four different optimization methods and the results are summarized in 
Table II. In this table comparing the results of PAMP with the corresponding ones obtained by applying ABC, PSO, and 
GA reveals the fact that ABC leads to the more accurate results compared to GA and PSO (note that in practice we do 
not have access to the exact value of parameters, and consequently, we can only compare the results with PAMP, which 
is believed to be the most accurate method). Each method in Table II leads to a special model for motor in the general 
form of Fig. 1, which can be used for estimation of other variables such as the maximum torque, nominal torque, 
starting torque, starting current, nominal current and nominal power factor of motor. These variables are also calculated 
in four cases separately and the results are presented in Table III. The corresponding data provided by manufacturer is 
also presented in this table for the sake of comparison. As it can be observed in this table, the ABC algorithm works 
considerably better than others since it leads to (almost in all items) smaller estimation errors. In fact, GA leads to the 
less accurate results compared to other methods, and ABC’s estimation of some parameters is even better than PAMP’s 
since they are closer to the manufacturer data. Note that in dealing with each algorithm the simulations are performed 
several times and the best result is used for comparison purposes.  
TABLE I.   
MANUFACTURER DATA OF A 2200W DOUBLE-CAGE INDUCTION MOTOR [21] 
TSt (Nm) Tfl (Nm) TMax (Nm) Ist (A) Ifl (A) Pffl Sfl V f (Hz) 
43.31 12.27 47.73 66.48 8.3 0.87 0.039 208 60 
 
 TABLE II.   
PARAMETER ESTIMATION OF DOUBLE-CAGE INDUCTION MOTOR USING DIFFERENT METHODS 
PAMP GA PSO ABC  
1.183 0.919 1.1855 1.1855 R1 
0.1257 0.6973 0.1146 0.1259 Xsd 
25.4211 23.7683 23.572 25.077 Xm 
0.1573 0.6543 0.1154 0.1299 X1d 
1.253 1.0485 1.1852 1.1648 R1d 
0.1257 0.3057 0.1145 0.1187 X2d 
1.257 1.6471 1.4287 1.3641 R2d 
 
TABLE III.   
PARAMETER ESTIMATION OF DOUBLE-CAGE INDUCTION MOTOR USING DIFFERENT METHODS 
Parameter Manufacturer Data PAMP 
PAMP 
Error (%)  ABC 
ABC 
Error (%) PSO 
PSO 
Error (%) GA 
GA Error 
(%) 
Tst (Nm) 43.31 43.57 0.60 43.5 0.44 43.98 1.55 44.8588 3.58 
Tfl (Nm) 12.27 12.57 2.44 12.55 2.28 12.22 0.40 13.2721 8.14 
TMax (Nm) 47.73 48.33 1.26 48.68 1.99 50.32 3.44 51.870 8.67 
Ist (A) 66.48 65.8839 0.902 65.8059 1.01 65.1745 1.96 64.2793 3.31 
Ifl (A) 8.3 8.2933 0.12 8.3196 0.23 8.3182 0.21 8.6064 3.69 
Pffl 0.87 0.8747 0.57 0.8716 0.18 0.8508 2.24 0.8729 0.33 
 
In order to make a better comparison, the slip-torque plots of the resulted models are shown in Fig. 2. Three data 
points provided by manufacturer (corresponding to starting, maximum and nominal torques) are also shown in this 
figure. It is observed that the curves corresponding to ABC, PSO, and PAMP are fairly matched with the data points 
provided by manufacturer. Fig. 3 shows the slip-current plots of the resulted four models, where the starting and 
nominal currents provided by manufacturer are denoted as stars. As it can be observed in this figure the error caused by 
ABC at 1s =  is almost the same as PAMP at this point and both of them are more accurate than GA and PSO. The 
starting current estimated by ABC is also slightly closer to the manufacturer data compared to others. Finally, Fig. 4 
shows the minimum value obtained for objective function versus the number of iterations. This figure clearly shows the 
faster convergence of ABC compared to other methods (ABC reaches its final value after about 10 iterations).  
 
 
Figure 2.  Slip-torque plots of the models obtained by using different optimization algorithms 
 
  
Figure 3.  Slip-current plots of the models obtained by using different optimization algorithms 
 
 
Figure 4.  Objective function value versus the number of iterations 
 
V. CONCLUSION 
In this paper we studied the application of ABC algorithm for estimating the parameters of a 2200 w double-cage 
induction motor and compared the results with those obtained by using GA, PSO and PAMP. For this purpose, the 
parameter estimation problem is expressed in terms of a constrained optimization problem in which the unknown 
parameters of model are calculated such that the sum of the square of differences between starting torques, nominal 
torques, maximum torques, starting currents, nominal currents, maximum currents and nominal power factors of the 
model and the manufacturer data is minimized. Simulations show that ABC can estimate the parameters of model as 
accurate as PAMP and more accurate than GA and PSO. Moreover, ABC converges to the optimal solution 
considerably faster than GA and PSO. It concludes that ABC is an effective tool for parameter estimation and modeling 
of double-cage induction motors. 
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