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2I. ELEMENTS OF DIRAC BRA-KET NOTATION
Dirac introduced bra-ket notation1,2 as a representation of states in a linear space that is free from
the choice of coordinate, but enables the insertion of particular coordinates and the transformation
between coordinate systems. Dirac notation remains in widespread use today and current students
will recognize the connection to the linear algebra of vectors and matrices. In this section we review
the main principles of bras and kets in quantum mechanics.
A. Bras and Kets
The fundamental entities of Dirac’s bra-ket notation are bras and kets. The ket, denoted as | · 〉,
signifies how a quantum state is characterized. For example, |p〉 signifies a state with momentum p,
|x〉 a state at coordinate x, and |ψ〉 a system in state ψ. If the context is apparent, the entries of
a ket can be quantum numbers. For example, |n〉 signifies a system in the nth quantum state, and
for the hydrogen atom, |n`m〉 signifies a state with principal quantum number n, angular momentum
quantum number `, and magnetic quantum number m. The ket can also represent the initial state of
orthonormal |φ1〉, |φ1〉, . . . orthonormal e1, e2, . . . , en
basis basis
ket |ϕa〉 = ∑i ai|φi〉 column vector a =

a1
a2
...
an
 = ∑i aiei
bra 〈ϕa| = ∑i a∗i 〈φi| row vector a† = (a∗1 a∗2 · · · a∗n) = ∑i a∗i e†i
inner product 〈ϕa|ϕb〉 =
∑
i,j a
∗
i bj〈φi|φj〉 scalar product a†b = (a∗1 a∗2 · · · a∗n)

b1
b2
...
bn
 = ∑i a∗i bi
=
∑
i a
∗
i bi
operator Aˆ =
∑
i,j Aij |φi〉〈φj | matrix A=

A11 A12 · · · A1n
A21 A22 · · · A2n
...
...
. . . · · ·
An1 An2 · · · Ann

dyadic product |ϕa〉〈ϕb| =
∑
i,j aib
∗
j |φi〉〈φj | dyadic product ab† =

a1
a2
...
an
 (b∗1 b∗2 · · · b∗n)
=

a1b
∗
1 a1b
∗
2 · · · a1b∗n
a2b
∗
1 a2b
∗
2 · · · a2b∗n
...
...
. . . · · ·
anb
∗
1 anb
∗
2 · · · anb∗n

Table I. Correspondence between various quantities in Dirac bra-ket notation and their corresponding matrix
constructions in an n-dimensional complex vector space.
3a system before a transition.
The bra, signified by 〈 · |, contains the representation of a ket. For example, 〈x|ψ〉 is the amplitude
that a system in state ψ is located at x: 〈x|ψ〉 = ψ(x). Similarly, 〈p|ψ〉 is the amplitude of a system
in state ψ with momentum p. The quantity 〈x|n〉 = ψn(x) is the coordinate representation of the nth
eigenstate of a one-dimensional system, such as a particle in an infinite square well or the harmonic
oscillator. The bra can also represent the final state of a system after a transition.
B. Bra-Ket and Ket-Bra Pairs
A bra-ket pair 〈 · | · 〉 is analogous to a projection, in which the entry of the ket is projected onto the
entry of the bra. For example, 〈φ|ψ〉 is the projection of ψ onto φ; that is, the amount of the state ψ
contained in the state φ, yielding what is known as an overlap integral when evaluated in coordinate
space (see below). More generally, 〈x|ψ〉 = ψ(x) is the projection of ψ onto the coordinate x and 〈p|ψ〉
is the projection of ψ onto the momentum p.
Because state vectors are, in general, complex quantities, projections are also complex. A special
case is the projection of a state vector onto itself: 〈ψ|ψ〉, which is the overlap of the state ψ with itself
and is the analogue of the magnitude of a complex vector, which must be a real number. This analogy
can be guaranteed for general state vectors only if 〈 · | = | · 〉†, where | · 〉† is the Hermitian conjugate
of | · 〉.
The ket-bra product | · 〉〈 · | is a projection operator. For example, operating with |φ〉〈φ| on |ψ〉 yields
|φ〉〈φ|ψ〉, which is the projection of ψ onto φ multiplied by |φ〉: the state vector |ψ〉 projected onto
|φ〉. The projection operator can be extended to any number of components. Consider, for example,
three-dimensional Euclidean space, whose unit basis vectors along the x-, y, and z-axes are i, j, and
k, respectively. The projection operator for this space is
|i〉〈i|+ |j〉〈j|+ |k〉〈k| . (1)
Operating on any three-dimensional vector |u〉 produces
|i〉〈i|u〉+ |j〉〈j|u〉+ |k〉〈k|u〉 . (2)
This application of the projection operator (1) yields the representation of any three-dimensional vector
in terms of its Cartesian coordinates. Therefore, the sum is equal to |u〉:
|i〉〈i|u〉+ |j〉〈j|u〉+ |k〉〈k|u〉 = |u〉 . (3)
Because we have chosen our test vector arbitrarily, we can write
|i〉〈i|+ |j〉〈j|+ |k〉〈k| = 1 , (4)
where 1 is a 3× 3 unit matrix. Operating both sides of this equation on any vector |u〉 yields Eq. (3).
Equation (4) is known as a completeness relation because every vector can be represented as the
sum of three Cartesian components. As a counterexample, |i〉〈i|+ |j〉〈j| is not a completeness relation
for all three-dimensional vectors because the z-component is not included in this sum. It is, however,
complete for vectors in the x-y plane.
The same principles apply to an infinite set of functions, typically eigenfunctions of a Hamiltonian:
∞∑
n=1
|n〉〈n| = 1 , (5)
∞∑
n=1
n−1∑
`=1
∑`
n=−`
|n`m〉〈n`m| = 1 , (6)
where, in this case, 1 is an infinite-dimensional unit matrix. In the case of continuous variables, the
summations become integrals: ∫
|x〉〈x| dx = 1ˆ , (7)∫
|p〉〈p| dp = 1ˆ , (8)
4in which 1ˆ is the unit operator. The meaning of Eqs. (5)–(8) is analogous to the vector case (3). In
each case a function can be expressed uniquely as a linear combination of an appropriate basis. For
example, by applying Eq. (7) to a state ket |ψ〉,∫
x∈D
|x〉〈x|ψ〉 dx = |ψ〉 , (9)
which expresses the fact that the coordinate of the system in state ψ is somewhere in the domain D
of allowed coordinates, which could be the real line for a free particle in one dimension, or a finite
interval if the particle is confined to a square well. Then, operating with the bra 〈x′|, we obtain∫
x∈D
〈x′|x〉〈x|ψ〉 dx = 〈x′|ψ〉 = ψ(x′) . (10)
The right-hand side of Eq. (10) is the projection of |ψ〉 onto 〈x′| or, in conventional quantum mechanical
language, the amplitude of ψ at x′. That the left-hand side yields the same quantity can be seen by
using the fact that 〈x′|x〉 = δ(x− x′), where δ is the Dirac delta function, which is defined by∫
δ(x) dx = 1 , (11)
such that ∫
f(x′)δ(x− x′) dx = f(x) . (12)
For our purposes, the relation 〈x′|x〉 = δ(x − x′) means that there is no overlap in these coordinate
states.
The completeness relation (7) can also be used to provide a coordinate representation of 〈ψ|ψ〉:
〈ψ|ψ〉 =
∫
x∈D
〈ψ|x〉〈x|ψ〉 dx =
∫
x∈D
ψ∗(x)ψx(x) dx , (13)
which is the normalization integral for ψ. Notice that in the second equality, Eq. (7) has been inserted
between the bra and ket.
C. Momentum Operator in Coordinate Space
The canonical commutation relation between the coordinate and momentum operators is
[xˆ, pˆ] = xˆ pˆ− pˆ xˆ = i~ . (14)
Taking matrix elements between states φ and ψ yields
〈φ|[xˆ, pˆ]|ψ〉 = i~〈φ|ψ〉 . (15)
The left-hand side can be written by using Eq. (7) twice:∫
dx
∫
dx′〈φ|x〉〈x|[xˆ, pˆ]|x′〉〈x′|ψ〉 =
∫
dx
∫
dx′ 〈φ|x〉〈x|xˆpˆ− pˆxˆ|x′〉〈x′|ψ〉 (16a)
=
∫
dx
∫
dx′φ∗(x)
(
x〈x|pˆ|x′〉 − 〈x|pˆ|x′〉x′)ψ(x′) (16b)
=
∫
φ∗(x)ψ(x) dx , (16c)
where we have used the fact that xˆ is a Hermitian operator, so the Hermitian conjugate of xˆ|x〉 = x|x〉
is 〈x|xˆ = 〈x|x. We have also used Eq. (7) to obtain the coordinate representation of the right-hand
side of Eq. (15). The quantity to be determined is 〈x|pˆ|x′〉. The last equality necessitates eliminating
5one of the integrals in the penultimate line, which is accomplished by the delta function, δ(x − x′).
Therefore, the equation for 〈x|pˆ|x′〉 reduces to
x〈x|pˆ|x〉ψ(x)− 〈x|pˆ|x〉[xψ(x)] = i~ψ(x) . (17)
Hence, we see that 〈x|pˆ|x′〉 must be a differential operator:
〈x|pˆ|x′〉 = −i~ δ(x− x′) d
dx
. (18)
With this result, we can determine the transformation between coordinate and momentum bases,
〈x|p〉. We begin with 〈x|pˆ|p〉, which we evaluate in two ways:
〈x|pˆ|p〉 = p〈x|p〉 , (19)
〈x|pˆ|p〉 =
∫
〈x|pˆ|x′〉〈x′|p〉 dx = −i~d〈x|p〉
dx
, (20)
Equating the two right-hand sides yields the differential equation,
−i~d〈x|p〉
dx
= p〈x|p〉 , (21)
whose solution is
〈x|p〉 = 1√
2pi~
exp
(
ipx
~
)
, (22)
where the prefactor is chosen to ensure that 〈x|x′〉 = δ(x− x′):
〈x|x′〉 =
∫ ∞
−∞
〈x|p〉〈p|x′〉 dp = 1
2pi~
∫ ∞
−∞
exp
(
ipx
~
)
exp
(
− ipx
′
~
)
dp (23a)
=
1
2pi~
∫ ∞
−∞
exp
[
ip
~
(x− x′)
]
dp =
1
2pi
∫ ∞
−∞
eik(x−x
′) dp = δ(x− x′) . (23b)
We have used the relation p = ~k to transform the integration variable from p to k.
II. DERIVATION OF THE PROPAGATOR
The propagator is
〈xi, ti + t|xi, ti〉 =
∫ ∞
−∞
〈xf |p〉〈p|e−iHˆt/~|xi〉 dp . (24)
In the limit of small t ≡ δt, we can expand the exponential on the right-hand side and retain terms
only to first order in δt:
〈p|e−iHˆδt/~|xi〉 =
〈
p
∣∣∣∣1− iHˆδt~ +O(δt2)
∣∣∣∣xi〉 (25a)
= 〈p|1|xi〉 − iδt~ 〈p|Hˆ|xi〉+O(δt
2) . (25b)
The first integral on the right-hand side can be written as
〈p|1|xi〉 = 1〈p|xi〉 . (26)
To evaluate the matrix element in the second term on the right-hand side, we first write
〈p|Hˆ|xi〉 =
〈
p
∣∣∣∣ pˆ22m + V (xˆ)
∣∣∣∣xi〉 = 12m 〈p|pˆ2|xi〉+ 〈p|V (xˆ)|xi〉 . (27)
6The momentum operator is Hermitian and so can operate from the left or right. The matrix element
in the first term on the right-hand side can thereby be written as
〈p|pˆ2|xi〉 = 〈p|p2|xi〉 = p2〈p|xi〉 . (28)
The second term on the right-hand side of Eq. (27) can be written as
〈p|V (xˆ)|xi〉 = 〈p|V (xi)|xi〉 = V (xi)〈p|xi〉 . (29)
Substituting Eqs. (26)–(29) into Eq. (25b) gives,
〈p|e−iHˆδt/~|xi〉 =
{
1− iδt
~
[
p2
2m
+ V (xi)
]}
〈p|xi〉+O(δt2) (30a)
= exp
{
− iδt
~
[
p2
2m
+ V (xi)
]}
〈p|xi〉+O(δt2) , (30b)
whereupon the right-hand side of Eq. (24) becomes∫ ∞
−∞
〈xf |p〉〈p|e−iHˆt/~|xi〉 dp =
∫ ∞
−∞
〈xf |p〉 exp
{
− iδt
~
[
p2
2m
+ V (xi)
]}
〈p|xi〉 dp , (31)
where we have dropped the reference to O(δt2) corrections. From Eq. (22), we have
〈xf |p〉 = 1√
2pi~
exp
(
ipxf
~
)
, 〈p|xi〉 = 1√
2pi~
exp
(
− ipxi
~
)
, (32)
which, when substituted into Eq. (31) yields∫ ∞
−∞
〈xf |p〉 exp
{
− iδt
~
[
p2
2m
+ V (xi)
]}
〈p|xi〉 dp
2pi~
(33a)
= exp
[
− iδt
~
V (xi)
]∫ ∞
−∞
exp
(
ipxf
~
)
exp
(
− ip
2δt
2m~
)
exp
(
− ipxi
~
)
dp
2pi~
(33b)
= exp
[
− iδt
~
V (xi)
]∫ ∞
−∞
exp
{
− iδt
2m~
[
p2 − 2mp
(
xf − xi
δt
)]}
dp
2pi~
. (33c)
The quantity in square brackets in the argument of the exponential can be written as
p2 − 2mp
(
xf − xi
δt
)
=
[
p−m
(
xf − xi
δt
)]2
−m2
(
xf − xi
δt
)
, (34)
which enables the right-hand side of Eq. (33c) to be written as
exp
[
− iδt
~
V (xi)
]
exp
{
iδt
~
[
m
2
(
xf − xi
δt
)2]}
×
∫ ∞
−∞
exp
{
− iδt
2m~
[
p−m
(
xf − xi
δt
)]2}
dp
2pi~
. (35)
To evaluate the integral, we first transform the momentum variable p to a new momentum variable p˜
according to
p˜ = p−m
(
xf − xi
δt
)
, (36)
which is a simple (real) translation. The integral becomes∫ ∞
−∞
exp
(
− i δt p˜
2
2m~
)
dp˜
2pi~
. (37)
7We next rescale p˜,
s =
(
δt
2m~
)1
2
p˜ , (38)
to obtain (
2m~
δt
) 1
2
∫ ∞
−∞
e−is
2
ds =
(
2m~
δt
) 1
2
(
pi
i
) 1
2
=
(
2pim~
iδt
) 1
2
. (39)
Hence, by combining Eqs. (31), (33c), (35), and (39), we obtain the propagator at short times as
〈xf , ti + δt|xi, ti〉 = 1
2pi~
(
2pim~
iδt
) 1
2
exp
{
iδt
~
[
m
2
(
xf − xi
δt
)2]}
exp
[
− iδt
~
V (xi)
]
(40a)
=
(
m
2pii~δt
) 1
2
exp
{
iδt
~
[
m
2
(
xf − xi
δt
)2
− V (xi)
]}
. (40b)
By interpreting
xf − xi
δt
≡ δx
δt
(41)
as a discrete velocity, the argument of the exponential is a discrete Lagrangian, L = T − V , where T
and V are the discrete kinetic and potential energies, respectively:
L =
m
2
(
xf − xi
δt
)2
− V (xi) . (42)
The short-time propagator can then be written in a particularly compact form as
〈xf , ti + δt|xi, ti〉 =
(
m
2pii~δt
) 1
2
exp
(
iLδt
~
)
. (43)
III. DERIVATION OF THE PROPAGATOR IN IMAGINARY TIME
The calculation of the imaginary-time propagator proceeds by essentially the same steps as the
real-time propagator in the preceding section. The propagator for short imaginary times is
〈xf |e−Hˆδτ/~|xi〉 =
∫ ∞
−∞
〈xf |p〉〈p|e−Hˆδτ/~|xi〉 dp . (44)
Expanding the exponential and retaining terms only to first order in δτ yields
〈p|e−Hˆδτ/~|xi〉 =
〈
p
∣∣∣∣1− Hˆδτ~ +O(δτ 2)
∣∣∣∣xi〉 = 〈1|xi〉 − δτ~ 〈p|Hˆ|xi〉+O(δτ 2) (45a)
= 1〈p|xi〉 − δτ~
〈
p
∣∣∣∣ pˆ22m + V (xˆ)
∣∣∣∣xi〉+O(δτ2) (45b)
= 1〈p|xi〉 − δτ~
[
p2
2m
+ V (xi)
]
〈p|xi〉+O(δτ2) (45c)
=
{
1− δτ
~
[
p2
2m
+ V (xi)
]}
〈p|xi〉+O(δτ2) (45d)
= exp
{
− δτ
~
[
p2
2m
+ V (xi)
]}
〈p|xi〉+O(δτ2) . (45e)
8By substituting this result into Eq. (44), invoking Eq. (22), and removing the explicit reference to the
O(δτ2) corrections, we obtain∫ ∞
−∞
〈xf |p〉〈p|e−Hˆδτ/~|xi〉 dp =
∫ ∞
−∞
〈xf |p〉 exp
{
− δτ
~
[
p2
2m
+ V (xi)
]}
〈p|xi〉 dp (46a)
= exp
[
− δτ
~
V (xi)
]∫ ∞
−∞
exp
(
ipxf
~
)
exp
(
− p
2δτ
2m~
)
exp
(
− ipxi
~
)
dp
2pi~
(46b)
= exp
[
− δτ
~
V (xi)
]∫ ∞
−∞
exp
[
ip(xf − xi)
~
− p
2δτ
2m~
]
dp
2pi~
(46c)
= exp
[
− δτ
~
V (xi)
]∫ ∞
−∞
exp
{
− δτ
2m~
[
p2 − 2mip
(
xf − xi
δτ
)]}
dp
2pi~
. (46d)
We again proceed to evaluate this integral by first completing the square of the terms contained within
the square brackets:
p2 − 2mip
(
xf − xi
δτ
)
=
[
p− im
(
xf − xi
δτ
)]2
+m2
(
xf − xi
δτ
)2
. (47)
The right-hand side of Eq. (46d) thereby becomes
exp
{
− δτ
~
[
m
2
(
xf − xi
δτ
)2
+ V (xi)
]}∫ ∞
−∞
exp
{
− δτ
2m~
[
p− im
(
xf − xi
δ
)]2}
dp
2pi~
. (48)
To evaluate this integral, we first transform to a shifted momentum p˜ such that
p˜ = p− im
(
xf − xi
δτ
)
≡ p− i∆ , (49)
so p = p˜+ i∆ and the integral becomes∫ ∞−i∆
−∞−i∆
exp
(
− p˜
2δτ
2m~
)
dp
2pi~
. (50)
Finally, we transform to a variable s:
s2 =
p˜2δτ
2m~
−→ p˜ = s
(
2m~
δτ
) 1
2
, (51)
and the integral becomes (
m
2pi2~δτ
) 1
2
∫ ∞−i∆′
−∞−i∆′
e−s
2
ds , (52)
where
∆′ =
(
mδτ
2~
) 1
2
(
xf − x)i
δτ
)
. (53)
Thus we obtain
〈xf |e−Hˆδτ/~|xi〉 =
(
m
2pi~δτ
) 1
2
exp
{
− δτ
~
[
m
2
(
xf − xi
δτ
)2
+ V (xi)
]}
. (54)
If we define the “Lagrangian” L˜ as
L˜ =
m
2
(
xf − xi
δτ
)2
+ V (xi) , (55)
then the propagator at short imaginary times can be written as
〈xf |e−Hˆδτ/~|xi〉 =
(
m
2pi~δτ
) 1
2
exp
(
− L˜δτ
~
)
. (56)
9IV. DERIVATION OF THE RELATION
〈
xˆ4
〉
= 3
〈
xˆ2
〉2
In this section we prove the relation
〈
xˆ4
〉
= 3
〈
xˆ2
〉
for the quantum harmonic oscillator. The
derivation of
〈
xˆ2
〉
is based on Appendix C in Creutz & Freedman,4 and the formulation of
〈
xˆ4
〉
is an
extension of that work. The results are valid for any lattice spacing and can be used to verify lattice-
based calculations. The parameter N in this section corresponds to our number of lattice indices Nτ ;
we eliminated the lattice spacing a by making the variables dimensionless.
A. The relation
〈
xˆ4
〉
= 3
〈
xˆ2
〉2
in a free field theory
This section shows that the relation
〈
xˆ4
〉
= 3
〈
xˆ2
〉
holds true in any free field theory. In particular,
we can choose the trajectory x(t) of the quantum harmonic oscillator as our “field”. The generating
functional for a Gaussian free field φ(x) is given by
Z[J ] =
∫
Dφ(x) e−i
∫
1
2∂xφ(x)∂xφ(x)+
ω2
2 φ(x)
2+Jφ(x) dx, (57)
where we have replaced the generic potential V {φ(x)} by the quadratic potential ω22 φ(x)2. Upon
introducing the propagator A−1, where
A1/2 = −1
2
∂2x +
ω2
2
, (58)
and completing the square, we obtain:
Z[J ] = N
∫
Dφ e−
∫ ∫
1
4J(x)A(x−x′)−1J(x′) dx dx′ . (59)
The two-point correlation function is then
〈φ(ξ)φ(η)〉 = δ
δJ(ξ)
δ
δJ(η)
Z[J ] = −1
4
A−1(ξ − η). (60)
The four-point correlator is given by
〈φ(ξ)φ(η)φ(ζ)φ(θ)〉 = (−1
4
)2A−1(ξ − η)A−1(ζ − θ)
+−1
4
)2A−1(ξ − ζ)A−1(η − θ) + (−1
4
)2A−1(ξ − θ)A−1(η − ζ). (61)
If we set ξ = η = ζ = θ, we obtain
〈
φ(ξ)4
〉
= 3
〈
φ(ξ)2
〉2
.
V. DERIVATION OF
〈
xˆ2
〉
AND
〈
xˆ4
〉
A. The Transfer Operator
The discretized path integral we wish to evaluate is
Z =
∫ N∏
i=1
dxi exp
−
N∑
j=1
a
[
m
2
(
xj+1 − xj
a
)2
+
1
2
mω2x2j
] , (62)
where a is the lattice spacing. We consider N distinct positions x1, . . . , xN . The transfer operator Tˆ
is defined by its matrix elements between its position eigenstates,
〈x′|Tˆ |x〉 = exp
[
−m
2a
(x′ − x)2 − mω
2a
4
(x2 + x′2)
]
. (63)
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We impose periodic boundary conditions xN+1 = x1. By combining expressions (62) and (63) and
making repeated use of the completeness relation
1 = |x〉 〈x| (64)
we infer that Z = Tr(TˆN ):
Z =
∫
xN+1=x1
dxN . . . dx1 exp
−a N∑
j=1
m
2
(
xj+1 − xj
a
)2
+
mω2
2
x2j
 (65a)
=
∫
dx1 . . . dxN dxN+1 δ(xN+1 − x1) exp
−a N∑
j=1
m
2
(
xj+1 − xj
a
)2
+
mω2
4
(x2j + x
2
j+1)
 (65b)
=
∫
dx1 . . . dxN dxN+1 δ(xN+1 − x1)
〈
xN+1|Tˆ |xN
〉〈
xN |Tˆ |xN−1
〉〈
xN−1|Tˆ |xN−2
〉
. . .
〈
x2|Tˆ |x1
〉
(65c)
=
∫
dx1 . . . dxN
〈
x1|Tˆ |xN
〉〈
xN |Tˆ |xN−1
〉〈
xN1 |Tˆ |xN−2
〉
. . .
〈
x2|Tˆ |x1
〉
(65d)
=
∫
dx1
〈
x1|TˆN |x1
〉
=
∫
dx
〈
x|TˆN |x
〉
= Tr(TˆN ). (65e)
The commutator of the momentum operator pˆ and position operator xˆ is defined as:
[pˆ, xˆ] = −i. (66)
The canonical momentum generates translations:
e−ipˆ∆ |x〉 = |x−∆〉 . (67)
The use of a (real-valued, C∞) test function makes this apparent. In the position representation the
operator pˆ takes the form:
pˆ = −i ∂
∂x
, (68)
and
e−ipˆ∆f(x) = e−∆d/dxf(x) (69a)
=
{
1−∆ d
dx
+
1
2
∆2
d2
dx2
− . . .
}
f(x)x (69b)
= f(x)−∆df(x)
dx
+
1
2
∆2
d2f(x)
dx2
− . . . , (69c)
which is the Taylor series of f(x−∆) at the point x. Letting x−x′ ≡ ∆ be an arbitrary displacement
and using
e−ipˆ∆ |x〉 = |x−∆〉 = |x′〉 , (70)
we can write the operator Tˆ in terms of pˆ and xˆ.
〈x|Tˆ |x′〉 = exp
[
−m
2a
(x− x′)2 − mω
2a
4
(x2 + x′2)
]
(71a)
= exp
[
−mω
2a
4
(x2 + x′2)
]∫
d∆ δ(x− x′ −∆) exp
[
−m∆
2
2a
]
. (71b)
Using the definition of the inner product,
〈x′|x−∆〉 ↔ δ(x− x′ −∆), (72)
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the expression (71a) is rewritten in bra-ket notation as
exp
[
−mω
2a
4
(x2 + x′2)
]∫
d∆
〈
x′
∣∣∣∣x−∆〉 exp [−m∆22a
]
=
∫
d∆
〈
x′
∣∣∣∣ exp [−mω2a4 xˆ2
]
exp
[
− ipˆ∆
]
exp
[
−m∆
2
2a
]
exp
[
−mω
2a
4
xˆ2
] ∣∣∣∣x〉, (73)
and
Tˆ =
∫
d∆ e−(mω
2a/4)xˆ2e−ipˆ∆e−m∆
2/2ae−(mω
2a/4)xˆ2 . (74)
This integral is evaluated by completing the square in the terms containing ∆:
−∆
2
2a
− ipˆ∆ = − 1
2a
(
∆2 + 2iapˆ
)
(75a)
= − 1
2a
(
∆2 + 2iapˆ− a2pˆ2 + a2pˆ2) = − 1
2a
(
∆ + iapˆ
)2 − a
2
pˆ2 . (75b)
The integral over ∆ is carried out by changing the integration variable to s = (∆−iapˆ)/√2a, whereupon∫ ∞
−∞
exp
(
− ∆
2
2a
− i∆pˆ
)
d∆ = e−
1
2apˆ
2
∫ ∞
−∞
exp
[
− 1
2a
(
∆ + iapˆ
)2]
d∆
= e−
1
2apˆ
2√
2a
∫ ∞−iapˆ/√2a
−∞−iapˆ/√2a
e−s
2
ds =
√
2pia e−
1
2apˆ
2
. (76)
Hence, we obtain
Tˆ =
√
2pia/m e−(mω
2a/4)x2e−(a/2m)p
2
e−(mω
2a/4)x2 . (77)
Several comments are in order about the derivation of T̂ . First, the integration over all possible
variations ∆ = xi+1 − xi is required, which is a natural result of working on a discretized spatial
variable. Second, in the Gaussian integral in Eq. (76), we appear to have neglected that the final
integral must be evaluated over a contour in the complex plane. In fact, a careful examination of this
issue, which is carried out in Appendix XII, shows that the result in Eq. (76) is obtained. Finally,
according to the Campbell–Baker–Hausdorff theorem,
T̂ =
√
2pia e−aĤ+O(a
3) , (78)
where Ĥ is the Hamiltonian operator for the harmonic oscillator.
VI. THE COMMUTATOR OF Tˆ WITH Hˆ
The commutator of xˆ with Tˆ is calculated by first writing
[xˆ, T ] =
√
2pia/me−(mωa/4)xˆ
2
[
xˆ, e−(a/2m)pˆ
2
]
e−(mω
2a/4)xˆ2 (79a)
=
√
2pia/me−(mωa/4)xˆ
2
[
xˆ,
∞∑
n=0
(−1)n
n!
( a
2m
)n
pˆ2n
]
e−(mω
2a/4)xˆ2 . (79b)
The calculation of [xˆ, pˆ2n] proceeds as follows:
n = 0 : [xˆ, 1] = 0 (80a)
n = 1 : [xˆ, pˆ2] = xˆpˆ2 − pˆ2xˆ = (pˆxˆ+ i)pˆ− pˆpˆxˆ = pˆxˆpˆ+ ipˆ− pˆpˆxˆ = 2ipˆ (80b)
n = 2 : [xˆ, pˆ4] = xˆpˆ4 − pˆ4xˆ = pˆxˆpˆ3 − pˆpˆ3xˆ+ ipˆ = pˆ(3ipˆ2) + ipˆ3 = 4ipˆ3. (80c)
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We now use induction to determine the general term in this series:
[xˆ, pˆk] = ikpˆk−1. (81)
Observe that the relation (81) is true for k = 1. Assume that [xˆ, pˆk] = ikpˆk−1 for some k ∈ N; then
[xˆ, pˆk+1] = xˆpˆk+1 − pˆk+1xˆ = pˆ[xˆ, pˆk] + ipˆk = i(k + 1)pˆk. (82)
We shall use the case k = 2n. Hence[
xˆ,
∞∑
n=0
(−1)n
n!
( a
2m
)n
pˆ2n
]
=
∞∑
n=0
(−1)n
n!
( a
2m
)n
[xˆ, pˆ2n] (83a)
=
∞∑
n=1
(−1)n
n!
( a
2m
)n
2ipˆ2n−1 = − ia
m
pˆ
∞∑
n=0
(−1)n
n!
( a
2m
)n
pˆ2n (83b)
= − ia
m
pˆe−(a/2m)pˆ
2
. (83c)
Thus, we find that
[xˆ, Tˆ ] =
√
2pia/m e−(mω
2a/4)xˆ2 [xˆ, e−(a/2m)pˆ
2
]e−(mω
2a/4)xˆ2 (84a)
= − ia
m
√
2pia/m e−(mω
2a/4)xˆ2e−(a/2m)pˆ
2
pˆ e−(mω
2a/4)xˆ2
× ([pˆ, e−(mω2a/4)xˆ2 ] + e−(mω2a/4)xˆ2 pˆ). (84b)
Proceeding as before, we arrive at
[pˆ, xˆl] = −ilxˆl−1. (85)
Therefore,
[pˆ, e−(mω
2a/4)xˆ2 ] =
∞∑
n=0
(−1)n
n!
(
mω2a
4
)n
[pˆ, xˆ2n] (86)
= −i
∞∑
n=1
(−1)n
n!
(
mω2a
4
)n
2n xˆ2n−1 (87)
=
imω2a
2
xˆ
∞∑
n=1
(−1)n
n!
(
mω2a
4
)n
xˆ2n (88)
=
imωa
2
xˆe−(mω
2a/4)xˆ2 . (89)
By combining Eqs. (84a) and (86), we obtain
[xˆ, Tˆ ] = −
√
2pia/m
ia
2m
e−(mω
2a/4)xˆ2e−(a/2m)pˆ
2
e−(mω
2a/4)xˆ2 imω
2a
2
xˆe−(mω
2a/4)xˆ2 (90)
= Tˆ
[
a2ω2
2
xˆ− iapˆ
m
]
, (91)
and conclude that
xˆTˆ = Tˆ
[(
1 +
a2ω2
2
)
xˆ− iapˆ
m
]
, (92)
which is Eq. (C.10) of Ref. 4.
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The calculation of [pˆ, Tˆ ] proceeds in an analogous manner. We use the auxiliary results (81) and
(85):
pˆTˆ =
√
2pia/m e−(mω
2a/4)xˆ2
(
imω2a
2
xˆ+ pˆ
)
e−a/(2m)pˆ
2
e−(mω
2a/4)xˆ2 (93a)
=
√
2pia/m e−(mω
2a/4)xˆ2
[
imω2a
2
xˆ, e−a/(2m)pˆ
2
]
e−(mω
2a/4)xˆ2
+
√
2pia/m e−(mω
2a/4)xˆ2e−a/(2m)pˆ
2
(
imω2a
2
xˆ+ pˆ
)
e−(mω
2a/4)xˆ2 (93b)
=
√
2pia/m e−(mω
2a/4)xˆ2e−a/(2m)pˆ
2
{
imω2a
2
xˆ+
(
a2ω2
2
+ 1
)
pˆ
}
e−(mω
2a/4)xˆ2 (93c)
= Tˆ
{(
1 +
a2ω2
2
)
pˆ+ iamω2
(
1 +
a2ω2
4
)
xˆ
}
, (93d)
which is (C.11) of Creutz and Freedman.4 These equations can be combined to give[
pˆ2
m
+mω2Bxˆ2, Tˆ
]
= 0. (94)
We verify this result here. Let
A2 = 1 +
a2ω2
2
, B =
(
1 +
a2ω2
4
)
, (95)
such that [
xˆ2, Tˆ
]
= Tˆ
{
(A2 − 1)xˆ2 − iaA
m
(xˆpˆ+ pˆxˆ)− a
2
m2
pˆ2
}
(96a)[
pˆ2, Tˆ
]
= Tˆ
{
(A2 − 1)pˆ2 + iamω2AB(xˆpˆ+ pˆxˆ)− a2m2ω4B2xˆ2} . (96b)
We show that
[
pˆ2
m +mω
2Bxˆ2, Tˆ
]
= 0:[
pˆ2
m
+mω2Bxˆ2, Tˆ
]
= (A2 − 1)/mpˆ2 + iaω2AB(xˆpˆ+ pˆxˆ)− a2mω4B2xˆ2
+mω2B(A2 − 1)xˆ2 − iaω2AB(xˆpˆ+ pˆxˆ)− a
2ω2
B
pˆ2/m (97a)
=
{
(A2 − 1)− a2ω2B} (pˆ2/m+mω2Bxˆ2) . (97b)
Upon re-inserting the definitions of A and B (see Eq. (95)), we arrive at the desired result:
(A2 − 1)− a2ω2B =
(
1 +
a2ω2
2
)
− 1− a2ω2
(
1 +
a2ω2
4
)
. (98)
and the relation (94) is recovered. Thus the simple harmonic oscillator Hamiltonian
Hˆ =
pˆ2
2m
+
1
2
mω2
(
1 +
a2ω2
4
)
xˆ2 (99)
and the operator Tˆ share a basis of eigenstates, where w, defined by
w2 = ω2
(
1 +
a2ω2
4
)
. (100)
is the effective natural frequency of the oscillator.
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VII. LADDER OPERATORS, THE TRANSFER OPERATOR, AND THE HAMILTONIAN
We now define the ladder operators:
aˆ =
1√
2mw
(pˆ− imwxˆ) (101a)
aˆ† =
1√
2mw
(pˆ+ imwxˆ), (101b)
Note that these definitions are non-standard. The Hamiltonian can be written in terms of these
operators by first solving Eq. (22) for xˆ and pˆ:
pˆ =
√
ω
2
(aˆ+ aˆ+) , xˆ = i
√
1
2ω
(aˆ− aˆ+) . (102)
By substituting these expressions and invoking Eq. (25b), we obtain
Ĥ =
pˆ2
2
+
ω2xˆ2
2
=
ω
4
(aˆ+ + aˆ)2 − ω
4
(aˆ+ − aˆ)2 (103a)
=
ω
4
{[
(aˆ+)2 + aˆaˆ+ + aˆ+aˆ+ aˆ2
]− [(aˆ+)2 − aˆaˆ+ − aˆ+aˆ+ aˆ2]} (103b)
=
ω
2
(aˆaˆ+ + aˆ+aˆ) =
(
aˆ+aˆ+ 12
)
ω . (103c)
We also have
[Ĥ, aˆ+] =
(
aˆ+aˆ+ 12
)
aˆ+ω − aˆ+(aˆ+aˆ+ 12)ω (104a)
= aˆ+(aˆ+aˆ+ 1)ω − (aˆ+aˆ+aˆ)ω = aˆ+ω , (104b)
[Ĥ, aˆ] =
(
aˆ+aˆ+ 12
)
aˆω − aˆ(aˆ+aˆ+ 12)ω (104c)
= (aˆaˆ+ − 1)aˆω − (aˆ+aˆ+aˆ)ω = −aˆω . (104d)
From the commutator [pˆ, xˆ] = −i we deduce the commutator [aˆ, aˆ†] = 1.[
aˆ, aˆ†
]
= aˆaˆ† − aˆ†aˆ (105a)
=
1
2mw
{(pˆ2 + imw[pˆxˆ] + w2xˆ2)− (pˆ2 + imw[xˆ, pˆ] + w2xˆ)} (105b)
=
1
2mw
(2imw[pˆ, xˆ]) = i[pˆ, xˆ] = 1. (105c)
Suppose that ψ is an eigenfunction of Ĥ with eigenvalue E. Then,
Ĥ(aˆ+ψ) = (Ĥaˆ+ − aˆ+Ĥ + aˆ+Ĥ)ψ (106a)
= (aˆ+ω + aˆ+E)ψ = (E + ω)(aˆ+ψ) , (106b)
Ĥ(aˆψ) = (Ĥaˆ− aˆĤ + aˆĤ)ψ (106c)
= ([Ĥ, aˆ] + aˆĤ)ψ = (E − ω)(aˆψ) . (106d)
These relations motivate the name “ladder” operators for aˆ and aˆ+ and, more specifically, “raising”
and “lowering” operators for aˆ+ and aˆ, respectively. Thus, aˆ+ changes the eigenstate of Ĥ to one
with an energy increased by ω, while aˆ changes the eigenstate of Ĥ to one with an energy decreased
by ω. In Appendix XIII we show that the algebraic properties of the raising and lowering operators
mandate that the energy eigenvalues En of the quantum harmonic oscillators are En = (n +
1
2 )ω for
n = 0, 1, 2, · · · . The ladder operators act on a normalized basis of eigenstates {|n〉}
aˆ |0〉 = 0, (aˆ†)n |0〉 = √n! |n〉 , (107)
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such that aˆ†aˆ becomes the number operator.
aˆ |n〉 = √n |n− 1〉 , aˆ† |n〉 = √n+ 1 |n+ 1〉 , aˆ†aˆ |n〉 = n |n〉 . (108)
We verify Eq. (C.21) in Ref. 4:
aˆTˆ = Tˆ aˆ
(
1 +
a2ω2
2
− aω
(
1 +
a2mω2
4
)1/2)
. (109)
By using the definition of aˆ and the commutators [xˆ, Tˆ ] and [pˆ, Tˆ ], we obtain
[aˆ, Tˆ ] =
1√
2mw
{
[pˆTˆ ]− imw[xˆ, Tˆ ]
}
(110a)
=
Tˆ√
2mw
{
a2ω2
2
pˆ+ iamω2
(
1 +
a2ω2
4
)
xˆ− imw
(
a2ω2
2
xˆ− iapˆ
m
)}
(110b)
= Tˆ aˆ
(
a2ω2
2
− aw
)
(110c)
= Tˆ aˆ
(
a2ω2
2
− aω
(
1 +
a2ω2
4
)1/2)
, (110d)
where we have used the definition of w. Equivalently,
aˆTˆ = Tˆ aˆ
(
1 +
a2ω2
2
− aω
(
1 +
a2ω2
4
)1/2)
= Tˆ aˆR, (111)
where Eq. (111) defines the constant R. The first equality shows that 0 < R < 1, which will be
important for the summations carried out in the following.
Because [Hˆ, Tˆ ] = 0, the eigenstates {|n〉} of Hˆ diagonalize Tˆ . Let {λn} be the eigenvalues:
Tˆ |n〉 = λn |n〉 . (112)
Note that
aˆTˆ |n〉 = λnaˆ |n〉 = λn
√
n |n− 1〉 ; (113)
Tˆ aˆR |n〉 = RTˆ aˆ |n〉 = √nRTˆ |n− 1〉 = √nRλn−1 |n− 1〉 . (114)
Because aˆTˆ = Tˆ aˆR, the relations (113) and (114) imply
(aˆTˆ − Tˆ aˆR) |n〉 = √n(λn −Rλn−1) |n− 1〉 = 0 (115)
λn = Rλn−1 (116)
R =
λn
λn−1
. (117)
A relation between R and Hˆ/w is established via its diagonal elements (using a normalized basis {|n〉}
of eigenstates):
〈n|Tˆ |n〉 = λn = Rnλ0 = Rn+1/2R−1/2λ0 (118)
〈n|Hˆ/w|n〉 = n+ 1
2
. (119)
Thus the relation between the two operators is
Tˆ =
√
2piaKRHˆ/w, (120)
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where K is a normalization constant which will be determined by calculating the trace of each side of
Eq. (120).
1√
2pia/m
Tr(Tˆ ) = K
∞∑
n=0
〈n|Raˆ†aˆ+1/2|n〉 = K
∞∑
n=0
Rn+1/2. (121)
For the right hand side of Eq. (121), we invoke Eq. (111). Thus
∞∑
n=0
=
R1/2
1−R =
aω
2
−
[
1− (aω)
2
4
]1/2
−aω
2
+
[
1− (aω)
2
4
]1/2 = − 1aω . (122)
For the left hand side of Eq. (121) we find:
1√
2pia/m
Tr Tˆ =
1
2pi
∫
dp dx e−mω
2ax2/2e−ap
2/2m =
1
2pi
∫
dx e−(mω
2a/2)x2
∫
dp e−(a/2)p
2
(123a)
=
1
2pi
√
2pi
√
2pi(mω2a)−1/2a−1/2m =
1
aω
. (123b)
We conclude that K = −1. The path integral can now be evaluated in terms of R, in the diagonal
representation of Tˆ and Hˆ:
Z = Tr
(
TˆN
)
= KN (2pia/m)N/2
N∑
n=0
〈n|Raˆ†aˆ+1/2|n〉 (124a)
= KN (2piaR/m)N/2
N∑
n=0
Rn =
KN (2piaR/m)N/2
1−RN . (124b)
VIII. CORRELATION FUNCTIONS
A. Two-point correlation functions 〈xixj〉
Correlation functions follow from the representation [see Ref. 4, Eq. (C.28)]:
〈xixi+j〉 = 1
Z
Tr(xˆTˆ j xˆTˆN−j). (125)
Equation (125) can be derived as follows:
Z 〈xixi+j〉 =
∫
xN+1=x1
dx1 . . . dxN+1 〈xN+1|Tˆ |xN 〉
. . .× 〈xi+j+1|Tˆ |xi+j〉 xˆ 〈xi+j |Tˆ |xi+j−1〉 . . . 〈xi+1|Tˆ |xj〉 xˆ 〈xi|Tˆ |xi−1〉 . . . 〈x2|Tˆ |x1〉
(126a)
=
∫
xN=x0
dx0 . . . dxN 〈xN |Tˆ |xN − 1〉 . . . 〈xi+j+1|Tˆ |xi+j〉 xˆ 〈xi+j |Tˆ |xi+j−1〉
. . .× 〈xi+1|Tˆ |xj〉 xˆ 〈xi|Tˆ |xi−1〉 . . . 〈x1|Tˆ |x0〉 (126b)
= Tr
{
TˆN−(i+j)xˆTˆ j xˆTˆ i
}
= Tr
{
xˆTˆ j xˆTˆ iTˆN−(i+j)
}
= Tr
{
xˆTˆ j xˆTˆN−j
}
, (126c)
where we have used the cyclic property of the trace. Next, we show that
1
Z
Tr(xˆTˆ j xˆTˆN−j) =
Rj +RN−j
2mw
. (127)
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Armed with Eq. (102), which expresses the operator xˆ in terms of aˆ and aˆ†, we work out the right
hand side of Eq. (127):(
1√
2pia/mK
)N
Tr(xˆTˆ j xˆTˆN−j) =
(
1√
2pia/mK
)N ∞∑
n=0
〈n|xˆTˆ j xˆTˆN−j |n〉 (128a)
=
∞∑
n=0
〈n|xˆR(a†a+1/2)j xˆR(a†a+1/2)(N−j)|n〉 = RN/2
∞∑
n=0
〈n|xˆR(a†a)j xˆR(a†a)(N−j)|n〉 (128b)
= RN/2
∞∑
n=0
(Rn)N−j 〈n|xˆR(a†a)j xˆ|n〉 (128c)
= −R
N/2
2mw
∞∑
n=0
(Rn)N−j
(−√n 〈n− 1|+√n+ 1 〈n+ 1|)R(aˆ†aˆ)j
× (√n |n− 1〉 − √n+ 1 |n+ 1〉) (128d)
=
RN/2
2mw
∞∑
n=0
(Rn)N−j
{
n 〈n− 1|R(aˆ†aˆ)j |n− 1〉+ (n+ 1) 〈n+ 1|R(aˆ(†a)j |n+ 1〉
}
(128e)
=
RN/2
2mw
∞∑
n=0
(Rn)N−j
{
nR(n−1)j + (n+ 1)R(n+1)j
}
(128f)
=
RN/2
2mw
∞∑
n=0
nRnN−j + (n+ 1)RnN+j . (128g)
Because 0 < R < 1, we can use the identity
∞∑
n=0
n
(
RN
)n
=
RN
(1−RN )2 (129)
to calculate the two sums in Eq. (128a):
∞∑
n=0
nRnN−j = R−j
∞∑
n=0
n
(
RN
)n
=
RN−j
(1−RN )2 (130a)
∞∑
n=0
(n+ 1)RnN+j = RjR−N
∞∑
n=0
(n+ 1)R(n+1)N (130b)
= RjR−N
∞∑
m=1
m
(
RN
)m
= RjR−N
∞∑
m=0
=
Rj
(1−RN )2 . (130c)
We thus find (
1√
2pia/mK
)N
Tr(xˆTˆ j xˆTˆN−j) =
RN/2
2mw
{
Rj +RN−j
(1−RN )2
}
, (131)
and finally, making use of Eq. (124a) we recover Eq. (127):
〈xixi+j〉 =
(
1√
2piaRK
)N
(1−RN )R
N/2
2w
{
Rj +RN−j
(1−RN )2
}
(
√
2piaK)N (132a)
=
1
2mw
{
Rj +RN−j
1−RN
}
. (132b)
Note that the two-point correlator does not depend on the index i.
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B. Calculation of the four-point correlation function 〈xˆ4〉
Analogously, the four-point correlation function is given by
〈xixi+jxi+j+kxi+j+k+l〉 = 1
Z
Tr(TˆN−(i+j+k+l)xˆTˆ lxˆTˆ kxˆTˆ j xˆTˆ i), (133)
with the restriction i+ j + k+ l ≤ 1. In particular, if we set the indices j, k, l to zero (i can be set to
zero without loss of generality), we find an expression for the expectation value of the observable xˆ4:
〈xˆ4〉 = 1
Z
Tr(xˆ4TˆN ) =
1
Z
Tr(TˆN xˆ4). (134)
As for the derivation Eq. (128a), we first note that(
1√
2piaK
)N
Tr(TˆN xˆ4) =
∞∑
n=0
〈n|R(aˆ†aˆ+1/2)N xˆ4|n〉 = RN/2
∞∑
n=0
〈n|R(aˆ†aˆ)N xˆ4|n〉 . (135)
To calculate xˆ |n〉, we use that xˆ4 = (aˆ− aˆ†)4/(2mw)2, and
(aˆ− aˆ†)4 =
(
aˆ2 − aˆaˆ† − aˆ†aˆ+ (aˆ†)2)(aˆ2 − aˆaˆ† − aˆ†aˆ+ (aˆ†)2) (136a)
= aˆ4 − aˆ3aˆ† − aˆ2aˆ†aˆ+ aˆ2 (aˆ†)2
− aˆaˆ†aˆ2 + aˆaˆ†aˆaˆ† + aˆaˆ†aˆ†aˆ− aˆ (aˆ†)3
− aˆ†aˆ3 + aˆ†aˆ2aˆ† + aˆ†aˆaˆ†aˆ− aˆ†aˆ (aˆ†)2
+
(
aˆ†
)2
aˆ2 − (aˆ†)2 aˆaˆ† − (aˆ†)3 aˆ+ (aˆ†)4 . (136b)
Because the states {|n〉} are orthogonal, only the six terms in the following expansion make a nonzero
contribution to the trace: aˆ2
(
aˆ†
)2
, aˆaˆ†aˆaˆ†, aˆaˆ†aˆ†aˆ, aˆ†aˆaˆaˆ†, aˆ†aˆaˆ†aˆ, and
(
aˆ†
)2
aˆ2. We proceed to
normal order these products of operators and act on the ket |n〉:
aˆaˆaˆ†aˆ† = aˆ{1 + aˆ†aˆ} = aˆaˆ† + aˆaˆ†aˆaˆ† = (1 + aˆ†aˆ) + aˆaˆ†(1 + aˆ†aˆ) (137a)
= 2(1 + aˆ†aˆ) + aˆ†aˆ+ aˆ†aˆaˆ†aˆ = 2 + 3aˆ†aˆ+ aˆ†aˆaˆ†aˆ (137b)
(2 + 3aˆ†aˆ+
(
aˆ†aˆ
)2
) |n〉 = (2 + 3n+ n2) |n〉 . (137c)
aˆaˆ†aˆaˆ† = aˆaˆ†{1 + aˆ†aˆ} = aˆaˆ† + aˆaˆ†aˆ†aˆ (137d)
= (1 + aˆ†aˆ) + (1 + aˆ†aˆ)aˆ†aˆ = 1 + 2aˆ†aˆ+ aˆ†aˆaˆ†aˆ (137e)
(1 + 2aˆ†aˆ+ aˆ†aˆaˆ†aˆ) |n〉 = (1 + 2n+ n2) |n〉 . (137f)
aˆaˆ†aˆ†aˆ = (1 + aˆ†aˆ)aˆ†aˆ = aˆ†aˆ+ aˆ†aˆaˆ†aˆ (137g)
(aˆ†aˆ+ aˆ†aˆaˆ†aˆ) |n〉 = (n+ n2) |n〉 . (137h)
aˆ†aˆaˆaˆ† = aˆ†aˆ(1 + aˆ†aˆ) = aˆ†aˆ+ aˆ†aˆaˆ†aˆ (137i)
(aˆ†aˆ+ aˆ†aˆaˆ†aˆ) |n〉 = (n+ n2) |n〉 . (137j)
aˆ†aˆaˆ†aˆ |n〉 = n2 |n〉 . (137k)
aˆ†aˆ†aˆaˆ = aˆ†{aˆaˆ† − 1}aˆ = aˆ†aˆaˆ†aˆ− aˆ†aˆ (137l)
(aˆ†aˆaˆ†aˆ− aˆ†aˆ) |n〉 = (n2 − n) |n〉 . (137m)
Substituting the normal ordered products into Eq. (135), the sum becomes
RN/2
∞∑
n=0
〈n|R(aˆ†aˆ)N xˆ4|n〉 = R
N/2
(2w)2
∞∑
n=0
{(2 + 3n+ n2) + (1 + 2n+ n2) + 2(n+ n2)
+ n2 + (n2 − n)} 〈n|R(aˆ†aˆ)N |n〉 = R
N/2
(2w)2
∞∑
n=0
{6n2 + 6n+ 3}RNn. (138)
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For the three sums we are left with, we shall use the identities (0 < α < 1):
∞∑
n=0
αn =
1
1− α,
∞∑
n=0
nαn =
α
(1− α)2 ,
∞∑
n=0
n2αn =
α(1 + α)
(1− α)3 , (139)
such that
S1 ≡ 6
∞∑
n=0
n2RNn =
6RN (1 +RN )
(1−RN )3 (140)
S2 ≡ 6
∞∑
n=0
nRNn =
6RN
(1−RN )2 (141)
S3 ≡ 3
∞∑
n=0
RNn =
3
1−RN , (142)
and
S1 + S2 + S3 =
1
(1−RN )3
{
6RN (1 +RN ) + 6RN (1−RN ) + 3(1−RN )2} (143a)
=
1
(1−RN )3
{
3R2N + 6RN + 3
}
=
3(1 +RN )2
(1−RN )3 , (143b)
so that finally
1
Z
Tr(xˆ4TˆN ) = 〈xˆ4〉 = 3
(2mw)2
(
1 +RN
1−RN
)2
. (144)
IX. PSEUDOCODE FOR THE METROPOLIS UPDATE
A sweep produces, on average, one attempted update per lattice site and requires 3Nτ random
numbers. One third is used to specify the ordering in which the sites are visited, one third for the
proposed moves, and one third for the Metropolis accept-reject decision. We note that calling random
numbers in batches is faster than generating them one by one.
For a given timeslice τ , the proposed value xnew is chosen symmetrically about the present value
xold. This is the standard recipe to ensure that the algorithm satisfies detailed balance.
The meaning of the if statement in the following routine is summarized as follows. If the action is
lowered by the proposed change, e−snew+sold > 1, then the change is made. If snew > sold, the use of
the random number, uniformly distributed in the interval [0, 1[, ensures that the proposal is accepted
with the probability e−snew+sold . The random number randm[Nτ + i] used in the accept/reject step is
different from the number randm[i] used to calculate the proposed new value xnew.
The Mersenne-Twister algorithm3 was used to generate the uniform random numbers. The ideal
acceptance rate idrate was set to 0.8 at the start of the program.
Within the first for loop of the routine “specify site visiting order”, a time slice τ may be visited
more than once, while another τ is not visited at all. On average, however, there is one proposed update
per site. After N  1 sweeps, the differences in updates between the sites are negligible. Alternatively,
this piece of code can be replaced with a call to the following routine, which fills the array index with
a random permutation of the indices 0, . . . , Nτ − 1. After N  1 sweeps, the difference between these
two update schemes is negligible.
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Input : integers Nτ , array path; real numbers h, m and ω.
Initialize: real number accrate=0.
Declare: integers τmin, τplu, i;
real numbers xnew, sold, snew;
real array randm(2Nτ ); integer array index(Nτ )
for (i = 0; i < Nτ ; i = i+ 1) specify site visiting order
index[i]=floor(Nτ ∗ getrnd());
endfor
for (i = 0; i < 2 ∗Nτ ; i = i+ 1) getrnd() produces a uniform [0,1[
randm[i] = getrnd(); random number.
endfor
for (i = 0; i < Nτ ; i = i+ 1)
τ = index[i];
τmin = (τ +Nτ − 1) modulo Nτ ; periodic boundary conditions
τplu = (τ + 1) modulo Nτ ;
xnew = path[τ ] + h ∗ (randm[i]− 0.5) proposed new value of path[τ ]
sold =
1
2
m(path[τplu]− path[τ ])2
+ 1
2
m(path[τ ]− path[τmin])2 + 12mω2(path[τ ])2; current value of the action
snew =
1
2
m(path[τplu]− xnew)2
+ 1
2
m(xnew − path[τmin])2 + 12mω2(xnew)2; proposed new value of the action
if (randm[Nτ + i] < exp(−snew + sold))
path[τ ] = xnew; build in accepted xnew
accrate = accrate + 1/Nτ ; adjustment of acceptance rate
endif
endfor
h = h ∗ accrate/(idrate) adjust target interval for future use
Output : path, h.
Table II. Pseudocode for a Metropolis sweep.
Input : integer Nτ .
Initialize: integer array p(Nτ ).
Declare: integers i, j, k, tmp, real array randm(Nτ − 1).
for (i = 0; i < Nτ ; i = i+ 1)
p[i]=i; p contains the indices,
endfor initially in increasing order.
for (i = 0; i < Nτ − 1; i = i+ 1) getrnd() produces a uniform [0,1[
randm[i] = getrnd(); random number.
endfor
for (j = Nτ − 1; j ≥ 1; j = j − 1)
k = floor(double(j) ∗ randm[j − 1]); random integer between 0 and j − 1
tmp = p[k]; p[k] = p[j]; p[j] = tmp; interchange p[k] and p[j]
endfor
Output : p.
Table III. Pseudocode for a permutation of the lattice indices.
X. PSEUDOCODE FOR THE JACKKNIFE AVERAGE
Let O[.] be a one-dimensional array of length N , which contains the measurements Oi, i = 1 . . . N ,
of the observable O. An unbiased estimator for the sample mean is mean = sum/N , where sum =∑N
i=1O[i]. An unbiased estimator is obtained this way, regardless of a possible autocorrelation within
the set of measurements.
In case of uncorrelated data, the statistical uncertainty of the mean is related to the standard
deviation of the overall distribution by a factor 1/
√
N ;5,9 that is, the statistical error of the mean is
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1/(N(N − 1))∑Ni=1 [(O[i]−mean)2]: see Eq. (58) in the main text.
The goal of the jackknife procedure is to generalize this relation to the case where some autocorre-
lation is present in the data. For example, if the data were only pairwise correlated, we could combine
two adjacent measurements, and use the same relation with N → N/2.
A first step is to divide the measurements into N/B blocks or bins, each holding B adjacent measure-
ments. Naturally, the integer B must divide N . The bin size B must be small compared to the total
number of measurements for the jackknife error to be based on a sufficient number of block averages,
but larger than the autocorrelation time to ensure that correlation between the blocks is minimal. The
user is invited to monitor the estimate of the statistical uncertainty as a function of B; it will reach a
plateau once B is in the right ballpark.
The second key idea is to operate on “inverse blocks;” that is, on all data but a block of B successive
measurements. This is vital if the procedure contains, as an intermediate step, for example, an effective
mass fit to the data in O[.]. (With B measurements the fit often fails to converge, while with N − B
data elements the fit runs smoothly.)
In the following routine the first for loop determines the sample mean. The second calculation
consists of an inner and outer loop. The result of the inner loop, elim, is B times the sample mean of
one block (see Eq. (59) in the main text). In the outer loop, the jackknife estimator is calculated. The
jackknife estimator is the average over all variables but those in the block under consideration, hence
based on N −B measurements.
The final loop determines the variance of the jackknife estimator, from which the jackknife error
follows by taking a square root, with an appropriate prefactor.
Input : array O of size N ; O contains the data; B is the block size
integer B which divides N .
Declare: integers i, j, n,
real numbers sum, mean, elim,
meanj , variancej , errorj ; j is short for “jackknife”
array estimatorj of size N/B;
if (B does not divide N)
Drop the first few elements of O such that
B divides the number of remaining elements,
which becomes the new value of N .
endif
sum = 0;
for (n = 0; n < N ; n = n+ 1)
sum+ = O[n];
endfor
mean = sum/N calculating the sample mean
for (i = 0; i < N/B; i = i+ 1)
elim = 0;
for(j = i ∗B; j < i ∗B +B; j = j + 1)
elim+ = O[j]; summing over the ith block
endfor
estimatorj [i] = (sum− elim)/(N −B) ith estimator is based on all variables
except the ith block
endfor
variancej = 0;
for(i = 0; i < N/B; i = i+ 1)
variancej+ = (N/B − 1)/(N −B)(estimatorj [i]−mean)2; calculating the jackknife variance
endfor
errorj =
√
variancej
Output : meanj ; errorj .
Table IV. Pseudocode for the jackknife estimator and its error.
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XI. FRESNEL INTEGRALS
The standard complex Fresnel integral,
I =
∫ ∞
0
eiz
2
dz , (145)
can be evaluated by contour integration. The contour, shown in Fig. 1, consists of three paths: a path
γ1 along the real line from the origin to R, an arc γ2 of radius R from the real axis to
1
4pi, and a path
γ3 from the arc back to the origin. This contour does not enclose any poles for any value of R, so the
integral over the contour vanishes:∫
γ1
eiz
2
dz +
∫
γ2
eiz
2
dz +
∫
γ3
eiz
2
dz = 0 . (146)
Along γ1, 0 ≤ x ≤ R, so the integral can be written explicitly as∫
γ1
eiz
2
dz =
∫ R
0
eix
2
dx . (147)
As R → ∞, this integral becomes the Fresnel integral (145). Along γ3, z = re ipi4 , for 0 ≤ r ≤ R, so
dz = e
ipi
4 dr. The corresponding integral is∫
γ3
eiz
2
dz = e
ipi
4
∫ R
0
ei(re
ipi/4)2 dr = e
ipi
4
∫ R
0
e−r
2
dr , (148)
where we have used the fact that (e
ipi
4 )2 = e
ipi
2 = i. As R → ∞, this integral becomes a standard
Gaussian integral.
Finally, for γ2, z = Re
iϕ for p ≤ ϕ ≤ 14pi, so dx = iReiϕ dϕ, and the corresponding integral becomes∫
γ3
eiz
2
dz =
∫ pi
4
0
iRei(Re
iϕ)2 dϕ =
∫ pi
4
0
iReiR
2e2iϕ dϕ . (149)
The behavior of this integral as a function of R can be estimated as follows:∣∣∣∣∫ pi4
0
iReiR
2e2iϕ dz
∣∣∣∣ ≤∫ pi4
0
∣∣iReiR2e2iϕ ∣∣ dz (150)
=
∫ pi
4
0
∣∣ReiR2(cos 2ϕ+i sin 2ϕ)∣∣ dϕ =∫ pi4
0
Re−R
2 sin 2ϕ dϕ . (151)
Over the interval 0 ≤ ϕ ≤ 14pi, sin 2ϕ ≥ 4ϕ/pi, so∫ pi
4
0
Re−R
2 sin 2ϕ dϕ <
∫ pi
4
0
Re−4R
2ϕ/pi dϕ (152)
= − pi
4R
e−4R
2ϕ/pi
∣∣∣∣pi4
0
=
pi
4R
(
1− e−R2) , (153)
x
y
γ1 R
γ2
γ3
π
4
Figure 1. The contour in the complex plane used to evaluate the Fresnel integral (145).
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which clearly vanishes as R→∞.
Thus, by combining Eqs. (146)–(148) and Eq. (153) in the limit R→∞, we obtain∫ ∞
0
eix
2
dx = −e ipi4
∫ ∞
0
e−r
2
dr = −
√
pie
ipi
4
2
. (154)
Thus, the integral in Eq. (39) is obtained by taking the complex conjugate of Eq. (154) and multiplying
the result by 2: ∫ ∞
−∞
e−is
2
ds =
√
pie
−ipi
4 =
√
pi
e
ipi
4
=
√
pi
e
ipi
2
=
√
pi
i
. (155)
XII. GAUSSIAN INTEGRALS IN THE COMPLEX PLANE
The integral in Eq. (52) is a Gaussian integral with complex limits:
I =
∫ ∞−i∆′
−∞−i∆′
e−z
2
dz , (156)
The evaluation of this integral will be carried out over the contour shown in Fig. 2. This contour
consists of four paths: a path γ1 parallel to the real line from (−R,−R − i∆′) to (R,R − i∆′), which
is continued along path γ2 parallel to the imaginary axis (R, 0), then along the x-axis to (−R, 0), and
finally along γ4 to the original point. This contour does not enclose any poles for any value of R, so
the integral over the contour vanishes:∫
γ1
e−z
2
dz =
∫
γ2
e−z
2
dz +
∫
γ3
e−z
2
dz +
∫
γ4
e−z
2
dz = 0 . (157)
Along γ1, z = x− i∆′ for −R ≤ x ≤ R. Hence, dz = dx and the integral over γ1 is∫
γ1
e−z
2
dz =
∫ R−i∆′
−R−i∆′
e−x
2
dx , (158)
which, as R → ∞ becomes the integral in Eq. (156). Along γ2, z = R + iy, for −∆′ ≤ iy ≤ 0. Thus,
dz = idy, and the corresponding integral is∫
γ2
e−z
2
dz = i
∫ 0
−∆′
e−(R+iy)
2
dy = i
∫ ∆′
0
e−(R−iy)
2
dy . (159)
x
y
γ1
γ3
γ2γ4
−R R
−R− i∆￿ R− i∆￿
Figure 2. The contour in the complex plane used to evaluate the Gaussian integral (156).
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To estimate the magnitude of this integral, we have∣∣∣∣i∫ ∆′
0
e−(R−iy)
2
dy
∣∣∣∣ ≤∫ ∆′
0
∣∣∣∣e−(R2−2iRy−y2)∣∣∣∣ dy = e−R2∫ ∆′
0
ey
2
dy < ∆′e∆
′2
e−R
2
, (160)
which vanishes as R→∞. The integral over γ − 3 is∫ −R
R
e−x
2
dx = −
∫ R
−R
e−x
2
dx , (161)
which, as R→∞, becomes a standard Gaussian integral. Finally, along γ4, z = R−iy, for 0 ≤ y ≤ ∆′,
so dz = −idy and the integral is ∫
γ2
e−z
2
dz = −i
∫ ∆′
0
e−(R−iy)
2
dy , (162)
which is similar to Eq. (159) and, therefore, also vanishes as R → ∞. Hence, as R → ∞, Eq. (157)
reduces to ∫ ∞−i∆′
−∞−i∆′
e−x
2
dx =
∫ ∞
−∞
e−x
2
dx =
√
pi . (163)
XIII. EIGENVALUES OF THE QUANTUM HARMONIC OSCILLATOR
We have derived three fundamental properties of the raising and lowering operators. For the purposes
of deriving the energy spectrum of the quantum harmonic oscillator, we need only
[aˆ, aˆ+] = 1 , Ĥ =
(
aˆ+aˆ+ 12
)
ω . (164)
Suppose that ψ is an eigenstate of Ĥ with eigenvalue E: Ĥψ = Eψ. Consider the quantity aˆ+aˆψ. The
second of equations (164) solved for aˆ+aˆ is
aˆ+aˆ =
Ĥ
ω
− 1
2
, (165)
whereupon
aˆ+aˆψ =
(
Ĥ
ω
− 1
2
)
ψ =
(
E
ω
− 1
2
)
ψ ≡ E′ψ . (166)
Operating on both sides of Eq. (166) from the left by aˆ yields,
aˆ(aˆ+aˆψ) = E′(aˆψ) . (167)
By using the commutation relation in Eq. (164) to write aˆaˆ+ = aˆ+aˆ+ 1, we find
(aˆaˆ+)(aˆψ) = (aˆ+aˆ+ 1)(aˆψ) = E′(aˆψ) , (168)
or, after a simple rearrangement,
aˆ+aˆ(aˆψ) = (E′ − 1)(aˆψ) . (169)
Repeating this procedure k times produces
aˆ+aˆ(aˆkψ) = (E′ − k)(aˆkψ) . (170)
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For sufficiently large k, we must obtain aˆkψ = 0. To see this, we multiply Eq. (170) from the left by
(aˆkψ)†
(aˆkψ)†aˆ+aˆ(aˆkψ) =
[
aˆ(aˆkψ)
]†
aˆ(aˆkψ) (171)
= (aˆk+1ψ)†(aˆk+1ψ) = (E′ − k)(aˆkψ)†(aˆkψ) . (172)
We integrate over all space (the states considered are bound, so these integrals are finite) and obtain
〈aˆk+1ψ|aˆk+1ψ〉 = (E′ − k)〈aˆkψ|aˆkψ〉 . (173)
Solving for E′ − k gives
E′ − k = ||aˆ
k+1ψ||2
||aˆkψ||2 ≥ 0 . (174)
for all k. Thus, if E′ > 0, then aˆkψ and aˆk+1ψ are nonzero. However, there is a positive integer n such
that anψ 6= 0, but an+1ψ = 0; that is, E′ − n = 0. Therefore, according to Eq. (166), the eigenvalue
spectrum of the harmonic oscillator is given by
E =
(
n+ 12
)
ω (n = 0, 1, 2, · · · ) . (175)
which has been obtained entirely from the properties of the raising and lowering operators defined in
Eq. (22); that is, without having to solve the Schro¨dinger equation.
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