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The LDA-1/2 method is employed in density functional theory calculations for the electronic
structure of III-V dilute bismide systems. For the representative example of Ga(SbBi) with Bi
concentrations below 10%, it is shown that this method works very efficiently, especially due to its
reasonably low demand on computer memory. The resulting bandstructure and wavefunctions are
used to compute the interaction matrix elements that serve as input to microscopic calculations of
the optical properties and intrinsic losses relevant for optoelectronic applications of dilute bismides.
I. INTRODUCTION
In the semiconductor research community exists an on-
going interest in III-V materials that contain a dilute
amount of bismuth (Bi) [1]. These so called bismides
are promising candidates for opto-electronic applications
as light-emitting diodes [2], semiconductor lasers [3], or
solar cells [4]. As can be seen from the material com-
binations listed in Ref. 1, bismuth can nowadays be in-
corporated into almost every III-V material. Since this
allows for many different material combinations, a predic-
tive approach for their electronic and optical properties
is desirable.
For the example of In(AsBi), a scheme that com-
bines density functional theory (DFT) and a microscopic
many-body methodology has been applied and validated
by detailed theory-to-experiment comparisons.[5, 6] Un-
fortunately, however, the DFT modeling of dilute III-V
material systems requires the use of very large super-
cells which are needed to approximate a random distri-
bution of the relatively low concentration of the incor-
porated atoms. Previously, it has been shown that re-
liable bandgap calculations for dilute nitrides based on
DFT require supercells with up to 432 atoms [7]. Since
commonly used functionals such as the local density ap-
proximation (LDA) [8] or the Perdew-Burke-Ernzerhof
generalized gradient approximation [9] severely underes-
timate the bandgap of semiconductors, the metaGGA
TB09 [10] had to be applied in Refs. 5–7. In addition to
a dependence on the electron density and its gradient, the
TB09 functional also depends on the kinetic energy den-
sity. Therefore, DFT calculations utilizing this functional
are in need of significantly more computational memory
when compared to the LDA, which only depends on the
electron density. This can become a limiting factor when
not only the supercells are large but also many k-points
have to be included in the calculation. For instance, this
is the case when DFT is used to calculate the bandstruc-
ture and k-dependent dipole matrix elements as input for
optical calculations.
In order to overcome the existing limitations, in the
current study, the LDA-1/2 method[11, 12] is utilized
which requires only as much memory as the LDA. The
LDA-1/2 method is based on Slater’s half-occupation
technique [13] and improves the Kohn-Sham bandgap
towards the real bandgap of the system. Recently, the
strength of the LDA-1/2 method when it comes to large
supercells was emphasized [14]. The LDA-1/2 method
depends on the variation of a cutoff radius until the
bandgap of the system is maximized [11]. However, since
III-Bi materials are semi-metals [15], this procedure can-
not be used to determine the cutoff radii for the Bi atoms
in AlBi, GaBi and InBi. To overcome this problem, we
use an alternative extrapolation method to obtain the
cutoff radii for the Bi atoms which allows us to extend
the LDA-1/2 method for application in dilute bismides.
As a representative example, we calculate the electronic
structure for Ga(SbBi) assuming different concentrations
of bismuth below 10% and use the electronic structure
results as input for the evaluation of the intrinsic opto-
electronic properties.
II. COMPUTATIONAL METHOD
A. The LDA-1/2 method
Details of the LDA-1/2 method, especially its theoreti-
cal formulation, are presented in Refs. 11 and 12. There-
fore, we restrict the discussion in this paper to the aspects
important for the application of the LDA-1/2 method
to dilute bismides. Ferreira et al. [11] introduce what
they call a self-energy potential VS(r) whose quantum-
mechanical average is the self energy
Sα =
∫
d3r nα(r)VS(r) (1)
with state α and electron density nα. This self-energy
potential VS(r) is obtained for the specific atom by sub-
tracting the Kohn-Sham effective potential of the half-
ionized state from that of the neutral state. Subse-
quently, for calculations of solids, VS(r) is added to the
2LDA pseudopotentials. However, as VS(r)→ 1/r for long
ranges this would result in a divergent result. Therefore,
VS(r) is first multiplied by a spherical step function given
as
Θ(r) =

[
1−
(
r
rcut
)n]3
r ≤ rcut
0 r > rcut
(2)
where the usual choice is n = 8 [11]. As shown by Xue
et al. [16], for n = 8 the tails of the step function are
long such that larger values of n are better suited for
adding VS(r) only in the region where the valence hole is
located. Following Ref. 16, we therefore set n = 20 in our
calculations. The precise cutoff radius rcut is determined
by its variation until the bandgap of the solid in question
is maximized. At this choice for the cutoff radius as much
as possible of the region that is occupied by the valence
band hole is covered by the sphere [16]. Furthermore,
following Refs. 11 and 12, here the LDA-1/2 method is
only applied to the anions as the valence band states
usually originate from these.
B. Supercell generation
DFT calculations were performed with the Vienna
ab initio Simulation Package (VASP 5.4.4)[17–20] which
uses a plane-wave basis set and the projector-augmented
wave method[21, 22]. In our evaluations, a 370 eV cutoff
energy of the plane-wave basis was used and the criteria
for electronic convergence and ionic relaxation were set to
10−7 eV and 10−6 eV ·A˚−1, respectively. For relaxations,
the LDA[23] exchange-correlation potential was used and
a Γ-centered Monkhorst-Pack-grid[24] of 8x8x8 k-points
was implemented for primitve cell calculations. After re-
laxation of the primitive cells of GaSb and GaBi, super-
cells of different geometries were created using the Alloy
Theoretic Automated Toolkit (ATAT) [25]. The super-
cells consist of 64 primitive cells of GaSb, arranged in dif-
ferent cuboidal geometries with up to 8 primitive cells in
one direction. Since the x and y-directions are equivalent,
geometries with permutations of x and y can be omit-
ted, leaving the geometries 1x8x8, 2x4x8, 2x8x4, 4x4x4,
4x8x2 and 8x8x1. The k-point grid was reduced accord-
ingly for the supercells. Special quasirandom structures
(SQS)[26] were generated to stastically determine an op-
timal approximation to the random placement of the Bi
atoms in the supercell. Up to 4 Bi atoms were incor-
porated into the supercells, yielding the concentrations
0%, 1.5625%, 3.125%, 4.6875% and 6.25%.
The relaxations of the supercells were constrained to
the z-direction in order to simulate the effect of a sub-
strate with fixed in-plane lattice constants without ex-
plicitly including the substrate into the supercells. In
order to speed-up the convergence, an initial value for
the relaxed lattice constant in z-direction was set ac-
cording to the formula (x·aGaBi+(1−x)·aGaSb)
3
a2GaSb
, assuming
TABLE I. Lattice constants a in A˚ calculated within the LDA
for the zinc-blende structures of AlN, AlP, AlAs, AlSb, AlBi,
GaN, GaP, GaAs, GaSb, GaBi, InN, InP, InAs, InSb and
InBi. In addition to the LDA lattice constants, the deviations
∆exp to the experimental lattice constants are listed.
X N P As Sb Bi
a(AlX) 4.3435 5.4337 5.6351 6.1155 6.2741
∆AlXexp −0.8 % −0.6 % −0.5 % −0.3 % −
a(GaX) 4.4570 5.3208 5.6000 6.0529 6.2538
∆GaXexp −1.0 % −2.4 % −0.9 % −0.7 % −
a(InX) 4.9412 5.8097 6.0071 6.4304 6.6081
∆InXexp −0.8 % −1.0 % −0.9 % −0.8 % −
that the relaxation in z-direction will enhance the vol-
ume by the same factor as an interpolation between the
lattice constants of the pure compounds in all directions
would. Using the LDA-1/2 potentials obtained for Sb
and Bi, energy calculations were performed on the super-
cells. First, a self-consistent calculation with the regular
grid of k-points described above was performed to ob-
tain the charge densities and bandgap energies. Second,
non self-consistent calculations using the charge densi-
ties were evaluated with finer k-point grids along a high-
symmetry line in the first Brillouin zone from the Γ- to
L-Point to obtain the bandstructure and Coulomb and
dipole matrix elements. Spin-orbit coupling was included
for all energy calculations.
III. RESULTS AND DISCUSSION
In TABLE I, we summarize the lattice constants for
the different III-V binaries as obtained from DFT cal-
culations within the LDA. Comparing our values with
those found in the literature [27], we obtain good agree-
ment with the exception of GaP. Moreover, our computed
lattice constants for the III-Bi binaries compare well to
the values found in the literature [28–30]. It should be
noted, that bulk InBi is reported to crystallize in the
PbO structure [30], however, here we are interested in
incorporating Bi into zinc-blende lattices and therefore,
the lattice constant from the zinc-blende InBi structure
is given in TABLE I.
A. Determination of the cutoff radii
The cutoff radii for the anions of the zinc-blende struc-
tures for AlX, GaX and InX for X ∈{N, P, As, Sb} were
found by adapting the procedure described in Ref. 11.
Thereby, several pseudopotentials with different rcut for
the anions were generated for each material system. The
cutoff radii rcut were varied in steps of 0.1 a0, where a0
denotes the Bohr radius, and the direct bandgap at the
Γ-point was extracted from the calculations. A parabolic
function Eg(rcut) = m(rcut−rmaxcut )2+Emaxg was fit to the
3TABLE II. Cutoff radii rcut as obtained for the zinc-blende
structures of AlN, AlP, AlAs, AlSb, GaN, GaP, GaAs, GaSb,
InN, InP, InAs, InSb together with the covalent radii for the
five anions. The cutoff radii for the III-Bi materials were
obtained using a linear extrapolation as described in the text.
Here, a0 denotes the Bohr radius.
N P As Sb Bi
rcov/a0 1.342 2.022 2.249 2.627 2.797
rcut(Al)/a0 2.573 3.329 3.403 3.749 3.934
rcut(Ga)/a0 2.565 3.195 3.326 3.661 3.812
rcut(In)/a0 2.737 3.351 3.454 3.865 3.986
results of the calculations with the adjustable parameters
m, Emaxg and r
max
cut . The maximum of this function is lo-
cated at rcut = r
max
cut , which is the optimized cutoff radius
for the respective material.
In TABLE II the cutoff radii yielding the maximum
bandgaps are shown together with the covalent radii for
the anions. In comparison with Ref. 11, here the cutoff
radii are smaller which is due to the use of n = 20 for the
spherical step function as compared to n = 8 in Ref. 11.
In order to obtain suitable cutoff radii for the Bi atoms,
the cutoff radius as a function of the covalent radius for
the group V atoms N, P, As and Sb is extrapolated. This
yields the radii for Bi listed in TABLE II.
Fig. 1 compares the experimental values[27] and those
from the LDA-1/2 calculations for the direct bandgaps at
the Γ-point for all investigated binary III-V semiconduc-
tors. Almost perfect agreement is found for GaSb, GaAs,
AlSb and AlAs while all other bandgaps with the excep-
tion of InN are overestimated by the LDA-1/2 method.
One reason for this overestimation is that LDA was used
to calculate the lattice constants and LDA is known to
yield smaller values than those reported in the experi-
ment. Nonetheless, overall a strong improvement as com-
pared to the LDA and PBE bandgaps is evident.
Applying the LDA-1/2 method to dilute bismides, the
bandgap for GaAs1−xBix was calculated for five 128 atom
supercells with x = 1.5625...7.8125 %. The results are
compared to bandgap values obtained with the TB09
functional in Ref. 31. It is found that the absolute values
between both sets of calculations have a maximal differ-
ence of ∆Eg = 0.03 eV which is well within the accuracy
of a specific configuration of Bi. Moreover, the LDA-1/2
bandgap decreases by 75± 6 meV per 1 % Bi which com-
pares extremely well to the 72± 4 meV per 1 % Bi found
in Ref. 31.
B. Bandgap narrowing in Ga(SbBi)
Using the obtained LDA-1/2 potentials for GaSb and
GaBi, supercell calculations on GaSb1−xBix were per-
formed as described in Sec. II B. A comparison of the
bandgap energies with increasing Bi content for the dif-
ferent supercell geometries is shown in Fig. 2. An almost
FIG. 1. Experimental bandgaps for T = 0 K taken from
Ref. 27 compared to the bandgaps as obtained from the LDA-
1/2 method for several III-V semiconductors. Each material is
represented by a data point with the experimental bandgap
energy as y-value and the calculated bandgap energy as x-
value, so that data points close to the straight line correspond
to an almost perfect agreement for the bandgaps. Shown are
the direct bandgaps at the Γ-point, even though some mate-
rials, i.e. AlN AlP, GaP, AlAs and AlSb are predicted to be
indirect semiconductors.
FIG. 2. Theoretical bandgap energies from DFT calculations
of GaSb1−xBix supercells against Bi concentration x using
the LDA-1/2 potentials. The supercells consist of 64 primitive
cells, which are arranged in different cuboidal geometries. The
lines are guides to the eye.
linear decrease of the bandgap can be seen for all super-
cell geometries. For all concentrations, the bandgap en-
ergy of the isotropic 4x4x4 supercell is the highest. The
supercells with 2 primitve cells in one direction, 2x4x8
and its permutations, behave similarly and have slightly
lower bandgap energies than the isotropic supercell.
The strongest, not linear decrease in bandgap energy
is found for the supercells that have only one primitive
cell in one of the spatial directions. However, this behav-
ior is an artifact resulting from to the periodic boundary
conditions of the DFT calculations which impose an arti-
ficial ordering by creating an infinite line of neighboring
Bi atoms along the direction in which only one primitive
4FIG. 3. Bandgap and spin-orbit splitting energy (∆SO) of
the GaSb1−xBix supercells consisting of 4x4x4 primitive cells
over Bi concentration x obtained from DFT calculations using
the LDA-1/2 method. The lines represent linear fits with the
shaded areas indicating the standard deviations.
cell is used. This induces spurious interactions between
the Bi atoms and their images, which causes an effect on
the bandgap exceeding that in a real material where the
Bi atoms are spaced more evenly throughout the crystal.
Therefore, we conclude that the isotropic supercells
with 4x4x4 primitive cells yield the best results by mini-
mizing spurious interactions. The bandgap energies and
split-off energies of these supercells are shown in Fig. 3.
A linear fit yields a bandgap reduction of (25.3 ± 0.2)
meV/%Bi and an increase of the spin-orbit splitting en-
ergy of (17.9±0.2) meV/%Bi. The spin-orbit splitting is
in good agreement with 18meV/%Bi found in a theoret-
ical study[32] and the bandgap narrowing is comparable
to 30meV/%Bi observed in an experimental study[33].
For the following analysis of the bandstrucutre and op-
tical properties, only the isotropic 4x4x4 supercells are
considered.
C. Effective Bandstructure of Ga(SbBi)
The repetition of primitive cells in real space leads to
an backfolding of states in k-space towards the zone cen-
ter. Therefore, in order to compare the bandstructure
of a supercell with that of the primitve cell, it is conve-
nient to perform an unfolding of the bands to obtain the
effective bandstruture[34]. The spectral weight of the un-
folded states represents how much of the Bloch character
of the state is preserved in the supercell. The unfolded
bandstructures of the isotropic supercells for all Bi con-
centrations (increasing from left to right) are shown in
Fig. 4, where the opacity of the scatter points was set
according to the spectral weight of the respective states.
Therefore, states with lower spectral weight are less visi-
ble than those with higher spectral weight. The energies
are given relative to the valence band edge, so that the
valence band maximum is always at 0 eV.
FIG. 4. Bandstructures from Γ- to L-point of GaSb1−xBix
supercells for different Bi concentrations, from left to right
x = 0%, 1.56%, 3.13%, 4.69%, 6.25%. The electronic structure
has been calculated using DFT with the LDA-1/2 method
and the supercell bandstructure was unfolded to obtain the
effective primitive cell bandstructure. The opacity of the data
points indicates their spectral weight.
In the pure bandstructure, the light and heavy hole
band, the split-off band, and the conduction band can
be seen. These bands remain the ones with the highest
spectral weight for all concentrations and can be clearly
identified. However, we notice a shift of the conduction
and the split-off band to lower energies with increasing Bi
concentration. At the same time, more and more addi-
tional bands with low spectral weight emerge.In a region
between the valence bands and the split-off band, a lot
of defect bands are very close to one another. Addition-
ally, the spectral weight of the defect bands increases for
higher Bi concentrations.
At two points, the conduction band is crossed by de-
fect bands with low spectral weight. Near the crossing
points, the spectral weight of the defect bands increases.
The spectral weight of some defect bands also increases
towards the zone edges. A slight splitting of the heavy-
and light-hole band can be seen for higher concentrations.
This splitting can be quantified approximately using an
exponential fit, yielding
Ehh−lh(x) = (3.5± 0.5) meV · exp ((27± 3)x) (3)
for GaSb1−xBix.
D. Optical Properties of Ga(SbBi)
The DFT wavefunctions are used to compute the
Coulomb and dipole matrix elements needed for our mi-
croscopic Semiconductor Bloch Equation approach to
calculate the intrinsic optical properties [35]. The de-
tails of the calculation can be found in Refs. 36 and 37.
In Fig. 5, the resulting absorption spectra for the differ-
ent Bi concentrations are shown. For the calculations, 20
conduction bands and 30 valence bands were included.
5FIG. 5. Absorption spectra of GaSb1−xBix supercells for dif-
ferent Bi concentrations as a function of photon energy at
300K with carrier density N3D = 5 · 1016cm−3. Dipole and
matrix elements from DFT calculations using the LDA-1/2
method were used as input for a microscopic theory.
The temperature was set to 300K and the carrier density
was set to N3D = 5 · 1016cm−3. It should be noted that
the DFT bandstructure was used, altough it was calcu-
lated at 0K temperature. As expected, an increase in the
absorption coefficient can be seen at the bandgap energy.
For higher Bi concentrations, this increase shifts to lower
energies, in agreement with the decreasing bandgap.
FIG. 6. Photoluminescence spectra of GaSb1−xBix supercells
for different Bi concentrations as a function of photon energy
at 300K with carrier density N3D = 5 · 1016cm−3. Dipole and
matrix elements from DFT calculations using the LDA-1/2
method were used as input for a microscopic theory.
In order to calculate the emission properties, the mi-
croscopic approach is used to solve the Semiconductor
Luminescence Equations [38, 39]. Photoluminescence
spectra at 300K for the supercells have been calculated
and are shown in Fig.6. Again, 20 conduction bands
and 30 valence bands were included in the calculation.
An intensity peak for each concentration occurs at the
respective bandgap energy. Therefore, a shift to lower
energies can be seen for increasing Bi concentration.
E. Auger losses of Ga(SbBi)
FIG. 7. (a) Auger loss coefficients of GaSb1−xBix supercells
for different Bi concentrations as a function of carrier density.
Dipole and matrix elements from DFT calculations using the
LDA-1/2 method were used as input for a microscopic theory
to calculate the Auger losses. (b) Auger loss coefficients as
a function of the difference between spin-orbit splitting and
bandgap energy. The line represents an exponential fit with
the shaded area indicating the standard deviation.
The losses due to Auger recombination at 300K have
been calculated within the microscopic approach as de-
scribed in Ref. 40 by solving Eqs. (9 − 10) therein and
using Eq. (11) to obtain the Auger loss coefficients. The
energy region from 1.1 eV below the valence band maxi-
mum up to 1.7 eV above the valence band maximum was
used for the calculations. The results for different carrier
densities are shown in Fig. 7.
For low densities up to N3D = 10
17cm−3, we see that
the Auger coefficient is virtually constant for all Bi con-
centrations considered. The coefficient is highest for pure
GaSb with 4.3 · 10−27cm6/s, which compares well to the
experimental value of (12± 4) · 10−27cm6/s found in Ref.
41, and decreases for higher Bi content. Since for pure
GaSb the bandgap and spin-orbit splitting energy are
very close to each other (see Fig. 3), the losses are high.
With increasing Bi content, the bandgap decreases, while
the spin-orbit splitting increases, so that the loss chan-
nel is weaker and the Auger coefficient decreases. The
dependence of the Auger coefficient on the difference be-
tween bandgap and spin-orbit splitting energy in this low
density region is shown in part (b) of Fig. 7, exhibiting
a near exponential decrease, which can be approximated
by
C = (5.4± 0.1) · 10−27 cm6s−1 · exp
(
(17± 1)∆SO − Eg
eV
)
.
(4)
For higher densities, from N3D = 10
18cm−3 to N3D =
1019cm−3, more states are filled with electrons and more
transitions become possible, so that the Auger coeffi-
cient rises. The rise only occurs for the GaSbBi su-
6percells, not for pure GaSb, and is more prominent for
higher Bi concentrations. However, at the same time,
from N3D = 10
18cm−3 on, the filling of the phase-space
leads to a general decrease of the Auger coefficient for
all Bi concentrations[42]. The rise in the loss coefficient
for the GaSbBi supercells is stronger for densities up to
N3D = 10
19cm−3, so that the Auger coefficient reaches a
maximum. For densities higher than N3D = 10
19cm−3,
the phase-space filling effect dominates and the Auger
coefficients for all supercells decrease exponentially. For
a given density above N3D = 10
19cm−3, pure GaSb has
the lowest loss coefficient, and higher Bi content leads to
higher loss coefficients. It should be noted that the Auger
coefficients have been calculated using only the Coulomb
matrix elements of the Γ-L direction and results may dif-
fer in other directions.
IV. CONCLUSION
The LDA-1/2 method for DFT calculations requires
less memory than other exchange-correlation functionals
while yielding good results for most semiconductor com-
pounds. Up to date, the LDA-1/2 method could not be
used for dilute bismides, because the construction of the
LDA-1/2 potential involves maximizing the bandgap of
the compound. In this work, a new method of finding
the cut-off radius for the construction of LDA-1/2 po-
tentials by extrapolation has been introduced. It was
used to construct LDA-1/2 potentials for the semi-metal
Bi in semiconductor compounds AlBi, GaBi and InBi, al-
lowing for DFT calculations on dilute bismides with sig-
nificantly reduced computational cost. In consequence,
larger supercells, which are needed for low Bi concen-
trations, and dense k-point grids can be calculated. The
usefulness of the approach for dilute bismides was demon-
strated by calculating the electronic and optical proper-
ties of Ga(SbBi) for different Bi concentrations by using
the results from the DFT calculations with the LDA-1/2
method as input to a microscopic theory.
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