ABSTRACT In this paper, a novel image quality assessment (IQA) model using statistic features based on image information theory is proposed. Firstly, the image is decomposed into non-overlapped patches and transformed into the saliency information, specific information and entanglement information. Then considering the perception characteristics of human visual system, e.g. the center-surrounded of the receptive field and the contrast-gain masking process, have an important influence on image quality evaluation, the statistic features of the image information were employed to describe the image local contrast, structure, multi-scale and multi-direction properties, include the mean subtracted and contrast normalized (MSCN) features, the gradient magnitude (GM) features and the Laplacian of Gaussian (LOG) features. Finally, the mapping between the statistic features and the human subjective perception is established and used to measure the image quality. Experimental results on benchmark databases (LIVE, TID2013, CSIQ) indicate the rationality and validity of the proposed method.
I. INTRODUCTION
In the era of big data, with the development of multimedia network technology and the widespread usage of smartphones, digital images have become an increasingly important medium to obtain information and communicate with others, playing an increasingly important role in all aspects of daily life. However, due to the imperfect imaging system and unadvanced processing technology, images are subject to distortions, it is needed to build an image quality assessment (IQA) metric [1] , which is used for the image processing system's parameter optimization, performance evaluation and quality inspection, etc.
In general, based on the availability of a reference image, the IQA metrics can be divided into three classes, fullreference IQA (FR-IQA), reduced-reference IQA (RR-IQA) and no-reference/blind IQA (NR-IQA, or BIQA). The FR-IQA metrics are assumed that the reference image is available and have the highest quality, and the quality score of the test image is assessed by calculating the similarity or difference between the reference image and the test image, such as the widely-known metrics: SSIM [2] , FSIM [3] and GMSD [4] , etc. The RR-IQA metrics requires partial information of the reference image instead the actual reference image itself, the quality of the test image also was assessed by calculating the similarity between the test image and the partial reference image's information, such as the RR-SSIM [5] and RRED [6] , etc. However, in applications where the reference image and the distortion process are not available, the FR&RR models would be useless, meanwhile, the NR-IQA metrics can assess the image quality without the reference image, i.e., based on the test image itself. Hence, the development of NR-IQA metrics has become an important yet very challenging job.
Early NR-IQA metrics assume that the image quality is affected by one or several particular distortions, such as blur [7] , noise [8] or compression [9] , etc. Based on the known distortion type, such early NR-IQA metrics extract distortion-specific features for quality prediction, which suffers a great limitation. In contrast, the goal of general-purpose NR-IQA models is to predict an image's quality without any prior knowledge of the distortion type. Indeed, most of the general NR-IQA models are based on training and testing: extract the natural sense statistics (NSS) features from the training image set and using the support vector machine (SVM), convolutional neural network (CNN) or other learning methods to train a quality-prediction model, then extract the test image's statistic feature s and the quality score can be assessed by this quality-prediction model.
Moorthy and Bovik [10] proposed a two-step framework blind image quality index (BIQI), given a distorted image, scene statistics are extracted and used to explicitly classify the distorted image into one of n distortions; the same set of statistics are used to evaluate the distortion-specific quality. Following the same paradigm, Moorthy later extended BIQI to DIIVINE [11] using a richer set of statistic features. Saad et al. [12] trained a probabilistic model based on contrast and statistical features such as kurtosis and anisotropy in the DCT domain. Mittal et al. [13] used scene statistics of mean subtracted and contrast normalized (MSCN) coefficients to quantify possible losses of naturalness in the image due to the presence of distortions, thereby leading to a holistic measure of quality. Li et al. [14] proposed a method using statistical features in the shearlet domain, the mean of shearlet coefficient amplitudes is employed to predict the image quality. Xue et al. [15] adopted a set of gradient magnitude (GM) and Laplacian of Gaussian (LOG) features to train a quality prediction model. Mittal et al. [16] proposed a ''completely blind'' IQA model NIQE, which adopted a set of image's space domain natural sense statistic features to fitting a multivariate Gaussian (MVG) model without of human-rated score, and takes the distance of the MVG model's parameter as a measure of the image quality. Zhang et al. [17] extended the NIQE to IL-NIQE using a richer set of statistics features and a new pooling strategy. Hou et al. [18] propose a NR-IQA model, which extract the NSS feature and using a deep learning model to learn qualitative evaluations directly and apply a designed quality pooling to convert the qualitative labels into scores. Gao et al. [19] extract the statistic features and using learning to rank to predict perceptual image quality scores from preference image pairs. Liu et al. [20] studying the quality relevance of the relative gradient orientation and deploy a relative gradient magnitude feature which accounts for perceptual masking and utilize an adaboosting backpropagation (BP) neural network to map the image features to image quality.
Most existing statistical-based IQA models [12] - [18] extract the statistic features in spatial or transform domain, which consider the different locations or areas with same importance. However, human visual system (HVS) has different perception for different locations in one image, thus, a good IQA model should consider the HVS's perceptual characteristics. From the viewpoint of information theory, Rigau et al. [21] proposed a new image description method which has a good consistency with human visual psychology: abstracted image pixel's brightness and position into saliency information, specific information and entanglement information. According to the proposed, an IQA model based on statistic features of image information is proposed. Firstly, the image is decomposed into a non-overlapping region set that have minimum intra-regional diversity and maximum interregional diversity, and transformed into the saliency information, specific information and entanglement information.
Then considering the perception characteristics of human visual system, e.g. the center-surrounded of the receptive field and the contrast-gain masking process, have an important influence on the image quality's evaluation, the statistic features of the above image information were employed to describe the image local contrast, structure, multi-scale and multi-direction properties, include the mean subtracted and contrast normalized (MSCN) features, the gradient magnitude (GM) features and the Laplacian of Gaussian (LOG) features, which is closely related to image perceptual quality. Finally, the mapping relationship between the statistic features and the human subjective perception is established and used to measure the image quality.
The rest of this paper is organized as follows. Section II presents in detail the proposed IQA model. Section III presents the experimental results, and Section IV concludes the paper.
II. THE PROPOSED IMAGE QUALITY ASSESSMENT MODEL
In this section, an IQA metric based on statistic features of image information is proposed. Firstly, a non-overlapping segmentation set is acquired to build the relation with image pixels, and the image is abstracted into the saliency information, specific information and entanglement information using the information theory. Then, the statistic features of these information is measured to describe the image local contrast, structure, multi-scale and multi-direction properties. Finally, the statistic features are mapped into image quality. The algorithm framework shown in Fig. 1 .
A. IMAGE PARTITION
To build the correlation between the image pixel's brightness and composition, using the image partition method proposed by Rigau et al. [22] , an information channel between the luminance histogram B (input) and the regions of the image R (output) is established, which decomposed the image into a non-overlapping region set R. The portioning algorithm progressively splits the image at each step and using mutual information (MI) gain maximization principle to determine the best location.
Given The MI between B and R is given by: which represents the shared information between B and R.
For an input image I , we random select a split location and divide the image region into two regions R 1 , R 2 , the maximum MI gain between R 1 and R 2 is defined as:
For an input image I , takes the full image as the initial partition and progressively subdivides it: according to the maximum MI gain principle to determine the best split location and divided the image into two patches, repeat the above process and finally we can get the image region set R = {r 1 , r 2 , . . . , r t }, t is the regions' number, the information channel B → R, as shown in Fig. 2 , and the corresponding information channel R → B. 
B. TRANSFORMATION OF IMAGE INFORMATION
After dividing the image, the information channel B → R and R → B are got, as shown in section A, the MI between B and R expresses the degree of correlation or the information transfer between the set of brightness bins and the regions of the image. Here, decomposed the MI in different ways and transfer the image into three different information measures to show how information is distributed in the image, i.e., the saliency information, the specific information and the entanglement information.
1) THE SALIENCY INFORMATION I
High values of I 1 (b;R) express a high surprise and identify the most salient pixels;
A large value of I 2 (b;R) means that we can easily predict a region given the brightness b;
A large value of I 3 (b;R) means that the specific information I 2 (r; B) of the regions that contain the brightness b are very informative. In summary, I 1 , I 2 , and I 3 represent three different ways of quantifying the information associated to a brightness value b and to a region r.
C. EXTRACTION OF THE STATISTIC FEATURES ON IMAGE INFORMATION
Previous studies have shown that image quality distortions are well characterized by features of local structure [2] , contrast [15] , multi-scale and multi-orientation decomposition [20] . Using these considerations, we extract a series of statistic features on image information to build the IQA metric. Specifically, the MSCN coefficient to characterize structural properties, the Gradient Magnitude (GM) to capture local contrast properties and the Laplacian of Gaussian (LOG) to extract quality-related multi-scale and multiorientation properties. Overall, three types of features were extracted on the saliency information I 1 , specific information I 2 and entanglement information I 3 , respectively, these image information were denoted as I t , t = 1, 2, 3.
1) MEAN SUBTRACTED AND CONTRAST NORMALIZED (MSCN)
Ruderman [23] found that the mean subtracted and contrast normalized (MSCN) of a natural gray-scale photographic image conform to a Gaussian distribution. Similar, for the image information I t , we also observed that its MSCN conform to the Gaussian distribution. Fig. 3 . shows the effectiveness of the MSCN coefficients, which are sensitive for the image distortion. The normalization process can be described as:
where i and j are spatial coordinates, and µ t (i, j), σ t (i, j) are the local mean and contrast for each image information. A zero-mean GGD were used to model the histogram distribution of I t (i, j) in the presence of distortion. The density function associated with the GGD is given by:
where β = σ The shape parameter α controls the 'shape' of the distribution while σ 2 control the variance, they are effective features to measure the image distortion.
For image information I t , we estimate two parameters (α, σ 2 ) from a GGD fit of the MSCN coefficients, and we can get a feature vector f 1 :
2) GRADIENT MAGNITUDE (GM) AND LAPLACIAN OF GAUSSIAN (LOG)
Luminance discontinuities convey most of the structural information of a natural image, and they can be effectively detected from the responses of the GM and LOG operators. For the image information I t , its GM map can be computed as:
where ⊗ is the linear convolution operator and h d , d ∈ {x, y}, is the Gaussian partial derivative filter applied along the horizontal (x) or vertical (y) direction:
Similar, the LOG map for image information I t is: where
. (12) To remove local correlations, a joint adaptive normalization operation (JAN) were used to normalize the GM and LOG channels.
where
where ε is a small positive constant to ensure the denominator is positive, i, j is a local window centered at (i, j), ω(l, k) are positive weights satisfying l, kω(l, k) = 1. Fig. 4 shows the effectiveness of the joint empirical distribution of G I t and L I t , which are sensitive for the image information distortion and can be used to design the IQA model. We quantize G I t into M levels {g 1t , g 2t , . . . , g Mt }, and L I t into N levels {l 1t , l 2t , . . . , l Nt }, and denote G I t by G t , L I t by L t . The joint empirical probability function of G t and L t can be denoted by:
In order to further sparse the statistic features, we use the marginal probability functions of G I t and L I t to replace Km, n t as the quality-related features, denoted by P Gt and P Lt , respectively:
Then for image information I t , we can get another feature vector f 2 :
In summary, for each image, combine the f 1 and f 2 , we can get a feature vector F with a 3×(2 + M + N ) dimension:
D. THE THE TRAINING OF IQA MODEL
Given the training image set, the feature vector set is calculated, and we adopt support vector regression (SVR) to find the mapping function between the feature set and perceptual quality score. The mapping function can be described as:
where ϕ(F) is the RBF kernel, W is the weighting vector and γ is the bias parameter. Then for each test image, after its feature vector F are obtained, we can use this mapping function to get its quality score Q.
III. EXPERIMENTAL RESULTS
To validate the effectiveness and robustness of the proposed method, we compare the performance of the proposed framework with existing IQA methods, we underwent the following experiments: consistency experiment, robustness experiment, cross-database performance experiment, features contributions experiment, information performances experiment and rationality experiment. The experiment were tested on the LIVE [24] database (779images, include 5 types of distortion), TID2013 [25] database (3000 images, include 24 types of distortion) and CSIQ [26] database (600 images, include 6 types of distortion).
A. CONSISTENCY EXPERIMENT
In this part, we conduct the consistency experiment to compare the validity of the proposed with the existing IQA metrics like PSNR [27] , SSIM [2] , BIQI [10] , DIIVINE [11] , BLINDS2 [12] and BRISIQUE [13] . The Spearman rank order correlation coefficient (SRCC) and Pearson correlation coefficient (PLCC) were employed to evaluate the performance of the competing IQA methods, a better objective IQA index is expected to have higher SRCC and PLCC values. The consistency experiment's results can be seen in Table 1 , we can find that the proposed IQA algorithm has a good consistency with subjective perception values and achieves a competed performance with the state-of-the-art IQA metrics [10] - [13] . 
B. ROBUSTNESS EXPERIMENT
We randomly divided the data into ten parts, and random select the one to nine parts of data as training and the remaining data as testing. Further, we repeat this random train-test procedure 1000 times and report the median of the performance across these 1000 iterations (TID2013 database select the Gblur, Noise, JPEG and JP2K distortion). As shown in Fig. 5 , an excellent performance can be gained (PLCC over 0.8) when the training set is 10%, and with the increase of training data, the performance gradually increased, which indicates the proposed IQA algorithm has a good robustness on three image database. 
C. CROSS-DATABASE PERFORMANCE EVALUATION
In the consistency experiment, the training dataset and test dataset were drawn from the same database, a good learningbased NR-IQA model should be applicable to images in other database. Therefore, to test the generalization capability of the proposed model, we training the NR-IQA model on one database, then test them on another database. Specifically, the NR-IQA model were trained on LIVE database and test on TID2013 database and CSIQ database, we also trained on TID2013 database then test on another two database. The results were compared with four NR-IQA models, as shown in Table 2&Table 3. From the results in Table 2 , 3, we can found the proposed model performed well, especially when trained on TID2013 database and test on LIVE database, the proposed algorithm achieved best PLCC&ROCC scores compared with another NR-IQA models, which indices the generalization of the proposed algorithm.
D. PERFORMANCE ON INDIVIDUAL DISTORTION TYPES
Although our proposed method is not designed for specific distortion types, it is interesting to know its performance on each individual distortion types. Here, we test our method on TID2013 database and compared with four NR-IQA methods, the same train-test procedure as in previously experiments was employed, and the results are shown in Table 3 . For brevity, we only present the ROCC results, the best two results are highlighted in bold and list the hit-count (the number of times ranked in the top 2 on each distortion) at the bottom of the table. From the results presented in Table 3 , we can make the following observations. First, for the 24 groups of distortion types in the TID2013 database, the proposed model had the highest hit-count (17 times) and delivers very promising results. Second, on several special distortion types on TID2013 database, such as # 12, #14, #17 and #18 distortion type, all the NR-IQA models achieves a bad results, that's maybe because of the existing NR-IQA models are hard to characterize these distortion types. In the future work, we will pay more attention on these ''hard'' distortion types.
E. THE EVALUATION OF SINGLE INFORMATION PERFORMANCES
To verify which image information pay the biggest contribution to the proposed algorithm, we extract the statistical features on a single image information and assess the performance on LIVE database II, respectively. Table 4 shows the PLCC&ROCC values of each types of information on LIVE database II. As shown in the Table 4 , we can observed that the entanglement information pay the biggest contribution for the algorithm's performance, that's mainly because that the entanglement information takes the most of the structure information and image detail, which can well reflect the image distortion.
F. RATIONALITY EXPERIMENT
To verify the rationality of the proposed algorithm, we choose the Einstein image with different distortions, which are blurring (with smoothing window of W×W), additive Gaussian noise (mean=0, variance=V), impulsive Salt-Pepper noise (density=D), and JPEG compression (compression rata=R). Fig. 6 illustrates the prediction trend of the four sets images with different quality. It can be observed that the proposed method prediction trend drops with the increasing of different types of distortions' intensity, which proves the rationality of the proposed framework.
IV. CONCLUSIONS
In this paper, a novel IQA model based on image information is proposed. Firstly, the image is transformed into three image information based on the information theory. Then the statistic features include MSCN, GM and LOG features are extracted from the image information, and using these features to describe the image information's local contrast properties, the structural properties, the multi-scale and multi-direction properties. Finally, the mapping relationship between the image information statistic features and the human subjective perception is established, and the quality evaluation model is formed. Experiments show that the algorithm has a high consistency with the subjective perception of human beings, and it is proved that the statistic features on image information is effective.
