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1 Introduction
1.1 Contexte
L’informatique est née de l’étude et de la formalisation du calcul. Dès l’antiquité,
des nécessités concrètes ont requis l’étude de longueurs, de surfaces, de volumes,
de grandeurs numériques. Les mathématiques émergèrent de la recherche systéma-
tique de propriétés sur ces objets. Les démonstrations rigoureuses ont nécessité la
définition formelle de concepts comme le rectangle, le cercle, plus tard l’équation,
la fonction numérique, etc.
Ces manipulations requerraient des calculs et des raisonnements, lesquels furent
donc des outils centraux des mathématiques et des autres sciences, sans être vé-
ritablement des objets d’étude systématique et générale à part entière. Au dix-
neuvième siècle, la recherche des fondements des mathématiques, qui se manifeste
entre autres par le développement de la théorie des ensembles de Cantor, la vo-
lonté de réduire les mathématiques à la logique de Frege et certains des problèmes
de Hilbert, conduisent à des interrogations plus fines sur la nature du raisonne-
ment et du calcul. Naissent alors les controverses entre finitistes de Brouwer et les
hilbertiens. D’outils, certes importants, le raisonnement et le calcul deviennent des
objets d’étude qui doivent à leur tour être formalisés.
Les diﬀérentes approches pour formaliser la notion intuitive de calcul aboutissent
dans les années 1930 lorsque Gödel, avec Herbrand, Church et Turing proposent
chacun un modèle — fonctions récursives, lambda-calcul, machine de Turing —
de cette notion et qu’est démontrée l’équivalence entre ces trois modèles. La thèse
de Church postule que ce triple modèle est la bonne formalisation de la notion de
calcul, que ce qui est calculable au sens intuitif est ce qui est calculable au sens
de ces trois modèles. Car ces études montrent, théorème d’incomplétude de Gödel
et indécidabilité du problème de l’arrêt des machines de Turing en tête, que la vo-
lonté de Hilbert de réduire le raisonnement mathématique à des étapes de calcul
est irréalisable.
Si les incohérences de la théorie naïve des ensembles de Cantor ont pu être
contournées par les théories de Zermelo et Fraenkel, l’échec du projet hilbertien,
après celui de Frege, clôt une période qui se voulait être la finalisation, la formali-
sation totale et complète des mathématiques. Mais il ouvre la voie à une nouvelle
discipline, car si tout n’est pas calculable, il est pertinent d’étudier ce qui l’est. De
plus, les études menées sur les limites des modèles du calcul ont conduit Turing à
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décrire une machine universelle, un programme qui peut recevoir comme donnée
le texte d’un autre programme et l’exécuter.
À partir du dix-huitième siècle se développent également l’industrialisation et
l’usage de machines pour la production. Sont conçues et construites des machines
comme le métier à tisser de Jacquard (1801), dont la nouveauté est que le mouve-
ment complexe des diﬀérentes pièces mécaniques servant à la réalisation du motif
du tissu n’est plus provoqué manuellement par un artisan mais automatiquement
selon la position des trous d’une carte perforée. L’esprit humain n’intervient donc
plus de façon critique au moment de la production du motif mais au moment de
l’écriture d’un objet matériel destiné à provoquer le production. En cela, le métier
Jacqard se distingue de machines antérieures construites ou imaginées, comme la
Pascaline, qui servaient à réaliser un calcul numérique. C’est le lien avec la produc-
tion qui rend intéressant l’écriture d’un programme sur carte perforée : s’il est utile
de pouvoir lancer plusieurs fois la production d’un même tissu, exécuter plusieurs
fois un même calcul arithmétique ne présente pas d’intérêt.
Il est toutefois un domaine où programmer un calcul arithmétique pour une exé-
cution répétée est utile : la construction de tables de valeurs. Suivant Jacquard, Bab-
bage construit une machine analytique programmable par cartes perforées. Bab-
bage ne la destine qu’aux calculs de tables pour lequel il l’a conçue, mais Ada Love-
lace, qui écrivait les programmes, comprend que cette machine est capable d’eﬀec-
tuer des manipulations symboliques générales. Elle est considérée comme l’ancêtre
des ordinateurs actuels. Les progrès techniques permettront, dans les années 1940,
le remplacement de la vapeur par l’électricité et de certains engrenages par des
tubes à vide puis des transistors. Le principe reste le même : la machine est conçue
en vue d’une application déterminée, souvent le calcul de tables de valeurs, et on
entre les programmes sous une forme— un langage-machine — dont la lecture par
la machine provoque physiquement le comportement attendu.
Chaque programme, pensé par celui qui veut faire exécuter un calcul par la ma-
chine, doit être traduit en une suite d’instructions élémentaires du langage de la
machine. Cette opération est fastidieuse. Grace Hopper comprend qu’elle relève
du calcul, qu’elle peut donc être confiée à la machine à calculer et qu’il est perti-
nent de le faire : elle conçoit un programme dont l’entrée est la description d’un
programme dans un langage agréable et dont la sortie est un programme réalisant
la même tâche, mais exprimé dans le langage de la machine. Il s’agit du premier
compilateur.
Cela facilite l’écriture de programmes et, associé aux progrès techniques qui ré-
duisent le cout et l’encombrement des machines, donne le départ de l’expansion de
l’informatique que nous connaissons aujourd’hui.
Les programmes informatiques sont aujourd’hui présents dans tous les domaines.
Leur présence n’est plus seulement un ajout aux dispositifs préexistants, ils consti-
tuent souvent l’armature et le pivot des systèmes. Ils traitent des données impor-
tantes, et sont parfois le seul moyen de traitement de ces données. Le tissu pro-
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duit par le métier Jacquard pouvait être, et était, contrôlé indépendamment de tout
système informatique. Actuellement, les objets produits par l’industrie à l’aide de
machines pilotées par des programmes sont également contrôlés. Mais ce contrôle
s’appuie sur des mesures eﬀectuées par des appareils eux-mêmes pilotés par un
dispositif informatisé ou qui font l’objet d’un traitement informatique.
Les conséquences sont nombreuses. Une erreur de programmation a causé la des-
truction en plein vol d’une fusée Ariane. La plupart des signes monétaires n’ont
d’existence que dans les diﬀérents systèmes d’information des banques. Ce n’est
pas en bombardant— comme ç’avait encore été le cas à Osirak en 1981— les usines
de centrifugation que des tiers ont ralenti les activités d’enrichissement d’uranium
de l’Iran mais en exploitant, à l’aide du ver Stuxnet, un défaut du programme de
contrôle de ces machines.
La question de l’adéquation du comportement eﬀectif des programmes informa-
tiques avec leur comportement attendu se pose ainsi avec une acuité toujours plus
grande, et plus généralement celle de leur maitrise. Il s’agit également d’un en-
jeu de souveraineté nationale, le cyberespace étant désormais considéré comme un
théâtre d’opérations qui intersecte les théâtres d’opérations traditionnels — terre,
mer, air.
Pour autant, faut-il chercher à établir l’inviolabilité de tous les programmes ?
Yanis Varoufakis a été ministre des finances de la Grèce de janvier à juillet 2015.
Il a indiqué qu’en raison du fait que les systèmes informatiques de son ministère
étaient sous le contrôle des créanciers du pays, il avait dû trouver le moyen de s’y
introduire subrepticement, afin, le cas échéant, de mettre en œuvre des procédures
élaborées par le gouvernement investi de la légitimité populaire. Cela n’aurait pas
été possible si ces logiciels avaient été parfaitement sécurisés.
Cette question est en fait celle de la maitrise et du contrôle des systèmes d’in-
formation par les personnes qui sont chargées des traitements qu’ils mettent en
œuvre, et l’analyse des programmes contribue à cette maitrise parce qu’elle peut
aussi contribuer à la compréhension des systèmes.
1.2 Contributions
Nous proposons une nouvelle présentation de la complétion d’automate d’arbres
de [Gen09] et surtout une adaptation de cette méthode à la stratégie d’évaluation
en profondeur [GS12]. Cette adaptation permet une meilleure précision dans l’ana-
lyse des programmes qui s’exécutent avec cette stratégie, phénomène constaté ex-
périmentalement et établi formellement dans [GS15].
Nous présentons également une contribution pratique qui consiste en une implé-
mentation de notre méthode dans l’outil Timbuk [GV01]. Cette implémentation,
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encore prototypique, permet d’observer des résultats de notre méthode et de la
comparer à celle développée dans [CLM15].
Nous montrons enfin comment cette adaptation de la complétion d’automate à
la stratégie en profondeur s’inscrit dans un réseau de travaux qui peut déboucher
sur un analyseur de programmes fonctionnels par réécriture et automates d’arbres.
1.3 Plan
Après une introduction générale du problème d’atteignabilité (chapitre 2) et du
formalisme retenu pour aborder son étude (chapitre 3), nous passons en revue
quelques méthodes utilisées pour le résoudre et donnons une présentation de la
complétion d’automate de [Gen09] qui sert de base à notre contribution (chapitre 4).
Notre principale contribution théorique est présentée au chapitre 5. Nous com-
mençons par rappeler l’intérêt d’une adaptation des méthodes d’analyse aux straté-
gies d’évaluation et par expliquer quelles méthodes ont été mises en œuvre à cette
fin par d’autres auteurs (section 5.1). Après avoir rappelé les résultats classiques
préliminaires (section 5.2.1), nous présentons notre adaption de la complétion d’au-
tomate (section 5.2.2) puis montrons qu’elle jouit de théorèmes de correction et
précision semblables à ceux connus pour la méthode classique (section 5.2.3).
Le chapitre 6 traite des aspects pratiques. Nous rappelons tout d’abord les grandes
lignes du fonctionnement de l’outil Timbuk [GV01] (section 6.1), avant d’expri-
mer la façon dont notre contribution est actuellement implémentée (section 6.2).
Ceci nous donne l’occasion d’une comparaison avec la méthode de [CLM15] (sec-
tion 6.2.4).
Dans le chapitre 7, nous citons des travaux qui permettraient de franchir les
étapes restantes pour aboutir à une analyse de programmes OCaml [Ler+14] (sec-
tions 7.1 à 7.3). Nous indiquons aussi (section 7.4) comment la complétion d’auto-
mate peut s’inscrire dans le cadre théorique général de l’interprétation abstraite [CC77],
dont nous rappelons les grandes lignes en sections 7.4.1 et 7.4.2.
12
2 Vérification et atteignabilité
2.1 Les programmes
Un programme est la description d’un calcul à eﬀectuer par une machine. Il peut
être écrit directement dans le langage de la machine ou dans un langage, dit lan-
gage de programmation, destiné à être traduit automatiquement dans le langage
de la machine au moyen d’un autre programme appelé compilateur. Le langage
de programmation doit pouvoir être traité par les opérations calculatoires du com-
pilateur et doit donc proposer une syntaxe formalisée. Pour que le programmeur
sache quel programme écrire en vue du comportement qu’il souhaite, le langage
de programmation doit aussi proposer une sémantique précise correspondant à sa
syntaxe.
Il existe plusieurs types de styles syntaxiques. On peut décrire les programmes
par des graphes dont les sommets sont des instructions élémentaires et les arcs
représentent les passages possibles d’une instruction à l’autre. Cette représentation,
quoique non totalement linguistique, est une forme de langage de programmation.
Elle est par ailleurs toujours utilisée dans l’analyse des programmes sous le nom
de graphe de flot de contrôle. Les langages de programmation impératifs sont très
répandus. Ils reposent sur les concepts d’aﬀectation d’une valeur à une variable, de
séquence, de test et de boucle. Pour notre part, nous utiliserons des langages de
programmation dits fonctionnels. Ces langages connaissent également le test, mais,
dans l’acception restrictive que nous faisons nôtre ici, ni la séquence, ni la boucle,
ni l’aﬀectation. En revanche, il est permis de définir des fonctions récursives. Le
langage dans lequel nous exprimerons nos exemples est un fragment fonctionnel
du langage OCaml [Ler+14].
Il existe plusieurs types de sémantiques [Win93], qui décrivent avec plus ou
moins de précision le déroulement attendu de l’exécution des programmes. En pre-
mière approximation, la sémantique dénotationelle [Sch86] d’un programme est la
fonction mathématique dont ce programme réalise le calcul.
Exemple 1.
Le programme OCaml minimum de la figure 2.1 dénote une fonction mathéma-
tique dont on peut établir que c’est la fonction qui associe à une liste non vide le
plus petit de ses éléments.
[h] désigne une liste à un seul élément, noté h : notre fonction renvoie en ce cas
la valeur de cet unique élément. Pour une liste h::t n’ayant pas un seul élément, on
13
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1 let min x y =
2 if x < y then x else y
3
4 let rec minimum l = match l with
5 | [h] -> h
6 | h::t -> min h (minimum t)
Figure 2.1 – Un programme OCaml
note h sa tête et t sa queue ; on calcule le minimum de la queue à l’aide du même
programme, puis on synthétise. 1C
2.2 Correction et vérification
2.2.1 Spécification
Un programme est écrit pour répondre à un problème, exécuter une tâche. Pour
pouvoir espérer démontrer formellement que le programme a un comportement
conforme à ce qui est attendu, il faut d’abord formaliser cette attente. Tel est l’objet
de la spécification.
La spécification décrit les paramètres admissibles et le résultat souhaité, en fonc-
tion de ces paramètres. Le programme correspondant est censé décrire, en fonction
de ces mêmes paramètres, un calcul permettant d’obtenir ce résultat.
Exemple 2.
Une spécification pour l’exemple précédent indique que les valeurs admissibles
pour le paramètre l sont des listes non vides d’éléments ordonnés, et que le résultat
renvoyé est le plus petit de ces éléments. On peut restreindre la spécification à des
listes non vides d’entiers, par exemple. 2C
Étant donné des paramètres eﬀectifs, l’exécution du programme avec ces para-
mètres est correcte lorsqu’elle fournit le résultat attendu. Le programme est correct
lorsque son exécution est correcte pour tous les paramètres admis par la spécifica-
tion.
Parler du résultat issu de l’exécution de l’appel suppose que les étapes de calcul
qui s’enchainent dans cet appel s’achèvent à un moment : si le calcul se poursuit
indéfiniment, il n’y a pas de résultat. Il est donc également crucial de s’assurer
de la terminaison d’un appel. On dit d’un programme qu’il termine sans plus de
précision lorsque tous les appels autorisés par la spécification terminent.
Exemple 3.
L’appel minimum [4;8;7] termine et renvoie 4.
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L’appel minimum [] ne termine pas à proprement parler (une erreur se produit)
et on ne peut donc parler du résultat qu’il renvoie. Cependant, comme la liste vide
n’est pas une valeur admissible pour le paramètre l d’après la spécification donnée
de la fonction minimum, la non-terminaison de cet appel n’est pas un problème.
On peut démontrer que pour toute liste non vide l, l’appel minimum l se termine
(sans erreur) et renvoie bien le minimum des éléments de l. Le programme minimum
est donc correct. 3C
Vérifier qu’un programme termine est une tâche en général diﬃcile et l’établis-
sement de la preuve de terminaison est elle-même sujette à erreur du fait de sa
longueur et de sa complexité. Il est donc tentant d’automatiser le plus possible la
recherche de cette preuve.
Tel est l’objet des vérificateurs de programme : analyser des programmes afin de
prouver automatiquement des propriétés à leur sujet.
2.2.2 Problème de l’arrêt
La tâche de vérifier la terminaison des programmes ne peut être entièrement
automatisée. Elle peut l’être si on la restreint à des catégories restreintes de pro-
grammes, mais est insoluble dans sa forme générale.
Théorème 4 (Indécidabilité du problème de l’arrêt [Tur36]).
Soit la question : étant donné un programme P et x un paramètre concret pour ce
programme, l’exécution de P avec le paramètre x se termine-t-elle après un nombre
fini d’étapes ?
Il n’existe pas d’algorithme permettant de répondre à cette question. 4
Il en découle plus généralement la non-existence d’un algorithme général pour
déterminer si un programme donné vérifie une propriété donnée [Ric53].
C’est pourquoi les outils de preuve de programme sont utilisés comme suit : si
l’outil a réussi à prouver la propriété cherchée, c’est qu’elle est vraie ; si l’outil n’a
pas réussi à prouver la propriété, elle peut être fausse comme elle peut être vraie.
Ce point de vue est le contraire de celui adopté pour les tests : si le test détecte un
problème, c’est qu’il y en a un ; si le test ne détecte rien, il peut ne pas y avoir de
problème comme il peut y en avoir un.
2.3 Atteignabilité et non-atteignabilité
Nous souhaitons étudier et développer des méthodes qui assurent le bon compor-
tement des programmes, c’est-à-dire des méthodes de preuve. Une telle méthode
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vise à établir, étant donné un programme — un calcul à eﬀectuer — et une donnée
intiale, que les états successifs au cours du calcul resteront confinés au domaine des
états admissibles. Ou encore, qu’il n’est pas possible d’atteindre un mauvais état.
Il est donc pertinent d’exprimer l’ensemble des états de calcul qui peuvent être
atteints par un programme à partir d’un paramètre.
Exemple 5.
Reprenons le programme de la figure 2.1. Il est impossible d’eﬀectuer minimum [] :
cette expression est donc, pour ce programme, un « mauvais état », qui ne doit ja-
mais être atteint.
Ici, étant donné un état initial, par exemple minimum [4;8;7], on observe que
la définition de minimum conduit à se trouver dans des états comportant les termes
minimum [8;7] puis minimum [7]. Il résulte de la présence du premier cas dans le
match que minimum [7] fournit immédiatement un résultat ; on ne cherche pas à
évaluer minimum []. 5C
Mais un paramètre ne suﬃt pas pour obtenir une preuve : on doit considérer
comme point de départ l’ensemble des paramètres admissibles et déterminer les
états atteignables.
Exemple 6.
Pour le programme de la figure 2.1, prouver qu’on n’eﬀectue jamais minimum []
nécessite de considérer l’ensemble de toutes les listes non vides (d’entiers, si on a
posé cette restriction dans la spécification). 6C
Pour cela, nous devons nous donner un formalisme pour exprimer les états de
calculs, les ensembles de tels états et programmes. Nous utiliserons la réécriture.
Exemple 7.
L’évolution du calcul de minimum [4;8;7] peut se formaliser par
minimum([4;8;7])!min(4;minimum([8;7]))
!min(4;min(8;minimum([7])))
!min(4;min(8;7))
::: étapes omises
!min(4;7)
::: étapes omises
! 4:
La flèche indique que l’expression (ou terme) à sa gauche peut être réécrite en l’ex-
pression à sa droite. 7C
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3.1 Les systèmes de réécriture de termes
Nous exposons maintenant le formalisme qui est utilisé dans la suite de ce do-
cument. Les notions exposées ici sont classiques, on en trouvera des présentations
dans [BN98 ; Ter03].
Ce formalisme met en jeu des termes et des règles de réécriture agissant sur ces
termes. Un terme représente donc un état de calcul à eﬀectuer, tandis que les règles
de réécriture décrivent les transformations qui peuvent être apportées à cet état
pour faire progresser le calcul. Un terme auquel aucune règle de réécriture n’est ap-
plicable est appelé une forme normale ; cette notion recoupe celle de valeur. Ainsi,
ce sont les règles de réécriture qui donnent leur sens aux termes.
3.1.1 Termes
Les termes sont écrits à l’aide de symboles de fonctions, y compris les constantes,
et de variables. Cet alphabet de base est appelé signature. Les variables trouveront
leur rôle particulier dans la définition des substitutions.
Définition 8 (Signature).
Une signature est la donnée, pour chaque entier naturel k jusqu’à un maximum,
d’un ensemble fini de symboles, dit ensemble des symboles d’arité k, ainsi que d’un
ensemble au plus dénombrable dont les éléments sont appelés variables. Tous ces
ensembles sont deux à deux disjoints. L’ensemble des variables est usuellement
noté X . L’ensemble des symboles de fonction d’arité k est usuellement noté k, et
l’ensemble des symboles de fonctions, toutes arités confondues, est noté .
Une telle signature est notée (;X ). On note  au lieu de (;).
Les symboles de fonctions d’arité 0 sont appelés constantes. 8J
Remarque 9. Dans une signature, les ensembles k sont vides à partir d’un certain
rang, de sorte que , qui est leur réunion, est fini.
Dans toute la suite, (;X ) est une signature.
La notion de terme est assez rigide et impose le respect de l’arité des symboles
mis en jeu.
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Définition 10 (Terme).
On appelle terme sur la signature (;X )
— toute variable x 2 X ,
— toute constante c 2 0 et
— toute construction de la forme f (t1; : : : ; tk) où f 2 k et t1,. . . ,tk sont des termes
sur (;X ).
L’ensemble des termes sur la signature (;X ) est noté T(;X ). 10J
Avant de donner quelques exemples, nous exposons quelques notions classiques
sur les termes.
Définition 11 (Terme clos).
Un terme est dit clos lorsqu’il ne contient pas de variable. L’ensemble des termes
clos sur (;X ) n’est autre que l’ensemble des termes sur (;), noté T(). 11J
Définition 12 (Linéarité).
Un terme est linéaire lorsque chaque variable y apparait au plus une fois. 12J
Exemple 13.
Considérons la signature qui comprend un symbole f d’arité deux, un symbole
g d’arité un et un symbole c d’arité zéro. Le terme f (g(x); y) est linéaire : chaque va-
riable x et y apparait une seule fois. Le terme f (g(x);x) n’est pas linéaire : la variable
x apparait deux fois. Le terme f (g(c); c) est linéaire : la répétition de constantes ou
de sous-termes clos est autorisée. 13C
Définition 14 (Substitution).
Soit (;X ) et (0;X 0) deux signatures telles que 0  . Une substitution de (;X )
vers (0;X 0) est donnée par une application  : X  ! T(0;X 0) dont l’action, notée à
droite, s’étend en une fonction de T(;X ) vers T(;X 0) comme suit :
— si t est une constante, t = t,
— si t est une variable, t = (t) et
— si t = f (t1; : : : ; tk), alors t = f (t1; : : : ; tk). 14J
Remarque 15. Fréquemment, on s’abstient de définir  sur les variables de X qui
n’apparaissent pas eﬀectivement dans les termes auxquels elle est susceptible d’être
appliquée.
Pour parler avec précision des sous-termes d’un terme, il convient de définir la
notion de position.
Définition 16 (Position).
Une position est un mot sur l’alphabet N. Le mot vide est noté .
Soit t un terme. L’ensemble des positions de t, noté Pos(t), est défini par induc-
tion :
— si t est une variable ou une constante, Pos(t) = fg et
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— si t = f (t1; : : : ; tk), Pos(t) = fg [Ski=1fig:Pos(ti). 16J
Remarque 17. On dit de positions qu’elles sont parallèles si aucune n’est un pré-
fixe d’une autre, au sens des mots sur l’alphabet N.
Définition 18 (Sous-terme).
Soit t un terme et  2 Pos(t). Le sous-terme de t à la position , noté tj , est défini
par induction :
— si  =, alors on définit tj = t et
— si  = i: 0, alors nécessairement t est de la forme f (t1; : : : ; tk) avec k  i et on
peut définir tj = ti j 0 . 18J
Exemple 19.
Soit le terme t = f (g(x); f (c;y)). On a tj2:1 = c et tj1 = g(x). 19C
Définition 20 (Contexte).
Soit (;X ) une signature et  un symbole ne faisant partie ni de  ni de X . On
appelle contexte sur (;X ) tout terme de T(;X [fg) dans lequel  apparait exac-
tement une fois.
Soit C un contexte et t un terme. On note C[t] le terme obtenu en remplaçant 
par t dans C, c’est-à-dire C pour la substitution  : 7! t. 20J
Définition 21 (Remplacement).
Soit t un terme,  une position de t et s un terme. Soit C le contexte tel que
t = C
h
tj
i
. On note t[s] le terme C[s].
Soit f1; : : : ;ng est un ensemble de positions parallèles de t et fs1; : : : ; sng un en-
semble de termes. On note t[s1; : : : ; sn]1;:::;n au lieu de t[s1]1[: : : ]:::[sn]n .
Lorsque l’ensemble de positions et l’ensemble de termes sont indexés par un
même troisième ensemble I , on note t[si ; i 2 I]i ;i2I au lieu de t[fsi j i 2 Ig]fi j i2Ig. 21J
Exemple 22.
Soit le terme t = f (g(x); f (c;y)) et s = g(y). On a t[s]2:1 = f (g(x); f (g(y); y)) et t[t]1 =
f (f (g(x); f (c;y)); f (c;y)). 22C
3.1.2 Systèmes de réécriture de termes
Dans la section précédente, les termes sont considérés isolément ; les règles de ré-
écriture permettent d’exprimer les calculs qui peuvent être eﬀectués sur ces termes.
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Définition 23 (Système de réécriture de termes (TRS)).
Une règle de réécriture est un couple de termes (`; r) 2 T(;X )  T(;X ) tel que
` n’est pas une variable et toute variable de r apparait aussi dans `. Une telle règle
est notée `! r.
Un système de réécriture de termes est un ensemble de règles de réécriture.
Un système de réécriture R induit une relation sur les termes, dite relation de
réécriture, encore notée !R ou ! : pour tous termes s et t, s!R t si et seulement
s’il existe une règle ` ! r dans R, un contexte C et une substitution  tels que
s = C[`] et t = C[r].
Étant donné un ensemble de termes L, on note R(L) = ft j 9s 2 L;s!R tg. 23J
Remarque 24. Nous n’appliquerons la réécriture qu’entre termes clos. En particu-
lier, les substituions  seront de (;X ) vers T() et les contexte C seront sur T().
Définition 25 (Forme normale).
Un terme t est une forme normale pour le système R si R(ftg) = .
On note Irr(R) l’ensemble des formes normales de R. 25J
Exemple 26.
Considérons la même signature que dans l’exemple 13 et soit R le système de
réécriture constitué des règles
f (g(x); g(y))! f (x;y)
f (c;g(y))! g(y)
f (g(x); c)! g(x)
f (c;c)! c:
Les formes normales sont la constante c et tous les termes de la forme gn(c) pour
n 2 N :
Irr(R) = fgn(c) j n 2 Ng :
Au travers de cet exemple, on constate que les formes normales des systèmes de
réécriture correspondent aux valeurs de la sémantique des programmes : la réécri-
ture d’une expression complexe f (gm(c); gn(c)) jusqu’à une forme normale corres-
pond au calcul de la valeur de la fonction f en l’argument gm(c); gn(c). Le terme gn(c)
peut être vu comme une représentation de l’entier naturel n. L’appel f (gm(c); gn(c))
calcule la valeur absolue de m n. 26C
Les questions d’existence et d’unicité de la valeur trouvent leur traduction dans
les notions de terminaison et de confluence des systèmes de réécriture. Avant de les
exposer, posons quelques notations.
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Définition 27.
On note!R, ou! s’il n’y a pas d’ambigüité, la clôture réflexive et transitive de!R.
Pour L un ensemble de termes, on note R(L) =
n
t
 9s 2 L;s!R to et R!(L) =
R(L)\ Irr(R).
Les éléments de R!(ftg), quand il y en a, sont appelés des formes normales de t
(pour R). 27J
Remarque 28. Pour tout ensemble de termes L, on a R(L)  L.
Définition 29 (Terminaison).
Un système de réécriture R est dit terminant s’il n’admet pas de chaine de réduc-
tions infinie. 29J
Lemme 30.
Pour un système terminant R, pour tout terme t, R!(ftg) , , c’est-à-dire que tout
terme admet au moins une forme normale. 30
Définition 31 (Confluence).
Un système de réécriture R est dit confluent si pour tous termes s; t1; t2 tels que
t1; t2 2 R(fsg), R(ft1g)\R(ft2g) , . 31J
Lemme 32.
Pour un système confluentR, tout terme t admet au plus une forme normale. 32
Précisons le lien entre les formes normales et les valeurs. Il est classique de dis-
tinguer, parmi les symboles de fonction de la signature, ceux dont les règles du
système de réécriture considéré donnent une définition.
Définition 33 (Symbole défini, symbole constructeur, terme constructeur).
Soit (;X ) une signature et R un système de réécriture sur cette signature. Soit f
un symbole de fonction. On dit que f est un symbole défini (par R) s’il existe une
règle ` ! r de R telle que f est le symbole de tête de `. Sinon, on dit que f est un
symbole constructeur.
On note C l’ensemble des symboles constructeurs. On appelle terme constructeur
un terme construit sur la signature (C;X ). 33J
Exemple 34.
Dans l’exemple 26, f est un symbole défini tandis que c et g sont des symboles
constructeurs. 34C
Lemme 35.
Tout terme constructeur est une forme normale, c’est-à-dire Irr(R)  T(C). 35
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Les formes normales attendues sont les termes constructeurs. Cependant, il se
peut qu’une définition donnée par R ne soit pas complète. Ainsi, dans l’exemple 26,
si l’on omet la règle f (c;g(y))! g(y), alors le terme f (c;g(c)) est une forme normale
car aucune règle ne peut lui être appliquée, et ce bien qu’il s’agisse d’un terme
constructeur.
Définition 36 (Complétude suﬃsante).
On dit d’un système de réécriture qu’il est suﬃsamment complet si l’ensemble
de ses formes normales coïncide avec l’ensemble de ses termes constructeurs, c’est-
à-dire Irr(R) = T(C). 36J
Enfin, signalons que les systèmes de réécriture permettent d’exprimer tous les
algorithmes.
Théorème 37.
Le formalisme des systèmes de réécriture de termes est Turing-complet. 37
3.2 Correction et atteignabilité
Le théorème 37 exprime que tous les programmes peuvent être représentés par
des systèmes de réécriture de termes. Ce formalisme fournit donc un cadre possible
pour l’étude de leur correction.
Un terme représente l’état courant de l’exécution d’un programme, c’est-à-dire
le calcul qui reste à faire. On peut donc déterminer des termes qui correspondent
à des calculs qui ne devraient pas se présenter, comme une division par zéro. Ces
mauvais termes ne doivent pas apparaitre dans l’ensemble des étapes de l’exécution
d’un programme correct.
Le problème de correction se traduit donc en un problème de (non-)atteignabilité.
Étant donné un système de réécritureR qui représente un programme, un ensemble
de termes L0 qui représente les états initiaux considérés pour le démarrage de l’exé-
cution du programme et un ensemble de termes Lb qui représente les états corres-
pondant à des erreurs, a-t-on R(L0)\Lb =  ?
Dans le chapitre suivant, nous expliquons les écueils auxquels chacun doit faire
face pour résoudre ce problème ainsi que les solutions qui ont été proposées.
3.3 Linéarité
Nous serons amenés à faire des hypothèses de linéarité à gauche sur les systèmes
de réécriture que nous traiterons. Quelles sont les restrictions apportées par ces
hypothèses ?
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Définition 38 (Linéarité à gauche, à droite).
Soit R un système de réécriture. On dit que R est linéaire à gauche si pour toute
règle ` ! r de R, le terme ` est linéaire. On dit que R est linéaire à droite si pour
toute règle `! r de R, le terme r est linéaire. On dit (parfois) qu’un système R est
linéaire s’il est linéaire à gauche et linéaire à droite. 38J
La linéarité à gauche n’est pas une contrainte gênante pour qui veut utiliser des
TRS pour représenter des programmes fonctionnels (elle l’est cependant si l’on
souhaite par exemple décrire et vérifier des protocoles cryptographiques, comme
dans [GK00]). En eﬀet, le membre gauche d’une règle de réécriture correspond,
dans cette optique, à la donnée des paramètres formels de la fonction. Il est alors
naturellement linéaire.
En revanche, une contrainte de linéarité à droite limite l’expressivité : il est im-
possible de parler plus d’une fois d’un même paramètre formel dans le corps de la
fonction.
Exemple 39.
La fonction suivante
1 let f x y z = if x = y then x else z
pourrait se traduire, dans un cadre approprié, par le système de réécriture suivant
f (x;y;z)! if (eq(x;y);x;z)
if (true;x;y)! x
if (false;x;y)! y
eq(x;y) : : : défini de façon à se réduire à true ou false
qui est linéaire à gauche mais pas à droite, à cause de la première règle. 39C
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4 Résolution du problème
d’atteignabilité
Le théorème 37 énonce que les systèmes de réécriture sont un formalisme Turing-
complet, il n’est donc pas étonnant que les problèmes d’indécidabilité de la sec-
tion 2.2.2 y trouvent leur traduction.
Chacun des problèmes suivants est indécidable :
1. étant donné un TRS R, dire s’il est terminant ;
2. étant donné un TRS R, dire s’il est confluent ;
3. étant donné un TRS R et deux termes s et t, dire si s!R t.
Ainsi, la donnée d’un ensemble de termes sous la forme R(L) n’est pas une des-
cription eﬀective, faute de pouvoir décider quels sont les termes de cet ensemble.
Il est illusoire d’espérer décider si un tel ensemble contient des « mauvais termes »,
comme proposé en section 3.2 !
4.1 Régularité
Pour répondre à ce problème, nous allons maintenant présenter le formalisme
des automates d’arbres [Com+08]. La notion d’automate d’arbres est analogue à
celle d’automate de mots, et il en découle une notion de régularité analogue à celle
qu’on trouve dans le cas des mots sur un alphabet. Ce formalisme présente l’avan-
tage d’être conforme à la structure arborescente des termes.
Nous allons disposer de théorèmes sur les langages réguliers qui nous permet-
tront de décider la vacuité de leurs intersections et donc de tenter de donner une
réponse au problème d’atteignabilité.
Définition 40 (Automate d’arbre).
Soit  une signature. Un automate d’arbres A sur  est donné par
— un ensemble fini d’états Q,
— un ensemble de delta-transitions de la forme f (q1; : : : ;qk)  q0 où k est un
entier naturel, f 2 k et q1; : : : ;qk ;q0 2Q,
— un ensemble d’epsilon-transitions de la forme q q0, où q;q0 2Q et
— une partie QF de Q dont les éléments sont appelés états terminaux.
Une configuration de A est un terme de T(;Q). 1
1. En particulier, les termes clos sur  sont des configurations de tout automate sur .
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Étant donné deux configurations c et c0 d’un automate A, on dit que A reconnait
c en c0 (en une étape) s’il existe un contexte sur (;Q) et une transition    0 de
A tels que c = C[] et c0 = C[ 0]. Cette relation est encore notée ouA. On note
par une étoile sa clôture réflexive et transitive. 40J
Définition 41 (Langage).
On appelle langage sur  tout ensemble de termes clos sur . 41J
Définition 42 (Langage reconnu, langage régulier).
SoitA un automate sur . Pour tout ensemble X d’états de A, on noteL (A;X) =n
t 2 T()  9q 2 X;tA qo. On dit que L (A;X) est le langage reconnu par A en X.
Si X = fqg, on noteL (A;q) au lieu deL (A; fqg).
Si l’ensembleQF des états terminaux deA a été précisé, on noteL (A) =L (A;QF)
et on appelle ce langage le langage reconnu par A.
On dit d’un langage qu’il est régulier s’il est reconnu par un automate d’arbres. 42J
Remarque 43. La notion d’état final sert donc seulement à parler du langage re-
connu par l’automate avec une notation plus légère : L (A) au lieu de L (A;QF)
pour QF déterminé.
Cependant, dans ce document, nous nous intéresserons aux langages reconnus
par les automates en chacun de leurs états et pas seulement en leurs états finaux.
En conséquence, la notion d’état final sera peu utilisée, et il pourra arriver qu’on ne
précise pas, dans un automate, quels sont les états finaux.
Exemple 44.
Considérons une signature  comprenant deux symboles de constantes c et d,
un symbole de fonction unaire g et un symbole de fonction binaire f . Construisons
un automate d’arbres qui reconnait le langage
L = ff (gm(c); gn(d)) j m 2 N;n 2 Ng :
Sont à construire un ensemble d’états Q, une partie Qf de Q pour les états termi-
naux et une relation de transition .
Il nous faut un état pour reconnaitre chacune des deux constantes (il ne peut
s’agir dumême, sinon on ne pourrait pas distinguer f (g(c); g(c)) et f (g(c); g(d))). Soit
donc les états et les transitions c! qc, d ! qd . Une fois qu’on a lu un c, composer
formellement par g ne change rien vis-à-vis de L : prenons donc g(qc) ! qc. En
revanche, les arbres que nous voulons accepter doivent avoir au moins un g(: : : )
dans le deuxième argument de f : il faut distinguer la présence d’un g, soit donc
l’état qg(d) et les transitions g(qd)! qg(d) et g(qg(d))! qg(d). Enfin, soit f (qc;qg(d))!
qf . On prend doncQ = fqc;qd ;qg(d);qf g,Qf = fqf g et  comme indiqué ci-dessus. Les
transitions initiales sont c! qc et d! qd .
Une exécution de cet automate sur l’arbre f (g(c); g(d)) est représentée en figure 4.1.
44C
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
A
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qf
Figure 4.1 – Une exécution de l’automate de l’exemple 44
Exemple 45.
Considérons la signature  qui comprend les symboles d’arité zéro nil et 0, les
symboles d’arité un succ, pred et filter et le symbole d’arité deux cons. Nous souhai-
tons que 0 représente in fine l’entier zéro, succ l’opération successeur sur les entiers,
pred l’opération prédécesseur, et que nil représente la liste vide et cons le construc-
teur de listes d’entiers. Enfin, filter est censé représenter la fonction qui élimine tous
les zéros d’une liste d’entiers. Cela nous conduit à définir un système de réécriture
R composé des règles suivantes.
filter(nil)! nil;
filter(cons(succ(X);Y ))! cons(succ(X);filter(Y ));
filter(cons(pred(X);Y ))! cons(pred(X);filter(Y ));
filter(cons(0;Y ))! filter(Y );
pred(succ(X))! X;
succ(pred(X))! X
Nous souhaitons étudier les descendants parR du terme filter(cons(pred(succ(0));nil)),
qui représente l’appel du filtrage des zéros sur une liste à un élément qui est (sé-
mantiquement) l’entier zéro mais écrit comme le prédécesseur de 1. Considérons
pour cela l’automate A0 sur la signature  comprenant les états qn, q0, qs, qp, qc et
qf et les transitions
nil qn
0 q0
succ(q0) qs
pred(qs) qp
cons(qp;qn) qc
filter(qc) qf
On a
L (A0;qf ) = ffilter(cons(pred(succ(0));nil))g
et
R(L (A0;qf )) = ffilter(cons(0;nil)); cons(pred(succ(0));filter(nil))g:
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On voit au travers de cet exemple que la réécriture générale produit des résultats
qui ne sont pas conformes à l’intention qui était la nôtre en concevant le système
R. 45C
Il est facile de concevoir un automate dont un certain état q ne reconnait aucun
terme : il suﬃt par exemple qu’aucune transition n’aboutisse à q. Mais un tel état
est alors inutile et il vaut mieux le supprimer. La notion d’accessibilité formalise
cela.
Définition 46 (Accessibilité dans les automates).
Soit A un automate et q un état de A. On dit que l’état q est accessible s’il recon-
nait au moins un terme, c’est-à-dire siL (A;q) , .
On dit d’un automate A qu’il est accessible si tous ses états le sont. 46J
Lemme 47.
Étant donné un automate, on peut construire un automate accessible qui recon-
nait le même langage. 47
Sans rappeler tous les résultats classiques sur les langages réguliers d’arbres [Com+08],
disons qu’ils sont également analogues à ceux qu’on connait sur les langages régu-
liers de mots. En particulier :
Lemme 48.
L’intersection de deux langages réguliers est un langage régulier, et on sait eﬀec-
tivement construire un automate la reconnaissant.
On sait décider si le langage reconnu par un automate est vide. 48
Remarque 49. Par récurrence, on peut établir que l’intersection d’un nombre fini
de langages réguliers est un langage régulier (il en va de même pour l’union). Ce-
pendant, la classe des langages réguliers n’est pas stable par intersection ni par
union quelconque. Ainsi, pour n entier naturel, le langage Ln = fg(f n(c); f n(c))g est
régulier (car fini), mais le langage fg(f n(c); f n(c)) j n 2 Ng, qui est la réunion de tous
les langages Ln, n’est pas régulier.
Remarque 50. Il arrivera que des transitions portent des couleurs, R ou E, dont la
signification sera introduite au fur et à mesure. Il arrivera aussi qu’étant donné un
automate A dont certaines transitions portent la couleur R, nous voulions considé-
rer l’automate auquel on a retiré les transitions portant cette couleur. Cet automate
est noté AR.
4.2 Préservation de la régularité
Tout langage n’est pas régulier. Aussi, se placer dans le cadre des langages ré-
guliers peut apparaitre restrictif. Cela ne l’est pas vraiment en pratique pour ce
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qui concerne la définition du langage initial L0. La restriction apparait dans la dé-
finition de l’ensemble des termes d’erreur Lb : nous ne pourrons vérifier que des
propriétés régulières. Ainsi, il n’est pas possible de construire un langage régulier
Lb qui représenterait l’ensemble des nombres premiers, ou encore un langage du
type
n
g(f k(c);h`(d))
 k , `o qui pourrait être utilisé pour assurer qu’un programme
renvoie deux objets (par exemple des listes) de même taille. Cependant, le cadre
régulier couvre de nombreux cas.
La diﬃculté principale à laquelle nous sommes confrontés réside plutôt dans
la régularité de R(L0). En eﬀet, nous savons décider la vacuité de l’intersection
de deux langages, à condition qu’ils soient tous deux réguliers. La régularité de
Lb étant supposée, de nombreux auteurs se sont intéressés à la transmission de la
régularité de L0 à R(L0). Cette propriété, la préservation de la régularité par un
système de réécriture, est indécidable [GT95] et a toutes les chances d’être fausse
dès que le système comprend une règle dont le membre droit n’est pas linéaire.
Exemple 51.
Considérons la signature composée du symbole d’arité zéro c, des symboles d’arité
un s et f et du symbole d’arité deux g. Soit R le système constitué de la seule règle
f (x)! g(x;x) et soit L0 =
n
f (sk(c))
 k 2 No. Le langage L0 est régulier, mais
R(L0) =
n
g(sk(c); sk(c))
 k 2 No
ne l’est pas. Ainsi, R ne préserve pas la régularité. 51C
De nombreuses classes ont été étudiées au cours des trois dernières décennies
par de nombreux auteurs [Tak04 ; Coq+91 ; Rét99] ; Genet en donne une hiérarchie
dans [Gen09]. Ces classes sont définies par des restrictions sur la forme des règles
de réécriture ; toutes imposent que les membres droits des règles soient linéaires.
Il s’agit d’une restriction forte pour la représentation de programmes fonctionnels,
comme indiqué en section 3.3.
4.3 Surapproximation : complétion d’automate
La démarche dans laquelle s’inscrit ce travail consiste non à tenter de traiter le
cas où R(L0) est régulier, mais à construire un langage régulier K tel que K  R(L0),
c’est-à-dire une surapproximation régulière de ce dernier ensemble.
Une telle surapproximation n’existe pas toujours [BH08].
Pour construire une telle surapproximation, il est pertinent de compléter l’auto-
mate reconnaissant le langage initial L0. C’est l’objet des travaux menés depuis 20
ans par Thomas Genet et ses équipes successives [Gen97 ; Gen09 ; GR10 ; Boy10].
Les méthodes de complétion d’automate d’arbres connaissent plusieurs variantes et
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plusieurs formalisations. L’objectif de ce document n’est pas de les recenser, mais de
présenter la variante récente servant de base à la nôtre dans un formalisme adapté,
jetant les bases d’une possible unification des diﬀérentes présentations en usage.
Partant d’un automate donné A, une étape de la procédure de complétion de A
selon une règle ` ! r d’un système de réécriture R consiste à énumérer les confi-
gurations de A de la forme ` (où l’on a remplacé les variables de ` par des états
de A), à vérifier, pour chacune d’elle, si cette configuration est reconnue par A en
un état q (` A q) et, dans l’aﬃrmative, à regarder le comportement de A sur la
configuration r . Si l’automate A ne reconnait pas r en le même état q, la procé-
dure de complétion rajoute les transitions nécessaires pour ce faire. Cette étape est
itérée jusqu’à ce que l’ajout de nouvelles transitions ne soit plus nécessaire.
La terminaison de ce procédé n’est pas garantie en général, mais on montre que
s’il termine, alors il fournit nécessairement un automate reconnaissant une surap-
proximation K de l’ensemble R(L0).
Avant d’exposer formellement la complétion d’automate d’arbres, nous devons
aborder quelques notions supplémentaires.
4.3.1 Préliminaires
4.3.1.1 Normalisation d’une transition d’automate
Ajouter une transition à un automate est une chose aisée. Mais tout n’est pas
transition d’automate ! Il résulte de la définition 40 que le membre gauche d’une
transition (ce qui est reconnu en une étape) doit être soit un état (cas des epsilon-
transitions), soit une constante ou une configuration de la forme f (q1; : : : ;qk) où les
q1; : : : ;qk sont des états (cas des delta-transitions). Ainsi, aucune transition ne peut
avoir pour membre gauche une configuration aussi compliquée que f (q1; a) où a est
une constante, ni f (g(q);h(q1;q2)).
Il y a donc lieu de procéder par étapes, c’est ce qu’on appelle la normalisation.
Cette procédure consiste à décomposer progressivement la configuration à traiter
et à introduire de nouveaux états et transitions. Ainsi, pour normaliser f (q1; a) vers
q0, on commencera par constater que q1 est déjà un état, puis on sélectionnera un
état qa et on s’assurera que a qa, avant d’ajouter une transition f (q1;qa) q0.
La description de cette procédure soulève deux questions : comment sélectionne-
t-on les états intermédiaires qui reconnaissent les sous-configurations ; dans quel
ordre parcourt-on la configuration à normaliser ?
Il existe deux réponses pertinentes à la première question. On peut choisir de sys-
tématiquement rajouter un nouvel état. On peut aussi rechercher dans l’automate
étudié si la sous-configuration en question n’est pas déjà reconnue en un certain
état et sélectionner un de ceux-là, et n’ajouter un nouvel état qu’en cas d’échec de
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cette tentative. La première méthode présente l’avantage d’être plus simple à ex-
poser. La seconde, celui de produire des automates moins gros, moins redondants.
Ces choix ont d’autres conséquences que nous explorerons plus loin.
La question de l’ordre de parcours des sous-configurations est beaucoup moins
cruciale. Elle doit être déterminée dans l’implémentation des algorithmes, mais la
théorie ne repose pas sur un choix particulier en cette matière.
4.3.1.2 Réécriture modulo équations
Le processus de complétion d’automate ajoute de nouveaux états, à cause de la
normalisation. Il s’auto-alimente donc, ce qui nuit à la terminaison. Plusieurs mé-
thodes ont été développées pour contrer ce phénomène. Dans ce document, nous ne
traiterons que la fusion équationnelle introduite dans [GR10] et utilisée par toutes
les versions ultérieures de la complétion. Nous introduisons ici la notion d’équation
entre termes et celle de réécriture modulo de telles équations. Ces notions seront
utiles à la compréhension de l’algorithme de fusion équationnelle décrit en 4.3.2.2.
Les équations entre termes n’ont pas été inventées pour la complétion équation-
nelle [BN98]. Les théories équationnelles sont à la fois un objet d’étude et un outil
de la réécriture de termes.
On rappelle qu’une relation d’équivalence est une relation binaire réflexive, sy-
métrique et transitive.
Définition 52 (Congruence).
Soit (;X ) une signature. Une relation de congruence  sur T(;X ) est une rela-
tion d’équivalence qui est compatible avec le processus de construction des termes :
pour tout entier naturel k, pour tout f 2 k, pour tous t1; : : : ; tk ; s1; : : : ; sk 2 T(;X ), si
pour tout i 2 ~1 ; k, ti  si , alors f (t1; : : : ; tk)  f (s1; : : : ; sk). 52J
Définition 53 (Théorie équationnelle).
Soit (;X ) une signature. Une équation sur cette signature est un couple de
termes (g;d), noté g  d.
Une théorie équationnelle est un ensemble E de telles équations. Deux termes s
et t sont équivalents modulo E, ce qu’on note s E t, s’il existe un contexte C, une
équation (g;d) 2 E et une substitution  tels que s = C[g] et t = C[d]. 53J
Lemme 54.
La relationE induite par une théorie équationnelle E est une relation de congruence
sur T(;X ). 54
Remarque 55. Le quotient T()=E est structuré par la signature  : étant donné
un symbole de fonction f d’arité k et des classes {1; : : : ;{k, on définit la classe { =
f ({1; : : : ;{k) comme étant la classe commune des termes de la forme t = f (t1; : : : ; tk)
où chaque ti est un représentant de la classe {i . L’indépendance du choix des repré-
sentants est assuré par les propriétés de congruence.
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Il est possible d’introduire la réécriture comme moyen d’étudier, si possible de
décider, une théorie équationnelle donnée (c’est ce que fait [BN98]).
Exemple 56.
Soit la théorie équationnelle donnée par les axiomes de l’arithmétique, dont on
donne un extrait :
x+0 = 0
x+ S(y) = S(x+ y)
x  0 = 0
x  S(y) = x  y + x
Un moyen de décider que des égalités comme S(S(S(0))) + S(S(0)) = S(S(S(S(0)))) +
S(0) sont une conséquence de ces axiomes est d’orienter chacun d’eux de la gauche
vers la droite (car on a pris soin ici de les présenter convenablement !) et de calculer
que le terme de gauche et le terme de droite se réécrivent en S(S(S(S(S(0))))). 56C
Lorsque nous avons dit, dans l’introduction de section 3.1, que « ce sont les règles
de réécriture qui donnent leur sens aux termes », nous avons quelque peu triché
pour donner une présentation des systèmes de réécriture qui se lie bien aux sections
qui précédaient. En réalité, c’est bien souvent une théorie équationnelle qui donne
le sens des choses, et la construction d’un système de réécriture à partir d’icelle est
déjà un moyen de l’étudier.
Cette approche est fondatrice pour la logique moderne. Dans [Fre92], Gottlob
Frege souhaite étudier ce qui constitue le sens et la dénotation des termes, et pour
ce faire commence par analyser des énoncés d’identité. Ce document n’a pas pour
objet de commenter cette analyse, mais on voit au travers de cette démarche qu’on
touche du doigt le sens lorsqu’on maitrise les égalités.
Il s’agit là du problème du mot : étant donné une théorie équationnelle et deux
termes, ces termes sont-ils en relation ? Ce problème est indécidable et l’orientation
des équations par des règles de réécriture participe de la recherche d’une procédure
de décision dans les cas favorables.
Théorème 57.
Le problème du mot d’une théorie équationnelle E est décidable si E est fini et
que le système de réécriture obtenu en traitant chaque équation `  r comme une
règle `! r est terminant et confluent. 57
Mais trouver une orientation pertinente pour une équation n’est pas toujours pos-
sible. C’est le cas notamment des équations qui décrivent la commutativité d’une
opération. La réécriture modulo ces équations non orientables est une réponse à
cette diﬃculté. Elle traite non plus les termes, mais les classes d’équivalence de
termes.
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Définition 58.
Soit E une théorie équationnelle et t un terme. On note [t]E la classe d’équiva-
lence de t par la relation d’équivalence E : [t]E = fu 2 T(;X ) j t E ug. 58J
Définition 59 (Réécriture modulo équations).
Soit R un système de réécriture et E une théorie équationnelle portant sur la
même signature (;X ). Soit s; t 2 T(;X ). On dit que s se réécrit en t par Rmodulo
E en une étape, et on note s!R=E t s’il existe s0; t0 2 T(;X ) tels que s E s0, t E t0
et s0 !R t0.
Alternativement, on dit que la classe [s]E se réécrit en la classe [t]E en une étape,
ce qu’on note [s]E !R=E [t]E ou encore s !R=E t, s’il existe s0 2 [s]E et t0 2 [t]E tels
que s0 !R t0. 59J
Remarque 60. Les deux définitions alternatives précédentes sont équivalentes.
Exemple 61.
Considérons les axiomes de la théorie des groupes :
x ? e = x
e ? x = x
x ? x? 1 = e
x? 1 ? x = e
(x ? y) ? z = x ? (y ? z)
Les premiers axiomes s’orientent naturellement. Le dernier permet en fait de consi-
dérer des mots x ? y ? z et d’appliquer les autres axiomes où l’on veut ; en procé-
dant ainsi, on eﬀectue implicitement des calculs modulo associativité. De même,
l’axiome de commutativité des groupes abéliens,
x ? y = y ? x
ne peut pas être orienté dans un sens où l’autre. On préfèrera travailler avec un
système R contenant les règles
x ? e! x
e ? x! x
x ? x? 1 ! e
x? 1 ? x! e
appliqué à des termes modulo E, avec les deux équations restantes. 61C
Lemme 62.
Soit R un système de réécriture et E une théorie équationnelle portant sur la
même signature (;X ). Pour tous s; t 2 T(;X ), [s]E !R=E [t]E si et seulement siR ([s]E)\
[t]E , . 62
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Démonstration.
Il suﬃt de voir les classes d’équivalences pour ce qu’elles sont : des ensembles de
termes, c’est-à-dire des langages. Dans le sens direct, le t0 de la définition 59 fournit
un élément commun à R ([s]E) et [t]E . Dans le sens réciproque, soit t
0 2 R ([s]E)\[t]E ;
par définition de l’opérateur R(), il existe s0 2 [s]E tel que s0 !R t0, ce qui permet de
conclure. 
Définition 63.
On définit comme pour la réécriture classique la clôture réflexive et transitive
!R=E . On définit aussi, pour tout langage L, (R=E)(L) =
n
t 2 T(;X )  9s 2 L;s!R=E to
et (R=E)(L) =
n
t 2 T(;X )  9s 2 L;s!R=E to 63J
Remarque 64. Dans la définition de !R=E , et donc aussi de (R=E)(), la théorie
équationnelle entre en jeu entre chaque étape de réécriture, et non seulement au
début à la fin : il ne s’agit pas d’un (R)=E mais bien d’un (R=E).
Définition 65.
Pour tout langage L, on note encore [L]E la réunion des classes d’équivalence des
éléments de L : [L]E =
S
t2L [t]E . 65J
Remarque 66. Pour tout langage L, on a (R=E)(L)  [R(L)]E . On a (R=E)(L)  L
mais pas nécessairement (R=E)(L)  [L]E . Si { est une classe d’équivalence ou une
réunion de classes d’équivalences, alors [{]E = {.
Lemme 67.
Si { est une classe d’équivalence pour E, alors (R=E)({) = [R({)]E . 67
Démonstration.
Soit u 2 T(;X ) tel que { = [u]E . Pour tout t 2 T(;X ),
t 2 (R=E)({),9s 2 {;9s0 2 [s]E ;9t0 2 [t]E ; s0 !R t0
,9s E u;9s0 E s;9t0 E t; s0 !R t0
,9t0 E t;9s0 E u;s0 !R t0
,9t0 E t;9s0 2 {; s0 !R t0
,9t0 E t; t0 2 R({)
, t 2 [R({)]E : 
Le champ des théories équationnelles est labouré par de nombreux chercheurs et
donne de nombreux fruits. Pour notre part, nous nous servirons d’elles non pour dé-
crire ou appréhender la réalité, mais pour l’abstraire et l’approximer. Ainsi, plutôt
que des équations dans le genre des exemples 56 et 61, nous utiliserons dans cer-
tains cas l’équation s(s(X)) = s(X). Cette équation n’est « pas vraie », car elle confond
dans une même classe tous les entiers naturels non nuls. Mais c’est précisément ce
que nous voudrons, afin d’eﬀectuer des approximations.
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En eﬀet, la présente section est introduite par le problème que pose la création
de nouveaux états pour le processus de complétion d’automate d’arbres. La fusion
équationnelle, dont nous donnerons la définition formelle ultérieurement, est une
réponse à ce problème qui repose sur un jeu d’équations d’approximation E, fixé
d’avance et qui est utilisé pour fusionner entre eux des états de l’automate en cours
de complétion. Cette opération de fusion a un avantage : elle favorise la terminaison
de la complétion. Elle a un cout : une perte de précision, un grossissement de la
surapproximation K que l’on peut obtenir à la fin du processus. Le cadre de la
réécriture modulo équations permettra, sous certaines hypothèses, de quantifier
cette perte de précision et d’identifier des jeux d’équations E pour lesquels cette
perte de précision n’a en réalité pas lieu.
Les « bonnes équations », qui font converger la complétion tout en préservant une
précision suﬃsante, dépendent du système de réécriture R, du langage initial L0 et
de l’automate A0 qui le reconnait ainsi que l’objectif (le langage Lb dont on veut
montrer que R(L0) est disjoint). Trouver ces équations n’est pas toujours possible,
puisqu’il n’existe pas toujours de surapproximation régulière convenable [BH08].
C’est, d’une façon générale, un exercice ad hoc et diﬃcile. Valérie Murat d’une part,
et Benoit Boyer d’autre part, proposent des méthodes pour générer automatique-
ment des équations idoines [Mur14] et pour raﬃner automatiquement les surap-
proximations eﬀectuées en exploitant les contre-exemples trouvés [Boy10]. Nous
en reparlerons au chapitre 6.
4.3.1.3 Équations et automates : E-cohérence
Nous aurons donc à appliquer des équations à des automates. En particulier,
nous manipulerons des epsilon-transitions traduisant des équations. Ces epsilon-
transitions porteront la couleur E. En raison de la symétrie de la relation de congruence
induite par E, ces epsilon-transitions seront croisées : lorsque nous voudrons tra-
duire le fait qu’un état q1 et un état q2 reconnaissent des termes E-équivalents,
nous ajouterons une transition q1
E q2 et une transition q2
E q1. Nous adopterons
pour une telle paire d’epsilon-transitions croisées la notation q1
E q2. Généralisons
cette notation.
Définition 68.
Soit A un automate et c1; c2 deux configurations de A. On dit que c1
EA c2
lorsque c1
EA c2 et c2
EA c1.
On note
E;A la clôture réflexive et transitive de
EA. 68J
Remarque 69. c1
E;A c2 est plus fort que c1
E;A c2 et c2
E;A c1 : pour que c1
E;A c2,
il faut que chacune des étapes d’un chemin c1
E;A c2 soit réversible. En pratique
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cependant, les transitions de couleur E seront toujours ajoutées par paires croisées,
et cette distinction ne trouvera pas à se manifester.
De la même façon que nous avons défini la réécriture modulo E, nous souhaite-
rons utiliser une automate A sur les classes de termes. Pour cela, il faut que l’au-
tomate considéré soit E-cohérent. Un automate E-cohérent est un automate qui ne
mélange pas plusieurs classes d’équivalences de E dans un même état, de sorte
qu’on peut considérer qu’il reconnait des classes d’équivalence.
Définition 70 (E-cohérence).
Soit E un ensemble d’équations et A un automate. On dit que l’automate A est
E-cohérent si pour tout état q de A et pour tous s; t 2L (A;q), s E t.
Si A est un automate E-cohérent, pour tout état q de A tel que L (A;q) , , on
note [q]AE la classe commune par E des termes deL (A;q).
Cette notation est étendue aux configurations c de A par induction :
— si c est un état tel queL (A; c) , , [c]AE est défini comme précédemment,
— si c est un état tel queL (A; c) = , on note [c]AE =?,
— si c est une constante, on note [c]AE = [c]E ,
— si c = f (c1; : : : ; ck) avec un indice i tel que [ci]
A
E =?, on note [c]AE =?,
— si c = f (c1; : : : ; ck) avec pour tout indice i, [ci]
A
E ,?, alors pour tout indice i, on
choisit un terme ti dans la classe [ci]
A
E , on construit le terme t = f (t1; : : : ; tk) et
on note [c]AE = [t]E . 70J
Exemple 71.
Si E est vide ou si E ne contient que des équations qui sont naturellement vraies,
comme x = x ou f (x;c) = f (x;c), alors la relation E est l’égalité syntaxique entre
termes. Un automate E-cohérent pour cet ensemble d’équations doit alors recon-
naitre en chaque état au plus un terme : cela n’est possible que si le langage à recon-
naitre est fini.
Plus généralement, pour qu’un langage L puisse être reconnu par un automate
E-cohérent, il faut que l’ensemble quotient T()=E soit fini. 71C
Il n’est donc pas toujours possible de disposer d’un automate E-cohérent pour
reconnaitre un langage L donné, mais on peut en ce cas rajouter des équations.
Lemme 72.
Si E  E0, alors tout automate E-cohérent est également E0-cohérent. 72
Démonstration.
Les classes de E0 sont des réunions de classes de E , l’obligation de ne recon-
naitre en chaque état que des termes d’une même classe devient donc plus permis-
sive quand E grossit. 
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4.3.2 Procédure de complétion d’automate d’arbre
Soit R un système de réécriture ; nous le supposerons bientôt linéaire à gauche.
Nous allons décrire d’abord la procédure de complétion dite exacte, qui ne fait pas
intervenir d’équations et n’opère aucune fusion d’états. Nous décrirons ultérieu-
rement la fusion équationnelle, qui, associée à la completion exacte, constitue la
complétion équationnelle.
4.3.2.1 Completion exacte
Nous allons décrire la notion de paire critique, qui est paradoxalement dénotée
par un triplet, avant d’exposer ce qui sera l’invariant de correction de la procédure
puis une étape de complétion exacte. Nous allons devoir faire jouer sur le même
terrain des éléments d’origines diﬀérentes : les termes sur lesquels porte R, qui sont
dans T(;X ), et les configurations de l’automate A, qui sont dans T(;Q). Nous
allons pour cela utiliser des substitutions de (;X ) vers (;Q).
Définition 73 (Paire critique).
Soit ` ! r une règle de R, q un état de A et  une substitution de T(;X ) vers
(;Q). On dit que le triplet (`! r; ;q) est une paire critique si
1. ` A q et
2. r A q. 73J
L’existence d’une paire critique signe donc un défaut de compatibilité entre le
système de réécriture R et l’automate A ; la complétion de ces paires critiques vise
à résorber ce défaut. L’invariant suivant, qui sera vérifié lorsque le système R est
linéaire à gauche, exprime le fait que la notion de paire critique capture totale-
ment le cas où le langage L (A;q) d’un état q n’est pas clos par R, c’est-à-dire que
R(L (A;q))*L (A;q).
Invariant 74.
Pour tout état q de A, pour tout u 2 L (A;q), pour tout v 2 R(fug), ou bien v 2
L (A;q), ou bien il existe une paire critique (` ! r; ;q0) dans A et un contexte C
sur T() tels que uA C[` ]

A C[q0]

A q et v

A C[r ]. 74J
La complétion d’une paire critique (figure 4.2) consiste à ajouter des transitions
de r vers q. Lorsque r n’est pas réduit à un état (ce qui se produit lorsque r
n’est pas une variable), il est possible que nous devions normaliser cette configu-
ration, comme expliqué en section 4.3.1.1. Ce processus, que nous allons décrire
dans quelques lignes, introduit éventuellement des nouveaux états. Il réutilise ou
introduit de nouvelles delta-transitions.
On aboutit donc toujours à une situation où r  q0, avec q0 = r lorsque r est
une variable, et q0 un état éventuellement nouveau dans le cas contraire. Dans tous
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les cas, q0 , q sinon nous n’aurions pas de paire critique. Il reste donc à ajouter une
epsilon-transition de q0 vers q. Afin d’en garder la trace et de les distinguer de celles
qui seront ajoutées par application des équations, ces epsilon-transitions porteront
la couleur R.
` r
q q0
R
A  A0
A0
R
Figure 4.2 – Complétion d’une paire critique
Revenons maintenant à la normalisation et rappelons plus précisément ses ob-
jectifs avant d’en donner une définition formelle. La normalisation de c dans A,
notée NormA (c), est constituée d’un ensemble de transitions nouvelles N, d’un
ensemble d’états nouveaux NQ et d’un état q0 tels que q0 2NQ et dans l’automateA0
enrichi par ces nouveaux éléments, cA0 q0.
Définition 75 (Normalisation).
Soit A = (;Q;;F) un automate et c une configuration de cet automate. On
définit NormA (c) par induction.
Si c est un état, alors NormA (c) = (;; c).
Si c est une configuration élémentaire, c’est-à-dire de la forme f (q1; : : : ;qk) avec k
un entier naturel, f 2 k et q1; : : : ;qk 2Q, alors :
— s’il existe q0 2Q tel que f (q1; : : : ;qk)A q0, alors NormA (c) = (;;q0) ;
— sinon, prenant q0 <Q arbitraire, NormA (c) = (fq0g; ff (q1; : : : ;qk)A q0g;q0).
Si c = f (c1; : : : ; ck) avec k un entier naturel, f 2 k et c1; : : : ; ck des configura-
tions, alors on note (Qi)i2~1;k+1, (i)i2~1;k+1, (Ai)i2~1;k+1, (Q0i)i2~1;k+1, (0i)i2~1;k+1
et (q0i)i2~1;k+1 les suites ainsi construites :
— Q1 =Q et 1 = ,
— pour tout i 2 ~1 ; k, Qi+1 =Qi [Q0i et i+1 = i [0i ,
— pour tout i 2 ~1 ; k +1, Ai = (;Qi ;i ;F),
— pour tout i 2 ~1 ; k, (Q0i ;0i ;q0i) = NormAi (ci),
— (Q0k+1;
0
k+1;q
0
k+1) = NormAk+1

f (q01; : : : ;q0k)

.
On définit NormA (c) =
Sk+1
i=1 Q
0
i ;
Sk+1
i=1 
0
i ;q
0
k+1

. 75J
Remarque 76. Dans la définition précédente, la notation A dans NormA (c) est gé-
nérique. Dans le processus de complétion d’un automateA, les normalisations sont
faites dans l’automate AR.
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Définition 77 (Complétion d’une paire critique).
Soit pc = (`! r; ;q) une paire critique pour l’automateA et le système de réécri-
ture R. Notant (Q0;0;q0) = NormAR (r ), la complétion de cette paire critique est
CompA (pc) =

Q0;0;

q0
R q

. 77J
Définition 78 (Étape de complétion).
Soit An = (;Qn;n;F) un automate. Soit R un système de réécriture. Une étape
de complétion deAn parR consiste en la construction d’un automateAn+1 = (;Qn+1;n+1;F)
par les opérations suivantes.
Soit P C l’ensemble des paires critiques deAn. Pour tout pc 2 P C, notons (Q0pc;0pc;Rpc) =
CompAn (pc). On définit Qn+1 =Q[
S
pc2P CQ0pc et n+1 = [
S
pc2P C0pc [Rpc.
Exemple 79.
Reprenons notre exemple 45. On rappelle le système de réécriture R
filter(nil)! nil;
filter(cons(succ(X);Y ))! cons(succ(X);filter(Y ));
filter(cons(pred(X);Y ))! cons(pred(X);filter(Y ));
filter(cons(0;Y ))! filter(Y );
pred(succ(X))! X;
succ(pred(X))! X
et les transitions de l’automate A0
nil qn
0 q0
succ(q0) qs
pred(qs) qp
cons(qp;qn) qc
filter(qc) qf :
On a
L (A0;qf ) = ffilter(cons(pred(succ(0));nil))g
et
R(L (A0;qf )) = ffilter(cons(0;nil)); cons(pred(succ(0));filter(nil))g:
Il y a une paire critique P C1 dans A0 avec la règle
filter(cons(pred(X);Y ))! cons(pred(X);filter(Y ));
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la substitution
1 = fX 7! qs;Y 7! qng
et l’état qf . Elle est résolue par l’ajout de transitions pour reconnaitre la configu-
ration correspondant au membre droit cons(pred(qs);filter(qn)) en l’état qf . La nor-
malisation de cette configuration va réutiliser la transition pred(qs) qp. Elle doit
ensuite créer un nouvel état qN1 tel que filter(qn) qN1, puis un nouvel état qN2
tel que cons(qp;qN1) qN2. On ajoute ensuite qN2
R qf . De ces opérations résulte
CompA0 (P C1).
Il y a une autre paire critique P C2 dans A0 avec la règle
pred(succ(X))! X;
la substitution
2 = fX 7! q0g
et l’état qp. On la résout en ajoutant la transition q0
R qp, ce qui correspond à
CompA0 (P C2).
Il n’y a pas d’autre paire critique dans A0, de sorte que la première étape de
complétion exacte est terminée et A1 est construit.
La normalisation eﬀectuée a donné naissance à une nouvelle paire critique dans
A1 avec f (n)! n, la substitution vide et l’état qN1. 79C
L’énumération des paires critiques d’un automate est un problème algorithmique
non trivial. Nous passons sous silence cette diﬃculté qui n’a pas de conséquence sur
les théorèmes de la présente partie et en dirons davantage dans le chapitre 6 relatif
à l’outil Timbuk.
En notant A0 un automate reconnaissant le langage L0 dont on souhaite étudier
les descendants par R, on peut donc construire par ce procédé une suite d’auto-
mates (An). Nous allons montrer que si R est linéaire à gauche, alors chaque auto-
mate de cette suite vérifie l’invariant 74. Dans le cas où le processus de complétion
s’arrête par absence de paire critique dans un certain automate AN , nous en dédui-
rons que l’automate AN reconnait une surapproximation de R(L0).
La linéarité est cruciale pour pouvoir intercaler un ` dans un chemin de recon-
naissance ` q.
Théorème 80 (Théorème d’interpolation).
Soit ` 2 T(;X ) un terme linéaire. Soit  une substitution de (;X ) vers . Soit
A = (;Q;;F) un automate et q un état de A tel que `A q. Il existe une substi-
tution  de (;X ) vers (;Q) telle que `A ` A q. 80
Démonstration.
Soit X  X l’ensemble des variables qui apparaissent dans `. Comme ` est li-
néaire, pour tout x 2 X, il existe une unique position x telle que `jx = x.
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On peut toujours réorganiser un chemin de reconnaissance d’un automate en
échangeant des applications de transitions dans des sous-arbres parallèles. Ainsi, il
existe des états qx , x 2 X tels que `A (`)
h
qx ;x 2 X
i
x;x2X
A q. Par définition
des positions x, x 2 X, on a (`)
h
qx ;x 2 X
i
x;x2X = `
h
qx ;x 2 X
i
x;x2X . De plus, pour
tout x 2 X, on a xA qx .
L’unicité de la position x pour chaque x 2 X associe à chaque variable un unique
état qx , ce qui permet de définir une substitution  de (;X ) vers (;Q) qui à tout
x 2 X associe qx . Par construction, on a `
h
qx ;x 2 X
i
x;x2X
= ` .
Par conséquent, `A ` 

A q. 
Exemple 81 (Nécessité de la linéarité pour l’interpolation).
Soit R le système de réécriture constitué de la seule règle f (x;x) ! g(x). Soit a
une constante. Soit A un automate disposant des transitions a  q1, a  q2 et
f (q1;q2) qf .
On a f (a;a)!R g(a) par la substitution  : x 7! a, mais il n’existe pas de substitu-
tion  de (;X ) vers (;Q) telle que f (x;x) A qf . En eﬀet, pour  , il faut fixer
à x la valeur q1 ou q2, ce qui donne à chaque fois une configuration où l’un de ces
deux états apparait deux fois. Or seul f (q1;q2) est reconnu en qf .
Le théorème d’interpolation, dont l’hypothèse de linéarité n’est pas vérifiée, voit
sa conclusion mise en défaut, et il en résulte que l’invariant 74 n’est pas vérifié par
A et R. 81C
Remarque 82. L’interpolation reste possible avec des termes non-linéaires si l’au-
tomate étudié est déterministe. Mais déterminiser A à chaque étape de complétion
serait beaucoup trop couteux, et de faitA ne sera pas déterministe dès la deuxième
étape de complétion.
Imposer au système de réécriture R d’être linéaire à gauche est en revanche très
raisonnable : la définition d’une fonction de plusieurs variables se fait avec des
variables deux-à-deux distinctes.
Lemme 83.
Soit R un système de réécriture linéaire à gauche. SoitA0 un automate. SoitA un
automate obtenu à partir de A0 par application d’un nombre quelconque d’étapes
de complétion par R. A vérifie l’invariant 74. 83
Démonstration.
Soit q un état de A. Soit u 2L (A;q) et v 2 R(fug). On a u!R v, donc, par défini-
tion de la réécriture, il existe une règle ` ! r de R, un contexte C sur T() et une
substitution  de (;X ) vers  tels que u = C[`] et v = C[r].
On a u = C[`]A q, donc il existe un état q0 tel que `

A q0 et C[q0]

A q.
Comme ` est linéaire, par théorème d’interpolation, il existe une substitution  de
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(;X ) vers (;Q) telle que `A ` A q0. Par ailleurs, toute variable de r est
aussi une variable de `, donc rA r , puis vA C[r ].
Si r A q0, on obtient v A q, soit la première branche de l’alternative de
l’invariant 74.
Sinon (`! r; ;q0) est une paire critique, dont on amontré précédemment qu’elle
vérifie les conditions de la deuxième branche. 
Corolaire 84.
Si l’automate A du lemme précédent est sans paire critique, alors L (A) est clos
par R, c’est-à-dire que R(L (A)) L (A). 84
Démonstration.
Soit v 2 R(L (A)). Il existe u 2 L (A) tel que v 2 R(fug). Il existe un état final
q tel que u 2 L (A;q). Par l’invariant 74 et en l’absence de paire critique dans A,
v 2L (A;q), donc v 2L (A). 
Théorème 85 (Correction de la complétion exacte).
Soit R un système de réécriture linéaire à gauche. Soit A0 un automate dont
les transitions sont dépourvues de couleurs. On suppose que la complétion exacte
de A0 par R termine, c’est-à-dire qu’elle produit un automate point-fixe AN . Alors
L (AN )  R(L (A0)). 85
Démonstration.
Le corollaire 84 est applicable à AN : L (AN ) est clos par R. De plus, la complé-
tion exacte ajoute des transitions sans jamais en retirer, donc fait grossir les lan-
gages reconnus : L (AN ) L (A0). Or R(L (A0)) est le plus petit langage clos par
R et contenantL (A0), d’où le résultat. 
4.3.2.2 Fusion équationnelle
Nous disposons maintenant d’un processus de complétion. Il produit un résultat
correct pourvu qu’il aboutisse à un point fixe. Mais la complétion peut à son tour
alimenter indéfiniment le processus en nouvelles paires critiques. Cela résulte de
l’adjonction de nouveaux états rendue nécessaire par la normalisation, comme nous
l’avons constaté dans l’exemple 79.
Si le système R est superficiel à droite, c’est-à-dire que les variables des membres
droits des règles ont une profondeur maximale de 1, on n’a pas besoin de normali-
sation (sauf éventuellement un nombre fini de fois). Il en résulte que la complétion
termine toujours sur de tels systèmes, et que les systèmes superficiels à droite et li-
néaires préservent la régularité, résultat démontré dans un autre cadre par [Sal88]
(cité par [GGJ08]).
Cependant, nous ne pouvons nous contenter de traiter des systèmes aussi contraints :
on ne peut pas définir des fonctions récursives très intéressantes avec des systèmes
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superficiels puisqu’il est impossible de composer des fonctions ou de reconstruire
des données dans le membre droit.
Pour favoriser l’obtention d’un point fixe dans le cadre puissant des systèmes
linéaires à gauche, nous allons « fusionner » des états. Cette fusion sera paramétrée
par un ensemble d’équations E. Il aura pour conséquence, en général, une perte de
précision sur le résultat. Nous allons décrire la fusion équationnelle et donner une
quantification de la précision de la surapproximation.
Pour fusionner des états, nous allons appliquer des équations. De même qu’une
paire critique dénote une incompatibilité entre l’automate et le système de réécri-
ture considérés, une situation d’application d’une équation trahit une complexité
excessive de l’automate au regard d’une équation.
Définition 86 (Situation d’application).
SoitA un automate, s = t une équation et  une substitution de (;X ) vers (;Q).
Soit qs;qt deux états de A. On dit que (s = t;;qs;qt) est une situation d’application
(de l’équation s = t) si
— sAR qs,
— tAR qt et
— il n’est pas le cas que qs
E;A qt. 86J
Définition 87 (Application d’une équation).
Soit A un automate et (s = t;;qs;qt) une situation d’application d’une équation.
L’application de cette équation est la paire de transitions fqs E qt;qt E qsg. 87J
Une étape de fusion équationnelle consiste à énumérer toutes les situations d’ap-
plications et à ajouter les transitions correspondantes. Contrairement à la définition
d’une étape de complétion, nous choisissons de considérer immédiatement les nou-
velles situations d’application qui pourraient résulter de ces ajouts : comme nous
n’ajoutons aucun état lors de la fusion équationnelle, il est certain qu’après un cer-
tain nombre d’itérations, il n’y aura plus aucune situation d’application.
Définition 88 (Étape de fusion équationnelle).
Soit A = (;Q;;F) un automate et E un ensemble d’équations. Une étape de
fusion équationnelle de A par E consiste à construire un automate A0 = (;Q;0;F)
avec 0 défini comme suit.
Soit (n)n2N, (An)n2N et (Sn)n2N les suites ainsi définies :
— 0 = ,
— pour tout n entier naturel, An = (;Q;n;F),
— pour tout n entier naturel, Sn est l’ensemble des situations d’applications
d’équations de E dans An,
— pour tout n entier naturel,n+1 est la réunion den et de toutes les transitions
ajoutées par application des situations de Sn.
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La suite (n)n2N est stationnaire, c’est-à-dire constante à partir d’un rang N . On
définit 0 = N . 88J
Définition 89 (Étape de complétion équationnelle).
Une étape de complétion équationnelle est une étape de complétion exacte suivie
d’une étape de fusion équationnelle. 89J
Invariant 90.
L’automate AR est accessible et E-cohérent. De plus, pour tout état q, L (A;q) 
(R=E)

[q]A
R
E

. 90J
Lemme 91.
Un automate produit par complétion équationnelle vérifie l’invariant 74. 91
Démonstration.
La démonstration du lemme 83 ne faisant pas intervenir le procédé de construc-
tion de l’automate, elle reste encore valable. 
Lemme 92.
La fusion équationnelle préserve l’invariant 90. 92
Démonstration.
Soit A un automate vérifiant l’invariant et (s = t;;qs;qt) une situation d’appli-
cation. Soit B l’automate obtenu en ajoutant à A les transitions qs E qt et qt E qs.
L’accessibilité de BR découle de celle deAR : on n’a pas ajouté de nouvel état. Nous
allons montrer que pour tout état q, les termes deL (BR;q) ont une classe commune
par E, qui sera bien sûr la même que pourL (AR;q), soit [q]ARE .
Remarquons qu’il résulte de l’existence de la situation d’application que [qs]
AR
E =
[qt]
AR
E . En eﬀet, prenant s et t deux termes reconnus respectivement par AR en
s et t (il en existe car cet automate est accessible), on a s E t par définition de
E . Nous notons {0 cette classe commune.
Soit q un état et soit u 2L (BR;q). Si u 2L (AR;q), alors u est dans la classe [q]ARE
par définition. Sinon, les chemins de reconnaissance de u utilisent aumoins une des
deux transitions ajoutées. Pour simplifier le discours, nous supposerons disposer
d’un chemin utilisant une seule fois la seule transition qs
E qt ; la généralisation se
fait par des considérations de symétrie et par récurrence sur le nombre minimal de
transitions nouvelles utilisées.
Il existe ainsi un contexte C sur T() et un terme u0 tels que u = C[u0], u0AR qs
et C[qt]AR q. On déduit de la E-cohérence de A
R que, d’une part, u0 est dans la
classe [qs]
AR
E = {0 et, d’autre part, que la classe de la configuration C[qt], notée {,
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est [q]A
R
E . Ainsi, par congruence, u est dans la classe {. Finalement, u est dans la
classe [q]A
R
E .
Ainsi est établie la E-cohérence de BR ; de plus, pour tout état q, [q]BRE = [q]A
R
E .
Nous allonsmontrer la seconde propriété de l’invariant par récurrence sur le nombre
b de transitions nouvelles utilisées. À chaque étape, nous ne traiterons que le cas
de la transition qs
E qt, la généralisation se faisant par symétrie.
Soit donc un état q et un terme u 2 L (B;q), la reconnaissance se faisant sans
utiliser les nouvelles transitions. Alors u 2 L (A;q), donc, par l’invariant sur A,
u 2 (R=E)

[q]A
R
E

.
Considérons le cas d’un état q et un terme u 2 L (B;q) avec b utilisations des
nouvelles transitions : il existe un terme u0 et un contexte C tels que u = C[u0],
u0B qs et C[qt]B q, avec à chaque fois strictement moins de b nouvelles tran-
sitions. Nous notons { la classe de la configuration C[qs], de sorte que { = C[{0].
Par hypothèse de récurrence, u0 2 (R=E) ({0) et, notant v0 un terme quelconque de
L (AR;qt) et v = C[v0], v 2 (R=E)

[q]A
R
E

. Ainsi, { étant la classe commune de C[qs],
C[qt] et v, on a [q]
AR
E !R=E {!R=E [u]E , c’est-à-dire u 2 (R=E)

[q]A
R
E

.
Par récurrence, pour tout état q, L (B;q)  (R=E)

[q]A
R
E

. Finalement, B vérifie
l’invariant 90. 
Lemme 93.
Soit (` ! r; ;q) une paire critique dans un automate A vérifiant l’invariant 90.
On a [r ]A
R
E  [L (A; r )]E  (R=E)

[q]A
R
E

. 93
Démonstration.
Par définition, [r ]A
R
E =
h
L (AR; r )
i
E
, ce qui établit la première inclusion.
Pourmontrer la seconde inclusion, il suﬃt en fait d’établirL (A; r )  (R=E)

[q]A
R
E

.
Soit donc u 2L (A; r ) : il existe une substitution  de (;X ) vers  telle que u = r
et pour toute variable x de r, xA x . Pour toute variable y apparaissant dans
` mais non dans r, on étend  en choisissant un terme arbitraire y 2 L (A; y ).
Ainsi, par définition de la réécriture, `!R r, c’est-à-dire que u 2 R(f`g). Or, par
l’invariant 90,L (A;q)  (R=E)

[q]A
R
E

, donc u 2 (R=E)

[q]A
R
E

. 
Lemme 94.
Soit R un système de réécriture linéaire à gauche et E un ensemble d’équations.
Soit A0 un automate accessible et E-cohérent dont les transitions sont dépourvues
de couleurs. Soit A un automate produit à partir de A0 par complétion équation-
nelle par R et E. Alors A vérifie l’invariant 90. 94
45
4 Résolution du problème d’atteignabilité
Démonstration.
Nous allons procéder par induction. Comme A0 ne possède pas de R-transition,
l’invariant se réduit aux hypothèses d’accessibilité et de E-cohérence.
Supposons qu’après un certain nombre d’étapes, l’automate courant A vérifie
l’invariant et montrons que cette propriété est conservée par l’étape suivante de
complétion équationnelle.
La normalisation préserve la E-cohérence de AR. En eﬀet, les seules nouvelles
transitions ajoutées le sont vers des nouveaux états, qui reconnaissent des termes
uniquement par la configuration qui a motivé leur création.
Considérons maintenant l’adjonction d’une transition q0
R q complétant une
paire critique (`! r; ;q). Notons B l’automate ainsi obtenu et montrons qu’il véri-
fie l’invariant. Les propriétés portant sur BR ne sont pas en cause car cet automate
est égal à BR. Il reste à prouver que L (B;q)  (R=E)

[q]A
R
E

. Comme L (B;q) =
L (A;q)[L (A;q0), il suﬃt de vérifier que L (A;q0)  (R=E)

[q]A
R
E

. On a, par l’in-
variant surA,L (A;q0)  (R=E)

[q0]A
R
E

. Mais par construction de q0 par normalisa-
tion, [q0]A
R
E = [r ]
AR
E . Et par le lemme 93, cet ensemble est inclus dans (R=E)


[q]A
R
E

. 
Théorème 95 (Précision).
Soit E un ensemble d’équations. Soit A0 un automate accessible dont on a fixé
l’ensemble des états finaux. Supposons que A0 est E-cohérent. Soit R un TRS li-
néaire à gauche. Soit A obtenu à partir de A0 après un certain nombre d’étapes de
complétion équationnelle. On a
L (A)  (Rin=E)(L (A0)): 95
Démonstration.
CommeA0 ne contient pas deR-transition,AR0 =A0. Ainsi, pourA0, la troisième
partie de l’invariant 90 découle des deux premières, lesquelles sont vérifiées par
hypothèse. Le lemme précédent assure donc que l’invariant 90 est encore vérifié
par A. En considérant la troisième partie de cet invariant et en l’appliquant pour
les états finaux de A (qui sont ceux de A0), on obtient le résultat. 
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5 Gérer les stratégies
Nous présentons ici les éléments théoriques de notre principale contribution, ses
éléments pratiques se trouvant dans le chapitre 6.
5.1 Introduction
5.1.1 Stratégies dans les langages de programmation
La sémantique de OCaml [Ler+14] impose l’ordre dans lequel doivent être éva-
luées les sous-expressions d’une expression complexe.
1 let plusplus i =
2 let res = !i in
3 incr i;
4 res
5
6 let print_ij i j =
7 print_string ("1er arg = " ^ (string_of_int i) ^ "\n");
8 print_string ("2e arg = " ^ (string_of_int j) ^ "\n")
9
10 let test _ =
11 let i = ref 0 in
12 print_ij (plusplus i) (plusplus i)
Figure 5.1 – Illustration de l’évaluation de droite à gauche de OCaml
Ainsi, avec le programme de la figure 5.1, un appel à la fonction test provoquera
l’aﬃchage des deux lignes
1er arg = 1
2e arg = 0
car l’argument le plus à droite de l’appel à print_ij est évalué d’abord, ce qui par
eﬀet de bord provoque une première incrémentation de la référence i, puis l’argu-
ment de gauche est évalué, avec cette même référence qui a subi une première in-
crémentation. D’autres langages, comme C++, n’imposent pas d’ordre d’évaluation
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1 #include <iostream >
2 using namespace std;
3
4 void print_ij(int i, int j) {
5 cout << "1er arg = " << i << endl;
6 cout << "2e arg = " << j << endl;
7 }
8
9 void test(void) {
10 int i = 0;
11 print_ij(i++, i++);
12 }
Figure 5.2 – Correspondant en C++ du programme 5.1
des arguments d’une fonction. C’est pourquoi dans le programme de la figure 5.2,
un appel à test peut aﬃcher, selon les choix faits par le compilateur, ou bien
1er arg = 1
2e arg = 0
ou bien
1er arg = 0
2e arg = 1
selon que les arguments ont été évalués de droite à gauche ou de gauche à droite. La
seule garantie apportée par la spécification de C++ est qu’au début de l’exécution
du corps de la fonction print_ij, tous ses paramètres eﬀectifs ont été évalués et les
valeurs liées aux paramètres formels.
Il en résulte qu’une analyse de programmes C++ indépendante des compilateurs
doit considérer comme possibles ces deux situations, tandis qu’une analyse de pro-
grammes OCaml peut tirer parti de la stratégie d’évaluation imposée pour donner
des résultats plus précis.
Dans les deux exemples ci-dessus, les expressions constituant les paramètres
eﬀectifs de la fonction print_ij ont été évalués, puis le corps de test_ij a été
exécuté avec les valeurs ainsi calculées. Cette stratégie, dite appel par valeur ou
évaluation en profondeur d’abord, est systématique pour C++, OCaml et de nom-
breux langages. Elle n’est cependant pas universelle. Par exemple, le langage Has-
kell [Jon+14] utilise une stratégie d’appel par nom.
Considérons les programmes suivants, rédigés en OCaml en figure 5.3 et en Has-
kell en figure 5.4. La fonction principale, suite, vise à calculer, de façon baroque,
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le xe terme de la suite définie par
u0 = 0;
ux = ux 1 + x:
La fonction sumList permet d’énumérer tous les termes de cette liste et la fonction
nth permet d’extraire le terme voulu.
1 let rec sumList x y =
2 (x+y) :: sumList (x+y) (y+1)
3
4 let rec nth i (h::t) =
5 if i = 0 then h else nth (i-1) t
6
7 let suite x =
8 nth x (sumList 0 0)
Figure 5.3 – Tentative de calcul de u en OCaml
1 sumList x y =
2 (x+y) : sumList (x+y) (y+1)
3
4 nth i (h:t) =
5 if i = 0 then h else nth (i-1) t
6
7 suite x =
8 nth x (sumList 0 0)
Figure 5.4 – Calcul de u en Haskell
Bien entendu, la version OCaml ne se comporte pas comme on le voudrait : l’ap-
pel suite 1 ne termine pas (il est interrompu en raison du débordement de la pile
de récursion), tout simplement parce que l’appel sumList 0 0 ne termine pas (ni
pour aucune autre valeur des paramètres, du reste) et que OCaml doit d’abord cal-
culer la valeur de cet appel pour ensuite exécuter la fonction nth. En revanche, la
version Haskell est correcte : l’appel suite 2 ne provoque le calcul des termes de la
liste que dans la mesure où on en a besoin. L’appel sumList 0 0 ne termine pas non
plus en Haskell, mais le comportement d’un interpréteur Haskell est très diﬀérent
de celui d’un toplevel OCaml : OCaml ne renvoie aucune valeur, faute d’avoir pu
trouver la fin de la liste, tandis que Haskell produit eﬀectivement et indéfiniment
des termes de la liste.
Ces deux programmes se traduisent naturellement en le système de réécriture
de la figure 5.5. En réécriture générale (sans stratégie), ce système a des réductions
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infinies à partir de suite(s(s(0))), mais ce terme admet aussi une forme normale. Il
constitue donc une surapproximation du comportement du programme OCaml et
du programme Haskell, et toute analyse de ce système qui ne ferait pas usage de
stratégies de réécritures mimant l’un de ces langages serait condamnée à ne pouvoir
établir que des propriétés également vérifiées par l’autre.
Étant donné un système de réécriture, il est possible [Plo75] de construire un
système de réécriture qui, sans stratégie, a le comportement du premier avec une
stratégie donnée. On peut ainsi transformer le système 5.5 pour obtenir un système
qui a, sans stratégie, le comportement du programme OCaml 5.3 ou du programme
Haskell 5.4.
Cependant, ces transformations tendent à alourdir le système. Ainsi, l’analyse du
bytecode Java par complétion d’automate dans [Boi+07] a requis une telle transfor-
mation, et la lourdeur des termes représentant l’état de la machine virtuelle Java a
encore été augmentée.
Dans [CLM15] est proposée une méthode générale pour traduire des stratégies
de réécriture en des systèmes de réécriture générale. Comme les stratégies que l’on
considère sont décidables, elles peuvent bien sûr être représentées par des systèmes
de réécritures. Les travaux des auteurs de [CLM15] ont pour avantage de fournir
une traduction explicite et systématique pour une grande classe de stratégies.
Dans un premier temps, les auteurs s’appuient sur un langage de description de
stratégies qui présente l’intérêt de considérer l’application (une fois) d’une règle
de réécriture (générale) comme une forme élémentaire de stratégie. Ce langage est
doté d’un symbole spécial pour dénoter l’impossibilité d’appliquer une stratégie
donnée à un terme donné. Ainsi, la stratégie qui correspond à la règle classique gé-
nérale `! r échoue pour tous les termes qui ne sont pas de la forme ` avec  une
substitution ; elle produit alors le symbole spécial dénotant l’échec. Le langage de
stratégie dispose également d’opérateurs qui permettent de combiner des stratégies
en spécifiant lesquelles doivent être essayées en premier.
Ainsi, le comportement usuel d’un système de réécriture R se décrit comme : es-
sayer d’appliquer la première règle du système ; si cela échoue, essayer la deuxième,
etc. ; si toutes échouent, ne rien faire. Le comportement de R est obtenu en expri-
mant la répétition de la stratégie précédente.
La stratégie en profondeur pour R se décrit récursivement : appliquer d’abord la
stratégie sur tous les sous-termes, puis essayer d’appliquer toutes les règles de R
sur le terme complet en résultant, puis recommencer.
Tout ceci permet de compiler le langage des stratégies vers les systèmes de réécri-
ture classiques, au prix d’une augmentation significative du nombre des règles.
Dans ce chapitre, nous proposons de ne pas transformer le système de réécriture
mais au contraire d’adapter la procédure de complétion elle-même. Ces résultats
ont été publiés dans [GS15].
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sumList(x;y)! cons(plus(x;y);sumList(plus(x;y); s(y)))
nth(0;cons(h;t))! h
nth(s(i);cons(h; t))! nth(i; t)
suite(x)! nth(x;sumList(0;0))
plus(0;x)! x
plus(s(x); y)! s(plus(x;y))
Figure 5.5 – Un TRS pour calculer u
La relation de réécriture!R induite par un système R peut être restreinte pour
suivre une stratégie S : on aura simplement u !SR v si et seulement si u !R v et
ce pas de réécriture vérifie le critère de la stratégie S. Nous donnons maintenant la
définition de la stratégie de réécriture en surface (« outermost ») et de la stratégie
en profondeur (« innermost »), qui correspondent respectivement à l’appel par nom
et à l’appel par valeur.
Définition 96 (Réécriture en surface).
Soit R un système de réécriture et deux termes s et t. On dit que R permet de
réécrire s en t selon la stratégie en surface, et on note s!Rout t, si et seulement s’il
existe une règle `! r dans R, un contexte C et une substitution  tels que s = C[`]
et t = C[r] et pour toute position p strictement au dessus du trou de C, le terme sjp
n’est l’instance d’aucune règle de R. 96J
Haskell utilise une stratégie « outermost ».
Définition 97 (Réécriture en profondeur).
Soit R un système de réécriture R et deux termes s et t. On dit que R permet de
réécrire s en t selon la stratégie en profondeur, et on note s!Rin t, si et seulement
s’il existe une règle ` ! r dans R, un contexte C et une substitution  tels que
s = C[`] et t = C[r] et tout sous-terme strict de ` est une forme normale pour la
réécriture générale par R. 97J
Il peut arriver que plusieurs sous-termes de s vérifient la condition ci-dessus.
Dans ce cas, chacun d’eux peut être réduit par la stratégie en profondeur. OCaml
utilise une stratégie « rightmost-innermost » : parmi les sous-termes qui peuvent
être réduits par la stratégie en profondeur, c’est toujours celui situé le plus à droite
qui l’est. Il s’agit donc d’une stratégie encore plus contrainte.
On trouvera plus d’informations sur la réécriture avec stratégies et sur les pro-
priétés des systèmes de réécriture utilisés avec des stratégies dans [Ter03 ; Toy05].
Nous allons nous concentrer sur la stratégie en profondeur : elle qui correspond en
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partie à l’évaluation des programmes OCaml et c’est pour cette stratégie que nous
proposons une extension de la complétion d’automate d’arbres.
Définition 98.
Pour un langage L et un système de réécritureR, on noteRin(L) =
n
t
 9s 2 L;s!Rin to
et Rin(L) =
n
t
 9s 2 L;s!Rin to. 98J
5.1.2 Stratégie en profondeur
Comme dans le cas de la réécriture générale, l’étude de la préservation de la régu-
larité des langages par la réécriture avec stratégie en profondeur est un axe d’étude
qui intéresse les chercheurs. Réty et Vuotto semblent avoir été les premiers à étu-
dier la préservation par réécriture sous stratégie, dans [RV02]. Ils montrent que
celle-ci n’est ni une condition nécessaire ni une condition suﬃsante de la préserva-
tion par réécriture générale : un système qui préserve la régularité par réécriture
générale peut ne pas la préserver lorsqu’on impose une stratégie ; un système qui
ne préserve pas la régularité par réécriture générale peut cependant être préser-
vant pour une stratégie. Ils transposent ensuite les résultats de [Rét99] aux cas de
la stratégie en surface et de la stratégie en profondeur, au prix de restrictions sup-
plémentaires. Il reste que ces études de préservation de la régularité se font sous
l’hypothèse restrictive de la linéarité à droite.
Exemple 99.
Considérons à nouveau l’exemple 79. La réécriture de filter(cons(pred(succ(0));nil))
en cons(pred(succ(0));filter(nil)) n’est pas conforme à la stratégie en profondeur car
pred(succ(0)) n’est pas une forme normale. Nous voulons nous abstenir de compléter
la paire critique P C1 de l’exemple 79. 99C
5.2 Complétion d’automate avec stratégie en
profondeur
Comment adapter la complétion d’automate à la stratégie en profondeur ? Stricte-
ment, une adaptation n’est pas nécessaire sur le plan de la correction. En eﬀet, pour
tout système R et tout langage L, Rin(L)  R(L), de sorte que tout surapproxima-
tion correcte de R(L) est aussi une surapproximation correcte de Rin(L). Cependant,
procéder ainsi est frustrant, car on surapproxime un ensemble, R(L), qui contient
strictement (la plupart du temps) celui qui nous intéresse, Rin(L).
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5.2.1 Préliminaires
5.2.1.1 Formes normales et régularité
La complétion équationnelle fonctionne dans le cadre des systèmes de réécriture
linéaires à gauche. Cela nous permet de proposer une adaptation de la complétion
à l’étude de la réécriture avec stratégie en profondeur. Il nous faut en eﬀet pour cela
distinguer les formes normales des formes réductibles, car c’est là le critère discri-
minant de cette stratégie. Or on dispose justement du théorème suivant [GB85 ;
GT95 ; CJ03].
Théorème 100.
Soit R un système de réécriture linéaire à gauche. L’ensemble de ses formes nor-
males, Irr(R), est régulier. Plus précisément, il existe un automate déterministe et
complet IRR(R) disposant d’un état distingué non final pred et tel que L (IRR(R)) =
Irr(R). 100
Remarque 101. L’état pred est le seul état non final de IRR(R).
Exemple 102.
Considérons le systèmeR de l’exemple 45, dont on rappelle lesmembres gauches :
filter(nil)! : : : ;
filter(cons(succ(X);Y ))! : : : ;
filter(cons(pred(X);Y ))! : : : ;
filter(cons(0;Y ))! : : : ;
pred(succ(X))! : : : ;
succ(pred(X))! : : :
On observe que les formes réductibles les plus simples ont pour symbole racine
filter, pred ou succ. Pour les règles faisant intervenir filter, on constate que le symbole
situé directement sous filter est soit nil soit cons, et que ces deux symboles n’inter-
viennent dans aucun autre membre gauche. Outre l’état pred, l’automate IRR(R) doit
donc comporter un état plist pour reconnaitre les listes (termes dont le symbole ra-
cine est nil ou cons). Il doit aussi comporter un état pp pour les termes de la forme
pred(: : : ), un état ps pour ceux de la forme succ(: : : ), un état p0 pour 0. Enfin, il doit y
avoir un état pvar pour reconnaitre tous les termes qui ne sont pas des sous-termes
des membres gauches des règles de R, mais peuvent participer d’un terme réduc-
tible en tant qu’instance d’une variable apparaissant dans les membres gauches.
Finalement, on a un ensemble de 3 états Pint = fp0;pp;psg destiné à reconnaitre
les termes qui sont censés désigner des entiers. Contrairement au cas des listes, on
doit en avoir 3 et non un seul car par exemple il faut distinguer succ(0) et pred(0)
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puisque succ(succ(0)) est une forme normale tandis que succ(pred(0)) n’en est pas
une. On aura donc les transitions suivantes
0 p0
succ(pp) pred
succ(p) ps pour tout p sauf pp et pred
pred(ps) pred
pred(p) pp pour tout p sauf ps et pred
nil plist
cons(p;p0) plist pour tout p 2 Pint et tout p0 , pred
filter(plist) pred
À ce « noyau », il faut ajouter les transitions qui traduisent le fait qu’un terme est
réductible dès qu’un de ses sous-termes est réductible :
f (pred) pred pour chaque f symbole de fonction unaire
cons(pred;p) pred pour tout p
cons(p;pred) pred pour tout p
et enfin faire reconnaitre toutes les autres constructions par pvar :
f (p) pvar pour tous f et p tels qu’il n’y a pas déjà de transition f (p) : : :
cons(p;p0) pvar pour tous p et p0 tels qu’il n’y a pas déjà de transition cons(p;p0) : : :
Remarquons que si la dénomination des états de IRR(R) ainsi que le processus
par lequel il est décrit font penser à des types (listes, entiers), il n’y a aucun typage
dans le système de réécriture. Le terme t = succ(cons(nil;0)) est licite. Il est reconnu
par IRR(R) en l’état pvar (c’est une forme normale), de sorte que prec(t) est reconnu
en pred. 102C
Cet automate permet en fait de définir une relation de congruence IRR(R) qui
discrimine les termes selon leur statut de forme normale ou réductible. L’ensemble
des termes réductibles constitue la classe d’équivalence associée à pred.
Définition 103.
Soit R un système de réécriture linéaire à gauche et IRR(R) un automate répon-
dant aux critère du théorème 100. On définit la relation d’équivalence IRR(R) sur
T() par : pour tout u;v 2 T(), notant pu et pv les uniques états de IRR(R) tels
que u 2 L (IRR(R);pu) et v 2 L (IRR(R);pv), on a u IRR(R) v si et seulement sipu =
pv . 103J
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Lemme 104.
La relation IRR(R) est une relation de congruence. 104
Démonstration.
C’est évidemment une relation d’équivalence. Soit k un entier naturel, f 2 k et
t1; : : : ; tk ; s1; : : : ; sk 2 T() tels que pour tout i 2 ~1 ; k, ti IRR(R) si . Soit t = f (t1; : : : ; tk)
et s = f (s1; : : : ; sk). Montrons que t IRR(R) s. Il suﬃt de reprendre la définition : pour
tout i 2 ~1 ; k, il y a un état pi de IRR(R) tel que ti ; si 2L (IRR(R);pi). Soit p l’état de
IRR(R) destination de l’unique transition f (p1; : : : ;pk) p de l’automate. On a bien
t IRR(R) s. 
De la même façon que la notion de E-cohérence nous a permis de quantifier la
précision de la surapproximation produite par la complétion équationnelle usuelle,
l’utilisation d’un automate IRR(R)-cohérent, c’est-à-dire tel que chaque état recon-
nait des termes qui sont de la même classe pour IRR(R), sera fructueuse pour la
définition d’une procédure de complétion équationnelle compatible avec la straté-
gie en profondeur.
5.2.1.2 Automates produits
Le gestion de deux relations de congruence nous conduit à utiliser des auto-
mates dont les états sont des couples. Nous introduisons d’abord la notion clas-
sique [Com+08] d’automate produit.
Définition 105 (Automate produit).
Soit A = (;Q;QF ;) et B = (;P ;PF ;   ) deux automates. On construit l’automate
produit AB à partir de l’ensemble d’états Q  P . On note 
q;p les états de AB.
Cette notation est étendue aux configurations par induction : pour un symbole f 2
 et des configurations 1 = f (q1; : : : ;qk) de A et 2 = f (p1; : : : ;pk) de B, on note

1;2

la configuration f (


q1;p1

; : : : ;


qk ;pk

) de AB.
L’ensemble des delta-transitions deAB est alors celui des 
1;2 
q;p avec
1A q et 2B p. L’ensemble des epsilon-transition est celui des


q;p
 
q0;p
avec qA q0 et des


q;p
 
q;p0 avec pB p0.
L’ensemble d’états finaux est QF  PF . 105J
Remarque 106. La définition classique présentée ci-dessus de l’ensemble des états
finaux par QF  PF conduit à ce que L (AB) =L (A)\L (B). Cela ne correspond
pas à l’utilisation que nous ferons des produits. Aussi, il nous arrivera, après avoir
considéré un automate produit, de modifier « à la main » l’ensemble des états finaux
pour l’adapter à notre besoin.
Plus généralement, nous serons amenés à considérer des automates dont l’en-
semble des états est un produit cartésien.
Nous aurons aussi besoin, inversement, de réaliser des projections sur la partie
gauche ou droite d’un automate de couples.
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Définition 107 (Projections).
Soit A = (;Q;QF ;) un automate de couples, soit    une de ses transitions
et


q;p

un de ses états. On note1 (


q;p

) = q et on étend1 () aux configurations
par induction : 1 (f (1; : : : ;k)) = f (1 (1) ; : : : ;1 (k)). On définit 1 ( ) =
1 ()1 () ainsi que1 (A) = (;1 (Q) ;1 (QF) ;1 ()).2 () est défini pour
tous ces objets de la même façon pour les composantes droites. 107J
Remarque 108. Utiliser1 (A) revient à oublier la précision apportée par les com-
posantes droites des états. Par conséquent,L (1 (A) ;q) L (A;
q;p).
5.2.1.3 Compatibilité
Définition 109 (Compatibilité avec IRR(R)).
On dit qu’un automate de couple A est compatible avec IRR(R) si, pour toute
configuration c et pour tout état


q;p

de A,2 (c) est une configuration et p est un
état de IRR(R), et si c 
A


q;p

, alors2 (c)

IRR(R)
p. 109J
5.2.2 Procédure de complétion innermost
Nous donnons ici une description théorique de la complétion. Les algorithmes
utilisés en pratique seront donné dans le chapitre 6.
Étant donné le système de réécriture R, nous construisons l’automate détermi-
niste complet IRR(R). Partant d’un automate A sans epsilon-transition reconnais-
sant le langage initial L0 (comme dans la complétion classique), nous construisons
l’automate produit A0 = A  IRR(R). Ce calcul de produit n’est fait qu’une seule
fois au début, nous allons le mettre à jour lors des étapes de complétion. Grâce à
lui, nous pouvons discriminer les termes en fonction de leur situation par rapport à
la réécriture en profondeur. Il nous est alors possible de définir une notion de paire
critique innermost de façon eﬀective puis une procédure de complétion exacte. En-
fin, nous pourrons également dire quand il est possible d’appliquer une équation
de surapproximation.
5.2.2.1 Complétion exacte
Une paire critique innermost est une paire critique au sens de la complétion clas-
sique qui vérifie en plus une propriété relative aux sous-termes.
Définition 110 (Paire critique innermost).
La paire (`! r; ;
q;p), avec `! r 2 R,  : X ! QA et 
q;p 2 QA, est critique
si
1. `

A


q;p

,
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` r
f (q1; : : : ;qk)
q q0
R
A 
A
A0
A0
R
` r
f (


q1;p1

; : : : ;


qk ;pk

)


q;pred
 

q0;pr



q;pr

Rin
A 
A p1; : : : ;pk , pred
A0
A0
R
Figure 5.6 – Comparaison de la complétion standard et de la complétion adaptée
2. il n’y a pas de p0 tel que r

A


q;p0 et
3. pour toute sous-configuration  à la profondeur 1 de ` , l’état
D
q ;p
E
tel que


A
D
q ;p
E
dans le chemin de reconnaissance de la condition 1 est tel que
p , pred. 110J
Remarque 111. Puisqu’une paire critique dénote une possibilité de réécriture, le
p de la définition 110 est nécessairement pred.
Exemple 112.
Reprenons encore une fois la situation des exemples 45–102 et considérons
la règle filter(cons(pred(X);Y )) ! cons(pred(X);filter(Y )), la substitution 1 = fX 7!

qs;ps

;Y 7! 
qn;pnilg et l’état Dqf ;predE. Cela correspond à la paire critique P C1 de
l’exemple 79. Cependant, et conformément au souhait que nous formulions dans
l’exemple 99, cette situation ne constitue pas une paire critique au sens de la nou-
velle définition. En eﬀet, le chemin de reconnaissance est
filter(cons(pred(


qs;ps

);


qn;pnil

)) filter(cons(
D
qp;pred
E
;


qn;pnil

))
 filter(
qc;pred)

D
qf ;pred
E
et l’on constate donc la présence d’un pred à la profondeur 1.
Il y a cependant une paire critique innermost dansA0 avec la règle pred(succ(X))!
X, la substitution 2 = fX 7! 
q0;p0g et l’état Dqp;predE. 112C
Le processus de normalisation sera analogue à celui utilisé dans le cas classique,
avec une modification technique : pour faciliter la formulation de la preuve de
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précision et limiter le nombre de cas à traiter, nous réutilisons pas les états déjà
existants, mais introduisons à chaque fois un nouvel état. Ce n’est pas gênant car il
est possible de fusionner après coup ces états supplémentaires.
Définition 113 (Normalisation avec nouveaux états).
Soit A = (;Q;;F) un automate et c une configuration de cet automate. On dé-
finit NormInnA (c) par induction comme l’est NormA (c) dans la définition 75, avec
la modification suivante pour le cas de base.
Si c est une configuration élémentaire, c’est-à-dire de la forme f (


q1;p1

; : : : ;


qk ;pk

)
avec k un entier naturel, f 2 k et 
q1;p1 ; : : : ;
qk ;pk 2Q, alors :
— peu importe qu’il existe


q0;p0 2 Q tel que f (
q1;p1 ; : : : ;
qk ;pk)A 
q0;p0
ou qu’il n’existe pas de tel état : on choisit q00 < 1 (Q) arbitraire, on note p00
l’unique état de IRR(R) tel que f (p1; : : : ;pk)IRR(R) p00 et on définit
NormInnA (c) = (f
q00;p00g; ff (
q1;p1 ; : : : ;
qk ;pk) 
q00;p00g;
q00;p00):
113J
Pour compléter une paire critique (figure 5.6), nous devons, comme dans le cas
classique, « fermer le carré ». Cependant, ici, afin de conserver la cohérence des
composantes

;p, nous ne pouvons pas le refermer sur lui-même car cela condui-
rait à ajouter une epsilon-transition du type


q0;pr
 
q;pred. Or, il est clair que
si nous voulons que nos composantes droites aient un sens, une epsilon-transition
ne peut se faire qu’à composante droite identique. Dans le cas contraire, l’automate
n’est plus compatible avec IRR(R). Il faut donc ajouter une transition 
q0;pr  

q;pr

, avec pr , pred en général.
Cela pose quelques diﬃcultés : à ce stade, nous avons rendu l’automate compa-
tible avec la réécriture innermost ` ! r , mais seulement lorsque celle-ci se fait à
la racine, mais l’automate présente toujours une diﬀérence de comportement pour
les configurations de la forme C[` ] et C[r ] avec C un contexte non trivial. En
eﬀet, le fait que le carré n’ait pas été refermé exactement sur lui-même signifie que
la partie en

;pr , après avoir progressé jusqu’à C[
q;pr ], ne peut pas utiliser les
transitions où apparait


q;pred

pour reconnaitre la partie propre du contexte C.
Nous allons donc devoir dupliquer ces transitions : pour toute transition où ap-
parait


q;pred

, nous devons ajouter (si elle n’est pas déjà présente par ailleurs), une
transition analogue dans laquelle


q;pred

est remplacé par


q;pr

. Bien sûr, il ne
suﬃt pas de le faire une fois, il faut tour à tour considérer les états qu’on peut
atteindre à partir de


q;pred

.
Heureusement, ce processus ne peut pas conduire à la formation de nouvelles
paires critiques. En eﬀet, on n’y eﬀectue aucune normalisation et donc on n’intro-
duit aucune nouvelle composante gauche


q;  (pour la même raison, on est certain
que ces opérations de duplication terminent). De plus, on n’aboutit pas, à de nou-
velles situations


q00;pred

à droite qui n’apparaissaient pas déjà à gauche (en fait,
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en partant de


q;pred

, tous les états dont on construit un analogue ont déjà une
composante droite égale à pred).
Formalisons ce qui vient d’être expliqué.
Définition 114 (Transitions supplémentaires).
Soit pc = (`! r; ;
q;pred) une paire critique innermost pour l’automate A et le
système de réécriture R. Notons (Q0;0;
q0;pr ) = NormInnAR (r ).
Soit   
q00;pred une transition de A avec  une configuration élémentaire
où intervient


q;pred

, c’est-à-dire que  est de la forme f (: : : ;


q;pred

; : : : ). Soit
[pred=pr ] la configuration obtenue en remplaçant dans  l’état


q;pred

par


q;pr

.
Notons p00 l’unique état de IRR(R) tel que 2

[pred=pr ]

IRR(R) p00. La transition
supplémentaire associée à  
q00;pred est [pred=pr ] 
q00;p00.
On appelle TSuppInnA (pc) l’ensemble de transitions obtenu en rassemblant toutes
les transitions supplémentaires associées aux transitions de A qui font intervenir
l’état


q;pred

puis, successivement, à celles faisant intervenir les états


q00;p00 où
aboutissent des transitions supplémentaires précédemment considérées. 114J
Définition 115 (Complétion d’une paire critique).
Soit pc = (`! r; ;
q;p) une paire critique innermost pour l’automateA et le sys-
tème de réécriture R. Notant (Q0;0;
q0;pr ) = NormInnAR (r ), la complétion de
cette paire critique est CompInnA (pc) =

Q0;0 [TSuppInnA (pc) ;

q0
R q

. 115J
La notion d’étape de complétion est identique à celle du cas classique.
5.2.2.2 Fusion équationnelle
Nous avons déjà observé que la compatibilité avec IRR(R) interdit la présence
d’une epsilon-transition entre deux états dont la composante

;p est diﬀérente.
Par conséquent, il n’est pas possible d’appliquer une équation entre deux tels états,
ce qui conduit à une définition plus restrictive de la notion de situation d’applica-
tion.
Définition 116 (Situation d’application).
SoitA un automate, s = t une équation et  une substitution de (;X ) vers (;Q).
Soit


qs;p

;


qt;p

deux états de A. On dit que (s = t;;
qs;p ;
qt;p) est une situa-
tion d’application (de l’équation s = t) si
— sA


qs;p

,
— tA


qt;p

et
— il n’est pas le cas que


qs;p
 E;A 
qt;p. 116J
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Définition 117 (Application d’une équation).
Soit A un automate et (s = t;;
qs;p ;
qt;p) une situation d’application d’une
équation. L’application de cette équation est la paire de transitions f
qs;p E 
qt;p ;
qt;p E

qs;p
g. 117J
La fusion équationnelle est définie comme dans le cas classique : énumération des
situations d’application, puis fusion, jusqu’à l’obtention d’un point fixe, laquelle
est garantie par le fait qu’on n’ajoute aucun nouvel état.
Comme dans le cas classique, une étape de complétion équationnelle consiste en
une étape de complétion exacte suivie d’une étape de fusion équationnelle.
5.2.3 Preuves de correction et précision
Nous allons adapter les preuves données en section 4.3.2.
5.2.3.1 Préliminaires
Avant de prouver que les automates construits vérifient des invariants semblables
au cas classique, énonçons un résultat de composition de contexte. Ce résultat est
évident dans le cas classique mais mérite une mention ici.
Lemme 118.
Soit A un automate cohérent avec IRR(R), pc = (` ! r; ;
q;p) une paire cri-
tique de A, pr l’état de IRR(R) tel que r IRR(R) pr et B l’automate résultant de
la complétion de cette paire critique. Soit C un contexte sur T() et


q1;p1

un
état de A tel que C[
q;p] 
A


q1;p1

. Alors il existe un état p2 de IRR(R) tel que
C[


q;pr

]

B


q1;p2

. 118
Démonstration.
Notons que p = p1 = pred.
Nous devonsmontrer que toutes les transition du cheminC[


q;pred

]

A


q1;pred

admettent un correspondant en partant de C[


q;pr

]. Observons tout d’abord que
les transitions qui servent à reconnaitre des sous-termes situés en des positions de
C parallèles au trou peuvent être conservées. Il reste à montrer que pour chaque
transition mettant en jeu une position au dessus du lieu de la complétion, il existe
une transition correspondante. Ces transitions sont précisément celles ajoutées par
TSuppInnA (pc). 
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Remarque 119. Les transitions de TSuppInnA (pc) sont nécessaires à ce lemme.
En eﬀet, considérons R = fg(f (b)) ! g(f (a)); f (a) ! cg, A = fb  qb; f (qb) 
qf b; g(qf b) qgf bg. L’automate des formes normales peut être décrit ainsi IRR(R) =
fa pa;b pb; c pc; f (pa) pred; g(pa) pc; f (pb) pf b; g(pf b) pred; f (pc)
pc; g(pc) pcg. Il y a une paire critique P C1 = (g(f (b))! g(f (a));;
D
qgf b;pred
E
) dans
AIRR(R), qui est complétée par l’ajout des transitions a 
qN1;pa, f (
qN1;pa)

qN2;pred

, g(


qN2;pred

) 
qN3;pred et 
qN3;pred Dqgf b;predE, ce qui produit
l’automate A1. Ici, TSuppInnA (P C1) est vide.
Il y a une paire critique P C2 = (f (a)! c;;
qN2;pred) dans A1, qu’on complète
par les transitions c 
qN4;pc et 
qN2;pc. Notons A\2 l’automate ainsi construit.
Voyons ce qui se produit en l’absence des transitions de TSuppInnA1 (P C2).
Observons que g(c) 2 Rin(g(f (a))) et g(f (a)) 2 L (A\2;
D
qgf b;pred
E
) à cause de la
complétion de P C1. Mais nous avons seulement g(c)A\2 g(


qN4;pc

)A\2 g(


qN2;pc

),
et cette dernière configuration n’est pas reconnue. Ainsi, g(c) < L (A\2;
D
qgf b;p
0E)
pour tout p0.
Détaillons comment obtenir TSuppInnA1 (P C2). Comme il existe une transition
g(


qN2;pred

) 
qN3;pred, nous ajoutons une transition g(
qN2;pc) 
qN3;pc.
Puis, comme qN3 < A et que 
qN3;pred Dqgf b;predE, nous ajoutons 
qN3;pcD
qgf b;pc
E
. Il n’y a pas d’autre transition à ajouter : nous avons construit A2, et on a
bien g(c) 2L (A2;
D
qgf b;pc
E
).
5.2.3.2 Correction
À l’invariant 74 correspond un invariant qui tient compte de la détection de du
caractère « en profondeur » des paires critiques.
Invariant 120.
D’une part, l’automate A est compatible avec IRR(R).
D’autre part, pour tout état


q;pred

deA, pour tout u 2L (A;
q;pred), pour tout
v 2 Rin(fug), ou bien il existe p tel que v 2 L (A;
q;p), ou bien il existe une paire
critique innermost (` ! r; ;
q0;pred) dans A et un contexte C sur T() tels que
uA C[` ]A C[


q0;pred

]A


q;pred

et vA C[r ]. 120J
Théorème 121.
Un automate produit par complétion exacte vérifie cet invariant. 121
Démonstration.
L’automate initial A0 = A  IRR(R) est compatible avec IRR(R). De plus, toutes
les étapes de la complétion exacte n’introduisent des transitions  
q;p qu’avec
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un p choisi explicitement pour que 2 ()IRR(R) p. Ainsi, la compatibilité de A
avec IRR(R) est assurée à toute étape de complétion exacte.
La deuxième partie de l’invariant se démontre en reprenant la preuve du lemme 83
mutatis mutandis. Soit


q;pred

un état deA, u 2L (A;
q;pred) et v 2 Rin(u). Par dé-
finition de la réécriture en profondeur, il y a une règle `! r de R, une substitution
 de (;X ) vers  et un contexte C tels que u = C[`], v = C[r] et tout sous-terme
strict de u est en forme normale. Soit u0 = ` et v0 = r. Il existe


q0;pred

tel que
u0 2L (A;
q0;pred) et C[
q0;pred] A 
q;pred.
Par linéarité de `, il existe  : X !QA tel que ` A `

A


q0;pred

et r

A
r . Il
en résulte que u

A
C[` ]

A
C[


q0;pred

]

A


q;pred

and v

A
C[r ].
Supposons qu’il n’y a pas de p0 tel que v0 2L (A;
q0;p0) et montrons que (`!
r; ;


q0;pred

) est une paire critique dans A. D’abord, par hypothèse, il n’y a pas de
p tel que r

A


q0;p

. Les conditions 1 et 2 de la définition 110 sont donc remplies.
Supposons que ` = f (1; : : : ;k) et montrons que la condition 3 de la définition 110
est également vérifiée. 1 Pour tout i 2 ~1 ; k, soit 
qi ;pi l’état de A tel que i A
i

A


qi ;pi

dans le chemin de reconnaissance de ` . PuisqueA est cohérent avec
IRR(R), pour tout i 2 ~1 ; k, on a i IRR(R) pi . Les sous-termes stricts de ` étant
aussi des sous-termes stricts de u, ils sont en forme normale et donc pi , pred. La
condition 3 est ainsi remplie. 
Il résulte de ce théorème que, à l’instar du cas classique, la complétion d’auto-
mate innermost fournit, lorsqu’elle aboutit à un point-fixe, un automate qui recon-
nait une surapproximation de Rin(L0).
Comme dans le cas classique, ce résultat de correction reste valable pour la com-
plétion équationnelle car sa démonstration ne repose nullement sur l’absence de
transitions issues de l’application d’équations.
5.2.3.3 Précision
Adapter les résultats du cas classique est encore possible mais plus délicat.
Nous devons faire l’hypothèse que l’automate initial ne mélange pas plusieurs
classes d’équivalences au sein d’un même état. Cependant, la notion de classe d’un
état est techniquement plus compliquée que dans le cas classique, car il faut gérer
les composantes

;p.
1. Si ` est une constante, alors la condition 3 est vraie.
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Définition 122 (Séparation des classes de E).
L’automate A sépare les classes de E si pour tout q 21 (QA), il existe un terme s
tel que pour tout p 22 (QA),L (A;
q;p)  [s]E . 122J
Définition 123 (Classe d’équivalence d’une configuration).
Soit A un automate qui sépare les classes de E. Soit q la composante gauche
d’un état (q 2 1 (A)). S’il existe p 2 2 (A) tel que L (A;
q;p) , , alors la classe
commune de tous les termes reconnus parA en des états de la forme 
q;  est notée
[q]AE . S’il n’y a pas de tel p, on note [q]
A
E =?.
Nous étendons cette notation aux configurations deA comme suit. On note [
q;p]AE =
[q]AE . Soit c = f (c1; : : : ; ck) une configuration de A. S’il existe un i 2 ~1 ; k tel que
[ci]
A
E = ?, alors soit [c]AE = ?. Sinon, pour tout i 2 ~1 ; k, soit ti 2L (1 (A) ;1 (ci)).
On note [c]AE = [f (t1; : : : ; tn)]E . 123J
Définition 124 (Séparation totale).
Soit A un automate séparant les classes de E. On dit que cette séparation est
totale si pour toute configuration c de A, [c]AE ,?. 124J
Les remarques techniques suivantes rendront la preuve de précision plus lisible.
Définition 125 (Équations de réflexivité).
Pour une signature (;X ), on appelle ensemble de ses équation de réflexivité
l’ensemble
Er = ff (x1; : : : ;xk) = f (x1; : : : ;xk) j k 2 N^ f 2 k ^ x1; : : : ;xk sont distinctsg :
125J
Remarque 126. Pour faciliter la formulation de la preuve et limiter le nombre de
cas à traiter, nous utilisons une procédure de normalisation qui ne réutilise pas
les états déjà existants, mais introduit à chaque fois un nouvel état. Pour contreba-
lancer cette création systématique, nous ajoutons à E l’ensemble Er des équations
de réflexivité : la fusion équationnelle va fusionner les états superflus ainsi créés.
D’autre part, les classes d’équivalences de E sont les mêmes que celles de E[Er .
Enfin, la fusion équationnelle augmente la taille des langages reconnus, donc ce
détour est valide.
L’invariant de précision est appelé Rin=E-cohérence.
Définition 127 (Rin=E-cohérence).
Un automate A est Rin=E-cohérent si
1. AR sépare totalement les classes de E,
2. A est accessible et
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3. pour tout état


q;p

de A,L (A;
q;p)  (Rin=E) [q]ARE . 127J
Lemme 128.
SoitA un automate qui sépare totalement les classes de E. Soit (s = t;;
q1;p ;
q2;p)
une situation d’application d’une équation de E in A. On a [q1]AE = [q2]AE . 128
Démonstration.
Il suﬃt de montrer que [s]AE = [t]
A
E . La séparation des classes de E par A étant
totale, pour tout x du domaine de , il existe un terme x 2 L (1 (A) ;x). Ceci
permet de construire une instance s E t de l’équation considérée. Mais [s]AE =
[s]E et [t]
A
E = [t]E . 
Lemme 129.
SoitA un automateRin=E-cohérent et cohérent avec IRR(R), soit (`! r; ;
q;pred)
une paire critique qu’on complète par l’ajout d’une transition


q0;pr
 R 
q;pr .
Nous supposons que les étapes de normalisation ont déjà été faites dans A. On a
L (A; r )  (Rin=E)

[q]A
R
E

. 129
Démonstration.
Soit t 2 T () tel que t 
A
r

AR


q0;pr

. Pour toute variable x de r, soit x le
sous-terme de t à la position où x apparait dans r, de sorte que t = r. Pour toute
variable y apparaissant dans ` mais non dans r, soit y un terme quelconque de
L (A; y ). Comme A est cohérent avec IRR(R) et que la paire critique remplit la
condition 3 de la définition 110, tout sous-terme strict de ` est en forme normale.
Ainsi, t = r 2 Rin(`). De plus, ` 2 L (A;
q;pred) et A est Rin=E-cohérent, donc
t 2 (Rin=E)

[q]A
R
E

. 
Théorème 130.
La fusion équationnelle préserve la Rin=E-cohérence. 130
Démonstration.
Soit (s = t;;


q1;p0

;


q2;p0

) une situation d’application d’une équation de E
dans A et soit B l’automate résultant de la fusion de 
q1;p0 et 
q2;p0. Soit 
q;p
un état.
Montrons que L (BR;
q;p)  [q]ARE . Considérons u = C[u0] AR C[
q1;p0] E
C[


q2;p0

]

AR


q;p

. On a u0 2 [q1]ARE , donc, par le lemme 128, u0 2 [q2]A
R
E . Par
conséquent, u 2 C[[q2]ARE ], c’est-à-dire [q]A
R
E . Les autres cas sont soit triviaux, soit
réductibles à celui-ci.
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Montrons ensuite que L (B;
q;p)  (Rin=E) [q]ARE . Considérons u = C[u0] A
C[


q1;p0

]
E C[
q2;p0] A 
q;p. On a u0 2 (Rin=E) [q1]ARE , ie.u0 2 (Rin=E) [q2]ARE .
Ainsi u 2 (Rin=E)

C[[q2]
AR
E ]

.
Si C[


q2;p0

]

AR


q;p

, alors C[[q2]
AR
E ] = [q]
AR
E , puis u 2 (Rin=E)

[q]A
R
E

.
Supposons maintenant que C[


q2;p0

]

A


q;p

avec une seule R-transition, c’est-
à-dire que C[


q2;p0

]

AR
D[r ]

AR
D[
D
q03;p3
E
]
RD[
q3;p3] 
AR


q;p

. Il y a une paire
critique correspondante, notons-là (`! r; ;
q3;pred). Par lemme 129, L (A; r ) 
(Rin=E)

[q3]
AR
E

. D’autre part,D[[q3]
AR
E ] = [q]
AR
E , doncL (A;D[r ])  (Rin=E)

[q]A
R
E

.
Puisque (Rin=E) est un opérateur sur les classes d’équivalences par E, tout terme
équivalent à un terme de L (A;D[r ]) est également un descendant de [q]ARE par
Rin=E. Mais puisque C[[q2]
AR
E ] = D[[r ]
AR
E ], u est un descendant d’un tel terme,
donc u 2 (Rin=E)

[q]A
R
E

.
Finalement, dans le paragraphe ci-dessus, on a seulement exploité D[[q3]
AR
E ] 
(Rin=E)

[q]A
R
E

(on avait D[[q3]
AR
E ] = [q]
AR
E ) : on peut donc utiliser ce raisonnement
dans une induction sur le nombre de R-transitions présentes dans le chemin de
C[


q2;p0

]

A


q;p

, et conclure. 
L’utilisation systématique de nouveaux états pour la normalisation simplifie l’étude
d’une étape de complétion car le lemme suivant est alors trivial.
Lemme 131.
La normalisation préserve la Rin=E-cohérence, ainsi que l’ajout des transitions
de TSuppInnA (pc). 131
Lemme 132.
La complétion de paire critique préserve la Rin=E-cohérence. 132
Démonstration.
Soit (` ! r; ;
q;pred) une paire critique, qu’on complète par normalisation et
l’ajout de la transition


q0;p0 R 
q;p0. Soit B l’automate ainsi constuit. Il suﬃt de
prouver que L (B;
q0;p0)  (Rin=E) [q]ARE . Grâce à l’utilisation systématique de
nouveaux états pour la normalisation, on a L (B;
q0;p0) = L (A; r ). On conclut
grâce au lemme 129. 
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Nous pouvons donc énoncer le théorème de précision analogue au cas classique.
Théorème 133.
La complétion équationnelle innermost préserve la Rin=E-cohérence. 133
Théorème 134 (Précision).
Soit E un ensemble d’équations. Soit A0 = A  IRR(R), où A est un automate
pour lequel on a fixé des états finaux déterminés. On ne conserve dans A0 que les
états accessibles et, par exception à la règle générale de construction des automates
produits, on convient qu’un état


q;p

de A0 est final dès lors que q est final dans
A. Supposons que A0 sépare les classes de E. Soit R un TRS linéaire à gauche. Soit
A obtenu à partir de A0 après un certain nombre d’étapes de complétion équation-
nelle innermost. On a
L (A)  (Rin=E)(L (A IRR(R))): 134
Démonstration.
CommeA0 ne contient pas deR-transition,AR0 =A0. Ainsi, pourA0, la troisième
condition (Rin=E)-cohérence découle des deux premières. De plus, A0 sépare les
classes de E et est accessible, donc il sépare totalement les classes de E. Ainsi, A0
est (Rin=E)-cohérent. Le théorème 133 montre que cette propriété est transmise à
A, ce qui établit le résultat. 
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Dans ce chapitre, nous présentons les méthodes concrètes qui ont été employées
pour mettre en œuvre dans le logiciel Timbuk les méthodes décrites au chapitre
précédent. Cela nécessite l’exposition du fonctionnement général du logiciel Tim-
buk.
Timbuk [GV01] est créé par Thomas Genet et Valérie Viet Triem Tong en 2000
comme bibliothèque de manipulation d’automates d’arbres et comme implémenta-
tion de la complétion d’automate décrite dans [Gen97] (une méthode, antérieure
à celle rappelée en section 4.3, qui n’utilise pas d’équations pour exprimer les ap-
proximations).
Seul ce deuxième aspect, la mise en œuvre des méthodes de complétion d’auto-
mate, est conservé dans la version actuelle de Timbuk, Timbuk3, dont une variante
sert de base à l’implémentation expérimentale de notre méthode tenant compte de
la stratégie en profondeur.
6.1 Timbuk3
Le code de Timbuk3 [Gen+14] n’est pas basé sur celui des versions antérieures ;
il a été entièrement réécrit par Thomas Genet et Yohan Boichut. Le code de Tim-
buk2 faisait un usage très abondant de foncteurs OCaml, ce qui en fait une sorte
de cathédrale : un ensemble magnifique achevé, mais peu propice à des extensions
expérimentales.
L’approche retenue pour Timbuk3 est plus pragmatique, plus concrète et plus
impérative.
Outre les diﬀérents éléments d’entrée-sortie (interface utilisateur, parseur pour
les descriptions d’automates), l’essentiel du fonctionnement de Timbuk3 tourne au-
tour de sonmodule demanipulation d’automate. En eﬀet, les systèmes de réécriture
d’une part, les ensembles d’équations d’autre part, sont également représentés par
des automates.
Nous présentons ces formats brièvement et renvoyons à [Gen09 ; FGT04] pour
plus de détails.
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6.1.1 Représentation des automates
La description d’un automate par la liste de ses transitions, présentée dans les
exposés théoriques, n’est utilisée que marginalement, comme format intermédiaire
pour les entrées-sorties et quelques manipulations. Cette représentation ne permet-
trait en eﬀet pas de mener de façon eﬃcace les opérations de la complétion.
La représentation retenue est double ; chaque transition f (q1; : : : ;qn) q0 est re-
présentée deux fois. Dans une première table de hachage (transtable), cette transi-
tion est représentée par une clé q0 à laquelle est associé le couple (f ; (q1; : : : ;qn)).
Dans une seconde table (satable), cette transition est représentée, pour chaque
i 2 ~1 ;n, par une clé qi à laquelle est associé (f ; (q1; : : : ;qn);q0). Est également
créée et maintenue une table (ftable) qui étant donné un symbole f 2 , permet
de connaitre l’ensemble des états q qui interviennent dans les transitions de sym-
bole f .
Ces représentations ne permettent pas de façon eﬃcace de déterminer en quel
état est reconnu un terme, mais cela est sans importance car l’algorithme de com-
plétion procède par filtrage.
6.1.2 Conversion des TRS en automates
D’une façon générale, l’exécution d’un TRS requiert la capacité, pour chaque
terme t, de détecter s’il est de la forme C[` ] pour certains C,  , `! r et de générer
le terme C[r ] correspondant. Cependant, dans l’optique de détecter et compléter
des paires critiques, il n’est pas utile de tenir compte d’un éventuel contexte C, si
bien qu’il suﬃt, pour les substitutions potentielles  , de vérifier si t = ` pour un
certain membre gauche `.
On peut utiliser un automate pour cela, dont chaque état représente un sous-
terme des membres gauches des règles et dont les états terminaux correspondent
aux membres gauches complets. À cet automate est adjoint une table de correspon-
dance entre les états terminaux représentant chacun un ` et le terme r correspon-
dant dans la règle ` ! r. Dans une signature (;X ), l’ensemble des variables est
infini. Cependant, la description d’un TRS donné ne peut, par la force des choses,
faire intervenir qu’un nombre fini de variables diﬀérentes : la gestion des variables
ne pose donc pas de diﬃculté ; elle peuvent être traitées à l’instar des constantes, en
prenant soin de maintenir une table de correspondance des symboles d’arité zéro
qui dénotent des variables.
L’automate des membres gauches sommairement décrit ci-dessus peut être ob-
tenu à partir d’un automate constitué d’aucun état par application de l’algorithme
de normalisation aux membres gauches du TRS, vus comme des configurations de
cet automate.
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Exemple 135.
Considérons le TRS de la figure 5.5, savoir :
sumList(X;Y )! cons(plus(X;Y );sumList(plus(X;Y ); s(Y )))
nth(0;cons(H;T ))!H
nth(s(I);cons(H;T ))! nth(I;T )
suite(X)! nth(X;sumList(0;0))
plus(0;X)! X
plus(s(X);Y )! s(plus(X;Y )):
Pour construire un automate correspondant à ce TRS, on part d’un automate vide
et on normalise chacun des membres gauches vers un état ad hoc.
La normalisation de sumList(X;Y ) provoque l’introduction de trois états q0, q1 et
q2 tels que
X q0
Y  q1
sumList(q0;q1) q2:
Outre ces transitions, on met en place une table de correspondance pour les états
qui sont issus de variables
q0 X
q1 Y
ainsi qu’une table de correspondance pour les membres droits des règles
q2 cons(plus(X;Y );sumList(plus(X;Y ); s(Y )))
La normalisation de la deuxième règle conduit à l’ajout des états q3, q4, q5, q6, q7
et des transitions
0 q3
H q4
T  q5
cons(q4;q5) q6
nth(q3;q6) q7
ainsi que la mise à jour des deux tables de correspondance, celle des variables
q0 X
q1 Y
q4 H
q5 T
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et celle des membres droits des règles
q2 cons(plus(X;Y );sumList(plus(X;Y ); s(Y )))
q7 H
La normalisation de la troisième règle peut utiliser les transitions déjà intro-
duites pour reconnaitre le cons(H;T ). On n’introduit que les états q8, q9, q10 et les
transitions
I q8
s(q8) q9
nth(q8;q6) q10:
Les tables deviennent
q0 X
q1 Y
q4 H
q5 T
q8 I
et
q2 cons(plus(X;Y );sumList(plus(X;Y ); s(Y )))
q7 H
q10 nth(I;T )
On procède demême pour les règles suivantes. L’algorithme de filtrage peut alors
détecter, pour tout terme t, si t est reconnu en l’un des états q2, q7, q10, . . . La table
des membres droits permet à la fois de connaitre la règle applicable et le membre
droit associé. Le procédé de construction de l’automate assure de plus qu’un terme
t qui est reconnu en q10 par exemple est de la forme
t = nth(s(t1);cons(t2; t3))
avec t1 reconnu en q8, t2 reconnu en q4 et t3 reconnu en q5. La table des variables
associe à chacun de ces états la variable idoine, ce qui permet de construire la sub-
stitution  sous-jacente à l’instance de la règle en question. 135C
À partir de Timbuk3 ont été écrites plusieurs variantes, chacune mettant en
œuvre un raﬃnement ou une extension de la procédure classique de complétion
équationnelle.
TimbukLTA Créé par Valérie Murat, cette version ajoute la gestion de treillis pour
la manipulation d’espaces de valeurs tels que les entiers machine [Mur14].
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TimbukCEGAR Cette version ajoute la possibilité d’étiqueter les transitions par
des formules ainsi qu’un module de gestion de ces formules qui permet la mise
en œuvre du raﬃnement automatique des surapproximations à l’aide de contre-
exemples [Boy10].
6.2 TimbukSTRAT
Bien que le raﬃnement guidé par les contre-exemples ne soit pas possible à ce
stade, le code de TimbukSTRAT est basé sur celui de TimbukCEGAR, dont on a
désactivé le module de gestion des formules.
6.2.1 Mise en œuvre de la complétion équationnelle
Dans le chapitre 5, on a exposé la méthode de complétion innermost comme une
version modifiée de la complétion classique qui travaille sur un automate produit
AIRR(R). Cette présentation est utile car elle permet de décalquer les théorèmes
de correction et précision ainsi que leurs preuves.
Cependant, mettre en œuvre cette présentation de la complétion innermost dans
Timbuk aurait conduit à adapter l’algorithme de complétion pour traiter les couples

q;p

, et par ricochet l’ensemble du code.
Thomas Genet et moi-même avons donc décidé de revenir à ce qui est l’essence
de l’adaptation : il s’agit d’inhiber la complétion de certaines paires critiques clas-
siques lorsque les états mis en jeu ne reconnaissent aucune forme normale.
Un nouveau module a donc été écrit pour gérer le produit A  IRR(R), mais la
complétion n’est pas faite sur cet automate, qui sert seulement à inhiber dans le
module principal, marginalement modifié à cet eﬀet, la complétion des paires cri-
tiques ne correspondant pas à la stratégie en profondeur. Plus précisément, lors
de l’énumération des substitutions à prendre en compte pour un membre gauche,
celles ne donnant pas naissance à une paire critique innermost sont rejetées.
6.2.2 Construction de l’automate IRR(R)
Pour mener à bien ces opérations, il est nécessaire de disposer d’un automate
reconnaissant les formes normales de R. On peut utiliser Timbuk2 pour construire
un automate des formes normales : cet outil permet de générer un automate des
termes réductibles, mais cet automate n’est ni déterministe ni complet. Il faut donc
le déterminiser, calculer son complémentaire et le compléter. C’est la procédure qui
a été suivie pour générer les exemples de [GS15]. Elle est cependant insatisfaisante
parce que les algorithmes mis en œuvre pour la déterminisation et la complétion
sont génériques et ne peuvent tirer parti des propriétés de l’automate à constuire.
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Nous avons donc entrepris d’écrire un module permettant la génération d’un
automate IRR(R) conforme à l’énoncé du théorème 100. Il procède en trois grandes
étapes : tout d’abord, calculer un automate qui discrimine les termes et sous-termes
des membres gauche de règles de R ; ensuite, étendre puis compléter cet automate
en tenant compte de ses particularités.
La première étape est une adaptation de l’algorithme utilisé pour construire un
automate représentant R en section 6.1.2.
On tient compte du fait que, cette fois, on cherche seulement à savoir si un terme
est réductible par le système, mais sans accorder d’importance à la règle préci-
sément applicable : la table de correspondance entre les états reconnaissant les
membres gauches et les membres droits n’a pas lieu d’être. On n’a donc pas be-
soin que les diﬀérents membres gauches soient reconnus dans des états diﬀérents.
Ainsi, si l’on reprend le système de l’exemple 135, il n’y a pas lieu de distinguer les
états q2, q7 et q10 : dans l’automate IRR(R), on n’a qu’un seul état pred pour tous les
membres gauches.
De même, il n’est pas nécessaire de dinstinguer les diﬀérentes variables : comme
on ne s’intéresse qu’aux membres gauches, il importe peu qu’une variable s’appelle
X ou Y , étant entendu que les membres gauches sont linéaires. Par conséquent, il
n’y a pas non plus de table de correspondance états–variables et les états q0, q1, q4,
q5, q8 de l’exemple 135 n’ont pas lieu d’être distincts : on n’aura qu’un seul état pvar
pour toutes les variables.
On applique donc aux membres gauches un algorithme de normalisation modi-
fié : il y a deux états distingués pred et pvar, et un terme qui est une variable est
systématiquement normalisé vers pvar tandis que tout terme qui se trouve être un
membre gauche de règle est normalisé vers pred. Une vérification est eﬀectuée à
cette fin avant toute introduction d’un nouvel état.
Exemple 136.
Appliquons cet algorithme modifié au système de l’exemple 135. La normalisa-
tion de la première règle introduit
X pvar
Y  pvar
sumList(pvar;pvar) pred:
La deuxième ajoute
0 p2 pred est en fait p0 et pvar est p1
H pvar
T  pvar
cons(pvar;pvar) p3
nth(p2;p3) pred:
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Et la troisième :
I pvar
s(pvar) p4
nth(p4;p3) pred:
La règle suite(X)! : : : donne
suite(pvar) pred:
Les règles sur plus introduisent chacune une transition :
plus(p2;pvar) pred
plus(p4;pvar) pred:
En eﬀet, bien que dans la règle avec nth, les entiers non nuls aient été exprimés avec
s(I) et dans la règle du plus avec s(X), on bénéficie de l’unicité de l’état reconnais-
sant les variables.
On pourrait constater — c’est un algorithme classique de simplification d’auto-
mate — que dans cet exemple, les états p2 et p4 jouent des rôles identiques : ils
peuvent donc être fusionnés. 136C
L’automate ainsi construit est déterministe mais pas complet, et il ne reconnait
pas non plus toutes les formes normales, seulement celles qui sont des sous-termes
stricts des règles.
Exemple 137.
Dans l’exemple précédent, le terme suite(0) n’est pas reconnu par l’automate. Il
devrait être reconnu en pred car il s’agit d’un terme réductible, mais pour cela, il
manque soit une transition 0 pvar (qui permettrait d’appliquer ensuite suite(pvar)
pred), soit une transition suite(p2) pred. La première solution n’est pas compatible
avec l’exigence d’un automate déterministe car on a déjà 0  p2. C’est donc la
deuxième possibilité qui sera appliquée. 137C
Il faut étendre l’automate. L’extension consiste, pour chaque transition où pvar
apparait à gauche f (: : : ;pvar; : : : ) p0, à ajouter, pour chaque état p qui n’est ni pred,
ni pvar, une transition f (: : : ;p; : : : ) p0. Cette opération traduit le fait que chaque
fois qu’une variable apparait dans une règle, n’importe quel terme est admissible à
cette position, y compris les sous-termes des règles.
Exemple 138.
Comme indiqué, il faut ajouter une transition suite(p2) pred. Mais aussi suite(p3)
pred et suite(p4) pred. De même, à partir de la transition plus(p2;pvar) pred, on
doit ajouter les 3 transitions plus(p2;pi) pred pour i 2 ~2 ; 4. Enfin, pour les tran-
sitions où pvar apparait 2 fois, il faut énumérer les pi pour chacune des positions (ce
qui fait 32 transitions à chaque fois). 138C
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Il reste encore à rendre l’automate complet, c’est-à-dire qu’il faut énumérer toutes
les configurations élémentaires qui n’apparaissent pas dans les transitions déjà
construites et les faire reconnaitre en un état. Contrairement à l’algorithme clas-
sique, on n’introduit pas un nouvel état puits, mais on va utiliser pred et pvar à bon
escient.
Exemple 139.
Dans l’exemple filé, on ne peut pour l’heure construire aucune liste parce que
l’on n’a pas de constructeur de liste vide. En fait, la signature comprend également
une constante nil. Elle doit être considérée pour la complétion de l’automate. Dans
le cas présent, nil est une forme normale, donc il ne doit pas être reconnu en pred.
En revanche, il peut intervenir dans des instances de membres gauches des règles
comme instance d’une variable. On introduit donc nil pvar.
De même, le terme plus(suite(0);0), pour étrange qu’il soit, doit être reconnu en
un état, plus précisément pred car c’est un terme réductible (puisque son sous-terme
suite(0) l’est). Avec les transitions existantes, plus(suite(0);0) est reconnu en la confi-
guration plus(pred;p2). On ajoute donc plus(pred;p2) pred. 139C
Pour toute configuration f (p1; : : : ;pn) non encore reconnue, il faut ajouter une
transition f (p1; : : : ;pn)  pred s’il existe i 2 ~1 ;n tel que pi = pred et une transi-
tion f (p1; : : : ;pn) pvar dans le cas contraire. Le premier cas traduit le fait que si
un terme t est réductible, alors tout terme u dont t est un sous-terme est encore
réductible. Le second cas traduit le fait que si une configuration ne permet pas na-
turellement de progresser dans la reconnaissance d’un membre gauche d’une règle,
elle doit être rangée parmi les termes quelconques qui sont admissibles chaque fois
qu’une variable est présente.
L’automate ainsi construit est bien complet — on a tout fait pour — et il demeure
déterministe parce que les étapes d’extension et de complétion n’ajoutent de transi-
tions que pour des configurations qui ne sont pas déjà reconnues.
La première étape de construction n’est pas plus couteuse que l’étape classique
de traduction du système de réécriture en un automate des membres gauches. En
revanche, les étapes d’extension et de complétion sont couteuses en temps et en
mémoire — le problème de calcul de IRR(R) est EXPTIME-complet [Com13]. On
peut cependant envisager de ne pas les exécuter lors de la génération de IRR(R),
mais au contraire d’introduire ces transitions à la volée lorsqu’elles sont utiles à la
construction du produit A0 IRR(R) — et seulement dans ce cas.
6.2.3 Limites
TimbukSTRAT a été développé pour aider au calcul d’exemples de ce que per-
met la complétion innermost. L’implémentation actuelle n’est cependant pas com-
plètement satisfaisante au regard de la définition de la méthode. En eﬀet, le lien
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ténu entre l’algorithme de complétion existant et le nouveau module de gestion de
AIRR(R), s’il a permis d’obtenir rapidement des résultats, a pour eﬀet que le pro-
duit A IRR(R) n’est pas utilisé à plein : l’algorithme principal ne traite toujours
que des composantes


q;  et la fonction du nouveau module qui doit déterminer si
une substitution doit être conservée ne peut donc directement exploiter un couple

q;p

.
Cette implémentation a suﬃ à donner des résultats concrets encourageants, mais
en général elle est suceptible de donner des surapproximations plus grossières que
ce qui est présenté au chapitre 5.
On peut parfaire davantage cette implémentation. Mais comme on l’a vu, Timbuk
présente actuellement de nombreuses variantes qui ne sont pas compatibles entre
elles, et il serait sans doute profitable de remédier d’abord à ce problème.
6.2.4 Comparaison avec la méthode de [CLM15]
Notre complétion d’automate permet de surapproximer le comportement d’un
système de réécriture sous la stratégie en profondeur. La méthode de [CLM15]
consiste à ne pas modifier les procédures habituelles d’analyse de TRS mais à trans-
former le système R initial en un système R0 qui encode le comportement de R
soumis à la stratégie en profondeur. Nous comparons les ordres de grandeur des
structures mises en jeu d’une part lors de l’exécution de notre méthode — calcul
de IRR(R) puis application de la complétion adaptée à la stratégie — et d’autre part
lorsqu’on applique la transformation de [CLM15] puis qu’on applique au système
résultant la complétion classique.
Prenons pour R le système de l’exemple 135 et considérons le langage intial
L0 =
n
suite(sk(0))
 k 2 No :
Exécuter R à partir d’un terme de L0 revient à tenter de calculer le ke terme de la
suite u de l’exemple des figures 5.3, 5.4 et 5.5 de la section 5.1.1 (page 47). Si on ap-
plique la stratégie en profondeur, celle de OCaml présentée en figure 5.3, ce calcul
ne termine pas, ce qui se traduit par le fait que le langage R(L0) ne possède aucune
valeur, aucune forme normale et notamment aucun entier sk(0), mais seulement
l’ensemble infini des étapes de calcul.
Notre méthode d’analyse consiste à calculer l’automate des formes normales. Cet
automate comprend 4 états et 74 transitions. Ensuite, nous appliquons la procé-
dure de complétion équationnelle à partir d’un automate à 2 états et 3 transitions
qui reconnait L0. La complétion équationnelle converge en 4 étapes et produit un
automate point-fixe à 7 états et 13 transitions (figure 6.1). On constate sur cet auto-
mate l’absence de terme de la forme sk(0) dans Rin(L0) : les seuls termes reconnus en
l’état final q0 sont de la forme suite(: : : ) (terme de départ), soit de la forme nth(: : : )
(via q3). Nous avons ainsi prouvé la non-terminaison du système de la figure 5.5
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lorsqu’il est utilisé avec la stratégie en profondeur, et donc la non-terminaison du
programmeOCaml de la figure 5.3, ce qu’il n’était pas possible de faire directement
avec la complétion classique.
s(q1) q1 0 q1
suite(q1) q0 plus(q1;q1) q4
sumList(q4;q1) q5 nth(q1;q2) q3
sumList(q1;q1) q2 cons(q4;q5) q6
q3 q0 q6 q5
q6 q2 q4 q1
q1 q4
État final : q0
Figure 6.1 – Les transitions de l’automate point-fixe obtenu par notre méthode
La convergence de la complétion a été rendue possible par l’application des équa-
tions de surapproximation de la figure 6.2.
s(s(X)) = s(X)
plus(0;X) = X
plus(X;Y ) = plus(X;Y )
Figure 6.2 – Les équations utilisées pour obtenir la convergence de la complétion
Avec l’outil de [CLM15], on commence par produire, à partir de R (qui comprend
6 règles), un système R0 à 620 règles portant sur une signature étendue à 63 sym-
boles de fonction (dont l’arité la plus élevée est 3) et 706 variables. L’application de
la méthode de complétion classique — puisque la stratégie est déjà encodée dans le
système — à ce système R0 et un automate reconnaissant L0 (3 états, 4 transitions)
converge, grâce aux équations de la figure 6.2, en 85 étapes et produit un automate
à 113 états et 216 transitions. Il n’est évidemment pas pertinent de reproduire ici
ces transitions, mais les outils de Timbuk permettent de vérifier que cet automate
point-fixe ne reconnait pas non plus de terme de la forme sk(0).
Ces deux méthodes fournissent ici des résultats aussi probants pour ce qui est
de la preuve de non-terminaison, et ce dans des temps de calculs de l’ordre de la
seconde dans les deux cas. La méthode de [CLM15] a l’avantage de la généralité (on
peut étudier diﬀérentes stratégies). La nôtre au contraire a celui de la spécialisation,
qui permet ici de fournir un automate point-fixe bien plus lisible. Cela est utile
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pour des applications qui vont au delà de la simple preuve, notamment l’assistance
au développement de programme. On peut en eﬀet vouloir utiliser la complétion
d’automate pour donner une surapproximation lisible des résultats possibles d’une
fonction OCaml. Des travaux sont entrepris en ce sens [GKV15], et il est clair qu’un
système de réécriture ou un automate ayant subi la transformation de [CLM15]
perd en lisibilité.
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Dans ce chapitre, nous indiquons dans quelle mesure notre complétion d’auto-
mate innermost peut permettre d’envisager des analyses de programmes fonction-
nels par automate d’arbres.
On s’intéresse plus spécialement aux programmes fonctionnel écrits en OCaml [Ler+14],
qui est un langage de programmation fonctionnel d’ordre supérieur. Il comporte
également des éléments de programmation impérative et objet, mais nous ne nous
intéresserons pas à ces fragments. OCaml est un langage largement utilisé dans le
domaine de l’analyse de programmes [Coq15 ; Cou+15] mais également pour écrire
des applications variées [Pie15 ; FJ15]. La capacité de l’analyser revêt donc un inté-
rêt pratique.
Pour analyser le fragment fonctionnel de OCaml par complétion d’automate, on
doit l’adapter de plusieurs façons. Le respect de la stratégie d’appel par valeur de
OCaml par notre complétion avec stratégie en profondeur permet une meilleure
précision des analyses. Nous dirons (section 7.1) quelques mots à propos de la ges-
tion de la priorité qui existe entre certaines règles.
Mais d’autres défis restent à relever et nous mentionnerons les travaux qui y
contribuent ou qui permettent d’envisager des angles d’approche : gérer les termes
d’ordre supérieur (section 7.2) et manipuler eﬃcacement des types comme les en-
tiers machines (section 7.3). Pour rendre plus perceptible la diﬃculté liée à l’ordre
supérieur, nous exposons d’abord (section 7.2.1) une méthode d’analyse dévelop-
pée à Oxford par l’équipe du Professeur Ong qui utilise des formalismes plus com-
plexes que les langages réguliers mais permet d’exprimer plus directement cer-
taines des fonctionnalités de OCaml : les PMRS. Enfin, nous montrons que des
liens peuvent être tissés entre les méthodes de complétion d’automate et le cadre
général de l’interprétation abstraite (section 7.4).
7.1 Priorités sur les règles
Pour traiter convenablement un programme OCaml, il faut respecter les règles
de priorité sur les match : dans une construction match, les diﬀérents cas sont envi-
sagés dans l’ordre du texte du programme, et seul le premier cas valide est exécuté.
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Par exemple, dans le programme d’insertion dans une liste triée présenté figure 7.1,
le deuxième cas n’est testé que si le premier n’est pas activé, et le troisième cas ne
filtre, de fait, que la liste vide. Une traduction brutale de chacun de ces trois cas
en trois règles de réécriture engendre une imprécision car ces trois règles seront
sur un pied d’égalité dans le système de réécriture et le système admettra donc des
descendants qui n’ont pas de réalité dans le cadre de la sémantique de OCaml. Ce-
pendant, on peut éliminer ce problème en eﬀectuant une traduction plus précise,
ou même un pré-traitement sur le code OCaml de façon à ce que les clauses des cas
soient disjointes, ce qui dans notre exemple est très simple (figure 7.2).
1 let rec insere l x = match l with
2 | h::t when h >= x -> x::h::t
3 | h::t -> h::( insere t x)
4 | _ -> [x]
Figure 7.1 – Un programme d’insertion (pour un tri par insertion)
1 let rec insere l x = match l with
2 | h::t -> if h >= x then x::h::t else h::( insere t x)
3 | [] -> [x]
Figure 7.2 – Programme à clauses disjointes
Dans le cas général cependant, cette transformation produit une inflation expo-
nentielle du nombre de motifs. Suivant [Kra08], qui propose un procédé de trans-
formation systématique, considérons l’exemple de la figure 7.3. Dans cet exemple,
le dernier motif désigne de fait tous les triplets qui ne possèdent pas de A. Or cela
ne peut être exprimé par un seul motif OCaml disjoint des précédents ni par une
seule règle de réécriture : on doit énumérer toutes les combinaisons de B et de C.
Pour traiter un tel exemple avec un type à n constructeurs et des k-uplets, il faut
remplacer le dernier motif par kn 1 règles.
Le langage de stratégies de [CLM15], qui permet d’exprimer « essayer S1, et si
cela échoue essayer S2 » grâce à l’introduction d’un symbole dénotant l’échec, four-
nit également un cadre intéressant pour traiter cette question. La génération de
règles pour indiquer l’échec nécessite également d’énumérer les B et les C, mais en
une seule position à la fois, comme le montre la figure 7.4 dans une présentation
simplifiée qui n’explicite pas le symbole d’échec. On n’ajoute ainsi que k (n  1) + 1
règles.
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1 type abc = A | B | C
2
3 let possedeA uplet = match uplet with
4 | (A, _, _) -> true
5 | (_, A, _) -> true
6 | (_, _, A) -> true
7 | _ -> false
Figure 7.3 – Un cas problématique pour la gestion des priorités
possedeA(x;y;z)! possedeA0(x;y;z) on commence par tester le motif 0
possedeA0(A;y;z)! true
possedeA0(B;y;z)! possedeA1(B;y;z) le motif 0 ne s’applique pas, on essaye le 1
possedeA0(C;y;z)! possedeA1(C;y;z)
possedeA1(x;A;z)! true arrivé ici, on sait que x n’est pas A
possedeA1(x;B;z)! possedeA2(x;B;z)
possedeA1(x;C;z)! possedeA2(x;C;z)
possedeA2(x;y;A)! true
possedeA2(x;y;B)! possedeA3(x;y;B)
possedeA2(x;y;C)! possedeA3(x;y;C)
possedeA3(x;y;z)! false par construction, x,y,z ne peuvent être A
Figure 7.4 – Traduction de l’exemple figure 7.3 selon la méthode de [CLM15]
7.2 Gestion de l’ordre supérieur
7.2.1 Une analyse de flot de contrôle d’ordre supérieur par
PMRS
7.2.1.1 Présentation
Les PMRS [OR11] ont été développés comme des variantes de HORS. Un HORS
est une grammaire d’ordre supérieur (schéma de récursion) : il décrit l’ensemble
des termes qui peuvent être produits à partir d’un germe.
Pour illustrer les PMRS et leur utilisation, nous reprenons un exemple de [OR11].
Dans cet article, Ong et Ramsay décrivent une méthode qui prend comme entrée
un programme exprimé comme PMRS ainsi qu’une propriété qu’on souhaite véri-
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fier. Supposons un programme de filtrage de liste selon un prédicat, qu’on pourrait
écrire comme suit en OCaml.
1 let rec filter P = function
2 | [] -> []
3 | X::L -> if P X then X::( filter P L) else filter P L
Figure 7.5 – Un programme de filtrage
Plus loin, on supposera que l’on souhaite vérifier qu’une liste dont on a filtré zéro
ne contient pas de zéro.
Une règle ordinaire (pure) de PMRS, comme d’unHORS, est de la forme Fx1 : : :xn !
r. Dans le membre gauche, F est un symbole de fonction et x1, . . . , xn sont des sym-
boles de variables. Le membre droit, ici noté r, est une expression construite à partir
de tels symboles. Les PMRS introduisent la possibilité de règle à motif, de la forme
Fx1 : : :xn 1p ! : : : . Le motif p permet d’avoir des règles diﬀérentes selon les don-
nées. Ainsi, l’exemple choisi ci-dessus peut se traduire par les deux règles à motif
filterP nil ! nil et filterP (consXL) ! if(PX)(consX(filterP L))(filterP L). Cette fa-
culté d’introduire des termes constructeurs dans le motif permet de décomposer et
parcourir récursivement les données.
Ce formalisme, comme celui des TRS, est Turing-complet et on est donc confronté
à des problèmes d’indécidabilité. Il y a donc lieu de recourir à une surapproxima-
tion, ici les PMRS faibles.
7.2.1.2 PMRS faible puis raﬃnement par contre-exemple
Les PMRS faibles le sont dans le sens que pour une règle àmotif p, les variables de
p ne peuvent apparaitre dans le membre droit de la règle. Ceci interdit de décompo-
ser les données de façon récursive : filterP (consXL)! if(PX)(consX(filterP L))(filterP L)
est invalide car L et X se trouvent dans le motif ainsi que dans le membre droit
(la présence de P à droite n’est en revanche pas problématique parce que dans
le membre gauche, cette variable n’apparait qu’en dehors du motif). Combiné au
fait que l’ensemble des symboles est fini, cette restriction assure que l’espace des
données exploré par un PMRS faible est fini. Contrairement aux PMRS généraux,
on dispose donc de de résultats de décidabilité sur le model-checking des PMRS
faibles.
Pour construire un PMRS faible approximant un PMRS donné, pour chaque règle
à motif, on remplace chaque variable L n’ayant plus le droit de cité dans le membre
droit par un nouveau symbole de fonction L. Pour que ce PMRS faible surapproxime
le comportement du PMRS de départ, il faut donner pour ce nouveau symbole des
règles lui permettant de produire un sur-ensemble de tous les termes auxquels L
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pouvait faire référence lors de l’application de la règle d’origine. Par exemple, L
produirait par exemple toutes les listes possibles.
Ceci est un facteur d’imprécision pour les variables des motifs, même si Ong et
Ramsay prennent soin de mener une analyse des liaisons entre variables et termes
pour guider cette première surapproximation. Nous ne détaillons pas cette étape et
procédons à des surapproximations grossières. Ainsi, la règle
filterP (consXL)! if(PX)(consX(filterP L))(filterP L) (7.1)
devient
filterP (consXL)! if(PX)(consX(filterPL))(filterPL); (7.2)
avec L qui génère toutes les listes et X qui génère tous les entiers. Pour simplifier,
intéressons-nous seulement à l’imprécision causée par X : chacune de ses deux oc-
currences dans le membre droit peut produire zéro comme des entiers non nuls, et
ce indépendamment, ce qui fait que l’opération de filtrage de zéro par le if devient
inopérante.
Le raﬃnement consiste à détecter par la faute de quelle règle faible des contres-
exemples sont apparus dans le PMRS faible, et à tenter d’en déduire des contre-
exemples dans le PMRS d’origine. Si de tels contre-exemples existent, la propriété
étudiée n’est pas vérifiée par le programme. Dans le cas contraire, il est procédé à un
raﬃnement des règles du PMRS faible qui ont engendré ces faux contre-exemples.
En eﬀet, si les PMRS faibles interdisent la présence d’une variable de motif dans
le membre droit, cette interdiction n’a pas cours s’agissant des constantes. Ainsi la
règle (7.1) du PMRS initial peut être décomposée selon que X est 0 ou un entier
non nul sY , et remplacée par ces deux règles. La première de ces deux règles,
filterP (cons0L)! if(P 0)(cons0(filterP L))(filterP L); (7.3)
admet une traduction faible en
filterP (cons0L)! if(P 0)(cons0(filterPL))(filterPL): (7.4)
On peut donc remplacer, dans le PMRS faible, la règle imprécise (7.2) par les deux
règles (7.4) ainsi que
filterP (cons(sY )L)! if(P (sY))(cons(sY)(filterPL))(filterPL); (7.5)
ce qui assure la distinction entre zéro et les autres entiers.
Les PMRS faibles permettent donc de décomposer quand même les données,
mais jusqu’à une profondeur bornée.
Le formalisme deOng et Ramsay, plus complexe que celui des automates d’arbres,
permet d’exprimer et de vérifier des propriétés non régulières. Il permet d’exprimer
directement les programmes d’ordre supérieur.
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7.2.2 Gestion de l’ordre supérieur avec les systèmes de
réécriture
La capacité d’exprimer des règles d’ordre supérieur est un point important pour
parvenir à une analyse de programmes fonctionnels par automates d’arbres.
Le formalisme des PMRS permet d’exprimer des constructions d’ordre supérieur,
ce qui n’est pas le cas des systèmes de réécriture que nous utilisons actuellement.
Des adaptations doivent être menées. Par exemple, la transposition brutale de la
règle de PMRS
filterP (consXL)! if(PX)(consX(filterP L))(filterP L)
donne une pseudo-règle de réécriture
filter(P ;cons(X;L))! if (P (X);cons(X;filter(P ;L));filter(P ;L)) (7.6)
qui n’est pas valide parce que le symbole P est d’arité zéro dans le membre gauche
et d’arité un dans le membre droit. De plus, P est une variable, et on ne dispose pas
de variable d’arité diﬀérente de zéro.
Pour éliminer ce problème de variables d’arité non nulle, la méthode la plus res-
pectueuse du formalisme déjà connu des systèmes de réécriture est d’introduire
un symbole explicite d’application. Introduite par [JM79], elle consiste à ne conser-
ver qu’un seul symbole d’opérateur défini, @, dénotant de façon explicite l’applica-
tion d’une fonction à son argument. Les fonctions sont alors représentées par des
symboles d’arité zéro, et en particulier les variables qui représentent des fonctions.
Ainsi, l’expression
if (P (X))
peut être transformée en
@(if ;@(P ;X)); (7.7)
ce qui fait bien intervenir seulement des variables d’arité zéro. Mais cette transfor-
mation alourdit le TRS et elle pose des problèmes pour le respect des stratégies :
dans le terme (7.7), l’argument réel de la fonction if n’est pas un sous-terme sous
ce symbole.
Il est également possible d’étendre la définition des TRS pour admettre des va-
riables d’arité non nulle. C’est ce que fait [JRR] et c’est ce que nous faisons pour la
suite de cette partie. Le terme P (X) de la pseudo-règle (7.6) devient donc licite.
Il reste que l’arité du symbole P varie entre le membre gauche et le membre
droit de cette règle. Cela traduit le fait qu’à gauche, on parle de la fonction elle-
même, tandis qu’à droite on l’applique. Une solution est de remplacer le symbole
P , qui désigne une fonction à un argument, par une application abstraite P (3) et
de l’identifier avec P = 3 7! P (3). En lambda-calcul, cette représentation 3:P3
est appelée forme longue de P .
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Il s’agit donc d’adjoindre à la signature un ensemble de symboles spéciaux31;32; : : :
qui permet d’écrire la règle (7.6) comme suit
filter(P (31);cons(X;L))! if (P (X);cons(X;filter(P (31);L));filter(P (31);L)): (7.8)
La présence de variables d’arité non nulle impose de repenser le concept de sub-
stitution et d’autoriser plus généralement l’écriture de termes d’arité non nulle et
d’applications partielles.
Une diﬃculté théorique première est que l’unification et le pattern-matching
d’ordre supérieur ne sont pas décidables [Jou05]. Mais les programmes fonction-
nels présentent des propriétés particulières qui permettent de les traduire dans
des formalismes d’ordre supérieur restreint pour lesquels on dispose d’algorithmes
qui en permettent l’exécution eﬀective. Diﬀérents formalismes pour la réécriture
d’ordre supérieur ont été développés par plusieurs auteurs ; Jouannaud en donne
une revue et propose un cadre général.
Une première restriction naturelle est l’utilisation de motifs analogue à celle des
PMRS : les symboles qui apparaissent sous un symbole défini dans un membre
gauche de règle doivent être des symboles constructeurs ou des variables.
Une autre restriction qui peut être apportée sans douleur aux systèmes qu’on
envisage de traiter est le respect d’un système de types. Le langage OCaml, comme
tous les langages de programmation fonctionnelle, dispose en eﬀet d’un tel système
et l’impose. En réécriture, l’introduction d’un tel système conduit à considérer des
sortes et des signatures assorties. Ces systèmes, qui peuvent aussi être considérés
au premier ordre, ont déjà été utilisés par Genet pour établir des résultats sur la
précision de la complétion équationnelle [Gen14].
Ces diﬀérentes approches permettent de résoudre certains problèmes énoncés
en ordre supérieur. Considérons le problème de filtrage de liste de la figure 7.5
appliqué avec un prédicat de parité des entiers naturel, qu’on définit récursivement
(figure 7.6).
En filtrant une liste d’entiers avec le prédicat de parité, on ne doit pas obtenir de
liste comportant un entier impair. Timbuk3 permet de prouver ce résultat en com-
plétant un automate qui reconnait les termes de la forme @(@(filter;even);qlnat) avec
qlnat un état qui reconnait les listes de naturels : les listes reconnues par l’automate
complété ne comprennent que des entiers pairs.
La méthode employée dans [OR11] ne permet pas d’obtenir ce résultat : le raﬃ-
nement du PMRS faible par les contre-exemples successifs ne termine pas, car dans
tous les cas, le motif raﬃné sera sans variable et de profondeur finie, ce qui ne per-
met pas de décrire tous les entiers pairs ou tous les entiers impairs. En eﬀet, on part,
comme dans l’exemple du filtrage des entiers non nuls, de la règle faible (7.2)
filterP (consXL)! if(PX)(consX(filterPL))(filterPL);
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if (true;X;Y )! X
if (false;X;Y )! Y
@(even;0)! true
@(even; s(0))! false
@(even; s(s(X)))!@(even;X)
@(@(filter;F);nil)! nil
@(@(filter;F); cons(X;Y ))! if (@(F;X); cons(X;@(@(filter;F);Y ));@(@(filter;F);Y ))
Figure 7.6 – TRS pour filtrer les entiers pairs, avec ordre supérieur encodé
mais cette fois, la détection de contre-exemple conduit à distinguer entre un et les
autres entiers, et donc à remplacer cette règle par
filterP (cons0L)! if(P 0)(cons0(filterPL))(filterPL); (7.9)
filterP (cons(s0)L)! if(P (s0))(cons(s0)(filterPL))(filterPL) et (7.10)
filterP (cons(s(sX))L)! if(P (s(sX)))(cons(s(sX))(filterPL))(filterPL): (7.11)
Mais la règle (7.11) provoque encore un contre-exemple (pour l’entier trois), ce qui
conduit à la raﬃner pour distinguer les entiers deux, trois, et plus grands que trois.
On aura ainsi un nouveau contre-exemple pour cinq, etc.
Il reste cependant à étudier comment ces diﬀérentes approches du codage de
l’ordre supérieur en réécriture peuvent êtremises enœuvre systématiquement d’une
façon compatible avec les méthodes de complétion actuellement développées. En
particulier, il serait souhaitable d’établir à l’ordre supérieur— éventuellement avec
encodage — les résultats de terminaison de la complétion d’automate démontrés
dans le cadre des programmes fonctionnels dans [Gen15].
7.3 Types built-ins
OCaml utilise des types de base riches et eﬃcaces que les systèmes de réécriture
ne permettent pas de restituer. Dans sa thèse de doctorat, Valérie Murat [Mur14] a
proposé une extension des systèmes de réécriture, des automates d’arbres et de la
complétion d’automate d’arbres pour permettre l’utilisation directe de constantes
et d’opérations interprétées. Elle propose également une version de Timbuk implé-
mentant ces contributions.
En réécriture, on représente usuellement les entiers naturel à la Peano : on se
donne une constante 0 et un symbole de fonction unaire s. Procéder ainsi donne
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naissance à des systèmes de réécriture très lourds et à des automates très volumi-
neux. En eﬀet, pour représenter le seul langage très simplen
sk(0)
 k 2 ~327 ; 594o ;
il faut un automate à 595 états, chacun d’eux permettant la reconnaissance d’un
entier.
L’extension de [Mur14] consiste à autoriser dans le système de réécriture la pré-
sence de termes interprétés, par exemple les entiers machine et les opérateurs
sur ces entiers. Ces opérateurs ne sont pas régis par des règles de réécriture mais
par une sémantique dénotationelle usuelle : la transformation du terme interprété
25+9 en le terme 34 se fait en une étape, à la manière des machines à oracle.
Le problème de la représentation eﬀective de ces valeurs se pose dans l’automate :
certains états doivent reconnaitre non pas des termes classiques, mais des valeurs
interprétées. Pour cela, Valérie Murat exploite la relation d’ordre sur ces valeurs,
supposées fournir une structure de treillis.
Définition 140 (Treillis).
Soit (T ;v) un ensemble ordonné. On dit que (T ;v) est un treillis si pour tous
p;q 2 T , l’ensemble fp;qg admet une borne supérieure et une borne inférieure pour
v. Autrement dit, s’il existe m;M 2 T tels que
m v p; m v q; 8x 2 T ; (x v p et x v q)) x vm;
M w p; M w q; 8x 2 T ; (x w p et x w q)) x wM: 140J
Dans un treillis, la borne supérieure (respectivement inférieure) d’une paire est
unique, ce qui nous permet d’introduire l’opérateur borne supérieure (respective-
ment inférieure).
Définition 141 (Opérateur borne supérieure, inférieure).
Soit (T ;v) un treillis. On note t l’opérateur infixe qui à deux éléments p;q 2 T
associe p t q, la borne supérieure de fp;qg. De même, on note u l’opérateur borne
inférieure. 141J
Ainsi, les états reconnaissent des ensembles de valeurs interprétées, et les tran-
sitions de l’automate utilisent les opérateurs de borne supérieure. Valérie Murat
définit une notion de paire critique pour ces automates d’arbres à treillis (dont la
puissance expressive excède celle des automates classiques), puis une procédure de
complétion.
Murat implémente ses méthodes dans une version de Timbuk, TimbukLTA.
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7.4 Lien avec l’interprétation abstraite
L’interprétation abstraite est une méthode d’élaboration d’analyses statiques in-
ventée par Patrick Cousot dans [CC77]. Exprimer la complétion d’automate en
termes d’interprétation abstraite permettrait de donner des nouvelles pistes pour
son développement et rendrait possible la combinaison d’analyses par complétion
d’automate avec des analyses exprimées par d’autres types d’interprétation abs-
traite, comme le souligne [CC95].
7.4.1 Présentation informelle de l’interprétation abstraite
Considérons le programme représenté en figure 7.7. Le langage dans lequel il est
écrit possède une sémantique standard conforme au sens commun — nous choisis-
sons un langage impératif pour cette présentation car cela nous parait plus simple.
Nous supposons que le langage ne traite que des entiers. Ainsi, la division par 2
d’un entier impair est interdite. Ici, nous devons donc nous assurer qu’au moment
de réaliser la division de la ligne 10, la variable a contient une valeur paire, et cela
dans toute exécution du programme.
1 var a,b,c,d,e;
2 input c;
3 input d;
4 b = 0;
5 a = 2 * d;
6 while (b < c) do {
7 a = a + 2;
8 b = b + 1;
9 }
10 e = a / 2;
11 output e;
Figure 7.7 – Un programme pour présenter l’interprétation abstraite
Bien entendu, il est aisé de le vérifier à lamain en faisant une preuve.Mais voyons
comment aborder ce problème par le biais de l’interprétation abstraite.
Dans le cas présent, l’état de la mémoire dans laquelle s’exécute le programme
est entièrement déterminé par la donnée de la valeur de chacune des variables qui
apparaissent dans le texte du programme. Pour des raisons de simplicité d’expo-
sition, nous considérons que toute variable est initialisée à zéro dès sa déclaration.
En prenant les variables dans l’ordre alphabétique, l’espace des environnements est
donc identifiable au produit cartésien Z5 :
Env = Z5:
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Nous voulons nous assurer qu’au moment d’exécuter l’instruction de la ligne
10, la première variable contient une valeur paire, c’est-à-dire que l’environnement
courant est dans 2ZZ4. Nous ne pouvons pas faire cette analyse statique avec la
sémantique standard, car nous ne pouvons parcourir toutes les valeurs possibles
pour c et d.
L’interprétation abstraite consiste à définir une sémantique plus grossière de ce
langage et à exécuter le programme considéré en utilisant cette sémantique gros-
sière, appelée sémantique abstraite. Ici, nous allons considérer un espace de va-
leurs abstrait constitué des 3 symboles P, I et > (qui dénoteront les valeurs paires,
impaires, et celles dont la parité est inconnue). Il est fréquent de signaler par un
dièse ce qui relève du domaine abstrait. L’espace des environnements abstraits est
donc
Env] = fP; I;>g5:
Dans cette sémantique abstraite, l’instruction input c; aﬀecte simplement la
valeur > à la variable c. Les constantes 0 et 2 représentent la valeur P, la constante
1 représente la valeur I. Nous devons maintenant donner la sémantique abstraite
des opérateurs + et *, ce que nous faisons en figure 7.8. Notons que ces tables ont
été dressées à la main, en utilisant des connaissances d’arithmétique élémentaire.
~+] P I >
P P I >
I I P >
> > > >
~*] P I >
P P P P
I P I >
> P > >
Figure 7.8 – Sémantique abstraite des opérateurs
La sémantique abstraite des opérateurs nous permet de déterminer que juste
après la ligne 5, la variable a contient la valeur abstraite P.
Le point délicat est bien sûr la boucle : nous ne savons pas si elle va être emprun-
tée, ni combien de fois. Nous devons donc envisager plusieurs cas possibles.
Supposons que la boucle est empruntée une première fois : à la ligne 7, l’expres-
sion a + 2 vaut P, et donc l’aﬀectation donne à a la valeur P (qu’elle avait déjà) ; à
la ligne 8, l’expression b + 1 vaut I (car b vaut P depuis la ligne 4), et l’aﬀectation
courante donne donc à b la valeur I.
Considérons maintenant un passage quelconque dans la boucle. Par propagation,
nous pouvons aﬃrmer que la valeur de a est toujours P (elle n’est pas modifiée
par le passage dans la boucle). En revanche, selon que nous sommes, par exemple,
dans le premier ou dans le deuxième passage de la boucle, nous ne savons pas si b
contient la valeur P ou la valeur I. Nous n’avons pas d’autre choix que de considérer
cette valeur comme inconnue : >.
Mais qu’importe : au début de la ligne 10, nous ne savons pas si la boucle a été
exécutée ni combien de fois, donc nous n’avons pour b pas de valeur plus précise
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que>. En revanche, nous avons vu que quelque soit la situation, a contient la valeur
P. C’est précisément ce que nous voulions vérifier.
Notons que si la ligne 5 du programme avait été ainsi rédigée : a = d + d;, notre
analyse aurait échoué, car elle n’aurait pas pu déterminer que cette instruction af-
fecte nécessairement une valeur paire à a. En eﬀet, à la ligne 5, d contient la valeur
abstraite >, si bien que la sémantique abstraite de + donne le résultat >.
7.4.2 Cadre formel confortable
7.4.2.1 Univers et connexions de Galois
Les valeurs abstraites envisagées pour une analyse sont appelées propriétés abs-
traites, leur ensemble forme l’univers abstrait. De même que dans la section pré-
cédente, nous considérions > comme moins précis que P, nous avons besoin d’une
relation d’ordre sur l’univers abstrait pour dénoter la précision relative des proprié-
tés abstraites. Étant donné deux propriétés p et q, nous souhaitons que l’univers
abstrait possède une propriété qui puisse tenir le rôle de « p ou q ». Cette propriété
doit être moins précise que p (au-dessus de p, pour notre relation d’ordre), moins
précise que q (au-dessus de q), mais plus précise que toute autre propriété qui est à
la fois au-dessus de p et de q.
Finalement, il est souhaitable que toute paire de propriétés fp;qg possède une
borne supérieure pour la relation d’ordre. De même, il faut qu’elle possède une
borne inférieure, qui joue le rôle de « p et q ». Ces considérations nous conduisent
à imposer que l’univers abstrait soit un treillis, notions dont nous avons donné la
définition page 140. On dispose dans ce cadre d’un opérateur borne supérieure et
d’un opérateur borne inférieure.
Dans l’univers concret, on identifie chaque propriété (concrète) à l’ensemble des
environnements qui vérifient cette propriété. Dans l’exemple de la section précé-
dente, 2ZZ4 est une propriété concrète. Plus généralement, les propriétés concrètes
sont des parties de Env. Ainsi, l’univers concret est l’ensemble des parties de Env,
P (Env).
Remarque 142. Ainsi défini, un univers concret est un treillis : il suﬃt de le munir
de l’inclusion. L’opérateur borne supérieure est l’union [, l’opérateur borne infé-
rieure est l’intersection \.
Si l’on veut pouvoir considérer la plus petite propriété qui subsume un ensemble
de propriétés, on a besoin d’un treillis complet.
Définition 143 (Treillis complet).
Soit (T ;v) un treillis. On dit qu’il est complet si toute partie non vide X de T
admet une borne inférieure et une borne supérieure, notées respectivement

X etF
X. 143J
90
7.4 Lien avec l’interprétation abstraite
Remarque 144. Un treillis complet non vide T admet nécessairement un plus petit
élément, noté
? =

T ;
et un plus grand élément, noté
> =
G
T :
Deux treillis complets étant pris comme univers, l’un concret U , l’autre abstrait
U ], il faut mettre en place une connexion entre eux, afin de pouvoir concrétiser les
propriétés abstraites et abstraire les propriétés concrètes. On se donne à cette fin
une fonction de concrétisation  : U ] !U et une fonction d’abstraction  : U !U ].
L’univers concret U est l’ensemble des parties P (Env) d’un certain ensemble d’en-
vironnements possibles, muni de la relation d’ordre de l’inclusion. C’est pourquoi
on utilise des opérateurs « ronds » ([, ) pour les objets concrets, et des opérateurs
« carrés » (t, v) pour les objets abstraits.
La connexion entre U et U ] ne peut pas être quelconque : elle doit respecter les
relations d’ordre qui représentent la précision relative des diﬀérentes propriétés.
Dans l’univers concret, une petite propriété P (au sens de l’inclusion) est plus
fine qu’une propriété Q qui la contient. Il est raisonnable de demander que, dans
ce cas, le représentant de P dans l’univers abstrait soit plus petit que celui de Q.
Autrement dit, il est souhaitable que  soit croissante.
Demême, une propriété abstraite fine doit se concrétiser en une propriété concrète
fine. Ainsi,  aussi doit être croissante.
On souhaite que l’approximation eﬀectuée soit correcte. Cela requiert notam-
ment que, pour toute propriété concrète P ,  (P ) ne doit pas contredire P . Ainsi,
si un objet vérifie la propriété concrète P , il doit aussi vérifier (P ). On doit donc
avoir  (P )  P . Cette propriété, 8P 2 U ,  (P )  P , est appelée extensivité de
 . On la note   ˙ IdU .
On souhaite que  fournisse la meilleure approximation possible de chaque pro-
priété concrète. Soit y une propriété abstraite et P = (y) sa concrétisation. Par
construction, y est une approximation possible de P , donc on doit avoir (P ) v y,
ie. (y) v y. Cette propriété est appelée rétractivité de   .
Ces contraintes sont rassemblées dans la notion de connexion de Galois :
Définition 145 (Connexion de Galois).
On dit d’un couple (;) formé d’une fonction d’abstraction et d’une fonction
de concrétisation entre un univers concret U et un univers abstrait U ] qu’il est une
connexion de Galois si
(i)  est croissante,
(ii)  est croissante,
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(iii)   ˙ IdU (extensivité) et
(iv)   v˙ IdU ] (rétractivité). 145J
Remarque 146. La notion de connexion de Galois est exprimée de manière équiva-
lente comme suit. Soit (T1;41) et (T2;42) deux treillis complets. Soit  : T1  ! T2 et
 : T2  ! T1. On dit que (;) est une connexion de Galois entre T1 et T2 si pour
tout x1 2 T1 et pour tout x2 2 T2, on a (x1)42 x2 , x1 41 (x2).
La notion de connexion de Galois est assez contraignante : la définition de l’une
des deux fonctions en jeu impose l’autre, comme l’énonce le lemme suivant.
Lemme 147.
Si (;) forme une connexion de Galois entre U et U ], alors pour tout P 2 U
(respectivement pour tout p 2 U ]), on a
(P ) =

x 2 U ]
 P  (x)
et
(p) =
[
fX 2 U j (X) v pg : 147
7.4.2.2 Opérateurs et leurs abstractions
Après avoir abstrait les objets manipulés par les programmes, il faut abstraire
les manipulations. Chaque étape d’exécution d’un programme transforme l’envi-
ronnement courant. On s’intéresse donc aux fonctions de U dans U , qu’on appelle
des opérateurs. Pour chaque opérateur concret agissant sur les environnements, il
faut construire un opérateur abstrait agissant sur les abstractions de ces environne-
ments.
U U ]

f '
Figure 7.9 – Domaines, opérateurs concrets et abstraits
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Soit f : U  ! U un opérateur concret. On souhaite construire un opérateur abs-
trait ' : U ]  ! U ] tel que pour toute approximation correcte x de P , '(x) soit une
approximation correcte de f (P ).
Définition 148 (Approximation correcte).
Soit f un opérateur concret et ' un opérateur abstrait. On dit que ' est une ap-
proximation correcte de f si pour tout P 2 U et pour tout x 2 U ] tel que (P ) v x, on
a (f (P )) v '(x) (ou, demanière équivalente : si P  (x) alors f (P )  ('(x))). 148J
On dispose d’un théorème de caractérisation des approximations correctes :
Théorème 149.
Soit f un opérateur concret croissant et ' un opérateur abstrait croissant. On a
équivalence entre
(i) ' est une approximation correcte de f ,
(ii)   f v˙ ' ,
(iii)   f  v˙ ' et
(iv) f  ˙  '. 149
Corolaire 150.
Soit f un opérateur concret croissant. f  est une approximation correcte de
f . De plus, c’est la meilleure approximation croissante de f .
En pratique, les opérateurs concrets que nous manipulerons seront croissants. Il
est donc intéressant de définir la notion d’approximation optimale en se fondant
sur le corolaire précédent.
Définition 151 (Approximation optimale).
Soit f un opérateur concret croissant. On dit que   f   est l’approximation
optimale de f , et on la note f U ] . 151J
7.4.3 Perspectives
Considérons le treillis complet P (T()) muni de l’inclusion ensembliste. Pour un
système de réécriture R et un langage initial L0, le langage des termes atteignables
R(L0) peut être vu comme le plus petit point fixe de l’opérateur
FR :
P (T())  ! P (T())
X 7 ! L0 [X [ ft j 9s 2 X;s!R tg :
Remarque 152. Pour tout langage L qui contient L0, on a FR(L) = L[R(L).
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Ce point fixe existe et vaut
S
n2NFnR(), mais on ne peut en général le calculer par
itérations successives en calculant les FnR() car ce calcul ne termine pas ; la suite
des itérés, croissante, n’étant pas stationnaire.
Cela n’a rien d’étonnant et c’est pourquoi on recourt à des abstractions. Des
domaines abstraits à base d’automates ou de grammaires régulières sont décrites
dans [CC95] et [GP02]. Étant donné une signature , les automates sur cette signa-
ture sont naturellement ordonnés par la relation v qu’on définit ainsi
A1 v A2 ()L (A1) L (A2):
Cependant, il ne s’agit pas d’une relation d’ordre car il se peut queL (A1) =L (A2)
(et donc que A1 v A2 et A2 v A1) alors que A1 , A2, pour des raisons triviales
de noms des états ou à cause d’une structure plus profondément diﬀérente entre
ces deux automates. On peut lever ce problème de façon classique en quotientant
l’ensemble des automates par la relation d’équivalence sous-jacente, ou plus explici-
tement en se restreignant à des automates minimaux (et en ignorant les problèmes
de noms d’états). On dispose alors d’une structure de treillis : l’automate borne
supérieure de A1 et A2 est celui reconnaissant l’union des deux langages, etc.
Il reste qu’un tel treillis n’est pas complet (l’ensemble des langages réguliers est
stable par intersection finie mais pas par intersection ni union quelconque, comme
on l’a observé en remarque 49 page 28) et de plus, en général, un calcul itératif ne
terminera pas davantage que dans le domaine concret des termes clos.
Cela n’interdit pas de considérer ce domaine abstrait et la fonction de concrétisa-
tion
 :
automates sur   ! P (T())
A 7 ! L (A)
ainsi que l’opérateur abstrait
F]R :
automates sur   ! automates sur 
A 7 ! A0 ;
où nous notons A0 l’automate obtenu en appliquant une étape de complétion à A.
Cet opérateur F]R est correct au sens de Cousot si l’on restreint le domaine abstrait
aux seuls automates qui reconnaissent au moins L0.
Théorème 153.
L’opérateur F]R restreint au domaine abstrait des seuls automates qui reconnaissent
au moins L0 est correct au sens de Cousot et Cousot dans [CC95, Section 6.2], c’est-
à-dire que
FR  ˙  F]R: 153
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Démonstration.
Par définition, la relation
FR  ˙  F]R
signifie : pour tout automate A du domaine abstrait,
FR((A))  (F]R(A));
relation équivalente, par définition de  , à
FR(L (A)) L (F]R(A)):
Or, une étape de complétion ajoute des transitions à l’automate, donc on a toujours
L (F]R(A)) L (A), et comme toutes les paires critiques de A sont complétées, on a
aussi L (F]R(A))  R(L (A)). Comme la restriction du domaine apporte L (A)  L0,
et donc aussiL (F]R(A))  L0, on a bienL (F]R(A))  L0[L (A)[R(L (A)), ce dernier
ensemble n’étant autre que FR(L (A)). 
F]R apparait donc comme une abstraction correcte de FR dans le domaine res-
treint et la complétion d’automate comme le calcul d’un point fixe de cet opéra-
teur. Le théorème 85 s’interprète alors comme le fait que le langage reconnu par ce
point-fixe est une abstraction correcte de R(L0), ce qui est conforme à la théorie de
l’interprétation abstraite.
Ce résultat est suﬃsant pour se raccrocher à la théorie de l’interprétation abs-
traite, ce qui est intéressant car elle permet d’exprimer des combinaisons d’ana-
lyses variées ; on pourrait ainsi recueillir les fruits de plusieurs méthodes d’analyse
combinées.
Il est par ailleurs agréable de constater que dans le cas où la complétion termine,
on peut exprimer une connexion de Galois sur un domaine restreint.
On peut se restreindre à un domaine dépendant deR comme envisagé dans [CC95,
Section 6.3] (mais pas à un domaine fini, car cela voudrait dire que la complétion
d’automate termine toujours). En eﬀet, R étant fixé, les automates minimaux sur
la signature  ne sont pas tous susceptibles d’être produits par le processus de
complétion. Les seules transitions ajoutées, outre les epsilon-transitions, sont celles
produites par la normalisation des configurations. Ces configurations sont nécessai-
rement des sous-termes ou portions de sous-termes des membres droits des règles
de R.
Pour les systèmes R tels que la complétion termine, ce domaine est fini et donc
complet. Dans ce cas, soit donc U ]R l’ensemble (quotienté par les relations d’équiva-
lences techniques) des automates sur la signature  dont le langage contient L0 et
dont les configurations sont, outre celles nécessaires à la reconnaissance de L0, is-
sues des sous-termes des membres droits de R. On conserve la définition antérieure
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de  et on définit
 :
P (T())  ! U ]R
L 7 ! A 2 U ]R  L L (A) :
On dispose alors d’une connexion de Galois.
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Nous nous sommes intéressés au problème de la vérification des programmes.
Plus précisément, nous nous sommes concentrés sur les possibilités d’améliorer la
précision d’analyses de programmes fonctionnels en tenant compte de la stratégie
d’évaluation.
Pour la stratégie en profondeur, nous proposons une adaptation de la méthode
d’analyse par complétion d’automate d’arbres. Cette adaptation fournit des résul-
tats intéressants, même si elle impose de calculer l’automate IRR(R) des formes nor-
males. Des améliorations peuvent être envisagées pour ne pas calculer explicite-
ment tous les états de cet automate. On peut également réfléchir à des adaptations
pour d’autres stratégies.
Une autre méthode pour tenir compte des stratégies est de transformer le pro-
gramme initial pour encoder ce comportement. Cette méthode, développée de fa-
çon systématique dans [CLM15] est complémentaire à la nôtre et les principes sous-
tendant son élaboration peuvent nourrir les améliorations de notre méthode envi-
sagées ci-dessus. Certains des défis qui restent à relever sont communs à notre mé-
thode et à celle de [CLM15]. En particulier, le nombre élevé d’états de IRR(R) est
analogue à l’explosion du nombre de règles dans les systèmes de [CLM15] due à
l’explicitation des anti-termes (constructions qui dénotent tous les termes de T()
qui ne sont pas d’une certaine forme), explosion dont la limitation est également
signalée par les auteurs comme perspective d’amélioration.
Nous avons également présenté comment notre adaptation s’inscrit dans le pay-
sage des variantes de la complétion d’automate. Il reste à intégrer ces diﬀérentes
versions éparses. Établir des liens entre la complétion d’automate et l’interpréta-
tion abstraite permet également d’envisager des bénéfices pour l’établissement de
résultats de correction et précision grâce aux théorèmes et plus généralement au
cadre formel de cette théorie.
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