Abstract. We present the architecture of an elementary gene-finding algorithm that is based on a Variable Order Markov model (VOM). The VOM model is a generalization of the traditional Markov model that can cope with varying memory dependencies. The VOM model is more efficient in terms of its parameterization and therefore can be trained on relatively short sequences. Experiments with the proposed gene-finder (GF) on three prokaryotic genomes indicate its potential advantage on the detection of short genes.
Introduction
Due to automatic sequencing techniques, the number of sequenced bacterial genomes that are publicly available is growing rapidly. 1 It has been estimated that only 60%-80% of the genes in newly sequenced organisms have known homologues in other species [1] . Thus, comparative genomics by itself is not sufficient for automating the gene-finding procedures. Computational gene finding exploits the statistical difference in codon (base triplets coding for amino acids) usage between coding and non-coding regions of DNA [2] . A gene prediction (or gene-finder) algorithm takes as input a DNA sequence and produces as output a feature table describing the location of all candidate genes -protein-coding regions -in the sequence, including those that can not be found with a homology match to known proteins. The reliability of the gene prediction must be questioned since only a relatively small number of genes have been verified in laboratories [3] .
A computational gene-finder (GF) usually consists of two stages: a) Recognizing Open Reading Frames (ORF). ORFs are sections of DNA that contains a series of codons located between the start codon (a known initiation codon) and a stop codon (a known terminating codon). An ORF represents a potential location of a gene that encodes a protein. b) Gene parsing due to recognition of motifs and start/stop codons. Gene parsing attempts to resolve overlapping ORFs.
Although many GF programs exist, the identification of genes is far from being trivial even for relatively simple bacterial genomes. Some examples for the complex issues involved in the identification process are:
-Random ORF. Any random sequence, as well as non-coding regions in real sequences, might contain a large number of ORFs. It is difficult to discriminate between random ORFs and short genes, therefore, many genomes are over-annotated. Skovgaad et al. [3] estimate that the verified number of protein-coding genes in organisms that were analyzed experimentally is smaller by 10%-30% in comparison to the number of genes annotated by a GF. -Organism-specific vs. organism-generic gene finding. Annotating recently-sequenced genomes is often attempted by utilizing GF programs that were trained on datasets of sequences taken from different organisms. Long ORFs that are found in this manner are assumed reliable, and their specific codon usage is often used to bootstrap a GF retraining process [4] . Yet the obtained accuracy of such a GF procedure strongly depends on the characteristics of the training dataset and its similarity to the target genome. -Resolving overlapping ORFs. Some genomes contain 'real' gene overlaps that might be mistakenly identified as a byproduct of an under-trained or an over-trained GF.
Statistical GF algorithms initially construct different statistical models for the coding and the noncoding regions of DNA and use these models in a later stage to annotate the ORFs. An over parameterized model needs unpractical large and highly-accurate training dataset, and yet may over-fit this training set. An under-fitted model, on the other hand, can not capture some of the available information in the training sequences and might result with short ORFs of a limited reliability. This paper focuses only on improving the basic ORF detection process. Other algorithms (such as [4, 5] ) can be used for resolving overlaps between adjacent ORFs.
Markov models are well-applied to the analysis of microbial sequences. Roughly speaking, a Markov chain is a sequence of random variables X i , for which the conditional probability distributions depends only on a fixed number of preceding k variables X i−1 , . . . , X i−k . In DNA sequence analysis, the Markov chain contains the conditional probability of any base b ∈ {A, C, G, T } in the sequence given its k prior bases. These preceding k bases are commonly referred to as the 'context' of base b in the sequence. For example, a fifth-order Markov model, which is the underlying model in GeneMark [6] , uses the five previous bases in the sequence to predict the next base. The number of parameters in the Markov model grows exponentially with its order. In general, a kth-order Markov model of a DNA sequence requires the estimation of 4 k+1 probability parameters from the training data (e.g., 4096 probability parameters for a fifth-order model). Ideally, larger values for k are preferable. However, for small training datasets such parameterization often results in model over-fitting to the training set and poor variance-bias tradeoff [7] . To estimate the model's probability parameters, many occurrences of almost all the possible k-mers must be present in the training dataset. Yet, in a typical microbial genome the frequencies of different sequences of variable length might change considerably. For example, some 4-mers will not occur too frequently in the genome to obtain a reliable estimate of the probability of the next base, while some 8-mers may occur frequently enough to obtain very reliable estimates. Thus, constructing such fixed-order models accurately is a difficult task when there is insufficient training data. In fact, the parameterization for the coding regions is even more difficult -the estimation of probabilities is inhomogeneous, thus, depend on the base position in the codon. Accordingly, gene-finders construct three separate models, one for each codon position. This is known as a 3-periodic Markov model [6] .
The Variable-Order Markov (VOM) Model overcomes the frequency changes by enabling a variable memory order for each base in the sequence, depending on its context. The VOM model is a true generalization of the traditional fixed-order Markov model [7] and is more efficient in terms of its parameterization. Therefore, the VOM model can be trained on relatively small datasets in comparison to the fixed-order Markov models. Given a context of length k, the VOM model estimates the conditional probability distribution for the (k+1)th base, by using as many of the preceding bases in the training dataset as required. Different algorithms were proposed for training VOM-like models from datasets. Begleiter et al. [8] describes six different VOM-like algorithms. For example, the Interpolated Markov Model (IMM), which is implemented in the Glimmer GF [4, 9] , uses a combination of 3-periodic nonhomogenous Markov models, weighing each model according to its predictive power.
In this paper we present a new approach for gene finding, based on a VOM model that was trained via the context tree algorithm of Rissanen [10] . Unlike the heuristic justification for the use of the IMM, the use of the VOM is justified by the superior convergence properties of the context tree algorithm as studied in Ziv [11] . Furthermore, a related scheme of the proposed model -Prediction by Partial Match (PPM) -was found to be one of the two outperforming algorithms in sequence prediction tasks [8] . The contribution of this paper is twofold. First, it demonstrates the potential use of VOM models to annotate DNA sequences. Second, it showcases the ability to predict short genes that may be undetectable by other GF programs. We expect that the proposed VOM GF, when integrated with other gene parsing algorithms and applied to newly sequenced bacterial genomes, can contribute to conventional gene-finders that are based on the fifth-order Markov models.
The rest of this paper is organized as follows: Section 2 introduces the VOM training algorithm and the VOM-based GF; Section 3 presents some comparative genome experiments; and Section 4 concludes with a short discussion.
Computational methods
This section sketches the implementation of the VOM GF. It outlines the context tree algorithm, its implementation within a simple GF, and describes some preliminary experiments for the optimization of the algorithm's parameters.
The context tree model
Following the notation in Ziv [11] , consider finite-alphabet sequences of symbols X m −N ≡ X −N , . . . , X 0 , . . . , X m (sequence bases in our case) emitted by a stationary source with unknown properties, where each symbol X i belongs to an alphabet A with cardinality |A|. The context tree [10] can be viewed as a data structure which is used to store the probability of the different symbols conditioned on their prefix contexts. The tree assigns a context for each symbol in the sequence. It has a root node on top, from which the branches are developed downwards. Each node has at most |A| children with differently labelled ingoing edges. The tree is not necessarily balanced (i.e., not all the branches need to be of the same length) nor complete (i.e., not all the nodes need to have all the |A| children). Each node contains |A| conditional probability parameters of symbols given the context, which is represented by the reversed path from that node to the root (see also [7, 12] ).
The construction of the context tree contains two stages. In the first stage, the tree is grown from its root downwards based on the training sequence X 0 −N . During this stage, counts in each node are updated to represent the conditional frequency of the symbols given their context. The counts denote the number of instances where symbol X i follows the context X i−1 i−1−Kmax in the training sequence X 0 −N . K max is the initial tree depth prior to any pruning, and it is determined by practical memory capacity
Outline for the Construction of the Context-Tree (VOM algorithm)
Tree growing stage:
Step 0. Start with the root as the initial tree, with all symbol counts equal to zero.
Step 1. Counter update: Recursively, having constructed the current tree from the current sequence, read the next symbol i X in the sequence. Traverse the tree along the path defined by the context 0 k X − and increment the count of the symbol i X in all nodes until the deepest node is reached.
Step 2. and initialize all symbol counts to zero except for the symbol i X whose count is set to 1.
Tree pruning stage:
Step 3. Estimate the KL divergence of the distribution of symbols between a leaf of depth ) (leaf k and its parent node of depth
Repeat for all leaves.
Step 4. Prune the leaf if
, where the logarithm is to the base 2, and the default value for the pruning coefficient C is C=2. Practically, this pruning step keeps the leaf only if its symbols' distribution. is sufficiently different from the symbols' distribution in its parent node.
Step 5. If all leaves are left unpruned stop. Otherwise, go back to step 3 and repeat for all the pruned leaves. constraints [7] . In the second stage the tree is pruned to obtain its variable-length branches. The pruning is based on the Kullback-Leibler (KL) divergence measure for the conditional probabilities of symbols between a child node and its parent node. If the KL divergence measure is smaller than a pre-selected pruning threshold, the child node is pruned. A small KL divergence implies that there is no significant change in the symbols' distribution when using the reduced order of the model, or in other words, that the larger model order, which is represented by the child node, does not add much information and can be pruned without practically affecting the prediction probability.
Once the context tree is pruned, a pseudo-count is added to all the tree counts to compensate for unobserved subsequences with zero counts in the tree [7, 12] . Finally, the obtained counts in the pruned tree are used to estimate the conditional probability P (X i |X i−1 0 ) for prediction or compression purposes. The outline of the context-tree\VOM algorithm, which we use in this paper, is given in Fig. 1 below. The complete details of the algorithm that has a linear complexity in the sequence length can be found in Ben-Gal et al. [12] .
The pruned context tree model is equivalent to a set of conditional probabilities of symbols, along with their conditioning contexts. The size of the final context tree model is determined by the value of the pruning coefficient C. Rissanen [10] recommended a pruning coefficient value of C = 2 for best compression (this value was also found to be a good choice in our experiments [13] ). The truncation process is intended to avoid over-fitting of the model to the training sequence. If the truncation process is too aggressive (selecting a high value for C), it removes contexts that represent the occurrences of rare events with small count values, smoothes out their predictions, and reduces the overall prediction quality of the model.
In our experiments, the VOM algorithm was implemented by a MATLAB script with K max = 9. Figure 2 represents an example of a VOM tree of a certain training set of sequences.
For illustration purpose, let us compute the likelihood of the sequence TATGT based on the VOM tree in Fig. 2 : Note that given a certain context (leaves) there are nucleotides that are very likely to occur. This probability is strengthened as the tree deepens and may be used for correcting sequencing errors as explained in [14] .
The VOM based gene-finder
The following section outlines the required steps to annotate the ORFs using the VOM model. First, the sequence is annotated into non-coding regions and coding regions of different reading frames. Then, the coding regions are matched with start and stop codons. Finally, some conflicts between the ORFs are resolved. The main steps are discussed below (further details on these steps can be found in [14] ):
-Initialization: Prepare both the coding sequences and the non-coding sequences for the training set. Construct a VOM model for the non-coding regions and a 3-periodic inhomogeneous VOM model for the coding regions. -Initial annotation (adapted from [14] ): compute a likelihood measure for each sequence, by a sliding window of size W = 54 nucleotides -starting 26 nucleotides upstream and ending 27 nucleotides downstream of the current nucleotide. The likelihood of the window is evaluated by using four alternative VOM models: the non-coding VOM model, and three phased realization of the 3-periodic inhomogeneous VOM model (since the codons can start at any reading frame). The maximum likelihood model defines whether the sequence is considered as coding or non-coding. 
Optimization experiments for the VOM GF
The VOM GF contains several algorithms that can be further optimized. Now, we briefly describe preliminary optimization directions that have been tested. Further details are given in [13] .
The purpose of the first set of experiments was to improve the accuracy of distinguishing coding and non-coding DNA segments. These experiments were based on the benchmark dataset of Fickett and Tung [15] , which contains representative segments of the human genome. First, the effect of the pruning constant C in the VOM algorithm was investigated. It was concluded that a pruning constant of C = 2 provides a better accuracy with respect to the Hexamer (fifth-order Markov) model, while using only about half the number of parameters. Attempting to further improve the accuracy with architecture of boosted multiple VOM classifiers (see [16] ) resulted only in a marginal improvement. Accordingly, this architecture was not implemented.
The purpose of the second set of experiments was to optimize the gene annotation algorithm. The experiments were conducted by using combinations of four window sizes, W, four penalty costs, P, and four different heuristics for matching the start/stop codons with the coding segments. The experiments were applied to the genome of Synechocystis PCC6803. Different versions of the VOM GF were constructed to annotated the genome. The Sensitivity (Sn) and Specificity (Sp) of each annotation was computed by comparing it to the annotation published in GenBank that was considered as an accurate benchmark source. It was concluded that the most accurate annotation is produced with a window size of W = 54, a penalty value of P = 100, and the start/stop codons that are the closest ones outside the coding segment boundary (and, thus, biased towards longer ORFs). Table 1 presents five bacteria genomes that were annotated by the proposed VOM-based GF -with the best parameters found above. The annotation was compared with the 'true' annotation in GenBank, which is considered here as an accurate source for validation purpose.
Comparative genome experiments
In the first set of experiments, the proposed VOM GF was compared with two other gene-finders that are listed in Table 1 : The dicodon GF of Kim [17] and GeneMark.fbf [6, 18] . The VOM model was trained on the GENIE [20] human genome and not on a bacteria database. The dicodon GF in Kim [17] is based on an algorithm similar to the proposed GF, except that instead of a VOM model the author uses a dicodon fifth-order Markov (Hexamer) model for the coding segments. Kim's GF also includes a self-learning mechanism. The GeneMark.fbf is a state-of-the-art GF that combines various algorithms, including motif identification [19] . The results of the first group of experiments based on the first three organisms are presented in Table 2 . There is no doubt that the proposed VOM GF is inferior in comparison to the other two GFs. Possible explanation for this inferiority can be attributed to the lack of a learning mechanism that the others GFs have, and to the fact that the current version of the VOM GF has no mechanism for resolving overlapping genes. However, an interesting observation is that despite the average inferior performance of the proposed VOM GF, surprisingly it outperforms the other GF when searching short genes in these bacterial Genomes as described next. Table 3 compares the annotated genes by both the VOM GF and the GeneMark GF to the 'true' genes annotation in GeneBank. The Table reveals an advantage of the VOM GF for the identification of short genes, which are defined as coding regions with less than 120 base pairs. As seen in Table 3 , considerably more short genes were discovered by the proposed VOM GF than by GeneMark.fbf. Table 4 compares the percent (%) of nucleotide-wise false positive (FP) and the false negative (FN) rates of the VOM-based GF and GeneMark.fbf. The FP rate of the VOM GF is higher or equal to that of the GeneMark.fbf, yet the FN rate is much higher. These values partially explain the differences in the sensitivity and specificity of the compared GFs as indicated in Table 2 . Nevertheless, we claim that combining the VOM GF algorithm with other identification features (such as motif detection) might improve the final accuracy of the annotation.
In an initial analysis of a newly sequenced genome, the appropriate statistical models of the coding and non-coding regions are unknown. Yet, one has to train the model based on a given training set which is assumed "close" enough to the newly sequenced genome. Evidently, using an inappropriate model reduces the accuracy of the GF. The purpose of the second set of experiments is to analyze the performance of differently trained VOM models when implemented to annotate a new prokaryotic genome. The following cross-validation experiment was performed for each genome listed in Table 1 : first, a VOM GF was trained on a combined training set consisting of all the other four genomes, then, the obtained VOM GF was used to annotate the fifth genome. The VOM GF annotation was compared with the considered 'true' annotation in GeneBank. We assumed that the motifs on the main strand and on the complementary strand of the same organism have similar characteristics; therefore, we trained the model based on data taken only from the main strand. Similarly, the non-coding sequences were extracted from the 'real' non-coding sequence and were used for training the background model. The first five rows in Table 5 present the annotation based on the combined training set. The lengths of both coding and non-coding sequences that were extracted from the other four organisms are presented in columns 3 and 4, and the numbers of parameters of the respective VOM models are presented in columns 5 and 6. The sensitivity and specificity of the VOM GF annotation with respect to GeneBank's annotation are given in the last three columns. Since the foreground model was constructed from the indicated genes, the overlapping sequences of the overlapping genes were taken into account twice. For example, note that Mycobacterium tuberculosis (MT) has a coding sequence that is almost 1.5 times its entire length. This inconsistency resulted from the large number of overlapping genes in this organism. Row #8 in Table 5 presents the size of the datasets used (in Table 2 ) for training the VOM models on the GENIE human datasets [20] . Surprisingly, comparing the results (columns 8, 9, 10) to those of Table 2 , reveals that the VOM models that were trained on the human dataset produced a higher accuracy than the VOM models that were trained on the prokaryotic datasets. We do not have a full explanation for this paradoxical result. Yet, note that the GENIE dataset -unlike the combined bacterium datasets in the first five rows -is a smaller and a "cleaner" dataset. We suspect that the fact that repeating and similar sequences were not filtered out from the bacterium training dataset, probably resulted in VOM models that were over-fitted to the training set. To verify this assumption, further experiments (#6, #7) were conducted, in which we cross-tested the VOM models for two different genomes -Mycobacterium tuberculosis (MT) and Bacillus subtilis (BS) -belonging to the same family of bacterium (gram-positive bacterium). A significant improvement was detected for the Bacillus subtilis, while no improvement was observed for the Mycobacterium tuberculosis. Rows #6 and #7 in Table 5 present the lengths of both the coding and the non-coding sequences taken from the MT and the BS genomes, respectively. Once again, note that the sequences used for training the different VOM models in these rows do not have the same sizes. The training dataset for the BS was considerably smaller than the training set of the MT -a fact which may affect the accuracy of the fitted VOM GF. Moreover, note that most of the BS genes found in GenBank are computationally predicted with no experimental evidence. This fact also may influence the achieved accuracy when using this genome for training the VOM model since it contains noisier and longer sequences.
