In this paper we study a kind of spherical function, which we call a Siegel-Whittaker function, related to Fourier expansions of automorphic forms on Hermitian symmetric domains of type IV. We obtain a multiplicity-one theorem and an integral representation of this spherical function.
Introduction
In this paper we study generalized spherical functions which are related to Fourier expansions of automorphic forms on the bounded symmetric domain of type IV. As is well-known Fourier expansions play a very important role in the theory of automorphic forms, for instance, in the construction of automorphic L-functions (cf. [And71, And74, Hor95, Sug85] ). However, the theory is incomplete, especially at the archimedean places.
Before the formulation of our problems in representation theoretic terminology, let us explain the problem of Fourier expansion of wave forms more classically. We first recall the definition of wave forms for a Riemannian symmetric pair (G, K) and an arithmetic subgroup Γ of G which has cusps. A C ∞ -function f on G is called a wave form if i) f is left Γ-invariant and right K-invariant, ii) f is a common eigenfunction of G-invariant differential operators on G/K, and iii) f satisfies some growth conditions. We notice that the conditions i and ii imply that f generates a class one principal series representation of G by right translation.
If we consider the case G = SO o (2, q), the symmetric space G/K is the Hermitian symmetric space of type IV. Let P s be the Siegel parabolic subgroup of G with abelian unipotent radical N s and the Levi part L s associated to the zero-dimensional cusp of Γ. We investigate the Fourier expansion of a wave form f on G along P s . Take a unitary character ξ of N s and put
the Fourier coefficient corresponding to ξ. Then we have
T. Ishii for (n, g) ∈ N s × G. If we consider the system of partial differential equations of A ξ (g) deduced from the condition ii, the dimension of the space of solutions is infinite. Therefore we consider a further expansion of A ξ (g) with respect to a subgroup SO(ξ) of L s . If ξ is 'definite', SO (ξ) is isomorphic to SO(q − 1). We fix a finite-dimensional irreducible representation (χ, V χ ) of SO(ξ) and put A ξ,χ (g) =
SO(ξ)
A ξ (sg) · χ(s) ds.
Hence we have
for (s, g) ∈ SO (ξ) × G. Here χ * is the contragredient representation of χ and , denotes the inner product on V χ × V χ * . The Fourier coefficient A ξ,χ,i (g) is a V χ -valued function on the twodimensional space SO(ξ)\L s /L s ∩K and the space of solutions of the system of differential equations for A ξ,χ,i (g) becomes finite dimensional. Further, combined with the growth conditions, A ξ,χ,i is uniquely determined (up to a constant) and has an integral expression (Theorem 8.1). This leads us to the Fourier expansion of f for the 'definite' terms. In the case of 'indefinite' ξ, that is, SO(ξ) is not a compact group, we do not have a satisfactory answer even for G = Sp(2, R)/±1 2 (q = 3). Now we give a precise formulation of our problem. Let G be a real reductive Lie group with the Lie algebra g and K a maximal compact subgroup of G. Take a closed subgroup R of G and an irreducible smooth representation η of R. For an irreducible admissible representation π of G, consider the space of intertwining operators I(π, η) = Hom (g,K) (π, C ∞ Ind G R (η)). For Φ ∈ I(π, η), the realization Im(Φ) of π is called the spherical function for π. The fundamental problems are i) determining the dimension of the intertwining space (under some growth conditions), ii) finding explicit formulas for the spherical functions.
If we take suitable R, the above problems are closely related to the local theory of automorphic forms. For example, when R is a maximal unipotent subgroup of G and η is a unitary character of R, the spherical functions are called Whittaker functions and have been studied by many authors (H. Jacquet, J. Shalika, B. Kostant, N. Wallach, etc.).
Let us explain our situation in this paper again. Let G = SO o (2, q) (q 3), P s = L s N s and ξ ∈ N ∧ s and consider the intertwining space Hom (g,K) (π, C ∞ Ind G Ns (ξ)). If π is the holomorphic discrete series representation, this space is finite dimensional and the spherical functions for π can be expressed by using the exponential functions. This leads to the well-known Fourier expansions of holomorphic modular forms along P s . However, when π is the (class one) principal series representation, the above space becomes infinite dimensional. Then we take a larger subgroup R containing N s as follows. Denote by SO (ξ) the identity component of the stabilizer of ξ in L s and define R = SO (ξ) N s . Let us take an irreducible unitary representation χ of SO(ξ) and set η = χ · ξ. We remark that the induced representation Ind G R (η) is a special case of the generalized Gel'fand-Graev representation studied by Yamashita [Yam88] .
In the case where G = Sp(2, R) and ξ is 'definite' (SO (ξ) ∼ = SO (2)), Niwa [Niw91] obtained the multiplicity-one property for I(π, η) and found explicit formulas for the spherical functions, which we call Siegel-Whittaker functions, for the class one principal series representations. They appear in the Fourier expansions of Siegel wave forms of degree two. The main purpose Siegel-Whittaker functions on SO o (2, q) of this paper is to extend his results to the SO o (2, q) case. Note that sp(2, R) ∼ = so(2, 3) and su(2, 2) ∼ = so(2, 4).
These kinds of spherical functions have been studied by Miyazaki [Miy00] in the case of Sp(2, R) and by Gon [Gon02] in the case of SU (2, 2) for various discrete series representations. Among others, the author [Ish02] proved the multiplicity free theorem for the (general) principal series representations on Sp(2, R).
For the class one principal series representation of G, spherical functions are characterized by the invariant differential operators on G/K. We first determine the generators of this algebra by the classical method ( § 4) and write down the system of partial differential equations (Theorem 7.1) for 'definite' ξ. By considering the Mellin transformation of the system, we obtain the following theorem.
Main Theorem (Theorem 8.1). We assume that ν 1 , ν 2 , ν 1 ± ν 2 , the parameters of the class one principal series representation π ν , are not integers. Let ξ = ξ 0 be the standard 'definite' unitary character of N s and χ λ be the irreducible finite-dimensional representation of We comment on the possible application of our result to automorphic L-functions. As is well known, Andrianov [And71, And74] constructed the (spinor) L-function for holomorphic Siegel cusp forms of degree two and proved the functional equation. Sugano [Sug85] extended Andrianov's result to the SO (2, q) case. Meanwhile, Hori [Hor95] studied the wave form version of Andrianov's L-function and proved the functional equation by using Niwa's explicit formulas for Siegel-Whittaker functions. Generalizing this further, we already obtained a kind of zeta integral for the (general) principal series representation of Sp(2, R) in the previous paper [Ish02] . In the same way as in [Sug85] and [Hor95] , it may be possible to prove the functional equation for the L-function of wave forms on SO(2, q).
Structure theory for SO o (2, q) and its Lie algebra
We recall some basic facts on our Lie groups and algebras. Let q 3 and G = SO o (2, q) be the identity component of the special orthogonal group of signature (2+, q−):
Here we denote by 1 n the unit matrix of degree n. A maximal compact subgroup K of G is given by
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The subspaces
give a Cartan decomposition g = k ⊕ p. We choose a maximal abelian subalgebra a of p as
Here E i,j is a matrix with 1 in the (i, j) entry and 0 elsewhere. Put
with c(a) = (a + a −1 )/2 and s(a) = (a − a −1 )/2. Define linear forms e 1 , e 2 on a by
Then the restricted root system ∆ = ∆(g, a) is given by ∆ = {±e 1 , ±e 2 , ±e 1 ± e 2 } and we fix a positive system ∆ + as ∆ + = {e 1 , e 2 , e 1 ± e 2 }. Then each root space g α (α ∈ ∆ + ) is given as
with root vectors
For α ∈ ∆\∆ + , the elements
and g = m ⊕ a ⊕ α∈∆ g α . We take an R-basis of m by
Set N = exp(n) and M = exp(m).
Definition of Siegel-Whittaker functions

Class one principal series representations of G
We recall the definition of the class one principal series representations of G. Let P 0 = MAN be the Langlands decomposition of a minimal parabolic subgroup of G.
Siegel-Whittaker functions on SO o (2, q) be the space of smooth functions φ on G such that
for x, g ∈ G and φ ∈ H πν . We call the induced representation π ν the class one principal series representation and denote by H πν ,K the subspace of K-finite vectors in H πν . Define an element φ 0 in H πν ,K by
Definition of Siegel-Whittaker functions
In this section we introduce a kind of spherical function, which we call a Siegel-Whittaker function. This type of spherical function was introduced by Yamashita [Yam88] in a more general setting, and studied by Miyazaki [Miy00] , by the author [Ish02] for Sp(2, R) and by Gon [Gon02] for SU (2, 2).
The Siegel parabolic subgroup P s of G is a maximal parabolic subgroup corresponding to the short root with abelian unipotent radical. Its Levi decomposition is given by P s = L s N s , where
with real numbers ξ i . We assume that ξ 2 1 − q i=2 ξ 2 i = 0. Consider the action of L s on N s by conjugation, and also the induced action of L s on the character groupN s . The identity component of the stabilizer subgroup of the character ξ is denoted by SO (ξ). Then
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Hence we can verify that
1. Let ξ 0 be the standard definite character of N s with ξ 1 = 1, ξ 2 = · · · = ξ q = 0. We can easily check that
From now on we only treat the case of definite ξ. (We may assume ξ = ξ 0 without loss of generality.) Now we take an irreducible representation (χ,
Then we can construct a well-defined representation η = χ · ξ of R and consider the C ∞ -induced representation from R to G,
This is a special case of the reduced generalized Gel'fand-Graev representation studied in [Yam88] . Before we discuss our spherical functions, we recall some facts on universal enveloping algebras. Let U (g C ) and U (a C ) be the universal enveloping algebras of g C and a C , the complexification of g and a respectively. Then the decomposition
be the projection corresponding to the above decomposition and γ the automorphism of U (a C ) which takes H ∈ a C to H +ρ(H) ∈ a C . We denote by W = W (g, a) the Weyl group of g relative to a and U (a C ) W the W -invariant elements in U (a C ). Note that U (a C ) can be identified with the symmetric algebra S(a C ) and U (a C ) W = S(a C ) W is isomorphic to the polynomial ring of two variables over C in our case. Set
Then we have the following theorem. 
by Theorem 3.3. For ν ∈ a * C , define an algebra homomorphism c ν :
with the infinitesimal character of the class one principal series representation π ν . Now we define spherical functions for π ν . Let v 0 be the unique (up to constant multiple) K-fixed
Moreover it satisfies
We call Φ(v 0 ) a Siegel-Whittaker function of type (π ν ; χ, ξ) and define
Then we have
. We consider the system of differential equations
Since f is right K-invariant and c ν is trivial on U (g C )k, the system is equivalent to
and Theorem 3.3, we can identify
Here C 2 and C 4 are generators of Z(g C ) with degrees two and four, respectively. Thus we have
Note that Nakajima [Nak82] obtained an explicit formula for the system of generators of D(G/K).
Invariant differential operators
In this section we give explicit forms of C 2 and C 4 . We recall the method of calculating a system of generators of Z(g C ) which is classically known (cf. [Bou75] ). Let S(g C ) be the symmetric algebra over
gives an isomorphism as C-vector spaces.
The generators of I(g C ) are given as follows. Let M = (M ij ) 1 i,j 3 be the matrix of size q + 2 with
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is a system of generators of I(g C ) for odd (respectively even) q. For our purpose we only compute the explicit form of Tr(M 2 ) and Tr(M 4 ):
Here indices run from 1 to q − 2. Let us define the elements of Z(g C ) by
which are degrees two and four, respectively. Then we obtain the following proposition.
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Siegel-Whittaker functions on SO o (2, q) Proposition 4.1. C 2 and C 4 are of the form
Proof. By using
we have the formula for C 2 . As for C 4 , we need a more tedious calculation. First we can check that
is the sum of the following 15 terms by the formulas for Tr(M 2 ) and Tr(M 4 ):
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. We write down the image of the symmetrizer map of each term:
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Thus we have the explicit formula for C 4 .
Irreducible representations of SO(ξ)
In this section we recall the irreducible representations of SO(ξ) ∼ = SO(q − 1). As is well known, the equivalent classes of the irreducible finite-dimensional representations of SO(q −1) are parametrized by the set of dominant integral weights,
We denote by (χ λ , V λ ) the irreducible finite-dimensional representation of SO(q − 1) with highest weight λ. To write down the infinitesimal actions of so(q − 1), we use the Gel'fand-Zetlin basis [GZ50, VK92] .
) (2 i q −1) be vectors which satisfy the following conditions of Gel'fand-Zetlin patterns: The infinitesimal actions of the basis of so(q − 1) can be described as follows. For
By using commuting relations of F i,j , we can find explicit formulas for general F i,j . Here M 
The following lemma will be used later.
Lemma 5.1. Under the above notation, put
Then S q acts on V λ as scalar multiplication. More precisely
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Proof. We first notice that the action of F i,j ∈ so(q − 1) and F i,j ∈ so(q − 1) (q q) on so(q − 1) is compatible by construction of the Gel'fand-Zetlin basis. (For instance, the action of F 1,2 is always of the form dχ λ (F 1,2 )v(M ) = √ −1m 1,2 v(M ) independent of q.) Then we may regard an element defined by
as also an element in U (so(q −1)). With this identification, we can write
Since I 3 + · · · + I q is a Casimir element of U (so(q − 1)), it acts on V λ as scalar multiplication:
where λ is the highest weight and ρ is the half sum of positive roots:
2 ) if q − 1 = 2m + 1. Then if we write the scalar c q , we have
, the claim follows.
Radial parts of differential operators
Radial parts, compatibility conditions
Let f be an element in C ∞ η (R\G/K). Then f is determined by its restriction to A because of the decomposition G = RAK. To regard f as a function on A, we recall the notion of radial part.
Here M = Z K (A), the centralizer of A in K ( § 2). Then we can see that the restriction map res| A :
is said to be the radial part of D. We also call res| A (f ) the radial part of f for each f ∈ C ∞ η (R\G/K) and denote it by f (a) = (res| A (f ))(a) for short. According to § 4, f (a) can be expressed as
By the following lemma, the compatibility condition (6.1) implies that almost all f M but one vanish. More precisely, we have the following lemma.
Lemma 6.1. We assume ξ = ξ 0 and let χ λ be the irreducible finite-dimensional representation of
Proof. Since R ∩ M = M ∼ = SO(q − 2) (cf. Remark 3.1), condition (6.1) implies that
means m 1,2 = 0. Secondly if q = 5, the equalities 
Radial parts of differential operators
To write down the differential equations which characterize Siegel-Whittaker functions, we calculate the radial parts of C 2 and C 4 . For X ∈ g and f ∈ C ∞ (G), put
and we extend it to the action of U (g C ) in the usual manner.
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Proof. We only prove the formula (R(Z 1 )φ)(a)
2 φ(a). We can verify the others in the same way.
Proposition 6.3. We assume ξ = ξ 0 for the unitary character of N s . Then
Here
Proof. We can easily find
By using
for Y ∈ so(ξ) and Proposition 6.2, we have the assertion. Now we write down the radial parts of C 2 and C 4 .
Proposition 6.4. We assume ξ = ξ 0 for the unitary character of N s . Under the same notation as in Proposition 6.2, the radial parts of C 2 and C 4 are given as follows:
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Siegel-Whittaker functions on SO o (2, q)
Proof. By Proposition 4.1,
Since f ∈ C ∞ η (R\G/K) is annihilated by U (g C )k and g e 1 U (g C ) (because of the assumption on ξ and Proposition 6.2), we have
In the same way as above, we arrive at
By using Propositions 6.2 and 6.3, we obtain the formulas.
Eigenvalues of C 2 and C 4
To find differential equations for Siegel-Whittaker functions, let us compute the eigenvalues of C 2 and C 4 , that is, c ν (C 2 ) and c ν (C 4 ), where c ν is the infinitesimal character of the class one principal series representation π ν ( § 3.1). Since c ν is trivial on nU (g C ) and U (g C )k, we have
A 2 ) by Proposition 4.1 and the calculation in the proof of Proposition 6.4. In view of c ν (A 1 ) = ν 1 + q/2 and c ν (A 2 ) = ν 2 + (q − 2)/2, we get our next lemma.
Lemma 6.5.
7. System of partial differential equations and explicit formulas for Siegel-Whittaker functions
System of partial differential equations
Summing up the results of previous sections we obtain a system of differential equations for SiegelWhittaker functions.
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Theorem 7.1. We assume ξ = ξ 0 and λ = (λ 1 , 0, . . . , 0) for the highest weight of 
Proof. We get differential equations for f M 0 (a) by using Proposition 6.4, Lemma 6.5 and
The validity of our calculations is supported by [OS95]. If we denote by D 1 and D 2 the differential operators of the left-hand side of (7.1) and (7.2) respectively, we can find that If we put q = 3 in the above system, it agrees with the differential equations satisfied by class one principal series Siegel-Whittaker functions on Sp(2, R) (see [Niw91, Ish02] ).
We can show the following in the same way as in [Ish02] .
844
Siegel-Whittaker functions on SO o (2, q) 1) The singular divisors of the system are y 1 = 0, y 2 = 0 and y 1 −y 2 = 0. Since they are not normal crossing, we blow up C 2 at the origin (y 1 , y 2 ) = (0, 0). If we consider the formal power series solutions and compute the characteristic indices, it turns out that the system in Theorem 7.1 is holonomic of rank 8. 2) If we assume ν 1 , ν 2 and ν 1 ± ν 2 are not integers, so that π ν is irreducible, then there exists a four-dimensional space of holomorphic solutions along the singular divisor y 1 − y 2 = 0, that is,
(y 2 /y 1 − 1) τ 2 +n (c 0,0 = 0) be the formal power series solution along y 1 − y 2 = 0. Then the characteristic indices are
3) If we write the holomorphic solutions along y 1 − y 2 = 0 corresponding to τ 2 = λ 1 as f (y) = n 0 ϕ n (y 1 )(y 2 /y 1 − 1) λ 1 +n (ϕ 0 (y 1 ) = 0), the boundary value ϕ 0 (y 1 ) satisfies the fourth-order differential equation:
Here θ = y 1 (d/dy 1 ). The basis of the space of solution is constructed by Meijer's G-functions (see [Erd53, 5.4] ). Further, up to a constant multiple, there exists a unique solution which decreases rapidly as y 1 → ∞, which is of the form
We remark that Niwa [Niw91] found an explicit integral representation for the solution mentioned in item 3 in the case of q = 3.
Reductions of the system of differential equations
As a result of the following, we can reduce the problem to the case q = 3 (cf. [Ish03, Theorem 3.2] 
then g(y) satisfies the following:
3) (7.4) and
Proof. If we write the multiplier ∆ = (y 1 y 2 /(y 1 − y 2 )) (q−3)/2 , then
By using these formulas we get (7.3) and (7.4). Equation (7.5) can be deduced from (7.3) and (7.4) by eliminating the terms (2λ 1 + q − 3) 2 y 1 y 2 /2(y 1 − y 2 ) 2 . Note that D (3) 3 and y 1 y 2 /(y 1 − y 2 ) 2 are commutative as differential operators.
We notice that Equation (7.5), which does not appear in the previous paper [Ish02] , is useful to examine the space of solutions. Now we introduce new variables x = (x 1 , x 2 ) = (y 1 − y 2 , y 1 + y 2 ) and put g(y) = (x 2 1 − x 2 2 )h(x), after [Niw91] . Then the system in Proposition 7.2 is rewritten as follows:
846
Here we use the notation
Explicit formulas for Siegel-Whittaker functions
We have reduced the problem to the case q = 3. However, Niwa's explicit formula does not work in the case of even q because λ 1 + (q − 3)/2 must be integer to apply his formula. Therefore we take another approach to find explicit formulas. Let us consider the formal solution around x 1 = y 1 − y 2 = 0 and put
Then we get τ = ±(λ 1 +(q−3)/2) and the following difference-differential equations for ϕ n = ϕ n (x 2 ) from the differential equations for h(x):
Here we use the notation θ = x 2 (d/dx 2 ).
As in [Niw91] and [Ish02] , let us examine the holomorphic solutions corresponding to τ = λ 1 + (q − 3)/2. We firstly obtain a fourth-order differential equation for ϕ 0 (x 2 ) by substituting n = −2 into (7.11):
The space of solutions is constructed by using Meijer's G-functions. In particular, there exists a unique (up to a constant) solution which decreases rapidly as x 2 → ∞:
From now on we deduce an explicit formula of ϕ n (x 2 ) (n 1) corresponding to the above ϕ 0 (x 2 ). By applying (7.9) we can find ϕ n inductively. However, we have to check that such a solution satisfies (7.10) to state the multiplicity-one property of Siegel-Whittaker functions. It is immediately seen T. Ishii that ϕ n = 0 for odd n. For even n we consider Mellin transformation of ϕ n (x 2 ). If we put
then we can easily get the following recurrence relations from (7.9), (7.10) and (7.11):
(n + 2)(n + 2τ + 2)M n+2 (s + 2) − M n (s + 2) + {s 2 − (4n + 4τ + 3)s + n 2 + 2(τ + 1)n + 2τ (τ + 1) − (ν
12) (n + 2)(n + 2τ + 2)(−s + n + τ )(−s + n + τ + 1)M n+2 (s + 2)
By solving the difference equations (7.12), (7.13) and (7.14), we obtain the following proposition.
the generalized hypergeometric function. Then the claim for n = 0 is obvious from Γ(s) = 2 s−1 π −1/2 Γ(s/2)Γ((s + 1)/2).
Since M 2k (s) is uniquely determined by (7.12), we have to check that P k (s)Q k (s) satisfies (7.12) and (7.13) to prove the proposition. First we prepare two sublemmas on the generalized hypergeometric functions. We notice that every 3 F 2 (1) in our calculation is a finite sum of fractional gamma functions. The proof of Lemma 7.4 is immediate from the definition and the proof of Lemma 7.5 can be obtained by induction on k and Lemma 7.4. Now we return to the proof of Proposition 7.3. We begin with (7.12). If we substitute n = 2k and M 2k (s) = P k (s)Q k (s) into the left-hand side of (7.12), it is equal to P k (s) times 4(k + 1)(k + τ + 1)
(s − 2k + 2a i )(s − 2k + 2b i )Q k (s).
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T. Ishii We can verify that the above is equal to zero from Lemma 7.5. Thus we have proved that the recurrence relation (7.12) implies that M 2k (s) = cP k (s)Q k (s) with some constant c. Next we check the compatibility, that is, M 2k (s) = P k (s)Q k (s) satisfies (7.13) and (7.14). If we compute the difference of (7.12) and (7.14), we get Then we check (7.15) to prove (7.14). In the same way as in (7.12), the left-hand side of (7.15) is P k (s) times This is equal to zero by means of Lemma 7.5.
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