This study explores validating and calibrating the wind regime predicted by Global Circulation Models (GCM) on Earth and other planets using optical remote sensing of dune dynamics. We use Spot-5 images to track the migration of 64 Barchan dunes in Qatar using the COSI-Corr technique. We estimate the volume of the dunes using a scaling law calibrated from one particular dune, which was surveyed in the field. Using volume and migration rate, we determine the sand flux from a single dune, Q Dunes , and scale this estimate to the whole dune field. We compare the measured sand flux with those derived from wind velocity measurements at a local meteorological station as well as with those predicted from ERA-Interim (a Global Circulation Model). The comparison revealed that the wind velocity predicted by ERA-Interim is inappropriate to calculate the sand flux. This is due to the 6-h sampling rate and to systematic bias revealed by a comparison with the local wind data. We describe a simple procedure to correct for these effects. With the proposed correction, similar sand flux are predicted using the local and ERA-Interim data, independently of the value of the value of the shear velocity threshold, u * t . The predicted sand flux is about 65% of Q Dunes . The agreement is best assuming the value u * t = 0.244 m/s, which is only slightly larger than the value of u * t = 0.2612 m/s estimated based in the sand granulometry measured from field samples. The influence of the dune topography on the wind velocity field could explain the underestimation. In any case, the study demonstrates the possibility of validating GCM model and calibrating aeolian sand transport laws using remote sensing measurements of dune dynamics and highlights the caveats associated to such an approach.
Introduction
Dune fields are among the most prominent geomorphological features of arid environments on Earth. Their morphological, granulometric and compositional characteristics as well as their dynamics provide crucial insight into the geological and climatic conditions that led to their formation. Dune fields are also common geomorphological features of a number of extraterrestrial bodies such as Mars, Venus and Titan (Anderson et al., 1999; Ayoub et al., 2014; Bourke et al., 2008; Ewing et al., 2015a; Greeley and Iversen, 1985; Lorenz, 2006; McDonald et al., 2016; Tsoar et al., 1979) . Their morphodynamics hold clues regarding climate and landscape evolution on these planetary bodies. One approach to investigate dune dynamics consists of comparing the observed geometry and dynamics of aeolian bedforms with sand flux predicted from General Circulation Models (GCM) (Ayoub et al., 2014; Bridges et al., 2012; Newman et al., 2017) . While common, in practice, a number of factors hinder the accuracy of this approach. For example, Ayoub et al. (2014) measured seasonal variations of bedforms migration rates at Nili Patera, Mars, and could reproduce these variations based on a Mars GCM by adjusting the wind speed threshold for sand motion. The physical significance of the threshold obtained from that study is, however, unclear as it combines the threshold needed to initiate sand motion and https://doi.org/10.1016/j.epsl.2018.05.037 0012-821X/© 2018 Elsevier B.V. All rights reserved. the much lower threshold needed to sustain saltation (Kok, 2010; Sullivan and Kok, 2017; Yizhaq et al., 2014) . Moreover, the threshold that was determined for a wind regime does not account for near surface turbulence, which is critical in driving sand motion (Martin et al., 2013) . Indeed, some GCMs are not able to resolve localized interference, either due to the fact that it does not account for topographic features that would influence the wind's direction and strength (Jackson et al., 2015) , or either due to low time resolution that does not account for high frequency changes of wind strength and direction (Barchyn et al., 2014; Martin et al., 2013) . Although resolved at higher spatial resolutions than GCMs, regional wind models may not be accurate enough either to determine local sand fluxes over a dune and through a dune field (Jackson et al., 2015) . This raises the question as to whether climate models can represent winds accurately enough to predict sand fluxes.
Aeolian transport laws used to predict sand flux (Bagnold, 1941; Martin and Kok, 2017; White, 1979) are based on necessary simplifications that might hinder the accuracy of the forecast. For example, aeolian sand transport can result from saltation or reptation (Anderson et al., 1991; Andreotti, 2004; Lammel et al., 2012) . A particle in saltation, or 'salton', corresponds to a high kinetic energy grain ejected from the surface that will have enough energy to eject further particles when it impacts the sand bed again, whereas a particle in reptation, or 'repton', is a low kinetic energy grain that will hop without moving any other sand grain at its impact with the surface (Anderson et al., 1991; Andreotti, 2004; Bagnold, 1941) . However, transport laws only account for saltons and the relative contribution of reptons and saltons to the total sand flux involved in migration of bedforms of particular scale, ripples or dunes for example, are little considered (Butterfield, 1999) . In addition, empirical transport laws are typically obtained for transport over flat surface at sand saturated conditions and do not consider bedform topography or sediment availability-limited scenarios. This makes comparison of model predictions with nature difficult and highlights the need for calibration. Potentially, a scale-dependent correction factor might need to be applied when a given transport law is used. In this study, we address the issue of sand flux prediction discrepancy obtained from GCMs and surface measurements. We selected a sand dune field site in Qatar for its simple geographic setting. We measured dune migration using the COSI-Corr technique (Leprince et al., 2007) applied to a time series of optical images and compared the observation with wind velocity measured from a local station and predicted from a GCM. We used the GCM ERA-Interim (Dee et al., 2011) , as well as data from a meteorological station to assess ways of correcting the GCM predictions for near-surface wind turbulence.
Dunes migration and estimated sand flux at the study site in Qatar
Before focusing on sand flux prediction from meteorological data, we estimate sand fluxes from field measurements and remote sensing data. Those results serve as point of comparison with weather-based predictions and provide an estimation of their accuracy. 
Setting of study area in Qatar
The study area is a barchan dune field located in southeastern Qatar (Fig. 1) . The region is dominantly affected by the Shamal, a unidirectional wind coming from the NW, which is stronger in winter and summer (Edgell, 2006) . The lithographic unit of the exposed bedrock of Qatar is almost exclusively carbonates (e.g., limestone and dolomite). The topography is flat for most of Qatar, with a slight north-south anticline located on the west side of the dune field, which rises to ∼103 m above sea level. The very simple general setting of this region makes it a perfect case study for our test. The dune mineralogy indicates that the sand source does not come from Qatar, delimited as it is now, but from sediments now laying under the Persian sea that were previously exposed during a Pleistocene sea-level low stand (Embabi and Ashour, 1993; Garzanti et al., 2013) . The sediment itself originates from the Zagros region (Garzanti et al., 2013) . This source was cut off around 8000-12000 years ago, when the Persian Gulf was flooded due to the sea level rise at the beginning of the latest inter-glacial period (Lambeck, 1996) . We focus on the upwind dunes located on the NW end of the dune field (Fig. 1) . The study area is about 8.4 10 4 km 2 and contains 64 SE migrating dunes, with widths between 55 and 808 m.
Remote sensing analysis
The average migration velocities of the 64 dunes were estimated from the comparison of the dunes locations on two SPOT5 images (Table 1) , with a ground sampling distance of 2.5 m, acquired 10 yr apart in 2003 and 2013. The two satellite images were orthorectified and accurately coregistered using the Co-registration of Optically Sensed Images and Correlation (COSI-Corr) methodology (Leprince et al., 2007) . The misregistration error after coregistration is about 70 cm. The migration velocity of each of the 64 dunes was estimated from measuring the distance between the toe of their slip faces between the two co-registered satellite images ( Fig. 2A) . The measurements were done along the transport direction indicated by the axis of symmetry of each dune. Louge et al. (2013) . In order to verify the inverse relationship between dune size and migration velocity, we measured the geometrical characteristics, width and length of all the dunes using a high resolution satellite image (Digitalglobe satellite with resolution between 1.24-1.85 m) taken on the 2nd of February 2015 available on Google Earth. The mean and standard deviation of the width of each dune were also estimated by measuring 10 times these parameters at various locations along the front of the dune.
Our data ( Fig. 3 ) follow approximately the relationship between the migration velocity, C , and the dune's width, W , of Hersen et al. (2004) , who proposed,
(1)
Using the linear regression method of York et al. (2004) , which takes into account the uncertainties on both width and velocity, we determine the constant to A = 2224 ± 47 m 2 /yr and B = 1.210 −2 ± 1.710 −3 yr/m. The mean residence time of a sand grain within a moderate sized dune (i.e. indicated dune in Fig. 1 ; W = 467 m) is estimated to ∼37.5 years using the method of Zhang et al. (2014) .
Field investigations
We surveyed a dune (outlined in blue in Fig. 1 ) located approximately 500 m from a weather station (yellow dot in Fig. 1 ). A high resolution (0.6 m/pixel) Digital Elevation Model (DEM) of the dune was obtained from structure-from-motion (sfm) applied to a set of images that we acquired using an Unmanned Airborne Vehicle (UAV) ( Fig. 2B ) (Supplement Information). The topography of the upper portion of the dune is well resolved, but the lower portion less so due to the lack of texture (we notice a slight depression in the DEM, which indicates a local bias of the order of ∼0.5 m).
The bedrock topography under the dune is estimated from interpolation of the surrounding bedrock topography using a Delaunay triangulation method. The volume of the dune is estimated to 848,966 m 3 . The DEM bias in areas of low texture amount to a total dune volume bias of the order of ∼1% and is neglected. The main source of error is due to the interpolation of the bedrock topography.
Thirteen sand samples were collected at different locations ( Fig. 2B ) within the blue outlined dune in Fig. 1 . The sand ranged in size from fine to medium with a median size for all samples of 236 μm (Supplementary). Samples ranged from very well sorted to well sorted (Supplementary).
Estimated sand flux
We estimate the sand flux at the scale of a single dune, Q Dunes , and the sand flux at the scale of the dune field, Q F ield (Ould Ahmedou et al., 2007) . Q Dunes is defined as the dune's mass of sand, transported through a width W at the speed C . The average value once the dune has migrated over a distance equal to its length along transport direction, L is given by,
where φ is the porosity of the dune, ρ s the volumic mass density of sand grains (2700 kg m −3 ), V the volume of the dune (in m 3 ), C the dune velocity (in m yr −1 ), W the dune's width (in m) and L the mean length of the dune (in m) (Ould Ahmedou et al., 2007) .
We assume a porosity of 36% (Louge et al., 2010) . The mean length is determined by
with L a and L b the lengths of the dune measured respectively from both dune's horns (Fig. 2) . Given the homogeneity of the sand characteristics, topographic and climatic setting in the study area, we assume that all the dunes have a similar scale-independent shape. The volume of each dune can then be estimated using a scaling law, V = K * W 3 (Durán et al., 2010; Hersen et al., 2004 ). The constant K is calibrated to 8.33 10 −3 from the estimated volume of the dune which was surveyed in the field. The average Q Dunes estimated from the 64 dunes considered in this study is estimated to 24,559 ± 6895 kg m −1 yr −1 .
Q F ield takes into account the density of dunes distribution and is estimated using the equation
with C i and V i the velocity and volume of dune i, and W f and L f the width and length of the dune field (Ould Ahmedou et al., 2007) . Q F ield is estimated to 2,569 kg m −1 yr −1 . The density of the dune field seems relatively low, hinting for high sediment loss (Génois et al., 2013) .
Sand flux prediction using meteorological data and GCM models
In this section, we present the meteorological data from the local stations and compare with the predictions from a Global Circulation Model, ERA-Interim. We next discuss how sand flux predictions can be estimated based on such data and compare with the results from our remote sensing analysis.
Meteorological data
We used data from a meteorological station located in the dune field (courtesy of Michel Louge) (yellow dot in Fig. 1) . The instruments on site include an anemometer, at 2.52 m and a weather vane. We use 2 yr of data acquired between 2012 and 2014 with an estimate of wind speed and direction recorded every minute and 10 min, respectively. We extrapolate linearly the wind direction in time to have also a value for every minute. The wind speed ranges between 0 and 16 m/s and is blowing mostly to the SE with some variation during the year (wind rose in Fig. 1 ). Note that the instruments on site have undergone a bias. The mast of the installation has been rotating gradually to the West throughout the years. This shift in azimuth is assumed to be linear in time and the wind direction has been consequently corrected for it (Supp.) .
We compared the local meteorological data with the predictions from ERA-Interim (Dee et al., 2011) . ERA-Interim is a global atmospheric model, which is refined with a post-assimilation of measurements from meteorological stations and other miscellaneous sources. It combines measurements and physical assumptions to compute a global best estimate of various atmospheric and oceanic parameters. We chose ERA-Interim because of its higher spatial resolution relative to other reanalysis products (NCEP/NCAR in particular). The sampling frequency is one sample per 6 h, and each sample corresponds to an average over this time period. We used the wind speed and direction at 10 m height predicted by the model. Given the 80 km post-spacing of ERA-Interim grid, we consider the ERA-Interim value at that closest grid point for comparison with the station. The closest point from the ERA-Interim model grid to the meteorological station is located at ∼3.7 km in the SE direction. Fig. 4 shows examples of wind velocity variations through time and the effect of time averaging. In this region, the wind is dominated by daily variation with stronger winds during the day (Fig. 5A ). Shorter period variation can also be observed but account for lower amplitude (Fig. 5A ). Seasonal variations are not clearly observed between 2012 and 2014.
We observe significant differences between ERA-Interim's and the 6-h average meteorological station data (Fig. 5 ). The wind velocity extracted from ERA-Interim's is underestimated during periods of very low wind velocity (u * < 0.075 m/s), overestimated during periods of low to medium wind velocity (0.075 < u * < 0.29 m/s) and, underestimated during periods of high wind velocity (0.29 m/s < u * ) ( Fig. 5B and C) . The difference between the GCM prediction and the local measurements of wind velocity also shows up in the comparison of their amplitude spectra ( Fig. 5A ). Both show a dominant diurnal cycle, which is clearly visible in Fig. 4 . However, the amplitude of this cycle is smaller by 35% for ERA-Interim. Averaging over a time period longer than 6 h would smooth the diurnal variations and wind bursts that are the main cause of sand displacement. This analysis makes evident that the diurnal variations of the wind velocities and stochastic variations at the sub-daily scale need to be accounted for to estimate the sand flux.
Methodology for sand transport law calibration
The effect of wind on the sand flux is generally expressed as a function of wind shear velocity (or friction velocity), u * . The wind velocity itself is linked to u * via the law-of-the-wall, which describes the wind speed gradient profile and is given by
where u is the wind speed at height z, κ is the Von Karman constant (κ = 0.4), and z 0 is the aerodynamic roughness height (Bagnold, 1941) . The wind velocity decreases as you get closer to the surface and reaches 0 at the height z 0 . It is generally considered that sand flux at large scale (i.e. dunes) is dominated by saltation. Even though reptation seems to play a significant role at very high wind speed (Lammel et al., 2012) , we are assuming that saltation is the major transport mode.
Many sand flux laws are available from the literature and mostly describe a saltation-only saturated sand flux (usually given in kg m −1 s −1 ) for transport on a flat surface. We are using in this study the relation from White (1979) , which is based on previous studies (Kawamura, 1951; White, 1979 ) which states Shao and Lu's (2000) shear velocity threshold for a mean sand diameter of 236 μm. (C) is a zoom of (B). It shows that the data from the 6-h averaged meteorological station is generally stronger than ERA-Interim's data for winds higher than the theoretical shear wind threshold from Shao and Lu (2000) .
where u * t is the shear velocity threshold (or impact threshold), ρ a the air density, g the gravitational force and C W a constant equal to 2.61. This law has been extensively used for planetary science (i.e. Anderson et al., 1999; Ayoub et al., 2014; McDonald et al., 2016) . u * t can be described as the shear velocity at which effective saltation transport is sustained. The sand flux is assumed null when the shear wind velocity is less than u * t . The parameters u * t and u * are actually mutually dependent because they both depend on the mean size particle D p . On one hand, u * is a function of z 0 = k s /30 (White, 2006) where k s is the Nikuradse roughness (Nikuradse, 1933) . For monodisperses spherical particles in a homogeneous bed, Bagnold found that k s ≈ D p (Bagnold, 1941) with D p the particles diameter. For more complex irregular surface of mixed sand, k s ranges from two to five time the median particle diameter (Kok et al., 2012) . On the other hand, the parameter u * t is linked to the mean size particle D p through the equation
where A N is a dimensionless parameter equal to 0.111 and ρ s is the volumetric mass density of sand (in kg m −3 ) (Shao and Lu, 2000) . The interparticle forces are integrated using the parameter γ which ranges between 1.65 × 10 −4 and 5 × 10 −4 N/m. We chose γ = 2.9 10 −4 N/m (Kok et al., 2012; Kok and Renno, 2006) .
Assuming a mean grain size of 236 μm, we get u * t = 0.2612 m/s for our study area.
The appropriate shear velocity threshold u * t for a particular area is often unknown as it depends on local parameters (D p or z 0 ). Several options are available to calibrate its value using remote sensing data and weather data. One possible option consists in comparing the amplitude of the seasonal variations of the sand flux with the prediction based on the weather data (e.g., Ayoub et al., 2014 ). This approach is not possible here as we have no observational constraints on the temporal variations of the sand flux.
A second option is to calibrate it using the mean azimuth (Ewing et al., 2015b; McDonald et al., 2016) . The wind azimuth changes through the year and has often a seasonal preferential direction and strength. For example, low wind speeds (u * < u * t ) might have a different azimuth than the stronger wind speeds (u * > u * t ). The mean azimuth calculated from a GCM would consequently change depending on the value of u * t and the correct wind shear threshold will then give a mean azimuth equal to the azimuth of the dunes. The advantage of these two approaches is that the determination of u * t is independent of the pre-factor of the sand transport law (equation (6)). A third approach consists in comparing the observed mean sand flux over a given period of time, Q s , with that predicted based on the meteorological data and the sand transport.
Here we test the second and third approaches. To do so, we need to calculate the mean sand flux Q s (in kgṁ −1 yr −1 ) and the mean azimuth θ (in degrees). Each wind speed at time step i is converted into u * (equation (5)) and used to calculate the sand flux at this time, q s,i . From the wind azimuth θ i of each time step i, we can divide the sand flux q s,i into its North and East component,
The mean sand flux is given by
where N is the total number of time step. The mean azimuth θ is then given by
where atan2 is the four-quadrant inverse tangent. Note that θ is a weighted mean azimuth because of the weighting by the wind speed.
Q s and θ are thus dependent on u * t . As mentioned before, changing u * t induces also to change D p and z 0 . Testing a certain u * t involves testing a specific z 0 and D p (equations (5) and (7)). The only free parameter is k s .
The mean sand flux given by Q s is presumably more comparable to Q Dunes (section 2.4) since the flux is supposed to be saturated if we focus on one dune. On the other hand, Q F ield is dependent of the dune density on the field which is quite inhomogeneous in our study area. It represents nevertheless a minimum sand flux possible in the area.
Results
The attempt at calibrating u * t using the sand flux mean azimuth is illustrated in Fig. 6 . Using the raw meteorological data (thick blue full line), a change in wind shear velocity threshold induces a fluctuation on the mean azimuth of sand flux. The amplitude of this variation is limited to ∼10 degrees and the distribution of the dune migration azimuths encloses those variations with values that span a range of ∼20 degrees (gray histogram). Because of the small span of the predicted azimuth compared to the span of observed dune migration azimuth, the calibration is only very approximate. The calibrated value of u * t , is obtained from the crossing of the mean azimuth of the dunes (thick dark gray dashed line) and the variation of the azimuth as a function of the shear velocity threshold. This would occur at ∼ 0.385 ± 0.015 m/s (yellow dot in Fig. 6 ), the uncertainty taken as the 1 sigma on the mean estimation, using the 1 min average data. This value is significantly higher than the value of 0.26 m/s obtained from equation (7) based on the measured sand granulometry. Note that if we consider the hourly or 6-hourly averaged data, there is another crossing at ∼ 0.580 ± 0.002 m/s which is an artifact of the temporal-averaging (the uncertainty taken as the 1 sigma on mean estimation using the hourly average data). Additionally, the drift in azimuth experienced by the meteorological station mast might explain the calibration problem. The RMSE of the linear fit of the drift is equal to 5.8 degrees, which is equivalent to the difference between the azimuth estimation from equation (7) and the observed dunes migration azimuth.
When the wind velocity from ERA-Interim's is used, the sand flux azimuth variation (thick blue dashed line) is shifted by 10-15 degrees counter-clockwise compared to azimuth obtained with the meteorological station data. The predicted azimuth using the GCM's is inconsistent with the azimuth estimated from the dunes migration and the calibration is not possible. A possible bias in the wind velocity azimuth predicted by weather models should be considered if the azimuthal approach is used to calibrate the shear velocity threshold.
In any case, the calibration of u * t based on the transport azimuth is not reliable in this study due to the small variations of the wind direction over the years. Barchan dunes are generally born and maintained from a mainly unidirectional wind and the azimuth calibration method is consequently not well suited for these type of dunes.
The results of the calibration of u * t using the mean sand flux Q s are shown in Fig. 7 . The prediction based on the meteorological data at the original 1 min sampling rate for k s = 3 D p is represented by the thick blue continuous line. The shaded area represents the range of Q s (u * t ) with k s spanning from D p to 5 D p . For a single u * t over 0.23 m/s, the estimated sand flux has 2 solutions. This is a consequence of the interparticle forces integrated in equation (7). It indeed gets harder to initiate transport of very fine grains or dust due to the electrostatic forces. The model predicts a sand flux systematically lower than mean sand flux of a (9) using the data from the meteorological station and the wind velocity at 10 m height predicted by ERA-Interim, as a function of the shear velocity threshold. The horizontal gray dashed line associated with Q single dune is the measured average sand flux for a single dune in our area (equation (2)). The shaded gray area represents its standard deviation. The horizontal gray dashed line associated with Q Dune F ield is the measured sand flux of the dune field (equation (4)). The blue shaded area represents the possible range of the mean sand flux calculated with the data from the meteorological station at the original 1-min sampling rate and for a range of the Nikuradse constant, k s , between 1 and 5. The vertical dashed orange line is shear velocity threshold calculated with Shao and Lu's (2000) model for the mean sand diameter of 236 μm determined from a field sample. The yellow dot indicates the point of comparison between the prediction (solid blue thin line) with the observation of Q single dune . single dune, Q Dunes , whatever the choice of u * t . The agreement is best for a value close to the minimum possible value of 0.23 m/s. For u * t = 0.26 m/s, as estimated from equation (7) with the mean particle diameter of 236 μm, the predict sand flux is ∼1.6 10 4 kg m −1 s −1 , representing ∼65% of Q Dunes (yellow dot in Fig. 7) . By increasing k s to 5D p , the predicted sand flux reaches ∼83% of Q Dunes .
The sand flux predicted with the wind velocity extracted from ERA-Interim for u * t = 0.26 m/s is only about 25% of Q Dunes . This is an effect of the 6-h sampling rate and of the biased predictions described above. The GCM's sand flux estimate is indeed about 41% of the sand flux estimated based on the meteorological 6-h averaged local data. The 6-h averaging effect account only partly for the discrepancy as shown by the comparison with sand flux predicted based on the 6-h averaged local wind data. The GCM wind velocity predictions need therefore to be corrected. A drift potential analysis is also presented in the supplement. It indicates the same trends in terms of averaging effects and differences between the meteorological station and ERA-Interim. The RDP/DP is in any case very high (>0.87), due to the monodirectionality of winds in Qatar.
ERA-Interim's correction
As seen in Fig. 5 , ERA-Interim is generally underestimating the wind velocity in Qatar for wind speeds over the shear velocity threshold, which leads to an underestimation of the mean sand flux. It is possible to stochastically correct this bias by looking at the ratio between the two sets of data. We will first take the example of ERA-Interim's correction with the 6-h averaged data from the meteorological station before also applying it to the raw data.
Each value of ERA-Interim's shear velocity, U * E R A , can be compared with the 6-h averaged data from the local meteorological station, U * 6h . The ratio between the two datasets, R = U * 6h /U * E R A , gives us information about the correction to apply. Fig. 8 shows the shear velocity ratio between the meteorological station and ERA-Interim's data as a function of ERA-Interim's shear wind Fig. 8 . Ratio between the shear wind velocity of the meteorological station and ERA-Interim's data as a function of the shear wind velocity of ERA-Interim. The blue dots represent the data. The red and yellow line correspond respectively to the ratio's mean and standard deviation as a function of U * E R A . The vertical dashed orange line is Shao and Lu's (2000) shear velocity threshold for a mean sand diameter of 236 μm. (A) The 6-h averaged meteorological station data is used in this panel to compute the ratio. (B) The raw meteorological station data is used in this panel to compute the ratio. Since ERA-Interim's data is a 6-h average of the wind speed, one point for U * E R A corresponds to several measurements from the raw meteorological data.
speed, U * E R A (blue dots). We partitioned U * E R A into sections of 0.5 m/s and computed for each section the mean (red line) and standard deviation (yellow line) of the ratios. If the GCM's data were not biased, then the mean ratio should be equal to 1, independently of ERA-Interim's wind speed. Nevertheless, we observe a deviation from this ideal situation. For strong wind speed, the meteorological station velocities are higher than U * E R A (R > 1).
On the opposite, for low wind speed, the meteorological station velocities are weaker than U * E R A (R < 1), except for very weak wind where the ratio shows much stronger meteorological station wind speed than ERA-Interim's. This trend is also visible in Fig. 5 . Moreover, the standard deviation shows also a trend depending on ERA-Interim's shear velocity strength. The ratio between the two datasets are more dispersed for weak U * E R A , whereas stronger winds for the GCM implies less dispersion in R. Fig. 9 . ERA-Interim's sand flux correction. The blue lines correspond to the initial data and the green lines correspond to the ERA-Interim's sand flux correction. The green shaded area represents the standard deviation of the applied correction. The horizontal gray dashed line associated with Q single dune is the measured average sand flux for a single dune in our area (equation (2)). The shaded gray area represents its standard deviation. The horizontal gray dashed line associated with Q Dune F ield is the measured sand flux of the dune field (equation (4)). The vertical dashed orange line is Shao and Lu's (2000) shear velocity threshold for a mean sand diameter of 236 μm.
To stochastically correct the sand flux from the GCM's data, two types of rectification needs to be applied to the friction velocity, one for the general trend observed from the ratios mean and one accounting for the dispersion of R.
From the partitioning of the data mentioned earlier, we suppose that within each section, the distribution of R follows a Normal distribution. The parameters of the Gaussian are set from the mean and standard deviation calculated in each section. Consequently, each value of ERA-Interim's shear velocity, U * E R A , is associated with a certain section and thus with a ratio's probability density given by the Normal distribution. For each U * E R A , we randomly sample a ratio from its associated probability density and correct its value applying
where U * E R A−Corr is the corrected ERA-Interim's shear velocity. Applying this methodology will give us one solution, which will nevertheless be dependent on the fact that it is linked to the randomness of the sampling of the ratio. One needs then to apply this sequence several times to have multiple versions of the corrected shear velocity of ERA-Interim's data, from which a mean and standard deviation of the stochastically rectified sand flux can then be calculated (Fig. 9 ). Note that the correction is not wind-azimuth specific; we do not favor a specific wind direction.
The correction of U * E R A with the raw data from the meteorological station is slightly different. ERA-Interim's data is an average of the wind speed over 6 h, whereas the meteorological station raw data is an average over a minute. A value of shear velocity in ERA-Interim's data is thus associated with several values of the raw data shear velocity. Each point of ERA-Interim is associated 360 values of the minute averaged data from the local meteorological station, U * Min , and have consequently 360 values of R. Thus the more crowded plot in Fig. 8B . From thereon, the same partitioning of U * E R A into sections of 0.5 m/s is done and the same methodology is applied to correct U * E R A . With these corrections, the sand flux predicted from the ERA-Interim wind velocity match remarkably well the sand flux predicted with the local meteorological data, whatever the assumed shear velocity threshold. The remaining biases are probably due in part to the fact that the distribution of the ratios within the sections of U * E R A is not exactly Gaussian but we deem a more sophisticated statistical treatment not necessary.
Discussion-conclusion
Using the particular parameterization of the sand transport law proposed by White's, we found that the sand flux predicted based on the wind data is systematically lower than the mean sand flux of a single dune, Q Dunes . The predicted sand flux is of the order of 65% Q Dunes for a shear velocity threshold (impact threshold) u * t = 0.2612 m/s estimated based on the local granulometric measurement using Shao and Lu's (2000) model. The agreement between the observed and predicted values is best for a shear velocity threshold close the minimum of 0.2346 m/s allowed by the model due to the inter-particle bonding by electrostatic forces, but the improvement is only marginal.
Several factors could explain the difficulty in reconciling the observed and predicted sand flux. Our mean sand flux prediction is sensitive to the Nikuradse parameter, which is not well constrained. Kok et al. (2012) implies that its value should be between D p and 5D p , a broad range that impacts the final results ( Fig. 7) . We supposed, additionally, a parametrization of z 0 depending only on D p (or u * t ), a case which is usually associated when no sand transport is observed (Bagnold, 1941) . The effective aerodynamic roughness depends, however, also on the wind speed and increases when the shear velocity threshold is exceeded (Bagnold, 1941; Martin et al., 2013) . Moreover, we took in this study a constant Von Karman parameter (κ = 0.4). It might actually vary with u * (Li et al., 2010; Sherman and Li, 2012) . The White (1979) transport law usually tend to overestimate observed sand flux and accounting for this non-constant Von Karman would slightly help correcting this bias Sherman and Li, 2012) . However, our predictions with this law underestimate Q Dunes and taking into account a variable Van Karman parameter would then worsen our predictions. In addition, other sand transport laws have been proposed in the literature that diverges from the u 3 * proportionality of White's one (Ho et al., 2011; Kok et al., 2012) . We are also neglecting the contribution of reptation to the sand transport flux. Since our maximum shear velocity, u * , is at most 2 times larger than our minimum shear velocity threshold, u * t , and according to Lammel et al. (2012) , reptation could account for up to 50% of the flux from saltation. This means the flux due to reptation could account up to a third of the total flux. Neglecting all other bias, it is possible to estimate k s fixing D p and assuming that our estimated sand flux from satellite images is correct. In our study, we assume k s ≈ αD p , varying α from 1 to 5. Within this range our predicted sand flux from transport laws does not reconcile with the sand flux estimated from satellite observations (Fig. 7) . A k s value in excess of the largest values tested in this study would thus be needed but might be unreasonable. Additionally, the dunes in the field are not completely self-similar. They have a variety of shape which impacts directly our estimation of K (section 2.4) and thus Q Dunes . For example small dunes do not generally possess any crest, contrarily to larger dunes. Similarly, interacting dunes are more difficult to characterize.
The effect of dune topography on the wind velocity profile could be a more likely cause for underestimating the dune sand flux. This might be due to the wind's acceleration on the dunes windward side (i.e. Momiji et al., 2000) , an effect that is not accounted for as White's equation is supposing a flat surface. The crescent and asymmetrical shape of the barchans dunes might additionally help stabilize the wind direction and result in a more efficient sand transport than what our model predicts.
The procedure described in section 3.4 allows correcting the wind velocity predicted by ERA-Interim for the high frequency variations of wind velocity and the bias revealed by the comparison with the local meteorological data. We have seen that strong winds are slightly overestimated and weak winds are slightly underestimated. The extremely weak winds (U * E R A < 0.05 m s −1 ), are strongly overestimated, but their contribution to the sand flux budget is negligible as they are significantly lower than the shear threshold velocity. Omitting these very weak winds, the relationship between R and U * between U * 6h and U * E R A . To our knowledge, this bias has not been reported in previous studies. The physical reason of the bias are not clear. In reanalyses, the output is constrained by the assimilated data, but is also a result of the underlying model. Boundary layer processes are heavy parameterized and lower-level winds might hence have biases relative to more local observations. These trends are probably specific to the GCM and climatic setting of Qatar. Further investigations could explore how these trends would vary depending on the GCMs and local setting. The strategy described here can, however, be applied to any area where local wind measurements are available, including Mars. The Mars rover, Curiosity, has a wind mast and has collected data that could allow in principle correcting the wind velocity predicted by a Mars GCM following our procedure Newman et al., 2017; Silvestro et al., 2013) .
