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1. Introduction
Multivariate data sets, in particular, bivariate data sets, have become very common in many real problems. Examples
include the spatial modeling and joint prediction of ozone concentrations and daily maximum temperatures in [15],
simultaneous investigations of the selling prices and commercial real estate rents in Chicago, Dallas and SanDiego in [7], and
predictions of trivariate atmospheric pollution (CO, NO, NO2) at unmonitored sites in California in [17,12]. More recently,
Sain and Cressie [16] examined the impact of locations of toxic facilities to the racial distribution of residents in southern
Louisiana. In all these works, not only the spatial autocorrelation of each individual variable but also the cross-correlation
between variables were exploited in order to make precise statistical inference. Therefore, it is important to appropriately
model the comprehensive covariance structure of a multivariate data set.
Consider a p-dimensional multivariate random field Y(s) = {Y1(s), . . . , Yp(s)}T, s ∈ Rd, d ≥ 1, where Yi(s) represents
the observation of the ith variable at location s. As in the univariate case, common practice is to model the means and
covariances by separate sets of parameters. In this work, we will focus on the modeling and estimation of the covariances.
We assume that the covariances are stationary, i.e., for any i, j = 1, . . . , p, Cij(k) = cov{Yi(s + k), Yj(s)} depends only
on k and not on s. The spatial covariance function, Cii(k), of the process Yi(s) is called the ith direct covariance function.
For i ≠ j, Cij(k) is called a cross-covariance function. The matrix valued function C(k) = [Cij(k)] is called the multivariate
covariance function.
In general, C(k) is not symmetric, i.e., Cij(k) ≠ Cji(k) or Cij(k) ≠ Cij(−k), though by definition, Cij(k) = Cji(−k). This
asymmetry has been observed in many real applications (e.g., [24]; [23, p. 147]). Moreover, it can be tested formally [11].
However, the majority of the existing multivariate covariance models are symmetric, which include the intrinsic or
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proportional model [13], the linear model of coregionalization (e.g., [20,23,7,26]), the moving average model [21] and
the kernel convolution models [6,12]. Although those models in general are very helpful, they are incapable of modeling
the asymmetry of the multivariate covariance structure. Ignoring the asymmetric structure will likely miss important
characteristics of the underlying process and result in inferior predictions [22,23]. Here we consider the asymmetry that
is exhibited among distinct variables rather than the asymmetry between space and time that has beenmodeled using time
delays [23] and frozen fields [4,19].
It is difficult to develop asymmetric multivariate covariance functions that are flexible enough to model a broad array
of real data, and yet not overwhelming for parameter estimation. A recent attempt is due to Apanasovich and Genton [1]
who developed a general class of asymmetric and nonseparable multivariate covariance models. Their method is based on
representing the variables using points in a latent space, and their models are built as functionals of existing univariate
covariance functions.
In this article, we provide a generic approach to build asymmetric multivariate spatial covariance models directly based
on existing symmetric multivariate covariance functions. For example, ourmethod can be easily applied to intrinsic models,
bivariate or multivariate Matérn models to endow themwith the ability of capturing asymmetric features of the covariance
structure displayed in the data. The essential idea is to reconfigure the spatial locations for p variables so that the new spatial
lags reflect the asymmetric pattern of the cross-covariance.
The rest of the paper is organized as follows. Section 2 describes the new modeling approach with its application in two
examples and discusses the parameter estimation involved in the model. Section 3 presents several measures for model
assessment and conducts simulation experiments to evaluate the new model. Section 4 applies our model to two real data
examples and Section 5 provides a brief discussion.
2. Model and inference
2.1. Asymmetric models
Our approach to constructing asymmetric multivariate covariance models is based on the following two facts:
1. IfC(k) = [Cij(k)] is a valid p-variate covariance function for k ∈ Rd and we let Cij(k) =Cij(k+ai−aj) for i, j = 1, . . . , p,
where ai, i = 1, . . . , p are p vectors in Rd, then C(k) = [Cij(k)] is a valid multivariate covariance function.
2. With ai ≠ aj, C(k) is asymmetric with respect to k for a symmetric C(k), because Cij(k) = Cij(k + ai − aj) ≠Cji(k+ aj − ai) = Cji(k) in general unlessCij(k) is periodic with period aj − ai.
The matrix valued function C(k) can be viewed as the covariance structure in (Y1(s− a1), . . . , Yp(s− ap))T, if we considerC(k) to be the covariance function for (Y1(s), . . . , Yp(s))T. This ensures the validity of C(k) for any validC(k) and a1, . . . , ap
since C(k) can simply be derived by applyingC(k) onto (Y1(s− a1), . . . , Yp(s− ap))T. Nowwe propose to use C(k) to model
a possible asymmetric covariance structure in (Y1(s), . . . , Yp(s))T.
This asymmetric model is proposed in light of the delay effect described in [23, p. 146], but it is different from the
model in [23, Example 20.1], as the currently proposed asymmetric model allows different marginal correlation functions
depending on the expression ofCij(k) whereas Wackernagel’s model yields the same marginal correlation function. Our
modeling approach is also different from [1] whomodel the delay effect by first augmenting the dimensions of each variable
and then manipulating those latent dimensions.
We show two examples to illustrate our modeling approach. The first one uses intrinsic models, also called proportional
covariance functions, that perhaps are the simplest form of a covariance model to still receive active attention (e.g., [2,14]).
An intrinsic model hasC(k) = ρ(k)T, (2.1)
where ρ(k) is a spatial correlation function that can take any valid form and T is a p × p positive definite matrix that
quantifies the inter-variable covariance, T = var{(Y1(s), . . . , Yp(s))T}. ObviouslyC(k) is symmetric for any ρ(k), and by
assuming ρ(k) < 1 for k ≠ 0we then haveCij(0) = Tij > ρ(k)Tij =Cij(k)
for any k ≠ 0 and for any i and j but i ≠ j. This implies that
corr{Yi(s), Yj(s)} > corr{Yi(s), Yj(s+ k)} for any k ≠ 0.
Although this property may be true for many data, there are situations where it fails to hold, as revealed in the literature
and in an example we will present later in this paper. Our asymmetric model however overcomes this problem. For a set of
vectors ai with ai ≠ aj for i ≠ j, we have the asymmetric covariance function
Cij(k) = ρ(k+ ai − aj)Tij. (2.2)
Now Cij(k) is no longer isotropic and monotone in ‖k‖ even if ρ(k) is isotropic and monotone with respect to ‖k‖. The
cross-covariance function Cij(k) in (2.2) is maximized at k = aj − ai instead of k = 0.
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The second example concerns the bivariate Matérn covariance model. The Matérn class has been increasingly popular
to model individual spatial variables for its flexibility. Now a new development in [9] generalizes the Matérn family to
multivariate randomprocesses, where each constituent component has aMatérn covariance. In particular, Gneiting et al. [9]
extensively studied the bivariate case and provided necessary and sufficient conditions in terms of cross-correlation, range
and smoothness parameters. Here we consider a special case of the bivariate Matérn model where the smoothnesses are
assumed identical for all the direct and cross-covariances. This assumption seems strict but can be more practical given the
difficulty of estimating smoothness parameters [18, p. 219]. Specifically, we consider the bivariate model belowwhere both
direct and cross-covariance functions belong to the Matérn class:
Cij(k) = σij
0(ν)2ν−1
‖k‖
φij
ν
Kν
‖k‖
φij

, (2.3)
where 0(·) is the gamma function and Kν is the modified Bessel function of the second kind of order ν. The parameters ν
and φij represent smoothness and spatial scale, respectively. A larger ν indicates a smoother random process and a larger
φij means a slower decay ofCij(k). The conditions for parameters to guarantee the positive-definiteness of this bivariate
covariance function are given in Theorem 3 of Gneiting et al. [9] but with ν1 = ν2 being plugged in the theorem.
Although a bivariate Matérn model can jointly model Y1(s) and Y2(s), it is clearly isotropic and hence symmetric, i.e.,C12(k) =C21(k). Therefore, a bivariate Matérn model alone only models a symmetric covariance structure, whereas
Cij(k) =Cij(k+ ai − aj) (2.4)
for any vectors ai, i = 1, 2 is a valid bivariate covariance function that inherits all the nice properties of the bivariateMatérn
model and further allows for asymmetry. Gneiting et al. [9] also discussed the conditions on the parameter space that will
result in a valid multivariate Matérn model defined by allowing i, j = 1, . . . , p with p > 2 in (2.3). Indeed for any such
model, we can correspondingly generalize the Cij(k) in (2.4) to i = 1, . . . , p so that the symmetric multivariate Matérn
model in [9] will be enabled to capture the possible asymmetry in covariance structures.
2.2. Parameter estimation
It may seem that a p-variate random field requires p elements, a1, . . . , ap. However since only ai − aj matters in
quantifying the degree of asymmetry for the covariance structure of a stationary random process, one of the p ais is
redundant. Hence we need to impose constraints onto a1, . . . , ap to ensure their identifiability. There are many ways to
impose such constraints. One of them is to set a1+ · · · + ap = 0, while another way is to set a1 = 0. We adopt the latter for
convenience. There are no other constraints for ai except for the one introduced by the identifiability issue. This is because
for any set of vectors ai, there always exists a corresponding configuration of shifted spatial locations for the p variables.
We propose to estimate a2, . . . , ap and other parameters involved in the covariance function by maximizing the likelihood
function.
Due to the increased number of parameters in the multivariate model, maximizing the joint likelihood function may be
problematic. Therefore, we propose a two-step estimation procedure for practical purposes.We demonstrate this procedure
using a bivariate Matérn model, but it can be easily adapted to other models. Since only one vector a needs to be introduced
when p = 2, we have C12(k) = C12(k+ a) and C21(k) = C12(k− a). There are nine unknown parameters including σij, φij
for i, j = 1, 2 and i ≥ j, ν and a ∈ R2. We propose to estimate those parameters with the following two steps:
1. Jointly estimate σii, φii and ν using a composite likelihood as the product of individual likelihoods of Yi for i = 1, 2. That
is, we put cross-correlation aside in this step. Then we can take advantage of the profile likelihood since the maximum
likelihood (ML) estimatorσ 2ii = YTi R−1i Yi/n, where Yi = (Yi(s1), . . . , Yi(sn))T,Ri is the correlation matrix for Yi and n is
the total number of locations. So there are actually only three free parameters φ11, φ22 and ν in this step.
2. Jointly estimate σ12, φ12 and a using the full likelihood of (YT1, Y
T
2)
T while fixing the other parameters at their estimates
obtained in step 1. The parameters σ12, φ12 need to be estimated under the appropriate constraints that are listed in
Theorem 3 of Gneiting et al. [9]. The R function ‘‘constrOptim()’’ can be immediately applied to this type of optimization
once we transform the non-linear constraints to linear ones by taking logarithm on both sides.
Other bivariate models may have different parameters than the bivariate Matérn, but the two-step estimation procedure
can easily be tailored correspondingly. For instance, the ν parameter in the first step may drop out if the bivariate model
is not from the Matérn class. Overall, the basic idea is to first estimate the parameters involved in the marginal process
using the composite likelihood, and then estimate the parameters involved in the cross-covariance function using the full
likelihood. We note that, since a = argmaxk{C12(k)}, this parameter can sometimes be visualized from the empirical cross-
covariance in the exploratory data analysis. See Section 3.2. The asymmetric intrinsic model can also be estimated following
the above two steps but with only one single φ parameter and an optional ν parameter depending on the choice of ρ(k).
The proposed two-step estimation procedure can be considered as a feasible and credible substitute for the full likelihood
given the computational difficulty for the latter. The idea of splitting the entire parameter estimation into several steps is
often employed in spatial statistics. For example, [8,1,9] all have used this idea in the parameter estimation.
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For amultivariate data set, we propose to first extract themost closely correlated bivariate process based on the strength
of the pairwise Pearson’s correlation and estimate the vector a and other parameters for this bivariate data following
steps 1 and 2. Then given those estimates, we estimate the parameters associated with the remaining variables in turn
by subsequently adding a single univariate spatial process to the current random field that already contains the selected
variables. The choice of the starting tuple is somewhat ad hoc, but we think it is sensible to start from the most strongly
correlated variables for two main reasons. On the one hand, the stronger correlation is always more important than the
weaker correlation since the former is weighted more in making predictions. On the other hand, clearly less parameters
are involved at the beginning steps where only a small number of random processes are included in forming the likelihood
function, as more cross-covariance parameters will be introduced with more random processes being enclosed in forming
the likelihood. Thus the beginning steps are expected to yieldmore reliable parameter estimates andwe reserve those steps
for estimating stronger correlations. Section 4.2 provides more details based on a trivariate data set.
3. Model evaluation using simulations
3.1. Simulation setting
We conduct simulation studies to illustrate improvements in goodness-of-fit and predictive performance by using the
asymmetric model. All the simulated data are generated from an asymmetric bivariate Matérn covariance function defined
in (2.3) and (2.4) with σ11 = σ22 = 1, σ12 = 0.6, φ11 = 2, φ22 = 4, φ12 = 3, ν = 0.5 and a = (1, 1)T. We consider two
sets of sampling locations, regularly spaced and irregularly spaced, because both are common in practice. For instance, wind
speed data in [25] are observed over a grid, while the ozone and temperature data in [15] are observed at irregularly spaced
sites. We simulate 1000 data sets for each set of locations respectively. Then for each simulated data set, we fit four models:
(i) asymmetric bivariate Matérn defined in (2.4), (ii) symmetric bivariate Matérn in (2.3), (iii) asymmetric intrinsic model
in (2.2), and (iv) symmetric intrinsic model in (2.1). For intrinsic models, we choose ρ(k) to also be a Matérn covariance
function. Results frommodels (iii) and (iv) are useful to assess the gains of an asymmetric model over the symmetric model
when both models are misspecified.
We compare the Akaike information criterion (AIC), mean squared prediction error (mspe) and log score [10] between
the four models. AIC measures goodness-of-fit with a penalty on the number of parameters included. AIC = 2k − 2log(L),
where k is the number of parameters in the model, and L is the maximized value of the likelihood function for the estimated
model. Here k = 7, 9, 5, 7 in the order of model (i)–(iv). A model with lower AIC is desirable. Because making predictions
at unknown locations is often the ultimate goal in spatial statistical analysis, we use mspe and log score to evaluate the
predictive skills of each model. Therein we take the drop-one prediction such that each time we drop only one observation
and then use the other observations to make a prediction for that dropped one, and we make all predictions based on the
traditional cokriging method [5]. Denote byYj(si) the drop-one prediction of Yj(si) at locations si, then
mspe = 1
2n
2−
j=1
n−
i=1
{Yj(si)−Yj(si)}2.
The log score incorporates the prediction variance on top of the mspe:
log score = 1
2n
2−
j=1
n−
i=1

log{2πσ 2j (si)} + {Yj(si)−Yj(si)}2σ 2j (si)

,
whereσ 2j (si) is the prediction variance for the jth variable. Smaller log scores indicate superior predictions.
3.2. Data over a grid
We simulate data over a 10 × 10 grid to study the performance of our modeling approach for a regularly spaced data
set. AIC values from fitting four different models on the simulated data are displayed in Fig. 1(a). Apparently the AIC values
from the asymmetric models are much lower than those from the symmetric models. This implies that our asymmetric
covariance function successfully captures more variability and achieves better fit even with the penalty on the number of
parameters taken into account. Furthermore, we notice that simply due to allowing asymmetry, the asymmetric intrinsic
model appreciably outperforms the bivariate Matérn although both involve the same number of parameters.
We randomly select one simulation to show the sensitivity of the likelihood with respect to the vector a. Fig. 2(a)
illustrates the logarithm of maximum likelihood versus a by fitting an asymmetric bivariate Matérn covariance model. A
sharp peak of the log likelihood at a0 = (1, 1)T is observed. This peak indicates that for regularly spaced data, the likelihood
can be dramatically increased by incorporating the vector a to model the exhibited asymmetric pattern. The acute increase
of likelihood in turn can facilitate obtaining a precise estimate of a. Fig. 2(b) shows an example ofC12(k) for a random sample
from the simulation. ClearlyC12(k) is maximized at k = a = (1, 1)T rather than at (0, 0)T as for a symmetric bivariate data
set.
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a b c
Fig. 1. Comparison between the symmetric/asymmetric covariance modeling for data over a grid. ABM—asymmetric bivariate Matérn model;
AIT—asymmetric intrinsic model; SBM—symmetric bivariate Matérnmodel; SIT—symmetric intrinsic model. Panel (a) is Akaike information criterion (AIC)
and panels (b) and (c) are mspe and log score of predictions, respectively.
a b
Fig. 2. (a) An example of maximum likelihood surface vs. a = (ax, ay)T obtained from fitting an asymmetric bivariate Matérn covariance model to a
simulated data over a 10× 10 grid. (b) The cross-covariance,C12(k), for a random sample simulated in Section 3.2.C12(k) is maximized at k = (1, 1)T . The
point in each plot indicates the maximum value of the surface.
We then evaluate how much benefit, if any, in making predictions by using the asymmetric over the symmetric
covariance function, when the inherent covariance structure is asymmetric. Mspe and log score of drop-one predictions
based on the four different models are shown in Fig. 1(b) and (c). It is seen that the asymmetric models dramatically
reduce the mspe and log score compared to their corresponding symmetric models. Therefore, our asymmetric covariance
modeling approach effectively improves the predictive performance. Again the mspe appears to be very similar for the
two asymmetric models, and so does the log score. Those similarities seem to indicate that for the current simulated data,
capturing asymmetry is more important than a precise choice of covariance function.
3.3. Irregularly spaced data
We first randomly select 100 locations, s1, . . . , s100, from the uniform distribution within the square [0, 10] × [0, 10].
Then (Y1(s1), Y2(s1))T, . . . , (Y1(s100), Y2(s100))T are generated with the specified asymmetric bivariate Matérn covariance
structure. The same estimation and evaluation procedures as for gridded data are applied for irregularly space data. Fig. 3
presents the AIC, mspe and log score for our four differentmodels. All three plots in Fig. 3 show qualitatively similar patterns
as for the regularly spaced data, albeit the improvements of using asymmetric models in this scenario are unanimously
shrunk to some extent. This perhaps is because parameter estimation for a finite irregularly spaced data is more difficult
than for gridded data.
In summary, despite some differences of the relative behavior of the four covariance models between the regularly and
irregularly space data, we assert that our asymmetric covariance modeling can effectively improve both the goodness-of-fit
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a b c
Fig. 3. Comparison between the symmetric/asymmetric covariance modeling for data at irregularly spaced locations. ABM—asymmetric bivariate Matérn
model; AIT—asymmetric intrinsic model; SBM—symmetric bivariate Matérn model; SIT—symmetric intrinsic model. Panel (a) is Akaike information
criterion (AIC) and panels (b) and (c) are mspe and log score of predictions, respectively.
Fig. 4. Sea surface height (SSH) and sea surface temperature (SST) observations over 189 grid points.
and predictive skills compared to their corresponding symmetric models, if the data exhibit asymmetric structures. Being
curious about fitting a misspecified asymmetric model to a data with symmetric inherent structure, we repeat the whole
simulation experiments but now with a in model (2.4) set to be (0, 0)T. In these new experiments, we found that the
parameter estimates fora are close to zero, and consequently the mspe and log score appear to be similar across all the
four models. But the AIC can still serve as a guide to select the correct model due to its penalty imposed on the number of
parameters.
4. Data analysis
4.1. Bivariate sea surface temperature and height
The evolution of sea surface height (SSH) and sea surface temperature (SST), in particular SST, receives high attention
because the El Niño-Southern Oscillation (ENSO) that dominates the annual to decadal climate variations is characterized
by SST along the equatorial Pacific Ocean. For this reason, the relationship between SST and SSH is of great interest (e.g., [3]).
We apply our modeling approach to a bivariate spatial data set of SST and SSH in March, 1990 over the tropical Pacific
Ocean (160.25 E–80.25 W, 7.75 S–8.25 N). The spatial resolution is 50 longitude by 20 latitude and the data with locations
embedded are presented in Fig. 4. We first use splines to remove the cyclic pattern of both variables along the longitude
and latitude directions and then standardize the detrended SST and SSH to obtain SST and SSH anomalies. This produces an
approximately stationary Gaussian bivariate random process. Fig. 5 shows the empirical cross-covariance function based
on the longitude/latitude grid. The lack of symmetry in contours of this cross-covariance function, although no clear shift of
the maximum value away from the origin, indicates a possible asymmetric inherent covariance structure.
Let the SSH anomaly be Y1 and the SST anomaly be Y2. The parameter estimates from fitting an asymmetric bivariate
Matérn are σ11 = 1.399,σ22 = 1.077,σ12 = 0.574,ν = 2.166,φ11 = 217.8 (km),φ22 = 159.5 (km),φ12 =
199.9 (km) anda = (17.4,−84.0)T (km). The relatively small norm of vectora compared to the grid intervals explains
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Fig. 5. Image and contours of the empirical cross-covariance between sea surface temperature and sea surface height.
why the location of the maximum value in Fig. 5 shows no obvious shift. We also fit a symmetric bivariate Matérn and an
asymmetric/symmetric intrinsic model separately using this data. The spatial correlation function in the intrinsic models
assumes aMatérn formulation. In order to assess the predictive performance of different models, we compare themspe and
log scores of drop-one cokriging predictions based on their respective fitted covariance models. The results are reported in
Table 1. The mspe and log score show remarkable improvements by allowing asymmetry in the model. Compared to their
symmetric counterparts, the asymmetric bivariate Matérn and intrinsic model improved 10.5% and 13.2% respectively in
terms of mspe, and 10.2% and 12.9% respectively in terms of log score. The percentages are calculated as the ratio of the
reduction in mspe/log score to the mspe/log score from the symmetric models.
Table 1 also shows that the asymmetric bivariate Matérn model yields the best prediction, and then followed
subsequently by the prediction from the asymmetric intrinsic model, symmetric bivariate Matérn and intrinsic model in a
deteriorating order. This is not surprising as the asymmetric bivariateMatérn is themost flexiblemodel and thus is supposed
to perform better than the othermodels. However, the asymmetric intrinsicmodel and the symmetric bivariateMatérn both
contain seven parameters yet the former outperforms the latter by allowing for asymmetry. It is seen that the superiority
of asymmetric bivariate Matérn over asymmetric intrinsic model is relatively slight, particularly in terms of mspe where
the improvement is only 1.6%, whereas the superiority of asymmetric models over symmetric models are striking. All these
patterns seem to imply that for this data set allowing asymmetry in a simple covariance model can lead to qualitatively the
same prediction performance as from a more flexible model. Those results approximately match the conclusion from our
simulation study. The source that cause the asymmetry in this data are however not obvious. One possible reason is the El
Niño or La Niña, although further analysis at other periods found no hard evidence for a consistent and strong shift between
SST and SSH over the whole tropical area covered in the data.
To visualize the likelihood estimates of a, we plot the logarithm of maximum likelihood versus a in Fig. 6. The grid
interval is 17.4 (km) in the x-axis and 16.8 (km) in the y-axis. Those two grid intervals are chosen to ensure that (0, 0)T
is covered and also the grid is centered at the estimates (17.4,−84.0)T (km). Based on this grid search, the likelihood
is maximized at (34.8,−117.6)T (km) instead of at (17.4,−84.0)T (km) that is obtained by using the ‘‘constrOptim()’’
in R. The reason could be that the initial value we set in this R function is (0, 0)T which is a natural starting point but
to which (17.4,−84.0)T is closer than (34.8,−117.6)T. The likelihood values at those two points are −64.2 and −69.9,
respectively. If we take (34.8,−117.6)T (km) as our estimate for a and then make the drop-one cokriging prediction, we
have mspe 0.189 and log score 0.521. These values are very close to the mspe and log score that are obtained based ona = (17.4,−84.0)T (km). Given the small differences between the two likelihood values and between the two mspes and
log scores, we think (17.4,−84.0)T (km) is the estimate just as good as (34.8,−117.6)T (km), so we keep the former here
since they are the actual estimate from the R function.
4.2. Trivariate data of SSH, SST and zonal wind stress
We now show an example of using our idea in a trivariate data set, the bivariate SSH and SST in Section 4.1 plus an
additional variable of zonal wind stress. The wind stress is one of the components of the air–sea interaction, with others
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Fig. 6. The maximum likelihood surface vs. a = (ax, ay)T obtained from fitting an asymmetric bivariate Matérn covariance model to the bivariate process
of sea surface temperature and sea surface height over a 10× 10 grid. The grid interval is 17.4 (km) in the x-axis and 16.8 (km) in the y-axis. The point is
the maximum obtained from the grid search and the star is the maximum from the ‘‘constrOptim()’’ in R.
Table 1
Mspe and log score of the predictions for SSH and
SSTa .
ABM SBM AIT SIT
Mspe 0.188 0.210 0.191 0.220
Log score 0.518 0.577 0.547 0.628
a ABM: asymmetric bivariate Matérn model;
SBM: symmetric bivariate Matérn model; AIT:
asymmetric intrinsic model; SIT: symmetric intrin-
sic model.
being the atmospheric pressure on the water surface, as well as the exchange of heat and mass between the water and
the atmosphere. We followed the same procedure as in Section 4.1 to obtain the anomalies of SSH, SST and wind stress. In
this example, we only fit asymmetric and symmetric intrinsic models and again therein we choose Matérn as the spatial
correlation function. The estimation for the asymmetric intrinsic model proceeds as follows. First we use a composite
likelihood to estimate the φ, ν, and variances for the three variables. Then we use SSH and SST to further estimate the
additional parameters involved in a bivariate random field, such as the covariance and the shift vector a. Finally we extend
the bivariate to the original trivariate random field and estimate the extra parameters introduced by adding wind stress
back to the process. The reason that we first choose SSH and SST as a bivariate process is because they have the strongest
Pearson’s correlation among all three pairwise correlations.
Let the SSH anomaly be Y1, the SST anomaly be Y2 and the wind stress anomaly be Y3. The parameter estimates for the
asymmetric intrinsic model are σ11 = 2.081,σ22 = 3.066,σ33 = 0.551,σ12 = 0.400,σ13 = 0.173,σ23 = 0.100,ν =
1.428,φ = 398.0 (km),a1 = (8.0,−123.5)T (km) for SST anda2 = (−4.7,−0.3)T (km) for wind stress. The parameter
estimates for the symmetric intrinsic model are similar to those for the asymmetric model. To make a comparison, we also
report the estimates for the symmetric intrinsic model: σ11 = 2.253,σ22 = 3.282,σ33 = 0.594,σ12 = 0.533,σ13 =
0.209,σ23 = 0.036,ν = 1.284,φ = 469.1 (km). Then we compare the mspe and log score of the drop-one cokriging
predictions based on the two models. The mspe and log score for the asymmetric model are 0.142 and 0.249, while for the
symmetricmodel are 0.153 and0.291. Apparently for this data set, the asymmetric intrinsicmodel achieves better prediction
in terms of both mspe and log score relative to the naive symmetric one. Those results suggest that our modeling approach
can be successfully applied to the multivariate analysis of spatial data. We also conducted the analysis starting with the
bivariate process of SST and wind stress anomaly. The mspe and log score of the drop-one cokriging predictions obtained
from this particular analysis are 0.139 and 0.243, which are very similar to the 0.142 and 0.249 obtained from considering
SSH and SST first. This seems to suggest that our step by step procedure is insensitive to the order of variables that come
sequentially into the estimation process.
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5. Discussion
Wedeveloped a general asymmetric covariancemodeling approach by perturbing the spatial coordinates of observations
through a set of variable specific vectors such that the new spatial distance lags reflect the asymmetric cross-covariance.
We mainly exemplified this idea and the parameter estimation based on an intrinsic model that is relatively simple and a
bivariate Matérn model that is flexible and with many constraints on their parameters. However, our modeling framework
can directly endow any existing covariance function with the ability of modeling asymmetric covariance structures. For
example, it can be adapted to the linear model of coregionalization framework [23] to allow for asymmetry.
Our modeling strategy can intuitively be interpreted by some physical process where the variation of one variable is
delayed by another variable and the delay can be measured by a spatial lag a0. Usually in such a case the strongest cross-
covariance arises between two observations that are separated by a0, which concurs with the feature of our model that
Cij(k) is maximized at k = ai − aj rather than k = 0. However, if the asymmetry in the processes cannot be explained
by the delay effect, such as for a trivariate process that has the first two asymmetric but the third one symmetric to both
the first two, our modeling approach fails to describe such phenomena. Finally, our approach only imposes an asymmetric
cross-covariance structure exhibiting between different variables, but has no influence on the covariance modeling for each
marginal process.
Althoughweexplained this newmodeling approach in the context of isotropic stationary covariance functions, there is no
difficulty to generalize the method to anisotropic stationary covariance functions and further to the non-stationary random
field modeling framework. For example, we can generalize a to a(s) to allow for non-stationarity. Another extension is to
adapt this approach to multivariate space–time data. The covariance function with time included has some unique features,
thus it would be nontrivial and interesting to explore such an application.
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