We use a covariant phase space formalism to give a general prescription for defining Hamiltonian generators of bosonic and fermionic symmetries in diffeomorphism invariant theories, such as supergravities. A simple and general criterion is derived for a choice of boundary condition to lead to conserved generators of the symmetries on the phase space. In particular, this provides a criterion for the preservation of supersymmetries. For bosonic symmetries corresponding to diffeomorphisms, our prescription coincides with the method of Wald et al.
Introduction
In a classical system defined by a Hamiltonian or Lagrangian, there typically exists a constant of the motion for any symmetry of the system. Furthermore, any such conserved quantity generates the action of the symmetry on the phase space of the theory. While this result is simple and straightforward to derive for mechanical systems with a finite number of degrees of freedom, the situation can be considerably more complicated in field theories. This is in particular the case for field theories on manifolds with asymptotic regions or boundaries, where the existence and form of the conserved quantities will in general depend in a subtle way on the precise choice of the phase space of the theory, i.e., the asymptotic or boundary conditions that one chooses to impose upon the fields.
Of particular interest in theoretical physics are theories with local gauge invariance, such as diffeomorphism invariance, Yang-Mills type gauge invariance, or local supersymmetry. For theories with diffeomorphism invariance, a general analysis of the existence of conserved quantities within a "covariant phase space framework" was given by Wald et al. [1, 2, 3, 4] , (see also [5, 6, 7] ). In these works, a general criterion was derived when a given boundary or asymptotic conditions on the fields allows the existence of conserved charges generating asymptotic spacetime symmetries. These ideas were applied e.g. in [8] to derive formulae for the Bondi energy in higher dimensional general relativity with asymptotically flat asymptotic conditions, and in [9, 10, 11, 12] to derive expressions for bosonic conserved charges (such as energy) in gravity theories with asymptotically AdS boundary conditions.
In this paper, we generalize the analysis of Wald et al. to charges of fermionic type. Our first result is a general criterion for when a given boundary or asymptotic condition on the fields permits the definition of conserved asymptotic charges conjugate to a fermionic asymptotic symmetry. That condition is analogous to the one for bosonic symmetries and can be simply stated as follows: (1) the symplectic flux through the boundary (or at infinity) has to vanish under the imposed boundary (or asymptotic) conditions. (2) the boundary (or asymptotic) conditions must be invariant under the asymptotic symmetry.
We then apply this general formalism to supergravity theories with a negative cosmological constant, for which asymptotically AdS boundary conditions are possible. Our first example is minimal N = 1 supergravity [13] . Within the usual framework where the boundary metric is held fixed, we show that there exists a unique boundary condition on the metric and the spin-3/2 field so that conditions (1) and (2) are satisfied for local supersymmetry transformations. We also derive the expression for the corresponding supercharge, which is found to agree with an expression derived earlier by a somewhat different method [14] .
Next, we investigate the extended N = 4 supergravity [15] in a scalar reduction [16] in which besides the gravity multiplet only the scalar multiplet is kept.
The scalar fields have a mass m 2 = −2, which is within the Breitenlohner-Freedman range [17, 18] . The reduced theory has a local N = 1 invariance, and we investigate possible boundary conditions such that there exist corresponding Hamiltonian generators for the N = 1 supersymmetry transformations. Here, we find that there exists a 1-parameter family of boundary conditions on the fields in the gravity and scalar multiplet such that (1) and (2) are satisfied. Therefore, conserved generators exist for those boundary conditions. The boundary conditions found by [17] correspond to 2 particular extreme values of the parameter. We also investigate boundary conditions preserving only a 2-dimensional subspace of the fermionic N = 1 symmetry generating asymptotic Poincare transformations in the "Poincare compactification" of AdS-spacetime. Here, we find that there exist additional boundary conditions satisfying (1) and (2) . These boundary conditions can be formulated as a "supersymmetric Lagrange submanifold condition," in terms of an arbitrarily chosen "boundary superpotential" of suitably defined "boundary superfields," which in turn are built from the asymptotic values of the fields in the scalar multiplet (in a somewhat nonobvious way). These boundary conditions preserve an O(2, 1) × R 3 of the standard O(3, 2) bosonic symmetry group.
Finally, we construct the explicit expressions for the bosonic and fermionic conserved charges in the scalar reduction of the N = 4 extended supergravity theory. We find that the expression for the bosonic charges contains a piece that is a surface integral at infinity of the electric Weyl tensor, as well as an extra piece involving the fields in the scalar multiplet. In the case of O(2, 1) × R 3 invariant boundary conditions, the extra piece involves the boundary superpotential of the fields in the scalar multiplet. In the special case of the boundary conditions found by Breitenlohner and Freedman [17] , only the Weyl piece remains.
Our results have the following standard interpretation in the context of the AdS/CFTcorrespondence [19, 20, 21, 22] . In the N = 4-theory, the choice of boundary conditions other than those described in [17] corresponds to adding a term to the action of the boundary quantum field theory. Since our boundary conditions are formulated in terms of a super-Lagrange submanifold condition, the additional piece is given precisely [23, 24, 25] by the boundary superpotential of the boundary fields corresponding to the scalar multiplet. Such deformations of AdS/CFT have been of significant interest, see e.g., [26, 27, 28 ].
General definition of fermionic charges
Assume we are given a Lagrange density L, (viewed as a d-form) on a d-dimensional manifold M. We assume that L depends on a metric g µν , tensor fields φ µ 1 ...µ k , gauge fields A µ , and mixed spinor-tensor fields ψ A 1 ...Aq ν 1 ...νp . We shall abbreviate the collec-tion of all dynamical fields by Φ = (g µν , φ µ 1 µ 2 ...µ k , A µ , ψ A 1 A 2 ...Aq ν 1 ν 2 ...νp ) .
(2.1)
To define spinors we assume that a spin structure exists and that one has been chosen as part of the definition of the theory. In quantum field theory, by the spin-statistics theorem, fields of half odd integer spin must be anticommuting, while fields of integer spin must be commuting. But in classical field theories, there is a choice to be made whether one wants to view the spinor fields as commuting or anti-commuting, and there does not appear to be a good physical justification for either choice. However, studies of the initial value problem in supergravity theory [29, 30] show that such a theory possess a well-posed initial value formulation if spinors are taken to anticommute, while difficulties seem to arise if one assumes them to be commuting. We shall therefore assume this in our paper, too, i.e., half odd integer spin fields are taken as anti-commuting and integer spin fields are taken to commute. Concretely, this may e.g. be implemented [31] by taking the fields to be valued in an exterior coefficient algebra A = Ext(V ), where V is an auxiliary infinite dimensional vector space, tensored with the appropriate vector bundles corresponding to the vector or spinor nature of the field. In this viewpoint, a field is then a formal power series
where v (n) is a n-th exterior power in A. Furthermore, it is understood that a half odd integer field component of Φ only contains terms with odd n in the series, while a field with integer spin only contains terms with even n. As shown in [29, 30] for N = 1 supergravity, solutions to the field equations then exist as formal power series in this algebra. The first term Φ (0) is the zeroth order metric, which is seen to satisfy the Einstein equation with all spinors set to 0. Because A = A + ⊕ A − may be decomposed into even (bosonic) and odd (fermionic) elements, we have a corresponding decomposition of field quantities. We assume that L is commuting and does not depend on any non-dynamical background fields, or equivalently, that L is fully diffeomorphism covariant, in the sense that
for any diffeo f on M. On the space of (smooth) fields, we will consider various operations. Given a functional F on the space of fields and a smooth 1-parameter family Φ t in the space of fields with Φ 0 = Φ, we denote by
the variational derivative, along the "vector field" δΦ = d dt Φ t | t=0 on field space 2 . We also define the commutator
For example, if f t is a 1-parameter family of diffeomorphisms on M generated by a vector field X, and Φ t = f * t Φ, then
and the commutator [δ 1 , δ 2 ] of variations associated with two vector fields X 1 , X 2 is given by the vector field (on field space) £ [X 1 ,X 2 ] Φ, i.e., the variation associated with the commutator of the spacetime vector fields. The variation of L can always be written in the form
where E are the equations of motion ("Euler-Lagrange equations"), and where θ is the (d − 1)-form corresponding to the boundary term that would be obtained if the variation of L were done under an integral. The (dual) symplectic current of the theory ω is defined as the second anti-symmetrized variation
It is a simple consequence of the above definitions that, if the fields Φ are solutions to the equations of motion, and the variations δ 1 Φ and δ 2 Φ are solutions to the linearized equations of motion, then ω is closed, dω = 0. Given a d−1-dimensional submanifold Σ of M, one defines the associated symplectic form by
where K is an increasing sequence of compact subsets of Σ whose union is Σ. If Σ is not compact, suitable boundary conditions have to imposed on the fields in order to ensure that the symplectic form is finite. One might also have to impose restrictions on the possible way of choosing the sequence of compact sets K to ensure that the limit is unique. If σ Σ converges, then it is independent under compact cobordant variations of the surface Σ in the sense that, if K is a compact subset of M such that ∂K = Σ 1 ⊔ (−Σ 2 ), then σ 1 = σ 2 for "on-shell variations", i.e., δ 1 Φ and δ 2 Φ satisfying the linearized equations of motion and boundary conditions. Note, however, that this need not the case for non-compact cobordisms. In that case, the independence of σ Σ upon the slice delicately depends upon the asymptotic conditions imposed on the fields. For example, it fails in general relativity when Σ 1 , Σ 2 are asymptotically null surfaces asymptoting to different "cross sections" at infinity, which is the situation considered in the context of asymptotically flat spaces at null infinity. A diffeomorphism preserving the boundary conditions imposed upon the fields is called an "asymptotic symmetry". Since diffeomorphisms leave the Lagrangian invariant, one may ask whether one can define "conserved charges" in the phase space of the theory corresponding to the asymptotic symmetries. They should be defined as the Hamiltonian generators conjugate to a symmetry variation vector field δΦ = £ X Φ, i.e., they should satisfy
(2.10)
The existence of the H X is not automatically guaranteed by the diffeomorphism invariance of the Lagrangian, but depends on the precise choice of the boundary conditions and of Σ in a subtle way. To analyze the question of existence, consider (following [2, 1, 4] ) the consistency relation resulting from the fact that the second anti-symmetrized second variation of any quantity should vanish, so we should have
Here, the last term takes into account the possibility of having non-commuting variations; it vanishes when δ 1 , δ 2 are commuting variations (e.g., corresponding to shifts of the phase space coordinates). As a consequence of eq. (2.8), we have the relation
Using this with δ 3 Φ = £ X Φ, one finds that the consistency condition (2.11) can be expressed as
In the second line, we have used Stokes theorem, together with the the standard differential forms identity £ X ω = d(X · ω) + X · dω, and the fact that ω is closed on shell. The notation "∂Σ" indicates any interior actual boundaries, as well as possibly a boundary at "infinity". In the examples below, we will attach such a boundary ∂M = I to our spacetime manifold, and Σ will be a (d − 1)-dimensional submanifold which meets I in a cross section, C. A sufficient condition for the consistency condition to hold is that
The vector fields X for which the above manipulations are expected to give conserved charges are those vector fields whose asymptotic values at conformal infinity leave the boundary conditions imposed upon the fields Φ invariant. Typically, the restriction of those vector fields to the boundary span the tangent space of I. Thus, a sufficient condition for the consistency condition (2.11) to hold is that
Whether this condition holds depends on both (a) the Lagrangian and (b) the precise form of the boundary conditions. We will analyze this issue in some example theories below. When eq. (2.11) does hold, the conserved charges can be obtained from eq. (2.10) as follows. Choose any path Φ t of solutions from a canonically fixed reference solution Φ 0 to Φ = Φ 1 . Define
where δΦ is the vector field along the path, and where H X (Φ 0 ) is defined arbitrarily. Then it follows from the consistency condition (2.11) that the definition of H X is unchanged under smooth deformation of the path, i.e., it only depends (possibly) on the homotopy class of the path in the space of solutions of the theory. Whence, if this space is for example simply connected, then the definition of H X is unique. On the other hand, if it is not simply connected, the H X might be multi-valued and might consequently be defined only on the covering space of the covariant phase space. Furthermore, if eq. (2.16) holds (implying (2.11)), then H X will automatically be independent of the choice of the surface Σ, i.e., the cut C = ∂Σ where Σ hits the boundary. This follows straightforwardly from Stokes theorem, and the fact that dω = 0 on shell.
As we now describe in some detail, these considerations admit a more or less straightforward generalization to more general symmetries parametrized by arbitrary tensor fields. Let us assume that there exists a symmetry s η of the Lagrangian L for each choice of some spinor or tensor field η. In other words, assume that for each η there exists a vector field s η Φ on field space such that
where B η is a (d − 1)-form that is locally constructed out of the fields and η. This includes in particular the case of infinitesimal diffeomorphism invariance, where η is simply given by a vector field η = X µ ∂ µ , and where s X Φ = £ X Φ, and B X = X · L. More generally, it covers e.g. local gauge transformations, and common fermionic symmetries such as supersymmetry. The precise form of the symmetry is unimportant for our present discussion. For definiteness, let us assume that η is an (anti-commuting) spinor field; this is the case for supersymmetry, which is the context of primary interest in this paper. We would like to define corresponding Hamiltonian generators in the phase space of the theory by
(2.19) (Recall that, by the general definition, the symmetry variation of a functional F on field space is given by
. To see whether the generator exists, we must analyze the consistency of this equation in the same fashion as we did above for diffeomorphisms, by taking a second antisymmetrized variation, see eq. (2.11). We now get the consistency condition 20) for all solutions Φ, and all on-shell variations. Here s η is defined to act on variations δΦ as the linearized symmetry transformation, i.e. the transformation on the tangent space of field space induced by s η . Since dω = 0 it follows that
for all η. By the fundamental lemma of the calculus of variations 3 [32] it consequently follows that there exists a (d − 2)-form Y η , such that
Therefore, by Stokes theorem, a sufficient condition for the consistency of eq. (2.20)
This condition is automatically satisfied if
Thus, if this equation holds (and in particular, if the boundary conditions are such that Y η is actually finite at I), then charges H η will exist, and will be conserved, i.e., do not depend on the particular surface Σ chosen in the definition. A sufficient condition for ∂Σ Y η ↾ I = 0 can be derived as follows. First, assume that the boundary conditions are such that the consistency condition ω ↾ I = 0 holds, which, as we showed above, is a sufficient condition for the bosonic asymptotic symmetries to exist. Now, suppose that the η-variations leave the symplectic form invariant on I. Then by (2.22) 
does not depend upon the cut C at I. Consider now perturbations δΦ in this expression which are compactly supported on the particular slice Σ, i.e., that vanish on the particular cut C = ∂Σ. Then the integral vanishes for that cut, and hence for any cut. Thus, the consistency condition is fulfilled for any variation for which the "initial data" on Σ has compact support. In contexts with timelike conformal boundary (such as asymptotically AdS spacetimes), this implies that this integral vanishes for arbitrary perturbations (satisfying the linearized form of the boundary conditions). Thus, in this situation it follows that the charges H η will exist and will be conserved if 1. The pull back of the symplectic form ω ↾ I to I vanishes identically under the assumed boundary conditions.
2. The symmetry leaves the boundary conditions invariant in the sense that if is a field configuration Φ satisfying the boundary conditions, then s η Φ satisfies the linearized boundary conditions.
It is a general feature of symmetries s η parametrized by an arbitrary tensor or spinor field η (such as infinitesimal diffeomorphisms, gauge symmetries, or supersymmetry transformations) that the generating conserved charges can be expressed in terms of surface integrals at infinity. In the present formalism, one may derive this fact by generalizing the argument given by Wald et al. [2, 3, 1, 4] for diffeomorphisms.
As with diffeomorphisms, the starting point is the Noether current, defined by
On shell (i.e., when the equations of motion hold), this current is conserved,
By the "fundamental lemma", since this is true for all η, it follows that there exists a (d − 2)-form, Q η , which is locally constructed out of the fields, such that
We refer to Q η as the "fermionic" Noether charge. The integrand of eq. (2.19) may then be written as
where the symmetry variation in the last expressions acts on δΦ by the linearized symmetry transformations. Since s η Φ is a solution to the linearized equations of motion, we have dω(Φ, δΦ, s η Φ) = 0, so by the fundamental Lemma of variations
for any solution Φ to the equations of motion, and any solution δΦ to the linearized equations. Therefore, we have
thus expressing δH η as a boundary integral as promised. For "off shell" variations δΦ, δH η is not in general a boundary integral, but one can show (see Appendix) that it can always be written as the above boundary integral plus an integral over Σ of suitably defined constraints. The consistency requirement
for all variations δ 1 Φ, δ 2 Φ satisfying the linearized equations of motion. Whether this condition holds again depends on the theory under consideration, and on the choice of the boundary conditions. Assuming that the consistency condition (2.31) holds, the equation for δH η can be integrated as above in the case of "bosonic" symmetries X, and, eq. (2.30), H η is expressed by a boundary integral on shell. An off-shell formula is given in the appendix. Let us now consider the special case of bosonic symmetries associated with infinitesimal diffeomorphisms, s X Φ = £ X Φ, with X a suitable vector field so that we may show explicitly that the above procedure reduces to the "covariant phase space method" of Wald et al. In that case, because
we have B X = X · L. On shell, we therefore have δB X = X · δL = X · dθ, and thus, from the defining relation for A X , we get
On shell, we therefore have
for symmetries associated with infinitesimal diffeomorphisms. This is the formula derived by Wald et al. [2, 3, 4] .
N = 1 minimal Sugra with cosmological constant
We now illustrate the above algorithm in the example theory of N = 1 supergravity with a negative cosmological constant [13] (treated also in the paper of Henneaux and Teitelboim [14] using a different technique). The dynamical fields in this theory are a metric and an anti-commuting spin-(3/2) Majorana field,
The Lagrange 4-form is given by
where ǫ = ǫ µνσρ is the volume 4-form determined by the metric, and where
is the analogue of γ 5 in curved spacetime. The derivative operator D µ is defined by
is the spin connection of the metric. The quantity R is the scalar curvature formed from the curvature 2-form of D µ ,
and ℓ is a constant. When the spinor field is zero, the Lagrangian has the standard form of the Einstein action, with a negative cosmological constant Λ = −3ℓ 2 . Exact AdS spacetime with topology R 3 × R and line element
is an exact solution of this theory, and it appears reasonable to demand as a boundary condition that the metric of a general solution should asymptotically approach that of exact AdS for large distances. A convenient and elegant framework for formulating this requirement is that of conformal infinity. This is motivated by the fact that the AdS metric can be written as
where Ω is related to r by a simple coordinate transformation satisfying Ω ∼ r −1 for large r. Thus, the AdS metric is conformally related to the "unphysical metric" ds 2 0 . The point is now that the unphysical metric can be smoothly extended to a manifold with boundaryM = M ∪ I, where the infinity ∂M = I ∼ = R × S 2 is represented by the points labelled by Ω = 0. The metric induced on I is that of the Einstein static universe (ESU), ℓ 2 [−dt 2 + dθ 2 + sin 2 θ dϕ 2 ]. This motivates one to impose the following asymptotically AdS boundary conditions on the metric:
Boundary conditions on g µν : 1. One can attach a boundary I = S 2 × R to the spacetime manifold M in such a way thatM = M ∪ I is a manifold with boundary. I is called the "conformal infinity", or scri.
2.
OnM , there is a smooth field Ω, with the properties that Ω is a defining function for I (i.e., vanishes there and has non-vanishing gradient), and such that
then we impose thatñ µ is a unit normal to the boundary I of the unphysical spacetime (M ,g µν ), and we impose that the induced metric on I is isometric to that of the Einstein static universe R×S 2 . We further impose that the extrinsic curvature of I,K µν =∇ (µñν) = 0 at I, and that Ω −1K µν is smooth. These conditions are equivalent to demanding that
Here, the notation t µν...σ = O(Ω a ) for a tensor field means that Ω −a t µν...σ can be extended to a smooth tensor fieldt µν...σ onM .
As we will see below, Einstein's equations imply more stringent constraints upon the asymptotic form of the metric in addition to the above boundary conditions. From now on, we will set ℓ = 1 .
(3.45)
An asymptotic (bosonic) symmetry is a diffeomorphism f having the property that f * ds 2 satisfies our asymptotic conditions whenever the metric ds 2 does. Evidently, if f acts like a conformal isometry on the ESU with conformal factor k 2 , then we may change Ω to kΩ, and the unphysical metric ds 2 associated with that new conformal factor will satisfy our asymptotic conditions. Thus, the group of asymptotic symmetries contains the conformal isometry group O(3, 2) of the Einstein static universe. It is customary to consider as the true physical symmetry group the group of all diffeos f as described above, factored by the the group of "pure gauge" transformations, which is the group of all f leaving I pointwise fixed. With this definition, the group of asymptotic symmetries is isomorphic to O(3, 2).
Since we are in d = 4 dimensions, one may also impose boundary conditions [18] which have slower fall-off near I. However, AdS/CFT arguments [33, 34, 35] suggest that such boundary conditions are related to "dual" gravitational theories in spacetimes with compact Cauchy surfaces. As a result, we expect that with such slower fall-off boundary conditions all asymptotic symmetries will be gauge. In particular, we expect that they will not lead to interesting conserved charges 4 , and we will not consider them.
The Lagrangian L is diffeomorphism invariant. It is also invariant under supersymmetry transformations of the form 47) in the sense that s η L = dB η for some 3-form B η , for any Majorana field η. We would like to construct corresponding generators H η on the covariant phase space. According to the general recipe presented in the previous section, the existence of such generators will follow if we impose boundary conditions on the fields (g µν , ψ µ ) such that (1) and (2) hold. We have already chosen boundary conditions for the metric g µν , but we have as yet not chosen any boundary conditions on the spinor fields ψ µ . We will now choose them in such a way that (1) and (2) are satisfied. Condition (1) requires us to know the symplectic current of the theory. It is given by
and where
In these formulae, δC µνσ is a shorthand for
It can be seen that the boundary conditions imposed upon g µν imply that the bosonic contribution to the symplectic form is finite at I, and that the corresponding contribution to the symplectic flux vanishes. If the spinor field ψ µ is of order Ω 1/2 , then the contribution to the symplectic form from the spinor contribution to δC µ να is of order Ω 2 and gives no contribution to the symplectic flux. The finiteness of the contribution quadratic in the variation of the spin 3/2-field to the symplectic form at infinity requires the spinor field δψ µ to fall off at least as fast as Ω 1/2 . From a geometric point of view, it is thus natural to require that the field Ω −1/2 ψ µ be finite and smooth at I. The vanishing of the spinor contribution to the symplectic flux through I, given by
is not ensured however by merely requiring that Ω −1/2 ψ µ be smooth at I. A sufficient condition is obviously that the pull-back to I of the integrand vanishes,
We now fix a boundary condition on ψ µ which does precisely this.
Boundary condition for ψ µ :
We next need to see whether our boundary conditions on (g µν , ψ µ ) are compatible with supersymmetry. On exact AdS-spacetime, one can choose a basis of covariantly constant Majorana spinors, i.e., global solutions to the equation (so thatP 2 ± =P ± ,P +P− = 0 everywhere), one may show that, in any spacetime, one has
for any spinor field ψ. Thus, taking ψ = η, and using the Killing-spinor equation, we must have thatP −η ↾ I = 0. In fact, one can show that
for certain spinor fieldsŨ [14, 17] which are smooth at scri. On a generic spacetime that is only asymptotically AdS, there do not exist any spinors satisfying eq. (3.55) However, using the asymptotic form of the metric and that η is a Killing spinor of AdS, one may show
where dots stands for terms of order O(Ω). In these formulae,K µν =∇ (µñν) is the extrinsic curvature of I with respect to the unphysical metric. Note that our boundary conditions on the metric require that Ω −1K µν is smooth at I. In deriving the above equation, the formula
for the linearized spin connection was found to be useful.
We can now analyze the question of whether our boundary conditions are left invariant by the supersymmetry transformations. Consider first the variation s η ψ µ , with η a Killing spinor of exact AdS spacetime. From our boundary condition on ψ µ , we know that
Thus, (D µ + 1 2 γ µ )η is given by eq. (3.59), up to higher order terms. However, as it stands, it follows from (3.59) only that
and thus only that s η ψ µ = O(Ω 1/2 ), instead of our desired boundary condition s η ψ µ = O(Ω 3/2 ). However, we will now use the equations of motion to show that in fact Ω −1K µν = 0 on I, so the desired boundary condition follows for s η ψ µ . For this, it is convenient to make a decompositioñ g µν =ñ µñν +h µν The supersymmetry transformation of the metric under the above boundary conditions can be checked immediately to be of order
Thus, the supersymmetry variation of the metric also satisfies our boundary conditions.
Of course, it remains to be seen that the boundary conditions are also consistent with the field equations, in the sense that there is a wide class of solutions. For the metric, we have given an argument for this above, assuming that the stress tensor is vanishing sufficiently rapidly. Thus, a wide class of solutions with ψ µ = 0 is allowed. For the spin-3/2 field, the issue may e.g. be studied via a linearized perturbation analysis. We shall not undertake a detailed study of such perturbations here, but it is clear from the above that our boundary conditions are satisfied by any solution which can be obtained by acting with a supersymmetry transformation on a member of the above class of ψ µ = 0 solutions. This class of solutions is sufficiently broad to define an interesting phase space.
Since the symplectic flux through I vanishes, the symplectic structure is finite, and the supersymmetry variations leave the boundary conditions invariant, we know from the general analysis of the previous section that a conserved supercharge will exist. We now follow the procedure described in the previous section to determine what those charges are. The Noether current 3-form J is given by
where ( * E) µ are the equations of motion of the spin 3/2-field. Consequently, the Noether current vanshes identically on shell. Thus, the Noether charge vanishes on shell, too, Q η = 0. Using the defining relation (2.29) for dA η , one finds
for any on-shell variation of the fields, and so we can read off
In particular, we explicitly see that the consistency condition holds. Because the Noether charge vanishes on shell, according to eq. (2.30) the conserved charge associated with η is now given by
The fall-off properties imposed upon the fields as part of the boundary conditions guarantee that this integral is finite. By eq. (A.166), the off-shell Hamiltonian is obtained by adding to the above expression the constraints. Since J η = −2ηΓE, it follows that those are given by C = 2ΓE, so the off-shell spinor charge is
where T µ is the torsion 1-form of D µ . This agrees with the expression found by [14] using a different method 6 .
Extended supergravity
We would now like to extend the above analysis to extended supergravities [16, 15, 40, 41, 42] . In the extended N = 4 supergravity theory, the fields are a metric, four spin 3/2 fields ψ , where a, b = 1, . . . , 4. The Lagrangian consists of (3.36) plus a complicated matter Lagrangian, which we shall not write down. The full supersymmetry transformations are likewise very complicated. Fortunately, for the present analysis, only the leading parts will be important, and so we will not need to write out the detailed Lagrangian, and transformation rules.
We would like to pick a set of boundary conditions for the above fields such that the symplectic form is finite, such that the symplectic current through I vanishes, and such that the boundary conditions are invariant under N = 1 supersymmetry. The essence of this problem can be studied in a scalar reduction of the N = 4 theory, and we will from now on limit ourself to that reduction. In the scalar reduction [16] , only the fields χ = d (a) χ (a) , A, B, g µν , and ψ µ = d (a) ψ (a) µ are kept, where d (a) is a given direction in field space in which we want to preserve the N = 1 supersymmetry, and all other fields are set to zero. The precise Lagrangian, and supersymmetry transformation rules of this reduced theory are as follows, see section 4 of [16] :
(4.72)
Here, L min is identical to the Lagrangian of minimal supergravity, see eq. (3.36), without the cosmological constant term. L kin contains the kinetic terms for the matter fields,
where the dots stand for terms that are dropping off fast at infinity and can be ignored for our purposes. The first term in L int provides a negative cosmological constant Λ = −3, and gives a mass m 2 = −2 to linear fluctuations of the scalar fields A, B about 0. The terms in the transformation law for (A, B, χ) that will be relevant for us are given by
The dots stand for terms that fall off faster at infinity and are not relevant for the considerations below. For the spin-3/2 field and metric, the supersymmetry variations take the form
where again, dots stands for terms of higher order in Ω that can be neglected for our purposes, and where we have set u = A 2 + B 2 . We will now discuss in detail the boundary conditions for the scalar multiplet.
The scalar multiplet
From the Lagrangian given above, eq. (4.73), one derives the following expression for the symplectic current containing contributions from the fields A, B, χ:
Linear fluctuations of the scalar fields A, B have a mass of m 2 = −2. An analysis of possible boundary conditions for linearized fields on exact AdS spacetime with that mass indicate the following fall-off behavior at the linearized level [17, 18] :
(4.82)
We will consider only boundary conditions consistent with (4.81) and (4.82). The contributions to the symplectic current 3-form from the scalar fields are then finite at I, as may be seen from the expression
for the contribution symplectic current involving the fields A and B. The corresponding flux through scri is
where dS is the integration element on I induced byg µν . The flux F spin−0 will not vanish unless there is a relationship between (α A , α B , β A , β B ). One possible relationship that will guarantee the vanishing of the flux is to impose
where q ∈ R ∪ {∞}. Each choice of q corresponds to a particular boundary condition. This defines a Lagrange submanifold in the space (α A , α B , β A , β B ) with the symplectic form given above. However, other Lagrange submanifolds may be chosen as well.
Linear perturbations of the spinor field χ off of exact AdS spacetime may be used to identify a class of reasonable boundary conditions. Such an analysis indicates that [17] 
should be finite (for example smooth) at I. A simple way of seeing this is to note that the linearized field χ satisfies a massless Dirac equation on AdS-spacetime. The massless Dirac equation in 4 dimensions is conformally invariant, with conformal weight 3/2. This implies that if χ is a smooth solution to the massless Dirac equation in AdS spacetime, thenχ is a smooth solution on the conformal compactification. The contribution to symplectic current from the spinor field χ at I is then expressible as
This will be finite at I under the above choice of boundary condition thatχ = Ω −3/2 χ be smooth at I. The symplectic flux is given by
where we have defined positive and negative chiral projections by
The spin-1/2 symplectic flux will only vanish if there is a relationship between these projections, for example χ − = qχ + , (4.90) but, again, more general boundary conditions described by an arbitrary Lagrange submanifold in the space (χ + , χ − ) would also ensure the vanishing of F spin−1/2 . As above, each q defines a separate boundary condition. There is in particular no reason at this stage why the q in this equation must be equal to the q in eq. (4.85). But we will now see that, if they are equal, then the boundary conditions preserve N = 1 supersymmetry. For this, we need to find how the supersymmetry transformations act on the boundary values of the fields in the chiral multiplet, (α A , α B , β A , β B , χ + , χ − ).
To this end, we now choose an asymptotic Killing spinor η = Ω −1/2η , and define the quantities η + =P +η , and η − = 1 2P −η , both of which are finite at I by the arguments given above around eq. (3.58). We insert this into formulae for the supersymmetry transformations. After some algebra, using the field equations for the fermion field, we find,
Here,h µν is the metric of the ESU, meaning that all derivatives in the above formulae are tangent to I, and hence well-defined on the boundary fields. It now easy to see that the above boundary conditions are preserved by supersymmetry. For example α A = qα B and β B = −qβ A immediately imply that s η χ − = qs η χ + , which is just the desired boundary condition for the spin-1/2 field. We will now show that there exist further boundary conditions that preserve a subset of the N = 1 supersymmetry transformations associated with a subgroup O(2, 1) of the asymptotic symmetry group O (3, 2) . For this, we first note that the supersymmetry transformations mix only the boundary fields (α A , β B , χ − ) and (α B , β A , χ + ), but do not mix fields from one set with fields from the other set. This suggests to combine each set into a boundary superfield, and to try and write the supersymmetry transformations on the boundary fields in terms of a derivative operator on superspace. We will now show that this can indeed be done.
For this, we now consider a 2-dimensional subspace of the 4-dimensional space of the asymptotic Killing spinors η that parametrize our supersymmetry transformations. Recall that in exact AdS-space, there are four real linear independent solutions to the Killing spinor equation (3.55). The corresponding conformally rescaled spinors η = Ω 1/2 η satisfy the conformally related equivalent equation (3.57 ). To single out the specific 2-dimensional subspace of Killing spinors on AdS-spacetime, we consider the conformally rescaled Killing-spinor equation (3.57) for the metric ds 2 0 , related to the exact AdS-spacetime ds 2 0 via the conformal factor Ω = z defined by writing the AdS metric in Poincare coordinates,
In this description, AdS-spacetime is mapped to the half space R 3 ×R + of 4-dimensional Minkowski spacetime. The conformal Killing spinor equation (3.57) in this description (with Ω = z) has as obvious solutions the two linearly independent constant spinors ε =η in 4-dimensional Minkowski spacetime satisfyingP −ε = 0, andP +ε =ε where we note thatP ± is now simply the projector (1 ± γ z )/2, with γ z the flat Minkowski space gamma-matrix. The two real linear independent Killing spinors ε = Ω −1/2ε thus obtained on AdS-spacetime generate the 3 translations ∂ t , ∂ x , ∂ y on the conformal boundary defined by z = 0 under the supersymmetry algebra, i.e., [s ε 1 , s ε 2 ] = £ X , where X =ε 1 γ µ ε 2 ∂ µ is a translation on R 3 , see also [33, 34, 43] . Consider the boundary fields (α A , α B , β A , β B , χ + , χ − ), viewed now as fields on R 3 via the diffeomorphism (t, r, θ, φ) → (t, x, y, z), which maps the conformal infinity I = R × S 2 (minus a generator) to R 3 . They may be obtained from the boundary fields defined above on I via the conformal change
followed by the diffeomorphism, where k is the ratio of the conformal factors in eq. (4.97) and (3.41) , and β means either β A or β B , etc. For any one of the 2 real linear independent Killing spinors ε just described, we have 
Define a superspace derivative operator as usual by
Then the SUSY transformations of the boundary fields can be written as
The above choice of the boundary conditions is simply
and this is now manifestly invariant under SUSY transformations with respect to the two linear independent spinors ε, since these are given in terms of a superderivative.
We note that this formalism is in direct parallel to the three-dimensional superspace formalism used to study an AdS/CFT dual of our discussion in [33, 43] . The most general class of boundary conditions preserving the supersymmetry transformations generated by the two Killing spinors ε can now be inferred as follows. The first condition on any boundary condition was that the symplectic flux through I vanishes. The combined spin-0 and spin-1/2 contributions can be written in terms of the superfields as
(4.112)
It follows from this superspace expression for the symplectic flux that it will vanish if we impose as a boundary condition
for some functional W of Φ + . Indeed, we then have (i.e., W depends on the boundary fields only through the superfield) then the boundary condition is also invariant under the operation D, i.e., under supersymmetry. Thus, we have found that the above "supersymmetric Lagrange submanifold" condition gives a general form for boundary conditions perserving N = 1 supersymmetry. When expressed in terms of the boundary fields, our supersymmetric boundary conditions are as follows.
SUSY boundary conditions for scalar multiplet:
Let Ω denote the conformal factor in (4.97), so that the conformal boundary is mapped to R 3 . Define the boundary Let ε be the two Killing spinors that approach the constant spinors on the boundary R 3 . Then the boundary conditions It can be seen that the boundary conditions described above are invariant under the subgroup O(2, 1) × R 3 ⊂ O(3, 2) of the asymptotic symmetry group that induces the isometries of the boundary metric −dt 2 + dx 2 + dy 2 , see (4.97). If we make the special choice W = 1 2 qΦ 2 + d 2 θdS, then we obtain a set of boundary conditions invariant under the full O(3, 2) perserving supersymmetry transformation with arbitrary Killing spinor parameter η. In particular, for q = 0 or q = ∞, we recover the boundary condition proposed by Breitenlohner and Freedman [17] (see also [44] ) as a special case of the more general boundary conditions shown above to preserve N = 1 supersymmetry.
The above boundary conditions can equivalently be formulated in terms of the boundary fields associated with the conformal completion I = S 2 × R. The corresponding conditions are obtained from (4.120) by simply making the transformations (4.98). One may also implement the full supersymmetry transformations (4.91) associated with an arbitrary Killing spinor field η by a superspace derivative operator, which would now be of the form s η = η + ∂/∂θ + (η + σ i θ)∂ i + 2η − θ. Comparing to the superspace derivative (4.110), there is now an additional term 2θη − , and this implies that a general function F other than F = 1 2 qα 2 B no longer gives boundary conditions that are invariant under s η for arbitrary asymptotic Killing spinors η.
The gravity multiplet
The boundary conditions for the gravity multiplet (ψ µ , g µν ) are very similar in nature to those in the minimal supergravity theory discussed above, and indeed are identical for the metric. There does, however, exist a subtle difference for the boundary condition of the spin-3/2 field having to do with the backreaction of the scalar fields, and this arises as follows. Above, we discussed the fact that the vanishing of the symplectic flux will hold if we have eq. (3.53), and this suggested to take ψ µ = O(Ω 3/2 ) as the boundary condition for the spin-3/2 field in the minimal supergravity theory. When we checked whether this boundary condition is also preserved by supersymmetry, we found that the supersymmetry variation s η ψ µ was given by eq. (3.59). A priori, this did not satisfy the desired boundary conditions, which would require a faster fall-off in (3.59) by one power. However, it then followed from the field equation that, in fact Ω −1K µν = 0 at I, so the predicted faster fall-off condition does indeed hold. In the extended supergravity theory, the same reasoning does not go through as it stands, because the field equations do not imply any more that Ω −1K µν = 0. The reason for this is that, while the stress tensor vanished at I in the minimal supergravity, we now have a non-vanishing contribution arising from the scalar field. Instead, using the same expansion techniques as above around (3.64), together with the boundary conditions for the scalar and spin-1/2 fields, we now infer that
whereh µν is the induced metric at I, i.e., the metric of the ESU. This does not vanish. Consequently, using this in (4.78), we now get for the susy variation of the spin-3/2 field in the reduced N = 4 supergravity
where we have again used the boundary conditions of the fields A, B, and u = A 2 +B 2 . Thus, unlike in the minimal supergravity theory, the supersymmetry variation of the spin-3/2 field is only of order O(Ω 1/2 ) even after taking into account the field equations. Thus, if we are to choose supersymmetry invariant boundary conditions, then we must impose
Boundary conditions for ψ µ : We have ψ µ = Ω 1/2ñ µψ+ + O(Ω 3/2 ), whereψ + is smooth at I and satisfiesP −ψ+ = 0.
The point is now that, since the slow fall off piece in ψ µ is proportional toñ µ , the condition (3.53) for the vanishing of the symplectic flux still holds. The supersymmetry variation of the metric also still satisfies our boundary conditions even with the above weaker boundary condition for the spin-3/2 field. This may be seen e.g. by noting that (s η g µν , s η ψ µ ) satisfy the linearized equations of motion. The linearized version of our above expansion techniques then show that s η g µν is finite at I, and thus satisfies the linearized boundary conditions for the metric. Alternatively, we may directly calculate using the boundary conditions for the spin-3/2 field that s η g µν = Ω −1ñ (µXν) + . . . ,X µ =ψ +γµη . Noting thatñ µX µ = 0 at scri, and putting X µ = 1 2 Ω 2gµνX ν , one can then easily see that
Thus, up to an infinitesimal diffeo the susy variation of the metric is of order O(Ω 0 ), which is the desired boundary condition for the metric. The additional term £ X g µν can be dealt with in either of two ways: 1) Note that £ X changes g µν only at order O(Ω −1 ). Thus, one may slightly weaken our original boundary condition allowing a departure from "Gaussian normal gauge" at this order. This makes the recursion describing the expansion in powers of Ω somewhat more complicated, but does not significantly change the results. 2) One may take the physical symmetry to be not s η , but s η − £ X . One then readily checks that the s η − £ X preserve the boundary conditions on all fields, and that they satisfy the same algebra as the original s η .
5 Expressions for the bosonic and fermionic charges in N = 4 extended supergravity
Bosonic charges
Above, we have formulated boundary conditions for the fields A, B, χ, and g µν , ψ µ , in terms of a free function F . The group of (bosonic) symmetries leaving these invariant was O(3, 2) for F = qΦ 2 + , and it was O(2, 1) × R 3 for general F . We will now find conserved charges for these cases. The Lie algebra of O(2, 1) acts by vector fields X on M that are smooth and tangent to I, and are conformal Killing fields of the induced metric on I. Furthermore, as described above, these vector fields correspond to translational symmetries if we map the boundary I conformally to 3-dimensional Minkowski spacetime.
The existence and general form of corresponding conserved charges H X follows by the general arguments given above, because the asymptotic symmetries leave the boundary conditions invariant, and because, as explained above, the boundary conditions ensure that the symplectic flux through I vanishes. We would now like to determine the explicit form of the generators H X , following the general prescription outlined above. For this, we need to find the Noether charge corresponding to an infinitesimal symmetry X. It is given by
The symplectic 1-form potential is given by
128) where dots stand for other terms involving the fields ψ µ , χ, A, B that vanish more rapidly at infinity and are not relevant for our analysis. The conserved charge is then obtained by solving
where δ is an on-shell perturbation, and the integral is taken over a cut at infinity. To solve this equation for the Hamiltonian generators, we need to know the asymptotic form of the on-shell variations δg µν , δA, δB, δχ. This is given by our boundary conditions. However, the field equations impose additional constraints on the form of the asymptotic expansion of the metric. These constraints may be e.g. evaluated using the expansion techniques of [9, 11] : The Gauss-Codacci relatioñ
µνL αβñ αñβ (5.130) relates the Weyl tensor ofg µν to the extrinsic curvatureK µν of the Ω = const. surfaces near infinity, and the matter stress tensorL µν = T µν − 1 3 g µν T α α . Combined with the recursion relations (3.64), this gives 
Using this result, and eqs. (3.64) and (4.123), one can conclude that the metric has the asymptotic expansion
Thus, the asymptotic form of the on-shell perturbations for the fields may be assumed to be for the matter fields. The asymptotic form for the spin 3/2 field may also be written out, but is not needed here. If these expansions are used then one finds that
The term in the last line is seen to vanish on account of our boundary conditions on the fields A, B, χ. Substituting this result and (5.135) into the definitions of Q X , and of X · θ, gives the result
at infinity. We now again use our boundary conditions on the scalar and spinor fields. It follows that the expression for the conserved charge associated with the symmetry X is given by
where ds is now the 2-dimensional induced integration element on the cross section C of I, and t µ is the timelike normal to C lying in I. The first term in H X is the standard gravitational contribution. The second term arises from the backreaction of the matter fields onto the metric. This expression simplifies somewhat for the case of O(3, 2)-invariant boundary conditions F = 1 2 qα 2 B , in which case the Hamiltonian generators read
In this case, the matter term and the gravitational term are separately conformally invariant. It is interesting to note that the scalars make no contribution to (5.142) .
For the special boundary conditions found by Breitenlohner and Freedman [17] (corresponding to q = 0 or q = ∞) the last term disappears as well 7 .
Fermionic charges
Now that we know the set of boundary conditions preserving N = 1 supersymmetry and enforcing vanishing symplectic flux through I, we can determine the form of the corresponding conserved Hamiltonian generators, H η associated with a supersymmetry variation s η . In principle, we can do this as explained above using the general procedure outlined in Sec. 2. However, for the case at hand there is a simpler procedure using our knowledge of the bosonic charges H X associated with an asymptotic symmetry vector field X, see eq. (5.141 
Thus, the fermionic charges are related to the bosonic ones, whose form is already known. That relation will enable us to derive the expression for the fermionic generators in extended supergravity. We claim that, in fact, (5.144) where N is the 2-form given above in eq. (3.68), up to possibly a term that commutes with any supersymmetry transformation 8 . Thus, we claim that the N = 1 supercharges have the same form in extended supergravity as in minimal supergravity, up to possibly a charge which is in the center of the supersymmetry algebra. The proof of this statement proceeds by checking that the supercharges H η satisfy the algebra (5.143) . For this, we first observe that, since H η generates the transformations s η , we have
if and only if eq. (5.144) is to be the correct expression for the supercharge up to a term whose supersymmetry variation vanishes. On the other hand, the supersymmetry variation of the 2-form * N on I can be computed using the definition of the supersymmetry transformation, giving
where u = A 2 + B 2 . We now use our knowledge of the asymptotic behavior of g µν , ψ ν , A, B, χ to calculate the right hand side of this equation. Inserting expressions (5.134), (3.58) into eq. (5.146), and using formulas like
Inserting this formula into eq. (5.144), using the boundary conditions, and comparing with eq. (5.141), we see that, indeed
so the desired algebra (5.143) follows. Thus, we have verified that eq. (5.144) is the correct formula for the supercharges in extended supergravity under general boundary conditions on the scalar fields. Our result may be used to infer that H X ≥ 0 for timelike X near infinity when the spinor fields are turned off, i.e., the the gravitational energy in extended supergravity is positive, when the spinors are turned off. For this, write X µ =ηγ µ η for a (complex) Dirac spinor η satisfying the Killing spinor equation asymptotically. The quantity s η N η ↾ I is then precisely equal to the restriction to I of the appropriate so-called "Nester 2-form," [45] 
where u = A 2 + B 2 . If η in addition satisfies the corresponding elliptic Witten differential equation [46] on a Cauchy surface Σ with ∂Σ = C with appropriate boundary conditions (see [11, 12] for the discussion of the existence 9 and asymptotics of the Witten-spinors), then it can be shown [48] that
for some spinor λ, where T µν is the matter stress tensor which satisfies the dominant energy condition when the fermion fields are turned off. Thus, (∇ µ F µν ) dS ν is a positive density on Σ for solutions satisfying the strong energy condition. By Stokes' theorem, we then have
Summary and conclusions
In this paper we have investigated classical field theories with local symmetries, and in particular theories with fermionic local symmetries, i.e., supergravity theories. Let us summarize the main results of this paper:
• In section 2, we have gave a general definition of Hamiltonian generators conjugate to a local gauge symmetry in classical field theories on a manifold, within a covariant phase space framework. The local symmetries were assumed to be either of bosonic type (such as local Yang-Mills type gauge symmetries or diffeomorphisms) or of fermionic type (such as supersymmetry transformations).
For theories requiring for their definition the specification a set of boundary and/or asymptotic conditions, the existence of the generators is not guaranteed. We derived a simple general criterion stating when such charges exist and are conserved. The criterion is that the symplectic flux through any real or conformal boundary should vanish, and that the boundary conditions should be invariant under the symmetry. In the case of a bosonic symmetry, our method reduces to that of Wald et al. [2, 3, 4] • We then applied our formalism to two example theories: Minimal (N = 1) supergravity with a negative cosmological constant, and a consistent truncation of extended N = 4 supergravity with a complex scalar field of mass m 2 = −2, a Majorana fermion field, and a cosmological constant Λ = −3. For minimal supergravity, we chose boundary conditions such that the metric approaches that of AdS-spacetime for large distances, and in particular such that the boundary metric is held fixed. We then found boundary conditions for the spin-3/2 field such that our criteria for the existence of supercharges were met. In particular, those boundary conditions are invariant under the supergroup of the asymptotic symmetry group O (3, 2) . An explicit formula for the supercharge was also derived, and it agreed with the formula previously found by Henneaux and Teitelboim [14] by a somewhat different method.
• For extended N = 4 supergravity theory, one also has to choose boundary conditions for the matter fields. We found a 1-parameter family of boundary conditions perserving N = 1 supersymmetry, satisfying our criteria for the existence of the corresponding N = 1 supercharges. These boundary conditions are, in particular invariant under the N = 1 supergroup of O(3, 2). For particular values of the parameter, our boundary conditions reduce to those found by Breitenlohner and Freedman [17] . We also found a more 
where Φ ± are boundary superfields defined from the asymptotic tails of the scalar and spin-1/2 fields in the theory. Again, asymptotic supercharges were shown to exist that generate the restricted class of supersymmetry transformations. In the context of the AdS/CFT correspondence, the boundary conditions associated with a general F correspond to a modified boundary action by general arguments [24, 25, 23] ,
This modification will in general break superconformal invariance, but preserves supersymmetries corresponding to the 3-dimensional Poincare group. Our boundary conditions thus give rise to interesting QFT-duals.
• Finally, we gave formulae for the bosonic and fermionic charges in extended N = 4 supergravity. Our formulae for the fermionic charges agree with those in minimal N = 1 supergravity, though the explicit expressions for the bosonic charges generally contain an additional term associated with the matter fields. This additional term depends upon the function F characterizing the boundary conditions.
Although we have focused on particular supergravity theories, the general pattern of results is clear. In the N = 4 theory, the freedom to choose a variety of boundary conditions preserving N = 1 supersymmetry stems from the presence of appropriate matter chiral superfields. One therefore expects a similar set of allowed N = 1 boundary conditions in any d = 4 theory containing chiral superfields with masses in the usual window [17] above the Breitenlohner-Freedman bound. It would be interesting to check this, as well as the details of generalizations to other dimensions. In particular, for d = 4 it remains to determine the form of any associated boundary superfields. We note that a generalization to d = 5 would address a number of interesting examples already well-studied in the context of AdS/CFT [26, 27, 28] .
Let us return, however, to N = 4 supergravity in d = 4. Even here, one expects to obtain an additional class of N = 1 theories by deforming the boundary conditions for the vector super-multiplet. Such a possibility was indicated in the original work of Breitenlohner and Freedman [17] , and in the context of AdS/CFT would amount to a supersymmetric generalization of [49, 33, 34, 50, 51, 35] . We have not considered this option here, but again it would be of interest to work out the full formalism and to obtain a useful form of any associated vector "boundary superfields."
Finally, we have considered only boundary conditions for the graviton supermultiplet which impose the usual boundary condition on the graviton itself: namely, that the induced metric on the boundary is fixed. However, for d = 4 one may also impose boundary conditions [18] which have slower fall-off near I. In this case, AdS/CFT arguments [33, 34, 35] suggest that such boundary conditions are related to "dual" boundary theories which also contain gravity and which are defined on spacetimes with compact Cauchy surfaces. As a result, one expects that with such slower fall-off boundary conditions, all asymptotic symmetries will be gauge and lead only to trivial conserved charges. It would, however, be interesting to check that supersymmetry can be preserved in such contexts, and to check that indeed the associated variations δH η , δH X vanish on-shell.
A.1 Ambiguity of H η :
Two potential ambiguities arise in the construction of H η . First, a potential ambiguity arises from the fact that we may change the Lagrangian L to L + dµ, with µ a (d − 1)form that is locally constructed out of the fields, without changing the field equations. However, it is easy to see that such a change will not affect the symplectic form ω, and hence will not change the definition H η . Another potential ambiguity arises because θ is only unique up to the addition of an exact form, θ(Φ, δΦ) → θ(Φ, δΦ) + d Z(Φ, δΦ) .
(A.155)
The addition of such a term will change the definition of H η -assuming it exists-by
This type of ambiguity will typically be eliminated by the given choice of boundary conditions, which ensure that the only Zs which gives rise to finite modification of the generator H η simply shift H η by constants, if they exist at all.
A.2 Gauge invariance of H η
Note that Q η and A η in the definition of δH η are by construction "potentials" for gauge invariant quantities, and therefore need not be gauge invariant themselves.
Consequently H η itself is in danger of not being gauge invariant. We claim, however, that δH η , and hence H η itself, is always invariant under gauge transformations that can be continuously connected to the identity (i.e., except possibly for "large gauge transformations"). As an example, consider the case when one of the matter fields is a non-abelian gauge field A µ . If we assume that the Lagrangian is invariant under infinitesimal gauge transformations δA µ = ∇ µ Λ + [A µ , Λ], then it follows (by going through the definitions), that Q η is invariant under such a transformation up to the addition of a closed from G Λ . However, again by the fundamental lemma, it follows that G Λ must be exact, and hence cannot contribute to the integral defining δH ξ . A similar argument can be made for the second term contributing to this integral. Hence, δH η , and therefore H η itself, is independent under infinitesimal gauge transformations. But this implies that it is independent under any finite gauge transformation that is connected to the identity by a differentiable path.
A.3 Off-shell formula for H η
It is often useful to have an off-shell formula for H η , for example, for the computation of Poisson brackets with interesting gauge dependent quantities. To construct such a formula, we now compute δH η (Φ) for any solution Φ, but arbitrary off shell variations δΦ. Note that, in this situation, our derivation of the variation of the generator H η only implies that
On shell, we have J η = d Q η , so we also have δJ η = d δQ η for on shell variations δΦ, and the first integral reduces to a surface integral δQ η . However, this is not true for off-shell variations, and the off-shell variation of H η consequently differs from (A.157) by a term that is not a boundary integral. To characterize this term, it is necessary to have a suitable off-shell formula for Q η . Since J η = dQ η only holds on shell, we have in general
where λ I (Φ) = 0 vanishes if Φ is on shell. We will now show that, if the variation s η Φ contains at most M derivatives of η A , then the Noether charge can be modified it may be checked that J η − dQ η − dτ η contains at most N − 1 derivatives of η A , and clearly τ (Φ) = 0 on shell. Therefore, the highest derivative term on the right side of eq. (A.158) has been removed by an off-shell redefinition of Q η → Q η − τ η which does not affect the form of Q η on shell. We can continue this process inductively to remove the next-highest derivative term on the right side of (A.158), as long as the number of derivatives is not smaller than M. Therefore, by a suitable off-shell redefinition of Q η , it can always be achieved that
where C A (Φ) vanishes on shell, and where M is the maximum number of derivatives of η A appearing in the symmetry variation s η Φ. Therefore, by eq. (A.157), the total off-shell Hamiltonian variation is given by
The forms C A µ 1 ...µ I are the "constraints" associated with the fermionic symmetries, and vanish when the equations of motion hold. Thus, we see that the off shell variation of H η is not given by a boundary integral, but contains also a "bulk" integral containing the variation of the constraints of the theory associated with the fermionic symmetries. In particular, if the number of derivatives appearing in the SUSY transformations is M = 1, as happens e.g. when the Lagrangian contains no more than second derivatives of the fields (the case in nearly all applications in supergravity), then J η − dQ η = C A η A , (A.165) and we get a correspondingly simpler form for the off shell variation of H η ,
