In this paper we give a proof that the largest set of perfect matchings, in which any two contain a common edge, is the set of all perfect matchings that contain a fixed edge. This is a version of the famous Erdős-Ko-Rado theorem for perfect matchings. The proof given in this paper is algebraic, we first determine the least eigenvalue of the perfect matching derangement graph and use properties of the perfect matching polytope. We also prove that the perfect matching derangement graph is not a Cayley graph.
Introduction
A perfect matching in the complete graph K 2k is a set of k vertex disjoint edges. Two perfect matchings intersect if they contain a common edge. In this paper we use an algebraic method to prove that the natural version of the Erdős-Ko-Rado (EKR) theorem holds for perfect matchings. This theorem shows that the largest set of perfect matchings, with the property that any two intersect, is the set of the all perfect matchings that contain a specific edge.
The algebraic method given in this paper is similar to the proof given in [7] that the natural version of the EKR theorem holds for permutations. In this paper we determine the least eigenvalue for the perfect matching derangement graph. This, with the Delsarte-Hoffman bound, implies that a maximum intersecting set of perfect matchings corresponds to a facet in the perfect matching polytope. The characterization of the maximum set of intersecting perfect matchings follows from the characterization of the facets of this polytope. Further, with this characterization, we are able to prove that the perfect matching derangement graph is not a Cayley graph.
Meagher and Moura [10] proved a version of the EKR theorem holds for intersecting uniform partitions using a counting argument [10] . This result includes the EKR theorem for perfect matchings. It is interesting that the counting argument in [10] is straight-forward, except for the case of perfect matchings; in this case a more difficult form of the counting method is necessary.
Perfect matchings
A perfect matching is a set of vertex disjoint edges in the complete graph K 2k . This is equivalent to a partition of a set of size 2k into k-disjoint classes, each of size 2. The number of perfect matchings in
For an odd integer n define n!! = n(n − 2)(n − 4) · · · 1, thus, there are (2k − 1)!! perfect matchings. We say that two perfect matchings are intersecting if they both contain a common edge, and a set of perfect matchings is intersecting if the perfect matchings in the set are pairwise intersecting. If e represents a pair from {1, . . . , 2k}, then e is an edge of K 2k . Define S e to be the set of all perfect matchings that include the edge e. Clearly the sets S e are intersecting. The sets S e are called the canonically intersecting sets of perfect matchings. For every e |S e | = (2k − 3)!! = (2k − 3)(2k − 5) · · · 1.
The main result of this paper can be stated as follows. 
Theorem. The largest set of intersecting perfect matchings in

Perfect matching derangement graph
One approach to proving EKR theorems for different objects is to define a graph where the vertices are the objects and two objects are adjacent if and only if they are not intersecting (see [7, 11, 18] for just a few examples of where this is done). This is the approach that we take with the perfect matchings.
We use the standard graph notation. A clique in a graph is a set of vertices in which any two are adjacent, a coclique is a set of vertices in which no two are adjacent. If X is a graph, then ω(X) denotes the size of the largest clique, and α(X) is the size of the largest coclique. A graph is vertex transitive if its automorphism group is transitive on the vertices. In this case, there is a relationship between the maximum clique size and maximum coclique size known as the clique-coclique bound.
3.1 Theorem. Let X be a vertex-transitive graph, then
The eigenvalues of a graph are the eigenvalues of the adjacency matrix of the graph. Similarly, the eigenvectors and eigenspaces of the graph are the eigenvectors and eigenspaces of the adjacency matrix.
Define the perfect matching derangement graph M (2k) to be the graph whose vertices are all perfect matchings on K 2k and vertices are adjacent if and only if they have no edges in common. Theorem 2.1 is equivalent to the statement that the size of the maximum coclique in M (2k) is (2k − 3)!! and that only the canonically intersecting sets, S e , meet this bound.
The number of vertices in M (2k) is (2k − 1)!!. The degree of M (2k), denoted by d(2k), is the number of perfect matchings that do not contain any the edges from some fixed perfect matching. This number can be calculated using the principle of inclusion-exclusion:
In practise, this formula can be tricky to use, but we will make use the following simple lower bound on d(2k).
Proof. For any i ∈ {0, . . . , k − 1}
for these values of i).
This implies that the terms in Equation 3.1 are strictly decreasing in absolute value. Since it is an alternating sequence, the first two terms give a lower bound on d(2k).
Next we give some simple properties of the perfect matching derangement graph, including a simple proof of the bound in Theorem 2.1 that uses the clique-coclique bound.
3.3 Theorem. Let M (2k) be the perfect matching derangement graph.
The graph M (2k) is vertex transitive, and Sym(2k) is a subgroup
of the automorphism group of M (2k).
The size of a maximum clique in
M (2k) is 2k − 1.
The size of a maximum coclique in
Proof. It is clear that the group Sym(2k) acts transitively on the perfect matchings and, though this action, each permutation in Sym(2k) gives an automorphism of M (2k). Let C be a clique in M (2k). For every perfect matching in C, the element 1 is matched with a different element of {2, 3, . . . , 2k}. Thus the size of C is no more than 2k − 1. A 1-factorization of the complete graph on 2k vertices is a clique of size
in M (2k). Since a 1-factorization of K 2k exists for every k, the size of the maximum clique is exactly
Since M (2k) is vertex transitive, the clique-coclique bound, Theorem 3.1, holds so
Since the set S e meets this bound α(M (2k)) = (2k − 3)!!.
Perfect matching association scheme
We have noted that the group Sym(2k) acts on the set of perfect matchings. Under this action, the stabilizer of a single perfect matching is isomorphic to the wreath product of Sym (2) and Sym(k). This is a subgroup of Sym(2k) and is denoted by Sym(2) ≀ Sym(k). Thus the set of perfect matchings in K 2k correspond to the set of cosets
This implies that the action of Sym(2k) on the perfect matchings is equivalent to the action of Sym(2k) on the cosets Sym(2k)/(Sym(2) ≀ Sym(k)). This action produces a permutation representation of Sym(2k). We will not give much detail on the representation theory of the symmetric group, rather we will simply state the results that we need and refer the reader to any standard text on the representation theory of the symmetric group, such as [3] or [14] . Each irreducible representation of Sym(2k) corresponds to an integer partition λ ⊢ 2k; these representations will be written as χ λ . Information about the representation is contained in the partition. For example, the dimension of the representation can be found just from the partition using the hook length formula.
For any group G, the trivial representation of G is denoted by 1 G . If χ is a representation of a group H ≤ Sym(n), then ind Sym(n) (χ) is the representation of Sym(n) induced by χ. Similarly, if χ is a representation of Sym(n), then res H (χ) is the restriction of χ to H. The permutation representation of Sym(n) acting on Sym(2k)/(Sym(2) ≀ Sym(k)) is the representation induced on Sym(2k) by the trivial representation on Sym(2) ≀ Sym(k). This representation is denoted by ind Sym(2k) (1 Sym(2)≀Sym(k) ) (see [6, Chapter 13] for more details).
For an integer partition λ ⊢ k with λ = (λ 1 , λ 2 , . . . , λ ℓ ), let 2λ denote the partition (2λ 1 , 2λ 2 , . . . , 2λ ℓ ) of 2k. It is well-known (see, for example, [15, Example 2.2] ) that the decomposition of the permutation representation of Sym(2k) from its action on the perfect matchings is
The multiplicity of each irreducible representation in this decomposition is one, this implies that ind Sym(2k) (1 Sym(2)≀Sym(k) ) is a multiplicityfree representation. This implies that the adjacency matrices of the orbitals from the action of Sym(2k) on the cosets Sym(2k)/(Sym(2) ≀ Sym(k)) defines an association scheme on the perfect matchings (see [6, Section 13.4] for more details and a proof of this result). This association scheme is known as the perfect matching scheme. Each class in this scheme is labelled with a partition 2λ = (2λ 1 , 2λ 2 , . . . , 2λ ℓ ). Two perfect matchings are adjacent in a class if their union forms a set of ℓ cycles with lengths 2λ 1 , 2λ 2 , . . . , 2λ ℓ (this association scheme is described in more detail in [6, Section 15.4] and [12] ).
The graph M (2k) is the union of all the classes in this association scheme in which the corresponding partition contains no part of size two. This means that each eigenspace of M (2k) is the union of χ 2λ -modules of Sym(2k) where λ ⊢ k. If ξ is an eigenvalue of M (2k), and its eigenspace includes the χ 2λ -module, then we say that ξ is the eigenvalue belonging to the χ 2λ -module. Conversely, we denote the eigenvalue belonging to the χ 2λ -module by ξ 2λ .
The next lemma contains a formula to calculate the eigenvalue belonging to the χ 2λ -module. This gives considerable information about the eigenvalues of M (2k). For a proof the general form of this formula see [6, Section 13.8], we only state the version specific to perfect matchings. If M denotes a perfect matching and σ ∈ Sym(2k), we will use M σ to denote the matching formed by the action of σ on M .
The χ 2λ -module is a subspace of the ξ 2λ -eigenspace and the dimension of this subspace is χ 2λ (1).
This formula can be used to calculate the eigenvalue corresponding to a module for the matching derangement graph. This formula is not effective to determine all the eigenvalues for a general matching derangement graph. In Section 7 we will show another way to find some of the eigenvalues.
Delsarte-Hoffman bound
In Section 7, we will give an alternate proof of the bound in Theorem 2.1 that uses the eigenvalues of the matching derangement graph. This proof is based on the Delsarte-Hoffman bound, which is also known as the ratio bound. The advantage of this bound is that when equality holds we get additional information about the cocliques of maximum size. This information can be used to characterize all the sets that meet the bound. The Delsarte-Hoffman bound is well-known and there are many references, we offer [6, Theorem 2.4.1] for a proof.
Theorem. Let X be a k-regular graph with v vertices and let τ be the least eigenvalue of A(X). Then
α(X) ≤ v 1 − k τ .
If equality holds for some coclique S with characteristic vector
is an eigenvector with eigenvalue τ .
If equality holds in the Delsarte-Hoffman bound, we say that the maximum cocliques are ratio tight.
The Delsarte-Hoffman bound can be used to prove the EKR theorem for sets. Similar to the situation for the perfect matchings, the group Sym(n) acts on the subsets of {1, . . . , n} of size k. This action is equivalent to the action of Sym(n) on the cosets Sym(n)/(Sym(n − k) × Sym(k)). This action corresponds to a permutation representation, namely
(5.1) (Details can be found in any standard text on the representation theory of the symmetric group.) This representation is multiplicity free and the orbital schemes from this action is an association scheme better known as the Johnson scheme.
The Kneser graph K(n, k) is the graph whose vertices are all the k-sets from {1, . . . , n} and two vertices are adjacent if and only if they are disjoint. The Kneser graph is a graph in the Johnson scheme, it is the graph that corresponds to the orbitals of pairs of sets that do not intersect. A coclique in K(n, k) is a set of intersecting k-sets. The Kneser graph is very well-studied and all of its eigenvalues are known (see [5, Chapter 7] or [6, Section 6.6] for a proof).
Proposition. The eigenvalues of
with multiplicities
. . , k}. If we apply the Delsarte-Hoffman bound to K(n, k) we get the following theorem which is equivalent to the standard EKR theorem. The characterization follows from the second statement in the Delsarte-Hoffman bound, see [6, Section 6.6] for details. To apply the Delsarte-Hoffman bound to M (2k), we first need to determine the value of the least eigenvalue of M (2k). We do not calculate all the eigenvalues of M (2k), rather we calculate the two eigenvalues with the largest absolute value and then show that all other eigenvalues have smaller absolute value.
Dimensions of the representations of Sym(2k)
In this section we determine a list of the irreducible representations of Sym(2k) with small degree. We will need to use the branching rule; this is a rule that describes which irreducible representations are in res Sym(n−1) (χ λ ) and ind Sym(n+1) (χ λ ) based on the structure of λ. For a proof of this rule see [19, Corollary 3.3 .11].
6.1 Lemma. Let λ ⊢ n, then 6.2 Lemma. For n ≥ 9, let χ be a representation of Sym(n) with degree less than (n 2 − n)/2. If χ λ is a constituent of χ, then λ is one of the following partitions of n:
Proof. We prove this by induction. The result for n = 9, 10 can be read directly from the character table for Sym(n) (these character tables are available in [9] , or from the GAP character table library [4] ). We assume that the lemma holds for n and n − 1. Assume that χ is a representation of Sym(n+1) that has dimension less than (n + 1) 2 − (n + 1) 2 = (n 2 + n)/2, but does not have one of the eight irreducibles representations listed in the statement of the theorem as a constituent. Consider the restriction of χ to Sym(n), this representation will be denoted by res Sym(n) (χ). If one of the eight irreducible representations of Sym(n) with dimension less than (n 2 − n)/2 is a constituent of res Sym(n) (χ), then, using the branching rule, we can determine the constituents of χ. The first column of Table 1 gives the irreducible representations of Sym(n) that have dimension less than (n 2 − n)/2. The second column lists the irreducible representations that must be constituents of χ, if the representation in the first column is a constituent of res Sym(n) (χ). These are determined by the branching rule.
Using Table 1 , we see that either one of the eight representations of Sym(n + 1) in the statement of the theorem is a constituent of Constituent of res Sym(n) (χ) Constituents of χ
Figure 1: Constituents of χ, if res Sym(n) (χ) has a constituent with degree less than (n 2 − n)/2.
χ; or, using the hook length formula, the dimension of χ is larger than (n 2 + n)/2 (provided that n > 8, see Table 2 ). Either case is a contradiction. So we can assume that res Sym(n) (χ) does not contain any of the representations from Sym(n) with dimension less than (n 2 − n)/2.
Representation Degree
Figure 2: Degrees of the representations from Table 1 that are larger than (n 2 + n)/2.
If the decomposition of res Sym(n) (χ) contains two irreducible representations of Sym(n), neither of which is one of the eight irreducible representations with dimension less (n 2 − n)/2, then the dimension of χ must be at least
But since n > 3, this is strictly larger than (n 2 + n)/2. Thus res Sym(n) (χ) must be an irreducible representation of Sym(n)
Finally, since n > 2, there can only be one constituent of χ (or else res Sym(n) (χ) will not be irreducible), thus we can assume that χ = χ [s t ] .
Next consider the restriction of χ = χ [s t ] to Sym(n − 1), this representation will be denoted by res Sym(n−1) (χ). By the branching rule, this can contain only the irreducible representations of n − 1 that correspond to the partitions
If λ ′ = [n − 1], then s = 1 or s = 2, and s = n − 1; but this contradicts the assumption that n ≥ 10. If λ ′ = [n − 3, 2], then t = 2 and s = 4; if λ ′ = [2, 2, 1 n−5 ], then t = 4 and s = 2. Again, these cases cannot happen, since n = st and n is assumed to be greater than 10. If λ ′ is any of the other eight partitions of n − 1 that correspond to irreducible representations of Sym(n − 1) dimension less that ((n − 1) 2 − (n − 1))/2, then s = 3 and t = 1; which again is a contradiction with n = st and n > 10. Similarly, λ ′′ cannot be any of the partitions corresponding to the eight representations of Sym(n−1) that have dimension less than (n − 1) 2 − (n − 1) /2.
Thus the dimension of χ is at least
which is strictly greater than (n 2 + n)/2 for any n ≥ 7.
Eigenvalues of the matching derangement graph
In this section we determine the largest and the least eigenvalue of the matching derangement graph and identify the modules to which they belong. First we will use a simple method to show that these two values are eigenvalues of M (2k). For any edge e in K 2k , the partition π = {S e , V (M (2k))/S e } is an equitable partition of the vertices in M (2k). In fact, π is the orbit partition formed by the stabilizer of the edge e in Sym(2k) (this subgroup is isomorphic to Sym(2) × Sym(2k − 2)) acting on the set of all vertices of M (2k). The quotient graph of M (2k) with respect to this partition is
The eigenvalues for the quotient graph M (2k)/π are
Since π is equitable, these are also eigenvalues of M (2k). The next result identifies which modules these eigenvalues belong to.
Lemma. The eigenvalue of M (2k) belonging to the χ [2k] -module is d(2k), and the eigenvalue of M (2k) belonging to the χ [2k−2,2] -module is −d(2k)/(2k − 2).
Proof. The first statement is clear using the formula in Lemma 4.1.
To prove the second statement, we will consider the equitable partition π defined above. The partition π is the orbit partition of Sym(2) × Sym(2k − 2) acting on the perfect matchings. Let H = Sym(2) × Sym(2k − 2) and denote the cosets of H in Sym(2k) by The group Sym(2k) acts on the edges of K 2k , and for each σ ∈ Sym(2k), we can define
The vector v is fixed by any permutation in H under this action. If we define The vector space W is isomorphic to the vector space of functions f ∈ L(Sym(n)) that are constant on H. For each coset xH, the function δ xH (σ) is equal to 1 if σ is in xH and 0 otherwise. The functions δ xH form a basis for W .
Define the map f so that
Since v σ = v π if and only if σH = πH, this function is well-defined. Further, it is a Sym(2k)-module homomorphism. Thus V is isomorphic to a submodule of W . Since V is not trivial, it must be the χ [2k−2,2] -module, since it is the only module (other than the trivial) that is common to both ind Sym(2k) (1 H ) and ind Sym(2k) (1 Sym(2)≀Sym(k) ).
Next we will bound the size of the other eigenvalues. This bound follows from the straightforward fact that if A is the adjacency matrix of a graph, then the trace of the square of A is equal to both the sum of the squares of the eigenvalues of A, and to twice the number of edges in the graph. The proof of this result closely follows the proof the least eigenvalue of the derangement graph of the symmetric group by Ellis [2] .
Theorem. For λ ⊢ k, the absolute value of the eigenvalue of
Proof. Let A be the adjacency matrix of M (2k) and use ξ 2λ to denote the eigenvalue for the χ 2λ -module.
The sum of the eigenvalues of A 2 is twice the number of edges in
From Lemma 7.1 we know the eigenvalues for two of the modules, so this bound can be expressed as
Since all the terms in left-hand side of the above summation are positive, any single term is less than the sum. Thus
, then this reduces to
Using the bound in Lemma 3.2, this implies that
If |ξ 2λ | ≤ d(2k)/(2k − 2), then 2λ must be one of the eight irreducible representations in Lemma 6.2. Thus 2λ must be one of [2k] and [2k − 2, 2], which proves the result.
We restate this result in terms of the least eigenvalue of the matching derangement graph; noting that Theorem 7.2 implies that only the χ [2k−2,2] -module has −d(2k)/(2k − 2) as its eigenvalue.
Corollary. The smallest eigenvalue of
and the multiplicity of this eigenvalue is 2k 2 − 3k.
Applying the Delsarte-Hoffman bound with the fact that −d(2k)/(2k− 2) is the least eigenvalue of M (2k), proves that the cocliques S e are ratio tight since
For S a maximum coclique in M (2k) we will use v S to denote the characteristic vector of S. The ratio bound implies that |S| = (2k−3)!! and further that
This vector is called the balanced characteristic of S, since is it orthogonal to that all ones vector. Since the χ [2k−2,2] -module is the only module for which the corresponding eigenvalue is the least (this follows directly from Theorem 7.2) we have the following result which will be used to determine the structure of the maximum cocliques in M (2k). A perfect matching is a subset of the edges in the complete graph, and thus can be represented as a characteristic vector; this is a vector in R ( 2k 2 ) . Define the incidence matrix for the perfect matchings in K 2k to be the matrix U whose rows are the characteristic vectors of the perfect matchings of K 2k . The columns of U are indexed by the edges in the complete graph and the rows are indexed by the perfect matchings. The column of U corresponding to the edge e is the characteristic vector of the canonical intersecting set of matchings S e .
We will show that the characteristic vector of any maximum coclique of M (2k) is a linear combination of the columns of U . -module. So all that needs to be shown is that the span of all the vectors v e has dimension 2k 2 − 3k + 1, or equivalently, that the rank of U is 2k 2 − 3k + 1.
Let I denote the k 2 × k 2 identity matrix and A(2k, 2) the adjacency matrix of the Kneser graph K(2k, 2). Then
By Proposition 5.2, 0 is an eigenvalue of this matrix with multiplicity 2k − 1. Thus the rank of U T U (and hence U ) is 2k 2 − (2k − 1) = 2k 2 − 3k + 1.
Putting this result with the comments at the beginning of this section, we have the following corollary.
Corollary. The characteristic vector of a maximum coclique in the perfect matching derangement graph is in the column space of U .
Next we will show that this implies that any maximum coclique is a canonical coclique. To do this we will consider a polytope based on the perfect matchings.
The perfect matching polytope
The convex hull of the set of characteristic vectors for all the perfect matchings of a graph K 2k is called the perfect matching polytope of K 2k . Let U be the incidence matrix defined in the previous section, then the perfect matching polytope is the convex hull of the rows of U . A face of the perfect matching polytope is the convex hull of the rows where U h achieves its maximum for some vector h. A facet is a maximal proper face of a polytope.
If S is a maximum coclique in M (2k), then from Corollary 8.3, we know that U h = v s for some vector h. If a vertex of K 2k is in S, then the corresponding row of U h is equal to 1; conversely, if a vertex of K 2k is not in S, then the corresponding row of U h is equal to 0. Thus a maximum intersecting set of perfect matchings is a facet of the perfect matching polytope. In this section, we will give a characterization of the facets of the perfect matching polytope for the complete graph.
Let S be a subset of the vertices of K 2k and define the boundary of S to be the set of edges that join a vertex in S to a vertex not in S. The boundary is denoted by ∂S and is also known as an edge cut. If S is a subset of the vertices of K 2k of odd size, then any perfect matching in K 2k must contain at least one edge from ∂S. If S is a single vertex, then any perfect matching contains exactly one element of ∂S. It is an amazing classical result of Edmonds that these two constraints characterize the perfect matching polytope for any graph. For a proof of this result see Schrijver [16] . The constraints in Equation (b) define an affine subspace of R |E(X)| . The perfect matching polytope is the intersection of this subspace with affine half-spaces defined by the conditions in Equation (a) and Equation (c); hence the points in a proper face of the polytope must satisfy at least one of these conditions with equality.
For any graph X (that is not bipartite) the vertices of a facet are either the perfect matchings that miss a given edge, or the perfect matchings that contain exactly one edge from ∂S for some odd subset S.
It follows from Theorem 9.1 that every perfect matching in K 2k is a vertex in the perfect matching polytope for the complete graph. But we can also determine the vertices of every facet in this polytope. Proof. Let F be a facet of the polytope of maximum size. From the above comments, equality holds in at least one of equations e∈∂S x(e) ≥ 1 for all x ∈ F . Suppose S is the subset that defines such an equation, then S is an odd subset of the vertices in K 2k for which e∈∂S x(e) = 1 for all x ∈ F .
Let s be the size of S. Each perfect matching with exactly one edge in ∂S consists of the following: a matching of size (s − 1)/2 covering all but one vertex of S; an edge joining this missed vertex of S to a vertex in S; and a matching of size (2k − s − 1)/2 covering all but one vertex in S. Hence there are
such perfect matchings. We denote this number by N (s) and observe that
Hence for all s such that 3 ≤ s ≤ k we see that the values N (s) are strictly decreasing, so the maximum size of a set of such vertices is
On the other hand, the number of perfect matchings in K 2k that do not contain a given edge is
Since this is always larger than N (3), the lemma follows.
We now have all the tools to show that any maximum intersecting set of perfect matchings is the set of all matchings that contain a fixed edge. Finally, by Lemma 9.2, S is a face of maximal size an it consists of all the perfect matching that avoid a fixed edge. This implies that S is a canonical coclique of M (2k).
M (2k) is not a Cayley graph
The derangement graph for a permutation group is the graph with the elements of the group as its vertices, and with permutations σ and τ adjacent if τ σ −1 is a derangement. (If the group is the symmetric group, then this graph is usually just called the derangement graph.) For any group, the derangement graph is a Cayley graph for the group with the set of derangements as the connection set. The matching derangement graph can be viewed as an analogue of the derangement graph. But, in contrast, we will show that it follows from Theorem 2.1 that M (2k) is not a Cayley graph when k ≥ 3.
Proof. From Theorem 2.1, there are exactly 2k 2 maximum cocliques in M (2k)-these are the canonical cocliques, and each canonical coclique is the set of all perfect matchings that contain a fixed edge from K 2k . If α ∈ Aut(M (2k)), then it determines a permutation of the If |{a, b} ∩ {c, d}| = 1, then S {a,b} ∩ S {c,d} = ∅ and the above equation shows that S α {a,b} ∩ S α {c,d} = ∅. This implies that |{a, b}α ∩ {c, d}α| = 1. Similarly, if the edges {a, b} and {c, d} are disjoint, then their images underα are also disjoint.
Consider L(K 2k ), the line graph of the graph K 2k (this is the graph with the edges of K 2k as its vertices, and two vertices are adjacent if the edges share a vertex of K 2k ). What we have shown is thatα is an automorphism of L(K 2k ). The fact that Aut(L(K 2k )) ∼ = Aut(K 2k ) ∼ = Sym(2k) (see, for example, [17, Theorem 5.3] ) completes the theorem.
Theorem. If k ≥ 3, then M (2k) is not a Cayley graph.
Proof. Assume that M (2k) is a Cayley graph on the group G. Then, by Lemma 10.1, G must be a subgroup of Sym(2k) acting regularly on the vertices of M (2k). Since the number of vertices in M (2k) is odd, this implies that |G| is also odd and therefore, applying a big hammer, the group G is solvable. If p and q are distinct primes and p a and q b are the largest powers of p and q that divide |G|, then by Hall's theorem for solvable groups (see [8, Theorem 9.3 .1]), we see that G has a subgroup of order p a q b .
We will show provided that k ≥ 3, then it is possible to choose distinct primes p and q so that k ≤ p, q < 2k.
This implies that G has a subgroup H of order pq. Since p and q are both greater than k and less than 2k, then p does not divide q − 1, and q does not divide p − 1. This implies that the Sylow p-and qsubgroups of H are normal, and so it follows that H is abelian. Since |H| is square-free, H is cyclic (see [1, Section 4.4] ).
Thus, if M (2k) is a Cayley graph and we can find two such primes p, q, then we can conclude that there is a cyclic subgroup of Sym(2k) with order pq. But, any element of Sym(2k) of order p or q is a cycle of length, respectively, p or q, we deduce that Sym(2k) does not contain a cyclic subgroup of order pq and that we have a contradiction.
The final problem is to show that it is possible to choose p and q as needed. In 1952, Jitsuro Nagura [13] proved that if m ≥ 25, there is always a prime between m and (1 + 1/5)m. So if k is at least 25, there is a prime between k and 6/5k, and another prime between 6/5k + 1 and 6/5(6/5k + 1) < 2k. For k ≥ 25, we will use these two prime numbers for p and q. If k < 25, the following table lists primes that can be used for p and q. This completes the proof.
