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Abstract
We study different Sobolev spaces associated with multidimensional Laguerre expansions. To
do this we establish an analogue of P.A. Meyer’s multiplier theorem, prove some transference re-
sults between higher order Riesz–Hermite and Riesz–Laguerre transforms, and introduce fractional
derivatives and integrals corresponding to the Laguerre setting. Hypercontractivity of the Laguerre
semigroups and Calderón’s reproduction formula are also discussed.
 2004 Elsevier SAS. All rights reserved.
Résumé
Nous étudions les espaces de Sobolev de différents types, associés aux développements multidi-
mensionnels de Laguerre. Dans ce but, nous démontrons un analogue du théorème des multiplicateurs
de P.A. Meyer. Nous démontrons des résultats sur la transférence entre les transformées de Riesz–
Hermite et de Riesz–Laguerre d’ordre supérieur et nous introduisons les dérivatives fractionnaires et
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les intégrales fractionnaires correspondant au cas Laguerre. L’hypercontractivité du semigroupe de
Laguerre et la formule de réproduction de Calderón sont également discutées.
 2004 Elsevier SAS. All rights reserved.
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1. Introduction
The aim of this paper is to define and study Sobolev spaces associated with multidimen-
sional Laguerre expansions of type α. In this connection, among others, we establish an
analogue of P.A. Meyer’s multiplier theorem and introduce and study fractional derivatives
in the Laguerre case. We also prove Lp , 1 < p < ∞, boundedness of higher order Riesz–
Laguerre transforms and the weak type (1,1) for the Riesz–Laguerre transform of order 2.
These results are of independent interest. However, methods we use impose in most cases
substantial restrictions to the admissible values of type multiindex α (see below for the de-
tails). Nevertheless, even for special α’s our development is by no means trivial and, what
is also important, allows to conjecture similar results in a general case. On the other hand,
it should be emphasized that proving such conjectures for all reasonable α’s seems to be
far more difficult and requires more subtle approach, thus it is definitely beyond the scope
of this work.
Our main results (Theorems 4.1 and 6.10) are obtained by means of transference from
Hermite setting. This method can be traced back to Szegö’s book [27] on orthogonal poly-
nomials and was used by many authors [13,6,2,10] in order to study different properties
of Laguerre semigroups of half-integer type, which are related to Hermite semigroups. In
the present paper we provide a considerable extension of this technique and show how to
transfer higher order Riesz type operators and certain differential operators. An essential
point here is the summation formula of Lemma 4.5 which, in a simpler form, already found
an application elsewhere, see [8]. Although the corresponding expressions are rather com-
plex, we believe they shed some new light on an interplay between Hermite and Laguerre
expansions.
The paper is organized as follows. Section 2 contains some basic facts and notation
needed in the sequel. In Section 3 we prove for Laguerre expansions an analogue of
P.A. Meyer’s multiplier theorem (Theorem 3.4), in fact true for any hypercontractive dif-
fusion semigroup satisfying certain additional conditions. A crucial role plays here hyper-
contractivity of Laguerre semigroups, which is also briefly discussed. Section 4 is devoted
to higher order Riesz type operators, the main result being boundedness in Lp , 1 <p < ∞,
of higher order Riesz–Laguerre transforms (Theorem 4.1) and the weak type (1,1) when
the order is equal to 2. The corresponding proof is based on the technique of transference
from Hermite setting, and therefore we consider only half-integer type multiindices α. In
Section 5 we define fractional integrals and derivatives associated with Laguerre expan-
sions. Some integral representations for these operators are discussed and an analogue of
Calderón’s reproduction formula is established. Finally, in Section 6 we introduce poten-
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tial spaces and different types of Sobolev spaces corresponding to Laguerre setting. Then
we give some characterizations of the aforementioned spaces and study mutual relations
between them. Our main result is Theorem 6.10, which provides an analogue of the classic
Calderón’s result relating integer-indexed potential spaces and Sobolev spaces. The proof
exploits transference, hence only half-integer α’s are considered. We also conjecture sim-
ilar characterization results for any admissible α and give some partial results in this case
at the end of the paper.
2. Preliminaries
Given α > −1, the one-dimensional Laguerre polynomials of type α are,
Lαk (x) =
1
k!e
xx−α d
k
dxk
(
e−xxk+α
)
, k ∈N, x > 0.
Note, that each Lαk is a polynomial of degree k. Given a multiindex α = (α1, . . . , αd),
α ∈ (−1,∞)d , the d-dimensional Laguerre polynomials of type α are tensor products of
the one-dimensional Laguerre polynomials, i.e.,
Lαk (x) =
d∏
i=1
L
αi
ki
(xi), k ∈Nd , x ∈ Rd+.
Consider the probabilistic gamma measure µα in Rd+ = (0,∞)d given by:
dµα(x) =
d∏
i=1
x
αi
i e
−xi
(αi + 1) dx.
The Laguerre differential operator,
Lα = −
d∑
i=1
[
xi∂
2
xi
+ (αi + 1 − xi)∂xi
]
is positive and symmetric in L2(Rd+,dµα). Moreover, Lα has a closure which is self-
adjoint in L2(Rd+,dµα) and which also will be denoted by Lα. Each Laguerre polynomial
Lαk is an eigenfunction of Lα with the corresponding eigenvalue |k|. Moreover, the system
{Lαk : k ∈Nd} constitutes an orthogonal basis in L2(Rd+,dµα). Thus we have an orthogonal
decomposition:
L2
(
R
d+,dµα
)= ∞⊕
n=0
Hn,
where Hn = lin{Lαk : |k| = n}.
378 P. Graczyk et al. / J. Math. Pures Appl. 84 (2005) 375–405
The semigroup generated by Lα is called the Laguerre semigroup and will be denoted
α 2 dby Tt . Given f ∈ L (R+,dµα), it has the expansion
f =
∑
k∈Nd
cαk (f )L
α
k ,
where the Fourier–Laguerre coefficients are given by:
cαk (f ) =
〈
f,Lαk
〉
dµα/
∥∥Lαk ∥∥2L2(dµα) = 〈f,Lαk 〉dµα d∏
i=1
(ki + 1)(αi + 1)
(ki + αi + 1) ,
hence
T αt f =
∑
k∈Nd
cαk (f )e
−t |k|Lαk ,
both series being convergent in L2(Rd+,dµα). However, the definition of T αt f for
f ∈ Lp(dµα), 1  p ∞, by means of its Fourier–Laguerre expansion would be un-
satisfactory, since the corresponding series may diverge for p < 2, see [19]. There-
fore it is appropriate to use an integral definition, which turns out to be usable for all
p ∈ [1,∞]. We define:
T αt f (x) =
∫
R
d+
Gαt (x, y)f (y)dµα(y), f ∈ Lp
(
R
d+,dµα
)
, (2.1)
where
Gαt (x, y) =
∑
k∈Nd
e−t |k|Lαk (x)Lαk (y)/
∥∥Lαk ∥∥2L2(dµα).
The kernel Gαt (x, y) may be computed explicitly by means of the Hille–Hardy formula
[24, Chapter 1, Section 1.11]. The result is:
Gαt (x, y) =
d∏
j=1
(αj + 1)
1 − u exp
(
− u
1 − u(xj + yj )
)√
uxjyj
−αj Iαj
(2√uxjyj
1 − u
)
,
where u = e−t and Iν denotes the modified Bessel function of the first kind and order ν,
cf. [15]. Noteworthy, Gαt (x, y) is smooth and strictly positive for (t, x, y) ∈ R2d+1+ . By
using standard estimates for Iν (see [19]) it is easily seen that the integral in (2.1) is ab-
solutely convergent. It is well-known that {T αt } is a symmetric diffusion semigroup. In fact
{T αt } is a transition semigroup for the Laguerre diffusion process, which already received
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an attention due to some applications in financial mathematics [14]. In particular T αt 1 = 1
and ∥∥T αt f ∥∥Lp(dµα)  ‖f ‖Lp(dµα), 1 p ∞.
Moreover, if f ∈ Lp(Rd+,dµα),1  p ∞, then T αt f (x) is a C∞ function of (t, x) on
R+ ×Rd+ and satisfies the heat equation:(
∂t +Lα
)
T αt f (x) = 0. (2.2)
The maximal operator (T α)∗f (x) = supt>0 |T αt f (x)| satisfies the weak type (1,1) in-
equality with respect to the measure dµα, see [6]. Consequently,
T α0 f (x) = lim
t→0+
T αt f (x) = f (x) a.e. x ∈Rd+,
and
T α∞f (x) = limt→∞T
α
t f (x) = cα0¯ (f )Lα0¯ (x) =
∫
R
d+
f (y)dµα(y) a.e. x ∈ Rd+,
for all f ∈ L1(Rd+,dµα), and hence for all f ∈ Lp(Rd+,dµα), 1  p  ∞, because
Lq(Rd+,dµα) ⊂ Lp(Rd+,dµα) for p  q. From the probabilistic point of view, the prop-
erties of T αt f when t → ∞ reflect stationarity and ergodicity of the Laguerre process and
ergodicity of the Laguerre semigroup, cf. [1]. All these facts will be used later without
further mention.
We define the ith partial derivative associated with Lα by:
δi = √xi∂xi ,
see [10]. One of the motivations of such definition is that
Lα =
d∑
i=1
δ∗i δi ,
where
δ∗i = −
√
xi
(
∂xi +
αi + 1/2 − xi
xi
)
is the formal adjoint of δi in L2(Rd+,dµα).
In what follows, we use the convention that constants may change their value from one
use to the next. Constants are always strictly positive. The notation Lp(Rd+,dµα) will be
often abbreviated to Lp(dµα).
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3. Hypercontractivity and Meyer’s multiplier theoremLet us recall two equivalent definitions of the hypercontractivity property. Assume that
{Tt }t>0 is a continuous semigroup of operators in L2(dµ).
Definition 3.1 [1,3]. The semigroup {Tt } is hypercontractive if for all t > 0 and p ∈ (1,∞),
‖Ttf ‖q(t)  ‖f ‖p, f ∈ Lp(dµ),
where (q(t)− 1)/(p − 1) = exp(4t/C) for some positive constant C.
If additionally {Tt }t>0 is generated by a diffusion operator L, this is equivalent to:
Definition 3.2 [9]. The diffusion semigroup {Tt } is hypercontractive if for some s > 0 the
operator Ts is a contraction from L2(dµ) to L4(dµ).
Note that in the diffusion case the semigroup {Tt }t>0 is always contractive, i.e.,
Tt :L
p(dµ) ∩ L2(dµ) 	→ Lp(dµ) is a contraction in Lp(dµ) norm for all t > 0 and
p ∈ [1,∞]. Noteworthy, Definition 3.1 is equivalent, by Gross’ theorem [9], to the (tight)
logarithmic Sobolev inequality
Ent
(
f 2
)
 CE(f,f ),
where the entropy Ent(f ) = ∫ f lnf dµ − ∫ f dµ ln(∫ f dµ) and E is the Dirichlet form
associated with L.
Similarly to the heat-diffusion semigroup corresponding to Hermite polynomial expan-
sions, we have:
Lemma 3.1. The Laguerre semigroups {T αt } are hypercontractive.
Proof. Assume that d = 1. If α ∈ [−1/2,∞) the statement follows from the criterion of
Bakry and Emery, cf. [5]. Indeed, using the notations of [1] or [2,3], we have:
(f,f ) = x(f ′)2, 2(f,f ) =
(
xf ′′ + f
′
2
)2
+
(
x + α + 1
2
)
(f ′)2
2
;
so the curvature of Lα is ρ = 1/2 when α −1/2 (note that [12] gives the same argument,
but with a slight computational error). When α ∈ (−1,−1/2) Korzeniowski obtains the
result by exploiting an explicit formula for the integral kernel Gαt (x, y), see the estimate
(8) in [12] and Theorem 4 therein.
Now, in higher dimensions the conclusion follows by the tensorisation lemma of Bakry,
see [2, p. 12]. 
Remark 3.2. The optimal constant C above equals to 4 if α ∈ [−1/2,∞)d . Moreover, the
optimal C tends to ∞ if mini αi → −1, cf. [12].
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Remark 3.3. Semigroups corresponding to Jacobi (and thus also ultraspherical) orthogonal
expansions are also hypercontractive. They satisfy the Sobolev inequality and the spectral
gap inequality, hence also the tight logarithmic Sobolev inequality, cf. [1,3,4].
Now we shall extend the celebrated P.A. Meyer’s multiplier theorem to Laguerre semi-
groups, which will turn out to be an important tool in studying Sobolev spaces in the
Laguerre setting.
Theorem 3.4. Let {T αt } be a Laguerre semigroup. Assume that h is a function, which is
analytic in a neighborhood of the origin. Let {ψ(n)}n∈N be a sequence of real numbers
such that ψ(n) = h(n−β) for n n0 and some β ∈ (0,1]. Then the operator,
Sψf =
∑
k∈Nd
ψ
(|k|)cαk (f )Lαk , f = ∑
k∈Nd
cαk (f )L
α
k ,
defined initially in L2(Rd+,dµα), has a unique continuous linear extension to each of the
spaces Lp(Rd+,dµα), 1 < p < ∞. Moreover, its Lp norm depends neither on the dimen-
sion d nor on the type multiindex α.
Proof. The reasoning is similar as in the case of Ornstein–Uhlenbeck semigroup, see, e.g.,
[22,28]. In order to adapt the proof in [22] to the Laguerre case we first observe, that by
hypercontractivity, for each n ∈ N the orthogonal projection Jn onto Hn, the eigenspace
corresponding to the eigenvalue n, is bounded in Lp(dµα).
By Definition 3.1, hypercontractivity of the Laguerre semigroup ensures also that if
p = 2 then for any q0 > 2 there exists t > 0 such that q(t) = q0, another crucial fact in the
aforementioned proof. To get the statement of the theorem for 0 < β < 1, one repeats the
argument for the subordinated semigroup generated by (Lα)β/2. 
Remark 3.5. Theorem 3.4 may be extended to any hypercontractive and L2(dν) symmetric
diffusion semigroup {Tt } related to an orthogonal basis {Pβ}β∈Nd of L2(dν) by the relation
TtPβ = e−|β|tPβ .
4. Riesz–Laguerre transforms of higher order
Denote gradα = (δ1, . . . , δd). The Riesz–Laguerre transformRα = (Rα1 , . . . ,Rαd ) is for-
mally defined by (cf. [10]):
Rα = grad
α
(Lα)−1/2Π0, (4.1)
where Π0 denotes the orthogonal projection onto H⊥0 , the orthogonal complement of the
eigenspace corresponding to the Laguerre eigenvalue 0. Note, that (4.1) makes sense when
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applied to Laguerre polynomials, hence for all polynomials, and we have Rαi L
α
k = 0 if|k| = 0 and
Rαi L
α
k = −|k|−1/2
√
xiL
α+ei
k−ei , |k| > 0,
which follows by the identity [15, (4.18.6)]:
∂xiL
α
k (x) = −Lα+eik−ei (x), i = 1, . . . , d, (4.2)
ei denoting the ith coordinate unit vector in Rd . Here and later on we use the convention
that Lα+eik−ei = 0 if ki − 1 < 0.
It is an important and nontrivial question, whether the operators Rαi , 1  i  d, de-
fined initially on a dense set of polynomials, extend to bounded linear operators in
Lp(dµα),1 < p < ∞. In dimension one the affirmative answer was given by Mucken-
houpt [20]. In higher dimensions analogous result was proved in [10] for all half-integer
multiindices α, and recently one of the authors obtained the result for continuous range
of α ∈ [−1/2,∞)d , cf. [21]. Noteworthy, each of the just mentioned proofs is based on
different techniques, but in all cases the corresponding Lp constants depend neither on the
dimension nor on the type multiindex α.
The rest of this section is devoted to higher order Riesz–Laguerre transforms and related
operators. The main objective is to prove their boundedness in Lp , 1 <p < ∞. We exploit
the method of transference developed in [6] and [10], hence the admissible range of α is
restricted to half-integers.
Let m = (m1, . . . ,md) ∈ Nd be a multiindex. Using the standard notation δm =
δ
m1
1 · · · δmdd it is natural to define the Riesz–Laguerre transform of order M ∈N by:
Rα,M = (Rαm)|m|=M = (δm(Lα)−M/2Π0)|m|=M,
where |m| = m1 + · · · +md is the length of m. We denote:
∣∣Rα,Mf ∣∣

2 =
( ∑
|m|=M
∣∣Rαmf ∣∣2)1/2.
Theorem 4.1. Let α = (α1, . . . , αd) with αi = ni/2 − 1 and ni ∈ N\{0}. Then, given
1 <p < ∞, M ∈N, we have:
∥∥∣∣Rα,Mf ∣∣

2
∥∥
Lp(Rd+,dµα)
C‖f ‖Lp(Rd+,dµα), (4.3)
for all polynomials f. Consequently, each Rαm, |m| = M, extends uniquely to bounded
linear operator in Lp(Rd+,dµα). Moreover, the constant C is independent of the dimension
d and the type multiindex α.
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We shall obtain the above theorem from an analogous result for Hermite polynomial
expansions, but the proof requires some preparations. Up to the end of this section we
assume, without further mention, that
αi = ni2 − 1, ni ∈ N\{0}, i = 1, . . . , d.
Consider the space R|n|, where the multiindex n = (n1, . . . , nd) is determined by α. Notice,
that |n| d. Let
LH = −/2 + x · ∇
be the Ornstein–Uhlenbeck operator in R|n| and by dγ (x) = π−|n|/2 exp(−|x|2)dx denote
the associated Gaussian measure. We define the quadratic transformation φ :R|n| → Rd+
by:
φ
(
x1, . . . , xd
)= (∣∣x1∣∣2, . . . , ∣∣xd ∣∣2),
where xi = (xi1, . . . , xini ) and |xi |2 = (xi1)2 + · · · + (xini )2. The transformation φ relates
Hermite setting in R|n| and Laguerre setting in Rd+, which allows to transfer some results
from Hermite to Laguerre expansions. For example, the following lemma, cf. [10], estab-
lishes a connection between LH and Lα.
Lemma 4.2. Let f be a polynomial in Rd+. Then, given ξ ∈R, we have:(
LH
)ξ
(f ◦ φ) = 2ξ [(Lα)ξ f ] ◦ φ.
Hermite partial derivatives are defined by:
∂Hi,j =
1√
2
∂n1+···+ni−1+j , j = 1, . . . , ni, i = 1, . . . , d. (4.4)
To define higher order Riesz–Hermite transforms we introduce multimultiindices m˜ =
(m˜1, . . . , m˜d) ∈ N|n|, where each coordinate is also a multiindex: m˜i = (m˜i,1, . . . , m˜i,ni ) ∈
N
ni . In the sequel multimultiindices and their coordinates will always be distinguished
by tildes, and tildes will always refer to the Hermite setting. We denote |m˜| =∑i |m˜i | =∑
i,j m˜i,j . The meaning of (∂H )m˜ or (∂H )m˜i should be clear, see (4.4). Let ΠH0 be the
orthogonal projection onto the orthogonal complement of the eigenspace corresponding to
the Hermite eigenvalue 0. We define the (normalized) Riesz–Hermite transform of order M
by:
RH,M = (RHm˜ )|m˜|=M = (Φ(m˜)(∂H )m˜(LH )−M/2ΠH0 )|m˜|=M
= [Φ(m˜)((∂H )m˜1(LH )−M/2ΠH0 , . . . , (∂H )m˜d (LH )−M/2ΠH0 )]|m˜|=M,
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where Φ(m˜) =∏di=1(|m˜i |!/m˜i !)1/2 with m˜i ! =∏nij=1(m˜i,j )!, i = 1, . . . , d. Note, that the√
normalizing factor Φ(m˜) may be estimated from above by M!.
In what follows we shall use the function ϕ :N|n| →Nd given by:
ϕ(m˜) = (|m˜1|, . . . , |m˜d |).
Further, for a multiindex m ∈Nd, we define:
A(m) = {m˜ ∈N|n|: ϕ(m˜) = m}.
Observe that for M ∈ N {
m˜ ∈N|n|: |m˜| = M}= ⋃
|m|=M
A(m),
the summands being mutually disjoint.
We also define the coefficients:
EN,k = 2N−2k N !
k!(N − 2k)! , N = 0,1,2, . . . , 0 k N/2.
Note, that the Hermite polynomials express explicitly by [15, (4.17.2)]:
HN(x) =
∑
0kN/2
(−1)kEN,kxN−2k, N = 0,1,2, . . . ,
hence EN,k is the absolute value of the coefficient standing at (N − 2k)th power in N th
Hermite polynomial.
Lemma 4.3. Given N ∈ N and a sufficiently smooth function g :R+ 	→R, we have:
∂N
[
g
(
y2
)]= 2N [δNg](y2), (4.5)
∂N
[
g
(
y2
)]= ∑
0kN/2
EN,ky
N−2k[∂N−kg](y2), (4.6)
δNg(y) = 2−N
∑
0kN/2
EN,k
√
y
N−2k[
∂N−kg
]
(y). (4.7)
Proof. The identity (4.5) is easily verified by induction; (4.6) follows by Faá di Bruno’s
formula for the N th derivative of the composition of two functions:
∂N(g ◦ f )(t) =
∑
k∈P(N)
N !
k1! · · ·kN !∂
|k|g ◦ f (t)
(
∂1f (t)
1!
)k1
· · ·
(
∂Nf (t)
N !
)kN
,
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where k = (k1, . . . , kN) and the sum is over all portraits k of permutations of N elements
(sometimes also called partitions of N ), i.e., N -tuples (k1, . . . , kN), ki ∈ {0,1, . . . ,N},
such that k1 + 2k2 + · · · +NkN = N .
Finally, (4.7) is a consequence of the two previous identities. 
Corollary 4.4. Let F :Rd+ 	→ Rd be sufficiently regular. Given multiindices m˜ ∈ N|n| and
m ∈ Nd, we have:(
∂H
)m˜[F ◦ φ](x) = 2−|m˜|/2 ∑
0¯k˜m˜/2
E
m˜,k˜
xm˜−2k˜
[
∂ϕ(m˜)−ϕ(k˜)F
] ◦ φ(x),
[
δmF
] ◦ φ(x) = 2−|m| ∑
0¯km/2
Em,k
[
φ(x)
]m/2−k[
∂m−kF
] ◦ φ(x).
In particular, if f is a polynomial in Rd+, then denoting F = (Lα)−|m|/2Π0f and using
Lemma 4.2, we get:
RHm˜ (f ◦ φ)(x) = 2−|m˜|Φ(m˜)
∑
0¯k˜m˜/2
E
m˜,k˜
xm˜−2k˜
[
∂ϕ(m˜)−ϕ(k˜)F
] ◦ φ(x),
[
Rαmf
] ◦ φ(x) = 2−|m| ∑
0¯km/2
Em,k
[
φ(x)
]m/2−k[
∂m−kF
] ◦ φ(x).
In the above corollary the following notation has been used:
E
m˜,k˜
=
d∏
i=1
ni∏
j=1
E
m˜i,j ,k˜i,j
, Em,k =
d∏
i=1
Emi,ki ,
xm˜ =
d∏
i=1
ni∏
j=1
(
xij
)m˜i,j , (φ(x))m = d∏
i=1
∣∣xi∣∣2mi ,
m/2 = (m1/2, . . . ,md/2),
0¯ k˜  m˜ ≡ 0 k˜i,j  m˜i,j , 1 i  d, 1 j  ni,
0¯ k m ≡ 0 ki mi, 1 i  d,
where 0¯ denotes the multidimensional zero (0, . . . ,0) ∈ NN, the value of N being de-
pendent on particular context. Such notation will be used in the sequel without further
comments or explanations.
The following technical lemma is crucial. It enables us to establish a relation between
higher order Hermite derivatives in R|n| and higher order Laguerre derivatives in Rd+.
Lemma 4.5. Let m ∈ Nd be a fixed multiindex. Then, for an arbitrary set of real numbers
{βj }0¯jm/2 and all x ∈ R|n|, we have:
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∑ m!( ∑
E
m˜,k˜
xm˜−2k˜β
ϕ(k˜)
)2
m˜∈A(m) m˜! 0k˜m˜/2
=
∑
0¯jm/2
[
22|j |
j ! (−m)2j
(
(n− 1¯)/2)
j
( ∑
0¯km/2−j
Em−2j,k
[
φ(x)
]m/2−j−k
βk+j
)2]
,
(4.8)
where m! = m1! · · ·md !, 1¯ = (1, . . . ,1) ∈ Nd , (λ)j = (λ1)j1 · · · (λd)jd for a multiindex
j, and (λ)i denotes the Pochhammer symbol (recall that (λ)i = 1 if i = 0 and (λ)i =
λ(λ+ 1) · · · (λ+ i − 1) for i = 1,2, . . .).
Proof. After expanding both sides, the identity (4.8) takes the form:
∑
m˜∈A(m)
m!
m˜!
∑
0¯k˜m˜/2
0¯l˜m˜/2
E
m˜,k˜
E
m˜,l˜
x2m˜−2k˜−2l˜β
ϕ(k˜)
β
ϕ(l˜)
=
∑
0¯jm/2
22|j |
j ! (−m)2j
(
(n− 1¯)/2)
j
×
∑
0¯km/2−j
0¯lm/2−j
Em−2j,kEm−2j,l
[
φ(x)
]m−2j−k−l
βk+j βl+j . (4.9)
It remains to show that the coefficients of βkβl, 0¯ k, l m/2, coincide on both sides. To
do this, let us introduce the polynomials:
gN(2u,p) =
∑
0kN/2
EN,kp
kuN−2k, u,p ∈ R,
which are a generalization of Hermite polynomials, because HN(u) = gN(2u,−1). Note-
worthy, gN(u,p) are contained in certain general classes of polynomials considered by
Brafman, Gould and Hopper, and others, see [24] and references therein. Observe that
gN(2u,p) =
(
i√
p
)−N
HN
(
i√
p
u
)
, p = 0,
hence, in virtue of classic Mehler’s formula which holds also with imaginary arguments
(this seems to be well-known and may be proved by essentially the same reasoning as in
the case of real arguments, see the proof in [23]), we get:
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∞∑
gN(2u,p)gN(2v, q)
zN
N
=
∞∑
HN
(
i√ u
)
HN
(
i√ v
)
(−√pqz)N
N
N=0 2 N ! N=0 p q 2 N !
= 1√
1 − pqz2 exp
(
z2(qu2 + pv2)+ 2zuv
1 − pqz2
)
,
provided |z| < |pq|−1/2. In particular, for u = v, we have:
∞∑
N=0
gN(2u,p)gN(2u,q)
zN
2NN ! =
1√
1 − pqz2 exp
(
u2
(p + q)z2 + 2z
1 − pqz2
)
. (4.10)
Next, consider the multidimensional polynomials:
gm˜i
(
2xi,pi
)= ni∏
j=1
gm˜i,j
(
2xij ,pi
)
, pi ∈R, i = 1, . . . , d.
Using the generating formula (4.10) we obtain:
∑
m˜i∈Nni
gm˜i
(
2xi,pi
)
gm˜i
(
2xi, qi
) z|m˜i |i
2|m˜i |m˜i !
= (1 − piqiz2i )−ni/2 exp(∣∣xi∣∣2 (pi + qi)z2i + 2zi1 − piqiz2i
)
,
the formula being valid if |zi | < |piqi |−1/2, i = 1, . . . , d. Thus, denoting z = (z1, . . . , zd),
p = (p1, . . . , pd), q = (q1, . . . , qd), we have:
∑
m˜∈N|n|
gm˜1
(
2x1,p1
)
gm˜1
(
2x1, q1
) · · ·gm˜d (2xd,pd)gm˜d (2xd, qd) zϕ(m˜)2|m˜|m˜!
=
d∏
i=1
∑
m˜i∈Nni
gm˜i
(
2xi,pi
)
gm˜i
(
2xi, qi
) z|m˜i |i
2|m˜i |m˜i !
=
d∏
i=1
(
1 − piqiz2i
)−ni/2 exp(∣∣xi∣∣2 (pi + qi)z2i + 2zi
1 − piqiz2i
)
=
( ∑
j∈Nd
1
j !
(
n− 1¯
2
)
j
pjqj z2j
)( ∑
k∈Nd
d∏
i=1
gki
(
2
∣∣xi∣∣,pi)gki (2∣∣xi∣∣, qi) zki2ki ki !
)
,
since
(1 − u)−(N−1)/2 =
∞∑
i=0
(
(N − 1)/2)
i
ui
i! , N = 1,2, . . . , |u| < 1.
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Now, comparing the coefficients of zm, we see that∑
m˜∈A(m)
m!
m˜!gm˜1
(
2x1,p1
)
gm˜1
(
2x1, q1
) · · ·gm˜d (2xd,pd)gm˜d (2xd, qd)
=
∑
0¯jm/2
22|j |
j ! (−m)2j
(
(n− 1)/2)
j
pjqj
d∏
i=1
gmi−2ji
(
2
∣∣xi∣∣,pi)gmi−2ji (2∣∣xi∣∣, qi),
which after expansions yields
∑
m˜∈A(m)
m!
m˜!
∑
0¯k˜m˜/2
0¯l˜m˜/2
E
m˜,k˜
E
m˜,l˜
x2m˜−2k˜−2l˜pϕ(k˜)qϕ(l˜)
=
∑
0¯jm/2
22|j |
j ! (−m)2j
(
(n− 1¯)/2)
j
×
∑
0¯km/2−j
0¯lm/2−j
Em−2j,kEm−2j,l
[
φ(x)
]m−2j−k−l
pk+j ql+j .
Since the above identity holds at least for all p,q ∈ Rd+, it follows that the coefficients of
pkql, 0¯ k, l m/2, are equal on both sides. This, in view of (4.9), finishes the proof. 
Remark 4.6. As an interesting application of the technique exploited in the above proof one
may derive bilinear composition formulas for Hermite and Gould–Hopper polynomials,
see [8].
Lemma 4.7. Let m ∈ Nd be an arbitrary multiindex and let f be a polynomial in Rd+.
Then, for all x ∈ R|n|, we have:∣∣(RHm˜ (f ◦ φ)(x))m˜∈A(m)∣∣2
2
= 2−|m|
∑
0¯jm/2
Em,j
(
(n− 1¯)/2)
j
([
δm−2j ∂jF
] ◦ φ(x))2, (4.11)
where F = (Lα)−|m|/2Π0f.
Proof. By Corollary 4.4 and Lemma 4.5, we obtain:∣∣(RHm˜ (f ◦ φ)(x))m˜∈A(m)∣∣2
2
= 2−2|m|
∑
m˜∈A(m)
m!
m˜!
( ∑
0¯k˜m˜/2
E
m˜,k˜
xm˜−2k˜
[
∂m−ϕ(k˜)F
] ◦ φ(x))2
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= 2−2|m|
∑ [22|j |
(−m)2j
(
(n− 1¯)/2)
j0¯jm/2
j !
×
( ∑
0¯km/2−j
Em−2j,k
[
φ(x)
]m/2−j−k[
∂m−j−kF
] ◦ φ(x))2],
which by (4.7) is equal to the RHS in (4.11). 
Corollary 4.8. Let f be a polynomial in Rd+. Then, for any multiindex m ∈ Nd ,∣∣[Rαmf ] ◦ φ∣∣ ∣∣(RHm˜ (f ◦ φ))m˜∈A(m)∣∣
2 .
Proof. In virtue of Lemma 4.7 and the definition of Rαm, we have:∣∣(RHm˜ (f ◦ φ)(x))m˜∈A(m)∣∣2
2 − ([Rαmf ] ◦ φ(x))2
= 2−|m|
∑
0¯jm/2
j =0¯
(
(n− 1¯)/2)
j
Em,j
([
δm−2j ∂jF
] ◦ φ(x))2  0 (4.12)
for all x ∈ R|n|. 
Remark 4.9. If α = (−1/2, . . . ,−1/2), which is equivalent to n = (1, . . . ,1), then a
stronger result holds than that stated in Corollary 4.8, namely:[
Rαmf
] ◦ φ = RHm (f ◦ φ),
for all polynomials f in Rd+ and an arbitrary multiindex m ∈ Nd . Moreover, for any half-
integer α, the first order Riesz transforms satisfy:∣∣[Rαei f ] ◦ φ∣∣= ∣∣(RHm˜ (f ◦ φ))m˜∈A(ei )∣∣
2, i = 1, . . . , d,
and, more generally, for any multiindex m ∈ {0,1}d ,∣∣[Rαmf ] ◦ φ∣∣= ∣∣(RHm˜ (f ◦ φ))m˜∈A(m)∣∣
2, i = 1, . . . , d.
The first of the above facts follows by Corollary 4.4. The others are a direct consequence
of (4.12).
Proof of Theorem 4.1. By [10, Lemma 2.1] we have:∫
R
d+
g(y)dµα(y) = Cd,n
∫
R|n|
g ◦ φ(x)dγ (x). (4.13)
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Hence, by Corollary 4.8 and the P.A. Meyer’s result [18] on the Lp(γ ) boundedness of
dhigher order Riesz–Hermite transforms, for any polynomial f in R+, we obtain:∫
R
d+
∣∣Rα,Mf (y)∣∣p

2
dµα(y) = Cd,n
∫
R|n|
∣∣Rα,Mf ◦ φ(x)∣∣p

2
dγ (x)
 Cd,n
∫
R|n|
∣∣RH,M(f ◦ φ)(x)∣∣p

2
dγ (x)
 Cp,MCd,n
∫
R|n|
∣∣(f ◦ φ)(x)∣∣p dγ (x)
= Cp,M
∫
R
d+
∣∣f (y)∣∣p dµα(y).
Thus (4.3) is justified. 
Proposition 4.10. Let α be half-integer. Then the Riesz–Laguerre transforms Rαm of order
1 and 2 are of weak type (1,1) with respect to the measure dµα.
Proof. We use Corollary 4.8, the reasoning from the proof of [10, Lemma 2.2 (2)], and the
weak type (1,1) results for the corresponding Riesz–Hermite transforms [7]. 
Remark 4.11. Unexpectedly, Riesz–Hermite transforms of orders higher than 2 are not of
weak type (1,1), cf. [7]. However, this negative result (counterexample, more precisely)
cannot be simply carried over the Laguerre setting by means of transference.
Because of our further study concerning Sobolev spaces for Laguerre expansions (Sec-
tion 6) we also need to consider the operators:
Kαm,j = xm/2−j ∂m−j
(Lα)−|m|/2Π0, 0¯ j m/2, m ∈ Nd,
which are closely related to the Riesz–Laguerre transform of order |m|, because Rαm is a
linear combination of Kαm,j , 0¯ j m/2.
Proposition 4.12. Assume that mini αi > −1/2 and let f be a polynomial in Rd+. Then,
for any multiindices m,j ∈Nd , such that 0¯ j m/2,∣∣[Kαm,jf ] ◦ φ∣∣ C∣∣(RHm˜ (f ◦ φ))m˜∈A(m)∣∣
2, (4.14)
with C independent of d and α.
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Proof. Define the operators:U
α,m
j = B(m, j,n)
∑
jkm/2
Em−2j,k−jKαm,k, 0¯ j m/2, (4.15)
where
B(m, j,n) =
(
2−2|m| 2
2|j |
j ! (−m)2j
(
(n− 1¯)/2)
j
)1/2
.
By the proof of Lemma 4.7 we have:
∣∣(RHm˜ (f ◦ φ))m˜∈A(m)∣∣2
2 = ∑
0¯jm/2
[(
U
α,m
j f
) ◦ φ]2,
thus
∣∣(Uα,mj f ) ◦ φ∣∣ ∣∣(RHm˜ (f ◦ φ))m˜∈A(m)∣∣
2, 0¯ j m/2.
When j = m/2 ∈ Nd then the sum in (4.15) has only one term and (4.14) follows
for Kαm,m/2. When m/2 /∈ Nd , one considers j = m/2 − ei/2 and one gets (4.14) for
Kαm,m/2−ei/2. When m/2 ∈ Nd and j = m/2 − ei for mi  2, the sum in (4.15) has two
terms, one of which is Kαm,m/2 considered in the first step, so (4.14) holds also for the sec-
ond one. Iterating this procedure we get (4.14) for all the operators Kαm,j . The constant C
is independent of n, because the Pochhammer symbol ((n− 1¯)/2)j is monotone in j. 
Remark 4.13. The assumption about mini αi is essential. If αi = −1/2 for some i, then
((n− 1¯)/2)j vanishes whenever ji > 0 and hence the conclusion does not follow.
Corollary 4.14. Assume that mini αi > −1/2. Given p ∈ (1,∞), the operators Kαm,j ,
m ∈ Nd , 0¯ j m/2, extend uniquely to bounded linear operators in Lp(Rd+,dµα). The
corresponding Lp constants depend neither on the dimension d nor on the type multiin-
dex α.
In Section 6 we will also need the following lemma and its corollary. The lemma may
be regarded as a generalization of the formula (4.6), with the square function on R replaced
by the transference transformation φ.
Lemma 4.15. Given a sufficiently smooth function f in Rd+ and a multiindex m ∈ Nd, we
have:
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∑ m!
m˜!
[
∂m˜(f ◦ φ)(x)]2m˜∈A(m)
=
∑
0¯jm/2
[
22|j |
j ! (−m)2j
(
(n− 1¯)/2)
j
×
( ∑
0¯km/2−j
Em−2j,k
[
φ(x)
]m/2−j−k[
∂m−j−kf
] ◦ φ(x))2]
= 2|m|
∑
0¯jm/2
Em,j
(
(n− 1¯)/2)
j
([
δm−2j ∂j f
] ◦ φ(x))2.
Proof. The result was already obtained implicitly and is a consequence of Lemma 4.5, see
also Lemma 4.7 and its proof. 
Let χα,j = χα1,j1 · · ·χαd,jd , with χαi,ji = 0 if αi = −1/2, ji > 0, and χαi,ji = 1 other-
wise. We say that A(f ) is comparable with B(f ) and denote A(f ) ≈ B(f ) if there exists
a constant c independent of f such that c−1A(f ) B(f ) cA(f ).
Corollary 4.16. Let 1  p ∞ and m ∈ Nd . For all sufficiently regular functions f in
R
d+, ∑
m˜∈A(m)
∥∥∂m˜(f ◦ φ)∥∥
Lp(dγ ) ≈
∑
0¯jm/2
∥∥χα,j δm−2j ∂j f ∥∥Lp(dµα).
Furthermore, if mini αi > −1/2, then∑
m˜∈A(m)
∥∥∂m˜(f ◦ φ)∥∥
Lp(dγ ) ≈
∑
0¯jm/2
∥∥xm/2−j ∂m−j f ∥∥
Lp(dµα).
Proof. Since by (4.13) we have ‖f ‖Lp(dµα) = c‖f ◦ φ‖Lp(dγ ), the first statement follows
directly from Lemma 4.15. The second part is also a consequence of Lemma 4.15, the
reasoning being similar as in the proof of Proposition 4.12. 
5. Fractional integrals and fractional derivatives
Assume that λ > 0. We define the fractional integral of order λ associated with Laguerre
expansions of type α by:
Iαλ =
(Lα)−λ/2Π0. (5.1)
This (formal) definition is correct for all polynomials, since for Laguerre polynomials we
have:
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Iαλ L
α
k = |k|−λ/2Lαk , |k| > 0,and Iαλ Lα0¯ = 0. An integral representation of Iαλ f is obtained by using the formula:
s−ξ = 1
(ξ)
∞∫
0
e−ts t ξ dt
t
, s, ξ > 0,
and observing that
Π0f = f −
∫
R
d+
f (y)dµα(y) = f − T α∞f, f ∈ L2(dµα).
Thus, we set:
Iαλ f (x) =
1
(λ/2)
∞∫
0
tλ/2
[
T αt f (x)− T α∞f
]dt
t
, (5.2)
which makes sense at least for all f ∈ L2(dµα) (see Lemma 5.1 below) and for polynomi-
als coincides with (5.1).
The Laguerre fractional derivative Dαλ of order λ > 0 is given formally by:
Dαλ =
(Lα)λ/2,
so that for Laguerre polynomials we have:
DαλL
α
k = |k|λ/2Lαk .
Moreover, for all polynomials f , we have:
DαλI
α
λ f = Iαλ Dαλf = Π0f. (5.3)
When 0 < λ< 2 and f is a polynomial it is easy to check that
Dαλf (x) =
1
(−λ/2)
+∞∫
0
t−λ/2
[
T αt f (x)− f (x)
]dt
t
, (5.4)
since
∞∫
0
t−ξ
(
e−t − 1)dt
t
= (−ξ), 0 < ξ < 1.
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Thus (5.4) may be regarded as the definition of Dαλf , 0 < λ < 2, for all f ∈ C2B(Rd+),
or, more generally, for all functions f for which the corresponding integral is absolutely
convergent.
Now, our aim is to give an alternative integral representation for Iαλ and Dαλ . We will
need the following technical result:
Lemma 5.1. Let f ∈ L2(dµα). Given x ∈ Rd+, the quantity∣∣T αt f (x)− T α∞f ∣∣
has exponential decay in t as t → ∞. Moreover, for f ∈ C2B(Rd+), we have:∣∣∂tT αt f (x)∣∣ Cf,d,α(1 + |x|)e−t , t > 0, x ∈ Rd+.
Proof. If f has Fourier–Laguerre expansion f =∑k∈Nd cαk (f )Lαk , then
T αt f =
∑
k∈Nd
e−t |k|cαk (f )Lαk . (5.5)
By the Schwarz inequality:
∣∣cαk (f )∣∣ ‖f ‖L2(dµα)‖Lαk ‖L2(dµα) = ‖f ‖L2(dµα)
(
d∏
j=1
(kj + 1)(αj + 1)
(kj + αj + 1)
)1/2
.
Further, if we fix x ∈Rd+, then [27, (8.22.6)]∣∣Lαk (x)∣∣C(x)kα1/2−1/41 · · · kαd/2−1/4d .
Hence, applying Stirling’s formula, we obtain:∣∣cαk (f )Lαk (x)∣∣C(x), k ∈ Nd, (5.6)
and therefore the series in (5.5) converges pointwise. Using (5.6), we write:
∣∣T αt f (x)− T α∞f ∣∣∑
k =0¯
e−t |k|
∣∣cαk (f )Lαk (x)∣∣ C(x)[−1 + ∑
k∈Nd
e−t |k|
]
= C(x)
[
1 − (1 − e−t )d
(1 − e−t )d
]
,
and the exponential decay follows by Newton’s binomial formula.
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Assume now that f ∈ C2B(Rd+); by (2.2)∣∣∂tT αt f (x)∣∣ d∑
j=1
[
xj
∣∣∂2xj T αt f (x)∣∣+ (αj + 1)∣∣∂xj T αt f (x)∣∣+ xj ∣∣∂xj T αt f (x)∣∣].
Since (cf. [21])
∂xj T
α
t f (x) = e−t T α+ejt (∂xj f )(x)
and first and second derivatives of f are bounded, it follows that
∣∣∂tT αt f (x)∣∣ d∑
j=1
[
xj e
−2t T α+2ejt
(∣∣∂2xj f ∣∣)(x)+ (αj + 1)e−t T α+ejt (|∂xj f |)(x)
+ xje−t T α+ejt
(|∂xj f |)(x)] Cf,d,α(1 + |x|)e−t . 
For t > 0 define Qαt = −t∂tT αt .
Proposition 5.2. Assume that f is a polynomial or f ∈ C2B(Rd+). Then
Iαλ f (x) =
1
(1 + λ/2)
∞∫
0
tλ/2Qαt f (x)
dt
t
, λ > 0,
Dαλf (x) =
1
(1 − λ/2)
∞∫
0
t−λ/2Qαt f (x)
dt
t
, 0 < λ< 2.
Proof. The case when f is a polynomial is straightforward. For f ∈ C2B(Rd+) the proof
is based on integration by parts in (5.2) and (5.4) and on Lemma 5.1. The details are
elementary and therefore omitted. 
We end this section by stating two reproduction formulas. One of them is an extension
of (5.3), the second one is an analogue of the classic Calderón’s reproduction formula
(identity (5.7) below).
Proposition 5.3. Let 0 < λ< 2. If f is a polynomial or f ∈ C2B(Rd+) then
Π0f (x) = Iαλ Dαλf (x) = DαλIαλ f (x), x ∈Rd+,
which is equivalent to
Π0f (x) = cλ
∞∫
0
∞∫
0
(
s
t
)λ/2
Wαs,tf (x)
ds
s
dt
t
, x ∈ Rd+, (5.7)
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where Wαs,tf = Qαs Qαt f = Qαt Qαs f and cλ = [(1 − λ/2)(1 + λ/2)]−1.Proof. When f is a (Laguerre) polynomial, the proof is immediate. For f ∈ C2B(Rd+) we
apply Lemma 5.1 and Fubini’s theorem, exploiting the fact that
(ts)−1QtQsf (x) = ∂
∂t
∂
∂s
Tt+sf (x) = ∂
2
∂u2
Tuf (x)|u=t+s . 
Remark 5.4. For Hermite polynomial expansions, results similar to those proved in Sec-
tion 5 of this paper were obtained in [16].
6. Sobolev spaces
Let Jn be the orthogonal projection onto the closed subspace Hn corresponding to the
Laguerre eigenvalue n (recall that Hn = lin{Lαk : |k| = n}). Given f ∈ L2(dµα), define its
Bessel–Laguerre potential of order λ > 0 by:
(
I +Lα)−λ/2f = ∞∑
n=0
(1 + n)−λ/2Jnf.
Lemma 6.1. The Bessel–Laguerre potential operator extends to a continuous linear oper-
ator on Lp(dµα).
Proof. We write,
(1 + n)−λ/2 =
(
1
n
+ 1
)−λ/2 1
nλ/2
,
and apply twice Theorem 3.4, once with the function h(z) = (1 + z)−λ/2 holomorphic in a
neighborhood of 0, and the second time for h(z) = zP with P ∈ N and β ∈ (0,1] such that
βP = λ/2. 
Remark 6.2. Observe that (I + Lα)−λ/2 =M ◦ (Lα)−λ/2 =M ◦ Iαλ where M is a mul-
tiplicator operator with coefficients ψ(n) = (n/(1 + n))λ/2. Thus, by Theorem 3.4 the
continuity properties of Bessel–Laguerre potential and Riesz–Laguerre potential operators
are equivalent.
Motivated by S. Watanabe [28], we define Sobolev spaces Lpλ(dµα), λ 0, associated
with Laguerre expansions of type α as the completion of the space of all polynomials with
respect to the norm:
‖f ‖p,λ,dµα =
∥∥(I +Lα)λ/2f ∥∥
Lp(dµα).
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The spaces Lpλ(dµα) are also called potential spaces, cf. [11]. They have the following
simple monotonicity properties:
Proposition 6.3.
(a) If 1 p  q , then Lqα(dµα) ⊂ Lpλ(dµα) for all λ 0;
(b) if 0 λ1  λ2, then Lpλ2(dµα) ⊂ L
p
λ1
(dµα) for all 1 <p < ∞.
Moreover, the embeddings in (a) and (b) are continuous.
Proof. Item (a) is a direct consequence of the fact that ‖ · ‖Lp(dµα)  ‖ · ‖Lq(dµα) if 1 
p  q. In order to prove (b), let f be a polynomial and set g = (I +Lα)λ2/2f . Then
(
I +Lα)(λ1−λ2)/2g = (I +Lα)λ1/2f.
By Lemma 6.1 there exists a constant c such that for any polynomial f
‖f ‖p,λ1,dµα  c‖f ‖p,λ2,dµα . 
When λ = k ∈N another class of Sobolev spaces may be defined [11,17] by:
W
p
k (dµα) =
{
f : ∂jf ∈ Lp(dµα), j ∈Nd, |j | k
}
.
In the classic case of the Euclidean space equipped with the Lebesgue measure Calderón
proved that Lpk (dx) = Wpk (dx) for any nonnegative integer k. Similar identity holds also in
the Hermite setting. A probabilistic proof of this fact was given by Sugita [26]. It is a natural
conjecture, that analogous result should be true in the context of Laguerre expansions.
However, the usual partial derivatives ∂j do not fit well in the Laguerre setting. Therefore
we consider another classes of Sobolev spaces which in the present setting are more natural
than Wpk (dµα).
Definition 6.1.
S
p
k (dµα) =
{
f : δjf ∈ Lp(dµα), j ∈Nd, |j | k
}
,
S˜
p
k (dµα) =
{
f : xm/2−j ∂m−j f ∈ Lp(dµα), 0¯ j m/2, m ∈ Nd, |m| k
}
,
Ŝ
p
k (dµα) =
{
f : χα,j δ
m−2j ∂jf ∈ Lp(dµα), 0¯ j m/2, m ∈Nd, |m| k
}
,
where χα,j = χα1,j1 · · ·χαd,jd , with χαi,ji = 0 if αi = −1/2, ji > 0, and χαi,ji = 1 other-
wise. These spaces are equipped with their natural norms, e.g.,
‖f ‖Spk (dµα) =
∑
|j |k
∥∥δjf ∥∥
Lp(dµα).
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Main objectives in this section are to give some characterizations of different Sobolev
spaces defined above and to study mutual relations between them.
In the following theorem we first extend the fractional derivative operator Dαλ to all the
potential Sobolev spaces Lpλ(dµα), 1 <p < ∞. The union of these spaces
Lλ(dµα) =
⋃
p>1
L
p
λ(dµα)
is a natural domain of Dαλ . Next we show that if f ∈ Lλ(dµα) then f ∈ Lpλ(dµα) is equiv-
alent to Dαλf ∈ Lp(dµα). This result is analogous to Stein’s theorem [25] in the classic
setting. For Hermite polynomial expansions similar characterization was obtained in [16].
The main tool is the multiplier theorem of Meyer (Theorem 3.4). Let us underline that
the definition of Dαλ on all the spaces L
p
λ(dµα), 1 <p < ∞, is also based on an application
of Meyer’s theorem.
Theorem 6.4. Let 1 <p < ∞ and λ > 0.
(a) If Pn is a sequence of polynomials such that Pn → f in Lpλ(dµα) then limn DαλPn
exists in Lp(dµα) and does not depend on the choice of a sequence Pn. If
f ∈ Lpλ(dµα) ∩ Lrλ(dµα), then the limit does not depend on the choice of p or r .
Thus the fractional derivative Dαλ is well defined on Lλ(dµα) by:
Dαλf = limn D
α
λPn in L
p(dµα), Pn → f in Lpλ(dµα), f ∈ Lλ(dµα).
(b) There exists a constant C such that
C−1‖f ‖p,λ,dµα 
∥∥Dαλf ∥∥Lp(dµα)  C‖f ‖p,λ,dµα (6.1)
for all f ∈ Lpλ(dµα).
Proof. Suppose that f is a polynomial. Then
Dαλf =
∑
n0
(
n
1 + n
)λ/2
Jng,
where g = (I + Lα)λ/2f. Note, that g is also a polynomial. Using Theorem 3.4 with the
function h(z) = (1 + z)−λ/2 holomorphic in a neighborhood of 0, we obtain:∥∥Dαλf ∥∥Lp(dµα)  C1‖g‖Lp(dµα).
To prove the converse inequality, define the polynomial g by:
g =
∑
n0
(
1 + n
n
)λ/2
Jn
(
Dαλf
)
,
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and use again Theorem 3.4 to obtain:‖g‖Lp(dµα) C2
∥∥Dαλf ∥∥Lp(dµα).
Since ‖f ‖p,λ,dµα = ‖g‖Lp(dµα) we get (6.1) when f is a polynomial. We can now prove
(a) in a standard way, using (6.1), completeness of Lpλ(dµα) and the fact that for r  p
the embedding Lrλ(dµα) ⊂ Lpλ(dµα) is continuous. Finally, we obtain (6.1) for any f ∈
L
p
λ(dµα). 
Corollary 6.5. Assume that 1 <p < ∞ and λ > 0. Then
L
p
λ(dµα) =
{
f ∈ Lλ(dµα): Dαλf ∈ Lp(dµα)
}
.
If λ = k ∈ N, then by Proposition 6.3(b), we can also write:
L
p
k (dµα) =
{
f ∈ Lk(dµα): Dαj f ∈ Lp(dµα), j  k
}
.
When p = 2,
L2k(dµα) =
{
f ∈ L2(dµα):
(
cαk (f )|k|λ/2
∥∥Lαk ∥∥L2(dµα))k∈Nd ∈ 
2}. (6.2)
For p = 2 we give now another description of the spaces Lpk (dµα), analogous to that of
Malliavin and Airault [17, Proposition 5.2.3.3], in the Hermite setting.
Given a multiindex m ∈Nd and f ∈ L2(dµα), define formally:
dmf =
∑
j∈Nd
cαj (f )∂
mLαj =
∑
jm
cαj (f )(−1)|m|Lα+mj−m,
where the last series converges in L2(dµα+m). The second identity above is a consequence
of (4.2). Let us emphasize, that in general dmf = ∂mf, because the series defining dmf
may fail to converge in L2(dµα+m). For example, if d = 1 then x−1/2 ∈ L2(dµ1), but the
series of d1(x−1/2) does not converge in L2(R+,dµ2).
Proposition 6.6. For k ∈N, we have:
L2k(dµα) =
{
f : xm/2dmf ∈ L2(dµα), |m| = k
}
.
In particular, L2k(dµα) = W 2k (dµα).
Proof. Let f ∈ L2(dµα). The condition Dαk f ∈ L2(dµα) is by Parseval’s identity equiva-
lent to: ∑
j∈Nd
(|j |k/2cαj (f )∥∥Lαj ∥∥L2(dµα))2 < ∞. (6.3)
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On the other hand, again by Parseval’s identity, the series∑
j∈Nd
cαj (f )∂
mLαj = (−1)|m|
∑
jm
cαj (f )L
α+m
j−m
converges in L2(dµα+m) if and only if∑
jm
(
cαj (f )
∥∥Lα+mj−m∥∥L2(dµα+m))2 < ∞.
Since
∥∥Lα+mj−m∥∥2L2(dµα+m) = 1(α + 1)m j !(j −m)!∥∥Lαj ∥∥2L2(dµα), j m,
and
|j |k =
∑
|m|=k
k!
m!j
m
we conclude that (6.3) is equivalent to:∑
|m|=k
∑
jm
(
cαj (f )
∥∥Lα+mj−m∥∥L2(dµα+m))2 < ∞.
This finishes the proof because g ∈ L2(dµα+m) if and only if xm/2g ∈ L2(dµα). 
Note, that by Proposition 6.3(b), we can also write:
L2k(dµα) =
{
f : xm/2dmf ∈ L2(dµα), |m| k
}
.
Now, we shall establish relations between the spaces Lpk (dµα) and S
p
k (dµα), S˜
p
k (dµα).
This is an important problem, because the condition defining Lpk (dµα) as well as already
proved characterizations are not easy to check for a particular function. On the other hand,
the spaces Spk (dµα) and S˜
p
k (dµα) are defined in terms of usual differential operators and
thus it is relatively easy to verify whether a function belongs to them or not.
Proposition 6.7. Let k ∈ N and 1 <p < ∞.
(a) S˜
p
k (dµα) ⊂ Spk (dµα);
(b) if Riesz–Laguerre transforms of order 1, . . . , k are bounded in Lp(dµα), then
L
p
k (dµα) ⊂ Spk (dµα);
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(c) if the Riesz type operators Kαm,j , 0¯  j  m/2, |m|  k, are bounded in Lp(dµα),
then
L
p
k (dµα) ⊂ S˜pk (dµα).
Proof. Item (a) is a consequence of the fact that δm is a linear combination of xm/2−j ∂m−j ,
0¯ j m/2, see (4.7).
To prove (b) let f be a polynomial and observe that Rαmf = δmIα|m|f. Thus, using Lp
boundedness of Rαm and Theorem 6.4, we write:
‖f ‖p,k,dµα  c
∥∥Dαk f ∥∥Lp(dµα)  C ∑
|m|=k
∥∥RαmDαk f ∥∥Lp(dµα) = C ∑
|m|=k
∥∥δmf ∥∥
Lp(dµα).
Now the conclusion follows by the definition of Lpk (dµα) and Proposition 6.3(b). The proof
of (c) is analogous, using Corollary 4.14. 
Corollary 6.8. (i) If α ∈ [−1/2,∞)d , then
L
p
1 (dµα) ⊂ Sp1 (dµα);
(ii) If α is half-integer (i.e., αi = ni/2 − 1, ni ∈ N\{0}, i = 1, . . . , d) and k  1, then
L
p
k (dµα) ⊂ Spk (dµα);
(iii) When mini αi > −1/2, α is half-integer and k  1, then
L
p
k (dµα) ⊂ S˜pk (dµα). (6.4)
Remark 6.9. The inclusion (a) in Proposition 6.7 is proper in general. To see this consider
d = 1, α = 0, k = p = 2 and the function f (x) = √x. Consequently, Lpk (dµα) = Spk (dµα)
in general.
The next theorem gives a characterization of Lpk (dµα) which is an analogue of the
classic Calderón’s result. Due to our technique we restrict to half-integer multiindices α.
Theorem 6.10. Let k ∈N and 1 <p < ∞. Assume that α is half-integer. Then
L
p
k (dµα) = Ŝpk (dµα),
in the sense of isomorphism of normed vector spaces. Moreover, if additionally
mini αi > −1/2, then
L
p
k (dµα) = S˜pk (dµα). (6.5)
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The proof relies on a transference of Sugita’s result [26] obtained in Hermite setting.
pIt implies that the Gaussian potential space Lk (dγ ), defined by means of the Ornstein–
Uhlenbeck operator LH = −/2 + x · ∇, is equal to Wpk (dγ ), 1 <p < ∞.
Until Theorem 6.10 is proved we assume that α is half-integer. We use the notation from
Section 4. Denote L˜H = LH/2.
Lemma 6.11. Let ξ ∈ R. For any polynomial f in Rd+, we have:[(
I +Lα)ξ f ] ◦ φ(x) = (I + L˜H )ξ (f ◦ φ)(x), x ∈R|n|.
Proof. By [10, Lemma 1.1], we get:
Lαk ◦ φ =
∑
r˜∈A(k)
ar˜H2r˜ , k ∈Nd .
Therefore
[(
I +Lα)ξ f ] ◦ φ = (1 + |k|)ξLαk ◦ φ = (1 + |k|)ξ ∑
r˜∈A(k)
ar˜H2r˜
= (I + L˜H )ξ( ∑
r˜∈A(k)
ar˜H2r˜
)
= (I + L˜H )ξ (Lαk ◦ φ). 
Proof of Theorem 6.10. First let us note, that Sugita’s result that we deduced for LH is
also valid for L˜H . This is a simple consequence of P.A. Meyer’s multiplier theorem for
Hermite expansions.
Let f be a polynomial in Rd+. By (4.13) and Lemma 6.11, we obtain:
‖f ‖p,k,dµα =
∥∥(I +Lα)k/2f ∥∥
Lp(dµα) = c
∥∥[(I +Lα)k/2f ] ◦ φ∥∥
Lp(dγ )
= c∥∥(I + L˜H )k/2(f ◦ φ)∥∥
Lp(dγ ) = c‖f ‖p,k,dγ .
Thus a function g (not necessarily a polynomial) belongs to Lpk (dµα) if and only if
g ◦φ ∈ Lpk (dγ ), which by Sugita’s result is equivalent to g ◦φ ∈ Wpk (dγ ). Now one easily
finishes the proof with the aid of (4.13) and Corollary 4.16. 
Remark 6.12. Let 1 <p < ∞. Note, that by Theorem 6.10,
L
p
k (dµα) ⊂ Wp[k/2](dµα)
if only mini αi > −1/2 (here [k/2] denotes the integer part of k/2). This inclusion is proper
in general. To see this, let d = k = 1, α = p = 2 and consider a C1 function on [0,∞) equal
to x−2ex/2 when x ∈ (1,∞).
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Remark 6.13. Let 1 < p < ∞. There are two important special cases of Theorem 6.10.
Namely, when k = 1 and α is half-integer, then we have:
L
p
1 (dµα) = Sp1 (dµα).
If α = (−1/2, . . . ,−1/2) (the case which is essentially Hermitian), then
L
p
k (dµα) = Spk (dµα).
Remark 6.14. If αi = −1/2 for some i then (6.5) does not hold. To see this, consider
p = k = 2 and f (x) = √xi. One easily checks that f ∈ Ŝpk , but f /∈ S˜pk . The same example
shows, that (6.4) is not true if αi = −1/2.
It is natural to formulate the following conjecture:
Conjecture 6.1. For any α ∈ (−1,∞)d
L
p
k (dµα) = Ŝpk (dµα)
and, if αi = −1/2, i = 1, . . . , d , then
L
p
k (dµα) = S˜pk (dµα).
Now, we prove this conjecture in the case k = 1, α ∈ [−1/2,∞)d . Recall that gradα =
(δ1, . . . , δd). In [21] it was proved that if α ∈ [−1/2,∞)d , the Riesz–Laguerre transform
Rα = gradα Iα1 , is continuous from Lp(dµα) to (Lp(dµα))d . We will write Rαp when we
consider Rα as an operator on Lp(dµα). Then the adjoint operator(Rαp)∗ : (Lq(dµα))d → Lq(dµα)
is continuous, 1/p + 1/q = 1.
Lemma 6.15. (Rαq )∗Rαp = Π0.
Proof. When f is a polynomial, then we have:(Rαq )∗Rαpf =∑
j
(
Rαj
)∗
Rαj f = Iα1
∑
j
δ∗j δj Iα1 f = Iα1 LαIα1 f = Π0f.
The assertion follows by the continuity of the operators Rαp , (Rαq )∗ and Π0. 
Remark 6.16. If p = 2, Lemma 6.15 implies that Rα is an isometry on H⊥0 . This was
already observed in [21, Remark 4.4].
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Theorem 6.17. For any α ∈ [−1/2,∞)d and p ∈ (1,∞),L
p
1 (dµα) = Sp1 (dµα) = Ŝp1 (dµα).
Proof. We already know by Corollary 6.8(i) that
L
p
1 (dµα) ⊂ Sp1 (dµα),
the embedding being continuous, i.e., there exists a constant c such that for any
f ∈ Lp1 (dµα) we have ‖f ‖Sp1 (dµα)  c‖f ‖p,1,dµα . We show first that the two norms
‖ ·‖Sp1 (dµα) and ‖ ·‖p,1,dµα are in fact equivalent on L
p
1 (dµα). Let f be a polynomial. Then
Dα1 f = Π0Dα1 f = (Rαq )∗RαpDα1 f, so that∥∥Dα1 f ∥∥Lp(dµα)  ∥∥(Rαq )∗∥∥∥∥|gradα f |∥∥Lp(dµα)  C‖f ‖Sp1 (dµα).
We use Theorem 3.4 and we conclude the equivalence of the two norms. As polynomials
are dense both in Lp1 (dµα) and in S
p
1 (dµα), we get L
p
1 (dµα) = Sp1 (dµα). 
Remark 6.18. Consider the case of dimension 1. In contrary to the Hermite case, the
above argument cannot be adapted to Riesz–Laguerre transformsRα,M of higher order on
R+, even for M = 2. In the Hilbert (p = 2) case it is due to the fact that {Rα,2Lαk }k∈N is
not an orthogonal basis of L2(dµα), whereas, denoting by lαk the Laguerre polynomials
normalized in L2(dµα), the family {Rαlαk }k∈N = {−
√
xlα+1k−1 }k∈N is an orthonormal basis
of L2(dµα). The operators Rα,M , M  2, do not have a continuous left inverse. In fact, if
it existed, the argument of the proof of Theorem 6.17 would lead to Lpk (dµα) = Spk (dµα)
that, as we know, is false when k  2.
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