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Foreword to the Special Issue
We are very pleased to present the Special Issue “Recent Progress in Electromagnetic Theory
and its Applications”, an outcome of the COST (European Cooperation in Science and Tech-
nology) Action TU1208 “Civil engineering applications of Ground Penetrating Radar”. The
Special Issue comprises two parts: Part I includes eight papers on Ground Penetrating Radar
(GPR) technology, methodology and applications; Part II contains six papers dealing with
other applications of electromagnetic ﬁelds. Overall, the papers are authored by scientists
from nineteen institutes in nine countries (Armenia, France, Germany, India, Ireland, Italy,
Poland, Russia, and United Kingdom).
Part I
GPR overview
GPR is a non-destructive testing technique that uses low-power electromagnetic waves to
produce high-resolution images of the subsurface and structures. A GPR instrument emits
a wide-band electromagnetic signal and detects echoes coming from the environment, caused
by discontinuities of electric and magnetic properties. By exploiting signal processing and
imaging methods, the echoes recorded by the radar can be transformed into three-dimensional
images, which enable seeing into structures that are opaque to the human eye.
GPR started being used in the 1970s for ice surveys in Antarctica and, through the decades,
has gained broad acceptance internationally. Nowadays, it is successfully employed for
a great variety of tasks. In civil engineering, GPR is used for the inspection of transport
infrastructures (roads, highways, airport runways, railways, bridges, tunnels), to detect and
locate voids, cavities and buried services (pipes, cables), for the monitoring of retaining
walls, embankments and dams, for the investigation of buildings and foundations, to map soil
layers, measure bedrock depth, and identify faults and fracture zones in rock (for geotechnical
and geological studies, or foundation design) and more. In archaeology and cultural-heritage
management, GPR is employed to discover and map buried archaeological artefacts, to
inspect ancient buildings, bridges, columns and statues, to investigate frescoes, mosaics and
decorations, and to study the internal conditions of several other objects of historical value.
GPR is also used for the inspection of natural structures of historical, geological, biological
or landscape conservation value, such as trunks and roots of veteran trees, glaciers, caverns,
fossil beds, sand dunes, and more. Furthermore, GPR is extensively applied in agriculture,
for the investigation of the bottom of lakes and coastal regions, for planetary explorations,
as an auxiliary tool in autonomous transport systems, and more.
At present, GPR systems typically operate in the 10 MHz – 10 GHz range. Generally, there
is a direct relationship between the frequency of the electromagnetic waves emitted by the
radar and the resolution that can be obtained. Conversely, there is an inverse relationship
between frequency and penetration depth. Hence, high frequencies are used to detect small,
shallow targets and low frequencies are used to detect larger, deeper targets. The antennas
have dimensions comparable to the wavelengths of the signals. Therefore, the size of a GPR
instrument is basically deﬁned by the frequency range of operation. Some systems use two
or more antennas operating simultaneously over diﬀerent frequency ranges. To couple the
electromagnetic energy into the investigated structure, the antennas can operate in close
proximity (ground-coupled antennas), else at a limited distance above the structure (air-
coupled antennas).
A GPR can be monostatic, bistatic, or multistatic – as all radar systems. In monostatic
systems, a single antenna is used for transmitting and receiving electromagnetic signals
(currently, this type of GPR can be considered as obsolete and is seldom used). A bistatic
system uses two separate antennas for transmitting and receiving, which are often housed
in a single module. Antennas in independent modules represent an interesting technolog-
ical solution that allows placing the transmitter and receiver on the two opposite sides
of the investigated structure, thus halving propagation and attenuation losses. Multistatic
systems are composed by multiple spatially diverse monostatic or bistatic radar compo-
nents, usually with a shared area of coverage. At the present time, commercial multistatic
GPR systems are implemented as multiple bistatic systems and their main advantage is that
they enable faster data collection by increasing the extension of the investigated area per
time unit. Furthermore, they make it easier for the operator to produce three-dimensional
images.
There are two main types of GPR: impulse and step-frequency systems. Impulse systems
are the most widely used, they operate in the time domain and emit a series of short electro-
magnetic pulses (normally, of 1–10 ns duration). Step-frequency systems are less common,
although they are less expensive. They operate in the frequency domain and emit a series
of harmonic waves, which frequency is progressively incremented across a broad spectrum
in a step-wise fashion. By exploiting the inverse Fourier transform (from frequency to time-
domain), a step-frequency GPR provides results equivalent to those measured by an impulse
GPR. The step frequency approach is possible because the investigated scenario is regarded
as a time-invariant system and the received signal is a linear function of the transmitted one.
Impulse systems are typically more sensitive to radio frequency interference and may require
an averaging of measurements to improve the signal-to-noise ratio. Step-frequency systems
can process a higher energy without increasing the maximum level of the signal. The ther-
mal noise at their receiver is lower, therefore the signal to noise ratio is higher. Another
advantage of step-frequency systems is the ability to skip frequencies that could interfere
with broadcast stations. A drawback of step-frequency systems is that attention must be paid
to the aliasing problem, due to the sampling of the harmonic answer. This is resolved by
using a frequency step small enough, which slows down the collection of data.
Data interpretation and visualization
To enable analysis and interpretation of results, GPR data are normally plotted as a two-
dimensional map, showing the amplitude of the ﬁeld measured by the receiver as a function
of time and position (B-scan or proﬁle). Time can be replaced by depth when the propagation
velocity in the subsurface or structure is known. Looking at single traces (A-scan, amplitude
of the ﬁeld measured by the receiver as a function of time in a speciﬁc position) is also
useful, in most applications. When several parallel proﬁles are acquired, a three-dimensional
matrix of ﬁeld amplitudes is available (C-scan) and three-dimensional images of the investi-
gated scenario can be produced. From a C-scan it is possible and straightforward to obtain
horizontal slices of data, i.e. plan views of ﬁeld amplitudes at designated depths, which are
very useful in most applications.
In some cases, raw GPR data are examined and interpreted. More often, signal processing
algorithms are applied to the data, as required by the speciﬁc application and situation. The
steps and algorithms may vary according to each survey, and normally involve ﬁltering to
remove unwanted noise, gain adjustment to balance signal strengths, migration to remove
diﬀraction eﬀects, corrections for variations in surface topographic elevation, and improve-
ment of graphic display by using suitable color palettes. For complex scenarios and/or for
analyzing and interpreting reﬂections coming from deep layers, more advanced procedures
are used.
After the processing, GPR results are interpreted by recognizing reﬂection and diﬀraction
patterns on the radargrams and by determining their position. Discrete buried objects with
circular cross-section typically appear as hyperbolic reﬂections in the raw data, with hyperbola
prongs projected downwards like an inverted V shape. Subsurface layers appear as continuous
reﬂectors on the radargrams. More in general, reﬂection and diﬀraction patterns in the raw
GPR proﬁles may have diﬀerent shapes, which do not resemble the true shape or orientation
of the scatterers. Various factors, including the innate design of the survey equipment and the
complexity of electromagnetic propagation in the scenario, can disguise complex structures
recorded on GPR proﬁles. For simple scenarios, such as regular structures hosting widely
spaced targets, reﬂection patterns can be adequately interpreted by trained operators. For
complex scenarios, such as natural subsoil with stones and rocks, ancient bridges, or any
structures hosting closely spaced targets, it may be convenient to aid the interpretation by
using an electromagnetic simulator or by applying to the radargrams suitable imaging and
inversion algorithms.
The COST scientific programme
A signiﬁcant contribution to the GPR technique has been given by the COST Action TU1208
“Civil engineering applications of Ground Penetrating Radar”.
COST is the longest-running European framework supporting cooperation among scientists
and researchers across Europe and beyond. Founded in 1971, it is currently integrated
in the Horizon 2020 programme. It contributes to reducing fragmentation in European
research investment, building the European Research Area (ERA) and opening it to worldwide
cooperation. It also aims at constituting a “bridge” towards the scientiﬁc communities of
emerging countries, increasing the mobility of researchers across Europe and fostering the
establishment of excellence in key scientiﬁc domains. Gender balance, support to early-career
investigators and inclusiveness are strategic priorities of the COST programme.
COST does not fund research itself, but provides support for activities carried out within
Actions: these are bottom-up science and technology networks, centered around nation-
ally funded research projects, with a four-year (or, exceptionally, slightly longer) duration
and a minimum participation of ﬁve countries. The Actions are active through a range of
networking tools, such as meetings, workshops, conferences, training schools, short-term
scientiﬁc missions and dissemination activities. They are open to researchers and experts
from universities, public and private research institutions, nongovernmental organizations,
industry and small and medium-sized enterprises. By creating open spaces where people and
ideas can grow, COST fosters the birth of new ideas and unlocks the full potential of science.
For more information about COST, please visit www.cost.eu.
The Action TU1208
The Action TU1208 started in April 2013 and is coming to an end in October 2017. It in-
volves more than 300 experts from 150 partner institutes in 28 COST countries (Austria,
Belgium, Croatia, Czech Republic, Denmark, Estonia, Finland, France, former Yugoslav
Republic of Macedonia, Germany, Greece, Ireland, Italy, Latvia, Malta, the Netherlands,
Norway, Poland, Portugal, Romania, Serbia, Slovakia, Slovenia, Spain, Sweden, Switzerland,
Turkey, and the United Kingdom), a COST cooperating state (Israel), 6 COST near neigh-
bor countries (Albania, Armenia, Egypt, Jordan, Russia, Ukraine) and 6 COST international
partner countries (Australia, Colombia, Hong Kong, The Philippines, Rwanda, the United
States). University researchers, software developers, civil and electronic engineers, archae-
ologists, geophysics experts, non-destructive testing equipment designers and manufacturers,
end-users from private companies and public agencies have participated in the Action.
The scientiﬁc structure of Action TU1208 includes four Working Groups (WGs), which
research activities cover all areas of the GPR technology, methodology, and applications.
• WG 1 focuses on the development of novel GPR instrumentation. Within this WG,
novel equipment has been designed, realized and tested. Moreover, new tests have
been proposed for checking the performance and stability of GPR systems.
• WG2 focuses on the use of GPR in civil engineering. This WG has developed guide-
lines for GPR inspection of ﬂexible pavements, utility detection in urban areas, and
evaluation of concrete structures. Recommendations for a safe use of GPR have been
produced. Among the most interesting outcomes of WG2, it is worth mentioning a cat-
alogue of European test sites where GPR equipment and procedures can be veriﬁed and
tested. Additionally, WG2 has developed a wide series of investigations and case stud-
ies where GPR has been successfully used in a plethora of diﬀerent civil-engineering
works.
• WG3 studies electromagnetic forward and inverse methods for the solution of near-
ﬁeld scattering problems by buried structures, imaging techniques and data processing
algorithms. This WG has released free software for the electromagnetic modeling of
GPR scenarios and for the processing of GPR data. A database of radargrams has
been composed and organized, openly available for researchers who can use the pro-
posed datasets to test and validate their electromagnetic forward- and inverse-scattering
techniques, imaging and signal-processing methods.
• WG4 deals with the applications of GPR outside from the civil engineering area and
with the combined use of GPR and complementary non-destructive testing methods.
The most interesting output of this WG is a wide series of case studies showing how
GPR can be applied in diﬀerent ﬁelds, both in well-established and emerging applica-
tions. Special attention has been paid to the use of GPR for the management of our
cultural heritage.
It is worth reporting that all WGs have been active in training activities (16 Training Schools
were organized in four years) and produced an open-access educational package for teaching
GPR in the university.
For more information about TU1208, please visit www.GPRadar.eu.
The issue contents
In the opening paper of the Special Issue, entitled Improving the GPR Detectability Using
a Novel Loop Bowtie Antenna, the Authors K. K. Ajith and Amitabha Bhattacharya compare
the performance of a traditional resistive-capacitive (RC) loaded bowtie against a novel loop
loaded bowtie. The bandwidth, gain and radiation patterns of both antennas are measured
in the free-space and results are compared with simulations performed by using commer-
cial software implementing the ﬁnite-integration technique. GPR proﬁles are acquired in
various scenarios, with brass and iron pipes buried in the soil, or dry bamboo, and over
reinforced concrete. GPR images produced by the loop-loaded antenna are better than those
of the RC loaded bowtie, for all the considered targets. The Authors indicate that the loop
loading technique may be employed in existing antennas also, to enhance their radiation
properties.
The Authors of the paper entitled Analytical Investigation on a New Approach for Achieving
Deep Penetration in a Lossy Medium: The Lossy Prism, Fabrizio Frezza, Patrizio Simeoni,
and Nicola Tedeschi, investigate an innovative use of a lossy prism to generate an inhomoge-
neous wave. The proposed prism allows achieving a deeper microwave penetration in a lossy
medium than a leaky-wave antenna.
In Multiple-ring Circular Array for Ground-Penetrating Radar Applications: Basic Ideas
and Preliminary Results, Roberto Vescovo and Lara Pajewski study the possibility of using
a multiple-ring circular array as a GPR antenna array. The theory behind the idea is described
and preliminary results are presented. The proposed conﬁguration allows achieving a wide
frequency band with a low dynamic range ratio. Moreover, the synthesis of the array can be
easily performed at a single frequency within the range of interest.
The Special Issue continues with the paper Enhancement of Air-ground Matching by Means of
a Chirped Multilayer Structure: Electromagnetic Modeling with the Method of Single Expres-
sion, by Hovik Baghdasaryan, Tamara Knyazyan, Tamara Hovhannisyan, Marian Marciniak,
and Lara Pajewski. In this contribution, a non-uniform multilayer structure contacted with
the ground is designed, which reduces the back-reﬂection of electromagnetic waves towards
the transmitting antenna and allows a deeper penetration into the ground. The structure is
modeled by using the method of single expression, an analytical-numerical technique ideated
and developed by Hovik Baghdasaryan.
The Authors of the paper Advanced Inversion Techniques for Ground Penetrating Radar,
Alessandro Fedeli, Matteo Pastorino, and Andrea Randazzo, provide a short and useful
overview of advanced inversion techniques for GPR. They address nonlinear and linear inverse
scattering methods, qualitative approaches and sampling, and pre-processing methods. The
need for initiatives dedicated to the validation of GPR inversion approaches is pointed out
by the Authors, as well.
SPOT-GPR: A Freeware Tool for Target Detection and Localization in GPR Data Developed
within the COST Action TU1208, is authored by Simone Meschino and Lara Pajewski. This
paper presents and describes SPOT-GPR (release 1.0), free software implementing an inno-
vative Sub-Array Processing method for the analysis of GPR data with the main purposes
of detecting and localizing targets. The approach implemented in SPOT-GPR exploits the
matched-ﬁlter technique, which has never been used before in the GPR ﬁeld. The software
is written in Matlab and it comes with a graphical user interface. Two examples of appli-
cations are provided in the paper, where SPOT-GPR is successfully employed for detecting
and locating reinforcing elements in concrete cells. The obtained results are compared with
those of a standard hyperbola-ﬁtting approach, which is commonly used for the processing of
GPR data when circular-section cylindrical targets are present, and SPOT-GPR demonstrates
a good functioning.
The Author of the paper Development of Data Processing Tools for the Analysis of Radar-
grams in Utility Detection Using Ground Penetrating Radar, Florence Sagnard, reports on
advanced processing techniques that can be used to extract quantitative information from
radargrams recorded over pipes and strips with lateral dimension less than around ten cen-
timeters, in a noisy background, in case of a low image quality, and with overlapping between
signatures. The Author proposes a procedure suitable for small object detection and he en-
riches the model by exploiting the polarization diversity. The Author recommends including
further advanced algorithms in the procedure, such as space-frequency time-reversal matrices
and wavelet transform, to account for hyperbola misshapedness.
Part I of the Special Issue is concluded with the paper entitled Search for Chelyabinsk
Meteorite Fragments in Chebarkul Lake Bottom (GPR and Magnetic Data), authored by
Vladimir Buzin, Dmitry Edemsky, Sergey Gudoshnikov, Vladimir Kopeikin, Pavel Morozov,
Alexey Popov, Igor Prokopovich, Vladimir Skomarovsky, Nikolay Melnik, Andrey Berkut,
Sergey Merkulov, Pavel Vorovsky, and Leonid Bogolyubov. The Authors have employed GPR
in their search in Chelabinsk. They provide a detailed description of GPR use in lake water
conditions and discuss the limits of its applicability in such an environment. An impressive
technical and photographic documentation enclosed in the paper makes you feel as you are
actually participating in the Chelabinsk surveys.
Part II
Other applications of electromagnetic fields
Part II of the Special Issue is opened with two papers on antenna arrays for free-space
applications. The ﬁrst contribution is entitled Multi-Objective Evolutionary Optimization of
Aperiodic Symmetrical Linear Arrays, authored by Francesco Napoli, Lara Pajewski, Roberto
Vescovo, and Marian Marciniak. In this paper, a multi-objective approach is used for the
design of aperiodic linear arrays of antennas. The adopted procedure is based on a standard
Matlab implementation of the Controlled Elitist Non-Dominated Sorting Genetic Algorithm-
II and broadside symmetrical arrays of isotropic radiators are considered, with both uniform
and non-uniform excitations. The work focuses on whether, and in which design conditions,
aperiodic solutions obtained by the adopted standard multi-objective evolutionary procedure
can approximate, or outperform, the Pareto-optimal front for the uniform-spacing case com-
putable by the Dolph-Chebyshev method.
In the paper Reconfigurable Antenna Arrays with Phase-only Control in the Presence of Near-
field Nulls, by Giulia Buttazzoni and Roberto Vescovo, the Authors present a novel eﬀective
iterative algorithm for the power synthesis of reconﬁgurable antenna arrays. This approach
allows designing antenna arrays of arbitrary geometry with phase-only control, simultane-
ously reducing the near-ﬁeld amplitude in a region close to the antenna. The near-ﬁeld
reduction is obtained by imposing that the ﬁeld vanishes at a prescribed number of suitably
located points. Strong ﬁeld reductions are obtained without increasing the dimensions of the
problem, thus keeping low the required computational time.
Part II of the Special Issue continues with two contributions on grating structures.
The paper entitled The Optimum-efficiency Beam Multiplier for an Arbitrary Number of
Output Beams and Power Distribution, by Fabrizio Frezza, Marian Marciniak, and Lara
Pajewski, focuses on the problem of splitting a beam into a set of equi-intense output beams,
or in beams that respect a given power distribution. The diﬀraction eﬃciency of a beam
multiplier is the fraction of the incident beam power that is converted into the power of
the desired output beams: the maximization of this parameter is a fundamental target in
designing beam multipliers. The Authors consider beam splitters constituted by periodic
diﬀractive elements and prove that an optimum-eﬃciency beam multiplier with an arbitrary
number of diﬀraction orders exists. They derive its phase transmittance in an analytic form,
by exploiting methods from the calculus of variation. Numerical examples are presented and
commented on.
In the paper Influence of Chirped DBR Reflector on the Absorption Efficiency of Multi-
nanolayer Photovoltaic Structures: Wavelength-scale Analysis by the Method of Single Ex-
pression, by Hovik Baghdasaryan, Tamara Knyazyan, Tamara Hovhannisyan, Gurgen Mar-
doyan, Marian Marciniak, and Trevor Benson, a novel solution to the topical problem of
enhancing the eﬃciency of photovoltaic elements is proposed. In particular, the Authors
investigate the use of a non-uniform multilayer reﬂector placed under the p-i-n semicon-
ductor junction. The electromagnetic modeling of light interaction with the photovoltaic
structure is performed by using the method of single expression, where no division on
counter-propagating waves is exploited.
The following two papers of Part II are concerned with photonic and electromagnetic band-
gap materials.
In A Photonic-Crystal Selective Filter, authored by Lara Pajewski and Giuseppe Schettini,
a highly selective ﬁlter is designed, working at 1.55 µm and having a 3-dB bandwidth
smaller than 0.4 nm, as is required in Dense Wavelength Division Multiplexed systems.
Diﬀerent solutions are proposed, where photonic crystals made of rectangular- or circular-
section dielectric rods are used, or else photonic crystals with holes drilled in a dielectric
bulk. The required polarization and frequency selective properties are achieved by intro-
ducing a defect in the periodic structure. The device is studied by means of the Fourier
Modal Method. Practical guidelines about advantages and limits of the investigated solutions
are given.
In Experimental Analysis of a Directive Antenna with a 3D-EBG Superstrate, by Lara Pa-
jewski, Fabrizio Frezza, Marian Marciniak, Emanuele Piuzzi, and Giorgia V. Rossi, electro-
magnetic band-gap (EBG) resonator antennas are studied. A woodpile is used to enhance
the gain of a patch antenna. The compound radiating system is thoroughly characterized in
the 8–12 GHz frequency range, in a shielded anechoic chamber, by using a vector network
analyzer. The return loss, gain, and radiation patterns in the E- and H-planes are measured,
for the patch antenna covered with the woodpile. The EBG superstrate is positioned at dif-
ferent suitable distances from the antenna and its orientation is varied. A gain enhancement
of about 10 dB is achieved. The paper is concluded with a series of promising ideas for
future work.
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Abstract—The Ground Penetrating Radar (GPR) technique
finds immense applications in civil engineering today, as the
most suitable approach for non-destructive testing of pave-
ments, highways, concrete structures, and more. The major
challenge in carrying out a GPR evaluation is that the proper-
ties of the probed medium are usually unknown. The permit-
tivity and conductivity of the medium may vary from those of
air to water. The electromagnetic waves also have a frequency
dependent attenuation. The ability of GPR to detect signals
reflected and scattered by the targets largely depends upon the
antenna performance. This paper studies a novel 11:1 wide-
band loop bowtie antenna with very good radiation properties
in the entire operating bandwidth. Synthetic and experimen-
tal results are presented for the return loss and gain of the
antenna. Furthermore, experimental results are presented for
the radiation patterns in the E- and H-plane. We also used the
antenna to measure B-scans over two different pipes, a bam-
boo, and a reinforced concrete structure. All results obtained
with the proposed antenna have been compared with results
obtained by using a RC loaded antenna. It has been found
that the loop bowtie antenna has excellent detection capabil-
ity and produces less clutter. The loop loading technique can
be applied to existing antennas for improved GPR imaging.
This will improve the detectability of GPR by improving the
target return signal.
Keywords—antenna, Ground Penetrating Radar, imaging, UHF,
UWB.
1. Introduction
Ground Penetrating Radar (GPR) is used in civil engineer-
ing for non-destructive testing (NDT) of pavements, roads,
bridges, tunnels, and more [1]. It can also be used for
rebar detection in concrete [2]. More recent and advanced
applications include detecting corrosion of rebar due to
contamination by water and salt [3]. Moreover, GPR is
a powerful technique in archeological surveys for mapping
buried artifacts [4]. In the defense sector, GPR is exten-
sively used for landmine detection [5]. The main objective
of GPR is to image subsurface targets or layers for a qual-
itative analysis. The produced data can also be used for
a quantitative study of electromagnetic properties of the
medium and targets.
The depth at which a GPR can probe, depends upon the
electromagnetic properties of the soil. Depending upon the
wetness condition and other composition of the soil, the
permittivity and conductivity can vary in a wide range [6].
In a GPR system, the signals hitting the target and reflecting
to the antenna undergoes a frequency dependent attenuation
owing to the electrical conductivity of the medium. This is
in addition to the loss, which is proportional to the square
of the distance. The reflected amplitude is further deter-
mined by the electric permittivity of the medium and the
target. The reflected amplitude is too small if the permit-
tivity contrast of target and the medium is small. A deep
probing requires a low frequency signal, that penetrates
without much attenuation. For high-resolution imaging,
a large bandwidth is required. Obtaining ultra-wide band-
width at sub-gigahertz frequencies is a challenging task for
GPR antenna designers. High frequency signals are highly
attenuated as skin depth is inversely proportional to the
square root of frequency. So, most GPRs are designed for
sub-gigahertz frequencies. But, the bandwidth has to be
large enough to get a high-resolution image of the target.
A moderate gain is also desired to meet the link budget re-
quirements. Size of the antenna is also an important factor
as the GPR system has to be portable.
Bowtie antennas are most widely used in GPR due to wide
impedance matching and radiation properties [1]. These
antennas are mostly useful only in a 4:1 bandwidth. Be-
yond that, there is a reduction in boresight gain. Many GPR
systems use resistive loaded bowtie antennas to reduce the
size and for increased bandwidth, thus sacrificing the gain
and efficiency. This is a major drawback. Bowtie antennas
can be loaded with lumped resistors to attenuate the cur-
rent at the antenna end to suppress the reflections. This
will result in a large bandwidth and good pulse radiating
ability. Another approach is to provide a continuous load-
ing profile that increases towards the antenna end, which is
found to be very good for pulse radiation. Many designs of
resistive loaded bowtie antennas are available in the litera-
ture [7]–[9].
In this paper, we examine the detection capabilities of RC
loaded bowtie and a novel loop loaded bowtie in an ex-
perimental GPR setup. RC loaded bowtie antenna having
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a 10:1 bandwidth (0.3–3 GHz) had been designed by the
authors [10]. The loop-loaded bowtie antennas has been
recently designed by the authors [11]. The antenna has
a 11:1 impedance bandwidth (0.5–5.5 GHz) without ap-
plying any kind of resistive loading. It has a very good
gain and efficiency in the entire band. A stable radiation
pattern has been obtained throughout the band. The mea-
sured results are interesting. Loading the bowtie antenna
with a loop is an excellent way to confine the near field of
the emitter.
A brief description of the considered antennas is given in
Section 2. Simulated and measured parameters are pre-
sented and discussed in Section 3. Experimental results of
GPR survey are given in Section 4. Section 5 concludes
the work.
2. Description of the Antennas
Two types of antennas are considered and compared in this
paper. The first is a RC loaded bowtie and the second one is
a loop loaded bowtie. The design and optimization of these
antennas were carried out by using a commercial electro-
magnetic simulation software CST Microwave Studio.
2.1. RC Loaded Bowtie Antenna
The RC loaded bowtie antenna is designed for the
300 MHz – 3 GHz frequency range, as described in [10].
It is constituted by two half-ellipses. Periodic slots are
cut on the antenna arms, which act as capacitive loading.
A graphite sheet of 1 mm thickness is placed over each
arm to provide a resistive loading. The combined resistive-
capacitive loading enhances the bandwidth while maintain-
ing the compact size 30× 23 cm. The antenna is fed us-
ing a vertical microstrip to parallel stripline transition. The
dimensions with reference to Fig. 1 are: W = 220 mm,
L = 286 mm, g = 1.5 mm on FR4 substrate (relative per-
mittivity 4.4) of dimensions 300× 230 mm and thickness
1.5 mm (Fig. 3a).
Fig. 1. Geometry of RC bowtie antenna.
2.2. Loop Loaded Bowtie Antenna
The geometry of the loop loaded bowtie antenna is de-
picted in Fig. 2. This antenna does not require any kind
Fig. 2. Geometry of loop bowtie antenna.
of dissipative loading. Each bowtie arm is etched on ei-
ther side of the substrate. One of the arm is fed with
a simple microstrip feed, while the other arm on the op-
posite side acts as ground plane. The overall size of the
antenna is 23× 23 cm. The dimensions with reference to
Fig. 2 are: W = 230 mm, Lb = 172 mm, R = 196 mm,
g = 1.5 mm. FR4 glass epoxy substrate (relative permit-
tivity 4.4) with thickness 1.6 mm has been chosen for the
design (Fig. 3b).
Fig. 3. RC bowtie antenna (a) and loop bowtie antenna (b).
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3. Simulation and Measurement of
Antenna Parameters
Simulations were carried out by using the time-domain
solver, based on the Finite Integration Technique (FIT),
implemented in CST Microwave Studio. The meshing pa-
rameters were properly chosen, to represent correctly the
smallest features of the antenna geometry. In particular,
we applied the following rules of thumb: the largest mesh
cells must be at least λ10 at the highest frequency of sim-
ulation. The lower mesh limit must be appropriate for the
modeling of the smallest dimensions of the geometry. The
vacuum bounding box surrounding the antenna must be at
a distance of λ4 at the lowest frequency of interest.
3.1. Bandwidth
Figure 4 shows the simulated and measured magnitude of
the S11 parameter for the RC bowtie. The graph indicates
a 10 dB return loss in the frequency range 0.3–3 GHz, for
a good impedance match with a 50 Ω feed. The bandwidth
is 2.7 GHz. Figure 5 shows the magnitude of the S11 pa-
rameter for the loop bowtie. The impedance bandwidth, as
can be observed from the figure, is centered on 3 GHz and
in the 0.5–5.5 GHz interval. This corresponds to a 11:1
bandwidth.
Fig. 4. Measured |S11| vs. frequency of RC bowtie.
Fig. 5. Measured |S11| vs. frequency of loop bowtie.
3.2. Realized Gain
The realized gain was measured by exploiting a method
based on Friis transmission formula and by using two iden-
tical antennas as outlined in [12]. The measured gain of
the two antennas is plotted in Fig. 6. The gain of the RC
loaded bowtie decreases considerably after 1.25 GHz. This
is a drawback of the bowtie antenna – the forward gain
drastically reduces after a two-octave bandwidth. The loop
bowtie has a positive gain in the entire bandwidth, around
an average value of 3.13 dBi. The reflected fields from the
ring around the bowtie reach the center with the same phase
and this significantly improves the forward gain throughout
the operating frequency band. The peak gain is also higher
compared to the RC bowtie.
Fig. 6. Realized gain vs. frequency.
The characteristics of the two antennas are summarized in
Table 1.
Table 1
Summary of antenna characteristics
Antenna
Bandwidth
Peak Average
type gain gain
RC loaded bowtie 0.3–3 GHz 3.6 dBi –2.8 dBi
Loop bowtie 0.5–5.5 GHz 5.2 dBi 3.13 dBi
3.3. Radiation Pattern
Radiation pattern measurements were carried out in out-
door environment. The measured radiation patterns of the
RC bowtie antenna, in the E and H planes, at two repre-
sentative frequencies (1 and 2.5 GHz) are shown in Fig. 7.
The pattern is close to a “figure of 8” in the E-plane and
omni-directional in the H-plane, at lower frequencies. One
can observe the sharp null in the boresight at 2.5 GHz.
The measured radiation patterns of the loop bowtie at the
designated frequencies are presented in Fig. 8. Boresight
radiation has been significantly improved at 2.5 GHz, due
to the loop.
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Fig. 7. E-plane and H-plane radiation pattern of RC bowtie at: (a) 1 GHz and (b) 2.5 GHz.
Fig. 8. E-plane and H-plane radiation pattern of loop bowtie at: (a) 1 GHz and (b) 2.5 GHz.
4. Results of GPR Experiments
Our experimental GPR comprises a portable Vector Net-
work Analyzer (VNA) and a single antenna for transmis-
sion and reception of signals. The antenna is used without
any reflector. The photograph of the setup is shown in
Fig. 9. The transmitting/receiving antenna is connected to
port 1 of the VNA. The frequency is swept from 300 MHz
to 3 GHz, in steps of 4.5 MHz. Complex reflection coeffi-
cient data are acquired at a spatial interval of 2 cm, along
a horizontal line. Each instance of measurement is called
one A-scan. Inverse Fourier transform of the collected fre-
quency domain data gives the time domain data. Ensemble
of A-scans along a line gives the B-scan image of the target.
The clutter in the image is removed by a simple averaging
procedure, as outlined in [13].
To compare the performance of the antennas, GPR surveys
were carried out to detect four types of targets:
1. a brass pipe of diameter 2.54 cm,
2. a galvanized iron pipe of diameter 5.08 cm,
3. a dry bamboo of diameter 7 cm and,
4. reinforcement bars inside concrete.
The depth of the target is about 40 cm from the antenna in
the first three cases. In the fourth experiment, the depth of Fig. 9. Photograph of the experimental GPR.
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Fig. 10. Color (a) and gray scale GPR images of brass pipe (b). (See color pictures online at www.nit.eu/publications/journal-jtit)
Fig. 11. Color (a) and gray scale GPR images of galvanized iron pipe (b).
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Fig. 12. Color (a) and gray scale GPR images of dry bamboo (b).
Fig. 13. Color (a) and gray scale GPR images of reinforcement bars in concrete (b).
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the rebar and the distance between the bars are not known
to us. Due to the fact that the bowtie antenna is linearly
polarized, the antenna axis is aligned with the target to
maximize the return signal.
Let us start with results obtained in the first experiment,
i.e. when the target was a brass pipe. Figure 10 shows the
GPR images in color and gray scale. The target is located
at the apex of the hyperbola, about 50 cm on the horizontal
axis. It can be seen that the image produced by the loop
bowtie is sharper and more clutter free, compared to that
produced by the RC bowtie.
In the second experiment, the target was a galvanized iron
pipe of diameter 5.08 cm. Figure 11 shows the detected im-
age of the pipe. In this case, too, a better image is obtained
with the loop bowtie compared to the RC bowtie.
In the third experiment, the target was a dry bamboo. The
GPR images are shown in Fig. 12. In the previous cases,
the targets were metallic, hence reflections from the targets
were high. But, in this case, there is a dielectric target
and the dielectric contrast between the target and the sur-
rounding medium is smaller. So, the reflections from the
target are rather weak. From the figure, it is observed that
RC bowtie could not produce an image of the target. Even
in this case, the image produced by loop bowtie has been
exemplary. So, a potential application of the loop bowtie
antenna may be in detection of non-metallic landmines.
In the fourth experiment, a GPR survey of concrete roof
was conducted in order to detect the rebar inside. The
image obtained is shown in Fig. 13. The reinforcement bars
separated by a distance of about 25 cm are visible in the
image. In the case of the RC bowtie, there are multiple hy-
perbolas below the actual location of rebar. With the loop
bowtie, those clutters are not much visible in the image.
5. Conclusion
The performance of two types of antennas for GPR: a RC
loaded bowtie and a novel loop bowtie, has been experi-
mentally studied and compared. GPR images produced by
the loop loaded antenna turned out to be better than those
produced by the RC loaded bowtie, for all the test targets
considered. The loop loading technique can be employed in
existing antennas also, to enhance the radiation properties.
The results presented in this paper emphasize the role of
efficient antennas for improved GPR detection capability.
This also signifies the importance of more research required
to design efficient ultra-wideband antennas at sub-gigaherz
frequencies, for GPR and similar applications.
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Abstract—Recent studies highlighted deep-penetration prop-
erties of inhomogeneous waves at the interface between a loss-
less and a lossy medium. Such waves can be generated by
means of radiating structures known as Leaky-Wave Anten-
nas (LWAs). Here, a different approach is proposed based
on the use of a lossy prism capable to generate an inhomo-
geneous wave when illuminated by a homogeneous wave. The
lossy prism is conceived and designed thinking of Ground-
Penetrating Radar (GPR). The results achieved by the lossy
prism will be compared with those obtained by means of a pre-
viously designed LWA that was created with the identical ob-
jective. The approach of this paper is purely theoretical, and
it aims at providing basic ideas and preliminary results useful
for an innovative LWA design.
Keywords—deep-penetration, Ground Penetrating Radar, leaky-
wave antennas.
1. Introduction
The penetration depth is a very important parameter in
many fields of applied electromagnetism, and particularly
in Ground Penetrating Radar (GPR) applications where
highly lossy media are often encountered. A typical tech-
nique to increase penetration employed in GPR surveys is
the reduction of the operating frequency: this implies lower
resolution [1]. An alternative approach, where applicable,
requires the employment of ground-coupled antennas [2].
Those antennas increase the coupling with the soil avoid-
ing the first reflection at the interface between air and soil
and potentially reducing the speed of a survey. Ground-
coupled antennas do not resolve the issue of sub-soil lossy
materials.
In this paper we propose a particular configuration of
a structure, named lossy prism, as an alternative technique
for increasing the penetration. The lossy prism is a two-
dimensional structure with two non-parallel, planar and in-
finite interfaces proposed in [3] that allows the generation
of inhomogeneous waves. The lossy prism, designed here,
radiates an inhomogeneous wave in air to meet the deep-
penetration theory requirements. The proposed structure
is therefore a preliminary input for the development of
an air-coupled antenna, which increases the penetration
depth without the need of reducing the operating frequency.
The deep-penetration condition was first defined in [4] for
a plane wave incoming from a lossless medium and im-
pinging on a separation surface with a lossy medium. This
condition occurs when the attenuation vector of the trans-
mitted wave in the lossy medium is parallel to the sepa-
ration surface between lossless and lossy media. Manda-
tory requirements for the deep-penetration condition are:
inhomogeneous incident wave incoming from a lossless
medium, oblique incidence, and an amplitude of the in-
cident phase vector (or attenuation vector) greater than or
equal to a given minimum value.
The article is divided into three main sections. In Section 1
a literature background on the deep-penetration effect is
illustrated. Section 2 describes the lossy prism design pro-
posed here and illustrates its potential in terms of penetra-
tion increase. Finally, conclusions are given in Section 3.
2. Overview on Previous Research
Activities
2.1. Deep-penetration Condition and Large Penetration
In a lossless medium two plane-wave solutions are possible:
a conventional homogeneous wave, with a real wave vector
k, and an inhomogeneous wave, where the wave vector k is
complex and can be expressed as a superposition of two real
vectors, the phase vector β and the attenuation vector α ;
those vectors must be orthogonal to each other [5].
Let us take an inhomogeneous wave incoming from a loss-
less medium, said medium 1, and impinging on a lossy
medium said medium 2, as illustrated in Fig. 1. The wave
vector of the incident wave is k1 = β 1− jα1 and the wave
vector of the transmitted wave is k2 = β 2− jα2. Let us now
define with ξ1 the angle that the phase vector of the incident
wave β 1 forms with the normal to the interface between air
and lossy medium. The theory developed in [4], [6] demon-
strates that, when ξ1 is smaller than or equal to 45◦ it is
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Fig. 1. Deep-penetration problem definition: inhomogeneous
plane wave incoming from a lossless medium (medium 1) and im-
pinging on the infinite and planar separation surface with a lossy
medium (medium 2).
possible to find a critical value β1c for the amplitude of β 1
such that the angle ζ2 formed by α2 with the normal to the
separation surface is 90◦ (deep-penetration condition), this
happens for a critical incident angle ξ1 = ξ1c. For a given
β1c, the smaller the angle ξ1 < ξ1c, the worse the penetra-
tion. The deep-penetration condition can be met for smaller
angles by increasing the amplitude of β 1 (and consequently
of α1), anyway this condition can never be satisfied for
normal incidence. Even when deep-penetration condition
cannot be met, large penetration through inhomogeneous
waves is always possible, because, if a homogeneous wave
impinges on a separation surface with a lossy medium, the
attenuation vector of the transmitted wave is necessarily
orthogonal to the separation surface (ζ2 = 0). However, if
the incident wave is inhomogeneous, the attenuation vector
cannot be orthogonal because there is a tangential com-
ponent to the interface with the lossy medium that has
to be necessarily conserved (ζ2 > 0). This is due to the
well-known conservation of the tangential component of
the electromagnetic field at a planar boundary between two
media [5].
2.2. Large EM Penetration Employing Leaky-wave
Antennas
Possible physical solutions for inhomogeneous waves at
infinite planar boundaries between lossless and lossy media
are represented by lateral waves, surface waves and leaky
waves. The last ones represent the only suitable solutions
for deep penetration because they can effectively radiate in
the lossy medium [7]. Leaky waves can be artificially gen-
erated by structures called leaky-wave antennas (LWAs) [8].
The large penetration achievable employing LWAs is a sub-
ject well known in the literature. In [9], [10] researchers
designed LWA applicators, which guaranteed large pene-
tration, and in [11], a wave was generated by means of
a periodical, bi-dimensional, LWA structure operating at
microwave frequencies (X band) to prove that the existence
of an attenuation vector of the incident wave leads to large
penetration also in practical applications.
In [11], the antenna proposed in [12] was designed on CST
software to radiate at broadside, and to impinge on a lossy
medium represented by a prism having one face parallel to
the antenna aperture.
The amplitude of the electric field in the lossy medium was
then compared against the E field transmitted into the same
medium by a customary horn antenna.
The results of this preliminary investigation were interest-
ing. The antenna presented a slightly larger penetration
than the one produced by the horn antenna, but the deep-
penetration condition could not be achieved because of the
normal incidence. Moreover, even increasing the incidence
angle, the deep-penetration condition could not be met.
This is mainly due to the very low amplitude of the at-
tenuation vector for the antenna chosen [12].
An alternative antenna design was proposed in [13] to al-
low the deep-penetration condition. The designed antenna
was based on uniform and mono-dimensional LWAs, in
particular, a microstrip LWA [14] derived from the Men-
zel antenna [15] was considered and designed using the
method proposed in [16]. The antenna, originally designed
by Menzel, had its maximum beam angle at 41◦, with
β1n = β1k0 = 1.0025 and α1n = α1k0 = 0.0528: such a value
was considered very high, in comparison with values often
used in LWA design, by Oliner and Lee in [14], but this
value was not sufficient for deep-penetration. Therefore
in [13] the design of the antenna was optimised for deep
penetration, obtaining β1n = 1.0028 at a maximum radia-
tion angle of 45◦. This value, according to Eqs. (12)–(13)
of [4] allowed the deep-penetration condition on a medium
with conductivity σ2 = 0.05 S/m.
While we cannot exclude the possibility of realizing a con-
ventional LWA [8], [17] that may provide even higher am-
plitudes of attenuation and phase vectors, the design pro-
posed in [13] shows evident limits in the deep penetration
achievable by means of a uniform LWA. Therefore, we pro-
pose a different, innovative approach that promises better
results.
3. The Lossy Prism
Historically, to the best of our knowledge, leaky waves ar-
tificially generated were exclusively produced by means of
leaky-wave antennas, but recent papers tried to exploit the
inhomogeneous-wave generation that can be obtained by ir-
radiating a two-dimensional lossy dielectric structure with
a homogeneous wave. Such a two-dimensional structure
was first called in [3] lossy prism, and presents two non-
parallel, planar and infinite interfaces (see Fig. 2).
In [18], the prism was illuminated by a finite beam treated
in the optical approximation in order to neglect the interac-
tion with the wedge of the prism. Moreover, the impact of
the first reflection was considered, and it was pointed out
that while multiple reflections could be neglected for the
lossy nature of the prism, at least the first reflection should
be taken into account.
18
Analytical Investigation on a New Approach for Achieving Deep Penetration in a Lossy Medium: The Lossy Prism
In the approximation that assumes the beam width negli-
gible in comparison with the prism dimensions, which is
the situation illustrated in [18], it is possible to find geo-
metrical requirements that allow the avoidance of multiple
reflections like the ones experienced in such a paper.
Fig. 2. Lossy prism: paths followed by direct and reflected waves
when χ < 90◦ is the angle formed by the prism wedge.
In the case of normal incidence of the homogeneous wave
upon the vertical side, the transmitted wave is always nor-
mal to the separation surface [5]. With reference to Fig. 2,
where d1 is the path followed by the direct-transmitted wave
from the first to the second interface, and d2 is the path
followed by the first reflection, it comes out from simple
trigonometrical relations [18]:
d1 = h1 tan χ , (1)
d2 =
d1
cos2χ , (2)
where h1 indicates the distance between the wedge of the
prism and the center of the incident beam.
When the amplitude of the wedge angle χ is greater than
or equal to 45◦, d2 never returns back to the illuminated
edge, but, if χ < 45◦, this happens. Therefore also a second
reflection, indicated with d3 in Fig. 2, appears. Such a wave
may reflect back to the oblique interface if the angle χ is
smaller than 30◦. The length of d3 can easily be computed
by observing the triangle formed by d2 and d3:
d3 = d2
cos χ
cos3χ =
[h1 + d1 tan(2χ)]sin χ
cos3χ . (3)
In Fig. 3 the normalized quantities
d1
h1 ,
d2
h1 , and
d3
h1 are plot-
ted as a function of χ for χ ∈]0.25◦[ and it is clear that
the larger the angle χ , the bigger the distance where the
reflected rays will impinge on the prism edges.
An angle χ ≥ 45◦ must be chosen in order to avoid reflec-
tions. Anyway, the larger the angle χ , the higher is d1h1 ,
therefore also the attenuation introduced on the illuminat-
ing beam increases when χ increases. The prism must be
Fig. 3. Lossy prism: normalized direct wave path ( d1h1 ), normal-
ized first-reflection path ( d2h1 ), and normalized second-reflection
path ( d3h1 ) for χ ∈ [0.25
◦
].
built using a low-loss medium. But, if the beam is nar-
row enough, it is possible to accept angles even smaller
than 30◦. In this case the second reflection can be ne-
glected, but the first one, which is directed toward the il-
luminator, remains critical (see Fig. 3), and to avoid it the
beam illuminating the lossy prism must impinge obliquely
on the first prism face.
The angle χ is not the only parameter that allows to con-
trol reflections. In numerical simulations reflections can be
neglected choosing suitable values for the medium charac-
teristics of the lossy prism. A similar approach was taken
in [11], [13], where unitary values for both permittivity and
permeability of the lossy medium were chosen, and the con-
ductivity σ was assumed sufficiently low (σ = 0.05 S/m).
This kind of medium adaptation is useful in numerical sim-
ulations, because it allows to isolate the transmission prob-
lem from the reflection problem, but such an approach may
result in strong restrictions on the prototyping and manu-
facturing processes of the lossy prism.
In this study, we will impinge obliquely on the lossy prism
and we will also choose a value for the χ angle that will
allow to neglect internal reflections. The amplitudes of
phase and attenuation vectors achievable employing this
structure will then be compared against the corresponding
values that can be obtained employing conventional LWAs.
We know that, to obtain deep penetration, the amplitude
of the attenuation vector needs to be greater than a mini-
mum value [4], but LWAs are usually designed to produce
efficient beams with a negligible amplitude of the attenua-
tion vector (α1 << k0 [8], [17]), this makes the design of
a deeply penetrating antenna by means of commonly used
LWAs very challenging, while the structure proposed here
shows better results.
The first consideration that needs to be exposed when com-
paring the lossy prism and the LWA is that in the former
losses are present in the material, while in the latter losses
are mainly due to radiation (LWAs do not require a lossy
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medium), and only a small quantity of energy is really dis-
sipated (usually through a matched load posed at the end
of the antenna).
In the following, we will neglect the effects of the prism
wedge, this corresponds to assume that the lossy prism is
larger than the antenna aperture. In the former assumption,
also the hypothesis of infinite length for the lossy prism
holds.
Equations (12)–(13) of [4] provide requirements in terms
of amplitude of both phase vector and incident angle of an
inhomogeneous wave incoming from a lossless medium to
guarantee deep penetration on a lossy medium with given
electromagnetic characteristics. An antenna designed for
the deep-penetration condition needs to be able to radiate
an inhomogeneous wave in a lossless medium, for instance
a vacuum (air), such that the mentioned equations are sat-
isfied. As a consequence, the structure proposed in this
paper is designed to radiate in a vacuum. The amplitude
of the phase vector generated by this structure is compared
against the one obtained in [13] (that was also designed to
radiate in a vacuum). A higher value of the phase vector,
for a given incidence angle, implies higher penetration.
In the first part of this article the evaluation of the ampli-
tude of phase and attenuation vectors shown in Fig. 4 will
be studied considering exclusively the direct wave, while
effects due to reflections will be analyzed at the end of this
paper, in particular it will be shown that, in the proposed
configuration, reflections can be neglected.
Fig. 4. Propagation in a stratified medium, in which medium 1
and medium 3 are vacuum and the inner medium (medium 2) is
a lossy medium; the two interfaces are not parallel, planar and
infinite.
The lossy prism structure work principle is the conserva-
tion of the tangential component. Let us consider a strati-
fied medium as illustrated in Fig. 4, in which medium 1 and
medium 3 are vacuum and medium 2 is a lossy region. The
permittivity and permeability of the surrounding-vacuum
region are indicated respectively with ε0 and µ0. The com-
plex permittivity of the lossy prism is indicated as:
εc2 = ε2− jσ2/ω = ε0εr2− jσ2
ω
,
where σ2 is the conductivity, ω the angular frequency,
ε0 the vacuum permittivity, and εr2 the relative permit-
tivity. The permeability of medium 2 is µ2 = µ0µr2, where
µ0 is the vacuum permeability and µr2 is the relative per-
meability.
Let us take a homogeneous wave incoming from medium 1
and impinging on an infinite planar interface with
medium 2, with an incident angle ξ1. The incident wave,
characterized by a phase vector β 1 = k produces a trans-
mitted wave in the medium 2 that must have attenuation
vector α2 that forms an angle ζ ′2 = 0 with the normal to
the separation surface, because there is no tangential com-
ponent of the incident wave that can be conserved. The
transmitted wave is also characterized by a phase vector β 2.
The angle ξ ′2 that this wave vector forms with the normal to
the separation surface depends on the media involved and
on ξ1 (for angles definition see Fig. 5).
Fig. 5. Propagation in a prism in which χ = 90◦: the wedge is
shown here only to give evidence of the structure, anyway it is
considered far from the source in the real scenario, BC and AB are
assumed of infinite length (or sufficiently larger than the antenna
aperture).
Let us now define with k1t the amplitude of the tangential
component to the first interface with the prism of the inci-
dent wave vector k1. We can then evaluate the amplitudes
of phase and attenuation vectors inside the prism employing
Eqs. (13) and (14) of [19], that we report here:
β2 =
√
|k1t |2 +Re(k22)+ |k21t − k22|
2
, (4)
α2 =
√
|k1t |2−Re(k22)+ |k21t − k22|
2
. (5)
So, now there is a need to evaluate an expression of phase
and attenuation vectors for the wave transmitted in the loss-
less medium 3.
Let us imagine that the inhomogeneous wave, described by
Eqs. (4)–(5), reaches the other side of the lossy prism im-
pinging on the separation surface with medium 3, which is
assumed again a vacuum. This time, assuming that the sep-
aration interface is not parallel to the one between medium
1 and medium 2, the incident angle of β 2 must be ξ ′′2 6= ξ ′2
and also the incident angle of α2 needs to be ζ ′′2 6= 0. Then
a tangential component of the attenuation vector must exist
at the interface and it needs to be conserved. As a result,
the transmitted wave in the vacuum is, this time, inho-
mogeneous, and characterized by a phase vector β 3 and
an attenuation vector α3 that form an angle θ3 = 90◦, i.e.
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called ξ3 and ζ3 the angles that phase and attenuation vec-
tors form with the normal to the separation surface, it needs
to be ξ3±90◦ = ζ3.
Medium 3 does not introduce any losses, therefore the max-
imum value of the attenuation vector is obtained when α2
is fully conserved. This happens when χ = 90◦.
If the two faces of the lossy prism are parallel, then the
incident wave in Medium 1 and the transmitted wave in
medium 3 are both homogeneous. Therefore the attenuation
vector α2 created by the introduction of lossy medium 2,
does not imply the existence of an attenuation vector α3 in
medium 3, and the wave produced in medium 3 is homo-
geneous. On the opposite, if the two faces form an angle
of 90◦, then α2, being normal to the first face, needs to be
parallel to the second one: therefore it is fully conserved.
This is the case in which we fully exploit the α2 vector
generated in medium 2, and therefore this is the most in-
teresting case for deep-penetration studies: the lossy prism
needs to be modeled as in Fig. 5.
In Fig. 5, the wedge is drawn for clarity, but in a possible
near-field simulation carried to verify the effect, the radiat-
ing aperture should not see the wedge, so that wedge effects
can be avoided.
Let us apply the generalized Snell law:

β1 sinξ1 = β2 sinξ ′2
β2 sinξ ′′2 = β3 sinξ3
α2 sinζ ′′2 = α3 sinζ3
. (6)
From the conservation of the tangential component, and
from χ = 90◦, it follows:

ζ ′2 = 0
ζ ′′2 = 90◦
ξ ′′2 = 90◦− ξ ′2
ζ3 + ξ3 = 90◦
. (7)
Substituting the values of Eqs. (7) in Eqs. (6), we find:

β1 sinξ1 = β2 sinξ ′2
β2 cosξ ′2 = β3 sinξ3
α2 = α3 cosξ3
. (8)
Applying the dispersion relation to the media of interest [5]:

β 21 = k20 = ω2ε0µ0
β 23 −α23 = ω2ε0µ0
β 22 −α22 = ω2µ2ε2
β2α2 cosξ ′2 = ωµσ22
. (9)
Now, we can put the second and the third of Eqs. (8) in the
fourth of (9), obtaining:
β3α3 sin(2ξ3) = ωµ2σ2 . (10)
The above equation allows to evaluate the amplitude of
the ξ3 angle, the expression of which was already found in
Eq. (12) of [4]. The amplitude of ξ3 is reported here for
completeness:
ξ3 = 12 arcsin
ωµ2σ2
α3β3 . (11)
Putting the second of Eqs. (9) in Eq. (10), instead, values
of β3 and α3 can be found as a function of ξ3 and the
conductivity of the medium 2. For β3 it is:
β3
k0
=
1
√
2
√√√√1 +
√
1 +
[
2σ2
ωε0 sin(2ξ3)
]2
, (12)
having assumed µ2 = µ0 (non-magnetic medium). These
equations are the complementary of Eqs. (12)–(13) pre-
sented in [4]. In that paper the incidence from lossless to
lossy media was presented, here the opposite.
The value for
α3
k0 simply follows from the second of Eqs. (9):
α3
k0
=
1
√
2
√√√√√1 +[ 2σ2
ωε0 sin(2ξ3)
]2
−1 . (13)
The inhomogeneous wave generated in medium 3 has
larger β3 and α3 values for higher σ2 values. Therefore, in
principle, if there is enough power provided to the lossy
prism, it is sufficient to increase the σ2 value to obtain the
wished β3 amplitude.
In particular, we can compare the results obtained through
this lossy prism configuration against the antenna presented
in [13]. The minimum value of β that allows deep-penetra-
tion effect is found by imposing sin(2ξ3) = 1, i.e. ξ3 = 45◦.
In this condition, putting σ2 = 0.008 S/m at a frequency of
12 GHz we obtain β3n = β3k0 ≥ 1.00282. Larger values can
be obtained either increasing the angle ξ3 (by means of
suitably impinging with the angle ξ1), or increasing the
conductivity of the lossy prism.
The small amplitude of σ2 obtained is sufficient to guaran-
tee a larger phase vector amplitude than the one obtained
with the microstrip leaky-wave antenna optimized for deep-
penetration in [13].
Finally, the angle ξ1 can be analytically determined as
a function only of the quantities in the medium 3. Squar-
ing the first and the second of Eqs. (8) and summing them
together yields:
β 21 sin2 ξ1 + β 23 sin2 ξ3 = β 22 ,
but β 21 = k20 and β 22 = ω2µ2ε2 + α23 cos2 ξ3, so, in the case
in which medium 3 is non magnetic:
ξ1 = arcsin
√
εr2 + β 23n cos(2ξ3)− cos2 ξ3 . (14)
having introduced the normalized quantity β3n defined as
β3n = β3k3 = β3k0 .
For the illustrated scenario, where ξ3 = 45◦ is wished, it is:
ξ1 = arcsin
√
εr2−0.5 . (15)
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The above condition is valid for every εr2 such that 0.5 ≤
εr2 ≤ 1.5. In particular, if εr2 = 1, the incident angle is
ξ1 = 45◦ as it should be expected due to the continuity of
the dielectric constant in this scenario.
In Fig. 6 it is illustrated how the radiation angle is depen-
dent on the normalized amplitude of the attenuation vector
β3n ∈ [1.1,1.8] when εr2 = 1. The curve ξ3 = ξ3 (ξ1) tends
to a constant value when β3n increases (in the case consid-
ered, for which εr2 = 1, this value corresponds to 45◦).
Fig. 6. Curves described by ξ3 when ξ1 varies from 0 to 90◦
and β3n ∈ [1.1;1.8], being εr2 = 1.
The condition 0.5 ≤ εr2 ≤ 1.5 can be satisfied properly
choosing the material. We can conclude therefore that
ξ3 = 45◦ does not represent an issue, and can always be
found. This condition represents, according to [4], the inci-
dent angle that guarantees maximum penetration in a lossy
medium, therefore we can pose a lossy medium parallel to
the separation surface between medium 2 and medium 3
and expect maximum-penetration condition, reproducing
the configuration that we proposed through the microstrip
leaky-wave antenna in [13]. This setup represents, in fact,
the easiest scenario for experimenting the deep penetration
through numerical simulations.
For some GPR applications, the condition ξ3 = 0 is re-
quired. This requirement does not allow the deep-pene-
tration condition, but, employing inhomogeneous waves,
a larger penetration is still achieved. Imposing ξ3 = 0 in
Eq. (14), the following is obtained:
ξ1 = arcsin
√
εr2 + β 23n−1
= arcsin
√
εr2 + α23n .
(16)
From Eq. (16), we can see that the ξ1 angle is real only for
materials such that −(1−α23n)≤ εr2 ≤ 1−α23n, and achiev-
able at the microwave frequencies through metamaterials
because they can expose relative permittivities either neg-
ative or smaller than 1 [20]. Note that ξ3 ≈ 0 can also be
guaranteed by εr2 = 1, if α2n is small enough.
It is worth mentioning that the former equation is valid
only as a limit, and therefore ξ3 = 0 does not strictly repre-
sent a valid solution for Eqs. (12)–(14) because such condi-
tion would come from a multiplication by zero in Eqs. (8)
and (10). ξ3 = 0 can be studied, instead, imposing α3 = α2
(for the conservation of the tangential component). From
the second of Eqs. (8), it follows ξ ′′2 = 0, and therefore,ξ ′2 = 90◦, which is possible when ξ1 is the critical angle
for total reflection. Therefore such a wave does not pene-
trate the prism.
In Fig. 7, different curves are shown for εr2 ∈ [0.2, 2] and
β3n = 1.2. In particular, we can see that the smaller is εr2,
the closer ξ3 is to broadside radiation (note that ξ3 = 0 for
broadside radiation while ξ3 = 90◦ for a generated surface
wave).
Fig. 7. Curves described by ξ3 when ξ1 varies from 0 to 90◦
and εr2 ∈ [0.2, 2], being β3n = 1.2.
Let us finally study the effects of the reflections produced
at the interface between medium 2 and medium 3: the inci-
dent angle at such interface is ξ ′′2 = 90◦−ξ ′2; consequently,
because of Snell law, the reflected angle is equal, again,
to 90◦− ξ ′2. It follows that the angle formed by the inci-
dent and reflected waves is θ = 180◦−2ξ ′2. The reflected
wave hits again the interface between media 1 and 2 only
when θ +ξ ′2 < 90◦, therefore 180◦−ξ ′2 < 90◦, i.e. ξ ′2 > 90◦.
Hence, it is possible to confirm that with this configuration
the reflected wave does not return back to the illuminated
interface. Moreover, in the assumption of infinite edges,
the reflected wave never hits the edge AC of Fig. 5, so the
edge AB of Fig. 5 experiences only the presence of the di-
rect wave. In normal scenarios, the edges BC and AB will
need to be chosen long enough to avoid that the reflec-
tion occurring on AC would reach the AB and BC edges,
again.
In the entire paper, we analyzed the prism from the point of
view of the generated field. We optimized the prism struc-
ture to have negligible internal reflections, and to reduce
the amplitude of multiple lobes of the radiated field. Do-
ing so, we always neglected the wave eventually reflected by
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the edge directly illuminated by the source. In applicative
scenarios this first reflection cannot be neglected because
it causes additional dispersion of power and, possibly, noise
on the receiver, if this is in the path of the reflected wave.
The noise in the receiver is avoided for ξ1 > 0 if the re-
ceiver is small enough. The operative condition εr2 <
4
3
was found, and it was also highlighted that a value of
conductivity σ2 of few mS/m is sufficient to guarantee
higher penetration than the one obtained through a con-
ventional LWA. The choice of a lossy prism medium such
that εr2 = 1, and σ2 of few thousands of S/m, can allow
to neglect the reflection from the first side of the prism in-
dependently of the size of the transmitter and the incident
angle ξ1.
4. Conclusions
An innovative approach, based on the use of a lossy prism
for increasing the penetration of electromagnetic waves
in lossy media, was presented. This approach promises
to guarantee deeper penetration than the one achievable
through conventional leaky-wave antennas. In particular,
the amplitudes of phase and attenuation vectors can be
controlled not only operating on the angle of the prism,
but also on its conductivity. This allows to obtain good
penetration conditions even for values close to the normal
incidence (note, anyway, that the attenuation vector in the
lossy medium to be penetrated will hardly be parallel to
the separation surface in this case).
In this preliminary study, a finite beam behaving as a plane
wave was assumed as excitation, while a realistic feeding
or guiding structure should be considered.
The lossy prism also produces losses, the effects of which
may conflict with the deep-penetration property of the gen-
erated wave.
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Abstract—In this paper, the possibility of using a multiple-
ring circular array as an antenna array for Ground-Pene-
trating Radar systems is investigated. The theory behind the
proposed idea is presented. The preliminary numerical re-
sults that are obtained suggest that the proposed configura-
tion is promising. It allows achieving a wide frequency band
and low dynamic range ratio of excitations, thus simplifying
the feeding network. Further interesting requirements may
be satisfied by exploiting a combination of deterministic and
stochastic synthesis techniques to design the array.
Keywords—antenna array, ultra-wideband, Ground-Penetrating
Radar.
1. Introduction
Antennas are a critical hardware component of a radar
system, dictating its performance in terms of capabil-
ity to detect targets. Nevertheless, most research efforts
in the Ground-Penetrating Radar (GPR) field are focused
on the applications of the technique and on the devel-
opment of modeling, inversion and data-processing ap-
proaches [1], [2]. Only a limited number of studies deal
with technological issues related to the design of novel
systems [3]–[7], including the synthesis, optimization and
characterization of new antennas [8], [9]. Even fewer are
the research projects where innovative antenna arrays are
developed [10].
Requirements that GPR antennas have to satisfy are some-
how unique and very different than in conventional radar
antennas, as GPR antennas operate in a strongly demanding
environment, in close proximity to or at a limited distance
from the natural or manmade investigated structure [11].
The same applies to GPR antenna arrays.
The first requirement is an ultra-wide frequency band:
the radar has to transmit and receive short-duration time-
domain waveforms, in the order of a few nanoseconds, the
time-duration of the emitted pulses being a trade-off be-
tween the desired radar resolution and penetration depth.
Additionally, GPR antennas shall have a linear phase char-
acteristic over the whole operational frequency range, as
well as predictable polarization and gain. Due to the fact
that a subsurface imaging system is essentially a short-range
radar, the coupling between transmitting and receiving an-
tennas has to be low and short in time. Moreover, GPR
antennas shall have quick ring-down characteristics, in or-
der to prevent masking of targets and guarantee a good
resolution. The radiation pattern shall ensure minimal in-
terference with unwanted objects, usually present in the
complex operational environment. To this aim, antennas
have to provide high directivity and concentrate the elec-
tromagnetic energy into a narrow solid angle. As GPR
antennas work very close to the matter or even in contact
with it, changes in electrical properties of the matter should
not affect strongly the antenna performance, so that a wide
applicability of the radar system can be achieved. Further-
more, antennas should provide stable performance at dif-
ferent elevation levels. For an efficient coupling of electro-
magnetic waves into the ground/investigated structure, good
impedance matching is necessary at the antenna/matter in-
terface. Another important requirement regards the weight
and size of the antennas: for ease of utilization and to al-
low a wide applicability, GPR antennas shall be light and
compact.
Array of antennas can be used in GPR systems to enable
a faster data collection by increasing the extension of in-
vestigated area per time unit. This can be a significant
advantage in archaeological prospection, road and bridge
inspection, mine detection, as well as in several other civil
engineering and geoscience applications where the collec-
tion of data requires the execution of a large number of pro-
files. Moreover, antenna arrays allow collecting multi-offset
measurements simultaneously, thereby providing additional
information for a more effective imaging and characteriza-
tion of the scenario under test.
Two approaches are possible to GPR array design. The sim-
plest and most common is to conceive the array as a multi-
channel radar system composed of single-channel radars.
Much more can be achieved, if array-design techniques are
employed to synthesize the whole system. This second ap-
proach is just starting in the GPR field and is definitely
promising, as it gives the possibility to fully exploit the
potentiality of arrays: they can provide a high directivity
by using simple elements and the capability of a steerable
beam, as in smart antennas.
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Another important issue, to be considered when using
multi-antenna GPR systems on irregular surfaces, is that
the position of array elements has to be recorded during the
surveys, by using high-precision positioning systems [12].
In this paper, which resumes and further extends the con-
tribution presented in [13], we investigate the possibility
of using a multiple-ring circular array as an antenna array
for GPR systems. This configuration seems promising for
achieving a wide frequency band and low dynamic range
ratio of excitations, thus simplifying the feeding network.
Further interesting requirements might be satisfied by ex-
ploiting a combination of deterministic and stochastic syn-
thesis techniques to design the array.
2. Theory of Multiple-ring
Circular Array
The concept of pattern multiplication is well known. If
all antennas of an array are identical and have the same
physical orientation, then the radiation (or reception) pat-
tern of the array is given by the radiation pattern of the
single antenna element multiplied by the array factor. With
reference to Fig. 1, the array factor F is a function of the
direction of observation, specified by the unit vector r. It
also depends on the positions of the N antennas in the ar-
ray, rn, and on the complex weights used to feed them,
an (n = 1 , . . . , N):
F =
N
∑
n=1
ane jkrn·rˆ (1)
where k = 2piλ is the wave number, being λ the wavelength.
Fig. 1. Antenna array of N elements in arbitrary positions.
By tailoring the geometry and feeding network of an ar-
ray, its performance may be optimized to achieve desirable
properties. For instance, the array pattern can be steered
(i.e., the direction of maximum radiation or reception can
be changed) by modifying the weights.
In a GPR antenna array, the single element will be an ultra-
wideband antenna (see Fig. 2). It is desirable that the over-
all radiation pattern of the array be “independent” of the
frequency, not only the radiation pattern of the single an-
tenna. Therefore, the array factor has to be “independent”
of the frequency as well. A possible solution is a multiple
Fig. 2. Most frequently used GPR antennas.
ring circular array, schematized in Fig. 3. This is consti-
tuted by M concentric rings of radii Rm, where each ring
includes Lm equispaced antennas (m = 1, . . . ,M). The total
number of antennas is:
N =
M
∑
m=1
Lm . (2)
In a customary spherical coordinate system (r, θ , φ ) with
origin in the center of the radiating rings, the array factor of
radiating rings with a continuous excitation am (being am
the excitation density on the m-th ring) has the following
expression:
F =
M
∑
m=1
amRm
∫ 2pi
0
e jRmk sinθ cosφ
′
dφ ′ . (3)
Recalling the integral properties of the Bessel functions, it
results:
F = 2pi
M
∑
m=1
amRmJ0(Rmk sinθ ) . (4)
In the structure that we are considering, instead, the ex-
citation is discrete. The `-th element on the ring m (` =
1, . . . ,Lm) is located at the angular position
φ`m =
2pi(`−1)
Lm
+δm ,
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Fig. 3. Multiple ring circular array.
where δm is the angular position of the first element. Let
us call a`m the excitation of the `-th element on the ring m
and let us also assume that uniform excitation is adopted
in each ring, i.e.:
a`m =
2piRmam
Lm
∀` .
Then, by using Eq. (1) and after some manipulations, the
array factor is given by:
F =
M
∑
m=1
2piRm
Lm
am
Lm∑`
=1
e jRmk sinθ cos(φ−φ`m) . (5)
Such array factor is weakly affected by a change of the
frequency, as will be illustrated in Section 3 via a numerical
example.
3. Results
In this Section, we present a simple example of array-factor
synthesis for the multiple-ring circular array. The aim of
this example is to illustrate the frequency-dispersion prop-
erties of the array factor. In the example, we set δm = 0.
As a desired pattern, we choose Fd(u) = |sinc(c1u)|c2 ,
where u = k sinθ , and c1, c2 are given real numbers. This
pattern has a maximum in θ = 0. By exploiting Eq. (4), we
want to find the coefficients am that minimize the squared
distance:
ρ2 =
∥∥∥Fd(u)−2pi
M
∑
m=1
amRmJ0(Rmu)
∥∥∥2 , (6)
where ‖ f‖ = ∫ 2pi0 | f (γ)|2dγ . By manipulating (6) and set-
ting
∂ρ
∂ap
= 0 , p = 1, . . . ,M ,
we obtain a system of M linear equations in the M (real)
unknowns am:
M
∑
m=1
Tpmam = Up (p = 1, . . . ,M) , (7)
where Tpm = 2piRm < J0(Rmu), J0(Rpu) > and Up =< Fd,
J0(Rpu) >, being < f1, f2 > =
∫ 2pi
0 f1(γ) f2(γ)dγ a scalar
product between the real functions f1 and f2. The sys-
tem (7) can be solved by standard techniques and the solu-
tions am minimize ρ2 in Eq. (6).
The same coefficients am can be used in (5) as well, to
calculate the array factor of the array with Lm elements on
the m-th ring.
Fig. 4. Desired (thick line) and synthesized (thin line) patterns
for the multiple-ring circular array with M = 8 rings described in
the text, when φ = 0 and at the nominal frequency f0.
Fig. 5. Same as in Fig. 4, when the frequency is f1 = 0.707 f0.
In Fig. 4, the desired and synthesized patterns are plotted as
a function of θ when φ = 0, for a multiple-ring circular ar-
ray with M= 8 rings. Different cuts of the radiation pattern
give similar results. The number of elements and radius of
the m-th ring are: Lm = 5m, Rm = 0.8mλ (m = 1, . . . ,M).
Moreover, c1 = 5 and c2 = 3. The dynamic range ratio,
which is the ratio between the maximum and minimum ex-
citation amplitudes of the array elements, is DRR = 1.375.
Note that a limited dynamic range ratio allows the practi-
cal realization of noncomplex feeding networks, where the
number of power dividers may be kept low or the design
of the feeding lines may be simplified.
Now, for the same geometry and keeping the same excita-
tions, we modify the frequency and study how a change of
frequency affects the radiation pattern.
In Fig. 5, the same as in Fig. 4 is shown, when the fre-
quency is f1 = f0√2 = 0.707 f0. In Fig. 6, the same as in
Fig. 4 is shown, when the frequency is f2 = 1.1 f0. Finally,
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Fig. 6. Same as in Fig. 4, when the frequency is f2 = 1.1 f0.
Fig. 7. Same as in Fig. 4, when the frequency is f3 = 1.5 f0.
in Fig. 7, the same as in Fig. 4 is shown, when the frequency
is f3 = 1.5 f0. Note that, in the latter case, f3− f0 = 0.5 f0.
It is apparent that the radiation properties of the array are
not significantly affected by the frequency change.
4. Conclusions and Future Work
Usually, a multi-antenna Ground-Penetrating Radar (GPR)
is simply conceived as a multi-channel radar system com-
posed of single-channel independent systems. Much more
can be achieved, if array-design techniques are employed
to synthesize the overall set of antennas. Such approach is
slowly starting in the GPR field and is definitely promis-
ing, as it gives the possibility to fully exploit the poten-
tiality of arrays.
In this paper, we have suggested and investigated the mul-
tiple circular-ring array, as a possible solution for a GPR an-
tenna array. The preliminary results that we have obtained
show that our idea is promising. The proposed structure
yields the possibility of a wide frequency band with a low
dynamic range ratio. Moreover, the synthesis can be eas-
ily performed at a single frequency within the range of
interest.
The natural continuation of this work is the design of a re-
alistic GPR array and the testing of its performance in a re-
alistic scenario.
For the design of the GPR array, two deterministic methods
may be used, i.e. the techniques presented in [14] and [15].
The former is based on an alternate projections approach
and requires a given array geometry. The latter allows an
optimization of the radii of the circular rings. The method
determines the array geometry starting from a dense grid
of fictitious elements and reducing their number iteratively.
This allows to optimize the array geometry and to meet
constraints on the copolar and crosspolar patterns, on the
dynamic range ratio, on the near field properties and on the
pattern reconfigurability.
For testing the array performance in a realistic scenario, the
open-source electromagnetic simulator gprMax [16] may
be employed, implementing the Finite-Difference Time-
Domain method.
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Abstract—The enhancement of air-ground electromagnetic
matching by means of a chirped multilayer structure is inves-
tigated. The modeling and simulation of the considered struc-
ture are performed by using the method of single expression
(MSE), which is a convenient and accurate tool for wavelength-
scale simulations of multilayers comprising lossy, amplifying
or nonlinear (Kerr-type) materials. Numerical results show
that a suitable chirped multilayer structure can reduce the re-
flection from the ground. Different values of the number of
layers and of the layer thicknesses are considered. The dis-
tributions of the electric field components and the power flow
density within the modelled structures are calculated.
Keywords—chirped multilayer structure, ground matching,
method of single expression.
1. Introduction
Ground Penetrating Radar (GPR) is an electromagnetic
technique currently in use for detection and imaging of
buried objects, with resolution ranging from centimeters
to few meters depending on the operation wavelength of
the radar antenna [1]–[6]. The principles of GPR for de-
tecting buried objects are well known, indeed GPR uses
the same fundamental physical principles as conventional
radars. GPR is a technique typically operating at fre-
quencies included within the 10 MHz to 5 GHz range.
The chosen frequency band depends on measurement pur-
poses and properties of the investigated media. Target
objects can be buried pipes, cables and reinforcing ele-
ments, caverns, flaws and cracks, as well as ground wa-
ter and moisture, and more [6]–[11]. Nowadays, GPR is
widely applied in archaeological investigations and for cul-
tural heritage management, planetary exploration, forensics,
civil, hydrogeological, geophysical and geotechnical en-
gineering [6]–[11].
GPR detects the electromagnetic field backscattered by the
targets and generates an image of it, which is interpreted
after proper signal processing. The GPR transmitter emits
electromagnetic waves towards the ground or structure un-
der test. When the waves encounter a buried object or
a boundary between materials having different permittivity
and conductivity values, they are reflected, refracted and
scattered back to the radar. A receiving antenna catches
the returned signal, which is analyzed and recorded. Depth
and shape of the objects are calculated from the travel time
and amplitude of the reflected signals, along an acquisition
profile.
The signal attenuation and penetration depth at the desired
operating frequency are the main factors influencing the
functionality and resolution of a GPR device [2]–[6]. Res-
olution of GPR primarily is a function of the radar fre-
quency and the permittivity of the detected medium. High
resolution can be reached at the cost of penetration depth,
because the attenuation of electromagnetic waves in com-
mon ground materials, as well as in materials utilized in
manmade structures, is rather high and increases with fre-
quency. At a lower frequency, GPR can sample deeper,
but the resolution is lower. A higher frequency range gives
a narrower pulse, yielding a higher time or depth resolution.
On the other hand, attenuation increases with frequency.
Therefore, a high frequency signal cannot propagate far
and the depth of detection becomes shallower [12], [13].
To give a practical example, for applications requiring high
resolution and a penetration depth down to approximately
60 cm, such as assessment of concrete structures, a fre-
quency spectrum centered over 1 GHz is normally used.
For applications requiring penetration from tens of centime-
ters to hundreds of meters, frequencies between 12.5 MHz
to 500 MHz are used.
Antennas are essential components of GPR systems, which
transmit and receive electromagnetic waves. Various types
of antennas can be used: dipole, bowtie and horn antennas
are the most common. Several systems use two separate
antennas for transmitting and receiving, although they can
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be packaged together. Some commercial systems employ
shielded antennas to avoid reflections from objects in the
air. The antenna gain is very important for efficiently emit-
ting and receiving the electromagnetic energy. Antennas
with a high gain improve the signal/noise ratio. A lower op-
erating frequency requires larger antennas. Small antennas
make the system compact, but they have a low gain at lower
frequencies [12], [13].
Though the GPR technique is mature enough, some prob-
lems are still waiting for their solution [6]. One of them is
to achieve a better matching of the electromagnetic waves
emitted by the GPR with the ground, which would increase
the signal penetration depth, minimize back reflections at
the air-ground interface and enhance the signal/noise ratio
at the receiving end. Different antenna configurations and
antenna-medium interactions have been studied in the lit-
erature, mostly by using the finite-difference time-domain
(FDTD) method or the method of moments [14]–[16].
In this paper, the possibility to enhance air-ground elec-
tromagnetic matching by means of a suitable chirped mul-
tilayer structure is studied. The wavelength-scale electro-
magnetic modeling and simulation of a chirped multi-
layer structure over a dielectric half-space, illuminated by
a monochromatic plane wave, is performed by using the
method of single expression (MSE) [17]–[22] (Section 2).
The behavior of different structures is analyzed, to find
advantageous configurations for matching enhancement
(Section 3). Preliminary results were presented in [22].
Further studies are necessary, to consider more realistic
sources and ultra-wideband radiation.
2. Electromagnetic-modeling Method
The method of single expression (MSE) allows to accu-
rately analyze wavelength-scale multilayer structures com-
prising lossy, amplifying or nonlinear (Kerr-type) dielectric,
semiconductor or metallic materials [17]–[22]. In this Sec-
tion, the backbone of the MSE for normal wave incidence
on a multilayer structure is resumed.
From Maxwell’s equations in the one-dimensional case, the
Helmholtz equation can be obtained, for the linearly polar-
ized complex electric field component E˙x(z):
d2E˙x(z)
dz2 + k
2
0ε˙(z)E˙x(z) = 0 , (1)
where k0 = ωc is the free space propagation constant
and ε˙(z) = ε ′(z) + jε ′′(z) is the complex permittivity of
a medium.
The essence of the MSE is the use of a general solution
of the Helmholtz equation, having the following single ex-
pression:
E˙x(z) = U(z) · e− jS(z) , (2)
instead of the traditional solution expressed as a sum
of counter-propagating waves. In (2), U(z) and S(z) are
real quantities describing the electric field amplitude and
phase, respectively. Time dependence e jωt is assumed, but
suppressed in the formulas. The expression (2) can de-
scribe all the possible electric field amplitude distributions
in a medium, corresponding to propagating, standing and
evanescent waves. This gives advantages in the investiga-
tion of the interaction of electromagnetic waves with longi-
tudinally non-uniform linear media and with intensity de-
pendent non-linear media.
By introducing (2) in (1), the Helmholtz equation can be
rewritten as a set of first-order differential equations:


dU(z)
d(k0z)
= Y (z)
dY (z)
d(k0z)
=
P2(z)
U3(z)
− ε ′(z) ·U(z)
dP(z)
d(k0z)
= ε ′′(z) ·U2(z)
, (3)
where Y (z) is the spatial derivative of U(z) and P(z) is
a quantity that is proportional to the power flow density
(Poynting vector) in a medium, i.e. P(z) =U 2(z) dS(z)d(k0z) . The
sign of ε ′(z) can assume either positive or negative values,
describing relevant electromagnetic features of dielectric
materials or plasma, respectively. The sign of ε ′′(z) indi-
cates loss or gain in a medium.
The set of equations in (3) can be integrated numerically
starting from the non-illuminated side of a multilayer struc-
ture, where only one outgoing traveling wave is supposed
to be present. The initial values for the integration can be
obtained from the boundary conditions of electrodynamics
at the non-illuminated side of the structure (z = L), i.e.,
U(L) = Etr, Y (L) = 0, and P(L) =
√
εrE2tr, where Etr and
εr are the amplitude of the transmitted wave and the per-
mittivity of the medium beyond the multilayer structure at
z > L, respectively. Numerical integration of (3) continues
step by step towards the illuminated side of the structure,
taking into account the actual value of the permittivity for
the given coordinates at each step of integration. In the
process of integration, any variable in (3) can be calculated
and recorded, so that it is possible to obtain full information
regarding the distribution of the electric field amplitude in
the space, as well as the distribution of its derivative and
power flow density.
At the interfaces between different material of the multi-
layer structure, the ordinary boundary conditions of elec-
trodynamics bring to the continuity of U(z), Y (z) and P(z).
From the boundary conditions of electrodynamics at the il-
luminated side of the structure (z = 0), the amplitude of the
incident wave Einc:
Einc =
∣∣∣∣
U2(0) ·√εl +P(0)+ jU(0) ·Y(0)
2U(0) ·√εl
∣∣∣∣ , (4)
and the power reflection coefficient R:
R =
∣∣∣∣
Eref
Einc
∣∣∣∣
2
=
∣∣∣∣
U2(0) ·√εl −P(0)− jU(0) ·Y(0)
U2(0) ·√εl +P(0)+ jU(0) ·Y(0)
∣∣∣∣
2
, (5)
are restored at the end of the calculation. Here, U(0) is the
amplitude of the electromagnetic wave, Y (0) is its deriva-
tive and P(0) the power flow density at the illuminated
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interface of the structure z = 0, Eref is the amplitude of
the reflected wave, and finally εl is the permittivity of the
medium in front of the structure, for z < 0.
The power transmission coefficient T = E
2
tr
√
εr
E2inc
√εl is defined
as the ratio of transmitted power to the incident one.
3. Numerical Results
The geometry of the modeled and simulated structure is
represented in Fig. 1.
Fig. 1. Plane wave interaction with the ground through a chirped
multilayer structure.
Normal incidence of a plane wave with wavelength λ0 =
10 cm on a ground of complex permittivity ε˙gr = ε ′gr +
jε ′′gr = 10− j0.3 [23] is considered. A chirped multilayer
structure is positioned above the ground. It consists of
two alternating dielectric slabs of low ε ′low = 2.25 and high
ε ′high = 6.0 permittivity creating bilayers of increasing thick-
ness towards the ground. A numerical analysis and opti-
mization carried out by using the MSE revealed that bilay-
ers should have the following normalized thicknesses (NT):
NTi = 0.3471; 0.4471; 0.5471, where NTi = Liλ (i = 1, 2, 3
is a number of bilayers) starting from the illuminated side,
being λ = λ0√ε the wavelength in the slab with ε = ε
′
low and
ε = ε ′high permittivity, respectively.
Results for two particular structures are presented in the
following. The permittivity profile of such structures is
plotted in Fig. 2. For the first structure (Fig. 2a):
NT1 = 0.3471 (ε ′high and ε
′
low),
NT2 = 0.4471 (ε ′high and ε
′
low),
NT3 = 0.5471 (ε ′high and ε ′low).
The material with low permittivity ε ′low is adjacent to the
ground.
For the second structure (Fig. 2b):
NT1 = 0.3471 (ε ′low and ε
′
high),
NT2 = 0.4471 (ε ′low and ε ′high),
NT3 = 0.5471 (ε ′low and ε ′high).
The material with high permittivity ε ′high is adjacent to the
ground.
Fig. 2. Permittivity profiles of two chirped multilayer structures
positioned on the ground. Wave incidence from the left side of
the graphs is considered.
The reflectance R from the structures air-multilayer-ground
or air-ground interface is defined as R = PrefPinc – see Eq. (5),
where Pinc is a power flow density (Poynting vector) of the
electromagnetic wave impinging on the multilayer structure,
and Pinc is a power flow density (Poynting vector) of the
electromagnetic wave reflected from the structure.
In the absence of a chirped multilayer structure the re-
flectance Rgr from the ground is defined as:
R =
∣∣∣∣∣
√
εl −
√|ε˙gr|√
εl +
√|ε˙gr|
∣∣∣∣∣
2
, (6)
which is a reflectance from the air-ground interface, the
so-called Fresnel reflection coefficient. For the considered
case, in the absence of the chirped multilayer structure,
the reflectance Rgr from the air-ground interface equals to
Rgr ≈ 0.27. This value has been calculated by using the
MSE and the formula in Eq. (6).
The structure in Fig. 2b, where the layer of high permit-
tivity is contacted with the ground, permits to attain air-
ground matching with overall reflectance of R ≈ 0.0019
while the structure in Fig. 2a indicated reflectance R≈ 0.25
that is close to relevant value of reflectance Rgr ≈ 0.27
for the air-ground interface (without multilayer structure).
Thus, an enhancement of air-ground matching is obtained
for the structure where the slab of ε ′high is contacted with
the ground (Fig. 2b).
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In Fig. 3 the reflectance spectra of the air-ground and air-
multilayer-ground for the two types of chirped multilayer
structures are presented for the wavelength range of λ0 =
(9.5÷10.5) cm.
Fig. 3. Reflectance spectra of the air-ground and air-multilayer-
ground for two types of chirped multilayer structures. (See color
pictures online at www.nit.eu/publications/journal-jtit)
The chirped multilayer structure with a layer of high per-
mittivity contacted with the ground, i.e. the structure “b”
in Fig. 2 has the lowest reflectance in the whole wave-
length range as compared with the structure “a” in Fig. 2
and air-ground case. The lowest value of the reflectance
R ≈ 0.0019 of the structure “b” is observed at the wave-
length λ0 = 10 cm.
Thus, for better air-ground matching a chirped multilayer
structure with a layer of high permittivity contacted with the
ground (with reflectance of R ≈ 0.0019) at the wavelength
of 10 cm should be chosen (structure “b”, Fig. 2b). Low
reflectance permits deeper penetration of electromagnetic
waves in the ground as it will be seen from the physics of
difference of operation of two chirped multilayer structures,
as well as of the air-ground interface in the absence of the
multilayer structure.
In the absence of the multilayer structure, partially-standing
wave amplitude of electric field is formed at the air-ground
interface at z < 0, which indicates essential reflectance from
Fig. 4. Permittivity profile, distributions of electric field ampli-
tude E and Poynting vector P within the air and the ground. The
amplitude of incident wave (from the left at z < 0) is Einc = 4 a.u.,
λ0 = 10 cm, Rgr ≈ 0.27.
the interface (Fig. 4). Exponentially decreasing electric
field amplitude due to the loss in the ground is observed.
For z < 0, the resultant Poynting vector P is P = Pinc −
Pref = Pinc(1−Rgr). The Poynting vector P is a constant
value in the air and exponentially decreases in the ground.
Consequently, because of the reflection from the air-ground
interface and small resultant value of P ≈ 11.68, the pene-
tration depth into the ground is limited.
Fig. 5. Permittivity profile, distribution of electric field ampli-
tude E and Poynting vector P within and outside of the chirped
multilayer structures. The amplitude of incident wave (from the
left at z < 0) in both cases is the same Einc = 4 a.u. at λ0 = 10 cm,
R≈ 0.25 for the structure “a” and R≈ 0.0019 for the structure “b”.
The distributions of the electric field amplitude Eˆ and of
the Poynting vector P strongly depend on the alternation
of layers in the chirped multilayer structure. The rele-
vant distributions of electric field amplitude and Poynting
vector within and outside the structures are presented in
Fig. 5. Due to the absence of losses in the chirped multi-
layer structures, the Poynting vector P is constant in them
and the electric field amplitude Eˆ has an oscillating behav-
ior following the permittivity profiles of multilayer struc-
tures. A partially-standing wave amplitude of the electric
field is formed in front of the structure in Fig. 5a, indicating
higher reflectance R and P ≈ 11.93. An almost traveling
wave pattern is created in front of the structure in Fig. 5b,
indicating lower reflectance R and P ≈ 15.97. The power
flow penetrating into the ground increases of approximately
1.34 times, which causes a deeper penetration.
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4. Conclusions
A wavelength-scale electromagnetic analysis by means of
the method of single expression (MSE) permitted to find
chirped multilayer structures providing enhancement of air-
ground matching, when the electromagnetic source is a
monochromatic plane wave. The number and thicknesses of
the layers can be optimized to minimize back reflection to-
wards the electromagnetic source. The use of non-uniform
(chirped) multilayers can enlarge the reflectance spectrum
if compared to the standard quarter-wavelength multilayers.
Interesting results have been found for a structure consist-
ing of three bilayers of high and low permittivity, where the
highest value of the permittivity does not exceed the per-
mittivity of the ground. Bilayers have increasing thickness
towards the ground and a better matching is achieved when
the layer closer to the ground has the high permittivity.
The reflectance spectra and the distributions of electric field
amplitude and Poynting vector within and outside the struc-
tures have been calculated. This allowed finding the favor-
able structures.
Mainly, the novelty of this work is in the application of
a non-traditional method, the MSE, to the analysis of mul-
tilayers; the methods permits an easy calculation of the field
amplitude and Poynting vector spatial distributions inside
and outside the multilayer and in the presence of lossy
media. Further studies are necessary, to design structures
providing good results when illuminated by a pulsed elec-
tromagnetic wave.
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Abstract—Ground Penetrating Radar (GPR) systems are
nowadays standard inspection tools in several application ar-
eas, such as subsurface prospecting, civil engineering and cul-
tural heritage monitoring. Usually, the raw output of GPR is
provided as a B-scan, which has to be further processed in
order to extract the needed information about the inspected
scene. In this framework, inverse-scattering-based approaches
are gaining an ever-increasing interest, thanks to their capabil-
ities of directly providing images of the physical and dielectric
properties of the investigated areas. In this paper, some ad-
vances in the development of such inversion techniques in the
GPR field are revised and discussed.
Keywords—electromagnetic scattering, Ground Penetrating
Radar, inverse problems.
1. Introduction
Ground Penetrating Radar (GPR) imaging has attracted
a lot of interest in the last years. Nowadays, GPR sys-
tems are used in a great variety of research and ap-
plication areas, including civil engineering [1]–[3], ar-
chaeological and geophysical prospecting [4], and cultural
heritage monitoring [5]. Besides these classical areas, novel
applications, such as through-wall imaging [6], contam-
inant detection [7], [8], tunnel and underground facility
detection [9], and planet exploration [10], are attracting
an ever-increasing attention.
In order to obtain accurate GPR images, it is necessary
to carefully design the diﬀerent parts of the system, rang-
ing from the acquisition hardware to the signal process-
ing algorithms needed to interpret the data. Moreover,
there are usually several requirements, such as portability
of the imaging systems, ultra-wide-band behavior, and lim-
ited coupling between transmitting and receiving antennas,
which must be suitably considered in the GPR design and
realization.
Concerning the data interpretation, there is also the need
for performing some preparatory steps. In fact, usually
scattered ﬁeld extraction procedures must be employed in
order to isolate the scattering contribution in the measured
electromagnetic ﬁeld data and to suppress the eﬀects of
clutter [11]. Moreover, it is needed to obtain a satisfac-
tory estimate of the dielectric properties of the background
medium [12] and to develop appropriate forward scattering
models [13], [14]. Antennas also represent key elements
in the development of eﬀective imaging systems. In fact,
since they are located in close proximity with the ground
(or more generally, with the host medium) accurate antenna
characterizations are needed [15], [16].
Although GPR is now a standard inspection tool, there are
still open issues that must be faced in order to further en-
hance the imaging capabilities. In particular, GPRs usu-
ally provide the output images in the form of B-scans,
i.e. two-dimensional representations of the amplitude of
the acquired scattered ﬁeld data versus position and time.
Such images can be quite diﬃcult to interpret, especially
when dealing with complex embedding media. Signiﬁcant
improvements can be obtained by reformulating the im-
age formation process as an electromagnetic inverse scat-
tering problem, where the main parameters describing the
inspected scene are retrieved by inverting a proper model
describing the scattering phenomena.
Several research groups around the world follow this point
of view and very interesting numerical and experimental re-
sults have been already reported in the scientiﬁc literature.
In this paper, some recent advances concerning the devel-
opment of inverse scattering procedures for GPR imaging
are revised and discussed.
2. GPR Imaging as an Inverse Problem
Subsurface imaging requires to solve an electromagnetic
inverse scattering problem [17], i.e. starting from measure-
ments of the scattered electric ﬁeld collected in a proper
measurement domain (e.g. a line over the air-ground inter-
face), the aim is to retrieve some parameters describing the
buried targets. Such parameters can be the full distributions
of the dielectric properties or some features able to describe
the target (e.g. its shape and position). As it is well known,
such kind of problems turns out to be non-linear [18] and
ill-posed [19]. Consequently, special care is required in the
development of eﬀective solving strategies.
2.1. Quantitative Electromagnetic Inversion
In the scientiﬁc literature, several methods have been pro-
posed for tackling this task, not only in the ﬁeld of subsur-
face imaging [20]–[24]. When a quantitative reconstruc-
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tion is needed, e.g. when the aim is to retrieve the whole
dielectric distribution of the inspected region, the full non-
linear problem must be taken into account. In this case,
the imaging problem is usually recast as an optimization
problem. Newton-like iterative methods [25]–[27] and gra-
dient based solution procedures [28]–[30] are often used
in this case. However, such approaches suﬀer from local
minima problems [31], and thus are quite sensitive to the
availability of a suitable starting guess. Stochastic mini-
mization schemes have also been largely used [32]–[34].
These methods are in principle able to overcome the prob-
lem of local minima, but their numerical complexity is of-
ten higher than the one of deterministic approaches.
The imaging problem can be simpliﬁed by using linearized
scattering models, e.g. by exploiting Born or Rytov approx-
imations [17] in the case of penetrable scatterers and the
Kirchhoﬀ one for metallic objects. It is worth noting that
the class of scatterers for which linear models eﬀectively
work is limited, and consequently, they usually do not allow
a quantitative reconstruction. Anyway, such approaches are
able to detect, localize and provide rough information about
the scatterers’ shape [35]. Moreover, linear estimations can
be used to provide a starting point for non-linear quanti-
tative approaches. In all cases, ill-posedness still remains
an issue and consequently there is a need to employ some
regularization scheme able to increase the stability versus
noise [19].
2.2. Other GPR Imaging Techniques
In the framework of GPR imaging, migration algorithms
are still being used for obtaining qualitative reconstructions
of the inspected scene. Although such approaches have
been initially developed in the framework of seismic imag-
ing starting from qualitative concepts, they can be derived
from approximated linear scattering models [36]. Some
of the main approaches belonging to such class are back-
propagation [37], time-reversal [38], and omega-kappa al-
gorithms [39].
Beside the previous approaches, other qualitative methods,
aimed at directly retrieving only a limited set of informa-
tion about the embedded scatterers (e.g. their positions and
external supports), have also been proposed. The linear
sampling [40], the factorization, and the MUltiple SIgnal
Classiﬁcation (MUSIC) methods [41] belong to this class
of inversion algorithms.
3. Recent Advancements in the
Development of Inversion Techniques
for GPR Imaging
In the last few years, several research activities have been
performed in order to increase the imaging capabilities
of GPR systems. In particular, beside the development of
novel inverse-scattering schemes, also methods for back-
ground removal and clutter rejection, soil models and
medium estimation procedures, and GPR antenna model-
ing as well as deconvolution techniques have been pro-
posed. Moreover, eﬃcient approaches for solving the for-
ward scattering problem by buried structures have also been
developed.
3.1. Nonlinear Inverse Scattering Methods
Concerning the development of novel inverse-scattering
schemes, several diﬀerent approaches that extend and com-
bine various methods previously mentioned have been dis-
cussed and evaluated in the scientiﬁc literature. Iterative
multi-scale strategies have been proposed in [42]–[45], al-
lowing an eﬃcient usage of the limited amount of available
information. In such techniques, the inspected area is it-
eratively reconstructed at diﬀerent scales and at each scale
speciﬁc inversion methods are used to obtain a quantitative
reconstruction of the dielectric properties. Compressive
sensing techniques have also been successfully applied in
the ﬁeld of GPR imaging [46]–[48]. In such approaches,
the imaging problem is recast as a minimization in L1 func-
tional spaces. Consequently, sparse solutions (with respect
to a properly selected basis) are obtained. Non-linear inver-
sion algorithms performing a regularization in Lp Banach
spaces (with p greater than 1) have also been recently pro-
posed in [49], [50]. Such methods have been found to be
very eﬀective in reconstructing small targets and in reduc-
ing over smoothing and background artifacts with respect
to standard inversion in the Hilbert space (p = 2).
3.2. Linear Inverse Scattering Techniques
Linear strategies have been considered, too. For exam-
ple, in [51] a tomographic approach based on a truncated
singular value decomposition (TSVD) inversion procedure
has been compared to common procedures creating three-
dimensional images by interpolating two-dimensional re-
constructions. The problem of imaging buried targets from
airborne gathered scattered ﬁeld data has also been ad-
dressed in in [52] by using linear techniques.
3.3. Qualitative Approaches and Sampling Methods
Concerning the use of qualitative techniques, subspace-
based approaches [53] and sampling methods [54] have
been found to be quite eﬀective. It is worth noting that sam-
pling techniques able to provide quantitative reconstructions
have also been recently developed [55], [56]. Approaches
devoted to the localization and shaping of targets have also
been reported. As an example, a technique belonging to
this class has been presented in [57]–[59]. The positions of
buried targets are detected by estimating the scattered ﬁeld
directions of arrival through subarrays processing followed
by a statistical ﬁltering and a triangularization technique.
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Real-time detection of multiple buried scatterers has also
been attained by using learning based techniques such as
Support Vector Machines (SVM) [60].
3.4. Preprocessing Methods
Several novel algorithmic solutions have also been proposed
for the preprocessing stage needed to successfully apply in-
verse scattering methods. Concerning the background re-
moval and surface clutter mitigation problem, several strate-
gies have been proposed in the past. Although average trace
subtraction is often used for its simplicity, more eﬀective
approaches could enhance the reconstruction quality. As
an example, in [61] a time-gating entropy based method is
presented, which is able to provide better reconstructions
than standard methods.
3.5. Soil Properties Estimation
The development of soil models and medium estimation
procedures is also of great interest. In fact, such infor-
mation is always required for correctly deﬁning the elec-
tromagnetic models used in the inversion procedures. For
example, in [62] an eﬃcient algorithm for the computation
of the time domain reﬂection coeﬃcient in the transverse
magnetic (TM) case has been developed in order to better
characterize the surface reﬂections. In [63], [64] subspace
methods and learning-based strategies have been used for
the estimation of time delays, permittivity and roughness
parameters within pavement structures. Estimation of spe-
ciﬁc soil parameters (e.g., moisture and clay content) have
also been addressed in [65]. Moreover, in [12], [66], [67]
inversion approaches have been employed for determining
ground water contents in hydrological applications.
3.6. Inclusion of Advanced Antenna Models
Because of the complexity of the inverse problem which has
to be solved in GPR imaging, reconstruction procedures can
be signiﬁcantly improved including detailed models of the
involved antennas [68], [69]. These models can in prin-
ciple allow to avoid the introduction of strong simplifying
approximations, which clearly degrade the inversion results.
The combination of far-ﬁeld antenna models with a tomo-
graphic linear inverse scattering method (under the Born
approximation) has been proposed in [70]. More recently,
near-ﬁeld models have been developed and included in in-
version techniques [16], [71], [72].
3.7. Validation of GPR Inversion Approaches
In the development of inverse scattering methods, the val-
idation of results is crucial. Frequently, inversion tech-
niques are tested using synthetic data, and sometimes with
experimental measurements (where experimental facilities
are available). However, it is diﬃcult to compare dif-
ferent approaches without a common benchmark. In this
respect, it is worth noting that in the framework of the
COST Action TU1208 “Civil Engineering Applications of
Ground Penetrating Radar” an open database of radargrams
is available [73]. This database, which contains both syn-
thetic and experimental data (e.g., radargrams of concrete
cells, roads, trees, columns, bridges, and so on) can be
exploited by researchers for testing and comparing the per-
formance of GPR inversion techniques. A contribution to
this initiative has also been represented by the GPR imaging
challenge organized within the IWAGPR 2017 conference
[74], where a simulated three-dimensional realistic land-
mine detection environment has been proposed.
4. Conclusions
In this paper, a brief overview about advanced inversion
techniques for GPR has been presented. GPR imaging can
be seen as an inverse scattering problem, in which the di-
electric properties of the buried targets have to be esti-
mated starting from measurements of the electromagnetic
ﬁeld. With respect to free space conﬁgurations, the prob-
lem is more challenging. Therefore, the estimation of the
soil properties and the use of advanced antenna models
act important roles. Of course, several kinds of solution
techniques can be adopted. In particular, both quantita-
tive (linear and nonlinear) and qualitative approaches have
been considered, discussing some of the recent research
trends.
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Abstract—SPOT-GPR (release 1.0) is a new freeware tool im-
plementing an innovative Sub-Array Processing method, for
the analysis of Ground-Penetrating Radar (GPR) data with
the main purposes of detecting and localizing targets. The
software is implemented in Matlab, it has a graphical user
interface and a short manual. This work is the outcome
of a series of three Short-Term Scientific Missions (STSMs)
funded by European COoperation in Science and Technology
(COST) and carried out in the framework of the COST Action
TU1208 “Civil Engineering Applications of Ground Penetrat-
ing Radar” (www.GPRadar.eu). The input of the software is
a GPR radargram (B-scan). The radargram is partitioned
in sub-radargrams, composed of a few traces (A-scans) each.
The multi-frequency information enclosed in each trace is ex-
ploited and a set of dominant Directions of Arrival (DoA) of
the electromagnetic field is calculated for each sub-radargram.
The estimated angles are triangulated, obtaining a pattern of
crossings that are condensed around target locations. Such
pattern is filtered, in order to remove a noisy background of
unwanted crossings, and is then processed by applying a sta-
tistical procedure. Finally, the targets are detected and their
positions are predicted. For DoA estimation, the MUltiple
SIgnal Classification (MUSIC) algorithm is employed, in com-
bination with the matched filter technique. To the best of our
knowledge, this is the first time the matched filter technique
is used for the processing of GPR data. The software has
been tested on GPR synthetic radargrams, calculated by us-
ing the finite-difference time-domain simulator gprMax, with
very good results.
Keywords—Direction-of-Arrival algorithms, Ground-Penetrat-
ing Radar, matched filter technique, MUltiple SIgnal Classi-
fication (MUSIC), Sub-Array Processing.
1. Introduction
The identiﬁcation of cables, pipes, conduits and other util-
ities buried in the soil or embedded in walls, as well as the
localization of reinforced elements in concrete structures,
are important tasks in civil engineering and have been ex-
tensively studied in the last years. The most commonly
used non-destructive testing methods exploit electromag-
netic waves – a Ground-Penetrating Radar (GPR) [1], [2]
illuminates the area of interest by using a transmitting an-
tenna or a set of sources. The echo is collected by a receiv-
ing antenna or a set of sensors, then, the recorded radar-
grams are processed, in order to extract information about
the scenario and localize the sought objects [3]–[6].
SPOT-GPR stands for “Sub-array Processing Open Tool for
GPR applications” and is a novel freeware tool that can be
used for detecting (spotting) targets in a GPR radargram
and for estimating their positions. The tool implements an
innovative sub-array processing method, based on the use
of smart-antenna and radar techniques. It has a Graphi-
cal User Interface (GUI) and a short manual, with exam-
ples. It was developed during three European COopera-
tion in Science and Technology (COST) Short-Term Sci-
entiﬁc Missions (STSMs), as a contribution to the COST
Action TU1208 “Civil Engineering Applications of Ground
Penetrating Radar” [7]. Those STSMs were carried out in
May 2015 [8], [9], January 2016 [10]–[12], and December
2016 – January 2017 [13], [14].
In applications involving smart antennas and in the pres-
ence of several transmitters operating simultaneously, it is
important for a receiving array to be able to estimate the
Directions of Arrival (DoAs) of the incoming signals, in
order to decipher how many emitters are present and pre-
dict their positions [15], [16]. A number of methods have
been devised for DoA estimation: MUltiple SIgnal Clas-
siﬁcation (MUSIC) [17] and Estimation of Signal Parame-
ters via Rotational Invariance Technique (ESPRIT) [18] are
amongst the most popular ones. When a GPR is used to
detect and localize targets in the ground or in a structure,
the scenario is similar; hence, analogous techniques can be
used for target detection and localization. The electromag-
netic sources are the currents induced on the sought targets
and DoA algorithms can be used for estimating where the
electromagnetic ﬁeld back-scattered by the targets comes
from [19]–[22]. However, there are important diﬀerences
between smart-antenna and GPR problems, which need to
be considered and properly treated:
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• In GPR scenarios, targets are embedded in a medium
diﬀerent than the one where the GPR antennas are
operating: refraction eﬀects occurring at the inter-
face between the air and the host medium cannot be
neglected.
• A GPR radargram (usually denominated B-scan), to
be processed for predicting the number of targets
and their positions, is a set of traces (A-scans) mea-
sured by an antenna in diﬀerent spatial points. Each
trace is a vector of electric-ﬁeld amplitudes measured
in a series of instants, within a suitable time win-
dow. After recording a trace in a given spatial point,
the GPR is moved to the subsequent point, where
a new trace is recorded. In smart-antennas applica-
tions, instead, the data to be processed are collected
by diﬀerent antennas, which perform their measure-
ments simultaneously. Inasmuch a GPR scenario usu-
ally does not change while a radargram is recorded,
this diﬀerence is not important. The radargram can
be treated as if the A-scans were recorded by an
array of identical antennas performing simultaneous
measurements.
• DoA algorithms assume that the electromagnetic
sources are in the far-ﬁeld region of the receiving
array, hence the wavefront illuminating the array
can be considered as planar and the dominant an-
gular directions of the impinging ﬁeld can be esti-
mated. In GPR applications, instead, targets can be
present both in the far-ﬁeld region and near to the an-
tenna. In order to work with DoA algorithms in near-
ﬁeld conditions, we adopted a Sub-Array Processing
(SAP) approach [19]: a B-scan is partitioned in sub-
radargrams composed of few A-scans each, and the
dominant DoA is predicted for each sub-radargram.
This method allows to correctly estimate DoAs due
to objects that are in the near ﬁeld of the whole ar-
ray, as long as they are in the far ﬁeld of each sub-
array. Then, all the estimated angles are triangulated
and a set of crossings is obtained, with intersections
condensed around object locations. This pattern is
ﬁltered, in order to remove the noisy background of
unwanted crossings. Finally, the number of targets
and their positions are estimated.
• DoA algorithms are conceived by considering a mon-
ochromatic or narrowband signal model. They are
based on the assumption that the radar is dwelling
for a long time on a standing target, gathering the
energy in a narrow spectrum of frequencies. Even
though this ideal model is adopted in many practi-
cal systems (e.g. pulse Doppler radar), the narrow-
band assumption is too limitative for the GPR case
and would lead to a poor spatial localization ca-
pability. Moreover, it would impact on the possi-
bility to detect multiple objects. GPR radargrams
contain multi-frequency information about the sur-
veyed scenario, which is deﬁnitely worth being ex-
ploited. Here resides the most innovative part of
our method, which takes into account that the radar
emits an ultra-wideband signal and exploits the in-
formation contained in the entire spectrum of the
received signal. In particular, for target-depth esti-
mation (which is more challenging, compared to the
estimation of the horizontal position of the target),
the matched ﬁlter technique is applied [23]. This
technique is well known and widely used in other
radar applications (such as pulse-doppler, frequency-
modulated continuous-wave, and synthetic-aperture
radar). However, it does not seem to be used for the
processing of radargrams measured by pulsed GPR
systems, yet. To the best of our knowledge, our work
represents the ﬁrst application of the matched ﬁlter
technique for GPR signal processing purposes.
We tested the accuracy of our software tool on syn-
thetic radargrams calculated by using the ﬁnite-diﬀerence
time-domain simulator gprMax [24], with very good re-
sults [10], [13].
In Section 2, we provide more information about the ap-
proach that we developed and implemented. We also de-
scribe the merits and limits of the method.
In Section 3, two examples of application and numer-
ical results are presented. In particular, we use SPOT-
GPR for processing the synthetic radargrams obtained for
two reference scenarios deﬁned within the COST Action
TU1208 [25] (concrete cells with reinforcing elements).
We also considered modiﬁed versions of such scenarios,
where we gradually varied the distances between the re-
inforcing elements. In this way, we could assess how the
electromagnetic interactions between the targets inﬂuence
the accuracy of our method. We compared the results of
proposed method against the classical hyperbola estimation
based on a Minimum Mean Square Error technique [26].
In Section 4, conclusions are drawn and plans for future
work are outlined.
2. Data-processing Approach
Implemented in SPOT-GPR 1.0
We developed and implemented a SAP-DoA method that
allows detecting target reﬂections in a GPR radargram and
estimating target positions. For the evaluation of horizontal
(x) positions (i.e. the target positions along the acquired
GPR proﬁle), our method is based on a beamforming on-
receive technique for cross-range localization [26]. For the
evaluation of vertical (y) positions (i.e. the target burial
depths), which is a more challenging task, proposed method
is based on the classic matched-ﬁlter technique for range
estimation [26]. In Fig. 1, a block diagram of the SAP-DoA
method implemented in SPOT-GPR 1.0 is presented.
Our approach operates on the amplitudes of the back-
scattered electric ﬁeld. Hence, as a preliminary step, the
radargram of the back-scattered ﬁeld has to be obtained
from the radargram under process where the amplitudes of
the total electric ﬁeld are recorded. The radargram of the
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Fig. 1. Block diagram of the signal processing technique implemented in SPOT-GPR 1.0.
back-scattered ﬁeld can be easily obtained by subtracting
a background radargram from the radargram under pro-
cess. Under the assumption that all the involved media are
linear. Let us suppose that the radargram under process
includes N A-scans, measured by the GPR in N spatial
points along a proﬁle. Then, the background radargram
includes N A-scans that would be measured by the GPR
in the same spatial points, in the absence of the targets. If
the radargram under process is synthetic, the background
radargram can be easily produced by using the same elec-
tromagnetic simulator that was employed to calculate the
radargram under process. If the radargram under process
is experimental, an artiﬁcial background radargram can be
built as follows: the user can select in the B-scan a few
traces measured in an area where, for sure, no targets are
present (such area has obviously to be far enough from the
targets). Then, the selected traces can be averaged and the
resulting average trace can be repeated N times.
As was mentioned in the introduction, our approach par-
titions the radargram of the back-scattered ﬁeld in sub-
radargrams, composed of few traces each. A DoA estima-
tion algorithm is applied to every sub-radargram, for esti-
mating the dominant angle of arrival of the backscattered
ﬁeld. In SPOT-GPR 1.0, the MUSIC algorithm [17] is
implemented, which has been widely studied in the litera-
ture and is currently the most popular DoA method. Sev-
eral other high-resolution DoA methods exist. We intend
to implement them in the near future and carry out a com-
parison of their performance when embedded in our ap-
proach and applied to GPR scenarios.
By triangulating all the estimated angles, a pattern of in-
tersections (crossings) is obtained. Such intersections are
condensed around object locations. The pattern is ﬁltered,
in order to remove the noisy background of unwanted cross-
ings [19], [20]. The number of targets and their cross-range
(horizontal) positions are estimated by averaging clustered
crossings.
DoA algorithms account for a narrowband signal model:
they are based on the assumption that the radar is dwelling
for a long time on a standing target, gathering the energy in
a limited frequency spectrum. Despite this ideal model is
used in many practical systems (e.g. pulse Doppler radar),
the narrowband assumption is too limitative for the GPR
case and would lead to a poor spatial resolution in the ver-
tical direction (the estimation of the target burial depths is
more critical than the estimation of their position along the
acquisition proﬁle) [8], [9]. Hence, for range estimation,
proposed methods adopts the classical matched ﬁlter. This
technique is widely used in many radar applications but,
surprisingly, it does not seem to be used for the process-
ing of GPR radargrams, yet. We carried out a series of
tests and the beneﬁts of having integrated this technique
into our SAP-DoA approach are signiﬁcant, in terms of
accuracy [10]. Let us call {x}k the set of horizontal coor-
dinates of the intersections in the ﬁltered crossing pattern
(with k=1,. . . ,K, being K the number of intersections in
the ﬁltered crossing pattern). For each xk ∈ {x}k, the near-
est A-scan is cross-correlated in the time domain with the
transmitted pulse. The time instant corresponding to the
maximum of the correlated signal τob j,k is used to extract
the y-coordinate yk for the k-th crossing. Finally, the po-
sition (xˆob j,yˆob j) of each target is estimated by a simple
coordinate averaging of all the {x,y}k pairs located in an
area selected by the user via the software GUI.
Let us now underline the main diﬀerences between the
method implemented in SPOT-GPR, presented in this pa-
per, and a SAP-DoA approach that we proposed and imple-
mented a few years ago. In [19]–[22], the considered sce-
nario was a dielectric lossless half-space hosting circular-
section cylindrical targets. The electromagnetic source was
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Fig. 2. Layout of the GUI of SPOT-GPR 1.0: (a) screenshot of the input GUI, (b) screenshot of the output GUI.
a monochromatic plane-wave. Spectral-domain results, cal-
culated at a ﬁxed frequency by using the Cylindrical Wave
Approach [27], [28], were used as input data for the SAP-
DoA method. The old SAP-DoA, indeed, was conceived
by considering a monochromatic-signal model. The local-
ization results were satisfactory in the case of one circular-
section cylinder and for moderate dielectric contrast be-
tween the air and the half-space hosting the target [19]–[21].
The performance of the approach degraded when two inter-
acting cylinders were present, or when the relative permit-
tivity of the soil was increased [22]. The method was not
applicable in the presence of more than two cylinders (un-
less they were very far from each other), because it could
not tackle with their electromagnetic interaction. Further-
more, the implemented codes needed a-priori information
about the number of sought targets.
The method developed in the framework of the COST Ac-
tion TU1208 and implemented in SPOT-GPR is more ad-
vanced and reliable. It is capable to deal with real GPR
radargrams. No a-priori information about the number of
targets is needed. Multiple interacting objects, of diﬀerent
size and shape, can be present in the scenario. The electro-
magnetic source is assumed to be an ultra-wideband signal.
The software receives in input the time-domain response
of the scenario, measured by the GPR receiving antenna,
and is capable to exploit the multi-frequency information
contained in it.
The main limitations of SPOT-GPR (release 1.0) are:
• a-priori information is needed concerning the relative
permittivity of the medium hosting the targets,
• the method assumes that the medium hosting the tar-
get is the medium illuminated by the GPR antenna,
i.e. the presence of diﬀerent media can be taken into
account, however they have to be beyond the medium
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hosting the targets and not in between such medium
and the antennas,
• a-priori information is needed concerning the time-
shape of the pulse emitted by the GPR, for the ap-
plication of the matched-ﬁlter technique,
• losses in the media are not taken into account.
We are keen to further develop our method in order to
remove those limitations in the near future.
We would like to point out that, commonly, the processing
of GPR data for target detection and localization consists
in analyzing the hyperbolic reﬂections found in the radar-
gram. When the electromagnetic pulse emitted by a GPR
impinges on a circular-section target embedded in a host
medium, the ﬁeld is scattered and reﬂected by the target
due to the discontinuity of permittivity. As is well known,
when the GPR antenna is shifted along the surface between
the air and the investigated subsoil/structure, the presence
of a circular-section target translates into the recorded radar-
gram as a hyperbola. However, if the target does not have
a circular section, its signature in the radargram is not a hy-
perbola. Hence, the application of the classical hyperbola
method for the estimation of its position gives inaccurate
results or cannot be applied. Our SAP-DoA approach, in-
stead, is applicable and successful also in the presence of
arbitrary-section targets [10].
As mentioned in the introduction, SPOT-GPR 1.0 comes
with a GUI. To give an idea, screenshots of the GUI are
presented in Fig. 2.
When the software is launched, the graphical interface
shown in Fig. 1a appears. This is divided into three main
sections, corresponding to three steps to be done by the
user in order to obtain the estimation of target positions,
namely:
• Step 1 – Load input ﬁles: the user is required to select
the relevant input ﬁles (containing the time shape of
the pulse transmitted by the GPR and the data to be
processed);
• Step 2 – Settings. The user is required to encode
information about some GPR settings used during
the measurement;
• Step 3 – Spotting. After the software is executed,
the user will be able to interactively drag the mouse
on the ﬁgure that will appear in the spotting area, in
order to extract the estimated positions of the targets.
The GUI output is shown in Fig. 2 and includes the fol-
lowing items:
– a grey-scale map of the synthetic or experimental
dataset under analysis (B-scan),
– a color map of the Fast Fourier Transform (FFT) of
the compressed simulated/measured dataset,
– the spotting interactive panel, where the user can se-
lect an area by simply dragging a rectangular region
with the mouse. The relevant estimation of the tar-
get positioned in the selected area is provided by the
software in the dedicated box, on the right.
More details can be found in the software manual.
3. Examples
In this Section, we consider two reference scenarios pro-
posed within the COST Action TU1208, namely the con-
crete Cells 1-1 and 1-2 designed and studied in [25].
Cell 1-1 hosts ﬁve perfectly-conducting (PEC) circular-
section reinforcing bars, having diﬀerent size and placed at
diﬀerent depths with respect to the air/concrete interface:
see the sketch reported in Fig. 1a.
Cell 1-2 refers to a more complex scenario, including both
conducting and dielectric objects: a PEC rebar, a polyvinyl
chloride (PVC) tube ﬁlled with air, a PVC tube partially
ﬁlled with a perfectly-conducting rebar and with air, and
ﬁnally a steel pipe (see the sketch in Fig. 1b).
The size of both cells is 60×18 cm in the transverse plane,
whereas the length of the cells (and of the reinforcing ele-
ments) is 100 cm. The cells are positioned on a compacted
ﬁll. Note that in both scenarios the targets are very close to
each other: strong electromagnetic interactions take place
and, although the geometry of the cells is rather simple,
accurate target localization from GPR data is not a trivial
task.
For each concrete cell, we simulated four additional conﬁg-
urations where we gradually increased the spacing between
adjacent objects with a 5-cm step (as indicated on top of
Figs. 1a and 1b).
For the original reference scenarios, synthetic radargrams
were already available. They were calculated in [25] by
using GprMax2D [29], a free electromagnetic simulator
implementing the ﬁnite-diﬀerence time-domain technique.
The new version of the simulator, gprMax [24], was not
yet available at that time. For the enlarged versions of the
cells, it was necessary to perform new simulations.
In all the simulations, the central frequency of the Ricker
pulse emitted by the GPR was fc = 1.5 GHz. The transmit-
ting antenna (a dipole) and the receiving antenna (not mod-
eled) were at 2 cm from the air-concrete interface (Fig. 3).
The distance between the antennas was 10 cm. Results were
calculated on a time window of 5 ns, by moving the an-
tennas along a line orthogonal to the axes of the scatter-
ers. The distance between consecutive traces was 5 mm
and the time sampling respected the Courant stability con-
dition. The relative permittivity of concrete was εr,c = 6
and its conductivity was σc = 0.01 S/m. The relative per-
mittivity of the compacted ﬁll was εr,c f = 16 and its con-
ductivity was σc f = 0.005 S/m.
The input ﬁles for the original cells are reported in the
following, in order to encourage interested Readers to con-
sider the same cells for a possible testing of their inver-
sion/imaging/processing approaches and a comparison with
our results. The input ﬁles for the enlarged conﬁgurations
can be easily derived.
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Fig. 3. Test-case geometric model: (a) cell 1-1 – conductive rebars of diﬀerent size, (b) cell 1-2 – conductive and dielectric objects of
diﬀerent size.
cell 1-1
#medium: 6.0 0.0 0.0 0.01 1.0 0.0 concrete
#medium: 16.0 0.0 0.0 0.005 1.0 0.0 compacted fill
---------------------------------------------------
#domain: 0.66 0.28
#dx dy: 0.0005 0.0005
#time window: 5e-9
#abc type: pml
#pml layers: 10
---------------------------------------------------
#box: 0.0 0.0 0.66 0.05 compacted fill
#box: 0.03 0.05 0.63 0.23 concrete
---------------------------------------------------
#cylinder: 0.18 0.17 0.01 pec
#cylinder: 0.28 0.14 0.01 pec
#cylinder: 0.38 0.11 0.01 pec
#cylinder: 0.48 0.14 0.005 pec
#cylinder: 0.58 0.14 0.015 pec
---------------------------------------------------
#line source: 1.0 1500e6 ricker MyLineSource
---------------------------------------------------
#analysis: 100 cell 11 concrete.out b
#tx: 0.03 0.25 MyLineSource 0.0 5e-9
#rx: 0.13 0.25
#tx steps: 0.005 0.0
#rx steps: 0.005 0.0
#end analysis:
---------------------------------------------------
#geometry file: cell 11 concrete.out.geo
#title: Cell 1.1
#messages: y
cell 1-2
#medium: 6.0 0.0 0.0 0.01 1.0 0.0 concrete
#medium: 16.0 0.0 0.0 0.005 1.0 0.0 compacted fill
#medium: 3.0 0.0 0.0 0.0 1.0 0.0 pvc
---------------------------------------------------
#domain: 0.66 0.28
#dx dy: 0.0005 0.0005
#time window: 5e-9
#abc type: pml
#pml layers: 10
---------------------------------------------------
#box: 0.0 0.0 0.66 0.05 compacted fill
#box: 0.03 0.05 0.63 0.23 concrete
---------------------------------------------------
#cylinder: 0.18 0.14 0.015 pec
#cylinder: 0.3 0.14 0.015 pvc
#cylinder: 0.3 0.14 0.013 free space
#cylinder: 0.42 0.14 0.015 pvc
#cylinder: 0.42 0.14 0.013 free space
#cylinder: 0.42 0.1345 0.0075 pec
#cylinder: 0.54 0.14 0.035 pec
#cylinder: 0.54 0.14 0.033 free space
---------------------------------------------------
#line source: 1.0 1500e6 ricker MyLineSource
---------------------------------------------------
#analysis: 100 cell 12 concrete.out b
#tx: 0.03 0.25 MyLineSource 0.0 5e-9
#rx: 0.13 0.25
#tx steps: 0.005 0.0
#rx steps: 0.005 0.0
#end analysis:
---------------------------------------------------
#geometry file: cell 12 concrete.out.geo
#title: Cell 1.2
#messages: y
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Table 1
Test scenario for Cell 1-1
Cell 1-1 original
Object Centre position [m] Radius [m] Material
No. 1 (0.18, 0.17) 0.01
No. 2 (0.28, 0.14) 0.01
No. 3 (0.38, 0.11) 0.01 PEC
No. 4 (0.48, 0.14) 0.005
No. 5 (0.58, 0.14) 0.015
Size of the cell section: 0.66×0.28 m2
No. of A-scans in the radargram: 100
Cell 1-1 (a)
Object Centre position [m] Radius [m] Material
No. 1 (0.18, 0.17) 0.01
No. 2 (0.33, 0.14) 0.01
No. 3 (0.48, 0.11) 0.01 PEC
No. 4 (0.63, 0.14) 0.005
No. 5 (0.78, 0.14) 0.015
Size of the cell section: 0.86×0.28 m2
No. of A-scans in the radargram: 140
Cell 1-1 (b)
Object Centre position [m] Radius [m] Material
No. 1 (0.18, 0.17) 0.01
No. 2 (0.38, 0.14) 0.01
No. 3 (0.58, 0.11) 0.01 PEC
No. 4 (0.78, 0.14) 0.005
No. 5 (0.98, 0.14) 0.015
Size of the cell section: 1.06×0.28 m2
No. of A-scans in the radargram: 180
Cell 1-1 (c)
Object Centre position [m] Radius [m] Material
No. 1 (0.18, 0.17) 0.01
No. 2 (0.43, 0.14) 0.01
No. 3 (0.68, 0.11) 0.01 PEC
No. 4 (0.93, 0.14) 0.005
No. 5 (1.18, 0.14) 0.015
Size of the cell section: 1.26×0.28 m2
No. of A-scans in the radargram: 220
Cell 1-1 (d)
Object Centre position [m] Radius [m] Material
No. 1 (0.18, 0.17) 0.01
No. 2 (0.48, 0.14) 0.01
No. 3 (0.78, 0.11) 0.01 PEC
No. 4 (1.08, 0.14) 0.005
No. 5 (1.38, 0.14) 0.015
Size of the cell section: 1.46×0.28 m2
No. of A-scans: 260
General setup
Relative dielectric constant medium 1: 6 (concrete)
Relative dielectric constant medium 2: 16 (compact ﬁll)
Trace spacing: 5 ·10−3 m
Time window: 5 ·10−9 s
Centre frequency: 1500 MHz (Ricker pulse)
In Tables 1 and 2, the physical and geometrical proper-
ties of all the considered cells, as well as the simulation
parameters, are resumed.
For each enlarged cell, the relevant synthetic B-scan is pre-
sented in Figs. 4 and 5. The B-scans of the original cells
can be found in [25] and are not repeated here.
We processed all the simulated radargrams with SPOT-
GPR, for detecting and localizing the targets. We com-
pared the results obtained with our software with the results
Table 2
Test scenario for Cell 1-2
Cell 1-2 original
Object Centre position [m] Radius [m] Material
No. 1 (0.18, 0.14) 0.015 PEC
No. 2
(0.30, 0.14) 0.015 PVC
(0.30, 0.14) 0.013 Free space
No. 3
(0.42, 0.14) 0.015 PVC
(0.42, 0.14) 0.013 Free space
(0.42, 0.1345) 0.0075 PEC
No. 4
(0.54, 0.14) 0.035 PEC
(0.54, 0.14) 0.033 Free space
Size of the cell section: 0.66×0.28 m2
No. of A-scans in the radargram: 100
Cell 1-2 (a)
Object Centre position [m] Radius [m] Material
No. 1 (0.18, 0.14) 0.015 PEC
No. 2
(0.35, 0.14) 0.015 PVC
(0.35, 0.14) 0.013 Free space
No. 3
(0.52, 0.14) 0.015 PVC
(0.52, 0.14) 0.013 Free space
(0.52, 0.1345) 0.0075 PEC
No. 4
(0.69, 0.14) 0.035 PEC
(0.69, 0.14) 0.033 Free space
Size of the cell section: 0.81×0.28 m2
No. of A-scans in the radargram: 130
Cell 1-2 (b)
Object Centre position [m] Radius [m] Material
No. 1 (0.18, 0.14) 0.015 PEC
No. 2
(0.40, 0.14) 0.015 PVC
(0.40, 0.14) 0.013 Free space
No. 3
(0.62, 0.14) 0.015 PVC
(0.62, 0.14) 0.013 Free space
(0.62, 0.1345) 0.0075 PEC
No. 4
(0.84, 0.14) 0.035 PEC
(0.84, 0.14) 0.033 Free space
Size of the cell section: 0.96×0.28 m2
No. of A-scans in the radargram: 160
Cell 1-2 (c)
Object Centre position [m] Radius [m] Material
No. 1 (0.18, 0.14) 0.015 PEC
No. 2
(0.45, 0.14) 0.015 PVC
(0.45, 0.14) 0.013 Free space
No. 3
(0.72, 0.14) 0.015 PVC
(0.72, 0.14) 0.013 Free space
(0.72, 0.1345) 0.0075 PEC
No. 4
(0.99, 0.14) 0.035 PEC
(0.99, 0.14) 0.033 Free space
Size of the cell section: 1.11×0.28 m2
No. of A-scans in the radargram: 190
Cell 1-2 (d)
Object Centre position [m] Radius [m] Material
No. 1 (0.18, 0.14) 0.015 PEC
No. 2
(0.50, 0.14) 0.015 PVC
(0.50, 0.14) 0.013 Free space
No. 3
(0.82, 0.14) 0.015 PVC
(0.82, 0.14) 0.013 Free space
(0.82, 0.1345) 0.0075 PEC
No. 4
(1.14, 0.14) 0.035 PEC
(1.14, 0.14) 0.033 free space
Size of the cell section: 1.26×0.28 m2
No. of A-scans: 220
General setup
Relative dielectric constant medium 1: 6 (concrete)
Relative dielectric constant medium 2: 16 (compact ﬁll)
Trace spacing: 5×10−3 m
Time window: 5×10−9 s
Centre frequency: 1500 MHz (Ricker pulse)
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obtained by using the traditional hyperbola-ﬁtting method.
In particular, for what concerns the latter method, we im-
plemented a dedicated procedure, as follows.
The coordinates of each hyperbolic signature in a radargram
do not perfectly lie on a hyperbola. For any point (xl , yl)
lying on the curve of maximum amplitude, the error with
respect to the best ﬁtting hyperbola can be deﬁned as:
e2 =
L
∑
l=1
(
1−
x2l
a2
−
y2l
b2
)
, (1)
being a and b the best-ﬁtting-hyperbola semi major and
semi minor axes, respectively.
Fig. 4. Radargrams for Cells 1-1 (a)–(d).
The error is therefore a function of the parameters a and b,
which have to be estimated by minimizing the square
error e2. The optimal values are obtainable by diﬀeren-
Fig. 5. Radargrams for Cells 1-2 (a)–(d).
Fig. 6. Hyperbolic data ﬁtting on B-scan data – Cell 1-1 (a).
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Table 3
Test scenario for Cell 1-1
Cell 1-1 original
Object Centre position [m] Radius [m] Material
No. 1 (0.18, 0.17) 0.01
No. 2 (0.28, 0.14) 0.01
No. 3 (0.38, 0.11) 0.01 PEC
No. 4 (0.48, 0.14) 0.005
No. 5 (0.58, 0.14) 0.015
Size of the cell section: 0.66×0.28 m2
No. of A-scans in the radargram: 100
Cell 1-1 (a)
Object Centre position [m] Radius [m] Material
No. 1 (0.18, 0.17) 0.01
No. 2 (0.33, 0.14) 0.01
No. 3 (0.48, 0.11) 0.01 PEC
No. 4 (0.63, 0.14) 0.005
No. 5 (0.78, 0.14) 0.015
Size of the cell section: 0.86×0.28 m2
No. of A-scans in the radargram: 140
Cell 1-1 (b)
Object Centre position [m] Radius [m] Material
No. 1 (0.18, 0.17) 0.01
No. 2 (0.38, 0.14) 0.01
No. 3 (0.58, 0.11) 0.01 PEC
No. 4 (0.78, 0.14) 0.005
No. 5 (0.98, 0.14) 0.015
Size of the cell section: 1.06×0.28 m2
No. of A-scans in the radargram: 180
Cell 1-1 (c)
Object Centre position [m] Radius [m] Material
No. 1 (0.18, 0.17) 0.01
No. 2 (0.43, 0.14) 0.01
No. 3 (0.68, 0.11) 0.01 PEC
No. 4 (0.93, 0.14) 0.005
No. 5 (1.18, 0.14) 0.015
Size of the cell section: 1.26×0.28 m2
No. of A-scans in the radargram: 220
Cell 1-1 (d)
Object Centre position [m] Radius [m] Material
No. 1 (0.18, 0.17) 0.01
No. 2 (0.48, 0.14) 0.01
No. 3 (0.78, 0.11) 0.01 PEC
No. 4 (1.08, 0.14) 0.005
No. 5 (1.38, 0.14) 0.015
Size of the cell section: 1.46×0.28 m2
No. of A-scans: 260
General setup
Relative dielectric constant medium 1: 6 (concrete)
Relative dielectric constant medium 2: 16 (compact ﬁll)
Trace spacing: 5 ·10−3 m
Time window: 5 ·10−9 s
Centre frequency: 1500 MHz (Ricker pulse)
tiating e2 with respect to a and b and by equating the dif-
ferentials to zero: 

∂e2
∂a = 0
∂e2
∂b = 0
. (2)
The latter equation can be solved for a and b and the fol-
lowing expressions can be obtained [26]:
Table 4
Test scenario for Cell 1-2
Cell 1-2 original
Object Centre position [m] Radius [m] Material
No. 1 (0.18, 0.14) 0.015 PEC
No. 2
(0.30, 0.14) 0.015 PVC
(0.30, 0.14) 0.013 Free space
No. 3
(0.42, 0.14) 0.015 PVC
(0.42, 0.14) 0.013 Free space
(0.42, 0.1345) 0.0075 PEC
No. 4
(0.54, 0.14) 0.035 PEC
(0.54, 0.14) 0.033 Free space
Size of the cell section: 0.66×0.28 m2
No. of A-scans in the radargram: 100
Cell 1-2 (a)
Object Centre position [m] Radius [m] Material
No. 1 (0.18, 0.14) 0.015 PEC
No. 2
(0.35, 0.14) 0.015 PVC
(0.35, 0.14) 0.013 Free space
No. 3
(0.52, 0.14) 0.015 PVC
(0.52, 0.14) 0.013 Free space
(0.52, 0.1345) 0.0075 PEC
No. 4
(0.69, 0.14) 0.035 PEC
(0.69, 0.14) 0.033 Free space
Size of the cell section: 0.81×0.28 m2
No. of A-scans in the radargram: 130
Cell 1-2 (b)
Object Centre position [m] Radius [m] Material
No. 1 (0.18, 0.14) 0.015 PEC
No. 2
(0.40, 0.14) 0.015 PVC
(0.40, 0.14) 0.013 Free space
No. 3
(0.62, 0.14) 0.015 PVC
(0.62, 0.14) 0.013 Free space
(0.62, 0.1345) 0.0075 PEC
No. 4
(0.84, 0.14) 0.035 PEC
(0.84, 0.14) 0.033 Free space
Size of the cell section: 0.96×0.28 m2
No. of A-scans in the radargram: 160
Cell 1-2 (c)
Object Centre position [m] Radius [m] Material
No. 1 (0.18, 0.14) 0.015 PEC
No. 2
(0.45, 0.14) 0.015 PVC
(0.45, 0.14) 0.013 Free space
No. 3
(0.72, 0.14) 0.015 PVC
(0.72, 0.14) 0.013 Free space
(0.72, 0.1345) 0.0075 PEC
No. 4
(0.99, 0.14) 0.035 PEC
(0.99, 0.14) 0.033 Free space
Size of the cell section: 1.11×0.28 m2
No. of A-scans in the radargram: 190
Cell 1-2 (d)
Object Centre position [m] Radius [m] Material
No. 1 (0.18, 0.14) 0.015 PEC
No. 2
(0.50, 0.14) 0.015 PVC
(0.50, 0.14) 0.013 Free space
No. 3
(0.82, 0.14) 0.015 PVC
(0.82, 0.14) 0.013 Free space
(0.82, 0.1345) 0.0075 PEC
No. 4
(1.14, 0.14) 0.035 PEC
(1.14, 0.14) 0.033 Free space
Size of the cell section: 1.26×0.28 m2
No. of A-scans: 220
General setup
Relative dielectric constant medium 1: 6 (concrete)
Relative dielectric constant medium 2: 16 (compact ﬁll)
Trace spacing: 5 ·10−3 m
Time window: 5 ·10−9 s
Centre frequency: 1500 MHz (Ricker pulse)
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a2 =
∑
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x4i ∑
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∑
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)
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)
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i
)2
(
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)
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y2i −∑
l
x2i ∑
l
y4i
.
(3)
To provide a qualitative idea of the accuracy of such pro-
cedure, we present an example in Fig. 6.
The localization results for Cells 1-1 and 1-2 are presented
in Tables 3 and 4, respectively. In particular, the position
error is given for each target, for both the hyperbolic ﬁtting
method and the SAP-DOA technique. The position error
is deﬁned as the diﬀerence between the actual and esti-
mated positions of the target. It can be noted that the hy-
perbolic ﬁtting cross-range estimation is pretty close to the
SAP-DoA method, whereas the range (depth) estimation
of the SAP-DoA method diﬀers from the hyperbolic ﬁt-
ting by less than 2 cm in the worst case. In some cases,
the SAP-DoA method is more accurate than the hyperbolic
ﬁtting method.
In Fig. 7, the position error is plotted for all the targets of
Cell 1-1 and for both localization methods, as a function
of the horizontal distance between adjacent targets. Five
Fig. 7. RMS estimation error vs object mutual distance (5 sim-
ulated cases) for Cell 1-1.
Fig. 8. RMS estimation error vs object mutual distance (5 sim-
ulated cases) for Cell 1-2.
points are present in each curve. The ﬁrst point corre-
sponds to the original cell and the subsequent four points
correspond to the enlarged cells. In Fig. 8, the same as
in Fig. 7 is reported, for Cell 1-2. The SAP-DoA depth-
estimation seems to have a little oﬀset in comparison with
the hyperbolic ﬁt, which is probably due to the presence of
cavities in this case study.
4. Conclusions
In this work, an innovative Sub-Array Processing (SAP)
approach exploiting Direction of Arrival (DoA) algorithms
was presented, for the processing of Ground-Penetrating
Radar (GPR) data. The purpose of the method is to detect
an unknown number of targets in the subsoil or in a struc-
ture, and estimate their positions. For the ﬁrst time, the
matched-ﬁlter technique was used in the GPR ﬁeld, with
very good results.
The proposed SAP-DoA approach was developed in the
framework of the COST Action TU1208 activities and it
was implemented in Matlab. A GUI was realized, too.
The resulting software tool has ben called SPOT-GPR and
is freely distributed via the Action website, for academic
and commercial use.
The accuracy of the developed tool was investigated by pro-
cessing several synthetic radargrams, calculated by using
the ﬁnite-diﬀerence time-domain simulator GprMax2D. In
this paper we presented two examples. We considered two
concrete cells, with embedded metallic and dielectric cylin-
drical targets. We simulated the cells varying the distance
between the targets and processed all the obtained radar-
grams with SPOT-GPR and compared the obtained local-
ization results with those of the standard hyperbola-ﬁtting
approach, which is commonly employed for the process-
ing of GPR data when circular-section cylindrical targets
are present. The SAP-DoA technique demonstrated a good
functioning with respect to the hyperbolic approach. One
of the advantages of our method is that it can be applied
also in the presence of arbitrary-section targets, when the
hyperbolic ﬁtting method cannot be used.
Further tests will be carried out on synthetic radargrams
obtained by including in the model a realistic representa-
tion of the transmitting and receiving antennas. Moreover,
we will check how the presence of losses in the materials
aﬀects the accuracy of our approach.
Additional tests based on real measurements will be car-
ried out. In particular, as a subsequent step, we plan to
check the accuracy of SPOT-GPR against the TU1208 ex-
perimental dataset coming from measurements performed
at the IFSTTAR Geophysical Test Site (Nantes, France) by
using several diﬀerent GPR systems and antennas.
We also plan to implement in our tool diﬀerent DoA al-
gorithms and compare their performance when applied to
GPR scenarios (currently, the tool uses the well-known
MUSIC) method.
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Abstract—The extraction of quantitative information from
Ground Penetrating Radar (GPR) data sets (radargrams) to
detect and map underground utility pipelines is a challenging
task. This study proposes several algorithms included in the
main stages of a data processing chain associated with radar-
grams. It comprises pre-processing, hyperbola enhancing, hy-
perbola detection and localization, and parameter extraction.
Additional parameters related to the GPR system such as the
frequency band and the polarization bring data sets additional
information that need to be exploited. Presently, the algo-
rithms have been applied step by step on synthetic and exper-
imental data. The results help to guide future developments
in signal processing for quantitative parameter estimation.
Keywords—buried pipes, dielectric characterization, GPR, ICA,
PCA, polarization, template matching, ultra-wide band.
1. Introduction
The rapid growth of buried utility networks of different
types (i.e., fiber optics, telecommunication lines, electrical
cables, water and gas pipes, district heating network) to
fulfill services in the urban landscape need mapping of the
underground to update urban cadastral databases, to con-
tribute to space saving and a wise use of land resources
when planning for new networks [1], [2]. Among non-
destructive techniques, Ground Penetrating Radar (GPR)
appears the most suitable device for locating and identi-
fying objects made of a dielectric or conductive solid or
hollow material buried within 1.5 m of the ground surface.
A few international organizations promote recommenda-
tions to properly use GPR in utility engineering, such as the
ASCE (CI/ASCE 38-02) and the ASTM (ASTM D6432-99)
international (2011) in North America [3], [4], EuroGPR
in Europe, and the CEI (306-08) in Italy [5]. Moreover,
European COST (Cooperation in Science and Technology)
Action TU1208 “Civil engineering applications of Ground
Penetrating Radar” [6] promotes applied research and emits
recommendations on GPR applied to civil engineering.
One of its working groups is devoted to utility detection and
mapping by GPR. In this work, ground-coupled radar sys-
tems have been employed because, compared to air-coupled
systems, the energy transfer of electromagnetic (EM) waves
in the sub-surface and the penetration depth is increased.
The moving of the GPR system along a linear path gives
a distance-time graph called radargram (also called B-scan,
a set of traces or A-scans), contains diffraction hyperbo-
las associated with buried dielectric discontinuities due to
the presence of circular-section objects that induce reflec-
tion with the emitted signal. It must be underlined that
only small circular-section objects generate hyperbolas in
radargrams. In the present work, the surveyed scenarios
hosted long pipes compared to the GPR central wavelength,
with a diameter shorter than 100 mm. The interpretation of
hyperbolas, that represent the signatures of the objects, is
a challenging task because several physical and geometrical
parameters (i.e., soil heterogeneity and variations, soil ab-
sorption, antenna coupling, antenna-target coupling, target
proximity) contribute to blur the information or mitigate
contrasts. Consequently, several processing methods are
developed in the literature because of the non-uniqueness
of the solution, and they are generally adapted to a field
situation because the EM problem is tedious.
Fig. 1. The several stages of the processing link for the quanti-
tative analysis of a radargram associated with buried targets.
Thus, the data processing chain synthesized in Fig. 1 has
been developed to particularly analyze theoretical and ex-
perimental data sets. The processing is made of two main
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stages associated with pre-processing and analysis algo-
rithms to extract quantitative information from the hyper-
bola signatures associated with detectable targets. The in-
formation is relative to the evaluation of the target location,
depth, size and dielectric nature. Attention has been paid
to clutter removal in the case of a shallow target depth
and a low permittivity contrast between the target and the
soil, and on hyperbola detection in the presence of multi-
ple targets and a heterogeneous soil. Parameters such as the
frequency band and polarization have been considered as
they can bring more detailed information from radargrams
with additional processing.
2. The Measurements
The acquisition of radargrams was achieved using several
GPR systems operating at frequencies ranging from 300
MHz to 1.5 GHz either in the time domain (GSSI SIR 3000,
UtilityScan DF) or in the frequency domain (a SFCW GPR
conceived in our laboratory). The SFCW (Step Frequency
Continuous Wave) GPR is a laboratory system and cannot
make at present fast measurements such as commercial sys-
tems. The sampling distance step was around 5 mm using
commercial GPRs, and defined to 40 mm using the labora-
tory system. The two types of GPR systems were used to
make comparisons, and results are presented in this paper
at 900 MHz.
The SIR 3000 was equipped with one of the three antenna
pairs operating at the central frequencies 500, 900 MHz and
1600 MHz, and the UtilityScan DF worked with a double
frequency antenna system at 300 MHz and 800 MHz that
is supposed to collect data at the same sampling distance
because the switching device is rapid enough during walk-
ing. Only the transverse magnetic (TM) polarization with
respect to the pipe axes has been considered because these
GPR systems only consider this polarization.
The SFCW GPR is made of a pair of shielded bowtie
slot antennas (A4 sheet size designed on a single-sided
FR4 substrate) has been used with a portable Anritsu MS
2026B Vector Network Analyzer (VNA) in the frequency
band [0.05; 4 GHz] (1601 samples, intermediate frequency
500 Hz, 2 m coaxial N cables) [7]. A full two ports cal-
ibration was made that allows to measure the four Si j( f )
coefficients.
Measurements in the frequency domain and in an Ultra-
Wide Band (UWB) offer the advantages of selecting if
needed a frequency band and shaping a Gaussian pulse as-
sociated with this frequency band, and using easily the po-
larization diversity. The complex transmission coefficient
˜S21( f ) measured at each scanning distance with a step of
40 mm is transformed in the time domain using an inverse
Fourier transform to obtain a radargram. An apodization
of each frequency curve has been made to smoothly extend
the measured band from 4 to 9 GHz, and then perform the
product with the spectrum of the excitation signal (the first
derivative of the Gaussian function with duration 0.5 ns)
used in Finite Difference Time Domain (FDTD) simula-
tions. Two symmetric antenna configurations have been
defined such as presented in Fig. 2 to consider two per-
pendicular polarizations: the end-fire configuration (or TM
mode) with both antennas aligned along their larger dimen-
sion, and the broadside configuration or transverse electric
mode (TE) with both antennas facing each other symmet-
rically along their larger dimension. The laboratory made
SFCW GPR has been easily modeled as all the antenna
characteristics and geometry are known.
Fig. 2. The two polarization configurations of the SFCW GPR:
(a) TM polarization (end-fire), and (b) TE polarization (broad-
side).
The measurements have been performed in two different
test sites:
• a large sandy box belonging to the public square
Perichaux in Paris 15th district [8]. The sand was
wet on the surface, and its permittivity has been esti-
mated to a real permittivity ε ′s. A couple of canonical
objects (pipe or blade) dielectric or conductive with
lateral dimension less than 25 mm have been buried
at a depth close to 160 mm. They have been sepa-
rated by a distance around 750 mm;
• an utility zone built under the urban test bed Sense-
City in Marne-La-Valle´e (France) [9]. This zone is
under the 10 m wide traffic circle with lawn at
the center. The underground contains two series of
5 trenches parallel to each other with size 0.3×4 m
and separated by an offset of 40 cm (Fig. 3). Each
target has been positioned in the middle of a trench
at a depth ranging from 14.5 to 64.5 cm from the
4.4 cm thick asphalt surface. The two series of
trenches include dielectric or conductive pipes (di-
ameter 63 mm) and dielectric or conductive blades
(thickness between 1 and 3 cm). The pipes have been
filled with air or water. The trenches were filled
with a soil of fine elements (without gravels) com-
monly used in urban underground filling. The near
sub-surface is made of four main layers correspond-
ing to asphalt (layer 1), aggregate cement (layer 2),
a natural soil (layer 3), and a quite wet natural soil
(layer 4) located under a geotextile (a thin disconti-
nuity). The real permittivities of the soil layers have
been estimated as: asphalt (layer 1) ε ′1 = 4.5 (corre-
sponding to a time propagation of 0.64 ns), aggregate
cement (layer 2) ε ′2 = 7.7 (1.4 ns), natural soil ε ′3 = 34
(8.5 ns).
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Fig. 3. Structure of the sub-surface in Sense-City site: (a) the main multilayers of the soil, (b) geometries of the buried objects,
(c) distribution of the buried pipes and strips.
3. Modeling
A 3D full-wave FDTD modeling using the commercial soft-
ware EMPIRE has enabled to analyze EM phenomena as
a function of parameters such as soil and pipe permittiv-
ity, pipe depth, and antenna polarization and make com-
parison with experimental results [8], [9]. The complete
SFCW GPR made of a pair of shielded bowtie slot anten-
nas (frequency band [0.46 ; 4] GHz) and designed on a FR4
substrate (real relative permittivity ε ′ = 4.4 and thickness
e = 1.6 mm) has been modeled in the presence of a semi-
infinite soil [7]. Each antenna is enclosed in a shielded
conductive rectangular box filled with a three-layered ab-
sorbing foam with total dimensions 362× 23× 67.5 mm.
The offset between antennas in simulations and experiments
has been fixed to 60 mm, and the elevation hs above the soil
is hs = 40 mm. The soil electrical parameters (ε ′s, σs) are
assumed constant across the frequency range. The GPR
system is moved linearly on the soil surface with a step
∆y = 40 mm (see Fig. 2) to acquire a radargram. The ex-
citation signal generally used in the simulations is the first
derivative of the Gaussian function with a duration equal
to 0.5 ns (99% of the total energy) and begins at 0.33 ns.
4. Pre-Processing
The pre-processing step aims to prepare radargrams be-
fore analyzing the hyperbola signatures of sub-surface tar-
gets to extract quantitative information. After time scaling
and amplitude scaling (if needed), the main step consists
of clutter removal to reduce the reflection component of
the ground surface, direct waves between antennas, cou-
pling between the antenna system, and a shallow target,
as well as scattering induced by soil heterogeneities. The
clutter often hides target signatures because its amplitude
is far stronger and the arrival time is shorter. Several clut-
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Fig. 4. Pre-processing applied on a synthetic radargram issued from FDTD simulations: (a) geometry of the soil structure including
a buried conductive pipe probed by a pair of shielded bowtie slot antennas (TM polarization), (b) raw radargram, (c) radargram processed
by PCA, (d) radargram processed by PCA modified, (e) distribution of the PCs. (See color pictures online at www.nit.eu/publications/
journal-jtit)
ter reduction techniques were proposed in the literature and
their development is an active research topic because the
clutter is not uniform in a radargram, it is unsteady and it
has different types [10].
The methods proposed appear initially suited to targets
with small lateral dimension, overlapping hyperbola signa-
tures, varying clutter along the scanning direction (a non-
stationary signal), overlapped target and clutter signals in
time and frequency [11]. The semi-automatic methods
tested and compared are the mean or median subtrac-
tion [12], the Principal Component Analysis (PCA) that
has been modified and the Independent Component Anal-
ysis (ICA) [13], [14]. Basically, PCA relies on the second
order statistics to perform the correlation analysis, whereas
ICA requires higher order statistics (4th moment). Both
methods have the advantage of requiring limited prior in-
formation on the data set.
4.1. PCA
The objective of PCA is to express the original data set in
another domain by means of any appropriate linear transfor-
mation. PCA is a subspace projection method that is based
on either on a Singular Value Decomposition (SVD) or an
Eigenvalue Decomposition (EIG) to select relevant compo-
nents in different subspace projections [13]. Each eigen-
value is related to a certain eigenvector (principal com-
ponent), and the eigenvalues are ordered in the descending
order. The main problem of this algorithm is how to choose
the principal components where information is contained.
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Every eigenvalue represents a specific amount of variance
in measured data, and the objective is to obtain a new set
of uncorrelated data.
From the initial data matrix X(M ×N) (with M ampli-
tude signals A-scans and N time samples; M < N) the
first k1 components associated with the clutter and the last
N−(k2 +1) components associated with noise are generally
removed thus giving a new data set:
X0 =
k2∑
k1+1
ui si v
T
i , (1)
where ui and vi are eigenvectors.
However, difficulties can be met when the clutter does not
have the highest energy within the radargram in the case of
a target that induces a strong Radar Cross Section (RCS)
such as a conductive or a water filled target, or a high
contrasted dielectric target with the surrounding soil [15].
Moreover, it appears difficult to select the index rank de-
fined by k1 and k2 when there are multiple targets and
reflections. Thus, we have proposed to modify PCA and
apply the algorithm on a radargram with a reduced time
scale (investigation depth) and a splitting of the scanning
scale associated with a selected hyperbola signature into
3 parts. This splitting is based on an energy criterion that
compares energy in the apex area and energy in the arms.
This splitting allows to analyze separately the area close
to the apex and relative to the two arms as they show dis-
tinct amplitude value and interaction with the clutter. It
particularly concerns target response with high energy that
is comparable to the clutter energy.
An illustration of the application of PCA and PCA mod-
ified is presented in the case of a conductive pipe with
radius R = 12 mm (see Fig. 4a), buried at a depth d of
110 mm (that is, 34 of the wavelength λsoil at 1 GHz) in
a soil with real permittivity ε ′ = 3.5( dλsoil ≈ 1 at 1 GHz),
that has been probed by the pair of bowtie slot antennas
used in the SFCW GPR (TM polarization). The data set
have been obtained from FDTD simulations (see Fig. 4b)
and, in this case, there is overlapping between clutter and
hyperbola response. The arrival times of the clutter and the
target are 3.4 and 3.9 ns, respectively. The PCs selected
represents 90% of the energy, the first one is removed as
it represents the clutter component (see Fig. 4e). The pro-
cessing by conventional PCA depicts visually bad perfor-
mance in reducing the coupling between antennas as part
of the horizontal component of antenna coupling remains
(see Fig. 4c). PCA modified preserves the target hyperbola
shape (see Fig. 4d) but it does not eliminate completely
the clutter over the apex, and a clutter remains in the time
interval 3. . .4 ns.
4.2. ICA
ICA has been recently proposed as an alternative to eigen-
vector decomposition in radar images as it has proved it-
self to be a very promising tool to better interpret non-
Gaussian heterogeneous clutter. ICA that is based on higher
order statistical moments, can recover statistical indepen-
dent sources and the mixing mechanism without having
any physical background of the latter [14], [15]. The ICA
model associated with a data matrix X that is assumed ran-
dom is generated from a source matrix S through a linear
process:
X = SA , (2)
where X is the matrix used in the PCA algorithm, S =
(s1,s2, . . . ,sN2) is the M×N2 source matrix (N2 ≤ N), and
A is the N2×N mixing matrix.
ICA assumes that the components of the source matrix
are statistically independent with respect to each other,
that makes ICA more efficient in the separation process.
Before processing with the calculations, X is transposed
(XT = AT ST ) and then ICA uses centering, whitening, and
dimensionality reduction algorithms as pre-processing steps
to simplify and reduce the complexity of the problem. The
FastICA algorithm (fixed-point algorithm first proposed by
Hyva¨rinen and Oja [15]) available in a Matlab package
leads to the determination of two sub-solutions: 1) the esti-
mation of the mixing matrix A, and 2) the estimation of the
source signals S. To measure the non-Gaussianity (the in-
dependence) of the sources a non-linear and non-quadratic
function, also called a contrast function, is used that helps
to optimize the performance of the ICA algorithm.
In this work, negentropy has been used to measure the
non-normality or the degree of unstructuredness of a ran-
Fig. 5. Pre-processing applied on the synthetic radargram of
Fig. 4a using ICA: (a) radargram processed by ICA, (b) Kurtosis
criterion applied on ICs.
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dom vector. Negentropy is non-negative and has a high
value for non-Gaussian variables. In practice, negentropy
is difficult to calculate and must be approximated, a solu-
tion proposed by Hyva¨rinen [15]. An iteration based on
the fast-fixed-point technique that uses random vectors as
starting values, allows to estimate step by step the sev-
eral independent components (ICs). Afterwards, the main
difficulty relies on the selection of ICs which contain in-
formation. The Kurtosis criterion applied to the ICs has
served to define a threshold beyond which the ICs selected
contain information.
As an illustration, the previous synthetic radargram associ-
ated with a conductive pipe buried at 110 mm depth has
been analyzed by the ICA algorithm. The results in Fig. 5a
show that the clutter is better reduced by ICA than by PCA
modified, as there is no artifact above the apex, however
a weak horizontal clutter remains visible. The Kurtosis
criterion applied on ICs are plotted in Fig. 5b.
4.3. Comparison Criteria between Processing
Algorithms
The visual comparison of the reconstructed images with re-
duced clutter provides a first qualitative assessment of the
algorithms tested. Attention has to be paid to spatial co-
herency along the scanning direction in such a way that the
visibility of a hyperbola must be strengthened as compared
to that of the clutter. Thus, a few tools have been used
to quantitatively compare the performance of the clutter
reduction algorithms.
Signal to Clutter and Noise Ratio (SCNR)
The ratio is defined as the average energy of the recon-
structed clutter-reduced image (represented by a matrix F
of real values fi, j with i = 1, . . . ,M and j = 1, . . . ,N) with
the average energy contained in the “noise” image (named
G with elements gi, j with i = 1, . . . ,M and j = 1, . . . ,N),
that is obtained by subtracting the raw image from the pro-
cessed image such as [17]:
SCMRdB = 10log
Ptarget
Pclutter+noise
=
10log
∑
i=1,N
∑
j=1,M
| fi, j |2
∑
i=1,N
∑
j=1,M
(
|gi, j − fi, j|
)2 .
(3)
In practice, we don’t have the opportunity to acquire an im-
age without clutter and noise, that limits the interpretation
of the SCNR.
Peak Signal to Noise and Clutter Ratio (PSCNR)
Another parameter is the PSCNR that uses presently the
peak signal instead of its average energy such as [18]:
PSCNRdB = 10log
NM max(| f |)2
∑
i=1,N
∑
j=1,M
(
|gi, j − fi, j|
)2 . (4)
Again, this ratio has some limits.
Receiver Operating Characteristics (ROC) curves
ROC curves appear more appropriate to compare quanti-
tatively clutter reduction algorithms. The ROC curve is
simply a graph of detection versus false alarm probabilities
parameterized by a threshold S [19]. From a ROC curve
(1× 1 square region), fundamental information extracted
from metrics (in general area-under-roc-curve AUC) is de-
rived. A ROC curve is calculated by comparing pixel to
pixel two binary images, a reference image containing only
the desired information and the image processed by an al-
gorithm using a varying threshold S in the amplitude range
of the raw image. The reference image defined corresponds
to a skeleton of the hyperbola response including the first
positive and negative amplitudes. The threshold applied on
the raw image serves to compute a binary image to make
a comparison with the reference image.
As an illustration, these 3 parameters have been evaluated
for the radargrams of Figs. 4c-d (PCA), and also Fig. 5a
(ICA). The largest SCNR and PSCNR values belong to the
median subtraction technique (14 and 72.9 respectively),
and afterwards the better performances are attributed to
PCA modified and ICA. The ROC curves visualized in
Fig. 6 show that the curve associated with PCA is slightly
below the one issued from the raw data. The curve as-
sociated with PCA modified appears higher than the one
belonging to ICA.
Fig. 6. ROC curves associated with the different pre-processing
algorithms (median subtraction, PCA, ICA) applied on the raw
radargram of Fig. 4a.
As a conclusion, the median subtraction technique appears
a robust method for clutter reduction but it has its limits
in the case of the overlapping of clutter and hyperbola re-
sponse. As a conclusion, the median subtraction technique
appears a robust method for clutter reduction that has how-
ever its limits, in the case of overlapping between clutter
and hyperbola response. The PCA algorithm shows bet-
ter performance in the case of the relative pipe diameter
d
λsoil ≤ 0.7 and when there exists partial overlapping be-
tween clutter and hyperbola. When the hyperbola response
has a high amplitude, PCA modified improves the removing
of the clutter The ICA algorithm shows better performance
in the case dλsoil ≥ 1 and without overlapping.
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5. Hyperbola Detection and Fitting
In practice, the difficulties encountered in hyperbola detec-
tion in a radargram rely on the heterogeneity of the back-
ground and a weak contrast between the hyperbola and the
background. Thus, we have proposed a semi-automatic de-
tection algorithm based on template matching that doesn’t
require a training period [20]. It is applied after a pre-
processing stage and is made of a series of steps:
• A template containing a typical hyperbola signature
is built, that is issued from synthetic or experimental
data. The template does not need to be fully similar
to the responses to be detected. When the hyperbolas
in the radargram cannot be detected by a single pat-
tern, several patterns can be used in sequence. Each
defined template includes a small portion of a hyper-
bola signature near the apex. It has to be scaled in
time, distance and amplitude to the radargram that
has to be analyzed.
• An amplitude distance map is calculated by trans-
lating on the radargram the predefined template at
every possible positions. A mean amplitude distance
is evaluated according to the L1 norm.
Assuming an observed image G with elements gi, j
or g(i, j) and size M×N, and a template image T
with elements ti, j or t(i, j), both images with scaled
amplitudes, we define the L1 norm distance map E
between g and t by the following relation [18]:
E(m,n) =
M
∑
i=1
N
∑
j=1
|t(i, j)−g(i−m, j−n)| . (5)
The summation is evaluated at all pixels (i, j) of
the template t that is translated to all possible po-
sitions (m, n) along the observed image g. The po-
sition (m, n) at which the smallest value E(m, n) is
obtained corresponds to the best match between the
template t and the corresponding sub-image in g.
• A threshold value increased progressively by the user
allows to select a number of minima on the distance
map that corresponds to a high level of similarly with
the template.
• At the selected positions, the hyperbola points close
to the apex that correspond to a maximum or a mini-
mum amplitude have to be extracted. Because higher
order reflections in a hyperbola pattern may produce
a stronger amplitude as compared to the amplitude
of the first reflection, an user interaction is necessary
(semi-automatic) to select a hyperbola curve either
on the upper or on the lower half zone of the central
template position. Starting from the vertical symme-
try axis of the template, close points belonging to
the hyperbola curve on the left and on the right legs
(usually 3 or 4 points) are extracted step-by-step. Be-
cause the number of curve points extracted is limited,
a polynomial fitting of the second order was made to
refine the estimate of the abscissa y0 at the apex.
• The estimation of the several parameters describing
the hyperbola curve such as d, R, V , the target depth
and radius and the celerity in the soil, respectively
(see Fig. 7) is obtained using a hyperbola fitting of
the curve points to the classical analytical relation
according to the LS criterion. Parameters SR and y0,
representing respectively the center-to-center distance
between antennas and the horizontal coordinate of the
object, are a priori known. The position of the radar
referenced at the center of the system is located using
coordinate yk.
Fig. 7. Cross-view of a pipe buried in a soil and parameters
associated with the ray-path theory.
The equations associated with the travel-time write as fol-
lows [21]: {
yT = yk− SR2
yR = yk + SR2
, (6)


TT x2target =
[
(y0− yT )2 +(d + R)2
] 1
2
−R
Ttarget2Rx =
[
(y0− yR)2 +(d + R)2
] 1
2
−R
, (7)
where TT x2target and Ttarget2Rx represents the ray paths be-
tween the transmitter or the receiver to the buried object.
The velocity v of the medium depends on the real relative
permittivity ε ′s such as:
v =
c√
ε ′s
; (ε ′′s ≪ ε
′
s) . (8)
The generalized hyperbola equation (yk, tk) including the
antenna offset is expressed by:
tk =
TT x2target + Ttarget2Rx
v
. (9)
Thus, (y0, t0) represents the position in coordinate and
time of the maximum of the hyperbola. It must be un-
derlined that the hyperbola depends on five parameters
(SR, y0, d, R, v). In general, the pipe radius cannot be prop-
erly estimated, as it appears smaller than the radiating aper-
ture of one antenna (on the order of the first Fresnel zone
in the soil). The minimum of the sum of squares of the
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distances between theoretical yk,theo and measured yk,meas
data has been solved using the Gauss-Newton method as
follows:
F =
K
∑
k=1
(
yk,theo− yk,meas
)2
. (10)
Some constraints relative to the parameter ranges have been
added in the algorithm to better drive the solution.
The Hessian matrix in 2D and particularly its eigenvalues
can be used to characterize the uncertainties on the esti-
mated parameters (d, v).
5.1. Application to Experimental Data
In the sandy box of the public square Perichaux, Paris 15th,
the dielectric permittivity of the soil at this moment was
estimated to 3.5 from common mid-point (CMP) measure-
ments. Two targets, a 25 mm diameter dielectric pipe filled
with air and a thin horizontal 10 mm width (2 mm thick)
conductive strip were buried at the depths estimated to
160 and 170 mm respectively such as presented in Fig. 8a.
Both objects are separated by a 750 mm distance. The
scanning by the SFCW GPR has been performed in both
end-fire and broadside polarizations (see Figs. 2a-b).
A synthetic template was computed from 3D FDTD sim-
ulations (software Empire) considering the detailed bowtie
Fig. 8. Geometry of the sandy box with two buried objects,
an air-filled pipe and a horizontal conductive strip (a), synthetic
template issued from FDTD simulations involving a pair of bowtie
slot antennas (end-fire configuration) moved on a soil (ε ′s = 3.5,
σs = 0.01 Sm−1, hs = 10 mm) with a buried conductive pipe
(R = 12.5 mm) (b).
slot antenna geometry (Section 3) and 32 mm radius con-
ductive pipe buried in a soil with a real relative permittivity
ε ′ = 3.5 (σ = 10−2 Sm−1). The end-fire configuration has
been considered. In this template visualized in Fig. 8b,
it was wise to define a compact hyperbola signature with
reduced multiple reflections to further detect different hy-
perbolas in a radargram in both polarizations. The template
was scaled in time and amplitude to match the experimen-
tal time step ∆t = 5.56 ·10−2 ns (step distance 40 mm used
in the experiments), and the amplitude range of the experi-
mental radargrams. Signed amplitudes have been used here
to not deteriorate the image quality.
The template matching algorithm proposed has been per-
formed on experimental radargrams considering the two or-
thogonal polarizations after application of the median sub-
traction technique. Results are presented for the geometry
relative to Fig. 8a, and the time range has been defined to
5 ns. That leads to the L1 norm distance maps (also abso-
lute distance maps) visualized in Figs. 9a and 9c. The posi-
tion (m, n) at which the smallest value E(m, n) is obtained
corresponds to the best match between the template t and
the corresponding sub-image in g. A threshold value allows
to select a limited number of local minima corresponding
to distances less than the threshold where the template is
well matched with enough amplitude (visualized by “+”
signs on the radargrams). The maximum threshold values
leading to the detection of the most significant hyperbolas
are 0.162 and 0.195 in the broadside and end-fire configu-
rations, respectively (see Figs. 9b and 9d). Higher values
give additional detections (false alarms) that don’t corre-
spond to buried objects but to background heterogeneities.
In the end-fire polarization, the distance map cannot permit
to detect the air-filled pipe.
The results of the parameter evaluation from the least-
square (LS) fitting of each hyperbola detected are col-
lected in Tables 1 and 2. In general, the positions y0 of
the objects appear correctly evaluated. Concerning the real
permittivity value of the soil, the broadside configuration
gives higher estimates as compared to the end-fire configu-
ration, and consequently the target depths appear more im-
portant.
Table 1
Parameter estimation in the broadside configuration
for the experimental B-scan of Fig. 9b (max. is associated
with the detection of the positive amplitude)
Object
d R
ε ′
T0 y0
fval
[mm] [mm] [ns] [mm]
Pipe no. 1
200 60 3.6 3.08 458.9 2.68 ·10−2
(max)
Pipe no. 1
∼160 12.5 3.5–4 ∼500
(true values)
Strip no. 2
200 60 3.47 2.99 1232 2.23 ·10−2
(max.)
Strip no. 2
∼170 5 3.5–4 ∼1200
(true values)
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Fig. 9. Analysis of experimental radargrams (in pixels, time range 5 ns) associated with an air-filled pipe and a horizontal conductive
strip using the template matching algorithm: (a, b) in the broadside and (c, d) end-fire configurations; (a, c) time-distance maps,
(b, d) positions of the image template in the original B-scans and hyperbola fitting.
Table 2
Parameter estimation in the end-fire configuration
for the experimental B-scan of Fig. 9d
Object
d R
ε ′
T0 y0
fval
[mm] [mm] [ns] [mm]
Strip no. 2
165.6 25.5 2.65 2.82 1250 1.85 ·10−2
(max.)
From Table 3 that collects eigenvalues of the Hessian ma-
trix at the estimates of the depth and the velocity (d, v), we
remark that the depths of the pipe and the strip have been
both estimated to 200 mm, and more important than those
a priori known (see Fig. 8a). In the case of a soil having
weak permittivity variations, an additional step would be
to find an optimum permittivity value issued from the sev-
eral estimates. We remark that the objective function fval
associated with the LS fitting is presently higher for exper-
imental data than for synthetic data of the order of 10−2,
because the image quality appears lower.
To detect the air-filled pipe in Fig. 9d, joint information
from radargrams issued from the parallel and end-fire con-
figurations (polarization diversity) could be used. Thus,
the mean distance map was calculated from the individ-
ual distance maps in the broadside and end-fire configura-
tions (see Figs. 9a and 9c) leading to the result visualized
Table 3
Eigenvalues of the Hessian matrix at the estimates
of the depth d and velocity v from hyperbola fitting
in both polarizations
Configuration Eigenvalues for (d; v)
Parallel
Pipe no. 1 (4.1 ·10−5; 2.1 ·10−2)
Strip no. 2 (4.2 ·10−5; 1.9 ·10−2)
End-fire
Strip no. 2 (4.0 ·10−5; 9.6 ·10−3)
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in Fig. 10a. A weak threshold (0.18) situated between the
previous ones (0.162 and 0.195) associated with both po-
larizations (see Fig. 10b), has allowed here to detect both
hyperbolas without false alarms in the end-fire configura-
tion, that was not possible when this polarization was only
considered. Further insight into the solutions of the param-
eters estimated in the fitting has been gained by calculating
the Hessian matrix H at the stationary point to evaluate its
nature using its eigenvalues.
Fig. 10. Mean distance map in the parallel and end-fire configu-
rations associated with an air-filled pipe and a horizontal conduc-
tive strip (Fig. 8a) (a) and positions of the image template in the
experimental B-scan in the end-fire configuration (b).
The rate of convergence and sensitivity to round-off errors
is given by the condition number of matrix H, that is the
ratio of its largest to its smallest eigenvalues. In the present
examples, fixing the pipe radius that cannot be evaluated
properly has led to a decrease of the condition number.
The eigenvalues associated with the several fittings in both
polarizations are collected in Table 3. In general, the condi-
tion number is high, that means that correlation may exist
between the two parameters and thus the convergence of
the estimation algorithm appears slow.
6. Polarization Diversity
As a target can depolarize the incident field, thus giving
a scattering response depending and the orientation of the
antennas relative to the target, it is worth to exploit the
polarization to characterize the target, and its orientation,
particularly in the case of a long target such as a cylinder.
6.1. Analytical Modeling
The influence of the dielectric characteristics of a canonical
target such as a cylinder (index d) illuminated by a elec-
tromagnetic (EM) polarized plane wave is described by the
scattering theory [16], [23]. The backscattered fields de-
pend strongly on the orientation of the cylinder relative to
the antennas, its dielectric properties, and the radius of the
cylinder compared to the wavelength λ0 in the surrounding
medium (index 0). The medium is usually air, but can be
a dielectric material such as considered here. The scatter-
ing properties of a long cylinder has been described by the
Bessel and Hankel functions. The scattering width (SW) is
the equivalent area proportional to the apparent size of the
target (in the far-field zone) that scatters the field relative
to the incident power in each direction φ . Four expressions
associated with SW consider both TE and TM polariza-
tions and the case of a dielectric or a conductive cylinder
as follows [23]:
TE polarization
Conductive cylinder:
SW = 2λ0
pi
∣∣∣∣∣
+∞
∑
n=0
εn
J′n(β0R)
H(2)′(β0 R) cos(nφ)
∣∣∣∣∣
2
(11)
Dielectric cylinder:
SW = 2λ0
pi
∣∣∣∣∣
+∞
∑
n=0
εn×
×
ηdJ′n(βdR)Jn(β0R)−η0J′n(β0R)Jn(βdR)
η0Jn(βdR)H(2)′n (β0R)−ηdJ′n(βdR)H(2)n (β0R)
∣∣∣∣∣ (12)
TM polarization
Conductive cylinder:
SW = 2λ0
pi
∣∣∣∣∣
+∞
∑
n=0
εn
Jn(β0R)
H(2)(β0 R) cos(nφ)
∣∣∣∣∣
2
(13)
Dielectric cylinder
SW = 2λ0
pi
∣∣∣∣∣
+∞
∑
n=0
εn×
×
η0J′n(βdR)Jn(β0R)−ηdJ′n(β0R)Jn(βdR)
ηdJn(βdR)H(2)′n (β0R)−η0J′n(βdR)H(2)n (β0R)
∣∣∣∣∣ (14)
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Fig. 11. Influence of the pipe radius and the real permittivity on the scattering width (SW) as a function of the frequency in the case
of (a, b) a conductive and (c, d) a dielectric air-filled cylinder (ε ′ = 1 in “c” and ε ′ = 9 in “d”).
where β0 and βd are the wavenumbers, associated with
the surrounding medium and the dielectric cylinder; they
can be complex. Jn(.) is the Bessel function of the first
kind of order n, J′n(.) is its derivative, H
(2)
n (.) is the Hankel
function of the second kind of order n, and H(2)
′
n (.) is its de-
rivative.
The simplified modeling of the GPR system considers that
the antennas, linearly polarized, are closely spaced. This
results to a backscattering angle corresponding to φ = 180◦.
Before analyzing theoretical and experimental B-scans, we
have studied the scattered responses SW in a very large fre-
quency band [0.2 ; 2] GHz considering several pipe radii
and two dielectric contrasts between the pipe and the sur-
rounding medium. The results collected in Figs. 11a-b,
in the case of a conductive cylinder with a radius in the
range 5 . . .40 mm, highlight that the TM polarization (elec-
tric field parallel to pipe axis) generally leads to a higher
backscattering response whatever the value of the real per-
mittivity value (ε ′0 or ε
′′
0 = 0) of the surrounding medium.
We remark that the TE component oscillates under the TM
component for a radius higher than 5 mm. In general, the
scattering width increases with the pipe radius and when the
radius becomes large as compared to the wavelength of the
medium; at 2 GHz, λ0=75 mm for ε ′0 =4, and λ0 =50 mm
for ε ′0 =9. Consequently, the TM polarization is preferred
to detect a conductive pipe independently of its radius and
the wavelength of the surrounding medium. Figure 11c-d
associated with a dielectric cylinder show that the TE polar-
ization gives a higher SW when the radius value is inferior
to the wavelength and when the permittivity of the pipe
(here filled with air) is less than the medium permittivity
(ε ′0 = 4). When the pipe is more dielectric (ε ′0 = 9) than
the medium, we remark that the TM polarization is in gen-
eral higher than the TE polarization. We also observe that
for a radius greater than 10 mm, TE and TM components
oscillate and they can meet each other.
6.2. In-situ Measurements
The measurement results presented have been made in the
test bed Sense-City (see Fig. 3). To facilitate the subsequent
interpretation of vertical profiles with buried pipes, refer-
ence measurements were performed apart from the areas
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with buried objects to obtain the dielectric characteristics
of the multilayered soil. Using the commercial GPR GSSI
SIR 3000, a scanning has been acquired to identify the
several layers of the sub-surface. Consistently with the di-
rect observations during excavation, the raw radargram at
900 MHz (without time zero correction and clutter removal)
shown in Fig. 12 shows a soil made of four layers corre-
sponding to asphalt (layer 1), aggregate cement (layer 2),
Fig. 12. Experimental radargrams (B-scans) of the subsurface
without buried objects measured by the SIR 3000 system (linear
gain and low and high pass filters applied) at 900 MHz in the TM
polarization.
a natural soil (layer 3), and a wetter natural soil (layer 4)
located under the geotextile (a thin discontinuity). A sub-
layer of layer 3 (layer 3b) of natural soil under the aggregate
cement appears visible in this zone of the site and it is at-
tributed to a compacted layer of natural soil. This layer will
not be observed in the zone with the trenches because the
soil has been excavated. From the radargram at high res-
olution, we have estimated the real permittivities ε ′ since
we have an a priori knowledge of the thickness h of each
layer from the construction phase. According to Fig. 3a,
the real permittivity estimations of the soil layers are the
following: asphalt (layer 1) ε ′1 = 4.5 (0.64 ns), aggregate
cement (layer 2) ε ′2 = 7.7 (1.4 ns), natural soil (mean of
layers 3b and 3) ε ′3 = 34 (8.5 ns). Based on these results,
a mean real permittivity of 12.7 is derived (decomposition
in volumetric fractions).
Measurements have been made manually using the SFCW
georadar system on the pipe zone of the test site whose
cross section is presented in Fig. 13. The radargrams are
presented in the time domain in both TE and TM polariza-
tions (see Figs. 14a-b) considering a pulse with a peak fre-
quency at 900 MHz. Neither low pass, nor high pass filters
and nor time zero correction were applied here. The pipe
in T5 was filled with air. A linear time gain [–10 ; 20] dB
was applied to the radargram of Fig. 14a in the TE polariza-
tion (broadside). We remark in this figure that the air-filled
pipe at depth 30 cm in T4 shows a detectable hyperbola
signature (contrary to the SIR 3000 results). The signature
of trench T1 appears weakly detectable, certainly because
the distance step (4 cm) has not been defined here small
enough (this will be improved in the future). In the TM
polarization (end-fire), such as visualized in Fig. 14b, the
measurements were made in two sequences that explains the
vertical discontinuity in the radargram. In general, we re-
mark that all the hyperbolas appear strongly attenuated that
is consistent with the synthetic radargram obtained from
FDTD simulations [22].
7. Conclusion
In this work, signal and image processing techniques
have been collected with the aim of extracting quantita-
tive information from experimental radargrams containing
hyperbola signatures from pipes and strips with lateral di-
mension less than around ten centimeters. The difficulties
met in the analysis of GPR radargrams is the detection
of a hyperbola pattern in a noisy background, in a weak
image quality, with overlapping between signatures of the
clutter and one or multiple targets (particularly buried in
a shallow depth), and also the detection of a target with
a small lateral dimension and a weak contrast with a per-
turbed surrounding medium. The main objective was to
propose a data processing chain easily implementable to
analyze by steps radargrams made of hyperbola signatures
associated with relatively small pipes (less than 100 mm).
Thus, a semi-automatic data processing has been proposed
that is supposed to be adaptable to hyperbola signatures en-
Fig. 13. Cross-section of the pipe zone in the Sense-City test bed.
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Fig. 14. Experimental radargrams measured by the SFCW GPR
system in the: (a) TE (broadside), and (b) TM (end-fire) polar-
izations.
countered in a generally noisy and heterogeneous environ-
ment showing different dielectric contrasts with the tar-
gets. It has been observed that to remove the clutter, deep
and shallow targets must be distinguished. In the case of
a shallow target, which significantly influences the clut-
ter and the interface reflection, the PCA algorithm appears
in general more efficient than ICA. In the case of a deep
target, ICA appears to be more efficient than PCA. The
template matching algorithm has been adapted to the hy-
perbola detection by means of the definition of a adequate
template that represents a hyperbola shape close to the apex.
The template has been generated from FDTD simulations.
The algorithm has been validated on experimental radar-
grams, and has been extended to take advantage of data
sets that consider the polarization diversity. This addi-
tional parameter improves the algorithm robustness. Fu-
ture researches aim at applying the template matching al-
gorithm on radargrams with different target shapes (pipe
and cracks) and dielectric contrasts with the surrounding
soil. Improvement of the data processing chain could be
made by adding complementary algorithms such as space-
frequency time-reversal matrices [24], wavelet transform,
or hyperbola detection that accounts for hyperbola miss-
hapedness [25].
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Abstract—The paper summarizes experimental efforts of the
Pushkov Institute of Terrestrial Magnetism, Ionosphere and
Radio Wave Propagation (IZMIRAN) undertaken in search
of the biggest part of Chelyabinsk meteorite in the bottom
of lake Chebarkul, South Ural, Russia, and to estimate the
ecological effects of its subsequent excavation.
Keywords—Chelyabinsk meteorite, Ground Penetrating Radar.
1. Introduction
The Chelyabinsk meteoroid (February 15, 2013) with an es-
timated initial mass of about 10.000 tons was probably the
biggest space object entering the Earth’s atmosphere during
the last 100 years. It released its kinetic energy, equivalent
to a 500,000 tons TNT explosion, into a bright flash at
a height of about 25 km (Fig. 1) and a large shock wave
causing broken roofs and windows in an about 50×100 km
area of Chelyabinsk region. Happily, no industrial object
was touched, and hundreds of people received minor in-
juries. Many small meteorites produced ice carrots in the
snow covering neighboring fields. The biggest part of the
meteoroid landed in the western part of Chebarkul Lake
Fig. 1. Chelyabinsk bolide. (See color pictures online at
www.nit.eu/publications/journal-jtit)
Fig. 2. Aerial photo of the meteorite ice-hole.
making an oval hole in the ice cover, up to 8 m in diam-
eter (Fig. 2). The meteorite origin of the ice-hole was not
commonly believed from the beginning, however Raman
scattering analysis of the small chips, lifted from the lake
bottom with a powerful magnet, and of micron-seized dust
around the breach confirmed their space nature [1].
First divers’ attempts to find the meteorite directly under the
breach gave no effect (Fig. 3). The lake depth is about 10 m
at the impact site, and the operations were hindered by the
presence of a thick layer of loose silt, more than two-meter
thick, according to their estimates. In order to reduce the
search area, Ground Penetrating Radar (GPR) inspection
of the lake bottom was performed from the ice surface by
means of Loza-N GPR [2], [3]. Along with the information
provided by Ural scientists and Czech colleagues [4], [5],
the results of the IZMIRAN-VNIISMI GPR and magnetic
surveys were used in preparing diving works undertaken
later by the Aleut-Special Work Service Company [6] and
resulting in the excavation of the biggest fragment of the
space guest.
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Fig. 3. First diving works from the ice cover.
2. GPR Field Works
Loza GPR was designed at Pushkov Institute of Terres-
trial Magnetism, Ionosphere and Radio Wave Propagation
(IZMIRAN) in relation with a planned space mission [7].
Afterwards its serial production has been undertaken by
Joint-Stock Company VNIISMI [8]. The main distinctive
feature of Loza GPR is energy accumulation in a sin-
gle transmitted pulse which is generated by a capacitor
rapidly discharging through a high-voltage hydrogen key. Its
duration and shape depend on the transmitter antenna pa-
rameters. It must be non-resonant in order to avoid spu-
rious “ringing” (generally, it is a resistively loaded dipole
following classical Wu-King law). Due to resistive load-
ing, Loza antenna radiation approaches an ideal one-period
electromagnetic burst. Its low Q-factor is compensated by
the high pulse energy. Serial Loza transmitters have 5 to
20 kV peak voltage, the emitted pulse duration and en-
ergy being determined by the dipole length. Widely used in
archeology and urban works “high-frequency” Loza-V sets
with 0.5 to 1.5 m antennas have pulse central frequency
in the range of 100–300 MHz and provide penetration
Fig. 4. Field operation with Loza-V GPR.
depth of the order of 5–20 m, depending on ground con-
ductivity (Fig. 4).
In order to radically increase the signal energy and pen-
etration, the pulse spectrum in the low-frequency Loza-N
sounder is shifted to the lowest part of the receiver fre-
quency band: 10–50MHz [9]. A serial Loza-N set contains
3, 6, 10, and 15 meter-long transmitter antennas mounted
on a heavy-duty nylon band. Identical antennas are used in
the receiver unit recording signals reflected from the sub-
surface layer interfaces or localized buried objects. The
receiver works in a waiting mode, being switched on by
the first coming aerial signal. The absence of interconnect-
ing cables eliminates interference and assures high signal-
to-noise ratio. Loza central unit registers the waveform
of the subsurface return pulse by means of a parallel set
of high-rate comparators, with sampling frequency about
1 GHz. By repeating the measurement with input atten-
uation varying in a quasi-logarithmic scale, we obtain a
256-bit representation of the received signal in a 120 dB
dynamic range.
Fig. 5. Loza-N GPR survey around frozen ice-hole in lake
Chebarkul.
Along with the aforementioned basic principles, the tight
contact of the Loza-N flexible antennas with the ground
and natural wave focusing towards electrically denser sub-
surface medium increase the GPR penetration depth. Com-
pared with domestic and foreign analogs, Loza-N radar
potential is increased by four orders of magnitude, allow-
ing operation in highly conductive media, such as loam
or wet clay. The sounding depth varies from a few me-
ters to hundreds of meters, depending on the device model
and medium properties. Taking into account the environ-
ment conditions (lake depth about 10 m and 1 m thickness
of the ice/snow cover), low-frequency Loza-N model with
6-meter antennas was selected for GPR survey (Fig. 5).
It could provide a sufficient probing depth and minimize
interfering resonance effects. During three days of field
works, March 12–14, 2013, the IZMIRAN-VNIISMI group
(A. V. Popov, V. V. Kopeikin, S. V. Merkulov, V. A. Alek-
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Fig. 6. GPR survey paths and ice-hole position.
seev) recorded 36 GPR scans covering a 100× 100 m
area around the ice-hole (taking into account the meteorite
trajectory, maximum attention was turned to the western
neighborhood of the breach) – see Fig. 6.
These data, registered from the ice cover, reveal distinct
details of the lake bottom shape indicating probable im-
pact points of big meteorite fragments. Small chips were
collected around and under the breach in order to identify
possible future findings. The results of magnetic moment
measurements of 3-millimeter sized chips [1] are consis-
tent with the reported characteristics of other fragments of
Chelyabinsk meteorite.
3. Data Analysis
In Fig. 7, an example of raw data recorded by Loza-N
GPR and represented by means of Krot-1301 software [8]
is given. The right panel displays the waveform of the radar
return signal received at a selected point of GPR survey
path (A-scan [10]).
In the left panel, the vertical cross-section (B-scan) taken
along one of the survey paths is shown. The horizontal axis
depicts the distance along the GPR path whereas the verti-
cal axis displays the return signal arrival time in nanosec-
onds (right scale) and calculated reflector depth (left scale).
Peculiar horizontal strips in the upper part of the plot cor-
respond to the direct waves traveling from the transmitter
to the receiver antenna with different velocities in the ice
layer and pure water beneath the ice cover.
Fig. 7. Example of B-scan and selected radar return pulse
(A-scan), Chebarkul lake, March 13, 2013.
The extended mono-polar pulses coming from greater
depths are due to partial reflection from the gradual tran-
sition from pure water to the silt layer. Such a behavior is
typical for the low-frequency Loza-N signals, which pre-
viously was attributed to the influence of ground conduc-
tivity. However, the numerical simulation shows that the
main role in this case plays not conductivity but rather par-
tial electromagnetic wave reflections from smooth gradients
of the dielectric permittivity arising due to gradual increase
of the solid fraction in the thick silt layer. A straightfor-
ward approach consists in numerical integration of the one-
dimensional (1D) wave equation [11]. A good qualitative
agreement with the experimental data has been obtained
for a model transition layer between pure water with rela-
tive dielectric permittivity ε0 = 81 and a solid ground with
ε1 = 10–20, see the left panel of Fig. 8. Our model also
Fig. 8. Vertical profile of dielectric permittivity and soil conduc-
tivity (left), 1D numerical simulation of GPR return pulse (top),
magnified reflected pulse (red, pointed by arrow) versus initial
pulse (bottom).
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took into account a gradual increase of the medium con-
ductivity from σ0 = 0 to σ1 = 0.001 S/m. The duration of
the model probing pulse is about 25 ns, which is close to
the physical Loza-N pulse duration.
The full waveform of the electric field registered by the sen-
sitive GPR receiver placed on the water surface is shown
in the upper panel of the figure. Along with the short ini-
tial pulse, a weak protracted signal appearing due to partial
reflections from the vertical gradients of the dielectric per-
mittivity can be noticed. In order to better visualize the
reflected signal on the strong primary pulse background,
a minor exponential amplification eαt has been introduced.
Its waveform, shown in a magnified scale against the pri-
mary GPR pulse in the bottom panel of Fig. 8, is similar
to the observed wave forms of low-frequency GPR prob-
ing, depicted in Fig. 7 (not taking into account the direct
surface waves). In processing raw data with Krot-1301
software package, the characteristic points of the maximum
amplitude variations of the reflected signal were interpreted
as the interfaces of the non-uniform transition layer be-
tween pure water and the solid bottom ground. A qualita-
tive understanding of partial reflections from the vertical
permittivity gradients ε ′(z) gives the time-domain version
of the coupled Wentzel-Kramers-Brillouin (WKB) approx-
imation [11]:
g(s) =−
1
8
+
z(s)∫
0
(
ε ′(z)
ε
3
2 (z)
)′
h
[
s−2p(z)
]
dz . (1)
Here, s = ct is normalized propagation time, g(s) – re-
ceived EM signal, h(s) =
∫ f (s)ds is integral of the initial
transmitted pulse f (s), and p(z) =
z∫
0
√
ε(ξ )dξ is optical
path from the transmitter to the virtual reflection layer z.
If the transmitted pulse length is small compared with the
characteristic thickness of the transition layer, the inte-
gral (1) can be transformed to an explicit analytical expres-
sion [9]:
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2
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, (2)
where I(s) = 12
s∫
0
h(ξ )dξ and zm is the depth corresponding
to the pulse roundtrip travel time s≈ 2p(zm).
In this simplified 1D wave propagation model a number
of the physical moments have been ignored, i.e. boundary
effects at the water surface covered with a thick ice layer,
the offset between the transmitter and receiver antennas,
wave divergence and radiation pattern of the dipole antenna
placed on the interface. Having taken into account these
factors in an improved 2D propagation model we reach
a good agreement with the experimental radar scans – see
Fig. 9a-b, and make our simulation be suitable for the field
data analysis.
Fig. 9. (a) Numerical simulation using 2D coupled-WKB ap-
proximation and (b) experimental A-scan.
4. Physical Considerations
A remarkable feature of the GPR B-scan presented in Fig. 7
is a pronounced depression in the bottom curve, accompa-
nied by a local thickening and structure change of the ice
cover, in P602 cross-section at its intersection with P603
scan (Fig. 10). We put forward a guess that this anomaly
was the result of a meteorite fragment impact onto the lake
floor. This hypothesis conforms to the observational facts.
The oblique trajectory of meteorite flight with azimuth of
280–290◦ and small amount of ejected ice suggest that its
major portion might be dragged down by the meteorite west
of the hole and then float upward disturbing the structure of
the ice cover above the impact crater. On the basis of these
considerations, the GPR B-scans were analyzed in detail.
A standard frequency windowing procedure implemented
in Krot-1301 software package allows one to pick out the
characteristic points on the signal plot (e.g. maxima of the
derivative) and to bind them into a radio image of the re-
flecting boundaries. Figure 11 displays an example of such
processing distinctly revealing the lake bottom shape and
the aforementioned disturbance of the ice cover structure.
The interfaces of the transition silt layer between clear wa-
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Fig. 10. Aerial photograph of the ice-hole. Crossing of P602
and P603 GPR paths (blue – arrow “1”) shows probable meteorite
fragment position in the lake bottom; red marks (arrow “2”) – six
stakes around the breach.
Fig. 11. B-scan along P602 track. Interpretation: 1 – ice layer,
2 – pure water and silt layer, 3 – hard bottom, 4 – ice-hole position,
5 – ice anomaly, 6 – meteorite crater.
ter and solid bottom are well seen. The hole produced in
the ice cover by the meteorite impact, already frozen dur-
ing our measurements, is pointed with black markers at the
horizontal axis around the value 110 m. The pronounced
depression of the bottom curve, which was interpreted as
a result of the meteorite collision with the hard lake bed, is
observed 30 m to the west (between 70 and 90 m marks).
The local violation of the surface wave structure above the
dip can be related to the aforementioned thickening of the
ice cover due to the ice mass floated upwards from the
impact crater.
A similar anomaly is observed at the neighboring GPR
paths, resulting in a three-dimensional (3D) reconstruction
of the supposed meteorite crater (Fig. 12). The spotted pat-
tern of the reconstructed bottom shape prompts a suggestion
that the meteorite, when sinking into the lake water, could
break into pieces following a ricochet trajectory [8].
The main crater position relative to the ice-hole, being con-
sistent with the observational trajectory data, allowed us to
recommend searching for a big fragment of Chelyabinsk
meteorite in the aforementioned region of the Chebarkul
lake floor.
Fig. 12. 3D reconstruction of the hard bottom shape; dotted
cylinder – ice-hole projection, arrows – possible meteorite frag-
ments trajectories.
5. Magnetometry and Meteorite
Recovery
Basing on the expected magnetic nature of the Chebarkul
meteoroid fragment, several research groups performed
magnetometric surveys of the supposed impact site. Just
a week after the meteorite fall, February 20–21, 2013,
Ovcharenko and Shchapov (Institute of Geophysics, Ural
Branch of the Russian Academy of Sciences) performed
magnetic mapping of the ice surface around the frozen ice-
hole [4]. An overall distribution of the modulus of magnetic
induction is presented in Fig. 13.
Fig. 13. Ural researchers’ magnetic data [3].
The authors call the reader’s attention to a weak positive
horseshue-like anomaly c.a. 5-6 nT about 20 m west of
the breach, which might be caused by the main fragments
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of the hondrite body. A strong negative linear anomaly of
40–50 nT, south-east of the ice-hole, evidently has no re-
lation with the meteorite body and may have man-caused
nature.
Two weeks later, a research group from the Charles Uni-
versity, Prague, led by Kletetschka, made surface magnetic
field mapping showing a positive anomaly to the north-west
of the breach that was interpreted as a purely geological ef-
fect [5]. The subsequent underwater magnetic survey with
a submersible fluxgate magnetometer, performed in June
19–22, 2013, revealed two sharp peaks of magnetic in-
duction, south-east of the ice-hole – see Fig. 14. However,
these anomalies, centered at the 9 m depth, also might have
technogenic origin.
Fig. 14. Czech scientists’ magnetic data [5] (submersible mag-
netometer).
The second IZMIRAN mission (Gudoshnikov, Skoma-
rovskij, Buzin, Alekseev, April 2–5, 2013) performed mag-
netic survey of a rectangular portion of the ice surface
80×30 m to the west of the ice-hole. The raw data (Fig. 15)
exposed a regular increase of magnetic induction towards
the west (coast effect, analogous to Fig. 14).
Fig. 15. IZMIRAN team magnetic data.
By subtracting the westward trend we obtain a map of local
magnetic anomalies (Fig. 16) having much in common with
the pattern of GPR back reflections (cf. Fig. 12). This
similarity supports our guess at the meteorite fragments
position in the lake bottom ground.
The results of the first IZMIRAN-VNIISMI GPR and mag-
netic surveys were submitted to the Ministry of Ecology of
the Chelyabinsk Region Government having sponsored the
Fig. 16. Magnetic anomaly (coast effect removed).
Fig. 17. Floating platform for diving works.
diving works undertaken during September-October 2013
by the Aleut-Special Work Service Company [6] – Fig. 17.
The underwater works ended up in finding and digging up
a 654 kg meteorite fragment. These endeavors are vividly
depicted in the recently published book [12]. According
to the presented data, the biggest piece has been extracted
from the depth of about 18 m, some 10 meter south-west
of the breach. The main excavated meteorite fragment now
is exposed in the Chelyabinsk Lore museum – Fig. 18. Its
smaller parts, broken away during the diving works, have
Fig. 18. Chebarkul meteorite fragment in the Chelyabinsk Lore
Museum.
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been presented to different organizations that took part in
the search for the meteorite [13].
Raman scattering analysis of the fragment presented to
IZMIRAN – Fig. 19a, performed by Melnik [14], con-
firmed its mineral composition corresponding to ordinary
chondrite LL5 and spectral identity with the small meteorite
chips gathered from the ice cover and the bottom of lake
Chebarkul immediately after the meteorite fall – Fig. 19b.
Fig. 19. (a) Fragment presented to IZMIRAN, (b) Olivine man-
ifestation in Raman scattering spectra of IZMIRAN specimen
(no. 1) and of a small chip from the ice-hole (no. 2).
The second IZMIRAN-VNIISMI GPR mission (Popov,
Prokopovich, Vorovskij, Bogolyubov, December 18–20,
2013) revealed a pronounced dip in the western direction
from the ice-hole (see Fig. 20). This anomaly can be iden-
tified as a result of Aleut’s digging works. The survey
was performed with the same 6-meter long Loza-N an-
tennas from the thick ice cover. Its spatial resolution did
not allow to resolve finer subsurface features.
Taking into account the continuing interest to the
Chelyabinsk event, ecological concerns about lake Chebar-
kul condition and methodical problems of GPR measure-
ments from the water surface, four years later the third
IZMIRAN GPR mission was organized (Edemskij, Popov,
Prokopovich, Bogolyubov, June 15–22, 2017). The main
goal of the planned survey was to draw the bottom line left
after the Aleut diving works and to detect possible subsur-
face objects. In order to provide better spatial resolution we
should use shorter antennas. Basing on our previous expe-
Fig. 20. Lake ground reflectivity according to second IZMIRAN
GPR mission.
rience, we first tried a standard Loza-V GPR transmitter and
antenna set (Fig. 4) assuring 10–12 m penetration in a fresh
lake water [15]. All the equipment could be placed in a hull
of a small rowing boat allowing convenient through-water
operation along a chaotic path controlled by GPS.
Unfortunately, the tests performed in the vicinity of the
meteorite impact site (west coast of lake Chebarkul) had
shown worse penetration, making Loza-V set useless at the
depths exceeding 5 m – see Fig. 21.
Fig. 21. Lake Chebarkul bottom line, Loza-V GPR (west coast).
Fig. 22. Testing 4-m dipole antennas.
This result allows one to roughly estimate the electrical
conductivity of the lake water. The additional linear elec-
tromagnetic wave attenuation 1640 σ√εr dB/m amounts to
120 dB (dynamic range of Loza receiver) on a roundtrip
path of 10 meters for σ : 0.066 S/m, which is in a good
agreement with the hydrological data obtained after the
meteorite fall [16].
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Trying to overcome this limitation, we developed a home-
made antenna set of intermediate (4 m) size but heavy rain
storms did not allow us to complete the experiment.
6. Conclusion
The results of the first IZMIRAN-VNIISMI GPR sur-
vey (March 12–14, 2013) and the data of magnetic mea-
surements performed by the next IZMIRAN expedition
(April 2–5, 2013) from the ice surface revealed a pro-
nounced anomaly, west of the breach left after Chelyabinsk
meteorite fall into lake Chebarkul (February 15, 2013).
Along with other research groups’ data, they were used in
preparing diving works undertaken during September 2013
by the Aleut-Special Work Service Company and spon-
sored by the Chelyabinsk region government. These works
resulted in finding and lifting a big fragment of the me-
teorite (October 13, 2013). A part of the excavated space
body presented to IZMIRAN was put to Raman scattering
analysis at Lebedev Physical Institute (FIAN), conforming
its mineral composition corresponding to ordinary chon-
drite (LL5). GPR survey performed by the third IZMIRAN
mission (December 18–20, 2013) revealed a sharp dip in
the lake bottom, probably a result of the digging opera-
tion. An attempt of detailed GPR inspection of the lake
bottom undertaken in June 2017 did not give impressive
results because of high conductivity of the lake water and
bad weather conditions. However, among others, our GPR
data and magnetic measurements prompt that a consider-
able mass of the meteorite matter may still reside in the
lake Chebarkul bottom ground.
Acknowledgment
This publication is dedicated to the memory of Vladimir
Alekseev who participated in two IZMIRAN expeditions,
collecting small meteorite particles and performing their
physical-chemical analysis. The authors are grateful to
E. V. Korolkov and Chebarkul city administration for tech-
nical support of the field works. This paper is written
as a contribution to the Special Issue “Recent Progress in
Electromagnetic Theory and its Applications” organized by
the COST Action TU1208 “Civil engineering applications
of Ground Penetration Radar”.
* * *
Regretfully, one of the co-authors – Vladimir Kopeikin
passed away during the process of article publication.
References
[1] V. A. Alekseev, A. I. Berkut, and N. N. Melnik, “Meteorite
investigation by CRS method. Chelyabinsk meteorite and Tun-
guska phenomenon”, in Raman Scattering – 85 Years of Re-
search, A. N. Vtiurin, Ed. Krasnoyarsk: Institute of Physics, 2013,
pp. 162–171.
[2] V. V. Kopeikin et al., “Ground penetrating radar investigation of the
supposed fall site of a fragment of the Chelyabinsk meteorite in lake
Chebarkul”, Geochemistry Int., vol. 51, no. 7, pp. 575–582, 2013.
[3] V. V. Kopeikin et al., “GPR inspection of the Chelyabinsk meteorite
impact site at the Chebarkul lake bottom”, in Proc. 15th Int. Conf.
on Ground Penetrat. Radar GPR 2014, Brussels, Belgium, 2014,
pp. 1054–1057.
[4] A. V. Ovcharenko and V. A. Shchapov, “Magnetic observations
at the Chebarkul fragment of Chelyabinsk meteorite impact site”,
in Proc. Scient. Conf. “Chelyabinsk Meteorite, a Year on Earth”,
Chelyabinsk, Russia, 2014, pp. 294–300 (in Russian).
[5] G. Kletetschka, J. Vyhnanek, D. Kawasumiova, L. Nabelek, and
V. Petrucha, “Localization of the Chelyabinsk meteorite from mag-
netic field survey and GPS data”, IEEE Sensors J., vol. 15, no. 9,
pp. 4875–4881, 2015.
[6] Aleut – Special Work Service [Online]. Available:
http://www.aleut.ru
[7] V. V. Kopeikin, D. E. Edemsky, V. A. Garbatsevich, A. V. Popov,
A. E. Reznikov, and A. Yu. Schekotov, “Enhanced power ground
penetrating radars”, in Proc. 6th Int. Conf. on Ground Penetrat.
Radar GPR’96, pp. 152–154. Sendai, Japan, 1996.
[8] JSC VNIISMI [Online]. Available: www.geo-radar.ru
[9] A. I. Berkut, D. E. Edemsky, V. V. Kopeikin, P. A. Morozov,
I. V. Prokopovich, and A. V. Popov, “Deep penetration subsurface
radar: hardware, results, interpretation”, in Proc. 9th Int. Symp
on Adv. Ground Penetrat. Radar IWAGPR 2017, PS-2, 3 25, Ed-
inbourgh, United Kingdom, 2017
(doi: 10.1109/IWAGPR.2017.7996052).
[10] D. J. Daniels, Ground Penetrating Radar. London: IEE, 2004.
[11] V. A. Vinogradov, V. V. Kopeikin, and A. V. Popov, “An approximate
solution of 1D inverse problem”, in Proc. 10th Int. Conf. on Ground
Penetrat. Radar GPR 2004, Delft, Netherlands, 2004, pp. 95–98.
[12] Search and Excavation of Chelyabinsk Meteorite. South Ural Pub-
lishing House, 2015, ISBN 978-5-7688-1083-2 (in Russian).
[13] A. V. Kocherov and V. A. Tyumentsev, “Fragments of
Chelyabinsk meteorite from Lake Chebarkul”, in Proc. Scient. Conf.
“Chelyabinsk Meteorite, a Year on Earth”, Chelyabinsk, Russia,
2014, pp. 348–354 (in Russian).
[14] A. V. Popov and N. N. Melnik, “Notes on the search and charac-
terization of Chelyabinsk meteorite”, in Proc. 2nd Practical Scient.
Conf. “Meteorites, Asteroids, Comets”, Chebarkul, Russia, 2014,
pp. 101–106. Theta Publ., Chelyabinsk, 2014 (in Russian).
[15] A. Popov, P. Morozov, D. Edemsky, F. Edemsky, B. Pavlovskij,
and S. Zapunidi, “Expedient GPR survey schemes”, in Proc. 11th
Int. Radar Symp. IRS 2010, 8a-3, Inspec Acc. 11474488, Vilnius,
Lithuania, 2010.
[16] S. G. Zakharov, Ecosystem of Lake Chebarkul Before and After Me-
teorite Fall. Chelyabinsk: Kraj Ra Publishers, 2014 (in Russian).
Vladimir Buzin graduated
from Physical Department of
Moscow State University in
1969. He is currently working
in the Laboratory of Magnetic
Cosmic Research, Pushkov In-
stitute of Terrestrial Magnet-
ism, Ionosphere and Radio
Wave Propagation, Russian
Academy of Sciences. His ex-
pertise is magnetic data pro-
cessing, service and calibration of magnetic measuring
installations and devices.
E-mail: buzin.40@mail.ru
IZMIRAN
4 Kaluzhskoye Hwy
Troitsk, Moscow 108840 Russia
76
Search for Chelyabinsk Meteorite Fragments in Chebarkul Lake Bottom (GPR and Magnetic Data)
Dmitry Edemsky received his
Ph.D. degree in Technical Sci-
ences from Vinnytsa National
Technical University in 1989.
He works as Senior Scientist
at Pushkov Institute of Ter-
restrial Magnetism, Ionosphere,
and Radio Wave Propagation
(IZMIRAN), Russian Academy
of Sciences. His research in-
terests include ELF-VLF radio
wave propagation, tweak-atmospherics, Earth-ionosphere
waveguide, ground penetration radar, deep electromagnetic
probing.
E-mail: edemsky@izmiran.ru
IZMIRAN
4 Kaluzhskoye Hwy
Troitsk, Moscow 108840 Russia
Sergey Gudoshnikov received
his Ph.D. from Moscow State
University, Department of Phys-
ics in 1992. Currently, he is
a leading researcher in the In-
stitute of Metallurgy, Ecology
and Quality at National Univer-
sity of Science and Technology
“MISiS”. His research interests
include: new magnetic materi-
als, high sensitive magnetic sen-
sors, precise magnetic measurements.
E-mail: gudosh@izmiran.ru
Department of Physical Metallurgy of Non-ferrous,
Rare-earth, and Noble Metals
National University of Science and Technology ”MISiS”
4 Leninsky Ave
Moscow, 119049 Russia
Vladimir Kopeikin received
his Ph.D. from the Radiotech-
nical Faculty of Moscow Power
Engineering Institute. Now he
is a Senior Researcher of
IZMIRAN, Principal Specialist
of JSC “Company VNIISMI”.
Chief designer of Loza GPR se-
ries. He is an author and pro-
moter of R&D works on deep
penetration radar, underwater
marine radar and holographic subsurface radar.
E-mail: kopeikin@izmiran.ru
IZMIRAN
4 Kaluzhskoye Hwy
Troitsk, Moscow 108840 Russia
Pavel Morozov is a Senior Re-
searcher of IZMIRAN, Vice
Director of JSC “Company
VNIISMI”. He graduated from
Odessa Hydrometeorology In-
stitute, Faculty of Oceanology
and Atmospheric Physics, and
has Ph.D. in Physics. He is
a member of Loza GPR devel-
opers’ team, author of subsur-
face radar survey and interpre-
tation methods. He has vast practical experience, teaching
and supervision of GPR users.
E-mail: pmoroz5@yandex.ru
IZMIRAN
4 Kaluzhskoye Hwy
Troitsk, Moscow 108840 Russia
Alexey Popov is a D.Sci., Life
Member of IEEE and Head
of Radiowave Propagation De-
partment, IZMIRAN. He grad-
uated from Moscow Institute
of Physics and Technology in
1964. His expertise includes
mathematical physics, computa-
tional methods, general diffrac-
tion theory, radio wave propaga-
tion, ground penetrating radar,
X-ray and fiber optics.
E-mail: popov@izmiran.ru
IZMIRAN
4 Kaluzhskoye Hwy
Troitsk, Moscow 108840 Russia
Igor Prokopovich received
his M.Sc. in Applied Mathe-
matics and Physics from Mos-
cow Institute of Physics and
Technology in 2012. He did
his Ph.D. study at IZMIRAN
(2014–2017). His expertise is
mathematical physics, compu-
tational methods, ground pen-
etrating radar, and subsurface
microwave holography.
E-mail: prokop21@mail.ru
IZMIRAN
4 Kaluzhskoye Hwy
Troitsk, Moscow 108840 Russia
77
Vladimir Buzin et al.
Vladimir Skomarovsky re-
ceived his Ph.D. from Pushkov
Institute of Terrestrial Mag-
netism, Ionosphere, and Radio
Wave Propagation, Russian
Academy of Sciences in 1980.
He is currently Senior Scientist
in the Laboratory of quantum
and cryogenic magnetometry
of IZMIRAN. His research
interests include magnetic phe-
nomena, magnetic imaging, magnetometry, and amorphous
ferromagnetic microwires.
E-mail: vskom@izmiran.ru
IZMIRAN
4 Kaluzhskoye Hwy
Troitsk, Moscow 108840 Russia
Sergey Merkulov is a Chief
Specialist of JSC “Company
VNIISMI”. He graduated from
High Military School of air de-
fence pilots and navigators. He
is the author and developer of
“Krot” software for Loza GPR
data processing. GPR profil-
ing and surface survey practical
schemes. Teaching and super-
vision of GPR users.
E-mail: merservit@mail.ru
JSC ”Company VNIISMI”
16/1 Olimpijsky Ave
129090 Moscow, Russia
Nikolay Melnik is a Ph.D. and
Leading Researcher in Labora-
tory of Physics of Non-uniform
Systems, Lebedev Physical In-
stitute. His expertise includes:
Raman spectroscopy, micro-
Raman, high pressure, low and
high temperature, resonance
Raman scattering. His scien-
tific interests are: disordered
and porous materials, nanocrys-
tals, clusters and quantum dots, carbon materials, nanopar-
ticles, diamond-like films, optical properties of films, mul-
tilayer structures, and superlattices.
E-mail: melnik@lebedev.ru
FIAN
53 Leninsky Ave
119991 GSP-1 Moscow, Russia
Andrey Berkut is a D.Sci.
(Technical Sciences), professor
and director general of JSC
“Company VNIISMI”. He grad-
uated from Moscow Technical
University of Communication
and Informatics. He is a mem-
ber of Loza GPR developers’
team. Production supervision,
marketing, contract activities,
development of schemotechni-
cal solutions. GPR application to concrete production in
Siberia.
E-mail: lozaberk@yandex.ru
JSC “Company VNIISMI”
16/1 Olimpijsky Ave
129090 Moscow, Russia
Pavel Vorovsky is a geologist
and Leading Researcher, JSC
“Company VNIISMI”. He grad-
uated from Russian State Geo-
logical Prospecting University.
He is an expert in GPR data
processing and geological
structure characterization, vast
practical experience.
E-mail: volga70@inbox.ru
JSC “Company VNIISMI”
16/1 Olimpijsky Ave
129090 Moscow, Russia
Leonid Bogolyubov is a sec-
ondary school student (Troitsk
Orthodox School, Moscow In-
stitute of Physics and Technol-
ogy Phys-Math Correspondence
School). He is volunteer mem-
ber of IZMIRAN-VNIISMI
field campaigns.
E-mail: l.e.o.n.2002@mail.ru
12/56 Solnechnaya
Troitsk, Moscow, 108840 Russia
78
Paper Multi-Objective Evolutionary
Optimization of Aperiodic Symmetrical
Linear Arrays
Francesco Napoli1, Lara Pajewski2, Roberto Vescovo3, and Marian Marciniak4
1 Italian National Agency for New Technologies, Energy and Sustainable Economic Development, Frascati, Italy
2 Department of Information Engineering, Electronics and Telecommunications, Sapienza University of Rome, Rome, Italy
3 Department of Engineering and Architecture, University of Trieste, Trieste, Italy
4 National Institute of Telecommunications, Warsaw, Poland
https://doi.org/10.26636/jtit.2017.118517
Abstract—In this paper, a multi-objective approach is applied
to the design of aperiodic linear arrays of antennas. The
adopted procedure is based on a standard Matlab implemen-
tation of the Controlled Elitist Non-Dominated Sorting Ge-
netic Algorithm II. Broadside symmetrical arrays of isotropic
radiators are considered with both uniform and non-uniform
excitations. The work focuses on whether, and in which design
conditions, the aperiodic solutions obtained by the adopted
standard multi-objective evolutionary procedure can approxi-
mate or outperform the Pareto-optimal front for the uniform-
spacing case computable by the Dolph-Chebyshev method.
Keywords—antenna array, Dolph-Chebyshev array, genetic al-
gorithms.
1. Introduction
A deeper understanding of evolutionary mechanisms along
with an increasing availability of computational resources,
allow scientists to simulate natural evolution with computer
programs and use it as a new paradigm for problem solving
in physics and engineering.
Genetic algorithms (GAs) [1], [2] are robust population-
based global-search stochastic iterative methods inspired
by the concept of evolution by natural selection. GAs have
been successfully applied in many areas to a wide range of
engineering problems, and nowadays, they are largely ac-
cepted as useful optimization techniques. This is especially
true for antenna array design [3], [4].
The typical array design problem consists in finding posi-
tions and weight coefficients of the array elements, so that
the radiation pattern can satisfy a given set of design speci-
fications [5]. The main design parameters are: gain and di-
rectivity, beamwidth (BW) and half-power beamwidth, side-
lobe level (SLL), aperture, geometry, robustness, noise sen-
sitivity, bandwidth, dynamic range of current excitations,
input and output (radiated) power.
The synthesis techniques for linear arrays can be divided
into two main categories: one dealing with uniformly
spaced (periodic) arrays and the other with non-uniformly
spaced (aperiodic) arrays. The former problem is, at least in
some cases, analytically tractable [5], [6]. The latter prob-
lem is usually solved by numerical methods [7]–[14].
Aperiodic arrays are very attractive with respect to equally-
spaced arrays [10]. A first reason is that the SLL may be
improved over the –13.5 dB limit of uniform arrays, while
keeping a uniform excitation (provided that a suited number
of radiating elements is used and that the average spacing is
approximately equal to or less than half wavelength). Sec-
ond, when dealing with non-uniform excitations it is pos-
sible to reduce the amplitude tapering necessary to achieve
a required SLL. Third, aperiodic arrays may be realized,
in an assigned aperture, by using a reduced number of
elements (thinned arrays) with a limited increase of BW
and a significant reduction of the array cost. Fourth, by
breaking the array periodicity it is possible to improve the
bandwidth and reduce the grating lobes in the radiation
pattern even if the average spacing is high. Fifth, the mu-
tual coupling between adjacent elements can be reduced
thanks to the aperiodicity and to the longer average spacing
achievable.
Many numerical methods have been developed to face
synthesis problems for aperiodic arrays, including tech-
niques based on mathematical programming, such as con-
strained [8] and nonlinear [9] programming. Other nu-
merical optimization strategies have also been proposed,
based on the synthesis of a density-tapered distribution of
uniformly excited elements [7], [12], or of a combined
amplitude-density tapered distribution of non-uniformly ex-
cited elements [11], approximating a properly chosen con-
tinuous source. Stochastic global optimization techniques
based on meta-heuristics, such as evolutionary algorithms
(GAs, differential evolution), have been successfully ap-
plied to the antenna array design problem showing a high
flexibility [3], [15]–[27]. In [28], a comparison is presented
between different population-based optimization methods
applied to the design of scannable circular antenna ar-
rays: genetic algorithms, particle-swarm optimization and
the differential evolution method are considered.
In the array design, it is often necessary to simultaneously
satisfy two or more conflicting specifications, thus a trade-
off between objectives must be found. This is the case
where both SLL and BW must be minimized for a given
number of array elements. In this case, as it is known,
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none of those parameters can be improved without worsen-
ing the other: if the radiated power is fixed, in the presence
of a more directive main beam, there is also more radia-
tion in undesired directions; smaller side lobes, instead,
correspond to a larger main beam. Looking for the best
trade-off between SLL and BW is a Multi-Objective Op-
timization Problem (MOOP). For this class of problems,
GA-based methods are well-suited procedures, since they
are conceived to handle more solutions at the same time [2].
Despite of their proven effectiveness with MOOPs, few re-
search [17], [19]–[21], [23]–[25], [28], [29] treat the array
design as an evolutionary MOOP, whereas the problem is
often regarded as a single-objective optimization.
This paper deals with the problem of finding an opti-
mal SLL-BW trade-off, for aperiodic linear arrays, using
a GA-based technique. In particular, we aim to investigate
whether, by using a standard Multi-Objective GA-based
(MOGA) procedure, it is possible to synthesize aperiodic
linear arrays with a better SLL-BW trade-off with respect
to Dolph-Chebyshev [6] periodic arrays.
In [20], [21] Panduro et al. employed a standard MOGA
procedure called Non-Dominated Sorting Genetic Algo-
rithm II (NSGA-II) [30], to calculate the SLL-BW trade-
off curves for linear arrays with uniform and non-uniform
spacing. First, they validated NSGA-II in the uniform spac-
ing case by comparing its non-dominated set against the
Pareto front computed by using the Dolph-Chebyshev de-
sign method [6]. They observed that NSGA-II yields an
effective approximation to the front, regardless of the num-
ber of array elements. Subsequently, with reference to the
non-uniform spacing case they stated [20] that NSGA-II
is able to find a non-dominated front that outperforms
the Dolph-Chebyshev front for the same number of ar-
ray elements. The authors considered both the case of
non-uniform excitations [20] and that of uniform exci-
tations [21]. They assumed as a benchmark the results
obtained by applying the Dolph-Chebyshev method with
a uniform half-wavelength spacing. We believe that a more
appropriate benchmark be the optimal front for the periodic
case, computed by applying the Dolph-Chebyshev method
with optimum spacing, i.e. by using the maximum spac-
ing that allows to prevent grating lobes in the physical
domain. Accordingly, we here investigate whether by us-
ing a standard MOGA procedure it is possible to approx-
imate or outperform the SLL-BW Pareto-optimal front for
the uniform spacing case by means of evolved aperiodic
solutions.
The paper is organized as follows. In Section 2 the setup of
the MOGA procedure is presented and the adopted method
is described in detail. Section 3 presents numerical re-
sults. In particular, we first recall the main results from
our previous work [31] and analyze them more in depth.
Subsequently, we further extend our study by using the
adopted MOGA procedure to synthesize aperiodic arrays
with uniform excitations. Moreover, the optimization of
a third objective is performed: the power radiated by the
sidelobes. Section 4 concludes the work.
2. The Method
The standard MOGA procedure employed in this work
is a Matlab implementation of NSGA-II with Controlled
Elitism (CE-NSGA-II). This algorithm shows a better con-
vergence than the original NSGA-II [32]. We use the stan-
dard Matlab solver “gamultiobj” with the setup described
in [31].
We consider aperiodic linear arrays of isotropic elements
symmetrically arranged with respect to the array center,
with a real symmetrical distribution of the excitations.
Thus, the main beam will be directed to broadside. There
are two reasons for this choice. First, symmetrical excita-
tions make the design of the feed network and the com-
pensation of the mutual coupling effects easier. Second,
numerical results can be compared with broadside sym-
metrical Dolph-Chebyshev arrays.
Fig. 1. Array geometry: (a) odd number M = 2N +1 of elements,
(b) even number M = 2N of elements.
Geometry and notations are described in Fig. 1. When the
total number of isotropic elements is M = 2N +1 (Fig. 1a)
the array factor is given by:
F(θ ,I,D) =
2N+1
∑
i=1
Ii e j sign(i−(N+1))k di cosθ , (1)
where sign(x) = 1 if x > 0 and –1 otherwise, θ is the an-
gle between the direction of observation and the array axis,
k = 2piλ is the wavenumber (λ being the radiation wave-
length), I = [I1, I2, . . . , I2N+1] is the vector of current excita-
tions, and D = [d1,d2, . . . ,d2N+1] is the vector of distances
between each array element and the array center. When the
total number of isotropic elements is M = 2N (Fig. 1b), the
array factor is given by:
F(θ ,I,D) =
2N
∑
i=1
Ii e j sign(i−N)k di cosθ , (2)
where I = [I1, I2, . . . , I2N ] is the vector of excitation currents
and D = [d1,d2, . . . ,d2N ] is the vector of the distances be-
tween each array element and the array center.
80
Multi-Objective Evolutionary Optimization of Aperiodic Symmetrical Linear Arrays
In the genetic representation, each individual is specified
by two vectors: the vector I of the current excitations and
the vector S = [s1,s2, . . . ,sM−1] of the separations between
adjacent elements. By exploiting the array symmetry, the
length of these two vectors can be roughly halved. More
precisely, the two vectors can be re-defined as follows: I =
[I1, I2, . . . , IN ] if M = 2N, I = [I1, I2 . . . , IN+1] if M = 2N +1,
and S = [s1,s2, . . . ,sN ] in both cases.
The array design problem is modeled as a bound constraint
MOOP, namely as a minimization one.
We first deal with two design objectives: SLL and BW.
In such a case, for the design of aperiodic non-uniformly
excited linear arrays with M isotropic elements, we have
the following formal MOOP statement: minimize ( f1, f2)
subject to I ∈ ∆1 and S ∈ ∆2, where the objective fitness
functions are f1 = SLL and f2 = BW, ∆1 = [0,1]L and
∆2 = [0.5λ , smax]L, where L = N if M = 2N and L = N +1
if M = 2N + 1. The smax represents the maximum allowed
separation between adjacent elements (also called, spacing).
For what pertains the amplitude of the current excitations,
as the input power is not assigned, only normalized ampli-
tude values are of interest. Hence, we limit them to the
dimensionless range [0, 1]. Moreover, to neglect mutual
coupling effects, we bound the minimum spacing to 0.5λ .
Subsequently, an additional design objective is considered:
the power radiated by the sidelobes (SLP) is minimized.
The formal MOOP statement in this case becomes: mini-
mize ( f1, f2, f3) subject to I ∈ ∆1 and S ∈ ∆2, where the
objective fitness functions are f1 = SLL, f2 = BW and
f3 = SLP.
3. Results and Discussion
The used benchmark is represented by the trade-off SLL-
BW curves obtained by applying the Dolph-Chebyshev
method with optimum period (in the following referred to
as the Dolph-Chebyshev front).
It is apparent that for a fixed M, according to the Pareto cri-
terion of dominance [2], the Dolph-Chebyshev front domi-
nates the front of solutions adopted in [20], [21] and char-
acterized by a half-wavelength period.
In [31], it was shown that the evolved non-dominated so-
lutions from [20] do not outperform the right benchmark.
Except for a bit inaccuracy due to the numerical nature
of the method, the MOGA’s non-dominated periodic so-
lutions converge to optimum Dolph-Chebyshev solutions.
The genetic procedure synthesizes approximations of the
Dolph-Chebyshev front not only at objective value levels
(SLL and BW) but also at design variable levels (currents
and separations).
In [31], we also started the analysis of the non-uniform
spacing case. The CE-NSGA-II was used to synthesize ape-
riodic non-uniformly excited linear arrays, for different val-
ues of M, in two test cases: separations belonging to the
interval [0.5λ , λ ], as in [20], [21], and separations belong-
ing to [0.5λ , 5λ ]. The latter case was considered because
aperiodic arrays can control the grating lobes in the radia-
tion pattern, even if the average spacing is large. As a result,
it was shown that the evolved non-dominated solutions can
outperform Dolph-Chebyshev solutions when separations
belong to [0.5λ , 5λ ], i.e. when the MOGA procedure can
fully exploit the aperiodicity to control the grating lobes.
Unfortunately, this happens only when SLL > –13 dB. It
was also observed that, in the outperforming region,
evolved fronts cross Pareto-optimal fronts with a higher
number of elements. This behavior is known in the litera-
ture as array thinning [10], [33]. With an aperiodic array it
is possible to obtain almost the same SLL-BW trade-off as
a periodic array involving a higher number of elements.
Let us now study more in depth the non-uniform spacing
case.
Figure 2 shows the evolved front obtained for aperiodic non-
uniformly excited arrays, with M = 12 and separations be-
longing to the interval [0.5λ , 5λ ] (dotted line with circles).
In the same figure, the Pareto-optimal front is reported
(solid line, Dolph-Chebyshev). The evolved trade-off curve
between SLL and BW was computed over data collected
in 5 consecutive runs of the CE-NSGA-II. It can be appre-
ciated that evolved solutions outperform Dolph-Chebyshev
solutions when SLL is higher than nearly –13 dB as men-
tioned before, and that for lower SLL values the evolved
front follows the Dolph-Chebyshev front (a worse approxi-
mation is observed for SLL lower than nearly –22 dB).
Fig. 2. SLL-BW trade-off curves computed over data collected
in 5 consecutive runs of the CE-NSGA-II, with separations in
[0.5λ , 5λ ] against the Dolph-Chebyshev front computed by means
of the Dolph-Chebyshev method with optimum period.
For seven solutions of the evolved front, Fig. 3 shows ar-
ray factors, excitation amplitudes, and spacing distributions.
Each row refers to a different solution, identified by the
relevant sampling number. The first column reports array
factors, with angles in radians and amplitudes normalized
to the peak value. The second column shows array current
distributions, with amplitudes normalized to the maximum
current. The third column shows array spacing distribu-
tions (normalized to λ ). A horizontal solid line indicates
a separation of one wavelength.
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Fig. 3. Study of seven non-dominated solutions, sampled over the evolved front of Fig. 2. Each row refers to one of those solutions.
The first column illustrates array factors (amplitudes, normalized to the peak value, as a function of angle in radians). The second
column shows array current distributions, with amplitudes normalized to the maximum current. The third column shows array spacing
distributions (normalized to λ ). A horizontal solid line indicates a separation of one wavelength.
Observing rows 1 to 5 in Fig. 3, a transition can be
noted from solutions with an aperture wider than the cor-
responding Dolph-Chebyshev solutions, to solutions with
a comparable aperture. Solution 1 has all separations
greater than one wavelength, and a number of zeros in
the visible space much greater than the 22 zeros placed
in the visible space by the Dolph-Chebyshev method.
This result highlights the capability of aperiodic arrays
of controlling the grating lobes in the visible space at
the expense of an SLL value, which is only –4.23 dB.
From row 1 to 4 a lowering of the side-lobes is observed
as well as an increase of the beam width. Furthermore,
a reduction of the number of zeros in the visible space
occurs.
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Solution 5 is an aperiodic approximation of a Dolph-
Chebyshev array. The number of zeros in the visible space
is 22, the side-lobe pattern is almost uniform, all separa-
tions are smaller than one wavelength, and the mean spac-
ing is very close to the optimum period. From row 5 to 6
a transition occurs toward tapered current distributions, thus
achieving lower SLL values.
Finally, the Solution 7 witnesses the deviation of the
evolved front from the Dolph-Chebyshev one. The sidelobe
pattern becomes more irregular, losing two zeros in visi-
ble space. The aperture gets smaller than the correspond-
ing Dolph-Chebyshev solution, with an average separation
shorter than the optimal period. The current distribution
is still tapered to match the low SLLs. Thus, in this low
SLLs region the adopted MOGA procedure reveals to be
not able to efficiently exploit the array aperture, by putting
all zeros in visible space to shrink the beam width.
Fig. 4. Analysis of the distribution of separations obtained in the
evolved solutions with M = 12 non-uniformly excited elements:
(a) ratio between standard deviation and average spacing for each
evolved solution as a function of SLL, (b) number of separations
shorter than λ vs. SLL for evolved solutions with separations in
[0.5λ , 5λ ].
The spacing distributions of the presented evolved non-
dominated aperiodic solutions are further studied in Fig. 4.
In Fig. 4a, the ratio σ
s
between the standard deviation σ
and the average separation s is plotted as a function of
SLL for each evolved solution. Circles and crosses repre-
sent solutions with separations in [0.5λ , 5λ ] and [0.5λ , λ ],
respectively. The corresponding regression models are in
solid and dash-dotted line, respectively. This figure shows
that the MOGA procedure fully exploits the aperiodicity
of evolved arrays only in the region where the evolved
front outperforms the Dolph-Chebyshev front. In Fig. 4b,
the number of separations shorter than λ is plotted as
a function of SLL, for evolved solutions with separations in
[0.5λ , 5λ ]. It can be argued that the outperforming occurs
in a region of the SLL-BW plane where the MOGA proce-
dure synthesizes a larger array aperture to shrink the BW,
with separations longer than one wavelength. In fact, going
towards SLLs smaller than –13 dB, we notice a transition of
evolved solutions from arrays with all (or most) separations
longer than one wavelength (right side of Fig. 4b) towards
arrays with all separations shorter than one wavelength (left
side of Fig. 4b). When SLL < –13 dB, it is not possible to
find aperiodic radiating configurations with apertures sig-
nificantly larger than the corresponding Dolph-Chebyshev
solutions, taking simultaneously under control the entrance
of grating lobes in visible space.
Here a special case of symmetrical excitations is consid-
ered, which can highly simplify the design and realization
of the feed network – the uniform current distribution. The
CE-NSGA-II is used to synthesize aperiodic uniformly ex-
cited linear arrays for different values of M. The setup of
the algorithm is the same as that of the previous experi-
ment, except for the vector of current excitations, that now
is I = [1]L with L as in Section 2. The objectives are, once
Fig. 5. SLL-BW trade-off curves, computed over data col-
lected in 5 consecutive runs of CE-NSGA-II with separations
in: (a) [0.5λ , λ ], (b) [0.5λ , 5λ ], against the Pareto-optimal
fronts computed with the Dolph-Chebyshev method with optimum
period.
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again, SLL and BW. We distinguish two test cases: in the
first case the separations belong to the interval [0.5λ , λ ],
in the second one they belong to [0.5λ , 5λ ].
In Figs. 5a-b the numerical results obtained in the first and
second test case are shown, respectively. In particular, in
Fig. 5a the SLL-BW trade-off curves are plotted, computed
over data collected in 5 consecutive runs of CE-NSGA-
II (dash-dotted line) with separations in [0.5λ , λ ]. The
Pareto-optimal fronts computed with the Dolph-Chebyshev
method with optimum period are also plotted (solid line).
Figure 5b refers to the case where the separations are in
the [0.5λ , 5λ ] interval.
As in the previous experiment, Fig. 5 shows that the pre-
sented evolved non-dominated solutions can outperform
Dolph-Chebyshev solutions only when the separations be-
long to [0.5λ , 5λ ]. Again, this happens in a region of the
SLL-BW plane characterized by SLL > –13 dB. In both
cases it is possible to observe an interesting partial overlap-
ping of an evolved front with the Dolph-Chebyshev front
relevant to solutions with slightly fewer elements.
This result is of practical interest, since it can be exploited
to achieve the same array performances as non-uniformly
excited arrays with a slightly greater number of radiating
elements, but with uniform excitations. Moreover, when
separations belong to [0.5λ , 5λ ], it can be noted an array-
thinning effect in crossing points between evolved fronts
and the Dolph-Chebyshev fronts with a higher number of
elements (see Fig. 5b).
Fig. 6. Same as in Fig. 4 but with uniform excitations.
It is interesting to analyze the spacing distributions of pre-
sented evolved solutions. In Fig. 6, the same as in Fig. 4
is reported, but with uniform array excitations. It can be
observed that the MOGA procedure yields solutions with
a higher exploitation of aperiodicity with respect to the
case studied in Fig. 4, with an enhancement of this behav-
ior in the region where the evolved front outperforms the
Dolph-Chebyshev fronts. Again, this happens for a selec-
tion of arrays with greater array apertures with respect to
the corresponding Dolph-Chebyshev solutions.
Finally, we use CE-NSGA-II to synthesize aperiodic non-
uniformly excited linear arrays with minimal radiated power
in unwanted directions. For this purpose, the power radi-
ated in sidelobes normalized to the power radiated in the
main lobe is considered:
SLP = PSL
PML
, (3)
where PSL is the radiated power in side-lobes and PML is the
radiated power in the main lobe. Therefore, the objectives
to be minimized are now three: SLL, BW and SLP.
In Fig. 7a, non-dominated solutions with M = 12 are
shown, computed over data collected in 5 consecutive runs
of CE-NSGA-II with 3 objectives (circles). Some represen-
tative solutions obtained by the Dolph-Chebyshev method
with optimum period are also reported (black triangles)
for SLL = –5, –10, –15, –20, –25 and –30 dB. Figure 7b
shows a comparison between the SLL-BW trade-off curves
computed by CE-NSGA-II with 2 (dash-dotted line with
black dots) and 3 (dash-dotted line with circles) objectives.
The latter curve is the result of the application of the Pareto
dominance criterion over data obtained from a projection
of the tridimensional front (shown in Fig. 7a) on over the
SLL-BW plane. For comparison, the Dolph-Chebyshev
front is also reported (solid line).
It is apparent that the introduction of the third objective
helps the MOGA procedure to converge towards fronts with
a better spread [27]. In fact, the fronts are calculated over
a wider range of SLLs. This is due to the synergy of the
third objective (SLP) with the first one (SLL) for solutions
approaching the Dolph-Chebyshev front, i.e. having almost
the same BW.
In Fig. 8, a comparison is presented between the array
factor of one evolved solution, sampled very close to the
Dolph-Chebyshev front, and the array factor of the corre-
sponding solution on the Dolph-Chebyshev front. The side-
lobe radiation pattern of the evolved solution appears irreg-
ular and tapered to keep minimized the SLP. The evolved
array considered in Fig. 8 has about the 33% of the SLP
corresponding to a uniform sidelobe pattern.
Examining the current distributions, similar tapering strate-
gies as in the Dolph-Chebyshev solutions are observed
when SLL < –13 dB. In Fig. 9 the same as in Fig. 4 is
reported, but with three objectives, and separations in the
[0.5λ , 5λ ] interval. In the outperforming region, there is
a greater exploitation of aperiodicity with respect to the
solutions computed with two objectives (and with separa-
tions in [0.5λ , 5λ ]). The higher aperiodicity in this SLL
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Fig. 7. Numerical result for: (a) non-dominated solutions with
M = 12 computed over data collected in 5 consecutive runs of CE-
NSGA-II with 3 objectives, (b) comparison of the SLL-BW trade-
off curves computed by CE-NSGA-II with 2 and 3 objectives. The
Dolph-Chebyshev front for M = 12 is also reported.
Fig. 8. Array factors for M = 12 and SLL = –20 dB of one
evolved solution obtained by means of CE-NSGA-II working with
three objectives (solid line) and of the corresponding Dolph-
Chebyshev solution (dashdot line).
region is exploited by the MOGA procedure to minimize
the radiated power in the reduced grating lobes, that are
visible due to the larger array aperture.
These results confirm that now we can approximate the
Dolph-Chebyshev front with aperiodic arrays of different
nature, and precisely aperiodic linear arrays with optimal
SLL-BW-SLP trade-off. It is worth to note that, as shown
Fig. 9. Same as in Fig. 6 when the objectives are three and
separations are in the [0.5λ , 5λ ] interval.
in Fig. 8a, the advantage over Dolph-Chebyshev solutions
in the reduction of radiated power in unwanted directions
gets smaller when SLL increases.
4. Conclusions
The main purpose of this work was to experimentally ver-
ify the capability of a standard Multi-Objective GA-based
(MOGA) procedure to synthesize aperiodic linear arrays
of antennas with a better trade-off between side-lobe level
(SLL) and main beam width (BW) with respect to Dolph-
Chebyshev arrays with optimum period. To this aim, we
considered symmetrical broadside arrays with isotropic ra-
diators, focusing on the problem of optimizing SLL and
BW simultaneously.
The adopted procedure is based on a standard Matlab
implementation of the so-called Controlled Elitist Non-
Dominated Sorting Genetic Algorithm II (CE-NSGA-II).
First, we recalled numerical results obtained in [31] for
aperiodic non-uniformly excited linear arrays. Those re-
sults furnish a better interpretation of CE-NSGA-II be-
havior, compared to results obtained by other authors in
previous works, where Dolph-Chebyshev solutions with
half-wavelength period were inappropriately utilized as
a benchmark. We adopted as a benchmark the SLL-BW
trade-off curves obtained by applying the Dolph-Chebyshev
method with an optimum period, here defined as the
Dolph-Chebyshev front. In the present paper, we demon-
strated that the evolved aperiodic solutions obtained by the
adopted MOGA procedure, as well as the aperiodic ones
85
Francesco Napoli, Lara Pajewski, Roberto Vescovo, and Marian Marciniak
from [20], [21], cannot outperform Dolph-Chebyshev solu-
tions. They only yield an aperiodic approximation of the
Dolph-Chebyshev front, as long as the separations belong
to the [0.5λ , λ ] interval.
As a further step, we allowed the MOGA procedure to
fully exploit the capability of aperiodic arrays to take un-
der control grating lobes in the visible space by consid-
ering a wider range of separations, i.e. the [0.5λ , 5λ ] in-
terval. In this case, SLL-BW trade-off curves of evolved
non-dominated solutions outperform the Dolph-Chebyshev
front in a narrow region of the SLL-BW plane character-
ized by SLL > –13 dB. We also analyzed results with
respect to the spacing distribution: a higher exploitation of
the aperiodicity was observed by the adopted MOGA pro-
cedure in the region where the Dolph-Chebyshev front is
outperformed. In other regions, as long as the evolved front
follows the Dolph-Chebyshev front, the MOGA procedure
provides aperiodic approximations of Dolph-Chebyshev so-
lutions. The obtained results suggest that the evolved ar-
rays can outperform the Dolph-Chebyshev front thanks to
a greater aperture, which they exploit – by using a higher
aperiodicity – to take the grating lobes under control. An
extrapolation of the data set constituted by the first non-
outperforming points of the evolved fronts with respect to
the corresponding Dolph-Chebyshev fronts for each num-
ber of radiating elements considered in our previous exper-
iments [31] (shown in Fig. 10 of the present paper) sug-
gests that, by further increasing the number of radiating
elements, this behavior can be exploited only until a SLL
limit of about –13.2 dB.
Subsequently, we studied the attractive case of aperi-
odic arrays with uniform excitations. As in the previous
experiment, the evolved non-dominated solutions outper-
form Dolph-Chebyshev solutions only when separations are
longer than one wavelength, i.e. only when the adopted
MOGA procedure can synthesize aperiodic arrays with
Fig. 10. Extrapolation analysis of the first non-outperforming
points for different numbers of radiating elements. The data set
is obtained by the evolutionary synthesis of aperiodic arrays with
non-uniform excitations and with separations in the [0.5λ , 5λ ]
interval. The figure shows (with circles) the first non-outper-
forming points for aperiodic arrays with M = 6, 8, 10, 12 radiat-
ing elements and (with a solid line) the extrapolation polynomial
obtained by interpolation of the collected data.
a higher aperture and, thanks to a higher aperiodicity,
achieve a better control of the grating lobes. Again, this
happens in a region of the SLL-BW plane character-
ized by SLL > –13 dB. In all other cases, the evolved
non-dominated solutions belong to discontinuous fronts.
We also observed an interesting overlapping of evolved
fronts with Dolph-Chebyshev fronts with slightly fewer
radiating elements, which could be interesting for practi-
cal applications. By analyzing the spacing distributions of
the evolved non-dominated solutions, we noticed that the
adopted MOGA procedure provides solutions with a higher
level of aperiodicity with respect to the previous experi-
ment, with an enhancement of such behavior in the region
where evolved fronts outperform Dolph-Chebyshev fronts.
This was to be expected because, by assuming a uniform
current distribution, we have reduced the degrees of free-
dom of the problem, so that the optimizing procedure can
exploit only the spacing distribution.
In the last part of the paper, we extended the presented
multi-objective approach and introduced a third objective:
the minimization of the side-lobe power (SLP). We com-
pared the obtained results with the previous ones, calcu-
lated with only two objectives (SLL and BW). The in-
troduction of the third objective helps the MOGA proce-
dure to converge to fronts with a better spread and to find
new interesting solutions with irregular sidelobes, when
SLL < –13 dB, with radiation patterns different from those
of Dolph-Chebyshev solutions, but very close to them in the
SLL-BW plane.
In conclusion, the numerical results reported in this pa-
per shed light on whether and in which design conditions,
it is possible to synthesize, by using a standard MOGA
procedure, aperiodic broadside symmetrical linear arrays
with a SLL-BW trade-off competitive with optimal peri-
odic Dolph-Chebyshev solutions.
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Abstract—In this paper an effective iterative method is pre-
sented for the power synthesis of reconfigurable antenna ar-
rays. The algorithm is suitable for arrays of arbitrary ge-
ometry, including the case where a large number of elements
is involved. The reconfigurability is achieved by phase-only
control, so that the excitation amplitude of each array el-
ement remains constant during the reconfiguration process.
Such amplitudes may be different from one array element to
the others, and they are not assigned a priori, but are opti-
mized. Furthermore, the electric field is imposed to vanish
in a number of prescribed points of the near-field region, so
that a strong field reduction is obtained in a neighborhood of
them.
Keywords—antenna arrays, near-field nulls, phase-only control,
power synthesis, reconfigurability.
1. Introduction
Nowadays, antenna arrays consisting of many elements are
very common structures in several applications, such as
radars [1], [2], satellites [3], [4] and wireless communica-
tions [5], [6]. One of their attracting features is the recon-
figurability, that is, the capability of generating different
radiation patterns by suitably modifying parameters, such
as for example the position and/or the excitation of the ra-
diating elements, so that many patterns can be radiated by
a single antenna. The position-control, also known as me-
chanical steering, requires a mechanical driving system and
is not very well suited in some applications such as automo-
tive and aeronautical ones. This makes fully electronically
steerable structures more interesting. Modifying both the
amplitude and phase of the excitations yields many degrees
of freedom, but may require the use of expensive feeding
networks. Usually, the reconfigurability from one pattern to
another is achieved by modifying only the phase of the ex-
citations. This allows the use of simpler feeding networks.
Many techniques have been proposed for the power pattern
synthesis of reconfigurable antenna arrays with phase-only
control [1], [7]–[13]. In [7], [8] a pre-assigned amplitude
distribution is assumed and only the optimum values for the
phase are calculated. This transforms an inherently coupled
problem into a number of (simpler) independent synthesis
problems (one for each pattern), but provides a non-optimal
solution because the pre-assigned amplitude distribution is
not the optimal one. A research of a common amplitude
distribution, in conjunction with the combination of a suit-
able phase distribution, is more convenient [1], [9]–[13].
Besides, antenna arrays are often mounted in complex en-
vironments, such as for example ships, aircrafts and satel-
lites, thus involving obstacles which can interfere with the
far-field patterns. It is important to take into account the
effects of the environment on the radiation patterns. This
can be done in two ways. The first one consists in in-
cluding the environment in which the antenna is operating
into the synthesis procedure [14], [15]. This approach,
however, requires a detailed material and geometrical de-
scription of the operating environment, as well as a sig-
nificant modification of the numerical code for the pat-
tern evaluation, necessary to evaluate the electromagnetic
coupling. The second approach consists in reducing the
radiated field in the zone where the obstacle is located,
in order to isolate it. The obstacle isolation can be real-
ized by minimizing the power radiated into the near-field
region that includes the obstacle [16]–[19]], or by impos-
ing an upper bound on the electric-field amplitude in the
region of interest [20]–[24], or finally by imposing that
the near-field vanishes in suitably chosen points [25]–[27],
thus reducing the field in a neighborhood of such points. It
has been demonstrated [16] that both these two approaches
give satisfactory results. However, the second one (i.e.,
reducing the radiated field in a given zone) is much sim-
pler. But although the near-field constraint has an increas-
ing relevance in practical applications involving arrays,
only [19]–[21], [23] propose synthesis techniques for re-
configurable arrays involving near-field constraints, and
following the above second approach.
The algorithm proposed in this paper allows to synthesize
a number of desired patterns for phase-only reconfigurable
antenna arrays of arbitrary geometry, in such a way that
the near-fields corresponding to all of the synthesized pat-
terns vanish at a prescribed number of points close to the
antenna. This results in a reduction of the near-field am-
plitude also in a neighborhood of these points.
2. The Problem Formulation
and the Solving Procedure
With reference to a Cartesian system O(x,y,z), let us con-
sider an antenna array of arbitrary geometry consisting of
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N arbitrary radiating elements. We want to find S (com-
plex) excitation vectors is = [i1s, . . . , iNs]T such that the S
corresponding radiation patterns F(is;ϕ), where ϕ is the
azimuth angle of the generic direction of the xy-plane, have
a desired shape. This requirement is obtained by impos-
ing that the s-th pattern belong to a suitable mask Ks ={ fs(ϕ) : K1s (ϕ)≤ | fs(ϕ)| ≤ K2s (ϕ),−pi ≤ ϕ ≤ pi}, where
K1s (ϕ) and K2s (ϕ) are the lower and the upper bound of
the mask, respectively. Furthermore, we require that each
of the S array patterns can be transformed into any of the
others by keeping constant the excitation amplitude of each
array element (phase-only control). Finally, we impose that
the electric field radiated by the array in correspondence of
is, E(is;r), be zero in M suitable points rm located in the
near-field region, with M < N3 . If such points are close to
each other, then the field reduction is achieved in a neigh-
borhood of them.
This problem can be formalized as follows: find is =
[i1s, . . . , iNs]T , s = 1, . . . ,S, in such a way as to satisfy the
following constraints:
F(is;ϕ) ∈ Ks, s = 1, . . . ,S , (1)
|in1|= · · ·= |inS|, n = 1, . . . ,N , (2)
E(is;rm) = 0, s = 1, . . . ,S, m = 1, . . . ,M . (3)
We want to specify that the problem and the synthesis pro-
cedure are here formulated and described in the xy-plane
for simplicity. However, the extension to the (ϑ ,ϕ)-space
is straightforward. The array pattern F(is;ϕ) is given by:
F(is;ϕ) =
N
∑
n=1
insFn(ϕ) , (4)
where Fn(ϕ) is the array pattern corresponding to the exci-
tation vector en = [0, . . . ,1, . . . ,0]T having the unity in the
n-th position (active element pattern). The electric field
E(is;r) is given by:
E(is;r) =
N
∑
n=1
insEn(r) , (5)
where En(r) is the electric field radiated by the array in cor-
respondence of the excitation vector en. The constraint (1)
imposes the mask requirements, with the aim of generating
S patterns, each having a desired shape. Constraint (2) im-
poses the phase-only control. Condition (3) imposes that
the electric field vanishes at M prescribed points rm lo-
cated in the near-field region. If such points are close to
each other, the electric field amplitude will exhibit a strong
reduction in a neighborhood of them, as will be shown by
the numerical example. The reason for the requirement
M < N3 will be explained below.
The method of solution that we are presenting is an evolu-
tion of that proposed in [27], and is based on the alternating
projections method. We first formulate the problem as an
intersection finding problem. To do so, we introduce the
set H = { ˆh = (g1(ϕ), . . . ,gS(ϕ),h1, . . . ,hS)} where each
gs(ϕ) is an arbitrary complex scalar function defined in
the interval [−pi ,pi ] with square integrable modulus, and
hs = [h1s, . . . ,hNs]T is a column vector with N arbitrary
complex components. We define the scalar product be-
tween two elements ˆh, ˆh′ ∈H as:
<
ˆh, ˆh′>H =
S
∑
s=1
<gs(ϕ),g′s(ϕ)>+
S
∑
s=1
h′Hs hs , (6)
where the superscript indicates the components of the
column vector ˆh′, <gs(ϕ), g′s(ϕ)> =
∫ pi
−pi
gs(ϕ)g′s∗(ϕ)dϕ ,
the asterisk denotes the complex conjugate and the super-
script H denotes transpose conjugate. The scalar product
in Eq. (6) yields the norm ‖ ˆh‖H =
√
<
ˆh, ˆh>H and the
distance ρ( ˆh, ˆh′) = ‖ ˆh− ˆh′‖H , which becomes
ρ2( ˆh, ˆh′) =
S
∑
s=1
∫ pi
−pi
|(gs(ϕ)−g′s(ϕ)|2dϕ +
+
S
∑
s=1
N
∑
n=1
|hns−h′ns|2. (7)
In H we now introduce the sets:
K ={ ˆk = ( f1(ϕ), . . . , fs(ϕ),k1, . . . ,ks) :
fs(ϕ) ∈ Ks, and |kn1|= · · ·= |knS|,
s = 1, . . . ,S,n = 1, . . . ,N}, (8)
W = {wˆ = (F(w1;ϕ), . . . ,F(wS;ϕ),w1, . . . ,wS)} (9)
and
Z = {zˆ =(F(z1;ϕ), . . . ,F(zS;ϕ),z1, . . . ,zS) :
E(zs;rm) = 0,s = 1, . . . ,S, m = 1, . . . ,M}.(10)
Note that the elements of K consist of S arbitrary scalar
complex functions and of S arbitrary complex vectors sat-
isfying (1) and (2), respectively, but the functions fs(ϕ)
are not array patterns. Instead, the elements of W consist
of S array patterns and of S excitation vectors that pro-
duce such patterns, but such elements do not satisfy con-
straints (1) and (2). The set Z consists of those elements
of W whose electric field vectors satisfy condition (3). It
becomes now evident that each element belonging to the
intersection K∩Z is a solution to our problem. Since such
an intersection may be empty, we consider as a solution an
element of K minimizing the distance from Z. Such solu-
tion can be sought with the alternating projections method
as described below.
Starting from a suitable point ˆk0 ∈ K, we follow the itera-
tion scheme:
ˆkn+1 = TKTZ [ ˆkn], n = 0,1,2, . . . , (11)
where TK and TZ are the projection operators onto the
sets K and Z, respectively. By definition of distance,
and due to TK and TZ being two projectors, it results:
ρn ≥ ρn+1 [12], where ρn is the distance from ˆkn to
the set Z. In other words, the non-negative sequence
{ρn} is non-increasing, and therefore is convergent. The
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iteration (11) generates a sequence of points ˆkn of K,
which are closer and closer to Z. We stop the procedure
at a point ˆkon =
( f o1 (ϕ), . . . , f oS (ϕ),ko1, . . . ,koS) such that:
ρn < ε or
(ρn−1−ρn)
ρn
< δ (12)
with ε and δ two suitable thresholds. As the optimal ex-
citation vectors we consider the S vector components kos
of ˆkon which (being ˆkon ∈ K) satisfy (2) rigorously, so that
phase-only control is guaranteed. The optimal radiation
patterns and the radiated fields are calculated replacing is
with kos in (4) and (5), respectively. With this choice, con-
straints (1) and (3) are satisfied only approximately. How-
ever, the accuracy is very good, as will be shown by the
numerical example.
3. The Projector Operators
In this section, formulas to implement the above projectors
are derived. We recall that the projector TC onto the closed
set C ⊂H is the operator that associates with each point
ˆh ∈H the point cˆ ∈C closest to ˆh, that is
TC : ˆh∈H 7→TC[ ˆh] = cˆ∈C : ρ(cˆ, ˆh)= min
yˆ∈C
{
ρ(yˆ, ˆh)
}
. (13)
3.1. The Projector TK
It is easy to show [12] that ˆk=( f1(ϕ), . . . , fS(ϕ),k1, . . . ,kS)
is the projection of ˆh = (g1(ϕ), . . . ,gS(ϕ),h1, . . . ,hS) onto
the set K if for each s = 1, . . . ,S, it results:
fs(ϕ) =


gs(ϕ) if K1s (ϕ)≤ |gs(ϕ)| ≤ K2s (ϕ)
K1s (ϕ)
gs(ϕ)
|gs(ϕ)|
if |gs(ϕ)|< K1s (ϕ)
K2s (ϕ)
gs(ϕ)
|gs(ϕ)|
if |gs(ϕ)|> K2s (ϕ)
(14)
and ks = [k1e jϕ1s , . . . ,kNe jϕNs ]T , where for n = 1, . . . ,N,
kn =
1
S
S
∑
s=1
|hns| is the amplitude of the n-th array element
and ϕns = arg{hns} is the phase of the n-th element neces-
sary to radiate the s-th pattern.
3.2. The Projector TW
Let us note [27] that TZ[ ˆh] = TZ[TW [ ˆh]], so before expressing
TZ we express TW . The projection of ˆh =
(
g1(ϕ), . . . ,gS(ϕ),
h1, . . . ,hS
)
onto the set W is the point TW [ ˆh] = wˆ =
(y1(ϕ), . . .yS(ϕ),w1, . . . ,wS), which minimizes the distance
ρW (w1, . . . ,wS) = ρ(wˆ, ˆh). From the definition of scalar
product and distance in H (see Section 2 and Eqs. (6)
and (7)), it results:
ρ2W (w1, . . . ,wS) =
S
∑
s=1
<ys(ϕ)−gs(ϕ),ys(ϕ)−gs(ϕ)>+
+
S
∑
s=1
(ws−hs)H(ws−hs) . (15)
By definition (9) of W , after some manipulations we find:
ρ2W (w1, . . . ,wS) =
S
∑
s=1
{
wHs Fws−wHs gs−gHs ws + gHs gs
}
+
+
S
∑
s=1
{
wHs ws−w
H
s hs
}
−
S
∑
s=1
{
hHs ws−hHs hs
}
, (16)
where F = [Fmn], with Fmn =
∫ pi
−pi
Fn(ϕ) F∗m(ϕ) dϕ and gs
is the s-th column of the [N × S] matrix G = [gms] with
gms =
∫ pi
−pi
gs(ϕ)F∗m(ϕ)dϕ . Imposing the condition
∂ρ2W
∂w∗ps =0,
p = 1, . . . ,N, s = 1, . . . ,S, yields the S matrix equations:
Jws = ms , (17)
or equivalently the matrix equation:
JW = M , (18)
where J = F + IN, M = G + H, being IN the identity ma-
trix of rank N, W and H the [N × S] matrices whose s-th
columns are, respectively, ws and hs. The solution to (18)
is
W = J†M , (19)
where J† is the pseudo-inverse matrix of J (which coincides
with the inverse matrix J−1 if J is non-singular [28]). Once
we have the vectors ws, with the definition (9) of W we
can calculate the functions ys(ϕ) =
N
∑
n=1
wnsFn(ϕ), hence the
projection wˆ = (y1(ϕ), . . . ,yS(ϕ),w1, . . . ,wS) = TW [ ˆh].
3.3. The Projector TZ
Now, in order to implement the projector TZ , we have to
minimize the quantity ρZ(z1, . . . ,zS) = ρ(zˆ, ˆh) or, equiva-
lently, ρ(zˆ,TW [ ˆh]) = ρ(zˆ,wˆ0), where wˆ0 = TW [ ˆh]. By defi-
nition (10) of Z, after some manipulations we have:
ρ2Z(zˆ,wˆ0) =
S
∑
s=1
(zs−w0s)
HJ(zs−w0s) , (20)
where w0s is the s-th excitation vector of wˆ0. Note that,
by (17),
w0s = J†ms , (21)
Since F and IN are Hermitian, also J = F+IN is Hermitian
and hence all eigenvalues of J are real and J is unitarily
diagonalizable [28]. Therefore J = UHΛU, where Λ is the
diagonal matrix of the eigenvalues of J, the columns of
UH are the corresponding eigenvectors, and UH is unitary.
Replacing J with UHΛU yields:
ρ2Z(zˆ,wˆ0) =
S
∑
s=1
(zs−w0s)
HUHΛU(zs−w0s) , (22)
which can be written as:
ρ2(zˆ,wˆ0) =
S
∑
s=1
(vs−v0s)
H
(vs−v0s) =
S
∑
s=1
‖vs−v0s‖
2
E , (23)
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where we set
vs = Λ
1
2 Uzs and v0s = Λ
1
2 Uw0s . (24)
So, projecting ˆh onto Z reduces to minimize the quan-
tity (23) subject to the constraint (3). Now, constraint (3)
can be formulated due the matrix equations
Ezs = EU−1Λ−
1
2 vs = Svs = 0 , (25)
where E denotes the 3M×N matrix defined as follows:
E =


Ex
Ey
Ez


, (26)
with Ex,Ey,Ez being the three M×N matrices whose en-
tries are Exmn = Exn(rm), Eymn = Eyn(rm), Ezmn = Ezn(rm),
respectively, with Eξn(rm) denoting the ξ−component (ξ =
x,y,z) of the electric field produced at the point rm by the
array with excitation vector en. The matrix S = EU−1Λ−
1
2
has 3M rows and N columns, thus Eq. (25), expressing the
near-field constraints, has a solution if M < N3 . The vectors
vs minimizing (23) and satisfying (25) are:
vs = (IN −S†S)v0s . (27)
Therefore, recalling Eq. (24) yields:
zs = Pw0s , s = 1, . . . ,S , (28)
where P = U−1Λ− 12 (IN − S†S)Λ
1
2 U and w0s is given
by Eq. (21), which solves Eq. (17). With the vectors zs
and the definition (10) of Z, we can calculate the func-
tions F(zs,ϕ) =
N
∑
n=1
znsFn(ϕ), hence the projection zˆ =
(F(z1,ϕ), . . . ,F(zS,ϕ),z1, . . . ,zS) = TZ[ ˆh].
4. Numerical Example
We considered the array shown in Fig. 1, consisting of
N = 429 elementary vertical dipoles with length l = λ50 .
Fig. 1. Array geometry and near-field region for the proposed
example. The null points lie on the top and bottom faces of the
cube.
The elements are equally spaced on 11 circular rings (as it
is described in Table 1), with each ring having the center
at the origin of the Cartesian system O(x,y,z) and lying on
the xy-plane. In the near-field region, on the planes z =±λ ,
two meshes were defined, consisting of 25 equally spaced
points (see Fig. 1), with −10.5λ ≤ x,y ≤−8.5λ , resulting
in M = 50 points rm with a minimum distance between
adjacent points of λ2 . Note also that M = 50 < 143 =
N
3 .
The array was required to synthesize by phase-only control
the S = 4 patterns of Fig. 2.
Table 1
Array geometry details: normalized radius
Ri
λ
and number of elements Ni of each ring
i Riλ Ni i
Ri
λ Ni i
Ri
λ Ni
1 0.35 4 5 2.55 32 9 4.77 60
2 0.88 11 6 3.11 39 10 5.33 67
3 1.44 18 7 3.66 46 11 5.8 74
4 1.99 25 8 4.22 53
First, the synthesis was performed without imposing the
near-field nulls, that is, in the absence of condition (3).
This was realized by replacing the projector TZ in Eq. (11)
with TW . In the following it will be referred to as the “re-
duced” problem. Then constraint (3) was taken into account
and the “complete” problem was solved.
Both the reduced and the complete problem gave very
good results in a satisfactory computer time. In fact, the
former required only 1.78 s (corresponding to 104 iter-
ations) and the latter required 30.19 s (1761 iterations).
As it was expected, constraint (2) was satisfied exactly.
Condition (1) was very well approximated. In fact, the
synthesized patterns exceeded the mask limits at most of
0.18 dB (reduced problem) and 0.03 dB (complete prob-
lem), and in particular, the maximum side lobe levels in
the worst case were –34.82 dB (reduced problem) and
–34.97 dB (complete problem). Figure 2 shows the ra-
diation patterns obtained solving the complete problem.
Figure 3 shows a contour plot of the near-field amplitude
in both the reduced and the complete problem. Con-
straint (3) was approximated quite satisfactorily, as the
maximum near-field amplitude on the constraint points in
the complete problem exhibited a 50.03 dB reduction with
respect to that of the reduced problem. Finally, the field
amplitudes were evaluated on a mesh of λ8 spaced points
in the cube of Fig. 1 for both the reduced and the com-
Table 2
Near-field amplitude comparison
Reduction of the maximum amplitude 48.25 dB
Reduction of the mean amplitude 43.06 dB
Maximum reduction 58.62 dB
Minimum reduction 15.86 dB
Mean reduction 39.42 dB
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Fig. 2. The assigned masks and the synthesized patterns for the complete problem: (a) a pencil beam, (b) a flat top beam), (c) a cosecant,
(d) a squared cosecant.
Fig. 3. Contour plot of the near-field amplitude (in dB) on a portion of the xy-plane, obtained in the reduced (a) and com-
plete (b) problem.
plete problem. The results are summarized in Table 2 and
show that imposing near-field nulls on a number of suit-
ably located points allows to obtain a very strong reduc-
tion of the electric field amplitude in the whole region of
interest.
5. Conclusions
The algorithm presented in this paper allows us to synthe-
size reconfigurable antenna arrays with phase-only control,
simultaneously reducing the near-field amplitude in a region
close to the antenna. The near-field reduction is obtained
by imposing that the field vanishes at a prescribed number
of suitably located points. In such a way, strong reduc-
tions can be obtained without increasing the dimensions
of the problem and so keeping low the required compu-
tational time. This represents one of the main advantages
of the presented algorithm with respect to those presented
in [20], [21], which allow to control the near-field reduc-
tion, but with a higher computational time.
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Abstract—This paper deals with phase gratings working in
the paraxial domain. The profile of the optimum-efficiency
beam multiplier with an arbitrary number of output diffrac-
tion orders is derived in an analytic form by exploiting meth-
ods from the calculus of variation. The output beams may be
equi-intense or with arbitrary distribution of power. Numer-
ical examples are given for different values of the number of
output beams.
Keywords—beam multipliers, diffractive optical elements, grat-
ings, periodic structures.
1. Introduction
Diffractive Optical Elements (DOEs) [1] that split a laser
beam into multiple output beams are used in many in-
dustrial and scientific applications, i.e. in optical signal
processing, laser manufacturing, interferometry, read-write
magneto-optic data-storage systems, and optical networks.
In several cases, the so-called polarizing beam splitters
are used [2], which divide an incoming beam into out-
put beams with different polarization states. More often,
beam multipliers are employed to replicate an incoming
beam into a set of output beams with identical polar-
ization state. The output beams may be equi-intense or
show a suitable distribution of power. To realize a beam
multiplier, binary Dammann structures are primarily
used [3], [4]. Continuous-phase gratings are also sometimes
realized [5]–[7].
The diffraction efficiency of a beam multiplier is the frac-
tion of the incident beam power that is converted into the
power of the desired output beams. Maximization of this
parameter is a fundamental target in designing beam mul-
tipliers. Usually, in the evaluation of the diffraction effi-
ciency, absorption and reflection losses are not considered.
The former is negligible and the latter can be reduced by
using suitable antireflection coatings.
Another important goal to be pursued in the design of beam
multipliers is the uniformity of the output beams (or the
achievement of the desired power distribution).
The upper bound of the diffraction efficiency of beam mul-
tipliers was derived and studied in [10]–[12], for diffractive
phase gratings working in the scalar domain. Obviously,
the maximum diffraction efficiency of real devices is gen-
erally lower than the upper bound. It is worth citing that,
by exploiting the further degree of freedom offered by the
polarization, in some cases it is possible to overcome the
efficiency upper bound and achieve 100% efficiency [13].
In this paper, we focus on phase gratings working in the
paraxial domain. We exploit mathematical methods from
the calculus of variations for solving the problem of find-
ing optimal profiles for diffractive beam multipliers and we
calculate their diffraction efficiency. The problem of opti-
mizing a phase profile is usually faced by using numerical
techniques [8], [9], whereas here the optimal profiles in an
analytic form are derived.
The present work is the continuation of previous studies,
where our research team concentrated on beam multipli-
ers with three [5], [14] and four [6] equi-intense output
beams. In particular, in [5], the profile of a DOE pro-
ducing three equi-intense diffraction orders with the max-
imum efficiency was derived in an analytic form. In [14],
a full-wave electromagnetic analysis of this beam multi-
plier was performed. In [6], the profile of a DOE produc-
ing four equi-intense diffraction orders with the maximum
efficiency was derived and its full-wave electromagnetic
analysis was presented. It is worth mentioning that in [15]
the optimum triplicator proposed in [5] was realized, ex-
perimentally tested, and compared to binary gratings of
Dammann type. Here, we generalize the procedure pro-
posed in [5], [6] and prove that an optimum-efficiency beam
multiplier with an arbitrary number of equi-intense diffrac-
tion orders exists. We derive its phase transmittance in an
analytic form. This phase transmittance can also be used to
design the optimum-efficiency beam multiplier with a fixed
power distribution.
The paper is organized as follows. In Section 2 the analyt-
ical derivation of the phase transmittance of the optimum-
efficiency beam multiplier is presented. In Section 3 nu-
merical examples for different values of the number of out-
put beams are presented. For each considered number of
output beams, we give the profile of the optimum beam-
multiplier and calculate its diffraction efficiency. Conclu-
sions and ideas for future work are given in Section 4.
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2. Theory
As is well known, in the paraxial domain the vectorial na-
ture of light can be neglected and the influence of a diffrac-
tive element on the illuminating wavefront can be described
by its transmission function [16]. Here the transmission
function of a phase grating producing an arbitrary number
of replicas of an incident field is obtained, with an arbi-
trary power distribution and with the maximum diffraction
efficiency (see Fig. 1).
Fig. 1. Scheme illustrating the operation of a phase grating acting
as a beam multiplier.
Let us consider a grating having the transmission function
τ(x) = eiΦ(x), where Φ(x) denotes the phase profile. With-
out loss of generality, in the following formulas we assume
a unitary value (in suitable units) of the grating period d.
Due to the periodicity of the structure, the following Fourier
series expansion holds:
τ(x) =
∞
∑
m=−∞
τme
i2pimx
, (1)
where τm is the Fourier coefficient corresponding to the
diffracted order of index m having the following expression:
τm =
1
2∫
− 12
ei[Φ(x)−2pimx]dx . (2)
We define M as the set of indices corresponding to the de-
sired diffracted orders. Generalizing the approach proposed
in [5], [6], we consider the functional:
I = ∑
m∈M
βm|τm|2 , (3)
where βm are suitable positive multipliers and the sum in-
cludes the desired output diffracted orders. The first varia-
tion of I is
δI = ∑
m∈M
βmδ |τm|2 (4)
and the first variation of the Fourier-coefficient square mag-
nitude is:
δ |τm|2 =
= i
∫
ε(x)
{
τ∗me
i[Φ(x)−2pimx]− τme
−i[Φ(x)−2pimx]
}
dx , (5)
where the difference between a typical phase profile and
the optimum one has been denoted by ε(x). On imposing
that the first variation of I vanishes, we have:
∑
m∈M
βm|τm|sin (αm −Φ(x)+ 2pimx) = 0 , (6)
being αm the argument of τm. From Eq. (6) it follows that
cosΦ ∑
m∈M
βm|τm|sin(αm + 2pimx) =
= sinΦ ∑
m∈M
βm|τm|cos(αm + 2pimx) . (7)
Assuming that
R(x) = ∑
m∈M
βm|τm|cos(αm + 2pimx) (8)
and
Γ(x) = ∑
m∈M
βm|τm|sin(αm + 2pimx) , (9)
Eq. (6) can be satisfied if Φ(x) satisfies
cos[Φ(x)] = g(x)R(x) (10)
and
sin[Φ(x)] = g(x)Γ(x) , (11)
being g(x) a real arbitrary function. Therefore, the phase
distribution Φopt(x) maximizing the functional I assumes
the form:
Φopt(x) = arctan
[
Γ(x)
R(x)
]
+ pistep [R(x)] , (12)
where step(·) denotes the Heaviside step function, i.e., for
x ≥ 0: step(x) = 1, for x < 0: step(x) = 0. The parameters
αm and βm have to be chosen in such a way that all the
Fourier coefficients |τm| have the same magnitude, or else
they respect a fixed distribution. In this case, a maximum
of I is also a maximum of transmission efficiency and
Eq. (12) gives the profile of the optimum-efficiency beam
multiplier.
3. Numerical Results
Although the expression in Eq. (12) seems to be quite
complicated, the optimum profile assumes, eventually apart
from discontinuities, a simple and regular shape.
In Figs. 2 and 3, two different solutions for the four-beam
multiplier are reported. The phase distribution Φ(x) is plot-
ted as a function of xd .
The first solution works on the diffracted orders m =±1 and
±3. In this case, for symmetry reasons α1 = α−1, β1 = β−1,
α3 = α−3, β3 = β−3, it is possible to choose α1 = 0 and
β1 = 1. The following optimum values for the other two
parameters are found: β3 = 1.046 and α3 = 1.845. The
achieved diffraction efficiency is η = 91.9025%. This result
is consistent with [6].
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Fig. 2. Profile of the optimum 4-beam multiplier, working on
the diffracted orders m =±1 and ±3.
The second solution works on the diffracted orders m=±1
and ±2. For symmetry reasons α1 = α−1, β1 = β−1, α2 =
α−2, β2 = β−2, it is possible to choose α1 = 0 and β1 = 1.
The following optimum values for the other two parameters
are found: β2 = 1.05 and α2 = 1.5883. The diffraction
efficiency turns out to be η = 94.1306%.
Fig. 3. Profile of the optimum 4-beam multiplier, working on
the diffracted orders m =±1 and ±2.
These examples show that, for a given number of out-
put beams, different solutions are possible if there are no
specifications on the diffracted orders to be used. The sec-
ond solution presents an efficiency higher than the first.
However, in the first solution the output beams are equally
spaced. Both the presented solutions are even-phase grat-
ings. It is also possible to work on different diffracted orders
obtaining a four-beam multiplier with asymmetric phase
distribution. If the angular directions of the output beams
are not specified, then as part of the optimization prob-
lem it is necessary to determine which diffracted orders
have to be chosen to achieve the maximum transmission
efficiency.
It is observed that the first solution presents a discontinuity
in x =±0.25d, whereas the second solution is continuous.
Note that, if a beam is splitted into an even number of odd
diffracted orders, the optimal phase distribution will always
have discontinuities.
In Fig. 4, a further example is presented. The profile of
the optimum-efficiency five-beam multiplier is plotted as
a function of xd . This grating works on the diffracted orders
m = 0, ±1 and ±2. For symmetry reasons α1 = α−1, β1 =
β−1, α2 = α−2, β2 = β−2, it is possible to choose α0 = 0
and β0 = 1. The following optimum values for the other
parameters are found: β1 = 0.459, α1 = −1.5708, β2 =
0.899, α2 = 3.1416. The diffraction efficiency turns out to
be η = 92.1%.
Fig. 4. Profile of the optimum 5-beam multiplier.
For each beam multiplier, the parameters αm and βm max-
imizing the transmission efficiency have been found by im-
posing a beam uniformity equal to 0.001 and by performing
a simple optimization search over a multi-dimensional grid
of possible values for the parameters. For sure, there are
better and faster ways of solving this optimization prob-
lem, but our aim was giving some numerical examples to
highlight theoretical work. For high values of the number
of output beams, this kind of optimization search becomes
computationally difficult and more sophisticated techniques
have to be applied to find the parameters αm and βm.
As already mentioned, we derived the profile of the
optimum-efficiency beam multiplier in the paraxial domain.
In the resonance domain, when grating-profile features have
transverse dimensions comparable with the wavelength of
the impinging radiation, the scalar diffraction theory fails.
To study the properties of a DOE rigorously, a full-wave ap-
plication of the electromagnetic theory is necessary. A rig-
orous treatment of the problem allows, for example, to un-
derstand the operational limits of a diffractive beam multi-
plier and study its angular response, as in [6] and [14].
The theory of propagation of electromagnetic waves in
periodic media is well developed [17]–[21]. An efficient
and versatile electromagnetic spectral-domain technique
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that we suggest to apply for the full-wave investigation
of DOEs is the Fourier Modal Method. This approach
was originally developed for the characterization of two-
dimensional diffraction gratings, but nowadays is em-
ployed also for the modeling of two-dimensional photonic
crystals [22]–[25], crossed gratings and three-dimensional
photonic crystals [26], as well as electromagnetic band-gap
materials working in the microwave region of the frequency
spectrum [27]–[33].
4. Conclusions
This paper focuses on the problem of splitting a beam into
a set of equi-intense output beams, or in beams respecting
a fixed power distribution. The profile of the optimum-
efficiency beam multiplier, with an arbitrary number of
output diffraction orders, is derived in an analytic form;
methods from the calculus of variation are exploited. Nu-
merical examples are given, for different values of the num-
ber of equi-intense output beams. For a given number of
output beams, solutions with different angular directions of
the output beams are compared.
Ideas for future research activities include:
• checking the performances of the optimum beam
multiplier when a high number of output beams is
required,
• performing a detailed comparison between the opti-
mum beam multiplier and Dammann gratings,
• designing suitable antireflection coatings for the op-
timum beam multiplier and studying their effect on
the performance of the grating,
• carrying out a full-wave study of the optimum beam
multiplier by using a rigorous electromagnetic tech-
nique, such as the Fourier Modal Method,
• fabricating and measuring some prototypes.
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Abstract—An electromagnetic wavelength-scale analysis of the
optical characteristics of multi-nanolayer photovoltaic (PV)
structures: without an antireflection coating, with an an-
tireflection coating on the top of the structure, and with
both the antireflection coating on the top and a broadband
non-periodic (chirped) distributed Bragg reflector (DBR) on
the bottom of the structure is performed. All the PV struc-
tures studied are based on a Si p-i-n type absorber sup-
ported by a metallic layer (Cu) and SiO2 substrate. The top-to-
bottom electromagnetic analysis is performed numerically by
the method of single expression (MSE). Absorbing and reflect-
ing characteristics of the multi-nanolayer PV structures are
obtained. The influence of the thicknesses and permittivities
of the layers of the PV structures on the absorbing character-
istics of the structures is analyzed to reveal favourable conf-
igurations for enhancement of their absorption efficiency. The
localizations of the electric component of the optical field and
the power flow distribution within all the PV structures con-
sidered are obtained to confirm an enhancement of the ab-
sorption efficiency in the favorable configuration. The results
of the electromagnetic wavelength-scale analysis undertaken
will have scientific and practical importance for optimizing
the operation of thin-filmmulti-nanolayer PV structures incor-
porating a chirped DBR reflector with regards to enhancing
their efficiency.
Keywords—antireflection coating, chirped distributed Bragg re-
flector, electromagnetic modeling, method of single expression,
multi-nanolayer photovoltaic structure, photovoltaics.
1. Introduction
Today’s photovoltaic (PV) technology is one of the most
attractive, scalable and mature renewable energy sources.
PV technology has gained great scientific and practical in-
terest since the end of the 19-th century and now is proven
as the cleanest and safest of all energy technologies. Due to
growing demand for renewable energy sources, the manu-
facturing of solar cells and photovoltaic arrays has advanced
considerably in recent years [1]–[5].
Photovoltaics are based on the photovoltaic effect by which
solar energy is converted directly into electrical energy by
photovoltaic or solar cells. The conversion efficiency of
a PV cell depends on the probability of absorption of an
incident photon, generating an electron-hole pair, which can
contribute to the external electric current.
Though today’s PVs technology is well developed, and has
been extensively exploited for household and industrial ap-
plications, there is still a need to enhance the PV efficiency
over a wider spectral range, whilst using a cheap material
base and a low cost technology for the mass production of
durable PV devices.
Materials used for the first generation of PV cells included
monocrystalline and polycrystalline silicon, for the second
generation of PV cells cadmium telluride, copper indium
gallium selenide/sulfide, and thin films from amorphous sil-
icon were used. The third generation of PV cells uses differ-
ent organic polymers, perovskite crystals, monocrystalline
and polycrystalline graphene, quantum dots, and multilay-
ers of different semiconductor materials.
Nowadays PV cells are thin-film cells with absorbing layer
thicknesses that are of the same order or smaller than the
operating wavelength [5], [6]. Thin films essentially re-
duce the amount of semiconductor material required for
each PV cell compared to bulk PV cells and hence lower
the cost of production [2], [7]. The probability of pho-
ton absorption increases with an increased thickness of
the absorbing layer [8]. However, enhancement of the re-
combination probability decreases the probability of con-
version of absorbed photons into electrical current as the
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active layer thickness increases. For better light harvesting
in PV cells different multilayer optical structures are used.
Generally, they consist of an absorbing layer covered from
top and bottom, correspondingly by transparent and reflect-
ing metal electrodes. Some structures have an antireflec-
tion coating above the top transparent electrode to reduce
reflection losses in the PV cell [9], [10]. Antireflection
coatings can improve the absorption efficiency when the
thickness of an absorbing layer much greater than the op-
erating wavelength. When the thickness of the absorbing
layer is comparable to or smaller than the operating wave-
length high-reflectivity dielectric mirrors are used to en-
hance the absorption over a narrow spectral and angular
range. The dielectric mirrors are usually high reflectiv-
ity distributed Bragg reflectors (DBRs) [11]–[13]. DBRs
should exhibit a high reflectivity in the spectral range where
the absorption of the PV cell is weak to enhance absorp-
tion, and a low reflectivity where the absorption of the
PV cell is strong. DBRs made as non-periodic dielectric
stacks, where the thicknesses of bilayers are monotonously
changed by some linear, quadratic, exponential or other law,
are called chirped DBRs. Absorption in thin-film PV cells
using chirped DBR mirrors can be enhanced over a wider
spectral range by providing higher efficiency in comparison
with those using conventional reflectors [7], [14]–[16]. By
tailoring the law of chirp, and the number and thickness of
bilayers in chirped DBRs, the efficiency of such PV cells
can essentially be enhanced.
It is important to note that for the analysis of a PV cell’s
efficiency enhancement there is a need to apply two dif-
ferent methodologies: the first is optical (electromagnetic)
modeling directed to light-matter interaction analysis and
the second is an analysis of the physics of semiconductors
and semiconductor junctions. The optical analysis is the
less investigated topic for thin-film nano-scale PV struc-
tures. Semiconductor junction physics has been intensively
analyzed and is a well-established area. There is a need
for detailed optical simulations to understand and further
optimize the beneficial effects of the PV cells [15].
The present paper is devoted to the wavelength-scale
numerical analysis, by the method of single expression
(MSE) [13], [17]–[21], of the optical characteristics of
multi-nanolayer PV structures:
• without an antireflection coating,
• with an antireflection coating on the top of the struc-
ture,
• with both an antireflection coating on the top and
chirped DBRs on the bottom of the structure.
The influence of layer thicknesses and permittivities on
the optical characteristics of multi-nanolayer PV cells is
analyzed by observing the localization of the electric com-
ponent of the optical field and the power flow density
distribution within the structures. The numerical model-
ing reveals an optimal PV structure for efficient light ab-
sorption.
2. Modeling Method
The modeling has been performed by the method of single
expression (MSE) which is a convenient and correct tool
for wavelength-scale analysis of multilayer and modulated
structures comprising dielectric, semiconductor or metallic
layers in the presence of loss, gain or (Kerr-type) nonlin-
earity [13], [17]–[21].
Here the backbone of the MSE for wave normal incidence
on a non-magnetic multilayer structure is presented. From
Maxwell’s equations in 1D case the following Helmholtz
equation can be obtained for linearly polarized complex
electric field component ˙Ex(z):
d2 ˙Ex(z)
dz2 + k
2
0ε˙(z) ˙Ex(z) = 0 , (1)
where k0 = ωc is the free space propagation constant,
ε˙(z) = ε ′(z) + iε ′′(z) is the complex relative permittivity
of a medium. The essence of the MSE is the presentation
of a general solution of Helmholtz equation for the elec-
tric field component ˙Ex(z) in the special form of a single
expression:
˙Ex(z) = U(z) · e−iS(z) (2)
instead of the traditional presentation as a sum of counter-
propagating waves. Here U(z) and S(z) are real quanti-
ties describing the resulting electric field amplitude and
phase, respectively. A time dependence of eiωt is assumed,
but suppressed, throughout the analysis. A solution in the
form (2) prevails upon the traditional approach of counter-
propagating waves and is more general because it does
not rely on the superposition principle. This form of so-
lution describes all possible distributions in space of elec-
tric field amplitude, corresponding to propagating, stand-
ing or evanescent waves. It means that no preliminary as-
sumptions concerning the solution of the Helmholtz equa-
tion in different media are needed in the MSE. This gives
advantages in allowing investigation of the interaction of
a wave with any longitudinally non-uniform linear and in-
tensity dependent non-linear media with the same ease and
exactness.
Based on expression (2) the Helmholtz equation (1) is re-
formulated to the set of first order differential equations
regarding the electric field amplitude U(z), its spatial
derivative Y (z) and a quantity P(z) proportional to the
power flow density (Poynting vector) in a medium:

dU(z)
d(k0z)
= Y (z)
dY (z)
d(k0z)
=
P2(z)
U3(z)
− ε ′(z) ·U(z)
dP(z)
d(k0z)
= ε ′′(z) ·U2(z)
, (3)
where P(z) = U2(z) dS(z)d(k0z) . An actual value of Poynting
vector can be obtained by multiplication of P(z) by 12
√
ε0
µ0 ,
where ε0 and µ0 are free space permittivity and permeabil-
ity, respectively. Hereafter this multiplier is suppressed.
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The sign of ε ′(z) can be taken either positive or negative
describing relevant electromagnetic features of dielectric
or metal (plasma), correspondingly. The sign of ε ′′(z) in-
dicates loss or gain in a medium.
The set of differential equations (3) is integrated numeri-
cally starting from the non-illuminated side of a multilayer
structure, where only one outgoing traveling wave is sup-
posed. Initial values for the integration are obtained from
the boundary conditions of electrodynamics at the non-
illuminated side of the structure (at z = L): U(L) = Etr,
Y (L) = 0 and P(L) = √εrE2tr = Ptr, where Ptr is propor-
tional to the Poynting vector in the medium beyond the
structure (at z > L) of relative permittivity εr, and Etr is
the amplitude of the transmitted wave.
Numerical integration of the set (3) goes step by step to-
wards the illuminated side of the structure taking into ac-
count the actual value of the structure’s relative permittivity
for the given coordinate at each step of the integration. In
the process of integration it is possible to record any vari-
able of the set (3) in order to have full information regarding
distributions of electric field amplitude, its derivative and
power flow density inside and outside of a structure. At the
borders between the layers constituting a multilayer struc-
ture, the ordinary boundary conditions of electrodynamics
bring continuity of U(z), Y (z) and P(z). From the bound-
ary conditions of electrodynamics at the illuminated side
of the structure the amplitude of incident wave Einc
Einc =
∣∣∣∣U2(0) ·
√
εl + P(0)+ iU(0) ·Y(0)
2U(0) ·√εl
∣∣∣∣ , (4)
and the power reflection coefficient R
R =
∣∣∣∣ErefEinc
∣∣∣∣
2
=
∣∣∣∣U2(0) ·
√
εl −P(0)− iU(0) ·Y(0)
U2(0) ·√εl + P(0)+ iU(0) ·Y(0)
∣∣∣∣
2
, (5)
are restored at the end of the calculation. Here U(0) is
the resultant amplitude of the electromagnetic wave, Y (0)
is its derivative and P(0) is proportional to the power flow
density at the illuminated interface of the structure at z = 0,
Eref is the amplitude of the reflected wave, εl is the rela-
tive permittivity of the medium in front of the structure, at
z < 0, and in the considered case is air εl = 1. In accordance
with the energy conservation law P(0) = Pinc−Pref , where
Pinc =
√
εl ·E2inc is proportional to the incident power flow
density and Pref =
√
εl ·E2ref is proportional to the reflected
power flow density. The power transmission coefficient
T = PtrPinc =
√
εrE2tr√
εl E2inc
is defined as the ratio of the transmit-
ted power flow density Ptr to the incident one Pinc.
3. Numerical Analysis of
Multi-Nanolayer Photovoltaic
Structures
In the current paper the PV structures of the following con-
figurations: a) without antireflection coating, b) with an
antireflection coating on the top of the PV structure, and
c) both the antireflection coating on the top and a broadband
non-periodic (chirped) distributed Bragg reflector (DBR)
on the bottom of the PV structure, are considered. All
PV structures are based on a Si p-i-n type absorber and
supported by a metallic mirror (Cu) and SiO2 substrate.
The results of a preliminary analysis of the thin-film multi-
nanolayer PV structure with chirped DBR on the top of the
structure was presented at ICTON 2016 [22].
Chirped DBR mirrors should possess broadband reflective
features in the range of 350–750 nm in the vicinity of the
central wavelength of 550 nm of the sun’s maximal radia-
tion.
The consideration and analysis of the PV structures is aim-
ing to reveal an optimal structure for efficient absorption
of incident light in the specific region of the PV structure,
namely in the “i” region of the p-i-n junction, where gen-
eration of electron-hole pairs is favorable.
Fig. 1. Schematic representations of the PV structures: (a) with-
out antireflection coating, (b) with an antireflection coating on
the top of the PV structure, and (c) with both the antireflection
coating on the top and a chirped DBR on the bottom of the PV
structure.
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The schematic representations of the considered PV struc-
tures are shown in Figs. 1a–1c, respectively.
In the structures considered the thickness of the substrate of
relative permittivity εSiO2 = 2.1313 is taken to be LSiO2 =
100 µm. The thickness of the metallic layer, of relative
permittivity εm = ε ′m − ε
′′
m = −6.12− i4.48 at the central
wavelength of λ0 = 550 nm, is taken as Lm = 0.6 µm.
Dispersive properties of Cu in the range of wavelengths
350–750 nm are taken into account [23]. Dispersion of
other materials of the structure are not taken into account.
The p-i-n absorbing region made of silicon (Si) has the
following parameters: p-type and n-type layers of relative
permittivity εn = εp = 15 have thicknesses Lp = 1.45 mum
and Ln = 0.255 µm, respectively. The i-type layer of rela-
tive permittivity εi = ε ′i − iε ′′i = 15.5− i0.3 has a thickness
of Li = 1 µm.
The antireflection coating made of TiO2 of relative permit-
tivity εcoat = 5 has the thickness Lcoat = 61.5 nm.
Chirped DBRs made of TiO2 are composed of 7 bilayers of
slightly different high εH−TiO2 = 5 and low εL−TiO2 = 3.5
relative permittivities. The permittivity of a material can
be lowered by introducing porosity, provided that the pore
sizes are much smaller than the electromagnetic wave-
lengths of interest [24]. The thicknesses of the layers of
high and low permittivities decrease gradually towards
the illuminated side of the structure to provide a chirp
law for the DBR. The thicknesses of the layers of low
permittivity are as follows (starting from the bottom of
the structure): LL1−TiO2 = 108 nm, LL2−TiO2 = 1038 nm,
LL3−TiO2 = 97 nm, LL4−TiO2 = 91 nm, LL5−TiO2 = 85 nm,
LL6−TiO2 = 79 nm, LL7−TiO2 = 73 nm.
The thicknesses of the layers of high permittivity are
as follows (starting from the bottom of the structure):
LH1−TiO2 = 91 nm, LH2−TiO2 = 86 nm, LH3−TiO2 = 81 nm,
LH4−TiO2 = 76 nm, LH5−TiO2 = 71 nm, LH6−TiO2 = 66 nm,
LH7−TiO2 = 61 nm.
The results of modeling of the PV structures considered are
presented below successively in following subsections.
3.1. The Modeling of the PV Structure without an
Antireflection Coating
The reflection spectrum of the PV structure without an an-
tireflection coating (Fig. 1a) with the above-mentioned pa-
rameters is presented in Fig. 2 for the range of the incident
wavelengths λ0 = 350–750 nm.
As it follows from Fig. 2 the reflection spectrum of the
PV structure without antireflection coating has an oscillat-
ing character with maxima and minima at specific wave-
lengths. The oscillations of the reflectance in the con-
sidered frequency range are stipulated by an optical wave
resonant interaction with the wavelength-scaled multilayer
dielectric-semiconductor-metal structure.
In order to understand which part of the incident light is
absorbed in the i absorbing layer of p-i-n region contribut-
ing to the PV effect it is useful to analyse the distributions
Fig. 2. The reflection spectrum of the PV structure without
antireflection coating (presented in Fig. 1a).
of the electric component of optical field and the power
flow density within and outside of the structure. The per-
mittivity profile of the PV structure without antireflection
coating and the distributions of the electric component of
the optical field and the power flow density within and out-
side of the structure at the central wavelength λ0 = 550 nm,
corresponding to the sun’s maximal radiation, are presented
in Fig. 3.
Fig. 3. The relative permittivity profile ε ′ of the PV structure
without antireflection coating (presented in Fig. 1a) and the dis-
tributions of electric field amplitude ˆE and power flow density P
within and outside of the structure at the wavelength λ0 = 550 nm,
Pinc = 25 a.u., the reflectance R = 0.366.
As can be seen from Fig. 3, electric field amplitude has an
oscillating character in the p-i-n region and forms a stand-
ing wave pattern in the front of the structure (at z < 0)
due to some reflection from it. A decrease of power flow
density in the i absorbing layer of ∆Pp−i−n = 12.5135 a.u.
is observed, indicating an absorption rate
∆Pp−i−n
Pinc ≈ 0.5
(about 50%) of the incident light (Pinc = 25 a.u.) con-
tributing to the PV effect. Outside of the absorbing region
the power flow density is constant except for some decay
within the metallic layer (∆Pm = 3.3485 a.u.). The absorp-
tion rate ∆PmPmc ≈ 0.134 in the metal is about 13.4%. Thus,
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essential absorption of the incident energy takes place in
the “i” absorbing layer of the structure. The rest of the
incident energy, 36.6%, relates to the reflectance from the
structure.
3.2. The Modeling of the PV Structure with an
Antireflection Coating on the Top of the Structure
The reflection spectrum of the PV structure with the antire-
flection coating on the top of the structure (Fig. 1b) with
above-mentioned parameters is presented in Fig. 4 for the
range of incident wavelengths λ0 = 350–750 nm.
Fig. 4. The reflection spectrum of the PV structure with the
antireflection coating on the top of the structure (presented in
Fig. 1b).
It follows from Fig. 4 that the reflection spectrum of the PV
structure with the antireflection coating also has an oscillat-
ing character, however the average value of the reflectance
oscillations has a minimum around λ0 = 500 nm.
As with the previous structure it is useful to analyse the
distributions of the electric component of the optical field
and the power flow density within the considered struc-
ture. The permittivity profile of the PV structure with the
Fig. 5. The relative permittivity profile ε ′ of the PV structure
with antireflection coating on the top of the structure (presented
in Fig. 1b) and the distributions of electric field amplitude ˆE
and power flow density P within the structure at the wavelength
λ0 = 550 nm, Pinc = 25 a.u., the reflectance R = 0.14.
antireflection coating on the top of the structure and the
distributions of electric component of optical field and
power flow density within the structure at the central wave-
length λ0 = 550 nm of the sun’s maximal radiation are
presented in Fig. 5.
As can be seen from Fig. 5, the electric field ampli-
tude has an oscillating character in the p-i-n region and
forms a standing wave pattern in front of the structure (at
z < 0) due to some reflection from the structure. A de-
crease of power flow density in the “i” absorbing layer
∆Pp−i−n = 16.97 a.u. is observed, indicating an absorption
rate
∆Pp−i−n
Pinc ≈ 0.679 (about 68%) of the incident light (Pinc =
25 a.u.) contributing to the PV effect. Outside of this re-
gion the power flow density is constant except for some
decay within the metallic layer (∆Pm = 4.541 a.u.). The
absorption rate ∆PmPinc ≈ 0.182 nm in the metal is about 18%.
Thus, essential absorption of incident energy takes place
in the “i” absorbing layer of the structure. The rest of the
incident energy, 14%, relates to the reflectance from the
structure.
3.3. The Modeling of the PV Structure with an
Antireflection Coating on the Top and a Chirped
DBR on the Bottom of the Structure
The reflectance of the PV structure with the antireflection
coating on the top and the chirped DBR on the bottom of
the PV structure (Fig. 1c) with above-mentioned parameters
is presented in Fig. 6 for the range of incident wavelengths
λ0 = 350–750 nm.
Fig. 6. The reflection spectrum of the PV structure with the
antireflection coating on the top and the chirped DBR on the
bottom of the structure (presented in Fig. 1c).
It follows from Fig. 6 that the reflection spectrum of the
PV structure with the antireflection coating on the top and
the chirped DBR on the bottom of the structure also has an
oscillating character with maxima and minima at specific
wavelengths. However, the average value of the reflectance
oscillations has a minimum around λ0 = 550 nm.
As with the previous structures it is useful to analyse the
distributions of the electric component of the optical field
and the power flow density within and outside of the struc-
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ture considered. The relative permittivity profile of the PV
structure with the antireflection coating on the top and the
chirped DBR on the bottom of the structure, and the dis-
tributions of the electric component of the optical field and
the power flow density within the structure, are presented
in Fig. 7 for the central wavelength λ0 = 550 nm of the
sun’s maximal radiation.
Fig. 7. The relative permittivity profile ε ′ of the PV structure with
the antireflection coating on the top and the chirped DBR on the
bottom of the structure (presented in Fig. 1c) and the distributions
of electric field amplitude ˆE and power flow density P within
the structure at the wavelength λ0 = 550 nm, Pinc = 25 a.u., the
reflectance R = 0.056.
As can be seen from Fig. 7, the electric field ampli-
tude has an oscillating character in the p-i-n region and
forms a standing wave pattern in front of the structure
(at z < 0) due to some reflection from the structure.
A strong decrease of power flow density in the “i” ab-
sorbing layer ∆Pp−i−n = 20.52 a.u. is observed, indicating
an absorption rate
∆Pp−i−n
Pinc ≈ 0.8208 (about 82.1%) of in-
cident light (Pinc = 25 a.u.) contributing to the PV ef-
fect. Outside of this region the power flow density is con-
stant except for the small decay within the metallic layer
(∆Pm = 3.08 a.u.). The absorption rate ∆PmPinc ≈ 0.1232 in
the metal is about 12.3%. Thus, essential absorption of
incident energy takes place in the i absorbing layer of
the structure. The rest of the incident energy, 5.6%, re-
lates to the reflectance from the structure as can be seen
from Fig. 6.
The results of comparative analysis of the considered PV
structures are summarized and presented in Table 1.
Table 1
Example results of the new metric
Structure described in R =
Pref
Pinc
∆Pp−i−n
Pinc
∆Pm
Pinc
3.1 ≈ 0.366 ≈ 0.5 ≈ 0.134
3.2 ≈ 0.14 ≈ 0.679 ≈ 0.181
3.3 ≈ 0.056 ≈ 0.821 ≈ 0.123
It is evident that the structure with the antireflection coating
on the top and the broadband non-periodic (chirped) DBR
reflector on the bottom of the PV structure is favorable for
light absorption in the i region of the p-i-n structure.
4. Conclusions
An electromagnetic wavelength-scale numerical analysis of
the optical characteristics of thin-film multi-nanolayer PV
structures has been performed by the MSE. The following
configurations of the PV structures are considered: with-
out an antireflection coating, with an antireflection coat-
ing on the top of the structure, and with both the antire-
flection coating on the top and a broadband non-periodic
(chirped) distributed Bragg reflector (DBR) on the bottom
of the structure. All PV structures are based on a Si p-i-n
type absorber supported by a metallic layer (Cu) and SiO2
substrate.
The reflection spectra of all structures have an oscillating
character in the whole spectral range of λ0 = 350–750 nm
nm with maxima and minima at specific wavelengths.
The oscillations in the frequency range considered are
stipulated by an optical wave resonant interaction with
the wavelength-scaled multilayer dielectric-semiconductor-
metal structures. At the fixed wavelength λ0 = 550 nm
(the wavelength of the sun’s maximal radiation and the
central part of the spectrum considered) the distributions
of electric field amplitude and power flow density within
and outside of the structures are obtained. For all struc-
tures high absorption of incident light is observed in the
i-layer of the p-i-n junction. The highest absorption of in-
cident light takes place in the i-layer of the p-i-n junction
of the structure with the antireflection coating on the top
and the broadband non-periodic (chirped) DBR reflector on
the bottom of the PV structure while the lowest absorption
in the metallic layer is observed. Thus, this structure is fa-
vorable for strong absorption of the incident light that will
contribute to the PV effect.
Though the current analysis is performed for a plane wave
normal incidence on the PV structures, the MSE permits
the case of an oblique incidence of a plane wave to be
considered as well [25].
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Abstract—A highly selective filter is designed, working at 1.55
µm and having a 3-dB bandwidth narrower than 0.4 nm, as is
required in Dense Wavelength Division Multiplexed systems.
Different solutions are proposed, involving photonic crystals
made rectangular- or circular-section dielectric rods, or else
of holes drilled in a dielectric bulk. The polarization and
frequency selective properties are achieved by introducing a
defect in the periodic structure. The device is studied by us-
ing in-house codes implementing the full-wave Fourier Modal
Method. Practical guidelines about advantages and limits of
the investigated solutions are given.
Keywords—filter, Fourier Modal Method, periodic structures,
photonic bandgap materials, photonic crystals.
1. Introduction
Photonic crystals are artificial media, constituted by peri-
odic implants of a material with a specific dielectric permit-
tivity embedded in a homogeneous background of different
permittivity [1], [2]. The main feature of a photonic crystal
is the presence of frequency bands within which the waves
are highly attenuated and do not propagate (bandgaps or
stopbands). This property is exploited in a lot of applica-
tions, in the microwave region, as well as in the infrared
and optical range; new ideas are under continuous research
and novel components are designed [3]–[17].
The study of photonic crystals with defects is a topic of
great interest. Defects may obviously be present in a struc-
ture due to fabrication errors [18], [19]. Very often, though,
defects are on purpose introduced in photonic crystals
to design resonant cavities, filters or switches [20]–[24].
In fact, the occurrence of a sharp transmission peak in-
side a bandgap may result from defect creation. By suit-
ably choosing the configuration of the structure, it is
possible to shape its transmission properties in a versatile
way [25], [26].
In this work, we focus on the design of a photonic-crystal
filter for fiber optic applications. The design specifications
are that radiation at 1.55 µm has to be transmitted, with
a 3-dB selectivity smaller than 0.4 nm, as is required in
Dense Wavelength Division Multiplexed (DWDM) systems.
The required filtering properties are obtained by using a di-
electric photonic crystal and by properly interrupting its
periodicity. In particular, some implants are removed in
the middle of the synthesized structure, so that a homoge-
neous layer of anomalous thickness is present between two
adjacent layers of rods.
The proposed device is studied by using in-house codes
implementing the Fourier Modal Method (FMM) [27], as
briefly resumed in Section 2. The FMM is a fast, accurate
and versatile spectral-domain technique for the solution of
plane-wave scattering problems by dielectric diffractive op-
tical elements and photonic crystals.
Numerical results for the synthesized filter are presented in
Section 3. Different solutions are proposed and compared,
with photonic crystals made of rectangular- or circular-
section dielectric rods, or else of holes drilled in a dielectric
bulk. The transmission properties of the proposed compo-
nents are investigated as a function of the polarization and
the wavelength of the incident radiation.
Practical comments about advantages and limits of the dif-
ferent investigated solutions are given in Section 4, where
conclusions are drawn.
2. FMM Modeling of Photonic Crystals
The structures proposed in this paper are designed and
characterized by using an in-house code implementing
the Fourier Modal Method (FMM), a full-wave spectral-
domain technique that solves the monochromatic plane-
wave diffraction problem by dielectric photonic crystals.
The formulation of the method proposed in [27] is adopted.
This approach was originally developed for the character-
ization of two-dimensional diffraction gratings [28]–[30].
Subsequently, it was demonstrated that the FMM can be
successfully employed for the accurate modeling of two-
dimensional photonic crystals [27], [31], [32]. More re-
cently, the method has been extended and applied to the
characterization of three-dimensional photonic crystals and
crossed gratings [7], [8], [33].
The photonic crystal is considered as a finite stack of peri-
odic grids of implants in a hosting medium (e.g., dielectric
rods arranged in the air, or air holes drilled in a dielectric
bulk). Adjacent grids may be separated by homogeneous
layers. The general approach for exactly solving the elec-
tromagnetic problem associated to this kind of structure
involves the solution of Maxwell’s equations inside each
periodic layer of the crystal, in the homogeneous regions
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between different periodic layers and outside the crystal.
Boundary conditions have to be imposed between different
regions.
A fundamental step in the FMM is the expansion in
a Fourier series of the dielectric permittivity of each layer
constituting the photonic crystal. Plane-wave expansions
of the electromagnetic field are used (Rayleigh expansions
outside the crystal, modal expansions in the crystal lay-
ers). This approach leads to a set of eigenvalue problems,
which have to be solved. Then, the tangential electric and
magnetic field components are matched at all the boundary
surfaces. The resulting linear equation system is solved
for the reflected and transmitted field amplitudes, so that
the reflection and transmission efficiencies of the photonic
crystal can be determined.
The total transmission efficiency of a photonic crystal is
defined as the sum of the efficiencies of all the transmitted
diffracted orders. The efficiency of the n-th transmitted
order is equal to the Poynting-vector component, along the
transmission direction, of the n-th order transmitted wave,
divided by the Poynting-vector component, along the same
direction, of the incident wave.
The FMM treatment of photonic crystals is accurate and
versatile, it allows studying structures with arbitrary-shape
implants forming whatever kind of lattice. The effects of
interruptions in the photonic-crystal periodicity can be in-
vestigated by this method [25], [26].
3. Numerical Results
3.1. Rectangular-Section Rods
The first solution that we propose uses a two-dimensional
photonic crystal with rectangular-section silicon rods ar-
ranged in a rectangular lattice. The host material is the
air. The geometry of the filter is sketched in Fig. 1. The
refractive index of rods is assumed to be nd = 3.4 in the
considered frequency range, the lattice periods along the
two orthogonal periodicity directions are d1 and d2, and
the size of the cross-section of the rods is b1d1× b2d2.
The required frequency-selective behavior of the structure
Fig. 1. Geometry of the photonic-crystal filter made of square-
section rods.
is obtained by suitably interrupting its periodicity. In par-
ticular, the introduced defect consists of some rods missing
in the middle of the structure: an air gap with length L
is present between the two central layers of rods. ND is
the number of rod layers located on each side of the defect.
The structure can also be viewed as a Fabry-Perot resonator,
with two mirrors consisting of identical photonic crystals
separated by an air region.
Calculation results for this filtering structure are presented
in Fig. 2, for different values of ND. It is chosen to
design a square-lattice (d1 = d2 = d) square-section rod
(b1 = b2 = b) structure, because it is easier and cheaper to
fabricate with respect to a rectangular-lattice rectangular-
section solution. The electromagnetic behavior of the syn-
thesized filter is illustrated by plotting its total transmis-
sion efficiency as a function of the free-space wavelength
λ normalized to d. Curves for both the fundamental TE
(full line) and TM (dashed line) polarization states are re-
ported. In TE polarization, the electric field propagating
through the filter is parallel to the photonic-crystal rods. In
TM polarization, instead, the electric field is orthogonal to
the rods. With b = 0.4 and L = 1.6d, a TE transmission
peak centered on λd
∼
= 2.75 is present while propagation is
prohibited for TM polarization.
Fig. 2. FMM results for the photonic-crystal filter made of
square-section rods.
It can be appreciated that the selectivity of the structure
becomes higher as ND increases. In particular, if ND = 2
the transmission peak is centered on λd = 2.758: with a pe-
riod d=0.562 µm, transmission of radiation at λ =1.55 µm
occurs and the 3-dB width of the transmission peak turns
out to be 4.5 nm. If ND = 3 the peak is centered on
λ
d = 2.753: with d = 0.563 µm, radiation at λ = 1.55 µm
is transmitted and the 3-dB width of the peak is 1.1 nm.
Finally, if ND = 4 the peak is centered on λd = 2.748: with
d = 0.564 µm, the transmission of radiation at λ = 1.55 µm
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is obtained and the 3-dB width of the peak is 0.28 nm (less
than 0.4 nm, that is the design specification).
3.2. Rectangular-Section Holes
The second structure that we consider is a two-dimensional
photonic crystal with rectangular-section holes arranged in
a rectangular lattice and drilled in a dielectric bulk, as
sketched in Fig. 3. The geometrical parameters are de-
noted as for the first structure, the refractive index of the
dielectric material is again nd = 3.4.
Fig. 3. Geometry of the photonic-crystal filter made of square-
section holes drilled in a dielectric bulk.
Numerical results are given in Fig. 4 for different values
of ND, being d1 = d2 = d, b1 = b2 = 0.75 and L = 1.25d;
the full-line curves correspond to TE polarization and the
dashed-line curves correspond to TM polarization.
Fig. 4. FMM results for the photonic-crystal filter made of
square-section holes drilled in a dielectric bulk.
If ND = 2, a TE transmission peak in λd = 2.892 is ob-
tained: with a period d = 0.536 µm this peak is centered on
λ = 1.55 µm and its 3-dB width is 6.4 nm. If ND = 3, the
TE transmission peak is in λd = 2.881. If a period d =
0.538 µm is chosen, this peak is centered on λ = 1.55 µm
and its 3-dB width is 1.4 nm. Moreover, if ND = 4, the
TE transmission peak is in λd = 2.876. With a period
d = 0.539 µm this peak is centered on λ = 1.55 µm and
its 3-dB width is 0.47 nm.
Fig. 5. FMM results for the photonic-crystal filter made of
square-section holes drilled in a dielectric bulk: ND = 5.
This filter is easier to fabricate but slightly less selective
than the solution with square-section rods proposed in the
previous subsection, if the same number of inclusions ND
is considered. It is necessary to drill ND = 5 rows of holes
in the dielectric bulk, to satisfy the design specification.
Relevant centered results are reported in Fig. 5. In this
case, the transmission peak is centered on λd = 2.870. By
choosing a period d = 0.540 µm, the transmission of radi-
ation having wavelength λ = 1.55 µm is achieved, and the
3-dB width of the transmission peak turns out to be 0.16
nm.
3.3. Circular-Section Rods
The third structure that we propose is shown in Fig. 6.
It uses a two-dimensional photonic crystal with circular-
section rods arranged in a rectangular lattice, with periods
d1 and d2. The radius of the rod section is called R and the
refractive index of the dielectric material is again nd = 3.4.
The length of the periodicity interruption (the central air
gap) is called L.
Fig. 6. Geometry of the photonic-crystal filter made of circular-
section rods.
The results presented in Fig. 7 are obtained for a structure
with d1 = d2 = d, R = 0.226d, L = 1.55d and ND = 5.
The total transmission efficiency of the filter is plotted
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Fig. 7. FMM results for the photonic-crystal filter made of
circular-section rods.
as a function of the normalized wavelength λd . The pres-
ence of a sharp TE transmission peak is observed, cen-
tered on λd = 3.385. By choosing a period d = 0.458 µm,
the transmission of waves propagating at λ = 1.55 µm is
achieved; the 3-dB width of the transmission peak turns out
to be 0.14 nm.
3.4. Circular-Section Holes
The fourth structure that we consider is sketched in Fig. 8.
It consists of a two-dimensional photonic crystal with
Fig. 8. Geometry of the photonic-crystal filter made of circular-
section holes drilled in a dielectric bulk.
Fig. 9. FMM results for the photonic-crystal filter made of
circular-section holes drilled in a dielectric bulk.
circular-section holes arranged in a rectangular lattice
and drilled in a dielectric bulk. The geometrical parame-
ters are denoted as for the third structure and the refractive
index of the dielectric material is nd = 3.4.
In Fig. 9 results obtained with d1 = d2 = d, R = 0.432d,
L = 1.136d and ND = 5 are presented. Even in this case,
a transmission peak for TE polarization is present. This
peak is centered on λd = 4.627. With a period d = 0.335
µm, the transmission of λ = 1.55 µm is guaranteed and
the 3-dB width of the peak is 3 nm.
4. Conclusions
In this work, the design of a photonic-crystal filter is pre-
sented. The filter transmits radiation at 1.55 µm, with
a 3-dB selectivity smaller than 0.4 nm. Four different solu-
tions are proposed and examined, involving photonic crys-
tals made of square or circular cross-section dielectric rods,
or holes drilled in a dielectric bulk. The required selective
behavior is obtained by suitably introducing a defect in the
adopted photonic crystal. The structures are simulated by
using in-house codes implementing the rigorous Fourier
Modal Method.
Solutions with holes are easier to fabricate, with respect
to solutions involving rods, moreover they are less fragile;
however, they are less selective than solutions involving
rods, thus requiring a slightly higher number of periodic
layers to satisfy the 0.4 nm specification. Thus, a filter
made of holes turns out to be larger than a filter made of
rods and stronger scattering losses occur during the propa-
gation of the radiation through the filter. An advantage of
the filter made of rods, is that its transmission peak can be
easily tuned to 1.55 µm by adjusting the defect length L.
To deal with imperfections and non-idealities in the fabri-
cated photonic-crystal structure, which may be present and
influence the optical properties of the filter.
The calculation results show that strong and narrow dips
are present in the transmission-efficiency curves (e.g., in
Fig. 2 at λd
∼
= 2.4 and in Fig. 4 at λd ∼= 3,27). This suggests
that the studied structures may be designed and sized to act
as highly-reflective narrow-band filters, which also are of
interest in fiber optics communication.
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Abstract—A three-dimensional electromagnetic crystal is em-
ployed as a directivity-enhancing superstrate for planar an-
tennas. The crystal is a woodpile made of alumina rods. In
a shielded anechoic chamber, the performance of a patch an-
tenna covered with the woodpile is measured. The superstrate
is positioned at different distances from the antenna and its
orientation is varied in the 8–12 GHz frequency range. The
return loss, gain and radiation pattern in the E- and H-planes
are measured. The electromagnetic behavior of Fabry-Perot
cavities with woodpile mirrors, equivalent to the compound
radiator, is also studied. The main effect of the crystal on
the antenna performance is an enhancement of about 10 dB
in maximum gain. A rather complete series of experiments is
presented, highlighting the role of the periodic structure in the
directivity enhancement and allowing a deeper understanding
of the electromagnetic phenomena involved in EBG resonator
antennas. Benefits and disadvantages of this kind of antennas
are discussed and ideas for future research are given.
Keywords—directivity enhancement, electromagnetic bandgap
materials, Fabry-Perot cavities, periodic structures, woodpile.
1. Introduction
Electromagnetic band gap (EBG) materials [1] can be suc-
cessfully employed to improve the performance of an-
tennas [2], [3]. When used as planar reflectors [4], sub-
strates [5], or high-impedance ground-planes [6], are able
to eliminate the drawbacks of conducting ground-planes,
to prevent the propagation of surface waves also allow-
ing a lowering of the antenna profile, and to improve the
radiation efficiency. In EBG resonator antennas [7]–[11],
an electromagnetic crystal is employed as a superstrate on
a primary radiator, backed with a ground plane, and its main
effect is a considerable increase in the directivity. Else, it
is possible to obtain a highly-directive antenna by embed-
ding a source in an EBG working near its band gap [12],
thanks to the limited angular propagation allowed within the
crystal. Recently, these two different methods for antenna-
directivity enhancement were compared, with reference to
several optimized two-dimensional configurations based on
either square or triangular lattices of dielectric rods [13].
Several research teams have been studying the EBG res-
onator antenna as a possible solution to be adopted when
a directive beam is needed. This is an interesting alterna-
tive to aperture antennas and antenna arrays, free of some
problems inherent to the usual directive systems, such as the
size of the focal structures and the limitations/complications
induced by the feeding circuit of arrays.
In EBG resonator antennas, the periodic cover is placed
at a distance equal to an integer multiple of half a wave-
length from the source. Forward radiation can be remark-
ably enhanced by means of in-phase multiple reflections.
A single feed is usually employed, allowing the gain to be
increased with low complexity. In some cases [14], arrays
of patches or horns were used as sources. Systems oper-
ating at different frequencies, ranging from the microwave
region to millimeter waves, can be designed and realized.
Electromagnetic crystals with one, two or three periodicity
directions can be employed as superstrates.
In [15], the characteristics of directivity enhancement using
EBGs, frequency-selective surfaces and left-handed meta-
materials were compared. A Fabry-Perot cavity can be used
as a cover, in spite of a single EBG superstrate [14]. Usu-
ally, the cover is a planar structure. In [16], a dipole source
embedded in a cylindrical EBG was studied, by using a rig-
orous semi-analytical method, and the performances of the
compound antenna were numerically investigated for three
different EBG configurations as well as varying the dipole
position inside the periodic structure.
In this paper, we use a woodpile cover to increase the gain
of a microstrip-patch antenna. The woodpile is a three-
dimensional (3D) EBG with a rather simple geometry, that
may present complete 3D stop-bands [17], [18]. It consists
of a stack of dielectric rods with alternating orthogonal ori-
entations. The cross-section of the rods may be rectangular
or circular, or else air cylindrical holes may be drilled in
a dielectric sample. A woodpile with square-section rods
is often preferred, because easier to fabricate.
The aim of our paper is to complement the work published
in [11], by presenting several new experimental results.
These results highlight the role of the periodic superstrate
in the directivity enhancement and we believe that they al-
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low researchers interested in EBG resonator antennas to
achieve a deeper understanding of the electromagnetic phe-
nomena involved in this kind of structures. It is worth
noting that experimental works at microwave frequencies,
regarding the use of EBGs in antenna engineering, are not
so frequent. In most of the published papers numerical
results of simulations are reported.
In Section 2, proposed EBG resonator antenna is described.
We designed a woodpile, with a complete band gap cen-
tered on f = 12 GHz and extending over almost 4 GHz [19].
The design was carried out by using an in-house code
that implements the Fourier Modal Method (FMM) [20].
Woodpile samples were fabricated, by means of alumina
rods with square cross-section [11]. A rectangular patch
antenna was realized, resonating at 10.3 GHz. A support-
ing structure was specifically designed and realized, to hold
the antenna together with its woodpile cover during exper-
imental investigations.
Section 3 is devoted to numerical results. In a shielded
anechoic chamber, in the 8–12 GHz frequency range, the
return loss, gain, and radiation pattern were measured in
the E- and H-planes, of the compound antenna. The super-
strate was positioned at different distances from the patch
and its orientation was varied. The electromagnetic behav-
ior of woodpile Fabry-Perot cavities, equivalent to the EBG
resonator antenna, was also measured.
Conclusions are drawn in Section 4, where benefits and
disadvantages of the EBG resonator antenna are also dis-
cussed, new applications of these radiators are suggested
and ideas for future research are given.
2. The EBG Resonator Antenna
A woodpile crystal was synthesized, by using an in-house
code implementing the FMM, a full-wave approach that
solves the monochromatic plane-wave scattering problem
by dielectric finite-thickness crossed gratings, as proposed
in [20]. The design is described in [19] and resumed
in [11], where the electromagnetic behavior of the proposed
woodpile is also analyzed.
The crystal consists of four periodic layers of alumina rods,
with square section having side length w = 3.18 mm. The
relative dielectric constant of the rods is εr,al = 9.8. The
spacing of each layer is d = 8 mm. Rods belonging to
consecutive layers are orthogonal. In the third and fourth
layers, the rods have the same orientation as in the first
and second ones, respectively, but they are in offset by
half of the horizontal spacing (see Fig. 1). We used the
above-mentioned FMM code to simulate a monochromatic
plane-wave with electric/magnetic field parallel to the rods
impinging normally on this crystal. Results show that there
is a band gap centered on f = 12 GHz, extending over al-
most 4 GHz. By studying the off-plane behavior of the
woodpile, we found that the band gap is scarcely sensitive
to variations of the electromagnetic-field incidence and po-
larization. Only a slight reduction in depth and width of
the band gap occurs, when these parameters are changed.
Two identical woodpile samples were realized. The rod
length is 20 cm, that is almost seven wavelengths at
10 GHz, and is equal to 25d. This ensures that the sam-
ple behavior is close to that of an electromagnetic crystal
with rods of infinite length and with an infinite number
of periods in both the directions of the rod axes. The di-
ameter tolerance of the rods is ±3%, their straightness is
represented by a camber/length parameter ≤ 0.003, and the
maximum twist is 2o per 30.48 cm. For more details about
the woodpile fabrication see [11].
Fig. 1. Woodpile cavity (a), woodpile-covered antenna (b).
We realized a microstrip antenna, from a 0.76 mm
thick Rogers/RT Duroid 5870 laminate (relative permittiv-
ity 2.33), printed on both sides with 36-µm thick copper.
With a PC-controlled milling table, on one side of the layer
a 8 × 8.4 mm rectangular patch was cut. The antenna is
fed from below by a coaxial probe (SMA connector). The
feed point, where the probe is attached to the patch, is cen-
tered with respect to the shorter side of the patch, and it is
1.2 mm away from the centre of the longer side.
A PVC table and a teflon-PVC support were designed
and realized, to hold the couple of woodpile samples, or
the antenna and a woodpile, during experimental investiga-
tions.
3. Experimental Results
All the experiments were performed in a 3.20× 3.20×
2.70 m shielded anechoic chamber, by using a HP 8530
vector network analyzer. We analyze the electromagnetic
behavior of Fabry-Perot cavities with woodpile mirrors,
changing the cavity length and the field polarization (Sub-
section 3.1). We subsequently study the performances of
the woodpile-covered patch, changing the distance between
the antenna and the EBG cover, and the field polarization
(Subsections 3.2–3.4). As many results are reported, it is
possible to appreciate the consistence of the experimental
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Fig. 2. Transmission efficiency of the cavity, ηT , as a function of frequency, for ten different cavities resonating at 10.3 GHz; the
electric field is parallel to the internal rods of the woodpile cavity.
data we collected. Moreover, one may achieve a general
understanding of the electromagnetic behavior of the con-
sidered devices. The effects of the cavity length and of the
field polarization on the overall performance of the EBG
resonator antenna are clearly pointed our. A sketch of both
the Fabry-Perot cavity and the woodpile-patch is reported
in Fig. 1.
As a preliminary experiment, we measured the reflection
parameter, the gain, and the radiation diagram in the E-
and H-planes, of the patch antenna introduced in Section 2.
This antenna resonates at 10.3 GHz. At this frequency, the
magnitude of its return loss is |S11|=−11.69 dB. By using,
as a standard transmitter, a horn antenna with a maximum
gain equal to 16 dB and a standing-wave ratio (SWR) equal
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Fig. 3. Transmission efficiency of the cavity, ηT , as a function of frequency, for ten different cavities resonating at 10.3 GHz; the
electric field is orthogonal to the internal rods of the woodpile cavity.
to 1.25, we found that the maximum gain of our patch
antenna is Gp = 6.18 dB.
3.1. Fabry-Perot Cavity with Woodpile Mirrors
We performed a series of measurements on a Fabry-Perot
cavity with woodpile mirrors. The adopted setup consisted
of a couple of X-band precision pyramidal horn anten-
nas, placed one in front of the other, with both the wood-
pile samples in the middle. The samples were placed at
a distance h from each other and held by the PVC/Teflon
support.
This structure resonates when its equivalent length Leq is
an integer multiple of λ2 , where λ is the wavelength of the
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electromagnetic field in air. The cavity may also be con-
sidered as an EBG with a break of its periodicity, in which
some periodic layers are replaced by a homogeneous air-
region with thickness h: the main effect of creating a defect
in a band-gap structure, is the occurrence of transmission
peaks inside the prohibited bands [21], [22].
We identified a set of cavities with different lengths and
showing a transmission peak at 10.3 GHz (resonance fre-
quency of proposed patch antenna). We considered differ-
ent polarization states of the electromagnetic field (electric
field parallel or orthogonal to the most internal rods of
the cavity).
In order to comply with the frequency band of the horn an-
tennas, measurements were performed in the 8–12 GHz
range. The distance between the horns was chosen af-
ter a series of preliminary experiments aimed at ensuring
a good compromise between the planarity of the wavefront
impinging on the woodpile and the diffraction effects due
to the finite extension of the samples.
The cavity transmission properties were determined from
the measured S21 scattering parameter. Its magnitude is
equal to the transmission efficiency of the cavity.
A preliminary reference calibration was performed with no
sample placed between the two horns. Upon completion of
each experimental session a further measurement was per-
formed removing again the woodpile samples, to check that
the drift in the measurement system was within acceptable
levels.
In Fig. 2, the measured transmission efficiency ηT is plot-
ted as a function of frequency, for ten different cavities
resonating at 10.3 GHz. In all those measurements, the
electric field was parallel to the rods of the woodpile lay-
ers nearest to the air region inside the cavity. It is noted
that in longer cavities a higher number of transmission
peaks occurs within the considered frequency range, as ex-
pected. Accordingly, the peak centered in 10.3 GHz has
a higher quality factor when the cavity is longer. It is
also noted that, in all the studied cases (i.e. for all val-
ues of the cavity length), the transmission peaks occurring
at lower frequencies show a higher efficiency. This is an
expected phenomenon and is due to the fact that, when
the wavelength of the electromagnetic field is longer, the
thickness of the woodpile mirrors is electrically smaller,
hence the propagation through the mirrors causes smaller
losses.
In Fig. 3, the same as in Fig. 2 is shown, for ten differ-
ent cavities with electric field orthogonal to the most in-
ternal rods of the cavity. Similar comments apply. It can
be appreciated that the equivalent length of a woodpile
cavity is highly dependent on the electromagnetic field
polarization with respect to the EBG orientation. In this
regard, please also see [11], where we presented simu-
lation results showing that the periodic arrangement of
bars perpendicular to the electric field has a negligible
effect on the transmission efficiency through the whole
structure.
3.2. Return Loss of the Woodpile-covered Patch Antenna
According to the image theory, a configuration equivalent to
the Fabry-Perot woodpile cavity is obtained, if the cavity
is halved, with respect to its symmetry plane, by means
of a perfectly conducting surface. If the ground plane of a
patch antenna is employed instead of a perfectly conducting
surface, an EBG resonator antenna is built (see Fig. 1b).
The measurements we performed on the woodpile-covered
patch antenna include return loss, gain, and radiation pat-
terns in the E- and H- planes. In this Subsection, return-loss
results are reported.
For return-loss measurements, an Agilent E8363B perfor-
mance network analyzer was used, which was preliminarily
calibrated at the port by means of a short-open-load proce-
dure, employing the 85052B mechanical calibration kit.
The superstrate was positioned at various distances h2 from
the patch, corresponding to half length of the cavities res-
onating at 10.3 GHz. We verified that achieving a good
parallelism between the ground-plane and the woodpile is
very important to maximize the performances of the com-
pound antenna. Moreover, we observed that a woodpile
shift, parallel to the ground plane, does not affect the be-
havior of the radiator. The orientation of the superstrate,
instead, is very important, as in woodpile cavities.
In Figs. 4 and 5, the return loss of the woodpile-covered
patch antenna is presented. In particular, in Fig. 4 ten
different values of h2 are considered and the woodpile rods
nearest to the ground plane are parallel to the electric field
radiated by the patch. Figure 5 is analogous to Fig. 4, but
now the rods nearest to the ground plane are orthogonal to
the electric field. For the return loss of the patch alone, see
Fig. 15 in [11].
In all the examined cases, we observed that the EBG su-
perstrate does not significantly affect the antenna matching.
However, we found that when the equivalent distance be-
tween the woodpile and the patch is roughly equal to an in-
teger multiple of λ2 (as in the right-column plots of Figs. 4
and 5), the effect of the EBG over the |S11| frequency trend
is stronger than it is when the above-mentioned equivalent
distance is an odd integer multiple of λ4 (as in the left-
column plots of Figs. 4 and 5). This happens because in
the former case (right-column plots) the multiple reflec-
tions between the antenna and the superstrate are summed
in phase. Hence their overall effect on the return loss is
more pronounced, whereas in the latter case (left-column
plots) the multiple reflections are in phase opposition to
each other and their overall effect on the return loss is to-
tally negligible.
3.3. Gain of the Woodpile-covered Patch Antenna
Gain and radiation pattern measurements were performed
with a setup similar to the one described for cavity char-
acterization. In particular, the receiving horn antenna was
replaced by the patch antenna, which was positioned on
a remotely controlled turntable. The distance between the
two antennas was chosen to be 1 m, in order to be in the
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Fig. 4. Return loss of the woodpile-covered patch antenna, vs. frequency. Ten different values of the distance h2 between patch and
woodpile are considered. The woodpile rods nearest to the ground plane are parallel to the electric field radiated by the patch.
far field of the radiators. The setup was preliminarily sub-
jected to a reference calibration with the microstrip antenna
replaced by the second standard gain horn. In this Subsec-
tion, gain results are presented.
In Fig. 6, the maximum gain of the woodpile-covered patch
antenna, Gpw, normalized to the maximum gain of the
patch alone, Gp, is plotted as a function of frequency,
for the same woodpile orientation and h2 distances studied
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Fig. 5. Return loss of the woodpile-covered patch antenna, vs. frequency. Ten different values of the distance h2 between patch and
woodpile are considered. The woodpile rods nearest to the ground plane are orthogonal to the electric field radiated by the patch.
in Fig. 4. When the equivalent distance between the wood-
pile and the patch is roughly equal to an integer multiple
of λ2 , as in the right column of the figure, the maximum
gain enhancement due to the woodpile occurs at 10.3 GHz.
The multiple reflections are present between the antenna
and the superstrate, and they are summed in phase at the in-
terface between air and woodpile. Instead, when the above-
mentioned equivalent distance is an odd integer multiple
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Fig. 6. Maximum gain of the woodpile-covered patch antenna, Gpw, normalized to the maximum gain of the patch alone, Gp, in
decibels, vs. frequency; the distance h2 assumes ten different values, the woodpile bars nearest to the ground plane are parallel to the
electric field radiated by the patch.
of λ4 , as in the left column of the figure, at 10.3 GHz the
effect of the woodpile is a strong reduction of the gain.
The multiple reflections arrive at the woodpile in phase
opposition to each other.
Similar results were collected for the configurations with
the bars nearest to the ground plane parallel or orthogonal
to the electric field, as can be appreciated by comparing
Fig. 6 with Fig. 7.
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Fig. 7. Maximum gain of the woodpile-covered patch antenna, Gpw, normalized to the maximum gain of the patch alone, Gp, in
decibels, vs. frequency; the distance h2 assumes ten different values, the woodpile bars nearest to the ground plane are orthogonal to the
electric field radiated by the patch.
The gain enhancement at 10.3 GHz turns out to be equal to
about 10 dB, regardless of the distance between patch and
woodpile. Note that, in some cases, we measured a smaller
gain enhancement. This is due to the fact that achiev-
ing a good parallelism between the ground plane and the
woodpile is extremely important for maximizing the per-
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Fig. 8. E- and H-plane radiation pattern for the patch alone, for the woodpile-covered patch with h = 90 mm (configuration studied in
Fig. 6), and for the woodpile-covered patch with h = 84 mm (configuration studied in Fig. 7), at 10.3 GHz.
formance of the compound antenna, but unfortunately we
do not have the necessary experimental means for checking
and optimizing the parallelism.
3.4. Radiation Pattern of the Woodpile-covered Patch
Antenna
We finally measured the E- and H-plane radiation pat-
terns of the woodpile-covered patch antenna at 10.3 GHz.
In Fig. 8, a couple of examples are reported. In particular,
we present results for the patch alone, for the woodpile-
covered patch with h = 90 mm (configuration studied in
Fig. 6), and for the woodpile-covered patch with h = 84 mm
(configuration studied in Fig. 7). Data were recorded
every 2◦. The directivity enhancement due to the presence
of the EBG cover can be easily appreciated.
4. Conclusions
This work dealt with EBG resonator antennas. A woodpile
was used for directivity-enhancing of a linearly-polarized
rectangular-patch antenna. The compound radiating sys-
tem was experimentally characterized in the 8–12 GHz fre-
quency range, in a shielded anechoic chamber, by using
a vector network analyzer.
The EBG superstrate was designed by using an in-house
code implementing the Fourier Modal Method. Two wood-
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pile samples were fabricated, by means of alumina rods
with square cross-section. Moreover, a rectangular patch
antenna was realized.
First, the transmission properties of Fabry-Perot resonators
with woodpile mirrors were measured. The cavity length
and the orientation of the mirrors were varied. In particular,
we looked for configurations resonating at 10.3 GHz, i.e.
at the resonance frequency of the patch antenna.
Subsequently, the return loss, the gain, and the radiation
pattern in the E- and H-planes were measured, for the patch
antenna covered with the woodpile. The superstrate was
positioned at different distances from the antenna and its
orientation was varied. In order to obtain a directivity en-
hancement the equivalent distance between the woodpile
and the antenna had to be an integer multiple of λ2 . With
such setup, the presence of the EBG superstrate above the
patch determined an enlargement of the source equivalent-
aperture area, resulting in highly directive radiation. The
gain of the woodpile-covered patch turned out to be about
10 dB higher than the gain of the patch alone. Similar
results were obtained for configurations with the bars near-
est to the patch parallel or orthogonal to the electric field.
In all the examined cased, the periodic superstrate did not
significantly affect the antenna matching.
An interesting feature of this kind of radiating systems is
that they are more compact than classical highly-directive
antennas. Moreover, they can be excited by a single feeding
device. Note that achieving a high directivity by means of
an array of sources is more expensive. Also that typically
an array has a highly resonant matching.
From our results it is evident that, once the distance be-
tween ground-plane and woodpile is fixed, there are differ-
ent resonance frequencies at which the gain enhancement
occurs. This suggests that a number of primary radiators,
working at appropriate frequencies, may benefit from the
same superstrate to increase their directivity.
We also observed that the resonance frequency of the com-
pound antenna strongly depends on the source polariza-
tion, and rods orthogonal to the electric-field direction have
a very little influence on the antenna performances. Hence,
orthogonal radiators might exploit different layers of the
same EBG cover. This means that it is possible to de-
sign a device generating or receiving two orthogonal un-
coupled linear polarization states, with high directivity, or
else, a device allowing an easy control of the polarization
of the emitted or received field.
Further ideas for future work include: the design and reali-
sation of EBG resonator antennas with low-thickness super-
strates, in order to reduce the radiating-system size or, with
monolithic superstrates, easier to implement with respect
to a woodpile and less fragile; else, with low-permittivity
and low-cost superstrates, to be fabricated with common
3D printers. With respect to the latter, we plan to inves-
tigate the possibility to realise heterogeneous superstrates,
in which different permittivity values can be achieved from
a single material. Our idea is to create small (compared
to the wavelength) air inclusions in the material, so that –
by varying the size and periodicity of the small voids – the
local permittivity of the superstrate can be controlled.
The authors are keen to develop these innovative applica-
tions in the near future.
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