Abstract Black-box optimization of objective function of parameters belonging to simplex arises in many inference and predictive models.
Introduction
(k − 1)-simplex is a (k − 1)-dimensional polytope which is the convex hull of its k vertices. Suppose {v 1 , . . . , v k } ∈ R k−1 are k affinely independent vertices. Suppose the convex-hull generated by these vertices is called H. Then all points in the (k − 1)-simplex H can be described by the set
Since every vector in a simplex can be represented in an unique way as a convex combination of its extreme points (see Game Theory Maschler,Solan, Zamin, pg 924), for each point in S H , there exist one and only one combination of p = {p 1 , . . . , p k } satisfying the conditions p i ≥ 0 for i = 1, . . . , k and
Consider a case where a black-box function is needed to be optimized whose constrained parameter space is given by a collection of independent simplex blocks. Suppose there are B simplex blocks given by p 1 , . . . , p B where j-th simplex block p j = (p j1 , . . . , p jnj ) comes from ∆ nj −1 where ∆ d−1 is given by
n j denotes the number of elements in the j-th simplex block. The objective function f : ∆ n1−1 × · · · × ∆ n B −1 → R is to be minimized over its domain. In other words, the problem can be re-stated as minimize : f (p 1 , · · · , p B ) subject to : p j ∈ ∆ nj −1 , 0 ≤ j ≤ B
Optimization problems based on simplex parameter space arises in many problems in the field of combinatorial geometry, Hidden Markov Models, Probability vector estimation (e.g., mixture models), B-spline modeling, Genetics (e.g., [2] ) etc. Among the existing methods for constrained optimization, most of them are designed for general linear or non-linear constrained space. But there is scarcity of algorithms which are designed specially for simplex parameter space.
Most of the algorithms for constrained optimization method works fine for convex functions. Among them, 'Interior Point (IP)' (see [3] , [4] , [5] , [6] )) and 'Sequential Quadratic Programming (SQP)' (see [6] , [7] , [8] ) algorithms are widely used. Both of these methods use gradient-based approach. But the problem with gradient based methods is that they might be time consuming for optimizing the functions with complex structure. In case, the closed form expression of the derivative of the function is not available (or provided), taking approximation of the derivative might be erroneous if the function has a lot of spikes in a small neighborhood. Lastly, although derivative-based methods works pretty fast for constrained optimazation problems, these methods are prone to get struck at local solutions for non-convex functions.
For optimizing non-convex functions, many deterministic and stochastic methods have been developed over last few decades. Among them 'Genetic Algorithm (GA)' (see [9] , [10] , [11] ) and 'Simulated Annealing (SA)' (see [12] , [13] ) are widely used nowadays. Although these methods were first developed for unconstrained global optimization, later they were extended for optimizing objective functions with constraints (see [14] , [15] ). During optimizing the objective function, both of these methods jumps within the parameter domain for better solutions. If our interest is to optimize a function on simplex blocks, using general constrained optimization versions of GA and SA, while looking for better solution, a good proportion of points checked by the above-mentioned algorithms are prone to be generated outside the constrained space or in the infeasible region. Thus the efficiency of the algorithm might be affected. GA does not scale well with complexity because in higher dimensional optimization problems there is often an exponential increase in the search space size ( [16] , page 21).
As mentioned in [17] , with increasing access to high-performance modern computers and clusters, some approaches like Monte Carlo methods and Multistart strategy have a great advantage. Although they perform well for lower dimensional problems, since their requirement of palatalization grows exponentially with dimension of the parameter space, these strategies are prone to fail solve high-dimensional optimization problems efficiently.
[1] proposed 'Greedy Co-ordinate Descent with Varying Step-size on Simplex' (GCDVSS) algorithm which optimizes non-convex problems efficiently when the parameter is a unit simplex-block. Since that method was designed specifically for simplex parameter space, unlike constrained GA or SA, most of the jumps performed in the update step while looking for better solution fall in the feasible region, which makes it more efficient. The number of operations required in each iteration step for GCDVSS algorithm is of the order of square of the number of parameters in the simplex block which is a significant improvement over the GA whose complexity increases exponentially with the dimension ( [16] ). Another advantage of using GCDVSS algorithm is during an iteration, it evolves the function at 2m (where m is the number of parameters in the unit simplex-block) independent directions.Thus incorporation of parallel computing makes it even faster and the requirement of parallelization increases linearly with the dimension of the simplex block.
In this paper we extend GCDVSS algorithm for the case when parameter space has multiple unit-simplex blocks (of possibly different sizes) instead of single simplex block. In GCDVSS algorithm, at each iteration the value of the objective function is evaluated at 2m sites (considering there are m variables on unit simplex ∆ m−1 ) in the neighborhood of the current optimal solution (see Das(2016+) for details) and the best movement is selected. Similar to GCDVSS, here also in each iteration the function value is evaluated at 2M sites (assuming there are total M parameters in the multiple simplexblocks) in the neighborhood of the current optimal solution. This algorithm is named 'Greedy Co-ordinate Descent with Varying Step-size on Multiple Simplex' (GCDVSMS).
Algorithm
Suppose our objective function is f : ∆ n1−1 × · · · × ∆ n B −1 → R which need to be minimized over its domain. This can be re-stated as the problem given in Equation (1) . The main idea of movement while looking for better solution in this algorithm is quite similar to that of GCDVSS ( [1] ). This algorithm consists of several runs. Inside each run, iterations are performed to look for optimal solution and based on convergence criteria 1 (CC1) (see below for details), iterations inside a run stop and a solution is returned at the end. The next run starts from the solution returned by the previous run and tries to improve the solution. Hence only for the first run, the initial guess should be provided by the user. If the solution returned by two consecutive runs are close enough based on another convergence criteria (named convergence criteria 2 (CC2), see below for details), the algorithm stops returning the final solution. The strategy of running several runs helps to jump from the local solutions to a better local solution or the global solution.
In each run, there are four tuning parameters initial global step size (s initial ), step decay rate (ρ), step size threshold (φ) and sparsity threshold (λ). Like GCDVSS, except the step decay rate, we keep the values of all other parameters same throughout all runs. For the first run, step decay rate is taken to be ρ 1 and for the other runs, it is taken equal to ρ 2 . Other than these five parameters s initial , ρ 1 , ρ 2 , φ and λ, the two convergence criteria CC1 and CC2 are controlled by tol fun 1 and tol fun 2 respectively. Lastly, the maximum number of iterations inside a run and the maximum number of allowed runs are fixed to be equal to max iter and max runs respectively.
As mentioned in Section 1, in the parameter space consists of k unit-simplex blocks and the j-th simplex block has n j elements in it and is denoted by p j = (p j,1 , . . . , p j,nj ) which belongs to ∆ nj −1 for j = 1, . . . , B. Hence the total number of variables is B j=1 n j = M . Inside each run there is a parameter named global step size gs and 2M parameters named local step sizes which are denoted by s Inside a run, in the first iteration the value of the global step size is set to be gs (1) = s initial (gs (h) denotes the value of global step size in the h-th iteration in a run). The value of gs is kept same throughout an iteration. But, at the end of each iteration, based on a convergence criteria (call convergence criteria 3 (CC3)), its value is either kept same or divided by ρ (step decay rate). Hence, gs (h+1) will be either equal to gs (h) or
depending of the CC3 checked at the end of h-th iteration (see below and the algorithm summary for details). At the beginning of an iteration, the values of local step sizes s + j,i and s − j,i are set to be equal to the value of the global step size gs of that iteration. For example, at the start of h-th iteration of a run, we set s
. Suppose the current value of the variable at the beginning of h-th iteration is
During the iteration step, the objective function value is evaluated at 2M feasible points in the neighborhood of P (h) . These feasible points are obtained by making the movement from the current solution based on the local step-sizes s The above-mentioned 2M movements can be divided into M 'positive movements' (j, i, +) and M 'negative movements' (j, i, −) for j = 1, . . . , B and i = 1, . . . , n j . We call a position of a unit-simplex box to be 'significant' if its value is greater than the sparsity control parameter λ. For example, since the j-th unit-simplex block has n j positions (or elements), it can have atleast 1 and atmost n j 'significant' positions. During the h-th iteration, for performing (j, i, +)-th movement, p j,i is also subjected to be updated within the iteration until a feasible point is yielded. Thus, inside each iteration, the objective function value is evaluated at 2M feasible points in the neighborhood of current solution. Only the best possible movement out of these 2M possible movements is performed at the end of the iteration which explains the greedy nature of this proposed algorithm. To control sparsity, the 'insignificant' positions of the simplex blocks of the finally accepted movement are set equal to 0 and the sum of the values of the 'insignificant' positions is a simplex block is equally divided by the number of 'significant' positions inside that block and added to those positions. Thus while controlling the sparsity, the sum of the elements inside every simplex block of the finally accepted movement is kept constant, i.e., 1. The minimum allowable value for s + j,i and s − j,i is φ (step size threshold ). At the end of an iteration, the values of the gs (global step size) might be changed or kept same based of convergence criteria 3 (CC3) (see below for details). The minimum allowable value of gs is φ (step size threshold ). At the beginning of the next iteration, the values of the local step sizes are set equal to the global step size of the next iteration.
As mentioned earlier, the value of gs is changed or kept unchanged based on CC3. CC3 is described as if the difference of the value of the objective function after an iteration with the value at the previous iteration is less than tol fun 1, gs is divided by ρ. Otherwise, it is kept unchanged. CC1 determines the stopping criteria of iterations in a run. CC1 is given by if at the end of an iteration CC3 is satisfied and gs ≤ ρ * φ, the iterations stop inside that run and the solution returned by the last iteration of that run serves as the starting point of the next run. CC2 determines the final stopping criteria of the runs which is if the difference of the objective function value returned by a run with that returned by the previous run is less than tol fun 2, no further run is performed and the final solution is returned.
Below, the proposed algorithm has been noted dividing into two parts named STAGE 1 and STAGE 2. STAGE 1 describes the iterations within a run and STAGE 2 describes the changes of tuning parameter values and other steps performed while moving from one run to the next run. At the beginning, set R = 1 (R denotes the number of runs), ρ = ρ 1 and initial guess of the solution P
(1) = (p
B ) where p
. . , B and i = 1, · · · , n j . Set j = 1 and go to step (3). 3. If j > B, go to step (7) . Else go to step (4) 4. If i > n j , set i = 1 and go to step (5). Else, find K 
and go to step (6.2). 8. Find K updated = n(S updated ) where S updated = {l | u(l) > λ, l = 1, · · · , n w }. Go to step (8.1) (u(l) denotes the value at the l-th co-ordinate of u).
(a) If K updated = n w , set p (h+1) = u and go to step (9) . Else (if K updated < n w ) go to step (8.2) (b) Set garbage = l∈{1,...,nw}\S updated u(l).
Go to step (9). 9. Set P (h+1) = (p
) > tol fun 1, set gs (h+1) = gs (h) and go to step (11) .
) ≤ tol fun 1) go to step (10).
If gs
ρ . Go to step (11) . Else go to step (12). 11. If h + 1 > max iter, go to step (12) . Else set h = h + 1 and go to step (2). 12. STOP execution. Set z (R) = P (h) . Set R = R + 1. Go to STAGE 2.
STAGE : 2
1. If R = 2, set ρ = ρ 2 keeping other tuning parameters (φ, λ and s initial ) fixed. Repeat algorithm described in STAGE 1 setting P (1) = z (R) . Else, go to step (2) (of STAGE 2). 2. If R ≤ max runs and (f (z (R) ) − f (z (R−1) )) ≥ tol fun 2, repeat the algorithm described in STAGE 1 setting
is the final solution. STOP and EXIT.
The default values of the parameters are s initial = 1, ρ 1 = ρ 2 = 1.01, φ = 10 
Sparsity Control
In Section 2, note that at every iteration, after the best move is selected in a greedy manner out of 2m possible moves in the neighborhood, all the values of the selected (or updated) unit-simplex block which are less than λ are replaced by zeros with some following adjustment (see Step (8) of STAGE 1 in Section 2). Hence if there is prior knowledge of sparsity in the final solution, the value of λ should be taken bigger than it's default value. Thus introduction of this sparsity control parameter λ in thhis proposed algorithm helps in using the prior knowledge of sparse solution while solving the optimization problem.
Theoretical Properties
The greatest challenge of solving a non-convex optimization problem is no algorithm can be designed which always reach the global minimum while optimizing it. However, it is a desirable property of any algorithm that it should reach a global minimum when the function is convex. In this section it has been shown that under some basic regularity conditions, taking the values of the parameters φ, tol fun 1 and tol fun 2 significantly small, the stopping criteria of the proposed algorithm ensures that the solution obtained is a global minimum in case the objective function is convex.
and f is convex, continuous and differentiable on S. Suppose U = (u 1 , . . . , u B ) ∈ S and u j = (u j,1 , . . . , u j,nj ) ∈ ∆ nj −1 for j = 1, . . . , B and each of it's co-ordinates are non-zero. Consider a sequence
. . , B and i = 1, . . . , n j , U is a point of global minimum of f .
Proof For all j = 1, . . . , B, define,
Note that x * j is the first (n j − 1) co-ordinates of x j . Consider the map I j : ∆ nj −1 → S * j such that I j (x j ) = x * j . It can be seen that I j is a bijection for any j = 1, . . . , B.
Since I is the Cartesian product of bijective functions I 1 , . . . , I B , I is also a bijection. Hence, to prove that U = (u 1 , . . . , u B ) is the global minimum of f on
The convexity of f * follows from the convexity of f . Consider any two points X = (x 1 , . . . , x B ) and Y = (y 1 , . . . ,
) where x * j and y * j denotes the first (n j − 1) co-ordinates of x j and y j respectively for j = 1, . . . , B. Take any constant γ ∈ (0, 1). Now
Hence f * is convex.
Fix any j ∈ {1, . . . , B}. Define f j :
where
. . , u j,nj −1 ) and
and u
Following the argument in the proof of Theorem 4.1 in [1] , under the given conditions, there exists a positive integer N j such that for all k ≥ N j , u
Again following the arguments made in the proof of Theorem 4.1 in [1] , under the given conditions, ∇ j,i = 0 for i = 1, . . . , n j − 1. Now, for i = 1, . . . , n j − 1. That implies the partial derivative of f * with respect to each co-ordinate is zero at (u * 1 , . . . , u * B ). Since f * has been shown to be convex, (u * 1 , . . . , u * B ) is a global minimum of f * . Hence, U = (u 1 , . . . , u B ) is a global minimum of f .
In Section 2, it should be noted that taking step size threshold φ small enough, the allowable values of local step sizes s + j,i and s − j,i can taken as close to zero as required. Also note that in Theorem 1, the role of δ j,k is analogous to that of s + j,i and s − j,i in Section 2. In other words, in the proposed algorithm if we take tol fun 1 = 0 and max iter = ∞, the iterations within a run stops when for very small value of s + j,i and s − j,i for j = 1, . . . , B and i = 1, . . . , n j , corresponding movements (as described in step (4) and (5) of STAGE 1 in Section 2) in the neighborhood do not yield better solution than the current solution. Hence, it that scenario, the obtained solution by the proposed algorithm is a global minimum if the objective function is convex with the desired minimal regularity conditions as described in Theorem 1. Note that, for a convex function satisfying the regularity conditions, the convergence criteria ensures that at the end of any run the solution obtained is a global minimum. Hence, in this case, evaluation of only one run will be enough to find the global minimum.
Simulation Studies
For simulation purpose, some multidimensional benchmark functions have been considered on transformed unit-simplex blocks parameter space. The transformations made on the parameter spaces of these benchmark functions are similar to that considered in [1] . Suppose a function f is to be minimized
Clearly g is a bijection. After replacing the original parameters of the problem with the transformed parameters we get
Define h : S → R which is equal to function h considered on the extended domain S. Since y i ∈ [0,
where y = (y 1 , . . . , y d ) and 
. Now consider there are n blocks of simplexesȳ r ∈ ∆ d for r = 1, . . . , n. Define,
Here the comparative study of performances of the proposed algorithm and various existing methods of constrained optimization has been shown for optimizing some benchmark unconstrained global optimization problems on transformed parameter space which is given by n blocks of d-dimensional simplexes.
Among the other methods we considered the 'interior-point' (IP) algorithm, 'sequential quadratic programming' (SQP) and constrained 'genetic algorithm' (GA). IP and SQP search for local minimum while optimizing any function and in general they are less time consuming. On the other hand GA tries to find global minimum being more time consuming. These above-mentioned well-known algorithms are available in Matlab R2014a (The Mathworks) via the Optimization Toolbox functions fmincon (for IP and SQP algorithm) and ga (for GA). For GCDVSMS algorithm, the values of all the tuning parameters have been taken to be same as mentioned in Section 2. While using IP and SQP algorithms, the upper bound for maximum number of iterations and function evaluations have been set to be infinity each. For GA, the default options of 'ga' function in Matlab R2014a has been considered. GCDVSMS algorithm is implemented in Matlab R2014a. The comparative study has been performed for the cases n = 5, d = 5 and n = 5, d = 10 for all the above-mentioned algorithms. To check the performance of the proposed algorithm in higher dimensional problems, additional simulation studies have been performed. For each cases, all the algorithms have been initialized from 100 randomly generated starting points. The average time (in seconds) and minimum value of the objective function for each cases have been noted down in Table I . All the computations have been performed in a computer with 64-Bit Windows 8.1, Intel i7 3.6GHz processor, 32GB RAM.
Modified Rastrigin Function
d-dimensional Rastrigin function is given by
where D, the domain of the parameters are typically taken to be [−5.12, 5.12] d . Hence we have l = −5.12, u = 5.12. After performing the above-mentioned transformations, we obtain
. . , n. It should be noted that, the Sphere function being convex, IP and SQP functions are expected to work better than GCDVSMS and GA while minimizing it. Note that, GCDVSMS yields significantly better solution than GA with 3-4 folds improvement in computation time.
Modified Griewank Function
d-dimensional Griewank function is given by
Here the domain of the parameters D is taken to be [−500, 500] d . After transformation, the Griewank function on simplex is given by,
We minimize H(ȳ 1 , . . . ,ȳ n ) = n v=1h (ȳ v ) overȳ v ∈ ∆ d for v = 1, . . . , n. For the case n = 5, d = 5, GCDVSMS performs significantly better than others. In the other case, IP and SQP performs better than GA and GCDVSMS. In this case also, GCDVSMS outperforms GA with 4-7 folds improvement in computation time. 
Discussion
This paper proposes a black-box optimization technique where the parameter space is given by a collection of independent simplex blocks. In the comparative study provided in table I, it is noted that the proposed algorithm outperformed all the other considered existing algorithms. Also it should be noted that the proposed algorithm works upto 7 times faster than Genetic algorithm yielding better solution under each scenarios considered. In table II some other higher dimensional simulation studies have been also provided on modified Rastrigin, Ackley, Sphere and Griewank function where the proposed algorithm reaches significantly close to the true solution in reasonable time.
