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Abstract More than a decade ago, the research topic
models@run.time was coined. Since then, the research
area has received increasing attention. Given the prolific
results during these years, the current outcomes need
to be sorted and classified. Furthermore, many gaps
need to be categorised in order to further develop the
research topic by experts of the research area but also
newcomers. Accordingly, the paper discusses the prin-
ciples and requirements of models@run.time and the
state-of-the-art of the research line. To make the dis-
cussion more concrete, a taxonomy is defined and used
to compare the main approaches and research outcomes
in the area during the last decade and including ances-
tor research initiatives. We identified and classified 271
papers on models@run.time, which allowed us to iden-
tify the underlying research gaps and to elaborate on
the corresponding research challenges.
Keywords models@run.time, self-reflection, system-
atic literature review, causal connection
1 Introduction
Model-Driven Engineering (MDE) highlights the im-
portance of models to engineer systems. Models are
artefacts with key roles during the software develop-
ment process and have successfully been used for long
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time for communication between stakeholders, docu-
mentation, code generation, deployment, and traceabil-
ity between development stages, among other uses [40,
88]. In contrast to those traditional uses of models dur-
ing development time, more recent research initiatives
have shown the utility of models during runtime [32,
44]. Runtime models are envisioned to provide intelli-
gent support to software during execution [22] as the
distinction between software development and execu-
tion blurs. Runtime models can be used by the sys-
tem itself, other systems or humans to help coping with
the challenges posed by eternal systems [146] and self-
adaptive systems [132]. Runtime models can support
reasoning and decision making based on knowledge that
may emerge at runtime but was not foreseen before ex-
ecution [34].
A key principle underlying models@run.time is com-
putational reflection as described by Pattie Maes, who
defines “computational reflection to be the behaviour
exhibited by a reflective system, where a reflective sys-
tem is a computational system which is about itself
in a causally connected way” [134]. In other words,
runtime models represent a reflection layer, which is
causally connected with the underlying system so that
every change in the runtime model leads to a change in
the reflected system and vice versa. Or, in Pattie Maes
words: “A system is said to be causally connected to its
domain if the internal structures and the domain they
represent are linked in such a way that if one of them
changes, this leads to a corresponding effect upon the
other.” [134]. Models@run.time combines the principles
of computational reflection with model-driven engineer-
ing. Based on the above, a runtime model is defined as
a causally connected self-representation of the associ-
ated system that emphasizes the structure, behaviour,
or goals of the system and which can be manipulated
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at runtime for specific purposes [40]. Models@run.time
can be used as a catalyst for the creation of future soft-
ware that inevitably needs to be long-lived while coping
with ever-changing environmental conditions, which are
only partially known at development time [14].
Since the term was introduced, a plethora of ap-
proaches applying or supporting models@run.time have
been developed [32,40,44,98]. The need to sort out
and classify the prolific results is natural and urgent.
Researchers have so far focused on applications and
fundamentals of runtime models according to different
specific research interests and goals. As a consequence,
the research results are scattered across several different
research communities and domains (such as robotics,
embedded systems and MDE itself). On the one hand,
different approaches in several domains show similar-
ities, and approaches from different research commu-
nities could be rather complementary. The key point
is that some of those approaches have been proposed
without being aware of each other. This hinders the
development of models@run.time towards a mature re-
search field. On the other hand, the gaps between the
core models@run.time technology and the diverse do-
mains certainly need to be identified and categorised
in order to further develop the research topic by re-
searchers of the area.
Based on a systematic literature review, this paper
provides a historical perspective on the development of
the research topic models@run.time. Such a study is
relevant at this point not only to appreciate the sub-
stantial body of work that already exists in the area of
models@run.time, but also to step back, to understand
current trends, and to anticipate future needs to evolve
the research area in a more meaningful way. Hence, a
gateway to new models@run.time approaches can be
opened combining different experiences and new ideas
to tackle new research challenges.
The main aims of this survey are to (i) evaluate
the field by its outcomes, (ii) provide support for re-
searchers to situate themselves in the research area for
different purposes, including evaluation of their work
and, (iii) discuss how the models@run.time paradigm is
useful to build software of the future.
Research Approach. In order to pursue our aims,
we are following these specific objectives:
• Present a taxonomy to allow the classification of
existing models@run.time approaches.
• Based on the taxonomy, present an overview of the
current state-of-the-art in the research area of mod-
els@run.time.
• Elaborate on the current trends, research initia-
tives, research gaps and corresponding challenges,
and propose relevant research directions.
The survey includes 271 papers from multiple re-
search domains published in different venues. The time-
line of the papers analysed covers mainly work since
2006, but also some selected work (5 papers) before
2006, which can be seen as influential predecessor work
of models@run.time and that laid the basis for the re-
search line accordingly. First, we derived a taxonomy
that defines different dimensions identified by a first
content analysis. A dimension refers to an aspect of
the research topic models@run.time to be studied. More
concretely, based on an initial set of dimensions defined
according to our own experience in the topic and having
clarified the inclusion and exclusion criteria, we have as-
sembled a collection of papers which we have iteratively
analysed. This analysis in turn refines the dimensions
of the taxonomy. After that, the final taxonomy was
the tool to be used to classify the papers, and therefore
provided a thorough overview of the current status of
research in models@run.time. The results were used to
perform an analysis cross-cutting the different dimen-
sions of the taxonomy to derive gaps in the form of
research challenges and potential directions for future
research efforts in the area.
By now, only one other survey on models@run.time
has been published so far [190]. This survey is based on
a keyword search and, thus, in contrast to this article,
does not take into account, for example, the present
knowledge of the models@run.time research commu-
nity, e.g., by directly including papers from the work-
shop series on models@run.time or by studying semi-
nal ancestor research initiatives. Further, we explicitly
came up with a taxonomy that allows the classifica-
tion of the outcomes studied. This taxonomy includes
aspects studied in the survey by [190] such as the ob-
jectives, techniques and kind of models. However, our
survey also includes the level of abstraction, the domain
to which the work has been applied and the study of
intersecting research areas. Further, the dimension cov-
ering the level of abstraction has allowed us to focus
not only on the concept of architecture, but also on
other aspects such as the concept of the user interface
of the system under analysis, the study of the granu-
larity of the architecture, the timeline of the life cycle
(e.g., design time and runtime) and more. We studied
at which level of abstraction which types of runtime
models were used, which model-driven techniques have
been applied at runtime and the relationship to the
purpose of applying models@run.time. Different from
other studies, we also emphasize the difference of fun-
damental research, i.e., research performed to develop
approaches that follow the models@run.time paradigm
and applied research of models@run.time, i.e., research
efforts that use the runtime models paradigm.
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Organization. This paper is structured as follows.
Section 2 describes the research method applied for
the systematic literature review. Next, in Section 3 we
present the first contribution of this paper, a taxonomy
for the classification of models@run.time approaches
based on several dimensions and which has been de-
rived from an iterative and detailed analysis of the ex-
isting research literature. Section 4 discusses threats to
validity of our survey. The second contribution, a clas-
sification of the surveyed models@run.time approaches
according to the taxonomy with a thorough cross-
dimension analysis between the different categories is
discussed in Section 5 using bubble-matrix charts and
Section 6 using Kiviat graphs. Section 7 identifies chal-
lenges and future research directions based on the re-
sults of the survey. In Section 8 the paper concludes.
2 Research Method Applied
The review of the state-of-the-art developed in this
paper follows the principles described by Kitchenham
in [120]. Based on those principles, a review is struc-
tured in three phases: planning, conducting and report-
ing the review. Accordingly, we explain in this section
details about the planning applied, i.e., the research
questions we posed. In particular, Section 2.1 describes
the research questions that have driven the survey, Sec-
tion 2.2 describes the procedure and the steps under-
taken, and Section 2.3 details the process of the lit-
erature search explaining the inclusion and exclusion
criteria used.
2.1 Research Questions
In each of the three phases (planning, conducting and
reporting), we followed the principles described in [120]
adapting them to the context given by the research
topic studied and the expertise of the authors in the
topics. The initial activity of the planning phase was to
identify and critically reflect upon the need for the sur-
vey to be conducted. The rational of this discourse is
the motivation for this work as described in Section 1.
Based on the aims and specific objectives described in
Section 1, we have formulated the following research
questions, which state the basis of the survey:
• RQ1 How can existing research on mod-
els@run.time be classified?
• RQ2 What is the state of the art of mod-
els@run.time research w.r.t. the classification?
• RQ3 What can be inferred from the results asso-
ciated with RQ2 that will lead to timely, relevant
research directions for further investigation?
2.2 General Procedure
Figure 1 depicts in detail the general procedure we have
undertaken. As a starting point, in the initialization
step, we specified the protocol used to conduct the sur-
vey. This protocol describes (i) which data sources to
use, (ii) which criteria have to be met by a paper to be
included in the survey, (iii) the exclusion criteria and
(iv) an initial taxonomy to be used for the classification
of papers, which qualified for the survey.
Based on this protocol, we defined our search strat-
egy to be twofold: (i) we use several conferences, work-
shops, journals and books as primary data sources, and
(ii) we use our knowledge about people relevantly active
in the research community to identify further venues as
primary data source, namely those where these peo-
ple have published. Based on the papers collected us-
ing these primary data sources, we brainstormed and
derived an initial set of dimensions for classification,
which we iteratively refined during the process of map-
ping the papers to classes of these dimensions. Using
the final set of dimensions, we derived the total collec-
tion of papers for closer review, where we (i) filtered
the papers based on in- and exclusion criteria (cf. Sec-
tion 2.3) and (ii) added further papers subject to review
by following citations with respect to the initial set of
papers.
The outcome of the initialization step was, hence,
a list of dimensions and a list of papers qualified for
inclusion to the survey. Using these two artefacts, in
the second step, we constructed the taxonomy. Again,
we conducted this process iteratively, starting with an
initial first draft of the taxonomy, which was refined
whilst reviewing the papers. The partial result was the
quasi final taxonomy (the second draft). Due to dis-
tributed work by the authors some identified classes in
the taxonomy received different (but similar) names,
however they meant the same concept. Therefore, such
classes were merged together to obtain more manage-
able graphs to be analysed. The current draft of the
taxonomy was cleansed accordingly to obtain the final
version of the taxonomy to answer RQ1. The final ver-
sion of the taxonomy is presented in Section 3.
In the third step, using the final taxonomy from the
previous step and the list of papers subject to closer
review, we mapped all qualified papers to the identified
classes of the taxonomy, checked the consistency of the
taxonomy and analysed the resulting mapping, as an
answer to RQ2. The focus of the analysis was on how
balanced the work across the classes of the taxonomy is.
By this, classes that have rarely or not been addressed
at all could be identified. Similarly, new trends in the
area were identified and analysed accordingly.
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Based on the analysis results, we finally proceeded
to realize the fourth step of collecting a set of future
research directions to give an answer to RQ3.
Throughout the whole process, we used a novel tool,
which has been developed alongside our study in stu-
dent projects at Technische Universita¨t Dresden: the
systematic literature review toolkit publicly available
and ready-to-use for Windows, Linux and Mac-based
systems1. The EPL-1.0 licensed open-source tool is un-
der development since October 2014 and supports re-
searchers conducting literature reviews in all before
mentioned phases of a study, but, due to the lack of
free-to-use search APIs, with the exception of collecting
relevant literature from the publishers. The tool is still
under active development, currently by a team of six
students. Also, the data presented in this paper (i.e.,
bibtex entries for all included papers, the taxonomy
and the paper classification) is available as an exam-
ple project of the toolkit online2.
The procedure we followed, as described above, is
depicted in Figure 1. The following subsection provides
details about the selected literature.
2.3 Process of Collecting Relevant Papers
A very important decision for literature surveys is
which data sources shall be used to find as much ex-
isting work as possible. A typical approach is to use
scholarly search engines such as Google Scholar or Mi-
crosoft Academic Search. Another opportunity is to
collect papers directly from the websites of publishers
such as ACM, IEEE and Springer. Both approaches are
based on a good selection of keywords for the respective
search. However, the list of keywords usually leads to
a very large amount of results whilst still being incom-
plete. The reason for this is the lack of a common vocab-
ulary in different research communities, especially when
the field of research, subject to investigation, is young
and changing, as it is in our case. In consequence, many
papers, which actually belong to the corpus of literature
to be investigated are not found in those searches, be-
cause they used another terminology.
To ameliorate this problem, we decided to follow an
alternative way, using conferences, workshops, books
and journals that interface with models@run.time, as
primary sources of papers for this survey, using our
own knowledge on the communities and these venues.
The premium selections were the models@run.time
workshops [98], two special issues of journals [40,44],
1 https://github.com/sebastiangoetz/slr-toolkit/releases
2 https://github.com/sebastiangoetz/slr-
toolkit/tree/master/examples/mrt
and one book on models@runtime [32]. These venues
tend to contain frontier work and ideas that connect
to other relevant research venues and therefore pa-
pers. At the same time, we looked at the top con-
ferences on generic software engineering and its ma-
jor branches, such as model-driven engineering (MOD-
ELS), requirement engineering (RE), component-based
software (CBSE), and self-adaptive systems (SEAMS),
among others. Qualified papers from these venues show
the acceptance of models@run.time by a wider soft-
ware engineering community. We also performed inter-
views with key researchers of the areas and performed
venue analysis on the development of the research topic
models@run.time. As an example of interesting results,
we found that in the area of software product lines
(SPLC), no qualified papers were found even though
it is a topic of interest. Models@run.time is cited in
SPLC keynotes [21], keynotes of related venues [34,106,
108] and also included in the call for papers of SPLC
workshops [150].
Table 1 lists all used sources and, for each source,
the total number of papers evaluated against in- and ex-
clusion criteria and the number of papers, which qual-
ified for inclusion. The table also provides the reader
with the number of papers per venue.
As a starting point, we evaluated 95 papers pub-
lished in the models@run.time workshop series, which
is running since 2006. Interestingly, only 80 papers qual-
ified for inclusion in the survey. The reason for the ex-
istence of papers published in models@run.time work-
shop proceedings, which neither contain fundamental
nor applied research on models@run.time, can be found
in the fact that the research topic has been evolving
during the last decade. Especially, in early editions of
the workshop, several papers on executable models have
been presented at the workshop, to discuss the rela-
tion between executable and runtime models. However,
eventually, the community agreed upon the need for a
causal connection between a runtime model and a sys-
tem for work to be considered as a models@run.time
approach and that is not necessarily the case for exe-
cutable model approaches.
In addition to these workshop papers, two special is-
sues on models@run.time (in Springer Computing [44]
and IEEE Computer [40], respectively) comprising nine
(9) qualifying papers in total, and a book on mod-
els@run.time [32] containing nine (9) qualifying papers
have been used as key source of information.
A further source for papers was the MODELS con-
ference, which annually hosts the models@run.time
workshop, and, for several years also had separate
tracks on models@run.time. A second close con-
ference to the research topic models@run.time is
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Fig. 1: Procedure followed in the research method applied for the survey presented
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Name Type #All Papers #Included
Models@run.time Workshop 95 80
Requirements@run.time Workshop 13 11
RAM-SE Workshop 61 6
[32] Book 11 9
MODELS Conference 545 23
SEAMS Conference 182 29
ICAC Conference 366 31
SASO Conference 385 11
CompArch Conference 330 7
ECSA/WICSA Conference 334 8
RE Conference 528 6
SPLC Conference 120 2
ICSE Conference 640 6
[40], [44] Journal 25 9
SoSyM Journal n/a 3
JSS Journal n/a 2
TOSEM Journal n/a 1
TSE Journal n/a 4
TAAS Journal n/a 4
Google Scholar Search n/a n/a 19
Total 3635 271
Table 1: Quantified Overview of Included Papers in this Survey
SEAMS, which also has shown separate tracks on mod-
els@run.time, and, hence, has been included as data
source.
As models@run.time interfaces with many other re-
search areas, we decided to include the following ma-
jor conferences who offer intersecting areas: ICAC and
SASO representing the autonomous computing commu-
nity; CompArch, ECSA and WICSA representing the
software architecture community; RE representing the
requirements engineering community; SPLC represent-
ing the software product line community; and ICSE as
a general conference spanning all topics of software en-
gineering. We also included in the search the following
journals: SoSyM, TOSEM, TSE, TAAC, JSS, TAAS.
The inclusion of conferences and journals as sources
of information for this evaluation aims at identifying
mature work on models@run.time. To also include work
on models@run.time which is at an early stage, we addi-
tionally included the following workshops: the workshop
on adaptive and reflective middleware, which originally
inspired the models@run.time workshop; the workshop
on reflection, AOP and meta-data for software evo-
lution (RAM-SE); the European workshop on soft-
ware architecture (EWSA); the requirements@run.time
workshop and the workshop on dynamic software prod-
uct lines (DSPL).
In order to ensure the inclusion of relevant work,
we additionally performed a thorough search through a
big spectrum of published papers with Google Scholar,
using keywords such as runtime model and mod-
els@run.time. We indeed found additional papers that
had not been classified before.
2.3.1 Inclusion Criteria
We used the following criteria to filter the papers taken
from the data sources described above, based on their
title and abstract. For a paper to be included in this
survey, it has to meet the following key requirement:
• The paper covers research where a model, which re-
flects the state of a system, should be causally con-
nected with that system.
We consider every abstract representation of a sys-
tem for a given purpose as a model, following the defini-
tion by [169]. By this, we do not only include structural
representations of the system, but also models focusing
on a certain aspect of the system, such as performance
or variability.
For the causal connection, we follow the definition
by Maes: “A system is said to be causally connected
to its domain if the internal structures and the do-
main they represent are linked in such a way that if
one of them changes, this leads to a corresponding ef-
fect upon the other.“ [134][p.2]. Notably, this does not
require that changes in the runtime model can be di-
rectly mapped to changes in the system, but includes
approaches, where the effects are computed by (more
complex) reasoning (e.g., performance models).
To ease the detection of papers to be included, we
especially emphasised on the fact that at least one of
the following characteristics is approached in the paper:
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Fig. 2: Distribution of Papers by Venue Types
• The paper addresses runtime models or explicitly
uses the term models@run.time.
• The paper uses self-representation, reflection or self-
modelling.
Whilst the first characteristic can only be met by
papers after 2006, when the term models@run.time was
coined for the first time, the second criteria can be met
by papers published before 2006. As explained earlier,
papers published before 2006 have been included as
well, as they have also contributed in a significant way
to the development of the research topic.
2.3.2 Exclusion Criteria
Approaches on executable models are not to be con-
sidered models@run.time approaches, if they lack the
causal connection to the system, but are the actual
system. The survey includes papers published until De-
cember 2017.
2.4 Overview of all Included Papers
In total, our survey covers 271 papers. As a first in-
teresting observation, the distribution of these papers
among the venue types where they have been pub-
lished shows that models@run.time indeed matured:
most papers are published on conferences as illustrated
in Fig. 2.
Another observation is that more and more work
on models@run.time is not applying models@run.time
for some specific purpose, but addresses fundamental
research questions of models@run.time itself. Figure 3
illustrates that one fifth of all papers captured by this
survey addresses fundamental research questions.
Applied
(217)
80%
Fundamental
(54)
20%
Fig. 3: Applied vs. Fundamental Research
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Fig. 4: Publication Trend over the Years
A diagrammatic overview of the number of mod-
els@run.time papers published over the years is illus-
trated in Figure 4. It can be seen that after 2007
the number drastically increased and, except for 2016,
moves between 20 and 32 papers per year. The seem-
ingly declining trend starting after 2014 started to re-
verse this year.
3 A Taxonomy for Research on
Models@run.time
In this section, we provide a general description of our
taxonomy and a detailed description and analysis of
its five major dimensions: applied research, fundamen-
tal research, application domains, intersecting research
areas and supporting research initiatives.
3.1 Conceiving the Taxonomy
A first draft of the taxonomy was identified according
to 7 general questions, which are in line with seven (7)
of the dimensions shown in the taxonomy proposed.
The different nature of the first 4 and last 3 questions,
was already visible at this point in time, as the ques-
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tions have been grouped into primary and secondary
questions.
The primary questions used as basis for the taxon-
omy were:
1. What is the level of abstraction at which the run-
time model is conceived?
2. What types of runtime models have been employed?
3. What are the purposes of the runtime model?
4. Which techniques from Model-driven Software De-
velopment have been used?
The secondary questions did not refer to a runtime
model or concrete technique, but were more general:
5. To which application domain does the paper refer
(e.g., automotive software engineering or ambient
assisted living)
6. Which research areas are intersecting with the pa-
per? (e.g., software product lines or model checking)
7. Which research initiatives funded or supported the
conducted work?
The final quality of the results of undertaking a lit-
erature review process highly depends on the taxonomy
applied and therefore the questions above are relevant.
The taxonomy has driven the process and the under-
standing and has also allowed us to record each research
initiative reported. As a prerequisite for the develop-
ment of a taxonomy, an initial set of dimensions cross-
cutting the research area where identified. Based upon
our experience, and after discussions with key members
within the research community and, reviewing papers
from the various data sources described previously, we
derived the following seven (7) dimensions.
• Level of Abstraction
• Types of Used Models
• Purpose of Runtime Models
• Applied Techniques
• Domain of Application
• Intersecting Research Areas
• Related Research Initiatives
After an initial taxonomy was identified, we em-
ployed an iterative process to refine the taxonomy di-
mensions. While reviewing the collected papers with the
aim to assign the papers to the dimensions described
above, another general dimension was identified: the
type of research, which is partitioned into applied and
fundamental research. The first four dimensions are
specific to applied research, while the remaining three
are separate dimensions besides the type of research.
Based on the above, the final taxonomy was derived
and is depicted in Figure 5.
In the following, we discuss in detail each of the
fundamental questions described above to define the
final taxonomy. For each question we discuss the val-
ues of the corresponding dimension. That is, each di-
mension has a given number of possible values used to
characterise the studied models@run.time approaches.
As an example, the dimension Level of Abstraction has
at least the following values Goals/Aims/Requirements,
Architecture, Components and Code. In the following we
briefly discuss these values. For each value we found, we
show in braces how many papers fall into it. Note that
some papers fall into multiple values per dimension; for
example an approach combining goal and architectural
models.
3.2 Applied Research on Models@run.time
In the following, the four dimensions to classify ap-
plied research on models@run.time are discussed in de-
tail, which correspond to the first level in the dimen-
sions shown in Figure 5, i.e., the runtime model’s level
of abstraction, the types of runtime models applied,
the purpose for which the runtime models have been
used and the techniques from model-driven software-
development that have been used.
3.2.1 Level of Abstraction
Abstraction is the neglection of unnecessary detail and
an inherent characteristic of models by definition, as
models are “abstractions of a subject for a given pur-
pose” [169]. Models@run.time are specialized on ab-
stracting the runtime state of a system. This runtime
state can be observed from different levels of abstrac-
tion.
The most coarse-grain view onto a system is its ar-
chitecture, i.e., the top-level components and how they
are connected. Here, details of how the components
work are neglected. Instead, the focus is on how the
top-level components interact and which components
depend on each other. For example, a traffic manage-
ment system which focuses on streets and vehicles.
A finer-grained view is, if individual components are
modelled to capture, how they provide the offered func-
tionality. Here, models of a traffic light’s or a vehicle’s
behaviour serve as an example.
At the lowest level, software can be abstracted on
code level, where each individual statement is consid-
ered important. A typical notation for code-level mod-
els are abstract syntax trees. Among the various pur-
poses to keep and work on abstract syntax trees at
system runtime are well-formed code-composition [118]
and dynamic software updating [148].
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In addition to modelling the system itself, runtime
models are also constructed from some specific perspec-
tives of abstraction, such as the semantics and context
of the system’s domain and external environment, the
status of system w.r.t. its goals and requirements, the
status of the system’s process, and its GUI. These ab-
straction perspectives may cross different levels of ar-
chitecture, component and code.
The level of abstraction is often not applicable to
fundamental approaches of models@run.time, i.e., ap-
proaches focusing on how runtime models should be
represented and processed. This includes in particular
meta-modelling for runtime models, model transforma-
tions (incl. megamodel processing) and techniques to
validate runtime models.
The abstraction levels we found during our study
are listed below. For each value, the number of occur-
rences is given in braces. The list is sorted according to
the number of these occurrences, except for the value
“none”, which is always at the bottom of the list.
• Architecture (134) denotes a runtime model rep-
resenting the current state of the static structure of
the system’s components and connectors. (e.g., [185,
203,219])
• Goals and Requirements (34) denotes a runtime
model representing the state of the goals a system
aims to achieve and the fulfilment of its require-
ments (occurs especially for self-optimizing systems)
(e.g., [152,160,162])
• Component (26) denotes a runtime model per
component, not taking the connections between
components into account (e.g., [179,208,218])
• Semantics/Context (21) denotes the current
state of the system’s domain instead of the system
itself (e.g., [140,157,188])
• Code (16) denotes a runtime model representing
the static (e.g., an abstract syntax tree) or dy-
namic (e.g., a state chart) structure of source code
or code in an intermediate representation (e.g., [99,
107,136])
• Process (13) denotes the current state of a sys-
tem’s dynamic structure, i.e., which components ex-
ist and when or in which order they interact with
each other (e.g., [20,74,84])
• GUI (1) denotes a description of the current state
of a system’s graphical user interface ([60])
• None (35) is used for fundamental approaches,
which do not refer to a specific level of abstraction
A comparative discussion on these findings is given
in section 5.1 for model types, section 5.2 for purposes
and section 5.3 for modelling techniques.
3.2.2 Types of models@run.time
Besides the level of abstraction of runtime models, we
also investigated which types of models were used at
runtime. We identified the following types of causally
connected runtime models in our study. For each value,
the number of occurrences is given in braces. Please
note that some papers presented approaches with more
than one type of runtime model.
• Structural (136) denotes a runtime model cap-
turing the system constituents and their state.
(e.g., [182,196,217])
• Behavioural (72) denotes a runtime model cap-
turing the dynamics of the systems, i.e., what the
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system can or will do based on its current state.
(e.g., [139,177,214])
• Quality (32) denotes models describing the cur-
rent values of quality properties (i.e., non-functional
properties) of a system or its constituents (e.g., [121,
187,216])
• Goal (16) denotes a runtime model capturing the
current state of the system’s goals (e.g., if they are
currently fulfilled or violated) (e.g., [192,205,212])
• Variability (16) denotes a runtime model cap-
turing possible variants of the system or it’s con-
stituents and which variant is currently in use
(e.g., [131,141,147])
• Requirement (8) denotes models representing the
current set of requirements a system has to meet
(e.g., [58,64,68])
• Design (7) denotes design-time decisions, which
are continuously synchronized with an evolving
running system (used, e.g, for eternal system ap-
proaches) (e.g., [186,189,206])
• Feedback loop (6) denotes models describing one
or more feedback loops, their connections and cur-
rent state (i.e., are a special type of behavioural
model) (e.g., [127,184,200])
• Physical (6) denotes models describing the dy-
namics and current state of physical (i.e., contin-
uous) phenomena (e.g., in Simulink) (e.g., [109,114,
116])
• Metamodel (3) denotes runtime models that are
used to specify how the system or its environment
are modelled [124,166,180]
• None (24) some fundamental approaches didn’t fo-
cus on a particular type of runtime model.
A comparative discussion on these findings is given
in section 5.1 for abstraction levels, section 5.4 for pur-
poses and section 5.5 for modelling techniques.
3.2.3 Purposes
An important aspect of applied research on models-
@run.time is the purpose for which runtime models are
actually used. We, hence, investigated our body of lit-
erature in this regard and found the following purposes
for using models@run.time.
• Self-adaptation (124) denotes the application
of runtime models to build and/or operate self-
adaptive systems. (e.g., [1,3,63])
• Assurance (42) denotes the application of runtime
models to assure selected non-functional properties
of a running system. (e.g., [9,16,96])
• Development (35) denotes the combination of
runtime models with models from the development
process to enable the usage of design-time knowl-
edge at runtime. (e.g., [2,4,10])
• Evolution (18) denotes the application of runtime
models to ease or enable the evolution of a software
product. (e.g., [8,17,50])
• Self-optimization and -organization (17) de-
notes the application of runtime models to build
and/or operate self-optimizing or -organizing sys-
tems. (e.g., [71,103,178])
• Interoperability (9) denotes the application of
runtime models to bridge architectural mismatches
between individual systems. (e.g., [31,38,45])
• Fault Tolerance (8) denotes the application of
runtime models to increase the fault tolerance of
systems. (e.g., [6,83,113])
• Prediction (6) denotes the application of runtime
models to predict the behaviour of a system under
observation. (e.g., [70,105,125])
• None (20) denotes approaches, which belong to
fundamental research, where no particular purpose
can be identified.
A comparative discussion on these findings is given
in section 5.2 for abstraction levels, section 5.4 for
model types and section 5.6 for modelling techniques.
3.2.4 Techniques
The forth dimension denotes the model-driven tech-
niques used in our body of literature on mod-
els@run.time. The intention of having this dimension is
to enable an analysis of which techniques from model-
driven software development, which have traditionally
been designed to be used at design time, are now trans-
ferred to be used at runtime. The following list summa-
rizes the techniques that we found are now applied at
runtime:
• Model-transformation (56) denotes all tech-
niques which realize a transformation of one model
into another. (e.g., [43,42,59])
• Analysis (44) denotes techniques to gain novel in-
sights from models. For example, to check their con-
sistency. (e.g., [54,110,156])
• Reflection (43) denotes techniques used to realize
a causal connection between a subject and its model.
(e.g., [18,19,81])
• Reasoning (34) denotes techniques to reason
about multiple models. For example, to enable self-
adaptation and optimization. (e.g., [23,47,49])
• Monitoring (27) denotes techniques to observe a
running system. (e.g., [126,138,171])
• Variability Modelling (26) denotes techniques to
model variants of a system. (e.g., [7,183,210])
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• Machine Learning (13) denotes techniques to
give “computers the ability to learn without being
explicitly programmed” [170]. (e.g., [29,94,102])
• Requirements Engineering (10) denotes tech-
niques to capture and assess the requirements of a
system. (e.g., [161,191,198])
• Model Comparison (7) denotes techniques com-
paring models with each other. (e.g., [142,143,151])
• Workflows (7) denotes techniques to model and
execute complex processes. (e.g., [117,165,168])
• None (34) denotes approaches, which belong to
fundamental research, where no particular tech-
nique can be identified.
A comparative discussion on these findings is given
in section 5.3 for abstraction levels, section 5.5 for
model types and 5.6 for purposes.
3.3 Fundamental Research on Models@run.time
Besides approaches which make use of runtime mod-
els, we identified 54 approaches, which aim at improv-
ing models@run.time as such fundamentally, i.e., funda-
mental approaches for models@run.time. For such ap-
proaches, most often the dimensions of applied research
for models@run.time are not applicable. For example,
an approach focusing on extending the expressiveness
of runtime models, e.g., to capture a history of how
each value changed over time, does not have a particu-
lar purpose for which the runtime model is applied. In-
stead, applied approaches can make use of fundamental
approaches.
Our study revealed four main types of fundamental
research on models@run.time which are explained in
the following:
• Characteristics (27) of runtime models, i.e., ap-
proaches extending the expressiveness of runtime
models to capture, e.g., temporal, continuous or spa-
tial characteristics. (e.g., [72,78,87])
• Processing Runtime Models (11). Approaches
investigating novel ways to utilize runtime models,
e.g., approaches to model workflows of individual
processing steps of a runtime model. (e.g., [129,130,
202])
• Causal connection (9). Approaches trying to im-
prove the way a system and its model are kept
in synchronisation, e.g., approaches introducing the
concept of transactions to the causal connection.
(e.g., [95,158,159])
• Distributed Models@run.time (7). Approaches
investigating the effects and new challenges when
multiple systems, each having their own runtime
model, have to work together. (e.g., [37,62,204])
An interesting observation is that most fundamen-
tal work focused on novel characteristics for runtime
models. But, the remaining three types of fundamen-
tal research are likely to be addressed more heavily in
future work, due to the effects of the Internet of Things.
3.4 Application Domains
Alongside the type of research, we also classified our
body of literature w.r.t. the domain to which the ap-
proach has been applied. Typically the application do-
main denotes the origin of the case studies used to eval-
uate the respective approach. The following list summa-
rizes all domains to which models@run.time has been
applied so far according to our body of literature.
• Enterprise Software (23), e.g., enterprise re-
source planning (ERP) or customer relationship
management (CRM) software (e.g., [33]).
• Cloud (17) systems, especially Software as a Ser-
vice (SaaS) (e.g., [56]).
• Energy-efficiency (10) of software systems like,
e.g., optimization approaches trading performance
and energy consumption (e.g., [101]).
• Home Automation Systems (10), e.g., ap-
proaches for the Smart Home (e.g., [128]).
• Communication Technology (8), i.e., telecom-
munication networks (e.g., [138]).
• Cyber-Physical Systems (8), i.e., networked em-
bedded systems (e.g., [42]).
• Monitoring Systems (7), i.e., approaches to in-
telligently observe the state of a running physical or
virtual system (e.g., [11]).
• eCommerce Systems (7), e.g., sales platforms
and webshops (e.g., [93]).
• Embedded Systems (6), i.e., single devices,
which are embedded into a physical environment
and react to changes in it (e.g., [109]).
• Healthcare (6), e.g., approaches to monitor pa-
tient data (e.g., [195]).
• Robotics (6), e.g., approaches to reason about the
collaboration of multiple robots (e.g., [220]).
• Games (5), e.g., approaches to improve the rea-
soning about strategies of non-player characters
(e.g., [215]).
• Traffic Advising (5), i.e., routing/navigation soft-
ware (e.g., [16]).
• Crisis Management (5), e.g., flood warning sys-
tems (e.g., [20]).
• Ambient Assisted Living (AAL) (4), i.e., sys-
tems designed with the aim to help elderly people
or people with special needs in their everyday life
(e.g., [153]).
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• Internet of Things (4), i.e., approaches to cap-
ture the network of connected devices, typically
with the aim to integrate previously unknown sys-
tem with each other (e.g., [137]).
• Travel Advising (4), i.e., software suggesting holi-
day packages, including flights, hotel, rental car and
activities (e.g., [75]).
• IT Management Systems (4), i.e., systems used
to manage all electronic devices in a building
(e.g., [162]).
• Database Management Systems (3), i.e., ap-
proaches to reason about how (data format) and
where to store data (e.g., [70]).
• Office Management Systems (3), i.e., systems
used to manage all software applications of a com-
pany (e.g., [149]).
• Mobile Software (2), i.e., software applications
running on mobile devices, which need to react to
changes in their environment (e.g., [89]).
• eGovernment (1), i.e., software systems enabling
citizens to interact with governmental administra-
tion over the Internet [112].
• Java Virtual Machine (1), i.e., approaches to im-
prove garbage collection [115].
• Scientific Computing (1), e.g., simulations of cli-
mate models [13].
• Social Networks (1), i.e., approaches to analyze
trends and to identify hot topics based on what peo-
ple share in social networks [193].
• None (126), i.e., no case study has been conducted.
A surprising observation is that most approaches
have been evaluated in the domain of enterprise soft-
ware. Additionally, it can be observed that the list of
domains where models@run.time has been applied, is
very long (25 domains), showing the general applicabil-
ity of models@run.time.
3.5 Intersecting Research Areas
Whilst the application domain discussed in the previ-
ous subsection focuses on the domain in which case
studies have been conducted to evaluate the respective
approach, the dimension of intersecting research areas
denotes which other research disciplines are addressed.
In other words, the intersecting research areas denote
areas to which the approach is contributing instead of
just using it as a domain for evaluation.
In the following, we list all interfacing research areas
we found by classifying our body of literature.
• Self-adaptive Software (78)
• Model-driven Software Development (37)
• Software Architecture (36)
• Distributed Systems (21)
• Formal Methods (13)
• Cloud Computing (12)
• Resource Management (12)
• Software Evolution (9)
• Security (9)
• Requirements Engineering (9)
• Fault Tolerance (8)
• Programming Languages (7)
• Software Product Lines (7)
• Autonomic Computing (5)
• Aspect-oriented Programming (5)
• Interoperability (5)
• Database Engineering (4)
• Multi-agent Systems (4)
• Performance Engineering (4)
• Business Process Engineering (3)
• Embedded Systems (3)
• Human-Computer Interaction (3)
• Optimization (3)
• Safety Engineering (3)
• Social Sciences (2)
• None (24)
Interestingly, the list of interfacing research areas is
long (25). This emphasizes the high degree of interdisci-
plinarity of models@run.time as a research area. There
is a strong overlap with the research areas self-adaptive
systems and model-driven software development, which
is not surprising as models@run.time originated from
these two.
3.6 Supporting Research Initiatives
Finally, we investigated the research initiatives in which
work on models@run.time has been conducted. We fo-
cused our search on research projects. In the follow-
ing we list all research projects we found, grouped by
their origin of funding. For each funding organization,
we provide the number of identified research projects
in braces.
• European Union (19)
– NeCS: European Network for Cyber-security.
EU H2020 (EU.1.3.1)
– ALIVE: Coordination, Organisation and Model
Driven Approaches for Dynamic,Flexible, Ro-
bust Software and Services Engineering. EU
FP7-ICT
– CHOReOS: Large Scale Choreographies for the
Future Internet. EU FP7-ICT
– CONNECT: Emergent Connectors for Eternal
Software Intensive Systems. EU FP7-ICT
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– DiVA: Dynamic Variability in Complex, Adap-
tive Systems. EU FP7-ICT
– DIVERSIFY: Ecology-inspired software diver-
sity for distributed adaptation in CAS. EU FP7-
ICT
– EINS: Network of Excellence in Internet Sci-
ence. EU FP7-ICT
– MASSIF: MAnagement of Security information
and events in Service InFrastructures. EU FP7-
ICT
– MODAClouds: MOdel-Driven Approach for
design and execution of applications on multi-
ple Clouds. EU FP7-ICT
– Lucretius: Foundations for Software Evolution.
ERC Advanced Investigor Grant.
– PaaSage: Model Based Cloud Platform Upper-
ware. EU FP7-ICT
– PERSIST: PERsonal Self-Improving SmarT
spaces. EU FP7-ICT
– RECOGNITION: Relevance and cognition for
self-awareness in a content-centric Internet. EU
FP7-ICT
– REMICS: REuse and Migration of legacy ap-
plications to Interoperable Cloud Services. EU
FP7-ICT
– S-Cube: Software Services and Systems Net-
work. EU FP7-ICT
– SeSaMo: Security and Safety Modelling. EU
FP7-JTI
– SMSCom: Self-Managing Situated Computing.
EU FP7-IDEAS-ERC
– MODELPLEX: Modelling solution for com-
plex software systems. EU FP6-IST
– MUSIC: Self-adapting applications for mobile
users in ubiquitous Computing Environments.
EU FP6-IST
• German Research Foundation (DFG) (4)
– CRC 912 - HAEC: Highly Adaptive En-
ergy Efficient Computing. DFG collaborative re-
search centre (CRC)
– RTG 1907 - RoSI: Role-based Software Infras-
tructures for continuous-context-sensitive Sys-
tems. DFG research training group (RTG)
– SPP 1593: Design For Future - Managed Soft-
ware Evolution. DFG priority programme (SPP)
– RAMSES: Reflective and Adaptive Middle-
ware for Software Evolution of Non-stopping In-
formation Systems.
• German Federal Ministry of Education and
Research (BMBF) (4)
– CoolSoftware. BMBF cluster of excellence
– SysPlace: EcoSystem of Displays.
– OptimAAL: Kompetenzplattform fr die
Einfhrung und Entwicklung von AAL-Lsungen.
– SPES2020: Software Plattform Embedded Sys-
tems.
• France National Research Agency (ANR) (2)
– FAROS: Composition Environment for Build-
ing Reliable Service-oriented Architectures.
– SALTY: Self-Adaptive very Large disTributed
sYstems
• French Institute for Research in Computer
Science and Automation (Inria) (1)
– Project M@TURE: Models @ run Time for
self-adaptive pervasive systems: enabling User-
in-the-loop, REquirement-awareness, and inter-
operability in ad hoc settings. Inria/Brazil Inter-
national Scientific Cooperation Program. (year
2014)
– Project M@TURE 2 Inria/Brazil Interna-
tional Scientific Cooperation Program. (year
2015)
• Netherlands Organisation for Applied Scien-
tific Research (TNO) funded projects (2)
– AMSN: Adaptive Multi-Sensor Networks re-
search program.
– Trader: Reliability by design.
• iMinds funded projects (2)
– D-BASE: Decentralized support for Business
Processes in Application Services.
– DMS2: Decentralized Data Management and
Migration of SaaS.
• UK Engineering and Physical Sciences Re-
search Council (EPSRC) funded projects (2)
– DAASE: Dynamic Adaptive Automated Soft-
ware Engineering.
– LSC-ITS: Large Scale Complex IT System.
• Projects funded by other grants (9)
– ARM: Adaptive Resource Management project.
Funded by University of Milano-Bicocca.
– CAPUCINE: Context-aware Service-oriented
Product Lines. Funded by Fonds Unique Inter-
ministeriel (France).
– CARAMELOS: Collaborative Action Re-
search on Agile Methodologies for Enterprises in
the Little, adhering to the Open Source prin-
ciple. Funded by the Vlaamse Interuniversitaire
Raad (Belgium).
– GenData 2020: Data-Driven Genomic Com-
puting. Funded by the Ministry of Education,
University and Research (Italy).
– GIOCOSO: GIOchi pediatrici per la COmuni-
cazione e la SOcializzazione (Regione Lombar-
dia)
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– MAIS: Multichannel Adaptive Information Sys-
tems. Funded by Politecnico di Milano (Italy)
– MEDICAL: Embedded middleware for sensor
and application integration for in-home services.
Finded by Minalogic.
– MORISIA: Models at Runtime for Self-
Adaptive Software. Funded by HPI.
– Value@Cloud: Model-Driven Incremental De-
velopment of Cloud Services Oriented to the
Customers’ Value. Funded by CICYT.
In conclusion, there has been a large variety of re-
search projects and funding agencies supporting work
on models@run.time, but (except for some such as
DiVA, MORISIA, and M@TURE) a minority explic-
itly focus on models@run.time. The above shows that
models@run.time has become a underlying technology.
However, the small number of projects explicitly fo-
cusing on models@run.time hinders its further devel-
opment w.r.t. the fundamental dimension.
4 Threats to Validity
As in any survey, there are several threats to the validity
of our study. In the following, we discuss the different
aspects of these threats.
Research questions The research questions defined
might not provide complete coverage of the current re-
search field. To address this threat, we had several dis-
cussions, collected initial feedback from the community
and followed a thorough reflection process to validate
the questions. The research questions were in line with
the dimensions of the taxonomy identified and refined.
Set of dimensions An initial set of dimensions crosscut-
ting the research area of models@runtime were identi-
fied. We cannot guarantee that all relevant dimensions
were identified. It is possible that other dimensions were
missed or the current dimensions were biased. Also, the
initial draft of the taxonomy was based on the experi-
ence of the authors, although collected by a constant
exchange with the community over several years, could
have steered the revisions of the taxonomy in a re-
stricted way. In consequence, possibly not all classes
were identified due to the restricted set of initial di-
mensions. We mitigated this characteristic threat to the
extent possible by receiving early feedback and with
discussions with key members within the research com-
munity. Also, we underwent an initial review of seminal
papers from the various data sources following a thor-
ough reflection process that ended in a refined set of
dimensions.
Publication bias As in any study, we show no guaran-
tee that all relevant studies were selected. It is possible
that some relevant studies were not chosen throughout
the search process. However, we think we have miti-
gated this threat. We decided against a keyword-based
search to gather an initial set of papers subject to re-
view. Instead, we initially targeted several relevant and
well-known conferences, workshops and journals as the
initial data source. Although, using this approach, it
is likely to find more relevant papers compared to the
keyword-based search, there is still the possibility to
miss relevant papers, which have been published in con-
ferences, workshops, journals or books, which were not
included as a data source. The latter was mitigated dou-
ble checking with a thorough search using the ACM
digital library search services using specific keywords
(run-time model, runtime model and models@runtime)
to allow the search through a big spectrum of publica-
tions (including IEEE publications and others).
Search conducted To mitigate the bias included in any
survey when performing the search, we established a
systematic two-phase search. The first phase was based
on an initial list of relevant venues followed by searches
performed in a digital database (using specific mean-
ingful terms). The second phase of search came up with
other publications that were not considered initially as
they were not published in the the traditional venues
where models@run.time and software engineering pub-
lications are usually hold, but are known in the com-
munity. The result is that our survey covers publication
venues from different domains, too.
Data extraction During the extraction process, the
analysis was conducted based on our judgement. How-
ever, despite double checking, some studies could have
been classified incorrectly. In order to mitigate this
threat, the classification process was performed by
more than one researcher. Also, undergraduate students
helped during the process by providing us with scripts
to support automation of the process in an open-source
toolkit 3 and therefore avoid pitfalls.
5 Cross-Dimensional Analysis of the Taxonomy
In the following, we describe a cross-dimensional anal-
ysis of the work that has been conducted for all six
combinations of the four applied research dimensions,
i.e., the level of abstraction, the type of runtime model,
the purpose of using a runtime model and the modelling
3 https://github.com/sebastiangoetz/slr-toolkit
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techniques transferred to runtime. The aim of this anal-
ysis is to identify gaps in the research landscape of mod-
els@run.time. The analysis highlights value pairs, which
either have been extensively addressed (e.g., the use of
structural models for self-adaptation) or have not been
addressed at all (e.g., variability models for assurance).
For this, we illustrate and analyse for each combina-
tion the number of approaches we have found during
the survey.
The figures in the following sections list the values of
the two dimensions under comparison as a bubble ma-
trix chart. In all figures for each dimension the value
none has been omitted for clarity. For each value, a
number is provided in braces before its name. This
number denotes how many papers have been classi-
fied with this value and any value of the other dimen-
sion. Notably, this excludes papers which have not been
classified in the other dimension (i.e., are classified as
“none”). Accordingly, the numbers shown here can be
smaller than those shown in Sections 3.2. For example,
in Figure 6, the value “goals” is accounted as 32, while
in Section 3.2.1 it is accounted as 34. The missing 2 pa-
pers are of fundamental nature, focus on the abstraction
level of goals and requirements, but do not focus on any
particular type of runtime model. Each bubble in the
bubble matrix charts depicts the number of approaches,
which have been classified w.r.t. the two dimensions at
this intersection. This number is visualized by differ-
ently sized circles. For the combination with the most
approaches, the circle spans the full size of the cell. For
other combinations the size is scaled w.r.t. this refer-
ence number. For each combination with at least 10
approaches, the number is shown additionally.
In this section, we draw conclusions based on the
data we have found, but do not, yet, derive challenges.
Based on this section, the resulting challenges will be
explained in the succeeding section.
5.1 Comparing the Level of Abstraction and Type of
Runtime Model
Figure 6 shows that the most common combination
is the use of structural runtime models at the archi-
tectural level (96 approaches). All remaining combina-
tions have less than 5 approaches. Both categories are
also clearly the most dominant in their respective di-
mension. However, besides this clear difference, further
conclusions can be drawn from Figure 6. Namely, and
unsurprisingly, most work has been done on higher lev-
els of abstraction.
Notably, meta-models are only used in fundamental
approaches [124,166,180]. As such approaches typically
do not focus on a particular abstraction level, no ap-
proach can be found at any level of abstraction, which
makes use of meta-models.
The sparsity of combinations in Figure 6 indicates
that many types of runtime models have only been in-
vestigated for few levels of abstraction. For example, it
seems that the use of variability models is still to be
investigated on all levels except for the goal and archi-
tectural level. On the other hand, some runtime model
types, like behaviour and quality models have been in-
vestigated at almost all levels of abstraction.
Finally, the graphical user interface (GUI) is an in-
teresting level of abstraction. In our study, we only
found one approach [60] at this level of abstraction.
The approach uses structural runtime models. Quality,
goal and requirement models could be promising fur-
ther types of runtime models to be investigated in this
context.
5.2 Comparing the Level of Abstraction and Purpose
of Runtime Model
Figure 7 shows how models@run.time in different Levels
of Abstraction are used for different Purposes.
From Figure 7, it is evident to see that the combi-
nation of architecture and self-adaptation is dominant.
Although this is consistent with the dominant positions
of the two concepts in their own dimensions, it still indi-
cates that an architecture-level runtime model does pro-
vide strong support for self-adaptation. In fact, modern
software systems usually provide a flexible architecture
in order to be able to adapt to the ever-changing en-
vironment at runtime. Models@run.time is a natural
choice to enhance such architecture level adaptation
and provide the necessary semantic basis for the system
to achieve self-adaptation. A runtime model at a high
abstraction level with a global view appears to be more
useful for self-adaptation. There are many approaches
using a higher-level goal-based runtime model for self-
adaptation [23,29,49]. On the contrary, there are rel-
atively few self-adaptation approaches using runtime
models on component or source code level. Actually,
we expect to see more work using context-level models
at runtime to support self-adaptation, because it is still
in a high abstraction level and the context changes are
a main driving force behind self-adaptation.
Besides self-adaptation, there is also a significant
number of approaches using architecture-level mod-
els@run.time on development and assurance. Assurance
used to be the main purpose of using static architecture
models [58,81,97,145]. By analysis and validation of the
system architecture, designers can have an early view
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on the high-level properties before starting the devel-
opment. It is not a surprise to see there are still many
approaches using runtime information carried by an ar-
chitecture model to support high-level assurance. How-
ever, what is interesting to see is that by connecting
an architecture model with the running system, more
researchers seek for a full loop self-adaptation rather
than only analysis and assurance of the system. An ar-
chitectural runtime model is either used for developers
as a reference [156,173], or by the program itself as a
context at runtime [186].
The usage of goal-level runtime models is also
concentrated on self-adaptation [23,29,49]. Mod-
els@run.time at the levels of context, component and
code are used as well [15,66,73]. In the context level, be-
sides self-adaptation, we expected more approaches on
self-optimisation and prediction. There are approaches
attempting to use component and code level mod-
els@run.time for almost every purpose, but so far, there
is not a dominant purpose for either level revealing the
real strength of models@runtime.
On the level of processes and GUIs, there are only
few approaches using models@run.time, and only for
few selected purposes.
5.3 Comparing the Level of Abstraction and Applied
Model-driven Techniques
In Figure 8, the Level of Abstraction is mapped onto
Applied Model-driven Techniques.
Specifically, Figure 8 shows that a big part of the re-
search efforts have been towards the application of ap-
plied model-driven techniques at the abstraction level
of architecture. Specifically, at this level of abstrac-
tion, the most popular model-driven techniques are
model-transformations [55,59,121,182,215,219] and re-
flection [105,125] followed by reasoning [15] and vari-
ability modelling [141] as well as analysis [177]. Simi-
larly, it is also shown that there have been efforts in
the application of model-driven techniques at the ab-
straction level of components. We concluded that it is,
up to a point, related to the work performed at the
architecture level of abstraction.
There is a list of natural pairs which are visible in
Figure 8, such as the application of workflow-based
techniques [144,165] at the abstraction level of pro-
cesses. The same applies to both, the pair of goal-based
abstraction level with requirements engineering tech-
niques [212] and goal-based abstraction level with rea-
soning techniques [220,24,49,163].
The model-driven techniques reflection [18,64],
model-transformations [112], monitoring [71] and anal-
ysis [65] have been virtually applied to all levels of ab-
straction with the exception of the level of abstraction
dictated by the GUI, which has been less active. In fact,
we only found one paper, where it has been approached
with model-transformation techniques [60].
The model-driven techniques reasoning [47,61,163]
and variability modeling [131,147,53,33] have been ap-
plied to different levels of abstraction. However, there
is no representation at the level of processes or GUIs.
5.4 Comparing the Type of Runtime Model and their
Purpose
In Figure 9, the Type of Runtime Model is mapped onto
the Purpose of the Runtime Model dimension.
Among the surveyed approaches, the main driver
behind models@run.time research appears to be the us-
age of structural models for self-adaptation [80,86,92].
A structural runtime model supports self-adaptation
with a high-level, holistic view of the running system,
so that the self-adaptation engines can use the model
to analyse the runtime phenomenon and enact the sys-
tem directly. A related purpose is assurance [97], which
involves mainly the analysis part of self-adaptation. In
addition, structural models are also widely used in de-
velopment and evolution [87,99].
Behavioural runtime models are mainly used for
self-adaptation [144] and assurance [145], exposing the
behaviour of the running system to the adaptation en-
gines based on runtime models. Goal models are also
manipulated at runtime, providing a high-level refer-
ence for self-adaptation [152]. Although self-adaptation
is often built on top of control theory, there are not
many approaches directly using a feedback loop to con-
struct runtime models [200]. Instead, they rather use
a feedback loop on top of a structure or behaviour
model [185].
Quality models are widely used at design and de-
velopment time for assurance and fault-tolerance pur-
poses, but they are not widely used as a way to con-
struct models@run.time. A similar conclusion can be
drawn for variability models. Although we admit that
there is an abstraction gap between the system’s run-
time phenomenon and the quality or variability model,
we still expect more approaches investigating the usage
of these two types of models at runtime.
5.5 Comparing the Type of Runtime Model and the
Applied Model-driven Techniques
Figure 10 depicts which model-driven techniques have
been transferred or applied to which types of runtime
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models. Interestingly, in this comparison, the model-
driven techniques can be classified into major, middle
and minor techniques in terms of the numbers of ap-
proaches we found.
Not surprisingly, the major techniques are model
transformations and reflection. Especially, reflection is
an expected technique, as it is part of the definition
of models@run.time. Model transformations are a nat-
ural prerequisite for models@run.time in order to con-
nect the runtime model and the system it reflects. Mid-
dle techniques are analysis, reasoning, monitoring and
variability modelling. This, again, is an expected re-
sult, as all four techniques are natural means to achieve
the different purposes for which runtime models are
used (cmp. Section 5.6). Minor techniques are model
comparison, machine learning, requirements engineer-
ing and workflow modelling.
An analogous categorization can be done for the
types of models. Major types are structural and be-
havioural models. Middle types are quality and goal
models and the remaining ones are minor types.
It is not surprising that the major techniques are
applied to major types of models. However, an inter-
esting exception is that model transformation and re-
flection, as major techniques, are applied in a relatively
lower level on behaviour models, comparing to struc-
ture models. By contrast, analysis is the most popular
technique on behaviour model. This reveals the com-
plexity of behaviour models at runtime, and as a result
the current research is more in a stage of directly ob-
serving runtime behaviours rather than utilizing them
together with other models.
An interesting observation from Figure 10 is the lack
of techniques applied to runtime physical models, meta-
models, feedback loops and requirement models.
5.6 Comparing Applied Model-driven Techniques and
the Purpose of Runtime Models
Figure 11 depicts a comparison between Applied Model-
driven Techniques vs. Purpose of Runtime Model.
Among the surveyed applied model-driven tech-
niques, self-adaptation [15,6,29] as a purpose ap-
pears as the main driver. Further, it has had a
strong emphasis on the use of the techniques model-
transformation [59], reasoning [63], and reflection [79,
13] followed by variability modelling [52], requirements
engineering techniques, analysis [84], and monitor-
ing [85,113]. However, even if smaller, efforts have been
made using techniques such as model comparison [11,
142], data mining, and machine learning [31,78,82].
Techniques such as model-transformation have been ap-
plied for different purposes apart from self-adaptation
such as development, evolution and interoperability.
Unsurprisingly, the technique reflection has been
used in all the surveyed purposes. It is unsurprisingly
as reflection is a technique that supports the implemen-
tation of models@run.time at any level of abstraction.
An observation from Figure 11 is the small use
of model-driven techniques for prediction and fault-
tolerance followed by evolution and interoperability.
The research efforts, in terms of the application of
model-driven techniques, are related to the purposes
self-adaptation, assurance development, followed by
self-optimization and interoperability.
6 Kiviat Graphs for Cross-Dimensional
Analysis
In the following, we show Kiviat graphs for each com-
bination of the four dimensions of applied research
in models@run.time. In contrast to the bubble matrix
charts shown in Section 5, here we show all 12 combina-
tions. The reason is that, in contrast to Kiviat graphs,
for bubble matrix charts, the exchange of the two axis
does not provide another perspective worth investiga-
tion.
Figures 12a, 12b, and 12c compare the levels of
abstraction with the three other dimensions. The dom-
inance of the worked done at the architectural abstrac-
tion level is clearly visible across all three figures. Also,
Figures 12a and 12b show that for the dimensions ab-
straction level, type of model and purpose, the work has
mainly focused on structural models at architectural
level to build self-adaptive systems. Such a clear focus
on a single combination is not visible in Figure 12c.
Although again the architectural level stands out as
being most dominant, many techniques have been in-
vestigated at the architectural level.
Figures 13a, 13b, 13c compare the types of run-
time models with the other dimensions. Here, the dom-
inance of structural runtime models stands out. Again,
the comparison at the level of abstraction and purpose
shows a very strong focus on the architectural level and
self-adaptation. Again, the comparison to the applied
model-driven techniques reveals that several techniques
have been investigated, although the focus is still on
structural models.
Figures 14a, 14b, 14c compare the purpose of us-
ing runtime models with the other dimensions. Here,
the dominance of using runtime models for self-adaptive
systems stands out. But, interestingly, the focus is a bit
more diverse compared to the previous Kiviat graphs.
For the comparison with the level of abstraction, be-
sides the architectural level also the goal level can be
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identified as having been investigated. For the compar-
ison with model types, besides structural models, goal
and behavioural models protrude. The comparison with
the applied model-driven techniques reveals that be-
sides the fact that many model-driven approaches have
been investigated for self-adaptive systems, the same
holds in reduced form for assurance, especially with re-
spect to analysis techniques.
Finally, Figures 15a, 15b and 15c compare the ap-
plied model-driven techniques with the other dimen-
sions. Here, the findings are less clear than in compari-
son with the Figures 12, 13 and 14. Figures 15a and 15b
again show the strong focus on the architectural ab-
straction level and the structural type of runtime mod-
els. However, two techniques stand out to be promi-
nent: model transformations and reflection. Finally,
0
20
40
60
80
100
component
process
code
contextgui
architecture
goals
Type of Model by Abstraction Level
feedback loop
metamodel
goal
design
requirement
behavior
variability
physical
structure
quality
(a) Type of Model vs. Level of Abstraction
0
10
20
30
40
50
60
assurance
development
fault-tolerance
prediction
self-adaptation
interoperability
evolution
self-optimization and
organization
Type of Model by Purpose
feedback loop
metamodel
goal
design
requirement
behavior
variability
physical
structure
quality
(b) Type of Model vs. Purpose
0
5
10
15
20
25
30
35
reflection
model-transformation
workflow
reasoning
variability-modelling
machinelearning
monitoring
analysis
reqeng
model-comparison
Type of Model by Applied MDSD Technique
feedback loop
metamodel
goal
design
requirement
behavior
variability
physical
structure
quality
(c) Type of Model vs. Technique
Fig. 13: Kiviat Graphs for Type of Model
Figure 15c shows that different techniques have been in-
vestigated for different purposes. While model transfor-
mations have been investigated for self-adaptation, de-
velopment and assurance, analysis techniques have been
investigated for assurance. Reflection as model-driven
technique has been investigated for self-adaptation as
well.
A general observation across all Kiviat graphs is
that no Kiviat graph exists showing a good coverage
of all dimensions. Most graphs depict a very strong fo-
cus on a single dimension by a single other dimension.
Thus, as in the analysis supported by the other type
of graphs used previous, in conclusion, the work on
models@run.time over the last 12 years still present dif-
ferent research gaps. In the next section we elaborate
further on the research challenges we have identified to
bridge the gaps.
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7 Research Challenges
Based on the data collected and the analysis performed,
in this section we discuss the research challenges and
the efforts needed to bring forward the state of the
art up to the envisioned future of models@run.time re-
search. We aim to classify the fundamental challenges
based on the taxonomy proposed in Fig. 5. This strate-
gically enables us to portrait the challenges in the con-
text provided by the concepts previously discussed, and
the analysis performed in Sections 5 and 6.
In general, the analysis applied using the pro-
posed taxonomy reveals that the research in the mod-
els@run.time community has concentrated on a set of
dominant topics such as architectural runtime models,
which have targeted particular purposes such as self-
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adaptation. As a result, potentially relevant topics, as
well as their combination, have been overlooked by re-
searchers. We hope that this survey helps to reveal some
of these potentially useful combinations.
In this section, we summarize the areas where we
consider that the state of the art of models@run.time
can be improved and discuss research topics having the
potential to push forward the state of the art.
7.1 Challenges Based on the Level of Abstraction
The survey has shown that a big part of research ef-
forts has been focused on the architectural level of
abstraction, exploiting structural runtime models for
running systems. Further, most of these approaches
have targeted the particular purpose of self-adaptation.
There has not been a strong focus on the use of mod-
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els@run.time for neither lower levels of abstractions
than those offered at the architecture level, i.e., code
or components, nor higher levels of abstraction, such as
systems of systems and the use of contextual situations.
The need to apply models@run.time at lower levels than
architecture: Technology is complex and rapidly chang-
ing and, therefore, software engineering researchers also
need to provide approaches with more direct support
to developers [40] who have to deal with very specific
technical knowledge. Therefore, there is the need to fo-
cus not just on architectural models, but on artefacts
at lower levels of abstraction and finer grained models,
such as configurations of components and source code.
For instance, authors in [51] explain initial ideas about
how runtime models can be used to deal with what they
call software changes in-the-small, i.e., changes at the
code level, as opposed to software changes in-the-large,
i.e., changes at the component or component configu-
ration levels.
It is relevant to understand the runtime phe-
nomenon of software systems from lower levels of ab-
straction than the macro architectural level, such as the
status inside individual components, or the behaviour
of a particular piece of code while, at the same time,
being able to exploit the use of abstractions and mod-
els. We especially foresee potential in approaches that
deal with structural and behavioural runtime models
used at the level of code (e.g., [5,178]). In fact, various
models of code have been investigated by the compiler
construction community (e.g., control flow graphs rep-
resenting behavioural models or abstract syntax trees
representing structural models). Traditionally, models
used in compilers aren’t available at runtime, i.e., after
the compilation process. The rising need for dynamic
software updates with zero downtime (see, e.g., [148])
poses the challenge to re-compile programs while they
run and, hence, to keep the compiler models at runtime.
As a direct consequence, models used in such compil-
ers can be enriched with knowledge only available at
system runtime. The effectiveness of combining model-
driven techniques with code-level techniques from the
domain of compiler construction has just recently been
promoted at the MODELS 2017 conference in a keynote
by Ira Baxter [25].
To support lower-level runtime models, novel tech-
niques are required to realize the causal connection be-
tween the running system and such models. In order
to keep a code-level runtime model (e.g., an abstract
syntax tree) in synchronisation with a running appli-
cation subject to dynamic program rewriting or dy-
namic code analysis, current approaches focusing on
architectural models cannot be directly applied (e.g.,
compare [178] with [181]). Current approaches do not
offer enough support and therefore, further research ef-
forts are needed.
The need to apply models@run.time at higher level of
abstractions than systems architectures: The external
context of systems and their interactions with other
systems as is the case in systems-of-systems [135] have
not yet been exhaustively investigated in the con-
text of models@run.time. Indeed, we haven’t found
any work on models@run.time for systems-of-systems,
but some work focusing on context-adaptive systems
(e.g., [111,205]). In [46], an overview of the current
state of the art in self-aware computing systems [123],
i.e., systems which are aware of themselves, their con-
text and their collaboration partners (i.e., systems-of-
systems), is given. As we have shown in the previous
sections, most work on models@run.time focused on
self-adaptive software systems, which are–in contrast
to self-aware computing systems–mainly aware of them-
selves, but typically neither on their environmental con-
text nor their interaction with other systems. Current
and most future types of software systems are inher-
ently embedded into complex environments (e.g., au-
tonomous vehicles including cars, trains and ships; or
wearables like fitness trackers and health monitors) that
work in different contexts. Hence, more work is required
to investigate the application of models@run.time to
capture and reason about the context of and interac-
tions between these systems. Thus, we consider the ap-
plication of the models@run.time paradigm to context-
aware systems and systems-of-systems as a highly rele-
vant research topic.
7.2 Challenges Based on the Runtime Model Type
Regarding the model types, it was observed that the
ample majority of the surveyed papers represent the
running system using structural models. Structural
models tend to focus on how the software is composed,
for example, in terms of components and their connec-
tions (i.e., architecture); or aspects and their patterns
of composition. In contrast, behavioural models empha-
sise how the system executes, e.g., in terms of flows of
events through the system.
Goal models at runtime to address uncertainty: Ac-
cording to our findings, runtime representations of goal-
based models have not been studied exhaustively (just
16 papers were found, cf. Section 5.1). Goal-based mod-
els allow mirroring the domain problem in declarative
ways in contrast to procedural ways. Their use has
opened possibilities to tackle decision-making using the
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support of machine learning (e.g., [29,154]) in order
to tackle uncertainty, making them relevant in the de-
sign and development of future software systems. The
emergence of the need to deal with uncertainty adds to
the significance of the need of runtime goal-models and
models that in general offer support for reasoning about
the domain problem in more declarative ways [36,172].
A particular aspect that needs to be addressed by mod-
ern software w.r.t. uncertainty is self-explanation [36].
Goal-based models have already been used to support
self-explanation [211], but–as our analysis shows–have
not, yet, been investigated extensively at runtime.
Towards variability models at runtime: Surprisingly,
only few research initiatives have investigated variabil-
ity models at runtime (10 papers). Further, they have
been applied only at the level of goals and architecture,
which contrasts to the needs claimed by the variability
community (i.e., SPLC and DSPL) [21,34,41,106,108,
150]. Especially, the vision of dynamic software product
lines, i.e., the ability to support runtime updates with
zero downtime for products of a software product line,
denotes an obvious link between variability models be-
ing used at runtime to adapt the respective programs.
The challenge for dealing with runtime variability is
that it should support a wide range of product cus-
tomizations under various circumstances that might be
unknown until execution as new product variants can
be identified only at runtime [34]. Contemporary vari-
ability models face the challenge of representing run-
time variability to therefore allow the modification of
variation points during the execution of the system, and
underpine the automation of the system reconfigura-
tion [48]. The runtime representation of feature models
(i.e. their runtime models) is required to automate the
decision making.
Towards Runtime Models to Support Feedback Loops:
Even though the feedback loop is a core concept behind
self-adaptation and it has been shown to be beneficial to
separate it from the system itself [213], there are only
few approaches investigating the usage of an explicit
model of this feedback loop for self-adaptation (6 of
271 papers; cmp. Figure 9 on page 16). We expect that
further research is done with respect to this aspect. An
example of its use is to enable analyses and reasoning
about feedback loops, e.g., to support resource man-
agement as shown in [119]. Multiple runtime models
would be required to provide views for various stages of
feedback loops, such like monitoring,analysis, decision-
making, or adaptation [?].
7.3 Challenges Based on the Purposes for Using
Models@run.time
Regarding the purpose of models@run.time, it can be
observed that self-adaptation is dominant in the sur-
veyed approaches. Self-adaptation approaches mostly
exploit structural (i.e., architecture) and behavioural
models (cf. Fig. 9). Only few approaches using qual-
ity and variability models exist for self-adaptation (10
and 8 of 271 papers; cmp. Figure 9 on page 16). Below
we discuss challenges on the purposes for using mod-
els@run.time that can be related to self-adaptation but
also can transcend it.
Model-driven techniques have been poorly investi-
gated for the purposes of prediction, fault-tolerance and
interoperability (6, 7 and 9 of 271 papers; see Figure 11
on page 17). However, all three purposes are highly
required to build future software systems. For exam-
ple, for the Internet of Things (IoT), vast amounts
of connected devices from different vendors need to
work together by interoperability [76]. Some of these
devices will be safety-critical (e.g., autonomous cars)
and, hence, need to be fault-tolerant. Finally, IoT de-
vices have to operate energy-efficiently as they are often
battery-powered, i.e., only have a limited capacity of en-
ergy until they need to be recharged. Prediction is one
central element for realising energy-efficient software in
general [100].
Models@run.time for Assurances: Assurance is another
purpose besides self-adaptation that has attracted rea-
sonable research interest (cf. Section 3.2.3). However,
other than at the architecture level and using struc-
tural models, there is a lack of approaches w.r.t. this
purpose (cmp. Fig. 7 and Fig. 9). Still further research
on assurances for models@run.time-based systems is re-
quired, as already stated four years ago in [32].
Among others, a compelling application for assur-
ances in the context of models at runtime are au-
tonomous vehicles. Increasingly, cars offer intelligent
driver assistance [133,57]. Such driving software is
safety-critical and, thus, poses the need for methods to
assure required safety qualities. For this, such systems
require quality models to capture the respective non-
functional properties, environmental context models to
enable the adaptation to contextual changes and goal
models representing the connection between required
quality assurances and contextual situations. Currently,
such models are typically implicit and coded manu-
ally into the running system. In order to provide assur-
ance of properties, these models need to be leveraged
explicitly during the full life cycle, including runtime.
An interesting first step in this direction has been de-
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scribed by Schneider et al. in [174,175,176,177], who in-
troduced the concept of conditional safety certificates,
which allow safety checks at system runtime.
Assurance is required for functional (i.e, those which
specify the functions of the systems) and non-functional
properties of the system (i.e., those which specify how
these functions need to work, e.g., efficiency, perfor-
mance, availability, robustness, and stability). The abil-
ity to guarantee these properties at runtime poses chal-
lenges due to the variations of the systems, their envi-
ronment and their inherent uncertainty [77,164]. How-
ever, addressing these challenges offers as well new op-
portunities for runtime verification and validation, en-
abling assurances for critical system properties at run-
time. Further, since runtime models form the founda-
tion of many assurance tasks [57], their quality depends
upon the quality of the runtime models. The definition
of performance and accuracy for the assessment of run-
time models is a crucial research challenge [192]. Ef-
forts in the research area of models@run.time are fun-
damental to the development of runtime assurance tech-
niques [57]. The central issue in this context is the mod-
elling of uncertainty, as understanding and leveraging
uncertainty is central to deliver assurance guarantees.
This topic is discussed further in section 7.5 as it can
be considered as fundamental and not applied research
in models@run.time.
Models@run.time for Development: Development has,
too, attracted some research interest (cf. Section 3.2.3).
As for assurances, there are no approaches despite than
at the architecture level and using structural models
(see the Figures 7 and 9).
Software engineers have come to the conclusion that
there is no clear separation between development-time
and runtime [22]. Here, there are opportunities for mod-
els@run.time as it can act as a vehicle to understand
and address the issues that inevitably arise. However, as
in development time while using MDE, different interre-
lated models need to be used to systematically build up
a software system. Different interrelated runtime mod-
els as representation of different parts of the executing
systems are employed simultaneously, and their rela-
tionships need to be maintained at runtime. The result
is a complex development process as the models and
their relationships need to be managed [204] that in
the case of runtime is aggravated by the fact that the
runtime models are treated and even conceived during
the execution of the system. Just few initiatives exist
that address the issues of managing runtime models and
their relationships [204]. However the issues are rather
neglected by applying ad-hoc solutions if at all. Fur-
ther, some authors [201] advocate for the unification
of development and runtime models to systematically
realize their integration and management. It may not
be the case that a comprehensive unification is possible
or even advised, however it may be a way to support
an incremental strategy of adoption of runtime models
from manual maintenance to automated management.
Models@run.time for Self-awareness: Mod-
els@run.time are at the core of self-aware systems [46]
and their role in self-awareness is studied in [122,
123]. Runtime models provide the vehicle for the
self-representation needed by a self-aware system.
Runtime models correspond to the models that contain
knowledge about the environment and the system
itself. They support learning of that knowledge.
Runtime models can be traversed and consulted to
provide up-to-date information for analysis, prediction
and planning. Different types of runtime models may
be needed to capture different facets of which a system
needs to be self-aware. What aspects a system needs
to be aware of and what kinds of runtime models are
needed is subject to future studies.
7.4 Challenges Based on Applied Model-driven
Techniques
The major model-driven technique that has been trans-
ferred from design to runtime is the model transfor-
mation technique. We indeed found work on runtime
model transformations at all identified abstraction lev-
els (cmp. Figure 8 on page 16). The main focus again,
as for all other model-driven techniques, was on archi-
tectural runtime models. However, other techniques are
relevant for the models at runtime vision.
Machine Learning. Machine learning can be used to
build context-aware systems, systems-of-systems and
self-aware systems. As discussed before, we consider
work on models@run.time for systems aware of their
context and their interactions with other systems as
a promising research challenge. The use of machine
learning is a promising direction to address this chal-
lenge as for example shown in [82] for the case self-
organizing systems, in [207] for the case of resource
management in data centers and in [56] for the case of
non-functional properties in the context of cloud-based
systems. In general, we only found 14 approaches in-
vestigating the use of machine learning in the context
of models@run.time. The need to apply machine learn-
ing to address the challenges of context-aware systems,
systems-of-systems and self-aware systems among oth-
ers has just recently been highlighted again in the con-
text of self-aware computing systems [123]. Accordingly,
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the rise of AI is a should be tackled by the community
of models@run.time.
Towards Runtime Model Comparison: A counter-
intuitive observation we found was that very little
work has been conducted on applying model compar-
ison techniques at runtime (7 of 271 papers, see Sec-
tion 3.2.4). The motivation of the approaches with non-
trivial runtime model comparisons we found in our sur-
vey is either originating from the problem domain (e.g.,
error detection [109]) or from novel types of models
(e.g., aspect-oriented models [142]). This is in contrast
to the finding that most initiatives focus on approaches
for self-adaptive software, for which comparisons be-
tween the current and desired system state are essen-
tial. Presumably, current approaches only use simple,
custom-made comparison approaches for this purpose.
The application of comparison techniques at runtime
poses additional requirements compared to design time.
Namely, especially for self-adaptive systems, the run-
time model required to perform comparisons is getting
more important, e.g., to meet real-time deadlines. We,
thus, assume that the application or transfer of exist-
ing comparison techniques to runtime is a promising
candidate for future research.
Towards Runtime Models for Workflows: Another
poorly investigated technique is workflow modelling
and execution (7 of 271 papers; see Section 3.2.4). Al-
though this topic is close to the research area of model
execution (which we explicitly excluded from this sur-
vey), the need to couple workflows with the system for
which they specify the order of actions to take is in-
evitably required. Surprisingly, most of the papers we
found in our survey have been published at least 4 years
in the past (e.g., [144] on self-tuning BPEL processes in
2009 or [117] with a vision paper on business processes
at runtime in 2013). In consequence, approaches focus-
ing on the causal connection between workflows and
the systems they are bound to are a promising field for
future research, where initial investigations have been
made, but the research efforts almost stagnated.
7.5 Challenges for Fundamental Research on
Models@run.time
As already discussed in Section 2.4, 20% of the papers
we included in this survey address fundamental research
on models@run.time. A more detailed look is provided
in Figure 16, which shows the number of applied and
fundamental papers published per year as stacked bar
chart. Notably, a small but constant research effort fo-
cusing on fundamental research for models@run.time
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Fig. 16: Research on Models@run.time per Year
can be observed since 3 years after the term mod-
els@run.time was coined (i.e., since 2009). This section
summarizes the challenges we have concluded for fun-
damental research on models@run.time.
Towards Managed Uncertainty at Runtime: Further
techniques to deal with uncertainty and incompleteness
of events and information from systems and their envi-
ronment are required [58]. One aspect of this challenge
is monitoring and sensing, which is widely used by mod-
ern intelligent and adaptive software. Monitoring can
be imprecise and can provide just partial information.
Using the correct runtime abstractions to enable the
measurement of uncertainty is a core challenge. Run-
time models can be used to represent uncertainty while
more evidence is collected by the running system. In
[30], the authors use Bayesian Learning to model the
level of confidence related to the monitoring infrastruc-
ture.
Further, in order to design software systems that
are able to tackle uncertainty, inferring the knowledge
necessary to reason about the system behaviour seems
to be an essential task. Such models can be used to dy-
namically build runtime models during the execution
of the system. The acquired knowledge could support
solving uncertainty, but on the other hand it could in-
corporate more. Suitable mathematical and formal ab-
stractions should be used to represent and reason upon
uncertainty. Probability theory, fuzzy set theory with
the use of machine learning should be used to further in-
vestigate this issue. Probability theory, based on histor-
ical data, can be used to identify which non-functional
properties are less likely to be satisfied [28]. Bayesian
learning can be used to manipulated values of proba-
bilities or parameters of utilities that change over time
and therefore, enable the quantification of the impact
of these values during the decision making [155]. Like-
wise, fuzzy set theory can be used to produce an initial
model a flexible design that can be progressively com-
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pleted as more information about the environment and
the system itself becomes available [35].
Towards Runtime Model Inference during Execution:
This challenges is somehow a consequence of the pre-
vious one posed by the uncertainty modern software
systems face. In the area of self-adaptive systems, con-
ventional software adaptation techniques and more con-
temporary models@runtime approaches usually require
an a priori model to specify the system’s behaviour and
structure. In contrast, runtime models can be learned
and reified at runtime. However, just few research ef-
forts have been done towards these research lines. For
instance, the authors in [78] proposed mining software
component interactions based on the execution traces
of the underlying running system, in order to build a
probabilistic model that will be used to analyze, plan,
and execute adaptations. The domain in [78] was self-
adaptation. In [31], the runtime models are automati-
cally inferred during execution and refined by exploiting
learning techniques and ontologies. The final goal was
the dynamic synthesis of code to generate mediators to
support the interoperability of systems that were built
without previous knowledge of the interaction needed.
Several issues exist that are worth further considera-
tion. For example, the replacement or insertions of a
component may introduce new unexpected behaviours
by changing the functional behaviour of the system, or
their non-functional properties (e.g., availability, reli-
ability, etc.). The recent progress in machine learning
is key for the extraction of information at runtime to
dynamically build the models [82,29,153].
Towards Runtime Code Synthesis: Runtime models can
support the extension of the success of model-driven en-
gineering to synthesise code at runtime [171,31]. This
issue still requires much more research and, obviously
depends on the previous issues on runtime model infer-
ence and uncertainty. Ontology-based solutions seem to
be a promising direction in this respect. Ontologies have
been exploited to enrich the runtime models with infor-
mation that was not know before runtime [29], but is
required to dynamically synthesise code.
Towards Distributed Runtime Models: Current and
previous methods to support the discovery of runtime
architecture take centralized approaches, meaning that
the process of discovery is carried out from a single lo-
cation [91,173,194]. These methods are inadequate for
large distributed systems because they either present a
single point of failure or do not scale up well [197,167].
A key characteristic of future software systems is that
they will operate in collaboration with other systems
as covered by the terms systems-of-systems [135], col-
lective adaptive systems [12] and collective self-aware
computing systems [69]. In our survey, we only found
8 papers investigating distributed models@run.time,
whereof two [37,157] only describe the necessity for
such approaches. The most prominent approach in this
area originates from the EUREMA project (cf. Sec-
tion 3.6) by Holger Giese and Thomas Vogel, who in-
vestigated how the integration and/or synchronisation
of multiple runtime models of different systems can be
systematically described and automated [204,199,209,
200]. For this, they transfer the term megamodel [39],
i.e., a model comprised of other models, to runtime.
In their approach, the processing of models at runtime
can be described as a workflow. But, still several re-
search questions for this topic remain open. For exam-
ple, how to handle partial distributed runtime mod-
els [104], i.e., models of different systems representing
overlapping knowledge. Thus, further research on dis-
tributed runtime models is required.
Towards Transaction-safe Causal Connections: The
causal connection between the system and the runtime
model should support the concept of transactions to,
e.g., offer roll-back capabilities for consistency. Various
research questions in this regard are still unanswered:
When are system and model allowed to be out of sync?
What happens when a decision is made based on out-
dated information in the model? What happens when
an effect is realized on the system based on an out-
dated model? What about race conditions when multi-
ple models reflect upon and control the same system?
These questions related to transactional concepts and
the frequency of the synchronisation have, until now,
only once [67] been addressed by the research commu-
nity, even though the topic has been highlighted in the
workshop’s call for papers since 2015.
Towards Self-modelling Systems: Increasingly, more
and more approaches are proposed for the engineer-
ing of systems with emergent properties [27]. Such ap-
proaches go beyond the state of the art in self-adaptive
or -organizing systems, they aim at self-modelling sys-
tems [26]. Making a complex system build itself is done
by both letting it autonomously change the organiza-
tion of its components and by enabling these latter
parts change as well their behaviour in an autonomous
way. Autonomous, self-adaptive and self-organizing sys-
tems, hence, will need to act as a non-human modeller,
treating models according to high-level goals rather
than a predefined script [90]. Traditional approaches
to self-adaptive and self-organizing software require hu-
man experts for the specification of models, policies
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Fig. 17: Screenshot of SLR Toolkit
and processes by which software can adapt according to
its goals and environment. For future software systems,
these tasks need to be automated, i.e., the systems need
to be enabled to perform modelling themselves. In other
words, future systems required self-modelling capabil-
ities. Some initial approaches have already been pro-
posed such as [78,82,31] . The authors of [78,82,31]
have proposed approaches, which do not require defin-
ing the system’s behaviour beforehand, but instead in-
volve techniques to infer the interactions from system
execution using, e.g., probabilistic usage models and
machine learning. The challenges of self-modelling sys-
tems still require much more research. Formal methods
and models@run.time-based solutions, with the aid of
model/constraint checking, seem to be a promising di-
rection to follow.
8 Conclusions
The main motivation for this work was to investigate
the state-of-the-art in models@run.time, through iden-
tifying three main research questions and systemati-
cally mapping the literature creating and using a tax-
onomy to answer those questions. We have determined
what issues have been studied, as well as their mean-
ing, to therefore provide aid and guidance to researchers
who are planning future research in the topic.
The list of all papers included in our survey as well
as our classification and taxonomy are available online4
as example project of the SLR Toolkit–a software tool
for systematic literature reviews one of the authors de-
veloped with the help of students while we performed
4 https://github.com/sebastiangoetz/slr-
toolkit/tree/master/examples/mrt
this survey. Figure 17 depicts a screenshot of the tool,
showing the list of papers on the left, a detail view of a
selected paper in the center top, the taxonomy on the
right and, at the center bottom, a bar chart enumerat-
ing all papers by their level of abstraction.
Throughout our literatury study, we followed three
objectives (cf. Section 1, which we rephrased into three
research questions (cf. Section 2.1). In the following, we
provide the answers to these three research questions,
which represent the main contribution of this article.
RQ1: How can existing research on models@run.time by
classified? In Section 3, we presented a novel taxonomy
to classify research on models@run.time. We classified
271 papers on models@run.time using this taxonomy,
which evaluates its suitability. Our taxonomy, concisely
depicted in Figure 5 on page 9, is comprised of four main
dimensions: the type of research, the domain of appli-
cation (e.g., healthcare), the intersecting research areas
(e.g., software product lines) and related research initia-
tives. The type of research was further refined into ap-
plied and fundamental research, where applied research
denotes approaches using models@run.time to address a
particular research question and fundamental research
denotes approaches answering research questions about
the models@run.time paradigm itself (e.g., how to re-
alize a transaction-safe causal connection). Finally, the
dimension of applied research is further refined into the
level of abstraction at which a runtime model is used
(e.g., at the architectural level), the type of runtime
model used (e.g., behavioural models), the purpose for
which the runtime model was used (e.g., to enable the
interoperation of systems) and the model-driven tech-
niques, which have been applied in the approach (e.g.,
model comparison).
RQ2: What is the state of the art of models@run.time
research w.r.t. the classification? To answer this re-
search question, we first analysed the frequency of
the values we found for each dimension of the taxon-
omy (cf. Sections 3.2 till 3.6). Furthermore, in Sec-
tion 5, we performed a cross-dimensional analysis us-
ing bubble-matrix charts for our classification covering
271 papers. In Section 6, another perspective on the
cross-dimensional analysis is given using Kiviat graphs.
Our main findings are that most research on mod-
els@run.time has a strong focus on particular topics
w.r.t. our taxonomy. Namely, by far the most applied
research on models@run.time (a) focused on the archi-
tectural level of abstraction, (b) used structural runtime
models, (c) used the runtime models for self-adaptive
software and (d) used model transformations. An anal-
ysis of the application domains (25) and intersecting
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Fig. 18: Challenges for Research on Models@run.time
research areas (25) shows that models@run.time is a
highly interdisciplinary research topic. Finally, the con-
clusion to be drawn from analysing related research
initiatives is that although there are many initiatives
supporting or using models@run.time (45), almost no
initiatives exist, which focus on fundamental research
topics.
RQ3: What can be inferred from the results associated
with RQ2 that will lead to timely, relevant research di-
rections for further investigation? In Section 7, we de-
rived and motivated a set of research challenges, which
have been rarely investigated according to our study.
We categorized our identified challenges using our tax-
onomy into fundamental research challenges and chal-
lenges w.r.t. the four dimensions of applied research on
models@run.time. In total we described 18 challenges
as shown in Figure 18.
In conclusion, the work on models@run.time over
the last 13 years has been very proliferous and has been
applied in different domain areas. However, it has also
been largely focused on the use of structural models at
the architectural abstraction level to build examples of
self-adaptive systems using model-transformations. The
researchers of the area of models@run.time still have
many research opportunities to develop future software
that inevitably will increasingly need to work under un-
certainty and will need to take advantage of new tech-
niques based AI or nature-inspired algorithms. Models
at runtime will certainly serve as a vehicle to underpin
the building of such systems.
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