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Abstract
We introduce partially ordered sets (posets) with an additional structure
given by a collection of vector subspaces of an algebra A. We call them
algebraically equipped posets. Some particular cases of these, are generalized
equipped posets and p-equipped posets, for a prime number p. We study their
categories of representations and establish equivalences with some module
categories, categories of morphisms and a subcategory of representations of
a differential tensor algebra. Through this, we obtain matrix representations
and its corresponding matrix classification problem.
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1 Introduction
Representation theory of partially ordered sets (posets), and posets with additional
structure, has its roots in the representation theory of finite-dimensional algebras
[4, 10, 11, 16]. It is strongly related to the theory of rings and modules [13, 25, 26],
the theory of abelian groups [1,2,7], the theory of modular lattices, and the theory
of bilinear and quadratic forms [9, 14–16,21].
A significant example of posets with additional structure are equipped posets
[17,18,20,22,23], they are posets with an order relation of two kinds. The ideas of
1
those researches were extended in two senses: In [24], the terminology was mod-
ified and generalized equipped posets were introduced and their representations
were studied over Galois field extensions, embracing completely the case studied in
almost all the previous papers on the matter. On the other hand, in [8], there were
introduced posets equipped with three kinds of binary relations (three-equipped
posets) and its representations and corepresentations were defined over an insepa-
rable cubic field extension. These works use, mainly, matrix methods.
Equipped posets (in all senses mentioned above) of finite-representation type
were described in fact in [13], in the course of a research about schurian representation-
finite vector space categories.
In order to study relations of the representations of equipped posets with the
representation theory of algebras, we introduce posets with an additional struc-
ture given by a collection of vector subspaces of an algebra A. We call them
algebraically equipped posets. Generalized equipped posets and p-equipped posets
(also introduced in this paper), for a prime number p, are particular cases of these.
To every algebraically equipped poset, it is assigned an algebra Λ, in such a
way that its representations are the objects of a subcategory of Λ-modules. If the
equipment of the poset (i. e. the collection of vector subspaces) satisfies some
conditions, Λ is a right-peak algebra, in the sense of [19] and [13].
We can extend an algebraically equipped poset, as in [5], to obtain an algebra
Λ, which is right-peak, left-peak and 1-Gorenstein. Moreover, the category of
representations of the original poset is equivalent to the category of right Λ-modules
with projective socle, which do not have the projective-injective Λ-module as a
direct summand.
This last category is, in turn, equivalent to the category V, of right Λ-modules
with injective top, which do not have the projective-injective Λ-module as a direct
summand. Every object M ∈ V has a minimal projective presentation P1 → P2,
where P2 is projective-injective and P1 belongs to V.
The category M formed by the morphisms of the form P1 → P2, has an exact
structure E with enough projective and injective objects, and it holds Ext2E (M,N) =
0, for all M,N ∈ M. Then M is hereditary, in contrast to U and V which, in gen-
eral, are not hereditary. We prove that U and V are equivalent to the the category
M modulo the morphisms which have a factorization through objects of the form
P → 0.
We will show that M is equivalent to the category of representations of a
differential tensor algebra. Through this, we obtain matrix representations and its
corresponding matrix classification problem. It should be mentioned that matrix
problems have been an important classification tool in most of the researches about
representation theory of partially ordered sets.
To be more clear with the equivalences and constructions, this paper includes
an appendix, following [6], about differential tensor algebras (ditalgebras).
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2 Equipped posets and its representations
2.1 p-equipped posets
Let p be a prime number, a finite poset (P,≤) is called p-equipped if to every pair
(x, y) ∈ ≤, it is assigned only one value ℓ ∈ {1, 2, . . . , p}, with the notation x ≤ℓ y,
and the following condition holds:
If x ≤ℓ y ≤m z and x ≤n z, then n ≥ min{ℓ+m− 1, p}. (1)
A relation x ≤ y is called weak or strong, if x ≤1 y or x ≤p y, respectively. It
follows that the composition of a strong relation with any other relation is strong.
For each point x ∈ P, we have that x ≤ℓ x ≤ℓ x implies ℓ ≥ min{2ℓ− 1, p}. If
ℓ ≥ p then ℓ = p. And if ℓ ≥ 2ℓ− 1, then ℓ = 1. This is x ≤1 x, or x ≤p x. In the
first case, we call x a weak point, and in the second one strong. A relation between
an arbitrary point and a strong is always strong.
We write x <ℓ y, if x ≤ℓ y and x 6= y. In particular, if ℓ ∈ {2, 3, . . . , p − 1} we
have x <ℓ y.
If a p-equipped poset P is trivially equipped, i. e. it contains only strong points,
then it is an ordinary poset.
2.1.1 Representations of p-equipped posets
Consider a p-equipped poset P, and a pair of fields (F,G), where G is a normal
extension of degree p over F. We know that G = F(ξ), for some primitive element
ξ, such that ξp = q ∈ F.
Depending on the characteristic of F, the extension G/F may be cyclic or purely
inseparable.
When char F = p, the extension G/F is purely inseparable. In this case, there
is a natural derivation δ of G, which is an endomorphism of G, satisfying
δ(a) = 0, for all a ∈ F, δ(ξi) = iξi−1, for each i < p.
Indeed, the minimal polynomial of ξ over F is tp − q, and the usual derivative
of the polynomial ring F[t], is null on the ideal 〈tp − q〉. Then, there is an induced
derivation of F[t]/〈tp − q〉, from which we obtain δ, by using the isomorphism
F[t]/〈tp − q〉 ∼= G. Clearly δp = 0, and the Leibniz rule holds for every a, b ∈ G,
δ(ab) = aδ(b) + δ(a)b.
If char F 6= p, let σ : G → G be a generator of the Galois group.
Definition 1. Let V be a G-vector space, with char F = p. An F-linear application
d : V → V is called δ-derivation if satisfies:
D.1. dp = 0;
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D.2. d(vg) = d(v)g + vδ(g), for each g ∈ G, v ∈ V .
Definition 2. Let V be a G-vector space, and s : V → V an F-linear application,
with char F 6= p. We say that s is a σ-action, if the following conditions hold
S.1. sp = idV ;
S.2. s(va) = s(v)σ(a), for every v ∈ V , a ∈ G;
A representation V˜ of a p-equipped poset P, over the pair (F,G) is a collection
of the form
V˜ = (V, r;Vx : x ∈ P)
where V is a G-vector space with a σ-action (δ-derivation) r, if char F 6= p (char F =
p), every Vx is a G-subspace of V , and for all x, y ∈ P it holds
x ≤ℓ y ⇒
ℓ−1∑
i=0
ri(Vx) ⊆ Vy.
Let V˜ = (V, r;Vx : x ∈ P) and V˜ ′ = (V
′, r′;V ′x : x ∈ P) be two representations,
a morphism ψ : V˜ → V˜ ′ is a G-linear transformation ψ : V → V ′ that commutes
with the respective σ-actions or δ-derivations, and is such that ψ(Vx) ⊆ V
′
x, for
every x ∈ P.
We denote by RepP the category of representations of a poset P, this is an
additive category, if V˜ and V˜ ′ are two representations, its direct sum is
V˜ ⊕ V˜ ′ = (V ⊕ V ′, r ⊕ r′;Vx ⊕ V
′
x : x ∈ P).
2.1.2 Corepresentations
The p-equipped posets lead naturally to the following definition:
A corepresentation V˜ , of a p-equipped poset P, over the pair (F,G), is a collec-
tion of the form
V˜ = (V ;Vx : x ∈ P)
where V is a G-vector space, every Vx is an F-subspace of V , and for all x, y ∈ P it
holds
x ≤ℓ y ⇒
ℓ−1∑
i=0
Vxξ
i ⊆ Vy.
A morphism ψ : V˜ → V˜ ′ between two corepresentations V˜ and V˜ ′, is a G-linear
transformation ψ : V → V ′, such that ψ(Vx) ⊆ V
′
x, for every x ∈ P.
The corepresentations and its morphisms form an additive category called
CoRepP. In fact, if V˜ and V˜ ′ are two corepresentations, its direct sum is
V˜ ⊕ V˜ ′ = (V ⊕ V ′, Vx ⊕ V
′
x : x ∈ P).
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2.2 Generalized equipped posets
These posets were introduced [24], with the following definition:
A generalized equipped poset is a triple (P,∆, S), where P is a partially ordered
set, ∆ is a finite multiplicative group,
S = {∆xy|x ≤ y in P}
is any collection of non-empty subsets of the group ∆ satisfying the condition
∆xy∆yz ⊆ ∆xz, for any chain x ≤ y ≤ z in P. (2)
Their representations were studied over a Galois group Γ, of a field extension
L/K.
We will give a definition equivalent to that of [24], by using the following idea
of vector space with Γ-action.
An L-vector space V is called space with Γ-action if it has a K-linear transfor-
mation sσ : V → V , for each σ ∈ Γ, such that
T.1. sidL = idV ;
T.2. sτsσ = sτσ;
T.3. sτ (va) = sτ (v)τ(a), for every a ∈ L.
A representation of a generalized equipped poset (P,Γ, S), where S = {Γxy|x ≤
y in P}, is any collection of the form
V˜ = (V ;Vx : x ∈ P),
where V is an L-space with Γ-action, every Vx is an L-subspace of V , and for all
x, y ∈ P, it holds
x ≤ y implies
∑
σ∈Γxy
sσ(Vx) ⊆ Vy.
Let V˜ = (V ;Vx : x ∈ P) and V˜ ′ = (V
′;V ′x : x ∈ P) be representations. A
morphism ψ : V˜ → V˜ ′ is an L-linear transformation ψ : V → V ′ that commutes
with the transformations sσ : V → V and s
′
σ : V
′ → V ′, for every σ ∈ Γ, and is
such that ψ(Vx) ⊆ V
′
x, for all x ∈ P.
The category formed by the representations of a generalized equipped poset
and the morphisms between them, is denoted Rep(P,Γ, S).
Remark 3. If P is a p-equipped poset and we consider its representations over
a cyclic extension G/F, we have a particular case of generalized equipped poset
(P,Γ, S) in which Γ is the cyclic Galois group generated by σ and for every x ≤ℓ y
in P,
Γxy = {σ
i|0 ≤ i ≤ ℓ− 1}.
Notice that a G-space V , is a space with Γ-action if and only if is a space with
σ-action, in the sense of the definition 2. So we conclude that the categories RepP
and Rep(P,Γ, S) are the same.
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3 Algebraically equipped posets
Definition 4. Let K be a field, A be a K-algebra and (P,≤) be a partially ordered
set. A P-multiplicative system R, is a collection
R = {Ri,j ⊆ A | i, j ∈ P such that i ≤ j, },
of K-vector subspaces Ri,j of A, that satisfy the following conditions:
M.1 For every i, j, l ∈ P with i ≤ j ≤ l, we have Ri,jRj,l ⊆ Ri,l.
M.2 For every i ∈ P, the space Ri = Ri,i is a K-algebra with unit 1i, such that for
all r ∈ Ri,j it holds 1ir = r = r1j, for each j ∈ P, i ≤ j.
The triple (P, A,R) is and algebraically equipped poset. We say that R is an
equipment of the poset P, over A.
Definition 5. A representation L˜, of an algebraically equipped poset (P, A,R), is
a collection L˜ = (L,Li : i ∈ P), where L is a right A-module, and Li is a vector
subspace of L, for every i ∈ P, such that the following conditions hold;
L.1 LiRi,j ⊆ Lj , for each pair i, j ∈ P, with i ≤ j.
L.2 a1i = a, for all a ∈ Li.
A representation morphism h : L˜ → M˜ , is an right A-module morphism h :
L→M , such that h(Li) ⊆Mi, for every i ∈ P.
The representations and the morphisms between them form a category called
Rep(P, A,R).
3.1 Algebraically equipped posets associated to Gener-
alized equipped posets
Representations of generalized equipped posets were studied over a Galois field
extension L/K, so we will construct an equipment T for a poset P, over the algebra
A = (EndK L)
op.
Every a ∈ L, determines a K-endomorphism µa : L → L, given by multiplication,
that is,
µa(b) = ab, for all b ∈ L. (3)
Notice that, for every σ in the Galois group Γ,
(σµa)(b) = σ(ab) = σ(a)σ(b) = µσ(a)σ(b).
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The K-algebra EndK L has a left L-vector space structure given by the identi-
fication of every l ∈ L with µl, then, for all h ∈ EndK L and l ∈ L, we identify
lh = µlh. This product gives to A a right L-vector space structure.
Due to the linear independence of the Galois automorphisms over L (see [12]),
dimL
{∑
σ∈Γ
µaσσ|aσ ∈ L
}
= [L : K].
And dimL EndK L = [L : K], then any h ∈ EndK L can be written in a unique
way as
h =
∑
σ∈Γ
µaσσ, (4)
for some aσ ∈ L.
For h, h′ ∈ EndK L, the multiplication in A is denoted by h ∗ h
′ = h′h.
Let (P,Γ, S) be a generalized equipped poset with, S = {Γxy|x ≤ y en P}.
Consider the L-vector subspaces Tx,y ⊆ A spanned by Γx,y, for x ≤ y,
Tx,y = K
〈 ∑
σ∈Γxy
σ ∗ µaσ | aσ ∈ L
〉
= K
〈 ∑
σ∈Γxy
µaσσ | aσ ∈ L
〉
= L 〈Γxy〉 .
If x ≤ y ≤ z in P, σ ∈ Γxy, τ ∈ Γyz and a, b ∈ L, we have
µaσµbτ = µaµσ(b)στ = µaσ(b)στ.
By Condition (2) in the definition of generalized equipped poset,
Tx,yTy,z ⊂ Tx,z.
For all x ∈ P, the set Γx = Γx,x is a subgroup of Γ, so we call K(x) its fixed
field.
If α ∈ Tx = Tx,x, it can be written as α =
∑
σ∈Γx
σ ∗ µaσ , for some aσ ∈ L.
Therefore, every Tx is a K-subalgebra of A, and
Tx ∼= (EndK(x) L)
op. (5)
Then, the collection T = {Tx,y ⊆ A | x, y ∈ P such that x ≤ y, } is a P-
multiplicative system.
Theorem 6. Using the notation of this section, the categories Rep(P,Γ, S) and
Rep(P, A,T ) are equivalent.
Proof. Consider V˜ = (V ;Vx : x ∈ P) ∈ Rep(P,Γ, S), let us define the following
action of A over V ;
va =
∑
σ∈Γ
sσ(v)aσ ; (6)
7
for every v ∈ V y a ∈ A, of the form a =
∑
σ∈Γ σ ∗ µaσ , for some aσ ∈ L.
Notice that when a is the unit of A, we have va = v for all v ∈ V . And if
σ, τ ∈ Γ and a, b ∈ L,
(vσ ∗ µa)τ ∗ µb = (sσ(v)a)τ ∗ µb = sτ (sσ(v)a)b
= sτ (sσ(v))τ(a)b
= sτσ(v)τ(a)b
= v(τσ ∗ µτ(a)b) = v(τσ ∗ µbτ(a))
= v(µbτ(a)τσ) = v(µbµτ(a)τσ)
= v(µb(µτ(a)τ)σ) = v(µbτµaσ) = v((µaσ) ∗ (µbτ))
= v((σ ∗ µa) ∗ (τ ∗ µb)).
That is, for every a, b ∈ A
(va)b = v(ab);
so the action (6), gives a right A-module structure to V , and is such that,
VxTx,y ⊆ Vy,
is equivalent to ∑
σ∈Γxy
sσ(Vx) ⊆ Vy.
Therefore, V˜ is an object of Rep(P, A,T ).
If V˜ = (V, Vx : x ∈ P) ∈ Rep(P, A,T ), as V is a right A-module, then it is a
right L-module by using the identification
L = {µa|a ∈ L} .
So V is an L-vector space. To give it a Γ-action, we define for each σ ∈ Γ
sσ : V → V : v 7→ vσ.
Clearly, with this definition
VxTx,y ⊆ Vy,
if and only if ∑
σ∈Γxy
sσ(Vx) ⊆ Vy.
By the A-module structure of V , the condition T.1 holds, and for v ∈ V, σ, τ ∈
Γ,
sτ (sσ(v)) = (vσ)τ = v(σ ∗ τ) = v(τσ) = sτσ(v);
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then, we have T.2.
The condition T.3 is satisfied because for a ∈ L,
sσ(va) = vaσ = v(µa ∗ σ) = v(σµa) = v(µσ(a)σ) = v(σ ∗ µσ(a)) = sσ(v)σ(a).
Hence, V is an L-space with Γ-action, and V˜ ∈ Rep(P,Γ, S).
Let V˜ = (V, Vx : x ∈ P) and V˜ ′ = (V
′, V ′x : x ∈ P) be two representations of
(P, A,T ). An application h : V → V ′ is a morphism in Rep(P, A,T ), if and only
if, h is an A-module morphism and h(Vx) ⊆ V
′
x, for all x ∈ P. That is, for every
v ∈ V , a ∈ A, we have that h(va) = h(v)a, and by (4), this is equivalent to have
h(v(σ ∗ µl)) = h(v)(σ ∗ µl)
h(sσ(v)l) = s
′
σ(h(v))l,
for every σ ∈ Γ, l ∈ L.
And the last happens if and only if h is L-linear, and commutes with every sσ
and s′σ.
We conclude that h is a morphism in Rep(P, A,T ), if and only if, it is a mor-
phism in Rep(P,Γ, S), and the theorem is proved.
3.2 Algebraically equipped posets associated to p-equipped
posets
3.2.1 Equipment over a field
Let (F,G) be a pair of fields as in the section 2.1.
Definition 7. Let P be a p-equipped poset. The field G, is an F-algebra, so we
can define a P-multiplicative system Q = {Qx,y ⊆ G | x, y ∈ P such that x ≤ y, },
by assigning to each x ≤ℓ y in P, the F-space
Qx,y = F〈1, ξ, ξ
2, . . . , ξℓ−1〉.
For every x, y, z ∈ P such that x ≤ℓ y ≤m z, we have
Qx,yQy,z = F〈1, ξ, ξ
2, . . . , ξℓ+m−2〉.
If ℓ+m− 1 ≥ p, then Qx,yQy,z = F〈1, ξ, ξ
2, . . . , ξp−1〉 = G.
By the condition (1) in the definition of p-equipped poset, x ≤n z, with n ≥
min{ℓ+m− 1, p}, so
Qx,yQy,z ⊆ F〈1, ξ, ξ
2, . . . , ξn−1〉 = Qx,z;
therefore Q satisfies M.1.
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It is clear that Qx,y = F, when x ≤
1 y, and Qx,y = G if x ≤
p y. In particular,
Qx =
{
F, if x is weak,
G, si x is strong,
this is, Q satisfies the condition M.2, then it is a P-multiplicative system.
We conclude that (P,G,Q) is an algebraically equipped poset.
For any collection V˜ = (V ;Vx : x ∈ P), where V is a G-module, so it is a
G-vector space, and each Vx is an F-subespace of V , we have that, for all x ≤
ℓ y in
P, the condition VxQx,y ⊆ Vy is equivalent to
∑ℓ−1
i=0 Vxξ
i ⊆ Vy.
Hence, V˜ ∈ CoRepP if and only if V˜ ∈ Rep(P,G,Q).
Obviously a morphism in CoRepP is a morphism in Rep(P,G,Q) and vice
versa. Then, we have the following equivalence:
CoRepP ∼= Rep(P,G,Q).
3.2.2 Equipment over an endomorphism algebra
Let P be a p-equipped poset, and RepP its category of representations over the
pair (F,G). Consider the F-algebras
EndF G and A = (EndF G)
op.
As in Section 3.1, the multiplication in A is denoted by h ∗ h′ = h′h, for all
h, h′ ∈ EndF G.
From every g ∈ G, we obtain an F-endomorphism µg : G → G, given by,
µg(a) = ga, for all a ∈ G. (7)
We denote ϑ =
{
σ, if char F 6= p,
δ, if char F = p.
In the following result, we define an equipment for a p-equipped poset P, over
A. If char F 6= p, by Remark 3, the poset P is a particular case of generalized
equipped poset, then the P-multiplicative system we will construct next, is the
same as in the section 3.1.
Proposition 8. Let P be a p-equipped poset. The colection
T = {Tx,y = Aℓ | x ≤
ℓ y}x,y∈P,
where, to every x ≤ℓ y in P, it is assigned the following F-subspace of A,
Aℓ = F
〈
ℓ−1∑
i=0
ϑi ∗ µgi | gi ∈ G
〉
= F
〈
ℓ−1∑
i=0
µgiϑ
i | gi ∈ G
〉
,
is a P-multiplicative system that satisfies
Tx ∼= G, if x is weak, and
Tx = A, if x is strong.
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Proof. Clearly,
A1 = F 〈µg | g ∈ G〉 ∼= G.
For every weak point x ∈ P, by definition x ≤1 x, then Tx ∼= G.
If t ≥ p,
F
〈
t−1∑
i=0
ϑi ∗ µgi | gi ∈ G
〉
= F
〈
t−1∑
i=0
µgiϑ
i | gi ∈ G
〉
= Ap,
because ϑp = δp = 0, or ϑp = σp = idG.
When char F = p, we have that ϑ = δ and for all a, g ∈ G,
δµg(a) = δ(ga) = gδ(a) + δ(g)a = µgδ(a) + µδ(g)(a).
We suppose, as induction hypothesis, that k ∈ N,
δkµg =
k∑
i=0
(
k
i
)
µδi(g)δ
k−i; (8)
for k ∈ N.
By composing with δ,
δk+1µg =
k∑
i=0
(
k
i
)
δµδi(g)δ
k−i
=
k∑
i=0
(
k
i
)
(µδi(g)δ + µδi+1(g))δ
k−i
= µgδ
k+1 + · · · +
(
k
i− 1
)
µδi−1(g)δ
k−i+2
+
(
k
i− 1
)
µδi(g)δ
k−i+1 +
(
k
i
)
µδi(g)δ
k−i+1
+
(
k
i
)
µδi+1(g)δ
k−i + · · · + µδk+1(g)
=
k+1∑
i=0
(
k + 1
i
)
µδi(g)δ
k+1−i.
Then, we have (8) for every k.
If char F 6= p, as ϑ = σ, then for all a, g ∈ G,
(σµg)(a) = σ(ga) = σ(g)σ(a) = µσ(g)σ(a).
For any natural number k, and any g ∈ G, let us give the induction hypothesis
σkµg = µσk(g)σ
k. (9)
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By composing with σ
σk+1µg = σµσk(g)σ
k
= µσk+1(g)σ
k+1.
Hence (9) holds for every k.
Consider x ≤ℓ y ≤m z in P, for a, b ∈ G, when char F = p
µaδ
ℓ−1µbδ
m−1 =
ℓ−1∑
i=0
(
ℓ− 1
i
)
µaδi(b)δ
ℓ+m−2−i;
or, if char F 6= p
µaσ
ℓ−1µbσ
m−1 = µaσℓ−1(b)σ
ℓ+m−2.
Therefore (ϑℓ−1 ∗ µa)(ϑ
m−1 ∗ µb) ∈ An, where n = min{ℓ+m− 1, p}. That is,
AℓAm ⊆ An.
Moreover, if ℓ+m− 1 ≥ p, then Ap ⊆ AℓAm, and if n < p, any element of the
form ϑn
′
∗ µb ∈ An, can be written as ϑ
ℓ′(ϑm
′
∗ µb), where ℓ
′ < ℓ and m′ < n, so
ϑn
′
∗ µb ∈ AℓAm. We have that
AℓAm = An, where n = min{ℓ+m− 1, p}. (10)
By the definition of a p-equipped poset (see (1)), x ≤t z, with t ≥ n, then
Tx,yTy,z ⊆ Tx,z;
so T satisfies the condition M.1.
Notice that Aℓ is an A1-bimodule, for 1 ≤ ℓ ≤ p, and, when char F 6= p, due to
linear independence of that Galois automorphisms,
dimA1 Aℓ = ℓ. (11)
If char F = p, consider a non trivial equation in Aℓ, of the form
µa1 + δ ∗ µa2 + · · ·+ δ
ℓ−1 ∗ µaℓ = 0,
this is equivalent to
µa1 + µa2δ + · · ·+ µaℓδ
ℓ−1 = 0.
Let i be the minimum index such that ai 6= 0, composing by µa−1i
δi−1 + µbi+1δ
i + · · ·+ µbℓδ
l−1 = 0,
where bj = aja
−1
i para j ∈ {i+ 1, . . . , ℓ− 1}. Then
δi−1 = −µbi+1δ
i − · · · − µbℓδ
l−1.
Composing the previous expression from the right by δp−i, we obtain δℓ−1 = 0,
which is a contradiction. Then, the equation (11) holds for any characteristic of F.
As dimA1 Ap = p, then Ap = A.
Therefore
Tx =
{
A1 ∼= G, if x is weak,
Ap = A, if x is strong.
for each x ∈ P,
So T also satisfies the condition M.2., which finishes the proof.
For the categories of representations we have the next result.
Theorem 9. If RepP is the category of representations of a p-equipped poset P,
over the pair (F,G), we have the equivalence
RepP ∼= Rep(P, A,T );
where A = (EndF G)
op and T is the P-multiplicative system defined in Proposition
8.
Proof. By Remark 3, when char F 6= p, we have the present result because of
Theorem 6. So we will deal in this proof with the case char F = p.
If V˜ = (V, r;Vx : x ∈ P) ∈ RepP, we want to give to V a right A-module
structure.
Every a ∈ A can be written, in a unique way, as
a =
p−1∑
i=0
ϑi ∗ µgi .
for some gi ∈ G.
We define the following action of A over V , for all v ∈ V :
va =
p−1∑
i=0
ri(v)gi.
If a is the unit in A, it is clear that va = v for any v ∈ V .
To prove that this action gives to V a right A-module structure, it is enough to
prove that for every a, b ∈ A, of the form a = ϑi∗µg = µgϑ
i and b = ϑj ∗µh = µhϑ
j,
for some g, h ∈ G we have:
(va)b = v(a ∗ b) = v(ba). (12)
If char F = p, we have that ϑ = δ and r = d is a δ-derivation. By D.2., for all
v ∈ V , g ∈ G y j < p,
dj(vg) =
j∑
s=0
(
j
s
)
dj−s(v)δs(g).
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Then,
(v(µgδ
i))(µhδ
j) = [di(v)g)](µhδ
j)
= dj(di(v)g)b =
j∑
s=0
(
j
s
)
dj+i−s(v)δs(g)h.
Furthermore,
(µhδ
j)(µgδ
i) =
j∑
s=0
(
j
s
)
µh(µδs(g))δ
j+i−s =
j∑
s=0
(
j
s
)
(µδs(g)h)δ
j+i−s.
Therefore,
v[(µhδ
j)(µgδ
i)] =
j∑
s=0
(
j
s
)
dj+i−s(v)δs(g)h.
Consequently (12) holds.
We conclude that V is a right A-module.
Notice that, for x ≤ℓ y in P, the condition
VxTx,y ⊆ Vy,
is equivalent to
ℓ−1∑
i=0
ri(Vx) ⊆ Vy.
Hence (V, Vx : x ∈ P) is an object of Rep(P, A,T ).
Conversely, if V˜ = (V, Vx : x ∈ P) ∈ Rep(P, A,T ). As V is a right A-module,
in particular it is is a right G-module. We define r : V → V for v ∈ V ,
r(v) = vϑ. (13)
When char F = p, we have rp(v) = vδp = 0. And, for all v ∈ V y g ∈ G,
r(vg) = (vg)(δ) = (vµg)(δ) = v(µg ∗ δ) = v(δµg)
= v(µgδ + µδ(g)) = r(v)g + vδ(g).
So r is a δ-derivation.
With this r, we have again
VxTx,y ⊆ Vy ⇔
ℓ−1∑
i=0
ri(Vx) ⊆ Vy;
for every x ≤ℓ y in P.
Therefore (V, r;Vx : x ∈ P) ∈ RepP.
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For two representations V˜ = (V, Vx : x ∈ P) and V˜ ′ = (V
′, V ′x : x ∈ P) of
(P, A,T ), an application h : V → V ′ is a morphism in Rep(P, A,T ), if and only if
it is an A-module morphism, and h(Vx) ⊆ V
′
x, for every x ∈ P. Then, for v ∈ V ,
a =
∑p−1
i=0 ϑ
i ∗ µgi ∈ A,
h(va) = h(v)a;
h
(
v
p−1∑
i=0
ϑi ∗ µgi
)
= h(v)
p−1∑
i=0
ϑi ∗ µgi ;
by using (13),
h
(
p−1∑
i=0
ri(v)µgi
)
=
p−1∑
i=0
(r′)ih(v)µgi .
The last equation holds if and only if h is G-linear, commutes with r and r′,
and h(Vx) ⊆ V
′
x, for all x ∈ P. That is, h is a morphism in Rep(P, A,T ), if and
only if it is a morphism in RepP. The theorem is proved.
4 Incidence algebras
Given the algebra Mm(K), of matrices of size m over a field K, its standard basis
elements are the matrices ei,j , with 1 at the place (i, j) and 0 otherwise. Recall
that the incidence algebra A(P), of P over K, is a subalgebra of Mm(K) spanned
by the elements ei,j with i ≤ j in P (see for instance [3]), i. e.,
Λ(P) =
⊕
i≤j
i,j∈P
ei,jK.
Let (P, A,R) be an algebraically equipped poset.
Notice that Ri,j is a Ri-Rj-bimodule, for all i, j ∈ P.
We define
Λ = Λ(R) =
⊕
i≤j
i,j∈P
ei,jRi,j;
which is a subset of the K-algebra
⊕
i≤j
i,j∈P
ei,jA ⊂Mm(A).
Consider a =
∑
i≤j
i,j∈P
ei,jai,j, b =
∑
k≤l
k,l∈P
ek,lbk,l ∈ Λ, for some ai,j, bi,j ∈ Ri,j.
The sum and product
a+ b =
∑
i≤j
i,j∈P
ei,jai,j + bi,j ∈ Λ;
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ab =
∑
i≤j≤l
i,j,l∈P
ei,lai,jbj,l ∈ Λ;
and, for z ∈ K
za =
∑
i≤j
i,j∈P
ei,jzai,j; bz =
∑
k≤l
i,j∈P
ek,lbk,lz;
every Ri,j is a K-vector space so, zai,j, bi,jz ∈ Ri,j, for all i, j ∈ P, therefore
za, bz ∈ Λ.
Then Λ has a K-algebra structure, but it is not always a subalgebra of Mm(A),
because their units are not necessarily the same.
We denote ei = ei,i1i, for all i ∈ P. If 1 is the unit of Λ, then 1 =
∑
i∈P ei is a
decomposition in a sum of ortogonal idempotents.
The subalgebra S =
∑
i∈P ei,iRi ⊂ Λ, determines a decomposition of Λ as a
direct sum of S-S-bimodules:
Λ = S ⊕ J, where J =
⊕
i<j
i,j∈P
ei,jRi,j . (14)
It is easy to see that J is a bilateral ideal of Λ, and Jm = 0, moreover if Ri is
a semisimple algebra, for all i ∈ P, then S is semisimple and J is the radical of Λ.
For a representation L˜ of (P, A,R) (Definition 5), we define a right Λ-module,
as follows:
u(L˜) =
⊕
i∈P
Li, (15)
if x ∈
⊕
i∈P Li and a =
∑
i≤j
i,j∈P
ei,jri,j ∈ Λ, then xa =
∑m
i=1 i i
(∑m
j=1 πj(x)rj,i
)
,
where i i : Li → u(L˜) and πj : u(L˜) → Lj are the i-th canonical inclusion and the
j-th canonical projection.
Let h : L˜→ M˜ be a morphism of representations, we define
u(h) : u(L˜)→ u(M˜ )
as follows: If x = (x1, x2, . . . , xm) ∈ u(L˜), then
u(h)(x) = (h(x1), h(x2), . . . , h(xm)).
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For a =
∑
i≤j
i,j∈P
ei,jri,j ∈ Λ and x = (x1, x2, . . . , xm) ∈ u(L˜), we have
u(h)(xa) = (h(π1(xa)), h(π2(xa)), . . . , h(πm(xa)))
=
h
 m∑
j=1
xjrj,1
 , h
 m∑
j=1
xjrj,2
 , . . . , h
 m∑
j=1
xjrj,m

=
 m∑
j=1
h(xjrj,1),
m∑
j=1
h(xjrj,2), . . . ,
m∑
j=1
h(xjrj,m)

=
 m∑
j=1
h(xj)rj,1,
m∑
j=1
h(xj)rj,2, . . . ,
m∑
j=1
h(xj)rj,m

= u(h)(x)a.
In this way, u(h) is a right Λ-module morphism. Clearly, if h is a monomorphism,
u(h) is a monomorphism, too.
Consider the case where the units 1i ∈ Ri are equal to the unit 1 of A, for every
i ∈ P. An example of representation of (P, A,R) is the constant representation M˜c,
associated to a right A-module M , in which M˜c = (M,Mi : i ∈ P) with Mi = M ,
for all i ∈ P.
We denote by D, the duality with respect to the field K. If L is a left A-module,
D(L) is a right A-module, and we can consider the dual notion of left constant
representation L˜c, associated to L, and construct the left Λ-module u(L˜c) = L
m.
With this notation, we have the following result.
Lemma 10. Let L be a left A-module, then
D
(
u
(
L˜c
))
∼= u
(
D˜(L)c
)
.
Proof. We have u
(
L˜c
)
= L⊕· · ·⊕L = Lm. There is a K-vector spaces isomorphism
ψ : D
(
u
(
L˜c
))
→ D(L)m = D(L)⊕ · · · ⊕D(L) = u
(
D˜(L)c
)
.
Let f : u
(
L˜c
)
→ K be a linear transformation in D
(
u
(
L˜c
))
and a =∑
i≤j
i,j∈P
ei,jri,j ∈ A, then
ψ(f) = (f i1, f i2, . . . , f im),
besides
ψ(fa) = (faia1, fai2, . . . , faim).
17
For i ∈ {1, 2, . . . ,m} and y ∈ L
πi(ψ(fa))(y) = (fa)i i(y) = f(ai i(y)) = f(a1,iy, a2,iy, . . . , am,iy)
=
m∑
j=1
f(i j(aj,iy)) =
m∑
j=1
f ijaj,i(y) = (ψ(f)a)(i i(y)) = πi(ψ(f)a)(y).
Therefore ψ(fa) = ψ(f)a, and the lemma is proved.
The following proposition allows us to construct some other representations.
Proposition 11. Let V be a K-vector space and L˜ = (L,Li : i ∈ P) be a repre-
sentation of (P, A,R). Then (V ⊗K L, V ⊗K Li : i ∈ P) is another representation,
denoted by V ⊗K L˜. Moreover,
V ⊗K u(L˜) ∼= u(V ⊗K L˜).
Proof. For i ≤ j in P, we have
(V ⊗K Li)Ri,j = V ⊗K LiRi,j ⊆ V ⊗K Lj.
There is a K-vector spaces isomorphism
ψ : V ⊗K u(L˜) = V ⊗K
(⊕
i∈P
Li
)
→ u(V ⊗K L˜) =
⊕
i∈P
(V ⊗K Li),
such that, for all v ∈ V, x = (x1, x2, . . . , xm) ∈ u(L˜),
ψ(v ⊗ x) = ψ(v ⊗ (x1, x2, . . . , xm)) = (v ⊗ x1, v ⊗ x2, . . . , v ⊗ xm).
If a = (ai,j) ∈ Λ, then
ψ([v ⊗ x]a) = ψ(v ⊗ xa) = ψ
v ⊗
 m∑
j=1
xjaj,1,
m∑
j=1
xjaj,2, . . . ,
m∑
j=1
xjaj,m

=
v ⊗ m∑
j=1
xjaj,1, v ⊗
m∑
j=1
xjaj,2, . . . , v ⊗
m∑
j=1
xjaj,m

= (v ⊗ x1, v ⊗ x2, . . . , v ⊗ xm)a = ψ(v ⊗ x)a.
This proves that ψ is a right Λ-module isomorphism, i. e.,
V ⊗K u(L˜) ∼= u(V ⊗K L˜).
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Let (P, A,R) be an algebraically equipped poset. We denote by Pm, the poset
obtained by adding a maximal point m , to P.
A Pm-multiplicative system Rm, is the collection
Ri,j, for every i ≤ j in P,
Ri,m = A, for every i ∈ P
m.
(16)
Any representation of (Pm, A,Rm) is of the form L˜ = (L,Li : i ∈ P, Lm),
notice that LmRm = LmA ⊆ Lm, then Lm is a right A-module.
We call S the full subcategory of Rep(Pm, A,Rm) whose objects are such that
L = Lm.
If to each (L,Li : i ∈ P) ∈ Rep(P, A,R), we assign the representation (L,Li :
i ∈ P, Lm = L) of (P
m, A,Rm), we have an equivalence between Rep(P, A,R) and
S.
Moreover, when A is semisimple, if an object L˜ ∈ Rep(Pm, A,Rm) is indecom-
posable, then L˜ ∈ S, or Li = 0, for every i ∈ P. More generally, in this case, any
L˜ ∈ Rep(Pm, A,Rm), can be written L˜ = L˜1 ⊕ L˜2, where L˜1 ∈ S and L2i = 0, for
all i ∈ P.
Let us construct the algebra Λ = Λ(Pm). The equation (15) determines a
functor u : S → ModΛ, with the following properties.
Proposition 12. With the previous notation, the functor u : S → ModΛ is full
and faithful.
Proof. Let L˜ = (L,Li : i ∈ P
m) and M˜ = (M,Mi : i ∈ P
m) be objects in S and
f : L˜→ M˜ be a morphism between them, such that u(f) = 0. That is
u(f) = (f(L1), f(L2), . . . , f(Lm)) = 0,
so, f(Lm) = f(L) = 0, this is, f = 0, then the functor is faithful.
Let g : u(L˜) → u(M˜) be a Λ-module morphism. For i ∈ P, we choose an
element y ∈ Li ⊆ Lm = L. Consider g(i i(y)) ∈ u(M˜ ), and its i-th projection
πig(i i(y)) ∈Mi.
By defining
f = πmgim : Lm = L→Mm =M
we have that
f(y) = (πmgim)(y) = (πmg)(im(y))
= (πmg)(i i(y)ei,m) = πm(g(i i(y))ei,m) = πi(g(i i(y)))
= (πigi i)(y) ∈Mi.
Then f(Li) ⊆Mi, therefore f is a morphism in S such that
u(f) = (gi1, gi 2, . . . , gim) = g.
We conclude that u is a full functor.
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Proposition 13. Suppose that X ∈ ModA is of the form X = u(L˜), for some
L˜ = (L,Li : i ∈ P
m) ∈ S. If Y is a submodule of X, then there exists N˜ ∈ S, such
that Y = u(N˜ ).
Proof. For every i ∈ P,
Y ei ⊆ Xei = u(L˜)ei = i i(Li).
The eiAei-module Y ei has a K-vector space structure because eiAei ∼= Ri is a
K-algebra. Besides, as Li is a K-subspace of L, there exists a K-subspacie Ni ⊆ Li
such that i i(Ni) = Y ei.
We define the collection
N˜ = (Nm, Ni : i ∈ P
m).
Clearly, N˜ satisfies L.2.
Consider i, j ∈ P such that i ≤ j, y ∈ Ni and a ∈ Ri,j ∼= eiAej . We have that
i i(y) ∈ Y ei, then i i(y)(eiaej) ∈ Y ej . Besides,
i i(y)(eiaej) = i i(ya)ei,j = i j(ya),
so i j(ya) ∈ i j(Nj), therefore ya = πj(i j(ya)) ∈ πj i j(Nj) = Nj. This proves that
NiRi,j ⊆ Nj .
In particular, NmRm = NmA ⊆ Nm, then Nm is an A-module containing Ni,
for all i ∈ P.
We conclude that N˜ is an object of S, such that
Y = u(N˜) =
⊕
i∈Pm
Ni ⊆
⊕
i∈Pm
Li,
which finishes the proof.
5 Right peak algebras
Definition 14. Let P be a partially ordered set with a maximal element m. An
admissible system R = {Ri,j}i≤j , is a P-multiplicative system that satisfies the
following additional conditions
A.1 Ri = Ri,i is a division K-ring, for all i ∈ P.
A.2 If j < m and x ∈ Ri,j is different from 0, then there exists y ∈ Rj,l, with l 6= j,
such that xy 6= 0.
Let us construct Λ = Λ(R), if R is an admissible system, the projective Λ-
module emΛ is simple.
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To a p-equipped or generalized equipped poset P, we assign some P-multiplicative
systems Q and T (see Sections 3.1 and 3.2). These systems are extended to Qm
and T m following (16). Recall that
Qmx =
{
F, if x is weak,
G, if x is strong,
so A.1. holds for Qm. For any j ∈ P and x ∈ Qi,j a no-null element, it is enough to
take the unit 1 ∈ G = Qj,m, to satisfy A.2. Therefore Q
m is an admissible system.
The system T m satisfies A.2, because if x ∈ Ti,j is such that x 6= 0, for some
j ∈ P, there is the identity id ∈ A = Tj,m such that x = xid 6= 0. However,
Tm = A is not a division ring, then A.1. does not hold.
We will describe next, some interesting properties of admissible systems. As
T m does not have those properties, we will construct an admissible system R, in
such a way that the algebras Λ(T m) and Λ(R) are Morita equivalent.
Lemma 15. Let R be an admissible system, and Λ = Λ(R). If M is a right Λ-
module, then Mem is a submodule of M , isomorphic to (emΛ)
ν , for some cardinal
ν. Furthermore, ν = dimR
m
Mem.
Proof. We have MemΛ = MemΛem ⊂ Mem, therefore Mem is a submodule of
M .
For any x ∈ Mem, x 6= 0, we define fx : emΛ→ Mem : a 7→ xa, for a ∈ emΛ.
Notice that fx is a right Λ-module morphism such that f(em) = xem = x, then
Im fx is a submodule of Mem isomorphic to emΛ, hence, Mem is a sum of simple
modules isomorphic to emΛ, that is why Mem is isomorphic to a direct sum of the
form (emΛ)
ν , for some cardinal ν. It is clear that ν = dimR
m
Mem.
Proposition 16. Let R be an admissible system. For every i ∈ P, we have
soc(eiΛ) ∼= (emΛ)
ν(i),
with ν(i) = dimR
m
Ri,m.
Proof. For j 6= m, consider x ∈ soc(eiΛ)ej ⊂ eiΛej , x 6= 0, then x = ei,jx0, for
some x0 ∈ Ri,j, with x0 6= 0. By definition 14, A.2, there exists y0 ∈ Rj,l, for some
l 6= j, such that x0y0 6= 0.
Then y = ej,ly0 belongs to the radical of Λ, and xy = x0ei,jej,ly0 = x0y0ei,l 6= 0,
which contradicts x ∈ soc(eiΛ). Hence,
soc(eiΛ) = eiΛem.
By Lemma 15, eiΛem is a submodule of eiΛ, such that eiΛem = soc(eiΛ) ∼=
(emΛ)
ν(i), with ν(i) = dimR
m
Ri,m.
Following [19], we call an algebra right peak, if its socle is a direct sum of finite
copies of a simple projective module. From the previous result we have:
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Proposition 17. If R is an admissible system, then Λ = Λ(R) is a right peak
algebra.
Proof. We have that
soc ΛΛ =
⊕
i∈P
soc(eiΛ) =
⊕
i∈P
(emΛ)
ν(i) = (emΛ)
ν ,
besides, ν = dimR
m
Λem.
5.1 Morita equivalence
Consider a poset (P, A,T ) as in Section 3.1 or 3.2.2, and its extension to (Pm, A,T m).
By Proposition 8 and Equation (5), we have that Tx is semisimple with one sim-
ple, up to isomorphism, then, for all x ∈ Pm, there exist idempotents ε1x, . . . , ε
n(x)
x ∈
Tx such that
Tx = ε
1
xTx ⊕ · · · ⊕ ε
n(x)
x Tx;
with ε1xTx
∼= · · · ∼= ε
n(x)
x Tx.
For every x ≤ y in Pm, we define the following subspace of A,
Rx,y = ε
1
xTx,yε
1
y.
The collection R = {Rx,y} x≤y
x,y∈Pm
is a Pm-multiplicative system.
For every x ∈ Pm,
Rx = ε
1
xTxε
1
x
∼= EndTx(ε
1
xTx);
with ε1xTx a simple module, then Rx is a field, and A.1 holds.
For j ∈ P if there is x ∈ Ri,j with x 6= 0, we choose id ∈ Tj,m = A,
x = xid = xε1j id = xε
1
j(ε
1
m
+ · · ·+ ε
n(m)
m
);
then, for some idempotent εℓ
m
we have xε1jε
ℓ
m
6= 0.
Every isomorphism ψ : ε1
m
A→ εℓ
m
A is such that
ψ(a) = ψ(ε1
m
a) = ψ(ε1
m
)a = ψ(ε1
m
)ε1
m
a;
for all a ∈ ε1
m
A, in particular, εℓ
m
= ψ(a0), for some a0 ∈ ε
1
m
A.
We have
0 6= xε1jε
ℓ
m
= xε1jψ(a0) = xε
1
jψ(ε
1
m
)ε1
m
a0.
Then ε1jψ(ε
1
m
)ε1
m
∈ Rj,m, and is such that xε
1
jψ(ε
1
m
)ε1
m
6= 0.
Hence, R satisfies A.2, therefore, it is an admissible system.
Calling Λ = Λ(T m), and
ε =
∑
i∈Pm
eiε
1
i , (17)
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then, Λ(R) = εΛε.
As EndΛ(eiε
ℓ
iΛ)
∼= eiε
ℓ
iΛeiε
ℓ
i
∼= Ri is a field, the indecomposable projective
Λ-modules are of the form eiε
ℓ
iΛ, for i ∈ P
m and ℓ ∈ {1, . . . , n(i)}.
If m ∈ {1, 2, . . . , n(i)}, with ℓ 6= m, for each eiε
ℓ
i , eiε
m
i ∈ Λ, we have iso-
morphisms ψ : εℓiA → eiε
m
i A and ϕ : ε
m
i A → eiε
ℓ
iA such that ψ(ε
ℓ
i) = ε
m
i and
ϕ(εmi ) = ε
ℓ
i . Then
eiε
ℓ
i = eiϕ(ε
m
i ) = eiϕ(ε
m
i )ε
m
i = eiϕ(ε
m
i )ψ(ε
ℓ
i) = (eiϕ(ε
m
i ))(eiψ(ε
ℓ
i))
and
eiε
m
i = eiψ(ε
ℓ
i) = eiψ(ε
ℓ
i)ε
ℓ
i = eiψ(ε
ℓ
i)ϕ(ε
m
i ) = (eiψ(ε
ℓ
i ))(eiϕ(ε
m
i ));
Hence,
eiε
ℓ
iΛ→ eiε
m
i Λ : a 7→ (eiψ(ε
ℓ
i ))a
is a Λ-module isomorphism.
If j ∈ Pm is such that i 6= j, or
HomΛ(ejε
1
jΛ, eiε
1
iΛ)
∼= eiε
1
iΛejε
1
j = 0,
or
HomΛ(eiε
1
iΛ, ejε
1
jΛ)
∼= ejε
1
jΛeiε
1
i = 0.
Therefore eiε
1
iΛ is not isomorphic to ejε
1
jΛ.
The projective Λ-modules of the form eiε
ℓ
iΛ, for each i ∈ P
m, are a represen-
tative system of the indecomposable projective Λ-modules.
We conclude that Λ and Λ(R) are Morita-equivalent.
6 Socle-projective modules
Let Λ(R) be the algebra corresponding to an admissible systemR. The right Λ(R)-
modules whose socle is projective, were called, in [19], socle-projective modules,
naturally.
The only simple projective Λ(R)-module is emΛ(R), by Lema 15, a right Λ(R)-
module M is socle-projective, if and only if
socM =Mem ∼= (emΛ(R))
ν ,
with ν = dimR
m
Mem.
We denote by E the injective envelope of emΛ(R).
Proposition 18. A right Λ(R)-module M , is socle-projective if and only if it is a
submodule of a coproduct of copies of the injective envelope E.
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Proof. Suppose that M is socle-projective, socM is a direct sum of copies of
emΛ(R), therefore the injective envelope of socM is a direct sum of copies of
E. As the injective envelopes of M and socM coincide, and M is a submodule of
its injective envelope, we have that M is a submodule of a direct sum of copies of
E.
Conversely, suppose that M is submodule of L, which is a direct sum of copies
of E. We have socM = socL, and socL is a direct sum of copies of emΛ(R),
therefore M is socle-projective.
We introduce next a definition that involves the algebraically equipped posets
we have considered.
Definition 19. An algebraically equipped poset (P, A,T ) is called extendable with
admissible system R, if A is a semisimple K-algebra with only one simple module
εmA, up to isomorphism, Ti is a subalgebra of A, for every i ∈ P, and there
exist idempotents εi ∈ Ti such that, when we construct T
m, the collection R ={
Ri,j = εiTi,jεj | i, j ∈ P
m
}
is an admissible system and Λ(R) is Morita equivalent
to Λ = Λ(T m).
Lemma 20. For an extendable poset (P, A,T ), we have the A-module isomorphism
εmA ∼= D (Aεm) .
Proof. If R is the admissible system of (P, A,T ), then Rm = εmAεm is a division
ring, and a K-algebra. We choose a K-linear transformation h0 : εmAεm → K such
that h0(εm) 6= 0.
For every x ∈ εmA we define
ψx : Aεm → εmAεm : y 7→ xy.
We have a K-vector space morphism
ψ : εmA→ D (Aεm) : x 7→ h0ψx.
For every a ∈ A,
h0ψxa(y) = h0ψx(ay);
therefore ψ is a right A-module morphism.
The A-module εmA is simple, then ψ is a monomorphism, besides εmA and
D (Aεm) have the same dimension over K. Hence ψ is an isomorphism, and the
lemma is proved.
Let us recall the functor u and the constant representations (Section 4) in the
following result.
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Proposition 21. If (P, A,T ) is an extendable poset with admissible system R,
then the injective envelope E, of the simple module emΛ(R), has the form
E ∼= u
(
ε˜mAc
)
ε;
where ε =
∑
i∈Pm
eiεi.
Proof. Naturally, Λ(R) = εΛε.
Notice that the injective envelope
E = D(Λ(R)em) = D(εΛεem) = D(Λεmem)ε.
We have Ti,m = A, for all i ∈ P
m, and Aεm is a left A-module, then by Lemma
10,
E = D
(
u
(
A˜εmc
))
ε ∼= u
(
D˜(Aεm)c
)
ε.
Then, by Lemma 20,
E ∼= u
(
ε˜mAc
)
ε.
Theorem 22. Let (P, A,T ) be an extendable poset with admissible system R. The
category U , of socle-projective Λ(R)-modules is equivalent to Rep(P, A,T ).
Proof. Due to the Morita equivalence, M is a Λ-module if and only if Mε is a
Λ(R)-module.
The category Rep(P, A,T ) is equivalent to S, and the functor u : S → ModΛ
is full and faithful (proposition 12). So, there is a full and faithful functor:
S → U
L˜ 7→ u(L˜)ε for the objects;
h 7→ u(h)ε for the morphisms.
To obtain an equivalence S ∼= U , it is enough to prove that a Λ(R)-module M
is socle-projective if and only if M ∼= u(L˜)ε, for some L˜ ∈ S.
By Proposition 18, if M is a socle-projective Λ(R)-module, then it is a sub-
module of Eν , for some cardinal ν.
There is a K-vector space V with dimension ν, such that
Eν ∼= V ⊗K E,
∼= V ⊗K u(ε˜mAc)ε, (proposition 21)
∼= u(V ⊗K ε˜mAc)ε, (proposition 11).
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Then, M is a submodule of u(V ⊗K ε˜mAc)ε, with V ⊗K ε˜mAc ∈ S. So, there is
a Λ-moduleM ′, submodule of u(V ⊗K ε˜mAc), such thatM
′ε =M . By Proposition
13, there exists L˜ ∈ S such that u(L˜) ∼=M ′, that is,
u(L˜)ε ∼=M.
Conversely, for M ∈ ModΛ(R) of the form M = u(L˜)ε, with L˜ = (L,Li : i ∈
Pm) ∈ S. As Lm = L is a right A-module, it has the form L = V ⊗K εmA, for
some K-vector space V .
Hence L˜ ⊆ V ⊗K ε˜mAc, and then u(L˜) is a submodule of
u(V ⊗K ε˜mAc) ∼= V ⊗K u(ε˜mAc).
Therefore M = u(L˜)ε is a submodule of V ⊗Ku(ε˜mAc)ε ∼= E
ν . By Proposition
18, the module M is socle-projective, and the proof is finished.
7 1-Gorenstein algebras
Let Λ = Λ(R) be that algebra associated to an admissible system R, with the
notation of the previous sections, we construct the algebra
Λ˜ =
(
Rm E
0 Λ
)
. (18)
Consider the idempotents
e0 =
(
1m 0
0 0
)
,
by abuse of notation, for i ∈ P
ei =
(
0 0
0 ei
)
,
and ǫ =
∑
i∈Pm
ei.
We have a Rm − Λ-bimodule isomorphism e0Λ˜ǫ =
(
0 E
0 0
)
∼= E.
Let us describe the right and left Λ˜-modules.
For every right Λ˜-module M , we have that Me0 is a right Rm-module, Mǫ
is a right Λ-module, and the product Me0 × e0Λ˜ǫ → Mǫ induces a morphism
µ : Me0⊗R
m
e0Λ˜ǫ→Mǫ. Through the descomposition M =Me0⊕Mǫ, the right
Λ˜-module structure of M is given by
(m1,m2)
(
r x
0 a
)
= (m1r, µ(m1 ⊗ x) +m2a), (19)
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for all m1 ∈Me0,m2 ∈Mǫ, r ∈ Rm, x ∈ E, a ∈ Λ.
Conversely, if M1 is a right Rm-module, M2 is a right Λ-module, and there is a
right Λ-module morphism µ : M1⊗R
m
E →M2, the equation (19) induces a right
Λ˜-module structure in M =M1 ⊕M2.
For any triple (M ′1,M
′
2, µ
′) where M ′1 is a right Rm-module, M
′
2 is a right Λ-
module, and µ′ : M ′1 ⊗Rm E → M
′
2 is a right Λ-module morphism, by (19), we
have a right Λ˜-module M ′ =M ′1 ⊕M
′
2.
A right Λ˜-module morphism h = (h1, h2) : M →M
′ is determined by an Rm-
module morphism h1 : M1 → M
′
1 and a Λ-module morphism h2 : M2 → M
′
2, such
that the following diagram commutes
M1 ⊗R
m
E
µ
−−−−→ M2
h1⊗id
y yh2
M ′1 ⊗Rm E −−−−→µ′
M ′2
(20)
clearly h is an isomorphism if and only if h1 and h2 are isomorphisms.
A left Λ˜-module N , is given by a decomposition into K-vector spaces N =
N1 ⊕N2, with N1 = e0N a left Rm-module, N2 = ǫN a left Λ-module, and a left
Rm-module morphism ν : E ⊗Λ N2 → N1. The left Λ˜-module structure of N is as
follows (
r x
0 a
)(
n1
n2
)
=
(
rn1 + ν(x⊗ n2)
an2
)
(21)
Consider a right Λ˜-module D(N). We have D(N)e0 = D(e0N) = D(N1) and
D(N)ǫ = D(ǫN) = D(N2). There exists a morphism µ : D(N1)⊗R
m
E → D(N2)
given by
µ(η1 ⊗ x)(n2) = η1(ν(x⊗ n2)), (22)
where η1 : N1 → K belongs to D(N1), x ∈ E and n2 ∈ N2.
Proposition 23. Let Λ˜ be as in the equation (18). There is an isomorphism:
D(Λ˜em) ∼= e0Λ˜.
Proof. The Λ˜-module e0Λ˜ is determined by the triple (Rm, E, µ), where µ is in-
duced by the multiplication of Rm times E, i. e.
µ : Rm ⊗Rm E → E : r ⊗ x 7→ rx.
We have
e0Λ˜em ∼= Eem
as left Rm-modules,
ǫΛ˜em ∼= Λem
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as left Λ-modules, and the left Λ˜-module structure of Λ˜em, induces the morphism
ν : E ⊗Λ Λem → Eem ∼= D(Rm)
given by the action of Λem on E.
Therefore Λ˜em is isomorphic to the left Λ˜-module determined by the triple
(Eem,Λem, ν).
Then the dual D(Λ˜em), is determined by the triple (D(Eem),D(Λem), ρ),
where ρ : D(Eem)⊗Rm E → D(Λem) is a morphism given by the equation (22).
We have D(Eem) ∼= DD(emΛem) ∼= DD(Rm) and D(Λem) = E, and we
want to see that the pair of morphisms ev : DD(Rm)→ Rm and id : D(Λem)→
E determine a Λ˜-module isomorphism between D(Λ˜em) and e0Λ˜. Following the
diagram (20), it is enough to prove
ρ(ev⊗id) = µ.
For every r ∈ Rm, x ∈ E = D(Λem), a ∈ Λem, it holds
ρ(ev(r)⊗ x)(a) = ev(r)(xa) = xa(r) = x(ar),
on the other hand
µ(r ⊗ x) = rx y rx(a) = x(ar).
That proves
D(Λ˜em) ∼= e0Λ˜.
Notice that Λ˜ has a decomposition similar to that of the equation (14):
Λ˜ = S˜ ⊕ J˜ , where S˜ = e0Rme0 ⊕
∑
i∈Pm
eiRiei y J˜ = E ⊕
⊕
i<j
i,j∈Pm
ei,jRi,j .
Proposition 24. If Λ˜ has the form (18), then it is a right and left peak algebra.
Proof. To see that Λ˜ is right peak, let us consider the socle of the right projective
Λ˜-modules.
We have that emΛ˜ ∼= emΛ ∼= Rm is a division ring, then it is a simple right
projective Λ˜-module. Its injective envelope E(emΛ˜) = D(Λ˜em) is isomorphic to
the projective Λ˜-module e0Λ˜. Therefore
soc e0Λ˜ ∼= emΛ˜.
For i, j ∈ Pm with j 6= m, and x ∈ soc(eiΛ˜)ej ⊂ eiΛ˜ej such that x 6= 0, then
x = eix0ej, for some x0 ∈ Ri,j, with x0 6= 0. By Definition 14, A.2, there is
y0 ∈ Rj,l, for some l 6= j, such that x0y0 6= 0.
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Hence y = ejy0el belongs to the radical of Λ, and xy = eix0y0el 6= 0, so x
cannot belong to soc(eiΛ˜). Therefore
soc(eiΛ˜) = eiΛ˜em =
(
0 0
0 eiΛem
)
,
then
soc(eiΛ˜) ∼= (emΛ)
ν(i) ∼= (emΛ˜)
ν(i), where ν(i) ∈ N.
When we consider Λ˜ as a right Λ˜-module
soc(Λ˜) ∼= (emΛ˜)
ν , for some ν ∈ N,
that is, Λ˜ is right peak.
Now, let us compute the socle of the left projective Λ˜-modules.
As Λ˜e0 ∼= Rm, it is a simple Λ˜-module.
For i, j ∈ Pm and a non-null element ejxei ∈ ejΛ˜ei, we have x ∈ Rj,i, and
there is some y ∈ Ri,m, such that xy 6= 0. The existence of y is given by Definition
14, A.2, if i < m, or because Rm is a division ring, when i = m.
We choose a linear transformation h : ejΛ˜em → K, such that h(xy) 6= 0, then
hx 6= 0.
The element e0hej is in the radical of Λ˜, and it is such that e0hejejxei =
e0hxei 6= 0, so, ejxei cannot belong to soc Λ˜ei. Hence,
soc Λ˜ei = e0Λ˜ei.
For any x ∈ e0Λ˜ei, x 6= 0, we define fx : Λ˜e0 → e0Λ˜ei : a 7→ ax, for all a ∈ Λ˜e0.
As fx is a left Λ˜-module morphism such that f(e0) = e0x = x, then Im fx is a
submodule of e0Λ˜ei isomorphic to Λ˜e0, therefore e0Λ˜ei is a sum of simple modules
isomorphic to Λ˜e0, then e0Λ˜ei is isomorphic to a direct sum (Λ˜e0)
µ(i), for some
µ(i) ∈ N.
The socle of the left Λ˜-module Λ˜ is
socΛ˜ Λ˜ =
⊕
i∈P∪{0}
soc(Λ˜ei) =
⊕
i∈P
(Λ˜e0)
µ(i) = (Λ˜e0)
µ,
for some µ ∈ N. Therefore Λ˜ is a left peak algebra, and the proposition is proved.
Proposition 25. The algebra Λ˜, constructed in (18), is 1-Gorenstein.
Proof. Considering Λ˜ as a right Λ˜-module
soc Λ˜
Λ˜
∼= (emΛ˜)
ν , for some ν ∈ N.
Its injective envelope
E
(
Λ˜Λ˜
)
= E(emΛ˜)
ν ,
by Proposition 23 we have E(emΛ˜) ∼= D(Λ˜em) ∼= e0Λ˜, then the injective envelope
E
(
Λ˜Λ˜
)
is projective, therefore Λ˜ is 1-Gorenstein.
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Proposition 26. Let (P, A,R) be an algebraically equipped poset, where P has a
maximal point m and a minimal point 0, and R is an admissible system satisfying
G.1 R0 = Rm,
G.1 R0,i ∼= D(Ri,m), for all i ∈ P,
then the algebra Λ = Λ(R) is 1-Gorenstein.
Proof. We denote by P>0 the poset obtained from P without its minimal point.
Clearly, the collection R>0 = {Ri,j |i, j ∈ P, 0 < i, j} is an admissible system for
P>0, so we construct the algebra Γ = Γ(R>0).
Let EΓ be the injective envelope of the projective Γ-module emΓ, we have
EΓ = D(Γem) =
⊕
i>0
i∈P
D(Γem)ei =
⊕
i>0
i∈P
D(eiΓem) ∼=
⊕
i>0
i∈P
D(Ri,m) ∼=
⊕
i>0
i∈P
R0,i.
Therefore the algebra Λ has the form
Λ =
(
Rm EΓ
0 Γ
)
,
as in the equation (18). Then, by Proposition 25, Λ is 1-Gorenstein.
Let (P, A,T ) be an extendable poset with admissible system R. We construct
an algebraically equipped poset (Pm, A,T m), by adding to Pm a minimal point 0,
and with the Pm-multiplicative system T m given by the collection
Ti,j, for every i ≤ j en P
m,
T0,i = A, for every i ∈ P
m.
(23)
Notice that (Pm, A,T m) has an admissible system
R =
{
Ri,j = εiTi,jεj | i, j ∈ P
m
}
(24)
which satisfies the hypothesis of Proposition 26, therefore Λ(R) is 1-Gorenstein.
8 Categories of modules, morphisms and equiv-
alences
Let C be a full subcategory of Mod-Λ, where Λ is a finite dimensional K-algebra.
Suppose that for every X,Y,Z ∈Mod-Λ with X ∈ C, the following conditions hold:
C.1 If X ∼= Y then Y ∈ C.
C.2 If Z is a submodule of X, then Z ∈ C.
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Definition 27. If M
u
→ E
v
→ N is a sequence of morphisms in C, we say that
(u, v) is an exact pair if for every W ∈ C the following sequences are exact:
0→ HomΛ(W,M)
Hom(idW ,u)
−−−−−−−−→ HomΛ(W,E)
Hom(idW ,v)
−−−−−−−→ HomΛ(W,N)
0→ HomΛ(N,W )
Hom(v,idW )
−−−−−−−→ HomΛ(E,W )
Hom(u,idW )
−−−−−−−−→ HomΛ(M,W )
Proposition 28. If C is a full subcategory of Mod-Λ satisfying C.1 and C.2, a
pair of morphisms M
u
→ E
v
→ N is an exact pair if and only if the sequence
0→M
u
→ E
v
→ N → 0 is an exact sequence of Λ-modules, or equivalently the pair
(u, v) is exact in Mod-Λ.
Proof. It is clear that if (u, v) is exact in Mod-Λ, then (u, v) is an exact pair in C.
Suppose that (u, v) is an exact pair in C, let i : X → E be the kernel of v, by
C.2, we have X ∈ C.
Notice that i : X → E is in the kernel of Hom(idX , v) (because vi = 0), by
the first condition in the definition of exact pair, there exists a unique s : X →M
such that us = i. On the other hand, i is the kernel of v and vu = 0, so there is a
unique t : X →M such that it = u.
Therefore its = us = i, and i is monomorphism, so, ts = idX .
Besides ust = it = u, as HomA(idX , u) is a monomorphism, st = idM , then
u :M → E is a kernel of v : E → N .
Let ρ : E → Cokeru be a cokernel of u. As vu = 0, there is a morphism
λ : Cokeru→ N such that v = λρ. For every x ∈ Kerλ, there is some y ∈ E such
that ρ(y) = x, because ρ is an epimorphism. We have λ(ρ(y)) = v(y) = 0, and
Ker v = Imu = Ker ρ, then ρ(y) = x = 0. Therefore λ is a monomorphism. That
is Cokeru is isomorphic to a submodule of N which belongs to C, by using C.1 and
C.2, we conclude that Coker(u) is an object of C.
The morphism ρ is in the kernel of Hom(u, idCokeru), because pu = 0. By using
the second condition of the definition 27, there exists ν : N → Coker(u) such that
νv = p, then λνv = λp = v, therefore λν = idN . Hence, λ is an epimorphism, then
it is an isomorphism Coker(u) ∼= N .
Consequently, the sequence
0→M
u
→ E
v
→ N → 0
is exact.
With dual arguments, we have the following result:
Proposition 29. Let C be a full subactegory of Mod-Λ satisfying C.1, and such
that if M ∈ C and N is a quotient of M , then N ∈ C.
A pair of morphisms M
u
→ E
v
→ N is an exact pair if and only if the sequence
0→M
u
→ E
v
→ N → 0 is an exact sequence of Λ-modules, or equivalently the pair
(u, v) is exact in Mod-Λ.
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Consider an extendable poset (P, A,T ), we construct its admissible system R
as in 24, and its incidence algebra Λ = Λ(R) which is 1-Gorenstein.
Following the previous section, the injective envelope of emΛ is e0Λ, besides
soc Λ ∼= (emΛ)
ν and topD(Λ) ∼= D(Λe0)
µ for some ν, µ ∈ N.
Let U be the full subcategory of Mod-Λ whose objects are the right socle-
projective Λ-modules which do not have e0Λ as a direct summand. We denote by
V the full subcategory of Mod-Λ whose objects have injective top and do not have
e0Λ as a direct summand.
Proposition 30. IfM ∈ U , then HomΛ(e0Λ,M) = 0. If N ∈ V, then HomΛ(N, e0Λ) =
0.
Proof. We have socM = emΛ
L for some set L, then E(M) = E(socM) ∼= (e0Λ)
L.
There is a monomorphism: iM : M → (e0Λ)
L. If there exists a non-null morphism
s : e0Λ → M , there is a projection π : (e0Λ)
L → e0Λ such that πiMs 6= 0, this is
an endomorphism of e0Λ and the endomorphism ring of e0Λ is a field, then πiMs
is an isomorphism. Then e0Λ is a direct summand of M , which contradicts the
hypothesis. Therefore HomΛ(e0Λ,M) = 0.
If N ∈ V, then topN ∼= D(Λe0)
L, and top(e0Λ) ∼= D(Λe0). So the projective
cover of N has the form η : (e0Λ)
L → N .
If there exists a non-zero morphism t : N → e0Λ, then tη 6= 0, so there is an
inclusion i : e0Λ → (e0Λ)
L such that tηi is a non-zero endomorphism of e0Λ, and
therefore an isomorphism. This implies that e0Λ is a direct summand of N , which
is a contradiction, then HomΛ(N, e0Λ) = 0, and the proposition is proved
Let (L,Li : i ∈ P) be a representation of (P, A,T ), then L˜ = (L, 0, Li : i ∈ P, L)
is a representation of (Pm, A,R). By Theorem 22, M = u(L˜)ε is a socle-projective
Λ-module such that Me0 = 0, then M ∈ U . Conversely, if M ∈ U , we have
Me0 = 0 because if there exists m ∈ Me0, m 6= 0, we can define a morphism
e0Λ → M : x 7→ mx, for all x ∈ e0Λ, which contradicts the previous proposition.
Therefore M = u(L˜)ε, where L˜ = (L,L0, Li : i ∈ P, L), with L0 = 0, hence
(L,Li : i ∈ P) ∈ Rep(P, A,T ). We have an equivalence
Rep(P, A,T ) ∼= U .
Proposition 31. There exists an equivalence F : U → V, where F is an exact
functor.
Proof. For every M ∈ U we choose an injective envelope
iM : M → (e0Λ)
ν(M).
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We have an isomorphism
(e0Λ)
ν(M)/rad(e0Λ)
ν(M) ∼= [(e0Λ)/rad(e0Λ)]
ν(M),
if ImiM is not contained in rad(e0Λ)
ν(M), there is a non-null morphism s : M →
e0Λ/rad(e0Λ), this implies the existence of a non-zero morphism from e0Λ to M ,
which contradicts Proposition 30. Therefore ImiM ⊂ rad(e0Λ)
ν(M).
If t : (e0Λ)
ν(M) → (e0Λ)
ν(M)/rad(e0Λ)
ν(M) is the canonical epimorphism,
tiM = 0. Considering the cokernel ηM : (e0Λ)
ν(M) → CokeriM , there is a mor-
phism CokeriM → (e0Λ)
ν(M)/rad(e0Λ)
ν(M) which, with ηM , induces an isomor-
phism (e0Λ)
ν(M)/rad(e0Λ)
ν(M) ∼= CokeriM/radCokeriM . Therefore CokeriM ∈ V.
We define F : U → V, in objects, as F (M) = CokeriM , for every M ∈ U .
There is an exact sequence of Λ-modules:
0→M
iM−−→ (e0Λ)
ν(M) jM−−→ F (M)→ 0.
A morphism f : M → N in U induces a morphism fˆ : (e0Λ)
ν(M) → (e0Λ)
ν(N)
such that fˆ iM = iNf . Suppose there is another morphism fˆ1 : (e0Λ)
ν(M) →
(e0Λ)
ν(N) such that fˆ1iM = iNf , then (fˆ − fˆ1)iM = 0. There exists s : F (M) →
(e0Λ)
ν(N) such that fˆ− fˆ1 = sρ, if s 6= 0 there exists a non-null morphism F (M)→
e0Λ, by Proposition 30, we conclude s = 0, and fˆ = fˆ1.
Each f : M → N in U , induces a unique fˆ : (e0Λ)
ν(M) → (e0Λ)
ν(N) such that
fˆ iM = iNf . If ηN is a cokernel of iN , then ηN fˆ iM = ηN iNf = 0. We define
F (f) = f , which finishes the definition of the functor F .
Suppose F (f) = 0, then ηN fˆ = 0. So there exists a morphism t : (e0Λ)
ν(M) →
N such that iN t = fˆ . By Proposition 30, t = 0, hence fˆ = 0, and therefore f = 0,
consequently F is a faithful functor.
Consider a morphism g : F (M) → F (N). There exists some g˜ : (e0Λ)
ν(M) →
(e0Λ)
ν(N) such that ηN g˜ = gηM , because (e0Λ)
ν(M) is projective and ηN is epic.
Then ηN (g˜iM ) = gηM iM = 0. The injective envelope iN is a kernel of ηN , so there
exists a unique h : M → N such that iNh = g˜iM , then F (h) = g. Therefore F is
a full functor.
If N ∈ V, by definition topN ∼= [(e0Λ)/rad(e0Λ)]
ν(N). A minimal projective
cover of N has the form (e0Λ)
ν(N) ηN→ N . By Proposition 18, the submodule
M = KerηN de (e0Λ)
ν(N) is an object of U , such that F (M) ∼= N . We conclude
that F is dense, and an equivalence. Hence, there is a functor G : V → U such
that FG ∼= idV and GF ∼= idU .
Let us show that F is an exact functor.
Let 0 → M1
u
→ M2
v
→ M3 → 0 be an exact sequence in U , then (u, v) is an
exact pair in U , so, (F (u), F (v)) is an exact pair in V, because F is an equivalence.
The hypothesis of Proposition 28 hold for V, then the following sequence is exact
0→ F (M1)
F (u)
→ F (M2)
F (v)
→ F (M3)→ 0.
That finishes the proof.
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With the algebra Λ, we construct the ditalgebra D, as in Example A.1.5. Using
the elements w1 y w2, as in equation (35), we define the idempotents
e =
m∑
i=1
w1ei + w2e0 ; e
′ = 1− e. (25)
Following the notation of Example A.1.5, we have a surjective K-algebra mor-
phism R→ eRe and a R-R-bimodule epimorphism W → eWe. These morphisms
induce an epimorphism of K-algebras
η : TR(W )→ TeRe(eWe).
Clearly, d induces a differential de in TeRe(eWe) such that deη = ηd.
We have a ditalgebra De = (TeRe(eWe), de) and a ditalgebra morphism η :
D → De. This morphism induces a full and faithful functor
Fη : ModD
e → ModD.
An object M ∈ ModD has the form Fη(N) for some N ∈ ModD
e if and only
if Me′ = 0. So, we say that ModDe is a full subcategory of ModD whose objects
are the right TR(W )0-modules M , such that Me
′ = 0.
The category ModD is equivalent to the category M1(Λ) of Definition 50.
Naturally, there is a subcategory of M1(Λ) equivalent to ModDe, as follows.
Definition 32. We denote byM the full subcategory ofM1(Λ) whose objects are
morphisms of the form P
φ
→ (e0Λ)
ν , with ν a set, and P a projective Λ-module
such that Pe0 = 0.
Lemma 33. The equivalence Ξ : ModD → M1(Λ) induces an equivalence Ξe :
ModDe →M.
Proof. Using the functors F and G built in the proofs of Propositions 47 and 49,
for every M ∈ ModD,
Ξ(M) : M1 ⊗S Λ→M2 ⊗S Λ.
Recall that Mi =Mwi1S , with i = 1, 2.
If M ∈ ModDe, then Me′ = 0.
We have (M1⊗SΛ)e0 =M1⊗SΛe0 ∼=M1⊗S e0Λe0 =M1e0⊗SΛe0 =Mw1e0⊗S
Λe0 =Me
′w1e0 ⊗S Λe0 = 0.
Besides, M2 ⊗S Λ = M(e + e
′)w21S ⊗S Λ = Mw2e ⊗S Λ = Mw2e0 ⊗S Λ =
M2 ⊗S e0Λ.
That is, Ξ(M) ∈ M, therefore Ξ induces a full and faithful functor
Ξe : ModD
e →M.
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If P
φ
→ (e0Λ)
ν ∈ M, then φ = Ξ(M) for some M ∈ ModD such that Pe0 =
(M1 ⊗S Λ)e0 = 0.
Therefore:
M1e
′ =Mw1e0 ∼=Mw1e0 ⊗e0Λe0 e0Λe0
∼=Mw1e0 ⊗S e0Λe0
=M1 ⊗S e0Λe0 ∼=M1 ⊗S Λe0 = Pe0 = 0.
On the other hand (e0Λ)
ν =M2⊗SΛ, hence, M2⊗SΛ =M2⊗S e0Λ =M2e0⊗S
Λ, by the equivalence built in Proposition 47,M2 ∼=M2e0, thenM2e
′ ∼=M2e0e
′ = 0.
We have that Me′ =M1e
′+M2e
′ = 0, that is M ∈ModDe, which proves that
Ξe is dense, and finishes the proof of the proposition.
Proposition 34. The functor Cok :M→ V induces an equivalence:
Cok :M→ V
where M is the category M modulo the morphisms which have a factorization
through objects of the form P → 0 with Pe0 = 0.
Proof. We have that Cok is a full and dense functor, so it is enough to prove that if
f : φ1 → φ2 is a morphism in M such that Cok(f) = 0, then f has a factorization
through an object of the form P → 0 with Pe0 = 0.
Let φ1 : Q1 → (e0Λ)
ν1 , φ2 : Q2 → (e0Λ)
ν2 be two objects ofM and f = (f1, f2)
a morphism between them, where f1 : Q1 → Q2 and f2 : (e0Λ)
ν1 → (e0Λ)
ν2 such
that f2φ1 = φ2f1. Suppose Cok(f) = 0, we have the following exact sequences
Q1
φ1
→ (e0Λ)
ν1 η1→ Cokφ1 → 0
Q2
φ2
→ (e0Λ)
ν2 η2→ Cokφ2 → 0,
and η2f2 = Cok(f)η1 = 0. Hence, there is a morphism s : (e0Λ)
ν1 → Q2 such that
φ2s = f2, by Proposition 30, we have s = 0, therefore f2 = 0. That is f = (f1, 0)
is the composition of the following morphisms in M:
(idQ1 , 0) : (Q1
φ1
→ (e0Λ)
ν1)→ (Q1 → 0)
(f1, 0) : (Q1 → 0)→ (Q2
φ2
→ (e0Λ)
ν2).
The proof is complete.
We are now going to study modDe, the full subcategory of ModDe whose
objects are those having finite dimension over K.
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9 Getting the matrix problem
Let (P, A,T ) be an extendable poset with an admissible system R, as in 24. We
know that the algebra Λ = Λ(R) is 1-Gorenstein and has a decomposition Λ =
S ⊕ J , as in 14.
Consider the ditalgebra De, constructed in the previous section. Let us write
e = w1eˆ+ w2e0, where eˆ = 1− e0, and 1 is the unit in Λ.
We have
eRe =
(
eˆSeˆ 0
0 e0Se0
)
=
(
eˆS 0
0 e0R0
)
,
W0 =
(
0 eˆ ∗Je0
0 0
)
= w1,2eˆ
∗Je0, W1 =
(
eˆ ∗Jeˆ 0
0 0
)
= w1eˆ
∗Jeˆ.
An objectM ∈ modDe is a right module over
(
eˆS eˆ ∗Je0
0 e0R0
)
, thenM1 =Mw1eˆ
is a right eˆS-module, and M0 = Mw2e0 is an e0R0-module, so it is an R0-vector
space.
For every x ∈ Pm, we denote Mx =Mw1ex.
We say that B(M) ⊂M is a local basis of M if B(M) =
⋃
x∈Pm
Bx(M), where
Bx(M) is an Rx-basis of Mx.
The dimension of M is an integer vector d(M) = (dx = dimRx Mx)x∈Pm .
When Mx = 0, obviously dx = 0 and we will obtain formal matrices with 0 rows
or 0 columns. By definition, the product for a formal matrix behaves as the zero
matrix.
In order to obtain certain matrix problems determined by some algebraically
equipped posets, we will use the following remark.
Remark 35. Let S and T be rings, and V be a projective S-T -bimodule finitely
generated over S with a dual basis {λi, pi}i∈I , λi ∈
∗V and pi ∈ V .
Recall that if M is a right S-module, and N is a right T -module, there is an
isomorphism:
Ξ : HomS(M ⊗T
∗V,N)→ HomT (M,N ⊗S V );
for h : M⊗T
∗V → N , we denote h˜ = Ξ(h) :M → N⊗S V , and if g :M → N⊗S V
is a T -module morphism, we call g the morphism in HomS(M ⊗T
∗V,N) such that
Ξ(g) = g.
Then, for m ∈M ,
h˜(m) =
∑
i∈I
h(m⊗ λi)⊗ pi,
and, for m ∈M,λ ∈ ∗V we have
g(m⊗ λ) = ς(id ⊗ λ)g(m),
where ς : N ⊗S V → N is given by ς(n⊗ s) = ns.
In the situations we will consider in the rest of this section, we suppose that
Rx is a field, for all x ∈ P
m.
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9.1 Matrices over R0
For every x ∈ Pm, suppose that R0,x is one-dimensional over R0 (recall that Rx,y
is an Rx-Ry-bimodule). Then e0Jex = e0R0,xex = e0,xR0,x = e0,xR0v0,x, for some
v0,x ∈ R0,x.
For y < x in P, and r ∈ Ry,x, we have v0,yr ∈ R0,yRy,x ⊆ R0,x, then
v0,yr = χy,x(r)v0,x, (26)
for some χy,x(r) ∈ R0. Hence, there are K-linear functions
χy,x : Ry,x →R0 : r 7→ χy,x(r),
satisfying (26).
With the notation u0,x = e0v0,xex = e0,xv0,x, in the dual space ex
∗Je0, we
identify uˆ0,x = ̂e0,xv0,x = exvˆ0,xe0. For all z ∈ Rx, we have zuˆ0,x = exzvˆ0,xe0,
then, for each x ∈ P there is a K-linear function φx : Rx →R0 such that
zuˆ0,x = exvˆ0,xφx(z)e0 = uˆ0,xφx(z).
The multiplication of elements inM ∈ ModDe by elements in eRe, determines,
for every γ ∈ eˆ ∗Je0, a K-transformation
ψM (γ) : M1 →M0 : m 7→ mw1,2γ;
in such a way that ψM : eˆ
∗Je0 → HomK(M1,M0) is an eˆS-Se0-bimodule morphism
(see the proof of Proposition 49 in the appendix). Notice that eˆ ∗Je0 is determined
by the elements uˆ0,x, generators of each ex
∗Je0, for all x ∈ P
m, then ψM is
determined by
ψM (uˆ0,x) :Mx →M0 : m 7→ mw1,2uˆ0,x.
Given a local basis B(M) of M , with Bx(M) = {m
x
i : 1 ≤ i ≤ dx} and
B0(M) = {m
0
j : 1 ≤ j ≤ d0}, then
ψM (uˆ0,x)(m
x
i ) =
d0∑
j=1
m0jg
x
j,i;
for some gxj,i ∈ R0.
We denote Mxj,i = g
x
j,i, to obtain the matrix M(M)x =
(
Mxj,i
)
. If d0 = 0 or
dx = 0, we consider a formal matrix M(M)x with 0 rows or 0 columns.
The matrix M(M), divided into vertical stripes M(M)x, for every x ∈ P
m, is
called matrix representation of M .
Theorem 36. Let M and N be two objects of modDe, with local basis B(M) and
B(N), respectively. Then, M ∼= N if and only if there are non-singular square
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matrices T0 ∈ Md0(R0), Tx ∈ Mdx(Rx), for all x ∈ P
m, and for each y < x in
Pm, a matrix Tyx ∈Mdx×dy(Ry,x), such that
M(M)x = T0M(N)xφx(Tx) +
∑
y<x
T0M(N)yχy,x(Tyx).
Proof. If M and N are isomorphic, their dimension vectors are equal.
The pair (f0, f1) : M → N is an isomorphism in modDe, if and only if f0
is an eRe-module isomorphism that induces isomorphisms f00 : M0 → N0 and
f0x : Mx → Nx, for all x ∈ P
m, such that, for every mxi ∈ Bx(M),
f0x(m
x
i )w1,2uˆ0,x = f
0
0 (m
x
i w1,2uˆ0,x) + f
1(de(w1,2uˆ0,x))(m
x
i );
dx∑
t=1
nxt h
x
t,iw1,2uˆ0,x = f
0
0
 d0∑
j=1
m0jM
x
j,i
+ f1(de(w1,2uˆ0,x))(mxi );
where nxt ∈ Bx(N),m
0
j ∈ B0(M), h
x
t,i ∈ Rx and M
x
j,i ∈ R0, then
dx∑
t=1
nxtw1,2h
x
t,iuˆ0,x =
d0∑
j=1
f00
(
m0jM
x
j,i
)
+ f1(de(w1,2uˆ0,x))(m
x
i );
dx∑
t=1
nxtw1,2uˆ0,xφx(h
x
t,i) =
d0∑
j=1
f00
(
m0j
)
Mxj,i + f
1(de(w1,2uˆ0,x))(m
x
i );
dx∑
t=1
d0∑
s=1
n0sN
x
s,tφx(h
x
t,i) =
d0∑
j=1
d0∑
s=1
n0sµs,jM
x
j,i + f
1(de(w1,2uˆ0,x))(m
x
i );
with n0s ∈ B0(N) and N
x
s,t, µs,j ∈ R0.
To calculate de(w1,2uˆ0,x), consider a basis B0(y, x) for every Ry,x, as a left Ry-
vector space. The elements ey,xr with r ∈ B0(y, x), form a basis By,x for eyJex.
For every z ∈ B =
⋃
y,x∈Pm
By,x, its corresponding dual element zˆ ∈
∗J , is such
that zˆ(w) = 0, if z 6= w, and zˆ(z) = ex. We have,
de(w1,2uˆ0,x) = −
∑
z,v∈B
(w1zˆ ⊗ w1,2vˆ)uˆ0,x(vz).
To have uˆ0,x(vz) 6= 0, we should have v ∈ B0,y and z ∈ By,x, for each y < x in
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Pm, hence, v = u0,y and z = ey,xr with r ∈ B0(y, x), then,
de(w1,2uˆ0,x) = −
∑
y<x
∑
r∈B0(y,x)
(w1êy,xr ⊗ w1,2û0,y)uˆ0,x(u0,yey,xr);
= −
∑
y<x
∑
r∈B0(y,x)
(w1êy,xr ⊗ w1,2û0,y)uˆ0,x(e0,yv0,yey,xr);
= −
∑
y<x
∑
r∈B0(y,x)
(w1êy,xr ⊗ w1,2û0,y)uˆ0,x(e0,xv0,yr);
= −
∑
y<x
∑
r∈B0(y,x)
(w1êy,xr ⊗ w1,2û0,y)uˆ0,x(e0,xχy,x(r)v0,x);
= −
∑
y<x
∑
r∈B0(y,x)
(w1êy,xr ⊗ w1,2û0,y)uˆ0,x(u0,xχy,x(r));
= −
∑
y<x
∑
r∈B0(y,x)
(w1êy,xr ⊗ w1,2û0,y)χy,x(r).
For zˆ ∈ ex
∗Jey, we have f
1(zˆ) ∈ HomK(Mx, Ny), so it can be consider as
f1 : M1 ⊗eˆS eˆ
∗Jeˆ → N1 : m ⊗ zˆ 7→ f
1(zˆ)(m), for all m ∈ Mx. This determines
Ry-morphisms f
1
x,y : Mx → Ny ⊗Ry eyJex (see Remark 35) such that, if f
1
x,y(m) =∑dy
s=1 ns ⊗ γs, for some ns ∈ Ny, γs ∈ eyJex, then f
1(zˆ)(m) =
∑dy
s=1 nszˆ(γs).
Therefore,
f1(de(w1,2uˆ0,x))(m
x
i ) = −
∑
y<x
∑
r∈B0(y,x)
f1[(w1êy,xr ⊗ w1,2û0,y)χy,x(r)](m
x
i )
= −
∑
y<x
∑
r∈B0(y,x)
f1(w1êy,xr)(m
x
i )(w1,2û0,y)χy,x(r);
= −
∑
y<x
dy∑
t=1
∑
r∈B0(y,x)
(nyt êy,xr(τ
y,x
t,i ))w1,2û0,yχy,x(r);
for some τy,xt,i ∈ eyJex.
We have êy,xr(τ
y,x
t,i ) ∈ eyS = ey,yRy, and every τ
y,x
t,i has the form τ
y,x
t,i = ey,xr
y,x
t,i ,
with ry,xt,i ∈ Ry,x, then êy,xr(τ
y,x
t,i ) = ey,y rˆ(r
y,x
t,i ), where rˆ(r
y,x
t,i ) ∈ Ry.
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In this way,
f1(de(w1,2uˆ0,x))(m
x
i ) = −
∑
y<x
dy∑
t=1
∑
r∈B0(y,x)
nyt (ey,yrˆ(r
y,x
t,i ))w1,2û0,yχy,x(r);
= −
∑
y<x
dy∑
t=1
∑
r∈B0(y,x)
nytw1,2rˆ(r
y,x
t,i )û0,yχy,x(r);
= −
∑
y<x
dy∑
t=1
∑
r∈B0(y,x)
nytw1,2û0,yφy(rˆ(r
y,x
t,i ))χy,x(r);
= −
∑
y<x
dy∑
t=1
∑
r∈B0(y,x)
nytw1,2û0,yχy,x(rˆ(r
y,x
t,i )r);
= −
∑
y<x
dy∑
t=1
nytw1,2û0,yχy,x
 ∑
r∈B0(y,x)
rˆ(ry,xt,i )r
 ;
= −
∑
y<x
dy∑
t=1
nytw1,2û0,yχy,x(r
y,x
t,i );
= −
∑
y<x
dy∑
t=1
d0∑
s=1
n0sN
y
s,tχy,x(r
y,x
t,i );
with Nyj,t ∈ R0.
Then, for every x ∈ Pm,mxi ∈ Bx(M),
dx∑
t=1
d0∑
s=1
n0sN
x
s,tφx(h
x
t,i) =
d0∑
j=1
d0∑
s=1
n0sµs,jM
x
j,i −
∑
y<x
dy∑
t=1
d0∑
s=1
n0sN
y
s,tχy,x(r
y,x
t,i )
Writing the matrices:
M(N)xφx(h
x
t,i) = (µs,j)M(M)x −
∑
y<x
M(N)yχy,x(r
y,x
t,i ).
We denote
T−10 = (µs,j), Tx = (h
x
t,i), Ty,x = (r
y,x
t,i ),
to obtain the desired equation:
M(M)x = T0M(N)xφx(Tx) +
∑
y<x
T0M(N)yχy,x(Tyx).
Conversely, if we have suitable matrices satisfying the previous equation, the
dimension of M and N are equal. We define some morphisms f00 : M0 → N0 by
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using the matrix L0 and f
0
x : Mx → Nx, with that matrix Tx, for all x ∈ P
m. They
induce an eSe-module isomorphism f0 : M → N , because matrices are invertible.
By using each matrix Tx,y, we define the morphism f
1
x,y :Mx → Ny ⊗Ry eyJex
which determine f1 :M1 ⊗eˆS eˆ
∗Jeˆ→ N1.
We have the following matrix equation
M(N)xφx(Tx) = T
−1
0 M(M)x −
∑
y<x
M(N)yχy,x(Ty,x);
then, for all mxi ∈ Bx(M)
f0x(m
x
i )w1,2uˆ0,x = f
0
0 (m
x
i w1,2uˆ0,x) + f
1(de(w1,2uˆ0,x))(m
x
i );
where uˆ0,x is a generator of ex
∗Je0 over e0S.
Hence, the pair f = (f0, f1) is a morphism fromM to N in ModDe. Moreover,
it is an isomorphism, because f0 is an isomorphism. The theorem is proved.
We will show next, an application for this result.
9.1.1 Matrix problem for corepresentations of p-equipped posets
To a p-equipped poset P0, we associate an algebraically equipped poset (P0,G,Q0)
as in Section 3.2.1. We construct (P,G,Q), where P = P0
m is obtained by adding
to P0 a maximal point m and a minimal point 0, and Q = Q0
m is obtained fromQ0,
as in (23). We know that Q is an admissible system and Λ = Λ(Q) is 1-Gorenstein.
Due to the construction, Q0,x = G, for every x ∈ P, so clearly, Q0,x is one-
dimensional over Q0, for all x > 0. We can apply to (P,G,Q) the results of this
section.
Any De-module M with local base, has a matrix representation M(M), with
coefficients in Q0 = G.
We have Qx,y ⊆ Q0, for all x, y ∈ P, then χx,y and φx are the identity trans-
formation.
By Theorem 36, we have the following result.
Corollary 37. Let M and N be two objects of modDe, with local basis B(M) and
B(N), respectively. Then M ∼= N if and only if there exist:
· a non-singular square matrix T0 ∈Md0(G);
· for x > 0 in P, a non-singular square matrix Tx ∈ Mdx(G) if x is strong, or
Tx ∈Mdx(F) if x is weak;
· for each 0 < y <ℓ x in P a matrix Tyx over F〈1, ξ, ξ
2, . . . , ξℓ−1〉;
such that, for every x ∈ P, x > 0,
M(M)x = T0M(N)xTx +
∑
y<x
T0M(N)yTyx.
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The category CoRepP0 is equivalent to a subcategory of ModD
e, this equiv-
alence induces an equivalence between corepP0, the full subcategory of CoRepP0
whose objects are of the form (L,Li : i ∈ P0) with L a finite dimensional G-vector
space, and a full subcategory of modDe. So the previous result determines a matrix
problem for corepresentations of p-equipped posets.
9.2 Matrices over Rx, for all x ∈ P
m
Let f = (f0, f1) :M → N be a morphism inmodDe. Recall that f1 ∈ HomeˆS−eˆS(TeRe(eWe)1,HomK(M,N))
is determined by its restriction to w1eˆ
∗Jeˆ, and, in turn, this morphism is com-
pletely determined by f1 :M1⊗ eˆ
∗Jeˆ→ N1 where f
1(m⊗ γ) = f1(w1γ)(m), para
m ∈M1, γ ∈ eˆ ∗ Jeˆ.
We denote by ς : e0Jeˆ⊗eˆS eˆJ eˆ→ e0Jeˆ the morphism, such that ς(a⊗ b) = ab
for all a ∈ e0Jeˆ, b ∈ eˆJ eˆ.
The De-module structure of M is given by a morphism
hM : M1 ⊗ eˆ
∗Je0 →M0 : m⊗ γ 7→ mw1,2γ,
for m ∈M1 y γ ∈ eˆ ∗ Je0.
Proposition 38. A pair of morphisms
(f0, f1) ∈ HomS(M,N)×HomeˆS−eˆS(TeRe(eWe)1,HomK(M,N))
is a morphism from M to N in ModDe if and only if
h˜Nf
0
1 = (f
0
0 ⊗ id)h˜M − (id⊗ ς)(h˜N ⊗ id)f˜
1,
where f00 : M0 → N0 and f
0
1 : M1 → N1 are morphisms induced by f
0, and
h˜N , h˜M , f˜
1 correspond to hN , hM , f
1, respectively, following Remark 35.
Proof. Consider some R0-space morphisms
σ0, σ1, σ2 : M1 ⊗ eˆ ∗ Je0 → N0,
defined as follows, for m ∈M1, λ ∈ eˆ
∗Je0,
σ0(m⊗ λ) = f
0
1 (m)w1,2λ,
σ1(m⊗ λ) = f
0
0 (mw1,2λ),
σ2(m⊗ λ) = f
1(d(w1,2λ))(m).
The pair (f0, f1) is a morphism in ModDe if and only if σ0 = σ1 + σ2 and, by
Remark 35, this happens if and only if σ˜0 = σ˜1 + σ˜2.
We have σ0 = hN (f
0
1 ⊗ id) and σ1 = f
0
0hM , therefore,
σ˜0 = ΞM1,N0(hN (f
0
1 ⊗ id)) = ΞN1,N0(hN )f
0
1 = h˜Nf
0
1 ;
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σ˜1 = ΞM1,N0(f
0
0hM ) = (f
0
0 ⊗ id)ΞM1,M0(hM ) = (f
0
0 ⊗ id)h˜M .
Let B0 be a basis for e0J , and B1 be a basis for eˆJ , as left eS-modules. If
p ∈ B0 ∪ B1, its corresponding element in the dual space pˆ ∈ e
∗Je, is such that
pˆ(w) = 0, if w ∈ B0∪B1 with w 6= p, and pˆ(p) = e0, if p ∈ B0 or pˆ(p) = eˆ, if p ∈ B1.
We have
σ˜2(m) =
∑
p∈B0
f1(d(w1,2pˆ))(m) ⊗ p
= −
∑
p,ν∈B0
µ∈B1
f1(w1µˆ⊗ w1,2νˆpˆ(νµ))(m)⊗ p
= −
∑
p,ν∈B0
µ∈B1
f1(w1µˆ)(m)⊗ w1,2νˆpˆ(νµ))⊗ p
= −
∑
ν∈B0
µ∈B1
f1(w1µˆ)(m)w1,2νˆ ⊗ νµ
= −
∑
ν∈B0
µ∈B1
hN (f
1(w1µˆ)(m)⊗ νˆ)⊗ νµ
= −(id⊗ ς)
∑
ν∈B0
µ∈B1
hN (f
1(w1µˆ)(m)⊗ νˆ)⊗ ν ⊗ µ
= −(id⊗ ς)
∑
µ∈B1
h˜N (f
1(w1µˆ)(m)) ⊗ µ
= −(id⊗ ς)(h˜N ⊗ id)
∑
µ∈B1
f1(w1µˆ)(m)⊗ µ

= −(id⊗ ς)(h˜N ⊗ id)f˜
1
(m).
It follows that (f0, f1) is a morphism in ModDe if and only if
h˜Nf
0
1 = (f
0
0 ⊗ id)h˜M − (id⊗ ς)(h˜N ⊗ id)f˜
1,
as we wanted to prove.
Suppose that R0,x is one-dimensional over Rx, for all x ∈ P
m. Let v0,x be a
generator for R0,x, as Rx-space.
For every a ∈ R0, there exists some ρx(a) ∈ Rx such that av0,x = v0,xρx(a),
then there is a field morphism ρx : R0 →Rx : a 7→ ρx(a).
Besides, v0,yr ∈ R0,x for every r ∈ Ry,x, so there is a Rx-linear function
χy,x : Ry,x →Rx such that v0,yr = v0,xχy,x(r), for all r ∈ Ry,x.
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If B(M) is a finite local basis for a De-module M , we associate to it a matrix
M(M), divided into stripes M(M)x, for every x ∈ P
m, where each M(M)x has size
d0 × dx, and coefficients in Rx, which we denote M
x
j,i, such that
h˜M (m
x
i ) =
d0∑
j=1
m0j ⊗ u0,xM
x
j,i,
for u0,x = e0,xv0,x, m
x
i ∈ B(M) ∩Mx and m
0
j ∈ B(M) ∩M0.
With this notation we have the following result.
Theorem 39. Two objects M,N ∈ modDe, with local basis B(M) and B(N),
respectively, are isomorphic if and only if there are non-singular square matrices
T0 ∈Md0(R0), Tx ∈Mdx(Rx), for all x ∈ P
m, and for each y < x in Pm, a matrix
Tyx ∈Mdx×dy(Ry,x), such that
M(M)x = ρx(T0)M(N)xTx +
∑
y<x
ρx(T0)χy,x(M(N)yTy,x).
Proof. Consider an arbitrary pair
(f0, f1) ∈ HomS(M,N)×Home′S−e′S(TeRe(eWe)1,HomK(M,N)),
the morphism f0 induces an R0-linear morphism f
0
0 :M0 → N0, and an Rx-linear
morphism, f0x :Mx → Nx, for each x ∈ P
m.
Let L0 = (c
0
j,i) and Tx = (r
x
j,i) be the matrices of f
0
0 and f
0
x , with respect to
B(M) and B(N).
The vectors d(M) = (dMx : x ∈ P
m), d(N) = (dNx : x ∈ P
m) are the dimension
of M and N , respectively.
For mxi ∈ B(M) ∩Mx we have
f˜
1
(mxi ) =
∑
y<x
dNy∑
j=1
nyj ⊗ ey,xt
y,x
j,i
with ty,xj,i ∈ Ry,x.
Hence, (f0, f1) determine some matrices L0, Tx and Ty,x = (t
y,x
j,i ), as we wanted.
Conversely, if there exist some matrices L0, Tx for all x ∈ P
m, and Tyx for each
y < x, as in the hypothesis, they define a pair (f0, f1). Moreover d(M) = d(N).
By the previous proposition, the pair (f0, f1) is a morphism from M to N , if
and only if, for every mxi ∈ B(M) ∩Mx,
h˜Nf
0
x(m
x
i ) = (f
0
0 ⊗ id)h˜M (m
x
i )− (id⊗ ς)(h˜N ⊗ id)f˜
1(mxi ).
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We have,
h˜Nf
0
x(m
x
i ) =
dNx∑
j=1
h˜N (n
x
j r
x
j,i) =
dNy∑
j=1
h˜N (n
x
j )r
x
j,i
=
dNx∑
j=1
dN
0∑
s=1
n0s ⊗ u0,xN
x
s,jr
x
j,i;
besides,
(f00 ⊗ id)h˜M (m
x
i ) =
dM
0∑
j=1
(f00 ⊗ id)(m
0
j ⊗ u0,xM
x
j,i)
=
dM
0∑
j=1
dN
0∑
s=1
n0scs,j ⊗ u0,xM
x
j,i
=
dM
0∑
j=1
dN
0∑
s=1
n0s ⊗ e0,xcs,jv0,xM
x
j,i
=
dM
0∑
j=1
dN
0∑
s=1
n0s ⊗ e0,xv0,xρx(cs,j)M
x
j,i
=
dM
0∑
j=1
dN
0∑
s=1
n0s ⊗ u0,xρx(cs,j)M
x
j,i.
To write the whole equation in terms of the basis of N0,
(id⊗ ς)(h˜N ⊗ id)f˜
1(mxi ) =
∑
y<x
dNy∑
j=1
(id⊗ ς)(h˜M ⊗ id)
(
nyj ⊗ ey,xt
y,x
j,i
)
=
∑
y<x
dNy∑
j=1
dN0∑
s=1
(id⊗ ς)
(
n0s ⊗ e0,yv0,yN
y
s,j ⊗ ey,xt
y,x
j,i
)
=
∑
y<x
dNy∑
j=1
dN0∑
s=1
n0s ⊗ e0,xv0,yN
y
s,jt
y,x
j,i
=
∑
y<x
dNy∑
j=1
dN
0∑
s=1
n0s ⊗ e0,xv0,xχy,x(N
y
s,jt
y,x
j,i )
=
∑
y<x
dNy∑
j=1
dN
0∑
s=1
n0s ⊗ u0,xχy,x(N
y
s,jt
y,x
j,i ).
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The pair (f0, f1) given by the matrices L0, Tx, Ty,x determines a morphism
from M to N if and only if:
M(N)xTx = ρx(L0)Mx −
∑
y<x
χy,x(M(N)yTy,x);
or equivalently:
ρx(L0)Mx = M(N)xTx +
∑
y<x
χy,x(M(N)yTy,x). (27)
Moreover, (f0, f1) : M → N is an isomorphism if and only if (27) holds, with
non-singular square matrices L0 and Tx. By denoting T0 = L
−1
0 , this is equivalent
to
M(M)x = ρx(T0)M(N)xTx +
∑
y<x
ρx(T0)χy,x(M(N)yTy,x),
and the theorem is proved.
We will apply this theorem to obtain matrix problems to classify representations
of generalized equipped posets and p-equipped posets.
9.2.1 Matrix problem for representations of generalized equipped,
and p-equipped posets
Consider an algebraically equipped poset (P0, A,T0) as in Section 3.1 or 3.2.2, we
construct (P, A,T ), where P = P0
m is obtained by adding to P0, a maximal point
m and a minimal point 0, and T = T0
m is obtained from T0, as in (23).
Recall that A = (EndK L)
op, where L is a normal extension of degree n over K
(it could be purely inseparable or a Galois extension). Clearly, L = K(ξ), for some
primitive element ξ.
For each x ∈ P0, we have Tx ∼= (EndK(x) L)
op, for some field K ⊆ K(x) ⊆ L.
Hence, if n(x) is the degree of L over K(x), a K(x)-basis for L is {1, ξ, ξ2, . . . , ξn(x)−1}.
Therefore L = K(x)⊕ ξK(x)+ ...+ ξn(x)−1K(x). For all i ∈ {0, 1, . . . , n(x)− 1},
there are projections πix : L → ξ
iK(x), and inclusions i ix : ξ
iK(x)→ L. In particular,
we have idempotents εix = i
i
xπ
i
x, and the identity idL =
∑n(x)−1
i=0 ε
i
x is a sum of
orthogonal primitive idempotents mutually isomorphic.
As in Section 5.1, we construct an algebraically equipped poset (P, A,R), with
the admissible system R = {Rx,y = ε
0
xTx,yε
0
y} x≤y
x,y∈P
, in such a way that the algebras
Λ(T ) and Λ(R) are Morita equivalent. Notice that Rx ∼= K(x).
For any f ∈ A, the image of ξi, for all i ∈ {0, 1, . . . , n − 1}, has the form
f(ξi) =
∑n−1
j=0 ai+1,j+1ξ
j, with some ai+1,j+1 ∈ K. We have an isomorphism
Θ : A→Mn(K) : f 7→ (ai+1,j+1).
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IfX is a subset of A, we denote byX its image inMn(K) under the isomorphism
Θ.
There are two additional algebraically equipped posets (P,Mn(K),T ), where
T = {T x,y} x≤y
x,y∈P
, and (P,Mn(K),R), where R = {Rx,y} x≤y
x,y∈P
. The algebras Λ(T )
and Λ(R) are Morita equivalent.
We will use the following notation:
εx = Θ(ε
0
x) for all x ∈ P;
ma = Θ(µa) for all a ∈ L;
∆x = K〈ma ∈Mn(K)|a ∈ K(x)〉;
the definition of µa is in (3).
The admissible system R has the following property.
Lemma 40. For every x ∈ P, the R0−Rx-bimodule R0,x, is one-dimensional over
Rx.
Proof. We have that R0,x is an Rx-vector space, hence, its dimension over K is
a multiple of dimKRx = dimKK(x). On the other hand, R0,x is isomorphic to
ε0Mn(K)εx, which is isomorphic, as K-vector space, to HomK(K,K(x)). This last
space has dimension dimKK(x), consequently dimRxR0,x = 1, and the lemma is
proved.
For any De-module M , with finite local basis B(M), we construct a matrix
representation such that M(M)x ∈Md0,dx(Rx), for x ∈ P, x > 0.
Each Rx is isomorphic to K(x), then, by using the isomorphism Θ, we will
construct matrix representations with coefficients in K(x). To do this we will use
the following result:
Lemma 41. For every x ∈ P, x > 0, we have
Rx = εx∆xεx.
Proof. Each a ∈ K(x), determines a µa ∈ Tx, then εxmaεx ∈ εxT xεx = Rx. Hence,
εx∆xεx ⊆ Rx.
The elements in Rx have the form Θ(α), for α = ε
0
xαε
0
x, such that α ∈
EndK(x) L.
If α 6= 0, notice that α(1) ∈ K(x) and α(a) = α(1)a, for all a ∈ K(x). Denoting
c = α(1), we have α = ε0xµcε
0
x. Hence, Θ(α) = εxmcεx, therefore Rx ⊆ εx∆xεx,
which finishes the proof.
Every r ∈ Rx = can be written as r = εxmaεx, for some a ∈ K(x), so we have
an isomorphism:
φx : Rx → K(x) : εxmaεx 7→ a.
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From the matrix M(M)x, with values in Rx, we get the matrix M(M)x over
Rx, and then, we obtain the matrix φx(M(M)x) with coefficients in K(x). We
denote:
Mx = φx(M(M)x).
The matrix M divided into vertical stripes Mx, for all x ∈ P, x > 0, is called
matrix representation of M .
To calculate ρx : R0 →Rx, we use the next lemma:
Lemma 42. The idempotents satisfy
ε0εx = ε0,
for every x ∈ P.
Proof. We have ε0 = Θ(ε
0
0) and εx = Θ(ε
0
x). To prove our lemma is enough to
show that ε0xε
0
0 = ε
0
0.
Let ix : K → K(x) be the inclusion, then,
ε0xε
0
0 = i
0
xπ
0
xi
0
0π
0
0.
Clearly, π0xi
0
0 = ix and i
0
xix = i
0
0, hence,
i
0
xπ
0
xi
0
0π
0
0 = i
0
0π
0
0 = ε
0
0;
and our result is proved.
In particular, ε0 ∈ R0,x for all x ∈ P. We choose v0,x = ε0, to calculate
ρx : R0 →Rx. For any ε0maε0 ∈ R0, with a ∈ K(0) = K, we have
ε0maε0v0,x = ε0maε0 = ε0ε0ma
= ε0εxma = ε0εxεxma = ε0εxmaεx = v0,xεxmaεx,
then:
ρx(ε0maε0) = εxmaεx. (28)
For every y < x, let τy,x1 , ..., τ
y,x
l(y,x) be an Rx-basis for Ry,x. With the morphism
χy,x : Ry,x → Rx, each τ
y,x
i induces a K-vector space morphism u
y,x
i : Ky → Kx,
given by
uy,xi (a) = φx(χy,x[(φy)
−1(a)τy,xi )]),
for all a ∈ Ky.
With this notation we have the following result.
Theorem 43. Let M,N be objects in modDe, with local basis B(M) and B(N),
respectively. Then M ∼= N if and only if there exist:
· a non-singular square matrix L0 ∈Md0(K);
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· for every x ∈ P, x > 0, a non-singular square matrix Lx ∈Mdx(K(x));
· for each 0 < y < x in P some matrices Ly,x1 , ..., L
y,x
l(y,x) ∈Mdy ,dx(K(x));
such that
Mx = L
0
NxLx +∑
y<x
l(y,x)∑
i=1
uy,xi (Ny)L
y,x
i
 . (29)
Proof. By Theorem 39, and the relation between the algebraically equipped posets
(P, A,R) and (P,Mn(K),R), we know that M ∼= N if and only if there exist non-
singular matrices T0, of size d0 × d0 with values in R0, for every x ∈ P, x > 0,
a matrix Tx, of size dx × dx over Rx, and matrices Ty,x, for each y < x with
coefficients in Ry,x such that:
M(M)x = ρx(T0)M(N)xTx +
∑
y<x
ρx(T0)χy,x(M(N)yTy,x). (30)
Every matrix Ty,x can be written as Ty,x =
∑l(y,x)
i=1 τ
y,x
i T
y,x
i with T
y,x
i ∈Mdx,dy(Rx).
It is clear that φxρx = φ0. Then, with notation L
0 = φ0(T0), L
x = φx(Tx),
Lx,yi = φx(T
y,x
i ), we evaluate φx in 30, to get:
Mx = L
0(NxL
x +
∑
y<x
l(y,x)∑
i=0
φxχy,x(M(N)yτ
y,x
i )L
y,x
i ).
Besides,
φxχy,x(M(N)yτ
y,x
i ) = φxχy,x(φ
−1
y (M(N)yτ
y,x
i ) = u
y,x
i (Ny).
Converssely, if (29) holds, by denoting T0 = φ
−1
0 (L
0), Tx = φ
−1
x (L
x) and
Tx,y =
∑l(y,x)
i=1 τ
y,x
i φ
−1
x (L
y,x
i ), and evaluating φ
−1
x in (29), we obtain (30), which
is equivalent to M ∼= N . The theorem is proved.
Let ε1,1 ∈ Mn(K) be the idempotent matrix having 1 at the place (1,1) and 0
otherwise, and I be the identity matrix.
In particular, when P0 is a p-equipped poset, n = p, and for x ∈ P
εx =
{
I, if x is weak,
ε1,1, if x is strong.
We are going to use some notation from Section 3.2.2, and let us introduce the
following:
ϑ = Θ(ϑ);
U = ε1,1Mp(K);
W = Mp(K)ε1,1;
Re : L → K : a0 + a1ξ + · · ·+ ap−1ξ
p−1 7→ a0, with a0, . . . , ap−1 ∈ K.
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For every x, y ∈ P, we have:
(i) if y ≤p y ≤ x ≤p x, then Ry,x = ε1,1Kε1,1;
(ii) if y ≤p y < x ≤1 x, then Ry,x = U ;
(iii) if y ≤1 y < x ≤p x, then Ry,x =W ;
(iv) if y ≤1 y ≤ℓ x ≤1 x, then Ry,x = Aℓ.
Notice that, for a strong point x, we are in the case (i), with y = x, then
Rx = ε1,1Kε1,1, and when x is weak, Rx = A1 (case (iv) with y = x, ℓ = 1).
Obviously, if x is strong K(x) = K, or K(x) = L if x is weak.
Now we can choose an Rx-basis for Ry,x in each situation, and calculate the
induced morphisms uy,xi :
When (i) or (ii) hold, dimRxRx,y = 1, so we put τ
y,x
1 = ε1,1. For x strong (case
(i)), τy,x1 induces u
y,x
1 : K → K which is the identity. When x is a weak point,
uy,x1 : K → L is the inclusion, because for all a ∈ K,
uy,x1 (a) = φx(χy,x(ε1,1maε1,1)) = φx(χy,x(ε1,1ma)) = φx(ma) = a ∈ L.
In the case (iii), dimRxRx,y = p, then τ
y,x
i = mξi−1ε1,1, for 1 ≤ i ≤ p. Each
τy,xi induces a u
y,x
i : L → K, such that for all b ∈ L,
uy,xi (b) = φx(χy,x(mbmξi−1ε1,1)) = φx(χy,x(mbξi−1ε1,1)),
as ε1,1mbξi−1ε1,1 = ε1,1mRe(bξi−1)ε1,1, then
uy,xi (b) = φx(ε1,1mRe(bξi−1)ε1,1) = Re(bξ
i−1).
Suppose that x and y satisfy (iv), we choose τy,xj = ϑ
j−1, with 1 ≤ j ≤ ℓ. For
any b ∈ L,
uy,xj (b) = φx(χy,x(mbϑ
j−1)).
If charK 6= p, then ϑ = σ, where σ is a Galois automorphism. We have
ε1,1σ
j−1 = ε1,1. Hence,
ε1,1mbσ
j−1 = ε1,1σ
j−1mσj−1(b) = ε1,1mσj−1(b).
When charK = p, we have ϑ = δ, and ε1,1δ = 0. Then,
ε1,1mbδ
j−1 =
j−1∑
k=0
(
j − 1
k
)
ε1,1δ
j−1−kmδk(b) = ε1,1mδj−1(b).
Therefore,
uy,xj (b) = φx(mϑj−1(b)) = ϑ
j−1(b).
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Every M ∈ modDe with a local basis, has a matrix representation M , in which
the stripe Mx, for all x ∈ P has coefficients in K, if x is a strong point, or in L, if
x is weak.
Denote by repP0 the full subcategory of RepP0 whose objects are of the form
(V, r;Vx : x ∈ P0), with V a finite dimensional L-vector space. There is an equiv-
alence between RepP0 and a full subcategory of ModD
e, which induces an equiv-
alence of repP0 with a full subcategory of modD
e. Then, with the previous cal-
culations, the next result determines a matrix problem which allow us to classify
finite dimensional representations of a p-equipped poset P0.
Corollary 44. Let M,N be objects in modDe, with local basis B(M) and B(N),
respectively. Then M ∼= N if and only if there exist:
· a non-singular square matrix L0 ∈Md0(K);
· for every x ∈ P, if x > 0 is a strong point, a non-singular square matrix Lx ∈
Mdx(K), and for each 0 < y < x, a matrix L
y,x of size dy × dx with values in K
(L) if y is strong (weak);
such that
Mx = L
0
NxLx + ∑
y≤py<x
NyL
y,x +
∑
y≤1y<x
Re(NyL
y,x)
 ;
· for every weak point x ∈ P, a non-singular square matrix Lx ∈ Mdx(L), for
each 0 < y ≤p y < x, a matrix Ly,x of size dy × dx with values in K, and for
0 < y ≤1 y <ℓ x, some matrices Ly,x1 , ..., L
y,x
ℓ ∈Mdy ,dx(L)
such that
Mx = L
0
NxLx + ∑
y≤py<x
NyL
y,x +
∑
y≤1y<x
ℓ∑
i=1
ϑi(Ny)L
y,x
i
 .
Proof. It is enough to follow the theorem 43 and the calculus of each uy,xi , when
P0 is a p-equipped poset.
In particular, for x, y ∈ P, with x strong, y weak, and y < x, Theorem 43 says
that there are p matrices Ly,xi ∈Mdy ,dx(K), for i ∈ {1, 2, . . . , p} which we multiply
by uy,xi (Ny) = Re(N yξ
i−1).
We have
∑p
i=1Re(Nyξ
i−1)Ly,xi , which is equivalent to have Re(N yL
y,x) for a
matrix Ly,x over L, and finishes the proof.
A Appendix
Here we follow [6], but instead of consider left-modules, we consider right-modules.
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A.1 Ditalgebras
Let K be a field, R be a K-algebra and W be an R-bimodule graded over Z such
that Wi = 0 for i > 1, i < 0. That is W =W0 ⊕W1.
Consider the tensor algebra TR(W ) with the graduation induced by the grad-
uation of W . For every r ∈ R ⊂ TR(W ), we have gr(r) = 0, and, for w1 ⊗
· · · ⊗ wl ∈ TR(W ), with wi ∈ W an homogeneous element, i ∈ {1, 2, . . . , l}, then
gr(w) =
∑l
i=1 gr(wi).
For n ∈ N, we denote by TR(W )n the K-vector subspace of TR(W ) generated
by products of homogeneous elements of W of degree n. We have TR(W ) =
⊕∞i=0TR(W )n, and TR(W )nTR(W )m ⊂ TR(W )m+n, then TR(W ) is a graded K-
algebra. Besides TR(W )0 is a K-subalgebra and TR(W )0 = TR(W0). Each TR(W )n
is a TR(W )0-bimodule.
Definition 45. A differential in TR(W ) is a K-linear transformation
d : TR(W )→ TR(W )
such that
(1) d(TR(W )m) ⊂ TR(W )m+1.
(2) d(R) = 0.
(3) If a and b are homogeneous elements of TR(W ) then
d(ab) = d(a)b + (−1)gr(a)ad(b).
(4) d2 = 0.
Proposition 46. Let d : W → TR(W ) be an R-bimodule morphism such that
d(W0) ⊂ TR(W )1 y d(W1) ⊂ TR(W )2, then d can be extended to an R-bimodule
morphism dˆ : TR(W ) → TR(W ), satisfying the conditions (1),(2) and (3) of the
previous definition. Moreover, dˆ satisfies (4) if dˆ2(W ) = 0.
Proof. We define dˆ(r) = 0 for r ∈ R ⊂ TR(W ), and for w1, ..., wn homogeneous
elements of W ,
dˆ(w1 ⊗w2 ⊗ · · · ⊗ wn) = d(w1)⊗ w2 ⊗ · · · ⊗ wn
+
n∑
i=1
(−1)gr(w1···wi−1)w1 ⊗ · · · ⊗ wi−1 ⊗ d(wi)⊗ wi+1 ⊗ · · · ⊗ wn.
We have R-bimodule transformations
dˆ(c1,...,cn) :Wc1 ⊗ · · · ⊗Wcn → TR(W )
with ci ∈ {0, 1}.
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Every W⊗n is a direct sum of R-modules of the form Wλ1 ⊗Wλ2 ⊗ · · · ⊗Wλn
with λi ∈ {0, 1}, then we have an R-bimodule morphism dˆn :W
⊗n → TR(W ), and
therefore an R-bimodule morphism dˆ : TR(W )→ TR(W ).
By its construction, dˆ satisfies (1), (2) and (3) of Definition 45.
Notice that dˆ2 has the following property: if a and b are homogeneous elements
of TR(W ) then:
dˆ2(ab) = dˆ2(a)b+ adˆ2(a)b.
When dˆ2(W ) = 0, we prove using induction on n, and the previous equation,
that dˆ2(w1 · · ·wn) = 0 for every homogeneous wi ∈W .
We describe next some examples of ditalgebras.
A.1.1 Example 1
Let Q = (Q0, Q1, s, t) be a finite quiver with n elements, A = KQ be its path
algebra, and e1, e2, . . . , en be the trivial paths. We put
R =
n∑
i=1
Kei, W0 =
∑
γ∈Q1
Kγ, W1 = 0.
Then, the graded algebra TR(W ) = TR(W0) is a ditalgebra with differential
d = 0.
A.1.2 Example 2
From a partially ordered set (P,≤), we construct a bigraph whose vertex are the
same as P, plus an additional point w. For every i ∈ P, there is a solid arrow
αi : i→ w, and for all i, j ∈ P, such that i < j, there is a dashed arrow xi,j : j 99K i.
Consider the path algebra where ei is the trivial path in the point i ∈ P ∪ {w}.
We define:
R =
∑
i∈P∪{w}
Kei, W0 =
∑
i∈P
Kαi, W1 =
∑
i,j∈P
Kxi,j,
for each solid arrow αi
d(αi) = −
∑
i<j
αixi,j,
and for every dashed arrow xi,j
d(xi,j) =
∑
i<r<j
xi,rxr,j.
We have a tensor K-algebra TR(W ), with W = W0 ⊕ W1, besides d(W0) ⊆
TR(W )1 and d(W1) ⊆ TR(W )2, then d is extended to a morphism d : TR(W ) →
TR(W ) satisfying (1), (2), (3) of Definition 45.
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Now we evaluate d2(W ). For a solid arrow,
d2(αi) = d
−∑
i<j
αixi,j

= −
∑
i<j
d(αi)xi,j −
∑
i<j
αid(xi,j)
=
∑
i<j
∑
i<r
αixi,rxi,j −
∑
i<r<j
αixi,rxr,j
=
∑
i<r<j
αixi,rxr,j −
∑
i<r<j
αixi,rxr,j
= 0;
and for a dashed arrow
d2(xi,j) = d
 ∑
i<r<j
xi,rxr,j

=
∑
i<r<j
d(xi,r)xr,j −
∑
i<r<j
xi,rd(xr,j)
=
∑
i<r<j
∑
i<t<r
xi,txt,rxr, j −
∑
i<r<j
∑
r<t<j
xi,rxr,txt,j
= 0;
Hence, (TR(W ), d) is a ditalgebra.
A.1.3 Example 3
Let R be a K-algebra, consider W =
(
R R
0 R
)
, which is a K-algebra and an
R-bimodule, with the operations:
r
(
x1 x2
0 x3
)
=
(
rx1 rx2
0 rx3
)
and
(
x1 x2
0 x3
)
r =
(
x1r x2r
0 x3r
)
.
We define w1 =
(
1 0
0 0
)
, w2 =
(
0 0
0 1
)
and w1,2 =
(
0 1
0 0
)
.
Then W = Rw1,2R⊕Rw1R⊕Rw2R.
We put:
W0 = Rw1,2R, W1 = Rw1R⊕Rw2R.
Then TR(W ) is a graded K-algebra.
The R-morphism d : W → TR(W ) given by
d(w1,2) = w1,2 ⊗ w2 − w1 ⊗ w1,2,
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d(w1) = −w1 ⊗ w1, d(w2) = −w2 ⊗ w2,
can be extended to a morphism d : TR(W ) → TR(W ) satisfying (1), (2), (3) of
Definition 45.
We verify
d 2(w1) =− d(w1)⊗ w1 + w1 ⊗ d(w1) = 0
d 2(w2) =− d(w2)⊗ w2 + w2 ⊗ d(w2) = 0
d 2(w1,2) =d(w1,2)⊗ w2 + w1,2 ⊗ d(w2)− d(w1)⊗ w1,2 + w1 ⊗ d(w1,2)
=0.
(31)
Therefore d is a differential.
A.1.4 Example 4
Let Λ be a finite dimensional K-algebra, which admits a decomposition:
Λ = S ⊕ J
where S is a semi simple subalgebra of Λ and J is the radical of Λ.
Consider ∗J = HomS(SJ, S) and {pi, γi}
n
i=1 a dual basis for SJ , with pi ∈ J
and γi ∈
∗J .
We define µ : ∗J → ∗J ⊗S
∗J ,
µ(γ) =
n∑
i,j=1
γi ⊗ γjγ(pjpi);
for all γ ∈ ∗J . We say that µ is a comultiplication because, given the multiplication
m : J ⊗S J → J : a⊗ b 7→ ab,
the following diagram commutes
∗J ∗J ⊗S
∗J
∗(J ⊗S J)
✲µ
❅
❅
❅
❅
❅❘
∗m
❄
Φ
where Φ is the S-bimodule isomorphism defined as follows
Φ(ρ⊗ ν)(a⊗ b) = ν(aρ(b)).
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In fact,
Φ(µ(γ))(a ⊗ b) = Φ
 n∑
i,j=1
γi ⊗ γj
 γ(pjpi)(a⊗ b)
= Φ
 n∑
i,j=1
γi ⊗ γj
 (a⊗ b)γ(pjpi)
=
n∑
i,j=1
γj(aγi(b))γ(pjpi)
=
n∑
i,j=1
γ(γj(aγi(b))pjpi)
=
n∑
i=1
γ(aγi(b)pi)
= γ(ab).
We have the graded algebra TS(
∗J). By Proposition 46, the morphism µ is
extended to a S-bimodule morphism δ : TS(
∗J)→ TS(
∗J) satisfying (1), (2), (3) of
Definition 45.
For every a =
∑
i a
1
i ⊗ a
2
i ∈ (
∗J)2,
δ(a) =
∑
i
δ(a1i )⊗ a
2
i − a
1
i ⊗ δ(a
2
i )
=
∑
i
µ(a1i )⊗ a
2
i − a
1
i ⊗ µ(a
2
i ) = (µ⊗ id)(a) − (id⊗ µ)(a).
(32)
For γ ∈ ∗J , we have
δ2(γ) = δ(δ(γ)) = δ(µ(γ)) = (µ⊗ id)µ(γ) − (id⊗ µ)µ(γ). (33)
Notice that
(id⊗ µ)µ(γ) =
n∑
i,j=1
γi ⊗ µ(γj)γ(pjpi)
=
n∑
i,j,r,t=1
γi ⊗ γr ⊗ γtγj(ptpr)γ(pjpi)
=
n∑
i,j,r,t=1
γi ⊗ γr ⊗ γtγ(γj(ptpr)pjpi)
=
n∑
i,r,t=1
γi ⊗ γr ⊗ γtγ(ptprpi).
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Besides,
(µ⊗ id)µ(γ) =
n∑
i,j=1
µ(γi)⊗ γjγ(pjpi)
=
n∑
i,j=1
n∑
r,t=1
γr ⊗ γtγi(ptpr)⊗ γjγ(pjpi)
=
n∑
i,j,r,t=1
γr ⊗ γt ⊗ γi(ptpr)γjγ(pjpi);
and, for w ∈ J
n∑
i,j=1
γi(ptpr)γjγ(pjpi)(w) =
n∑
i,j=1
γj(wγi(ptpr))γ(pjpi)
=
n∑
i,j=1
γ(γj(wγi(ptpr))pjpi)
=
n∑
i=1
γ(wγi(ptpr)pi)
= γ(wptpr)
=
n∑
l=1
γ(γl(w)plptpr)
=
n∑
l=1
γl(w)γ(plptpr);
hence,
n∑
i,j=1
γi(ptpr)γjγ(pjpi) =
n∑
l=1
γlγ(plptpr).
Therefore,
(id⊗ µ)µ(γ) = (µ ⊗ id)µ(γ), (34)
then δ2(γ) = 0. By Proposition 46, δ satisfies (4), and A = (TS(
∗J), δ) is a
ditalgebra.
A.1.5 Example 5. Drozd’s ditalgebra
Let Λ be a K-algebra as in example 4. We define
R =
(
S 0
0 S
)
,W0 =
(
0 ∗J
0 0
)
,W1 =
(
∗J 0
0 ∗J
)
.
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As W0 and W1 are R-bimodules, we put W = W0 ⊕W1. We obtain a graded
K-algebra TR(W ).
Consider a K-bimodule Z =
(
K K
0 K
)
, as in Example 3, the elements
w1 =
(
1 0
0 0
)
, w2 =
(
0 0
0 1
)
, w1,2 =
(
0 1
0 0
)
, (35)
and the K-algebra TK(Z) with differential d, such that
d(w1,2) = w1,2 ⊗ w2 − w1 ⊗ w1,2, d(w1) = −w1 ⊗ w1, d(w2) = −w2 ⊗ w2.
We multiply ∗J by Z using a S-K-bimodule morphism φ1 and a K-S-bimodule
morphism φ2
φ1 :
∗J ⊗K Z → W : γ ⊗
(
x1 x2
0 x3
)
7→
(
γx1 γx2
0 γx3
)
;
φ2 : Z ⊗K
∗J →W :
(
x1 x2
0 x3
)
⊗ γ 7→
(
x1γ x2γ
0 x3γ
)
.
We denote γu = φ1(γ ⊗ u), and uγ = φ2(u⊗ γ), for γ ∈
∗J , z ∈ Z. We have,
for all s ∈ S
(γs)z = (γz)s, z(sγ) = s(zγ).
For every n ∈ N, there is a K-S-bimodule morphism
∗ : Z⊗n ⊗K (
∗J)⊗n →W⊗n,
such that for z = (z1 ⊗ z2 ⊗ · · · ⊗ zn) ∈ Z
⊗n, a = (a1 ⊗ a2 ⊗ · · · ⊗ an) ∈ (
∗J)⊗n,
∗(z ⊗ a) = z ∗ a = (z1a1 ⊗ z2a2 ⊗ · · · ⊗ znan).
Any element w ∈W can be written univocally as:
w = w1a1 + w1,2a1,2 +w2a2, con a1, a1,2, a2 ∈
∗J,
then, we define
d(w) = d(w1a1) + d(w1,2a1,2) + d(w2a2)
= d(w1) ∗ µ(a1) + d(w1,2) ∗ µ(a1,2) + d(w2) ∗ µ(a2).
Clearly d : W → TR(W ) is an R-bimodule morphism which can be extended
to d : TR(W )→ TR(W ), satisfying (1), (2), (3) of Definition 45.
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Consider w = w1a1 +w1,2a1,2 + w2a2 ∈W , to show that d is a differential, we
calculate
d2(w) = d(d(w1) ∗ µ(a1) + d(w1,2) ∗ µ(a1,2) + d(w2) ∗ µ(a2))
= d
 n∑
i,j=1
w1γi ⊗ w1γja1(pjpi) +
n∑
i,j=1
w2γi ⊗ w2γja2(pjpi)

+ d
 n∑
i,j=1
w1γi ⊗ w1,2γja1,2(pjpi)−
n∑
i,j=1
w1,2γi ⊗ w2γja1,2(pjpi)

=
n∑
i,j=1
d(w1)µ(γi)⊗ w1γja1(pjpi)−
n∑
i,j=1
w1γi ⊗ d(w1)µ(γj)a1(pjpi)
+
n∑
i,j=1
d(w2)µ(γi)⊗ w2γja2(pjpi)−
n∑
i,j=1
w2γi ⊗ d(w2)µ(γj)a2(pjpi)
+
n∑
i,j=1
d(w1)µ(γi)⊗ w1,2γja1,2(pjpi)−
n∑
i,j=1
w1γi ⊗ d(w1,2)µ(γj)a1,2(pjpi)
−
n∑
i,j=1
d(w1,2)µ(γi)⊗ w2γja1,2(pjpi)−
n∑
i,j=1
w1,2γi ⊗ d(w2)µ(γj)a1,2(pjpi)
= (d(w1)⊗ w1) ∗ (µ⊗ id)µ(a1)− (w1 ⊗ d(w1)) ∗ (id⊗ µ)µ(a1)
+ (d(w2)⊗ w2) ∗ (µ⊗ id)µ(a2)− (w2 ⊗ d(w2)) ∗ (id⊗ µ)µ(a2)
+ (d(w1)⊗ w1,2) ∗ (µ⊗ id)µ(a1,2)− (w1 ⊗ d(w1,2)) ∗ (id⊗ µ)µ(a1,2)
− (d(w1,2)⊗ w2) ∗ (µ⊗ id)µ(a1,2)− (w1,2 ⊗ d(w2)) ∗ (id⊗ µ)µ(a1,2),
by using (34),
= −(−d(w1)⊗ w1 + w1 ⊗ d(w1)) ∗ (µ ⊗ id)µ(a1)
− (−d(w2)⊗ w2 +w2 ⊗ d(w2)) ∗ (µ⊗ id)µ(a2)
− (d(w1,2)⊗ w2 + w1,2 ⊗ d(w2)− d(w1)⊗ w1,2 + w1 ⊗ d(w1,2))(µ ⊗ id)µ(a1,2)
= 0,
due to the equations (31).
Therefore, we have the ditalgebra
D = (TR(W ), d).
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A.2 Representations of ditalgebras and Equivalences
In this section, given a ditalgebra A = (TR(W ), d), we will deal with the category
ModA, of representations of A, whose objects are the right TR(W )0-modules.
A morphism f : M → N in ModA, is a pair f = (f0, f1), where f0 : M → N
is a right R-module morphism, and f1 : TR(W )1 → Homk(M,N) is a TR(W )0-
bimodule morphism, such that
f0(m)a = f0(ma) + f1(δ(a))(m), (36)
for all a ∈ TR(W )0, m ∈M .
Recall that for v ∈ TR(W )1, we have d(v) =
∑
i∈I v
1
i ⊗v
2
i , for a set I, and some
v1i , v
2
i ∈ TR(W )1.
We have d(v) ∈ TR(W )1 ⊗TR(W )0 TR(W )1, if f : M → N and g : N → L are
morphisms in ModA, consider the following TR(W )0-bimodule morphisms
TR(W )1 ⊗ TR(W )1
f1⊗g1
−−−−→ Homk(M,N)⊗Homk(N,L) −→ Homk(M,L);
where, for all v,w ∈ TR(W )1
v ⊗ w 7→ f1(v)⊗ g1(w) 7→ g1(w)f1(v).
We define gf = ((gf)0, (gf)1) as follows
(gf)0 = g0f0;
(gf)1(v) = g1(v)f0+g0f1(v) +
∑
g1(v2i )f
1(v1i ).
(37)
The pair id = (idM , 0) is the identity for this composition.
We are going to see, next, some equivalences between the categories of rep-
resentations of the ditalgebras of Examples A.1.4 and A.1.5, and some categories
determined by modules over an algebra Λ = S ⊕ J , where S is a semisimple sub
algebra of Λ and J is the radical of Λ.
Proposition 47. Let Λ be a K-algebra such that Λ = S ⊕ J, and A = (TS(
∗J), δ)
be a ditalgebra as in Example A.1.4. Then ModA is equivalent to the category of
right projectve Λ-modules Proj Λ.
Proof. Given a dual basis {pi, γi}
n
i=1, for SJ , with pi ∈ J y γi ∈
∗J , for two
objects M,N ∈ ModA, and a morphism f : M → N between them, we define
F : ModA→ ProjΛ;
as follows
F (M) =M ⊗S Λ;
F (N) = N ⊗S Λ;
F (f)(m⊗ λ) = f0(m)⊗ λ+
n∑
i=1
f1(γi)(m)⊗ piλ, with λ ∈ Λ y m ∈M.
(38)
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Consider l ∈ Λ,
F (f)((m⊗ λ)l) = F (f)(m⊗ λl)
= f0(m)⊗ λl +
n∑
i=1
f1(γi)(m)⊗ piλl
=
[
f0(m)⊗ λ+
n∑
i=1
f1(γi)(m)⊗ piλ
]
l
= F (f)(m⊗ λ)l;
then F (f) is a right Λ-module morphism.
For every s ∈ S, i ∈ {1, . . . n}
(f1 ⊗ id)(sγi ⊗ pi) = (f
1 ⊗ id)(γi ⊗ pis)
f1(sγi)⊗ pi = f
1(γi)⊗ pis
f1(sγi)⊗ pi = (f
1(γi)⊗ pi)s.
Therefore
F (f)(m⊗ sλ) = f0(m)⊗ sλ+
n∑
i=1
f1(γi)(m)⊗ pisλ
= f0(m)s⊗ λ+
n∑
i=1
f1(sγi)(m)⊗ piλ
= f0(ms)⊗ λ+
n∑
i=1
f1(γi)(ms)⊗ piλ
= F (f)(ms⊗ λ);
then, F is balanced.
Let M
f
−→ N
g
−→ L be a pair of morphisms in ModA. Consider the composition
F (g)F (f),
F (g)F (f)(m ⊗ λ) = F (g)
(
f0(m)⊗ λ+
n∑
i=1
f1(γi)(m)⊗ piλ
)
= g0f0(m)⊗ λ+
n∑
i=1
g1(γi)(f
0(m)) ⊗ piλ
+
n∑
i=1
g0(f1(γi)(m))⊗ piλ+
n∑
i,j=1
g1(γj)f
1(γi)(m)⊗ pjpiλ.
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Recall that δ(γi) =
∑n
r,t=1 γr ⊗ γtγi(ptpr), for all i ∈ {1, . . . n}, then the image
of the composition gf is
F (gf)(m⊗ λ) = (gf)0(m)⊗ λ+
n∑
i=1
(gf)1(γi)(m)⊗ piλ
= g0f0(m)⊗ λ+
n∑
i=1
g1(γi)(f
0(m))⊗ piλ+
n∑
i=1
g0(f1(γi)(m)) ⊗ piλ
+
n∑
i,r,t=1
g1(γtγi(ptpr))f
1(γr)(m)⊗ piλ
= g0f0(m)⊗ λ+
n∑
i=1
g1(γi)(f
0(m))⊗ piλ+
n∑
i=1
g0(f1(γi)(m)) ⊗ piλ
+
n∑
i,r,t=1
g1(γt)γi(ptpr)f
1(γr)(m)⊗ piλ
= g0f0(m)⊗ λ+
n∑
i=1
g1(γi)(f
0(m))⊗ piλ+
n∑
i=1
g0(f1(γi)(m)) ⊗ piλ
+
n∑
i,r,t=1
g1(γt)f
1(γr)(m)γi(ptpr)⊗ piλ
= g0f0(m)⊗ λ+
n∑
i=1
g1(γi)(f
0(m))⊗ piλ+
n∑
i=1
g0(f1(γi)(m)) ⊗ piλ
+
n∑
i,r,t=1
g1(γt)f
1(γr)(m)⊗ γi(ptpr)piλ
= g0f0(m)⊗ λ+
n∑
i=1
g1(γi)(f
0(m))⊗ piλ+
n∑
i=1
g0(f1(γi)(m)) ⊗ piλ
+
n∑
i,r,t=1
g1(γt)f
1(γr)(m)⊗ ptprλ
= F (g)F (f)(m ⊗ λ).
Hence, F is a well-defined functor.
Any right projective Λ-module M , can be written as M ⊗S Λ, then F is dense.
Suppose that f = (f0, f1) : M → N is a morphism in ModA such that
F (f) = 0. Then, when λ = 1 ∈ Λ,
f0(m)⊗ 1 +
n∑
i=1
f1(γi)(m)⊗ pi = 0,
for all m ∈M .
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Notice that
F (N) = N ⊗S Λ
= N ⊗S (S ⊕ J)
= (N ⊗S S)⊕ (N ⊗S J);
we have f0(m)⊗ 1 ∈ N ⊗S S y
∑n
i=1 f
1(γi)(m)⊗ pi ∈ N ⊗S J , then
f0(m)⊗ 1 = 0 y
n∑
i=1
f1(γi)(m)⊗ pi = 0, para toda m ∈M,
therefore f0 = 0.
For γ ∈ ∗J , consider
M ⊗S J
idM⊗γ−−−−→M ⊗S S
∼=
−−→M ;
such that, for all u ∈ J,m ∈M
m⊗ u 7→ m⊗ γ(u) 7→ mγ(u).
Hence,
idM ⊗ γ
(
n∑
i=1
f1(γi)(m)⊗ pi
)
= 0
n∑
i=1
f1(γi)(m) ⊗ γ(pi) = 0;
then,
n∑
i=1
f1(γi)(m)γ(pi) = 0;
n∑
i=1
f1(γiγ(pi))(m) = 0;
by the properties of a dual basis γ =
∑n
i=1 γiγ(pi), therefore
f1(γ)(m) = 0,
so f1 = 0, and we conclude that F is faithful.
Consider the projection π0 : Λ→ S, and the morphisms
γ : Λ→ S, obtained by defining γ(s) = 0, for all γ ∈ ∗J, s ∈ S. (39)
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The set {1, pi, π0, γi}
n
i=1 is a dual basis for SΛ. Indeed, for every λ ∈ Λ,
λ = π0(λ) + (λ− π0(λ));
we have λ− π0(λ) ∈ J ,
λ = π0(λ) +
n∑
i=1
γi(λ− π0(λ))pi
= π0(λ) +
n∑
i=1
(γi(λ)− γi(π0(λ)))pi
= π0(λ) +
n∑
i=1
γi(λ)pi;
because π0(λ) ∈ S.
Let h : M ⊗S Λ → N ⊗S Λ be a Λ-module morphism, we define a S-module
morphism, as follows
f0h(v) = m(idN ⊗ π0)(h(v ⊗ 1)),
where v ∈M , and m is an isomorphism m : N ⊗S S → N : n⊗ s 7→ ns.
For every γ ∈ ∗J , taking into account (39), we define
f1h(γ)(v) = m(idN ⊗ γ)(h(v ⊗ 1)).
Suppose that h(v ⊗ 1) =
∑t
r=1 nr ⊗ λr, for some nr ∈ N,λr ∈ Λ, then, for
s ∈ S,
f1h(sγ)(v) = m(idN ⊗ sγ)(h(v ⊗ 1))
= m
(
t∑
r=1
nr ⊗ sγ(λr)
)
= m
(
t∑
r=1
nr ⊗ γ(λrs)
)
=
t∑
r=1
nrγ(λrs)
= m(idN ⊗ sγ)(h(v ⊗ 1)s)
= m(idN ⊗ sγ)(h(v ⊗ s))
= m(idN ⊗ sγ)(h(vs ⊗ 1))
= f1h(γ)(vs).
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Besides
f1h(γs)(v) = m(idN ⊗ γs)(h(v ⊗ 1))
= m
(
t∑
r=1
nr ⊗ γs(λr)
)
= m
(
t∑
r=1
nr ⊗ γ(λr)s
)
=
t∑
r=1
nrγ(λr)s
= m(idN ⊗ sγ)(h(v ⊗ 1))s
= f1h(γ)(v)s.
Therefore f1h :
∗J → Homk(M,N) is a S-bimodule morphism, and fh =
(f0h , f
1
h) : M → N is a morphism in ModA, such that, for all λ ∈ Λ, v ∈M
F (fh)(v ⊗ λ) = f
0
h(v)⊗ λ+
n∑
i=1
f1h(γi)(v) ⊗ piλ
= m(idN ⊗ π0)(h(v ⊗ 1))⊗ λ+
n∑
i=1
m(idN ⊗ γi)(h(v ⊗ 1))⊗ piλ
=
[
m(idN ⊗ π0)(h(v ⊗ 1))⊗ 1 +
n∑
i=1
m(idN ⊗ γi)(h(v ⊗ 1)) ⊗ pi
]
λ
using the dual basis of SΛ,
= h(v ⊗ 1)λ
= h(v ⊗ λ).
We conclude that F is a full functor, which finishes the proof.
Consider the ditalgebra D, as in Example A.1.5
D = (TR(W ), d).
Every a ∈ TR(W )0, can be written as a = w1s1 + w2s2 + w1,2γ, for some
s1, s2 ∈ S and γ ∈
∗J .
A morphism f : M → N in the category ModD, between two objects M and
N , satisfies for all a ∈ TR(W )0, m ∈M
f0(m)(w1s1 + w2s2 + w1,2γ) = f
0(m(w1s1 + w2s2 + w1,2γ))
+ f1(d(w1s1 + w2s2 + w1,2γ))(m)
f0(m)w1s1 + f
0(m)w2s2 + f
0(m)w1,2γ = f
0(m)w1s1 + f
0(m)w2s2 + f
0(mw1,2γ)
+ f1(d(w1,2γ))(m),
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then,
f0(m)w1,2γ = f
0(mw1,2γ) + f
1(δ(w1,2) ∗ µ(γ))(m)
= f0(mw1,2γ) +
n∑
i,j=1
w1,2γif
1(w2γjγ(pjpi))(m)
−
n∑
i,j=1
f1(w1γi)w1,2γjγ(pjpi)(m)
= f0(mw1,2γ) +
n∑
i,j=1
f1(w2γj)(mw1,2γi)γ(pjpi)
−
n∑
i,j=1
f1(w1γi)(m)w1,2γjγ(pjpi).
(40)
We are going to define, next, a category of morphisms which is equivalent to
ModD.
Definition 48. Let A = (TS(
∗J), δ) be the ditalgebra of Example A.1.4, we denote
by M1Λ(A) a category whose objects are morphisms in ModA, of the form
ψ = (0, ψ) : M1 →M2.
The morphisms between them are pairs of morphisms (f, g) in ModA, such
that the following diagram commutes
M1
(0,ψM )
−−−−→ M2
f=(f0,f1)
y yg=(g0,g1)
N1 −−−−→
(0,ψN )
N2
We have the following result:
Proposition 49. From a K-algebra Λ = S ⊕ J , using the notation of this section,
we construct the ditalgebras A = (TS(
∗J), δ) and D = (TR(W ), d), and the category
of morphisms M1Λ(A).
Then the categories ModD and M1Λ(A) are equivalent.
Proof. Let 1S be the unit in S, notice that w11S y w21S are idempotents in
TR(W )0 =
(
S ∗J
0 S
)
.
For any object M ∈ ModD, we denote
M1 =Mw11S ; M2 =Mw21S . (41)
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By the right TR(W )0-module structure of M , we have that M1 and M2 are
right S-modules, M = M1 ⊕M2, and for all γ ∈
∗J , the multiplication induces a
K-transformation
ψM (γ) : M1 →M2 : m 7→ mw1,2γ.
For every s ∈ S, m ∈M1,
ψM (sγ)(m) = mw1,2sγ = msw1,2γ = ψM (γ)(ms),
besides,
ψM (γs)(m) = mw1,2γs = ψM (γ)(m)s,
which proves that ψM :
∗J → Homk(M1,M2) is a S-bimodule morphism.
Let M and N be objects in ModD, and f = (f0, f1) : M → N be a morphism
between them. We define
G : ModD →M1Λ(A)
as follows
G(M) =M1
(0,ψM )
−−−−→M2,
G(N) = N1
(0,ψN )
−−−−→ N2,
G(f) = (f1, f2) = ((f
0
1 , f
1
1 ), (f
0
2 , f
1
2 ));
where f0i = f
0|Mi , and f
1
i (γ) = f
1(wiγ), for every γ ∈
∗J , for i = 1, 2.
The morphism f0 is a right R-module morphism, so
f0(Mi) = f
0(Mwi1S) = f
0(M)wi1S ⊆ Ni,
then f0i : Mi → Ni is a right R-module morphism.
Consider γ ∈ ∗J , the product wiγ ∈ TR(W )1, is such that
wiγ = wi1Swiγwi1S .
We have that f1 : TR(W )1 → Homk(M,N), is a TR(W )0-bimodule morphism
f1i (γ) = f
1(wiγ) = wi1Sf
1(wiγ)wi1S ,
hence,
f1i (γ) ∈ Homk(Mi, Ni).
Notice that, for γ ∈ J∗,m ∈M1, the composition (f
0
2 , f
1
2 )(0, ψM ) = (0, (f2ψM )
1),
is such that
(f2ψM )
1(γ)(m) = f02 (ψM (γ)(m)) +
n∑
i,j=1
f12 (γjγ(pjpi))ψM (γi)(m)
= f0(mw1,2γ) +
n∑
i,j=1
f1(w2γjγ(pjpi))(mw1,2γi)
= f0(mw1,2γ) +
n∑
i,j=1
f1(w2γj)(mw1,2γi)γ(pjpi);
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and for (0, ψN )(f
0
1 , f
1
1 ) = (0, (ψNf1)
1), we have
(ψNf1)
1(γ)(m) = ψN (γ)(f
0
1 (m)) +
n∑
i,j=1
ψN (γjγ(pjpi))f
1
1 (γi)(m)
= f0(m)w1,2γ +
n∑
i,j=1
f1(w1γi)(m)w1,2γjγ(pjpi).
Substracting,
(f2ψM )
1(γ)(m) − (ψNf1)
1(γ)(m) = f0(mw1,2γ)− f
0(m)w1,2γ
+
n∑
i,j=1
(f1(w2γj)(mw1,2γi)− f
1(w1γi)(m)w1,2γj)γ(pjpi).
Hence, (f2ψM )
1(γ)(m) − (ψNf1)
1(γ)(m) = 0 if and only if (40) holds. There-
fore, G(f) is a morphism in M1(A), if and only if f is a morphism in ModD.
We conclude that G is a full functor, because h = ((h01, h
1
1), (h
0
2, h
1
2)) : G(M)→
G(N) is a morphism in M1Λ(A) if and only if f = (w11Sh
0
1 ⊕ w21Sh
0
2, w11Sh
1
1 ⊕
w21Sh
1
2) is a morphism in ModD, and G(f) = h.
If a morphism f : M → N in ModD, is such that G(f) = 0, then f0(M1) =
f0(M2) = 0, hence f
0 = 0. We have that x ∈ TR(W )1 can be written as x =
w1a1+w2a2, for some a1, a2 ∈
∗J , then f1(x) = f11 (a1) + f
1
2 (a2) = 0. Therefore G
is faithful.
Let M1
(0,ψM )
−−−−→ M2 be an object of M
1
Λ(A). We give to M1 ⊕ M2 a right
TR(W )0-module structure, with the product
(m1 m2)
(
s1 γ
0 s2
)
= (m1s1 ψM (γ)(m1) +m2s2) .
Therefore, the functor G is dense, and the proposition is proved.
Consider the following category of morphisms.
Definition 50. We denote by M1(Λ) the category whose objects are morphisms
ϕ : P → Q, between right projective Λ-modules P and Q, such that Imϕ ⊆ radQ.
Its morphisms are pairs of right projective Λ-module morphisms, in such a way
that the following diagram commutes
P
ϕ
−−−−→ Q
h
y yh′
P ′ −−−−→
ϕ′
Q′
for every pair of objects ϕ,ϕ′ ∈ M1(Λ).
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Due to the proof of Proposition 47, every morphism F (f) :M ⊗S Λ→ N ⊗S Λ
between projective Λ-modules can be written as
F (f)(m⊗ λ) = f0(m)⊗ λ+
n∑
i=1
f1(γi)(m) ⊗ piλ
for some morphism f = (f0, f1) in ModA.
We have that
∑n
i=1 f
1(γi)(m)⊗ piλ ∈ N ⊗S J ⊆ rad(N ⊗S Λ), then ImF (f) ⊆
radN ⊗S Λ if and only if f
0 = 0.
Therefore M1(Λ) is equivalent to M1Λ(A), and, in turn, to ModD by the
previous proposition.
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