Abstract-Face recognition is one of the biometric methods that is used to identify any given face image using the main features of this face. In this research, a face recognition system was suggested based on four Artificial Neural Network (ANN) models separately: feed forward backpropagation neural network ( 
I. INTRODUCTION
Human Face represents complex, multidimensional, meaningful visual motivation. It is difficult to develop a computational model for face recognition. Building good computer system similar to human ability to recognize faces and overcome humans' limitations is regarded as a great challenge [1] . The human ability to recognize faces has several difficulties such as: similarity between different faces; dealing with large amount of unknown human faces; expressions and hair can change the face; and also face can be viewed from number of angles in many situations. A good face recognition system must be robust to overcome these difficulties and generalize over many conditions to capture the essential similarities for a given human face [2] . A general face recognition system consists of many processing stages: face detection; facial feature extraction; and face recognition. Face detection and feature extraction phases could run simultaneously [3] .
In the recent years, artificial neural networks (ANN) were used largely for building intelligent computer systems related to pattern recognition and image processing [4] . The most popular ANN model is the backpropagation neural network (BPNN) which can be trained using backpropagation training algorithm (BP) [5] . Many literatures related to face recognition system which based on different approaches such as: Geometrical features; Eigenfaces; Template matching; Graph matching; and ANN approaches [6] . The obtained recognition rates from these studies are different and based on: used approach; used database; and number of classes.
Different ANN models were used widely in face recognition and many times they used in combination with the above mentioned methods. ANN simulates the way neurons work in the human brain. This is the main reason for its role in face recognition. Many researches adopted different ANN models for face recognition with different recognition rates and mean square error (MSE). Therefore, there is a need to identify the ANN model for face recognition systems with best recognition results. The objective of this research is to develop a face recognition system based on using 4 different ANN models: feed forward Backpropagation neural network (FFBPNN), cascade forward Backpropagation neural network (CFBPNN), function fitting (FitNet), and pattern recognition (PatternNet). Each one of these models was constructed separately with 7 layers (input, 5 hidden layers and output layer) architectures. Each model was trained separately with six different training algorithms.
The research includes the following sections: Section II includes related literature; Section III includes details about ANN architectures and training algorithms; Section IV explains research methodology; Section V includes implementation steps of the face recognition system; Section VI includes the experimental results; and finally Section VII concludes this work.
II. RELATED LITERATURE
ANN has the ability to adjust its weights according to the differences it encounters during training [7] . Therefore, we focused in this research on literature studies which based on ANN models especially BPNN. Dmitry and Valery (2002) [8] 41 | P a g e www.ijacsa.thesai.org proposed ANN thresholding approach for rejection of unauthorized persons. They studied robustness of ANN classifiers with respect to false acceptance and false rejection errors.
Soon and Seiichi (2003) [9] presented face recognition system with incremental learning ability that has one-pass incremental learning and automatic generation of training data. They adopted Resource Allocating Network with Long-Term Memory (RANLTM) as a classifier of face images. Adjoudj and Boukelif (2004) [10] designed a face recognition system using ANN which can trained several times on various faces images.
While Volkan (2003) [11] developed a face authentication system based on: preprocessing, principal component analysis (PCA), and ANN for recognition. Normalization illumination, and head orientation were done in preprocessing stage. PCA is applied to find the aspects of face which are important for identification. Weihua and WeiFu (2008) [12] suggested a face recognition algorithm based on gray-scale. They applied ANN to the pattern recognition phase rather than to the feature extraction phase to reduce complexity of ANN training. Also Mohamed, et. al. (2006) [13] developed BPNN model to extract the basic face of the human face images. The eigenfaces is then projecting onto human faces to identify unique features vectors. This BPNN uses the significant features vector to identify unknown face. They used ORL database. While Latha et al (2009) [14] used BPNN for face recognition to detect frontal views of faces. The PCA is used to reduce the dimensionality of face image. They used Yale database and calculated acceptance ratio and execution time as a performance metrics. Raman and Durgesh (2009) [15] used single layer feed forward ANN approach with PCA to find the optimum learning rate that reduces the training time. They used variable learning rate and demonstrate its superiority over constant learning rate. They test the system's performance in terms of recognition rate and training time. They used ORL database. Abul Kashem et. al (2011) [16] proposed a face recognition system using PCA with BPNN. The system consists of three steps: detecting face image using BPNN; extraction of various facial features; and performing face recognition. And Shatha (2011) [17] performed face recognition by 3D facial recognition system using geometrics techniques with two types of ANN (multilayer perceptron and probabilistic). At the end, Taranpreet (2012) [18] proposed face recognition method using PCA with BP algorithm. The feature is extracted using PCA and the BPNN is used for classification.
III. ARTIFICIAL NEURAL NETWORKS
FFBPNN consists of many layers as in BPNN. The first layer is connected to ANN inputs. Each subsequent layer has connections from preceding layer. The final layer produces ANN output. BPNN and FFBPNN can be trained using BP algorithm. The BP includes the following equations [19] [20]:
Where, x j (t): input value of j at time-step t, w jk (t): weight assigned by neuron k to input j at time t, φ: nonlinear activation function, b k (t): the bias of k-neuron at time t, and y k (t): output from neuron k at time t.
The process is repeated for all entries of time series and yields an output vector y k. The training process includes weight adjustments to minimize the error between network's desired and actual output using an iterative procedure. Output y k is compared with target output T k using Eq.3 as an error function:
The error is given by Eq.4 for neurons in the hidden layer:
Where δ k is the error term of the output layer and w k is the weight between the hidden and output layers. The error is then propagated backward from the output layer to input layer to update the weight of each connection as follows [20] :
Where, η is the learning rate, and α is a momentum variable, which determines the effect of past weight changes on the current direction of movement.
Another ANN is CFBPNN and it is similar to FFBPNN but it includes a connection from input and every previous layer to following layers. Additional connections can improve the speed at which ANN learns the desired relationship. FitNet also presents a type of FFBPNN, which is used to fit an input output relationship. While PatternNet is a feed forward network that can be used for pattern recognition problems and can be trained to classify inputs according to target classes. The target data for PatternNet consist of vectors with all values equal to 0 except for 1 in element i, where i is the class they represent.
The BP training algorithm used to train FFBPNN and other ANN models requires long time to converge. Therefore, many optimization training algorithms were suggested and described in details in Neural Network Toolbox™ User's Guide R2012a [21] . The equations of all algorithms are the same except they differs in changing weight values.
A. Learning Algorithms
The optimization training algorithms adjusted the ANN weights and biases to minimize the performance function and to reduce errors as possible. Here, mean square error (MSE) is used as a performance function of the suggested face recognition system and it is minimized during ANN training. MSE represents the difference between the desired output and actual output. www.ijacsa.thesai.org
In this research, six optimization ANN training algorithms were used to train the Four models separately to identify the model with the best results for the face recognition system [20] [21] :
 Gradient descent with momentum (TRAINGDM)
IV. RESEARCH METHODOLOGY
In this research, 4 ANN models (FFBPNN, CFBPNN, FitNet and PatternNet) were used separately for the face recognition system. Each one of these models was constructed separately with 7 layers (input, 5 hidden layers and output layer). Fig.1 shows 7-layer FFBPNN with 15 neurons in each hidden layer. Fig.1 can be used also to describe FitNet and PatternNet separately. The only difference in these ANN models is in training functions. Fig. 2 shows the 7 layers CFBPNN with 15 neurons in each hidden layer. 
A. Training/Testing Samples
In this research, the training and testing samples were taken from the Oral face database (Olivetti Research Laboratory) [22] . This database contains a set of faces taken between April 1992 and April 1994 at the Olivetti Research Laboratory in Cambridge, UK. There are 10 different images of 40 distinct persons. For each person, the images were taken at different times, varying lighting slightly, facial expressions (open/closed eyes, smiling/non-smiling) and facial details (glasses/no-glasses). All the images are taken against a dark homogeneous background and the subjects are in up-right, frontal position (with tolerance for some side movement). All images are stored in ORL in PGM format with resolution 92×112, 8-bit grey levels. Fig.3 shows samples from Oral face database for 6 persons.
As
Whereas the number of output layer units is 35 to recognize these 35 persons. At the same time, the total number of training samples = number of images used in training process (350) multiplied by number of sub images (blocks) for each image (92) and this is equal to 32200. These samples are used in the face recognition system training process.
As testing samples, firstly, we select 50 random images from training samples for 5 persons each with 10 samples. Secondly, 50 (92×112) images were selected from Oral face database (which are not used in training) for 5 persons each with 10 samples. Each one of the 50 selected images (92×112) is divided into blocks of dimension 8×14 to obtain 92 blocks for each image. Therefore, the total number of testing samples for the 50 randomly selected face images is equal to 4600. Fig.4 shows the architecture of the suggested ANN model for face recognition system and it is consists of 7 layers (input layer, 5 hidden layers each with 15 hidden units and finally output layer). The input layer represents the face sub image (block) as system input. The number of input layer neurons depends on sub image dimensions (8×14) and here it is equal to 112.
B. ANN Architecture
Finally, the output layer returns the output vector. The number of output layer neurons depends on the problem nature and here it depends on the number of classes used in the face recognition training process. Since 350 images of 35 different persons were adopted, the number of classes is equal to 35 and hence, this is the number of output layer neurons. www.ijacsa.thesai.org 
V. IMPLEMENTATION OF FACE RECOGNITION
A MathLab used to write an ANN training and testing face recognition system. This section includes the main steps of training and testing process.
A. Steps of ANN Training
Steps required to train the ANN model for face recognition system are as follows: 
B. Steps of ANN Testing
The steps required to test the ANN model for face recognition system are as follows: Fig.6 shows these steps. [22] . Here, we used the Mean Square Error (MSE), peak signal to noise ratio (PSNR) and recognition rate (RR) to evaluate the performance of ANN model for face recognition system. Many experiments were conducted to examine the ANN model with best results of training and testing processes for the face recognition system. Many experiments were based on adopting different number of hidden layers (2, 3, 5, 7 and 9). Other experiments were based on adopting different numbers of neurons in each hidden layer (5, 10, 15, 20, 25 and 30). The best results were obtained from using 5 hidden layers each with 15 hidden units because we noticed from experiments that increasing number of hidden layers and number of hidden units will result in increasing the training time.
1) Apply one face block 8×14 to input layer neurons. 2) Compute the output of all layers in the ANN according to the steps required by training algorithm which was used in ANN training process until finding the outputs of output layer neurons. 3) Check if output of output layer neurons (output vector) is the same as one of the 35 classes (it's computed MSE is too small), then ANN is recognized the block. And if the computed MSE of the ANN output is large, then the ANN is not recognized this block.

A. Results of Training Process
To determine the performance of each one of the 4 models, experiments were conducted by training these models separately each with 6 training algorithms. TABEL I shows MSE values of the 4 models. From TABLE II, PatternNet required lowest number of iterations (21) for the training process especially when it was trained using TRAINLM algorithm. But PatternNet required 41 iterations when it was trained using TRAINCGF algorithm. Also, TABLE II shows that the other ANN models require more iterations when they were trained using TRAINLM training algorithm.
B. Results of ANN Testing Process
In testing process, we mentioned earlier in sub section A in section IV that the number of samples used in testing process is 50 images for 5 persons each with 10 different samples. Also sub section B in section V includes the main steps of testing process. The testing process includes two parts. Firstly, the 4 ANN models were tested using 50 face images which randomly selected from the training samples (samples which were used earlier in training process Also TABLE V shows the PSNR of the testing process related to the trained 5 models using 50 randomly selected trained images. Best values of PSNR were obtained from PatternNet model. At the same time, TRAINLM algorithm results in best values of recognition rates for all models. Secondly, the 4 ANN models were tested with 50 testing untrained samples (i.e. images which were not used in training www.ijacsa.thesai.org process). The MSE values obtained from this testing were very high because the 4 ANN models where not recognized these testing images.
The lowest MSE values were obtained from using PatternNet model which was trained using TRAINLM algorithm as shown in TABLE VI. VII. CONCLUSION In this research, we presented a face recognition system using Four feed forward ANN models (FFBPNN, CFBPNN, FitNet and PatternNet) and 6 training methods. Each one of the 4 models was constructed with 7-layer architecture. This face recognition system consists of two parts: training and testing. Six ANN optimization training algorithms (TRAINLM, TRAINBFG, TRAINBR, TRAINCGF, TRAINGD, and TRAINGD) were used to train each of the constructed ANN models separately.
The training and testing samples of the suggested face recognition system were taken from The ORL Database of Faces [22] . As training samples, we selected 350 face images (92×112) from ORL database which belong to 35 persons each with 10 different samples. As testing samples (untrained images), we selected 50 images (92×112) from ORL database which belong to 5 persons each with 10 different samples.
A set of experiments were conducted to evaluate the performance of the suggested face recognition system by calculating the MSE, number of iterations, recognition rate and PSNR. This was done using 4 different ANN models and 6 different optimization algorithms. The results showed that the lowest values of MSE and number of iterations were resulted from the PatternNet model. The best results of the PatternNet model where obtained when this model was trained using the Levenberg Marquardt training algorithm (TRAINLM).
Future work may include a survey of other techniques related to face recognition systems and comparing their results with those presented in this paper. These comparisons will be based on many factors like: recognition rate, PSNR, algorithm complexity, ANN learning time and number of iterations required for training and so on.
