Whole-school reform models offer replicable school management and instructional practices designed to improve student academic performance. In recent years, policy makers at the federal, state and district levels have been turning to these models to address concerns about low-levels of student achievement, particularly in schools with concentrations of disadvantaged students. Models that have figured prominently in recent policy initiatives include Success for All, School Development Program, Accelerated Schools, and Coalition of Essential Schools.
Efforts to disseminate whole-school reform models represent a type of policy intervention that is common in education, but also in job training, welfare reform, and other social service fields. In this type of intervention the program participants are institutions (schools, job training offices, local welfare agencies, etc.), but the outcomes of interest are individual level variables.
As policy makers have begun turning to whole school reform models, efforts to provide rigorous estimates of model impacts have begun to emerge. Many of these emerging evaluations rely on quasiexperimental data. Quasi-experimental evaluations of institutional interventions, such as whole-school reform, must address two fundamental issues. The first issue concerns the unit of analysis. Should the evaluator take the institution as the unit of analyses and focus on estimating impacts on mean levels of individual outcomes across institutional units? Or should an evaluator take the individual as the unit of analyses, and focus on variation in outcome measures across individuals? The second issue concerns potential threats to internal validity posed by the fact that program participants are self-selected rather than randomly assigned.
Over the past decade, a consensus has begun to emerge favoring multilevel approaches to analyzing institutional interventions that explicitly embed individual-level models within institutionallevel models. Such approaches can help researchers: formulate explicit hypotheses about the effect of institutional interventions on the relationship among individual-level variables; conduct appropriate statistical tests of these hypotheses; exploit the statistical precision provided by individual level variation without overestimating that precision; and avoid drawing fallacious inferences about individual level processes from aggregate data. The problem is that many of the methods typically used to address potential self-selection biases in quasi-experimental analyses have not yet been adapted for use in estimating multilevel models. This creates a dilemma for evaluators trying to address both the unit-ofanalysis and self-selection issues.
This article discusses the various forms of self-selection in quasi-experimental evaluations of whole-school reform models and examines alternative means of using multilevel data to provide valid impact estimates. I begin by presenting a hierarchical linear model (HLM) of student performance and identifying the assumptions that are required if maximum likelihood estimators are to provide valid estimates of this model. In Section 2, I explain why these assumptions are unlikely to be met in quasiexperimental evaluations of whole-school reform. In section 3, I discuss two alternative estimators. I argue that a difference-in-differences estimator that uses multiple pre-and post-test measures of student performance can provide valid impact estimates under relatively weak assumptions, but that the required data are difficult to obtain. Next, I describe an instrumental variable strategy that can be used to provide improved estimates in cases where only post-treatment measures of performance are available. Section 4, applies the HLM, difference-in-differences and instrumental variable estimators using data taken from an evaluation of whole-school reform in New York City, and compares the results. This empirical illustration suggests that commonly used HLM estimators might be biased, and that the use of appropriate instruments can remove part or all of this bias. The concluding section offers recommendations for emerging efforts to evaluate whole-school reform and other institutional interventions.
I. A Model of Program Outcomes
Different whole-school reform models posit various school and student outcomes as goals. The common goal across most, if not all, whole-school reform models is improved academic performance.
Thus, I begin with the following hierarchical linear model of academic performance.
Student Level:
Y ijt = β 0j + β 1j Y ij(t-1) + β 2j X 2ijt + β 3j X 3ijt + . . . + β Qj X Qijt + r ijt r ijt ∼ N (0, σ 2 ) Cov(X qijt , r ijt ) = 0 for all q Here Y represents the performance of student i in school j during year t; each X q is a student level variable that covaries with student performance, but is not itself influenced by the adoption of whole school reform; each W s is a school-level measure and T is variable that indicates whether or not school j has adopted a particular whole-school reform model during or prior to year t. The model is a random intercept model in which the intercept in the student-level equation, β 0j , is assumed to vary as a stochastic function of various school-level factors. The model assumes that the effects of student-level variables on student performance are constant across schools. r ijt and u jt are random, student-level and school-level disturbances, both of which are assumed to be normally distributed with a zero mean and a constant variance. The model assumes that the student level error term is uncorrelated with the student level predictors and that the school level error term is uncorrelated with school level predictors. Finally it is assumed that r ijt and u jt are uncorrelated.
Combining the student-level and school-level models into a single equation yields: Equation (1) is commonly used to investigate the determinants of student performance, and has two aspects that are worth noting. First, it includes a lagged measure of the dependent variable on the right-hand side. Inclusion of this measure reflects the cumulative nature of the education process, and is intended to capture the effect of past learning on a students' educational performance (Ferguson & Ladd 1996) . Second, the random component of the model, u jt + r ijt , includes both a school-level and a studentlevel disturbance. This indicates that the combined error is not independently distributed across students, but rather is clustered by school. Failure to account for this clustering can bias estimates of standard errors. Estimates of the parameters in this equation (γ kk , δ, σ 2 , τ 2 ) can be obtained using maximum likelihood methods (Bryk & Raudenbush 1992 ).
The objective is to obtain estimates of δ that can be interpreted as the average impact of adopting the whole-school reform model, i.e. the average difference between a student's observed performance and what would have been observed if the school attended by that student had not adopted whole-school reform. Maximum likelihood will provide unbiased and consistent estimates of δ under the following conditions: the right-hand side variables in equation (1) are measured without error; the functional form of equation (1) is correct; and the treatment indicator, T, is uncorrelated with both school-level and student-level error terms, u jt and r ijt . Each of these conditions is potentially problematic.
Perhaps the most problematic form of measurement error in evaluations of whole-school reform is related to measurement of the intervention itself. Schools that decide to adopt a whole-school reform model vary in how well they implement the model. Moreover, the principles and practices associated with many models have diffused beyond the schools that have explicitly adopted whole-school reform.
As a result, it is possible that an adopting school represents a particular model less truly than some nonadopting schools. This raises questions about how to define and measure the intervention represented by a whole-school reform model. In the estimations discussed below, the intervention is defined as the decision to adopt a particular whole-school reform model, which is measured as a simple dichotomy.
Measurement error is less of an issue in this context than in evaluations that attempt to distinguish the quality of model implementation.
As written, the functional form of equation (1) assumes that the influences of individual characteristics on student performance and of school characteristics on the average level of performance in a school are linear. It also assumes that school level factors only influence the mean level of performance in a school, and not the relationship between individual characteristics and student performance. Together these assumptions imply that the impacts of whole-school reform do not systematically vary across either different types of schools or different types of students. This might not be realistic. If model impacts vary across measured student or school characteristics, then these can be incorporated into equation (1) by using interaction terms between the treatment indicator and the relevant variables. Variation in model impacts across unobserved school or student characteristics can be more problematic. The implications of this unobserved heterogeneity in model impacts is discussed below.
The primary focus of this paper is on the potential correlation between the treatment indicator, T, and either the school-level or student-level error terms, u j and r ijt . Such correlation will bias estimates of whole-school reform impacts obtained from maximum likelihood estimates of equation (1). To assess the likelihood of this problem arising in quasi-experimental evaluations of whole-school reform, we need to consider the processes by which schools and students selected themselves into the intervention.
II. The Decision to Adopt a Whole-School Reform Model
Following a general approach to self-selection used in the economic evaluation literature, each school can be thought of as facing a set of expected benefits and costs resulting from the decision to adopt a whole-school reform model. 1 Benefits will include the expected gains in student performance following adoption. In addition, participation in a well-known model might provide school staff the opportunity to enhance their own human capital, gain favorable attention from colleagues and superiors, or otherwise advance career aspirations. 2 The costs of adoption include both pecuniary costs paid out of discretionary school funds and non-pecuniary costs related to the effort adoption would require. Pecuniary costs include payments for training and reimbursement to staff for participation in search, training and implementation activities. Non-pecuniary costs include those incurred during the search for a model, in achieving the consensus required to make the adoption decision, 3 and during implementation.
The benefits and costs of adopting any given model will vary across schools. For instance, the School Development Program focuses attention on helping students from socially marginalized populations adjust to the social norms and demands of school. Thus, the expected gains from adoption of this model may be greatest for schools with high percentages of disadvantaged minority students. The availability of external funding will reduce the pecuniary costs to the school. Search costs will be determined largely by the availability of information on a model, and a school is more likely to have information about innovations if the staff engages in more professional activities such as reading journals and attending conferences (Daft and Becker 1978) . In cases where model developers demand a demonstration of staff consensus on the decision to adopt, the level of diversity or conflict among school staff might raise the costs of achieving consensus, and thus reduce the likelihood of adoption.
The presence of other schools in the district that have adopted a model, or support from the district office, may influence the costs of adoption in several ways. If a district agrees to pay for training or other implementation activities, then this reduces the amount the school needs to take from its discretionary budget. Economies of scale can be achieved by training more than one school at a time.
Such collaboration is more likely if schools are from the same district. By providing information on a model, staff in other schools or in the central office familiar with a model can reduce search costs.
Finally, district authority and personnel can help to build consensus prior to adoption and to facilitate implementation activities following adoption. In addition to reducing costs, a supportive district increases the "professional" or "bureaucratic" benefits associated with adoption.
This brief discussion of a school's decision to adopt a whole-school reform model has two implications for attempts to estimate model impacts. First, many of the factors that affect the propensity to adopt will be unobserved. Some of these unobserved factors are likely to influence student performance as well. Formally, this implies that u jt and T jt in equation (1) are likely to be correlated.
This correlation between treatment status and unobserved factors that influence student performance is the source of self-selection bias, and represents the primary problem for attempts to estimate the impacts of whole-school reform. Second, there are several potentially measurable variables, particularly district level variables, that provide sources of variation in a school's decision to adopt that are arguably unrelated to student performance. As discussed below, these exogenous sources of variation in a school's decision to adopt can provide means of addressing self-selection through the use of instrumental variables.
Before turning to the alternatives for addressing self-selection bias two additional points are worth making. This paper focuses on estimating the impacts of decision to adopt a whole-school reform model, which is a dichotomous variable. In order to distinguish the impact of the decision to adopt a model from the impact of a well-implemented model, an analyst may want to use a multiple state treatment variable. For instance, a student can be in a school that has implemented the model well, one that has implemented poorly, or one that has not implemented at all. If unobserved factors that influence a school's capacity to implement a whole-school reform model are more strongly related to unobserved school quality than factors that influence the decision to adopt, then attempts to estimate the impact of the model when it is implemented well may be more susceptible to self-selection bias than the estimations presented below. Further, measurable variables that predict the decision to adopt might not predict the quality of implementation. Consequently, instrumental variable strategies that identify exogenous variation in the decision to adopt might not be useful for estimating the impact of well-implemented models.
It is also worth noting that our discussion of the school's decision to adopt whole-school reform ignores the potential influence of parental choices on program participation. The choices made by parents about where to send their children to school can give rise to differences between the students who attend schools with whole-school reform models and those who attend other schools. To see this, consider a case where schools are chosen to adopt whole-school reform through random assignment. In this case, we would expect the average characteristics of students in adopting schools to be the same as those in other schools at the time of adoption (Bloom, Bos, and Lee 1999) . Nonetheless, differences between the students who attend adopting schools and those who attend other schools can emerge in ensuing years as students move into and out of the two sets of schools. If parents' decisions about where to send their children to school are responsive to the decisions of schools to adopt whole-school reform, then we might expect differences between the students in adopting and in non-adopting schools to emerge. Formally, parental decisions about where to send their children to school can generate correlation between r ijt and T j in equation (1), which would be an additional source of self-selection bias. Given the limited information parents have about whole-school reform models and the magnitude of other considerations that influence parents' decisions about where to send their children to school, the likelihood of this type of bias in evaluations of whole-school reform models is low. Consequently, the discussions that follow largely ignore this issue. Nonetheless, strategies for dealing with this potential source of bias would be useful.
III. Alternative Estimators

Difference-in-Differences
Repeated measures for individual students can help to address self-selection bias. One way to exploit repeated measures of individual students is to construct a difference-in-differences estimator. Let More sophisticated methods adjust the comparison used to construct the difference-in-differences estimator for changes in observable factors that are unaffected by model adoption, but which might independently affect student performance. One way to implement this approach is by differencing equation (1):
Here t is a post-adoption year, t-1 is the year prior and is also a post-adoption year, t* is a pre-adoption year, and (t*-1) is the year prior to t*. The maximum likelihood estimate of δ in this equation tells us the difference between the annual performance gains observed for those attending whole-school reform schools and the gains observed for the comparison group students controlling for the annual performance gains observed prior to the decision to adopt whole-school reform, and for any changes in observed student or school factors that are not influenced by whole-school reform. This estimate will be an unbiased estimate of the impact of whole-school reform on student performance only if the right-hand side variables in equation (2) are measured without error; the functional form of equation (2) is correct;
and both (u jt -u jt* ) and (r ijt -r ijt* ) are uncorrelated with treatment status.
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The assumption that (u jt -u jt* ) in equation (2) is uncorrelated with treatment status is more plausible than the corresponding assumption that u jt in equation (1) is uncorrelated with treatment status.
The reason is that the effects of unobserved school characteristics on a school's decision to adopt a whole-school reform model, which are buried in u jt , are likely to be more or less constant over time.
Assuming a student has not changed schools, any time-invariant effects on student performance are differenced out of (u jt -u jt* ) in equation (2). What are left in (u jt -u jt* ) are changes in the effects of unobserved school characteristics on student performance. It is plausible to argue that these are either unrelated to the decision to adopt a whole-school reform model, or are themselves part of the changes caused by the decision to adopt whole-school reform.
The validity of the assumption that (r ijt -r ijt* ) in equation (2) is uncorrelated with treatment status depends upon the growth trajectories that we expect students to follow as they move through elementary school. If annual growth rates of individual students tend to be constant as they move through elementary school, even if those rates differ across students, then there is little reason to think (r ijt -r ijt* ) is correlated with treatment status. If, however, growth tends to either accelerate or decelerate as students move through schools, and the rate of acceleration varies systematically either across students or across schools, then the assumption may not hold. Since little is known about student growth trajectories, it is difficult to assess the plausibility of assuming equal acceleration (or deceleration) in growth rates across students.
Instrumental Variables
Difference-in-differences can provide defensible estimates of the impacts of whole-school reform. However, implementing this estimator requires at least two measures of student performance prior to the adoption of a whole-school reform model. Observers of whole-school reform argue that it may take several years before a whole-school reform model can be fully implemented and for improvements in student performance to be realized. Thus, the most interesting student cohorts to examine in an evaluation of whole-school reform are those that are in the school several years after initiation of the reform. In the case of elementary schools, two years of student test scores prior to model adoption will not be available for these "most interesting" cohorts. Consequently, an alternative approach to addressing self-selection bias is often needed.
Instrumental variables (IV) estimators seek to overcome the self-selection problem by identifying a source of variation in who is exposed to a whole-school reform model that is unrelated to the unobserved variables that influence student performance. This requires a variable that meets two conditions. The first condition is that the variable provide an adequately precise prediction of whether or not school j attended by student i has adopted a whole-school reform model. The second condition is that the variable is uncorrelated with the unobserved factors that influence student performance.
The above discussion of a school's choice to adopt a whole-school reform model suggests that district level variables might provide appropriate instruments. The presence of other adopting schools in the district makes it more likely that a school will have information on a model thereby reducing search costs, provides opportunities for jointly purchased training potentially reducing implementation costs, and might enhance the perceived professional advantages of adoption. Thus, we expect that a school will be more likely to adopt a given model, if other schools in the district have adopted the model. Whether the presence of other adopting schools in the district is uncorrelated with unobserved influences on student performance depends on the reasons why those other schools in the district adopted.
Consider the following:
(1)
Equations (3.J) and (3.K) predict the decision of j and k, respectively, to adopt a particular whole-school reform model, where j and k are different schools from the same district. Z mjt (m=1,2,…M) are measurable school level predictors and v jt represents the influence of unobserved school characteristics on the decision to adopt. Assume that the influence of unobserved variables on the schools decision to adopt (v jt ) is correlated with the influence of unobserved variables on student performance (u jt ). This assumption implies that T j is correlated with the unobserved effects in equation (1), which causes maximum likelihood estimates of equation (1) to be biased and inconsistent.
Because schools in the same district may draw their students from similar populations and use a similar, district level hiring process, we might suspect that unobserved characteristics of students and teachers in schools j and k are correlated, i.e. cov[v jt , v kt ] ≠ 0. If the unobserved variables that influence school k's decision to adopt also influence student performance and are shared with school j, then school k's propensity to adopt a whole-school reform model will be correlated with student performance in school j, i.e. cov[v kt , u jt ] ≠ 0. This implies that the number of schools in the district that have adopted, may not be an exogenous source of variation in a school's decision to adopt.
If, however, the decision of school k is driven primarily by observed characteristics of the school, Z kt , then these observed characteristics may provide suitable instruments. By supposition Z kt will be determinants of school k's propensity to adopt, and if school k's decision to adopt influences school j's decision, then Z k will also provide good predictors of school j's decision to adopt. It is also unlikely that observed characteristics of school k have any direct influence on student performance in school j. 6 An instrumental variable estimator provides consistent estimates of the coefficients in equation
(1), including δ (the impact of the decision to adopt a whole-school reform model), if: the right-hand side variables in equation (1) are measured without error; the functional form of equation (1) is correct;
and the set of instruments used are correlated with T jt and uncorrelated with the unobserved factors that influence student performance (u jt + r ijt ).
Two things are worth noting about the instruments suggested here. First, these instruments isolate variation in a school's decision to adopt a whole-school reform model that is unrelated to unobserved school characteristics that influence student performance. Nonetheless, correlation between treatment status and unobserved student characteristics that influence student performance may arise if parental choices about where to send their children to school are influenced by whole-school reform adoption decisions. Thus, IV estimators that use the instruments discussed here will provide consistent estimators of model impacts only if we assume that the adoption of whole-school reform models do not significantly influence parental decisions.
Second, IV estimators may not provide consistent estimates of model impacts if model impacts vary across schools based on unobservable characteristics. Particularly, if variables that are unobserved by the evaluator influence the impact of a model, and the school staff's knowledge of these unobservables influences its decision to adopt, instrumental variable estimators will not be consistent. Thus, the IV estimators considered here guarantee valid estimates of model impacts only if one of two conditions hold--either model impacts are constant across schools that are similar on observable variables, or if there is unobserved heterogeneity in impacts, then decisions to adopt whole-school reform are not influenced by it. The difference-in-differences estimator, in contrast, is robust to unobserved heterogeneity in model impacts (Heckman, Lalonde, and Smith 1999) .
More generally, instrumental variable estimators can provide consistent estimates of model impacts, but these estimates may still be biased in finite samples. The magnitude of bias in finite samples depends on the sample size and the amount of variation in treatment status predicted or explained by the instruments. Bound, Jaeger, and Baker (1995) demonstrate that such bias can be quite serious when the instruments are weak predictors of treatment status. Thus, IV estimates of model impacts in finite samples tend to be sensitive to the choice of instruments, and if instruments are poorly correlated with treatment status, particular IV estimates can be quite misleading.
Finally, instrumental variable estimators do not account for the grouping of students within schools, and as a result provide biased standard error estimates. In the estimations below, I address this problem by computing robust standard error estimates, which allow for valid inferences in cases where errors are clustered by school.
IV.
An Empirical Comparison of Alternative Estimators
In this section, I implement each of the three estimators discussed above using data from New York City. Based on the above discussion, I argue that the difference-in-differences estimates of model impacts are the most defensible. Assuming that the difference-in-differences estimates are unbiased, the results from this empirical exercise suggest that the hierarchical linear, value-added model may provide biased estimates of model impacts and that the use of appropriate instruments can help remove part or all of this bias.
Data
The data for this exercise are taken from an evaluation of whole-school reform efforts in New
York City being conducted at Syracuse University's Center for Policy Research. The purpose of the study is to estimate the impacts of three different whole-school reform models (School Development
Program, More Effective Schools, and Success for All) by comparing the performance of students in New
York City elementary schools that adopted one of these models to the performance of students in a group of comparison schools.
The dataset assembled for the study includes individual student test histories, provided by the New York City Board of Education, for three cohorts of students. In particular, the data include results on citywide tests of math and reading for each student who attended third grade at one of the sample schools either in 1994-95, 1996-97 or 1998-99 The schools in the study that adopted whole-school reform did so during either the 1994-95, 1995-96 or 1996-97 school years. The majority of the students in the study sample who attended model adopting schools were exposed to whole-school reform prior to taking the citywide tests for the first time.
Nonetheless, there is a subset of the treatment group students for whom two pre-exposure measures of student performance are available. The cohort of students in third grade in 1994-95 who attended a school that adopted whole-school reform in either 1995-96 or 1996-97 have at least two years of preexposure test scores-namely their second and third grade test scores. Schools that adopted whole-school reform in 1995-96 or 1996-97 include 10 schools that adopted More Effective Schools (MES), 7 that adopted Success for All (SFA), and 3 that adopted the School Development Program (SDP). Because the number of schools adopting SDP is so small, the impact estimates are relatively imprecise and unstable.
Thus, only students from MES and SFA adopters are included in these analyses.
In addition to these treatment group students, students who attended third grade during 1994-95 at a set of comparison group schools are included in the sample. The comparison group schools were selected using a stratified random sampling procedure from a set of New York City elementary schools that showed aggregate levels of performance similar to the treatment group schools in the three years preceding the 1995-96 school year or the three years preceding the 1996-97 school year. In total the comparison group sample includes 21 schools.
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The cohort of students in third grade during the 1994-95 school year in one of these 17 treatment group or 21 comparison group schools totals 4,173. However, the samples of students used for these analyses were limited in two ways. First, the most data intensive estimator examined in this section requires a test score for each year from 1993-94 through 1996-97 (i..e. from second through fifth grade).
To avoid confounding differences in impact estimates due to the choice of estimator with those due to sample differences, any student who was missing a test score in any of these years was dropped from the sample. Second, the analyses here examine the performance of students during the 1996-97 school year.
Many of the students who attended one of our sample schools in 1994-95 no longer did so in 1996-97.
These students who were no longer in one of the treatment or comparison group schools during 1996-97 were dropped. The resulting sample used for the analyses of reading scores includes 2,070 students. In order to correct for potential biases that this sample selection might create, a Heckman selection correction term was estimated and included in the estimation procedures used here.
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Empirical Specifications
The three estimators discussed above (the value-added estimator, the difference-in-differences estimator, and the instrumental variable estimator) were implemented using these data. The outcome measure, treatment variables, and covariates used to specify the regression equations are detailed in and requires identified schools to undertake specified improvement activities. Because schools under registration review (SURRs) were encouraged by the state education department to adopt a whole-school reform model, the whole-school reform adopters in the study sample are more likely to be SURRs than schools in the comparison group.
The validity of the estimators considered here requires correct specification of the functional form of the student performance equation. With two exceptions, each of the covariates listed in Table 1 are entered into the regression equation linearly. As indicated in Table 1 , enrollment is entered into the regression equation in log form, which was found to fit the data better. In addition, residual plots suggested that the lagged measure of student performance has a non-linear effect on the present year's student performance. In particular, students who score above average in the lagged year tend to show greater gains in the current year. To allow for this non-linearity, students with NCE scores above 50 in the lagged year were identified and the resulting indicator variable (=1 if NCE>50, =0 otherwise) is interacted with the lagged score. An extensive set of additional quadratic and interaction terms were entered into the equation both singly and in various combinations. In most cases these non-linear terms had statistically insignificant effects, and in the few cases where significant effects were found, these had insubstantial influence on the estimated impacts of the whole-school reform models.
The last variable in Table 1 requires comment. As discussed further below, several characteristics of other elementary schools in the community school district, excluding the school in which the student is enrolled, were tested as potential instruments for the decision to adopt a wholeschool reform model. In the course of testing the appropriateness of these variables as instruments, it was discovered that the average percent of students eligible for free-lunch in the district had a significant, independent effect on student reading performance. One plausible explanation is that this measure is capturing a degree of concentrated poverty in the school that is not adequately captured by the schoollevel free lunch variable. In any case, the average percent of students eligible for free-lunch across other schools in the district is included as an additional school-level variable in the student performance equations.
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Estimation and Results
The results from each estimation procedure are presented in Table 2 . The estimated impacts of MES and SFA are for students in the later elementary grades in schools that have been implementing whole-school reform for one or two years. The estimated coefficients on the MES and SFA variables indicate the average impact of the decision to adopt these models on student gains during the 1996-97 school year. These estimates miss any model impacts realized during the 1995-96 school year. In addition, whole-school reform developers and most observers would agree that whole-school reform can take several years to begin showing positive impacts on student performance. Finally, these are estimates of the decision to adopt of model, and do not control for quality of implementation. For these reasons, conclusions about the efficacy of More Effective Schools and Success for All should not be drawn from the results presented here. Nevertheless, these analyses do serve to illustrate the methodological issues discussed above.
INSERT TABLE 2 ABOUT HERE
I begin by discussing the HLM-value added estimates presented in column one. This model was estimated using restricted maximum likelihood with the intercept term treated as a random effect. In addition, the diagnostic procedures recommended by Bryk & Raudenbush (1992) indicated that the effect of the lagged dependent variable measure should also be treated as random, and it is in the estimates presented here.
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Although we are primarily concerned with the estimated effects of MES and SFA several other results in column one deserve comment. The estimated coefficient on the lagged measure of student performance is highly significant. This estimate can be interpreted as the rate at which past learning decays over the time. The significant, positive coefficient on the lagged dependent variable for higher scoring students indicates that students who score well in one year retain more and/or gain more during the next year than do lower performing students. Among the other student level covariates the variable indicating whether or not a student repeated a grade has the largest impact. If we expect that repeaters are slower learners, the positive coefficient on this variable might seem perverse. For most students who have been retained, however, the lagged measure of performance is normed against the original cohort, while the current year performance measure is normed against a younger cohort. Thus, we expect a positive coefficient on this variable. 11 The inverse mills ratio (i.e. the Heckman selection correction) is also significant confirming the need to control for potential sample selection biases created by using only students with no missing test scores who remained in one of our sample schools.
Among the school-level variables, the percent of LEP students and the percent Hispanic students both have significant impacts in opposing directions. Students in schools currently under registration review show smaller performance gains. Whether this is due to negative effects of the registration review intervention, or to the effects of unobserved characteristics of schools under registration review is not clear. Finally, the negative effects of the percent of certified teachers, and positive effect of class-size are perverse. These last two results, which are robust across several specifications, are difficult to explain.
The decision to adopt MES shows a small, statistically insignificant, positive impact on student performance, while the decision to adopt SFA shows a larger, statistically significant, negative impact.
The later result suggests that initial disruptions created by efforts to implement SFA, and possible diversions of school resources, have a negative effect on students in the later elementary school grades.
However, because unobserved school factors that influence student performance gains are also expected to influence the decision to adopt whole-school reform, we suspect that the estimates in column one might be biased.
The second column of Table 2 presents difference-in-differences estimates. These estimates were obtained by subtracting the 1994-95 values of each of the variables in Table 1 showed smaller post-adoption gains than otherwise similar students. This might be explained by regression to the within-student mean. Finally, the variable indicating whether or not the student was retained shows even stronger positive impact than in column one. Because students retained are likely to have shown negative gains during the pre-test period (that is why they were retained), but positive gains in the year they are retained (when they are compared to younger students), this result is expected.
The difference-in-differences estimates in column two indicate that the decision to adopt More
Effective Schools had a negative, but still small and statistically insignificant impact on student performance. The decision to adopt Success for All shows a negative impact which is similar to, although slightly larger than, that found using the value-added model. The difference-in-differences estimates in column two can be interpreted as the impact of MES and SFA on gains in student performance between 1996 and 1997, controlling for student gains made prior to model adoption and other changes in observable school characteristics. These are valid estimates of model impacts, if the effects of unobserved factors that influence both the decision to adopt whole-school reform and student performance are constant over time. This is more plausible than the assumption required by the valueadded estimator that unobserved factors that influence student performance are unrelated to the decision to adopt whole-school reform. Thus, the estimates in column two are more defensible than those in column one. The difference between the two sets of estimates suggest that the estimates of model impacts obtained from the simple, value-added model do suffer from self-selection bias, although the bias in this sample appears to be minimal for SFA.
The third column of Table 2 attempts to improve upon the value-added estimates in column one by using two-stages least squares, which is an instrumental variables (IV) estimator. Drawing on the earlier discussion of model selection, I focus on the characteristics of other schools in the same district as potential instruments. In selecting a set of instruments from among the several observed characteristics of other schools in district, two criteria were considered. First, the instruments chosen must be uncorrelated with the error term in the student performance equation (u jt + r ijt in equation (1)). In cases where the number of instruments used is greater than the number of endogenous variables (in this case the MES and SFA indicators), it is possible to formally test for correlation between the instruments and the error term (Wooldridge 1999) . Second, the instruments must be good predictors of the endogenous variables. In finite samples, IV estimates are biased in the direction of OLS estimates with the size of the bias depending on the strength of the relationship between the instruments and the endogenous variables. Bound, Jaeger, and Baker (1995) suggest that examining the F-statistic on the excluded instruments in the first stage regression is useful in gauging the bias of the IV estimator.
The instrument set used to generate the estimates presented in Table 2 includes the following measures from other schools in the same district: the log of the average enrollment; the average percent Hispanic students, the average percent of teachers with less than two years experience, the average percent of teachers who are certified in their field of assignment, and the square of the average percent of teachers certified. In choosing this instrument set, I first narrowed many different combinations of instruments to those for which the null hypotheses that the instruments are uncorrelated with the error term in the student performance equation could not be rejected. Among these sets of instruments, the one used has the highest partial F-statistic in the first stage regression. In the regression of these instruments on the MES indicator the partial F-statistic is 3.37 and the partial R 2 is 0.18. In the first stage regression on the SFA indicator the relevant F-statistic is 6.17 and the partial R 2 is 0.35. Because the errors in this model are clustered by school, I present robust standard error estimates calculated using the Huber-White procedure.
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Results for the control variables are similar to those obtained in column one. The estimated impacts of the decisions to adopt MES and SFA are, however, different. In particular, the IV-estimates in column three are closer to the difference-in-differences estimates than the value-added estimates in column one. In the case of SFA, the IV and difference-in-differences estimates are virtually identical.
However, the standard errors for the IV estimators are larger and thus the inferences differ. Whereas the estimated impacts of SFA are statistically significant at the 0.05 level in both columns one and two, they are significant only at the 0.10 level in column three.
It is important to note that the IV estimates are sensitive to the choice of instruments. For instance, suppose that we fail to recognize the independent relationship between student performance and the average percent of students eligible for free-lunch in the other schools in the district, and include this variable as an instrument in the first stage regression rather than as an independent variable in the second stage regression. In this case, we would reject the null hypothesis that the instruments are uncorrelated with error term in the student performance equation, and the impact estimates are markedly biased.
Specifically, estimated coefficients for MES and SFA are -4.501 and -4.851, respectively, in this misspecified model. Alternatively, suppose we drop the average percent Hispanic and the average percent new teachers from our set of instruments. Here, we do not reject the null hypothesis that the instruments are uncorrelated with the error term in the performance equation, but the relationships between this alternative set of instruments and the MES and SFA indicators is weaker than in the full set used to generate the estimates in Table 2 . As a result, the estimated impacts obtained using this alternative set of instruments, 0.007 for MES and -3.388 for SFA, are closer to the value-added estimates in column one of Table 2 than are the IV-estimates presented in the third column of Table 2 .
One concern with the estimates presented in Table 2 is that standardized tests are imperfect measures of student performance, even in the domains they are designed to assess. Thus, the lagged measures of student performance are measured with error. Although we expect that this error is randomly distributed across students, it nonetheless introduces bias and inconsistency into the coefficient estimates presented in Table 2 (Green 1997) . To assess the extent of this bias, we reestimated the models in Table   2 , using an instrument for the lagged performance measures in each model. In the value-added and IV models, the 1995 reading score was used as an instrument for the 1996 score. In the difference-indifferences model we used the 1994 reading score as an instrument for the difference between the 1996 and 1994 scores. If these instruments are uncorrelated with the error around the lagged measure of student performance (and since this error is randomly distributed they should be), and are good predictors of the lagged performance measure, then these alternative estimations will reduce the amount of bias due to measurement error.
The results of these alternative estimations are presented in Table 3 . For each set of estimates, robust standard errors are used to account for clustering within schools. The point estimates do differ from the point estimates in Table 2 . However, the qualitative pattern of results is the same. Assuming that the difference-in-differences estimates are our best estimates, and are unbiased, then there is reason to conclude that the value-added estimates are biased. In fact, the bias appears greater in Table 3 than in   Table 2 . Using instruments for the MES and SFA indicators, as well as for the lagged measure of student performance, reduces the bias of the value-added measures and provides impact estimates closer to the difference-in-differences estimates.
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V. Discussion
The discussion and empirical exercise presented above illustrate the difficulty of obtaining valid impact estimates for institutional interventions using quasi-experimental data. These difficulties are created by multiple potential sources of self-selection bias. In the case of whole-school reform, unobserved school factors influence a schools decision to adopt a model, other unobserved school factors affect the quality of model implementation, and unobserved student and family characteristics can influence which students attend whole-school reform schools. If any of these unobserved factors also influence student performance, estimated model impacts could be biased. Thus, even when individuallevel performance data are available and modeled hierarchically, obtaining valid impact estimates presents challenges.
The preceding sections have considered three estimators that might be used to estimate the impact of the decision to adopt a whole-school reform model on student performance. We have seen that these estimators depend on several assumptions. What I have called the value-added estimator requires that unobserved factors that influence a schools decision to adopt a whole-school reform, or a students decision to attend a whole-school reform school, are unrelated to unobserved factors that influence student performance gains. The difference-in-differences estimator requires that the effects of unobserved factors that influence both the decision to adopt whole-school reform and student I have argued that the difference-in-differences estimator provides the most defensible estimates of model impacts. This is particularly true when techniques can be used to correct for random error in student performance measures. It is plausible to argue that changes in the effects of unobserved school characteristics on student performance are either unrelated to the decision to adopt a whole-school reform or are themselves part of the changes caused by the decision to adopt whole-school reform. Despite the plausibility of difference-in-differences estimates, their validity in any given situation remains uncertain.
If student learning accelerates at different rates across different types of students, and this variation in acceleration rates is correlated with treatment status, then difference-in-differences estimates may be biased. Perhaps more important for the purposes of evaluating whole-school reform, the multiple measures of student performance prior to model exposure required by the difference-in-differences estimator are often not available.
If we assume that the difference-in-differences estimates presented in Section IV are relatively unbiased, then the results of the empirical exercise in that section suggest two things. First, the valueadded model commonly used to estimate the impact of educational interventions may indeed provide biased estimates. That value-added estimates may be biased is suggested by consideration of the factors that influence a schools decision to adopt a whole-school reform model, and is confirmed by differences between the value-added and difference-in-differences estimates in Tables 2 and 3 . Second, use of appropriate instruments for the decision to adopt a whole-school reform model can help to reduce the bias of value-added estimates that is due to self-selection.
Several qualifications of these findings are needed. First, in the case examined here, the bias in the value-added estimates does not appear to be large and does not result in different qualitative inferences. Second, the results of instrumental variables estimation are sensitive to the choice of instruments. If the instruments used are only weak predictors of the decision to adopt whole-school reform and/or are correlated with the error term in the student performance equation, then IV estimates can be highly misleading. In practice, it might be difficult to specify an appropriate instrument set. In fact, in my own attempts to analyze the impacts of whole-school reform on student scores in mathematics for this study, I was unable to find an instrument set that was both uncorrelated with the error term in the student performance equation and a sufficiently strong predictor of the decision to adopt whole-school reform. As a result, I was only able to obtain highly misleading and/or very imprecise impact estimates using two-stage least squares. Finally, it should be noted that the results of the empirical exercise presented here assumes that the regressors in the student performance equation used are properly specified and adequately measured, assumptions which could not be fully tested.
A couple of lessons can be drawn for future attempts to estimate the impacts of whole-school reform and other institutional interventions. First, whenever possible multiple estimators should be used.
If the results of different estimators are markedly different, then careful consideration of the assumptions can suggest which are more plausible, but uncertainty will remain. If, on the other hand, different estimators converge to similar estimates than we can have more confidence in the evaluation results.
Second, if two-staged least squares is used, it is important to formally test the assumption that the instruments used are uncorrelated with the error term in the second stage regression, and to verify that the excluded instruments are strong, independent predictors of the decision to adopt.
Despite the difficulties involved in using quasi-experimental data to estimate the impacts of institutional interventions, most evaluations will rely on quasi-experimental designs and such studies have the potential to provide valuable information. As work to evaluate whole-school reform and other interventions moves forward, continued attention to methodological issues is needed. In particular, strategies for addressing self-selection in studies that attempt to distinguish between the impacts of wellimplemented and poorly implemented reforms, and for addressing the self-selection of students into schools, are needed. Also, alternative sources of potential instruments for the schools decision to adopt a whole-school reform model could help in instances where the instruments suggested here do not work well.
NOTES
1. For examples of selection models that assume that individuals choose to participate in a program based on comparison of the expected benefits and costs see Heckman, LaLonde, and Smith (1999) . In the literature on organizational change, motivation-resource theory similarly attempts to model organizational decisions to adopt innovations as a benefit-cost calculation (Downs & Mohr 1976) .
2. There is evidence that these opportunistic motives may be as important or more important than expected gains in student performance. In a well-known study of federally funded education programs, Berman and McLaughlin (1978) found that in many cases project adoption was motivated by the availability of funds rather than the possibility of change in educational practice, or that school managers saw program adoption as a low cost way to cope with bureaucratic or political pressures. In another study, Huberman and Miles (1984) found that school officials who adopted innovations were less interested in educational benefits than in "professional" or "bureaucratic" rewards.
3. Many models require some demonstrated level of staff commitment prior to adoption. For instance, Success for All requires approval by 80 percent of the school staff in a secret ballot.
4. If one is concerned with the impact of a whole-school reform model on the aggregate level of student performance in a school, then one would not want to control for changes in student population caused by the school's decision to adopt. If changes in student population are driving the increase in aggregate student performance, and adoption of the model is driving changes in student population, then controlling for these changes would lead to underestimates of program impacts. However, if one is concerned with estimating the average impact of a whole-school reform model on the performance of individual students, then changes in school populations is a potential source of bias.
5. Ordinary least squares will also provide unbiased estimates of δ under these conditions. However, unless corrections are made for the grouping of errors within schools, estimates of the standard errors will be too small.
6. The observed variables in school k, Z k , might be correlated with the unobserved characteristics of school k that influence both the decision to adopt and student performance. If so, Z k might be correlated with the error term in the student performance equation, i.e. equation (1). Thus, it is important wherever possible to test for correlation between the instruments and the error term in the student performance equation.
7. For details on the procedure use to select comparison schools see Bifulco (2001) .
8. For details on how the Heckman selection correction term was estimated see Bifulco (2001) .
9. One might add an additional level to the hierarchical model presented above, and treat the last variable in Table 1 as a district level regressor. However, since this variable measures the average percent eligible for free-lunch for other schools in the district, it does vary across schools in the same district.
10. Explicitly accounting for random effects is intended to allow for more efficient estimates and correct standard errors. Note, however, that this procedure does not adjust the standard errors for heteroscedasticity created by the Heckman selection term.
11. To see this, consider two students in fourth grade during 1996. Assume one of the students was retained in fourth grade. This student's 1997 score reflects his or her performance on the fourth grade test and is normed against other fourth graders. A five point test score gain for this student is not the same as a the five point gain for the other student who moved on to fifth grade, who took the fifth grade version of the test and whose score was normed against other fifth graders.
12. Unlike those in column one, these standard error estimates are robust to the heteroscedasticity created by including a Heckman selection correction term in the regression model.
13. Other covariates might be measured with error as well. Of particular concern are several of the school-level covariates, which are measured at the school-level, when the classroom level might be more appropriate. Efforts to find appropriate instruments for these variables were unsuccessful, and thus I cannot determine the influence of this source of potential measurement error. 
