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Resumo
A técnica de realimentação de relevância tem sido utilizada com o intuito de incorporar
a subjetividade da percepção visual de usuários à recuperação de imagens por conteúdo.
Basicamente, o processo de realimentação de relevância consiste na: (i) exibição de um
pequeno conjunto de imagens; (ii) rotulação dessas images pelo usuário, indicando quais
são relevantes ou não; (iii) e finalmente, aprendizado das preferências do usuário a partir
das imagens rotuladas e seleção de um novo conjunto de imagens para exibição. O processo
se repete até que o usuário esteja satisfeito.
Esta dissertação apresenta dois arcabouços para recuperação de imagens por conteúdo
com realimentação de relevância. Esses arcabouços utilizam programação genética para
assimilar a percepção visual do usuário por meio de uma combinação de descritores.
A utilização de programação genética é motivada pela sua capacidade exploratória do
espaço de busca uma vez que esse espaço se adequa ao objetivo principal dos arcabouços
propostos: encontrar, dentre todas as posśıveis funções de combinação de descritores,
aquela que melhor representa as caracteŕısticas visuais que um usuário deseja ressaltar na
realização de uma consulta.
Os arcabouços desenvolvidos foram validados por meio de uma série de experimentos,
envolvendo três diferentes bases de imagens e descritores de cor, forma e textura para a
caracterização do conteúdo dessas imagens. Os arcabouços propostos foram comparados
com três outros métodos de recuperação de imagens por conteúdo com realimentação de
relevância, considerando-se a eficiência e a efetividade no processo de recuperação. Os
resultados experimentais mostraram a superioridade dos arcabouços propostos.
As contribuições dessa dissertação são: (i) estudo sobre diferentes técnicas de reali-
mentação de relevância; (ii) proposta de dois arcabouços para recuperação de imagens por
conteúdo com realimentação de relevância baseado em programação genética; (iii) imple-
mentação dos métodos propostos, validando-os por meio de uma série de experimentos e
comparações com outros métodos.
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Abstract
Relevance Feedback has been used to incorporate the subjectivity of user visual perception
in content-based image retrieval tasks. The relevance feedback process consists in the
following steps: (i) showing a small set of images; (ii) indication of relevant or irrelevant
images by the user; (iii) and finally, learning the user needs from her feedback, and
selecting a new set of images to be showed. This procedure is repeated until the user is
satisfied.
This dissertation presents two content-based image retrieval frameworks with relevance
feedback. These frameworks employ Genetic Programming to discover a combination of
descriptors that characterize the user perception of image similarity. The use of genetic
programming is motivated by its capability of exploring the search space, which deals
with the major goal of the proposed frameworks: find, among all combination functions
of descriptors, the one that best represents the user needs.
Several experiments were conducted to validate the proposed frameworks. These ex-
periments employed three different images databases and color, shape and texture des-
criptors to represent the content of database images. The proposed frameworks were
compared with three other content-based image retrieval methods regarding their effi-
ciency and effectiveness in the retrieval process. Experiment results demonstrate the
superiority of the proposed methods.
The contributions of this work are: (i) study of different relevance feedback techniques;
(ii) proposal of two content-based image retrieval frameworks with relevance feedback,
based on genetic programming; (ii) implementation of the proposed methods and their
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Atualmente, um grande conjunto de imagens digitais vem sendo gerado, manipulado e
armazenado em bancos de imagens. Esses acervos são utilizados em várias aplicações, tais
como sensoriamento remoto, medicina e bibliotecas digitais [12, 35, 40]. Dado o tamanho
desses bancos, prover meios de recuperar imagens de tais acervos de forma eficiente e
eficaz é essencial.
Os primeiros sistemas de recuperação se baseavam na anotação manual de imagens.
Nesses sistemas, o processo de recuperação consistia em comparar os termos de uma con-
sulta textual, definida por um usuário, com as anotações associadas às imagens e, a partir
dessa comparação, retornar um conjunto de imagens. Essa abordagem apresenta dois
problemas principais: o primeiro diz respeito ao grande esforço despendido na anotação
manual das imagens; o segundo, às posśıveis inconsistências derivadas da subjetividade
das anotações, pois pessoas diferentes poderiam associar anotações distintas a uma mesma
imagem.
Sistemas de Recuperação de Imagens por Conteúdo (Content-based Image Retrieval -
CBIR) [27, 44, 47] visam contornar esses problemas. Nesses sistemas, a anotação manual
não é necessária. O processo de busca consiste basicamente em, dado um padrão de
consulta (por exemplo uma imagem), calcular a sua similaridade em relação às imagens
armazenadas na base, e exibir as mais similares.
A tarefa de comparar duas imagens é realizada por meio de descritores [2, 52, 53, 60].
Um descritor pode ser caracterizado por: (i) um algoritmo de extração de caracteŕısticas,
baseado em técnicas de processamento de imagens, que codifica as propriedades da imagem
em um vetor de caracteŕısticas; e (ii) uma medida de similaridade (função de distância)
que computa a similaridade entre duas imagens como uma função de distância entre
seus vetores de caracteŕısticas correspondentes. Os vetores de caracteŕısticas sintetizam
determinadas propriedades da imagem, como cor, textura e forma, por meio da análise
de seu conteúdo, ou seja, seus pixels. Esses vetores representam pontos no espaço de
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2 Caṕıtulo 1. Introdução
caracteŕısticas.
Diferentes descritores codificam propriedades distintas de uma imagem. Porém, na
maioria das vezes, deseja-se recuperar uma imagem em função de múltiplas propriedades.
Assim, descritores são combinados com o intuito de suprir tais necessidades. Grande
parte dos métodos que realizam essa combinação são baseados na atribuição de pesos
pré-determinados aos descritores [56]. Esses pesos definem a relevância de cada descritor
na composição.
Porém, em geral, nesse tipo de abordagem não há nenhuma interação humano - com-
putador. Esse fato dificulta a aquisição de imagens relevantes quando se consideram vários
usuários. Isso acontece porque diferentes usuários têm percepções visuais distintas de um
mesmo objeto. Além disso, há uma lacuna semântica (semantic gap) entre as proprieda-
des visuais de alto ńıvel, percebidas pelo usuário, e a descrição de baixo ńıvel utilizada
para a representação das imagens. Nesse cenário, verifica-se a necessidade de aprimorar
os sistemas de recuperação de imagens para que se adaptem a diferentes usuários. Para
suprir essas necessidades pode-se utilizar uma técnica de recuperação de imagem intera-
tiva chamada realimentação de relevância ou retroalimentação de relevância (relevance
feedback) [48, 61]. Nessa técnica, o usuário interage com o computador e assim refina o
resultado de uma determinada consulta de acordo com sua necessidade.
Realimentação de relevância é uma técnica inicialmente utilizada na recuperação de
informações por texto [32,58], mas que atualmente também é alvo de pesquisa na área de
recuperação de imagem por conteúdo [9,21,37,41,54]. O processo de recuperação por meio
dessa técnica consiste basicamente na: (i) realização de uma consulta em que é retornado
um pequeno número de imagens; (ii) indicação das imagens relevantes e/ou irrelevantes
pelo usuário; (iii) aprendizado, considerando a indicação do usuário, e seleção de novas
imagens para exibição. Esse processo é repetido até que um resultado satisfatório seja
obtido.
Vários métodos de recuperação de imagens com realimentação de relevância baseiam
o aprendizado das necessidades de um usuário na atribuição de pesos para os descritores
empregados [21, 46, 48]. Porém, essa estratégia permite apenas uma combinação linear
dos valores de similaridade. É posśıvel que uma combinação mais complexa desses valores
seja necessária para expressar a percepção visual dos usuários.
Outros métodos baseiam-se fortemente na utilização dos vetores de caracteŕısticas das
imagens ou fixam uma métrica de distância espećıfica, sem utilizar as funções de distância
definidas para os descritores [34, 46, 54].
A eficácia de um descritor, no entanto, não depende apenas do poder de discriminação
do vetor de caracteŕıstica extráıdo, mas também da função de distância definida. A
Figura 1.1 ilustra o impacto da utilização de uma função de distância inapropriada para
dois descritores. Essa figura apresenta curvas precisão vs. revocação calculadas na base
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MPEG7 parte B [39] para quatro diferentes configurações de descritores. A curva precisão
vs. revocação exibe a relação entre a razão do número de imagens relevantes pelo número
de imagens retornadas (precisão) e a porcentagem de imagens relevantes encontradas
(revocação), em um conjunto de imagens ordenado pela similaridade em relação à imagem
de consulta (para mais detalhes, veja Caṕıtulo 4). É desejável que uma curva apresente
um valor de precisão igual a 1 (valor máximo) para todos os valores de revocação.
Figura 1.1: Curvas precisão vs. revocação na base MPEG7 parte B para os descritores
BAS e SS usando duas funções de similaridade diferentes.
Em duas das curvas apresentadas na Figura 1.1, o algoritmo de extração definido pelo
descritor de forma Beam Angle Statistics (BAS) [3] foi utilizado para extrair os vetores
de caracteŕısticas das imagens da base. Para as outras duas, foi utilizado o algoritmo
de extração do descritor de forma Saliências de Segmento (SS) [16]. Para cada confi-
guração baseada no BAS, duas funções de similaridade distintas fora utilizadas. A função
de similaridade OCS [57], definida para o descritor, foi empregada em uma delas (curva
BAS+OCS) e a distância Euclidiana foi utilizada na outra (BAS+Euclidiana). Similar-
mente, em uma das configurações baseadas no SS, foi utilizada a função de similaridade
definida para o descritor, OCS (SS+OCS) e, novamente, a distância Euclidiana foi uti-
lizada na outra (SS+Euclidiana). Como pode ser visto na Figura 1.1, as configurações
que utilizaram as funções de similaridades definidas para os descritores apresentaram os
melhores resultados.
O objetivo desta dissertação é desenvolver dois novos arcabouços para recuperação de
imagens por conteúdo com realimentação de relevância. Os métodos propostos adotam a
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técnica de Programação Genética para aprender as preferências do usuário na realização
de uma consulta. Programação Genética (PG) [38] é uma técnica de Aprendizado de
Máquinas com aplicações em várias áreas, como mineração de dados, recuperação de
informação, e regressão [6, 25, 59], dentre outras. Essa técnica se baseia na Teoria da
Evolução para realizar uma exploração direcionada no espaço de busca, a fim de otimizar
a solução de um problema.
O objetivo dos arcabouços propostos é encontrar uma função que combina os valores
de similaridades definidos por diferentes descritores. A cada iteração, o algoritmo de
aprendizado baseado em PG encontra a função de combinação que melhor representa
a percepção visual do usuário. Dessa forma, os valores de similaridades definidos pelos
descritores são preservados e utilizados para ordenar as imagens da base. Além disso, os
métodos propostos adotam uma estratégia baseada no uso de várias imagens no padrão
de consulta com intuito de melhorar a exploração do espaço de caracteŕısticas.
A utilização de programação genética é motivada pela sua capacidade exploratória
do espaço de busca que se adequa ao objetivo principal do método proposto: encontrar,
dentre todas as posśıveis funções de combinação, aquela que melhor representa a percepção
visual subjetiva de cada usuário. Além disso, a utilização dessa técnica tem obtido sucesso
em outra aplicações, como recuperação de informação [19, 25] e também tem alcançado
bons resultados na recuperação de imagens por conteúdo [14, 15].
Oa arcabouçoa desenvolvidos foram validados por meio de uma série de experimentos.
Nesses experimentos foram empregadas três diferentes bases de imagens e descritores de
cor, forma e textura foram utilizados no processo de descrição das imagens. Além disso,
os arcabouços propostos foram comparados com três outros métodos de recuperação de
imagens por conteúdo com realimentação de relevância [46, 48, 54], considerando-se a
eficiência e a efetividade no processo de recuperação.
As principais contribuições desta dissertação são:
• Estudo sobre diferentes técnicas de realimentação de relevância (Caṕıtulo 2);
• Proposta de dois arcabouços para recuperação de imagens por conteúdo com reali-
mentação de relevância baseado em programação genética (Caṕıtulo 3);
• Implementação dos métodos propostos, validando-os através de uma série de expe-
rimentos e comparações com outros métodos (Caṕıtulos 4 e 5).
A dissertação está organizada da seguinte forma: o Caṕıtulo 2 apresenta os conceitos
básicos e trabalhos relacionados. O Caṕıtulo 3 apresenta os arcabouços propostos. Os
experimentos realizados e os resultados obtidos são apresentados nos Caṕıtulos 4 e 5,
respectivamente. Finalmente, o Caṕıtulo 6 apresenta as conclusões e posśıveis trabalhos
futuros motivados pela pesquisa descrita nesta dissertação.
Caṕıtulo 2
Conceitos básicos
Este caṕıtulo apresenta os conceitos básicos utilizados no decorrer desta dissertação. A
Seção 2.1 apresenta o modelo de recuperação de imagens por conteúdo adotado neste
trabalho. A Seção 2.2 discute métodos de realimentação de relevância aplicados à recu-
peração de imagens. A Seção 2.3 apresenta conceitos básicos sobre programação genética.
2.1 Recuperação de Imagens por Conteúdo
Um sistema de recuperação de imagens por conteúdo (Content-based Image Retrieval
System – CBIRS ) é centrado na noção de similaridade de imagens — dado um banco
com um grande número de imagens, o usuário deseja recuperar as imagens mais similares
a um padrão de consulta (normalmente uma imagem definida como exemplo). O processo
de recuperação é baseado na extração de caracteŕısticas visuais (cor, textura e forma) e
na comparação das imagens por meio de descritores [1, 27, 28, 43, 44].
A Seção 2.1.1 apresenta a arquitetura t́ıpica de um sistema de recuperação de ima-
gens por conteúdo. A formalização do modelo de recuperação de imagens por conteúdo
utilizado neste trabalho será apresentada na Seção 2.1.2.
2.1.1 Arquitetura T́ıpica de um CBIRS
A Figura 2.1 mostra a arquitetura t́ıpica de um sistema de recuperação de imagens por
conteúdo [17]. Essa arquitetura possui duas funcionalidades principais: a inserção de
dados e o processamento de consultas.
O subsistema de inserção de dados, representados por módulos e setas tracejados, é
responsável por extrair os vetores de caracteŕısticas das imagens e armazená-los na base
de imagens. Geralmente, esse processo é realizado uma única vez para cada imagem e para
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Figura 2.1: Arquitetura t́ıpica de um sistema de recuperação de imagens por conteúdo [17].
cada descritor, sendo utilizado de maneira offline. Os vetores armazenados são usados
posteriormente no processamento de consultas.
O processamento de consultas é organizado da seguinte forma: a interface permite ao
usuário especificar uma consulta por meio de um padrão de consulta (por exemplo, uma
imagem – query by visual example [33]) e visualizar as imagens recuperadas. O módulo
de processamento de consultas extrai o vetor de caracteŕısticas do padrão de consulta e
aplica uma métrica de distância, como a distância Euclidiana, para avaliar a similaridade
entre a imagem de consulta e as imagens da base. Em seguida, esse módulo ordena as
imagens da base de acordo com a similaridade e retorna as mais similares para o módulo
de interface. Esse processo pode ser otimizado pela utilização de estruturas de indexação,
como a M-Tree [8] e a Slim-Tree [55].
2.1.2 Formalização
A seguir é apresentada a formalização do modelo de recuperação de imagens por conteúdo
[14, 15] adotado nesta dissertação.
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Definição 1 Uma imagem Î é definida como um par (DI , ~I), onde:
• DI é um conjunto finito de pixels (pontos em Z2, tal que, DI ⊂ Z2), e
• ~I : DI → D′ é uma função que atribui a cada pixel p em DI um vetor ~I(p) de valores
em algum espaço arbitrário D′ (por exemplo, D′ = IR3 quando uma cor é atribúıda
a um pixel no sistema RGB).
Definição 2 Um descritor simples (ou simplesmente, descritor) D é definido como
um par (ǫD, δD), onde:
• ǫD : Î → Rn é uma função que extrai um vetor de caracteŕısticas ~vÎ de uma imagem
Î.
• δD : Rn × Rn → R é uma função de similaridade (por exemplo, baseada em uma
medida de distância) que computa a similaridade entre duas imagens como o inverso
da distância entre seus vetores de caracteŕısticas correspondentes.
Definição 3 Um vetor de caracteŕısticas ~vÎ de uma imagem Î é definido como um
ponto no espaço Rn: ~vÎ = (v1, v2, ..., vn), onde n é a dimensão do vetor.
Exemplos de vetores de caracteŕısticas posśıveis são um histograma de cor [52], uma
curva fractal multi-escala [13] e os de coeficientes de Fourier [45]. Basicamente, esses
descritores codificam propriedades das imagens como cor, forma e textura. Note que
diferentes tipos de vetores de caracteŕısticas podem necessitar de funções de similaridade
distintas. Cada dimensão do vetor de caracteŕıstica é chamada bin.
A Figura 2.2 ilustra o uso de um descritor simples D para computar a similaridade
entre duas imagens ÎA e ÎB. Inicialmente, o algoritmo de extração ǫD é usado para
computar os vetores de caracteŕısticas ~vÎA e ~vÎB associados às imagens. Em seguida, a
função de similaridade δD é utilizada para calcular o valor da similaridade d entre as
imagens.
Definição 4 Um descritor composto D̂ é definido como um par (D, δD) (veja Fi-
gura 2.3), onde:
• D = {D1, D2, . . . , Dk} é um conjunto de k descritores simples pré-definidos.
• δD é um função de similaridade que combina os valores de similaridade obtidos de
cada descritor Di ∈ D, i = 1, 2, . . . , k.
A Figura 2.3 mostra a utilização de um descritor composto D̂ para computar a simi-
laridade entre duas imagens ÎA e ÎB. Inicialmente, os descritores simples D1, D2, . . . , Dk
são utilizados para calcular as similaridades d1, d2, . . . , dk entre as imagens. Em seguida,
essas similaridades são combinadas pela função δD, determinando a similaridade final d
entre as imagens ÎA e ÎB.













Figura 2.2: O uso de um descritor simples D para computar a similaridade entre duas
imagens.
2.2 Realimentação de Relevância
A técnica de realimentação de relevância [10, 22, 29, 34, 41, 48, 54, 61] tem sido utilizada
com bastante êxito na interação humano-computador. Esse mecanismo tem por objetivo
possibilitar que o usuário expresse a sua necessidade na especificação de uma consulta, sem
recorrer a ajustes de propriedades de baixo ńıvel utilizadas na representação de imagens.
Para isso, o usuário apenas precisa indicar as imagens relevantes e, em certos casos,
também as irrelevantes dentre um conjunto retornado pelo sistema. A cada iteração, o
algoritmo de realimentação de relevância “aprende” quais propriedades visuais melhor
definem as imagens relevantes a partir das informações fornecidas pelo usuário, ou seja,
das imagens por ele indicadas. E assim, após um determinado número de iterações, o
sistema retorna as imagens mais similares à imagem de consulta.
Realimentação de relevância endereça duas questões referentes ao processo de recu-
peração de imagens por conteúdo. A primeira delas reside na lacuna semântica (semantic
gap) entre as propriedades visuais de alto ńıvel, através das quais o usuário tem a per-
cepção da informação visual, e a descrição de baixo ńıvel utilizada para a representação
das imagens. A outra diz respeito ao caráter subjetivo da percepção da imagem pelo
usuário. Diferentes pessoas, ou a mesma em diferentes circunstâncias, podem ter per-
cepções visuais distintas de uma mesma imagem. Com realimentação de relevância essas
duas questões são contornadas de forma transparente para o usuário.
As próximas seções caracterizam a abordagem de realimentação de relevância para a
recuperação de imagens por conteúdo. A Seção 2.2.1 apresenta a arquitetura t́ıpica de um
sistema de recuperação de imagens com realimentação de relevância. Na Seção 2.2.2 são












Figura 2.3: Uso de um descritor composto D̂ para computar a similaridade entre duas
imagens.
descritas caracteŕısticas da técnica de realimentação de relevância aplicada na recuperação
de imagens por conteúdo. As Seções 2.2.3, 2.2.4 e 2.2.5, abordam algumas questões
relativas à modelagem de mecanismos de realimentação de relevância, aos critérios de
seleção de imagens e às técnicas de aprendizado usualmente utilizados, respectivamente.
Por fim, a Seção 2.2.6 apresenta uma comparação entre os trabalhos apresentados.
2.2.1 Arquitetura T́ıpica de um CBIRS com Realimentação de
Relevância
A Figura 2.4 apresenta uma extensão à arquitetura apresentada na Seção 2.1 (Figura 2.1)
incorporando realimentação de relevância a um sistema de recuperação de imagens por
conteúdo. Essa extensão é composta por dois módulo principais: a interface e o módulo
de processamento de consultas.
Assim como na arquitetura anteriormente vista, a interface deve possibilitar a es-
pecificação do padrão de consulta e a visualização dos resultados. Porém, uma nova
funcionalidade foi adicionada: permitir a indicação das imagens relevantes e irrelevantes.
Um novo módulo foi acrescido ao processamento de consultas: o módulo de reali-
mentação de relevância. Esse novo módulo é responsável por receber as imagens indi-
cadas pelo usuário como relevantes e irrelevantes, reformular a consulta com base nessa
informação e selecionar as imagens que serão retornadas. Essas tarefas são divididas por
dois outros sub-módulos: o sub-módulo de Aprendizado e o sub-módulo de Seleção, como
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Figura 2.4: Arquitetura de um sistema de recuperação de imagens por conteúdo com
realimentação de relevância.
mostrado na Figura 2.5.
O sub-módulo de Aprendizado é responsável por assimilar a percepção visual do
usuário, por meio das imagens indicadas como relevantes e irrelevantes. Exemplos de
técnicas usualmente utilizadas para aprendizado são apresentadas na Seção 2.2.5. O
sub-módulo de Seleção determina quais imagens serão exibidas para o usuário em cada
iteração. A Seção 2.2.4 discute critérios de seleção das imagens.
2.2.2 Caracteŕısticas Essenciais
Recuperação de imagens com realimentação de relevância possui certas caracteŕısticas es-
senciais que precisam ser observadas [61]: o tamanho restrito do conjunto de treinamento,
a assimetria do conjunto de treinamento e a necessidade de um baixo tempo de execução
de uma consulta.
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Figura 2.5: Módulo de realimentação de relevância.
Para tornar o processo de recuperação viável, é necessário que o número de imagens
retornadas para o usuário a cada iteração seja pequeno. Isso porque um número muito
grande poderia dificultar a interação do usuário com o sistema. Além do conjunto de
imagens retornadas ser pequeno, o número de imagens marcadas pelo usuário tende a
ser ainda menor. Dessa forma, o algoritmo de aprendizado terá um pequeno número de
imagens para treinamento.
Uma outra caracteŕıstica diz respeito à assimetria do conjunto de treinamento. O
conjunto de treinamento nem sempre reflete a distribuição de imagens no banco. Para
uma determinada consulta, o número de imagens irrelevantes, dentre todas da base, tende
a ser extraordinariamente maior do que o número de relevantes. Porém, essa distribuição
normalmente não se reflete no grupo de imagens marcadas pelo usuário, ou seja, o pequeno
número de imagens marcadas como irrelevantes não é representativo quando se considera
a distribuição real na base.
Uma terceira caracteŕıstica se refere ao tempo de execução. A execução do algoritmo
deve ser rápida para viabilizar a interação humano-computador em tempo real. Também
com esse intuito, um resultado satisfatório deve ser atingido após um número pequeno de
iterações.
2.2.3 Modelagem
Certas caracteŕısticas devem ser consideradas quando da definição de um mecanismo de
realimentação de relevância: (a) o tipo de consulta adotado; (b) a informação provida
pelo usuário; e (c) como essa informação é utilizada no processo de aprendizado.
Grande parte dos sistemas assumem que o objetivo de uma consulta é obter um con-
junto de itens relevantes (category search). Essa relevância pode ser definida como propri-
edades compartilhadas por um determinado grupo de imagens, o que também caracteriza
uma classe de itens similares. Seguindo essa linha, para uma consulta, pode ser necessário
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apenas separar as imagens relevantes das demais, o que caracteriza um problema de clas-
sificação (classification problem) [29, 34, 54]. Por outro lado, o objetivo de uma consulta
pode ser encarado como um problema de ordenação (ranking problem) [41, 48]. Nesse
caso, o sistema deve retornar para o usuário as imagens ordenadas em ordem decrescente
em relação ao seu grau de relevância. Outros trabalhos assumem que o resultado de uma
consulta é uma única imagem (target search) [22], ao invés de um conjunto de itens simi-
lares. Com isso, imagens marcadas como relevantes não são necessariamente imagens que
satisfazem a necessidade do usuário, e sim, imagens “próximas” àquela procurada.
Uma outra caracteŕıstica se refere à informação provida pelo usuário. Alguns trabalhos
permitem a indicação apenas das imagens relevantes [29]. Outros, consideram além dos
exemplos positivos, os negativos [34,41,54]. Com isso, é posśıvel extrair mais informação
a respeito das caracteŕısticas visuais importantes para a consulta. Há ainda algoritmos
que definem graus de relevância ou irrelevância para as imagens marcadas [48].
Uma terceira caracteŕıstica diz respeito à forma como o mecanismo de realimentação
de relevância irá lidar com a informação provida pelo usuário. Em geral, duas abordagens
são utilizadas. O aprendizado short-term considera apenas a informação intra-consulta,
ou seja, aquela obtida na sessão de consulta corrente, para assimilar a percepção visual
do usuário. Já o aprendizado long-term utiliza não apenas a informação intra-consulta,
mas também a informação acumulada durante todas as consultas já realizadas, o que
caracteriza a informação inter-consulta.
2.2.4 Seleção das Imagens
Outro ponto importante diz respeito a quais imagens devem ser retornadas para o usuário
a cada iteração com o sistema. Duas estratégias são comumente utilizadas como critério de
seleção: as imagens mais positivas (MP) [41,48] e as imagens mais informativas (MI) [54].
Há ainda uma terceira possibilidade que é a combinação desses dois critérios.
Na primeira, o algoritmo seleciona as imagens mais positivas (MP), de acordo com as
informações obtidas até a presente iteração. Nesse tipo de seleção, é posśıvel observar o es-
tado corrente de conhecimento do sistema a cada iteração. Além disso, essa estratégia tem
a vantagem de mostrar resultados parciais mais satisfatórios logo nas primeiras iterações.
Com isso, o usuário pode terminar o processo de consulta a qualquer momento, pois os
melhores resultados sempre são os exibidos. Essa abordagem tem a desvantagem de, em
geral, necessitar de um número maior de iterações para alcançar uma identificação com-
pleta dos itens semelhantes à imagem de consulta. A Figura 2.6(a) ilustra esse critério de
seleção. Nessa figura, as imagens definidas como relevantes pelo algoritmo de aprendizado
são representadas pelo śımbolo + e as irrelevantes por −. Quanto mais à direita, mais
positivas as imagens. A elipse pontilhada indica as imagens selecionadas.
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(a) Mais positivas.
(b) Mais informativas.
(c) Hı́brido – Iteração i. (d) Hı́brido – Iteração i + 1.
Figura 2.6: Critério de seleção de imagens.
Na segunda abordagem, as imagens mais informativas (MI) são retornadas, ou seja, as
imagens a partir das quais o algoritmo de aprendizado pode extrair maiores informações
a cada iteração. As imagens selecionadas devem potencializar a diferenciação entre a
classe das imagens relevantes e a classe das irrelevantes, o que maximiza a transferência
de informação do usuário para o sistema. Normalmente, as imagens mais informativas são
as mais amb́ıguas, ou seja, aquelas que compartilham caracteŕısticas comuns tanto com
as imagens relevantes quanto com as irrelevantes, e por conseqüência, são as mais dif́ıceis
de serem classificadas. Por possibilitar a extração de mais informações, se comparada
com MP, essa abordagem tende a definir melhor a classe das imagens relevantes após
um número menor de iterações. A Figura 2.6(b) ilustra o critério de seleção MI. Nessa
figura, a linha tracejada determina a fronteira entre as imagens relevantes e irrelevantes.
As imagens contidas no retângulo tracejado são as mais próximas dessa fronteira, sendo
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consideradas as mais informativas, e assim, as selecionadas para exibição.
Com o intuito de combinar as vantagens oferecidas por MP e MI, é posśıvel ainda
sugerir uma estratégia h́ıbrida. Nessa estratégia, considerando n imagens retornadas por
iteração, k dessas imagens são selecionadas segundo MP e as n− k imagens restantes são
selecionadas de acordo com MI. A cada nova iteração, o valor de k aumenta. Com isso, um
número maior de imagens amb́ıguas são retornadas nas primeiras rodadas, o que contribui
para uma identificação mais rápida da classe das imagens relevantes. A medida que o
processo avança, o número de imagens mais positivas retornadas aumenta. Em [58] essa
estratégia foi utilizada na recuperação de textos e apresentou um desempenho superior aos
das técnicas MP e MI. Um ponto importante a ser observado nessa abordagem é a escolha
dos parâmetros que determinam a variação de k no decorrer do processo. As Figuras 2.6(c)
e 2.6(d) ilustram a seleção de imagens utilizando a abordagem h́ıbrida. O retângulo
tracejado indica a seleção das imagens mais informativas e a elipse pontilhada mostra as
imagens mais positivas selecionadas. A Figura 2.6(c) exibe as imagens selecionadas na
iteração i. Na próxima iteração, i + 1, o número de imagens informativas selecionadas
diminui, e o número de positivas aumenta, como mostrado na Figura 2.6(d).
2.2.5 Aprendizado
O algoritmo de aprendizado é um ponto crucial para a definição de um mecanismo de rea-
limentação de relevância. Em alguns trabalhos, o aprendizado consiste em estimar o vetor
de caracteŕıstica que melhor representa o padrão de consulta. Essa estratégia é denomi-
nada Movimento do Ponto de Consulta (MPC) [37, 41]. Em outros, atribuem-se pesos
para cada posição do vetor de caracteŕısticas e para cada descritor utilizado [18, 46, 48].
Assim, o aprendizado consiste em estimar esses pesos, de forma a melhor representar a
percepção visual do usuário. Outros métodos utilizam uma técnica de aprendizado cha-
mada Máquinas de Vetores de Suporte (Support Vector Machines - SVM) para encontrar
hiperplanos de separação que identificam as imagens relevantes e as irrelevantes [29,34,54].
Há ainda métodos que utilizam um arcabouço probabiĺıstico para definir a probabilidade
de cada imagem da base ser relevante [10,22]. Alguns métodos utilizam uma combinação
entre essas estratégias para aprender a percepção visual do usuário.
A seguir, são apresentados métodos que utilizam as abordagens de aprendizado citadas.
A seção 2.2.5.1 descreve trabalhos que baseiam o aprendizado na estimativa de pesos. A
seção 2.2.5.2 aborda o aprendizado baseado na estimativa do vetor de caracteŕısticas que
melhor reflete a necessidade do usuário. A seção 2.2.5.4 apresenta trabalhos baseados na
separação entre imagens relevantes e irrelevantes por meio de um hiperplano. Finalmente,
a seção 2.2.5.3 ilustra trabalhos baseados em aprendizado probabiĺıstico.
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2.2.5.1 Atribuição de Pesos
Em vários métodos, o aprendizado baseia-se na estimativa de pesos associados a descrito-
res e aos bins do vetor de caracteŕısticas. Basicamente, esses trabalhos buscam ressaltar
de forma automática as caracteŕısticas visuais almejadas pelo usuário na consulta. A
Figura 2.7 ilustra a utilização desses pesos em conformidade com modelo apresentado na
Seção 2.1.
Figura 2.7: Modelo para atribuição de pesos.
Essa figura mostra que os pesos wij associados aos bins dos vetores de caracteŕısticas
são utilizados no cálculo da distância entre duas imagens e os pesos Wi são utilizados na
combinação das distâncias definidas por cada descritor.






wij × (~viÎA[j]− ~viÎB [j])
2, (2.1)
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onde ~viÎA e ~viÎB são vetores de caracteŕısticas, de tamanho L, das imagens ÎA e ÎB codifi-
cados pelo descritor Di, e wi1, wi2, . . . , wiL são pesos associados aos bins desses vetores.
Em geral, os pesos atribúıdos aos descritores são utilizados para combiná-los linear-
mente, e assim, definir a distância final entre duas imagens segundo esses descritores,





Wi × di, (2.2)
onde d1, d2, . . . , dk são as distâncias definidas pelos descritores D1, D2, . . . , Dk, respectiva-
mente, e W1, W2, . . . , Wk são pesos associados a cada descritor. Essa atribuição de pesos
promove a discriminação entre os espaços de caracteŕısticas, conferindo maior destaque
aquele que mais se aproxima da percepção de similaridade do usuário.
Um dos primeiros trabalhos que utiliza realimentação de relevância para recuperação
de imagens por conteúdo foi proposto em [48]. Nesse trabalho, atribuem-se pesos a cada
descritor (interweight), e também a cada bin do vetor de caracteŕısticas (intraweight).
Cabe ao usuário marcar cada uma das imagens retornadas em cada iteração como muito
relevante, relevante, sem opinião, irrelevante e muito irrelevante. Feito isso, o algoritmo
de realimentação de relevância heuristicamente atualiza os pesos.
Para recalcular os pesos interweights, cada descritor D é utilizado em uma consulta
distinta. Para cada imagem I retornada, se I foi marcada pelo usuário como (muito)
relevante, o peso de D é incrementado. Por outro lado, se I foi marcada como (muito)
irrelevante, o peso de D é decrementado.
A atualização dos pesos intraweights funciona da seguinte forma: para cada descritor
utilizado, organizam-se os vetores de caracteŕısticas das imagens marcadas como (muito)
relevantes em uma matriz. Dessa forma, cada bin j encontra-se representado em uma
coluna cj dessa matriz. Assim, o peso de um bin j é atualizado com o inverso do desvio-
padrão dos elementos da coluna cj.
Li et al. [41] também utilizam o inverso do desvio-padrão para atualizar os pesos





onde, d̄i, dmax e dmin são a média, a maior e a menor das distâncias entre o padrão de
consulta e as imagens marcadas como relevantes, segundo o descritor i, respectivamente.
Em [46], a atualização de pesos é novamente empregada para prover aprendizado.
Porém, esse trabalho utiliza um arcabouço de otimização para definir os pesos. Esse
arcabouço é baseado na minimização da distância Euclidiana generalizada (Generalized
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Euclidean Distance) entre a imagem de consulta e as imagens definidas pelo usuário como
relevantes a cada iteração.
Em [21], a estratégia Query-Sample Scaling (QSS) é apresentada. Esse método também
se baseia na atribuição de pesos para prover aprendizado. Porém, apenas os pesos
atribúıdos às posições dos vetores de caracteŕısticas são utilizados. Esses pesos são esti-
mados por meio da maximização da correlação cruzada normalizada entre o padrão de
consulta e as imagens relevantes.
Silva et al. [18] propõem um método de recuperação de imagens baseado em Simi-
laridade Local de Padrões (Local Similarity Patterns - LSP). O modelo LSP utiliza um
processo de descrição local, particionando uniformemente cada imagem em regiões. Dessa
forma, ao invés de se extrair os vetores de caracteŕısticas considerando a imagem inteira,
há um vetor de caracteŕısticas associado a cada região, para cada descritor empregado.
As similaridades individuais entre as regiões de duas imagens definem seu grau de simila-
ridade. Nesse método, atribuem-se pesos para cada descritor utilizado em cada região e
um peso para cada região da imagem. Esses pesos são estimados por meio de uma técnica
baseada em algoritmos genéticos.
Cura [20] propõe um modelo para recuperação por conteúdo de imagens de sensoria-
mento remoto com realimentação de relevância. Esse modelo é baseado em consulta por
padrões, que por sua vez, são compostos por regiões de uma ou várias imagens. Admite-se
ainda a utilização de várias formas de representação (vetores de caracteŕısticas definidos
por descritores distintos) para cada padrão. Nesse modelo, atribuem-se pesos para cada
representação de cada padrão. A cada iteração, os novos pesos são calculados a partir da
correção dos pesos anteriores, considerando todo o conhecimento acumulado em iterações
prévias.
2.2.5.2 Movimento do Ponto de Consulta
A estratégia de Movimento do Ponto de Consulta [37, 41, 46] se divide em dois tipos: o
Movimento do Ponto de Consulta Único (MPCU) [41, 46] e o Movimento dos Múltiplos
Pontos de Consulta (MMPC) [37].
O Movimento do Ponto de Consulta Único [41,46] representa o padrão de consulta por
apenas um único ponto. Essa estratégia tem por objetivo mover o ponto que caracteriza
o padrão de consulta no espaço de caracteŕısticas (feature space). Esse movimento busca
aproximar esse padrão dos pontos que representam as imagens relevantes. Com isso,
pretende-se estimar o vetor de caracteŕısticas que melhor caracteriza as propriedades
visuais das imagens almejadas pelo usuário. A Figura 2.8 ilustra o MPCU. Nessa figura,
busca-se aproximar o padrão de consulta Q das imagens positivas, representadas na figura
por +.
A outra abordagem para MPC, o Movimento dos Múltiplos Pontos de Consulta [37],
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Figura 2.8: Movimento do Ponto de Consulta Único.
considera que imagens relevantes podem estar em pontos dispersos do espaço de carac-
teŕısticas adotado. Assim, utiliza múltiplos pontos para a caracterização do padrão de
consulta. A Figura 2.9 mostra o movimento dos múltiplos pontos de consulta Q1, Q2, Q3
e Q4 em direção aos agrupamentos de imagens relevantes.
Figura 2.9: Movimento de Múltiplos Pontos de Consulta.
O mecanismo de realimentação de relevância proposto em [41] utiliza a abordagem
MPCU. Nesse método, o vetor de caracteŕısticas do padrão de consulta é atualizado a
partir da diferença ponderada entre o vetor médio definido pelas imagens relevantes e o
vetor médio definido pelas imagens irrelevantes. Em [46], MPCU também é utilizada,
mas o padrão de consulta é representado pelo centróide definido pelas imagens relevantes
apenas.
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Kim et al. [37] propõem um mecanismo de realimentação de relevância baseado em
múltiplos pontos de consulta. Nessa abordagem, os centróides dos agrupamentos defini-
dos pelas imagens indicadas como relevantes representam o padrão de consulta. Em cada
iteração, um classificador Bayesiano é aplicado às imagens recém-anotadas como relevan-
tes. Assim, essas imagens ou são classificadas em relação aos agrupamentos existentes, ou
dão origem a um novo. Em seguida, é aplicado um algoritmo para reduzir o número de
agrupamentos. Por fim, uma função de distância de agregação é empregada para calcular
a distância entre cada imagem da base e o padrão de consulta formado por múltiplos
pontos, e retornar as mais relevantes.
Além da atribuição de pesos, como mencionado na seção 2.2.5.1, o modelo proposto por
Cura [20] utiliza múltiplos pontos de consulta, representados pelos padrões anteriormente
descritos, para caracterizar a percepção visual do usuário. Em cada iteração, as regiões
indicadas como relevantes são incorporadas na definição de cada padrão. O objetivo desse
mecanismo é permitir o refinamento da consulta inicial, possibilitando que a necessidade
do usuário seja melhor caracterizada a cada iteração.
2.2.5.3 Aprendizado Probabiĺıstico
O aprendizado probabiĺıstico aplicado em realimentação de relevância é definido pela
aplicação da regra de Bayes [10, 22]. Por meio de um framework Bayesiano, obtém-se a
probabilidade de cada uma das imagens do banco ser a imagem almejada. Basicamente,
um framework de classificação Bayesiano trata as imagens positivas e negativas como
duas classes, Ω+ e Ω− respectivamente. Então, duas probabilidades são definidas a priori
(p(Ω+) e p(Ω−)) para as duas classes e, a partir da estratégia estat́ıstica escolhida, as
funções de densidade de probabilidade são obtidas para essas duas classes. Depois, em
cada iteração, a probabilidade de cada imagem do banco é calculada por meio da regra
Bayesiana. Em seguida, as imagens são ordenadas em ordem decrescente em relação às
suas probabilidades. Com isso, a distribuição de probabilidades é utilizada para exibir as
imagens mais positivas para o usuário. A cada iteração, essa distribuição é recalculada com
base na indicação do usuário do conjunto de resultados relevantes. É importante observar
que diferentes estratégias estat́ısticas originam diferentes mecanismos de realimentação
de relevância.
O sistema PicHunter [10] utiliza um framework Bayesiano para aprendizado e supõe
a busca por uma única imagem. Esse mecanismo busca predizer quais imagens são rele-
vantes utilizando-se das imagens que o usuário indica como mais próximas às suas neces-
sidades. A regra de Bayes é utilizada para predizer qual imagem o usuário deseja obter na
consulta. A cada iteração, as imagens mais positivas são selecionadas para a visualização.
Em [22], uma outra abordagem para realimentação de relevância utilizando inferência
Bayesiana é proposta, a rich get richer (RGR). Esse método considera a consistência entre
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as indicações sucessivas do usuário para prover o aprendizado. Assim, se a indicação do
usuário for consistente com a indicação da iteração anterior, as imagens marcadas como
relevantes à imagem objetivo serão atualizadas com uma maior probabilidade.
2.2.5.4 Máquinas de Vetores de Suporte
A técnica de Máquinas de Vetores de Suporte [29, 49] tem sido bastante utilizada em
mecanismos de realimentação de relevância. SVMs utilizam hiperplanos para classificar
as imagens como relevantes ou irrelevantes. Porém, como os vetores de caracteŕısticas das
imagens podem não ser linearmente separáveis segundo essa classificação, é necessário
mapear suas representações para um espaço de caracteŕısticas de maior dimensão, higher-
dimensional feature space (HDFS), usando uma transformação não linear associada a
um kernel. Esse mapeamento é realizado por uma função kernel de produto interno
K(~v1, ~v2). Dois exemplos de kernels são o kernel polinomial K(~v1, ~v2) = (~v1 · ~v2 + 1)p que
induz fronteiras polinomiais de grau p no espaço original, e o kernel função de base radial
(ou Gaussiano) K(~v1, ~v2) = (e
−γ||~v1−~v2||2), com um valor fixo para o parâmetro de escala
γ (o inverso da variância).
O processo de aprendizado consiste em encontrar o hiperplano de partição que melhor
separa as imagens marcadas como relevantes das irrelevantes no HDFS. Assim, é posśıvel
realizar implicitamente uma classificação linear das imagens relevantes e não-relevantes
nesse espaço. O hiperplano obtido durante o aprendizado é utilizado para ordenar as
imagens da base. Essa ordenação é realizada em função das distâncias entre vetores de
caracteŕısticas das imagens e o hiperplano de partição no HDFS. As imagens consideradas
mais relevantes são aquelas mais distantes do hiperplano, pelo lado positivo. Em geral, os
métodos de realimentação de relevância baseados em SVM utilizam apenas os vetores de
caracteŕısticas das imagens nos processos de aprendizado e classificação, não envolvendo as
funções de similaridade definidas pelos descritores empregados no processo de recuperação.
A Figura 2.10 mostra o resultado da aplicação de SVM para a separação de duas
classes, indicadas por + e −. Nesse exemplo, foi utilizado um kernel polinomial de grau
três. O hiperplano encontrado separa as duas classes.
No trabalho proposto em [34], SVM é utilizado para atualizar automaticamente os pe-
sos para as imagens relevantes. A função kernel polinomial com p = 1 é utilizada para o
aprendizado. Feedbacks positivos e negativos são utilizados para obter a informação a res-
peito da classe desejada pelo usuário. Com os experimentos realizados em [34] foi posśıvel
concluir que é necessário um certo número de exemplos positivos e negativos para propor-
cionar um bom aprendizado com uma SVM. Esse número foi escolhido heuristicamente
como 4 tanto para exemplos positivos quanto para os negativos.
Em [54] é proposto um algoritmo com support vector machine active learning para
separar as imagens relevantes das demais. A função kernel de base radial é utilizada para
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Figura 2.10: Separação de classes promovida por SVM.
o cálculo do produto interno em um espaço de maior dimensão. Na primeira iteração,
as imagens exibidas para o usuário são escolhidas aleatoriamente. A partir da segunda,
as imagens mais informativas são retornadas para o usuário. Essas imagens são obti-
das através da distância de seus vetores de caracteŕısticas em relação ao hiperplano de
separação. As mais próximas desse hiperplano são consideradas as mais amb́ıguas, e por-
tanto, as mais informativas. Ao final do processo, as imagens relevantes mais positivas
são exibidas para o usuário.
Em [29], Gondra el al. propõem um método que utiliza as informações intra e inter-
consulta para o aprendizado. A cada iteração, as imagens marcadas como relevantes são
utilizadas para definir um classificador One-Class SVM. Esse classificador determina uma
hiper-esfera e assim, define o conjunto das imagens relevantes. Além disso, utiliza um
classificador fuzzy para definir o grau de pertinência da imagem de consulta em cada uma
das hiper-esferas encontradas em consultas anteriores. Assim, as imagens são exibidas
para o usuário a partir do conhecimento intra e inter-consulta combinados. Reinforcement
Learning é utilizado para determinar a proporção entre a informação intra-consulta e
inter-consulta a ser utilizada.
2.2.6 Comparação entre Métodos
A Tabela 2.1 resume as principais caracteŕısticas dos trabalhos mencionados. As carac-
teŕısticas exibidas são: a abordagem utilizada para o aprendizado; o critério de seleção;
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o tipo de consulta adotado; o tipo de informação fornecida pelo usuário; e a forma como
o mecanismo de realimentação de relevância irá lidar com a informação provida pelo
usuário.
Tabela 2.1: Resumo das caracteŕısticas dos trabalhos correlatos em realimentação de
relevância.
Trabalhos Aprendizado Seleção Consulta Indicação Informação
Rui et al. [48] Pesos MP Ordenação Positivo/Negativo Intra-consulta
com grau de
relevância
Rui et al [46] Pesos/MPCU MP Ordenação Positivo Intra-consulta
com grau de
relevância
Doulamis et al. [21] Pesos MP Ordenação Positivo Intra-consulta
Silva et al. [18] Pesos MP Ordenação Positivo Intra-consulta
Li et al. [41] Pesos/MPCU MP Ordenação Positivo/Negativo Intra-consulta
Kim et al. [37] MMPC MP Ordenação Positivo Intra-consulta
Cura [20] Pesos/MMPC MP Ordenação Positivo Intra-consulta
Cox et al. [10] Bayesiano MP Target Search Positivo/Negativo Intra-consulta
Duan et al. [22] Bayesiano MP Target Search Positivo Intra-consulta
Hong et al. [34] SVM MP Classificação Positivo/Negativo Intra-consulta
Tong et al. [54] SVM MI Classificação Positivo/Negativo Intra-consulta
Gondra et al. [29] SVM MP Classificação Positivo Inter-consulta
A Tabela 2.2 resume as caracteŕısticas dos experimentos realizados nos trabalhos ci-
tados. As caracteŕısticas presentes na tabela são: número de imagens da base e como
foram obtidas; as propriedades visuais (features) utilizadas; o número de imagens retor-
nadas por iteração; o número máximo de iterações realizadas; o tipo de usuário; e se o
tempo de execução foi avaliado. Em algumas posições dessa tabela aparece N/D. Essa
marcação significa não definido. Por exemplo, em [22] não fica claro quais propriedades
foram codificadas.
Na Tabela 2.2 pode ser observado que vários trabalhos utilizam um subconjunto da
base Corel. Em geral, é utilizado apenas um subconjunto devido a problemas de pré-
classificação dessa base do ponto de vista de recuperação por conteúdo, como reportado
em [42]. Essa pré-classificação tem forte cunho semântico. Por exemplo, há uma classe
com imagens da Austrália, que vão desde prédios até animais e paisagens, ou seja, com
caracteŕısticas visuais bem distintas. Por isso, em geral é selecionado um subconjunto
dessa base, quando se deseja avaliar mecanismos de recuperação de imagens por conteúdo.
Um outro fato que merece ser comentado é a utilização de usuários reais nos expe-
rimentos realizados em [10], ao contrário dos demais trabalhos que utilizaram usuários
simulados por computador. Os experimentos foram realizados com seis usuários. Cada
usuário repetiu o processo de recuperação 15 vezes, considerando 15 imagens-alvo distin-
tas. Todos os usuários conclúıram com sucesso a recuperação, ou seja, encontraram a
2.3. Programação Genética 23
Tabela 2.2: Resumo das caracteŕısticas dos experimentos realizados nos trabalhos apre-
sentados.
Trabalhos Base Propriedades Imagens Num. Usuário Tempo
retornadas iterações
Rui et al. [48] 286 MESL1/ Cor, forma 10-1100 3 Simulado Não
70000 Corel e textura
Rui et al. [46] 17000 Corel Cor, forma N/D 3 Simulado Não
e textura
Doulamis et al. [21] 15000 Cor e textura 50 5/10 Simulado Não
Silva et al. [18] 60/167 Vistex Cor, textura N/D N/D Simulado Sim
208 Brodatz e forma
1000 Corel
12750
Li et al. [41] 10000 Corel Cor e textura 50 10 N/D Não
Kim et al. [37] 30000 Corel Cor e textura 100 5 Simulado Sim
Cura [20] 150 LANDSAT Cor e textura 6 N/D N/D Não
Cox et al. [10] 4522 Corel Cor 9 35.1 Real Não
Duan et al. [22] 800/1000/ N/D 25/100 30 Simulado Não
1500 Corel
Hong et al. [34] 17000 Corel Cor e textura 20 N/D N/D Não
Tong et al. [54] 602/1277/ Cor e textura 20 5 Simulado Sim
1920 Corel
Gondra et al. [29] 20000 Letter N/D 20 N/D N/D Não
1Museum Educational Site Licensing Project.
imagem buscada. Para isso, foram necessárias, na média, 35.1 iterações.
Nos experimentos com usuários simulados, é necessária que a base de imagens utilizada
seja dividida em classes de itens similares. Dessa forma, o comportamento do usuário pode
ser simulado por meio da marcação das imagens pertencentes à mesma classe da imagem
de consulta como relevantes e das demais como irrelevantes.
2.3 Programação Genética
Programação genética (PG) [38] é uma técnica da Inteligência Artificial que visa a re-
solução de problemas baseada nos prinćıpios biológicos de herança genética e evolução. Em
PG, os indiv́ıduos representam programas que através de recombinações e perturbações su-
cessivas são refinados, originando melhores soluções para um dado problema. Os melhores
indiv́ıduos tendem a se recombinar entre si. A qualidade de um indiv́ıduo é mensurada
quantitativamente por uma função de adequação (fitness). Dessa forma, programação
genética pode ser caracterizada como uma busca no espaço de todos os posśıveis progra-
mas. Essa busca é orientada para encontrar o indiv́ıduo (programa) que melhor resolve
um determinado problema. O algoritmo básico de evolução utilizado por programação
genética é apresentado no Algoritmo 1.
No ińıcio do processo de evolução, uma população inicial é criada (linha 1). A seguir,
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Algoritmo 1 Algoritmo básico de evolução para programação genética.
1 Gere a população inicial de indiv́ıduos
2 para N gerações faça
3 Calcule a adequação de cada indiv́ıduo





9 retorne os melhores indiv́ıduos
sucessivos passos se repetem para evoluir esses indiv́ıduos: o cálculo da adequação de cada
indiv́ıduo (linha 3); a seleção dos indiv́ıduos (linha 4), baseada em sua adequação, para a
geração de uma nova população, através da aplicação de operadores genéticos (linha 5–7).
A seguir, cada etapa do processo de evolução será apresentada em maiores detalhes:
a Seção 2.3.1 descreve a representação dos indiv́ıduos; a Seção 2.3.2 apresenta diferentes
métodos para a geração da população inicial de indiv́ıduos; a Seção 2.3.3 descreve, em
linha gerais, o processo de cálculo da adequação de um indiv́ıduo; a Seção 2.3.4 caracteriza
diferentes métodos para a seleção de indiv́ıduos; e a Seção 2.3.5 apresenta os principais
operadores genéticos utilizados por programação genética.
2.3.1 Indiv́ıduos
Geralmente, um indiv́ıduo em programação genética é representado por uma árvore. Essa
árvore é formada por dois tipos de nodos: os terminais (folhas) e as funções (nodos
internos).
Os terminais podem ser entradas de um programa, constantes, ou funções sem argu-
mentos [5].
As funções podem ser qualquer tipo de função definida em um programa. Elas rece-
bem um determinado número de entradas e produzem uma sáıda. Exemplos de funções
são operadores aritméticos ou lógicos, estruturas de controle, estruturas de repetição,
subrotinas de programas, dentre outras.
A Figura 2.11 apresenta um exemplo de indiv́ıduo. Os terminais desse indiv́ıduo são
{x, y, z}, e seu conjunto de funções é {+, ∗, /,√ }. Esse indiv́ıduo representa a função
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Figura 2.11: Exemplo de indiv́ıduo.
2.3.2 População Inicial
No ińıcio da execução de um processo evolutivo, é necessário gerar uma população inicial
de indiv́ıduos. Dois diferentes métodos de inicialização são normalmente utilizados, o
crescimento (grow) e o cheio (full) [38]. Para ambos os métodos, é comum definir uma
altura máxima para as árvores geradas [5].
O método crescimento gera cada indiv́ıduo da população escolhendo aleatoriamente
como raiz um terminal ou uma função. Esse processo se repete recursivamente para todos
ramos da raiz, se existirem. O crescimento continua enquanto uma função for escolhida
como novo nodo da árvore, ou até que a altura máxima seja alcançada. Nesse método, as
árvores (indiv́ıduos) geradas podem não ser balanceadas e não ter sua altura ou número
de nodos máximos.
O método cheio escolhe apenas funções até que a altura máxima da árvore seja al-
cançada. Quando isso ocorre, os terminais são selecionados. Esse método dá origem
apenas a árvores balanceadas e com a altura máxima definida.
É importante observar que todo o processo evolutivo se realizará a partir dessa po-
pulação inicial. Por isso, é desejável que essa população seja diversificada [5]. Uma
população uniforme é mais propensa a ter problemas com ótimos locais. Para aumentar a
diversidade na população inicial, utiliza-se uma forma h́ıbrida de inicialização, chamada
half-and-half, unindo os dois métodos mencionados: 50% dos indiv́ıduos são gerados pelo
método crescimento e os outros 50% são gerados pelo método cheio.
Além disso, é posśıvel utilizar uma faixa de alturas máximas para as árvores da po-
pulação inicial, ao invés de um único valor. Por exemplo, se for utilizada uma faixa 3–6,
25% do indiv́ıduos terão altura máxima 3, outros 25% terão altura máxima 4, e assim
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sucessivamente.
2.3.3 Cálculo da Adequação
A adequação de um indiv́ıduo é uma medida quantitativa que determina a eficácia desse
indiv́ıduo na resolução de um determinado problema. Essa medida possibilita ao processo
evolutivo escolher quando um indiv́ıduo será exclúıdo da população, ou quando a partir
dele se originarão novos indiv́ıduos.
A adequação de um indiv́ıduos é geralmente calculada a partir de um conjunto de
treinamento. O conjunto de treinamento é um conjunto de entradas de um problema
para as quais as sáıdas são previamente conhecidas.
O cálculo da adequação é bem espećıfico, uma vez que a qualidade de uma solução é
inerente ao problema abordado. Assim, para exemplificar o cálculo da adequação, será
considerado um problema de regressão, sendo o conjunto de treinamento a ser utilizado
mostrado na Tabela 2.3.





O conjunto de funções utilizado é {+,−, ∗, /} e os terminais são 1, x, y. Será calculada















onde s é a soma do módulo das diferenças entre o valor calculado pelo indiv́ıduo e o valor
esperado, dado pelo conjunto de treinamento.
A Tabela 2.4 mostra o desempenho dos indiv́ıduos ind1 e ind2 no conjunto de treina-
mento. Nessa tabela, as colunas x e y representam as entradas do conjunto de treinamento;
find1 e find2 mostram as sáıdas calculadas pelos indiv́ıduos ind1 e ind2, respectivamente; e
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Figura 2.12: Indiv́ıduos para cálculo da adequação.
é a sáıda esperada para cada entrada; |e−find1| e |e−find2 | denotam o módulo da diferença
entre cada sáıda esperada e a calculada pelos indiv́ıduos ind1 e ind2, respectivamente; e
s é a soma das diferenças |e− find1 | e |e− find2 |.
Tabela 2.4: Desempenho dos indiv́ıduos ind1 e ind2 no conjunto de treinamento.
x y find1 find2 e |e− find1 | |e− find2 |
0 0 2 2 2 0 0
10 3 15 5,25 4,6 10,4 0,65
5 9 16 5,50 4,8 11,2 0,7
s 21,6 1,35
Assim, os valores de adequação dos indiv́ıduos ind1 e ind2 são aproximadamente
1
21,6+1
= 0, 044 e 1
1,35+1
= 0, 43, respectivamente. A partir desses valores pode-se con-
cluir que o indiv́ıduo ind2 é mais apto que o indiv́ıduo ind1, ou seja, o indiv́ıduo ind2 é
mais eficaz para resolver o problema proposto.
2.3.4 Seleção de Indiv́ıduos
Os métodos de seleção são responsáveis por definir quais indiv́ıduos sofrerão as operações
genéticas, ou seja, aqueles que serão a base para a próxima geração, e aqueles que serão
exclúıdos da população. Os métodos de seleção mais comuns [4] são o proporcional à
adequação (roleta), o baseado em torneio e o baseado em ordenação (rank-based selection).
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O método da roleta atribui a cada indiv́ıduo uma probabilidade de ser selecionado.







onde pi é a probabilidade atribúıda ao indiv́ıduo i, fAi é a adequação do indiv́ıduo i e
∑
j
fAj é a soma dos valores de adequação de todos os indiv́ıduos da população.
A seleção baseada em torneio escolhe aleatoriamente um determinado número de in-
div́ıduos da população e seleciona, dentre os indiv́ıduos escolhidos, aquele com maior
adequação.
A seleção baseada em ordenação ordena os indiv́ıduos da população pelos seus valores
de adequação. Baseado na sua posição nessa ordenacão, cada indiv́ıduo recebe uma
probabilidade de ser selecionado.
2.3.5 Operadores Genéticos
Os operadores genéticos são responsáveis por introduzir variabilidade na população, pos-
sibilitando a geração de indiv́ıduos (soluções) melhores durante o processo de evolução.
Os operadores genéticos mais comuns são a reprodução (reproduction), a recombinação
(crossover) e a mutação (mutation).
O operador de reprodução simplesmente copia um indiv́ıduo selecionado e insere a
cópia na população.
O operador de recombinação permuta sub-árvores de dois indiv́ıduos escolhidos ori-
ginando dois novos. O processo de recombinação é exemplificado na Figura 2.13. Nessa
figura, as sub-árvores em destaque foram escolhidas aleatoriamente de cada pai. Essas
sub-árvores são trocadas, dando origem a dois novos indiv́ıduos.
Em geral, o processo de evolução sugere a recombinação de sub-árvores entre os me-
lhores indiv́ıduos para originar descendentes ainda melhores.
O operador de mutação insere uma perturbação nos indiv́ıduos da população. Dado um
indiv́ıduo, o operador de mutação escolhe aleatoriamente uma sub-árvore desse indiv́ıduo
e a troca por uma nova sub-árvore gerada de forma aleatória. A Figura 2.14 ilustra o
processo de mutação.
A Figura 2.14 (a) mostra o indiv́ıduo que sofrerá mutação, destacando a sub-árvore
que será substitúıda. A Figura 2.14 (b) mostra a sub-árvore gerada aleatoriamente e a
Figura 2.14 (c) exibe o indiv́ıduo resultante da operação de mutação.
A cada operador genético é associada uma taxa que, em geral, assume dois significados.
Ela pode indicar a proporção da população da nova geração que será criada a partir da
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Figura 2.13: Exemplo de recombinação.
aplicação do operador, ou ainda definir a probabilidade de se utilizar o operador para
gerar cada um dos novos indiv́ıduos.
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Figura 2.14: Exemplo de mutação.
Caṕıtulo 3
Realimentação de Relevância
Baseada em Programação Genética
Este caṕıtulo propõe dois arcabouços para recuperação de imagens por conteúdo com
realimentação de relevância baseada em programação genética. O primeiro, PG+, utiliza
apenas a informação provida pelas imagens indicadas pelo usuário como positivas no
processo de aprendizado. O segundo, PG±, considera também as imagens negativas para
assimilar a necessidade do usuário.
A seção 3.1 apresenta o arcabouço PG+. A seção 3.2 discute PG±, ressaltando as
modificações necessárias no arcabouço PG+ para incorporar as imagens irrelevantes ao
processo de aprendizado e de seleção de imagens.
3.1 Arcabouço PG+
Seja D̂ = (D, δD) (veja Seção 2.1) um descritor composto utilizado para ordenar as ima-
gens da base, representadas por DB = {db1, db2, . . . , dbN}. O principal objetivo do algo-
ritmo de aprendizado proposto é encontrar um conjunto {δD} de funções de combinação
que melhor traduzam a percepção visual do usuário. Dessa forma, almeja-se redefinir as
relações de similaridade entre as imagens, utilizando-se as funções de combinação encon-
tradas, para que essas relações melhor se adeqüem à necessidade do usuário.
O conjunto de K descritores simples que compõem D̂ é representado por D = {D1,
D2, . . . , DK}. A similaridade entre duas imagens Ij e Ik, calculada por Di, é representada
por diIjIk . Todas as similaridades são normalizadas no intervalo [0, 1]. A normalização
Gaussiana [48] é utilizada para normalizar esses valores.
Seja L o número de imagens exibidas para o usuário em cada iteração. Seja o padrão
de consulta Q = {q1, q2, . . . , qM}, onde M é o número de elementos em Q, formado pela
imagem de consulta qi e todas as imagens rotuladas como relevante durante uma sessão
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de consulta.
Observe que o padrão de consulta utilizado em PG+ é composto não apenas pela
imagem de consulta definida inicialmente pelo usuário, mas também por todas as imagens
marcadas como relevante pelo usuário em todas as iterações. Dessa forma, optou-se por
uma abordagem baseada em múltiplos pontos de consulta para o processo de recuperação.
Essa abordagem é mais robusta às imperfeições na definição do espaço de caracteŕısticas,
em relação à percepção do usuário. Por exemplo, considere a Figura 3.1.
(a) Recuperação com um único ponto de consulta
(b) Recuperação com múltiplos pontos de consulta
Figura 3.1: Distribuição de imagens no espaço de caracteŕısticas.
A Figura 3.1(a) mostra as imagens distribúıdas em um espaço de caracteŕısticas defi-
nido por um determinado descritor. Como pode ser observado, esse descritor não reflete a
noção de similaridade do usuário considerado nesse exemplo, pois as imagens relevantes,
representadas pelo śımbolo +, estão dispersas em diferentes agrupamentos nesse espaço
de caracteŕısticas. Além disso, a imagem de consulta q está distante desses agrupamen-
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tos. Dessa forma, encontrar as imagens relevantes a partir de q é uma tarefa dif́ıcil. A
Figura 3.1(b) apresenta a mesma distribuição de imagens. Porém, essa figura considera
a utilização de múltiplos pontos de consulta, conforme a abordagem adotada no método
proposto. Como pode ser observado, utilizando-se múltiplos pontos no padrão de consulta,
as distâncias mı́nimas para as imagens relevantes são menores a cada iteração, facilitando
o processo de recuperação.
Dessa forma, acredita-se que a utilização de múltiplos pontos de consulta em conjunto
com a redefinição da relação de similaridade proporcionada pelo aprendizado baseado em
PG, possibilita uma melhor caracterização da percepção visual do usuário.
O Algoritmo 2 apresenta uma visão geral do processo de recuperação proposto. Nesse
algoritmo, as interações do usuário são indicadas em itálico. No começo do processo de
recuperação, o usuário define a imagem de consulta q1 (linha 1). A partir dessa imagem,
um conjunto inicial de imagens é selecionado para ser exibido para o usuário (linha 2).
Com isso, o processo de realimentação de relevância se inicia, com a indicação das imagens
relevantes pelo usuário, considerando as imagens do conjunto inicial retornado. Em cada
iteração, as seguintes etapas são realizadas: indicação das imagens relevantes pelo usuário
(linha 4); atualização do padrão de consulta (linha 5); aprendizado da percepção visual do
usuário utilizando programação genética (linha 6); ordenação das imagens da base (linha
7); e exibição das imagens mais similares (linha 8).
Algoritmo 2 O processo de realimentação de relevância baseado em programação
genética.
1 Definição da imagem de consulta q1
2 Exiba o conjunto inicial de imagens
3 enquanto o usuário não estiver satisfeito faça
4 Indicação do usuário
5 Atualize o padrão de consulta Q
6 Utilize PG para encontrar os melhores indiv́ıduos (funções de combinação de
similaridades) – veja o Algoritmo 1 na Seção 2.3
7 Ordene as imagens da base
8 Exiba as L imagens mais similares
9 fim enquanto
As seções seguintes apresentam em detalhes a estratégia de seleção do conjunto inicial
de imagens (Seção 3.1.1), a utilização de PG para encontrar as funções de combinação de
similaridade (Seção 3.1.2) e o algoritmo para ordenar as imagens da base (Seção 3.1.3).
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3.1.1 Seleção do Conjunto Inicial de Imagens
O conjunto inicial de imagens exibidas para o usuário é definido pela ordenação das
imagens da base dbi em relação a sua similaridade em relação à imagem de consulta q1.
Esse processo é realizado em duas etapas. Inicialmente, cada descridor simples Dj ∈ D
é utilizado para calcular a similaridade djq1dbi . Em seguida, os valores calculados são








Essa combinação utiliza todos os descritores empregados no processo de recuperação e
atribui o mesmo grau de importância para cada um. Essa forma de combinação permite
a definição do conjunto inicial de imagens retornadas para o usurário sem a necessidade
de conhecimento prévio sobre o desempenho dos descritores.
A partir da similaridade calculada por δMEDIA em relação à imagem de consulta, as
imagens da base são ordenadas e as L primeiras são exibidas . Assim, o usuário identifica
dentre essas o conjunto R = {R1, R2, . . . , RP} com as P imagens relevantes. O próximo
passo é inserir todas as imagens {Ri|Ri /∈ Q} no padrão de consulta Q.
3.1.2 Busca pelas Melhores Combinações de Similaridades – O
Aprendizado PG+
Como mencionado anteriormente, o objetivo do mecanismo de aprendizado consiste na
busca de funções de combinação de similaridades que melhor codificam as necessidades do
usuário. O arcabouço proposto utiliza PG para encontrar essas combinações. Conforme
mostrado na Seção 2.3, PG requer a definição de vários componentes. Os únicos entre
esses componentes que necessitam de uma definição espećıfica para o processo de apren-
dizado proposto são a representação e o cálculo da adequação dos indiv́ıduos. Os demais
componentes utilizados são definidos na Seção 2.3.
A Seção 3.1.2.1 discute a representação do indiv́ıduo adotada e a Seção 3.1.2.2 apre-
senta o processo de cálculo da adequação de um indiv́ıduo.
3.1.2.1 Representação do Indiv́ıduo
No método proposto, cada indiv́ıduo representa uma função δD, ou seja, uma função de
combinação de similaridades. Para isso, é utilizada uma representação codificada em uma
estrutura de árvore, como proposto em [14,15].
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O conjunto de funções (nodos internos) desse indiv́ıduo é composto por operado-
res aritméticos. O conjunto de terminais (folhas) é formado por valores de similari-
dade diIjIk . A Figura 3.2 mostra um exemplo de indiv́ıduo segundo essa representação.
Essa figura considera a utilização de três descritores distintos e o conjunto de opera-
dores {+, /, log,√ } como nodos internos. O indiv́ıduo mostrado representa a função





Figura 3.2: Exemplo de indiv́ıduo.
Essa representação do indiv́ıduo se adequa perfeitamente aos propósitos do método
proposto, pois é uma forma de codificação direta para uma função de combinação de
similaridades δD.
3.1.2.2 Cálculo da Adequação de Indiv́ıduos
O objetivo do processo de cálculo da adequação proposto é atribuir os maiores valores
de adequação para os indiv́ıduos que melhor codificam as preferências do usuário. A
abordagem proposta baseia esse cálculo na ordenação das imagens da base definida por
cada indiv́ıduo da PG. Os indiv́ıduos que inserem as imagens marcadas como relevantes
nas primeiras posições da ordenação recebem um alto valor de adequação. O processo de
cálculo da adequação proposto é baseado nesse critério objetivo.
Definição do conjunto de treinamento: A adequação de um indiv́ıduo é calculada
a partir de seu desempenho em um conjunto de treinamento. No método proposto, o
conjunto de treinamento é definido como a seguir.
Definição 5 O conjunto de treinamento é definido como um par T + = (T, r+) onde:
• o conjunto das imagens de treinamento T = {t1, t2, . . . , tNT } é um conjunto
composto por NT imagens distintas.
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• r+ : T → {0, 1} é uma função que indica a rotulação do usuário em relação a cada
imagem t ∈ T .
A função r+(ti), onde ti ∈ T , é definida como
r+(ti) =
{
1, se ti é relevante.
0, caso contrário.
(3.2)
É importante observar que o número de imagens do conjunto de treinamento NT
precisa ser pequeno (NT << N) para permitir o cálculo eficiente da adequação de cada
indiv́ıduo. Como mencionado na Seção 2.2.2, o tempo de execução de cada iteração deve
ser pequeno, para viabilizar a interação do usuário com o sistema em tempo real. Por
outro lado, o conjunto de imagens de treinamento T deve conter um número de imagens
suficiente para representar as necessidades do usuário e as imagens da base.
Na abordagem proposta, T é composto pelas M imagens marcadas como relevantes,
pelas últimas L − M imagens exibidas para o usuário e por outras NT − L escolhidas
aleatoriamente da base. Essa formação não admite imagens repetidas. Além disso, caso
M ≥ L, então T é formado por L imagens escolhidas aleatoriamente dentre as relevantes
e pelas NT − L escolhidas aleatoriamente da base.
Em relação ao tamanho do conjunto de treinamento NT , os experimentos mostram
que valores entre 0.5% e 5% do tamanho da base são adequados para NT . Observe que
a composição do conjunto de treinamento especificada representa tanto a necessidade do
usuário, pela escolha das imagens relevantes e das últimas exibidas, quanto a base, pela
escolha aleatória de algumas de suas imagens. A adição de imagens não rotuladas da
base insere rúıdos no conjunto de treinamento, aumentando o poder de generalização dos
indiv́ıduos obtidos durante o processo de aprendizado.
Cálculo da adequação: A adequação de um indiv́ıduo δi é calculada com base na
similaridade entre as imagens do padrão de consulta e todas as imagens do conjunto de
treinamento. Observe que essa similaridade define a ordenação das imagens de treina-
mento. O processo de cálculo da adequação de um indiv́ıduo é realizada em três fases.
Na primeira, são definidas M listas ordenadas, cada uma considerando a similaridade
entre todas as imagens do conjunto de treinamento e cada imagem do padrão de consulta,
segundo δi. Na segunda fase, essas ordenações são avaliadas. Finalmente, na última fase,
o valor final da adequação do indiv́ıduo δi é calculado. A Figura 3.3 ilustra esse processo
aplicado a um indiv́ıduo δi.
Fase 1: Como pode ser visto na Figura 3.3, na primeira fase, para cada imagem do
padrão de consulta qj , as imagens de treinamento tk ∈ T são ordenadas em relação a
suas similaridades em relação qj calculadas a partir do indiv́ıduo (função de combinação)
δi(qj , tk). As L primeiras imagens definem uma lista ordenada rkjδi. Dessa forma, M
listas são obtidas, cada uma relacionada a uma imagem do padrão de consulta qj .
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Figura 3.3: Cálculo da adequação de um indiv́ıduo δi.
Fase 2: Uma vez que as listas ordenadas são obtidas, a segunda fase se inicia. O
objetivo dessa fase é avaliar cada lista rkjδi gerada na Fase 1. Essa avaliação consiste em
atribuir valores altos para as listas em que as imagens relevantes presentes no conjunto
de treinamento estão posicionadas nas primeiras posições. Essa avaliação é realizada por
uma função de avaliação f(rkjδi).
Na abordagem proposta, a função f(rkjδi) segue os prinćıpios da teoria de utilidade
(utility theory) [26]. Segundo essa teoria, há uma função de utilidade (utility function) que
atribui um valor a um item, de acordo com a preferência do usuário. Em geral, assume-se
que a utilidade de um item é dada em função de sua posição em uma lista ordenada [24].
Ela diminui a medida que os itens se posicionam mais próximos do final da lista. For-
malmente, dados dois itens Iti e Iti+1, onde i é uma posição em uma lista ordenada, a
seguinte condição deve ser satisfeita por uma função de utilidade U(x): U(Iti) > U(Iti+1).
No contexto desta dissertação, cada item é uma imagem.
A função f(rkjδi) tem a forma





onde k é uma constante, rkjδi[l] é a l-ésima imagem na lista ordenada rkjδi, r(·) é uma
função que indica a rotulação do usuário em relação a cada imagem do conjunto de
treinamento e g(·) é uma função decrescente.
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r(rkjδi[l])× k1 × log10(1000/l) [24] (3.4)
onde k1 é uma constante definida experimentalmente em [24] como 2 e r(rkjδi) = 1, se
rkjδi[l] ∈ R ou r(rkjδi) = 0, caso contrário.
Dessa forma, a aplicação da função f(rkjδi) para cada lista ordenada rkjδi define M
valores f1δi , f2δi, . . . , fMδi .
Fase 3: Na terceira fase, o valor final da adequação Fδi do indiv́ıduo δi é calculada
como a média aritmética dos valores fjδi, ou seja







O Algoritmo 3 sumariza o processo de cálculo da adequação dos indiv́ıduos. As linhas
3–8 se referem à primeira fase do processo, a definição das listas ordenadas. A Fase 2,
o processo de avaliação das listas, corresponde à linha 9. Por fim, o valor de adequação
final é calculado na linha 11 (Fase 3).
Algoritmo 3 O processo de cálculo da adequação de um indiv́ıduo.
1 Entrada : indiv́ıduo δi, padrão de consulta Q, conjunto de treinamento T .
2 Sáıda: o valor de adequação do indiv́ıduo δi.
3 para todos qj ∈ Q faça
4 para todos tk ∈ T faça
5 rkjδi[k].chave← δi(qj , tk)
6 rkjδi[k].elemento ← tk
7 fim para
8 Ordene rkjδi









Um importante aspecto do processo apresentado é a incorporação de todo conheci-
mento acumulado durante as iterações ao processo de aprendizado, pela utilização de
todas as imagens relevantes conhecidas, tanto como imagens do conjunto de treinamento
quanto como imagens de consulta no cálculo da adequação. Essa solução endereça um
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problema inerente ao uso de realimentação de relevância em sistemas de recuperação de
imagens por conteúdo: o tamanho pequeno do conjunto de treinamento provido para o
processo de aprendizado [61].
3.1.3 Ordenação das Imagens da Base
Uma vez calculada a adequação dos indiv́ıduos, é posśıvel definir aquele que apresentou
a melhor adequação e que será utilizado para ordenar as imagens da base. No entanto, é
posśıvel que mais de um indiv́ıduo apresente um alto valor de adequação. De fato, se o
tamanho M do padrão de consulta é pequeno, há uma grande probabilidade que vários
indiv́ıduos apresentem uma boa adequação. Dessa forma, é necessário definir um critério
para selecionar quais serão utilizados para ordenar a base.
No método proposto, não apenas um indiv́ıduo é utilizado para ordenar as imagens da
base, mas todos aqueles que apresentam um alto valor de adequação. Para realizar essa
tarefa, a estratégia para ordenação proposta combina as ordenações da base segundo cada
indiv́ıduo considerado “bom”. Essa combinação é realizada por meio de um esquema de
votação. A seleção de indiv́ıduos para votação é discutida na Seção 3.1.3.1 e o esquema
de votação utilizado é apresentado na Seção 3.1.3.2;
3.1.3.1 Seleção de Indiv́ıduos
O primeiro passo é definir quais indiv́ıduos serão selecionados para ordenar a base. Seja
δmelhor o melhor indiv́ıduo obtido do processo de aprendizado baseado em PG (veja






onde α ∈ [0, 1] é uma constante. Essa constante é chamada limitante para votação.
3.1.3.2 Votação
Cada um dos indiv́ıduos selecionados para a votação atribui votos para L (número de
imagens exibidas) imagens. O Algoritmo 4 apresenta o processo de votação dos indiv́ıduos
selecionados.
Inicialmente, as imagens da base são ordenadas utilizando-se os indiv́ıduos selecionados
δi, de acordo com a similaridade Sim
+
δi
(Q, dbj), entre cada imagem da base dbj e o padrão
de consulta Q (linhas 3–8). Dado um conjunto de imagens IMG = {img1, img2, . . . , imgn}
e uma imagem I, seja maxδi(IMG, I) a maior similaridade entre I e as imagens do
conjunto IMG, conforme definido na Equação 3.7.
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Algoritmo 4 O processo de votação utilizado para ordenar as imagens da base.
1 Entrada : Conjunto S dos indiv́ıduos selecionados, base de imagens DB,padrão de
consulta Q, número de imagens exibidas L.
2 Sáıda : Lista ordenada com as imagens para serem exibidas.
3 para todos δi ∈ S faça
4 para todos dbj ∈ DB faça
5 rki[j].chave← Simδi(Q, dbj)
6 rki[j].elemento ← dbj
7 fim para
8 Ordene rki[j]
9 for j ← 1 to L faça
10 votos[rki[j].elemento] ← votos[rki[j].elemento] + 1/j
11 fim para
12 fim para
13 Ordene DB em relação a votos
14 retorne as L imagens mais votadas
maxδi(IMG, I) = {δi(imgk, I) | δi(imgk, I) > δi(imgl, I)
∀ imgk, imgl ∈ IMG ∧ k 6= l}
(3.7)
A função de similaridade Sim+δi(Q, dbj) é definida como o maior valor entre as similari-
dades entre dbj e cada imagem do padrão de consulta, ou seja, max(δi(Q, dbj)), conforme
descrito na Equação 3.8. Dessa forma, cada indiv́ıduo selecionado δi define uma lista
ordenada com as imagens da base.
Sim+δi(Q, dbj) = max(δi(Q, dbj)) (3.8)
Em seguida, cada imagem nas L primeiras posições em cada lista recebe um voto
inversamente proporcional a sua posição (linhas 9–11). Por exemplo, a primeira imagem
recebe um voto igual a 1; a segunda recebe 1/2; a terceira, 1/3 e assim por diante.
Finalmente, as L imagens mais votadas são selecionadas para serem exibidas para o
usuário.
O esquema de votação proposto para ordenação das imagens da base é exemplificado na
Figura 3.4. Nesse exemplo, há dez imagens na base (DB = {img1, img2, img3, img4, img5,
img6, img7, img8, img9, img10}), cinco indiv́ıduos selecionados para votação (S = {δ1, δ2,
δ3, δ4, δ5}) e três imagens são exibidas para o usuário em cada iteração (L = 3). Na
ordenação da base definida pelo indiv́ıduo δ1, as imagens img1, img2 e img3 aparecem,
nessa ordem, nas três primeiras posições. Assim, a imagem img1 recebe um voto igual a
1, a imagem img2, por sua vez, recebe 1/2, enquanto 1/3 é adicionado a soma de votos
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da imagem img3. Esse processo se repete para cada ordenação definida pelos outros
indiv́ıduos. A tabela à esquerda dessa figura mostra o total de votos que cada imagem
candidata recebeu. Finalmente, a tabela à direita apresenta as imagens da base ordenadas
em relação às suas somas totais de votos. As primeiras imagens, img1, img3 e img5, são
exibidas para o usuário.
Figura 3.4: Exemplo de aplicação do esquema de votação.
Observe que todas as imagens do padrão de consulta são utilizadas para ordenar as
imagens da base. Dessa forma, a abordagem proposta considera não apenas as imagens
similares à imagem de consulta como boas candidatas para serem relevantes para o usuário,
mas também aquelas similares a qualquer imagem do padrão de consulta, ou seja, aquelas
similares a qualquer imagem que já tenha sido rotulada como relevante pelo usuário.
Assim, é considerada a possibilidade de que as imagens relevantes estejam agrupadas em
torno de vários pontos distintos no espaço de caracteŕısticas. A Figura 3.5 ilustra essa
situação.
No exemplo da Figura 3.5, as imagens relevantes estão agrupadas em quatro pontos
distintos do espaço de caracteŕısticas. O padrão de consulta é formado por quatro imagens,
q1, q2, q3 e q4. Os ćırculos pontilhados delimitam regiões próximas de cada imagem do
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Figura 3.5: Distribuição de imagens no espaço de caracteŕısticas.
padrão de consulta.
Outros métodos podem ser utilizados para combinar as ordenações definidas por cada
indiv́ıduo selecionado, como os apresentados em [20,31].
3.2 Arcabouço PG±
O arcabouço PG+ apresentado na Seção 3.1 utiliza apenas a informação provida pelas
imagem marcadas como relevantes. Porém, em um processo de recuperação com reali-
mentação de relevância, além de imagens relevantes, os usuários podem também indicar
aquelas que são irrelevantes no conjunto exibido. Utilizar a informação sobre imagens
irrelevantes pode trazer ganhos para o processo de recuperação. Com esse intuito, é pro-
posto o arcabouço PG±, uma extensão do arcabouço PG+ visando incorporar as imagens
irrelevantes ao processo de aprendizado das preferências do usuário e ordenação da base.
Para realizar essa tarefa, alguns componentes de PG+ foram alterados. Esses compo-
nentes são: a definição do conjunto de treinamento (Seção 3.2.1) e o modo como os
indiv́ıduos selecionados para votação são utilizados para ordenar as imagens da base
(Seção 3.2.2).
3.2.1 Redefinição do Conjunto de Treinamento
O novo conjunto de treinamento contém além de imagens relevantes e não-rotuladas, as
imagens marcadas como irrelevantes. Seja IRR o conjunto das imagens marcadas pelo
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usuário como irrelevantes ao longo de todas as iterações. Relembre que M é o tamanho do
padrão de consulta Q e L é o número de imagens exibidas por iteração. O novo conjunto
de treinamento é definido a seguir.
Definição 6 O conjunto de treinamento é definido como um par T ± = (T, r±) onde:
• o conjunto das imagens de treinamento T = {t1, t2, . . . , tNT } é um conjunto com-
posto por NT imagens distintas.
• r± : T → {−1, 0, 1} é uma função que indica a rotulação do usuário em relação a
cada imagem t ∈ T .





1, se ti é relevante.
−1, se ti é irrelevante.
0, caso contrário.
(3.9)
O conjunto de treinamento utilizado em PG± é composto por:
• Todas as imagens do padrão de consulta Q;
• L−M imagens não rotuladas, escolhidas aleatoriamente da base;
• NT − L imagens irrelevantes, escolhidas aleatoriamente do conjunto IRR.
Novamente, essa formação não admite imagens repetidas. Além disso, caso M ≥ L,
então as imagens não rotuladas não são inseridas no conjunto de treinamento.
O processo de cálculo da adequação do indiv́ıduo é idêntico ao exibido na Seção 3.1.2.2.
Porém agora, os indiv́ıduos que recebem os valores de adequação mais altos são aqueles
que ao ordenar as imagens de treinamento, inserem as imagens relevantes nas primeiras
posições e as irrelevantes nas últimas.
3.2.2 Ordenação das Imagens da Base
O processo de ordenação da base é semelhante ao apresentado na Seção 3.1.3. A distinção
reside no modo como os indiv́ıduos selecionados para votação são utilizados para orde-
nar as imagens da base. Mais especificamente, a diferença está na definição da função
Sim+δi(Q, dbj) (Equação 3.8).
A nova versão dessa função, Sim±δi(Q, IRR, dbj), considera não apenas a similaridade
das imagens da base em relação ao padrão de consulta mas também em relação às imagens
rotuladas como irrelevantes. Essa função é definida como
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onde maxδi(Q, dbj) e maxδi(IRR, dbj) são os maiores valores de similaridade segundo δi
entre dbj e Q e entre dbj e IRR, respectivamente (veja Equação 3.7).
Observe que na função Sim±δi(Q, IRR, dbj), a similaridade da imagem dbj com uma
imagem irrelevante é considerada de uma forma “negativa” no cálculo de similaridade, ou
seja, quanto maior a similaridade de dbj com uma imagem irrelevante, menor será o valor
Sim±δi(Q, IRR, dbj). Com isso, essa função privilegia as imagens que são similares a uma
relevante e não similares a uma irrelevante. A Figura 3.6 ilustra o uso da função Sim±.
Figura 3.6: Distribuição de imagens no espaço de caracteŕısticas.
No exemplo da Figura 3.6, os ćırculos com sinal de subtração indicam as imagem
rotuladas pelo usuário como irrelevantes. O padrão de consulta é formado por quatro
imagens: q1, q2, q3 e q4. As regiões pontilhadas delimitam regiões próximas de cada imagem




Este caṕıtulo apresenta a caracterização dos experimentos realizados para validar os
métodos propostos. Os descritores utilizados são apresentados na Seção 4.1. A Seção 4.2
descreve as técnicas de realimentação de relevância que servirão de base para com-
paração com os arcabouços propostos. As bases de imagens empregadas são mostradas
na Seção 4.3. A Seção 4.4 apresenta as medidas de avaliação de resultados utilizadas.
4.1 Descritores de Imagens
Os arcabouços propostos possuem grau de generalidade suficiente para não possuir res-
trições a respeito dos descritores que podem ser utilizados. Descritores de cor, textura e
forma são os mais comuns, e são empregados nos experimentos.
Os descritores de cor utilizados são apresentados na Seção 4.1.1. A Seção 4.1.2 descreve
os descritores de textura. A Seção 4.1.3 apresenta os descritores de forma utilizados.
4.1.1 Descritores Cor
Foram utilizados três descritores de cor, o Histograma de Cor, os Momentos de Cor e o
Border/Interior pixel Classification (BIC), descritos a seguir:
• Histograma de Cor: foi extráıdo o histograma [52] no espaço de cor HSV, quan-
tizado em 16, 4, 4, para tonalidade (Hue), saturação (Saturation) e valor (Value),
respectivamente, considerando-se todos os pixels das imagens. Esse processo de ex-
tração originou um vetor de caracteŕısticas com 256 dimensões. A distância L1 foi
utilizada para cálculo da similaridade.
• Momentos de Cor: o descritor Momentos de Cor caracteriza a distribuição das
cores de uma imagem como os três primeiros momentos de cada canal de cor. Esses
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momentos são a média, o desvio-padrão e a terceira raiz da obliqüidade (skewness).
Novamente, foi utilizado o espaço de cor HSV. O processo de extração resultou em
um vetor de caracteŕısticas com 9 dimensões. A função de similaridade utilizada é
definida como uma variação da distância L1, chamada dmon. Essa variação atribui
pesos pré-definidos para cada bin do vetor de caracteŕısticas [51].
• Border/Interior pixel Classification (BIC): o descritor BIC [50] classifica cada
pixel de uma imagem como interior ou borda, em um espaço de cor RGB quantizado
em 4x4x4. Após a classificação, calcula dois histogramas, um considerando apenas
os pixels de borda e outro considerando apenas os pixels interiores. Um pixel é
classificado com interior se possuir a mesma cor dos pixels em sua vizinhança 4 (em
cima, em baixo, à esquerda e à direita). Caso contrário, é classificado como borda.
Com isso, uma imagem é descrita por dois histogramas, com 64 bins cada. Esses
dois histogramas definem um vetor de caracteŕısticas com 128 dimensões. A função
de distância dLog [50] é utilizada para comparar dois vetores de caracteŕısticas
definidos pelo BIC em uma escala logaŕıtmica.
4.1.2 Descritores de Textura
Para caracterizar a informação de textura das imagens foram utilizados dois descritores
de textura, os Filtros de Gabor e o Spline, ambos baseados em transformadas Wavelet, e
são descritos a seguir:
• Filtros de Gabor: o descritor Filtros de Gabor utiliza a média e o desvio-padrão
da distribuição da energia de uma imagem para representá-la. Essa representação
considera 4 escalas e 4 diferentes rotações, resultando em um vetor de caracteŕısticas
com 32 dimensões. O cálculo da similaridade é realizado pela distância Euclidiana.
• Spline: esse descritor utiliza uma transformação Wavelet Spline estruturada em
árvore para decompor três sub-bandas de uma imagem. Foi empregada uma decom-
posição em três ńıveis, resultando em um vetor de caracteŕısticas com 26 dimensões.
Novamente, a distância Euclidiana foi utilizada para calcular a distância entre dois
vetores de caracteŕısticas.
4.1.3 Descritores de Forma
Foram utilizados cinco descritores de forma, os Momentos Invariantes, o Descritor de Fou-
rier, o Dimensão Fractal Multiescala do Contorno, o Beam Angle Statistics e o Saliências
de Segmento, descritos a seguir:
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• Momentos Invariantes: com o descritor Momentos Invariantes, cada imagem
é representada por um vetor de caracteŕısticas com 14 dimensões, incluindo dois
conjuntos de momentos invariantes normalizados [30], um considerando a borda do
objeto de interesse na imagem e outro a sua silhueta sólida. A distância Euclidiana
foi utilizada como medida de similaridade.
• Descritor de Fourier: o descritor de Fourier do contorno representa uma imagem
como os 126 coeficientes mais significativos obtidos pela aplicação da transformada
de Fourier no contorno do objeto de interesse na imagem, utilizando o método
descrito em [30,45]. Novamente, a distância Euclidiana foi utilizada para cálculo da
similaridade.
• Dimensão Fractal Multiescala do Contorno (MS Fractal): foi utilizado o
método descrito em [13] para extrair os valores fractais multiescalas do contorno,
com polinômio fractal multiescala de grau 25, gerando um vetor de caracteŕısticas
com 25 dimensões. Novamente, a distância Euclidiana foi utilizada para medir a
similaridade entre duas representações da dimensão fractal multiescala.
• Beam Angle Statistics (BAS): o descritor BAS [3] é baseado nos beams origi-
nados a partir de um pixel de contorno. Um beam é definido como um conjunto de
linhas conectando determinado pixel de referência com os demais pixels ao longo do
contorno. O ângulo entre um par de linhas é calculado em cada pixel do contorno.
Com isso, o vetor de caracteŕısticas é definido pelas estat́ısticas de primeira, segunda
e terceira ordem de todos os ângulos, em um conjunto de sistemas de vizinhanças.
A similaridade é medida pelo algoritmo de correspondência ótima de subseqüencias
(OCS ) [57].
• Saliências de Segmento (SS): o algoritmo de extração do descritor SS [16] divide
o contorno de um objeto de interesse em um número pré-definido de segmentos de
mesmo tamanho, e calcula os valores de saliência desses segmentos. Esses valores
são calculados como a diferença entre as áreas de influência externas e internas
de cada segmento. Esses valores compõem o vetor de caracteŕısticas definido pelo
descritor SS. Na implementação utilizada, o contorno foi dividido em 30 segmentos,
resultando em um vetor de caracteŕısticas com 30 dimensões. O algoritmo OCS [57]
foi utilizado para cálculo da similaridade.
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4.2 Técnicas de Realimentação de Relevância Utili-
zadas
Os arcabouços propostos foram comparados com os métodos WDheu [48], WDopt [46] e
SV Mactive [54]. Como mencionado no Caṕıtulo 2, os dois primeiros métodos [46, 48] são
baseados na atribuição de pesos. O último [54] utiliza SVM para classificar as imagens
em relevantes e irrelevantes. A escolha desses métodos foi motivada por sua utilização
como base de comparação em outros trabalhos [9, 21, 41, 46]. É importante observar que
não foram utilizadas as implementações dos autores dos métodos. A seguir, esses métodos
são descritos em mais detalhes.
4.2.1 Método baseado em pesos: WDheu
A abordagem WDheu [48] define os pesos associados aos descritores e aos bins dos vetores
de caracteŕısticas. O processo de aprendizado consiste em estimar esses pesos heuristica-
mente. Em cada iteração, o usuário rotula as imagens como muito relevantes, relevantes,
sem-opinião, irrelevantes e muito irrelevantes.
Para o cálculo dos pesos dos descritores, seja L o número de imagens exibidas para
o usuário em cada iteração. O peso de cada descritor Di é atualizado de acordo com
o número de imagens relevantes e irrelevantes que Di é capaz de retornar nas primeiras
L posições, quando utilizado sozinho. Dessa forma, quanto maior o número de imagens
relevantes retornadas pelo descritor, mais alto será seu peso. Para cada uma das L
primeiras imagens I, o peso do descritor aumenta em 3 se I for muito relevante e em 1
se for relevante. Caso contrário, esse peso decrementa em 3 se I for muito irrelevante
e por 1 se I for irrelevante. Esses valores de incremento e decremento foram escolhidos
experimentalmente [48].
Os pesos associados aos bins dos vetores de caracteŕısticas são definidos como o inverso
do desvio padrão do valor de cada bin dos vetores das imagens marcadas como muito
relevantes e relevantes. O método WDheu não determina a utilização de uma função de
similaridade espećıfica, mas requer que essa função considere os pesos associados a cada
bin no cálculo da similaridade.
4.2.2 Método baseado em pesos: WDopt
O método WDopt [46] também é baseado na atribuição e estimativa de pesos associados
aos descritores e aos bins dos vetores de caracteŕısticas. Porém, esse método adota um
arcabouço de otimização para estimar esses pesos. Esse arcabouço encontra os pesos que
minimizam a distância Euclidiana generalizada [46] entre o padrão de consulta e todas as
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imagens indicadas como relevantes pelo usuário. A aplicação desse arcabouço resulta em
um vetor de pesos, cada um correspondente a um descritor, e uma matriz de pesos que é
utilizada no cálculo da distância Euclidiana generalizada entre duas imagens. Essa matriz
é calculada a partir da matriz de covariância dos vetores de caracteŕısticas das imagens
rotuladas como relevantes.
Além da atribuição de pesos, essa abordagem também é baseada no Movimento do
Ponto de Consulta Único. O vetor de caracteŕısticas do padrão de consulta é definido
como o centróide dos pontos que representam as imagens marcadas como relevantes.
4.2.3 Método baseado em Máquinas de Vetores de Suporte:
SV Mactive
A abordagem SV Mactive [54] utiliza SVM para identificar o conjunto de imagens relevan-
tes existentes na base e retorná-lo ao usuário. Esse método se baseia em aprendizado
ativo (active learning) para encontrar o hiperplano que separa as imagens relevantes das
irrelevantes.
O aprendizado ativo consiste em selecionar para treinamento as imagens mais informa-
tivas, ou seja, as mais amb́ıguas, sendo caracterizadas por aquelas mais dif́ıceis de serem
classificadas. O método SV Mactive considera mais amb́ıguas as imagens que estão mais
próximas do hiperplano de partição. Dessa forma, a cada iteração, essas imagens são
retornadas para o usuário rotulá-las, possibilitando que sejam utilizadas no treinamento
para se encontrar o próximo hiperplano de partição.
Na última iteração, as imagens mais positivas são retornadas para o usuário. Essas
imagens são definidas como as mais distantes no lado positivo do hiperplano de partição.
A biblioteca libsvm [7] foi utilizada na implementação desse método. Foi utilizado o
kernel função de base radial com parâmetros sendo estimados por uma técnica baseada
em validação cruzada provida na biblioteca libsvm.
4.3 Bases de Imagens
Três bases de imagens foram utilizadas nos experimentos, um conjunto de formas de
peixes, a base MPEG-7 Part B e um subconjunto da Corel GALLERY Magic - Stock
Photo Library 2, descritas a seguir.
4.3.1 Base de Formas de Peixes
A base de formas de peixes, que será denominada PEIXES, é composta por 11000 imagens
contendo contornos de peixes. Essas imagens foram obtidas a partir de um conjunto origi-
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nal com 1100 imagens, dispońıvel em www.ee.surrey.ac.uk/Research/VSSP/imagedb/
demo.html. Em cada imagem, foram aplicadas operações de rotação e escala, originando
9 outras. Cada imagem do conjunto original juntamente com as nove originadas a partir
dela definem uma classe. Dessa forma, a base final contém 11000 imagens, distribúıdas
em 1100 classes. Exemplos de imagens dessa base são mostrados na Figura 4.1(a).
Nessa base, serão utilizados os descritores Momentos Invariantes, Descritor de Fourier
e MS Fractal.
Essa base tem uma caracteŕıstica que lhe é peculiar em relação as demais utilizadas: o
tamanho pequeno de cada classe (10) perante o número total de imagens da base (11000).
Para cada imagem de consulta, há apenas 9 outras relevantes, para um universo de 10990
irrelevantes, o que representa uma razão de 9
10990
= 0, 000818926. Os experimentos com
essa base podem avaliar o desempenho dos arcabouços propostos quando o número de
imagens relevantes para uma dada consulta é muito pequeno.
4.3.2 Base MPEG-7
A base MPEG-7 Part B, que será chamada MPEG7, é a parte principal do Core Ex-
periment CE-Shape-1 [39]. Possui um total de 1400 imagens de formas variadas, sendo
divididas em 70 classes, cada uma contendo 20 imagens. Exemplos de imagens dessa base
são apresentados na Figura 4.1(b).
Assim, além dos descritores empregados na base PEIXES, os descritores BAS e SS
serão utilizados na base MPEG7. Observe que a função de similaridade definida para o
BAS e o SS é a OCS, como apresentado na Seção 4.1.3.
Conforme mencionado na Seção 4.2, a abordagem WDheu necessita utilizar uma função
de similaridade que admita a atribuição de pesos para os bins dos vetores de carac-
teŕısticas. Porém, não existe uma versão do algoritmo OCS compat́ıvel com essa res-
trição. Dessa forma, a distância Euclidiana com pesos (Weighted Euclidean Distance)
será empregada nos experimentos com WDheu como função de similaridade para os des-
critores BAS e SS. O método WDopt também não utilizará o algoritmo OCS para esses
descritores, pois determina a utilização da distância Euclidiana generalizada. E, como a
abordagem SV Mactive não faz uso de funções de similaridade, os experimentos nessa base
possibilitarão verificar o impacto de não se utilizar as funções de similaridades definidas
para os descritores.
4.3.3 Base Corel
A outra base utilizada é um subconjunto da coleção heterogênea de 20000 imagens colori-
das que fazem parte da Corel GALLERY Magic - Stock Photo Library 2. Esse subconjunto
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será referenciado por COREL. O subconjunto COREL é composto por 3906 imagens, di-
vididas em 85 classes. Essas classes possuem tamanhos distintos, variando de 7 até 98.
Exemplos de imagens desse subconjunto são mostrados na Figura 4.1(c).
Os três descritores de cor e os dois descritores de textura descritos na Seção 4.1 foram
utilizados nessa base.
Como mostrado na Tabela 2.2, vários trabalhos utilizam um subconjunto da base
COREL na avaliação dos métodos. Essa base possui uma coleção diversificada de imagens,
que se aproxima de um ambiente real em que recuperação de imagens por conteúdo é
empregada.
4.4 Medidas de Avaliação
Serão utilizados dois tipos de curva para avaliação de desempenho nos experimentos,
precisão vs. revocação e imagens relevantes retornadas vs. iterações. Além disso, será
empregado o teste de Wilcoxon pareado para avaliar a significância estat́ıstica [11] dos
resultados.
A curva precisão vs. revocação é um critério de avaliação de desempenho comumente
utilizado em Recuperação de Informação e que tem sido empregado para avaliar sistemas
de recuperação de imagens por conteúdo.
A precisão pode ser definida como o número de imagens relevantes retornadas R(q)






A revocação é o número de imagens relevantes retornadas R(q) em relação ao número





É desejável que tanto a precisão quanto a revocação sejam altos. Porém, essas duas
grandezas são conflitantes. Para aumentar o número de imagens retornadas (e a re-
vocação) geralmente é necessário aumentar o número de imagens retornadas e, conseqüen-
temente, a precisão diminui. Dessa forma, a curva precisão vs. revocação é geralmente
utilizada para mostrar a relação entre essas duas medidas e assim caracterizar o desem-
penho de um método para recuperação de imagens por conteúdo.
O outro critério de avaliação utilizado é a curva imagens relevantes retornadas vs.
iterações. Essa curva mostra a percentagem de imagens relevantes exibidas para o usuário
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até uma determinada iteração do processo de realimentação de relevância. Essa curva
permite avaliar como o número de imagens relevantes retornadas aumenta ao longo das
iterações.
Ambas as curvas serão exibidas como a curva média calculada com base em cada
consulta individual, ou seja, para cada imagem de consulta I utilizada, calcula-se a curva
correspondente (precisão vs. revocação ou imagens relevantes retornadas vs. iterações)
sobre o resultado obtido na recuperação com I. Dessa forma, haverá uma curva para
cada imagem de consulta. A média entre essas curvas define a curva que será mostrada
na avaliação comparativa das técnicas de realimentação de relevância implementadas. A
curva precisão vs. revocação será calculada em função dos resultados obtidos na última
iteração do processo de realimentação de relevância.
Como pode ser visto, a efetividade dos resultados obtidos será apresentada como
médias calculadas a partir dos resultados para cada consulta realizada. Quando essas
médias forem utilizadas para comparação entre métodos, surge a necessidade de verificar
se as diferenças entre os resultados são significativas do ponto de vista estat́ıstico. Dessa
forma, será empregado o teste de Wilcoxon [11] pareado. Esse teste foi escolhido porque se
adequa às caracteŕıstica dos dados envolvidos nos experimentos: as variáveis não possuem
uma distribuição normal, pelo teste Shapiro-Wilk [11]; as comparações serão realizadas
aos pares; e, como os métodos são comparados a partir do mesmo conjunto de imagens, o
teste deve ser pareado [11], ou seja, há pareamento entre as variáveis aleatórias envolvidas
no teste. O teste de Wilcoxon assim como o teste de normalidade teste Shapiro-Wilk foram
realizados utilizando-se a ferramenta R (http://www.r-project.org/).




Figura 4.1: Bases de imagens utilizadas nos experimentos.
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Resultados Experimentais e Análise
Dois conjuntos de experimentos foram realizados. O primeiro, apresentado na Seção 5.1,
tem por objetivo determinar os parâmetros do processo evolutivo utilizados nos arca-
bouços propostos. O segundo conjunto, descrito na Seção 5.2, compara PG+ e PG± com
os métodos mostrados na Seção 4.2, em relação à eficácia e eficiência na recuperação das
imagens das bases PEIXES, MPEG7 e COREL.
Nos experimentos, o comportamento do usuário é simulado por computador. Nessa
simulação, todas as imagens pertencentes à mesma classe da imagem de consulta são con-
sideradas relevantes. Foram realizadas 10 iterações em cada consulta. Em cada iteração,
40 imagens foram exibidas para o usuário. O primeiro conjunto de imagens retornado
para o usuário é baseado na similaridade média calculada por cada descridor empregado,
entre a imagem de consulta e as imagens da base, conforme descrito na Seção 3.1.1.
5.1 Implementação dos Arcabouços PG+ e PG±
Os arcabouços propostos foram implementados na linguagem C, utilizando-se uma bi-
blioteca para modelagem e resolução de problemas com programação genética, chamada
lilgp [62].
Para a implementação dos arcabouços propostos é necessário atentar para uma questão
inerente à utilização de programação genética: o ajuste dos parâmetros empregados no
processo evolutivo. Como apresentado na Seção 2.3, vários parâmetros devem ser defi-
nidos, como o método de seleção dos indiv́ıduos, a forma de inicialização da população,
altura máxima das árvores que representam os indiv́ıduos, dentre outros. Em geral, esses
parâmetros são determinados empiricamente, por meio de experimentos. Porém, muitos
desses parâmetros apresentam um forte relacionamento entre si [23], impossibilitando o
ajuste de cada um individualmente e testar todas as combinações posśıveis é inviável.
Além disso, os arcabouços propostos possuem um requisito adicional que é o baixo tempo
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de execução.
Dessa forma, esses parâmetros foram determinados por meio de uma série de expe-
rimentos em que se procurou agrupar os parâmetros que possúıam maior dependência
entre si. Mais especificamente, os parâmetros a serem estimados foram divididos em
cinco grupos:
• Grupo 1: conjunto de funções do indiv́ıduo;
• Grupo 2: tamanho da população, número de gerações e altura da árvore;
• Grupo 3: taxas associadas aos operadores genéticos;
• Grupo 4: tamanho do conjunto de treinamento;
• Grupo 5: limitante para votação.
Primeiro, foi definido um conjunto inicial de valores para todos os parâmetros por
meio de experimentos preliminares.Em seguida, foram determinados os valores que cada
um dos parâmetros poderia assumir. Feito isso, para cada grupo, todas as combinações
entre esses valores dos parâmetros do grupo foram testadas com os demais parâmetros
fixados. Assim, o conjunto inicial de valores foi refinado, testando todas as combinações
de valores entre os parâmetros de um mesmo grupo. Além dos experimentos para de-
finir os parâmetros utilizados pelo algoritmo de aprendizado baseado em programação
genética, foi realizado um outro para determinar um parâmetro introduzido pelos arca-
bouços propostos: o limitante para votação. Os valores iniciais atribúıdos aos parâmetros
são apresentados na Tabela 5.1.
Na Tabela 5.1, o parâmetro tamanho da população refere-se ao número de indiv́ıduos
da população. O número de gerações determina o número máximo de gerações utilizado.
Caso algum indiv́ıduo alcance o valor de adequação máximo, o processo de evolução
se encerra. O parâmetro população inicial diz respeito ao método de inicialização da
população inicial utilizado. A profundidade inicial determina a profundidade máxima das
árvores que representam os indiv́ıduos da população inicial. Já a altura máxima define a
altura máxima que uma árvore poderá alcançar durante o processo de evolução. O método
de seleção refere-se ao método de seleção utilizado. As taxas de cruzamento e mutação
determinam a probabilidade de cada um desses operadores serem utilizados para originar
um novo indiv́ıduo. O tamanho do conjunto de treinamento diz respeito ao número de
imagens utilizadas no treinamento do algoritmo de aprendizado. Foram utilizados dois
valores distintos, um para a PEIXES e outro para a base COREL. O limitante de votação
define o limitante para seleção dos indiv́ıduos que serão utilizados para ordenar a base.
E, finalmente, o conjunto de funções refere-se às funções que serão utilizadas como nodos
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Tabela 5.1: Valores iniciais dos parâmetros.
Parâmetro Valor
tamanho da população 30
número de gerações 10
população inicial half-and-half
profundidade inicial 2 – 5
altura máxima 10
método de seleção torneio (tamanho 2)
taxa de cruzamento 0.8
taxa de mutação 0.2
tamanho do conjunto de treinamento 55 (PEIXES) e 80(COREL)
limitante para votação 1
conjunto de funções +, ∗, /(protegida),√
internos dos indiv́ıduos. Observe que a função de divisão (/) é protegida. Nesse função,
se o divisor for zero, a função retorna zero.
Os experimentos para determinação dos parâmetros foram realizados para os dois
arcabouços propostos, PG+ e PG±, ambos sobre duas bases, PEIXES e COREL. Ao
fim do processo, os valores dos parâmetros que apresentaram melhor desempenho nessas
bases, foram testados na base MPEG7. Dessa forma, deseja-se avaliar se os melhores
parâmetros obtidos em uma base apresentam bons resultados em outras.
A seguir serão caracterizados os experimentos sobre cada um dos grupos de parâmetros
definidos.
5.1.1 Grupo 1 – Conjunto de funções
O objetivo dos experimentos sobre o conjunto de funções é determinar quais funções serão
utilizadas como nodos internos dos indiv́ıduos no processo de aprendizado. O conjunto de
funções utilizadas foi {+, ∗, /(protegida),√ }. Esse conjunto é baseado no conjunto defi-
nido em [14,15]. Foram testadas 4 variações desse conjunto: {+, ∗}, {+, ∗, /(protegida)},
{+, ∗,√ } e o conjunto completo {+, ∗, /(protegida),√ }.
Para cada uma dessas variações, 5 diferentes combinações de valores para os parâmetros
tamanho da população, número de gerações e profundidade máxima. Essas cinco com-
binações foram utilizadas para evitar que o conjunto inicial de parâmetros não privilegiasse
um determinado subconjunto de funções. Para os demais parâmetros, foram utilizados os
valores mostrados na Tabela 5.1.
Os subconjuntos selecionados são mostrados na Tabela 5.2. Essa tabela apresenta o
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subconjunto de funções utilizado em cada base e por cada arcabouço. Esses subconjuntos
são utilizados nos experimentos para determinação dos parâmetros dos Grupos 2, 3, 4,
e 5.
Tabela 5.2: Subconjunto de funções selecionadas.
Base/Arcabouço PG+ PG±
PEIXES {+, ∗, /(protegida),√ } {+, ∗}
COREL {+, ∗, /(protegida),√ } {+, ∗,√ }
5.1.2 Grupo 2 – Tamanho da População, Número de Gerações
e Altura Máxima
O objetivo desse experimento é definir o tamanho da população, o número de gerações e
a altura máxima das árvores durante o processo de evolução. O tamanho da população
e o número de gerações definem o número de indiv́ıduos que serão avaliados no pro-
cesso de busca e a altura máxima das árvores determina o número máximo de indiv́ıduos
posśıveis, para um dado conjunto de terminais e de funções. Assim, acredita-se que exista
uma relação entre esses parâmetros porque, provavelmente, quanto maior o número de
indiv́ıduos posśıveis, mais indiv́ıduos precisam ser avaliados.
A Tabela 5.3 mostra os valores utilizados para cada parâmetro neste experimento.
Foram testadas todas as combinações entre esses valores.
Tabela 5.3: Valores testados para os parâmetros do Grupo 2.
Parâmetro Valores
tamanho da população 30, 60, 90
número de gerações 10, 15, 20
altura máxima 5, 15, 25
É importante observar que esses parâmetros têm um alto impacto no tempo de execução
do algoritmo de aprendizado. A Tabela 5.4 ilustra esse fato. Essa tabela apresenta o tempo
médio gasto em cada iteração do arcabouço PG+ na base COREL. A primeira linha apre-
senta o tempo para a combinação com os menores valores testados para cada parâmetro.
A segunda linha mostra os tempos quando os segundos maiores valores foram testados.
Por fim, a última linha mostra o tempo quando os valores mais altos são utilizados. Como
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pode ser visto, o tempo por iteração da combinação (30, 10, 5) é aproximadamente 5 vezes
mais rápido que (60, 15, 15) e 15 vezes mais rápido que (90, 20, 25).
Tabela 5.4: Tempo médio de cada iteração para diferentes combinações de parâmetros do
Grupo 2 na base COREL com PG+.
(tamanho da população, número de gerações, Tempo (segundos)
profundidade máxima)
(30, 10, 5) 0.57
(60, 15, 15) 2.97
(90, 20, 25) 8.62
Devido a questão do tempo de execução, os valores dos parâmetros tamanho da po-
pulação, número de gerações e a altura máxima foram limitados a 90, 20, 25, respecti-
vamente. Os valores selecionados para os parâmetros do Grupo 2 são apresentados na
Tabela 5.5. Nessa tabela, os valores dos parâmetros são indicados por triplas em que o
primeiro valor refere-se ao tamanho da população, o segundo, ao número de gerações e o
terceiro define a altura máxima. Esses valores são utilizados nos experimentos dos Grupos
3, 4 e 5.
Tabela 5.5: Valores selecionados para os parâmetros do Grupo 2.
Base/Arcabouço PG+ PG±
PEIXES (60, 10, 15) (30, 10, 5)
COREL (60, 20, 5) (60, 10, 15)
5.1.3 Grupo 3 – Taxas Associadas aos Operadores Genéticos
O objetivo deste experimentos é determinar as taxas associadas aos operadores genéticos
de reprodução, recombinação, mutação que serão referenciados por trp, trc e tmt, respecti-
vamente. Essas taxas definem a probabilidade de cada operador genético ser empregado
para originar um novo indiv́ıduo.
A Tabela 5.6 mostra todas as combinações testadas para os parâmetros do Grupo
3. Observe que nas combinações da primeira coluna, a taxa associada ao operador de
reprodução é zero. Nos experimentos com essas combinações, o operador de reprodução
não foi utilizado.
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Tabela 5.6: Combinações testadas para os parâmetros do Grupo 3.
(trp, trc, tmt)
(0, 0.5, 0.5) (0.05, 0.5, 0.45) (0.1, 0.4, 0.5)
(0, 0.6, 0.4) (0.05, 0.6, 0.35) (0.1, 0.5, 0.4)
(0, 0.7, 0.3) (0.05, 0.7, 0.25) (0.1, 0.6, 0.3)
(0, 0.8, 0.2) (0.05, 0.8, 0.15) (0.1, 0.7, 0.2)
(0, 0.9, 0.1) (0.05, 0.9, 0.05) (0.1, 0.8, 0.1)
Neste experimento, os valores para os parâmetros do Grupo 3 que apresentaram os
melhores resultados e foram escolhidos são apresentados na Tabela 5.7. O primeiro, o
segundo e o terceiro valor de cada tripla referem-se a trp, trc e tmt, respectivamente. Os
valores escolhidos serão utilizados nos experimentos dos Grupos 4 e 5.
Observe que em nenhuma das combinações selecionadas o operador de reprodução
foi utilizado. Por meio de novos experimentos, percebeu-se que quando o operador de
reprodução era utilizado, a diversidade da população cáıa muito rápido, ou seja, as árvores
que representavam os indiv́ıduos ficavam muito parecidas, ou até mesmo iguais. Com isso,
o algoritmo de aprendizado perde mais rápido sua capacidade de exploração do espaço de
busca.
Tabela 5.7: Valores selecionados para os parâmetros do Grupo 3.
Base/Arcabouço PG+ PG±
PEIXES (0, 0.8, 0.2) (0, 0.8, 0.2)
COREL (0, 0.8, 0.2) (0, 0.8, 0.2)
5.1.4 Grupo 4 – Tamanho do Conjunto de Treinamento
Este experimento tem como objetivo determinar o tamanho do conjunto de treinamento
a ser utilizado no processo de aprendizado. Foram testados os seguintes valores: 55, 80,
105 e 130.
O tamanho do conjunto de treinamento é outro parâmetro que influencia o tempo de
execução do algoritmo de aprendizado, como pode ser visto na Tabela 5.8. Essa tabela
apresenta o tempo médio de cada iteração para os tamanhos do conjunto de treinamento
avaliados neste experimento, utilizando-se o arcabouço PG+ na base COREL. Como pode
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ser visto nessa tabela, o tempo de cada iteração é diretamente proporcional ao tamanho
do conjunto de treinamento.
Tabela 5.8: Tempo médio de cada iteração para diferentes tamanhos do conjunto de
treinamento na base COREL com PG+.





Os valores para tamanho do conjunto de treinamento que apresentaram melhores
resultados nos experimentos e foram selecionados são exibidos na Tabela 5.9. Esses valores
foram utilizados nos experimentos com o Grupo 5.




5.1.5 Grupo 5 - Limitante para Votação
O objetivo deste experimento é definir o valor do limitante para votação a ser utilizado.
Esse parâmetro foi definido como α na Equação 3.6 e determina a razão mı́nima entre o
valor da adequação de um determinado indiv́ıduo δi e a adequação do melhor indiv́ıduo,
para que δi seja selecionado para ordenar as imagens da base. Os valores testados foram
0.99, 0.993, 0.996, 0.999 e 1. Por questões de tempo de execução, o número de indiv́ıduos
votantes máximo foi fixado como 4.
A Tabela 5.10 apresenta os valores para limitante de votação selecionados.
5.1.6 Valores escolhidos para os parâmetros
Realizados todos os experimentos, os valores dos parâmetros escolhidos para o arcabouço
PG+ são apresentados na Tabela 5.11 e para o arcabouço PG± são mostrados na Ta-
bela 5.12.
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Tabela 5.11: Valores dos parâmetros escolhidos para o arcabouço PG+.
Parâmetro Base PEIXES Base COREL
tamanho da população 60 60
número de gerações 10 20
população inicial half-and-half half-and-half
profundidade inicial 2 – 5 2 – 5
altura máxima máxima 15 5
método de seleção torneio (tamanho 2) torneio (tamanho 2)
taxa de cruzamento 0.8 0.8
taxa de mutação 0.2 0.2
tamanho do conjunto de treinamento 55 80
limitante para votação 1 0.999
conjunto de funções +, ∗, /(protegida),√ +, ∗, /(protegida),√
5.2 Comparação entre Métodos
Para a obtenção dos resultados apresentados nesta seção, foram realizados experimentos
nas três bases descritas na Seção 4.3. Na base PEIXES, foi escolhida aleatoriamente
1 imagem de consulta em cada classe, totalizando, 1100 imagens de consulta. Foram
definidas 140 imagens de consultas para a base MPEG7, sendo escolhidas aleatoriamente
2 imagens por classe. Na base COREL também foram definidas 2 imagens por classe,
sendo escolhidas no total 170 imagens de consulta. Foi utilizada uma máquina com
processador Pentium 4 3.0 GHz com 2 GB de memória RAM.
Os gráficos com as curvas precisão vs. revocação apresentam, além das curvas associ-
adas a cada método, uma outra referente à recuperação de imagens sem realimentação de
relevância, denominada SRR. Para o cálculo dessa curva, são simuladas 10 iterações sem
a utilização de nenhum mecanismo de aprendizado, apenas retornando novas imagens a
cada iteração considerando a ordenação inicial da base obtida pelo processo apresentado
na Seção 3.1.1. Dessa forma será posśıvel observar o ganho referente à utilização de me-
canismos de realimentação de relevância em recuperação de imagens por conteúdo. Esse
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Tabela 5.12: Valores dos parâmetros escolhidos para o arcabouço PG±.
Parâmetro Base PEIXES Base COREL
tamanho da população 30 60
número de gerações 10 10
população inicial half-and-half half-and-half
profundidade inicial 2 – 5 2 – 5
altura máxima máxima 5 15
método de seleção torneio (tamanho 2) torneio (tamanho 2)
taxa de cruzamento 0.8 0.8
taxa de mutação 0.2 0.2
tamanho do conjunto de treinamento 130 80
limitante para votação 0.999 1
conjunto de funções +, ∗,√ +, ∗
ganho também é ilustrado nos gráficos com as curvas imagens retornadas vs.iterações,
em que cada ponto com coordenada zero no eixo das iterações indica a porcentagem de
imagens relevantes retornadas no conjunto inicial.
Nas tabelas com os resultados dos testes de significância estat́ıstica, cada valor apre-
sentado indica a probabilidade de que a diferença entre duas médias não seja significativa.
Em geral, admite-se que as médias são diferentes se essa probabilidade for inferior a 0.05
ou 0.01 [11]. Nessas tabelas, o śımbolo + é adicionado ao final dos valores de probabilidade
que indicam diferenças significativas entre as médias testadas.
5.2.1 Resultados na Base PEIXES
A Figura 5.1 apresenta as curvas imagens relevantes retornadas vs. iterações (Figura
5.1(a)) e precisão vs. revocação (Figura 5.1(b)) para a comparação entre os métodos na
base PEIXES.
Pela análise da Figura 5.1(a) pode ser observado que o arcabouço PG+ apresenta um
desempenho superior aos demais métodos desde a primeira iteração na base PEIXES. Por
outro lado, PG± encontra menos imagens relevantes do que WDopt na primeira iteração,
e menos que WDheu até a segunda. Porém, a partir da terceira iteração, PG
± passa a
retornar mais imagens relevantes do que os métodos utilizados como base de comparação.
É importante observar que, a partir da oitava iteração, a porcentagem de imagens rele-
vantes que os arcabouços propostos encontram é próxima a 100%, ou seja, a maioria das
imagens relevantes são retornadas, em todas as consultas executadas. Um outro aspecto
que deve ser ressaltado é o desempenho ruim da técnica SV Mactive. Apesar dessa técnica

















































(b) Curvas precisão vs. revocação.
Figura 5.1: Curvas de comparação entre os métodos na base PEIXES.
apresentar bons resultados nas outras bases, na base PEIXES seu desempenho foi inferior
aos demais métodos. Acredita-se que esse fato se deve ao pequeno número de imagens
relevantes existentes para cada consulta realizada nessa base, conforme mencionado na
Seção 4.3.1. Esse número de imagens relevantes não foi suficiente para possibilitar o
aprendizado de SV Mactive.
A Tabela 5.13 mostra o resultado da aplicação do teste de Wilcoxon nos dados mos-
trados na Figura 5.1(a), comparando as curvas referentes aos arcabouços propostos, com
às relativas aos outros métodos. Como pode ser observado nessa tabela, as diferenças
entre as curvas são significativas para todos os pontos.
As curvas precisão vs. revocação exibidas na Figura 5.1(b) mostram que tanto PG+
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Tabela 5.13: Resultados do teste de Wilcoxon na base PEIXES sobre os dados apresen-
tados na Figura 5.1(a).
PG+ PG±
Iteração WDheu WDopt SV Mactive WDheu WDopt SV Mactive
1 10−16+ 10−16+ 10−16+ 0.01440+ 10−8+ 10−16+
2 10−16+ 10−16+ 10−16+ 0.00015+ 10−7+ 10−16+
3 10−16+ 10−16+ 10−16+ 0.00087+ 10−16+ 10−16+
4 10−13+ 10−16+ 10−16+ 10−7+ 10−16+ 10−16+
5 10−11+ 10−16+ 10−16+ 10−12+ 10−16+ 10−16+
6 10−10+ 10−16+ 10−16+ 10−12+ 10−16+ 10−16+
7 10−10+ 10−16+ 10−16+ 10−12+ 10−16+ 10−16+
8 10−8+ 10−16+ 10−16+ 10−12+ 10−16+ 10−16+
9 10−8+ 10−16+ 10−16+ 10−11+ 10−16+ 10−16+
10 10−9+ 10−16+ 10−16+ 10−12+ 10−16+ 10−16+
quanto PG± apresentam precisão próxima a 1 na base PEIXES para todos os pontos. O
método WDheu apresenta um resultado próximo aos métodos propostos até o valor de
revocação igual a 0.5. A partir desse ponto, os valores de precisão de PG+ e PG± são
superiores. A Tabela 5.14 reforça essa constatação. Essa tabela mostra o resultado da
aplicação do teste de Wilcoxon nos dados mostrados na Figura 5.1(b). Observe que a
partir do valor de revocação 0.5 as diferenças entre os valores de precisão dos arcabouços
propostos o os valores dos outros métodos são significativas.
Tabela 5.14: Resultados do teste de Wilcoxon na base PEIXES sobre os dados apresen-
tados na Figura 5.1(b).
PG+ PG±
Revocação WDheu WDopt SV Mactive WDheu WDopt SV Mactive
0.1 1 1 1 1 1 1
0.2 1 1 0.3711 1 1 0.3711
0.3 1 1 0.3711 1 1 0.3711
0.4 0.05922 10−16+ 10−16+ 0.05593 10−16+ 10−16+
0.5 0.02526+ 10−16+ 10−16+ 0.02382+ 10−16+ 10−16+
0.6 0.01662+ 10−16+ 10−16+ 0.01579+ 10−16+ 10−16+
0.7 0.00482+ 10−16+ 10−16+ 0.006931+ 10−16+ 10−16+
0.8 10−6+ 10−16+ 10−16+ 10−9+ 10−16+ 10−16+
0.9 10−7+ 10−16+ 10−16+ 10−11+ 10−16+ 10−16+
1.0 10−8+ 10−16+ 10−16+ 10−12+ 10−16+ 10−16+
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5.2.2 Resultados na Base MPEG7
A Figura 5.2 mostra as curvas imagens relevantes retornadas vs. iterações (Figura 5.2(a))

















































(b) Curvas precisão vs. revocação.
Figura 5.2: Curvas de comparação entre os métodos na base MPEG7.
Como apresentado na Figura 5.2(a), a porcentagem de imagens relevantes encontradas
pelos arcabouços PG+ e PG± é superior a dos demais métodos desde a primeira iteração,
na base MPEG7. Nessa base, o método SV Mactive apresenta um resultado próximo a
PG+ a partir da sexta iteração. Observe que, a partir da nona iteração, novamente
PG± encontra a maioria das imagens relevantes para todas as consultas realizadas. A
Tabela 5.15 mostra o resultado da aplicação do teste de Wilcoxon sobre os dados apre-
sentados na Figura 5.2(a). Como pode ser observado nessa tabela, as diferenças entre
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as curvas imagens relevantes retornadas vs. iterações na base MPEG7 são significativas
para todos os pontos.
Tabela 5.15: Resultados do teste de Wilcoxon na base MPEG7 sobre os dados apresenta-
dos na Figura 5.2(a).
PG+ PG±
Iteração WDheu WDopt SV Mactive WDheu WDopt SV Mactive
1 10−12+ 10−12+ 10−13+ 0.0027+ 0.0413+ 10−6+
2 10−12+ 10−11+ 10−10+ 10−10+ 10−10+ 10−8+
3 10−11+ 10−10+ 10−7+ 10−11+ 10−12+ 10−8+
4 10−11+ 10−9+ 10−6+ 10−11+ 10−11+ 10−8+
5 10−9+ 10−8+ 0.0001+ 10−11+ 10−10+ 10−7+
6 10−8+ 10−7+ 0.0005+ 10−10+ 10−9+ 10−6+
7 10−8+ 10−7+ 0.0025+ 10−9+ 10−9+ 10−6+
8 10−7+ 10−7+ 0.0098+ 10−9+ 10−8+ 10−6+
9 10−7+ 10−7+ 0.0021+ 10−9+ 10−9+ 10−6+
10 10−7+ 10−7+ 0.0015+ 10−10+ 10−11+ 10−5+
As curvas precisão vs. revocação mostram que na última iteração dos experimentos
executados na base MEPG7, todos os métodos apresentam resultados muito próximos
até o valor de revocação 0.7. A partir desse ponto, os arcabouços propostos e o método
SV Mactive apresentam valores de precisão superiores aos demais, sendo que, a partir do
valor de revocação 0.9, PG+ e PG± passam a superar SV Mactive. O teste de Wilcoxon
apresentado na Tabela 5.16 confirma essa informação. Como pode ser observado, as
diferença entre os valores de precisão dos arcabouços propostos e se o dos métodos WDheu
e WDopt se tornam significativas a partir do valor de revocação 0.7 e 0.8, respectivamente.
Em relação a SV Mactive, essa diferença passa a ser significativa a partir do valor de
revocação 0.9.
5.2.3 Resultados na Base COREL
A Figura 5.3 apresenta as curvas imagens relevantes retornadas vs. iterações (Figura
5.3(a)) e precisão vs. revocação (Figura 5.3(b)) para a comparação entre os métodos na
base COREL.
A Figura 5.3(a) mostra que o arcabouço PG+ apresenta um desempenho superior aos
demais métodos nas duas primeiras iterações. A partir da quarta iteração, SV Mactive
passa a exibir mais imagens relevantes que PG+. Já o arcabouço PG± apresenta um re-
sultado semelhante a WDopt e SV Mactive na primeira iteração. A partir da segunda, PG
±
e SV Mactive superam WDopt. Observe que PG
± e SV Mactive apresentam desempenhos
semelhantes, sendo que, na terceira iteração, SV Mactive se sobressai e, a partir da quinta
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Tabela 5.16: Resultados do teste de Wilcoxon na base MPEG7 sobre os dados apresenta-
dos na Figura 5.2(b).
PG+ PG±
Revocação WDheu WDopt SV Mactive WDheu WDopt SV Mactive
0.1 1 1 1 1 1 1
0.2 1 1 1 1 1 1
0.3 1 1 0.3711 1 1 0.3711
0.4 1 1 0.3711 1 1 0.3711
0.5 0.7874 0.8551 1 0.3711 1 0.3711
0.6 0.5294 0.2041 1 0.1814 0.0975 0.3711
0.7 0.01347+ 0.1846 0.7874 0.0016+ 0.0350+ 0.1814
0.8 0.00158+ 0.0089+ 1 0.0002+ 0.0007+ 0.1003
0.9 10−7+ 10−5+ 0.0049+ 10−7+ 10−7+ 0.00161+
1.0 10−11+ 10−11+ 10−6+ 10−11+ 10−12+ 10−7+
iteração, PG± é ligeiramente superior. A Tabela 5.17 exibe o resultado da aplicação do
teste de Wilcoxon para as curvas imagens relevantes retornadas vs. iterações apresen-
tadas na Figura 5.3(a). Com essa tabela pode ser observado que as curvas associadas
aos arcabouços propostos possuem diferenças significativas em relação às curvas referen-
tes aos métodos WDopt e WDheu para todos os pontos. Porém, em relação ao método
SV Mactive, essas diferenças são bem menos significativas. De fato, PG
± somente apre-
senta um desempenho superior significativo, a partir da nona iteração. Ao contrário do
que é mostrado na Figura 5.3(a), apenas a partir da sétima iteração a superioridade do
método SV Mactive em relação a PG
+ é significativa.
Tabela 5.17: Resultados do teste de Wilcoxon na base COREL sobre os dados apresenta-
dos na Figura 5.3(a).
PG+ PG±
Iteração WDheu WDopt SV Mactive WDheu WDopt SV Mactive
1 10−16+ 10−16+ 10−11+ 10−10+ 0.0412+ 0.6283
2 10−16+ 10−16+ 10−5+ 10−16+ 10−9+ 0.9065
3 10−16+ 10−16+ 0.8494 10−16+ 10−16+ 0.0298+
4 10−16+ 10−16+ 0.0728 10−16+ 10−16+ 0.2731
5 10−16+ 10−16+ 0.0551 10−16+ 10−16+ 0.9984
6 10−16+ 10−16+ 0.1420 10−16+ 10−16+ 0.1777
7 10−16+ 10−16+ 0.0263+ 10−16+ 10−16+ 0.0874
8 10−16+ 10−16+ 0.0252+ 10−16+ 10−16+ 0.0546
9 10−16+ 10−16+ 0.0200+ 10−16+ 10−16+ 0.0335+
10 10−16+ 10−16+ 0.0402+ 10−16+ 10−16+ 0.0348+

















































(b) Curvas precisão vs. revocação.
Figura 5.3: Curvas de comparação entre os métodos na base COREL.
As curvas precisão vs. revocação apresentadas na Figura 5.3(b) mostram que os arca-
bouços propostos, juntamente com o SV Mactive apresentam valores de precisão superiores
aos demais métodos na última iteração. Como pode ser observado, SV Mactive é superior
a PG+ a partir do valor de revocação 0.4. Já PG± apresenta resultados semelhantes a
SV Mactive até revocação igual a 0.5. A partir desse ponto, PG
± apresenta valores de
precisão superiores aos demais métodos. A Tabela 5.18 exibe o resultado da aplicação do
teste de Wilcoxon nos dados da Figura 5.3(b) indicando se as diferenças entre as curvas
associadas aos arcabouços propostos e as relativas aos demais métodos são significativas.
Essa tabela mostra que essas diferenças são significativas em relação às curvas associadas
a WDheu e WDopt a partir dos valores de revocação 0.2 e 0.3, respectivamente. No que
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diz respeito ao método SV Mactive, as diferenças são significativas a partir do valor de
revocação 0.7, com exceção do ponto 0.9 em relação à PG+.
Tabela 5.18: Resultados do teste de Wilcoxon na base COREL sobre os dados apresenta-
dos na Figura 5.3(b).
PG+ PG±
Revocação WDheu WDopt SV Mactive WDheu WDopt SV Mactive
0.1 1 0.7893 1 1 0.3711 1
0.2 0.0087+ 1 0.3711 0.0032+ 0.2012 1
0.3 10−5+ 0.0302+ 0.4227 10−5+ 0.0064+ 1
0.4 10−8+ 0.0002+ 0.3621 10−8+ 0.0001+ 0.8551
0.5 10−11+ 10−7+ 0.5760 10−11+ 10−8+ 0.6101
0.6 10−16+ 10−11+ 0.2196 10−16+ 10−11+ 0.2347
0.7 10−16+ 10−14+ 0.0488+ 10−16+ 10−15+ 0.0121+
0.8 10−16+ 10−16+ 0.0638 10−16+ 10−16+ 0.0112+
0.9 10−16+ 10−16+ 0.6396 10−16+ 10−16+ 0.0046+
1.0 10−16+ 10−16+ 0.00723+ 10−16+ 10−16+ 10−7+
5.2.4 Tempos de Execução
Uma questão importante a respeito da utilização de programação genética é o tempo de
execução. Em geral, em aplicações que utilizam essa técnica de aprendizado, o processo
de evolução necessita de um longo tempo de execução. Isso pode ser um problema para
a utilização de programação genética em mecanismos de realimentação de relevância pois
requerem um baixo tempo de execução para cada iteração [61]. Para responder a essa
questão, a Tabela 5.19 mostra o tempo médio gasto por iteração pelos métodos propostos e
pelos demais métodos utilizados como base de comparação, para cada base utilizada. Esse
tempo diz respeito ao tempo despendido no processo de aprendizado da percepção visual
do usuário e seleção das imagens para serem exibidas. É importante observar que nos
experimentos não foram utilizadas as implementações dos autores dos métodos WDheu,
WDopt e SV Mactive. Por isso, é posśıvel que existam algumas variações nos tempos em
relação às implementações originais.
Como pode ser observado nessa tabela, o tempo necessário para que os métodos pro-
postos aprendam as necessidades do usuário é aceitável, pois na média, o tempo de cada
iteração é entre 0.31 e 4.23 segundos. A obtenção desses baixos tempos de execução foi de-
vida aos parâmetros de programação genética utilizados no processo de busca. Conforme
visto na Seção 5.1, alguns parâmetros como tamanho da população, número máximo de
gerações e altura da árvore podem influenciar consideravelmente o tempo de execução
do algoritmo de aprendizado. Por meio de uma série de experimentos foi observado que
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Tabela 5.19: Tempo médio gasto em cada iteração (em segundos).
Base PG+ PG± WDheu WDopt SV Mactive
PEIXES 0.31 3.90 0.09 0.81 13.27
MPEG7 0.93 2.47 0.02 0.41 5.90
COREL 2.19 4.23 0.07 4.50 15.89
os processos de aprendizado propostos foram capazes de assimilar a percepção visual do
usuário após poucas gerações, com uma população pequena e utilizando-se árvores baixas.
5.2.5 Análise
Conforme mostrado na Tabela 5.19, o método WDheu apresenta os melhores tempos em
todas as bases. Entretanto, comparando esse método com os arcabouços propostos em
termos de eficácia, pode ser observado na Figura 5.1(a) que apenas na base PEIXES,
nas duas primeiras iterações, WDheu possui melhor desempenho que PG
± comprovado
estatisticamente pelos testes de significância (Tabela 5.13). Em todas as outras situações,
os arcabouços propostos apresentam desempenho superior.
O tempo gasto por iteração pelo método WDopt na base MPEG7 é inferior aos dos ar-
cabouços propostos, e na base COREL é superior. Na base PEIXES, seu tempo fica entre
o de PG+ e o de PG±. Entretanto, conforme mostram as Figuras 5.1(a) e 5.3(a), ape-
nas na primeira iteração nas bases PEIXES e COREL, WDopt apresenta um desempenho
melhor que PG±. Em todos os demais casos, PG± foi superior em relação a eficácia na
recuperação. E quando comparado ao arcabouço PG+, o desempenho do método WDopt
foi inferior em todas as situações.
Em termos de eficácia, os resultados dos experimentos realizados mostram que ape-
nas o método SV Mactive apresenta desempenho semelhante aos métodos propostos. Na
base MPEG7, esse método mostra resultados próximos a PG+ e PG±, sendo que nas
curvas precisão vs. revocação (Figura 5.3(b)), somente a partir do valor de revocação
0.9, SV Mactive é superado por esses arcabouços. Na base COREL, chega a apresentar
desempenho estat́ısticamente melhor à PG+ a partir da sétima iteração. Porém, na base
PEIXES, os arcabouços propostos são superiores. Além disso, como mostrado na Ta-
bela 5.19, os tempos gastos por iteração pelo método SV Mactive são consideravelmente
superiores para todas as bases quando comparado aos arcabouços propostos.
Os experimentos realizados permitem também comparar os arcabouços propostos entre
si. Em relação às diferentes bases utilizadas, o tempo de execução do método PG+ varia de
acordo com o número de imagens relevantes encontradas por iteração. Esse fato se deve ao
processo de cálculo da adequação do indiv́ıduo proposto na Seção 3.1.2.2. Nesse processo,
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cada indiv́ıduo é utilizado para ordenar o conjunto de treinamento para cada imagem no
padrão de consulta, ou seja, cada imagem rotulada como relevante. Dessa forma, quanto
mais imagens relevantes, mais ordenações devem ser realizadas, aumentando o tempo
gasto no aprendizado. Essa constatação é refletida nos resultados da Tabela 5.19. A base
PEIXES possui apenas 10 imagens relevantes para cada consulta. A base MPEG7 possui
um número maior, 20 imagens. E na base COREL, esse número varia, mas há, na média,
45 imagens relevantes para cada consulta. Como pode ser observado na Tabela 5.19,
PG+ é mais rápido na base PEIXES e mais lento na base COREL. O tamanho da base
também pode influenciar o tempo de execução desse método. Porém, nas bases utilizadas
esse parâmetro não foi muito significante.
O tempo de execução do arcabouço PG± é determinado tanto pelo número de imagens
relevantes quanto pelo tamanho da base. Segundo esse arcabouço, após o processo de
aprendizado as imagens da base são ordenadas. Nessa ordenação, é necessário calcular a
similaridade entre cada imagem da base e cada imagem indicada como relevante e cada
imagem indicada como irrelevante. No entanto, o número de imagens irrelevantes tende
a ser alto. Com isso, para cada imagem da base, muitos cálculos de similaridade são
realizados, e quanto maior o tamanho da base, mais tempo será gasto nesse processo
de ordenação. Esse fato é ilustrado pelos resultados apresentados na Tabela 5.19. O
método PG± apresenta um tempo de execução mais baixo na base MPEG7 do que na
base PEIXES pois a última possui um número maior de imagens. Porém, o tamanho
da base PEIXES não tem maior peso no tempo de execução de PG± do que o número
de imagens relevantes por consulta na base COREL. Dessa forma, o overhead extra do
processo de ordenação da base faz com que, em geral, PG± seja mais lento que PG+.
Considerando os resultados obtidos, ambos os arcabouços propostos são de fato ade-
quados para recuperação de imagens por conteúdo. Ao serem confrontados com outros
métodos de mesmo propósito, citados freqüentemente na literatura, PG+ e PG± apre-
sentam um desempenho superior. Quando comparados a métodos mais rápidos, como
WDheu e WDopt, sua eficácia na recuperação das imagens é superior para todas as ba-
ses utilizadas. E quando comparados a métodos com grau de eficácia próximo, como
SV Mactive, seu tempo gasto por iteração é inferior.
Caṕıtulo 6
Conclusões e Trabalhos Futuros
6.1 Conclusões
Este trabalho apresentou dois arcabouços para recuperação de imagens por conteúdo com
realimentação de relevância. Esses métodos utilizam programação genética para aprender
as necessidades do usuário em uma consulta. Essas necessidades são assimiladas em uma
função de combinação. Essa função permite combinações complexas entre valores de
similaridade definidos por todos os descritores empregados no processo de recuperação.
Dessa forma, o objetivo do processo de busca com programação genética é, em cada
iteração, encontrar essas funções, a partir das indicações do usuário.
Com o intuito de obter uma melhor exploração do espaço de caracteŕısticas, os métodos
propostos utilizam uma abordagem baseada em múltiplos pontos para representação de
padrão de consulta. Esses métodos também prevêem a possibilidade de obtenção de
mais de uma função de combinação que caracterize a percepção visual do usuário. Por
isso, propõem um esquema de votação que possibilita a ordenação das imagens da base
considerando mais de uma função de combinação.
Foram realizados experimentos utilizando-se três diferentes bases de imagens e des-
critores para caracterização das propriedades de cor, textura e forma das imagens. Nos
experimentos realizados, os métodos propostos foram comparados com outros três am-
plamente conhecidos [46, 48, 54]. Os experimentos avaliaram os métodos propostos em
relação à eficácia na recuperação de imagens e o tempo gasto em cada iteração do pro-
cesso de realimentação de relevância. Além disso, foram realizados testes de significância
estat́ıstica na comparação entre os métodos. Considerando os resultados obtidos, ambos
os arcabouços propostos são de fato adequados para recuperação de imagens por conteúdo.
Quando comparados a outros métodos de mesmo propósito, citados freqüentemente na
literatura, PG+ e PG± apresentam um desempenho superior.
As principais contribuições são:
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• Estudo sobre diferentes técnicas de realimentação de relevância;
• Proposta de dois arcabouços para recuperação de imagens por conteúdo com reali-
mentação de relevância baseado em programação genética;
• Implementação dos métodos propostos, validando-os através de uma série de expe-
rimentos e comparações com outros métodos.
6.2 Extensões
Esta seção discute posśıveis extensões ao trabalho descrito nesta dissertação, que se divi-
dem em dois conjuntos: aprimoramentos dos arcabouços, apresentados na Seção 6.2.1 e
aplicações em outros domı́nios, mostradas na Seção 6.2.2
6.2.1 Aprimoramentos dos Arcabouços de Realimentação de Re-
levância
Alguns aprimoramentos posśıveis aos métodos são:
• Técnicas de agrupamento. Uma posśıvel extensão seria incorporar um método
de agrupamento aos mecanismos de aprendizado propostos. Esse método poderia
ser aplicado às imagens do padrão de consulta. Com isso, poderiam-se eliminar
redundâncias no padrão de consulta – imagens muito próximas entre si – e assim,
melhorar o tempo de execução do método proposto.
• Cache para indiv́ıduos. O cálculo da adequação de um indiv́ıduo é um processo
que demanda muito processamento. Uma outra forma de tornar os métodos pro-
postos mais rápidos seria desenvolver um mecanismo de cache para os indiv́ıduos.
Assim, o sistema poderia evitar o recálculo da adequação de um mesmo indiv́ıduo
caso aparecesse repetido na população.
• Estruturas de indexação. Em sistemas de recuperação de imagens por conteúdo,
estruturas de indexação [8, 55] podem ser utilizadas para melhorar o tempo de
execução de consultas por similaridade. Essas estruturas se baseiam nas distâncias
entre as imagens para indexá-las no espaço de caracteŕısticas. Porém os método
propostos alteram a relação de distância entre as imagens, uma posśıvel extensão
para o trabalho seria associar os métodos propostos com estruturas de indexação.
• Discriminação entre imagens de consulta. Uma outra extensão é relacionada à
representação do indiv́ıduo adotada. O conjunto de terminais poderia ser estendido
6.2. Extensões 75
para comportar as distâncias entre uma imagem da base e todas as imagens do
padrão de consulta, segundo todos os descritores utilizados. Essa representação
possibilitaria não apenas uma discriminação entre os espaços de caracteŕısticas mas
também, entre as imagens do padrão de consulta. Esta estratégia parece ser mais
robusta à presença de outliers, ou seja, imagens relevantes que estão distantes de
outras relevantes, mas próximas a imagens irrelevantes. A Figura 6.1 apresenta um
exemplo de indiv́ıduo com a nova extensão. Observe que o conjunto de terminais
desse indiv́ıduo é composto pelas distâncias entre a imagem I e cada uma das
imagens Q1, Q2 e Q3 do padrão de consulta, segundo os descritores D1 e D2.
Figura 6.1: Proposta para indiv́ıduo.
6.2.2 Outras Aplicações
Outras aplicações sugeridas para os arcabouços propostos são:
• Uso em aplicações Web. Uma outra questão que mereceria ser estudada é a
viabilidade de utilização dos métodos propostos na Web. Recuperação de imagem
por conteúdo na Web é um tópico de pesquisa recente [36], vista a grande quantidade
de recursos de hardware necessária para esse tipo de aplicação. Por isso, pesquisar
o impacto de todo o overhead despendido no processo de aprendizado dos métodos
propostos seria interessante.
• Recuperação de outros objetos digitais. Seria também interessante investigar
o desempenho dos arcabouços propostos na recuperação de outros tipos de obje-
tos digitais, por exemplo, documentos textuais e músicas. Os métodos propostos
não interferem no processo de descrição dos objetos digitais, por exemplo, fixando
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uma função de similaridade para ser utilizada. Essa flexibilidade permite uma fácil
acomodação dos métodos para a recuperação de outros tipos de objetos digitais.
• Integração entre recuperação por conteúdo e textual. Uma outra variante
para a recuperação de imagens é baseada em anotações textuais. Nesse tipo de
abordagem, palavras-chaves são manualmente associadas às imagens da base. As
consultas são realizadas de forma textual, por meio da comparação dos termos da
consulta com as palavras-chaves atribúıdas às imagens. Essa vertente possui dois
problemas principais: o alto tempo necessário para a anotação manual das imagens
e as posśıveis inconsistências nas anotações. Porém, essa abordagem introduz a
informação semântica ao processo de recuperação de imagens, sendo assim, comple-
mentar à recuperação de imagens por conteúdo. Dessa forma, uma outra extensão
ao trabalho seria novamente alterar a representação do indiv́ıduo. O conjunto de
terminais poderia ser estendido para comportar além de distâncias entre imagens,
alguma métrica de distância entre palavras-chaves. Isso possibilitaria combinar con-




Exibindo 20 Imagens por Iteração
Este apêndice apresenta uma comparação entre métodos similar à mostrada na Seção 5.2,
mas agora considerando a exibição de 20 imagens por iteração ao invés de 40.
A.1 Resultados na Base PEIXES
A Figura A.1 apresenta as curvas imagens relevantes retornadas vs. iterações (Figura A.1(a))
e precisão vs. revocação (Figura A.1(b)) para a comparação entre os métodos na base
PEIXES.
A Figura A.1(a) mostra que nas primeiras iterações, o método WDheu apresenta um
desempenho superior aos arcabouços propostos. Analisando o resultado do teste de sig-
nificância sobre os dados dessa figura, apresentado na Tabela A.1, pode ser observado
que essa superioridade ocorre apenas nas três primeiras iterações, em relação à PG+ e
até a quinta iteração, em comparação à PG±. A partir da sétima iteração, PG+ e PG±
apresentam melhor desempenho que WDheu. Em relação aos demais métodos, PG
+ é
superior a ambos desde a primeira iteração e PG± é inferior a WDopt apenas na primeira
iteração.
As curvas precisão vs. revocação relativas à última iteração do processo de recuperação
são exibidas na Figura A.1(b). Essas curvas mostram que tanto PG+ quanto PG± apre-
sentam um desempenho superior aos demais métodos na última iteração na base PEIXES
para todos os pontos. O método WDheu apresenta um resultado próximo à PG
+ até o
valor de revocação igual a 0.4 e próximo a PG± até o valor de revocação igual a 0.6. A
partir desses pontos, os valores de precisão de PG+ e PG± são superiores. A Tabela A.2
reforça essa constatação. Essa tabela mostra o resultado da aplicação do teste de Wilco-
xon nos dados mostrados na Figura A.1(b). Observe que a partir do valor de revocação
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(b) Curvas precisão vs. revocação.
Figura A.1: Curvas de comparação entre os métodos na base PEIXES.
0.4 para PG+ e 0.7 para PG± as diferenças entre os valores de precisão dos arcabouços
propostos e os valores dos outros métodos são significativas.
Em relação aos resultados apresentados na Seção 5.2.1, a redução do número de ima-
gens exibidas por iteração não causou um grande impacto no desempenho dos métodos na
base PEIXES. A maior distinção entre os resultados se deu em relação ao método WDheu,
que retornou um percentual de imagens relevantes maior que PG+ até a iteração 4 e que
PG± até a iteração 6.
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Tabela A.1: Resultados do teste de Wilcoxon na base PEIXES sobre os dados apresentados
na Figura A.1(a).
PG+ PG±
Iteração WDheu WDopt SV Mactive WDheu WDopt SV Mactive
1 10−16+ 10−16+ 10−16+ 10−16+ 10−6+ 10−16+
2 0.0004+ 10−16+ 10−16+ 10−16+ 10−6+ 10−16+
3 10−5+ 10−16+ 10−16+ 10−16+ 10−16+ 10−16+
4 0.1116 10−16+ 10−16+ 10−14+ 10−16+ 10−16+
5 0.9116 10−16+ 10−16+ 0.0001+ 10−16+ 10−16+
6 0.0912 10−16+ 10−16+ 0.9094 10−16+ 10−16+
7 0.0147+ 10−16+ 10−16+ 0.0216+ 10−16+ 10−16+
8 0.0015+ 10−16+ 10−16+ 0.0004+ 10−16+ 10−16+
9 0.0007+ 10−16+ 10−16+ 0.0001+ 10−16+ 10−16+
10 0.0002+ 10−16+ 10−16+ 10−5+ 10−16+ 10−16+
A.1.1 Resultados na Base MPEG7
A Figura A.2 mostra as curvas imagens relevantes retornadas vs. iterações (Figura A.2(a))
e precisão vs. revocação (Figura A.2(b)) na base MPEG7.
Pela análise da Figura A.2(a) pode ser observado que os arcabouços retornam mais
imagens relevantes que os demais métodos em todas as iterações nos experimentos com a
base MPEG7. A Tabela A.3 reforça esse fato. Essa tabela apresenta o resultado do teste
de Wilcoxon sobre os dados da Figura A.2(a). Como pode ser observado nessa tabela, a
superioridade de PG+ e PG± mostradas pelas curvas imagens relevantes retornadas vs.
iterações na base MPEG7 são significativas para todos os pontos.
As curvas precisão vs. revocação apresentadas na Figura A.2(b) mostram que na
última iteração dos experimentos executados na base MEPG7, todos os métodos apresen-
tam resultados muito próximos até o valor de revocação 0.4. Essas curvas em conjunto
com o teste de Wilcoxon apresentado na Tabela A.4, mostram que a partir do valor de
revocação 0.6, os arcabouços propostos e o método SV Mactive apresentam valores de pre-
cisão significativamente superiores aos demais, sendo que, esse último passa a ser superado
por PG+ e PG± a partir dos valores de revocação 0.9 e 0.8, respectivamente.
Em relação aos resultados apresentados na Seção 5.2.2, a redução do número de ima-
gens exibidas por iteração não causou um grande impacto no desempenho dos métodos
na base MPEG7. Uma distinção que pode ser feita entre os resultados é que a distância
entre as curvas referentes aos arcabouços propostos e o método SV Mactive é um pouco
maior.
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Tabela A.2: Resultados do teste de Wilcoxon na base PEIXES sobre os dados apresentados
na Figura A.1(b).
PG+ PG±
Revocação WDheu WDopt SV Mactive WDheu WDopt SV Mactive
0.1 1 1 1 1 1 1
0.2 0.3711 1 0.0590 0.3711 1 0.0590
0.3 0.3711 1 0.0360+ 0.3711 1 0.0360+
0.4 0.0590 10−16+ 10−16+ 0.1508 10−16+ 10−16+
0.5 0.0206+ 10−16+ 10−16+ 0.2184 10−16+ 10−16+
0.6 0.0144+ 10−16+ 10−16+ 0.1507 10−16+ 10−16+
0.7 0.0010+ 10−16+ 10−16+ 0.0382+ 10−16+ 10−16+
0.8 0.0297+ 10−16+ 10−16+ 0.0007+ 10−16+ 10−16+
0.9 0.0129+ 10−16+ 10−16+ 0.0002+ 10−16+ 10−16+
1.0 0.0013+ 10−16+ 10−16+ 0.0002+ 10−16+ 10−16+
A.1.2 Resultados na Base COREL
A Figura A.3 apresenta as curvas imagens relevantes retornadas vs. iterações (Figura A.3(a))
e precisão vs. revocação (Figura A.3(b)) para a comparação entre os métodos na base
COREL.
A Figura A.3(a) mostra que o arcabouço PG+ apresenta um desempenho superior aos
demais métodos nas quatro primeiras iterações. A partir da sexta iteração, SV Mactive
passa a exibir mais imagens relevantes que PG+. Já o arcabouço PG± apresenta um
resultado semelhante à WDopt e à SV Mactive na primeira iteração. A partir da segunda,
PG± e SV Mactive superam WDopt. Observe que PG
± e SV Mactive apresentam desem-
penhos semelhantes, sendo que a partir da quinta iteração PG± é ligeiramente superior.
A Tabela A.5 exibe o resultado da aplicação do teste de Wilcoxon para as curvas ima-
gens relevantes retornadas vs. iterações apresentadas na Figura A.3(a). A partir dessa
tabela pode ser observado que a curva associada ao arcabouço PG+ possui diferenças
significativas em relação às curvas referentes aos métodos WDheu e WDopt para todas as
iterações. Apenas na primeira iteração WDopt apresenta desempenho semelhante a PG
±.
Em todas as outras, PG± retorna mais imagens relevantes que WDheu e WDopt. Em
relação ao método SV Mactive, PG
+ apresenta um melhor desempenho nas quatro primei-
ras iterações. A partir da quinta, as diferenças entre o desempenhos desses métodos não
são significativas, embora o resultado exibido na Figura A.3(a) sugira que SV Mactive seja
superior a PG+ a partir da sexta iteração. PG± e SV Mactive apresentam desempenhos
semelhantes em todas as iterações, sendo PG± significantemente superior na segunda,
nona e na décima iteração.
As curvas precisão vs. revocação apresentadas na Figura A.3(b) mostram que os

















































(b) Curvas precisão vs. revocação.
Figura A.2: Curvas de comparação entre os métodos na base MPEG7.
arcabouços propostos, juntamente com o SV Mactive apresentam valores de precisão supe-
riores aos demais métodos na última iteração na base COREL. Como pode ser observado,
SV Mactive é superior a PG
+ do valor de revocação 0.3, até 0.7, A partir do valor de
revocação 0.8, PG+ passa a apresentar precisão mais alta que SV Mactive. Já PG
± apre-
senta resultados semelhantes a SV Mactive até revocação igual a 0.6. A partir desse ponto,
PG± apresenta valores de precisão superiores aos demais métodos. A Tabela 5.18 exibe
o resultado da aplicação do teste de Wilcoxon nos dados da Figura 5.3(b) indicando se as
diferenças entre as curvas associadas aos arcabouços propostos e as relativas aos demais
métodos são significativas. Essa tabela mostra que essas diferenças são significativas em
relação às curvas associadas a WDheu e WDopt a partir dos valores de revocação 0.1 e
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Tabela A.3: Resultados do teste de Wilcoxon na base MPEG7 sobre os dados apresentados
na Figura A.2(a).
PG+ PG±
Iteração WDheu WDopt SV Mactive WDheu WDopt SV Mactive
1 10−14+ 10−10+ 10−16+ 10−07+ 0.0007+ 10−14+
2 10−13+ 10−12+ 10−16+ 10−09+ 10−9+ 10−14+
3 10−12+ 10−13+ 10−16+ 10−11+ 10−13+ 10−14+
4 10−12+ 10−13+ 10−13+ 10−12+ 10−14+ 10−13+
5 10−11+ 10−13+ 10−8+ 10−12+ 10−13+ 10−10+
6 10−11+ 10−12+ 10−6+ 10−12+ 10−13+ 10−10+
7 10−11+ 10−12+ 10−5+ 10−12+ 10−12+ 10−9+
8 10−11+ 10−11+ 0.0002+ 10−12+ 10−13+ 10−9+
9 10−11+ 10−11+ 0.0004+ 10−12+ 10−13+ 10−8+
10 10−11+ 10−11+ 0.0011+ 10−12+ 10−13+ 10−7+
0.2, respectivamente. Como pode ser observado nessa tabela, a superioridade do método
SV Mactive em relação à PG
+ somente é significante para o valor de revocação 0.6, sendo
que PG+ apresenta precisão mais alta para revocação igual a 1. Em comparação com
PG±, SV Mactive apresenta desempenho significativamente inferior a partir do valor de
revocação 0.8.
A redução do número de imagens exibidas por iteração ocasionou um grande impacto
no desempenho dos métodos na base COREL. Em comparação com os resultados apre-
sentados na Seção 5.2.3, a porcentagem de imagens relevantes retornadas por iteração
diminuiu em torno de 10 pontos percentuais.
A.1.3 Tempos de Execução
A Tabela A.7 mostra o tempo médio gasto por iteração pelos métodos propostos e pelos
demais métodos utilizados como base de comparação, para cada base utilizada quando
20 imagens são exibidas para o usuário em cada iteração. Esse tempo diz respeito ao
tempo despendido no processo de aprendizado da percepção visual do usuário e seleção
das imagens para serem exibidas.
Em comparação com os tempos apresentados na Tabela 5.19, pode ser observado que
PG+ e os métodos WDheu, WDopt e SV Mactive apresentam uma pequena diminuição no
tempo de cada iteração quando 20 imagens são exibidas para o usuário. Essa redução
é maior para o arcabouço PG±, devido, principalmente, ao menor número de imagens
rotuladas como irrelevantes ao longo das iterações. Como mencionado na Seção 5.2.5,
quanto maior o número de imagens irrelevantes encontradas, maior o tempo necessário
para seleção das imagens a serem exibidas para o usuário. Como o número de imagens
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Tabela A.4: Resultados do teste de Wilcoxon na base MPEG7 sobre os dados apresentados
na Figura A.2(b).
PG+ PG±
Revocação WDheu WDopt SV Mactive WDheu WDopt SV Mactive
0.1 1 1 1 1 1 1
0.2 1 1 1 1 1 1
0.3 0.1814 1 1 0.1814 1 1
0.4 0.1814 0.4227 1 0.1814 0.1814 1
0.5 0.0025+ 0.1029 0.5896 0.0016+ 0.0224+ 1
0.6 0.0003+ 0.0020+ 1 0.0003+ 0.0010+ 0.1814
0.7 10−5+ 0.0027+ 0.7998 10−5+ 0.0002+ 0.1056
0.8 10−8+ 10−5+ 0.5049 10−8+ 10−6 0.0249+
0.9 10−9+ 10−9+ 0.0003+ 10−9+ 10−9+ 10−5+
1.0 10−12+ 10−14+ 10−7+ 10−12+ 10−14+ 10−9+
exibidas por iteração diminuiu de 40 para 20, conseqüentemente o número de imagens
rotuladas como irrelevantes é menor, possibilitando um tempo mais baixo para seleção
das imagens.
No que diz respeito ao arcabouço PG+, a maior diferença no tempo de cada iteração
ocorreu nos experimentos com base COREL. Conforme exposto na Seção 5.2.5, esse tempo
é senśıvel ao número de imagens relevantes encontradas. Essa imagens influenciam o
tempo despendido no processo de cálculo da adequação dos indiv́ıduos. Pela comparação
entre as Figuras 5.3(a) e A.3(a) pode ser observado que a porcentagem de imagens
relevantes encontradas em cada iteração por esse método é muito inferior quando são
exibidas 20 imagens ao invés de 40. Dessa forma, o processo de cálculo da adequação de
um indiv́ıduo é mais rápido e o tempo médio por iteração é menor.

















































(b) Curvas precisão vs. revocação.
Figura A.3: Curvas de comparação entre os métodos na base COREL.
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Tabela A.5: Resultados do teste de Wilcoxon na base COREL sobre os dados apresentados
na Figura A.3(a).
PG+ PG±
Iteração WDheu WDopt SV Mactive WDheu WDopt SV Mactive
1 10−16+ 10−16+ 10−15+ 10−8+ 0.4407 0.0613
2 10−16+ 10−16+ 10−11+ 10−16+ 10−7+ 0.0335+
3 10−16+ 10−16+ 10−7+ 10−16+ 10−16+ 0.1751
4 10−16+ 10−16+ 0.0144+ 10−16+ 10−16+ 0.8673
5 10−16+ 10−16+ 0.2038 10−16+ 10−16+ 0.8773
6 10−16+ 10−16+ 0.8032 10−16+ 10−16+ 0.9753
7 10−16+ 10−16+ 0.6997 10−16+ 10−16+ 0.5346
8 10−16+ 10−16+ 0.3087 10−16+ 10−16+ 0.2058
9 10−16+ 10−16+ 0.2608 10−16+ 10−16+ 0.0424+
10 10−16+ 10−16+ 0.2885 10−16+ 10−16+ 0.0317+
Tabela A.6: Resultados do teste de Wilcoxon na base COREL sobre os dados apresentados
na Figura A.3(b).
PG+ PG±
Revocação WDheu WDopt SV Mactive WDheu WDopt SV Mactive
0.1 0.3613 0.7893 0.3613 0.0091+ 0.3613 0.3613
0.2 0.0683+ 1 0.4185 10−5+ 0.0108+ 0.1003
0.3 10−5+ 0.0302+ 0.3268 10−9+ 10−6+ 0.1508
0.4 10−10+ 0.0002+ 0.3133 10−13+ 10−10+ 0.2553
0.5 10−15+ 10−7+ 0.0612 10−16+ 10−15+ 0.5075
0.6 10−16+ 10−11+ 0.0139+ 10−16+ 10−16+ 0.6224
0.7 10−16+ 10−14+ 0.3435 10−16+ 10−16+ 0.0628
0.8 10−16+ 10−16+ 0.2299 10−16+ 10−16+ 0.0004+
0.9 10−16+ 10−16+ 0.0726 10−16+ 10−16+ 10−5+
1.0 10−16+ 10−16+ 10−7+ 10−16+ 10−16+ 10−10+
Tabela A.7: Tempo médio gasto em cada iteração (em segundos).
Base PG+ PG± WDheu WDopt SV Mactive
PEIXES 0.28 2.05 0.08 0.81 12.8
MPEG7 0.84 1.78 0.02 0.40 5.34
COREL 1.75 2.92 0.07 4.43 15.04
Apêndice B
Ilustração de Consulta
Este apêndice ilustra o resultado de uma consulta na base de imagens COREL utili-
zando PG+ (Seção B.1) e PG± (Seção B.2). Nessa consulta são utilizados os parâmetros
definidos na Tabela 5.11 para o método PG+ e para PG± os parâmetros definidos na
Tabela 5.12. Também são apresentados exemplos de indiv́ıduos utilizados para ordenar a
base em cada iteração.
B.1 Consulta com PG+
A Figura B.1 mostra o resultado de uma consulta utilizando o método PG+. Observe
que apenas uma imagem relevante foi retornada no conjunto inicial, a própria imagem de
consulta. Ao final do processo de recuperação, na décima iteração, 36 entre as 40 imagens
exibidas foram relevantes.
A Figura B.2 apresenta alguns dos indiv́ıduos utilizados para ordenar as imagens da
base em cada iteração para a consulta ilustrada na Figura B.1. Além dos indiv́ıduos,
é exibido também o número de novas imagens relevantes encontradas em cada iteração.
Em algumas iterações, mais de um indiv́ıduo foram utilizados para ordenar as imagens
da base, como nas iterações 1, 2 e 4.
A Tabela B.1 apresenta a freqüência de ocorrência de cada terminal nos indiv́ıduos
da Figura B.2, em cada iteração, em valores percentuais. A coluna Total exibe essa
frequência considerando todos os indiv́ıduos obtidos ao longo das iterações. Observe que
os terminais definidos pelos descritores BIC e Histograma de Cor apresentam um número
de ocorrências mais alto. Esses descritores obtiveram o melhor desempenho na classe
das imagens da Figura B.1, como mostrado na Figura B.3. Essa figura apresenta as
curvas precisão vs. revocação referentes aos descritores de cor e textura utilizados nos
experimentos, para as imagens da classe exibidas na Figura B.1.
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Tabela B.1: Freqüência de ocorrência de cada terminal nos indiv́ıduos da Figura B.2 em
valores percentuais.
Terminais \ Iterações 1 2 3 4 5 6 7 8 9 10 Total
F0 16,67 21,21 16,67 0,00 15,38 0,00 2,38 0,00 8,33 25,00 10,24
F1 12,50 15,15 33,33 31,25 46,15 33,33 50,00 50,00 31,25 50,00 33,17
F2 29,17 33,33 33,33 56,25 30,77 33,33 26,19 25,00 41,67 12,50 33,66
F3 16,67 12,12 0,00 0,00 0,00 0,00 2,38 0,00 14,58 0,00 7,80
F4 25,00 18,18 16,67 12,50 7,69 33,33 19,05 25,00 4,17 12,50 15,12
B.2 Consulta com PG±
A Figura B.4 mostra o resultado de uma consulta utilizando o arcabouço PG±, consi-
derando a mesma imagem de consulta utilizada na Figura B.1. Assim como no exemplo
anterior, apenas a imagem de consulta foi retornada no conjunto inicial de imagens. Na
última iteração, todas as 40 imagens retornadas são relevantes.
A Figura B.5 apresenta os ind́ıviduos utilizados para selecionar as imagens para se-
rem exibidadas para o usuário em cada iteração no processo de recuperação ilustrado na
Figura B.4. Essa figura destaca também o número de imagens relevantes encontradas em
cada iteração.
A Tabela B.2 apresenta a freqüência de ocorrência de cada terminal nos indiv́ıduos
da Figura B.5, em cada iteração, em valores percentuais. A coluna Total exibe essa
frequência considerando todos os indiv́ıduos obtidos ao longo das iterações. Novamente,
os descritores que apresentaram maior incidência sobre os terminais dos indiv́ıduos foram
o BIC e o Histograma de Cor.
Tabela B.2: Freqüência de ocorrência de cada terminal nos indiv́ıduos da Figura B.5 em
valores percentuais.
Terminais \ Iterações 1 2 3 4 5 6 7 8 9 10 Total
F0 0,00 20,00 33,33 0,00 15,38 9,68 16,67 7,69 0,00 17,65 11,76
F1 0,00 53,33 50,00 40,00 53,85 41,94 33,33 61,54 50,00 35,29 45,10
F2 100,00 6,67 16,67 40,00 30,77 16,13 33,33 30,77 35,71 29,41 23,53
F3 0,00 13,33 0,00 20,00 0,00 8,06 0,00 0,00 0,00 11,76 6,54
F4 0,00 6,67 0,00 0,00 0,00 24,19 16,67 0,00 14,29 5,88 13,07
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Figura B.1: Resultado de uma consulta.
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Figura B.2: Indiv́ıduos gerados na consultada da Figura B.1.





















Figura B.3: Curvas precisão vs. revocação Figura B.1.
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Figura B.4: Resultado de uma consulta.
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Figura B.5: Indiv́ıduos gerados na consultada da Figura B.1.
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Fox. A New Framework to Combine Descriptors for Content-based Image Retrieval.
Technical Report IC-05-21, Institute of Computing, State University of Campinas,
Campinas, Brazil, 2005.
[15] R. da S. Torres, A. X. Falcão, B. Zhang, W. Fan, E. A. Fox, M. A. Gonçalves,
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