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ON A LOGARITHMIC VERSION OF THE
DERIVED MCKAY CORRESPONDENCE
SARAH SCHEROTZKE, NICOLO` SIBILLA, AND MATTIA TALPO
Abstract. We globalize the derived version of the McKay correspondence of Bridgeland-
King-Reid, proven by Kawamata in the case of abelian quotient singularities, to certain log
algebraic stacks with locally free log structure. The two sides of the correspondence are
given respectively by the infinite root stack and by a certain version of the valuativization
(the projective limit of every possible log blow-up). Our results imply, in particular, that
in good cases the category of coherent parabolic sheaves with rational weights is invariant
under log blow-up, up to Morita equivalence.
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1. Introduction
In this paper we investigate a logarithmic version of the derived McKay correspondence.
We show that the categories of coherent sheaves on two geometric objects that are naturally
associated with a log scheme, its (reduced) valuativization and its infinite root stack, are
derived Morita equivalent. Furthermore, we prove that when the logarithmic structure is
induced by a flat family, this equivalence restricts to the fibers. The key technical input is
an asymptotic form of the derived McKay correspondence for abelian quotient singularities.
As a main application we prove the surprising result that the category of parabolic sheaves
satisfies a categorified form of excision. More precisely we show that, if X is a smooth
variety equipped with a normal crossings divisor D, the bounded derived category of coherent
parabolic sheaves with rational weights over (X,D) is invariant under log blow-ups. In the
remainder of this introduction we give a more detailed summary of our results, and discuss
motivations and future directions.
Throughout the paper, we work over an algebraically closed field k of characteristic zero.
2010 Mathematics Subject Classification. 14F05, 14D06, 14E16.
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1.1. Logarithmic McKay correspondence. The origins of logarithmic geometry go back
to work in arithmetic geometry by Deligne, Faltings, Fontaine-Illusie, Kato and others, in
the 1980’s. Although initially designed for arithmetic applications, in the last twenty years
logarithmic geometry has become a key organizing principle in areas as diverse as moduli
theory, deformation theory, mirror symmetry, and tropical and symplectic geometry. Log
schemes are hybrids, they incorporate simultaneously algebro-geometric and combinatorial
information. For this reason many aspects of their geometry are subtle. This has motivated
the introduction of several auxiliary geometric objects, which are naturally associated with
log schemes and capture some aspects of their geometry, but are more amenable to ordinary
geometric techniques. For instance, Kato and Nakayama explained in [38] how to attach
to a complex log scheme X a topological space, nowadays called the Kato-Nakayama space,
which can be viewed as a sort of underlying topological space of X . In a different direction,
Olsson has studied certain kinds of classifying stacks associated with log schemes, and used
them in particular to define the cotangent complex in the logarithmic setting, see [51, 53].
In this paper we will consider two other geometric objects which are associated in a natural
way with a log scheme X : the infinite root stack
∞
√
X , and the valuativization Xval. The
infinite root stack was introduced by Talpo and Vistoli in [67]. As shown in [19] and in
[66, 65],
∞
√
X can be viewed as an algebro-geometric incarnation of the Kato-Nakayama
space. Formally, it is defined as a limit of root constructions along the support of the log
structure of X . The valuativization was defined by Kato in [36], and was used by Kato,
Pahnke [54], Olsson [50] and others to study compactifications of moduli problems. The
space Xval can be defined as the limit of all log blow-ups of X .
Our main result shows that the categories of coherent sheaves on
∞
√
X and on (a “reduced”
variant of) Xval are derived Morita equivalent. This holds under some assumptions on X ,
which can be phrased as requiring that X is the total space of a simple log semistable
degeneration. We explain next the construction of
∞
√
X and Xval in some more detail. We
will then introduce simple log semistable morphisms and state our main theorem.
Our results also apply to certain log algebraic stacks, but for simplicity we will stick to
log schemes in this introduction.
The infinite root stack. Let X be a fine and saturated log scheme. The n-th root stack
of X , which is denoted by
n
√
X , is an algebraic stack obtained by extracting all the n-th roots
of the divisors in the non-trivial locus of the log structure of X . Intuitively this construction
adds a stabilizer µln to every point where the rank of the log structure is exactly l.
Example 1.1. Let X = SpecA be an affine scheme with log structure induced by a smooth
divisor D with global equation f = 0 for some f ∈ A. Then n√X is isomorphic to the
quotient stack
[Spec (A[x]/(xn − f)) / µn],
where the µn-action is via the obvious grading. If X is a Riemann surface, then D is given
by a finite number of points p1, . . . , pk, and
n
√
X can be seen as the orbifold obtained by
replacing a small disk ∆ centered in pi with the orbifold chart [∆/µn], where µn is acting on
∆ by multiplication.
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If D is not smooth, we use a different and more general construction, developed by Borne
and Vistoli (following ideas of Olsson) in [16], that “separates the branches” of D, and also
applies to arbitrary log schemes.
There is a natural map
n
√
X → X , which is a coarse moduli space morphism. Further,
if n | m we have a natural projection m√X → n√X . The infinite root stack is the limit
∞
√
X = lim←−n
n
√
X, where the stabilizers, instead of being finite, are profinite groups. As in
[19] we will mostly think of
∞
√
X as a pro-object in algebraic stacks.
The valuativization. Let X be a log scheme as above. The valuativization Xval → X
is the limit of all log blow-ups XI of X . Log blow-ups are the log geometric version of
blow-ups, and they are indexed by coherent sheaves of ideals I ⊆M in the sheaf of monoids
M . In some cases, the log blow-up along I can be constructed by taking the ordinary blow-
up of X along the sheaf of ideals 〈α(I)〉 ⊆ OX generated by the image of I via the map
I → M α−→ OX , together with a natural log structure. For example when the log structure
of X comes from a boundary divisor, log blow-ups coincide with ordinary blow-ups along
higher codimensional strata of the boundary. There is a partial order on coherent sheaves
of ideals I ⊆M , and the resulting index set is filtered. The valuativization of X is the limit
Xval = lim←−I XI .
If X is a log scheme, one can take the inverse limit of the blow-ups XI in the category of
locally ringed spaces. The resulting locally ringed space Xval is rarely a scheme, but one can
still talk about some of its geometric properties (for example separatedness, compactness,
etc.), and they turn out to be related to the geometry of the log scheme X (see [36]). In this
paper we will instead regard Xval as a “formal” limit, that is, as a pro-object in schemes.
For technical reasons, it will be important to apply this valuativization process to stacks as
well. In that case, we will take the inverse limit in the 2-category of fibered categories over
the category of k-schemes.
Since both
∞
√
X and Xval are pro-objects in stacks, we can formally define their categories
of perfect complexes as colimits of dg-categories
Perf(
∞
√
X) := lim−→
n
Perf(
n
√
X), Perf(Xval) := lim−→I
Perf(XI).
We do not claim that this is a reasonable definition of the category of perfect complexes for
an arbitrary pro-stack. However, in the case of
∞
√
X and Xval, this formula can be justified
based on our finer understanding of these colimits. We refer the reader to the main body of
the paper for a discussion of this point (see (2.6)).
The main theorem. Before stating our first main result (Theorem A), let us clarify the
assumptions we need to make on the log scheme X. These are best expressed by saying that
X comes equipped with a simple log semistable morphism of log schemes f : X → S for a
log flat base S, see below for the definition. This viewpoint fits well with the picture that
motivated us, where X is the total family of a log smooth degeneration. We refer the reader
to the main body of the paper for a more general setting of our result and for an intrinsic
characterization of the properties of X which makes no mention of the morphism f (see
Section 3).
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Definition (Definition 6.1). Let X and S be fine saturated log schemes over k. A morphism
of log schemes f : X → S is simple log semistable if f is log smooth and vertical, and for
every geometric point x→ X with image s = f(x)→ S with non-trivial log structure, there
are isomorphisms MS,s ∼= N and MX,x ∼= Nr+1 with r ≥ 0, such that the map MS,s →MX,x
is identified with the r-fold diagonal map N→ Nr+1.
The r-fold diagonal map N → Nr+1 corresponds to the toric morphism Ar+1 → A1 given
in coordinates by (x1, . . . , xr+1) 7→ x1 · · ·xr+1, which is a kind of “universal” local model for
the degenerations that we will be interested in.
From now on we will assume thatX comes equipped with a simple log semistable morphism
of log schemes f : X → S over a base S that is log flat over the base field k (this is a mild
technical assumption, see Section 3 for details). Morally, our main result shows that the
categories of perfect complexes over the infinite root stack and the valuativization of X are
equivalent. In actuality, however, this is not quite the right statement. From a geometric
point of view, the issue has to do with the fact that the fibers of both the modified families
∞
√
X → S and Xval → S are not reduced. In order to fix this, we need to make the
preliminary step of extracting every possible root of the log structure of the base S. If the
base S is equal to SpecR for a DVR R with uniformizer pi, with the log structure given by
the divisor {pi = 0}, forming n√S is closely related to extracting an n-th root of pi, as should
be apparent from Example 1.1. This operation should be familiar, for example, from the
theory of semistable reduction [41].
Let us consider the infinite root stack
∞
√
S. Pulling back the family f : X → S along the
natural map
∞
√
S → S, we obtain a morphism
X∞ := X ×S ∞
√
S → ∞
√
S.
Note that X∞ is not a scheme anymore, as it picks up the stackiness of the base
∞
√
S.
We consider its infinite root stack
∞
√
X∞, and its valuativization Xval∞ . We call X
val
∞ the
reduced valuativization of X . While Xval∞ differs from the ordinary valuativization of X ,
there is a canonical isomorphism of log stacks
∞
√
X∞ ≃ ∞
√
X. Our main result states that
these two objects are derived equivalent. This is a “global” version of the derived McKay
correspondence for abelian quotient singularities. We refer the reader to [35] and [17] for
background on the classical derived McKay correspondence.
Theorem A (Theorem 3.8). With the notations discussed above, there is an equivalence of
dg-categories
Perf(Xval∞ ) ≃ Perf(
∞
√
X).
A global version of the McKay correspondence in the toroidal case was proved by Kawa-
mata in [39]. In a way our techniques yield a generalization of his results, as they apply to
a wider variety of log schemes, but the emphasis in our theorems is different. Indeed, we
are mostly interested in asymptotic statements where the size of the abelian groups that are
acting is allowed to go to infinity. On the other hand, the key technical input in the proof
of this result is Kawamata’s proof of the abelian McKay correspondence for quotients of An
by finite subgroups of the torus.
A surprising consequence of Theorem A is that, if (Y,D) is the log scheme given by a
smooth variety Y equipped with a normal crossings divisor D, then the category of perfect
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complexes over ∞
√
(Y,D) is invariant under certain log blow-ups. This has interesting appli-
cations to the theory of parabolic sheaves, and to the K-theory of these kinds of log schemes,
which we will discuss in the next section.
Before proceeding, we clarify the nature of the objects appearing in our main result by
working out explicitly the case of X = A2 equipped with the toric log structure.
Example 1.2. Consider the log scheme X = A2 equipped with the toric log structure,
together with the map A2 → A1 given by (x, y) 7→ xy, where the base A1 also has the toric
log structure. Thus, we are viewing A2 as the total space of the log smooth degeneration
of a Gm to the union of the two coordinate axes. Note that this is the local model for a
smoothing of a node in a curve.
The stack X∞ is the inverse limit of the stacks Xn := A2×A1 n
√
A1. These can be described
explicitly as follows. Consider the affine scheme Xn := Spec k[x, y, tn]/(xy− tnn), which is the
standard affine An−1 surface singularity. Then Xn is the quotient stack of Xn by the natural
action of µn (via the variable tn).
There are two ways to desingularize the stack Xn. The first way consists in considering
the n-th root stack
n
√
A2 = [Spec k[xn, yn] / µ
2
n], where x
n
n = x and y
n
n = y, and the action of
µ2n is the natural one. There is an induced map
n
√
A2 //
**
Xn //
n
√
A1.
Note that passing from A2 → A1 to n
√
A2 → n
√
A1 produces a local model for families of
balanced twisted nodal curves, in the sense of [7]. The other way to desingularize Xn is
to consider a blow-up: the An−1 singularity has a canonical minimal smooth resolution Cn,
whose exceptional divisor is a chain of (n− 1) copies of P1. Moreover the resolution is toric,
and it inherits an action of µn, whose quotient stack Cn := [Cn / µn] maps to Xn.
The two objects
∞
√
X and Xval∞ in our main theorem are, in this case, the inverse limits
of the systems { n
√
A2}n∈N and {Cn}n∈N respectively, where N is ordered by divisibility. A
version of the derived McKay correspondence in the toric setting implies that Cn and n
√
A2
are derived equivalent, and passing to the limit we obtain the statement of the Theorem A
in this particular case (we refer to Section 4 for details and the general case of Ar+1).
1.2. Categorified excision for parabolic sheaves. Parabolic bundles on curves were
introduced by Mehta and Seshadri in the late 70’s in order to formulate the Narasimhan-
Seshadri correspondence in the case of a punctured Riemann surface. The current under-
standing of the theory is that, for a pair (Y,D) given by an algebraic variety Y and a Cartier
divisor D (or more generally a fine saturated log scheme), it is possible to define an abelian
category Par(Y,D) of parabolic coherent sheaves over (Y,D) with rational weights. Work of
Biswas, Simpson, Borne, Vistoli, Talpo and others has clarified that Par(Y,D) is equivalent
to the abelian category of coherent sheaves over the infinite root stack ∞
√
(Y,D). The litera-
ture on these aspects is vast, but we refer the reader for instance to [14], [15], [16], [67], [64]
and [63] for additional information.
For technical convenience, we will assume that Y is smooth, and that D is given by a
normal crossings divisor. Parabolic sheaves over a pair (Y,D) model coherent sheaves on the
complement Y \D that have prescribed asymptotic behavior close to the boundary (encoded
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by filtrations along the boundary components and real numbers, called “weights”). This
suggests that the category of parabolic sheaves should be in some way independent of the
actual shape of the boundary D, although this is far from clear.
Our main application is a first concrete, and quite unexpected, articulation of this prin-
ciple, where we show that the category of parabolic sheaves is invariant under log blow-ups
(up to Morita equivalence). This should be viewed as a categorified form of excision for
parabolic sheaves. We formulate the precise statement below.
Theorem B (Proposition 3.9). Let (Y,D) be a pair given by a smooth variety Y over k
equipped with a normal crossings divisor D. Let (Y ′, D′) → (Y,D) be a log blow-up, such
that (Y ′, D′) is again a smooth variety with a normal crossings divisor. Then there is an
equivalence
Db(Par(Y,D)) ≃ Db(Par(Y ′, D′))
between the bounded derived categories of coherent parabolic sheaves with rational weights.
Theorem B is closely related to earlier results by other authors. By results of Fujiwara and
Kato (see [34] Theorem 6.2), Kummer e´tale cohomology with finite coefficients is invariant
under log blow-ups. An analogous statement in the setting of log syntomic cohomology was
proved by Nizio l in [49]. Our result has immediate K-theoretic consequences. Namely, it
implies that the algebraic K-theory of the Kummer-flat site of (Y,D) is invariant under a
large class of log blow-ups. We refer the reader to Corollary 3.11 in the main text for more
details on this.
Abramovich and Wise have shown in [8] that logarithmic Gromov-Witten invariants do
not change under log blow-ups. It has been suggested that a parallel theory of logarithmic
Donaldson-Thomas invariants should also exist, although many aspects are still to be under-
stood. It is reasonable to expect that, if such a theory existed, parabolic sheaves would play
in that context a role analogous to ordinary coherent sheaves in classical Donaldson-Thomas
theory. Then Theorem B might perhaps indicate that logarithmic Donaldson-Thomas in-
variants should also be insensitive to log blow-ups, exactly as logarithmic Gromov-Witten
invariants.
1.3. Restriction to the central fiber. Degeneration techniques have been ubiquitous in
algebraic geometry since the nineteenth century. Generally speaking, their purpose is to
study complex geometric objects by breaking them down into simpler pieces. Formally this
is achieved by creating singularities via flat deformations. In the last fifteen years these
methods have been applied with great success to areas of enumerative geometry such as
Gromov-Witten and Donaldson-Thomas theory, see for instance [42, 43, 5]. One important
lesson to be learned from these results is that the central fiber of a deformation, by itself, is
not sufficient to encode all the relevant geometric information. Additional data are needed,
and they take the shape of various different enhancements of the central fiber.
Most work in the literature is about the simplest case of a flat degeneration, where the
central fiber breaks down as the union of two irreducible components C1 and C2 intersecting
transversally. We have two main techniques of enhancement there. The first involves working
with a full system of expanded degenerations, as in [42, 43], which are modified central fibers
with extra irreducible components wedged in between C1 and C2. These can be viewed as the
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central fibers of modified deformations obtained by blowing-up the original total family along
the singular locus of the central fiber. In the second approach the central fiber is enhanced
instead by introducing stackyness along the common divisor of C1 and C2, as in [5]. These
methods are not mutually exclusive, they can be combined together (see [5, Section 2.2]).
A complementary point of view on enhancements comes from the study of moduli problems
on degenerate algebraic varieties, and in particular on nodal curves, which are the example
that has been studied most extensively in the literature. Here a similar geometry also
emerges. Due to the presence of singularities moduli problems are typically non-compact, but
modular compactifications can be achieved through enhancements: points on the boundary
of the compactification parametrize objects that do not live over the degenerate algebraic
variety itself, but rather on some expanded or stacky modifications of it. This point of view
can be traced back to work of Gieseker on moduli of vector bundles on nodal curves [30]. In
order to construct modular compactifications, Gieseker looked at parametrizations of vector
bundles on a system of expanded degenerations, where extra copies of P1 are wedged in
between the two branches of the node. More recent appearances of this perspective, in the
context of moduli of principal bundles on nodal curves, can be found for instance in work of
Martens and Thaddeus [45] and Solis [60], which make use of a mix of expanded and stacky
techniques.
The picture shows two kinds of enhancements of the same degenerate central
fiber: the red dot on the left stands for [Spec k/µn]; on the right we have
instead n−1 extra copies of P1k wedged between the two branches of the node,
also in red.
The enhancements of the central fiber encode additional information coming from nearby
fibers. Informally speaking, this has the effect of partially smoothening out the family. The
modern perspective is that this can be accomplished by equipping the central fiber with its
natural log structure and, in the context of Gromov-Witten theory, this point of view has
been pursued for instance in [20, 1, 31]. However, as we pointed out, it is often useful to
work with more geometric incarnations of logarithmic objects. We propose that the central
fibers of the infinite root stack and of the reduced valuativization can serve this purpose,
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and encompass many previous constructions of enhanced central fibers considered in the
literature.
More precisely, let f : X → S be a flat degeneration, where S = SpecR with R a DVR.
We claim that the fibers of Xval∞ and
∞
√
X over the “closed point” 0 ∈ ∞√S (i.e. the unique
lift of the closed point of S to the infinite root stack) model respectively the expanded and
the stacky central fibers of the family f. For illustrative purposes, let us focus on the case
where the central fiber of f is the union of two irreducible components C1 and C2 glued along
a common divisor D. Then the fiber (
∞
√
X)0 is a formal limit of root constructions along D,
and thus captures the stacky enhancements of (X)0 considered in [5] and elsewhere. On the
other hand (Xval∞ )0 is a pro-object consisting of all reduced central fibers of the modifications
of f given by blow-ups of X supported on D. This recreates the shape of the expanded
central fibers appearing in [30] and in [42].
Our third main result shows that, from the viewpoint of their sheaf theories, these two
kinds of enhancements contain the same amount of information.
Theorem C (Theorem 6.6). Assume that f : X → S is a simple log semistable degeneration,
where S is the spectrum of a DVR, and let 0 ∈ ∞√S be the closed point. Then the equivalence
Φ: Perf(Xval∞ )→ Perf(∞
√
X) restricts to an equivalence
Φ0 : Perf((X
val
∞ )0)→ Perf((
∞
√
X)0).
Theorem C can be viewed as a global version of earlier results on specializations of the
derived McKay correspondence to the fibers (as in [10]), with the usual proviso that contrary
to the existing literature we are mostly interested in asymptotic statements. We remark that
our proof depends in a substantial way on these earlier references.
The purpose of our result is twofold. On the one hand, it shows that two familiar kinds
of enhancements of degenerate central fibers are in fact closely related, as they give rise to
equivalent sheaf theories. This implies for instance that, in compactifications of moduli of
vector bundles a` la Gieseker, perfect complexes on either of the two enhancements can be
used.
On the other hand, we propose that the (central fibers of) the reduced valuativization
and the infinite root stack offer a viable generalization of the existing enhancement packages
considered in the literature. In particular, we believe that they capture the shapes of the
enhancements required to handle degeneration patterns that are more complicated than the
ones most studied in earlier references, where the central fiber breaks down as the union of
two irreducible components intersecting transversely. We plan to return to applications of
this point of view in future work.
Remark 1.3. We point out that, in concrete geometric applications (e.g. in [30] and [42]),
the relevant geometric objects are rather finite enhancements of the central fibers, where the
number of additional irreducible components and the size of the isotropy groups are kept
finite. As we explained, infinite root stacks and valuativizations are much bigger objects
made up of the inverse systems of all finite enhancements and the maps between them.
Example 1.4. Theorem C can also help to fit in a broader context existing observations
scattered in the literature. Let us focus on one concrete example, which served as one of our
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initial motivations for this project. Let X0 be a nodal rational curve of genus one, and let
Xn := [X0/µn] be the stacky quotient of X0 by the action of µn ⊆ Gm. Consider the Cartier
dual of µn, denoted Zn, and let En be the Zn-Galois cover of X0. The curve En is sometimes
called the Ne´ron n-gon, and consists of a cycle of n rational curves intersecting transversely.
These objects fit into a pair of Galois covers: (i) X0 → Xn , (ii) En → X0 .
As explained in [58], Xn and En have the same homological mirror, which is an n-punctured
symplectic torus in both cases. Thus, as a consequence of homological mirror symmetry, we
have an equivalence
Perf(Xn) ≃ Perf(En).
A different perspective on this equivalence comes fromMukai’s picture of derived equivalences
of dual abelian varieties. The curve X0 is isomorphic to its own compactified Jacobian, and
this yields a non-trivial self-equivalence of Perf(X0) which was studied for instance in [18]
and in [59]. From this perspective, the Galois covers (i) and (ii) can be interpreted as dual
isogenies: En → X0, X0 ∼ (X0)∨ → Xn ∼ (En)∨. This indicates that En play the role
of the (compactified) Jacobian of Xn, an observation which was also made by Niles (see
Question 7.3 in [46]). Mukai’s theory then also suggests that En and Xn should be derived
equivalent.
Theorem C offers a new angle on this phenomenon, which appears as a manifestation of
a much more general comparison result. Indeed, let f : X → A1 be a flat degeneration
of elliptic curves, where the central fiber X0 is a nodal rational curve. Then Theorem C
applied to f recovers precisely the equivalence Perf(Xn) ≃ Perf(En) (or, more accurately, an
asymptotic version of it).
1.4. Future directions. Our results open up many avenues for future research, and we
conclude this introduction by briefly outlining some of them. We expect that Theorem
A will be useful in clarifying the relationship between several different compactifications
and enhancements of moduli spaces appearing in the literature. An important example is
provided by the Deligne–Mumford moduli stack of genus g stable curvesMg. The stackMg
has a natural log structure given by the boundary divisor. In [21] Chiodo proves that it is
possible to construct a universal compactified Jacobian over Mg, on condition of enhancing
Mg via root constructions along the boundary divisor. Holmes achieves a similar result
in [32] by looking instead at towers of log blow-ups of Mg, which are closely related to
the valuativization of Mg. The precise relationship between these two approaches remains
elusive at the moment, but it is tempting to guess that Holmes’s and Chiodo’s constructions
might be related by a derived equivalence patterned after our Theorem A. Making this idea
precise is the subject of work in progress by two of the authors together with Holmes and
Smeets.
It would be interesting to establish sharper versions of our Theorem B. At the moment
we work under quite restrictive assumptions on the log scheme X . We believe that these
assumptions could be substantially relaxed. Additionally, it would be desirable to extend
Theorem B to categories of parabolic sheaves with real (as opposed to rational) weights. As
a preliminary step, this requires developing a new geometric approach to parabolic sheaves
with real weights, since root stack techniques are only available when weights are rational.
We believe that this is of independent interest, and this is also the subject of work in progress.
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Notations and conventions. Every scheme or algebraic stack will be quasi-compact and
quasi-separated, and defined over a base field k which is algebraically closed, of character-
istic zero, equipped with the trivial log structure. All fibered categories will be fibered in
groupoids. We will state and use several universal mapping properties in a 2-category: when
we write “unique” in that context, we will implicitly mean “in the 2-categorical sense”. All
pullback and pushforward functors between derived categories will be implicitly derived. All
monoids will be commutative, and we will typically write the operation additively. We will
also assume monoids to be integral or cancellative, i.e. if p + q = r + q, then p = r.
2. Preliminaries
2.1. Logarithmic schemes. We give a minimal reminder of the basic definitions regarding
log schemes and root stacks. See [37, 2, 16, 67] or the Appendix of [19] for more details.
A log scheme (“log” is short for “logarithmic”) is a scheme X together with a sheaf of
monoidsM on the small e´tale site, and a homomorphism of sheaves of monoids α : M → OX
that restricts to an isomorphism α−1O×X → O×X , where OX is equipped with the multiplica-
tion. This definition also makes sense if X is only a locally ringed space, using the classical
site of X instead of the small e´tale site. With mild assumptions, a log structure in the
above sense can also be seen as a symmetric monoidal functor L : M := M/O× → DivX
with trivial kernel (i.e. the only section a such that L(a) is invertible is zero), where DivX is
the symmetric monoidal stack on X of pairs (L, s) consisting of a line bundle with a global
section. For details about this reformulation we refer to [16, Section 3].
A morphism of log schemes (X,M, α) → (Y,N, β) is a morphism of schemes f : X → Y ,
together with a homomorphism of sheaves of monoids f−1N →M compatible with f−1OY →
OX . A strict morphism is a morphism as above such that the pullback of the log structure
of Y is isomorphic to the log structure of X (via the map f−1N →M).
Example 2.1. Let us consider two kinds of log schemes that are especially important in
applications. First of all, if P is a monoid, the scheme Spec k[P ] has a natural log structure
induced by the homomorphism P → k[P ] = Γ(OSpec k[P ]). Second, if X is any variety over
k equipped with a normal crossings divisor D ⊆ X , we obtain a log scheme (X,D) by
considering the subsheaf M ⊆ OX of regular functions that vanish only possibly on D.
Picking local equations for the branches of D passing through a point x ∈ X gives local
charts for the log structure, with monoid Nn, where n is the number of branches. In this
case the log structure encodes the fact that we see D as a sort of “boundary” in X .
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A chart for a log scheme X is a homomorphism of monoids P → OX(X) that induces
the homomorphism α : M → OX in the following sense: from the map P → OX(X) one
obtains a homomorphism of sheaves of monoids α˜ : P → OX where P is the constant sheaf
with stalks P . The induced homomorphism P ⊕α˜−1O×
X
O×X → OX is a log structure on
X , that we require to be isomorphic to α : M → OX (here ⊕ denotes the pushout in the
category of sheaves of monoids). Equivalently, a chart is a strict morphism of log schemes
X → Spec k[P ].
A log scheme X is quasi-coherent if locally it has charts X → Spec k[P ]. It is coherent
(resp. integral, resp. fine, resp. fine and saturated, resp. locally free) if locally it has charts
as before, where the monoid P is finitely generated (resp. integral, resp. finitely generated
and integral, resp. finitely generated, integral and saturated, resp. free). If a log scheme is
quasi-coherent, the other properties can be checked on the stalks of M on geometric points
of X . A log scheme X is Zariski if the log structure comes from the Zariski topos (see [47,
Section 2.1]).
In the sequel we will often consider also algebraic stacks equipped with a log structure.
One can define a log structure on an algebraic stack X exactly as for schemes, but by using
the lisse-e´tale site instead. By descent for fine log structures, this turns out to be the same
as a log structure on a presentation, together with descent data. All the log structures on
schemes and stacks in this paper will be integral and quasi-coherent (and often fine and
saturated). All fibered products of fine saturated log schemes and stacks will be taken in
the fine saturated category.
2.2. Root stacks. The n-th root stack
n
√
X of a fine saturated log scheme (or algebraic
stack) X is the stack over schemes/k that universally parametrizes extensions 1
n
M → DivX
of the symmetric monoidal functor L : M → DivX . In characteristic 0 it is a Deligne–
Mumford stack, and the projection
n
√
X → X is a coarse moduli space morphism. This
construction adds to a point x → X a stabilizer µrn, where r is the rank of the free abelian
group M
gp
x .
Quasi-coherent sheaves on the root stack
n
√
X correspond to quasi-coherent parabolic
sheaves on X with weights in 1
n
M
gp
[16, Theorem 6.1]. If n | m we have a natural map
m
√
X → n√X , and with these maps root stacks form an inverse system of Deligne–Mumford
stacks, with index system the set N partially ordered by divisibility. If the log structure of
X is locally free, these maps are all flat.
The inverse limit
∞
√
X =: lim←−n
n
√
X is called the infinite root stack of X . It is a stack
over schemes/k with an fpqc presentation, but it is not algebraic. Nonetheless, there is a
good theory of quasi-coherent sheaves on it, and they correspond to parabolic sheaves with
arbitrary rational weights [67, Theorem 7.3]. The infinite root stack can be thought of as a
purely algebro-geometric incarnation of a log structure itself: the association X 7→ ∞√X gives
a conservative faithful functor from fine saturated log schemes/k to stacks/k [67, Section 5].
The formation of root stacks (finite or infinite) is compatible with strict base change.
2.3. Log blow-ups and valuativizations. The valuativization of a log scheme first ap-
peared in the unpublished [36] by K. Kato (see also [33]), and it was further studied and
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used by Olsson [50] and Pahnke [54]. Nizio l [48] uses a related construction of valuative sites
for a log scheme, where one allows log blow-ups to be coverings (see Remark 2.20).
Definition 2.2. A monoid P is said to be valuative if for every a ∈ P gp, either a ∈ P or
−a ∈ P (recall that all monoids here are integral, so P → P gp is injective).
A log locally ringed space (or log algebraic stack) X is said to be valuative if all the stalks
of the sheaf M are valuative monoids.
The valuativization Xval → X of a log locally ringed space X (if it exists) is a valuative
log locally ringed space equipped with a morphism to X , such that if Y is any valuative log
locally ringed space, every log morphism Y → X factors uniquely as Y → Xval → X (so
(−)val would be the right adjoint of the inclusion functor from valuative log locally ringed
spaces into log locally ringed spaces).
For a quasi-coherent log scheme X , the valuativization exists, and can be constructed as
the inverse limit lim←−I XI of all log blow-ups of X , taken in the category of log locally ringed
spaces. The result is rarely a scheme, but it still has some geometry that one can study, and
relate to the properties of the log scheme X . This construction is a logarithmic variant of
Riemann–Zariski spaces.
In the next sections we will review the definition and basic properties of log blow-ups and
valuativizations.
2.3.1. Log blow-ups. Let us briefly recall what log blow-ups are, and how they are constructed
(more details can be found for example in [47, Section 4], and references therein). Recall
that an ideal of a monoid P is a subset I ⊆ P such that P + I ⊆ I. Let us consider a
subsheaf I ⊆M of ideals of the monoid M . We will refer to this as a “sheaf of ideals of the
log structure”.
Definition 2.3 ([47, Definition 3.1]). We will say that I is coherent if locally for the e´tale
topology of X there is a chart P → M(X) for the log structure and a finitely generated
ideal I ⊆ P of the monoid P , such that I coincides with the subsheaf of M generated by
the image of I.
We will say that I is invertible if it can be locally generated by a single element, or
equivalently if it is induced locally by a principal ideal of a chart P →M(X).
If I is coherent, then it is invertible if and only if Ix ⊆ Mx is a principal ideal for every
(geometric) point of X .
Given a coherent sheaf of ideals I of the log structure on X , the log blow-up (XI ,MI) of
X along I is a log scheme with a map fI : XI → X with the following universal property:
the ideal generated by f−1I I in MI is invertible, and every morphism of log schemes (or log
locally ringed spaces) f : Y → X such that the ideal generated by f−1I on Y is invertible
factors uniquely as Y → XI → X . Locally on X , where there is a chart P → M(X) and a
finitely generated ideal I ⊆ P inducing I, we can construct the log blow-up as the pullback
along X → Spec k[P ] of the blow-up Proj(⊕n〈I〉n) → Spec k[P ] along the ideal 〈I〉 ⊆ k[P ]
generated by I.
Remark 2.4. There are two different versions of log blow-ups, one in the category of fine log
schemes, and the other one in the category of fine saturated log schemes. The two versions
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differ by a “normalization” step (a “saturation” at the level of monoids), which is performed
in order to land in the fine saturated category (see [47, Section 4] for details).
It does not matter whether we use one or the other version to construct valuativizations,
because a valuative monoid is necessarily saturated. In the main body of the paper we will
mostly make use of the “saturated” variant, since we will be describing log blow-ups via
subdivisions of fans (and these are all saturated, as toric varieties described via fans are all
normal).
There is a filtered partial ordering on coherent sheaves of ideals of M on X : we will write
J ≥ I if there exists a coherent sheaf of ideals K ⊆ M such that J = K + I as sheaves
of ideals of M . Recall that if I and J are ideals of P , their sum I + J ⊆ P is the ideal
consisting of elements of the form i + j with i ∈ I and j ∈ J (in the more usual setting of
rings, this corresponds to the product of two ideals). By the universal property, whenever
J ≥ I the map XJ → X factors uniquely as XJ → XI → X , so we get an inverse system
in the category of log schemes {XI}I indexed by coherent sheaves of ideals I of the log
structure. For later reference, we note that the formation of log blow-ups is compatible with
strict base change (where we blow-up the pullback sheaf of ideals).
Remark 2.5. If X is a (normal) toric variety, that we see as a log scheme via the natural
log structure, then we also have “toric blow-ups”, that are given by subdivisions of the
fan Σ of X . It turns out that every (saturated) log blow-up of X is of this form: by [47,
Proposition 4.3], the log blow-up along a coherent sheaf of ideals I ⊆M is the same as the
normalization of the blow-up of X along the coherent sheaf of ideals (in the usual sense, this
time) 〈α(I)〉 ⊆ OX generated by I in OX , via the map α : M → OX . If X = Spec k[P ] is
affine, the global sections of this image will be a homogeneous ideal of the monoid algebra
k[P ], and the blow-up along this ideal can be described via a subdivision of the corresponding
cone. The subdivisions on the affine pieces will be compatible on the overlaps, and this gives
a subdivision of Σ realizing the log blow-up.
In particular, toric blow-ups are cofinal among log blow-ups of a normal toric variety.
2.3.2. Valuativization of quasi-coherent log schemes. Let us describe how to construct the
valuativization Xval of a quasi-coherent log scheme: consider the inverse limit lim←−I XI of
all log blow-ups, as a locally ringed space. For a coherent sheaf of ideals I ⊆ M , denote
by piI : Xval → XI the projection. By pulling back the log structures of XI , on Xval we
have a filtered direct system of sheaves of monoids, and we set Mval := lim−→I pi
−1
I MI . This
sheaf has a natural induced map to OXval = lim−→I pi
−1
I OXI , that gives a log structure on the
locally ringed space Xval. The projection Xval → X (and all the maps piI) are naturally
log morphisms, and in fact Xval is the limit of diagram {XI}I in the category of log locally
ringed spaces.
Remark 2.6. Note that, since every fine saturated log scheme X admits a log blow-up XI
with Zariski log structure [47, Theorem 5.4], in the above construction we can assume that
the log structure of X itself (and thus of every log blow-up, cfr. [47, Proposition 4.5]) is
Zariski.
The proof that the inverse limit of the log blow-ups is a valuativization is a consequence
of the following lemma.
14 SCHEROTZKE, SIBILLA, AND TALPO
Lemma 2.7 ([50, Lemma 7.1.2]). Let P be an integral monoid. Then P is valuative if and
only if every finitely generated ideal I ⊆ P is principal. 
Proposition 2.8 ([36, Theorem 1.3.1]). Let X be a quasi-coherent log scheme. Then the
inverse limit of all log blow-ups along coherent sheaves of ideals Xval = lim←−I XI as described
above is a valuativization for X.
Sketch of proof. One shows that Xval is valuative by checking that for every point p ∈ Xval
the stalk Mvalp = lim−→I(MI)piI(p) is a valuative monoid. In order to do this, by the previous
lemma it suffices to check that every finitely generated ideal J ⊆ Mvalp is principal. This
follows from the following reasoning. The generators of J come from some log blow-up XI
of X , denote by JI ⊆ (MI)piI(p) the ideal that they generate (so that the ideal generated
by the image of JI in Mvalp will be exactly J). We can then find a coherent sheaf of ideals
I ′ on X dominating I, and whose image in (MI)piI(p) dominates JI . Hence, on the log
blow-up XI′ (that dominates XI) we can conclude that the ideal generated by the image of
JI ⊆ (MI)piI(p) is principal. Therefore, at the limit, J ⊆Mvalp will also be principal.
It is also easy to check that if Y is a valuative log locally ringed space and f : Y → X is
a log morphism, then this factors uniquely as Y → Xval → X (again by making use of the
previous lemma, and the universal property of log blow-ups). 
Example 2.9. Since any monoid of rank 0 or 1 is valuative, any log scheme where the stalks
of M have rank ≤ 1 is valuative. In higher rank the situation is drastically different, as
integral finitely generated monoids of rank at least 2 are never valuative. Because of this,
even the valuativization of A2 with its natural log structure is quite complicated.
2.4. Valuativization of log stacks. In this paper it will be important to consider also
the valuativization of some kinds of log stacks. To this purpose we will presently explain a
variant of the process that we recalled above, that applies to stacks as well. For a log stack
X , in case log blow-ups make sense (for example if X is algebraic, as we explain below), we
will regard the inverse limit lim←−I XI , in a rather formal way, just as a fibered category with
a log structure.
Definition 2.10. Let C be a fibered category over schemes/k. A log structure (ξ(S,φ), ψ(a,β))
on C is given by:
• a log structure ξ(S,φ) = (M(S,φ), α(S,φ)) on a scheme S, for every pair (S, φ) where φ is
an object φ ∈ C(S) (i.e. a map φ : S → C),
• an isomorphism ψ(a,β) : a∗ξ(S′,φ′) → ξ(S,φ) for every 2-commutative diagram
S
a

φ // C
β
]e❈❈❈❈
S ′
φ′
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
• such that the obvious compatibility with respect to compositions (S, φ)→ (S ′, φ′)→
(S ′′, φ′′) is satisfied.
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We will say that a log structure on C is quasi-coherent, integral, finitely generated, fine, sat-
urated, valuative if the corresponding property is satisfied for every one of the log structures
ξ(S,φ).
Remark 2.11. The category of fine log structures on a fibered category C can also be
described as the category of functors C → LOGk (commuting with the projections to the
category of schemes/k) to Olsson’s classifying stack of fine log structures over Spec k. Note
that since LOGk is a category fibered in groupoids, every such functor is automatically
cartesian.
We will call a fibered category with a log structure a log fibered category. One can also
define morphisms of log structures in the obvious way, as well as morphisms of log fibered
categories (as a functor of fibered categories over schemes/k, plus compatible morphisms of
log structures for every scheme mapping to the source fibered category). If C is a scheme or
an algebraic stack, this recovers the usual definition of log structure, and the usual properties.
In those cases one can restrict the attention to the appropriate small sites (the small e´tale
site for a scheme, the lisse-e´tale site for an algebraic stack), where everything becomes more
manageable.
Example 2.12. Let X be a fine saturated log scheme over k. There is a tautological quasi-
coherent log structure on the infinite root stack
∞
√
X : for a scheme S, a morphism S → ∞√X
corresponds by definition to a Deligne–Falings structure Λ: MQ → DivS, that in turn gives
a log structure in the sense of Kato α∞ : M∞ → OS (cfr. [16, Theorem 3.6]). This log
structure can also be obtained as a direct limit of the pullbacks of the log structures Mn of
the finite root stacks
n
√
X along the projections
∞
√
X → n√X.
We can define the valuativization of any log fibered category C, by the universal mapping
property with respect to morphisms from valuative log fibered categories.
Definition 2.13. Let C be a log fibered category. The valuativization Cval of C is a valuative
log fibered category with a morphism of log fibered categories Cval → C, such that for
every valuative log fibered category D mapping to C there exists a unique factorization
D → Cval → C.
Note that in the definition above, and in the rest of this section, we are using “unique” to
mean “unique in the 2-categorical sense”. Of course it is not clear why such a thing should
exist in full generality. We will construct it when C is a fine log algebraic stack, or the infinite
root stack of a fine and saturated log algebraic stack.
Remark 2.14. It is easy to see that if Cval → C is a valuativization of C, and D → C is a
strict morphism of log fibered categories (i.e. for a map S → D, the induced log structure
on S is isomorphic to the one given by the composite S → D → C), then the projection
D ×C Cval → D is a valuativization for D.
Proposition 2.15. For a log algebraic stack X, there exists a valuativization Xval → X,
obtained as limit of log blow ups of X.
Proof. First, note that if I is a coherent sheaf of ideals of the log structure on X , then there
is a log blow-up XI → X . This can be constructed by taking a groupoid presentation R⇒ U
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for X , and by defining XI as the stack associated to the groupoid RI ⇒ UI (note that these
maps are still smooth, as they are a base change of the structure maps s, t : R→ U , because
these maps are strict). The stack XI has a natural log structure, and the resulting map
XI → X has the universal property of log blow-ups, as for log schemes.
Hence we can consider the inverse limit Xval = lim←−I XI as a fibered category (here I runs
through all coherent ideal sheaves of the log structure on X). The log structure on Xval is
described as follows: if φ : S → Xval is a morphism, it corresponds by construction to a family
(φI , ηJ≥I) of morphisms φI : S → XI for every coherent sheaf of ideals I, and compatible
natural equivalences ηJ≥I between the composites S
φJ−→ XJ → XI and S φI−→ XI every
time J ≥ I. By pulling back the log structure (MI , αI) of XI to S, we obtain an inductive
system of log structures on S. We define ξ(S,φ) as the limit lim−→I φ
−1
I MI , with the induced
map to OS. Routine verifications show that there are also natural isomorphisms ψ(a,β) as in
the definition above, so that we get a log structure on Xval. The fact that this log fibered
category is a valuativization is proved in the same way as Proposition 2.8. 
Let us check that if X is a log scheme, this version of the valuativization is compatible
with the locally ringed space of Proposition 2.8.
Proposition 2.16. Let X be a quasi-coherent log scheme, and consider the valuativization
Xval as a (log) locally ringed space. We can consider the induced fibered category FXval over
schemes, by defining the category FXval(S) to be the set of morphisms S → Xval as locally
ringed spaces.
If we temporarily denote by lim←−I XI the valuativization as a fibered category, then there is
a canonical isomorphism
lim←−I
XI ≃ FXval
of log fibered categories over schemes/k.
Proof. This is clear from HomLRS(S,X
val) = HomLRS(S, lim←−I XI) = lim←−I HomSch(S,XI),
where LRS denotes the category of locally ringed spaces. It is also clear that the log structures
will coincide, since they are defined in the exact same way for the inverse limit of fibered
categories and for the locally ringed space. 
Remark 2.17. One can ask if anything is lost by considering the valuativization formally as
an inverse limit of functors, rather than as a locally ringed space as in [36] and Proposition
2.8 above. More generally, one can associate a functor over schemes to an arbitrary locally
ringed space, in the same way. Despite the fact that it is unlikely that this process will be
full and/or faithful in general, it is still possible that for a quasi-coherent log scheme X ,
the locally ringed space Xval could be reconstructed from the functor that it represents on
schemes.
We will make no actual use of the geometry of the locally ringed space Xval in this paper,
so we leave the question open to further investigation.
2.4.1. Valuativization of an infinite root stack. As mentioned earlier, we will also consider
valuativizations of infinite root stacks of fine saturated log algebraic stacks. These infinite
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root stacks are not algebraic, so a little more care is required in this case. What allows
everything to work out fine is the fact that they are “pro-algebraic”.
Let X be a fine saturated quasi-compact log scheme (or log algebraic stack) over k, and
consider the infinite root stack
∞
√
X. This has a tautological log structure, as explained in
Example 2.12. Recall that the infinite root stack is an inverse limit
∞
√
X = lim←−n
n
√
X of the
log algebraic stacks
n
√
X.
There are at least three ways of constructing the valuativization of
∞
√
X : we could
• construct log blow-ups along coherent sheaves of ideals of ∞√X and then pass to the
limit with respect to the ideals, or
• consider the valuativizations n√Xval (this makes sense, since n√X is a log algebraic
stack), and then pass to the limit with respect to the index n, or
• mix the two approaches, and consider the inverse system of log blow-ups n√XI of the
finite root stacks along coherent sheaves of ideals of their log structure.
All three constructions can be carried through, and will yield the same log fibered category
for
∞
√
X
val
. In the following we will use the third approach, since it is best suited for our
purposes.
Consider for every n ∈ N the set In of coherent ideal sheaves Iαn of the log structure on
n
√
X, and form the set I = {(n, Iαn )}n∈N,Iαn∈In. This set has a filtered partial ordering, by
declaring that (m, Iβm) ≥ (n, Iαn ) if n | m and, if (Iαn )m denotes the sheaf of ideals on m
√
X
generated by the pullback of Iαn , then we have Iβm ≥ (Iαn )m as sheaves of ideals on m
√
X .
For every pair of elements of I such that (m, Iβm) ≥ (n, Iαn ), by the universal property
of log blow-ups we have a map
m
√
XIβm →
n
√
XIαn , and we can consider the inverse limit
lim←−(n,Iαn )∈I
n
√
XIαn .
Proposition 2.18. The inverse limit lim←−(n,Iαn )∈I
n
√
XIαn is a valuativization for
∞
√
X.
Proof. This proof is also along the lines of the proof of Proposition 2.8.
Let us show that the log structure of the inverse limit is valuative: given a scheme S with
a map S → lim←−(n,Iαn )∈I
n
√
XIαn and a geometric point s→ S, we want to show that the monoid
MS,s = lim−→(n,Iαn )((Mn)Iαn )sn,α is valuative (where we denote by sn,α the image of s in
n
√
XIαn ).
Let us consider a finitely generated ideal J ⊆ MS,s. Its finitely many generators all come
from ((Mn)Iαn )sn,α for some (n, Iαn ) ∈ I, let us denote by J(n,Iαn ) the ideal they generate
in the monoid ((Mn)Iαn )sn,α. Then we can find a sheaf of ideals Iβn of the log structure of
n
√
X dominating Iαn , and whose image in ((Mn)Iαn )sn,α dominates the ideal J(n,Iαn ). Consider
the log blow-up
n
√
XIβn . By construction, the image of J(n,Iαn ) in the monoid ((Mn)Iβn )sn,β
is a principal ideal. Since the map from the inverse limit factors through the projection
n
√
XIβn →
n
√
XIαn , we can conclude that J is also principal. By Lemma 2.7, it follows that
the log structure of S is valuative.
It is also easy to check that if C is a valuative log fibered category mapping to ∞√X, then
we have a unique factorization C → ∞√Xval → ∞√X , by using Lemma 2.7. 
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Remark 2.19. Let us also explicitly note that for every cofinal subsystem J ⊆ I we will
also have lim←−(n,Iαn )∈J
n
√
XIαn ≃
∞
√
X
val
.
Remark 2.20. In [48, Section 2.2], Nizio l considers valuative variants of the Kummer-
flat and Kummer-e´tale sites (among others), by allowing as covers also log blow-ups. This
valuativization procedure should be a “geometric counterpart” to these valuative sites.
More precisely, the valuativization Xval of X itself corresponds, loosely speaking, to the
valuative Zariski site (denoted by Xval in [48]), and the valuativization of the infinite root
stack
∞
√
X
val
should correspond to the valuative Kummer-e´tale site (which coincides with the
“full” log e´tale site). In fact, one can define a small e´tale site for the infinite root stack, and
the associated topos turns out to be equivalent to the Kummer-e´tale topos (see [67, Section
6.2]). Introducing log blow-ups into the picture should give the full e´tale site instead.
Thus, the valuativization of the infinite root stack
∞
√
X
val
can be thought of as a geometric
incarnation of the full log e´tale site of a fine saturated log scheme X .
2.5. Toric stacks. We recall the basic definitions of stacky fans and toric stacks from [29].
Recall that ifN is a lattice and Σ is a rational polyhedral fan in the vector spaceNR = N⊗ZR,
there is an associated normal toric variety XΣ.
Definition 2.21. A stacky fan is the datum of a rational polyhedral fan Σ in a vector space
NR for a lattice N , and a homomorphism of lattices f : N → N ′, with finite cokernel.
To a stacky fan one can associate a toric stack as follows: the homomorphism of lattices f
gives a homomorphism of toriD(f∨) : D(N∨)→ D((N ′)∨), where we are denoting by N∨ the
lattice Hom(N,Z), and by D(−) the Cartier dual Hom(−,Gm). Set G := kerD(f∨).Then,
since G is a subgroup of the torus D(N∨) of the toric variety XΣ, there is a natural action
of G on XΣ.
Definition 2.22. The toric stack associated with the stacky fan (Σ, f : N → N ′) is the
quotient stack [XΣ/G].
Toric stacks and stacky fans will be used in the main text to describe root stacks and
log blow-ups of some local models for our constructions. We end this subsection with a few
examples that can be useful to keep in mind.
Example 2.23. Fix a positive integer n. Consider the action of µn on A
2 given by ξ ·(x, y) =
(ξx, ξ−1y). The quotient stack X = [A2/µn] is a smooth Deligne–Mumford stack, and its
coarse moduli space is the An−1 singularity X = A2/µn = Spec k[x, y, tn]/(xy − tnn).
The quotient stack X is a toric stack: the lattice N here is the lattice Z2, the fan Σ is
the first quadrant in R2, and N ′ is the lattice given by points of the form 1
n
(a, b) in R2, with
a + b ≡ 0 (mod n). The induced morphism of tori G2m ∼= D(N∨) → D((N ′)∨) ∼= G2m can
be written (by appropriately choosing the isomorphisms) as (s, t) 7→ (st−(n−1), tn), and its
kernel can be identified with µn ⊆ Gm embedded anti-diagonally ξ 7→ (ξ, ξ−1). The toric
variety XΣ is A
2, and the result of the procedure outlined above is precisely the quotient
stack [A2/µn].
Note also that the coarse moduli space A2/µn is the toric variety given by the same fan
Σ, but with respect to the bigger lattice N ′.
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Example 2.24. Consider A2 as a toric variety, with its natural log structure. Its fan Σ is
the first quadrant in the vector space R2 associated with the lattice Z2. All its root stacks
n
√
A2 are toric stacks (and this holds in broader generality for toric varieties). In order to
write a stacky fan for
n
√
A2 it suffices to consider the same fan Σ of A2, but as a fan in the
lattice nZ2, together with the inclusion of lattices N = nZ2 ⊆ Z2 = N ′. The corresponding
toric variety XΣ is again A
2 (mapping to the original A2 via (x, y) 7→ (xn, yn)), and it has
an action of the kernel µ2n of the induced map of tori G
2
m → G2m given by (s, t) 7→ (sn, tn).
The resulting quotient is [A2/µ2n], which is indeed naturally identified with
n
√
A2. Taking its
coarse moduli space, i.e. by considering Σ as a fan in the bigger lattice N ′, we get back the
original A2.
Also, note that subdivisions of Σ give both toric blow-ups of the original A2, and log blow-
ups of the root stack
n
√
X. Indeed, a subdivision of Σ as a fan with lattice N gives a toric
blow-upX → XΣ = A2, and the action of µ2n lifts toX . The quotient stack [X/µ2n]→ [A2/µ2n]
gives a log blow-up of the stack
n
√
A2.
2.6. Dg-categories and categories of sheaves. Throughout the paper a dg-category will
be a k-linear differential graded category. We refer the reader to [40] and [25] for additional
information on dg-categories and their basic properties. All limits and colimits of diagrams
of dg-categories are to be understood as homotopy limits or colimits in the category of dg-
categories, equipped with its Morita model structure of [62] and [69]. Most dg-categories
appearing in this paper will be triangulated, see [70, Section 4.4] for a discussion of this
notion. Let C be a dg-category and let A and B be objects of C. We denote HomC(A,B)
the complex of morphisms between A and B. We will also make use of the concept of a
t-structure of a triangulated dg-category. By definition, a triangulated dg-category C has
a t-structure if its homotopy category Ho(C) has a t-structure in the ordinary sense. A
reference for the theory of t-structures of stable (∞, 1)-categories is [44, Section 1.2.1]. The
discussion there applies without variations to the case of triangulated dg-categories. Given
an abelian category A, we denote the canonical dg enhancement of its bounded derived
category by Dbdg(A).
In the richer homotopical context of dg-categories, quasi-coherent sheaves can be defined
in complete generality for arbitrary (higher and derived) stacks, and they enjoy good descent
properties. A discussion of these aspects can be found in the introduction of [11]. If X is
a stack, we denote by Qcoh(X) the triangulated dg-category of quasi-coherent sheaves on
X , and by Perf(X) its full subcategory of perfect complexes. The tensor product of quasi-
coherent sheaves equips Qcoh(X) with a symmetric monoidal structure, and Perf(X) can
be defined as the full subcategory of dualizable objects. Passing to the homotopy categories
we recover the ordinary unbounded derived category of quasi-coherent sheaves, and the
triangulated category of perfect complexes on X .
Remark 2.25. Throughout the paper we will work with the category of perfect complexes
over our scheme or stacks, rather than with the bounded derived category. In the presence
of singularities, Perf(−) is in some respects better behaved than Db(−). We remark that
the two notions coincide when working with smooth geometric objects, under reasonable
assumptions. This is the case for instance for a locally Noetherian regular scheme, see Illusie’s
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Expose´ I in SGA6 [13] or, for a more recent reference (and a stronger result), Corollary 3.0.5
of [12].
By [27, Theorem 1.3.4], the dg-category of quasi-coherent sheaves Qcoh(−) satisfies faith-
fully flat descent. Namely, let Y → X be a faithfully flat cover, and let Y • be the simplicial
object given by the Cˇhech nerve of Y → X . Then we have
lim←−Qcoh(Y
•) ≃ Qcoh(X),
where the (homotopy) limit on the left is computed in the category of symmetric monoidal
dg-categories. It is easy to see that dualizable objects in the limit are the same as the limit
of dualizable objects. Thus, passing to dualizable objects on both sides, we obtain
lim←−Perf(Y
•) ≃ Perf(X).
As a consequence Perf(−) also satisfies faithfully flat descent. This will be an important
technical ingredient in our arguments.
Quasi-coherent sheaves on pro-stacks. We will work with pro-objects in stacks. We make
the following formal definition of the category of perfect complexes on a pro-stack.
Definition 2.26. Let {Xi}i∈I be a pro-object in stacks. We will formally define
Perf(lim←−
i
Xi) := lim−→
i
Perf(Xi)
as a dg-category.
We do not claim that Definition 2.26 is a reasonable definition of the category of perfect
complexes over an arbitrary pro-object in stacks. However, in the concrete case of the kind
of pro-stacks that we will be interested in, this definition can be justified. We devote the
rest of this section to a discussion of this aspect.
Remark 2.27. If the transition maps Xj → Xi are affine, so that the inverse limit is also
naturally an algebraic stack X , and if additionally every Xi is coherent, and affine over
a quasi-compact scheme or stack X0, then we have an equivalence of abelian categories
Coh(lim←−iXi) ≃ lim−→Coh(Xi) by the results of [24, IV, §8], and an equivalence of categories
Perf(lim←−iXi) ≃ lim−→i Perf(Xi) (see [61, Tag 09RC]). We remark however that this result does
not apply to our situation, since the structure maps in the inverse systems that we will
consider are not affine.
We will work with two kinds of inverse systems, given by infinite root stacks and valua-
tivizations, which were introduced in the previous section. Infinite root stacks are inverse
limits of the inverse system { n√X}n∈N of finite root stacks of the log scheme or stack X.
These stacks have groupoid presentations Rn ⇒ Un → n
√
X that fit very nicely together (the
projections lift to affine morphisms Rm → Rn and Um → Un). Because of this we have a
concrete description of quasi-coherent and coherent sheaves on
∞
√
X (see [67, Section 4]), and
thus also of the category of perfect complexes Perf(
∞
√
X). We will check below (Proposition
2.30) that, under some assumptions, this gives the same dg-category as the direct limit of
the categories of perfect complexes Perf(
n
√
X) of the finite root stacks. Thus, in the case
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of the infinite root stack, Definition 2.26 gives a reasonable notion, since it captures perfect
complexes on the actual limit of the inverse system.
The structure maps of the second inverse system, which computes the valuativization, are
blow-ups. Thus they are very far from being affine as required by Remark 2.27. In this case
it is maybe less clear that our definition for the category of perfect complexes is reasonable.
We do not explore this question any further, but we point out the following related result.
If X is a log regular quasi-compact log scheme X , then Nizio l [48, Corollary 3.9] proves that
the direct limit of the category of locally free sheaves on the Kummer-flat site of log blow-ups
of X is equivalent to the category of locally free sheaves on the valuative Kummer-flat site
of X . Thus, at least under these assumptions and in the “Kummer-flat” context, vector
bundles on the valuativization are modeled by the colimit of the categories of vector bundles
on log blow-ups.
To conclude this section we will check that, as anticipated, under reasonable assumptions
we have an equivalence
Perf(
∞
√
X) ≃ lim−→
n
Perf(
n
√
X).
We start by proving a general result on colimits of pretriangulated dg-categories equipped
with a t-structure.
Theorem 2.28. Let I be a filtered category, and let {Ci}i∈I be a filtered system of dg-
categories. Assume that all the structure maps
αi→j : Ci → Cj
are fully faithful. Then the colimit C := lim−→Ci is the following dg-category
• The objects of C are given by the union ⋃i∈I Ob(Ci).
• The Hom complex between Ai ∈ Ci and Aj ∈ Cj is given by
HomC(Ai, Aj) = HomCl(αl→i(Ai), αl→j(Aj))
where l is any object of I that is the source of morphisms j ← l → i.
Proof. Cohn has shown in [22] that the underlying ∞-category of the category of dg-
categories, with the Morita model structure, is the ∞-category of k-linear stable categories.
Furthermore, as stabilization is a left adjoint, we can compute a filtered colimit of stable
k-linear ∞-categories in the category of ∞-categories. A description of filtered colimits of
∞–categories is given in [56]. Then the fully faithfulness of the structure maps, together
with the result of [56], implies our claim. 
We need a refinement of this result to the case where the categories Ci are the dg en-
hancements of bounded derived categories, and the structure maps are exact. Notations and
assumptions in the next lemma are carried over from Theorem 2.28.
Lemma 2.29. Assume that Ci = Dbdg(Ai), where {Ai}i∈I is a filtered system of abelian
categories. Assume also that the structure maps preserve the abelian categories, that is, for
all i→ j in I, αi→j(Ai) ⊂ Aj. Then there is an equivalence
lim−→
i
Ci = lim−→
i
Dbdg(Ai) ≃ Dbdg(lim−→
i
Ai).
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Proof. It is easy to see from the explicit description of C = lim−→Ci given in Theorem 2.28 that
the colimit of the canonical t-structures in Ci forms a t-structure on C with heart lim−→iAi.
The δ-functor lim−→Ai → C induces a functor D
b
dg(lim−→Ai)→ lim−→Ci = C, as D
b
dg(lim−→Ai) is the
triangulated hull of lim−→Ai. The fact that this is an equivalence follows from [44, Proposition
1.3.3.7] and the explicit descriptions of the Hom complexes in C. 
Proposition 2.30. Let X be a noetherian fine saturated log algebraic stack over k, with
locally free log structure. Then there is an equivalence of dg-categories
lim−→
n
Perf(
n
√
X) ≃ Perf(∞
√
X).
Proof. Applying Lemma 2.29, we obtain that the colimit lim−→nD
b
dg(Coh(
n
√
X)) is equivalent
to Dbdg(lim−→nCoh(
n
√
X)). Since X is noetherian and the log structure is locally free, we can
apply [67, Proposition 6.1] (together with [67, Proposition 4.19]), and conclude that the
direct limit lim−→n Coh(
n
√
X) is equivalent to the abelian category Coh(
∞
√
X). This implies
that
lim−→
n
Dbdg(Coh(
n
√
X)) ≃ Dbdg(Coh(
∞
√
X)).
Note that there is an inclusion Perf(
∞
√
X) ⊆ Dbdg(Coh(
∞
√
X)). Indeed, by [67, Propo-
sition 4.19], the structure sheaf O∞√X is coherent. Thus, using [28, Section 1.5],
∞
√
X
is eventually coconnective and, by the proof of [28, Proposition 1.5.3], this implies that
Perf(
∞
√
X) ⊆ Dbdg(Coh(∞
√
X)). Further Perf(
∞
√
X) can be characterized as the full subcate-
gory of dualizable objects inside Dbdg(Coh(
∞
√
X)). In symbols, we write
Perf(
∞
√
X) = (Dbdg(Coh(
∞
√
X)))dual
From the explicit description of lim−→nD
b
dg(Coh(
n
√
X)) given by Theorem 2.28, and the fact that
the structure maps are monoidal, we conclude that the dualizable objects in Dbdg(Coh(
∞
√
X))
are given by the image of the dualizable objects in the categories Dbdg(Coh(
n
√
X)). In formulas
lim−→
n
Perf(
n
√
X) = lim−→
n
(Dbdg(Coh(
n
√
X)))dual ≃ (Dbdg(Coh(
∞
√
X)))dual ≃ Perf(∞
√
X),
which is what we wanted to prove. 
Note that by [67, Theorem 7.3] the category of quasi-coherent sheaves on
∞
√
X is equivalent
to the category Par(X) of parabolic sheaves on X with rational weights. Therefore we can
also identify Dbdg(Coh(
∞
√
X)) with the (dg enhancement of the) bounded derived category of
the category of coherent parabolic sheaves with rational weights on X .
3. Setup and statement of the main theorem
In this section we specify our setup and explain the construction of the two objects that
we will prove to be “derived equivalent”. We will then state our main result (Theorem 3.8),
and start with the proof in the next section.
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Assumption 3.1. Let X be a fine saturated log algebraic stack over k with affine stabilizer
groups, which is moreover log flat over the base field k (equipped with the trivial log struc-
ture), and such that the log structure is locally free, i.e. for every geometric point x → X
we have an isomorphism MX,x ∼= Ns for some s ∈ N.
Note that such an X has local charts of the form X → As, where As has its canonical
toric log structure, and log flatness is equivalent to requiring that these maps be flat in
the classical sense (see for example [51, Theorem 4.15]). In fact, we require log flatness of
X exactly in order to have flatness of these chart morphisms. This is ultimately used (in
Section 5.2) to ensure that certain fibered products along these morphisms coincide with the
derived fiber product, and therefore we can compare the dg-category of perfect complexes
on such a fiber product with perfect complexes of the factors (Lemma 5.3).
Example 3.2. A smooth variety Y equipped with a normal crossings divisor D gives a log
scheme (Y,D), which is of this form. More generally, if Z → Y is a flat morphism (where
Y is as above), then we can equip Z with the pullback log structure, and the resulting log
scheme will still satisfy our assumptions.
One of the sides of our derived equivalence is given by root stacks ofX . For every n ∈ N we
can form
n
√
X , and the inverse limit of this system is the infinite root stack
∞
√
X = lim←−n
n
√
X .
Describing the other side is slightly more complicated. Instead of forming root stacks
we are going to take log blow-ups, but before doing that we need to perform a preliminary
construction. We consider a second log structure on X (or, more precisely, on the underlying
algebraic stack X of X) as follows.
Let C ⊆ X be the reduced closed substack where the log structure of X is concentrated
(i.e. the stalkMX,x is not zero), and denote by NC the constant sheaf over C with stalks equal
to the monoid N (pushed forward to X). In our setting, there is a unique homomorphism of
sheaves of monoids NC →MX on X such that for every geometric point x→ C, the induced
homomorphism
(NC)x = N→MX,x ∼= Ns
is the diagonal map n 7→ (n, . . . , n) (note that this does not depend on the chosen isomor-
phismMX,x ∼= Ns). By composing this homomorphism with the symmetric monoidal functor
MX → DivX that encodes the given log structure of X , we obtain a second log structure
on the algebraic stack X . Let us denote by X ′ the resulting log algebraic stack. There
is a natural morphism of log algebraic stacks X → X ′, that on charts is described by the
diagonal homomorphism N→ Ns.
Locally where X has a chart X → As, we can consider the toric morphism As → A1
given by (x1, . . . , xs) 7→ x1 · · ·xs, and the pullback on X of the log structure of A1 via the
composite X → As → A1. These locally defined log structures on X glue together to give
the global one described in the previous paragraph. In particular X ′ is again a fine saturated
log algebraic stack.
Remark 3.3. If (Y,D) is a smooth variety with a normal crossings divisor, then this second
log structure can be described as follows: consider the morphism Y → [A1/Gm] determined
by the line bundle OX(D) with its tautological global section (recall that morphisms to
[A1/Gm] are classified by line bundles with global sections). The alternative log structure
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on Y is obtained by pulling back the natural log structure of [A1/Gm] via this map. If the
divisor D has a global equation {f = 0}, then Y → [A1/Gm] factors through Y → A1
determined by the regular function f on Y , and the log structure can be pulled back from
this A1.
Before taking root stacks and log blow-ups, we will preliminarily extract every possible
root out of the log structure of X ′. For later reference let us introduce special notations for
the root stacks of X ′.
Definition 3.4. We denote by Xn the n-th root stack
n
√
X ′, and by X∞ the infinite root
stack
∞
√
X ′.
Since taking root stacks commutes with strict base change, locally where X has a chart
of the form X → As we have cartesian diagrams
Xn //

X

X∞ //

X

n
√
A1 // A1
∞
√
A1 // A1
where X → A1 is the composite X → As → A1, as discussed above.
Remark 3.5. As mentioned in the introduction, the significance of this operation is best
understood by thinking of X as the total space of a simple kind of semistable degeneration.
We will be more precise about these degenerations in Section 6. Suppose for simplicity that
we are in the local situation, so there is a flat chart X → As, that we can compose as before
with As → A1. Assume also that the resulting morphism X → A1 is log smooth.
If we think of X as a degeneration over A1 with singular central fiber, we want to modify
X in order to add stackyness over the singular locus of the central fiber (via root stacks), or
to allow the central fiber to degenerate by inserting additional components in the singular
locus (via log blow-ups). In order to do this, there are at least two problems with our picture:
root stacks
n
√
X of X will have stacky structure along the whole central fiber (not only on
the singular locus), and neither root stacks nor log blow-ups will have reduced fibers over
the base A1 itself. This can already be seen in the simple case of A2 → A1 sending (x, y) to
xy.
Both problems are solved if, before modifying in either way, we extract roots of the coor-
dinate of the base A1, by base changing to root stacks
n
√
A1 for various values of n (or for
n = ∞, at the limit). Note that n
√
A1 has a natural e´tale presentation given by A1 itself
acted on by µn in the obvious way, and the composite A
1 → n
√
A1 → A1 is the map sending
t to tn. Base changing through this kind of finite maps is of course familiar from the context
of semistable reduction.
On one side of our derived equivalence we will have the infinite root stack
∞
√
X∞. Note that
there is a canonical isomorphism of stacks
∞
√
X∞ → ∞
√
X . For the other side of our derived
equivalence, we will consider the valuativization Xval∞ = lim←−(n,Iαn )(Xn)Iαn , where I = {(n, I
α
n )}
is the direct system of coherent sheaves of ideals of the log structure on the stacks Xn =
n
√
X ′
that we already considered in (2.3), and (Xn)Iαn denotes the log blow-up along Iαn .
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Let us also consider the fibered product Y :=
∞
√
X ×X∞ Xval∞ , and the resulting cartesian
diagram
Y
||②②
②②
②②
②②
""❊
❊❊
❊❊
❊❊
❊
∞
√
X
""❊
❊❊
❊❊
❊❊
❊❊
Xval∞
||③③
③③
③③
③③
X∞
where everything also lives over the original X .
Recall from Section 2.6 that we define the categories of perfect complexes of
∞
√
X and
(X∞)val by taking a direct limit of the categories of perfect complexes of the algebraic stacks
that make up their defining inverse system (note that for this we are using the whole inverse
system, and not just the limit). In other words
Perf(
∞
√
X) = lim−→
n
Perf(
n
√
X)
and
Perf(Xval∞ ) = lim−→
(n,Iαn )
Perf((Xn)Iαn ).
As explained earlier, the first formula can actually be seen as a statement rather than a
definition, at least if X is noetherian (Proposition 2.30).
Now we observe that there is a natural functor Φ: Perf(Xval∞ ) → Perf(∞
√
X), which is
morally the Fourier-Mukai functor given by the structure sheaf OY of the fibered product.
Since Y is just a fibered category in our formalism, instead of trying to make precise sense
of this, let us note that Φ can be defined as a colimit of “honest” Fourier-Mukai functors.
Attached to the filtered direct system I = {(n, Iαn )}, we have three corresponding inverse
systems of stacks: we can assign to (n, Iαn ) either:
• the stack Xn (note that this disregards Iαn ). For (m, Iβm) ≥ (n, Iαn ) we have a natural
map Xm → Xn, and the inverse limit is the stack X∞;
• the stack n√X (this disregards Iαn as well). For (m, Iβm) ≥ (n, Iαn ) we have a natural
map
m
√
X → n√X , and the inverse limit is the stack ∞√X;
• the log blow-up (Xn)Iαn . For (m, Iβm) ≥ (n, Iαn ) we have a natural map (Xm)Iβm →
(Xn)Iαn , and the inverse limit is the stack X
val
∞ .
We can also set Y(n,Iαn ) :=
n
√
X ×Xn (Xn)Iαn . Together with the natural transition maps
this gives a fourth inverse system, and the inverse limit is canonically isomorphic to Y =
∞
√
X ×X∞ Xval∞ .
Moreover, for every (n, Iαn ) ∈ I we have a Fourier-Mukai functor
Φ(n,Iαn ) : Perf((Xn)Iαn )→ Perf(
n
√
X)
given by pull-push along the projections Y(n,Iαn ) → (Xn)Iαn and Y(n,Iαn ) →
n
√
X .
26 SCHEROTZKE, SIBILLA, AND TALPO
Remark 3.6. Note that since we are working with no smoothness or finite type assumptions,
it is not a priori clear that the functor Φ(n,Iαn ) : Qcoh((Xn)Iαn )→ Qcoh(
n
√
X) will carry perfect
complexes to perfect complexes. This will follow from our proof of the main theorem (see in
particular the proof of Proposition 5.5).
For simplicity we will gloss over this detail in the rest of the paper, and pretend that we
already know that the functors Φ(n,Iαn ) : Perf((Xn)Iαn )→ Perf(
n
√
X) are well-defined.
We will show in the next proposition that these functors are compatible with the structure
maps (given by pullback) of the two direct systems of dg-categories {Perf( n√X)}(n,Iαn )∈I and{Perf((Xn)Iαn )}(n,Iαn )∈I , so that we can consider the colimit
Φ := lim−→
(n,Iαn )∈I
Φ(n,Iαn ) : Perf(X
val
∞ )→ Perf(
∞
√
X).
Proposition 3.7. Let (n, Iαn ) and (m, Iβm) be two elements of the index system I, such
that (m, Iβm) ≥ (n, Iαn ), i.e. m ≥ n by divisibility, and Iβm ≥ (Iαn )m, where (Iαn )m denotes
the sheaf of ideals generated by the pullback of Iαn to m
√
X. In this situation we have maps
v :
m
√
X → n√X and w : (Xm)Iβm → (Xn)Iαn .
Then the induced diagram of dg-categories
Perf((Xn)Iαn )
Φ(n,Iαn ) //
w∗

Perf(
n
√
X)
v∗

Perf((Xm)Iβm)
Φ
(m,I
β
m) // Perf(
m
√
X)
is commutative.
Proof. Consider the commutative diagram
m
√
X
v

~~⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤
Y(m,Iβm)
u

pm
zz✉✉
✉✉
✉✉
✉✉
✉
qmoo
Xm

(Xm)Iβm
oo
w

n
√
X
}}④④
④④
④④
④④
④
Y(n,Iαn )
pnzzttt
tt
tt
tt
t
qnoo
Xn (Xn)Iαn
oo
where as above Y(n,Iαn ) and Y(m,Iβm) are the fibered products of the bottom and top face of
the cube, respectively.
We have to show that there is a natural equivalence of functors
v∗ ◦ Φ(n,Iαn ) ≃ Φ(m,Iβm) ◦ w∗ : Perf((Xn)Iαn )→ Perf(
m
√
X).
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By writing out the Fourier-Mukai functors, this translates to an equivalence
v∗ ◦ (qn)∗ ◦ (pn)∗ ≃ (qm)∗ ◦ (pm)∗ ◦ w∗.
Note that (qm)∗ ◦ (pm)∗ ◦ w∗ ≃ (qm)∗ ◦ u∗ ◦ (pn)∗. Thus it is enough to define a natural
equivalence
v∗ ◦ (qn)∗ ≃ (qm)∗ ◦ u∗.
Consider the diagram
Y(m,Iβm)
u //
qm

Y(n,Iαn )
qn

m
√
X
v // n
√
X
to which we want to apply a flat base change formula. Although the map v is flat, because
the log structure of X is locally free, this diagram is not cartesian.
Let Z be the fiber product of
Y(n,Iαn )
qn−→ n
√
X
v←− m
√
X,
and consider the commutative diagram
Y(m,Iβm)
c
##●
●●
●●
●●
●●
u
##
qm
##
Z
d //
e

Y(n,Iαn )
qn

m
√
X
v // n
√
X
We claim that c∗OY
(m,I
β
m)
∼= OZ . Note first that this is true if X = As for some s: in that
case, the morphism c is a proper representable birational toric morphism of toric stacks.
By passing to a toric presentation of the target, call it U → Z, we reduce to proving the
claim for c′ : U ′ = U ×Z Y(m,Iβm) → U , which is a morphism with the same properties but
between toric varieties. In this case, the statement follows from the fact that toric varieties
have rational singularities (see for example [23, Theorem 5.2]): in fact, if φ : W → U ′ is a
resolution of singularities, then the composite c′ ◦ φ : W → U ′ → U is a resolution as well,
and we have both φ∗OW ∼= OU ′ and (c′ ◦ φ)∗OW = c′∗(φ∗OW ) ∼= OU , from which we get
c′∗OU ′ ∼= OU , as desired.
In the general case, the claim follows from localizing to where X has a flat chart X → As,
and applying base change. We refer to Corollary 1.4.5 of [26], where base change and
projection formula are proven for maps of “QCA” stacks (short for “quasi-compact with affine
automorphism groups”), which is a large class of derived stacks that includes in particular
the ones appearing in our proof.
By the projection formula, there is a natural equivalence c∗ ◦ c∗ ≃ id. Thus we have
(qm)∗ ◦ u∗ ≃ e∗ ◦ c∗ ◦ c∗ ◦ d∗ ≃ e∗ ◦ d∗ ≃ v∗ ◦ (qn)∗,
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where the last equivalence is given again by base change (note that, since v is flat, the
ordinary fibered product in the diagram coincides with the derived one). This concludes the
proof. 
We are now ready to state our main result.
Theorem 3.8. Let X be a quasi-compact fine saturated log algebraic stack over k with
affine stabilizer groups, which is log flat over k and has locally free log structure. Then the
“Fourier-Mukai” functor Φ: Perf(Xval∞ ) → Perf(∞
√
X) described above is an equivalence of
dg-categories.
The proof of the theorem will consist of a reduction to an analogous “finite-index” state-
ment for a cofinal subset of the inverse systems { n√X}(n,Iαn )∈I and {(Xn)Iαn}(n,Iαn )∈I . We will
deduce this finite-index version from the local case of As equipped with the standard degen-
eration As → A1, given by (x1, . . . , xs) 7→ x1 · · ·xs, of Gs−1m to the union of the s coordinate
hyperplanes in As. In this local case, as explained in the introduction, our result will be a
consequence of the derived McKay correspondence, proven for abelian quotient singularities
by Kawamata [39, Theorem 4.2]. Discussing the local case first is helpful in order to prepare
for the construction of the cofinal system for the blow-ups (Xn)Iαn in the global case, so we
start with that part in the next section, and treat the globalization process in Section 5.
However, before proceeding with the proof, we show that Theorem 3.8 implies that the
derived category of parabolic sheaves on a smooth variety equipped with a normal crossings
divisor is invariant under log blow-ups. This is one of our main applications.
Parabolic sheaves on smooth varieties with normal crossings boundary. Theorem
3.8 can be applied in particular to log schemes of the form X = (Y,D) where Y is a smooth
variety over k equipped with a normal crossings divisor D, for which it implies that there is
an equivalence of dg-categories Perf((Y,D)val∞ ) ≃ Perf(∞
√
(Y,D)). From this we obtain the
following consequence.
Proposition 3.9. Let (Y,D) be the log scheme given by a smooth variety Y over k equipped
with a normal crossings divisor D, and let (Y ′, D′) → (Y,D) be a log blow-up, such that
(Y ′, D′) is again a smooth variety with a normal crossings divisor. Then there is an equiva-
lence of dg-categories
Dbdg(Par(Y,D)) ≃ Dbdg(Par(Y ′, D′))
between the bounded derived categories of coherent parabolic sheaves with rational weights.
This fits well with the philosophy that in the “divisorial” case, some objects defined in
terms of the log structure should actually only depend on the open part (i.e. the complement
of the boundary).
Before proceeding with the proof, let us make one preliminary observation. Recall that
a normal crossings divisor D ⊂ Y comes with a canonical smooth stratification. One way
to see this is to consider the normalization map n : D˜ → D. The locally closed subschemes
of D where the cardinality of the fibers of n stays constant give rise to a stratification of
D. From now on we will simply call strata the closed smooth strata on the normal crossings
divisor D, viewed as closed subschemes of Y .
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Now, let (Y ′, D′) → (Y,D) be a log blow-up satisfying the assumptions of the theorem.
By the factorization theorem for toroidal birational maps between smooth varieties (see
Theorem B of [71], and Theorem 8.3 of [6]), we can factor this log blow-up as a finite
sequence of blow-ups and blow-downs with centers a single smooth closed stratum. Thus,
in the proof of Proposition 3.9 we can, and will, assume without loss of generality that
(Y ′, D′)→ (Y,D) is a blow-up centered on a single smooth closed stratum.
Proof. We break down the proof in three steps.
First step. Consider the morphism (Y,D) → [A1/Gm] induced by the divisor D, de-
scribed in Remark 3.3. The stacks (Y,D)n in this case are obtained by pulling back along
the maps φn : [A
1/Gm]→ [A1/Gm], induced by raising to the n-th power both on A1 and on
Gm.
Let r be the number of branches of D meeting in the stratum that we are blowing up
(including branches belonging to the same irreducible component). Consider the composite
f : (Y ′, D′)→ (Y,D)→ [A1/Gm].
We would like to say that the log blow-ups of the stacks (Y ′, D′)n will be cofinal in the log
blow-ups of the stacks (Y,D)n, so that (Y,D)
val
∞ ≃ (Y ′, D′)val∞ (note that a composition of
log blow-ups is again a log blow-up [47, Corollary 4.11]). As easy examples show though,
the map f is not exactly the morphism (Y ′, D′)→ [A1/Gm] that corresponds to the sum of
the components of the divisor D′, because the exceptional divisor E will have multiplicity
bigger than 1 if we take the pullback of D to Y ′. Consequently, it is not clear that there will
be induced morphisms (Y ′, D′)n → (Y,D)n.
In order to fix this, let us extract r-th roots on the base [A1/Gm]: consider the pullback
(Y,D)r → (Y,D) along the map φr, and take the fibered product Z = (Y,D)r×(Y,D) (Y ′, D′)
in the category of fine saturated log algebraic stacks. Note that Z is a stack that satisfies
the assumptions of Theorem 3.8, and the projection Z → (Y,D)r is a log blow-up (by [47,
Corollary 4.8]). Moreover, pullback along the composite Z → (Y,D)r → [A1/Gm] equips
Z (or rather, its underlying algebraic stack) with the “correct” log structure, whose root
stacks are the stacks Zn that we introduced in Definition 3.4. Hence, log blow-ups of the
stacks {Zn}n∈N are also log blow-ups of the stacks {(Y,D)rn}n∈N, and it is clear that they
are cofinal in this direct system. Hence, we have an isomorphism Zval∞ ≃ (Y,D)val∞ .
Second step. Next we prove that there is a natural isomorphism
∞
√
Z ≃ ∞√(Y ′, D′). This
follows from the fact that Z → (Y ′, D′) is an r-th root stack morphism, with respect to the
strict transform of D on Y ′ (i.e. all components of the divisor D′, except the exceptional
divisor E), where the roots are taken separately along each component. Let us prove this
claim: it suffices to work locally, around a point y ∈ D ⊆ Y , that is moreover in the stratum
that we are blowing up. Around y there will be a chart (Y,D)→ Ar sending y to the origin.
Since the formation of log blow-ups and root stacks are compatible with strict base-change,
we can verify the claim on the universal model, where we blow up the origin in Ar.
Let B → Ar be the blow-up of Ar at the origin. Using toric language, this can be described
as the toric variety associated with the fan Σ, given by the subdivision of the first orthant
in Rr, where we add the ray ρ generated by the vector (1, . . . , 1) ∈ Zr. The stack Arr
can be seen in this case as the fibered product
r
√
A1 ×A1 Ar, where Ar → A1 is the map
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(x1, . . . , xr) 7→ x1 · · ·xr. This can be described as a toric stack (whose definition has been
recalled in Section 2.5) by considering the first orthant Rr≥0 as a fan in the lattice
Lr = {(a1, . . . , ar) ∈ Zr | a1 + · · ·+ ar ≡ 0 (mod r)}
equipped with the inclusion of lattices Lr ⊆ Zr (this toric picture will come up again in
Section 4). The log blow-up Z of Arr given by the fine saturated fibered product A
r
r ×Ar B
is described, as a toric stack, by subdiving this fan, using again the ray ρ as above.
Now the claim becomes that this log blow-up Z coincides with the root stack of B along
the strict transforms of the coordinate hyperplanes of Ar. This is clear by using the toric
picture: an affine chart of the blow-up B is given by the smooth cone with rays consisting
of all the positive coordinates axes except one, and the ray ρ. Extracting an r-th root of
the divisors corresponding to the coordinate hyperplanes corresponds to looking at these
cones in a sublattice of Zr, where for each i = 1, . . . , r (except one index that is omitted) we
replace the basis element ei by the vector r · ei (as in Example 2.24), and we do not change
anything for the last basis element, the primitive generator of ρ. These cones reassemble to
give a stacky fan in the lattice Lr, which is exactly the one of the log blow-up Z, and it also
clear that the map Z → B is the projection from the root stack. This proves the claim.
Third step. Theorem 3.8 applied to (Y,D) and to Z yields equivalences of dg-categories
Perf(
∞
√
(Y,D)) ≃ Perf((Y,D)val∞ ), Perf(
∞
√
Z) ≃ Perf(Zval∞ ),
that, together with the isomorphisms Zval∞ ≃ (Y,D)val∞ and ∞
√
Z ≃ ∞√(Y ′, D′), induce an
equivalence of dg-categories
Perf(
∞
√
(Y,D)) ≃ Perf(∞
√
(Y ′, D′)).
To conclude the proof, note that since the root stacks are smooth and noetherian in this
case, we have compatible equivalences Perf( n
√
(Y,D)) ≃ Dbdg( n
√
(Y,D)) (by [12, Corollary
3.0.5]) that induce an equivalence Perf(∞
√
(Y,D)) ≃ Dbdg(∞
√
(Y,D)) (and the same is true
for (Y ′, D′)). Finally, we obtain an equivalence of dg-categories
Dbdg(Par(Y,D)) ≃ Dbdg(Par(Y ′, D′)),
since by [67, Theorem 7.3] there is an equivalence of abelian categories Coh(∞
√
(Y,D)) ≃
Par(Y,D). 
Remark 3.10. We point out that the abelian categories of coherent parabolic sheaves over
(Y,D) and (Y ′, D′) are most likely not equivalent, and the fact that their bounded derived
categories are equivalent is not at all clear without making use of our construction. It would
be interesting to find an alternative and more explicit way to write down this equivalence,
by using the description of parabolic sheaves with rational weights as systems of sheaves
indexed by M
gp
Q (see [16, 67]).
Proposition 3.9 has immediate K-theoretic consequences, that we briefly explain next. Let
(Y,D) be as in the statement of Proposition 3.9. We denote by (Y,D)kfl the Kummer-flat
site of (Y,D) and by K((Y,D)kfl) the algebraic K-theory spectrum of the Kummer-flat topos
of (Y,D). Recall that, following the seminal work of Thomason-Trobaugh [68], the algebraic
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K-theory of a ringed topos is defined as the K-theory of its category of perfect complexes.
We refer the reader to [48] for more background on K-theory in the logarithmic setting.
Corollary 3.11. Let (Y,D) be the log scheme given by a smooth variety Y over k equipped
with a normal crossings divisor D, and let (Y ′, D′) → (Y,D) be a log blow-up, such that
(Y ′, D′) is again a smooth variety with a normal crossings divisor. Then there is an equiva-
lence of spectra
K((Y,D)kfl) ≃ K((Y ′, D′)kfl).
It would be interesting to understand the effect of this equivalence using the explicit
description of the K-theory given in [57].
Proof. Applying K-theory to the equivalence of dg-categories obtained in Proposition 3.9,
we get an equivalence of spectra
K(Perf(
∞
√
(Y,D))) ≃ K(Perf(∞
√
(Y ′, D′))).
In order to finish the proof, it is sufficient to observe that we have equivalences
K((Y,D)kfl) ≃ K(Perf(∞
√
(Y,D))), K((Y ′, D′)kfl) ≃ K(Perf(∞
√
(Y ′, D′))).
This is a consequence of the following two facts. First, note that the K-theory spectra
K(Perf(
∞
√
(Y,D))), and K(Perf(
∞
√
(Y ′, D′)))
coincide respectively with the K-theory of the small fppf topos of ∞
√
(Y,D), and of ∞
√
(Y ′, D′)
(see [67, Section 6] for a discussion about the small fppf topos of an infinite root stack).
Second, by Theorem 6.15 of [67], the Kummer-flat topos of (Y,D) is equivalent to the small
fppf topos of ∞
√
(Y,D), and the same is true for ∞
√
(Y ′, D′). 
4. The local case
In this section we will assume that X = Ar+1 for r ≥ 0, and prove Theorem 3.8 in
this case. For this, we will make extensive use of the map φr : A
r+1 → A1 defined by
φr(x1, . . . , xr+1) = x1 · · ·xr+1, which gives the local picture of the semistable degenerations
that we will consider in Section 6.
Let us first follow through the general construction of the previous section, and describe
the objects
∞
√
X and Xval∞ in this particular case. We will denote by t the coordinate of the
base A1, so that φr is given in terms of algebras by the homomorphism k[t]→ k[x1, . . . , xr+1]
sending t to the product x1 · · ·xr+1. From now we will abbreviate k[x1, . . . , xr+1] by k[xi].
4.1. Root stacks. Let us start by describing explicitly the main objects appearing in our
constructions in the local case, on the root stack side:
• The root stacks of the base A1 are given by quotient stacks
n
√
A1 = [Spec k[tn]/µn],
where Spec k[tn] → n
√
A1 → A1 = Spec k[t] corresponds to t 7→ tnn (so that morally
tn ∼ t 1n ), and the action of µn is the obvious one.
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• The root stack Ar+1n = n
√
(Ar+1)′ of Ar+1 with respect to the log structure pulled
back from A1 is isomorphic to the fibered product Ar+1 ×A1 n
√
A1, for which we have
Ar+1n =
n
√
A1 ×A1 Ar+1 ≃ [Spec k[xi, tn]/(x1 · · ·xr+1 − tnn) / µn]
where µn acts on tn as for
n
√
A1.
• The root stack n
√
Ar+1 can be described as the quotient
n
√
Ar+1 = [Spec k[xi,n] / µ
r+1
n ]
for new variables x1,n, . . . , xr+1,n, where µ
r+1
n acts diagonally, in the obvious way, and
the composite Spec k[xi,n] → n
√
Ar+1 → Ar+1 = Spec k[xi] is given algebraically by
xi 7→ xni,n (so that morally xi,n ∼ x
1
n
i ).
Remark 4.1. Note that everything in sight is either a toric variety or a toric stack.
The toric stack Ar+1n can be described via another global quotient. The action of µ
r+1
n on
Ar+1 = Spec k[xi,n] induces an action of the kernel of the morphism
µr+1n → µn, (ξ1, . . . , ξr+1) 7→ ξ1 · . . . · ξr+1,
which we identify with µrn via the map (η1, . . . , ηr) 7→ (η1, . . . , ηr, (η1 · · ·ηr)−1).
The quotient Ar+1/µrn has an action of the target µn, and we have a canonical isomorphism
Ar+1n ≃ [(Ar+1/µrn) / µn]. In fact the quotient Ar+1/µrn is exactly Spec k[xi, tn]/(x1 · · ·xr+1 −
tnn).
The theory of stacky fans (recalled in Section 2.5) allows to encode the difference between
the toric variety Ar+1/µrn and the toric stack A
r+1
n in a combinatorial way. Let Fn be the fan
of Ar+1/µrn in a lattice Ln (see below for more details about these). Then the stacky quotient
Ar+1n is described by the same fan in the same lattice, with the difference that we are also
keeping track of an inclusion of lattices Ln ⊆ Zr+1 (denoted by N → N ′ in Section 2.5). The
kernel of the morphism between the Cartier duals Gr+1m = D(L
∨
n) → D((Zr+1)∨) = Gr+1m is
exactly the copy of µn appearing in the quotient stack description of A
r+1
n .
Example 4.2. The simplest case beyond the trivial one is the case r = 1, where the degen-
eration A2 → A1 mapping (x, y) to xy is the universal smoothing of a node in a curve, see
also Example 1.2 from the introduction.
In this case the fibered product A2n = A
2 ×A1 n
√
A1 is the quotient [(A2/µn) / µn], where
A2/µn is the quotient by the action ξ · (xn, yn) = (ξxn, ξ−1yn), which is the affine scheme
Spec k[x, y, tn]/(xy − tnn). This is the standard form of the An−1 surface singularity, and the
root stack morphism
n
√
A2 → A2n pulls back to the “stacky resolution” [A2/µn] → A2/µn.
The construction of the blow-up side that follows will, in this particular case, reduce to
considering the crepant resolution of singularities of A2/µn.
4.2. Log blow-ups. Next we turn to the other side of our equivalence, which is given by
the valuativization. Let us first spend some words on log blow-ups and the valuativization of
X = Ar+1 itself. As for any toric variety, the valuativization (Ar+1)val is the inverse limit of
all toric blow-ups (see Remark 2.5). These are conveniently described by subdivisions of the
fan F associated to the toric variety, that in this case is the cone given by the first orthant
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F = Rr+1≥0 of the vector space Rr+1, with lattice Zr+1. So the valuativization is described as
the inverse limit of the schemes that we get by subdividing the fan F further and further.
Rather than in Ar+1 itself, we will be mostly interested in the toric stacks obtained from
Ar+1 by extracting roots on the base A1. Pulling back the degeneration Ar+1 → A1 along
the n-th root stack morphism
n
√
A1 → A1, has the effect of replacing the lattice Zr+1 by the
inclusion Ln ⊆ Zr+1 (the resulting object will be a toric stack), where Ln is the lattice of
vectors (a1, . . . , ar+1) such that a1+ · · ·+ar+1 ≡ 0 (mod n). This operation does not change
the fan. Let us denote by Fn the fan given by the first orthant in Rr+1, but with lattice the
subgroup Ln described above. Because of this description, subdivisions of the original fan F
will induce subdivisions of the fan Fn.
For our purposes it will be important to consider certain specific kinds of subdivisions
of the fan Fn, which we describe next. Consider the hyperplane given by the equation
x1 + · · ·+ xr+1 = n in Rr+1, and the standard simplex that the first orthant determines on
it. With respect to the lattice Ln, this simplex is isomorphic to the standard simplex n∆
r
of dimension r, but whose sides have n + 1 lattice points each. We can subdivide the fan
Fn by choosing a unimodular (i.e. such that every lattice point is contained in a face, or
equivalently, every lattice point in the interior of n∆r is a vertex) triangulation T of the
simplex n∆r, and construct the induced fan in the space Rr+1 with lattice Ln, by taking the
cones over the simplices in the triangulation T .
Remark 4.3. The operation of constructing a fan by taking cones over some polyhedra
sitting in a hyperplane should be familiar from the theory of toric singularities [9]. It also
plays a key role in Hori-Vafa mirror symmetry of toric LG models, we refer the reader to
Section 3 of [55] for a discussion of these aspects.
Denote by (Ar+1n )T the toric blow-up of A
r+1
n corresponding to this fan (we trust that
there will be no confusion with the notation for a log blow-up along a sheaf of ideals of the
log structure). Note that the stack Ar+1n ≃ [(Ar+1/µrn) / µn] is a global quotient of a toric
variety (Ar+1/µrn) (as mentioned in Remark 4.1), whose fan coincides with Fn, and this gives
a canonical way to define the log blow-up on an atlas, as described in (2.3).
Remark 4.4. We point out that the log blow-up (Ar+1/µrn)T → (Ar+1/µrn) is a crepant
resolution of singularities for any unimodular triangulation T as above: since it is given by
a subdivision of the fan, it is a proper birational morphism, the total space is smooth since
every cone in its fan is smooth, and both varieties have trivial canonical divisor. We refer
the reader to [9] for additional information.
By extracting further roots and subdividing further, we obtain a direct system of tri-
angulations. More precisely, if m ∈ N and T is a unimodular triangulation of n∆r, then
T will induce a (non-unimodular) triangulation of the simplex (mn)∆r, that we can refine
further to a unimodular one in several possible ways. If T ′ is such a refinement, we write
(mn, T ′) ≥ (n, T ), and we will simply say that T ′ is a refinement of T (see also Remark
4.5 below). In this way the set of pairs {(n, T αn )} where n ∈ N and T αn is a unimodular
triangulation of n∆r becomes a filtered partially ordered set.
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To each (n, T αn ) we can associate the log algebraic stack (Ar+1n )T αn , and if (mn, T βmn) ≥
(n, T αn ) we have an induced morphism (Ar+1mn )T βmn → (Ar+1n )T αn . Thus we have an inverse
system of log algebraic stacks indexed by the pairs (n, T αn ).
Remark 4.5. The family of triangulations {T αn }(n,α) can also be thought of as the family
of “(finite) rational triangulations” of the standard simplex ∆r (with two lattice points on
each side), such that:
• every vertex of the triangulation is a rational linear combination of the vertices of
∆r, and
• if n is the least common denominator of the ones appearing in these (reduced, i.e.
where the denominator can not be simplified further) rational linear combinations,
then the induced lattice triangulation of the simplex n∆r is unimodular.
Moreover we will have T βmn ≥ T αn if and only if, as rational triangulations of ∆r, T βmn is a
refinement of T αn .
Let us consider the inverse limit of the system {(Ar+1n )T αn }(n,T αn ).
Proposition 4.6. There is a canonical isomorphism of log fibered categories
(Ar+1∞ )
val ≃ lim←−
(n,T αn )
(Ar+1n )T αn .
Proof. For every (n, T αn ) the stack (Ar+1n )T αn is a log blow-up of Ar+1n , and the structure maps
of the inverse system are the natural maps between log blow-ups. Thus to conclude we only
have to check that these log blow-ups are cofinal in the inverse system of log blow-ups of the
stacks Ar+1n (as in (2.3), in particular Proposition 2.18).
Let Y → Ar+1n be a log blow-up. The pullback to the toric atlas Ar+1/µrn of Ar+1n (Remark
4.1) is then a log blow-up as well, and is therefore (by Remark 2.5) dominated by some toric
blow-up, that will be defined by some subdivision Σ of the fan Fn of Ar+1/µrn (which, recall,
is the first orthant in Rr+1 with lattice Ln = {(a1, . . . , ar+1) ∈ Zr+1 | a1 + · · · + ar+1 ≡
0 (mod n)}). Now consider the subdivision induced by Σ on the simplex n∆r, seen as the
portion of the hyperplane H = {a1+ · · ·+ar+1 = n} lying in the first orthant, by considering
for each cone σ ∈ Σ the intersection σ∩H (which is going to be a rational polytope contained
in n∆r). This might not be a lattice subdivision, but by increasing n we can make it so, and
we can then refine it to a unimodular triangulation T αn . Therefore we obtain a canonical
morphism (Ar+1n )T αn → Y factoring (Ar+1n )T αn → Ar+1n . This shows that the log blow-ups
(Ar+1n )T αn are cofinal in the system of log blow-ups of the stacks A
r+1
n , and concludes the
proof. 
Corollary 4.7. The natural maps (Ar+1∞ )
val → (Ar+1n )T αn induce an equivalence of dg-categories
lim−→
(n,T αn )
Perf((Ar+1n )T αn ) ≃ Perf((Ar+1∞ )val)
and the same holds for any cofinal subsystem of the family {(Ar+1n )T αn }(n,T αn ). 
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4.3. Compatible cofinal systems of triangulations. The statement of Theorem 3.8 in
the local case is that there is an equivalence of dg-categories Perf((Ar+1∞ )
val)→ Perf(∞
√
Ar+1),
which is obtained as a limit of Fourier-Mukai functors induced by a push-pull formalism, see
Section 3. We will deduce this by proving that we can choose a sequence {kn}n∈N of positive
integers and, for every n, a unimodular triangulation Tkn of the standard simplex kn∆r such
that
• kn is cofinal in N ordered by divisibility, so that lim←−n
kn
√
Ar+1 ≃ ∞
√
Ar+1, and
• the triangulations Tkn are cofinal in the system of all rational triangulations of ∆r
(in the sense of Remark 4.5), so that lim←−n(A
r+1
kn
)Tkn ≃ (Ar+1∞ )val.
We will also check (Proposition 4.12) that for every n and every unimodular triangulation
T of the simplex n∆r, the Fourier-Mukai functor Perf((Ar+1n )T ) → Perf(
n
√
Ar+1) given by
push-pull along the diagram
n
√
Ar+1 ×Ar+1n (Ar+1n )T
vv♠♠♠
♠♠
♠♠
♠♠
♠♠
♠♠
((◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗
n
√
Ar+1
((◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
(Ar+1n )T
vv❧❧❧
❧❧
❧❧
❧❧
❧❧
❧❧
❧❧
Ar+1n
is an equivalence of dg-categories. By the previous discussion, this will imply our result.
Remark 4.8. Note that if r = 1 (i.e. we are looking at the degeneration φ1 : A
2 → A1 of Gm
to the union of the two coordinate axes), then there is a unique unimodular triangulation
of the simplex n∆1 for all n, corresponding to the minimal resolution of the surface An−1
singularity, see Remark 4.2. In this case we do not have to worry about carefully choosing
this cofinal system of triangulations (which, on the other hand, for higher values of r are far
from unique).
In view of adapting this strategy to the global case in the next section, we will also take
care to choose the unimodular triangulations Tkn to be completely symmetric with respect
to permutations of the vertices of kn∆
r (so that the local blow-ups will be compatible, and
we will be able to glue them together). We stress that using these symmetric triangulations
is not necessary to prove Theorem 3.8 in the local case. However they will play an important
role in the next Section, where we will give a proof of Theorem 3.8 in the general case.
We devote the next subsection to the construction of symmetric triangulations, and resume
the proof of Theorem 3.8 in the local setting in (4.3.2).
4.3.1. Symmetric triangulations. Now we take a short detour to establish the existence of
triangulations of the lattice simplices n∆r with some symmetry properties that will be im-
portant later on. Given an integer n, in Lemma 4.10 below we establish in particular the
existence of a positive integer mn ∈ N divisible by n and a unimodular triangulation of the
simplex (mn)∆r, that refines every possible lattice triangulation of n∆r and is moreover
symmetric with respect to permutations of the vertices.
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The basic idea to obtain such a triangulation is the following: we can “superimpose”
every possible lattice triangulation of n∆r, of which there will be finitely many, and think
of this picture as giving a rational triangulation of ∆ (as in Remark 4.5). By looking at the
coordinates of the vertices of this new triangulation we can determine the integer m, and
then we can refine the corresponding lattice triangulation to be unimodular and symmetric.
Before giving of a formal proof, we clarify this geometry in the simplest non-trivial example
where r = 2 and n = 2.
Example 4.9. Assume r = 2 and n = 2, so that we are looking at the lattice polytope
2∆2 ⊆ R3. This is a triangle, with 3 lattice points on each side and none in the interior,
that can be realized as the closed region on the hyperplane x+ y + z = 2 in R3 lying in the
first orthant.
Up to symmetries, there are exactly 2 different unimodular triangulations of this simplex,
given by the following pictures.
If we superimpose them (and all the ones obtained by symmetries), we obtain
which will become a lattice triangulation if we look at the lattice 1
6
Z3 (somn = 12), obtaining
the following picture.
LOGARITHMIC DERIVED MCKAY 37
We can complete this to a unimodular symmetric triangulation of 12∆2, for example as
shown in the following picture.
Let us fix some notations for the following lemmas. Let N be an r-dimensional lattice,
N ∼= Zr, and let ∆ = n∆r be a lattice simplex. With small abuse of notation, we denote
∆ also the convex envelope of ∆ in NR = N ⊗Z R. We can equip NR with a scalar product
by choosing a basis E of N , and stipulating that E is an orthonormal basis of NR. The
automorphism group of ∆, as a polytope, coincides with the group of permutations on the
set of vertices of ∆. By labeling the vertices of ∆ with numbers from 0 to n, we can identify
the automorphism group of ∆ with the symmetric group Sr+1 on the letters {0, . . . , r}.
The action of Sr+1 on ∆ can be described geometrically in a simple way. Let i and j
be vertices of ∆. The pair i, j determines a hyperplane Hi,j in NR: Hi,j is the hyperplane
passing through the midpoint between i and j and all the vertices of ∆ except i and j.
We can realize the transposition (i, j) ∈ Sr+1 as the reflection of ∆ through the hyperplane
Hi,j. Thus we can also identify the group Sr+1 with the group of automorphisms of ∆ ⊂ NR
generated by these reflections.
Lemma 4.10. With the notation as above, there exists an m ∈ N such that, if N ′ is the
overlattice
N ⊂ N ′ = 1
m
N,
and ∆′ is the image of ∆ in N ′, then ∆′ admits a unimodular triangulation T with the
following properties:
(1) T refines all triangulations of ∆,
(2) T is invariant under the action of Sr+1 on ∆′.
Proof. Consider the set of all line segments in NR joining two lattice points contained in
∆. In order to find a triangulation refining all triangulations of ∆ we need, first of all, to
consider a refinement M of the lattice N such that all the intersection points of these line
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segments lie inM . Note that the intersection points will have rational coordinates: i.e. there
exists an l ∈ N such that the intersections points all lie in
M =
1
l
N ⊂ NR.
Call ∆M the image of ∆ in M . The intersections of the simplices belonging to all the trian-
gulations of ∆ gives rise to a lattice polyhedral decomposition of ∆M , which we denote P. By
construction P is the coarsest polyhedral decomposition of ∆M that refines simultaneously
all the triangulations of ∆. Note that P is invariant under the action of Sr+1.
In order to refine this to a unimodular triangulation T that is invariant under the action
of Sr+1, we need to consider a refinement of the lattice N which is, in principle, different
from M . Namely, we need to consider an overlattice M ′ of N having the property that all
the intersections points of the hyperplanes Hi,j, with themselves and with the faces of ∆,
lie in M ′. These intersection points are rational and thus, as before, there exists l′ ∈ N such
that the overlattice
M ′ =
1
l′
N ⊂ NR
has the required property.
Now let m = lcm{l, l′}, and let N ′ be the refinement of N given by
N ⊂ N ′ = 1
m
N ⊂ NR.
Consider the polyhedral decomposition of ∆′ given by the closed chambers cut out by the
hyperplanes Hi,j. Let CH be the set of these chambers. Since N
′ is a refinement of M ′, all
the elements of CH are lattice polyhedra for N
′. Further, each of the elements of CH is (the
closure of) a fundamental domain for the action of Sr+1 on ∆
′. In particular, the cardinality
of CH is equal to the order of Sr+1, and CH is a Sr+1-torsor.
Fix a chamber C in CH . The polyhedral decomposition P constructed above restricts to a
polyhedral decomposition of C, which we denote PC . Now choose a unimodular triangulation
of C, denoted TC , that refines PC . Since CH is a torsor for Sr+1, we can transport the
triangulation TC of C to a triangulation of any other C ′ in CH by acting with the appropriate
element of Sr+1. This gives rise to a triangulation T of ∆′. By construction T refines P, and
thus it refines all triangulations of ∆. Further T is invariant under the action of Sr+1, and
this concludes the proof. 
A triangulation T as in the statement of Lemma 4.10 has additional properties that will
be important later on. Namely, restricting T to any of the faces of ∆ yields a triangulation
of that face that also satisfies properties (1) and (2) from Lemma 4.10. We formulate a
precise statement in Lemma 4.11 below.
Let ∆s be a an s-dimensional face of ∆. Denote ∆
′
s the image of ∆s in N
′, where N ′ is an
overlattice of N as in the statement of Lemma 4.10. Every triangulation T of ∆ (resp. ∆′)
restricts to a triangulation of ∆s (resp. ∆
′
s) which we denote by Ts.
Lemma 4.11. If T is a unimodular triangulation of ∆′ satisfying the conditions of Lemma
4.10, then it has the following additional property: for every s ≤ r, and for every s-
dimensional face ∆s of ∆, Ts is a triangulation of ∆′s such that
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(1) Ts refines all triangulations of ∆s,
(2) Ts is invariant under the action of Ss+1 on ∆′s.
Proof. Note that property (2) is clearly satisfied: any Sr+1-invariant triangulation of ∆
′
restricts to an Ss+1-invariant triangulation of ∆
′
s, as Ss+1 can be realized as a subgroup of
Sr+1. Next, as in the proof of Lemma 4.10, denote P be the polyhedral decomposition of
∆′ obtained by intersecting all simplices in all triangulations of ∆. Note that its restriction
Ps to ∆′s is the polyhedral decomposition of ∆′s obtained by intersecting all simplices in all
triangulations of ∆s. By construction, Ts refines Ps and is therefore a simultaneous refinement
of all triangulations of ∆s. 
4.3.2. Construction of the cofinal system {(kn, Tkn)}n∈N. Let us get back to the construc-
tion of a cofinal system {(kn, Tkn)}n∈N of indices kn and unimodular triangulations Tkn of
kn∆
r. Recall that we want to find a cofinal subsystem of pairs {(kn, Tkn)}n∈N, where Tn
is a unimodular triangulation of n∆r, i.e. we want {(kn, Tkn)}n∈N to have the following
properties:
• kn−1 | kn,
• Tkn is a refinement of Tkn−1 for all n, and
• for every pair (m, T ) there exists an n0 such that m | kn0 and Tkn0 is a refinement
of T (and this will then be true for every (kn, Tkn) with n ≥ n0). Note that this in
particular entails cofinality of {kn} in N by divisibility.
We will construct the sequence {(kn, Tkn)}n∈N inductively, using Lemma 4.10, and we will
also choose Tkn to be symmetric with respect to permutations of the vertices of the simplex
kn∆
r.
Start by setting k1 = 1, and taking T1 to be the (trivial) unique unimodular triangulation
of the simplex ∆r. Assume that we have constructed (kn−1, Tkn−1). By Lemma 4.10, there
exists an index m(kn−1) and a (symmetric) unimodular triangulation Tm(kn−1) of m(kn−1)∆r
that refines every possible unimodular triangulation of the simplex kn−1∆r. Moreover, if we
increase this index to n ·m(kn−1), there will be some (symmetric) unimodular triangulation
Tn·m(kn−1) of n ·m(kn−1)∆r that refines the triangulation Tm(kn−1). Set kn := n ·m(kn−1) and
Tkn := Tn·m(kn−1).
Let us check that the resulting system {(kn, Tkn)}n∈N is cofinal (in both N ordered by
divisibility, and in the system of unimodular triangulations of the simplices n∆r). Note that
the sequence hn = n! is cofinal for divisibility in N. Clearly we have n! | kn, so the sequence
{kn}n∈N is also cofinal in N ordered by divisibility. As for the triangulations, consider a pair
(n, T ), where T is a unimodular triangulation of the simplex n∆r. Then by construction we
have both that n | kn | kn+1, and the unimodular triangulation Tkn+1 is a refinement of any
unimodular triangulation of “level” lower than (i.e. dividing) kn. In particular, since n | kn,
the given T is such a triangulation, so (n, T ) ≤ (kn+1, Tkn+1) in the ordering.
4.4. Conclusion of the proof. In order to finish the proof of Theorem 3.8 in the local
case, what is left to verify is that for every n and every unimodular triangulation T of the
simplex n∆r, the Fourier-Mukai functor Perf((Ar+1n )T ) → Perf(
n
√
Ar+1) is an equivalence.
By descent for Perf(−) it is sufficient to show that both statements are true after making a
further e´tale base change on the base
n
√
A1.
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So let us consider the natural e´tale atlas A1 = Spec k[tn] → [Spec k[tn] / µn] = n
√
A1, and
pullback the whole diagram
n
√
Ar+1
##●
●●
●●
●●
●●
●
(Ar+1n )T
zz✉✉
✉✉
✉✉
✉✉
✉
Ar+1n

n
√
A1
to the scheme A1, obtaining the diagram
[Ar+1 / µrn]
&&▼▼
▼▼
▼▼
▼▼
▼▼
▼
(Ar+1/µrn)T
xx♣♣♣
♣♣
♣♣
♣♣
♣♣
Ar+1/µrn

A1
where Ar+1 = Spec k[xi,n] is the atlas of the root stack
n
√
Ar+1 = [Ar+1 / µr+1n ], and µ
r
n is
acting via the inclusion µrn ⊆ µr+1n as the kernel of the map
µr+1n → µn, (ξ1, . . . , ξr+1) 7→ ξ1 · · · ξr+1.
Pulling back along A1 → n
√
A1 = [A1 / µn] removes this µn from the stabilizers of all the
stacks in the diagram.
Note also that, by construction, the log blow-up (Ar+1n )T → Ar+1n restricts to the log blow-
up (Ar+1/µrn)T → Ar+1/µrn determined by the same subdivision of the fan that the toric
stack Ar+1n and the toric variety A
r+1/µrn share (see Remark 4.1), which is the fan given by
the first orthant in Rr+1, for the lattice Ln ⊆ Rr+1 of points (a1, . . . , ar+1) in Zr+1 such that
a1 + · · ·+ ar+1 ≡ 0 (mod n).
As explained above, by e´tale descent our local statement reduces to proving that the
Fourier-Mukai functor
Perf((Ar+1/µrn)T )→ Perf([Ar+1 / µrn])
induced by the structure sheaf of the fiber product [Ar+1 / µrn] ×Ar+1/µrn (Ar+1/µrn)T is an
equivalence. This is a special case of the derived McKay correspondence for abelian quotient
singularities, a result proven by Kawamata in [39]. We record this result in the form of the
following proposition.
Proposition 4.12. For every n and every unimodular triangulation T of the simplex n∆r,
the Fourier-Mukai functor Perf((Ar+1/µrn)T ) → Perf([Ar+1 / µrn]) is an equivalence of dg-
categories.
Proof. We use Theorem 4.2 of [39], case (4). Note that here both stacks are smooth and
noetherian, so Perf(−) = Dbdg(−) [12, Corollary 3.0.5].
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In the notation of the paper, we take X = Ar+1/µrn, where µ
r
n ⊆ µr+1n as described above,
and Y = (Ar+1/µrn)T , with B = C = 0. The normalization of the fiber product of schemes
W := [Ar+1 / µrn] ×Ar+1/µrn (Ar+1/µrn)T coincides with the fibered product of fine saturated
log schemes, since everything is toric. By Theorem 4.2 of [39] the functor
q∗ ◦ p∗ : Perf((Ar+1/µrn)T )→ Perf([Ar+1 / µrn])
is an equivalence, where p : W → (Ar+1/µrn)T and q : W → [Ar+1 / µrn] are the projections.
This concludes the proof. 
This concludes the proof of Theorem 3.8 in the local case.
5. Globalizing
In this section we show how the results obtained in the previous section in the local case
imply the statement of Theorem 3.8 also for the global case. Consider a log algebraic stack
X as in Section 3. The strategy for proving the theorem will be to construct, as in the
previous section, a system of log blow-ups (Xkn)Ikn → Xkn (where for n ∈ N, we denote by
Xn the root stack
n
√
X ′, see Section 3) such that
(1) the set {kn} is cofinal in N by divisibility, so that ∞
√
X → lim←−n
kn
√
X is an equivalence,
(2) the log blow-ups (Xkn)Ikn → Xkn are cofinal among log blow-ups of the stacks Xn,
so that the induced map (X∞)val → lim←−n(Xkn)Ikn is an equivalence, and
(3) the Fourier-Mukai functors Perf((Xkn)Ikn ) → Perf(
kn
√
X) are equivalences of dg-
categories.
After we achieve this, Theorem 3.8 will be proven.
Remark 5.1. Note that the complication of carefully constructing a cofinal subsystem of log
blow-ups is ultimately due, as in the local case (Remark 4.8), to non-uniqueness of crepant
resolutions for the local models, outside of the case r = 1.
We want to argue that the log blow-ups that we obtain in the local model, pulled back to
X locally where there is a chart X → Ar+1, will glue together (provided we set things up
correctly), and give a system of global log blow-ups of X that has the properties outlined
above. For this it is essential that the triangulations that we constructed in the local case
(Lemma 4.10) are symmetric with respect to automorphisms of the monoid Nr+1. In order to
keep track of all the compatibilities between various patches on X we will use the technology
of Artin fans. We recall definitions and basic properties of these objects in the next section.
In Section 5.2, using subdivisions of Artin fans, we will construct a system of log blow-ups
(Xkn)Ikn → Xkn satisfying properties (1), (2) and (3) from above. This will conclude the
proof of Theorem 3.8.
5.1. Artin fans and subdivisions. A convenient way to encode the compatibility of the
local log blow-ups is by considering the Artin fan AX of X , and its subdivisions. Let us
recall briefly what these are. For more about Artin fans and subdivisions we refer to reader
to [8, 4, 3].
Artin fans are log algebraic stacks that are log e´tale over the base field k (or, equivalently,
e´tale over Olsson’s stack LOGk). All our Artin fans will also have faithful monodromy, i.e.
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the structure map X → LOGk will also be representable. Every fine saturated log scheme
(or algebraic stack) X admits an initial morphism X → AX → LOGk to an Artin fan, called
the “Artin fan of X”. For example if X is a T -toric variety for a torus T , then AX ≃ [X/T ]
for the action giving the toric structure. Artin fans forget all the geometry of a log scheme or
algebraic stack, and only retain the information about the combinatorics of the log structure,
in an “algebro-geometric” manner.
They are perfectly suited for encoding log blow-ups, since these are algebro-geometric
operations, but completely determined by the combinatorics. Just as for toric varieties
toric blow-ups correspond to subdivisions of the fan, for general fine saturated log stacks,
(representable) log blow-ups correspond to “subdivisions” of the Artin fan. See the discussion
in [8, Section 2.4] and [4, Section 3] for details.
Given a rational polyhedral cone σ in a finite dimensional vector space N ⊗Z R (where N
is a lattice, dual to M), we will denote by Aσ := [Spec k[σ∨ ∩M ] / T ] the Artin fan of the
affine toric variety Spec k[σ∨∩M ] (here T is the algebraic torus Hom(M,Gm) with character
lattice M). Artin fans of the form Aσ are called Artin cones.
If τ ⊆ σ is the inclusion of a face, then we naturally have an induced map Aτ → Aσ,
which is a Zariski open immersion. Given a (rational) subdivision Σ of the cone σ, we can
then glue together the various stacks Aτ for the cones τ ∈ Σ, and obtain an Artin fan AΣ
(which can also be described as the global quotient of the toric variety XΣ associated to Σ
by its torus) with a map AΣ → Aσ. This is called a subdivision of Aσ, and is a log blow-up
in the sense of (2.3).
More generally, a morphism of Artin fans A′ → A is a subdivision if for every Artin cone
Aσ and every morphism of Artin fans (i.e. of log algebraic stacks) Aσ → A, the projection
A′ ×A Aσ → Aσ is isomorphic to a subdivision. Moreover, it is enough to check this for
maps Aσ → A that are part of a fixed e´tale cover of A.
We will make use of the following observation. Assume that we have an Artin fan A,
together with an e´tale cover {Aσi → A} by Artin cones, and for every cone σi we have
a subdivision Σi. Assume also that the subdivisions Σi are symmetric with respect to
automorphisms of σi, and that whenever for some i and j we have a face τ of both σi and
σj with a commutative diagram
Aτ //

Aσi

Aσj // A,
then the subdivisions Σi and Σj coincide when restricted to τ . Then there is a subdivision
AΣ → A, that restricts to AΣi → Aσi on the given e´tale cover. This is used also in [4,
Section 3] (see Section 3.2 in particular).
Here is a sketch of an argument to justify this: our Artin fan A will have a presentation
as the colimit of a diagram R⇒ U where both R and U are disjoint unions U = ⊔iAσi and
R = ⊔j Aτj of Artin cones as above. The subdivisions Σi and their restriction to the faces
τj will give subdivisions U ′ → U and R′ → R, and by our assumptions there is an induced
diagram R′ ⇒ U ′, compatible with R ⇒ U , and whose colimit in e´tale sheaves over LOGk
gives the desired subdivision AΣ of A.
LOGARITHMIC DERIVED MCKAY 43
Note that compatibility and symmetry of the subdivisions Σi is fundamental for the above
argument. For example, for a fixed cone σi appearing in U , in R we could have Aσi itself,
with one of the maps of the groupoid R ⇒ U restricting to the identity Aσi = Aσi and
the other one restricting to a non-trivial automorphism Aσi≃Aσi induced by a non-trivial
symmetry of the cone σi. Only thanks to the symmetry of Σi can we conclude that the
groupoid structure will lift to R′ and U ′.
5.2. Construction of the log blow-ups (Xkn)Ikn and conclusion of the proof. Con-
sider the Artin fan AX of our fixed log algebraic stack X . By the explicit form of our local
charts X → Ar+1, the Artin fan AX has an e´tale cover by Artin cones of the form
[Ar+1/Gr+1m ] = [A
1/Gm]× · · · × [A1/Gm]
for various possible values of r. The “intersections” of these are Artin cones of the same
form, with lower values for r.
In order to define a subdivision of AX (or of the Artin fan AXn of the stack Xn, that has a
similar form), we can specify one subdivision for each one of the cones corresponding to the
toric varieties Ar+1, provided these are compatible over the (possibly self-)intersections. If
the subdivisions are chosen to be symmetric with respect to automorphisms of the monoid
Nr+1 and compatible for different values of r, these conditions will be automatically satisfied.
This is the reason why we made an effort to construct symmetric unimodular triangulations
in Lemma 4.10.
For clarity, we break down our construction of a suitable cofinal system in the following
three steps:
• Since X is quasi-compact, there will be a maximal value for the ranks of the stalks
MX,x of the sheaf MX .
1 Denote it by R + 1. Let {(kn, Tkn)}n∈N be the sequence of
positive integers kn and symmetric unimodular triangulations Tkn of kn∆R that was
constructed in Section 4.
Observe that by restricting the sequence of triangulations {(kn, Tkn)}n∈N to any
r-dimensional face kn∆
r of kn∆
R, we obtain a cofinal sequence of symmetric rational
triangulations of the simplex ∆r, see Lemma 4.11. Also note that, since the trian-
gulation Tkn is symmetric with respect to permutations of the vertices, the choice of
how to realize kn∆
r as a face of kn∆
R is irrelevant.
• Let n ∈ N, and consider the stack Xkn and its Artin fan AXkn . This has an e´tale
cover by Artin cones of the form Aσr
kn
, where for m ∈ N the cone σrm is the cone of
the toric variety Ar+1/µrm of Section 4, given by the first orthant R
r+1
≥0 in R
r+1, with
respect to the lattice Lm = {(a1, . . . , ar+1) ∈ Zr+1 | a1 + · · · + ar+1 ≡ 0 (mod m)}.
We stress that here r is not fixed, but can take any value from 0 to R.
We define a subdivision of AXkn , by subdividing each Aσrkn according to the trian-
gulation Tkn . Since these triangulations are symmetric and compatible with restric-
tion to faces (by construction), this will define a global subdivision of AXkn , that we
denote by ATkn → AXkn .
1We are assuming here that X has a non-trivial log structure, and that therefore the maximal rank of the
stalks is greater than zero.
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• By pulling this back along Xkn → AXkn , we obtain a log blow-up (Xkn)Tkn → Xkn.
Moreover, if n ≤ n′ we have a map (Xkn′ )Tkn′ → (Xkn)Tkn covering Xkn′ → Xkn , so
that {(Xkn)Tkn}n∈N is an inverse system of log blow-ups of {Xkn}n∈N.
To conclude the proof we need to check that {(Xkn)Tkn}n∈N satisfies the properties (1),
(2) and (3) listed at the beginning of this section. Note that property (1) is clearly satisfied.
Indeed, since {kn} is cofinal in N by divisibility, the natural map ∞
√
X → lim←−n
kn
√
X is
an equivalence. As a consequence lim−→n Perf(
kn
√
X) → Perf(∞√X) is an equivalence of dg-
categories. Proposition 5.2 below shows that property (2) also holds.
Proposition 5.2. We have a natural isomorphism Xval∞ ≃ lim←−n(Xkn)Tkn , that induces an
equivalence of dg-categories Perf(Xval∞ ) ≃ lim−→n Perf((Xkn)Tkn ).
Proof. Since every (Xkn)Tkn is a log blow-up of Xkn , we have a canonical map (X∞)
val →
lim←−n(Xkn)Tkn . In order to check that this is an isomorphism we can localize on X where we
have a chart X → Ar+1 for the log structure. We can also assume that the log structure of
X is Zariski, and that the locus in X where the stalk MX,x has maximal rank is irreducible
(so that X is a small logarithmic scheme, see for example [3, Definition 5.6]).
Under these conditions, for every m ∈ N the induced strict map Xm → Ar+1m identifies the
Artin fan AXm with the Artin cone Aσrm (where σrm is the cone of the toric variety Ar+1/µrm,
as in the discussion above). By construction of the log blow-ups (Xkn)Tkn we have canonical
(and compatible) isomorphisms
(Xkn)Tkn ≃ Xkn ×Ar+1kn (A
r+1
kn
)Tkn
for every n. Therefore for the limit we find
lim←−
n
(Xkn)Tkn ≃ lim←−
n
(Xkn ×Ar+1
kn
(Ar+1kn )Tkn ) ≃ X∞ ×Ar+1∞ (Ar+1∞ )val
and since forming valuativizations is also compatible with strict base change (Remark 2.14),
the last term is canonically isomorphic to (X∞)val. From this it follows that the natural map
(X∞)val → lim←−n(Xkn)Tkn is an isomorphism, as we wanted. 
The last thing left to prove is that property (3) holds for {(Xkn)Tkn}n∈N. That is, we have
to show that the Fourier-Mukai functors Perf((Xkn)Tkn )→ Perf(
kn
√
X) are equivalences. We
prove first a couple of lemmas.
Lemma 5.3. Let
Y ′ //

Y

X ′ // X
be a cartesian diagram of perfect algebraic stacks (in the sense of [11]), where the map
X ′ → X is flat. Then the natural functor of dg-categories
Perf(Y )⊗Perf(X) Perf(X ′)→ Perf(Y ′)
is an equivalence.
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Proof. The statement in the case of quasi-coherent sheaves is proved in Theorem 4.7 of
[11]. This restricts to an equivalence of categories between compact objects, i.e. perfect
complexes, as explained in the introduction of [12]. 
Lemma 5.4. Let Y → X, Z → X and f : X ′ → X be morphisms of perfect algebraic stacks,
and assume that f is flat. Let Y ′ and Z ′ be the fiber products Y ×XX ′ and Z×XX ′. Denote
by
Φ: Perf(Y )→ Perf(Z)
the Fourier-Mukai functor defined by the structure sheaf of Y ×X Z, and by
Φ′ : Perf(Y ′)→ Perf(Z ′)
the one defined by the structure sheaf of Y ′ ×X′ Z ′.
Then the functor Φ⊗ idPerf(X′) : Perf(Y ′)→ Perf(Z ′) induced by Φ and the equivalences of
dg-categories
Perf(Y ′)
≃→ Perf(Y )⊗Perf(X) Perf(X ′)
and
Perf(Z ′)
≃→ Perf(Z)⊗Perf(X) Perf(X ′)
of the previous lemma, is equivalent to the Fourier-Mukai functor Φ′.
Proof. Let us write the functor Φ ⊗ id as a Fourier-Mukai transform encoded via pull-push
in a span diagram. The span diagram is given by
(Y ×X Z)×X X ′
q1
ww♦♦♦
♦♦
♦♦
♦♦
♦♦
♦
q2
''◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
Y ′ Z ′
where q1 and q2 are the composites
q1 : (Y ×X Z)×X X ′ → Y ×X X ′ = Y ′, q2 : (Y ×X Z)×X X ′ → Z ×X X ′ = Z ′,
and there is a natural equivalence Φ ⊗ id ≃ q2∗ ◦ q∗1. Then the lemma follows immediately
from the fact that fiber products commute with fiber products, namely
(Y ×X Z)×X X ′ ≃ (Y ×X X ′)×X×XX′ (Z ×X X ′) ≃ Y ′ ×X′ Z ′. 
We are now ready to show that {(Xkn)Tkn}n∈N satisfies also property (3).
Proposition 5.5. Let X be as in Theorem 3.8, and let {(Xkn)Tkn}n∈N be as in the discussion
above. Then for every n ∈ N, the Fourier-Mukai functor
Φ(nk ,Tkn) : Perf((Xkn)Tkn )→ Perf(
kn
√
X)
is an equivalence of dg-categories.
Proof. By descent for Perf(−) and the assumptions, we can assume that we have a flat chart
X → Ar+1 for the log structure and that X is an affine scheme.
For every n ∈ N, the map Xkn → Ar+1kn is then a strict and flat (since it is a base
change of X → An+1, that is flat by assumption) morphism of log algebraic stacks. By
the previous lemmas, since (Xkn)Tkn and
kn
√
X are both base change of the corresponding
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objects over Ar+1kn , the Fourier-Mukai functor Φ(nk ,Tkn) is base change of the Fourier-Mukai
functor Perf((Ar+1kn )Tkn )→ Perf(
kn
√
Ar+1), which is an equivalence by the results of Section 4
(in particular Proposition 4.12). This concludes the proof.
Note that it is essential in this argument that the global log blow-up (Xkn)Tkn → Xkn is
constructed by globalizing the local construction of Section 4. 
This concludes the proof of Theorem 3.8 in the general case.
6. Simple log semistable families
In this final section we will assume that X is the total space of a simple kind of semistable
degeneration over a base S. We will show that in this situation, if the base S is log smooth,
the derived equivalence of Theorem 3.8 restricts to the fibers of this degeneration.
This applies in particular to the version of the McKay correspondence that was used in
Section 4: the toric variety Ar+1 can be equipped with the map φr : A
r+1 → A1 sending
(x1, . . . , xr+1) to x1 · · ·xr+1, and it becomes the total space of a flat degeneration of Grm to
the union of the coordinate hyperplanes in Ar+1.
The “finite index” statement in this case is that the derived equivalence of Proposition
4.12 restricts to a derived equivalence on the fibers over 0 ∈ A1. This was already observed
in [10], and in fact we will leverage the results of that paper in our proof of Theorem 6.6
below.
Definition 6.1. Let X,S be fine saturated log algebraic stacks over k. A simple log
semistable morphism is a vertical log smooth morphism f : X → S such that for every
geometric point x → X with image s = f(x) → S on which the log structure of S is not
trivial, there are isomorphisms MS,s ∼= N and MX,x ∼= Nr+1 with r ≥ 0, such that the map
MS,s →MX,x is identified with the r-fold diagonal map N→ Nr+1.
Remark 6.2. Recall that a morphism of log algebraic stacks X → S is vertical if for every
geometric point x→ X with image s→ S the cokernel of the homomorphism MS,s →MX,x
is a group. The verticality condition implies that the locus of X where the log structure is
trivial is the preimage of the corresponding locus of S. Note also that the cokernel of the
map N→ Nr+1 is a group (isomorphic to Zr).
Remark 6.3. Compare with the definition of “essentially semistable” morphisms in [52,
Definition 2.1], where there can be extra factors N in the log structure of the total space and
the base, and on which f acts as the identity, pointwise.
Lemma 6.4. Let X,S be fine saturated log algebraic stacks over k. A morphism f : X → S
is a simple log semistable morphism if and only if strict-smooth locally on X and S around
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points where the log structures are non-trivial there exists a diagram
X
  ❅
❅❅
❅❅
❅❅
❅
f
""
S ′ //

Ar+1
φr

S // A1
where the square is cartesian, the horizontal maps are strict, the diagonal map is strict and
smooth, and φr : A
r+1 → A1 is the toric morphism induced by the (r + 1)-fold diagonal map
N→ Nr+1 (as in Section 4).
If moreover S is log smooth, then there locally exists a diagram as above, and such that
the horizontal maps are also smooth.
Proof. Clearly every morphism that admits charts as in the statement satisfies the conditions
of Definition 6.1. The converse follows from the fact that we can find local charts around
a geometric point x → X and around its image s → S using the monoids MX,x and MS,s
and the homomorphism MS,s →MX,x. See the proof of [52, Lemma 2.2] for details. Finally,
the last claim follows from existence of charts as in the previous sentence, and from the fact
that, because of log smoothness of S, the chart morphism S → A1 can be chosen to be
smooth. 
Example 6.5.
• The toric maps φr : Ar+1 → A1 of the definition, given explicitly by the formula
(x1, . . . , xr+1) 7→ x1 · · ·xr+1 are simple log semistable morphisms (and this is a sort
of “universal” case).
• The degeneration of elliptic curves to a nodal rational curve of Example 1.4, where
base and total space are equipped with the natural log structures, is a simple log
semistable morphism.
• Given any smooth variety X with a normal crossings divisor D ⊆ X , we have a
morphism X → [A1/Gm], given by the divisor O(D) with its tautological global
section (recall that [A1/Gm] can be seen as the stack parametrizing line bundles with
a global section). This is a simple log semistable morphism.
Note that if f : X → S is a simple log semistable morphism and X has affine stabilizer
groups, then we are in the situation of Section 3, and we can apply Theorem 3.8 to the total
space X . Moreover, in this case the stacks Xn =
n
√
X ′ are isomorphic to the fibered products
X ×S n
√
S, and analogously at the limit we have X∞ ≃ X ×S ∞
√
S.
Theorem 6.6. Let X,S be fine saturated log algebraic stacks over k, with S log smooth and
X with affine stabilizer groups, and let f : X → S be a quasi-compact simple log semistable
morphism of Deligne–Mumford type (i.e. for a scheme T and a map T → S, the base change
X ×S T is a Deligne–Mumford stack).
Then for every geometric point ξ → ∞√S, the equivalence Φ of Theorem 3.8 restricts to an
equivalence of dg-categories on the fibers Φξ : Perf((X
val
∞ )ξ)→ Perf((∞
√
X)ξ).
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Remark 6.7. The log smoothness and “of Deligne–Mumford type” assumptions in Theorem
6.6 are included in order to use results of [10] about restricting Fourier-Mukai functors (see
below for more details), that are stated for families whose total space is a smooth Deligne–
Mumford stack. It is possible that these assumptions can be relaxed.
Remark 6.8. Note that the statement is obvious if ξ → ∞√S → S is in the open locus
where the log structure of S is trivial, because in that case both fibers (
∞
√
X)ξ and (X
val
∞ )ξ
are canonically isomorphic to the fiber Xξ of f : X → S.
Proving Theorem 6.6 will require some preparation. We start by noting that with our
hypotheses, in the local charts of Lemma 6.4 we can assume that the maps S → A1 and
X → S ′ (and therefore also the composite X → Ar+1) are smooth in the classical sense. Note
that this assures that both the root stacks
kn
√
X and the log blow-ups (Xkn)Tkn (constructed
in the previous section) are smooth for every n, because they locally have a smooth map
towards
kn
√
Ar+1 and (Ar+1kn )Tkn respectively, and these are smooth.
Now because of smoothness of S → A1 and since the statement is local on S, we can
assume that S ∼= Aq × A1 for some q, with the map S → A1 being the projection. Note
also that, as mentioned in Remark 6.8, since the log structure of A1 is trivial outside of the
origin, the only points over which there is something to prove are the ones in the preimage
of 0 ∈ A1. Let us fix a point s ∈ S in this preimage (so that s is of the form (s′, 0) with
s′ → Aq), and denote by ξ → ∞√S the unique lift of s to ∞√S.
We have to show that if we restrict our modified families to the fiber over ξ, the equivalence
Perf(Xval∞ ) ≃ Perf(∞
√
X) will restrict to an equivalence of the categories of perfect complexes
of the fibers (in a sense to be specified).
For this purpose, we will use the following result, that is an immediate generalization of
(part of) [10, Theorem 1.1].
Proposition 6.9. Let X and Y be smooth Deligne–Mumford stacks, f : X → AN and
g : Y → AN two morphisms, and F a complex of coherent sheaves on the fibered product
Z := X ×AN Y, with proper support over X and Y.
If the Fourier-Mukai functor ΦF : Perf(X ) → Perf(Y) corresponding to F is an equiva-
lence, then the pullback of its kernel to Xp ×Yp (the fibers over a geometric point p ∈ AN of
f and g) also induces an equivalence Φp : Perf(Xp)→ Perf(Yp).
Proof. The proof in [10, Section 2] generalizes word for word, except that the embeddings
Xp → X and Yp → Y are now regular embeddings of codimension N (that still have finite tor
dimension). Note also that in that paper things are stated for the bounded derived category,
but the result holds also for the category of perfect complexes. 
Remark 6.10. Note that the two Fourier-Mukai functors ΦF and Φp are compatible with
the push-forwards along the closed immersions i : Xp → X , j : Yp → Y . That is, there is a
natural equivalence Φ ◦ i∗ ≃ j∗ ◦ Φp. We refer the reader to [10, Lemma 2.6] for a proof of
this fact.
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We will apply Proposition 6.9 to diagrams of the form
n
√
X
&&▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
(Xn)I
xxqqq
qq
qq
qq
qq
q
Xn

S ∼= Aq × A1
where as usual (Xn)I denotes a log blow-up (which will be smooth), and where we will take
F to be the pushforward to n√X ×Aq+1 (Xn)I of the structure sheaf of the fibered product
n
√
X ×Xn (Xn)I .
The proof of Theorem 6.6 will involve again a limit argument, and will make use of the
sequence {(kn, Tkn)}n∈N of unimodular triangulations and the corresponding log blow-ups
(Xkn)Tkn that were constructed in Section 5. Denote by (
∞
√
X)ξ and (X
val
∞ )ξ the fibers of
∞
√
X → ∞√S and Xval∞ → ∞
√
S at the point ξ → ∞√S. Note that for every n we also have a
unique point ξn → n
√
S over s→ S, and we can consider the fibers ( n√X)ξn and ((Xkn)Tkn )ξkn .
Lemma 6.11. We have canonical isomorphisms
(
∞
√
X)ξ ≃ lim←−
n
(
kn
√
X)ξkn
and
(Xval∞ )ξ ≃ lim←−
n
((Xkn)Tkn )ξkn
that induce equivalences of dg-categories
Perf((
∞
√
X)ξ) ≃ lim−→
n
Perf((
kn
√
X)ξkn )
and
Perf((Xval∞ )ξ) ≃ lim−→
n
Perf(((Xkn)Tkn )ξkn ).
Proof. This follows from the fact that the point ξ → ∞√S is the inverse limit of the points
ξn → n
√
S (in the obvious sense), together with the cofinality properties of the sequence
{(kn, Tkn)}n∈N. 
To prepare some notation for the proof of Proposition 6.12 below, note that the root stacks
n
√
S = Aq × n
√
A1 have compatible e´tale presentations, given by id × pin : Sn := Aq × A1 →
Aq× n
√
A1, where pin : A
1 → n
√
A1 is the usual presentation. Let us denote by Xkn and Ykn the
pullbacks of
kn
√
X and (Xkn)Tkn to Skn . By descent for Perf(−), for every n the equivalence
Perf((Xkn)Tkn )→ Perf(
kn
√
X) induces an equivalence
Fn : Perf(Ykn)→ Perf(Xkn).
Further, by Proposition 3.7, these equivalences are compatible with pullbacks along Xkn′ →Xkn and Ykn′ → Ykn.
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We denote by p the unique point of the atlas Skn = A
q×A1 in the preimage of s ∈ Aq×A1
with respect to the composite Skn → kn
√
S → S = Aq × A1. By Proposition 6.9 the functor
Fn will induce an equivalence of dg-categories
(Fn)p : Perf((Ykn)p)→ Perf((Xkn)p).
With slight abuse of notation, we will denote by p any such point, independently on the
index n.
Proposition 6.12.
(1) The equivalence Perf((Xkn)Tkn )→ Perf(
kn
√
X) restricts to an equivalence on the fibers
Perf(((Xkn)Tkn )ξkn )→ Perf((
kn
√
X)ξkn ).
(2) For every n′, n ∈ N with n′ ≥ n the diagram of dg-categories
Perf(((Xkn)Tkn )ξkn )
≃ //

Perf((
kn
√
X)ξkn )

Perf(((Xkn′ )Tkn′ )ξkn′ )
≃ // Perf((
k
n′
√
X)ξk
n′
)
is commutative.
Proof. Claim (1) follows immediately by applying Proposition 6.9 after pulling back to
the presentation Sn = A
q+1 of
n
√
S. This shows that the equivalence Perf((Xkn)Tkn ) →
Perf(
kn
√
X) induces an equivalence Perf(((Xkn)Tkn )ξkn )→ Perf((
kn
√
X)ξkn ).
Let us prove next Claim (2), that is, that these equivalences for different values of n are
compatible, as in Proposition 3.7. As usual, by descent for Perf(−) this can be checked
after passing to the e´tale presentations Skn → kn
√
S and Skn′ →
k
n′
√
S, so that instead of the
diagram in the statement we can look at the diagram
Perf((Ykn)p)
(Fn)p //
v∗p

Perf((Xkn)p)
w∗p

Perf((Ykn′ )p)
(Fn′ )p // Perf((Xkn′ )p)
where the notation is explained above, except for the vertical maps, that are pullbacks along
vp : (Ykn′ )p → (Ykn)p and wp : (Xkn′ )p → (Xkn)p.
For every n, let us denote by jn : (Xkn)p → Xkn and in : (Ykn)p → Ykn the inclusions of the
fibers. Note also that the maps vp and wp between the fibers are not induced by v : Ykn′ → Ykn
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and w : Xkn′ → Xkn via base change. Rather, there are commutative diagrams
(Ykn′ )p
vp //
in′

(Ykn)p
in

(Xkn′ )p
wp //
jn′

(Xkn)p
jn

Ykn′
v //

Ykn

Xkn′
w //

Xkn

Aq × A1 // Aq × A1 Aq × A1 // Aq × A1
where the map Aq ×A1 → Aq ×A1 is given by id× (t 7→ td) for d = kn′/kn, and the squares
are not cartesian. The preimage of the point p in Aq ×A1 consists of exactly one point, but
is non-reduced, and the point p itself gives a section (corresponding to the reduction of the
fiber).
Let us prove that there is an equivalence
(wp)
∗ ◦ (Fn)p ≃ (Fn′)p ◦ (vp)∗ : Qcoh((Ykn)p)→ Qcoh((Xkn′ )p).
After this, we can pass to Perf(−) by restricting to compact objects. In the last display, and
throughout the proof, we will denote in the same way a functor and its Ind-completion (e.g.
we write (Fn)p instead of Ind((Fn)p)).
The advantage of working with quasi-coherent sheaves is that we can take adjoints and
prove instead the equivalent statement
(Fn)p ◦ (vp)∗ ≃ (wp)∗ ◦ (Fn′)p.
Note further that, since (jn)∗ is faithful, it reflects isomorphisms. This is true in any trian-
gulated category: consider a morphism f : F → G and the distinguished triangle
(jn)∗F
(jn)∗(f)−−−−→ (jn)∗G→ (jn)∗(conef).
Then (jn)∗(f) is an isomorphism if and only if (jn)∗(conef) vanishes, and (jn)∗(conef) van-
ishes if and only if conef vanishes.
Thus it is sufficient to show that there is a natural equivalence
(jn)∗ ◦ (Fn)p ◦ (vp)∗ ≃ (jn)∗ ◦ (wp)∗ ◦ (Fn′)p.
This is a consequence of the following three facts:
• By the commutativity of the two diagrams above, we have that
w∗ ◦ (jn′)∗ ≃ (jn)∗ ◦ (wp)∗ and v∗ ◦ (in′)∗ ≃ (in)∗ ◦ (vp)∗.
• As explained in Remark 6.10 we have an equivalence Fn ◦ (in)∗ ≃ (jn)∗ ◦ (Fn)p (and
there is an analogous equivalence for the index n′). Recall for every n we are denoting
by Fn the (Ind-completion of the) Fourier-Mukai functor Fn : Perf(Ykn)→ Perf(Xkn).
• By Proposition 3.7 there is an equivalence: Fn′ ◦ v∗ ≃ w∗ ◦ Fn. Taking adjoints we
obtain an equivalence Fn ◦ v∗ ≃ w∗ ◦ Fn′ .
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Leveraging these three facts we obtain a chain of equivalences
(jn)∗ ◦ (wp)∗ ◦ (Fn′)p ≃ w∗ ◦ (jn′)∗ ◦ (Fn′)p ≃ w∗ ◦ Fn′ ◦ (in′)∗ ≃
Fn ◦ v∗ ◦ (in′)∗ ≃ Fn ◦ (in)∗ ◦ (vp)∗ ≃ (jn)∗ ◦ (Fn)p ◦ (vp)∗
and this concludes the proof. 
By taking the colimit over the sequence {(kn, Tkn)}n∈N, we obtain an equivalence of dg-
categories
lim−→
n
(Fkn)p : Perf((X
val
∞ )ξ)→ Perf((
∞
√
X)ξ).
This concludes the proof of Theorem 6.6.
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