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We provide a probabilistic solution of a not necessarily Markovian control
problem with a state constraint by means of a Backward Stochastic Differ-
ential Equation (BSDE). The novelty of our solution approach is that the
BSDE possesses a singular terminal condition. We prove that a solution
of the BSDE exists, thus partly generalizing existence results obtained by
Popier in [9] and [10]. We perform a verification and discuss special cases for
which the control problem has explicit solutions.
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Introduction
In these notes we provide a pure probabilistic solution of the control problem that
consists in minimizing the functional
J(x) = E
[∫ T
0
(ηt|x˙t|
p + γt|xt|
p)dt
]
(1)
over all absolutely continuous paths (xt)t∈[0,T ] starting in ξ ∈ R and ending in 0 at time
T . Here p > 1 and (η, γ) are two non-negative stochastic processes that are progressively
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measurable with respect to the natural filtration (Ft) generated by a Brownian motion.
We choose the control strategies x to be adapted to (Ft).
Such a control problem arises for example when economic agents have to close a
position of ξ asset shares in a market with a stochastic price impact (see e.g. [1] and the
references therein). The first term
∫ T
0
ηt|x˙t|
pdt in (1) can be interpreted as the liquidity
costs entailed by closing the position, where η is a stochastic price impact factor. The
second term can be seen as a measure of the risk associated to the open position.
Our method for solving the control problem (1) draws on the notion of backward
stochastic differential equations (BSDEs). BSDEs have turned out to be a powerful tool
for analyzing stochastic control problems, and for providing pure probabilistic solutions.
We refer to the survey article [2] and the book by Pham [8] for examples of control
problems solved with BSDEs. The control problem (1) considered here imposes a con-
straint on the terminal value of the control process x, namely xT = 0. In the following
we characterize its solution with the BSDE
dYt =
(
(p− 1)
Y qt
ηq−1t
− γt
)
dt+ ZtdWt (2)
(where q = 1/(1− 1
p
)) possessing the singular terminal condition
lim
tրT
Yt =∞. (3)
We show that if η and γ satisfy some nice integrability condition, then there exists a
minimal solution (Y, Z) of the BSDE (2) with terminal condition (3). We subsequently
prove, without any further assumptions, that there exists an optimal control of the
problem (1) and that it is given by x∗t = ξe
−
∫ t
0(
Ys
ηs
)
q−1
ds. Note that the terminal condition
(3) is necessary for the constraint x∗T = 0 to be satisfied.
One can also derive the singularity (3) by considering the value function associated
to the control problem: as t converges to T , the value function converges to infinity,
provided the position x 6= 0. We will show that the value function is a power function
of the position variable, multiplied with the solution of the BSDE (2). The singularity
of the value function translates into the BSDE’s singularity at the terminal condition.
BSDEs with singular terminal conditions have so far been studied only in Popier [9]
and [10]. One of the present paper’s goal is to reveal their power for solving the stochastic
control problem (1). BSDEs with singular terminal conditions have not been detected
as an efficient tool for solving stochastic control problems yet.
The control problem (1), more precisely some versions of it, have been already studied
in the literature. In [11] a similar class of control problems is solved by means of so-called
superprocesses. The functional of the control problem considered in [11] is slightly more
general, but the pair (η, γ) is assumed to be Markovian. The BSDE approach we present
here is not bound to a Markovian model set-up.
Ji and Zhou [3] consider a very general control problem with terminal state constraints.
They assume that the state process is disturbed by some white noise with a volatility
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that is invertible in the control. Notice that in our setting the state process x is not
disturbed.
In [1] the authors consider the special case of the control problem (1) where p = 2, η
is a constant and γ is a function of a homogeneous Brownian martingale (in particular
γ is a Markov process). They solve the control problem with analytical techniques,
characterizing the optimal control and the value function with a solution of a PDE in
the viscosity sense.
A probabilistic solution of a related control problem is given in [5] (and the preceding
paper [6]), also by means of BSDEs: the authors consider the problem of how to opti-
mally follow a trading target in an illiquid market with a non-temporary price impact
depending on order sizes. Optimal controls, however, are singular and are verified with
BSDEs that have non-singular terminal conditions.
The paper is organized as follows. In Section 1 we precisely describe the modeling
set-up and present the main results. Moreover, we give a heuristic derivation of why the
BSDE (2) with singular terminal condition provides a solution of the control problem.
In Section 2 we prove, given some nice integrability conditions on η and γ, that there
exists a solution of the BSDE (2).
Section 3 turns to a verification: we show that the optimal control and value function
can indeed be characterized by the BSDE solution constructed in Section 2.
Finally, in Section 4 we study in detail the special case where γ is zero and η has
uncorrelated multiplicative increments. We show that in this case the optimal control
is deterministic.
1 Main results
We fix a deterministic, finite time horizon T > 0 and a probability space (Ω,F , P ) which
supports a d-dimensional Brownian motion (Wt)0≤t≤T , where d ∈ N. Let (Ft)t∈[0,T ] de-
note the completed filtration generated (Wt)0≤t≤T . Throughout we assume that (ηt)t∈[0,T ]
and (γt)t∈[0,T ] are nonnegative, progressively measurable stochastic processes. We assume
p > 1 and denote by q = 1/(1 − 1
p
) its Ho¨lder conjugate. We consider the stochastic
control problem to minimize the functional
J(x) = E
[∫ T
0
(ηt|x˙t|
p + γt|xt|
p)dt
]
(4)
over all progressively measurable processes x : Ω × [0, T ] → R that possess absolutely
continuous sample paths and satisfy the constraints x0 = ξ ∈ R and xT = 0 a.s. We
denote the set of all these controls by A0, and define
v = inf
x∈A0
J(x). (5)
We show that under some nice integrability conditions on η and γ there exists an optimal
control x∗ ∈ A0; i.e. J(x
∗) = v. Moreover we characterize the optimal control by means
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of a BSDEs with a singular terminal condition. We define the notion of a solution in
the style of [9].
Definition 1.1. We say that a pair of progressively measurable processes (Y, Z) with
values in R × Rd solves the BSDE (2) with singular terminal condition YT = ∞ if it
satisfies
(i) for all 0 ≤ s ≤ t < T : Ys = Yt −
∫ t
s
(
(p− 1) Y
q
r
ηq−1r
− γr
)
dr −
∫ t
s
ZrdWr;
(ii) for all 0 ≤ t < T : E
[
sup0≤s≤t |Ys|
2 +
∫ t
0
|Zr|
2dr
]
<∞;
(iii) lim inftրT Yt =∞, a.s.
We introduce the following spaces of processes. For i = 1, 2 and t ≤ T let
Mi(0, t) = Li(Ω× [0, t],P, P ⊗ λ)
where λ is the Lebesgue measure and P denotes the σ-algebra of (Ft)-progressively
measurable subsets of Ω × [0, T ]. Throughout we assume that η and γ satisfy the
integrability conditions
(I1) η ∈M2(0, T ) and 1/ηq−1 ∈M1(0, T ),
(I2) E
∫ T
0
(T − s)pγsds <∞ and γ ∈M
2(0, t) for all t < T.
In our first main result we prove existence of a minimal solution of the BSDE (2).
Theorem 1.2. Assume that Conditions (I1) and (I2) are satisfied. Then there exists a
minimal solution (Y, Z) of the BSDE (2) with singular terminal condition YT =∞.
In the second main result we characterize the value function and the optimal control
in terms of the minimal solution.
Theorem 1.3. Suppose Conditions (I1) and (I2), and let (Y, Z) be the minimal solution
of (2). Then
v = Y0|ξ|
p
and the optimal control is given by
x∗t = exp
(
−
∫ t
0
(
Ys
ηs
)q−1
ds
)
,
for all t ∈ [0, T ].
The following deterministic example illustrates that a violation of the integrability
condition 1/ηq−1 ∈ M1(0, T ) may lead to a minimization problem where no optimal
control exists.
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Example 1.4. Let T = 1, ηt = (1 − t)
β for some β ≥ 0 , γt = 0 and p = q = 2. Then
we have 1/ηq−1 ∈ L1([0, T ]) if and only if β < 1. In this case Theorem 1.3 yields that
xt = (1− t)
1−β is an optimal control. In the case β ≥ 1 consider the control xt = (1− t)
α
for some α > 0. We compute
J(x) =
∫ 1
0
ηtx˙
2
tdt = α
2
∫ 1
0
(1− t)2α+β−2dt.
Since β ≥ 1 > 1− 2α the integral is finite and has the value
J(x) =
α2
2α + β − 1
.
Taking the limit α ց 0 yields v = 0, but there exists no control in A0 attaining this
value.
Remark 1.5. If p = 1, then the control problem also does not possess an optimal
control in A0 (except for some simple cases). For p = 1 the right formulation of the
problem would be to allow for singular controls; and consequently the description of
optimal controls would require different methods.
We prove Theorem 1.2 in Section 2 (see Theorem 2.2) and Theorem 1.3 in Section 3
(see Theorem 3.2). Before tackling the proofs we provide a heuristic derivation of the
BSDE (2).
Heuristic derivation of the BSDE
Throughout this section we assume ξ > 0. First we show that in this case we can
restrict attention to non-increasing non-negative controls. To this end we denote the set
of controls in A0 with non-increasing sample paths by D0.
Lemma 1.6. Every control x ∈ A0 can be modified to a control x ∈ D0 such that
J(x) ≥ J(x). In particular, we have v = infx∈D0 J(x).
Proof. Let x ∈ A0 and define its running minimum cut off at zero by xt = min0≤s≤t xs∨0.
Notice that x is absolutely continuous since xt =
∫ t
0
x˙s1{xs=xs}ds. Hence x ∈ D0. Observe
that |x˙t| ≤ |x˙t|, and therefore we have E
[∫ T
0
ηt|x˙t|
pdt
]
≥ E
[∫ T
0
ηt|x˙t|
pdt
]
. Since x ≤ x
on Ω× [0, T ] it follows that E
[∫ T
0
γt|xt|
pdt
]
≥ E
[∫ T
0
γt|xt|
pdt
]
. Thus, we obtain J(x) ≥
J(x).
The next result, a maximum principle, provides a sufficient condition for optimality
in (5). We remark that we use it only for the heuristic derivation of the BSDE (2). The
rigorous verification in Section 3 will be performed via a penalization.
Proposition 1.7 (Maximum principle). Assume that x ∈ D0 and that Mt = pηt|x˙t|
p−1+
p
∫ t
0
γsx
p−1
s ds is a martingale with E[M
2
T ] <∞. Then x is optimal in (5).
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Proof. Let g(z) = |z|p and x ∈ D0 such that Mt = pηt|x˙t|
p−1 + p
∫ t
0
γsx
p−1
s ds is a
martingale with E[M2T ] < ∞. Let y ∈ D0 and introduce θt = xt − yt. Then θ satisfies
θ0 = θT = 0 a.s. Furthermore, since x and y are non-increasing it follows that θ is
bounded: |θt| ≤ 2|ξ|. Since x˙ ≤ 0 on Ω × [0, T ] we have g
′(x˙t) = −p|x˙t|
p−1. The
convexity of g implies for all t ∈ [0, T ]
g(x˙t)− g(y˙t) ≤ g
′(x˙t)(x˙t − y˙t).
Thus, by integration by parts we obtain∫ T
0
ηt(g(x˙t)− g(y˙t))dt ≤
∫ T
0
ηtg
′(x˙t)dθt =
∫ T
0
(∫ t
0
pγsx
p−1
s ds−Mt
)
dθt
=
∫ T
0
θtdMt −
∫ T
0
γtg
′(xt)θtdt.
Since θ is bounded and M is a martingale with E[M2T ] <∞ it follows that the integral
process
∫ ·
0
θtdMt is a martingale starting in 0. In particular, it vanishes in expectation.
Using again the convexity of g yields for t ∈ [0, T ]
g(xt)− g(yt) ≤ g
′(xt)(xt − yt).
Taking expectations implies optimality of x:
E
[∫ T
0
ηt(g(x˙t)− g(y˙t))dt
]
≤ −E
[∫ T
0
γtg
′(xt)θtdt
]
≤ −E
[∫ T
0
γt(g(xt)− g(yt))dt
]
.
Remark 1.8. Observe that the previous two results hold in a more general framework
than the one under consideration here. We can replace y 7→ |y|p by any convex function
which attains its minimum at y = 0.
We next observe that the relative control rate rt =
x˙t
xt
of an optimal control x ∈ A0
is independent of the current state xt. To this end fix t < T and ξ2 > ξ1 > 0. Assume
that (x1s)t≤s≤T is an optimal control to close the position ξ1 in the period [t, T ]. Then
the homogeneity of y 7→ |y|p implies that the control x2s =
ξ2
ξ1
x1s, s ∈ [t, T ], is optimal
to close the position ξ2 in the period [t, T ]. In particular the relative control rates at
time t coincide
x˙1t
ξ1
=
x˙2t
ξ2
. Hence, an optimal control can be represented in feedback form
x˙t = rtxt, where rt is the relative control rate, which does not depend on xt. We denote
by q the Ho¨lder conjugate of p and rewrite rt as rt = −
(
Yt
ηt
)q−1
for some semi-martingale
Y and make the ansatz that an optimal control x is of the form
x˙t = −
(
Yt
ηt
)q−1
xt (6)
with x0 = 1. The solution of this pathwise ordinary differential equation is given by
xt = e
−
∫ t
0 (
Ys
ηs
)
q−1
ds. (7)
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Proposition 1.7 shows that x ∈ A0 is optimal if the process pη|x˙|
p−1+ p
∫ ·
0
γsx
p−1
s ds is
a martingale. Since (Ft) is a Brownian filtration this is equivalent to the existence of a
predictable process φ such that
d(η|x˙|p−1)t + γtx
p−1
t dt = φtdWt.
Using the equality ηt|x˙t|
p−1 = Ytx
p−1
t and applying the integration by parts formula to
the product Y xp−1 we obtain
d(η|x˙|p−1)t + γtx
p−1
t dt = x
p−1
t dYt + (p− 1)Ytx
p−2
t dxt + γtx
p−1
t dt
= xp−1t
(
dYt −
(
(p− 1)
Y qt
ηq−1t
− γt
)
dt
)
.
Setting Zt = φt/x
p−1
t we see that Y satisfies the BSDE
dYt =
(
(p− 1)
Y qt
ηq−1t
− γt
)
dt+ ZtdWt. (8)
In view of Equation (7) the singular terminal condition YT = ∞ is necessary to ensure
that xT = 0. In Theorem 3.2 we show that this condition is indeed sufficient.
2 Construction of a BSDE solution with singular
terminal condition
In this section we construct a solution of the BSDE (2) with singular terminal condition.
To this end we first show existence of solutions to BSDEs with cut off drivers and finite
deterministic terminal condition L > 0. In a second step we let L tend to infinity and
obtain a solution with a singular terminal condition. We show that this particular solu-
tion is the minimal solution of (8). We remark that the second step of our construction
bears similarities with the existence proof conducted by Popier in [9] resp. [10].
Let us clarify some terminology concerning BSDEs. The pair consisting of the driver
and the terminal condition of a BSDE will be referred to as its parameters. Given a
solution (Y, Z) of a BSDE, we call the first component Y the solution process and the
second component Z the martingale component.
2.1 Approximation
Consider the BSDE
dY Lt =
(
(p− 1)
(Y Lt )
q
ηq−1t
− (γt ∧ L)
)
dt+ ZLt dWt, (9)
with terminal condition Y LT = L.
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Proposition 2.1. Assume that η ∈M2(0, T ) and 1
ηq−1
∈M1(0, T ). Then there exists a
solution (Y L, ZL) to (9) with ZL ∈ M2(0, T ). For every t ∈ [0, T ] the random variable
Y Lt is bounded from below and above as follows
1(
1
Lq−1
+ E
[∫ T
t
1
ηq−1s
ds
∣∣Ft])p−1 ≤ Y
L
t ≤ (1 + T )L ∧
1
(T − t)p
E
[∫ T
t
(ηs + (T − s)
pγs)ds
∣∣∣∣Ft
]
.(10)
Proof. Let f(t, y) = −(p− 1) y
q
ηq−1t
+ (γt ∧ L) denote the driver of the BSDE (9). Define
f δ(t, y) = −(p − 1) y
q
(ηt∨δ)q−1
+ (γt ∧ L) for δ > 0. Being decreasing in y, bounded in ω,
the driver (ω, t, y) 7→ f δ(t, y ∨ 0) - which does not depend on z - satisfies all conditions
of Theorem 2.2. in [7]. Hence, for every L > 0 there exists a solution (Y δ,L, Zδ,L) to the
BSDE with parameters (f δ(t, y ∨ 0), L). Moreover, any such solution satisfies
E
[
sup
0≤t≤T
|Y δ,Lt |
2 +
∫ T
0
(Zδ,Lt )
2dt
]
<∞. (11)
For L = 0 the solution is given by (Y δ,0, Zδ,0) = (0, 0). The comparison theorem [7,
Theorem 2.4] implies that Y δ,L is nonnegative and, hence, Y δ,L is also a solution to the
BSDE with parameters (f δ, L).
We can also derive an upper bound for Y δ,L by appealing to the comparison theorem.
Note that we have f δ(t, y) ≤ L for y ≥ 0. This implies
Y δ,Lt ≤ (1 + T )L (12)
for all t ∈ [0, T ].
We obtain a solution of the BSDE (9) by letting δ converge to zero. Indeed, the
mapping δ 7→ f δ is increasing, which implies that Y δ1,L ≤ Y δ2,L if δ1 ≤ δ2. In particular
we can define Y L as the decreasing limit of Y δ,L as δ ց 0. For the convergence of the
control process Zδ,L, let (δn)n≥0 be a sequence with δn ց 0 as n → ∞. Fix n ≥ m.
Then we have Y δn,L ≤ Y δm,L. For all 0 ≤ t ≤ T Itoˆ’s formula leads to∫ T
0
(Zδn,Ls − Z
δm,L
s )
2ds =− (Y δn,L0 − Y
δm,L
0 )
2
− 2
∫ T
0
(Y δn,Ls − Y
δm,L
s )(Z
δn,L
s − Z
δm,L
s )dWs
+ 2
∫ T
0
(Y δn,Ls − Y
δm,L
s )(f
δn(s, Y δn,Ls )− f
δm(s, Y δm,Ls ))ds
(13)
Estimates (11) and (12) imply
E
[∫ T
0
(Y δn,Ls − Y
δm,L
s )(Z
δn,L
s − Z
δm,L
s )dWs
]
= 0.
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By monotonicity of f δm and estimate (12) we have
(Y δn,Ls − Y
δm,L
s )(f
δn(s, Y δn,Ls )− f
δm(s, Y δm,Ls ))
≤ (Y δn,Ls − Y
δm,L
s )(f
δn(s, Y δn,Ls )− f
δm(s, Y δn,Ls ))
= (p− 1)(Y δm,Ls − Y
δn,L
s )(Y
δn,L
s )
q
(
1
(ηs ∨ δn)q−1
−
1
(ηs ∨ δm)q−1
)
≤ C
(
1
(ηs ∨ δn)q−1
−
1
(ηs ∨ δm)q−1
)
for all s ∈ [0, T ] and a constant C > 0. Taking expectations in Equation (13) yields
E
[∫ T
0
(Zδn,Ls − Z
δm,L
s )
2ds
]
≤ 2CE
[∫ T
0
(
1
(ηs ∨ δn)q−1
−
1
(ηs ∨ δm)q−1
)
ds
]
.
The sequence
(
1
(η∨δn)q−1
)
n≥0
converges in M1(0, T ) to 1
ηq−1
as n → ∞. This implies
that (Zδn,L)n≥0 is a Cauchy sequence in M
2(0, T ) and converges to ZL ∈ M2(0, T ). In
particular the random variable
∫ T
t
Zδn,Lr dWr converges to
∫ T
t
ZLr dWr in L
2(Ω) as n→∞.
We obtain almost sure convergence by passing to a subsequence. Taking the limit n→∞
in
Y δn,Lt = L− (p− 1)
∫ T
t
(Y δn,Lr )
q
(ηr ∨ δn)q−1
dr −
∫ T
t
Zδn,Lr dWr,
and using estimate (12) yields that (Y L, ZL) satisfies almost surely the BSDE
Y Lt = L− (p− 1)
∫ T
t
(Y Lr )
q
ηq−1r
dr −
∫ T
t
ZLr dWr.
We proceed by deriving the upper and lower bound in (10). We first estimate Y δ,L
against a linear BSDE with driver
g(t, y) = −p
y
T − t
+
ηt ∨ δ
(T − t)p
+ γt.
By using the inequality
(p− 1)yq − paq−1y + aq ≥ 0,
which holds for all y ≥ 0, a ≥ 0, one can show that f δ(t, y) ≤ g(t, y) (take a = (ηt ∨
δ)(T − t)−p/q). Let ǫ > 0 and denote by Ψǫ the solution process of the BSDE on [0, T −ǫ]
with parameters (g, Y δ,LT−ǫ). By the solution formula for linear BSDEs we have
Ψǫt = E
[
ΓT−ǫY
δ,L
T−ǫ +
∫ T−ǫ
t
Γs
(
ηs ∨ δ
(T − s)p
+ γs
)
ds|Ft
]
,
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where
Γt = exp
(
−
∫ t
0
p
T − s
ds
)
=
(
T − t
T
)p
.
The comparison theorem implies
Y δ,Lt ≤ Ψ
ǫ
t =
1
(T − t)p
E
[
ǫpY δ,LT−ǫ +
∫ T−ǫ
t
((ηs ∨ δ) + (T − s)
pγs) ds|Ft
]
(14)
for all t ∈ [0, T ] and ǫ > 0. By letting ǫ ↓ 0 we obtain with dominated convergence
Y δ,Lt ≤
1
(T − t)p
E
[∫ T
t
((ηs ∨ δ) + (T − s)
pγs) ds|Ft
]
.
By letting δ ↓ 0 we obtain the upper bound in (10).
In order to derive the lower estimate, let Vt =
1
Lq−1
+E
[∫ T
t
1
(ηs∨δ)q−1
ds
∣∣Ft], and observe
that there exists a process Z ∈M2(0, T ) such that
dVt = −
1
(ηt ∨ δ)q−1
dt+ ZtdWt.
Notice that 1
Lq−1
≤ Vt ≤ κ :=
1
Lq−1
+ T
δq−1
. Next let Ut =
1
V p−1t
. With Ito’s formula one
can show that there exists Z˜ ∈M2(0, T ) such that
dUt = −h(t, Ut, Z˜t)dt+ Z˜tdWt,
where
h(t, u, z) = −(p− 1)
(u ∧ L)q
(ηs ∨ δ)q−1
−
1
2
p
p− 1
z2
u ∨ (1/κp−1)
.
Note that h(t, u, z) ≤ f δ(t, u). Since UT = L = Y
δ,L
T , the comparison theorem for
quadratic BSDEs (see e.g. Theorem 2.6 in [4]) implies that Ut ≤ Y
δ,L
t . Finally, by
letting δ ↓ 0, we obtain the lower estimate in (10).
2.2 Existence of solutions for BSDEs with singular terminal
condition
First we establish the convergence of (Y L, ZL) from Proposition 2.1 to a pair (Y, Z)
which is a solution to the BSDE (8) with singular terminal condition YT = ∞ in the
sense of Definition 1.1.
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Theorem 2.2. Assume (I1) and (I2) hold true. Let (Y L, ZL) be the solution to (9) from
Proposition 2.1. Then there exists a process (Y, Z) such that for every 0 ≤ t < T the
random variable Y Lt converges a.s. to Yt and Z
L converges in M2(0, t) to Z as L→∞.
The limit process (Y, Z) is a solution to the BSDE (8) with singular terminal condition
YT =∞. Moreover, for every t ∈ [0, T ] the random variable Yt is almost surely positive:
Yt ≥
1(
E
[∫ T
t
1
ηq−1s
ds
∣∣Ft])p−1 . (15)
Proof. The proof is partly a generalization of the arguments in [9] to our setting. Ap-
pealing to the comparison theorem [7, Theorem 2.4] yields that Y L ≤ Y N if N > L
(Observe that although assumption (ii) of [7, Theorem 2.4] is not satisfied here, the
comparison holds, since the process αt from the proof is non-positive here as well). By
Equation (10) for fixed t < T the family of random variables (Y Lt , L ≥ 0) is bounded
from above as follows
Y Lt ≤
1
(T − t)p
E
[∫ T
t
(ηs + (T − s)
pγs)ds|Ft
]
. (16)
Hence, for all t < T we can define Yt as the increasing limit of Y
L
t as L → ∞. Notice
that by Conditions (I1) and (I2) the random variable on the RHS of (16) is square
integrable. By dominated convergence, therefore, Y Lt converges to Yt in L
2(Ω).
Taking the limit L ր ∞ in the lower bound for Y L from Inequality (10) yields that
Y satisfies (15). We write E
[∫ T
t
1
ηq−1s
ds|Ft
]
= Mt−At with Mt = E
[∫ T
0
1
ηq−1s
ds|Ft
]
and
At =
∫ t
0
1
ηq−1s
ds. Since (Ft) is a Brownian filtration the martingaleM is continuous. This
implies
lim
tրT
E
[∫ T
t
1
ηq−1s
ds
∣∣Ft
]
= lim
tրT
(Mt − At) = MT − AT = 0.
Hence, it follows from (15) that Y satisfies the singular terminal condition lim inftրT Yt =
∞.
For the convergence of (ZL) let 0 ≤ s ≤ t < T . Then Itoˆ’s formula implies, for
N,L ≥ 0,
(Y Ns − Y
L
s )
2 +
∫ t
s
|ZNr − Z
L
r |
2dr = (Y Nt − Y
L
t )
2 − 2
∫ t
s
(Y Nr − Y
L
r )(Z
N
r − Z
L
r )dWr
+ 2
∫ t
s
(Y Nr − Y
L
r )(f
N(r, Y Nr )− f
L(r, Y Lr ))dr.
(17)
The monotonicity of the driver fL(r, y) = −(p−1) y
q
ηq−1t
+(γr ∧L) in y yields for y, y
′ ≥ 0
(y − y′)(fN(r, y)− fL(r, y′)) ≤ (y − y′)(fN(r, y)− fL(r, y)) = (y − y′)(γr ∧N − γr ∧ L),
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and hence
(Y Ns − Y
L
s )
2 +
∫ t
s
|ZNr − Z
L
r |
2dr ≤ (Y Nt − Y
L
t )
2 − 2
∫ t
s
(Y Nr − Y
L
r )(Z
N
r − Z
L
r )dWr
+ 2
∫ t
s
(Y Nr − Y
L
r )(γr ∧N − γr ∧ L)dr.
(18)
Since Y L and Y N are bounded and ZL, ZN ∈M2(0, T ), we have
E
[∫ t
s
(Y Nr − Y
L
r )(Z
N
r − Z
L
r )dWr
]
= 0.
Then estimate (18) implies
E
[∫ t
0
|ZNr − Z
L
r |
2dr
]
≤ E
[
(Y Nt − Y
L
t )
2] + 2
∫ t
s
(Y Nr − Y
L
r )(γr ∧N − γr ∧ L)dr
]
, (19)
and for a constant C1
E
[
sup
0≤s≤t
(Y Ns − Y
L
s )
2
]
≤ E[(Y Nt − Y
L
t )
2] + C1E


√∫ t
0
(Y Nr − Y
L
r )
2|ZNr − Z
L
r |
2dr


+2E
[∫ t
0
(Y Nr − Y
L
r )(γr ∧N − γr ∧ L)dr
]
, (20)
where we used the Burkholder-Davis-Gundy inequality. From Young’s inequality we
derive
E


√∫ t
0
(Y Nr − Y
L
r )
2|ZNr − Z
L
r |
2dr

 ≤ E

 sup
0≤s≤t
|Y Ns − Y
L
s |
√∫ t
0
|ZNr − Z
L
r |
2dr


≤
1
4C1
E
[
sup
0≤s≤t
(Y Ns − Y
L
s )
2
]
+ C1E
[∫ t
0
|ZNr − Z
L
r |
2dr
]
,
which implies, together with (20) and (19),
3
4
E
[
sup
0≤s≤t
(Y Ns − Y
L
s )
2
]
≤ C2E[(Y
N
t − Y
L
t )
2]
+2C2E
[∫ t
0
(Y Nr − Y
L
r )(γr ∧N − γr ∧ L)dr
]
,
where C2 = 1 + C
2
1 . Again with Young’s inequality we get
E
[∫ t
0
(Y Nr − Y
L
r )(γr ∧N − γr ∧ L)dr
]
≤
1
4C2
E
[
sup
0≤s≤t
(Y Ns − Y
L
s )
2
]
+ C2E
[(∫ t
0
|γr ∧N − γr ∧ L|dr
)2]
.
12
Finally we arrive at
E
[
sup
0≤s≤t
(Y Ns − Y
L
s )
2
]
≤ C3E
[
(Y Nt − Y
L
t )
2 +
∫ t
0
(γr ∧N − γr ∧ L)
2dr
]
, (21)
for a constant C3 ≥ 0. The RHS of (21) converges to zero as N , L→∞. In particular,
Inequality (19) implies that (ZL) is a Cauchy sequence inM2(0, t) and converges to Z ∈
M2(0, t) for every t < T . Moreover, Inequality (21) yields that E
[
sup0≤s≤t Y
2
s
]
< ∞.
Finally, taking the limit Lր∞ in
Y Ls = Y
L
t −
∫ t
s
(
(p− 1)
(Y Lr )
q
ηq−1r
− γr
)
dr −
∫ t
s
ZLr dWr
implies that Y satisfies (8) for every 0 ≤ s ≤ t < T .
Proposition 2.3. The solution obtained in Theorem 2.2 is minimal: If (Y ′, Z ′) is an-
other nonnegative solution of (8) with singular terminal condition YT =∞, then Y
′
t ≥ Yt
a.s. for all t ∈ [0, T ].
Proof. The proof is an adaptation of [10, Theorem 7] to our setting.
Fix L > 0 and let (Y L, ZL) denote the solution of (9) with terminal condition Y LT = L.
Let (Y ′, Z ′) be a nonnegative solution of (8) in the sense of Definition 1.1. Set ∆t =
Y ′t − Y
L
t , Γt = Z
′
t − Z
L
t and
αt =


p− 1
ηq−1t
(Y ′t )
q − (Y Lt )
q
Y ′t − Y
L
t
, if ηq−1t (Y
′
t − Y
L
t ) 6= 0
0, else.
Note that α is nonnegative. For every t < T the process (∆,Γ) solves the linear BSDE
d∆s = [αs∆s − (γt − L)
+]ds+ ΓsdWs
on [0, t] with terminal condition ∆t = Y
′
t − Y
L
t . Hence, by Lemma 4.10 in the Appendix
the solution ∆ admits the explicit representation
∆s = E
[
∆te
−
∫ t
s
αrdr +
∫ t
s
e−
∫ u
s
αrdr(γu − L)
+du|Fs
]
.
Since Y ′ is nonnegative and Y L ≤ (1+T )L by Proposition 2.1, we have ∆t ≥ −(1+T )L.
Thus ∆te
−
∫ t
s
αrdr is bounded from below by −(1+T )L and we can apply Fatou’s lemma
to obtain
Y ′s − Y
L
s = ∆s = lim inf
tրT
E
[
∆te
−
∫ t
s
αrdr +
∫ t
s
e−
∫ u
s
αrdr(γu − L)
+du|Fs
]
≥ E
[
lim inf
tրT
∆te
−
∫ t
s
αrdr|Fs
]
≥ 0.
Finally, taking the limit Lր∞ yields the claim.
13
3 Optimal Controls
In this section we first consider a variant of the minimization problem (5), where we omit
the constraint xT = 0 in the set of admissible controls but penalize any nonzero terminal
state by L|xT |
p. We show that optimal controls for this unconstrained minimization
problem admit a representation in terms of the solutions Y L from Proposition 2.1. We
then use this result to derive an optimal control for (5).
Throughout this section we assume (I1) and (I2) without further mentioning it.
3.1 Penalization
In this section we consider the unconstrained minimization problem
vL = inf
x∈A
JL(x) = inf
x∈A
E
[∫ T
0
(
ηt|x˙t|
p + (γt ∧ L)|xt|
p
)
dt+ L|xT |
p
]
(22)
for some L > 0, where we take the infimum over A, the set of all progressively measurable
processes x : Ω× [0, T ]→ R with absolutely continuous sample paths starting in x0 = ξ.
Next, we show how to obtain a minimizing control for (22) from the solution Y L to (9).
Proposition 3.1. Let (Y L, ZL) be the solution to (9) from Proposition 2.1. Then
xLt = ξe
−
∫ t
0
(
Y Ls
ηs
)q−1
ds
is optimal in (22) and we have vL = Y L0 |ξ|
p.
Proof. To simplify notation we assume ξ = 1 and set γLt = γt ∧ L. Let g(z) = |z|
p and
Mt = pY
L
t (x
L
t )
p−1 + p
∫ t
0
γLs (x
L
s )
p−1dt. Applying the integration by parts formula to M
results in
dMt = p(x
L
t )
p−1dY Lt + p(p− 1)Y
L
t (x
L
t )
p−2dxLt + pγ
L
t (x
L
t )
p−1dt
= p(xLt )
p−1ZLt dWt.
Since xL is bounded and ZL ∈ M2(0, T ), the process M is a martingale. Let x ∈ A and
introduce θt = x
L
t − xt. Then θ satisfies θ0 = 0. Similar considerations as in Lemma
1.6 imply that we can assume that x is pathwise non-increasing and hence |θt| ≤ 2.
Furthermore, we have ηtg
′(x˙Lt ) = −pηt|x˙
L
t |
p−1 = −pY Lt (x
L
t )
p−1. The convexity of g
implies for all t ∈ [0, T ]
g(x˙Lt )− g(x˙t) ≤ g
′(x˙Lt )(x˙
L
t − x˙t).
Thus, it follows from integration by parts∫ T
0
ηt(g(x˙
L
t )− g(x˙t))dt ≤
∫ T
0
ηtg
′(x˙Lt )dθt =
∫ T
0
(∫ t
0
pγLs x
p−1
s ds−Mt
)
dθt
= −Lg′(xLT )θT +
∫ T
0
θtdMt −
∫ T
0
γLt g
′(xt)θtdt
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SinceM is a square integrable martingale, we obtain E
[∫ T
0
θtdMt
]
= 0. Using convexity
of g once more, we obtain
g(xLt )− g(xt) ≤ g
′(xLt )(x
L
t − xt).
This implies optimality of xL:
E
[∫ T
0
ηt(g(x˙
L
t )− g(x˙t))dt
]
≤ −E
[
Lg′(xLT )θT +
∫ T
0
γLt g
′(xt)θtdt
]
≤ −E
[
L(g(xLT )− g(xT )) +
∫ T
0
γLt (g(x
L
t )− g(xt))dt
]
.
It remains to verify the identity vL = Y L0 . To this end we apply the integration by parts
formula to the process Y (xL)p to obtain
d(Y (xL)p)t = −
(
(Y Lt )
q
ηq−1t
(xLt )
p + γLt (x
L
t )
p
)
dt+ (xLt )
pZLt dWt.
Moreover we have
|x˙Lt |
p =
((
Y Lt
ηt
)q−1
xLt
)p
=
(
Y Lt
ηt
)q
(xLt )
p.
Thus we obtain
Y L0 = E
[∫ T
0
ηt|x˙
L
t |
p + γLt |x
L
t |
pdt
]
= JL(xL) = vL.
3.2 The constrained case
We now turn to the constrained case and prove Theorem 1.3. For the reader’s conve-
nience we restate the theorem here.
Theorem 3.2. Let (Y, Z) be the minimal solution to (8) with singular terminal con-
dition YT = ∞ from Theorem 2.2. Then v = Y0|ξ|
p; moreover the control xt =
ξ exp
(
−
∫ t
0
(
Ys
ηs
)q−1
ds
)
belongs to A0 and is optimal in (5).
Proof. To simplify notation assume that ξ = 1. As in the proof of Proposition 3.1 we
introduce Mt = pYtx
p−1
t + p
∫ t
0
γsx
p−1
s dt. Performing integration by parts yields
dMt = x
p−1
t ZtdWt.
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Hence, M is a nonnegative local martingale on [0, T ) and in particular a nonnegative
super-martingale. Thus it converges almost surely in R as tր T . Since Y satisfies the
terminal condition lim inf tրT Yt =∞ we have that
0 ≤ xt =
(
Mt − p
∫ t
0
γsx
p−1
s ds
pYt
)q−1
≤
(
Mt
pYt
)q−1
→ 0
a.s. for tր T . It follows that x ∈ A0.
Next we apply the integration by parts formula to the process Y xp to obtain
d(Y xp)t = − (ηt|x˙t|
p + γtx
p
t ) dt+ x
p
tZtdWt.
Since Z ∈M2(0, t) and |xt| ≤ 1 we can deduce for t < T
Y0 = E
[∫ t
0
(
ηs|x˙s|
p + γsx
p
s
)
ds
]
+ E [Ytx
p
t ] ≥ E
[∫ t
0
(
ηs|x˙s|
p + γsx
p
s
)
ds
]
.
Taking the limit tր T and appealing to monotone convergence theorem yields
Y0 ≥ E
[∫ T
0
(
ηs|x˙s|
p + γsx
p
s
)
ds
]
= J(x). (23)
Next, note that for every x ∈ A0 we have J(x) ≥ J
L(x). This implies v ≥ vL for
every L > 0. By Proposition 3.1 we have Y L0 = v
L. Minimality of Y implies Y0 =
limLր∞ Y
L
0 = limLր∞ v
L ≤ v. Consequently we obtain with Equation (23)
Y0 ≥ J(x) ≥ v ≥ Y0
and thus optimality of x.
Remark 3.3. The solution Y from Theorem 2.2 does not only lead to optimal controls in
the case where the liquidation period begins at time t = 0 and the initial position position
is equal to x0 = 1 but also for general initial states. Let x ∈ A0 denote the optimal
control from Theorem 3.2. For a general initial position ξ ∈ R the homogeneity of z 7→
|z|p implies that the process t 7→ ξxt minimizes the functional E
[∫ T
0
(
ηt| ˙˜xt|
p + γt|x˜t|
p
)
dt
]
over all progressively measurable processes x˜ with absolutely continuous paths starting
in x0 and ending in 0. The value of this minimization problem is then given by Y0|x0|
p.
If liquidation starts at an arbitrary time t < T the minimization problem reads
Vt = inf E
[∫ T
t
(ηs| ˙˜xs|
p + γs|x˜s|
p
)
ds
∣∣∣∣Ft
]
,
where the infimum is taken over all progressively measurable processes x˜ starting in a
Ft-measurable random variable ξ and ending in 0. In this case the optimal control is
given by
xs = ξ exp
(
−
∫ s
t
(
Yr
ηr
)q−1
dr
)
and the value is equal to Vt = Yt|ξ|
p.
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In the next proposition we state an integrability condition that allows to identify the
minimal solution of (8).
Proposition 3.4. Let (Y, Z) be a nonnegative solution of (8) with singular terminal
condition YT =∞. Let xt = exp
(
−
∫ t
0
(
Ys
ηs
)q−1
ds
)
denote the associated position path
and assume that xp−1Z ∈M2(0, T ). Then Y is the minimal solution of (8).
Proof. Let Y min denote the minimal solution of (8). Without loss of generality we only
consider the point in time t = 0 and show that Y0 = Y
min
0 . For general t < T we refer
to Remark 3.3 which shows that Y mint is the value of the liquidation problem starting in
time t. We proceed as in the proof of Theorem 3.2. Let Mt = pYtx
p−1
t + p
∫ t
0
γsx
p−1
s dt.
Then we obtain by integration by parts
dMt = x
p−1
t ZtdWt.
Hence, M is a nonnegative true martingale with E[M2T ] <∞ and converges a.s. in R as
tր T . Since Y satisfies the terminal condition lim inftրT Yt =∞ we have that xt → 0
as t ր T . Consequently, x ∈ A0 and Lemma 1.7 implies optimality of x. Again an
application of the integration by parts formula yields
d(Y xp)t = (ηt|x˙t|
p + γtx
p
t )dt+ x
p
tZtdWt.
By assumption the process t 7→
∫ t
0
xptZtdWt is a true martingale. Moreover we have
limtրT Ytx
p
t = 0 and hence Theorem 3.2 implies Y0 = J(x) = v = Y
min
0 .
4 Processes with uncorrelated multiplicative increments
In this section we study the special case of the control problem (5) where γ = 0 and η
has uncorrelated multiplicative increments. We first give a rigorous definition of what
the latter means.
We say that a positive, progressively measurable process η has uncorrelated multi-
plicative increments if E
[
ηt
ηs
|Fs
]
= E
[
ηt
ηs
]
for all s ≤ t < T . We show that it is precisely
this class of processes which leads to deterministic optimal controls for the minimization
problem (5) (with γ = 0). Moreover we show that if η is a martingale, then it is optimal
to close the position at a constant rate.
Observe that any process η where ηt
ηs
is independent of Fs for s ≤ t < T has uncorre-
lated multiplicative increments. The converse does not hold true.
In the next lemma we give an equivalent characterization of processes with uncorre-
lated multiplicative increments.
Lemma 4.1. A positive, progressively measurable process η has uncorrelated multiplica-
tive increments if and only if the process
(
ηt
E[ηt]
)
t<T
is a martingale. Any such process
satisfies E
[
ηt
ηs
]
= E[ηt]
E[ηs]
for all s ≤ t < T .
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Proof. Let η have uncorrelated multiplicative increments. We first show that for s ≤
t < T any such η satisfies E
[
ηt
ηs
]
= E[ηt]
E[ηs]
. Indeed, we have
E[ηt] = E
[
ηsE
[
ηt
ηs
∣∣∣∣Fs
]]
= E[ηs]E
[
ηt
ηs
]
.
Next let Mt =
ηt
E[ηt]
for t < T . For s ≤ t < T the process M satisfies
E[Mt|Fs] =
1
E[ηt]
E[ηt|Fs] =
1
E[ηt]
E
[
ηt
ηs
ηs
∣∣∣∣Fs
]
=
ηs
E[ηt]
E
[
ηt
ηs
]
= Ms.
For the converse direction, let Mt =
ηt
E[ηt]
be a martingale for t < T . Then we have for
s ≤ t < T
E[ηt|Fs] = E[ηt]E[Mt|Fs] = E[ηt]Ms =
E[ηt]
E[ηs]
ηs.
Thus the random variable E
[
ηt
ηs
|Fs
]
is deterministic, which implies E
[
ηt
ηs
|Fs
]
= E
[
ηt
ηs
]
.
Lemma 4.1 implies that any positive martingale has uncorrelated multiplicative incre-
ments. Further examples are provided by the following class of diffusions.
Example 4.2. Let η be a diffusion with linear drift, i.e. η solves
dηt = µ(t)ηtdt+ σ(t, ηt)dWt,
where the drift µ is a deterministic function of time and the stochastic volatility σ :
[0, T ]×R×Ω→ R+ is such that t 7→ σ(t, ηt) ∈M
2(0, T ). Then the process η exp(−
∫ ·
0
µ(r)dr)
is a martingale, and hence we have E [ηt|Fs] = ηs exp(
∫ t
s
µ(r)dr). This implies that the
random variable E
[
ηt
ηs
|Fs
]
is deterministic. Therefore η has uncorrelated multiplicative
increments.
We first show that if the optimal control from Theorem 3.2 is deterministic, then the
process η has necessarily uncorrelated multiplicative increments.
Proposition 4.3. Let η be positive, progressively measurable and such that η ∈M2(0, T ),
1/ηq−1 ∈ M1(0, T ). Assume that the optimal control x ∈ A0 from Theorem 3.2 is de-
terministic. Then η has uncorrelated multiplicative increments.
Proof. The optimal control from Theorem 3.2 satisfies x˙t = −
(
Yt
ηt
)q−1
xt where Y is
the minimal solution of (8) with singular terminal condition YT =∞. Since x is deter-
ministic it follows that the nonnegative process αt =
(
Yt
ηt
)q−1
is deterministic as well.
Furthermore Y satisfies the linear BSDE
dYt = (p− 1)αtYtdt+ ZtdWt
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and hence Lemma 4.10 implies for s ≤ t < T
αp−1s ηs = Ys = E
[
Yte
−
∫ t
s
(p−1)αrdr|Fs
]
= αp−1t e
−
∫ t
s
(p−1)αrdrE [ηt|Fs] .
Consequently, the random variable E
[
ηt
ηs
∣∣Fs] is deterministic for all s ≤ t < T and
hence η has uncorrelated multiplicative increments.
We next show that the converse of Proposition 4.3 holds true as well: If η has uncor-
related multiplicative increments, then there exists an deterministic optimal control for
(5).
Proposition 4.4. Assume that η has uncorrelated multiplicative increments and satisfies
the integrability assumptions (I1) and ηT ∈ L
2(Ω). Then
Yt =
1(∫ T
t
1
E[ηs|Ft]q−1
ds
)p−1
is the minimal solution to (8) with singular terminal condition. The deterministic control
xt =
1∫ T
0
1
E[ηs]q−1
ds
∫ T
t
1
E[ηs]q−1
ds
is optimal in (5). In particular the optimal control rate is inversely proportional to
E[ηt]
q−1.
Proof. First note that we have by Jensen’s inequality∫ T
t
1
E[ηs|Ft]q−1
ds ≥ (T − t)q
1(∫ T
t
E[ηs|Ft]ds
)q−1 .
This implies that Y is bounded from above as follows
Yt ≤
1
(T − t)p
E
[∫ T
t
ηsds|Ft
]
. (24)
Next we use the fact from Lemma 4.1 that E[ηs|Ft] = ηtE
[
ηs
ηt
]
= ηt
E[ηs]
E[ηt]
for s ≥ t to
rewrite Y as
Yt =Mt
1(∫ T
t
1
E[ηs]q−1
ds
)p−1
where the process M denotes the martingale Mt =
ηt
E[ηt]
. Moreover, we have by assump-
tion E[M2T ] = E[η
2
T ]/E[ηT ]
2 < ∞. Hence, M is a square integrable martingale. Let
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φ ∈ M2(0, T ) denote the integrand from its martingale representation. Then we obtain,
by integration by parts,
dYt = (p− 1)
1
E[ηt]q−1
Mt(∫ T
t
1
E[ηs]q−1
ds
)pdt+ φt(∫ T
t
1
E[ηs]q−1
ds
)p−1dWt
= (p− 1)
Y qt
ηq−1t
dt+ ZtdWt,
with
Zt =
φt(∫ T
t
1
E[ηs]q−1
ds
)p−1 . (25)
Hence, we have Z ∈M2(0, t) for every t < T . An application of the Burkholder-Davis-
Gundy inequality as in the proof of Theorem 2.2 in combination with Inequality (24)
yields E[sup0≤s≤t Y
2
s ] <∞ for all t < T . Hence, (Y, Z) is a solution to (8) with singular
terminal condition YT =∞.
The associated path x satisfies
xt = exp
(
−
∫ t
0
(
Ys
ηs
)q−1
ds
)
= exp
(
−
∫ t
0
1
E[ηs]q−1
∫ T
t
1
E[ηr]q−1
dr
ds
)
=
1∫ T
0
1
E[ηs]q−1
ds
∫ T
t
1
E[ηs]q−1
ds.
In particular it follows from (25) that xp−1Z ∈ M2(0, T ) and hence Proposition 3.4
yields that Y is the minimal solution of (8). Theorem 3.2 then implies optimality of
x.
If η is monotone in expectation, then we obtain the following result about the path
of the optimal control.
Corollary 4.5. Let η satisfy the assumptions of Proposition 4.4. If the mapping t 7→
E[ηt] is nondecreasing (nonincreasing), then the optimal control x ∈ A0 from Proposition
4.4 is a convex (concave) function of time.
Proof. The optimal control rate from Proposition 4.4 is given by x˙t = −
1
cE[ηt]q−1
with
c =
∫ T
0
1
E[ηs]q−1
ds. In particular t 7→ x˙t is nondecreasing (nonincreasing) if t 7→ E[ηt] is
nondecreasing (nonincreasing).
Proposition 4.4 includes the case where η is a martingale as a special case.
Corollary 4.6. Let η be a positive martingale satisfying 1/ηq−1 ∈ M1(0, T ) and ηT ∈
L2(Ω). Then Yt =
ηt
(T−t)p−1
solves the BSDE (8) with singular terminal condition YT =∞
and the control with constant control rate xt = 1−
t
T
is optimal in (5).
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Proof. The process η2 is a submartingale and hence E[η2t ] ≤ E[η
2
T ] for all t ≤ T , which
implies that η ∈ M2(0, T ). Moreover, Lemma 4.1 yields that η has uncorrelated multi-
plicative increments. Hence, all assumptions of Proposition 4.4 are satisfied which yields
the claim.
Another special case of Proposition 4.4 is the case where η is a deterministic function
of time.
Corollary 4.7. Assume that η is deterministic and satisfies 1/ηq−1 ∈ L1([0, T ]), η ∈
L2([0, T ]) and ηT <∞. Then
Yt =

 1∫ T
t
1
ηq−1s
ds


p−1
solves (8) with singular terminal condition YT =∞ and the control
xt =
∫ T
t
1
ηq−1s
ds∫ T
0
1
ηq−1s
ds
(26)
is optimal in (5).
Remark 4.8. The results about the optimal control in Corollary 4.6 and Corollary 4.7
hold also true under weaker assumptions on the process η. In the martingale case it
suffices to assume that η is a positive martingale with E[η2T ] <∞. Then Proposition 1.7
directly implies that the control with constant rate is optimal. In the deterministic case it
is straightforward to show that under the integrability condition 1/ηq−1 ∈ L1([0, T ]) the
function η|x˙|p−1 is constant for the control x from Equation (26). Then again Proposition
1.7 implies optimality of x.
A particular example for a process with uncorrelated multiplicative increments is the
geometric Brownian motion.
Example 4.9. Assume that η evolves according to a geometric Brownian motion
dηt = µηtdt+ σηtdWt
with drift µ ∈ R, volatility σ > 0 and initial value η0 > 0. In this case
ηt
ηs
= e
(
µ−σ
2
2
)
(t−s)+σ(Wt−Ws)
for s ≤ t ≤ T and hence η has uncorrelated multiplicative increments. Moreover we have
E[ηt|Fs] = ηse
µ(t−s) and η satisfies the integrability conditions η ∈ M2(0, T ), E[η2T <∞]
and
∫ T
t
1
E[ηs]q−1
ds <∞. In the case µ = 0 the price impact process η is a martingale and
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Corollary 4.6 yields that linear closure is optimal in (5). In the case µ 6= 0 Proposition
4.4 implies that a solution of (8) is given by
Yt = µ(q − 1)
p−1 ηt
(1− e−µ(q−1)(T−t))
p−1
and that the optimal control for (5) satisfies
xt =
e−µ(q−1)t − e−µ(q−1)T
1− e−µ(q−1)T
.
Appendix
Here we provide a uniqueness result about linear BSDEs with a driver that is unbounded
from below.
Lemma 4.10. Let (αt)0≤t≤T and (βt)0≤t≤T be progressively measurable processes and ξ
a FT -measurable random variable. Assume that α is bounded from above. Any solution
(Y, Z) with Z ∈M2(0, T ) to the linear BSDE
dYt = (αtYt + βt) dt+ ZtdWt
with YT = ξ admits the representation
Yt = E
[
ξe
∫ T
t
αsds +
∫ T
t
e
∫ s
t
αuduβsds|Ft
]
.
Proof. Let (Y, Z) be a solution. Set
ϕt = Yte
∫ t
0
αsds +
∫ t
0
e
∫ s
0
αuduβsds.
Then by integration by parts we obtain
dϕt = e
∫ t
0
αsdsZtdWt.
Since α is bounded from above and Z ∈M2(0, T ) the integrand belongs toM2(0, T ) as
well. Therefore ϕ is a martingale and consequently
ϕt = E[ϕT |Ft] = E
[
ξe
∫ T
0
αsds +
∫ T
0
e
∫ s
0
αuduβsds|Ft
]
,
which yields the claim.
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