Production of hot rolled steel plates is connected with high temperatures at which
Introduction
Steel production in continuous rolling mills is a major method of steel production. Usually, the semi-finished casting product (slab, bloom or ingot) is heated to a high temperature and fed into the rolling mill. Due to the high temperature and surrounding atmosphere, oxides are formed on the surface of the product and are generally called scales. These scales are mainly wuestite (FeO), hematite (Fe 2 O 3 ), and magnetite (Fe 3 O 4 ). Scales form a thin layer on the surface of the product and significantly affect the quality of the rolled material [1] . To properly fabricate the hot rolled product all of the scales must be eliminated from the surface before the product enters rolling operations [2] .
One of the most promising and widely used technologies for scale removal is a descaling box, which is basically a row of flat jet high pressure nozzles [3] . The nozzles are arranged on spray headers. The descaler usually uses a working pressure between 8-45 MPa. The nozzles are usually designed so that the descaling operation is optimal from a descaling point of view. One important side effect of this design is that it causes intense cooling of the product. A heat flux of over 20 MW/m 2 can be created very easily [4] . Optimal conditions for hot rolled steel exist when the product maintains a stable, homogeneous temperature along the steel strip. The temperature shock caused by the water from the nozzles is in most cases undesirable and must be effectively suppressed.
In recent years, developments and new trends in high pressure water descaling have focused on the reduction of the nozzle sizes and has allowed for the distance between the nozzles and the heated product to be lowered. High pressure flat jet nozzles can reach a spray depth from 1.5-3 mm at a nozzle standoff below 100 mm, which leads to a concentration of energy in a smaller area and results in higher descaling efficiency [5] . This improves the effectiveness of the descaler and more attention can be paid to the reduction of the cooling of the product.
Industry and research teams usually identify several parameters that can affect descaling performance, including several angles and nozzle distances [6] or nanoparticles presented in water [7, 8] . Even the structure of the oxidized surface plays important role in the process [9] . Yet every study assumes the temperature of sprayed water as a fixed variable. Our study examines this aspect for a given descaling nozzle with a widely used configuration that is believed to be close to an optimal setting. Nine measurements were taken for water temperatures between 20-50 °C.
Experiments
The configuration of nozzle is illustrated in fig. 1 . Nozzle is producing 58 litre per minute at 40 MPa and has a 45° spray angle. Tested configuration was: -55 mm spray height, -40 MPa water pressure, -15° offset angle, and -15° inclination angle.
The nozzle has a theoretical footprint approximately 47 mm long.
The experiments were performed on a laboratory experiment stand that is used for tests with moving samples. The stand is illustrated in fig. 2 . The sample was a stainless steel (1.4828) plate which was 25 mm thick. A thermocouple was installed inside the plate 0.6 mm under the surface and the thermocouple wire was placed parallel to the descaled surface. The details of the built-in thermocouple are described in [10] . The tested sample was installed on a moving carriage and insulated from the uncooled side. The tested sample was heated in an electric heater for a given time to 950 °C in a non-oxidizing (nitrogen) atmosphere. When the temperature in the specimen reached the desired value, the data logger began to record the temperature from the thermocouple and the corresponding position of the carriage. The hot sample was placed into the upper position and then moved along the support frame under the spray nozzles at 0.5 m/s. Built-in thermocouple passed directly under the spraying nozzle. Data from the experiment was collected from the data logger after the experiment was complete.
There were nine experiments in total. The plan of the experiments is summarized in the tab. 1. The water temperature was set from 20 °C up to 50 °C with equidistant step of 10 °C. Measurement was repeated three times for the lowest water temperature and two times for elevated temperature levels. 
Evaluation of boundary conditions
The main step in the evaluation of the measured data is the inverse heat conduction task. The temperature distribution inside the tested specimen follows the heat diffusion, eq. (1), (parabolic PDE) together with the initial condition, eq. (2), the boundary condition at the free surface, eq. (3), and boundary condition at the insulated built-in surfaces, eq. (4) [11] . 
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where T is the temperature of the specimen as a function of space co-ordinates x, y, z and time t, k -for the thermal conductivity of the specimen, c -for the thermal capacity of the specimen and ρ -for the density of the specimen. Set Ω is the domain where the problem is set and ∂Ω -its boundary (surface of the specimen), which is divided into ∂Ω 1 , where the convective heat flux occurs, and ∂Ω 2 , where the insulation around the specimen is placed. Vector n → is the unit normal vector at the boundary ∂Ω. Function f (x, y, z) defines the initial state at initial time t 0 . Temperature T ∞ defines the temperature of the sprayed water.
The heat equation can be solved analytically only for a very limited range of initial and boundary conditions. Nevertheless, the solution can be approached numerically with sufficient precision [12] . Inverse problems represent a task of an order of magnitude harder than directly solving the equation. The objective is to compute the boundary condition (3) from a given set of measurements of thermocouples inside the domain, more specifically by computing the heat transfer coefficient as a position and time dependent variable. As a by-product of the computation, surface temperatures, and transferred heat are computed.
The inverse heat conduction task is a mathematically ill-posed problem and can sometimes be very sensitive to errors in input data. The values of heat transfer coefficient on the surface above the thermocouple are computed iteratively with respect to time. The sequential identification inverse method is used to stabilize the computation, which is described in detail in [13] and which is based on sequential estimates of the time varying boundary condition and usage of future time steps. The algorithm uses forward solver of the heat transfer problem and computes the response temperature at the thermocouple position for linearly changing heat transfer coefficient in several time steps. To determine the boundary condition and heat transfer coefficient for given position, the measured temperatures from the thermocouple are compared with computed temperatures from the model. The slope of linearly changing heat transfer coefficient is changed until the mean square error of the temperatures in the computed section of the time steps is minimized. When the optimal slope of heat transfer coefficient is found the forward solver is used to compute temperature field in the next time step using the computed boundary conditions. A typical outcome of the experiment is shown in fig. 3 . Due to the limited speed of propagation of the information of the cooling impulse in the specimen, the temperature change is measured at the thermocouple with some delay, fig. 3 . This causes blurring of the information of the surface temperature and also blurring of the heat transfer coefficient with respect to the time scale. This in practice means that the peak of the heat transfer coefficient as a function of time tends to be underestimated and the lap of intensive cooling impulse tends to be overestimated. The algorithm compensates for this blurring by the second peak in the outgoing area. It is important to note that this second peak has no physical meaning. Due to this bias of outcomes it is not appropriate to compare the results coming from these experiments with numerical simulations, however it is possible to compare the results among the experiments.
The numerical simulations can report an average heat transfer coefficient in range from 10 kW/m 
Results of the experiments and discussion
Corresponding heat transfer coefficients were computed for all configurations as a position dependent variable where the position is in the direction of plate movement. The measured temperatures are presented in fig. 4 . Computed temperatures for position at the surface of the specimen are shown in fig. 5 . The profiles of the outcomes are compared in fig. 6 and in detail in fig. 7 . The highest peak is located at value 0 (i. e. right in the middle of the direct impact of the water stream). All the position dependent heat transfer coefficients show more or less the same dependency on the position. The biggest difference was observed under the nozzle in the The values of heat transfer coefficient under the direct impact and outside the direct impact are for each experiment summarized in tab. 2. Linear regression was used for the data analysis and the significance level of the statistical tests was set to 0.05. The corresponding p-value for the linear coefficient was computed to be 0.50. Because the p-value is greater than the significance level, it suggests that the observed data is not linearly dependent and the water temperature had no significant effect on the cooling intensity in the area before direct impact of the water jet on the surface.
On the other hand, the cooling intensity under the nozzle was significantly affected by the water temperature. The regression equation was computed:
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with heat transfer coefficient h set in W/m 2 K and water temperature in °C. The coefficient of determination was 0.93. The dependence is illustrated in fig. 8 with the corresponding mea- sured points and with 95% confidence intervals and a 95% prediction interval. A 95% confidence interval shows the range in which the estimated mean heat transfer coefficient for a given temperature is expected to fall with 95% probability. A 95% prediction interval is the range in which the predicted heat transfer coefficient for a new observation is expected to fall with 95% probability. The function shows that by increasing the water temperature from 20-50 °C the average heat transfer coefficient under the nozzle can be reduced by up to 13.3%.
Conclusion
The experiments were designed in order to prove whether water temperature plays an important role in the cooling intensity in hydraulic descaling. The water temperature varied from 20-50 °C. The position dependent heat transfer coefficient was represented by the average value in an area of ±50 mm around the nozzle. These average values were used for the linear regression model. The dependency was significant and the estimated decrease was approximately 27.23 W/m 2 K for a 1 °C increase in water temperature. The function shows that by increasing the water temperature from 20-50 °C the average heat transfer coefficient under the nozzle can be reduced by up to 13.3%. The dependency of the average heat transfer coefficient outside the direct impact area was not significant on the water temperature. This fact is supported by the fact that the dominant cooling mechanism in this area is the evaporation of small water droplets. The heating of the water from the set temperature to the boiling point occurs in the area of direct impact rather than in the area outside the direct impact. 
