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Resumen
En los espacios vectoriales que se usan en reconocimiento de patrones, los objetos son puntos
que se ubican de acuerdo a sus correspondientes coordenadas. El enfoque de representacio´n
de objetos en espacios basados en disimilitudes es una alternativa a la representacio´n en
espacios vectoriales de caracter´ısticas. Los espacios basados en disimilitudes fueron plantea-
dos con la intencio´n de llevar a cabo tareas de clasificacio´n en espacios vectoriales donde
las relaciones entre los objetos este´n bien representadas. En este trabajo se desarrolla un
estudio sobre la representacio´n de sen˜ales variantes en el tiempo en estos espacios. Se estu-
dian y plantean diferentes me´todos para la estimacio´n de disimilitudes entre sen˜ales, desde
transformaciones a representaciones de longitudes fijas, en donde la estimacio´n de una dis-
tancia es ma´s sencilla, hasta comparaciones entre representaciones de dimensiones variables.
En esta u´ltima situacio´n se requieren procesos ma´s elaborados y se consideran dos enfoques:
la conversio´n de las representaciones a secuencias con el objetivo de usar distancias basa-
das en alineacio´n, edicio´n de caracteres o modelado de secuencias; y la comparacio´n directa
entre las representaciones de dimensiones distintas. Los me´todos planteados se prueban ex-
perimentalmente con diferentes conjuntos de datos que corresponden a datos artificiales de
caracter´ısticas dina´micas y datos reales que incluyen secuencias biolo´gicas, sen˜ales de audio
y sen˜ales s´ısmicas.
Palabras clave: reconocimiento de patrones, espacios vectoriales de representacio´n, di-
similitudes, caracter´ısticas, transformacio´n de sen˜ales.
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Abstract
In vector spaces used in pattern recognition, objects are points located according to their
axis coordinates. The dissimilarity-based approach for classification was proposed to develop
classification tasks in vector spaces where relationships between objects are well represented.
This study is about the representation of time-varying signals in dissimilarity spaces. Several
methods are studied and raised for the estimation of dissimilarities between signals: from
transforms to representations of fixed lengths, where the estimation of distances is simple, to
comparisons between representations of variable dimensions, where it is necessary to apply
more elaborated procedures. In the latter case, two approaches were considered: conversion
from representations to sequences with the aim of using alignment-based distances, edition
or sequence modeling; and the direct comparison between representations of variable di-
mensions. Proposed methods are experimentally tested with a number of artificial datasets
having dynamical features and real datasets including biological sequences, audio and seis-
mic signals.
Keywords: pattern recognition, vector spaces for representation, dissimilarities, featu-
res, signal transforms.
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Parte I.
Preliminares
1. Introduccio´n
En reconocimiento de patrones —a´rea de la ingenier´ıa que consiste en la exploracio´n de los
datos, orientada a la bu´squeda de asociaciones y a la construccio´n de reglas de decisio´n—
los objetos reales se ubican en un espacio vectorial de representacio´n. El enfoque tradicional
para ello es la descripcio´n por caracter´ısticas que generalmente corresponden a mediciones de
ciertos aspectos del objeto, de esta manera un objeto es un punto en el espacio n-dimensional,
donde n corresponde al nu´mero de caracter´ısticas. Una nube de puntos, correspondiente a
un conjunto de objetos ubicado en el espacio de representacio´n, puede someterse a diver-
sos ana´lisis, por ejemplo al agrupamiento, en donde se puede explorar la dispersio´n y las
relaciones entre los datos, adema´s es posible trazar fronteras de decisio´n (clasificadores) en
el espacio, donde un objeto nuevo puede ser clasificado segu´n la inferencia realizada de la
informacio´n obtenida de los datos de entrenamiento.
La nocio´n de disimilitud es ampliamente tratada en reconocimiento de patrones, siendo el
fundamento de uno de los clasificadores ma´s tradicionales, el de los k vecinos ma´s cercanos,
conocido por sus siglas en ingle´s como k-nn (k-nearest neighbor). Este clasificador construye
fronteras de decisio´n considerando la clase predominante en los k vecinos menos distantes
como criterio para la asignacio´n de la etiqueta del objeto a clasificar. La cercan´ıa de un
objeto se determina mediante una medida de disimilitud. Recientemente se ha desarrollado
una propuesta que ampl´ıa el potencial del uso de las distancias en espacios de representa-
cio´n: la clasificacio´n basada en disimilitudes [1, 2] (CBD); este nuevo enfoque esta´ inspirado
en que al analizar un conjunto de datos, la nocio´n de asociacio´n, de similitud o disimili-
tud entre los objetos, es la ma´s ba´sica y a la vez la ma´s importante. A diferencia de los
espacios de representantacio´n basados en caracter´ıstcias, en la CBD se considera apropia-
da la construccio´n de clasificadores en espacios cuyos ejes coordenados representen medidas
de disimilitud a objetos prototipos. La disimilitud entre pares de objetos puede calcular-
se de mu´ltiples formas [3], como por ejemplo: a partir de representaciones nume´ricas, con
sensores de medida o incluso puede estimarse de acuerdo a la valoracio´n dada por un experto.
Un objeto en el espacio de caracter´ısticas esta´ descrito por mediciones de atributos indivi-
duales, segu´n [2], la representacio´n se enriquece si en el espacio se consideran relaciones entre
estos atributos. Puesto que las medidas de distancia son estimaciones de conexiones o corres-
pondencia entre los objetos, los espacios de representacio´n basados en disimilitudes contienen
de manera impl´ıcita informacio´n de sus atributos y relaciones entre estos. En la Figura 1-1
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Figura 1-1.: Representacio´n en reconocimiento de patrones: a) objetos; b) medida de disimi-
litud: a´rea de diferencia entre los objetos; c) espacio de representacio´n basado
en caracter´ısticas; d) espacio de representacio´n basado en disimilitudes
se muestra un ejemplo de objetos ubicados en espacios vectoriales de caracter´ısticas y de
disimilitudes: en el espacio de caracter´ısticas, los ejes coordenados corresponden al a´rea y el
per´ımetro de cada figura y en el de disimilitudes, al a´rea de diferencia a 2 objetos prototipos,
uno de cada clase.
Dependiendo de los estudios hechos sobre el feno´meno tratado se puede conocer que´ tipo de
disimilitud es apropiado calcular, pero en muchos casos escoger el tipo de distancia puede
llegar a ser un problema no trivial. Esto ocurre porque las posibilidades del uso de medidas
son muy amplias o desconocidas, por lo cual es necesario realizar varios experimentos pa-
ra encontrar una opcio´n adecuada. Aunque existen ciertas metodolog´ıas tradicionales para
tratar los problemas de disimilitudes, particularmente, en los problemas de reconocimiento
de sen˜ales, lo ma´s comu´n es calcular distancias sobre transformaciones espectrales, como la
transformada de Fourier o la densidad espectral de potencia, las cuales permiten comparar
los espectros de las sen˜ales a trave´s de distancias de Minkowski o Lp, definidas para los
puntos P = (x1, x2, ..., xn) y Q = (y1, y2, ..., yn) ∈ ℜ
n, como:
( n∑
i=1
|xi − yi|
p
)1/p
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Figura 1-2.: Representacio´n de sen˜ales en espacios vectoriales
donde p = 0, 1, 2...; los casos ma´s usados son cuando se toma p = 1 conocida como city-block
y p = 2 conocida como distancia euclidiana. Sin embargo, este tipo de transformaciones
ocasionan pe´rdida de informacio´n, debido a que no se considera el dominio temporal.
1.1. Representacio´n de sen˜ales en espacios vectoriales
Las sen˜ales analo´gicas que se encuentran en el mundo real son muestreadas y registradas en
formas de series nume´ricas para su procesamiento digital. Estos datos brindan informacio´n
del feno´meno que representan, como estacionariedad, tendencia o periodicidad. Una innume-
rable cantidad de feno´menos y situaciones se pueden representar mediante sen˜ales variantes
en el tiempo y secuencias de caracteres de cierto alfabeto concatenados uno detra´s de otro,
por ejemplo, sen˜ales de sonido, secuencias biolo´gicas (nucleo´tidos y de aminoa´cidos), videos,
etc.. Los sistemas automa´ticos de reconocimiento de sen˜ales y secuencias tienen una gran
variedad de aplicaciones, algunas de ellas son: deteccio´n de patolog´ıas a trave´s de sen˜ales
electrocardiogra´ficas o electroencefalogra´ficas, deteccio´n de fallas en sistemas meca´nicos a
trave´s de las sen˜ales de vibraciones, monitoreo de biodiversidad a trave´s de las sen˜ales de
audio, clasificacio´n de eventos s´ısmicos, ana´lisis de secuencias geno´micas o proteo´micas, etc..
En el diagrama de la Figura 1-2 se observan caminos que se pueden recorrer para llevar
sen˜ales a espacios vectoriales, en donde es posible la construccio´n de clasificadores. Las eta-
pas del diagrama son:
Caracterizacio´n: medidas de atributos de la sen˜al o de sus transformaciones.
Transformacio´n unidimensional (1-D) de longitud fija: cada sen˜al es transformada en
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un vector de n dimensiones. La transformada ma´s usada es la transformada ra´pida de
Fourier o Fast Fourier Transform (FFT ), en donde la sen˜al temporal es representada
por sus componentes en frecuencia.
Transformacio´n de dimensiones variables: en este estudio al mencionar transformacio-
nes de dimensiones variables se hace referencia a las que incluyen en su representacio´n
el dominio temporal, pueden ser 1-D como por ejemplo, la envolvente temporal de una
sen˜al, o 2-D, como es el caso de las transformaciones tiempo-frecuencia.
Algunos de los aspectos para tener en cuenta en el proceso de construccio´n de espacios vec-
toriales a partir de sen˜ales son:
Los espacios vectoriales pueden ser estimados a partir de representaciones de carac-
ter´ısticas, de disimilitudes o de transformadas 1-D de longitud fija.
Las caracter´ısticas de una sen˜al se pueden calcular de la sen˜al original o de alguna
transformacio´n.
Los espacios vectoriales no se pueden construir directamente de las transformaciones
de dimensiones variantes, para ello se deben estimar caracter´ısticas o disimilitudes.
Cualquiera de las etapas directamente enlazadas con las sen˜ales originales (ver Figura
1-2) puede pasar por la etapa de representacio´n basada en disimilitudes, lo que permi-
te analizar en condiciones similares caracterizaciones o transformaciones, y con ello es
posible inferir que´ aspectos de la sen˜al son relevantes para la clasificacio´n de intere´s.
1.2. Planteamiento del problema
El enfoque de clasificacio´n basado en disimilitudes [1] es una alternativa que en muchos casos
simplifica el problema de extraccio´n de caracter´ısticas; se ha demostrado experimentalmente
el buen desempen˜o de clasificadores construidos en espacios de disimilitudes. Particularmen-
te, cuando los objetos esta´n descritos por representaciones variantes en el tiempo, la seleccio´n
de una medida de disimilitud adecuada es un problema que no se ha tratado muy a fondo
en la literatura relacionada con CBD. Algunos trabajos han introducido CBD a problemas
de clasificacio´n de sen˜ales, como [4, 5], donde se realizan experimentos de disimilitudes esti-
madas de las transformaciones de Fourier y de la densidad espectral de potencia usando las
distancias city-block y euclididana.
6 1 Introduccio´n
En el caso de las sen˜ales variantes en tiempo, existen transformaciones que resaltan cierto
aspecto de la sen˜al, algunas las componentes en frecuencia pero no brindan informacio´n
sobre su localizacio´n temporal, como la FFT, la densidad espectral de potencia o Power
Spectral Density (PSD), etc.. Por otro lado, existen me´todos de comparacio´n de secuencias,
que incluyen la dina´mica temporal como la Dynamic Time Warping (DTW ) o los modelos
ocultos de Markov Hidden Markov Models (HMM ), aunque la desventaja de estas u´ltimas es
que usarlas sobre sen˜ales de larga duracio´n, como sen˜ales de audio, pueden tener un elevado
costo computacional, por lo que se requiere de la reduccio´n de su longitud o el uso de alguna
transformacio´n, teniendo en cuenta que esto puede ocasionar pe´rdida informacio´n. Transfor-
maciones 2-D como la transformada de Fourier de tiempo corto Short Fourier Transform
(STFT ) describen un objeto con caracter´ısticas dina´micas, en este caso, el espectro de fre-
cuencias. Una forma simple de comparacio´n entre transformadas de este tipo, consiste en
llevar la transformacio´n 2-D a una transformacio´n 1-D, tomando el promedio de las carac-
ter´ısticas para cada objeto y luego aplicar una distancia Lp, sin embargo, de esta manera
no se conserva adecuadamente la informacio´n brindada por la dina´mica de las caracter´ısticas.
Ejemplo: conjunto de datos Espiral
Los objetos del conjunto de datos Espiral corresponden a objetos representados por dos
caracter´ısticas variantes en el tiempo, cuya gra´fica en tres dimensiones (incluyendo la di-
mensio´n del tiempo), forman una espiral. El conjunto de datos esta´ dividido en tres clases
(10 objetos por clase), las espirales de las clases 1 y 3 tienen el mismo sentido de giro, y la
clase 2 tiene sentido de giro contrario. Las clases fueron generadas con media [0 0 0], [0 0 0] y
[0,2 0,2 0,2] para las clases 1, 2 y 3 respectivamente, ma´s una distorsio´n aleatoria con media
[0 0 0] y desviacio´n esta´ndar de [0,2 0,2 0,2]. En la Figura 1-3 se muestra la dispersio´n
de las caracter´ısticas de un objeto de cada clase sin distorsio´n. Las distancias entre pares
del conjunto de datos Espiral se calcularon de dos formas, la primera tomando el promedio
de las caracter´ısticas, y la segunda con la DTW [6], basada en alineacio´n de secuencias. La
visualizacio´n en escalamiento multidimensional (MDS ) se muestra en la Figura 1-4. En la
visualizacio´n de la distancia usando el promedio de la dispersio´n (Figura 1-4) se observa
que con este tipo de representacio´n los objetos de la clase 3 forman un grupo separado y los
de las clases 1 y 3 esta´n traslapados, mientras que en la representacio´n donde se uso´ DTW,
la clase 2, la cual tiene un sentido de giro diferente (diferente dina´mica) forma un grupo
claramente separable.
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1.3. Metodolog´ıa
En este trabajo se presenta un estudio de me´todos de comparacio´n de transformaciones 2-D
de sen˜ales variantes en el tiempo y su desempen˜o es evaluado en espacios de representa-
cio´n basados en disimilitudes. Con el objetivo de calcular disimilitudes usando medidas de
distancia entre secuencias, las cuales permiten trabajar con representaciones de longitudes
distintas, se realiza una adaptacio´n, inspirada en me´todos de reconocimiento de voz [7, 8],
generando una secuencia de s´ımbolos a partir de una transformacio´n 2-D usando me´todos
de agrupamiento: las representaciones 2-D que pueden verse como una sucesio´n de repre-
sentaciones 1-D, son transformadas a secuencias usando me´todos de agrupamiento k-medias
o mode-seeking, en los que los vectores 1-D son comparados entre s´ı y ubicados en grupos.
A cada grupo le corresponde una etiqueta, la secuencia se forma con la etiqueta de cada
vector, en su orden original. E´sta es una representacio´n 1-D pero su longitud dependera´ de
la longitud de la sen˜al original. Las distancias punto a punto como las Lp no son u´tiles en
este caso, por lo tanto para la comparacio´n de las secuencias deben usarse otro tipo de me-
didas, como: distancias entre histogramas, HMM, alineacio´n (DTW ), distancias de edicio´n
o la Earth Mover’s Distance (EMD). Algunas me´todos permiten estimacio´n de disimilitudes
entre transformaciones 2-D sin recurrir a la cuantizacio´n o transformacio´n a secuencias, e´se
es el caso de la distancia DTW. En el Cap´ıtulo 7 se usa esta distancia para calcular directa-
mente la disimilitud entre transformaciones 2-D. Adema´s, se realizan algunos experimentos
en espacios de disimilitudes combinandos y extendidos, en estos u´ltimos se incluye en la
representacio´n la informacio´n obtenida al usar varias estimaciones de disimilitudes.
El documento esta´ dividido en cinco partes: la primera parte contiene la introduccio´n, el plan-
teamiento del problema y los objetivos de la investigacio´n; en la segunda parte se encuentra la
descripcio´n de las te´cnicas que se usan para la representacio´n de sen˜ales en espacios vectoria-
les, haciendo e´nfasis en espacios vectoriales basados en representaciones de disimilitudes; la
tercera parte corresponde al marco experimental, en donde se presentan los resultados obte-
nidos en pruebas con diferentes bases de datos; en la cuarta parte se encuentran comentarios
finales, conclusiones y trabajo futuro; la u´ltima parte contiene los anexos.
2. Objetivos
2.1. Objetivo general
Disen˜ar espacios de disimilitudes orientados a la clasificacio´n de sen˜ales variantes en el
tiempo.
2.2. Objetivos espec´ıficos
Desarrollar una metodolog´ıa para la construccio´n de espacios basados en disimilitudes
en donde se considere la estimacio´n de disimilitudes entre secuencias o transformacio-
nes de dimensiones variantes.
Encontrar formas de estimar disimilitudes entre sen˜ales que incluyan informacio´n del
dominio temporal.
Corroborar la hipo´tesis de que es posible enriquecer las representaciones de disimi-
litudes considerando estimaciones de disimilitudes en las que se incluye el dominio
temporal.
Parte II.
Marco teo´rico
3. Conceptos generales
Recientemente, se ha desarrollado un enfoque del reconocimiento de patrones que consiste en
la construccio´n de clasificadores en espacios de disimilitudes. Con el objetivo de enriquecer
la informacio´n contenida en la dina´mica de las sen˜ales, los objetos de intere´s a clasificar en
este estudio, en su mayor´ıa se ubicara´n en este tipo de espacios. El concepto de secuencias es
mencionado de manera reiterativa, esto se debe a que una secuencia es una representacio´n
de la “historia” de un evento, siendo esto el tema de intere´s en este trabajo. Las distancias
juegan un papel fundamental en este enfoque, de manera que se ha dedicado una seccio´n de
este cap´ıtulo a la descripcio´n de las medidas tradicionales para la comparacio´n de secuencias
de igual y diferente longitud.
3.1. Clasificacio´n basada en disimilitudes
En [1] se describe la viabilidad de la construccio´n de espacios vectoriales de representacio´n en
donde cada eje coordenado se relaciona con la disimilitud a un objeto prototipo de la misma
naturaleza de los que conforman el conjunto de datos. En tales espacios pueden usarse las
mismas te´cnicas de ana´lisis de datos que se usan en los espacios de caracter´ısticas, como
agrupamiento, clasificacio´n y visualizacio´n.
Sea C un conjunto de datos conformado por nc objetos para cada clase. Se selecciona un
conjunto de rc prototipos por clase para entrenar el clasificador; siendo 1 ≤ rc < nc. Tal
conjunto de prototipos representativos se define como:
R = {p1, p2, ..., pn} (3-1)
Un objeto x se representa como un vector de las disimilitudes calculadas entre x y los pro-
totipos de R:
∂(x,R) = [d(x, p1), d(x, p2), ..., d(x, pn)] (3-2)
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Un conjunto de datos de objetos de la misma naturaleza de la de los prototipos se ubica en
el espacio de disimilitudes de manera que se pueda entrenar cualquier tipo de clasificador.
En [1] se menciona que particularmente con clasificadores bayesianos lineales y cuadra´ticos
es posible obtener un buen desempen˜o en este tipo de espacios.
En experimentos de clasificacio´n usando el enfoque de CBD, generalmente se construye una
matriz de disimilitudes
Dn×n = [∂(p1, R)
T ∂(p2, R)
T ... ∂(pn, R)
T ]. (3-3)
De la matriz de disimilitudes se puede extraer un conjunto de datos, de manera similar a
los usados en representaciones caracter´ısticas. De manera que a partir de una matriz de
disimilitudes Dn×n se forma una matriz Drepn×m de dimensiones, donde m es el nu´mero de
protototipos. Se debe tener en cuenta que los objetos escogidos como prototipos se pueden
incluir en el conjunto de entrenamiento pero no en el de prueba.
Bondad de la representacio´n estimada a partir de una matriz de
disimilitudes
La prueba de leave-one-out es considerada una forma apropiada de estimar la bondad de la
representacio´n en matrices de disimilitudes [3]. Dado la facilidad para encontrar los objetos
ma´s cercanos en una matriz de disimilitudes, una prueba de leave-one-out con un clasificador
1-nn (LOO-1nn) puede realizarse ra´pidamente (ver Algoritmo 1).
3.2. Secuencias
La asignacio´n de magnitudes o etiquetas ha sido usada desde tiempos remotos por la hu-
manidad para recolectar informacio´n de datos pasados con el fin de entender y predecir
situaciones posteriores. Un d´ıa puede ser etiquetado dependiendo de si en su mayor´ıa ha
sido lluvioso, soleado, nublado o si estuvo nevando; el registro del tiempo atmosfe´rico de
los datos de una semana, un mes o un an˜o son secuencias. Otros ejemplos de situaciones
en donde se pueden obtener secuencias son: los valores histo´ricos de alguna divisa, registros
de sen˜ales ele´ctricas como de sonido o bio-sen˜ales, secuencias de nucleo´tidos o aminoa´cidos
(secuencias biolo´gicas), etc..
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Algoritmo 1 LABE = LOO-1nn(D,LAB).D: matriz de disimilitudes; LAB: etiquetas reales;
LABE: etiquetas estimadas
Pasos (n: nu´mero de objetos)
1. i = 1
2. Hacer v = D(i, :) = [di1 di(i−1) di(i+1) ... din]
3. LABE (i) = LAB(indmin(v))
4. i = i+1
5. Repetir pasos 1 : 4 hasta i > n
indmin: ı´ndice o posicio´n del elemento con el valor mı´nimo.
Sea un alfabeto de datos S = s1, s2, ..., sn, una secuencia de k datos es la concatenacio´n de
k elementos de S. Definiendo Λ como un conjunto va´lido de valores para sk, las secuencias
pueden ser1:
Binarias: si Λ es un conjunto de dos s´ımbolos o nu´meros. Por ejemplo: secuencia de
bits 011010001.
Simbo´licas: si Λ es un conjunto o alfabeto discreto y finito. Por ejemplo: la estructura
primaria de una mole´cula representada por una secuencia de ADN, que es un conjunto
de letras en cadena; cada letra puede ser A, C, G o T (adenina, citosina, guanina o
timina).
Cuantitativas: si Λ es un conjunto de valores discretos medidos dentro de un rango.
Por ejemplo: sen˜ales digitales de audio, registros de tallas, temperaturas, etc..
3.3. Medidas de disimilitud entre secuencias
Una disimilitud conceptualmente se relaciona con la diferencia entre un par de objetos. En
una representacio´n nume´rica, una forma intuitiva de estimar cuantitativamente una distancia
es mediante la diferencia o la operacio´n de resta; por ejemplo, en el caso de un espacio eu-
clidiano donde la distancia entre dos objetos corresponde a la ra´ız cuadrada de la sumatoria
de las diferencias de sus componentes respectivas al cuadrado, la cual se infiere del teorema
1Los tipos de secuencias aqu´ı mencionados esta´n basados en los descritos en [1].
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de Pita´goras. Sin embargo, en el caso de secuencias de longitudes distintas, la estimacio´n
de una medida de disimilitud requiere de otros pasos adema´s de la comparacio´n directa por
medio de un operador de resta entre pares de coordenadas. Algunas de las te´cnicas usadas
tradicionalmente para abordar este tipo de problemas esta´n relacionadas con costos de edi-
cio´n, de alineacio´n o la verosimilitud de que una secuencia siga un modelo.
3.3.1. Distancias entre pares de secuencias de igual longitud
Las distancias Lp definidas en (3-4) permiten comparar pares de secuencias cuantitativas
de longitudes iguales. Las distancias Lp se pueden usar para estimar la disimilitud entre
pares secuencias de longitud variable pero no directamente, en algunos casos para ello se re-
curre al ca´lculo de histogramas o espectros, siendo estas, representaciones de longitudes fijas.
dLp(x, y) = ||x− y||p =
[
m∑
i=1
(xi − yi)
p
]1/p
p ≥ 1 (3-4)
La distancia L1 se conoce como city-block o Manhattan y la L2 como distancia euclidiana.
3.3.2. Distancias entre pares de secuencias de longitudes distintas
En muchos casos se requiere encontrar relaciones de disimilitud entre secuencias de distinta
longitud, donde no es posible usar las distancias Lp. A continuacio´n se describen algunas
medidas que permiten este tipo de comparaciones:
Dynamic Time Warping (DTW)
Suponiendo que R y S son secuencias de longitudm y n, respectivamente, este par de secuen-
cias pueden alinearse usando DTW . El costo asociado a la alineacio´n se usa como medida
de disimilitud. DTW ha sido usado en mu´ltiples aplicaciones en donde se trata con sen˜ales
de distintas longitudes, como en reconocimiento de voz [9] y biosen˜ales [10]. La distancia
DTW (R, S) se define en [6] como:
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DTW (R, S) =


0 si m = n = 0
∞ si m = 0 o´ n = 0
d(r1; s1) +min{DTW (Rest(R);Rest(S));DTW (Rest(R);
S);DTW (R;Rest(S))} en otro caso
(3-5)
Donde Rest(R) es la subsecuencia de R sin el primer elemento: {r2, r3, ..., rm}.
Distancia de edicio´n de caracteres (DEC)
Para estimar DEC se consideran como operaciones de edicio´n:
Insercio´n (wi): agregar un elemento a la secuencia (la longitud de la secuencia aumen-
ta).
Supresio´n (ws): eliminar un elemento de la secuencia (la longitud de la secuencia
disminuye).
Reemplazo (wr): cambiar un elemento de la secuencia por uno diferente pero que per-
tenezca al alfabeto (no se modifica la longitud de la secuencia).
El valor de la distancia esta´ asociado al costo necesario para transformar la secuencia R en la
S usando las operaciones de edicio´n. Esta medida es conocida como distancia de Levenshtein
[11] y puede calcularse con el me´todo recursivo descrito en (3-6).
DEC(R, S) =


0 si m = n = 0
DEC(Rest(R), 0) + ws si m = 0
DEC(0, Rest(S)) + wi si n = 0
min{DEC(Rest(R);S) + ws;DEC(R;Rest(S)) + wi;
DEC(Rest(R);Rest(S)) + wr} en otro caso
(3-6)
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Otras medidas de disimilitud
Existen muchos me´todos de alineamiento adema´s de los mencionados anteriormente (DTW
y DEC ) en los cuales el costo puede asumirse como una medida de disimilitud. En algunos
casos las medidas de comparacio´n entre histogramas pueden usarse como distancias entre
secuencias. Los modelos de Markov constituyen una herramienta con buenos fundamentos
estad´ısticos y matema´ticos para la exploracio´n de datos en secuencias; en el Cap´ıtulo 4 se
explica co´mo puede usarse para la representacio´n de secuencias en espacios de disimilitudes.
3.4. Transformaciones unidimensionales y bidimensionales
Las series de tiempo nume´ricas se pueden transformar a representaciones en las que sea posi-
ble analizar su informacio´n espectral2 . En esta seccio´n se describen dos tipos de transforma-
ciones, las que expresan informacio´n de la sen˜al en un arreglo 1-D y que las se representan
como un conjunto de vectores o una matriz (2-D). Comu´nmente, las transformaciones 1-D
esta´n relacionadas con el aporte de las componentes en frecuencia presentes en la sen˜al; la
ventaja de este tipo de representaciones es que las disimilitudes pueden compararse punto a
punto por lo que pueden usarse las distancias Lp. Las transformaciones 2-D representan las
variaciones en frecuencia, en escala o de algu´n tipo de caracter´ısticas a trave´s del tiempo:
brindan informacio´n sobre las singularidades ocurridas a lo largo del tiempo, pero para ser
comparadas no pueden usarse las distancias Lp.
Transformaciones 1-D
Transformada de Fourier: permite descomponer una sen˜al temporal en sus armo´nicos
en el dominio de la frecuencia. En el caso de sen˜ales discretas, la transformacio´n se
conoce como Transformada Discreta de Fourier (DFT). Generalmente en la pra´ctica,
el espectro de Fourier es estimado mediante el algoritmo de la FFT, por ser eficiente
en te´rminos de costo computacional [13].
Densidad espectral de potencia (PSD): brinda informacio´n sobre co´mo esta´ distribuida
la potencia en las diferentes frecuencias que forman la sen˜al. Se calcula como la trans-
formada de Fourier de la funcio´n de autocorrelacio´n de la sen˜al.
2En [12] se encuentra informacio´n ma´s amplia sobre esta seccio´n.
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Transformaciones 2-D
Transformada de Fourier con ventana o de tiempo corto: la transformada de Fourier
brinda informacio´n en el dominio de la frecuencia, pero no permite distinguir en que´ ins-
tante de tiempo pudo ocurrir un evento de intere´s, siendo esto una desventaja para el
ana´lisis de sen˜ales no estacionarias. En este caso, una opcio´n para considerar el dominio
temporal es usar la transformada de Fourier de tiempo corto, conocida como STFT
(Short-time Fourier Transform). STFT es un tipo de representacio´n tiempo-frecuencia
que consiste en el empleo local de la transformada de Fourier: usando ventanas sua-
ves, generalmente traslapadas, la sen˜al es divida en intervalos, y en cada uno de estos
se calcula la transformada. STFT requiere de ajuste en la resolucio´n (taman˜o de las
ventanas y traslape).
Transformada Wavelet (WT): es una representacio´n 2-D (tiempo-escala), sin embar-
go, a diferencia de STFT, brinda un ana´lisis multiresolucio´n, para las frecuencias ma´s
altas usa ventanas ma´s angostas y para frecuencias bajas usa ventanas ma´s anchas
[14], lo que permite mejor ubicacio´n temporal de las singularidades de la sen˜al. WT
puede obtenerse en forma continua (CWT, Continuous Wavelet Transform) o en forma
discreta (DWT, Discrete Wavelet Transform).
3.5. Agrupamiento de datos
Uno de los principales temas de intere´s en reconocimiento de patrones es el agrupamiento
de datos, esto es, encontrar relaciones entre los objetos, como concentraciones de puntos y
puntos aislados en un espacio de representacio´n. El agrupamiento puede usarse para resumir
la cantidad de datos conservando la informacio´n del conjunto total. Cada grupo, generado
por un criterio de unio´n (distancia), puede ser representado por el elemento que mejor re-
presente el resto, el cual puede ser real o sinte´tico. En general, los me´todos de agrupamiento
tienen para´metros libres, tales como nu´mero de grupos, umbrales o criterios de convergen-
cia. Uno de los algoritmos ma´s ba´sicos y conocidos es el de k-medias, este algoritmo busca
concentraciones de grupos mediante un proceso iterativo cuyo objetivo es encontrar k gru-
pos compactos y distantes de los elementos de los otros grupos. En esta seccio´n tambie´n
se describe el algoritmo de agrupamiento mode-seeking, el cual esta´ basado en la bu´squeda
de regiones de alta densidad en la nube de dispersio´n de los puntos, e´ste no requiere como
para´metro de entrada el nu´mero de grupos, pero debe ingresarse el nu´mero de vecinos que
se van a considerar para estimar la densidad local.
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Agrupamiento mediante k-medias
El agrupamiento mediante k-medias consiste en un me´todo iterativo de bu´squeda de grupos
o conglomerados en un conjunto de datos, los pasos se describen en el algoritmo 2.
Algoritmo 2 k-medias
Para´metros de entrada:
Nu´mero de grupos (k)
Centroides iniciales (c1,..,ck): los centroides pueden seleccionarse de forma aleatoria o
mediante algu´n criterio.
Tg: criterio de parada relacionado con el porcentaje de elementos que son cambiados
de grupo de una iteracio´n a otra.
Maxiter: ma´ximo nu´mero de iteraciones
Pasos:
1. Forma los grupos: cada elemento es asignado al grupo del su centroide cn ma´s cercano.
2. Estimacio´n de centroides: como nuevos centroides se toman las medias de cada grupo.
3. Se repiten los pasos 1 y 2 hasta que se supere uno de los criterios de parada (Tg o
Maxiter).
Uno de los problemas de este me´todo es determinar el nu´mero de grupos del conjunto de
datos. Una medida para seleccionar este para´metro es la funcio´n silueta (sil). La silueta se
usa para determinar la calidad de la separacio´n de los grupos [15, 16]; es un valor entre −1 y
1, donde uno 1 significa una clara separacio´n de los grupos, 0 que los elementos no son cla-
ramente distinguibles de un grupo a otro y −1 que probablemente hay elementos asignados
a grupos equivocados. La silueta esta´ definida por la siguiente ecuacio´n:
sil(i) =
cm(i)− ck(i)
max{ck(i), cm(i)}
. (3-7)
Donde, si un objeto i pertenece al grupo Ck, ci es el promedio de las distancias de i a los
dema´s elementos de Ck; dsil(i, Cm) es el promedio de las distancias del elemento i a los
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elementos del grupo Cm y cm(i) se escoge como el valor mı´nimo de los dsil(i, Cm) de todos
los Cm diferentes de Ck (cm(i) = min{dsil(i, Cm)}, Cm 6= Ck).
Agrupamiento usando mode-seeking
En el me´todo de agrupamiento mode-seeking [17] (algoritmo 3) se asume que los grupos son
las regiones de ma´s alta densidad, las cuales se determinan teniendo en cuenta cierto nu´mero
de vecinos ma´s cercanos k. Este me´todo no requiere como para´metro de entrada el nu´mero
de grupos.
Algoritmo 3 mode-seeking
Para´metros de entrada:
D: matriz de disimilitudes (sime´trica)
k: nu´mero de vecinos ma´s cercanos
Algoritmo:
1. Buscar en la matriz D los k prototipos ma´s cercanos de cada objeto.
2. Tomando Ojinn como el i-e´simo prototipo ma´s cercano al objeto j, encontrar el k-e´simo
prototipo ma´s cercano de cada objeto (Ojknn).
3. Asumir la densidad de cada objeto (δj) como el inverso de la distancia a Ojknn:
δj =
1
d(Oj,Ojknn)
(3-8)
4. Para cada objeto, determinar su vecino ma´s cercano ma´s denso, formando el conjunto
inicial de objetos con densidad alta ∆0 = {C1 C2 ...}.
5. Encontrar un nuevo conjunto de objetos con densidad alta ∆k, reemplazando los ob-
jetos de ∆k−1 por sus vecinos ma´s densos.
6. Repetir el paso 5 hasta que el conjunto ∆i sea igual a ∆i−1 (el nu´mero de elementos del
u´ltimo ∆i es el nu´mero de grupos, y cada uno de estos, su centroide correspondiente).
El nu´mero final de grupos depende del nu´mero de vecinos [1], mientras mayor sea k, el
nu´mero de grupos encontrados es ma´s pequen˜o.
4. Estado del arte
En este cap´ıtulo se realiza un recuento de la aplicaciones, te´cnicas y trabajos realizados en
los u´ltimos an˜os relacionados con la transformacio´n de sen˜ales y la clasificacio´n basada en
disimilitudes.
4.1. Transformadas
Las transformaciones calculadas mediante FFT, PSD, STFT y WT, tienen mu´ltiples aplica-
ciones en procesamiento digital de sen˜ales, como por ejemplo en biosen˜ales, sen˜ales acu´sticas
o vibraciones. La informacio´n espectral (energ´ıa de las componentes en frecuencia) es gene-
ralmente u´til en muchos casos. Las transformaciones 1-D como TF y PSD han sido usadas
en varios trabajos para caracterizar sen˜ales, un ejemplo de ello puede observarse en [18],
donde un conjunto de datos de sen˜ales s´ısmicas es representado extrayendo caracter´ısticas
del espectro, la densidad espectral de potencias y algunos coeficientes wavelet. Las trans-
formaciones 2-D como STFT y WT son u´tiles en la localizacio´n de eventos en el tiempo,
por ejemplo, en [19] se hace un estudio de deteccio´n de fallas en una superficie de concreto
sometida a una fatiga, en el que se concluye que con FFT es posible detectar las frecuencias
de falla pero no el instante en el que ocurren, lo que s´ı se puede hacer usando WT. La litera-
tura sobre el uso de transformaciones en procesamiento y reconocimiento de sen˜ales es muy
extensa, a continuacio´n se describen aplicaciones de intere´s para esta tesis como: reduccio´n
de dimensiones para secuencias de longitud extensa y ca´lculo de medidas de distancia.
4.1.1. Reduccio´n de dimensiones para secuencias de longitud extensa
Algunos estudios han concentrado su atencio´n en el ca´lculo de medidas de disimilitud en-
tre secuencias usando transformaciones que reduzcan la complejidad computacional de los
ca´lculos, considerando la alta dimensionalidad inherente a muchas de las sen˜ales discretas
de intere´s, tal es el caso de las sen˜ales acu´sticas, que por la frecuencia de muestreo necesaria
para que la sen˜al sea audible y de buena calidad, en unos pocos segundos pueden almace-
narse fa´cilmente miles de datos. En [20, 21, 22] consideran como te´cnicas de reduccio´n de
dimensio´n las transformaciones DFT (las sen˜ales son representadas por sus componentes
en frecuencia) y DWT (al reducir la resolucio´n, el nu´mero de puntos es menor). Adema´s,
4.1 Transformadas 21
en [21] se propone un me´todo sencillo de reduccio´n de dimensiones en secuencias, Piecewise
Aggregate Approximation (PAA). PAA pondera segmentos de la sen˜al y usa la media como
valor del segmento, algo similar a la ventana deslizante de STFT, en donde cada intervalo
tiene una representacio´n.
En [22] se usan te´cnicas de reduccio´n de dimensiones en secuencias con el fin de reducir
la complejidad computacional del ca´lculo de disimilitudes. Se estudian transformaciones en
donde es posible usar medidas de distancia Lp (transformadas de longitud fija) y transfor-
maciones asime´tricas en donde, para estimar la disimilitud, se usa el algoritmo de alineacio´n
DTW. Se plantea la viabilidad de transformar series de tiempo a secuencias simbo´licas, ya
que de esta forma es posible usar medidas de distancia disen˜adas para la comparacio´n de
cadenas de texto.
4.1.2. Transformaciones realizadas sobre secuencias de caracteres
Cuando las secuencias de intere´s no son nume´ricas sino secuencias de s´ımbolos o de caracte-
res, es necesario realizar una adaptacio´n para poder usar las transformaciones del cap´ıtulo
3. En algunos casos puede asignarse un valor nume´rico a cada s´ımbolo, por ejemplo, en el
caso de las secuencias de aminoa´cidos, donde cada elemento puede reemplazarse por el va-
lor de cierta propiedad f´ısica. Sin embargo, cuando no se tienen en cuenta conocimientos
a priori del problema es necesario realizar otro tipo de adaptacio´n. La forma ma´s senci-
lla puede ser asignar un nu´mero de manera aleatoria a cada s´ımbolo, pero esto conlleva a
estructuras matema´ticas que no podr´ıan justificarse, como un orden y relaciones de superio-
ridad e inferioridad; las transformaciones dependera´n de los valores asignados a cada s´ımbolo.
Stoffer hizo uno de los primeros trabajos acerca de este problema, en [23] propone una te´cni-
ca de ana´lisis espectral de secuencias de s´ımbolos la cual nombra “envolvente espectral de
series de tiempo catego´ricas” y realiza algunos experimentos con secuencias de a´cido desoxi-
rribonucleico (ADN). Wei Wang en [24] extiende el concepto de Stoffer a transformaciones
2-D (tiempo frecuencia y tiempo escala). Este tipo de ana´lisis consiste en generar una serie
nume´rica a partir de una secuencia de datos, con una asignacio´n de valores no arbitraria,
para ello en [23] proponen usar valores que maximicen la energ´ıa de la transformada espec-
tral, a trave´s de un problema de optimizacio´n. En el estudio realizado en [24], se emplea
un me´todo para la representacio´n espectral de una secuencia de s´ımbolos, con el objetivo
de observar los ciclos que en e´sta se presenten. Ba´sicamente el criterio de transformacio´n a
una representacio´n espectral consiste en hallar por un criterio de optimizacio´n los pesos del
vector w donde cada elemento del vector esta´ asociado a uno y solo uno de los s´ımbolos del
alfabeto con el que se generaron las secuencias. El criterio que se asume en [23] y [24] para
estimar w, es la maximizacio´n de la energ´ıa de la transformada.
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4.2. Clasificacio´n basada en disimilitudes
En [1, 2] se hace una recopilacio´n de los fundamentos y las aplicaciones de la clasificacio´n
basada en disimilitudes. En esta seccio´n se describe algunas te´cnicas del estado del arte re-
lacionadas con medidas de distancia para la comparacio´n de secuencias, clasificacio´n basada
en disimilitudes de sen˜ales y secuencias y espacios combinados y extendidos.
4.2.1. Disimilitudes entre representaciones 2-D
Las disimilitudes entre representaciones 2-D han sido usadas tradicionalmente en el a´rea del
procesamiento digital de ima´genes. Dependiendo del problema tratado existen disimilitudes
que tienen en cuenta correlaciones, localizacio´n, deformacio´n, textura, color, taman˜o, etc..
El caso de las transformaciones 2-D de sen˜ales, con algunas adaptaciones, puede tratarse
de una manera similar. La distancia EMD, por ejemplo, propuesta en [25], es una te´cni-
ca de comparacio´n de distribuciones basada en la optimizacio´n del problema de transporte
(cua´ntas unidades trasladar de manera que el costo sea mı´nimo), cuyo objetivo inicial fue
comparar ima´genes y experimentalmente se demostro´ que funcionaban adecuadamente en
la discriminacio´n de textura y color; en [26], se usa EMD para comparar representaciones
tiempo-frecuencia, formando distribuciones de espectros similares usando el algoritmo de
agrupamiento k-medias.
Medida de distancia EMD
Suponer que una distribucio´n es un conjunto de montones de tierra y otra una coleccio´n
de huecos, EMD estima la mı´nima cantidad de trabajo necesario para rellenar los agujeros
con tierra [25]. La disimilitud de las distribuciones P = p1, p2, ..., pm (montones de tierra
o proveedores) y Q = q1, q2, ..., qn (huecos o consumidores) puede calcularse de la siguiente
manera: sea dij el costo asociado al desplazamiento de pi a qj, wpi el peso de pi y wqi el peso
de qi, se plantea el problema de optimizacio´n en donde se busca calcular fij de manera que
se minimice la funcio´n de costo de transporte W =
∑
i∈I
∑
j∈J dijfij, teniendo en cuenta las
siguientes restricciones:
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fij ≥ 0 i ∈ I, j ∈ J∑n
j=1 fij ≤ wpi 1 ≤ i ≤ m∑m
i=1 fij ≤ wqj 1 ≤ j ≤ n∑m
i=1
∑n
j=1 fij = min
(∑m
i=1wpi ,
∑n
j=1wqj
)
(4-1)
Relacionando los pesos con la analog´ıa, wpi corresponde a la cantidad de tierra de cada
monto´n y wqi a la capacidad o cantidad de tierra que cabe en cada agujero.
Resuelto el problema de optimizacio´n, se calcula la disimilitud:
dEMD(P,Q) =
∑m
i=1
∑n
j=1 dijfij∑m
i=1
∑n
j=1 fij
(4-2)
4.2.2. Clasificacio´n basada en disimilitudes usando modelos ocultos
de Markov
Un proceso de Markov, es un proceso aleatorio con distribuciones de probabilidad asociadas
a estados, en donde las relaciones entre estos se describen por probabilidades de transi-
cio´n, en la Figura 4-1, se muestra un esquema de un proceso de Markov de 4 estados. Un
feno´meno puede adecuademente describirse por un proceso de Markov cuando la densidad
de probablidad de la variable observada es diferente de acuerdo a ciertas circunstacias, por
ejemplo, si se toma como variable aleatoria la cantidad de veh´ıculos que transitan por una
calle con sema´foro, la variable tendra´ una densidad de probabilidad para cada estado del
sema´foro: verde, amarillo o rojo y la probabilidad de transicio´n entre estados ser´ıa de 1 para
los cambios de verde a amarillo, de amarillo a rojo y de rojo a verde, y de 0 para cualquier
otro posible cambio de estado.
Cuando los estados no tienen un significado f´ısico definido, como en el ejemplo anterior, es
posible describir un feno´meno con un modelo de Markov con estados desconocido u ocultos, a
este tipo de modelos se los conoce como modelos ocultos de Markov o Hidden Markov Models
(HMM ). Para modelar secuencias discretas, los HMM esta´n compuestos por el conjunto de
estados Q = {q1, q2, ..., qn}; las observaciones o alfabeto O = {o1, o2, ..., om}; la probabilidad
pi(i) de que la secuencia empiece en el estado qi; la matriz de probabilidades de transicio´n
de estados A = {aij}, aij probabilidad de transicio´n del estado qi en el instante t al estado
qj en el instante t+ 1; y por la matriz de probabilidades de las observaciones B = {bij}, bij
es la probabilidad de aparicio´n de la observacio´n oj dado que se encuentra en el estado qi.
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Figura 4-1.: Proceso de Markov de 4 estados
Los para´metros del modelo λ : A,B, pi(i) de una secuencia son sintonizados usando algu´n
criterio de maximizacio´n de la verosimilitud.
Bicego et al. en [27] proponen la construccio´n de espacios de disimilitudes usando HMM. Con-
siderando una secuencia O, puede estimarse la probabilidad de que O sea generada por un
HMM λ, P (O|λ) [28]. Bicego et al. definen la distancia entre dos secuencias (dHMM(Oi, Oj))
como
dHMM(Oi, Oj) = log(P (Oi|λ))/Ti (4-3)
donde λ es el HMM generado por la secuencia Oj y Ti es la longitud de la secuencia Oi (la
normalizacio´n 1/Ti se hace porque al estimarse P (O|λ), e´ste tiende a 0 cuando la longitud
de la secuencia O es muy grande).
4.2.3. Espacios combinados de disimilitudes
Estudios realizados [29, 30] demuestran que con la combinacio´n de matrices es posible obte-
ner mejores resultados de clasificacio´n que con las representaciones con una sola disimilitud.
En [31] se realiza un estudio comparativo de varios me´todos de comparacio´n de matrices de
disimilitudes: seleccio´n hacia adelante (FS, forward selection), Fisher, MCML (Maximally
Collapsing Metric Learning) y NCA (Neighborhood Component Analysis); en los experimen-
tos realizados se obtienen mejores resultados en los me´todos que involucran combinacio´n
de matrices, incluso se concluye que solamente la suma o el promedio de las matrices de
disimilitudes es una opcio´n adecuada con la que es posible mejorar el rendimiento de las
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representaciones no combinadas.
En los espacios generados por la combinacio´n de disimilitudes, los ejes coordenados pierden
la naturaleza de su significado, esto se da porque en un espacio de disimilitudes cada eje
coordenado es la distancia a un prototipo, sin embargo al combinar los ejes, cada eje sera´ la
ponderacio´n de varias distancias a un prototipo, lo que le da un significado ma´s complica-
do. Sin embargo, conocer el peso o´ptimo de las representaciones para la combinacio´n puede
ser informacio´n importante. El costo computacional se incrementa: lo´gicamente se necesitan
hacer ma´s ca´lculos para representar un objeto en un espacio donde cada eje sea una combi-
nacio´n de varias distancias a un prototipo, que solo realizar el ca´lculo de una distancia a un
prototipo.
4.2.4. Espacios extendidos de disimilitudes
Los espacios extendidos de disimilitudes (EED), llamados as´ı en [1] usan las propiedades
discriminantes de distintas medidas de disimilitud, en donde los ejes coordenados se con-
servan como una distancia espec´ıfica a un prototipo pero en el espacio completo es posible
incluir informacio´n estimada con diferentes distancias. Un objeto x es ubicado en un espacio
de disimilitud usando segu´n se expresa en (3-2) (D(x,R) = [d(x, p1), d(x, p2), ..., d(x, pn)]).
De manera similar, un objeto x se representa en un (EED) as´ı:
∂EED(x,REED) = [∂1(x,R1), ∂2(x,R2), ..., ∂k(x,Rk)]. (4-4)
Para ∂i(x,Ri) = [di(x, p1Ri), di(x, p2Ri), ... di(x, pnRi)], en donde di es una medida de dis-
tancia y REED = [R1, R2, ..., Rk] = [p1R1 p2R1..., p1R2 p2R2..., p1Rk p2Rk], siendo pjRi el
prototipo pj del subconjunto de representacio´n Ri. Este tipo de espacios permite usar un
mismo prototipo en diferentes ejes coordenados, con la condicio´n de que en ninguno de estos
ejes se use la misma distancia:
Sea REED = {p1, p2, ... pn} el conjunto de prototipos de un EED, si pi = pj y pi ∈ Rk
debe cumplirse que pj /∈ Rk.
4.2.5. Seleccio´n de prototipos para espacios de disimilitudes
Las te´cnicas de seleccio´n de caracter´ısticas, pueden usarse para seleccionar el conjunto de
representacio´n R, que constituye los ejes coordenados de el espacio de disimilitud. En [3] se
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hace un estudio comparativo de distintos me´todos de seleccio´n de prototipos en un espacio
de disimilitud. Los me´todos comparados son:
Random: seleccio´n aleatoria de los prototipos.
RandomC: seleccio´n aleatoria de k prototipos por clase.
KCentres: seleccio´n de k prototipos distribuidos uniformemente por clase (se estima
con un algoritmo similar al k-medias).
ModeSeek: selecciona los k prototipos de cada clase con el vecindario ma´s compacto de
objetos de la misma clase.
FeatSel: un conjunto o´ptimo de prototipos de todas las clases se selecciona teniendo
en cuenta algu´n criterio de separabilidad.
LinProg: a partir del conjunto de representacio´n se construye un hiperplano en don-
de las muestras sean separables, de la forma f(D(x,R)) =
∑n
j=1 ωjd(x, pj) + ω0 =
ωTD(x,R)+ω0. Este me´todo no necesariamente es un caso de seleccio´n de prototipos,
porque pueden usarse todos los prototipos del conjunto de entrenamiento.
KCentres-LP consiste en construir un hiperplano separable aplicando LinProg a un
conjunto seleccionado mediante el algoritmo KCentres.
EdiCon: sea R igual a todos los objetos del conjunto de entrenamiento (R = T , T
objetos del conjunto de entrenamiento), se seleccionan aquellos con los que se obtiene
un buen rendimiento en la prueba LOO-1nn (ver seccio´n 3.1).
En general el espacio de representacio´n basado en disimilitudes puede reducirse de dimensio´n
usando cualquier te´cnica de extraccio´n o seleccio´n de caracter´ısticas.
4.3. Clasificacio´n de sen˜ales basada en disimilitudes
No siendo muy extensa la literatura sobre construccio´n de clasificadores en espacios de di-
similitudes, es ma´s reducida la literatura relacionada con la clasificacio´n de sen˜ales con este
enfoque. En algunos estudios se ha analizado el desempen˜o de clasificadores en espacios de
disimilitudes de sen˜ales representadas por espectros (transformaciones 1-D), por ejemplo, en
[32] se hace un estudio sobre el costo computacional para disen˜ar aplicaciones en l´ınea de
clasificadores basados en disimilitudes de espectros de ima´genes; en [4] se usa clasificacio´n
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basada en disimilitudes para etiquetar sen˜ales s´ısmicas, las disimilitudes son calculadas usan-
do la distancia L1 de la PSD. Los espacios de disimilitudes construidos usando distancias
calculadas mediante HMM en [27] pueden usarse para clasificacio´n de sen˜ales y secuencias
de datos.
5. Construccio´n de espacios de
disimilitudes para representacio´n y
clasificacio´n de sen˜ales
Los problemas de clasificacio´n se basan tradicionalmente en medidas de los objetos a clasi-
ficar con las que se construye un espacio de caracter´ısticas. Sin embargo, las caracter´ısticas
extra´ıdas son una representacio´n limitada del objeto, y adema´s en algunas ocasiones no se
conoce que´ atributos relevantes para la clasificacio´n se pueden medir. Por ello, existe otro
enfoque de representacio´n: la representacio´n de objetos en espacios de disimilitudes. En [2] se
plantea que gracias a la inclusio´n de informacio´n de la estructura del objeto, con los espacios
de representacio´n basados en disimilitudes es posible la construccio´n de espacios vectoriales
para la clasificacio´n estad´ıstica con mayor informacio´n que las representaciones basadas en
caracter´ısticas.
La medida de disimilitud es clave para la construccio´n del espacio de representacio´n de disi-
militudes; particularmente cuando los objetos son sen˜ales, seleccionar un tipo de medida se
convierte en un problema muy amplio, adema´s, en la mayor´ıa de feno´menos representados
a trave´s de sen˜ales las longitudes son distintas, debido a esto no pueden compararse usando
distancias Lp. Existen transformaciones en donde las distancias Lp son aplicables, tales como
la representacio´n de una sen˜al en el espectro de Fourier, sin embargo esta transformacio´n no
sera´ una buena representacio´n si la informacio´n relevante para la clasificacio´n esta´ relacio-
nada con la dina´mica de las componentes frecuenciales a lo largo del tiempo.
En este cap´ıtulo se presentan dos metodologias para generar representaciones vectoriales a
partir de las disimilitudes estimadas de transformaciones 2-D de las sen˜ales originales, una
consiste en la transformacio´n a secuencias de s´ımbolos, con el objetivo de aplicar medidas de
comparacio´n entre cadenas de texto y la segunda consiste en la comparacio´n directa de las
representaciones 2-D usando el algoritmo de alineacio´n DTW. El uso de transformaciones
es importante porque en muchos casos la comparacio´n de sen˜ales directamente es intratable
computacionalmente por la gran cantidad de datos, adema´s lo que se busca con las transfor-
maciones es comparar aspectos relevantes de la sen˜al, por ejemplo, usar la FFT es adecuado
para comparar espectros de frecuencias en aplicaciones de audio. El diagrama de la Figu-
ra 1-2 muestra como representar sen˜ales en espacios vectoriales, en donde se observa que
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Alineación: DTW
Figura 5-1.: Representacio´n de sen˜ales en espacios construidos con representaciones de
disimilitudes
existen caminos que no requieren de la extraccio´n tradicional de caracter´ısticas, esto es im-
portante particularmente en el caso de las sen˜ales, porque al ser variantes en el tiempo una
representacio´n de caracter´ısticas esta´ticas puede no ser muy adecuada. En la Figura 5-1
se muestra el diagrama de la Figura 1-2 modificado, excluyendo la etapa de caracterizacio´n.
En general, transformaciones 1-D como FFT y PSD pueden compararse punto a punto
usando distancias Lp. Sin embargo, las transformaciones 2-D como STFT y WT de sen˜ales
de longitud distinta no pueden compararse punto a punto, excepto en casos particulares en
donde las longitudes de la dimensio´n temporal sean iguales. En la seccio´n 3.3 del cap´ıtulo 3
se describen algunas medidas que permiten comparar secuencias de longitudes distintas.
5.1. Estimacio´n de secuencias de caracteres a partir de
transformaciones 2-D
Una transformacio´n 2-D de una sen˜al puede tratarse como una concatenacio´n de transfor-
maciones 1-D, donde cada una de e´stas representa los valores del espectro o escala en ese
instante de tiempo. Usando algu´n criterio de agrupamiento pueden construirse conglomera-
dos donde los objetos sean las representaciones 1-D de cada instante de tiempo. Si a cada
grupo o conglomerado se le asigna un s´ımbolo sk, el conjunto de todos los s´ımbolos constituye
el alfabeto Λ de la secuencia representativa (ver Figura 5-2). Para generar la secuencia se
reemplazan las representaciones 1-D de la transformada 2-D por el s´ımbolo correspondiente
al grupo al que fue asignada.
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Figura 5-2.: Transformacio´n de representaciones 2-D a secuencias de s´ımbolos: a) re-
presentacio´n 2-D con los s´ımbolos asignados por segmento (secuencia R =
r1 r1 ... r2 r1 con alfabeto Λ: {r1, r2, r3, r4}); b) visualizacio´n MDS de los
segmentos 1-D de la representacio´n 2-D
Distancias entre pares de secuencias como DTW, DEC y distancia mediante HMM pue-
den usarse para medir las distancias entre las transformacio´nes, una vez se haya hecho la
representacio´n en forma de secuencias. En algunos casos como con las distancias estimadas
usando DTW y EMD es necesario contar con una medida de disimilitud entre los s´ımbolos
del alfabeto; en este caso al conglomerado sk se le puede asignar una representacio´n 1-D,
como el centroide o la media, de esta forma la distancia entre s´ımbolos puede estimarse
usando alguna distancia Lp.
5.2. DTW como medida de disimilitud de
transformaciones de longitudes variables
La DTW se ha usado en aplicaciones en donde se requiere estimar la disimilitud entre series
de tiempo, ya sea para bu´squeda en bases de datos, agrupamiento o clasificacio´n [6, 33].
Suponiendo que R y S son secuencias 1:
R = r1 r2 ... rm
S = s1 s2 ... sn
1La descripcio´n del algoritmo se tomo´ de [33].
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  8.0   15.3   23.3   28.2   32.4   43.6   54.3   58.6   66.5   74.0   81.3   
 
16.2   14.5   22.7   31.8   33.0   39.3   45.7   54.7   65.0   71.8   79.6   
 
22.9   19.5   21.3   29.4   37.4   38.2   44.3   54.7   64.4   72.9   81.2   
 
28.0   22.8   24.6   27.7   35.0   41.3   45.2   53.7   61.9   71.0   80.8   
 
34.8   27.9   29.6   32.7   35.7   40.1   46.2   55.7   63.5   70.3   79.7   
 
42.9   34.3   36.1   38.8   37.7   42.7   46.5   55.2   65.5   70.4   78.1   
 
50.9   41.6   42.4   41.0   41.9   48.9   53.3   50.8   58.8   66.2   73.5   
Figura 5-3.: Alineacio´n de transformaciones 2-D usando DTW
La disimilitud entre las secuencias R y S se calcula a partir de una matriz de dimensiones
m× n (Figura 5-3). El elemento en la posicio´n ij de la matriz corresponde a d(ri, sj). Una
ruta de alineamiento W se define como:
W = w1, w2, ..., wk, ..., wK max(m,n) ≤ K < m+ n− 1 (5-1)
La ruta W esta´ sujeta a algunas condiciones:
Condiciones de frontera: el inicio y el final de la ruta corresponden a las esquinas
opuestas de la matriz (w1 = (1, 1), wK = (m,n)).
Continuidad: dado wk = (a, b) y wk−1 = (a
′, b′), donde a−a′ ≤ 1 y b−b′ ≤ 1. De manera
que cada paso en la ruta se de´ entre posiciones adyacentes de la matriz (incluyendo
posiciones diagonales).
Monoton´ıa: con el objetivos de que los puntos en W este´n espaciados en el tiempo
de forma mono´tona, debe cumplirse que: dado wk = (a, b) y wk−1 = (a
′, b′), entonces
a− a′ ≤ 0 y b− b′ ≤ 0.
De las rutas que cumplen las condiciones se escoge la que minimiza el costo de alineacio´n:
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DTW (R, S) = min


√√√√ K∑
k=1
wk (5-2)
La ruta o´ptima puede encontrarse evaluando la funcio´n recurrente (5-3), en la cual se define
la distancia acumulada γ(i, j) como la distancia d(i, j) que se calcula como la mı´nima dis-
tancia acumulada de los elementos de las posiciones adyacentes en la matriz.
γ(i, j) = d(ri, sj) +min{γ(i− 1, j − 1), γ(i− 1, j), γ(i, j − 1)} (5-3)
Parte III.
Marco experimental
6. Representacio´nes en espacios de
disimilitudes usando distancias
inspiradas en comparacio´n de
secuencias
En este cap´ıtulo se realizan experimentos sobre bases de datos reales y artificiales, con el fin
de observar la bondad de representacio´n y el desempen˜o de clasificacio´n de sen˜ales en los
espacios de intere´s, los cuales en su mayor´ıa son: espacios de disimilitudes, incluyendo espa-
cios construidos usando distancias sobre transformaciones 1-D y 2-D1. En primera instancia
los experimentos se realizan sobre sen˜ales artificiales, cuya caracter´ıstica discriminante son
cambios temporales de sus para´metros, esto con el fin de mostrar co´mo algunas medidas
de disimilitud son efectivas en este tipo de casos. Posteriormente se realizan pruebas sobre
sen˜ales reales, las cuales corresponden a: sen˜ales s´ısmicas (vibraciones), secuencias biolo´gi-
cas (secuencias de s´ımbolos) y cantos de aves (sen˜ales de audio). En los experimentos de la
Seccio´n 6.5, adema´s de los espacios basados en disimilitudes, se construyen espacios basados
en caracter´ısticas, debido a que se hace un estudio comparativo de te´cnicas tradicionales de
clasificacio´n de cantos de aves y representaciones basadas en disimilitudes2.
6.1. Construccio´n de espacios de disimilitudes y
evaluacio´n del desempen˜o
Mediante me´todos de agrupamiento, una transformacio´n 2-D puede cuantizarse de manera
que la secuencia sea descrita como una secuencia de elementos donde cada elemento este´ re-
lacionado con el centroide del grupo al que pertenece [8, 26] (ver Cap´ıtulo 5 y Anexo C).
Esta aproximacio´n permite la estimacio´n de disimilitudes usando medidas entre pares de
1En los experimentos realizados en este cap´ıtulo las medidas de disimilitud se estiman sobre secuencias, de
manera que antes de estimar la disimilitud las representaciones 2-D son transformadas a secuencias.
2La metodolog´ıa y los resultados de estos experimentos se encuentran en [34, 35], en donde se uso´ la
distancia EMD como medida de disimilitud para las transformaciones 2-D y se incluyeron diferentes
formas de representacio´n: esta´ticas y variantes en el tiempo.
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secuencias; sin embargo, con este me´todo se asume que la informacio´n contenida en la repre-
sentacio´n cuantizada es muy similar a la representacio´n original, lo que podr´ıa no cumplirse si
no se usa un me´todo de agrupamiento adecuado. Sean un par de representaciones 2-D cuan-
tizadas P1 = [p11 p12 ... p1m] y P2 = [p21 p22 ... p2m], en donde pij son representaciones 1-D,
con centroides Q = {q1, q2 ... ql} descritas en forma de secuencias como S1 = s11, s12, ... s1n
y S2 = s21, s22, ... s2m con alfabeto Λ = {λ1, λ2 ... λl}, las distancias usadas en los experi-
mentos de este cap´ıtulo son:
Distancia entre histogramas normalizados Hist-n o dHist−n: sea Hist(S) = [ Nu´mero de
repeticiones de λ1 en S, Nu´mero de repeticiones de λ2 en S, ... Nu´mero de repeticiones
de λl en S ]/(longitud de S), entonces dhist−n(S1, S2) = abs(Hist(S1)−Hist(S2)).
Distancia EMD o dEMD: se calcula segu´n (4-2), en este caso se considera ws1 =
Hist(S1), ws2 = Hist(S2) y dij = d(qi, qj).
Distancia DTW entre secuencias cuantizadas DTWc o dDTWc: se calcula como la disi-
militud entre las secuencias S1 y S2 de acuerdo a (3-5), calculando las distancias entre
los s´ımbolos de las secuencias as´ı d(s1i, s1j) = d(p1i, p1j).
Distancia HMMs o dHMMs: se calcula usando la distancia de (4-3), as´ı:
dHMMs(S1, S2) =
dHMM(S1, S2) + dHMM(S2, S1)
2
, (6-1)
en donde a diferencia de dHMM , dHMMs es sime´trica. El modelo de Markov usado
para estimar dHMM , es un modelo de tres estados como en [27], donde el nu´mero de
observaciones por estado esta´ determinado por los s´ımbolos del alfabeto Λ. Se tomaron
como condiciones iniciales la transicio´n entre estados equiprobables para todos los
casos, e igualmente la probabilidad de aparicio´n de cada observacio´n como la misma
para cada s´ımbolo del alfabeto en todos los estados. Los para´metros del modelo se
estiman mediante el algoritmo Baum-Welch [28], y la estimacio´n de la verosimilitud
de que una secuencia siga un modelo dado, se calcula mediante el algoritmo de avance-
retroceso [28].
Distancia DEC o dDEC : se calcula comparando las secuencias S1 y S2 segu´n la (3-6).
Los valores asignados para las operaciones de edicio´n fueron: wi = 1, ws = 1 y wr = 1.
Una buena forma de medir las bondades de la representacio´n basada en disimilitudes es el
me´todo de leave-one-out (LOO) [3], que consiste en la asignacio´n de una etiqueta de clase
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Figura 6-1.: Divisio´n de una matriz de disimilitudes para experimentos de clasificacio´n
a un objeto, entrenando el clasificador con los objetos del conjunto de datos restantes. En
los experimentos donde se estimo´ la bondad de representacio´n con este me´todo se uso´ un
clasificador de vecinos ma´s cercanos con un solo vecino (prueba LOO-1nn3, Algoritmo 1).
Otra forma de estimar la eficiencia de las representaciones en este trabajo, es la prueba
con clasificadores tradicionales: se construye un espacio de representacio´n de disimilitudes a
partir de la matriz D, tomando las columnas que corresponden a los objetos de entrenamien-
to (ver Figura 6-1), de manera que con los objetos de este subconjunto sea entrenado un
clasificador y validado con los objetos del conjunto de prueba. El taman˜o del espacio de re-
presentacion o nu´mero de dimensiones corresponde a la cantidad de prototipos seleccionados.
Como medidas de rendimiento de clasificacio´n, las ma´s usadas son la sensibilidad (recall:
proporcio´n de verdaderos positivos) y la precisio´n (precision: proporcio´n de objetos clasifica-
dos como positivos que realmente son positivos) [36]. En la mayor´ıa de los experimentos en
este trabajo, la medida de rendimiento reportada es el F1 Score, que combina la sensibilidad
y la precisio´n en una sola medida, conocida como la media harmo´nica entre las dos.
3Cuando en los experimentos alguno de los resultados se reporta como LOO-nombre de representacio´n, se
refiere al resultado obtenido de esta prueba.
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F1 Score = 2
recall precision
recall + precision
(6-2)
Para la clasificacio´n se asumen problemas bi-clase, debido a que los conjuntos de datos con-
tienen ma´s de dos clases, se uso´ la estrategia uno contra todos, esto es, las etiquetas para un
objeto son “pertenece” o “no pertenece” a cierta clase. El clasificador usado es un clasifica-
dor bayesiano lineal (ldc, Linear Bayes Normal Classifier). Los experimentos son repetidos
10 veces en cada caso. La estrategia uno contra todos, en muchos casos produce un notable
desbalance entre las nuevas clases lo que puede afectar el rendimiento de clasificador, una
te´cnica de balance de clases conocida como Synthetic Minority Over-sampling Technique
(SMOTE 4) [37, 38] fue usada para disminuir el impacto de este feno´meno.
En las Secciones 6.3 y 6.4 se reportan dos tipos de resultados:
Bondad de representacio´n: resultado en te´rminos de la medida F1 score obtenido al
predecir las etiquetas de los objetos mediante la prueba LOO-1nn. En las gra´ficas
aparece como una l´ınea entrecortada constante.
Desempen˜o o rendimiento de clasificacio´n: resultado de la prueba de clasificacio´n me-
dido con F1 Score. En las gra´ficas se reporta el resultado obtenido al incrementar el
taman˜o del espacio de representacio´n.
En la seccio´n 6.5, se reportan precisio´n por clases, F1 score por clase y precisio´n global, de
la comparacio´n entre las etiquetas reales y las obtenidas de la prueba LOO-1nn.
6.2. Sen˜ales artificiales no estacionarias
Una forma de simplificar la estimacio´n de medidas de distancia entre sen˜ales es realizar el
ca´lculo sobre transformaciones 1-D. Sin embargo, este tipo de transformaciones solo brindan
informacio´n de las componentes en frecuencia, y no son u´tiles cuando la descripcio´n de un
objeto requiere la informacio´n conjunta de los dominios tiempo y frecuencia.
4Para realizar el sobremuestreo se tomaron 5 vecinos como en [37].
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Figura 6-2.: Modelo de Markov de las frecuencias para las sen˜ales artificiales no
estacionarias
Se genero´ un conjunto de sen˜ales artificiales a partir de un proceso aleatorio para cada clase.
Las sen˜ales del conjunto de datos esta´n agrupadas en dos clases, en donde las componentes
en frecuencia de la sen˜al completa son similares en todos los casos, pero para cada clase los
espectros en intervalos de la sen˜al son distintos. El conjunto de datos consta de 20 sen˜ales
divididas en 2 clases (10 cada una). Las sen˜ales son generadas a partir de un proceso es-
toca´stico, segu´n (6-3).
y(τ) = [x(Ak, fk, τ1) x(Ak, fk, τ2) ... x(Ak, fk, τn)], (6-3)
en donde
x(Ak, fk, τ) = Aksin(2pifkτ) + Akcos(2pifkτ) + η; (6-4)
siendo η ruido blanco gaussiano.
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Ak es una variable aleatoria estacionaria con valor medio (µ) igual a 1 y desviacio´n esta´ndar
(σ) igual a 0,1. Mientras que fk es una variable aleatoria que sigue el proceso de Markov de
la Figura 6-2; donde las probalididades de transicio´n de estados son las mismas en cada
uno de ellos (b = 0,1, h = 0,1, f = 0,8), no´tese que de acuerdo al gra´fico, la aparicio´n de
una observacio´n en cada estado tiende a seguir un ciclo, girando en sentido horario. Las
densidades de probabilidad de cada estado son distribuciones normales. Los para´metros de
los estados Ei, µi y σi de cada tipo de sen˜al se muestran en la Tabla 6-1.
Tabla 6-1.: Para´metros de las densidades de probabilidad para los estados del modelo de
Markov de las sen˜ales artificiales
Sen˜al tipo 1 Sen˜al tipo 2 Sen˜al tipo 3 Sen˜al tipo 4
Estado µ σ µ σ µ σ µ σ
1 1000 50 1250 50 1000 50 1500 50
2 1000 50 1250 50 1000 50 1500 50
3 1000 50 1250 50 1000 50 1500 50
4 1000 50 1250 50 1000 50 1500 50
5 1000 50 1250 50 1000 50 1500 50
6 1500 50 3000 50 1250 50 3000 50
7 1500 50 3000 50 1250 50 3000 50
8 1500 50 3000 50 1250 50 3000 50
9 1500 50 3000 50 1250 50 3000 50
10 1500 50 3000 50 1250 50 3000 50
Las sen˜ales del conjunto de datos son una sumatoria de dos sen˜ales (6-3). Para la Clase 1 los
para´metros del modelo de Markov de cada sen˜al son los de la Sen˜al tipo 1 y Sen˜al tipo
2, y para la Clase 2 los de la Sen˜al tipo 3 y Sen˜al tipo 4 (ver Tabla 6-1).
Las sen˜ales generadas tienen una longitud de 8000 puntos. La STFT se calcula para cada
sen˜al usando una ventana de 512 puntos con un traslape del 50%, obteniendo as´ı transforma-
ciones 2-D de 257× 30, lo que significa que cada sen˜al se describe por 30 tipos de espectros.
En la Figura 6-3 se grafican los espectros promedio de dos sen˜ales de distintas clases. En
este caso puede observarse que no hay diferencias claras entre las componentes en frecuencia.
Un par de sen˜ales son cuantizadas usando el me´todo de agrupamiento basado en el algoritmo
mode-seeking. De esta forma se describe cada sen˜al por una secuencia de s´ımbolos, cada uno
de ellos correspondiente a un grupo, representado por su centroide. Cuantizando las sen˜ales
del ejemplo anterior se obtienen 26 grupos donde cada sen˜al queda descrita por las secuencias:
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Figura 6-3.: Espectros de clases distintas
sen˜al 1: 1 1 23 4 4 7 12 7 8 18 5 18 2 3 7 23 11 18 18 18 18 9 1 23 6 23 10 7 13 18
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Teniendo en cuenta el modelo con el que fueron generadas las secuencias, se espera que,
para sen˜ales de la Clase 1, en sus intervalos se encuentren espectros con mayor energ´ıa en
las componentes de 1000 − 1250 y 1500 − 3000. Mientras que, para la Clase, 2 se esperan
espectros con mayor energ´ıa en las componentes 1000 − 1500 y 1250 − 3000. Al formar un
histograma con los elementos se buscaron los espectros correspondientes a centroides de los
elementos menos comunes. En la Figura 6-4 se grafican los espectros asociados a los grupos
que presentan mayor diferencia al comparar los histogramas. Se observa que las componentes
de mayor energ´ıa en los espectros graficados son: a) 1000 − 1500, b) 1500 − 3000, c) 1250
− 1500, d) 1000 − 1250 y e) 1250 − 3000; en donde a, b, d y e corresponden a los espectros
esperados por el modelo.
En la Figura 6-5 se muestra la visualizacio´n en 2 dimensiones usando MDS de diferentes
representaciones de disimilitudes.
En esta seccio´n se analizo´ un conjunto de datos de dos clases, cuya caracter´ıstica discrimi-
nante de las sen˜ales de cada clase es la presencia en sus intervalos de espectros relevantes.
En esta situacio´n, una representacio´n que no tiene en cuenta la localizacio´n como la FFT
no es adecuada. Con el me´todo de agrupamiento usado fue posible detectar los espectros
relevantes. En la visualizacio´n MDS de la Figura 6-5 se observa que las representaciones de
disimilitudes basadas en la representacio´n a trave´s de secuencias son efectivas para realizar
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Figura 6-4.: Espectros correspondientes a los centroides de los grupos con mayor diferencia
en su repeticio´n, entre los histogramas del par de secuencias comparadas.
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Figura 6-5.: Visualizacio´n MDS de diferentes representaciones de disimilitudes. Se observa que cuando las
representaciones de disimilitudes se calculan con la representacio´n FFT, no hay separacio´n
clara entre clases, sin embargo, en las representaciones que incluyen el dominio temporal las
muestras de clases distintas forman grupos separados.
la discriminacio´n entre las clases del conjunto.
6.3. Representacio´n y clasificacio´n de sen˜ales s´ısmicas
Los observatorios vulcanolo´gicos realizan un monitoreo permanente de los eventos s´ısmicos,
obteniendo una gran cantidad de informacio´n. Esto ocasiona que el ana´lisis manual de los
datos sea tedioso, por ello las te´cnicas de procesamiento digital de sen˜ales y reconocimiento
de patrones se presentan como una opcio´n para la automatizacio´n de esta tarea. Para efectos
de ana´lisis, los eventos s´ısmicos son representados en forma de sen˜ales ele´ctricas, detectadas
a trave´s de un hardware especial. En general, los expertos se interesan por reconocer los
siguientes eventos [39]:
Volcano tecto´nico (VT): f´ısicamente se producen cuando la roca se fractura debido a
la presio´n del magma. El rompimiento abrupto se registra como una sen˜al con una
frecuencia ma´s alta que la del comportamiento normal.
Largo periodo (LP): esta´n relacionados con el cambio de presio´n debido al flujo del
magma por un rompimiento en la roca que lo alberga. Las sen˜ales que registran este
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tipo de eventos presentan frecuencias ma´s bajas que los eventos VT.
Tremor (TR): de manera similar a LP, esta´ asociado al desplazamiento de fluido por
grietas en la roca. La diferencia esta´ en que en este caso las ondas viajan a trave´s del
magma ocasionando cambios en la presio´n. Las sen˜ales presentan frecuencias similares
a un evento tipo LP pero de mayor duracio´n.
Hı´brido (HB): se presenta cuando un evento tipo VT es seguido por uno tipo LP o
viceversa. Este tipo de eventos suelen presentarse cuando el rompimiento de una roca
desencadena el flujo de magma.
Se han realizado algunos trabajos con sen˜ales s´ısmicas usando el enfoque de clasificacio´n
basada en disimilitudes [5, 4], donde las distancias se calculan sobre transformaciones 1-D,
principalmente FFT y PSD. En este experimento se busca explorar el desempen˜o de las
representaciones propuestas en sen˜ales s´ısmicas. Los experimentos se realizaron sobre una
base de datos de sen˜ales s´ısmicas tomadas en el Volca´n Galeras (Colombia) donde el nu´mero
de sen˜ales por clase se muestra en la Tabla 6-2.
Tabla 6-2.: Conjunto de datos de sen˜ales s´ısmicas Volca´n Galeras
Clase No. sen˜ales
HB 141
LP 283
TR 59
VT 118
Me´todos
Fueron calculadas las transformaciones 2-D de las sen˜ales originales usando la STFT, con
un paso de 256 y un traslape del 75%. Las matrices de disimilitudes se construyeron a partir
de las representaciones:
1. FFT : usando la distancia L1 del promedio de la transformacio´n STFT, llamada en este
trabajo como distancia FFT o dFFT .
2. Transformacio´n de cada par de transformaciones STFT a secuencias para la estima-
cio´n de las distancias: Hist-n, DTWc, EMD, HMM y DEC.
Formando respectivamente las matrices: DFFT , DHist−n, DDTWc, DEMD, DHMM y DDEC .
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Figura 6-6.: Clase objetivo: HB
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Figura 6-7.: Clase objetivo: LP
Resultados
Se realizaron experimentos bi-clase, tomando una clase como clase objetivo (co) y etique-
tando a las otros objetos como los que no pertenecen a co. Se realizaron pruebas en espacios
de diferentes dimensiones (seleccionando los prototipos de forma aleatoria) y dividiendo el
conjunto de datos en cada caso aleatoriamente en entrenamiento (70%) y prueba (30%). En
cada espacio la prueba se repitio´ 10 veces, el clasificador usado fue un ldc. En las Figuras 6-6,
6-7, 6-8 y 6-9 se muestran los resultados para las clases HB, LP, TR y VT respectivamente.
En los experimentos de clasificacio´n realizados en esta seccio´n se obtuvo los desempen˜os
de clasificacio´n ma´s altos para las clases HB, LP y VT en los espacios de disimilitudes
calculados entre transformaciones FFT, seguidos por las representaciones DTWc y EMD.
Los resultados ma´s bajos se obtuvieron en los espacios en donde se usaron las distancias
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Figura 6-8.: Clase objetivo: TR
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Figura 6-9.: Clase objetivo: VT
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Hist-n, HMMs y DEC. En la clase TR el desempen˜o de clasificacio´n obtenido en los espacios
construidos con representaciones de disimilitudes de transformaciones FFT decrece de forma
considerable, y es superado por los espacios construidos con las representaciones de disimili-
tudes DEC, EMD y DTWc, hecho por el cual se infiere que, a diferencia de las otras clases, la
informacio´n ma´s relevante para la clasificacio´n de e´sta se encuentra en el dominio del tiempo.
A excepcio´n de la representacio´n FFT donde el desempen˜o estimado mediante la prueba
LOO-1nn es similar al obtenido en la prueba de clasificacio´n (compara´ndolo con la regio´n en
donde se estabiliza al aumentar el taman˜o del conjunto de representacio´n), en las otras re-
presentaciones el desempen˜o de clasificacio´n obtenido en los espacios de disimilitudes supera
considerablemente la bondad de representacio´n estimada. La clase con la que se obtuvo un
mejor desempen˜o fue LP calculando las disimilitudes entre transformaciones FFT, en este
caso el F1 Score va desde 0,90 hasta 0,95, aumentando cuando se incrementa el taman˜o del
espacio de representacio´n. Para HB y VT se obtuvieron rendimientos cercanos a 0,85 con la
representacio´n FFT. De los experimentos realizados se concluye que para la clasificacio´n del
tipo de sen˜ales analizadas la informacio´n de las componentes en frecuencia es relevante para
las clases HB, LP y VT, esto debido a que la mejor clasificacio´n se consiguio´ en los espacios
construidos a partir de las transformaciones FFT, de manera que se plantea que en el tipo
de feno´meno analizado, la informacio´n de la dina´mica del espectro a lo largo del tiempo de
las sen˜ales, contrario a favorecer la representacio´n agrega ruido. Sin embargo, es posible que
las representaciones diferentes a FFT se afecten de forma considerable por la reduccio´n de
la informacio´n producida por la cuantizacio´n usada para la transformacio´n de las sen˜ales
a secuencias. Observando las curvas de desempen˜o de la clase TR se concluye que para la
discriminacio´n de e´sta, la informacio´n de la dina´mica temporal en este caso s´ı es relevante,
por lo que el rendimiento de clasificacio´n podr´ıa incrementarse con una exploracio´n ma´s
exhaustiva de la metodolog´ıa de comparacio´n usada, teniendo en cuenta el comportamiento
a lo largo del tiempo de las sen˜ales.
6.4. Representacio´n y clasificacio´n de secuencias
biolo´gicas
Una prote´ına se describe por una secuencia de aminoa´cidos. La interaccio´n de estos, acom-
pan˜ada de las caracter´ısticas de su entorno, provocan plegamientos conocidos como las es-
tructuras de las prote´ınas: estructura primaria, secundaria, terciaria y cuaternaria (ver Fig.
6-105); es ampliamente aceptado que la funcio´n y la localizacio´n de una prote´ına esta´ relacio-
nada con sus estructuras [40]. La prediccio´n de localizaciones celulares a partir de estructuras
primarias es uno de los temas de mayor intere´s en bioinforma´tica, esto se debe a que existe
5Imagen tomada de http : //www.genome.gov/GlossaryS/index.cfm?id = 169
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Niveles de organización de las proteínas
Estructura primaria de las proteínas
es la secuencia o cadena de amino ácidos.
Estructura secundaria de las proteínas
se produce cuando la secuencia de amino ácidos
están unidas por enlaces de hidrógeno.
Hélice Alfa
Estructura terciaria de las proteínas
se produce cuando ciertas atracciones están presentes
entre las hélices alfa y hojas plegadas.
Estructura cuaternaria de las proteínas
es una proteína formada por más de una
cadena de amino ácidos.
Hoja Plisada
Hoja
Plisada
Hélice
Alfa
Amino Ácidos 
Figura 6-10.: Estructuras de las prote´ınas5
una disparidad entre la cantidad de secuencias disponibles y las anotadas experimentalmente,
es decir, en muchos casos se tiene conocimiento de la estructura primaria de prote´ınas, pero
no de sus plegamientos, de su localizacio´n o de su funcio´n. Debido a esto se usan me´todos
matema´ticos, estad´ısticos y computacionales para estimar las etiquetas de las secuencias que
no han sido incluidas en algu´n tipo de clasificacio´n.
En algunos estudios se ha optado por usar te´cnicas de procesamiento digital de sen˜ales,
para ello las secuencias son transformadas a series nume´ricas usando valores de propiedades
f´ısico-qu´ımicas de los aminoa´cidos. En [41], por ejemplo, las series nume´ricas son caracteri-
zadas usando la FFT con 512 puntos, sin embargo, de esta forma, se restringe el taman˜o
de las secuencias con las que se puede trabajar ya que solo se pueden considerar secuencias
con longitudes menores al nu´mero de puntos de la transformacio´n. Adema´s, la FFT es una
caracterizacio´n global de los datos, de manera que no tiene en cuenta posibles regiones rele-
vantes locales, como s´ı se hace en [42], en donde se detectan segmentos caracter´ısticos en la
transformacio´n 2-D CWT ; y en [43], en donde se propone una medida de disimilitud entre
pares de transformaciones CWT de secuencias. Los HMM tambie´n son una herramienta
ampliamente usada en e´sta a´rea [44, 45].
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Me´todos
La representacio´n de secuencias en espacios de disimilitudes se llevo´ a cabo a partir de dos
me´todos:
1. Las secuencias de aminoa´cidos fueron representadas inicialmente por transformaciones
2-D, mediante el reemplazo de cada aminoa´cido por el valor correspondiente de 3 pro-
piedades f´ısico-qu´ımicas (PROPS ). Se escogieron las propiedades usadas en PseAAC 6
[46]: hidrofobicidad C. Tanford, hidrofobicidad T.P.Hopp & K.R.Woods y pK2(NH3).
De esta forma la transformacio´n 2-D es una matriz de dimensiones 3× n, donde n es
la longitud de la secuencia. La matriz fue reducida usando PAA (tomando ventanas de
32 puntos con un traslape del 75%).
2. Cada aminoa´cido en las secuencias es reemplazado por el coeficiente de una propiedad
fisico-qu´ımica, de esta forma cada secuencia se convierte en una serie nume´rica simi-
lar a una sen˜al temporal discreta, de las que posteriormente se obtienen tres tipos de
representaciones: PROPhid1 para hidrofobicidad C. Tanford, PROPhid2 para hidrofo-
bicidad T.P.Hopp & K.R.Woods y PROPpK para pK2(NH3).
La transformacio´n 2-D de la sen˜al se calculo´ mediante la STFT, con una ventana de 32 y
un traslape del 75%. Las matrices de disimilitudes construidas de esta forma fueron: Dprom
(correspondiente a la distancia L1 entre el promedio de las transformaciones 2-D), DHist−n,
DDTWc, DEMD DHMMs y DDEC . En los experimentos se uso´ el conjunto de datos de secuen-
cias de aminoa´cidos de bacterias Gram-negativas de la Tabla 6-3 [47].
Tabla 6-3.: Conjunto de datos de bacterias Gram-negativas: localizacio´n celular
Clase No. secuencias
Cell inner membrane 525
Cell outer membrane 117
Cytoplasm 367
Extracellular 105
Fimbrium 30
Nucleoid 1
Periplasm 171
6Servidor en el que se puede obtener composiciones f´ısico-qu´ımicas de secuencias de aminoa´cidos. Los
autores de [46] lo usan en trabajos de clasificacio´n de secuencias como en [47].
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Figura 6-11.: Clase objetivo: Cell inner membrane; representacio´n de las secuencias:
PROPS
Resultados
Los experimentos se realizaron tomando tres clases objetivos: Cell inner membrane, Cell ou-
ter membrane y Cytoplasm. Las disimilitudes se estimaron sobre 4 tipos de representaciones
de las secuencias, PROPS, PROPhid1, PROPhid1 y PROPpK. El desempen˜o se muestra en
las gra´ficas de las Figuras 6-11 a 6-22.
El conjunto de datos usado para los experimentos es un subconjunto del analizado en [47],
a diferencia de que en esta seccio´n no se tuvieron en cuenta las secuencias que pertenecen a
mu´ltiples clases. Las curvas de desempen˜o de clasificacio´n superan las bondades de la repre-
sentacio´n estimadas en la mayor´ıa de las representaciones. La clase con la que se obtuvo un
mejor desempen˜o fue Cell inner membrane con EMD y el tipo de representacio´n PROPS,
en donde el F1 Score esta´ alrededor de 0,85, un buen resultado comparado con el de [47],
teniendo en cuenta que en ese trabajo, para la caracterizacio´n se usa informacio´n de otras
bases de datos; en esta clase el menor rendimiento se obtuvo con la representacio´n de las
secuencias con PROPpK. Los resultados para la clase Cell outer membrane, son los ma´s ba-
jos, no superan 0,40. Para la clase Cytoplasm el mejor desempen˜o fue con la representacio´n
PROPhid1 y la distancia PROM, con un rendimiento alrededor de 0,70.
Se comprobo´ experimentalmente que la CBD puede ser una alternativa para tratar proble-
mas de reconocimiento de secuencias biolo´gicas. PROM es la aproximacio´n ma´s sencilla y
es muy competitiva a las dema´s, incluso arrojo´ resultados superiores a las otras medidas de
disimilitud en algunas de la pruebas. Sin embargo, es aceptado por expertos en el tema, que
las secuencias poseen regiones relevantes para su clasificacio´n [42], lo que sugiere que con
una exploracio´n ma´s exhaustiva de los me´todos de estimacio´n de disimilitudes, como podr´ıa
ser depurar el tipo de cuantizacio´n, posiblemente se obtendr´ıa un mejor desempen˜o.
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Figura 6-12.: Clase objetivo: Cell inner membrane; representacio´n de las secuencias:
PROPhid1
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Figura 6-13.: Clase objetivo: Cell inner membrane; representacio´n de las secuencias:
PROPhid2
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Figura 6-14.: Clase objetivo: Cell inner membrane; representacio´n de las secuencias:
PROPpK
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Figura 6-15.: Clase objetivo: Cell outer membrane; representacio´n de las secuencias:
PROPS
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Figura 6-16.: Clase objetivo: Cell outer membrane; representacio´n de las secuencias:
PROPhid1
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Figura 6-17.: Clase objetivo: Cell outer membrane; representacio´n de las secuencias:
PROPhid2
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Figura 6-18.: Clase objetivo: Cell outer membrane; representacio´n de las secuencias:
PROPpK
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Figura 6-19.: Clase objetivo: Cytoplasm; representacio´n de las secuencias: PROPS
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Figura 6-20.: Clase objetivo: Cytoplasm; representacio´n de las secuencias: PROPhid1
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Figura 6-21.: Clase objetivo: Cytoplasm; representacio´n de las secuencias: PROPhid2
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Figura 6-22.: Clase objetivo: Cytoplasm; representacio´n de las secuencias: PROPpK
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6.5. Representacio´n en espacios de caracter´ısticas y de
disimilitudes de sonidos de cantos de aves
El monitoreo de la diversidad tradicionalmente se ha realizado por inspeccio´n visual. Sin
embargo, aprovechando los avances en reconocimiento de patrones y procesamiento digital
de sen˜ales es posible automatizar y optimizar esta tarea. Los espacios de representacio´n que
son el objeto de estudio de este trabajo podr´ıan ser usados en el mo´dulo de reconocimiento
en un sistema automa´tico de monitoreo de especies de aves.
Con un conjunto de datos de cantos de aves, se realizo´ un estudio comparativo de distintos
tipos de representacio´n de sen˜ales de audio, en espacios de caracter´ısticas y disimilitudes
entre transformaciones 1-D y 2-D.
Representaciones en espacios de caracter´ısticas
Caracter´ısticas esta´ndar (CE): los sonidos son representados por cuatro caracter´ısticas
propuestas en [48], e´stas son: frecuencias mı´nima y ma´xima, duracio´n temporal y potencia
ma´xima.
Representacio´n aproximada de un segmento de canto (RASC ): se usan once carac-
ter´ısticas [48]: frecuencias mı´nima y ma´xima, duracio´n temporal y frecuencia de las compo-
nentes de ma´xima potencia en ocho segmentos no traslapados.
Caracter´ısticas descriptivas (CD): se incluyen caracter´ısticas temporales y espectrales.
La sen˜al de audio es divida en segmentos de 256 puntos con un traslape del 50%. Para cada
segmento se calcula: centroide espectral, ancho de banda de la sen˜al, roll-off, flujo espectral,
flatness, tasa de cruces por cero y energ´ıa. Las caracter´ısticas usadas son la media y la varian-
za de los datos anteriores. Las caracter´ısticas calculadas de la sen˜al completa son: rango de
frecuencia (frecuencias mı´nima y ma´xima), duracio´n en el tiempo y espectro de modulacio´n
(posicio´n y maginitud). Se estiman un total de 19 caracter´ısticas, una descripcio´n detallada
de este tipo de representacio´n se encuentra en [49].
Representacio´n mediante coeficientes cepstrales de Mel (CCM ): los coeficientes
cepstrales de Mel son usados comu´nmente en aplicaciones de audio, esto debido a que la
escala de Mel modela la respuesta del o´ıdo humano. En [49] se propone la representacio´n
de sen˜ales de sonidos de cantos de aves con un conjunto de caracter´ısticas en las que se
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incluyen los primeros 12 coeficientes de Mel, la energ´ıa y los coeficientes delta y delta-delta.
Los coeficientes se calculan por intervalos, en este caso se toman como caracter´ısticas las
medias y sus respectivas varianzas.
Representaciones de disimilitudes
Las disimilitudes son estimadas sobre representaciones 1-D y 2-D.
Representaciones 1-D: corresponden a las transformadas FFT y PSD. Las disimilitudes
se calcularon con la distancia L2 entre las representaciones.
Representaciones 2-D: se calculan dividiendo la sen˜al de sonido en intervalos y convir-
tiendo cada uno de ellos en una representacio´n espectral o extrayendo caracter´ısticas. Los
intervalos fueron tomados cada 512 puntos con un traslape del 50%, aplicando una ventana
Hann en cada uno de ellos antes de la transformacio´n o la extraccio´n de caracter´ısticas. Las
representaciones 2-D calculadas fueron:
STFT : FFT por cada intervalo.
PSD-2D : PSD por intervalo usando el me´todo Yule Walker.
Caracter´ısticas descriptivas 2-D (CD-2D): consisten en las caracter´ısticas de CD que
se calculan por segmento (centroide espectral, ancho de banda de la sen˜al, roll-off, flujo
espectral, flatness, tasa de cruces por cero y energ´ıa).
Coeficientes cepstrales de Mel 2-D (CCM-2D): las caracter´ısticas de la representacio´n
CCM tomando todos los intervalos, sin promediar.
Las disimilitudes entre las representaciones 2-D se calcularon usando la distancia EMD
usando el algoritmo de k-medias para estimar los grupos (Anexo C).
Resultados
Los experimentos se realizaron sobre un conjunto de datos de sen˜ales sin procesar de la Reser-
va Natural Rı´o Blanco (Manizales, Colombia). La frecuencia de muestreo de las grabaciones
es de 44,1 kHz. Las grabaciones contienen cantos y sonido ambiental, las regiones de intere´s
fueron segmentadas basa´ndose en la energ´ıa de la sen˜al [50] (emp´ıricamente se observa que
en los intervalos que contienen cantos la energ´ıa es ma´s alta), formando el conjunto de datos
de la Tabla 6-4.
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Tabla 6-4.: Conjunto de datos de cantos de aves
Especie Abreviatura Segmentos
Grallaria ruficapilla GR 33
Henicorhina leucophrys HL 64
Mimus gilvus MG 66
Myadestes ralloides MR 58
Pitangus sulphuratus PS 53
Pyrrhomyias cinnamomea PC 36
Troglodytes aedon TA 33
Turdus ignobilis TI 74
Turdus serranus TS 78
Xiphocolaptes promeropirhynchus XP 46
Zonotrichia capensis ZC 54
En esta seccio´n se analizaron tres tipos de representaciones: representacio´n en espacios de
caracter´ısticas, representaciones de disimilitudes sobre transformadas 1-D y 2-D ; los resulta-
dos se muestran en la Tabla 6.5. Las representaciones de cada tipo en las que se obtuvieron
las precisiones globales ma´s altas fueron respectivamente: CCM, PSD y CCM-2D, siendo
esta u´ltima la mejor representacio´n segu´n la estimacio´n global del acierto. En los experimen-
tos realizados con las representaciones que involucran coeficientes cepstrales de Mel (CCM,
CCM-2D) y caracter´ısticas descriptivas (CD, CD-2D) se obtuvo un buen desempen˜o, lo que
era de esperarse teniendo en cuenta que e´stas fueron disen˜adas espec´ıficamente para aplica-
ciones de audio. Con la representacio´n PSD se obtuvo un rendimiento aceptable (80,67%).
En general, el desempen˜o obtenido con las representaciones 2-D supera el obtenido con las
representaciones 1-D, el caso ma´s notable es el de STFT en donde la precisio´n global es
del 93,78%, valor muy superior al de su versio´n 1-D (FFT ), donde la representacio´n global
estimada es del 50,58%. La representacio´n PSD-2D con una precisio´n global del 86,22% tam-
bie´n supera a su versio´n 1-D (PSD, precisio´n global = 80,67%) aunque en menor proporcio´n.
6.6. Conclusiones
En este cap´ıtulo se realizaron experimentos con datos artificiales y reales. El conjunto de
datos de sen˜ales artificiales en la Seccio´n 6.2, es un ejemplo de un problema de reconoci-
miento de sen˜ales en donde la clasificacio´n es complicada si no se tiene en cuenta el dominio
temporal en la estimacio´n de las disimilitudes. De acuerdo a los experimentos de la Seccio´n
6.3 se concluye que en las sen˜ales de eventos s´ısmicos la informacio´n de las componentes
en frecuencia es relevante para las clases HB, LP y VT, sin embargo, para la clase HB es
importante considerar el dominio temporal. En la Seccio´n 6.4 se llevaron a cabo experimen-
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6 Representacio´nes en espacios de disimilitudes usando distancias inspiradas en
comparacio´n de secuencias
tos de reconocimiento de secuencias biolo´gicas en espacios de disimilitudes; los resultados
muestran que el enfoque de clasificacio´n basado en disimilitudes es una alternativa de clasifi-
cacio´n con el que se puede explotar informacio´n de me´todos de comparacio´n entre secuencias
que se han estudiado para este tipo de datos. En la Seccio´n 6.5 se comparo´ los resultados
obtenidos con representaciones de caracter´ısticas de las sen˜ales de audio con representacio-
nes de disimilitudes. Particularmente, con este conjunto de datos, se hizo una combinacio´n
entre las representaciones de caracter´ısticas y representaciones de disimilitudes, esto con el
objetivo de incluir en la representacio´n el comportamiento temporal de las caracter´ısticas
en representaciones variantes en el tiempo: caracterizaciones por intervalos de la sen˜al. Los
resultados obtenidos con las representaciones 2-D son superiores a sus correspondientes ver-
siones 1-D, lo que sugiere que la consideracio´n de la informacio´n del dominio temporal hace
que la representacio´n sea ma´s adecuada para el reconocimiento de las clases.
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Representacio´n
Especie CE RASC CD CCM FFT PSD STFT PSD-2D CD-2D CCM-2D
ACC F1 ACC F1 ACC F1 ACC F1 ACC F1 ACC F1 ACC F1 ACC F1 ACC F1 ACC F1
GR 96.47 66.67 98.32 84.38 99.66 97.06 100.00 100.00 96.47 65.57 99.50 95.38 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
HL 91.26 57.38 94.96 75.00 96.64 84.38 97.48 88.55 86.89 41.79 94.29 73.85 97.65 89.23 95.46 79.70 97.65 88.89 98.32 92.19
MG 88.57 45.16 91.93 64.18 97.31 87.88 99.66 98.51 88.40 50.36 93.95 70.97 98.15 91.47 96.64 84.85 99.33 97.01 100.00 100.00
MR 94.12 69.03 94.45 71.30 98.49 92.31 99.16 95.58 91.26 55.93 97.14 84.40 98.99 94.55 97.82 87.85 99.33 96.49 99.83 99.15
PS 92.61 62.07 95.80 76.19 99.16 95.41 99.66 98.15 93.45 64.22 96.13 78.10 99.33 96.15 98.15 89.11 99.83 99.07 100.00 100.00
PC 95.63 64.86 95.80 66.67 99.66 97.14 99.50 95.77 93.28 45.95 98.82 90.67 99.83 98.63 98.99 91.67 99.83 98.59 100.00 100.00
TA 95.13 59.15 96.47 67.69 97.48 77.61 97.98 82.35 94.96 46.43 96.81 70.77 97.31 76.47 97.14 76.06 98.32 84.85 98.32 84.85
TI 96.81 87.58 97.82 90.91 99.33 97.30 98.99 95.89 87.73 52.29 97.65 91.03 99.50 97.96 98.32 93.15 99.50 97.96 99.83 99.32
TS 92.27 69.33 92.10 71.86 97.98 92.11 97.98 92.00 84.71 38.93 93.78 75.82 98.15 93.25 94.45 79.50 98.15 93.08 98.83 99.36
XP 96.13 77.23 97.14 83.17 99.83 98.92 99.83 98.92 93.28 51.22 94.79 68.04 98.99 93.62 96.81 80.81 99.83 98.92 100.00 100.00
ZC 96.13 77.67 96.81 81.19 98.99 94.34 99.66 98.18 90.76 52.17 98.49 91.89 99.66 98.11 98.66 92.16 98.82 93.46 99.83 99.07
PG 67.56 75.80 92.27 94.45 50.58 80.67 93.78 86.22 95.29 97.98
ACC: precisio´n por clase (%); F1: F1 score (%); PG: Precisio´n global (%)
Tabla 6-5.: Resultados obtenidos de la prueba LOO-1nn con el conjunto de datos de cantos de aves.
7. Representacio´n de sen˜ales en espacios
de disimilitudes basados en
comparaciones tiempo-frecuencia
En el Cap´ıtulo 6 se presentaron diferentes experimentos en donde en la metodolog´ıa se in-
clu´ıa una etapa de cuantizacio´n de las transformaciones 2-D con el objetivo de usar ciertas
medidas de disimilitud que requieren de esta aproximacio´n. Una de las medidas de distancia
usadas en los experimentos fue la DTWc que es la DTW sobre representaciones cuantiza-
das, sin embargo e´sta puede usarse directamente sobre la transformacio´n 2-D. Segu´n (3-5)
la distancia DTW puede calcularse cuando esta´ definida la distancia entre dos elementos de
la secuencia, por lo tanto cada elemento de la transformacio´n 2-D puede tomarse sin cuan-
tizar y la distancia entre estos estimarse con una distancia Lp. En este cap´ıtulo se analiza
experimentalmente la influencia en la representacio´n de disimilitudes de sen˜ales variantes
en el tiempo al estimar la distancia usando DTW. En las representaciones de disimilitudes
construidas se incluye la informacio´n en:
Frecuencia: usando distancia L1 entre representaciones espectrales FFT.
Temporal: usando DTW entre las envolventes temporales de las sen˜ales.
Tiempo-frecuencia: 1) espacios combinados y extendidos de las representaciones de di-
similitudes en tiempo y en frecuencia; 2) usando la DTW entre las transformaciones
STFT de las sen˜ales.
7.1. Sen˜ales de audio: sonidos sinte´ticos de instrumentos
musicales
Los experimentos en esta seccio´n se realizaron sobre un conjunto de sonidos sinte´ticos 1 de
dos instrumentos musicales en diferentes frecuencias. El conjunto de datos esta´ compuesto
de 20 sen˜ales de audio para cada instrumento, flauta y clarinete; la frecuencia fundamental
1En http : //www.ugcs.caltech.edu/ tasha/ se detalla como son generados los sonidos.
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Figura 7-1.: Sen˜ales en el tiempo: a) flauta; b) clarinete
de 10 sen˜ales tienen una distribucio´n normal con media 445 Hz y desviacio´n esta´ndar de 20
Hz y para las otras 10 una media de 500 Hz y desviacio´n esta´ndar de 20 Hz. La duraciones
temporales de las sen˜ales tambie´n tienen una distribucio´n normal de media 1 seg y desviacio´n
esta´ndar 0,2 seg. En la Figura 7-1 se muestran las sen˜ales en el tiempo de los instrumentos.
En la Figura 7-2 se muestran las visualizaciones MDS en dos dimensiones de los espacios
de representacio´n. Las gra´ficas corresponden a:
a) DFFT : disimilitudes entre espectros FFT. Promedio de la STFT calculada con 512
puntos y un traslape del 50%.
b) Denv: disimilitudes temporales, calculadas entre las envolventes en el tiempo calcu-
ladas mediante DTW.
c) Dcom: espacio combinado construido con las disimilitudes espectrales y temporales:
DFFT +Denv
d) Dext: espacio extendido construido con las disimilitudes espectrales y temporales:
[DFFT Denv]
e) DSTFT : disimilitudes entre las transformaciones STFT (ventana de 512 puntos, tras-
lape del 50%) calculadas mediante DTW.
En el ejemplo tratado, la informacio´n ma´s relevante para la clasificacio´n se encuentra en
la envolvente de la sen˜al (Figura 7-2 b)). En las visualizaciones de los espacios de repre-
sentacio´n se puede observar que las clases son claramente separables en los espacios que
consideran la envolvente por separado (Figura 7-2 b) c) d)). En los espacios construidos
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Figura 7-2.: Visualizaciones de las matrices de disimilitudes: a) DFFT ; b) Denv; c) Dcom; d)
Dext; e) DSTFT .
por las disimilitudes entre FFT y STFT las clases no se ven agrupadas, lo que sugiere que
la informacio´n en la frecuencia no es relevante para el tipo de clasificacio´n del problema
planteado y que la disimilitud entre las transformaciones STFT calculadas mediante DTW
es ma´s sensible a la informacio´n en frecuencia que a la informacio´n temporal.
7.2. Sen˜ales s´ısmicas: Volca´n Galeras
Los resultados para la base de datos de sen˜ales s´ısmicas de la Tabla 6-2 se muestran en
las gra´ficas de las Figuras 7-3 a 7-6, en donde se trazan las curvas de desempen˜o de clasi-
ficacio´n usando un clasificador ldc, a medida que aumentan las dimensiones del espacio de
representacio´n. Las representaciones en cada experimento corresponden a:
envDTW : disimilitud entre envolventes calculadas mediante DTW.
FFT : disimilitud L1 entre espectros FFT calculados como el promedio de las frecuen-
cias a trave´s del tiempo de la transformada STFT (256 puntos con un traslape del
50%).
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Figura 7-3.: Clase HB
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Figura 7-4.: Clase LP
comb: espacio combinado (sumando DenvDTW +DFFT ).
ext : espacio extendido ([DenvDTW DFFT ])
stftDTW : disimilitud entre transformaciones STFT calculada mediante DTW.
Discusio´n
Los experimentos se realizaron con el objetivo de explorar la bondad de las representaciones
planteadas cuando se requiere clasificar las sen˜ales en los eventos antes mencionados. Cla-
sificadores ldc fueron construidos en espacios de disimilitudes, en donde las disimilitudes se
estimaron mediante la distancia L1 para los espectros FFT y con la distancia DTW para
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Figura 7-5.: Clase TR
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Figura 7-6.: Clase VT
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representaciones de longitudes diferentes como la envolvente temporal y la transformada
STFT. Para la clasificacio´n de LP se obtuvo un alto rendimiento para todas las representa-
ciones, en donde con stftDTW, ext y com (Figura 7-4) el F1 Score obtenido supero´ 0,95.
La dina´mica temporal ofrece una importante informacio´n para la clasificacio´n de TR, en la
Figura 7-5 se observa como el rendimiento es superior con las representaciones que incluyen
informacio´n temporal. El caso ma´s notable en donde la bondad de representacio´n estimada
es superada por el desempen˜o de clasificacio´n es en los experimentos con la stftDTW, esto
puede deberse a que seguramente en los espacios de representacio´n generados, se encuentren
grandes grupos de objetos de la misma clase, con solo unos pocos de clases extran˜as, en don-
de los objetos extran˜os de cada clase provocan el descenso del rendimiento en las pruebas
LOO-1nnc y los grupos de una misma clase el incremento en las pruebas de clasificacio´n. No
puede descartarse que los datos cercanos a grupos de una clase que tenga otra etiqueta, en
realidad no pertenezcan a e´sta, porque cabe la posibilidad de que hayan sido mal etiquetados,
de manera que el buen desempen˜o de ldc puede atribuirse a la propiedad de generalizacio´n
al determinar las fronteras de decisio´n que e´ste tiene. Los espacios que incluyen ma´s de una
medida de disimilitud, espacios combinados y extendidos, presentaron un comportamiento
similar entre los dos, lo que sugiere que la informacio´n de las distancias que se incluye en el
espacio de representacio´n es similar, ya sea cuando cada eje coordenado corresponde a una
sola disimilitud pero no todos los ejes son una representacio´n de la misma disimilitud (espa-
cio extendido) o cuando cada eje corresponde a una combinacio´n de distintas estimaciones de
disimilitud (espacio combinado). Adema´s, se observa que el desempen˜o obtenido en los espa-
cios extendidos y combinados es el ma´s regular, lo que quiere decir que en todas las pruebas,
tomando como clase objetivo cada clase, presentaron un buen rendimiento, destaca´ndose
principalmente en la clasificacio´n de TP y TR. Los espacios de disimilitudes construidos a
partir de las representaciones FFT presentan un buen desempen˜o en la clasificacio´n de HB,
LP y VT, sin embargo, el rendimiento para la clase TR, no supera el 0,60, mientras que
los espacios generados con otras estimaciones de disimilitudes si lo hacen; esto se atribuye
a que la diferencia de TR con otras clases, particularmente con LP no se encuentra en el
dominio de la frecuencia, sino en el tiempo, espec´ıficamente en la duracio´n temporal, sin
embargo, como en el conjunto de datos esta caracter´ıstica no es muy notable, debido a que
no se tomaron sen˜ales con extensiones que superaran considerablemente a las otras (anexo
E); se infiere, por lo tanto, que existen otras particularidades para esta clase relacionadas
con la dina´mica temporal.
Parte IV.
Conclusiones
8. Conclusiones
8.1. Conclusiones
La investigacio´n desarrollada esta´ dirigida a la exploracio´n de problemas de clasificacio´n de
sen˜ales variantes en el tiempo en espacios de disimilitudes. Se tuvieron en cuenta diferentes
formas de estimar disimilitudes entre transformaciones de las sen˜ales, desde la ma´s sencilla
que consiste en usar distancias Lp para comparar representaciones 1-D de longitud fija hasta
me´todos de estimacio´n de disimilitudes sobre representaciones de dimensiones distintas, los
cuales se abordaron desde dos enfoques:
Comparacio´n cuantizando transformaciones variantes en el tiempo: el objetivo es lle-
var las representaciones a formas similares a secuencias o cadenas de s´ımbolos, debido
a que de esta forma es posible usar me´todos de estimacio´n de disimilitud para re-
presentaciones de distintas longitudes, como son: distancia entre secuencias usando el
algoritmo de alineacio´n DTW (Cap´ıtulo 3), estimacio´n del costo de transformacio´n
mediante operaciones de edicio´n DEC (Cap´ıtulo 3), distancia EMD que se basa en la
resolucio´n de un problema de optimizacio´n (Cap´ıtulo 4), modelado de las secuencias
usando HMM (Cap´ıtulo 4) y comparacio´n de histogramas. La transformacio´n de repre-
sentaciones 2-D a secuencias se lleva a cabo mediante un proceso de agrupamiento. En
el Cap´ıtulo 6 se llevaron a cabo varios experimentos de representacio´n y clasificacio´n
bajo este enfoque. Los desempen˜os de los espacios construidos con distancias estimadas
de secuencias, comparados con los de los espacios construidos usando la disimilitud L1
o L2 entre representaciones de 1-D de longitud fija, exhiben resultados distintos de-
pendiendo del tipo de conjunto de datos. Por ejemplo, el conjunto de datos de sen˜ales
artificiales no estacionarias del Cap´ıtulo 6 fue disen˜ado para que las representaciones
de distancias estimadas sobre secuencias presenten una distribucio´n adecuada cuando
se tiene como objetivo la clasificacio´n, esto se hizo con la intencio´n de mostrar el ti-
po de problemas en los que ser´ıa ma´s apropiado usar disimilitudes que consideren la
dina´mica temporal. En el conjunto de datos de sen˜ales s´ısmicas del Cap´ıtulo 6, por los
resultados experimentales obtenidos, puede inferirse que para tres de las cuatro clases
tratadas HB, LP, y VT, los espacios de representacio´n construidos con disimilitudes en-
tre transformaciones FFT son ma´s adecuados que los construidos con distancias entre
secuencias, sin embargo, para la identificacio´n de la clase TR se observa que es posible
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mejorar el rendimiento considerando las representaciones en forma de secuencias. En
el conjunto de datos de sonidos de cantos de aves, las representaciones de disimilitudes
entre transformaciones 2-D cuantizadas mostraron resultados superiores a aquellos de
representaciones de disimilitudes de longitud fija y representaciones de caracter´ısticas,
de manera que se concluye que en el ana´lisis de este tipo de sonidos la consideracio´n
del comportamiento a lo largo del tiempo es importante.
Disimilitud estimada directamente entre transformaciones variantes en el tiempo: el al-
goritmo DTW, adema´s de usarse para alinear secuencias, puede usarse para comparar
directamente transformaciones 2-D. En el Cap´ıtulo 7 se llevaron a cabo experimentos
considerando la disimilitud estimada usando el algoritmo DTW, como medida de dis-
tancia entre representaciones de longitudes no fijas. De los resultados obtenidos con
la base de datos de sonidos sinte´ticos de instrumentos musicales, se concluye que pa-
ra el problema de clasificacio´n planteado la informacio´n relevante se encuentra en el
dominio del tiempo y que para ello, la estimacio´n de la distancia dDTW es una opcio´n
adecuada. Con la base de datos de sen˜ales s´ısmicas, se construyeron espacios de repre-
sentacio´n usando disimilitudes considerando solamente el dominio en frecuencia (FFT )
o solamente el dominio temporal (la envolvente), y ambos (DTW para comparar trans-
formaciones STFT, espacios combinados y extendidos), de donde se concluyo´ que para
el reconocimiento de las clases HB, LP y VT, es apropiado considerar el dominio en
frecuencia y que para el reconocimiento de TR es ma´s relevante la forma de la sen˜al en
el tiempo. Adema´s, las representaciones de disimilitudes que consideran los dos domi-
nios muestran buenos resultados en todas las clases, ya sean los espacios en los que las
disimilitudes se estimaron sobre las transformaciones STFT o en los que se incluyeron
la informacio´n de los dominios en el tiempo y en frecuencia de forma independiente,
como en los espacios combinados y extendidos.
Del estudio realizado, se puede concluir que los espacios de representacio´n basados en disimi-
litudes son adecuados para llevar a cabo tareas de clasificacio´n de sen˜ales. En muchos casos,
es posible construir buenos espacios de representacio´n sin usar estimaciones muy elaboradas,
como las que se pueden calcular cuando se recurre a transformaciones 1-D de longitudes fi-
jas. Cuando la transformacio´n 1-D no incluye la informacio´n relevante, las representaciones
basadas en disimilitudes de transformaciones 2-D se presentan tambie´n como una opcio´n
efectiva, aunque en este caso la estimacio´n de disimilitud requiere me´todos ma´s elaborados.
Los espacios combinados y extendidos, aun en sus formas ma´s ba´sicas, permiten aprovechar
la informacio´n brindada por las disimilitudes usadas, siendo esto una ventaja al contrastarse
con espacios construidos solo con una medida.
Al comparar los me´todos usados para medir el rendimiento, los cuales fueron, la estimacio´n
de la bondad de representacio´n mediante la prueba LOO-1nn y las pruebas de clasificacio´n
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con un ldc, se puede inferir que la primera se puede tomar como un umbral mı´nimo del resul-
tado esperado de clasificacio´n ya que en la mayor´ıa de los casos el resultado de clasificacio´n
supero´ el desempen˜o de la estimacio´n de la bondad de representacio´n, siendo considerable
la diferencia entre los resultados de estas dos pruebas en varios de los experimentos.
Como una forma sencilla de resolver problemas de clasificacio´n de sen˜ales en espacios de
representacio´n basados en disimilitudes se recomienda analizar los dominios por separado,
esto es, construir espacios de disimilitudes y medir el desempen˜o de clasificacio´n usando
disimilitudes calculadas de la transformada de la sen˜al en el espectro en frecuencia y de la
envolvente en el tiempo; el ana´lisis de la informacio´n conjunta se puede hacer sobre espacios
combinados o extendidos.
8.2. Trabajo futuro
Las transformaciones a secuencias son una opcio´n para considerar el dominio temporal en las
representaciones de disimilitudes, sin embargo, este cambio de representacio´n puede llegar a
ser un asunto dif´ıcil de tratar, teniendo en cuenta que para ello se requiere usar te´cnicas de
agrupamiento, en las cuales se involucran varios para´metros. Para obtener secuencias que re-
flejen de una forma fiable la informacio´n contenida en las sen˜ales o en alguna transformacio´n
2-D como la STFT, ser´ıa interesante desarrollar un estudio exhaustivo de este proceso, en
el que los para´metros, como por ejemplo el nu´mero de grupos, sean optimizados. Dentro de
los tipos de estimaciones de las disimilitudes tambie´n existe un amplio campo por explorar,
ejemplo de ello son los modelos de Markov, en donde pueden plantearse diferentes topolog´ıas
y me´todos para estimar los para´metros del modelo. Analizando los intervalos agrupados pue-
de hallarse informacio´n de intere´s para el conocimiento de los datos tratados, y esto puede
usarse para determinar que´ tipo de medida de distancia se adaptar´ıa mejor al problema. Las
transformaciones 2-D estudiadas, son matrices que contienen informacio´n de lo que podr´ıa
llamarse las caracter´ısticas en un intervalo, enfoca´ndose en una aplicacio´n particular, puede
ser de intere´s realizar un ana´lisis de relevancia de estas caracter´ısticas.
Parte V.
Anexos
A. Anexo: Reconocimiento de patrones
en espacios vectoriales
Un ‘patro´n’ es un objeto descrito por el vector n-dimensional x = (x1, ..., xn) ∈ ℜ
n. La
representacio´n de objetos o patrones en espacios vectoriales x ∈ ℜn proporciona una gran
cantidad de ventajas relacionadas en particular con la riqueza de operaciones mate´maticas
que permiten efectuar [51, 52], como son, la suma, el producto, la media, estimaciones de
dispersio´n, de correlaciones o medidas de distancia, las cuales esta´n bien definidas en los
espacios vectoriales.
Regla de decisio´n
Dado el vector que describe un objeto x, se desea asignar a este una etiqueta de clase ωi
de C posibles (i = 1, 2, ..., C). Una regla de decisio´n divide el espacio en C regiones, Ωi
(i = 1, 2, ..., C). Si x se encuentra dentro de la regio´n Ωi se infiere que pertenece a la clase
ωi.
Funciones discriminantes lineales
Las funciones discriminantes lineales son combinaciones lineales de las componentes de
x = (x1, ..., xn),
g(x) = ωTx+ ω0 =
p∑
i=1
ωixi + ω0 (A-1)
Uno de los clasificadores ma´s usados es el basado en la distribucio´n normal [51],
p(x|ωi) =
1
(2pi)
n
2 |Σi|
1
2
exp
{
−
1
2
(x− µi)
TΣ−1i (x− µi)
}
, (A-2)
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donde µ y Σ, son el vector de valores medios y la matriz de varianzas, respectivamente. Cada
objeto se clasifica de acuerdo a la probabilidad a posteriori ma´s grande, p(x|ωi), o su equi-
valente log(p(x|ωi)). Usando la regla de Bayes y asumiendo la densidad de probabilidad de
(A-2) se plantea la regla de decisio´n de un clasificador bayesiano lineal Linear Bayes Normal
Classifier (ldc):
log(p(ωi|x)) = log(p(x|ωi)) + p(ωi)− p(x)
= −1
2
(x− µi)
TΣ−1i (x− µi)−
1
2
log(|Σi|)
−p
2
log(2pi) + log(p(ωi))− log(p(x)).
(A-3)
Siendo p(x) independiente de la clase, la regla de decisio´n es: asignar x a ωi si gi > gj, para
todo j 6= i, donde
gi(x) = log(p(ωi))−
1
2
log(|Σi|)−
1
2
(x− µi)
T |Σi| (x− µi) (A-4)
B. Anexo: Medidas de disimilitud
Conceptualmente, la estimacio´n de la disimilitud entre 2 objetos se lleva a cabo realizando un
procedimiento en el que se obtiene un valor d ∈ ℜ, el cual se puede asociar a una diferencia
ma´s grande entre los objetos comparados mientras el valor de d sea ma´s grande y viceversa.
Un caso particular de las medidas de disimilitud son las me´tricas, las cuales deben cumplir
algunas condiciones. Sea d(r, s) una medida de disimilitud entre los objetos s y r, para que
esta tambie´n pueda considerarse como me´trica debe satisfacer:
d(r, s) ≥ 0 para todo r, s
d(r, r) = 0 para todo r
d(r, s) = d(s, r) para todo r, s
d(r, t) + d(t, s) ≥ d(r, s) para todo r, s, t
Sean x = (x1, ..., xn) y y = (y1, ..., yn) puntos en un espacio vectorial n-dimensional, algunas
de las medidas de disimilitud ma´s usadas son:
Distancia euclidiana : corresponde a la longitud de una recta trazada entre los pun-
tos x e y.
dL2(x, y) =
√√√√ n∑
i=1
(xi − yi)2 (B-1)
Distancia city-block : corresponde a la sumatoria de los valores absolutos de la di-
ferencia de los elementos xi y yi. El nombre de city-block se le da, porque puede ase-
mejarse con la distancia entre dos puntos siguiendo las v´ıas de una ciudad, lo que en
un espacio vectorial es, el camino ma´s corto de un punto a otro realizando u´nicamente
movimientos paralelos u ortogonales a los ejes coordenados. Cuando los vectores co-
rresponden a espectros o histogramas, esta distancia puede interpretarse como el a´rea
de diferencia entre estos.
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dL1(x, y) =
n∑
i=1
|xi − yi| (B-2)
Distancias Lp: conocidas tambie´n como distancias de Minkowski; son una forma ge-
neralizada de las distancias city-block (L1) y euclidiana (L2).
dLp(x, y) =
(
n∑
i=1
|xi − yi|
p
)1/p
(B-3)
Distancia de Mahalanobis: es una generalizacio´n de la distancia euclidiana, en
donde se incluye las covarianzas entre las variables. Sea Σ la matriz de covarianzas,
entonces la distancia de Mahalanobis es:
dM(x, y) =
√
(x− y)TΣ−1(x− y) (B-4)
C. Anexo: Transformacio´n de pares de
representaciones 2-D a secuencias
Sean ρ y p vectores de dimensiones n×1, una representacio´n 2-D puede escribirse como una
matriz Γ de dimensiones n×m as´ı:
Γ = [ρ1 ρ2 ... ρm] (C-1)
Una representacio´n cuantizada o transformada a secuencia corresponde a una matriz P de
dimensiones n×m de la forma:
P = [p1 p2 ... pm] (C-2)
En donde a cada pi le corresponde un s´ımbolo si de la secuencia S = s1, s2 ... sm con
alfabeto Λ = {λ1, λ2 ... λl}. De manera ana´loga al alfabeto Λ de la secuencia S, existe un
conjunto de centroides Q = {q1, q2 ... ql} para la representacio´n cuantizada P .
En el algoritmo 4 se describe co´mo cuantizar un par de representaciones 2-D. El objetivo de
cuantizar de manera conjunta las representaciones de un par de objetos es describirlos de tal
forma que pueda aplicarse sobre ellos una estimacio´n de disimilitud disen˜ada para comparar
secuencias de s´ımbolos.
En los experimentos se usaron dos me´todos de agrupamiento, k-medias (algoritmo 2) y mode-
seeking (algoritmo 3):
k-medias : requiere como para´metros de entrada el nu´mero de grupos y centroides ini-
ciales.
mode-seeking : tiene un para´metro de entrada: el nu´mero de vecinos para estimar las
densidades locales. El nu´mero de grupos se estiman dentro de algoritmo.
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Algoritmo 4 Cuantizacio´n de un par de representaciones 2-D
Para´metros de entrada:
Representaciones 2-D : Γ1 y Γ2.
Para´metros de salida:
Secuencias de s´ımbolos: S1 y S2.
Alfabeto: Λ = {λ1, λ2 ... λl}
Representaciones cuantizadas: P1 y P2.
Centroides: Q = {q1, q2 ... ql}
Pasos:
1. Unir el par de representaciones 2-D Γ = [Γ1 Γ2]
2. Aplicar un algoritmo de agrupamiento a Γ para estimar los centroides Q.
3. Definir un Λ acorde con Q
4. Con Q, Λ y Γi estimar Si y Pi, para i = 1, 2.
D. Anexo: Balance de clases con
SMOTE
En [37] se propone una te´cnica de sobremuestreo llamada SMOTE, la cual consiste en balan-
cear un conjunto de datos bi-clase, aumentado el taman˜o de la clase minoritaria adicionando
muestras sinte´ticas. Los nuevos objetos se ubican en un punto entre cada muestra y sus k
vecinos ma´s cercanos. Aleatoriamente se escogen las muestras sinte´ticas que posteriormente
se van a usar, el nu´mero de ellas depende de la proporcio´n de los taman˜os que se desee tener
entre las clases del conjunto de datos. El algoritmo 5 describe co´mo se incrementa el taman˜o
de una clase generando objetos sinte´ticos en el espacio de representacio´n mediante la te´cnica
SMOTE y en el algoritmo 6 se explica co´mo generar los objetos.
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Algoritmo 5 SMOTE(T,N,k)
Entrada: T : nu´mero de objetos de la clase; N : porcentaje de muestras sinte´ticas a
generar; k: nu´mero de vecinos ma´s cercanos.
Salida: (N/100) ∗ T objetos sinte´ticos
(* Si N es menor que 100, se escogen aleatoriamente los objetos generados.)
Si N < 100 Entonces
T = (N/100) ∗ T
N = 100
FinSi
N = (int)(N/100) (* Para hacer que la cantidad de muestras generadas sea un mu´ltiplo
entero de 100.)
numattrs = nu´mero de atributos
Sam[][]: arreglo de objetos de la clase original
newindx: contador del nu´mero de objetos sinte´ticos generados, inicializado en 0
Syn: arreglo de objetos sinte´ticos
Para i← 1 a T
Calcular los k vecinos ma´s cercanos para i, y guardar los ı´ndices en nnarray
Populate(N ,i,nnarray)
FinPara
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Algoritmo 6 Populate(N ,i,nnarray) Funcio´n que genera objetos sinte´ticos
Mientras N 6= 0
nn: nu´mero aleatorio entre 1 y k
Para attr ← 1 a numattrs
Calcular: dif = Sam[nnarray[nn]][attr]− Sam[i][attr]
Calcular: gap = nu´mero aleatorio entre 0 y 1
Syn[newindx][attr] = Sam[i][attr] + gap ∗ diff
FinPara
newindx++
N = N − 1
FinMientras
(* Fin de Populate)
E. Anexo: Bases de datos
Una coleccio´n de conjuntos de datos fueron usados en este estudio. Se usaron dos tipos de
conjuntos de datos, artificiales y reales. Los datos artificiales se usaron para ejemplificar en
donde, es o no es, adecuado usar cierta te´cnica. Los datos reales corresponden a sen˜ales
variantes en el tiempo: sen˜ales de vibraciones y de sonido; tambie´n se uso´ un conjunto de
datos de secuencias biolo´gicas, que pueden tratarse como sen˜ales variantes en el tiempo.
E.1. Conjuntos de datos artificiales
Espiral
Conjunto de datos de 3 clases. Cada objeto corresponde a una representacio´n 2-D, de dimen-
siones 3 × 100. La gra´fica de los 100 puntos en 3 dimensiones tiene la forma de una espiral
distorsionada. La diferencia entre las clases esta´ en el sentido de giro o en la media de la
nube de puntos (ver cap´ıtulo 1).
Sen˜ales artificiales no estacionarias
Conjunto de datos de 2 clases. El espectro de las sen˜ales, obtenido mediante la FFT tiene
una forma similar para las sen˜ales de ambas clases, sin embargo, en intervalos de las sen˜ales
se encuentran representaciones espectrales caracter´ısticas de cada clase (ver cap´ıtulo 6).
Sonidos sinte´ticos de instrumentos musicales
Conjunto de sen˜ales de audio generadas artificialmente que simulan los sonidos de 2 instru-
mentos musicales: flauta y clarinete (ver cap´ıtulo 7).
E.2. Conjuntos de datos reales
Sen˜ales s´ısmicas: Volca´n Galeras
Conjunto de datos de eventos s´ısmicos registrados en el Volca´n Galeras (Colombia). El con-
junto de datos original consta de 4 clases con el siguiente nu´mero de sen˜ales por clase: 143
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(HB), 289 (LP), 591 (TR) y 118 (VT ). Sin embargo, en los experimentos en donde se usaron
estos datos no se consideraron las sen˜ales con una extensio´n superior a 5000 puntos, debido
a que la gran mayor´ıa de sen˜ales cuya duracio´n excede este nu´mero de puntos pertenece a
una sola clase, a TR; de manera que solo esta´ caracter´ıstica puede considerarse como criterio
para clasificar esta clase. Las sen˜ales que no se tuvieron en cuenta son 6 de la clase LP y
532 de TR (ver cap´ıtulos 6 y 7).
Secuencias biolo´gicas
Conjunto de secuencias de aminoa´cidos de bacterias Gram-negativas, clasificadas por su lo-
calizacio´n celular: 525 (Cell inner membrane), 117 (Cell outer membrane), 367 (Cytoplams),
105 (Extracellular), 30 (Fimbrium), 1 (Nucleoid) y 171 (Periplasm). Este es un subconjunto
del usado en [47], en el que no se incluyen secuencias con etiquetas mu´ltiples (ver cap´ıtulo
6).
Sonidos de cantos de aves
Cantos de aves grabados en la Reserva Natural R´ıo Blanco (Colombia) con una frecuencia de
muestreo de 44,1 kHz. El conjunto de datos consta de 595 segmentos o s´ılabas: 33 (GR), 64
(HL), 66 (MG), 58 MGR), 53 (PS), 36 (PC), 33 (TA), 74 (TI), 78 (TS), 46 (XP) y 54 (ZC)
(ver cap´ıtulo 6). Las matrices de confusio´n para cada tipo de representacio´n obtenidas de la
prueba de LOO-1nn se muestran en las Tablas E-1 a E-10. En las tablas se reportan, en
porcentaje, las siguientes estimaciones: verdaderos positivos VP, falsos positivos FP, acierto
(ACC ) y F1 Score.
Tabla E-1.: Matriz de confusio´n: etiquetas estimadas mediante la prueba LOO-1nn. Re-
presentacio´n: CE.
Prediccio´n
Total VP FP ACC F1
GR HL MG MR PS PC TA TI TS XP ZC
E
ti
q
u
et
a
s
re
a
le
s
GR 21 0 0 3 1 3 0 0 1 4 0 33 63.64 1.60 96.47 66.67
HL 1 35 8 2 4 0 7 1 2 3 1 64 54.69 4.33 91.26 57.38
MG 0 6 28 4 10 4 5 2 3 1 3 66 42.42 5.67 88.57 45.16
MR 1 1 3 39 3 5 0 3 3 0 0 58 67.24 2.98 94.12 69.03
PS 0 2 4 2 36 1 2 1 3 2 0 53 67.92 4.98 92.61 62.07
PC 2 1 4 2 0 24 0 0 0 3 0 36 66.67 2.50 95.63 64.86
TA 0 6 3 0 2 0 21 0 0 0 1 33 63.64 3.02 95.13 59.15
TI 0 0 1 1 0 0 1 67 3 1 0 74 90.54 2.30 96.81 87.58
TS 1 5 5 2 4 1 0 4 52 1 3 78 66.67 3.87 92.27 69.33
XP 2 1 1 0 1 0 0 0 1 39 1 46 84.78 2.91 96.13 77.23
ZC 2 1 1 0 2 0 2 1 4 1 40 54 74.07 1.66 96.13 77.67
Total 30 58 58 55 63 38 38 79 72 55 49 595
Precisio´n global = 67.56 %
82 E Anexo: Bases de datos
Tabla E-2.: Matriz de confusio´n: etiquetas estimadas mediante la prueba LOO-1nn. Re-
presentacio´n: RASC.
Prediccio´n
Total VP FP ACC F1
GR HL MG MR PS PC TA TI TS XP ZC
E
ti
q
u
et
a
s
re
a
le
s
GR 27 0 3 0 0 0 0 0 3 0 0 33 81.82 0.71 98.32 84.38
HL 1 45 2 2 3 0 4 1 2 2 2 64 70.31 2.07 94.96 75.00
MG 0 1 43 2 2 3 1 0 11 2 1 66 65.15 4.73 91.93 64.18
MR 0 0 1 41 1 6 0 1 7 1 0 58 70.69 2.98 94.45 71.30
PS 2 0 6 1 40 0 0 0 0 4 0 53 75.47 2.21 95.80 76.19
PC 0 0 1 6 0 25 1 0 1 1 1 36 69.44 2.50 95.80 66.67
TA 0 5 1 0 3 1 22 0 0 0 1 33 66.67 1.78 96.47 67.69
TI 0 1 2 1 0 0 0 65 3 2 0 74 87.84 0.77 97.82 90.91
TS 0 2 6 2 0 3 1 2 60 1 1 78 76.92 5.61 92.10 71.86
XP 0 0 1 1 1 0 0 0 1 42 0 46 91.30 2.37 97.14 83.17
ZC 1 2 2 1 2 1 3 0 1 0 41 54 75.93 1.11 96.81 81.19
Total 31 56 68 57 52 39 32 69 89 55 47 595
Precisio´n global = 75.80 %
Tabla E-3.: Matriz de confusio´n: etiquetas estimadas mediante la prueba LOO-1nn. Repre-
sentacio´n: CD.
Prediccio´n
Total VP FP ACC F1
GR HL MG MR PS PC TA TI TS XP ZC
E
ti
q
u
et
a
s
re
a
le
s
GR 33 0 0 0 0 0 0 0 0 0 0 33 100.00 0.36 99.66 97.06
HL 0 54 1 0 0 0 7 1 1 0 0 64 84.38 1.88 96.64 84.38
MG 1 2 58 1 3 0 0 0 1 0 0 66 87.88 1.51 97.31 87.88
MR 0 0 2 54 0 0 0 1 0 0 1 58 93.10 0.93 98.49 92.31
PS 0 0 0 0 52 0 0 0 1 0 0 53 98.11 0.74 99.16 95.41
PC 0 0 0 1 0 34 1 0 0 0 0 36 94.44 0.00 99.66 97.14
TA 0 5 2 0 0 0 26 0 0 0 0 33 78.79 1.42 97.48 77.61
TI 0 0 1 0 0 0 0 72 1 0 0 74 97.30 0.38 99.33 97.30
TS 0 3 1 1 1 0 0 0 70 1 1 78 89.74 0.77 97.98 92.11
XP 0 0 0 0 0 0 0 0 0 46 0 46 100.00 0.18 99.83 98.92
ZC 1 0 1 2 0 0 0 0 0 0 50 54 92.59 0.37 98.99 94.34
Total 32 64 65 59 56 34 34 74 74 47 52 595
Precisio´n global = 92.27 %
Tabla E-4.: Matriz de confusio´n: etiquetas estimadas mediante la prueba LOO-1nn. Repre-
sentacio´n: CCM.
Prediccio´n
Total VP FP ACC F1
GR HL MG MR PS PC TA TI TS XP ZC
E
ti
q
u
et
a
s
re
a
le
s
GR 33 0 0 0 0 0 0 0 0 0 0 33 100.00 0.00 100.00 100.00
HL 0 58 0 0 0 0 5 0 0 1 0 64 90.63 1.69 97.48 88.55
MG 0 0 66 0 0 0 0 0 0 0 0 66 100.00 0.38 99.66 98.51
MR 0 1 0 54 1 0 1 0 0 0 1 58 93.10 0.19 99.16 95.58
PS 0 0 0 0 53 0 0 0 0 0 0 53 100.00 0.37 99.66 98.15
PC 0 0 0 1 0 34 0 0 1 0 0 36 94.44 0.18 99.50 95.77
TA 0 5 0 0 0 0 28 0 0 0 0 33 84.85 1.25 97.98 82.35
TI 0 0 1 0 0 0 1 70 0 2 0 74 94.59 0.38 98.99 95.89
TS 0 3 1 0 0 1 0 2 69 1 1 78 88.46 0.58 97.98 92.00
XP 0 0 0 0 1 0 0 0 2 43 0 46 100.00 0.18 99.83 98.92
ZC 0 0 0 0 0 0 0 0 0 0 54 54 100.00 0.37 99.66 98.18
Total 33 67 68 55 55 35 35 72 72 47 56 595
Precisio´n global = 94.45 %
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Tabla E-5.: Matriz de confusio´n: etiquetas estimadas mediante la prueba LOO-1nn. Re-
presentacio´n: FFT.
Prediccio´n
Total VP FP ACC F1
GR HL MG MR PS PC TA TI TS XP ZC
E
ti
q
u
et
a
s
re
a
le
s
GR 20 4 1 0 1 0 1 1 1 0 4 33 60.61 1.42 96.47 65.57
HL 0 28 6 3 1 4 7 6 3 1 5 64 43.75 7.91 86.89 41.79
MG 1 5 35 1 7 1 0 7 4 4 1 66 53.03 7.18 88.40 50.36
MR 0 2 0 33 2 0 1 6 5 0 9 58 56.90 5.03 91.26 55.93
PS 1 1 3 5 35 1 0 4 2 0 1 53 66.04 3.87 93.45 64.22
PC 1 6 1 1 0 17 1 1 6 0 2 36 47.22 3.76 93.28 45.95
TA 1 6 4 0 2 1 13 0 1 2 3 33 39.39 1.78 94.96 46.43
TI 1 5 7 3 1 3 0 40 10 3 1 74 54.05 7.49 87.73 52.29
TS 2 5 8 4 5 7 0 10 29 5 3 78 37.18 8.12 84.71 38.93
XP 0 5 8 0 1 1 0 2 6 21 2 46 45.65 2.73 93.28 51.22
ZC 1 3 0 10 1 3 0 2 4 0 30 54 55.56 5.73 90.76 52.17
Total 28 70 73 60 56 38 23 79 71 36 61 595
Precisio´n global = 50.58 %
Tabla E-6.: Matriz de confusio´n: etiquetas estimadas mediante la prueba LOO-1nn. Re-
presentacio´n: PSD.
Prediccio´n
Total VP FP ACC F1
GR HL MG MR PS PC TA TI TS XP ZC
E
ti
q
u
et
a
s
re
a
le
s
GR 31 0 1 0 0 0 0 0 0 1 0 33 93.94 0.18 99.50 95.38
HL 0 48 3 1 1 0 5 0 1 1 4 64 75.00 3.39 94.29 73.85
MG 0 4 44 1 2 0 1 3 6 5 0 66 66.67 2.65 93.95 70.97
MR 0 1 0 46 1 2 0 2 5 0 1 58 79.31 0.93 97.14 84.40
PS 0 1 0 0 41 2 0 1 3 4 1 53 77.36 2.03 96.13 78.10
PC 0 0 0 0 0 34 1 0 1 0 0 36 94.44 0.89 98.82 90.67
TA 0 6 2 1 0 0 23 1 0 0 0 33 69.70 1.60 96.81 70.77
TI 0 0 1 1 1 0 0 71 0 0 0 74 95.95 2.11 97.65 91.03
TS 0 2 2 1 4 1 0 3 58 7 0 78 74.36 3.29 93.78 75.82
XP 1 2 5 0 2 0 1 1 1 33 0 46 71.74 3.28 94.79 68.04
ZC 0 2 0 0 0 0 1 0 0 0 51 54 94.44 1.11 98.49 91.89
Total 32 66 58 51 52 39 32 82 75 51 57 595
Precisio´n global = 80.67 %
Tabla E-7.: Matriz de confusio´n: etiquetas estimadas mediante la prueba LOO-1nn. Repre-
sentacio´n: STFT.
Prediccio´n
Total VP FP ACC F1
GR HL MG MR PS PC TA TI TS XP ZC
E
ti
q
u
et
a
s
re
a
le
s
GR 33 0 0 0 0 0 0 0 0 0 0 33 100.00 0.00 100.00 100.00
HL 0 58 1 0 0 0 5 0 0 0 0 64 90.62 1.51 97.65 89.23
MG 0 2 59 0 0 0 0 1 3 1 0 66 89.39 0.76 98.15 91.47
MR 0 1 0 52 0 0 1 0 4 0 0 58 89.66 0.00 98.99 94.55
PS 0 0 0 0 50 0 1 0 1 1 0 53 94.34 0.18 99.33 96.15
PC 0 0 0 0 0 36 0 0 0 0 0 36 100.00 0.18 99.83 98.63
TA 0 5 0 0 0 0 26 0 1 1 0 33 78.79 1.60 97.31 76.47
TI 0 0 1 0 0 0 1 72 0 0 0 74 97.30 0.19 99.50 97.96
TS 0 0 0 0 0 1 0 0 76 1 0 78 97.44 1.74 98.15 93.25
XP 0 0 2 0 0 0 0 0 0 44 0 46 95.65 0.73 98.99 93.62
ZC 0 0 0 0 1 0 1 0 0 0 52 54 96.30 0.00 99.66 98.11
Total 33 66 63 52 51 37 35 73 85 48 52 595
Precisio´n global = 93.78 %
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Tabla E-8.: Matriz de confusio´n: etiquetas estimadas mediante la prueba LOO-1nn. Repre-
sentacio´n: PSD-2D.
Prediccio´n
Total VP FP ACC F1
GR HL MG MR PS PC TA TI TS XP ZC
E
ti
q
u
et
a
s
re
a
le
s
GR 33 0 0 0 0 0 0 0 0 0 0 33 100.00 0.00 100.00 100.00
HL 0 53 2 0 0 0 7 0 2 0 0 64 82.81 3.01 95.46 79.70
MG 0 1 56 0 0 0 1 0 4 4 0 66 84.85 1.89 96.64 84.85
MR 0 2 0 47 1 0 2 0 5 0 1 58 81.03 0.37 97.82 87.85
PS 0 1 1 0 45 0 0 1 3 2 0 53 84.91 0.55 98.15 89.11
PC 0 1 0 0 0 33 1 0 1 0 0 36 91.67 0.54 98.99 91.67
TA 0 5 0 0 0 0 27 0 0 1 0 33 81.82 1.96 97.14 76.06
TI 0 0 2 1 1 1 0 68 1 0 0 74 91.89 0.77 98.32 93.15
TS 0 1 2 1 0 1 0 3 64 6 0 78 82.05 3.68 94.45 79.50
XP 0 1 3 0 0 0 0 0 2 40 0 46 86.96 2.37 96.81 80.81
ZC 0 4 0 0 1 1 0 0 1 0 47 54 87.04 0.18 98.66 92.16
Total 33 69 66 49 48 36 38 72 83 53 48 595
Precisio´n global = 86.22 %
Tabla E-9.: Matriz de confusio´n: etiquetas estimadas mediante la prueba LOO-1nn. Repre-
sentacio´n: CD-2D.
Prediccio´n
Total VP FP ACC F1
GR HL MG MR PS PC TA TI TS XP ZC
E
ti
q
u
et
a
s
re
a
le
s
GR 33 0 0 0 0 0 0 0 0 0 0 33 100.00 0.00 100.00 100.00
HL 0 56 0 0 0 0 5 0 3 0 0 64 87.50 1.13 97.65 88.89
MG 0 0 65 0 1 0 0 0 0 0 0 66 98.48 0.57 99.33 97.01
MR 0 0 0 55 0 0 0 0 0 1 2 58 94.83 0.19 99.33 96.49
PS 0 0 0 0 53 0 0 0 0 0 0 53 100.00 0.18 99.83 99.07
PC 0 0 0 0 0 35 0 0 1 0 0 36 97.22 0.00 99.83 98.59
TA 0 5 0 0 0 0 28 0 0 0 0 33 84.85 0.89 98.32 84.85
TI 0 0 1 0 0 0 0 72 1 0 0 74 97.30 0.19 99.50 97.96
TS 0 0 2 0 0 0 0 1 74 0 1 78 94.87 1.35 98.15 93.08
XP 0 0 0 0 0 0 0 0 0 46 0 46 100.00 0.18 99.83 98.92
ZC 0 1 0 1 0 0 0 0 2 0 50 54 92.59 0.55 98.82 93.46
Total 33 62 68 56 54 35 33 73 81 47 53 595
Precisio´n global = 95.29 %
E.2 Conjuntos de datos reales 85
Tabla E-10.: Matriz de confusio´n: etiquetas estimadas mediante la prueba LOO-1nn. Repre-
sentacio´n: CCM-2D.
Prediccio´n
Total VP FP ACC F1
GR HL MG MR PS PC TA TI TS XP ZC
E
ti
q
u
et
a
s
re
a
le
s
GR 33 0 0 0 0 0 0 0 0 0 0 33 100.00 0.00 100.00 100.00
HL 0 59 0 0 0 0 5 0 0 0 0 64 92.19 0.94 98.32 92.19
MG 0 0 66 0 0 0 0 0 0 0 0 66 100.00 0.00 100.00 100.00
MR 0 0 0 58 0 0 0 0 0 0 0 58 100.00 0.19 99.83 99.15
PS 0 0 0 0 53 0 0 0 0 0 0 53 100.00 0.00 100.00 100.00
PC 0 0 0 0 0 36 0 0 0 0 0 36 100.00 0.00 100.00 100.00
TA 0 5 0 0 0 0 28 0 0 0 0 33 84.85 0.89 98.32 84.85
TI 0 0 0 1 0 0 0 73 0 0 0 74 98.95 0.00 99.83 99.32
TS 0 0 0 0 0 0 0 0 78 0 0 78 100.00 0.19 98.83 99.36
XP 0 0 0 0 0 0 0 0 0 46 0 46 100.00 0.00 100.00 100.00
ZC 0 0 0 0 0 0 0 0 1 0 53 54 98.15 0.00 99.83 99.07
Total 33 64 66 59 53 36 33 73 79 46 53 595
Precisio´n global = 97.98 %
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