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The usual notions of “elliptic” and “hyperbolic” as applied to linear ODE’s 
are generalized to certain two-dimensional systems (including almost-periodic 
ones) in which the coefficient matrix depends on time. An example due to 
MillionZikov is used to indicate certain limits to the theory. 
We present a theory of linear skew-product flows (LSPF’s) on spaces of 
the form Q x R2, where .C2 carries a unique ergodic measure. The restrictions 
on J2 and the dimension of the vector space are made for simplicity, not because 
further generalization is impossible. We divide such flows into two classes: 
elliptic and hyperbolic; it will be seen that linear ODE’s with constant coeffi- 
cients which are elliptic (hyperbolic) in the ordinary sense are so in our sense, 
also. It will also be seen that elliptic flows are well behaved in a certain sense, 
while hyperbolic ones (though having a certain amount of structure) need 
not be. This is perhaps the reverse of what one might expect. It is shown in 
particular that an example of MilliorGEikov (which is hyperbolic) generates 
an LSPF with almost-periodic base which does not have discrete spectrum. 
One also obtains an almost-periodic ODE which has solutions without strong 
characteristic exponents. 
1. PRELIMINARIES 
1.1. DEFINITION. Let x(t) be any solution to the ODE 
ze = a(t)x (t E R, x E R”), (1) 
where a is a uniformly continuous, uniformly bounded map from lQ to ikin, 
the set of n x n real matrices. Say that x(t) has characteristic exponent p as 
t-+co(t-+-m)ifEi t+m(l/t) In II 40 = P(~t+-m(Ut) ln II ~Wll = 8). Let 
x(0) = x0 . If l& is replaced by lim in the above definitions, then x(t) has 
strong characteristic exponent /3 as t --f cc (t - -cc); we write #I = e+(xJ = 
e+(x(t)) (/3 = e-(x,,) = e-(x(t))). See [6, 7, 151. 
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1.2. DEFINITION. Let Z be a metric space. A (real) Jlow on Z is a triple 
(Z, R, Y), where Y: Z x OB --f Z: (z, t) + z . t is a jointly continuous map 
such that Y(z, 0) = z; z * (t + s) = (z . t) . s (z E Z; t, s E R). Let (Z, R) denote 
a flow on Z. We sometimes omit “.,” writing, e.g., “zt.” 
1.3. DEFINITION. Let W be a vector bundle [16, p. 61 with compact metric 
base Q and projection p. A flow (W, Iw) on W is a linear skew-product jlow 
(LSPF) if (i) there is a flow (Q, R) such that p(w . t) = p(w) . t (t E R, w E W); 
(ii) for each w E Q and t E R, the map t,: p-r(w) +p-l(d): W+ W. t is 
linear. We will always assume that the fibers of W have constant finite dimension. 
1.4. Let 52 be a compact metric space, and suppose a flow (Q, R) is given. 
Let A: Q + M” be continuous. If w E Q and x0 E [w”, define (w, x,,) . t = 
(W . t, x(t)), where x(t) is the solution to 
E(w): k = A(w . t)x (2) 
satisfying x(0) = x0 . (We read E(w) as “the equation corresponding to w.“) 
It is easily seen that the map (w, x0 , t) + (w, x,,) . t defines an LSPF on the 
vector bundle Q x R”. 
1.5. Remark. The ODE (1) defines an LSPF of the type considered in 
1.4 in the following way. Let g = {b: R + M” 1 b is uniformly bounded and 
uniformly continuous}; give 99 the compact-open topology. It can be shown 
[16] that the map (b, r) - b,: b,(t) = b(t + T) defines a flow on a. Let a(t) 
be the function of (1); then a E 39. Let Q = &{a, / T E IX}; l2 is the hull of a 
(often denoted H(a)), and is compact. When we restrict (6, T) --+ b, to Q x R, 
we obtain a flow (Q, R). Now consider the function A: Q + M”: A(w) = w(O). 
Then A defines an LSPF L on Q x [w” (1.4). Observe that, if w,, is the function 
a(t) c Q, then A(w,, t) = a(t). Hence we can recover the solutions of (1) 
from L by letting w,, = a(t) in (2); i.e., by considering equation E(w,). Thus 
the ODE (1) defines the LSPF L, and on the other hand L “contains” all 
information about (1). Note also that if a(t) is almost periodic, then (Q, R) 
is a minimal almost-periodic flow [16]. 
1.6. DEFINITIONS. A flow (Q, 62) is chain recurrent if, whenever wr , CT, E Sz 
and E > 0, T > 0 are given, there exist points wa ,..., unfl = & and times 
t, > T,..., t, > T such that d(wi . ti, w~+~) < E (1 < i < n). Here d is the 
metric on 52. The flow (Q, Iw) is minimal if every orbit {w . t 1 t E R} is dense 
(w E 52). 
1.7. Let L be an LSPF on a vector bundle W with base Q. A continuous 
subbundle of W is a subset W,, of W such that p / W, defines a vector bundle 
ooer Q. By our assumption in 1.3, a subbundle has constant finite dimension. 
If W = G x [Wn, a continuous subbundle (of dimension r) is a continuous 
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map from Q to the Grassmannian G,,, . Now assume the fibers of W have 
been normed in some continuous way [16, p. 71. Let /I E R; /3 is in the resolvent 
of L if the only points w E W for which SUP-~<~+ (( e-st(w . t)\\ < const < a3 
are in the zero subbundle (the collection of zero elements of all fibers). If /3 
is not in the resolvent, it is in the spectrum of L, Sp(L). 
1.8. THEOREM [16, p. 1681 (Spectral Decomposition). Let L be an LSPF 
on a vector bundle W. Suppose (Q, [w) is chain recurrent. Then Sp(L) consists 
of nonempty, disjoint, compact intervals [al , b,] ,..., [al , b,]. To each intervaE 
[ai , bJ, there corresponds a continuous subbundle Wi C W, invariant under each 
t E [w, so that the spectrum of L Iw, is [ui , bi]. Moreover, W = & Wi . 
1.9. DEFINITION. The spectrum of L is discrete if each [ai , bi] reduces 
to a point. 
I .10. Remark. It is not hard to show that a minimal flow is chain recurrent. 
Hence 1.8 applies if (Q, R) is minimal. 
1.11. We review a few basic definitions and facts from the ergodic theory 
of flows (52, R) with D compact metric; see [14] for a detailed discussion. A 
(regular Borel) measure p on Q satisfying 11 p // = 1 is invariant if 
It is ergodic if, in addition, B C Sz and 
P(Bt-l dB) = 0 VtER*p(B) =Oorp(B) = 1. 
The following hold. 
(a) If p is ergodic and gEL+), then liml,i,,(l/t) sig(w . s) ds = 
sag(w) dp(w) for p-almost all W. 
(b) If p is the 0nZy invariant measure on Q, then it is ergodic; moreover, 
if g E C(Q), then liml,l,,(l/t) jig(w . s) ds = ssag(w) dp(w) for all w EQ. If 
(52, R) has just one invariant measure, we call the flow uniquely ergodic (u.e.). 
(c) If pi , pa are distinct ergodic measures on Q, then there are disjoint 
Bore1 sets B, , B, in Sz such that pl(B1) = 1 = p2(B2) (actually, a considerably 
stronger statement is true; see [14, pp. 496-5081. 
1.12. Remark. An almost-periodic minimal flow (Sz, R) is ue.; see, e.g., [3]. 
1.13. ASSUMPTION. Henceforth, unless stated otherwise, all LSPF L will 
have vector bundle Sz x W, where Sz is compact metric and (Q, R) is u.e. 
Moreover, L will be assumed generated by a function A: Q - Mn as in 1.4. 
Let y be the unique normalized R-invariant measure on Q. 
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1.14. Let A: Q + ib? be the function occurring in (2). Write 
a(w) --b(w) 
A(w) = [b(w) u(w) 1 [ + QJ) c(w) -g * 1
In polar coordinates r, 8, equation E(w) becomes 
$ t?(t) = b(wt) + l (wt) cos 20(t) - S(wt) sin 28(t), (3) 
g In r(t) = a(wt) + S(&) cos 20(t) + E(w~) sin 20(t). (4) 
Since (Q, R) is u.e., one has, for each w0 E Q, 
1 t 
lim - 
Itl-tm t s 
a(wo . s) ds = 
0 s 
U(W) dy(w) = const E a. 
n 
See 1.11(b). 
1.15. Let 9 = (X E lR2 / I/ x 11 = I}, let P1 be obtained from S by identifying 
antipodal points, let Z = Q x Pl, and let u: Q x 9 -+ ,Z be the projection 
(w, X) -+ (w, [x, -xl). Thus u is 2-to-l. Let rr: .Z-+ Q: (w, p’) + w. The 
linearity property (1.3(ii)) of the LSPF L implies that L induces a flow on c 
letting v = ei’2e be a coordinate on Pl, we will write (w, p’) . t = (wt, p(t)) 
when referring to this flow. Note that, by (3), the induced flow on .Z is inde- 
pendent of trace (A(w)) = 2a(w). It will be seen that our results depend only 
on properties of (X, R); we therefore make the 
1.16. ASSUMPTION. Trace (A(w)) = 0 (W E 52). 
1.17. Let x(t) be a solution to equation E(w). For fixed 7, let (w, q,,) = 
+A 44/II x(~)ll)> h w ere (T is as in 1.15. By 1.16 and (4), we have 
where 
f(~, fp) = S(W) cos 28 + E(W) sin 20, q = ei-2e 
For the rest of the paper, the letter ‘tf” will denote the function in (7). 
(7) 
2. THE ELLIPTIC CASE 
Notation. (L,f, Z, 0, 7, etc.) is as in Section 1; see 1.15 in particular. 
2.1. LEMMA. Let @(t) be a fundamental matrix solution to equation E(W) 
(see Eq. (2)). Then det G(t) = const. 
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Proof. Liouville’s formula and 1 .I6 
We examine the ergodic structure of (2, R). Consider first the case when 2 
is u.e. In this situation, the ergodic averages limItI,, J~~(ws, v(s)) d all exist 
and equal Lf dp, where p is the normalized invariant measure on 2 (see 1.16). 
Hence all solutions x(t) to all equations E(w) satisfy e*(x(t)) = Lf dp (see 
1.17, in particular, Eq. (6)). 
2.2. PROPOSITION. If (2, [w) is u.e., then &f dp = 0, all solutions x(t) to all 
equations E(w) have strong characteristic exponents equal to zero, and Sp(L) = (0). 
Proof. Suppose Lf dp = fl > 0. Let xl(t), x2(t) be linearly independent 
solutions of E(w) for some W. Then /) x,(t)/1 -+ 0 (i = 1, 2). Construct a 
fundamental matrix solution Q(t) -+ 0 as t + ---co. This contradicts 2.1. 
In a similar way, the assumption p < 0 leads to a contradiction; we conclude 
that /3 = 0. The second statement of lemma is now an immediate consequence 
of 1.11(b) and (7). To see that Sp(L) = {0}, let 01 > 0, let x(t) be a solution 
to some E(w), and consider the function e-%(t). Since 0 = /3 = e-(x(t)), 
this function is unbounded as t --f -co. Hence (see the definition in 1.7) 
d is in the resolvent of L. In a similar way, each (y. < 0 is in the resolvent of L. 
Thus Sp(L) = (0). 
Now consider the case when (Z, IR) is not u.e. 
2.3. LEMMA. Suppose there is an ergodic measure TV on Z such that & f dp = 0. 
Then szf dv = 0 for any other ergodic measure V. 
Proof. Suppose the contrary, and let Szf dv = p < 0 (a similar argument 
will apply if /3 > 0). By 1.11(a) and (c), th ere are disjoint Bore1 sets C, D C Z 
such that 
(i) p(C) = v(D) = 1; 
(ii) (a, 9) E C * ktdlt) $f (w P)(S)) ds = 0; 
(iii) (w, F) ED 5 lim~t~+m(l/t) J:f(w g)(s)) ds = P. 
The set z(C) n VT(D) has y-measure 1; choose w in this set, then choose 
(w, pi) E C and (w, vz) E D. Let %i E a-l(w, vi) (; = 1,2); then %i and me are 
linearly independent vectors (this follows from the definitions in 1 .I 5). Let 
xl(t) satisfy E(w) and ~$0) = Z~ (i = 1,2). Then by (ii) and (iii) above and 
(6), we have e&(x1(t)) = 0, e,(x,(t)) = p. Build a fundamental matrix from 
x,(t) and x2(t); 2.1 is violated as t --f cc. 
2.4. THEOREM. If (Z, R) has an ergodic measure p such that sz f dp = 0, 
then all solutions x(t) to all equations E(w) have strong characteristic exponents 
equal to zero, and Sp(L) = {O}. 
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Proof. We will show that limi,l,,(l/t) j:f (ws, q(s)) ds = 0 for all (w, p’) E Z. 
This together with (7) will show that e+(x(t)) = 0 for all solutions x(t); that 
Q(L) = (0) will then follow as in the proof of 2.2. 
Suppose for contradiction there is a sequence t, + 03 and a point (w,, , vO) E .Z 
such that lim,,,(l /t,J j:,f(w,,s, cpa(s)) ds = /I # 0 (the case t, + - cc is handled 
similarly). Here (wes, v,,(s)) refers to the orbit through (w,, , &. As in [14, 
p. 4941, we use (i) separability of C(Z); (ii) the Cantor diagonal process; (iii) 
compactness of the set of (regular Borel) measures 7 on Z satisfying r)(Z) = 1 
to obtain (iv) a subsequence t, of t, and (v) an invariant measure CL,, such that 
Then &f dp,, = p. H owever, the fact that Srf dp = 0 for each ergodic TV 
(2.3) implies that szf dp,, = 0 f or each invariant p0 [14, pp. 49885011. The 
contradiction shows that /3 = 0. 
We note that 2.4 may also be demonstrated using the proof of 2.2 and deep 
results of MillionZikov (see especially the lemma in [8], Theorem 1 of ‘[9], 
and p. 152 of [lo]). We have foregone doing this for the sake of a unified 
exposition. 
The following corollary will be used in 3.10. 
2.5. COROLLARY. Fix w E Q and E > 0. With the assumption of 2.6, there 
is a T (depending on w and e) such that, if x(t) satisfies E(w) and // x(O)!1 = 1, 
then / t ! > T + - E < (l/t) In (/ x(t)11 < E. 
Proof. Use 2.4 to find linearly independent solutions xl(t), x2(t) to E(w) 
such that e&(x,(t)) = e&(x,(t)) = 0, /I zcr(O)i\ = 1 = 11 x,(O)li. There is a compact 
subset C of Rz, not containing the origin, such that any solution x(t) satisfying 
the hypotheses of 2.5 may be written as x(t) = c,xl(t) + czxz(t), where (ct , ca) E C. 
The inequality ln(p + V) < In TV + In v (CL, v > 2) now implies, via straight- 
forward arguments, that there is a Tl such that t > Tl => (l/t) In // x(t)11 < E. 
Suppose there are sequences t, ---f cc and (cl%, can) such that, if x,(t) = 
clnxl(t) + cZnxZ(t), then (1 /tJ In (/ x,(t,$ < --6 < 0. Let d be the (constant) 
determinant of the fundamental matrix formed by xl(t) and x2(t). Let Qln(t) 
be formed from xl(t) and x,(t), Qpzn(t) f rom x2(t) and xn(t). Then I det DIn( = 
1 d czn 1, I det dszn(t)l = / d . cIn 1. Evaluating at t, shows that (cm, czn) + (0, 0), 
i.e., the sequence leaves C. We conclude that there is a Tf: so that, if (cr , ca) E C, 
then t 2 T, * (l/t) In I/ x(t)11 > --E. Similar arguments apply as t ---t -co; 
the proof is completed. 
2.6. DEFINITION. The LSPF L is hyperbolic if there is an ergodic measure p 
on Z such that Jr f dp f 0. Otherwise, L is elliptic. 
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2.7. Remarks. (a) We make exactly the same definition even if trace 
(A(w)) = 2a(w) + 0. This is because, as remarked in 1.15, the flow on Z 
is independent of U(W). If L is elliptic, then by (4), (5), and the results of 
Section 2, one has Sp(L) = {a}. 
(b) By 2.2, if J-rfdp = 0 f or one ergodic p, then L is elliptic. 
3. THE HYPERBOLIC CASE 
Consider the ODE 6) = (i -y)(t). It generates an LSPF on G’ x Iw’ for 
any base Sz (let A(w) = (A -y). The subbundles B, , B, C Sz x R2 defined by 
B, = {(w, (x, 0)) / x E R}, B, = {(w, (0, y)) 1 y E R} are invariant. Let q~i E P1 
be the x-axis, yz E P1 the y-axis. It is easy to see that (since D is u.e.) the flow 
(Z, R) has exactly two ergodic measures, pi and pa . The measure pi is con- 
centrated on Hi = {(w, vi) / w E J2} C Z(z’ = 1,2). The projection 7: (w, vi) ---t w 
induces, upon restriction to H, , an isomorphism of the measure space (Hi, pi) 
with (J2, y) (i = 1,2). The Hi define, and are defined by, the invariant sub- 
bundles Bi . 
Are analogous properties satisfied by an arbitrary hyperbolic LSPF L with 
u.e. base G’ ? It will be seen that, in the general case, 2 has two ergodic measures 
pi and pa ; each pi is concentrated on an invariant, pi-measurable set H, which 
intersects y-almost all fibers v+( w in exactly one point (i = 1,2). Hence ) 
there are defined invariant “measurable” B, and B, , each of dimension 1. 
If B, and B, are continuous, then L may be shown to have discrete spectrum 
(I .9). Question: are B, and B, always continuous ? 
The answer is no, even if a is almost periodic and minimal; discrete spectrum 
may fail to hold in this case, also. A counterexample to both conjectures is 
provided by (the LSPF L generated by) an almost periodic ODE constructed 
in [l I] by MillionZikov. The LSPF L also has a solution x(t) satisfying 
l%&&l/t) In /I x(t)!) # lim+,(l/t) In I] x(t)ll. These things are proved in 3.9 
and 3.10. 
Let L be a hyperbolic LSPF. We continue to assume 1.16. 
3.1. PROPOSITION. Let v be an ergodic measure on 2 such that sz f dv = /3 # 0. 
Then there is exactly one other ergodic measure p on Z, and kf dp = -/3. 
Proof. Note that (Z, R) cannot be u.e. (2.2). Let p be another ergodic 
measure on Z with Lf dp = LY. Suppose, e.g., B > 0 and (Y < -/3. Arguing 
as in the proof of 2.3, we can find w E .G’ so that E(w) has linearly independent 
solutions xl(t), x2(t) satisfying lim,,, det O(t) = 0. This contradicts 2.1. 
The other cases are handled similarly, so SC f dp = -/I. 
Now suppose that 7 is another ergodic measure on Z. Apply the preceding 
argument first to p and 7, then to v and 7, see that -B = /3. This shows that 
such an n cannot exist, and completes the proof of 3.1. 
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Let 4 = {(w 7~) I limldllt) Jif(w v(s)) ds = -PI, H2 = {(w 4 I 
liml,l,, J~~(ws, T(S)) ds = +p}. By 1.11(a), Ht is p-measurable and Ha is 
v-measurable; moreover, p(H,) = 1 = v(H,). 
3.2. PROPOSITION. For all w E Q, HI and Hz intersect Z+(UJ) in at most 
one point. For y-almost all w, HI and H, intersect S+(W) in exactly one point. 
Proof. Since p(H,) = 1 = v(Hz), y(+Hl)) = 1 = y(r(H.J). Hence Hi 
intersects r-l(w) in at least one point for y-almost all w. We show that card 
(HI n r-l(w)) < 1 for all w; a similar argument will apply to H, . Suppose 
the contrary. Let (w, vr), (w, qua) E HI, v1 f ~a. Choose %d E U-l(w, vi), and 
let xi(t) satisfy E(w) and xi(O) = & (i = 1, 2). Then xl(t), x2(t) are linearly 
independent; construct a fundamental matrix from xl(t) and x2(t). Note that 
lim,,,, xl(t) = 0 = lim t++m x2(t); it is easily seen that 2.1 is violated. The 
contradiction completes the proof. 
Define functions ii, d, y-almost everywhere on a, by {S(w)} = T-~(W) n HI , 
{G(w)> = n-l(w) n H, . Then ti, v” EL-(Q, y). 
3.3. QUESTION. Suppose (Q, R) is almost-periodic and minimal (hence a 
compact topological group with dense subgroup R; see [3]). Let p be a strong 
lifting of L”(Q, y) commuting with translations [5]. It is then natural to define 
functions u = p(G), TJ = p(B). Have these functions any special significance? 
3.4. Remarks. (a) Let B, be the “subbundle” (defined for y-almost all w) 
generated as follows: For each w, take the ray in R2 containing the two elements 
(w, &x,) of o-l(H, n n-l(w)). Similarly, let B, be the subbundle generated 
by H, . These are invariant by definition of HI , H2 . If x(t) is a solution to 
some E(w) which lies in B, for some (hence all) time t, then e+(x(t)) = --/I 
Similarly, if x(t) lies in B, , then e*(x(t)) = p. 
(b) If .b ah> MY = a ( not necessarily zero), then all the above con- 
clusions hold with /3, -6 replaced by a + /3, a - /3. 
3.5. ASSUMPTION. From now on, we suppose that, in addition to 1.13, 
all LSPF L have chain-recurrent base (Q, R) (hence 1.8 applies). 
3.6. DISCUSSION. Suppose L has discrete spectrum. By [16, p. 1851, all 
characteristic exponents of solutions to any E(w) are in l+(L). Hence, using 
the definition of discrete spectrum, we find that Sp(L) = (-8, /?). By 1.8, 
there are continuous invariant subbundles B1’, B,’ of 52 x R2 corresponding 
to -/I, B, respectively. Every solution x(t) lying in B,‘(B,‘) satisfies e*(x(t)) = 
-/3(p). The bundles B1’, B,’ agree y-a.e. with the B, , B, of 3.4(a). 
Now project B1’, B,’ to ,Z in the obvious way. The images H,‘, H,’ are compact 
invariant sets which intersect each fiber n-r(w) in single points h,(w), h,(w). 
Note that hi(d) = hi(w) . t, so (Hi’, R) s (Q, R) (the hi are clearly continuous). 
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It follows that (Hi’, R) is u.e. (; = 1,2). Since p, v are the only ergodic measures 
on .Z, and since szf dp = -8, szf dv = /I, one has that p is supported on HI’, 
v on H,‘. 
3.7. LEMMA. Suppose L has discrete spectrum, let w E Q and let xl(t), x.Jt) 
(i) satisfy E(w), (ii) lie in Bi’, Br’, respectivezy. Let @(x,(t), x2(t)) be the angular 
separation between xl(t) and x8(t), taken between 0 and w radians. Then there 
is an 01 > 0 such that 01 < @(x,(t), x2(t)) < n - 01 for al2 t E R. 
Proof. Since HI’ and H,’ are compact disjoint subsets of Z, the angle q(w) 
between h,(w) and h,(w) ( measured in n-l(w) = P’) is bounded away from 0 
and rr (recall the coordinate F on P1 is equal to ei’ze; see 1.15). The lemma 
now follows from the definitions of H,’ and H,’ and the invariance of B,’ 
and B,‘. 
We now briefly review MillionSEikov’s example, then show it cannot have 
discrete spectrum. See [Ill, in particular the lemma, for details. 
3.8. THEOREM. There is an almost-periodic, 2 x 2-matrix-valued function 
a(t) (trace a(t) = 0), integers nk ---f so, and solutions xl”(t), xzk(t) (k 3 0) to 
$ = a(t)x such that 
(link> ln II xlk(~lcc)ll < 4 Ilxl”(0)lI = 1, 
03) 
xlk(nk) = const * x1”(O) (k 3 0); 
(llnd ln II x2(nk)ll > %, II x2W)ll = 1, 
(9) 
xZk(nk) = const * x,“(O) (k 3 0); 
@(xl%), ~~~(n,d) -c l/k, (10) 
and the vectors xlk(nJ, x2”(nlc) lie between the vectors x:-l(O), xi-‘(O) (k 3 1). 
Consider the LSPF L generated by the ODE of 3.8. The hull &? is an almost- 
periodic minimal set; let a(t) = w,, E Q. Letting A(w) = w(O) as in 1.5, we see 
that a(t) = A(wO . t). The equation E(w,) is simply MillionSEikov’s equation 
3i = a(t)x. 
3.9. PROPOSITION. The LSPF L does not have discrete spectrum. 
Proof. Observe first that L cannot be elliptic, since then 2.5 is incompatible 
with (8) and (9). So suppose for contradiction that Sp(L) = {-p, p}, j3 > 0. 
Fix attention on equation E(w,). Let xl(t) satisfy E(w,) together with e*(xl(t)) = 
-p, and let x2(t) satisfy E(w,) together with e*(x,(t)) = /?. Suppose j] xi(O)11 = 
1 = /I xz(0)l]. By 3.7, there exists OL > 0 such that 
@(x,(t), x2(t)) 6 P, 34 u (r - 3% 4 (t E R). (11) 
5".5/28/1-3 
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We will show that, for large enough K, 
Once this has been done, we contradict (11) by combining (12) (13) and 
the inequality in (IO). 
We first prove (12). It suffices to prove 
(*) if (xim) is a convergent subsequence of (x,“(O)), then xi” + &vi(O). 
For, if this is done, then (10) implies that (~~“(0)) conwerges to either x,(O) 
or -xl(O). Suppose, e.g., that x1”(O) --f +x,(O). By uniqueness of solutions 
to E(w,), xl(nk) lies between zl”(n,) and xa”(nJ. From this and (IO), we obtain 
(13 
So, suppose (xi”) converges to a point other that -&i(O). Then, for large m, 
qxp, x,(O)) = em is bounded away from 0 and r. Construct a fundamental 
matrix Dm(t) using xl”(t) and xl(t). Note / det @+JO)] = 1 sin 0, 1 > 8 > 0 
for some 6 if m is large enough. However, 1 det Dm(n,)l -+m.+oo 0 by (8) and 
our assumption on xi(t). Thus 2.1 is contradicted, and (*) is established. 
We finish by proving (13). Let G&(t) be the matrix whose columns are x,“(t) 
and x2(t). If det @am = 0 for all large K, then (13) holds. If det &(t) # 0 
for a sequence of K’s tending to co, then (9), 2.1, and our assumption on x2(t) 
show that 1 3 j det $(nJl --f co as K + cc unless (13) is true. 
3.10. PROPOSITION. Let L satisfy 1.16, let Q be minimal, and suppose L 
does not have discrete spectrum. Then there is an orbit x(t) in L such that 
EL.,(l/t) ln II x(t)ll # limt-dlt> In II 4W 
Proof. Suppose not. Let K C Z be a minimal set. We first show that (K, R) 
is uniquely ergodic. From 2.4 and our assumption on L, we see that L is hyper- 
bolic. Hence (3.1) Z has two ergodic measures, p and V; let -p = &f dp, 
/3 = szf dv where p # 0. Ob serve that each ergodic measure r) on K induces 
an ergodic measure +j on Z via ij(B) = q(K n B) (B a Bore1 subset of 2). 
This induced measure must be either TV or Y. So, if K is not u.e., then K has 
two ergodic measures, these measures being p 1 K and v I K. It follows that 
p(Hl n K) = 1 = v(H, n K), where Hi , H, are as in 3.2. 
Pick C;J E r(H, n K) n rr(Hz n K), then let v’i E P-~(G) n (Hi n K) (i = 1,2). 
Then 
(14) 
,$ fjtf(% PAS)) ds = B. (15) 
0 
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Recall that we are assuming that lim,,,(l/t) In I/ x(t)/1 exists for every orbit 
x(t) in L. By (6), then, the limit lim,,,f,(w, v) =J(w, y) exists everywhere 
on Z, where fn(w, 9’) = (l/n) J:~(ws, v(s)) ds. In particular, the limit exists 
if (w, p) E K. Let (w a , v,,) E K be a continuity point of JIK [3]. Observe that 
the orbits (w, I& . R and (c;j, 91s) . R enter every neighborhood of (wO, &, 
since (K, R) is minimal. But (14) then implies that j(wO, pO) = -8, while 
(15) implies J(w,, , IJJ,) = /3. This contradiction shows that (K, R) is u.e. 
The argument of the first paragraph shows that either p(K) = 1 or V(K) = 1. 
Suppose it isp. Since (K, R) is u.e.,J(w, 9’) = -pfor all (w, v) E K(see 1.11(b)). 
Now, discrete spectrum does not hold for L, so there exists 01 E t@(L), a? # /3, 
01 # -p. There is therefore a solution x(t) to some E(G) so that e-%(t) is 
bounded as t --f -&oo (1.7). Since (Q, R) is minimal, z(K) = Q (this is the 
only place minimality of Q is used). Let @ E r-r(~) n K, and let x1(t) be a 
solution to E(B) such that a(xr(0)) = $. Then e+(xr(t)) = j3. Form @p(t) from 
x(t) and x1(t); then det Q(t) (i) --+ 0 as t + GO if 01 < -j?; (ii) + 0 as t -+ -co 
if 01 > -8. This contradicts 2.1; 3.10 is finally proved. 
3.11. Remarks. (a) One can also prove 3.9 by appealing to Theorem 6 
in [15]. In the interest of a self-contained exposition, we proved 3.9 directly. 
(b) Using the technique of 2.4, one can actually show that S’(L) = 
[-,B, p], where L is as in 3.9. 
(c) According to another paper of MillionEEikov’s [13], we can assume 
that the matrix u(t) of 3.8 is quasi-periodic with two frequencies; i.e., that 
Q is a 2-torus with some irrational rotation. 
3.12. QUESTIONS. (a) Suppose L does not have discrete spectrum. Let 
C(w) be the set of characteristic exponents (see 1.1) of solutions to E(W). Does 
C(w) vary with W? 
(b) If L does not have discrete spectrum, is (2, R) minimal? It can be 
shown that (Z, R) has a unique minimal set. 
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