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Abstract
It is well known that if A is a von Neumann algebra then the norm of any inner derivation ad(a) is equal
to twice the distance from the element a to the centre Z(A) of the algebra. More generally, this property
holds in a unital C∗-algebra if and only if the ideal P ∩Q∩R is primal whenever P , Q, and R are primitive
ideals of A such that P ∩ Z(A) = Q ∩ Z(A) = R ∩ Z(A). In this paper we give a characterization, in
terms of ideal structure, of those unital C∗-algebras A for which the norm of any inner derivation ad(a) at
least dominates the distance from a to the centre Z(A). In doing so, we show that if A does not have this
property then it necessarily contains an element a, with ‖ad(a)‖ = 1, whose distance from Z(A) is greater
than or equal to 3+8
√
2
14 . We also show how this number is related to the numbers
4√
15
and 12 + 1√3 which
have previously arisen in the study of norms of inner derivations. The techniques used in this work include
spectral theory, the theory of primitive and primal ideals, and constrained geometrical optimisation.
© 2006 Elsevier Inc. All rights reserved.
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0. Introduction
Let a be a noncentral element in a normed algebra A. There are two natural ways of measuring
the extent to which a does not commute with other elements in the algebra. One way is to
calculate the distance d(a,Z(A)) from a to Z(A), the centre of A; the other way is to compute
the operator norm of ad(a), the inner derivation of A induced by a. For von Neumann algebras
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essentially the same answer: for all elements a in the algebra, ‖ad(a)‖ = 2d(a,Z(A)) [5,7,8,10–
12,16,20,21]. The unital C∗-algebras for which this equality holds have been characterized in
[19] as those C∗-algebras A for which the ideal P ∩ Q ∩ R is primal whenever P , Q, and R are
primitive ideals of A such that P ∩ Z(A) = Q ∩ Z(A) = R ∩ Z(A).
For general C∗-algebras, a simple application of the triangle inequality shows that
∥∥ad(a)∥∥ 2d(a,Z(A)), (1)
but the inequality in (1) can be strict, unless one replaces Z(A) by the centre of the local mul-
tiplier algebra [16]. Indeed there are examples of C∗-algebras in which elements can be found
arbitrarily far from the centre but inducing inner derivations of arbitrarily small norm [13]. To
investigate such behaviour in more detail the numerical invariants K(A) and Ks(A) have been
introduced, defined as follows [1]: let K(A) and Ks(A) be the smallest numbers in [0,∞] such
that d(a,Z(A))K(A)‖ad(a)‖ for all a ∈ A, and d(a,Z(A))Ks(A)‖ad(a)‖ for all a ∈ Asa
(the self-adjoint part of A). Obviously Ks(A)K(A), and it follows from (1) that if A is non-
commutative then Ks(A) 12 . Note that K(A) = 12 if and only if ‖ad(a)‖ = 2d(a,Z(A)) for all
a ∈ A, the equality that was characterized above. Similarly, K(A) 1 if and only if ‖ad(a)‖ at
least dominates d(a,Z(A)) for all a ∈ A.
The properties of the invariant Ks(A) were established fairly fully in [18], where it was shown
that for an arbitrary unital, noncommutative C∗-algebra A, Ks(A) = 12 Orc(A) where Orc(A) is
an integer, or ∞, determined by the extent to which Prim(A), the primitive ideal space of A
equipped with Jacobson’s hull-kernel topology, departs from being a Hausdorff space. Examples
in [18] show that the invariant Ks(A) takes all possible values in the set { 12 ,1, 32 , . . . ,∞}. It is
surprising that Ks(A) should depend only on Prim(A), but more surprising still that it should be
quantized in this numerically simple way.
For the invariant K(A) the situation is much less well-understood. It is known that if A is
unital and Orc(A) = 1, which corresponds to the case Ks(A) = 12 , then either K(A) = 12 or
K(A) = 1√
3
[19] (see also [14]). The conditions which characterize these possibilities again
depend only on the topological space Prim(A) and relate to the primal ideal structure of the
algebra. The next class of C∗-algebras to consider is those for which Orc(A) = 2, or equivalently
for which Ks(A) = 1. Recently it has been shown that, for a unital C∗-algebra A, K(A) 2Ks(A)√3
[3, Theorem 2.1]. It follows that for the class of C∗-algebras with Orc(A) = 2 the invariant K(A)
is constrained to lie in the interval [1, 2√
3
]. Examples were given [3, Examples 2.4, 2.5, 3.7,
4.9] of algebras in this class with K(A) = 1, K(A) = 4√
15 , K(A) =
1
2 + 1√3 , and K(A) =
2√
3
,
and it was shown that K(A) cannot take values in the open interval ( 4√
15 ,
1
2 + 1√3 ) [3, The-
orems 3.5, 3.6].
In this paper we direct attention to the values that K(A) can take in the range [1, 4√
15 ]. We
show that the only possibilities are 1, 3+8
√
2
14 , and
4√
15 , and that once again it is the topological
space Prim(A) that determines the value of K(A). Thus the evidence is accumulating that the
invariant K(A) is also quantized, but so far the pattern of values is not obvious. For unital and
noncommutative A, the first six values taken by K(A) are
1
,
1√ , 1, 3 + 8
√
2
,
4√ and 1 + 1√ .
2 3 14 15 2 3
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Fig. 1.
The structure of this paper is as follows. Section 1 contains preliminary material; Section 2
contains the main results, which are summarized in Theorem 2.9; and Appendix A contains a
geometrical optimization result. We now try to give some insight into our methods.
Theorem 2.3 of [3] gave a sufficient condition on a unital C∗-algebra A for K(A)  n. In
the case n = 1, the condition is that whenever P,Q,R are primitive ideals of A which cannot
be separated by continuous functions on Prim(A) there should exist a primitive ideal T of A
such that P , Q, R are all adjacent to T (where two primitive ideals are ‘adjacent’ if they cannot
be separated by disjoint open sets). In exploring whether this condition is also necessary for
K(A)  1, one tries to envisage a C∗-algebra in which the condition ‘just’ fails. Some thought
leads to an algebra with Orc(A) = 2 and with three primitive ideals P , Q, and R for which two
(say Q and R) are adjacent, and for which there exist primitive ideals S and T of A such that
P ∼ S ∼ T , P ∼ T ∼ R (where ∼ denotes adjacency) and furthermore P ∩ S ∩ T is primal.
The graph structure of this part of Prim(A) is shown in Fig. 1(a), where edges indicate adjacency
and the shading indicates the additional property that P ∩ S ∩ T is primal. With Propositions 1.2
and 1.3 in mind, one is led to the following geometrical problem.
Suppose that P1,P2, . . . ,P5 are points in the plane such that P1,P4,P5 are contained in a disc
of radius 12 and |P4P2|  1, |P5P3|  1, |P2P3|  1. What is the maximal possible bounding
radius for the set {P1,P2, . . . ,P5}? The answer turns out to be 3+8
√
2
14 (see Lemma A.1 and
Example 2.5), when the points are configured as in Fig. 1(b). From this, one easily produces an
example of a C∗-algebra A with K(A) = 3+8
√
2
14 (see Example 2.5). Non-type I examples may
be obtained by tensoring A with any infinite-dimensional, unital, simple C∗-algebra.
To obtain general theorems, however, considerably more work is required. In Theorem 2.2 we
show that K(A) 3+8
√
2
14 if the sufficient condition for K(A) 1 fails to hold. This necessitates
the construction of an element a ∈ A such that ‖ad(a)‖ 1 but d(a,Z(A)) 3+8
√
2
14 . Guided by
an optimal configuration for the geometrical problem, we use a combination of spectral, lifting,
and ‘pasting’ techniques to build up the element a from values in quotients of A in such a way
that ‖aP − λ(aP )‖  12 for all primitive ideals P of A (see Proposition 1.2) but the bounding
radius of the spectrum of aG majorizes 3+8
√
2
14 for some Glimm ideal G. In Theorem 2.7 the
same general methods are employed to show that K(A) 4√ under appropriate hypotheses.15
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√
2
14 . An ap-
proximate version of the geometric optimization result is central to the proof, but our approach
introduces three pure functionals f,g,h of A such that f (1), g(1), h(1) act as scaling factors.
These three numbers are strictly positive but possibly distinct, and this causes significant compli-
cations. Combining Theorems 2.4 and 2.7 we show that either K(A) 3+8
√
2
14 or K(A)
4√
15 .
It is worth noting that recent work of Kirchberg [15] has shown the significance of the topo-
logical space Prim(A) for the classification of nonsimple C∗-algebras. Prim(A) has sometimes
been regarded as of limited use because of the coarseness of its Jacobson topology and the fact
that inequivalent irreducible representations may have the same primitive kernel. The methods of
this paper show, however, that if the extent of non-Hausdorffness of Prim(A) is specified to some
degree then it is possible to make detailed topological constructions. These can then be used to
show the existence of elements in A with controlled spectral properties.
1. Preliminaries
In this section we collect some of the definitions and notation which are needed later. We give
the definitions of primal and Glimm ideals, of the graph structure ∼ on Prim(A), and of Orc(A),
but for a fuller preliminary discussion we must refer the reader to [3].
Let A be a C∗-algebra and let A+ be the set of positive elements of A. If J is an ideal (which
will always mean a closed, two-sided ideal) of A and a ∈ A, then aJ will denote the image a +J
of a in the quotient C∗-algebra A/J . We shall use the standard notation that for a nonempty
subset X of Prim(A), kerX is the ideal given by kerX =⋂{P : P ∈ X}.
The results in the following lemma are due to Stampfli and are fundamental to the subject.
Proposition 1.1. [20] Let A be a unital C∗-algebra.
(i) For each a ∈ A there is a unique scalar λ(a) such that for all μ ∈ C
∥∥a − λ(a)∥∥2 + ∣∣λ(a) − μ∣∣2  ‖a − μ‖2.
In particular, |λ(a)| ‖a‖.
(ii) If A is primitive then for all a ∈ A,
∥∥ad(a)∥∥= 2∥∥a − λ(a)∥∥.
An easy consequence of Proposition 1.1 is that if A is a unital C∗-algebra and a ∈ A then
∥∥ad(a)∥∥= sup{2∥∥aP − λ(aP )∥∥: P ∈ Prim(A)}.
This fact is used in the proofs of Theorems 2.2 and 2.7.
An ideal I in a C∗-algebra A is called primal [2] if I has the property that whenever
J1, J2, . . . , Jn are ideals of A with J1J2 · · ·Jn = {0} then I ⊇ Ji for at least one i ∈ {1, . . . , n}.
Every primitive ideal is primal, and every ideal which contains a primal ideal is primal. Let
Primal(A) denote the set of primal ideals of A.
The next two propositions are used in the proof of Theorem 2.4.
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∥∥ad(a)∥∥= sup{2∥∥aP − λ(aP )∥∥: P ∈ Primal(A)}.
Proposition 1.3. [3] Let A be a unital C∗-algebra and let a ∈ A. Suppose that ‖ad(a)‖ 1. Let
P,Q ∈ Primal(A) with P ⊆ Q. Then |λ(aP ) − λ(aQ)| 12 .
For P,Q ∈ Prim(A), we write P ∼ Q if P and Q cannot be separated by disjoint open sets.
It follows from [2, Proposition 3.2] that P ∼ Q if and only if P ∩ Q is a primal ideal. It is
useful to note that P ∼ Q if and only if P is in the closure of every neighbourhood of Q. We
use the relation ∼ to introduce a graph structure on Prim(A), saying that two points P and Q
are adjacent if P ∼ Q. Let Orc(A) be the supremum of the diameters of connected components
of Prim(A), with the convention that the diameter of a single point is 1.
Now let A be a unital C∗-algebra and let M be a maximal ideal of the centre of A. The
smallest ideal of A containing M is called a Glimm ideal and the family of such ideals is denoted
Glimm(A), see [9, Section 4]. The Dauns–Hofmann theorem [17, Corollary 4.4.8] implies that
for P,Q ∈ Prim(A), P and Q can be separated by a continuous complex-valued function on
Prim(A) if and only if P and Q intersect the centre of A in distinct maximal ideals, and hence
if and only if they contain distinct Glimm ideals. Evidently if P and Q can be separated by a
continuous function then P Q, but the converse is not true in general, unless Orc(A) = 1 [18].
Exploring the failure of this converse is one of the themes of the present paper.
The next proposition provides an expression for the distance of an element from the centre in
a C∗-algebra with an identity.
Proposition 1.4. [19, 2.3] Let A be a unital C∗-algebra. If a ∈ A then
d
(
a,Z(A)
)= sup{∥∥aG − λ(aG)∥∥: G ∈ Glimm(A)}.
Now recall the following definitions from [3]. Let A be a unital C∗-algebra, and let G(A)
denotes the set of pure functionals of A, that is, the set of extreme points of the unit ball of A∗ (the
Banach dual of A), equipped with the weak∗-topology. Let N(A) be the closed, convex hull of the
set of pure functionals g of A with g(1) 0. Recall that N(A) is also the closed convex hull of the
set of those pure functionals g such that g(1) > 0. For a ∈ A let U(a,A) = {f (a): f ∈ N(A)},
and recall that ‖a‖ = sup{|f (a)|: f ∈ N(A)}.
Let X be a nonempty compact subset of the plane. Then there is a unique circle C of smallest
radius containing X called the bounding circle of X. The centre of C is called the bounding
centre of X, and the radius of C is called the bounding radius, b-radX, of X. We will make use
of two properties of C:
(i) Every closed semi-circle of C intersects X.
(ii) Either there exist antipodal points x, y ∈ X∩C, or there exist distinct points x, y, z ∈ X∩C,
forming an acute-angled triangle, such that C is the bounding circle of the set {x, y, z}.
Note that if P,Q,R are noncollinear points in the plane then b-rad{P,Q,R} is equal to the
circumradius of the triangle PQR if and only if the triangle does not contain an obtuse angle.
Remark. If a is a normal element in a unital C∗-algebra then λ(a) is the bounding centre of the
spectrum of a, and ‖a − λ(a)‖ is the bounding radius of the spectrum of a.
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dix A to the ‘approximate’ situation that we shall encounter in establishing an upper bound for
K(A) in Theorem 2.4.
Lemma 1.5. Let n be a fixed positive integer and S a nonempty subset of {1, . . . , n}× {1, . . . , n}.
Suppose that there exist r > 0 and di,j > 0 for all (i, j) ∈ S such that b-rad{ρ1, ρ2, . . . , ρn} r
whenever ρ1, ρ2, . . . , ρn ∈ C satisfy
|ρi − ρj | di,j
for all (i, j) ∈ S. Then for every  > 0 there exists δ > 0 such that b-rad{ρ1, ρ2, . . . , ρn} r + 
whenever ρ1, ρ2, . . . , ρn ∈ C satisfy
|ρi − ρj | di,j + δ
for all (i, j) ∈ S.
Proof. Let  > 0. Choose δ > 0 such that
λ := max
(i,j)∈S
di,j + δ
di,j
<
r + 
r
.
Suppose ρ1, ρ2, . . . , ρn ∈ C satisfy
|ρi − ρj | di,j + δ
for all (i, j) ∈ S. Then, for (i, j) ∈ S,
∣∣λ−1ρi − λ−1ρj ∣∣ 1
λ
(di,j + δ) di,j .
Let c be the bounding centre of {λ−1ρ1, . . . , λ−1ρn}. By hypothesis
∣∣λ−1ρi − c∣∣ r, 1 i  n.
Hence
|ρi − λc| λr < r + , 1 i  n.
Thus b-rad{ρ1, . . . , ρn} < r + , as required. 
Remark. In applications, a constraint such as b-rad{ρ1, ρ2, ρ3}  12 (involving more than two
points) can be replaced by |ρ0 − ρi | 12 (1 i  3) by introducing an auxiliary point ρ0.
The next two lemmas are used repeatedly in Theorems 2.2 and 2.7. We shall use the nota-
tion σ(a) to denote the spectrum and ρ(a) to denote the spectral radius of an element a in a
C∗-algebra. For λ,μ ∈ C, let [λ,μ] denote the closed straight-line segment joining λ and μ.
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a ∈ A/J be a normal element and suppose that σ(a) ⊆ C, where C is a compact subset of C
such that there is a homeomorphism f from [0,1] onto C.
(i) There exists a normal element b ∈ A with bJ = a such that σ(b) ⊆ C.
(ii) Let λ ∈ C\C and suppose g : [0,1] → C is a continuous function such that g(0) = f (1) and
g(1) = λ. Then there exists a normal element b1 ∈ A with (b1)J = a such that
λ ∈ σ(b1) ⊆ C ∪ Im(g).
Proof. First note that f−1(a) is a normal element with
σ
(
f−1(a)
)= f−1(σ(a))⊆ [0,1],
and so f−1(a) 0 and ‖f−1(a)‖ 1.
(i) There exists a positive element c ∈ A such that cJ = f−1(a) and ‖c‖ = ‖f−1(a)‖. Let
b = f (c), a normal element of A. Then bJ = f (cJ ) = f (f−1(a)) = a, and σ(b) = f (σ (c)) ⊆
f ([0,1]) = C.
(ii) By adding to c an element in J+ whose norm exceeds one, we obtain c1 ∈ A+ such
that α := ‖c1‖ > 1 and (c1)J = f−1(a). Define a continuous map h : [0, α] → C by h(t) =
f (t) (0 t  1) and h(t) = g( t−1
α−1 ) (1 < t  α). Let b1 = h(c1), a normal element of A. Then
(b1)J = h(f −1(a)) = f (f−1(a)) = a, and
λ = h(α) ∈ h(σ(c1))= σ(b1) ⊆ h([0, α])= C ∪ Im(g). 
The final lemma of this section must be standard, but we have not been able to find a reference
for it.
Lemma 1.7. Suppose that J1, J2, . . . , Jn are proper, closed two-sided ideals of a unital C∗-
algebra A such that
⋂n
i=1 Ji = {0}. Then
σ(a) =
n⋃
i=1
σ(aJi ), a ∈ A.
Proof. The ∗-homomorphism Φ :A → ⊕ni=1 A/Ji given by Φ(a) = (aJ1, . . . , aJn) is injec-
tive, so Φ(A) is a C∗-subalgebra of
⊕n
i=1 A/Ji containing its identity element. So, for a ∈ A,
σ(a) is equal to the spectrum of Φ(a) in
⊕n
i=1 A/Ji and this is easily seen to be precisely⋃n
i=1 σ(aJi ). 
2. Main results
In this section we investigate the possible values which the invariant K(A) can take in the
range [1, 12 + 1√3 ]. Sufficient conditions are obtained for K(A) 
3+8√2
14 (Theorem 2.2), for
K(A) 3+8
√
2
14 (Theorem 2.4), and for K(A) 4√15 (Theorem 2.7). The conclusion of our work,
combining our new results with those in [3], is that the only possibilities for K(A) in this range
are 1, 3+8
√
2
,
4√ , and 1 + 1√ , and that all these possibilities occur.14 15 2 3
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ideals P , Q, and R all containing the same Glimm ideal such that no primitive ideal is adjacent
to all three of P , Q, and R, but such that Q and R are adjacent. Then there exist nonempty open
subsets U1, U2, U3 and closed subsets X, Y , Z of Prim(A) such that
(i) X, Y , and Z are the closures of U1, U2, and U3, respectively;
(ii) P ∈ U1, Q ∈ U2, and R ∈ U3;
(iii) X ∩ Y ∩ Z is empty;
(iv) P /∈ Y ∪ Z, Q ∈ Z \ U3, and R ∈ Y \ U2.
Proof. Since there is no primitive ideal adjacent to all three of P , Q, and R, we can, as in
[3, Lemma 3.4], find open sets U1, U2, and U3 containing P , Q, and R, respectively, such that
U1 ∩ U2 ∩ U3 is empty. The hypotheses imply that P Q and P  R, and hence by shrinking
U1, U2, and U3, if necessary, we may also suppose that U1 ∩ U2 and U1 ∩ U3 are empty.
Now suppose that Q ⊆ R. Since Orc(A) = 2 there exists S ∈ Prim(A) such that P ∼ S ∼ Q.
But then S ∼ R, since Q ⊆ R, so S is adjacent to P , Q, and R, contradicting the hypotheses of
the lemma. Hence QR and similarly R Q. Thus by further shrinking U2 and U3 if necessary
we may suppose that Q /∈ U3 and R /∈ U2.
Finally, set X = U1, Y = U2, and Z = U3. Note that Q ∈ Z and R ∈ Y , since Q ∼ R, and also
that P /∈ Y ∪ Z since U1 ∩ (U2 ∪ U3) is empty. 
Theorem 2.2. Let A be a unital C∗-algebra and suppose that there exist primitive ideals P , Q,
and R all containing the same Glimm ideal G such that no primitive ideal is adjacent to all three
of P , Q, and R. Then K(A) 3+8
√
2
14 .
Proof. We may assume that two of the ideals P , Q, and R (say Q and R) are adjacent, for
otherwise, by [3, Theorem 3.5], we have K(A) 12 + 1√3 >
3+8√2
14 . The hypothesis implies that
Orc(A) > 1. If Orc(A)  3 then K(A)  32 by [18, Theorem 4.4]; thus we may assume that
Orc(A) = 2. To prove the theorem, we shall construct an element a ∈ A such that ‖ad(a)‖ 1,
but d(a,Z(A)) 3+8
√
2
14 .
Let U1, U2, U3, X, Y , Z be obtained as in Lemma 2.1, and set V = Y ∩ Z, Y3 = Y \ U3,
Z2 = Z \ U2, U = X ∪ Y3 ∪ Z2 ∪ V and W = (Prim(A) \ U)−. Note that X ∩ V is empty. Note
too that Y = Y3 ∪V and Z = Z2 ∪V and hence that U = X∪Y ∪Z. Furthermore X∩Y3 = X∩Y ,
and this is nonempty because Orc(A) = 2. Similarly X ∩ Z2 is nonempty.
Let λ1 = (
√
2
3 + 12 )i, λ2 = − 12 − 2
√
2
3 i, λ3 = 12 − 2
√
2
3 i, λ4 = − 16 , λ5 = 16 , and α = −
√
2
3 i as
shown in Fig. 2(a).
We shall obtain a by constructing its images in various quotients, ensuring that the spectra are
contained in the line segments shown in Fig. 2(b), and then pasting these images together.
Construction of aY3 and aZ2 . Since X ∩ Y3 ∩ Z2 ⊆ X ∩ Y ∩ Z = X ∩ V = ∅, it follows that
(Y3 ∩ X)∩ (Y3 ∩ Z2) = ∅.
Hence there exists b ∈ A/ker(Y3 ∩ (X ∪ Z2)) such that bker(Y3∩X) = λ41 and, if Y3 ∩ Z2 is not
empty,
bker(Y3∩Z2) = α1.
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Fig. 2.
By Lemma 1.6(i), there is a normal lifting c ∈ A/ker(Y3 ∩ (X ∪Z2 ∪W)) of b such that σ(c) ⊆
[λ4, α].
Suppose that Y3 ∩ Z2 is nonempty. Since Q /∈ Z2, there is a normal lifting d ∈ A/(Q ∩
ker(Y3 ∩ Z2)) of the element α1 ∈ A/ker(Y3 ∩ Z2) such that
λ2 ∈ σ(d) ⊆ [λ2, α]
(
Lemma 1.6(ii)).
By Lemma 1.7, σ(d) = σ(dQ)∪ {α}, and so λ2 ∈ σ(dQ). On the other hand, if Y3 ∩Z2 is empty,
we simply define d ∈ A/Q by d = λ21.
Since Q ∈ Y3 ∩ Z, Lemma 1.6(i) yields a normal lifting e ∈ A/ker(Y3 ∩ Z) of d such that
σ(e) ⊆ [λ2, α]. Applying [3, Lemma 3.3] to arbitrary liftings of c and e in A/ker(Y3 ∩ (X ∪
Z ∪ W)), relative to the closed sets Y3 ∩ (X ∪ Z2 ∪ W) and Y3 ∩ Z, yields a (unique) normal
element f ∈ A/ker(Y3 ∩ (X ∪ Z ∪ W)). (Note that if S ∈ (Y3 ∩ (X ∪ Z2 ∪ W)) ∩ (Y3 ∩ Z) =
Y3 ∩ Z2, then cS = α = eS .) By Lemma 1.7,
σ(f ) = σ(c) ∪ σ(e) ⊆ [λ4, α] ∪ [λ2, α].
By Lemma 1.6(i) there is a normal lifting aY3 ∈ A/kerY3 of f such that
σ
(
aY3
)⊆ [λ4, α] ∪ [λ2, α].
To summarize, aY3 has the following properties:
(i) λ2 ∈ σ(aY3Q );
(ii) σ(aY3) ⊆ [λ4, α] ∪ [λ2, α];
(iii) aY3ker(Y3∩X) = λ41;
(iv) if Y3 ∩ Z2 is nonempty, aY3ker(Y3∩Z2) = α1;
(v) σ(aY3ker(Y3∩Z)) = σ(e) ⊆ [λ2, α];
(vi) if Y3 ∩ W is nonempty, σ(aY3 ) ⊆ σ(c) ⊆ [λ4, α].ker(Y3∩W)
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that
(i) λ3 ∈ σ(aZ2R );
(ii) σ(aZ2) ⊆ [λ5, α] ∪ [λ3, α];
(iii) aZ2ker(Z2∩X) = λ51;
(iv) if Z2 ∩ Y3 is nonempty, aZ2ker(Z2∩Y3) = α1;
(v) σ(aZ2ker(Z2∩Y)) ⊆ [λ3, α];
(vi) if Z2 ∩ W is nonempty, σ(aZ2ker(Z2∩W)) ⊆ [λ5, α].
Construction of aV . Applying [3, Lemma 3.3] to arbitrary liftings in A/ker((Y3 ∪ Z2) ∩ V )
of the elements aY3ker(Y3∩V ) and a
Z2
ker(Z2∩V ), relative to the closed sets Y3 ∩ V and Z2 ∩ V , we
obtain a (unique) normal element g ∈ A/ker((Y3 ∪Z2)∩V ). (Note that if S ∈ Y3 ∩Z2 ∩V then
a
Y3
S = α1 = aZ2S by property (iv) of aY3 and aZ2 .)
Using Lemma 1.7 and property (v) of aY3 and aZ2 (and noting that Y3 ∩ Z = Y3 ∩ V and
Z2 ∩ Y = Z2 ∩ V ), we obtain
σ(g) ⊆ σ (aY3ker(Y3∩V )
)∪ σ (aZ2ker(Z2∩V )
)⊆ [λ2, α] ∪ [λ3, α].
By Lemma 1.6(i) there is a normal lifting aV ∈ A/kerV of g such that σ(aV ) ⊆ [λ2, α]∪[λ3, α].
To summarize, aV has the following properties:
(i) σ(aV ) ⊆ [λ2, α] ∪ [λ3, α];
(ii) aVker(Y3∩V ) = a
Y3
ker(Y3∩V );
(iii) aVker(Z2∩V ) = a
Z2
ker(Z2∩V ).
Construction of aX . Since X ∩ Y ∩Z is empty, there exists h ∈ A/ker(X ∩ (Y ∪Z)) such that
hker(X∩Y) = λ41 and hker(X∩Z) = λ51. Suppose X ∩ W is nonempty. If (X ∩ W) ∩ (Y ∪ Z) is
nonempty, then
σ(hker((X∩W)∩(Y∪Z))) ⊆ {λ4} ∪ {λ5}.
By Lemma 1.6(i) there is a normal lifting j ∈ A/ker(X ∩ W) of hker((X∩W)∩(Y∪Z)) such that
σ(j) ⊆ [λ4, λ5]. On the other hand, if (X∩W)∩ (Y ∪Z) is empty we define j ∈ A/ker(X∩W)
by j = 0. Thus in either case σ(j) ⊆ [λ4, λ5].
Applying [3, Lemma 3.3] to arbitrary liftings of h and j in A/ker(X ∩ (Y ∪Z ∪W)) relative
to the closed sets X∩ (Y ∪Z) and X∩W , yields a (unique) normal element k ∈ A/ker(X∩ (Y ∪
Z ∪ W)). By Lemma 1.7,
σ(k) = σ(h) ∪ σ(j) ⊆ [λ4, λ5].
If X ∩ W is empty then we simply define k = h.
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(Y ∪ Z ∪ W))) of k such that
λ1 ∈ σ(l) ⊆ [λ1, λ4] ∪ [λ4, λ5].
By Lemma 1.7, σ(l) = σ(lP ) ∪ σ(k), so λ1 ∈ σ(lP ). By Lemma 1.6(i), there is a normal lifting
aX ∈ A/kerX of l such that
λ1 ∈ σ
(
aX
)⊆ [λ1, λ4] ∪ [λ4, λ5].
To summarize, aX has the following properties:
(i) λ1 ∈ σ(aX);
(ii) σ(aX) ⊆ [λ1, λ4] ∪ [λ4, λ5];
(iii) aXker(X∩Y3) = λ41;
(iv) aXker(X∩Z2) = λ51;
(v) if X ∩ W is nonempty, σ(aXker(X∩W)) ⊆ [λ4, λ5].
Construction of aU . Recall that U = X ∪ Y3 ∪ Z2 ∪ V . Applying [3, Lemma 3.3] to arbitrary
liftings of aX , aY3 , aZ2 , aV in A/kerU , relative to the closed sets X, Y3, Z2, and V , we obtain
a (unique) normal element aU ∈ A/kerU . (In order to apply [3, Lemma 3.3] we need to check,
for example, that the liftings of aX and aY3 agree in A/S for all S ∈ X ∩ Y3. This follows from
property (iii) of aX and property (iii) of aY3 .)
Construction of aW . Recall that W = (Prim(A)\U)−. Note that for S ∈ W ∩V , we have S ∈ Z
but S /∈ U2, so S ∈ Z2. Hence W ∩ U = (W ∩ X) ∪ (W ∩ Y3) ∪ (W ∩ Z2). If W ∩ U = ∅, let
a be the unique element of A such that akerU = aU and aS = 0 for all S ∈ W . If W ∩ U = ∅,
set m = aUker(W∩U). Then m is normal, and by Lemma 1.7 and properties (v) of aX , (vi) of aY3
and aZ2 ,
σ(m) = σ (aXker(W∩X))∪ σ (aY3ker(W∩Y3)
)∪ σ (aZ2ker(W∩Z2)
)
⊆ [λ4, λ5] ∪ [λ4, α] ∪ [λ5, α]
(where we ignore any of W ∩ X, W ∩ Y3, W ∩ Z2 that are empty). Since m is normal, ‖m‖ =
max{|λ4|, |λ5|, |α|} =
√
2
3 <
1
2 . Hence there is a lifting a
W ∈ A/kerW of m such that ‖aW‖ 12 .
Construction of a. Applying [3, Lemma 3.3] to arbitrary liftings of aW and aU , relative to
the closed sets W and U , we obtain a (unique) element a ∈ A. (Note that if S ∈ W ∩ U then
aWS = mS = aUS .)
It remains to check that a has the required properties. First
∥∥ad(a)∥∥= sup{∥∥ad(aS)∥∥: S ∈ Prim(A)}
= sup{2∥∥aS − λ(aS)∥∥: S ∈ X ∪ Y3 ∪ Z2 ∪ V ∪ W} 1.
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property (ii) of aX . Hence
∥∥aS − λ(aS)∥∥= b-rad(σ(aS)) b-rad{λ1, λ4, λ5} = 12 .
Suppose next that S ∈ Y3. Then aS is normal and σ(aS) ⊆ [λ4, α] ∪ [λ2, α] by property (ii)
of aY3 . Hence ‖aS − λ(aS)‖ b-rad{λ4, α,λ2} = 12 . Similarly, if S ∈ Z2, then ‖aS − λ(aS)‖
b-rad{λ5, α,λ3} = 12 ; while if S ∈ V then ‖aS − λ(aS)‖  b-rad{λ2, α,λ3} = 12 , since |α −
λ2+λ3
2 | =
√
2
3 <
1
2 . Finally, if S ∈ W then
∥∥aS − λ(aS)∥∥ ‖aS‖ ‖aW‖ 12 .
By property (i) of aX , aY3 , and aZ2 , we have λ1 ∈ σ(aP ), λ2 ∈ σ(aQ), and λ3 ∈ σ(aR). Since
G ⊆ P ∩ Q ∩ R, {λ1, λ2, λ3} ⊆ σ(aG). Hence
d
(
a,Z(A)
)

∥∥aG − λ(aG)∥∥ ρ(aG − λ(aG)) b-rad(σ(aG))
 b-rad{λ1, λ2, λ3} = 3 + 8
√
2
14
. 
Combining Theorem 2.2 with [3, Theorem 2.3] (for the case n = 1) we obtain the following
corollary.
Corollary 2.3. Let A be a unital C∗-algebra. Then K(A) 1 if and only if whenever P , Q, and
R are primitive ideals of A all containing the same Glimm ideal of A there exists a primitive
ideal of A adjacent to all three of P , Q, and R. Otherwise K(A) 3+8
√
2
14 .
As a complement to Theorem 2.2, we now give sufficient conditions for K(A) 3+8
√
2
14 .
Theorem 2.4. Let A be a unital C∗-algebra and suppose that whenever P , Q, and R are three
(not necessarily distinct) primitive ideals of A all containing the same Glimm ideal then either
there is a primitive ideal of A adjacent to all three, or else two of P , Q, and R (say Q and R)
are adjacent and there exist primitive ideals S and T of A with P ∼ S ∼ Q and P ∼ T ∼ R such
that P ∩ S ∩ T is primal. Then K(A) 3+8
√
2
14 .
Proof. Let a ∈ A with ‖ad(a)‖  1. We want to show that d(a,Z(A))  3+8
√
2
14 . Let G ∈
Glimm(A). By Proposition 1.4, it suffices to show that ‖aG − λ(aG)‖  3+8
√
2
14 . Set b =
a − λ(aG). Then ‖ad(b)‖  1 and λ(bG) = 0. We want to show that ‖bG‖  3+8
√
2
14 . Write
r = ‖bG‖ and suppose, towards a contradiction, that r > 3+8
√
2
14 . Let C be the circle of radius r
centred at the origin. Then as in the proof of [3, Theorem 2.3] there exist
x1, x2, x3 ∈ C ∩ U(bG,A/G)
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and f ′(bG) = x1, g′(bG) = x2, and h′(bG) = x3.
Choose  > 0 such that
(a) 2 < 3+8
√
2
14 − 1,(b) 2 < |xi − xj | − 1 whenever |xi − xj | > 1,
(c) b-rad{z1, z2, z3, z4} < r whenever z1, z2, z3, z4 ∈ C satisfy |z1 − z2| < 12 + , |z2 − z3| <
3
2 + , |z2 − z4| < 32 + , |z3 − z4| < 1 +  (see Lemma A.1 with a = 12 , and Lemma 1.5).
By Milman’s theorem [6, B14] there exist f,g,h ∈ G(A/G) ⊆ G(A), with f (1), g(1), h(1) > 0,
such that |f ′(b) − f (b)| < , |g′(b) − g(b)| < , and |h′(b) − h(b)| < . Set P1 = Γ (f ), P2 =
Γ (g), and P3 = Γ (h), where Γ :G(A) → Prim(A) is the canonical surjection.
There are two cases to consider.
Case (i). There is a primitive ideal T adjacent to P1, P2, and P3. Arguing as in the proof of
[3, Theorem 3.6], we obtain that ‖bG‖ < 1 + . This, together with (a), leads to the contradiction
r < r .
Case (ii). Two of the ideals, say P2 and P3, are adjacent and there exist S,T ∈ Prim(A) such
that P1 ∩S∩T , S∩P2, and T ∩P3 are all primal. As in the proof of [3, Theorem 3.6], we obtain
from (b) that |x2 − x3| 1. Set γ = ( 52 +
√
2)1/2. Suppose that |x1 − x2| γ and |x1 − x3| γ .
Then, by [3, Lemma 3.1], we obtain the contradiction that
3 + 8√2
14
< r = b-rad{x1, x2, x3} γ
2√
4γ 2 − 1 =
3 + 8√2
14
.
Thus one of |x1 − x2| and |x1 − x3| exceeds γ . Since
∣∣x2 − g(1)λ(bS)∣∣ ∣∣x2 − g(b)∣∣+ ∣∣g(b − λ(bP2∩S))∣∣+ ∣∣g(1)(λ(bP2∩S) − λ(bS))∣∣,
it follows from Propositions 1.2 and 1.3 and the fact that P2 ∩ S is primal that
∣∣x2 − g(1)λ(bS)∣∣<  + 12 +
g(1)
2
. (1)
Let V = P1 ∩ S ∩ T . Using Propositions 1.2 and 1.3 and the fact that V is primal, we obtain
∣∣x1 − f (1)λ(bV )∣∣< 12 + , (2)∣∣λ(bV ) − λ(bS)∣∣ 12 . (3)
It follows from (2) and (a) that |f (1)λ(bV )| > r − ( 12 + ) > r2 . Set z = f (1)λ(bV ), and let
θ1 = angle(x1,0, z), where all such angles are taken in the interval [0◦,180◦]. Then
sin(θ1)
1
2 + 
r
<
1
2
and θ1 < 90◦ (since 1 +  < r). Thus θ1 < 30◦.2
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|x2 − z| < max
{
3
2
+ , |z| + 1
2
+ 
}
. (4)
Suppose that f (1) g(1). If |λ(bV )| 1 then, by (1) and (3),
|x2 − z|
(
f (1) − g(1))∣∣λ(bV )∣∣+ g(1)∣∣λ(bV ) − λ(bS)∣∣+ ∣∣g(1)λ(bS) − x2∣∣
< f (1) − g(1) + g(1)
2
+
(
 + 1
2
+ g(1)
2
)
= f (1) + 1
2
+   3
2
+ .
On the other hand, if |λ(bV )| > 1 then
|x2 − z| <
(
f (1) − g(1))∣∣λ(bV )∣∣+ g(1)2 +
(
 + 1
2
+ g(1)
2
)
 f (1)
∣∣λ(bV )∣∣+ 12 +  = |z| +
1
2
+ .
Now suppose, on the other hand, that f (1) < g(1). Since |x2 −x3| 1 < r , angle(x2,0, x3) <
90◦. Hence, by property (i) of bounding circles, angle(x1,0, x2) > 90◦. Since θ1 < 30◦,
angle(x2,0, z) > 60◦. Then, since |x2| = r and |z| > r2 , we deduce from the cosine rule that
|x2 − z|2 > r2 − |z|2 and hence that angle(x2, z,0) is acute. Thus angle(x2, z, g(1)λ(bV )) is
obtuse, so
∣∣x2 − f (1)λ(bV )∣∣< ∣∣x2 − g(1)λ(bV )∣∣ ∣∣x2 − g(1)λ(bS)∣∣+ g(1)∣∣λ(bS) − λ(bV )∣∣
<  + 1
2
+ g(1) (by (1) and (3))
  + 3
2
.
This establishes (4), and a similar argument applies if x2 is replaced by x3. By Proposi-
tion 1.1(i) (with μ = 0) and [3, Theorem 3.6],
∣∣λ(bV )∣∣ ‖bV ‖ ‖bG‖ 4√
15
and so, for i = 2,3,
|xi − z| < max
{
3
2
+ , |z| + 1
2
+ 
}
 4√
15
+ 1
2
+  < 1.6, (5)
where the final inequality follows from condition (a) on .
The next step is to show that in fact |z|  1. We suppose that |z| > 1 and then use (5)
to obtain a contradiction. Recall that there exists j ∈ {2,3} such that |x1 − xj | > γ . Let
θ2 = angle(x1,0, xj ) and θ3 = angle(z,0, xj ). By (5) and the cosine rule,
2.56 > |xj − z|2 = |z|2 + |xj |2 − 2|z||xj | cos(θ3).
If θ3 > 90◦ then 2.56 > 2 − 2 cos(θ3). Thus θ3 < 107◦ in any case.
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γ 2 < |x1 − xj |2 = 2r2 − 2r2 cos(θ2).
Thus, since r = ‖bG‖ 4√15 ,
cos(θ2) < 1 − γ
2
2r2
 1 − γ
2
2
15
16
= 1 −
(
5
2
+ √2
)
15
32
and so θ2 > 146◦. Since 30+107 < 146, we have a contradiction. Thus we conclude that |z| 1.
Hence (5) yields that, for i = 2,3,
|xi − z| < 32 + .
Since |x2 − x3| 1, it follows from (2) and condition (c) on  that
r = b-rad{x1, x2, x3} b-rad{x1, z, x2, x3} < r.
Thus, in both cases (i) and (ii), we have reached the contradiction that r < r . This contradiction
arose from the supposition that r > 3+8
√
2
14 . Thus r 
3+8√2
14 , as required. 
Example 2.5 (A unital C∗-algebra A with K(A) = 3+8
√
2
14 ). Let A be the C∗-algebra of sequences
x = (xn)n1 of 3 × 3 complex matrices xn such that as n → ∞,
x4n →
⎛
⎝
λ1(x) 0 0
0 λ4(x) 0
0 0 λ5(x)
⎞
⎠ , x4n+1 →
⎛
⎝
λ4(x) 0 0
0 λ2(x) 0
0 0 λ2(x)
⎞
⎠ ,
x4n+2 →
⎛
⎝
λ2(x) 0 0
0 λ3(x) 0
0 0 λ3(x)
⎞
⎠ , x4n+3 →
⎛
⎝
λ3(x) 0 0
0 λ5(x) 0
0 0 λ5(x)
⎞
⎠ .
Letting Pn = {x ∈ A: xn = 0} (n 1) and Ki = kerλi (1 i  5), we have
Prim(A) = {Pn: n 1} ∪ {Ki : 1 i  5} and
Glimm(A) = {Pn: n 1} ∪ {G∞}, (1)
where G∞ = {x ∈ A: xn → 0}. Each Pn is a separated point of Prim(A) whereas {Ki : 1 i  5}
forms a connected component in the graph structure of Prim(A) which may be illustrated dia-
grammatically as in Fig. 3 (where the shading indicates the extra information that K1 ∩K4 ∩K5
is primal, cf. Fig. 1(a)).
Each Pn is a minimal primal ideal, and the other minimal primal ideals are K1 ∩ K4 ∩ K5,
K4 ∩ K2, K2 ∩ K3, and K5 ∩ K3.
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Let λ1, . . . , λ5 be the five points in C defined in the proof of Theorem 2.2. Define y ∈ A by
y4n =
⎛
⎝
λ1 0 0
0 λ4 0
0 0 λ5
⎞
⎠ , y4n+1 =
⎛
⎝
λ4 0 0
0 λ2 0
0 0 λ2
⎞
⎠ ,
y4n+2 =
⎛
⎝
λ2 0 0
0 λ3 0
0 0 λ3
⎞
⎠ , y4n+3 =
⎛
⎝
λ3 0 0
0 λ5 0
0 0 λ5
⎞
⎠
for all n. Then
∥∥ad(y)∥∥= sup{2∥∥yP − λ(yP )∥∥: P ∈ Prim(A)}= sup{2∥∥yn − λ(yn)∥∥: n 1}= 1.
On the other hand, ‖yG∞ − λ(yG∞)‖ = 3+8
√
2
14 , the bounding radius of the set {λ1, . . . , λ5}. By
Proposition 1.4, d(y,Z(A)) 3+8
√
2
14 . Since ‖ad(y)‖ = 1, it follows that K(A) 3+8
√
2
14 .
In order to show that K(A)  3+8
√
2
14 we may either check carefully that the hypotheses of
Theorem 2.4 hold, or we may proceed as follows. Let x ∈ A be any element with ‖ad(x)‖ = 1.
We shall show that d(x,Z(A)) 3+8
√
2
14 . By Proposition 1.2
∥∥xP − λ(xP )∥∥ 12 , P ∈ Primal(A). (2)
By (1) and (2) and Proposition 1.4, it suffices to show that
r := ∥∥xG∞ − λ(xG∞)∥∥ 3 + 8
√
2
.14
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(i = 1, . . . ,5). By (2), first with P = K1 ∩ K4 ∩ K5, then with P = K4 ∩ K2, K2 ∩ K3, and
K5 ∩ K3 in turn, we obtain
b-rad{μ1,μ4,μ5} 12 ,
|μ4 − μ2| 1 (since b-rad{μ4,μ2} 12 ), |μ2 − μ3| 1, and |μ5 − μ3| 1.
By property (ii) of circumcircles, there is a subset S of {μ1, . . . ,μ5} with |S| 3 such that r =
b-rad(S). Suppose that S = {μ1,μ2,μ3}. Let μ be the bounding centre of the set {μ1,μ4,μ5}.
Then
r = b-rad(S) b-rad{μ1,μ,μ2,μ3} 3 + 8
√
2
14
by Lemma A.1, with a = 12 . The other possibilities for S yield that r  1. For example, if S =
{μ1,μ3,μ4} then by considering μ5 we obtain that b-rad(S) 1. Hence r  3+8
√
2
14 , as required.
The next lemma is needed in obtaining sufficient conditions for K(A) 4√
15 .
Lemma 2.6. Suppose that A is a unital C∗-algebra with Orc(A) = 2 and suppose that A has
primitive ideals P , Q, and R all containing the same Glimm ideal such that
(a) Q ∼ R;
(b) whenever S,T ∈ Prim(A) satisfy P ∼ S ∼ Q and P ∼ T ∼ R, the ideal P ∩ S ∩ T is not
primal.
Then there exist nonempty open subsets U1, U2, U3, U4, U5 and closed subsets X, Y , Z
of Prim(A) such that
(i) X, Y , and Z are the closures of U1, U2, and U3, respectively;
(ii) P ∈ U1, Q ∈ U2, and R ∈ U3;
(iii) U1 ∩ U2 = U1 ∩ U3 = X ∩ Y ∩ Z = ∅;
(iv) Q ∈ Z \ U3 and R ∈ Y \ U2;
(v) U1 ∩ U4 ∩ U5 is empty;
(vi) P /∈ U4 ∪ U5;
(vii) X ∩ Y ⊆ U4 and X ∩ Z ⊆ U5;
(viii) X = (X \ U4) ∪ (X \ U5).
Proof. Note that hypothesis (b) implies that there is no primitive ideal adjacent to all three of P ,
Q, and R. As in the proof of Lemma 2.1 we may find open sets U1, U2, U3 such that P ∈ U1,
Q ∈ U2 \ U3, R ∈ U3 \ U2, and
U1 ∩ U2 = U1 ∩ U3 = U1 ∩ U2 ∩ U3 = ∅.
Let S = {S ∈ Prim(A): P ∼ S ∼ Q} and T = {T ∈ Prim(A): P ∼ T ∼ R}. Then S and
T are nonempty, since Orc(A) = 2, and they are closed by [18, Corollary 2.3]. Suppose that
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without loss of generality that M ∈ S . Let T ∈ T and let (Pα) be a net in Prim(A) such that
Pα → P,T . Then Pα → M since M ⊇ P . Hence P ∩ T ∩ M is primal, contradicting hypothe-
sis (b). Thus {P }− ∩ (S ∪ T ) is empty.
Now let S ∈ S and T ∈ T . Then, by (b), there exist open neighbourhoods of S, T , and P ,
respectively, such that the intersection of these three neighbourhoods is empty. It follows, using
in turn the compactness of S and T , that there exist open sets O1, O4, and O5, with P ∈ O1,
S ⊆ O4, and T ⊆ O5, such that O1 ∩ O4 ∩ O5 is empty. Furthermore, since {P }− ∩ (S ∪ T ) is
empty, we may, by shrinking O4 and O5 if necessary, assume that P /∈ O4 ∪ O5. Set U4 = O4
and U5 = O5. By shrinking U1 if necessary we may assume that U1 ⊆ O1.
Now note that S =⋂V,W V ∩ W , where V and W range over all neighbourhoods of P and
Q, respectively. Since S ⊆ U4, it follows from the finite intersection property for the compact set
Prim(A) \ U4 that there exist neighbourhoods V of P and W of Q such that V ∩ W ⊆ U4. By
further shrinking U1 and U2, therefore, we may assume that U1 ∩ U2 ⊆ U4. Similarly, we may
also assume that U1 ∩ U3 ⊆ U5.
Setting X = U1, Y = U2, Z = U3, we have (i)−(vii) (note that Q ∈ Z and R ∈ Y because
Q ∼ R). Finally, note that X ∩ U4 ∩ U5 = ∅ by (v) and so (viii) holds. 
The next result gives sufficient conditions for K(A)  4√
15 . The main new ingredient in the
proof is the construction of aX; for the remainder we can use the techniques from the proof of
Theorem 2.2.
Theorem 2.7. Let A be a unital C∗-algebra and suppose that there exist P,Q,R ∈ Prim(A)
all containing the same Glimm ideal such that Q and R are adjacent but P ∩ S ∩ T is not
primal whenever S and T are primitive ideals satisfying P ∼ S ∼ Q and P ∼ T ∼ R. Then
K(A) 4√
15 .
Proof. It follows from the hypotheses that Orc(A) > 1. If Orc(A)  3 then K(A)  Ks(A) 
3
2 >
4√
15 by [18, Theorem 4.4]. Hence we may suppose that Orc(A) = 2. We shall construct an
element a ∈ A such that ‖ad(a)‖ 1, but d(a,Z(A)) 4√
15 .
Let λ1 = i
√
15
4 , λ2 = − 12 − i
√
15
4 , λ3 = 12 − i
√
15
4 , λ4 = − 14 , λ5 = 14 , μ1 = 0, and α = − i
√
15
8
as shown in Fig. 4(a).
As in Theorem 2.2, we shall obtain a by constructing its images in various quotients, ensuring
that the spectra are contained in the line segments shown in Fig. 4(b), and then pasting these
images together.
Let U1, . . . ,U5,X,Y,Z be obtained as in Lemma 2.6. We define Xi = X \ Ui (i = 1,4,5).
Then X = X4 ∪ X5 by Lemma 2.6(viii). Also Y does not meet U1 by Lemma 2.6(iii) so X ∩
Y ⊆ X1. Likewise X∩Z ⊆ X1. Let V = Y ∩Z, Y3 = Y \U3, Z2 = Z \U2, U = X∪Y3 ∪Z2 ∪V ,
and W = (Prim(A) \ U)−. Note that Y = Y3 ∪ V and Z = Z2 ∪ V . By properties (ii), (vi), and
(vii) of Lemma 2.6, P /∈ X1, P ∈ X4 ∩ X5, and Y ∩ X4 = Z ∩ X5 = ∅.
Construction of aX5 . If X1 ∩ X4 ∩ X5 is nonempty, let b ∈ A/ker(X1 ∩ X4 ∩ X5) be defined
by b = μ11. Since P /∈ X1, there is by Lemma 1.6 (ii) a normal lifting c ∈ A/(P ∩ ker(X1 ∩
X4 ∩ X5)) of b such that λ1 ∈ σ(c) ⊆ [λ1,μ1]. By Lemma 1.7,
σ(c) = σ(cP ) ∪ σ(b) = σ(cP ) ∪ {μ1},
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and so λ1 ∈ σ(cP ). Since P ∈ X4 ∩X5, we may use Lemma 1.6(i) to obtain a normal lifting d ∈
A/ker(X4 ∩X5) of c such that σ(d) ⊆ [λ1,μ1]. Note that λ1 ∈ σ(cP ) = σ(dP ). If X1 ∩X4 ∩X5
is empty, let d ∈ A/ker(X4 ∩ X5) be defined by d = λ11. In summary, d ∈ A/ker(X4 ∩ X5) is
normal, λ1 ∈ σ(dP ), σ(d) ⊆ [λ1,μ1], and if X1 ∩ X4 ∩ X5 is nonempty then dker(X1∩X4∩X5) =
μ11.
Since (X1 ∩ X4 ∩ X5) ∩ (X5 ∩ Y) ⊆ X4 ∩ Y = ∅, there exists e ∈ A/ker((X1 ∩ X4 ∩ X5) ∪
(X5 ∩ Y)) such that eker(X5∩Y) = λ41 and, if X1 ∩ X4 ∩ X5 is nonempty, eker(X1∩X4∩X5) = μ11.
(Note that X5 ∩ Y = X ∩ Y = ∅, because Orc(A) = 2.) Since X5 ∩ Y ⊆ X1 there exists, by
Lemma 1.6(i), a normal lifting f ∈ A/ker(X1 ∩ X5) of e such that σ(f ) ⊆ [μ1, λ4].
Applying [3, Lemma 3.3] to arbitrary liftings of f and d to A/ker(X5 ∩ (X1 ∪ X4)), relative
to X5 ∩ X1 and X5 ∩ X4, yields a (unique) normal element g ∈ A/ker(X5 ∩ (X1 ∪ X4)) (note
that if S ∈ X1 ∩ X4 ∩ X5 then dS = μ11 = fS ). By Lemma 1.7,
σ(g) = σ(d)∪ σ(f ) ⊆ [λ1,μ1] ∪ [μ1, λ4].
By Lemma 1.6(i), there exists a normal lifting aX5 ∈ A/kerX5 of g such that σ(aX5) ⊆
[λ1,μ1] ∪ [μ1, λ4] and λ1 ∈ σ(dP ) = σ(gP ) = σ(aX5P ).
Construction of aX4 . Proceeding in a similar fashion to the construction of f , and using
the fact that ∅ = X4 ∩ Z ⊆ X1, we obtain a normal element h ∈ A/ker(X4 ∩ X1) such that
σ(h) ⊆ [μ1, λ5], hker(X4∩Z) = λ51, and, if X1 ∩ X4 ∩ X5 = ∅, hker(X1∩X4∩X5) = μ11. Applying
[3, Lemma 3.3] to arbitrary liftings of h and d to A/ker(X4 ∩ (X1 ∪ X5)), relative to the closed
sets X4 ∩ X1 and X4 ∩ X5, yields a (unique) normal element k ∈ A/ker(X4 ∩ (X1 ∪ X5)). By
Lemma 1.7
σ(k) = σ(d) ∪ σ(h) ⊆ [λ1,μ1] ∪ [μ1, λ5].
By Lemma 1.6(i), there exists a normal lifting aX4 ∈ A/kerX4 of k such that σ(aX4) ⊆
[λ1,μ1] ∪ [μ1, λ5].
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relative to the closed sets X5 and X4, we obtain a (unique) normal element aX ∈ A/kerX. (Note
that if S ∈ X5 ∩ X4 then aX5S = dS = aX4S .)
The normal element aX ∈ A/kerX has the following properties:
(i) λ1 ∈ σ(aXP );
(ii) σ(aXkerX1) = σ(f ) ∪ σ(h) ⊆ [λ4, λ5];
(iii) σ(aXkerX4) ⊆ [λ1,μ1] ∪ [μ1, λ5];
(iv) σ(aXkerX5) ⊆ [λ1,μ1] ∪ [μ1, λ4];
(v) aXker(X∩Y) = aXker(X5∩Y) = λ41;
(vi) aXker(X∩Z) = aXker(X4∩Z) = λ51.
Construction of aY3 , aZ2 , aV . By properties (i)–(iv) of Lemma 2.6, X ∩ Y ∩ Z is empty,
Q ∈ Y3 ∩ Z but Q /∈ Z2, and R ∈ Z2 ∩ Y but R /∈ Y3. Hence, as in the proof of Theorem 2.2
(even though λ2, λ3, λ4, λ5, and α have new values here), we may construct normal elements
aY3 ∈ A/kerY3 and aZ2 ∈ A/kerZ2 such that
(i) λ2 ∈ σ(aY3Q ) and λ3 ∈ σ(aZ2R );
(ii) σ(aY3) ⊆ [λ4, α] ∪ [λ2, α] and σ(aZ2) ⊆ [λ5, α] ∪ [λ3, α];
(iii) aY3ker(Y3∩X) = λ41 and a
Z2
ker(Z2∩X) = λ51;
(iv) if Y3 ∩ Z2 is nonempty, aY3ker(Y3∩Z2) = α1 = a
Z2
ker(Y3∩Z2);
(v) if Y3 ∩ V ∩ W is nonempty, aY3ker(Y3∩V∩W) = α1, and if Z2 ∩ V ∩ W is nonempty,
a
Z2
ker(Z2∩V∩W) = α1;
(vi) σ(aY3ker(Y3∩Z)) ⊆ [λ2, α] and σ(a
Z2
ker(Z2∩Y)) ⊆ [λ3, α];
(vii) if Y3 ∩ W is nonempty, σ(aY3ker(Y3∩W)) ⊆ [λ4, α], and if Z2 ∩ W is nonempty,
σ(a
Z2
ker(Z2∩W)) ⊆ [λ5, α];
together with a normal element aV ∈ A/kerV such that
(i) σ(aV ) ⊆ [λ2, α] ∪ [λ3, α];
(ii) aVker(Y3∩V ) = a
Y3
ker(Y3∩V );
(iii) aVker(Z2∩V ) = a
Z2
ker(Z2∩V );
(iv) if W ∩ V is nonempty, aVker(W∩V ) = α1.
The construction of aU , aW , and a now proceeds exactly as in Theorem 2.2, except that with the
new values of λ4, λ5, and α, we have max{|λ4|, |λ5|, |α|} =
√
15
8 <
1
2 .
It remains to check that a has the required properties. First we check that∥∥ad(a)∥∥= sup{2∥∥aS − λ(aS)∥∥: S ∈ X4 ∪ X5 ∪ Y3 ∪ Z2 ∪ V ∪ W} 1.
To see this, suppose first that S ∈ X4. Then aS is normal and σ(aS) ⊆ [λ1,μ1] ∪ [μ1, λ5] by
property (iii) of aX . Hence
∥∥aS − λ(aS)∥∥= b-rad(σ(aS)) b-rad{λ1,μ1, λ5} = 1 .2
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If S ∈ Y3 then aS is normal and σ(aS) ⊆ [λ4, α] ∪ [λ2, α] by property (ii) of aY3 . Hence
‖aS − λ(aS)‖  b-rad{λ4, α,λ2} = 12 . Similarly, if S ∈ Z2, then ‖aS − λ(aS)‖  b-rad{λ5,
α,λ3} = 12 ; while if S ∈ V then ‖aS − λ(aS)‖  b-rad{λ2, α,λ3} = 12 , since |α − λ2+λ32 | =√
15
8 <
1
2 . Finally, if S ∈ W then
∥∥aS − λ(aS)∥∥ ‖aS‖ ‖aW‖ 12 .
On the other hand,
d
(
a,Z(A)
)
 b-rad
(
σ(aG)
)
 b-rad{λ1, λ2, λ3} = 4√
15
. 
Corollary 2.8. Let A be a unital C∗-algebra. Then either K(A) 3+8
√
2
14 or K(A)
4√
15 .
Proof. Suppose that K(A) > 3+8
√
2
14 . Then the hypotheses of Theorem 2.4 must fail, so there
must exist primitive ideals P , Q, and R of A, all containing the same Glimm ideal, with no
primitive ideal of A adjacent to all three, and such that either no two of P , Q, and R are adjacent,
or two are adjacent (say Q and R) but P ∩ S ∩ T is not primal whenever S and T are primi-
tive ideals satisfying P ∼ S ∼ Q and P ∼ T ∼ R. In the first case K(A)  12 + 1√3 >
4√
15 by
[3, Theorem 3.5]. In the second case the hypotheses of Theorem 2.7 hold, so again K(A) 4√
15 .
Our final theorem summarizes the work of this paper and of [3,19] for values of K(A) in the
range [ 12 , 12 + 1√3 ].
Theorem 2.9. Let A be a unital noncommutative C∗-algebra. Then either K(A) = 12 or K(A) =
1√
3
or K(A) = 1 or K(A) = 3+8
√
2
14 or K(A) = 4√15 or K(A)
1
2 + 1√3 . These possibilities are
characterized as follows:
(i) K(A) = 12 if and only if whenever P , Q, R are primitive ideals of A containing the same
Glimm ideal then P ∩ Q ∩ R is primal.
(ii) K(A) = 1√
3
if and only if Orc(A) = 1 and there exist primitive ideals P , Q, and R contain-
ing the same Glimm ideal such that P ∩ Q ∩ R is not primal.
(iii) K(A) = 1 if and only if (a) Orc(A) = 2 and (b) whenever P , Q, R are primitive ideals of A
containing the same Glimm ideal there exists a primitive ideal S such that S ∼ P , S ∼ Q,
S ∼ R.
(iv) K(A) = 3+8
√
2
14 if and only (a) whenever P , Q, R are primitive ideals of A containing the
same Glimm ideal then either there is a primitive ideal adjacent to all three of P,Q,R or
two of P,Q,R (say Q and R) are adjacent and there exist primitive ideals S and T such
that P ∩ S ∩ T , S ∩ Q, T ∩ R are all primal; and (b) there exist primitive ideals P , Q, R
of A containing the same Glimm ideal with no primitive ideal adjacent to all three.
(v) K(A) = 4√
15 if and only if (a) Orc(A) = 2 and whenever P , Q, R are primitive ideals of A
containing the same Glimm ideal then either there exists a primitive ideal adjacent to all
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containing the same Glimm ideal such that Q and R are adjacent but P ∩ S ∩ T is not
primal whenever S,T ∈ Prim(A) satisfy P ∼ S ∼ Q and P ∼ T ∼ R.
(vi) K(A)  12 + 1√3 if and only if either Orc(A)  3 or there exist primitive ideals P , Q, R
of A containing the same Glimm ideal with no primitive ideal adjacent to all three, and no
two of P , Q, R adjacent.
Proof. The first part of the theorem follows from [19, p. 578], Corollaries 2.3 and 2.8, and
[3, Theorems 3.5 and 3.6]. For the characterizations, (i) and (ii) are given in [19, p. 578]. The
other characterizations are established as follows.
(iii) Suppose that K(A) = 1. Then (a) follows from [18, Theorem 4.4] and [3, Theorem 2.1]
and (b) from Theorem 2.2. Conversely, if (a) and (b) hold then K(A) = 1 by [3, Theorem 2.3]
and [18, Theorem 4.4].
(iv) Suppose that K(A) = 3+8
√
2
14 . Then (a) holds by [3, Theorem 3.5] together with Theo-
rem 2.7, and (b) holds by [3, Theorem 2.3]. Conversely, if (a) and (b) hold then K(A) = 3+8
√
2
14
by Theorems 2.2 and 2.4.
(v) Suppose that K(A) = 4√
15 . Then Ks(A) = 1 by [3, Theorem 2.1], so Orc(A) = 2
[18, Theorem 4.4]. The remainder of (a) holds by [3, Theorem 3.5]. Hence (b) holds by Theo-
rem 2.4. Conversely, if (a) and (b) hold then K(A) = 4√
15 by [3, Theorem 3.6] and Theorem 2.7.
(vi) This follows from [18, Theorem 4.4] and [3, Theorems 3.5 and 3.6]. 
As we mentioned in the introduction, there are many examples of C∗-algebras with
K(A) = 12 . An example of a unital C∗-algebra with K(A) = 1√3 is given in [19, Example 3.5],
see also [3, Example 2.5]. Examples of unital C∗-algebras with K(A) = 1 can be found in
[1, Example 6.7] and [3, Example 2.4]. A unital C∗-algebra with K(A) = 3+8
√
2
14 has been ex-
hibited in Example 2.5 of this paper. Unital C∗-algebras with K(A) = 4√
15 and K(A) =
1
2 + 1√3
can be found in [3, Examples 3.7 and 4.9].
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Appendix A
This appendix contains a geometric result whose proof is somewhat lengthy. We give the
lemma in general form although in this paper we use only the case a = 12 (see Theorem 2.4).
Lemma A.1. Let 0 < a < 3
2
√
2
and suppose that P1,P2,P3,P4 are points in the plane such that
|P1P2| 1 , |P2P3| 3 , |P2P4| 3 , |P3P4| 2a.2 2 2
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Then the bounding radius of the set {P1,P2,P3,P4} is less than or equal to
5 + √9 − 4a2
2(1 + √9 − 4a2) .
Proof. We say that a set {Q1,Q2,Q3,Q4} in the plane is admissible if
|Q1Q2| 12 , |Q2Q3|
3
2
, |Q2Q4| 32 , |Q3Q4| 2a.
Since |Q1Qj | 2 for all j , the bounding radius of an admissible set does not exceed 2. Let r be
the supremum of the bounding radii of admissible sets.
Consider the admissible set Q1, . . . ,Q4 shown in Fig. 5, where Q1Q2 is orthogonal to Q3Q4.
Then triangle Q1Q3Q4 is acute-angled, so its bounding radius is equal to its circumradius. Thus,
using [4, (1.54)],
r  5 +
√
9 − 4a2
2(1 + √9 − 4a2) > 1. (A.1)
A simple argument using the Bolzano–Weierstrass theorem shows that r is the bounding ra-
dius of some admissible set S = {Q1,Q2,Q3,Q4}. If 1 < a < 32√2 then
2r  1 + 4
1 + √9 − 4a2 > 1 +
4
1 + √5 >
3√
2
> 2a. (A.2)
It follows from (A.1) and (A.2) that no QiQj is a diameter of the bounding circle C of S. Thus
there is a three-element subset T of S ∩C forming an acute-angled triangle with circumcircle C.
By considering the point on Q2Q3 which is one-third of the way from Q2 to Q3, we see that
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from [3, Lemma 3.1] and (A.1) that
b-rad{Q2,Q3,Q4} 9
4
√
9 − 4a2 < r.
Hence Q1, Q3, and Q4 are distinct and T = {Q1,Q3,Q4}.
Let Q0 be the centre of C.
Claim 1. |Q1Q2| = 12 , and Q1, Q2, and Q0 are collinear.
Proof. Suppose not. Then there exists Q′1 outside C such that |Q′1Q2|  12 and triangle
Q′1Q3Q4 is acute-angled. Then {Q′1,Q2,Q3,Q4} is admissible and so
r  b-rad
{
Q′1,Q2,Q3,Q4
}
 b-rad
{
Q′1,Q3,Q4
}
= |Q3Q4|
2 sin(Q3Q′1Q4)
by [4, 1.54]
>
|Q3Q4|
2 sin(Q3Q1Q4)
= r,
a contradiction. 
Claim 2. |Q2Q3| = 32 = |Q2Q4|.
Proof. Suppose that |Q2Q3| < 32 . Since Q3Q4 is not a diameter of C, the circle centred at Q4
with radius |Q3Q4| cuts (rather than touches) C at Q3. Hence there exists Q′3 outside C such that
|Q2Q′3| < 32 , |Q′3Q4| = |Q3Q4| and triangle Q1Q′3Q4 is acute-angled. Then {Q1,Q2,Q′3,Q4}
is admissible, and we obtain a contradiction as in the proof of Claim 1. Thus |Q2Q3| = 32 and
similarly |Q2Q4| = 32 . 
Note that it follows from Claims 1 and 2 that Q1Q2 is orthogonal to Q3Q4.
Claim 3. |Q3Q4| = 2a.
Proof. Suppose that |Q3Q4| < 2a. By (1), 32 + 12 < 2r and so Q0 does not lie on Q2Q3. Thus
the circle centred at Q2 with radius 32 cuts C at Q3. Hence there exists Q
′
3 outside C such that
|Q2Q′3| = 32 , |Q′3Q4| < 2a, and triangle Q1Q′3Q4 is acute-angled. Then {Q1,Q2,Q′3,Q4} is
admissible and we obtain a contradiction as before. 
It follows from Claims 1–3 that the set S has the special form described in the second para-
graph of the proof. Hence
r = 5 +
√
9 − 4a2
2(1 + √9 − 4a2) ,
as required. 
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