Abstract. Recent years has witnessed a growing interest in the applications of unattended wireless sensor networks. Typically sensors collect data about their surrounding and forward that data to a gateway (sink). Due to the limitation of the energy supply that these miniaturized sensors have, almost all of the proposed routing protocols have aimed at energy efficiency as the ultimate objective and considered relaying data to a stationary gateway. However, many new issues have been posed by the increasing interest in applications that demand certain quality of service (QoS) guarantees. Such issues even get more challenging when the gateway is mobile. In this paper, we propose an energy-aware approach for routing delay-constrained data. The approach pursues multi-hop packet relaying to minimize transmission energy and employs Weighted Fair Queuing (WFQ) packet scheduling methodology along with leaky bucket constrained data sources in order to provide soft real-time guarantees for data delivery. Such employment of WFQ at each node provides a service differentiation between two different classes of traffic, namely real-time and non-real-time traffic and divides the outgoing link capacity among such classes accordingly. In the case of a mobile gateway, uninterrupted data flow for both types of traffic is achieved by dynamic adjustment of the route setup to react to the gateway's departure out of transmission range of relaying nodes. Simulation results demonstrate the effectiveness of the proposed approach for popular performance metrics.
Introduction
Recent advances in hardware and wireless networks technologies have led to the development of micro sensors that can be deployed in sheer numbers in order to collaborate in an ad hoc manner on data gathering and processing [1] [2] [3] [4] [5] [6] . Networking unattended wireless sensors are expected to have significant impact on the efficiency of many military and civil applications such as combat field surveillance, security and disaster management. For instance, in a disaster management setup networking these sensors can assist rescue operations by locating survivors, identifying risky areas and making the rescue crew more aware of the overall situation. On the military side, applications of sensor networks are numerous. For example, the use of networked set of sensors can limit the need for personnel involvement in the usually dangerous reconnaissance missions. In addition, sensor networks can enable a more civic use of landmines by making them remotely controllable and target-specific in order to prevent harming civilians and animals. Security applications of sensor networks include intrusion detection and criminal hunting.
Sensor nodes used in unattended setups are usually miniaturized and constrained in energy supply. Such constraint has necessitated energy-awareness at most layers of networking protocol stack including the network layer. In addition, many applications require the deployment of large number of sensor nodes making it impractical to build a global addressing scheme. Moreover, in contrary to typical communication networks almost all applications of sensor networks require the flow of sensed data from multiple regions (sources) to a particular sink. These unique characteristics of sensor networks have made efficient routing of sensor data one of the technical challenges in wireless sensor networks. To address such challenges, the bulk of research on routing in wireless sensor networks mostly aim at maximizing the lifetime of the network, allowing scalability for large number of sensor nodes and supporting tolerance for sensor's damage and battery exhaustion [7] [8] [9] [10] [11] [12] . These performance objectives have been deemed sufficient for applications, which do not require on-time response or for which data are not collected at high rate.
However, there has been an increasing interest in sensor networks applications that require certain performance guarantees such as end-to-end delay, bandwidth etc. For instance, routing of imaging data in a battle environment requires careful handling in order to ensure that the end-to-end delay is within acceptable range and the images are received properly without any distortion. Other typical applications include real-time target tracking, emergent event triggering in monitoring applications and critical information relaying in emergency applications. Since most of the current protocols do not provide performance guarantees for such applications, new routing protocols that can achieve desired Quality of Service (QoS) for the delivery of sensing data are needed. Given the energy constraints of sensor nodes, QoS routing in sensor networks introduces several new challenges at the network layer. The employed routing protocol should not only ensure bounded delay or bandwidth through the duration of a connection but also provide the use of most energy efficient path.
Moreover, most published research on data routing in sensor networks have assumed a stationary sink (gateway) node. However, in numerous applications the mobility of the gateway can be desirable. One of the possible configurations of a mobile gateway can be a computer installed on a moving object. Examples of this configuration includes an emergency vehicle equipped with computing and communication devices in the context of a disaster management application and a walking soldier with a laptop computer in his backpack in a battle environment. Providing performance guarantees when the gateway is mobile brings extra challenges. The gateway in such setup changes its location and thus the network topology will be modified so frequently that the increased control message traffic will dominate the total energy consumption of the network. On the other hand, being irresponsive to changes in the gateway location can lead to high packet losses and negatively affect the application of the sensor network.
In this paper, we present a novel energy-efficient routing mechanism to ensure bounded delay for the data delivery in sensor networks. Our proposed approach sets up energy-aware multi-hop data paths considering sensor's transmission power and sensor energy reserve and imposes end-to-end delay as a constraint. End-toend delay bound is achieved through the use of a Weighted Fair Queuing (WFQ) based packet scheduling technique in each sensor node [13] [14] . WFQ considers a different queue for each incoming flow and has been shown to provide, in statistical term, an upper bound on path delay for a leaky bucket constrained flow [15] . We regulate the incoming traffic from the sources by using the leaky-bucket traffic-regulation mechanism and separate the real-time (delay-constrained) traffic from non-constrained traffic with the usage of two different queues in each node. Once such separation is achieved, the service rate for the real-time data queue is estimated so that most deadlines are met.
We further extend the proposed routing mechanism to provide uninterrupted message delivery for a mobile gateway. The main idea is to watch for gateway's reachability to sensor nodes and dynamically adjust the network topology in order to ensure timely data delivery. The energy efficient multi-hop routes set at the initial gateway location for both real-time and non-real-time traffic are used as long as the gateway is within the transmission range of last hop sensors i.e., sensors that are within one hop distance away from the gateway. When the gateway goes out of range of last hop sensors, it designates new sensor nodes as forwarders and therefore continual delivery of messages is maintained. Such process continuous until establishing new routes is deemed necessary. Rerouting is triggered when the end-to-end delay is not acceptable or current routes become instable due to the exhaustion of the battery of some nodes on the data paths. Our approach balances the energy and timeless goals of the network and prevents the potential excessive topology management overhead.
In the balance of this section we describe the sensor network architecture that we consider and summarize the related work. We discuss our WFQ based approach for achieving on-time delivery of real-time data in section 2. In Section 3, we explain how to extend the approach to handle possible mobility of the gateway with minimal impact on the timeliness of real-time packets. Section 4 discusses performance evaluation and simulation results. Finally we conclude the paper in section 5.
System Model
A set of sensors is spread throughout an area of interest to detect and possibly track events/targets in this area. The sensors are battery-operated and are empowered with limited data processing engines. The mission for these sensors is dynamically changing to serve the need of a command center. A gateway node, which is significantly less energy-constrained than the sensors, is deployed in the physical proximity of sensors. The gateway is assumed to know the geographical location of deployed sensors. The gateway is responsible for geographic forwarding to find the paths. SPEED strives to ensure a certain speed for each packet in the network so that each application can estimate the end-to-end packet delay by dividing the distance to the sink by the speed of the packet before making the admission decision. Moreover, it can provide congestion avoidance when the network is heavily loaded. However, SPEED tries to save energy only through reducing the number of control packets. It does not consider any special energy metric in its routing protocol. Our approach on the other hand, initially finds a list of energy-efficient paths based on the required transmission and residual energy of the nodes. A delay-constrained path is then searched among those alternatives.
None of the described protocols considered the mobility of the sink node and assumed a stationary sink. The only work to consider mobile sinks is reported in [22] . The protocol initially builds a grid structure that divides the network into cells with several dissemination nodes. The dissemination nodes are responsible for relaying the query to the proper sources and the data to the sink. Once a source starts generating data, the path for that data is forwarded to the dissemination nodes. When such data is needed by a sink, the queries are first flooded locally within the cell. If it can not be served within the cell, the dissemination node of that cell handles the query by directing it to the source of data. The dissemination nodes take care of both query and data traffic, eliminating the need for flooding the entire network. In order to support mobility, each sink node selects a primary agent (within the cell) and an immediate agent (within one hop distance) to get data forwarded to it while it is on the move. While the protocol aims at minimizing energy consumption due to the motion of the sink node and maximizing the network throughput, it does not consider any QoS attributes while setting the routes. To the best of our knowledge, no research has been done to provide QoS routing to a mobile sink in wireless sensor networks. Our approach not only provides soft real-time bounds for real-time data, but it also addresses the challenges of handling sink mobility.
Energy-aware QoS Routing via WFQ
In order to describe the routing problem, we consider the following scenario: In a battle environment it is crucial to locate, detect and identify a target. Target identification and monitoring can be performed through the employment of imaging sensors. After locating and detecting the target using acoustic sensors, one can turn on imaging sensors to capture images of the target and periodically send them to the gateway. Since, it is a battle environment; this requires a real-time data exchange between the sensors and the controller in order to take the proper actions. In that case, we should deal with real-time data, which requires minimum level of bandwidth and bounded delay. Therefore, a service differentiation mechanism is needed in order to guarantee the reliable delivery of such data.
The goal in such an application will be to find an optimal path to the gateway in terms of energy consumption and error rate while meeting the end-to-end delay requirement. End-to-end delay requirement is associated only with the real-time data. The described QoS routing problem is very similar to typical path constrained path optimization (PCPO) problems, which are proved to be NP-hard [23] . We are trying to find least-cost path, which meets the end-to-end delay path constraint. Our approach is based on associating a cost function for each link and using a K least cost path algorithm to find a set of candidate routes. Such routes are checked against the end-to-end delay constraints and the one that meets the requirements is picked. In order to achieve such delay constraints for real-time traffic, we employ a packet scheduling technique, namely Weighted Fair Queuing (WFQ), at each sensor node to differentiate between delay-constrained and nonconstrained packets. In the balance of this section, we will give some background on the utilized packet scheduling technique (WFQ) and explain the details of the proposed algorithm.
Background on WFQ
In our system model, each node employs a packet scheduling discipline that approximates the Generalized Processor Sharing (GPS). GPS achieves exact weighted max-min fairness by dedicating a separate FIFO queue for each session (flow) and serving an infinitely small amount of data from each queue in a weighted round robin fashion. Before explaining how GPS works in details, we introduce the following notation:
A GPS server m handles n sessions on a link by giving each session a share of the link based on n positive real numbers, . These numbers denote the relative amount of service to each flow on the server m. Note that this sharing is only for backlogged connections since non-backlogged connections already receive what they ask for. The GPS server ensures that backlogged connections share the remaining bandwidth in proportion to the assigned weights. As analyzed in [13] , each backlogged connection "i" receives a service rate of: However, GPS is not implementable in practice due to its ideal fluid model. Therefore, packet approximation algorithms of GPS were proposed. The Weighted Fair Queuing (WFQ) [14] and the Packetized Generalized Processor Sharing (PGPS) [15] are two identical disciplines developed independently and do not require GPS's infinitely small service assumption. They serve the incoming packets according to their service times under GPS. Therefore, for each flow the packet with the earlier service time is served first. Throughout this paper, we use the term WFQ for the packet-based version of GPS.
WFQ has two important features: First, it can provide fair allocation of bandwidth among all backlogged sessions as long as the total service rate of all sessions is less than the link bandwidth. Second, when combined with traffic regulation, it has been shown to provide an upper bound for the end-to-end delay [15] . Such regulation is done through the use of a leaky bucket mechanism at the sources in order to ensure a constant data rate and to restrict the burst size for the traffic reaching the next relay nodes. As shown in [13] , if a session "i" is leaky bucket constrained, the amount of session i traffic entering the network during interval (τ, t] will be:
Assuming flow i is constrained by a leaky bucket with parameters (σ i , ρ i ), the maximum end-to-end delay, introduced by packet queuing and handling till full transmission, for a packet of flow i under WFQ, given in [15] , is:
Proposed Queuing Model
The queuing model is specifically designed for the case of coexistence of real-time and non-real-time traffic in each sensor node. The model we employ is inspired from class-based queuing [24] . We use different queues for the two types of traffic, real-time and non-real-time (normal), whose packets are labeled accordingly. On each node there is a classifier, which checks the type of the incoming packet and sends it to the appropriate queue. There is also a scheduler, which determines the order of packets to be transmitted from the queues according to the bandwidth ratio "r" of each type of traffic on that link. The model is depicted in Fig. 2 . The bandwidth ratio r, is actually a value set by the gateway and is used in allocating the amount of bandwidth to be dedicated to the realtime and non-real-time traffic on a particular outgoing link. As indicated in Fig non-real n queue, we consider each imaging sensor node as a source of diff ll very of pproach also add sensor organization and management of the network rating both link-based costs and end-to-end con being respectively the service rate for rea e and -time data on sensor node m. Since in WFQ each flow has its ow erent real-time flow, however only one real-time queue is used in the node to serve the data coming from these multiple flows. This mechanism is an approximation to flow-based WFQ approach and is used due to two reasons: First, having a different queue for each real-time flow will be inefficient in terms of the storage capacity of a sensor node. Second, the real-time flows are generated dynamically depending on the number of active imaging sensors. Since the number of such flows can change during the sensing activity, having one queue will reduce the maintenance overhead. In our model, we dedicate another separate queue to serve non-real-time data coming from different sources. The model is depicted in Fig. 3 . In this model, the service ratio m r for the real-time queue on a node wi be the summation of link shares of all real-time flows passing through that node.
While delay-constrained deli kets is achieved through WFQ, our a real-time pac resses energy awareness through the usage of a cost function that considers relevant energy factors at sensor nodes. In the next subsection, we describe the gateway role and the handling of energy concerns.
Achieving Energy Efficiency
The responsibilities of the gateway node include topology. Sensor organization refers to the appropriate selection of the required sensors that need to be operational in order to achieve the application objective. In addition, the gateway sets up paths for collecting the sensor data. The gateway informs each sensor with its role, namely probing the environment, relaying data or performing both sensing and relaying. Changes in the set of active sensors and/or depletion of the battery of some of these sensors require dynamic adjustment of the network topology. The gateway broadcast the routing table to all sensors prior to starting or resuming data transmission. The gateway will use model-based energy consumption for the data processor, radio transmitter and receiver onboard the sensor in order to track the life of the sensor battery. This model is used in the link cost function as explained below. The gateway updates the sensor energy model with each packet received by changing the remaining battery capacity for the nodes along the path from the source sensor node to the gateway.
Our routing approach is based on a two-step strategy incorpo straints. First we designate some candidate paths without considering the end-to-end delay. What we do is simply calculate costs for each particular link and then use an extended version of Dijkstra's algorithm to find an ascending set of least cost paths. Upon obtaining these candidate paths we further check them to pick the least cost path that meets the end-to-end delay requirements and for which a feasible r-value for each node can be found. To account for the limitation of sensor's energy supply, we formulate a link cost function that captures the effect of required transmission power and available energy reserve at the nodes. In addition to energy consideration, we also account for the transmission error due noise and packet drop. The end-to-end delay requirement, as we explain in the next subsection, is imposed on the whole path as a constraint. We define the following cost function for a link between nodes i and j:
where, dist ij is the distance between the nodes i and j, energy of node j, nk between i and j.
, where c 0 is a weighting constant and the parameter l
where f is a function of distance between nodes i and j and buffer size on
Setting QoS Routes d
or sending real-time data to the gateway, first we obtain a set of energy-efficient
is the function of the factors that affect the error rate on the li t fa tors are defined as follows:
• CF 0 (Communication Cost) depends on the environment, and typically equals to 2. This factor reflects the cost of the wireless transmission power, which is directly proportional to the distance raised to some power l. The closer a node to the destination, the less its cost factor CF 0 and the more attractive it is for routing.
. This factor reflects the remaining battery lifetime (en rate) favoring nodes with more energy. The more energy the node maintains, the better the stability of the formed routes. CF 2 (Error rate)= c 2 node j (i.e. dist ij / buffer_size j ). Links with high error rate will increase the cost function, thus will be avoided.
In or er to find a QoS path f paths. Then, we further check them to identify the one that can meet the end-to-end delay requirement by trying to find an r-value for each node on that path. Therefore, for each flow the necessary service rate at each node should be estimated. Let T required be the required end-to-end delay for the application. Thus, we should find a set of r-values for the nodes on the path so that calculates this r-value and sends it to t corresponding node. By considering the above calculations, we propose the algo m j Φ meets the constraints for real-time data. The algorithm calculates the cost for each link, line 0 of Fig. 4 , based on the cost function defined in subsection 2.3. Then, for each flow from imaging sensors, the least cost path to the gateway is found by running a K-shortest path algorithm in line 3. Here, the least cost path is taken among K alternatives by setting k to 1 in line 1. In lines 4-5, appropriate r-values are calculated for each real-time data flow. In lines 6 and 7, the overall bandwidth spilt ratio of each node on the path is checked while considering all flows through the node. If that value is not between 0 and 1, alternative paths with bigger costs are tried by increasing the k value (line 2 and 3). As soon as a proper r-value is found, the loop exits (line 11). If there is no such r-value, the connection request of that node to the gateway is rejected (line 12-13).
In order to find the K least-cost paths, we modified an extended version of Dijkstra's algo nce of our routing approach is qua vali 3 Supporting Mobility of the Gateway ection, provides timeliness for real-time data in a network ile gateway is the need for dynamic maintenance of the multi-hop routes in ord f a mobile gateway is much harder. Sin ns we define the problem as follows: Given the location and speed of the gate rithm given in [25] . Since the algorithm finds a set of paths with similar nodes and links, we modified the algorithm so that each time a new path is searched for a particular node; only node-disjoint paths are considered during the process. This ensures simplicity and helps in finding a proper r-value more easily since that node-disjoint path will not inherit the congestion of paths whose costs are less and for which the end-to-end delay requirements could not be met.
The performa 0 Calculate The routing mechanism, described in the previous s of stationary sensor and gateway nodes. However, some applications might require the gateway node to change its location dynamically. For instance in a disaster management application the gateway can be a mobile robot or a moving emergency vehicle equipped with computing and communication devices. In setups where the gateway is mobile, ensuring uninterruptible data traffic and timely delivery of QoS data to the gateway becomes a challenge.
The main issue with a mob er to provide the desired service for the data as if the gateway is stationary. When the gateway goes out of the transmission range of a sensor node that is within one hop distance to the gateway, a mechanism to relay the data packets of that node to the gateway is needed. This process of maintaining routes will require frequent acknowledgment of the gateway's location to the network and setting up totally new routes based on the gateway's new locations when needed. This will cause significant overhead due to the increase in the volume of control packets and to the excessive number of state transitions of the inactive sensor nodes in turning their radio on and off. Such overhead will eventually increase the energy consumption of the sensor nodes and can significantly worsen the utilization of network resources.
Moreover, providing on-time delivery for real-time data in the case o ce real-time data is associated with end-to-end delay constraints, maintaining enough resources for realtime traffic while the gateway is on the move is crucial. Based on the new locations of the gateway, either new relay nodes with enough resources are found to keep the end-to-end delay within acceptable range or the routes are set up from scratch. This will again introduce extra traffic and hence increase the energy consumption of the sensor nodes.
Based on the above observatio way and end-to-end delay constraints for real-time data, we are interested in extending our WFQ-based routing approach for efficient handling of gateway mobility such that the number of lost packet drops is minimized and the hit ratio for real-time data is not diminished while the gateway is on the move. In this section we will first look at the design issues and tradeoffs in handling mobility and then describe our algorithm to extend the WFQ-based routing approach to handle gateway mobility.
Design issues and tradeoffs
A nu ber of design and operational m factors will affect the effectiveness and energy efficiency of the handling erouting overhead of the gateway mobility. Moreover, gateway mobility introduces some trade-offs that can impact the performance of the network in terms of various metrics. In this subsection, we highlight these issues and trade-offs and set the stage for presenting our algorithm for routing QoS traffic to a mobile gateway in the next subsection.
R
. Establishing a new network topology introduces two sets of overhead. The first set is temporal in nature. Changes in the topology require the gateway and the sen nergy-delay tradeoff. An intuitive approach for handling the gateway motion is to continually readjust the etween these two approaches. While ensuring gateway reachability to last hops thro AC-layer issues. One of the important factors that affect the network performance is the medium access or at leas concerned with control traffic. Once the gateway sets up new routes, it has to broadcast these routes in order to inform the sensor nodes about their role. Since a number of management strategies for sensor networks, e.g. [26] [27], turn idle sensor to low-power sleep mode to save their energy, such broadcast requires either all sensor nodes to be continuously active or nodes in the sleep mode to switch to an active state on-time for hearing such route update. Keeping all sensors active all the time can deny the network an opportunity for energy conservation. On the other hand excessive state transition from active to sleep mode can also be a significant energy burden [28] . The network will suffer even more burden in case the routing protocol requires sensors to acknowledge the receipt of the routing messages and to engage with other neighboring nodes in establishing connections.
The second set of overhead is sors to put aside the data collection duties and get involved in exchanging control traffic. Such distraction can be damaging for QoS traffic since many packets are expected to either get dropped or arrive tardier than tolerable. E topology based on the new locations of the gateway. This rerouting needs to be done very frequently and new route information should be broadcasted to the network so that the loss of data packets is avoided and enough resources are reserved for real-time data. An alternative approach is for the sensor nodes to adjust their transmission range based on the future location of gateway as long as it is feasible to reach such location. Once the gateway becomes out of range, the current routes can be extended via designating new nodes as forwarders to the gateway.
A trade-off does exist b ugh increasing the transmission power and designating ad hoc forwarders can quickly make the network operation inefficient, frequent changes to the route setup, as explained earlier, can raise the overhead of topology maintenance to an unacceptable level. Our algorithm, as described later, exploits this trade-off and further empirical analysis is conducted through simulation in section 4. M control. In a stationary gateway setup, the underlying MAC protocol is typically designed to limit the interference among the transmission of sensors and minimize the energy consumed by the radio circuit. Medium arbitration techniques that reduce the collision among sensors have been proven effective in extending the life of the sensor networks [29] . Many of the proposed MAC protocols in the sensor networks literature aim at increasing the predictability of medium access pattern and decreasing the transmission power in order to limit the potential of signal interference. Therefore, the handling of gateway mobility has to consider the impact on medium access arbitration and avoid magnifying the level of signal interference.
While the gateway is on the move, frequent rerouting can limit the impact on the medium access t prevent subtle increase in signal interference. For a setup with a stationary gateway, an efficient network management methodology typically ensures that the routing and the MAC protocols are coherent and consistent with the performance goals. Thus, adjusting the topology of the sensor network in response to a gateway repositioning will strive to maintain the efficiency of the medium access for the new set of routes. In addition, increasing the transmission power of the sensor nodes during the gateway motion can increase the probability of dropping the packets and collisions.
Although rerouting can maintain the efficiency at the MAC layer, as concluded in the above discussion, the sociated with the frequency of rerouting, we pursue a mechanism that partial knowledge of the navigation map and the travel sch reachable range of the last hop nodes on the current routes, even at the end it would go out of the transmission range of last hop nodes and cannot receive the al-time traffic that passes through a potential forwarder, the gate frequency of rerouting should be minimized in order to limit the overhead to an acceptable level. Clever handling of the gateway motion at the MAC-layer is a part of our future research plan.
Routing to a Mobile Gateway
Given the energy and delay tradeoff as balances the interest in maintaining efficient network operation and avoiding excessive rerouting overhead. To limit the frequency of rerouting, our gateway motion handling mechanism tries to maintain continual packet delivery to the gateway through the adjustment of the transmission power of some sensors and via designating some forwarders to extend the current routes. A new network topology is formed when the endto-end delay cannot be kept under an acceptable bound or the current routes become instable due to the failure of a node, e.g. the depletion of its energy supply.
Our approach relies on the gateway's full or edule in order to set the network topology appropriately. The gateway is assumed to move in strides to reach intermediate positions. The strides are to be in straight line. This is similar to piece-wise linear approximation of curves in analytical geometry. The size of the strides can be determined based on the gateway travel speed. It should be noted that the gateway speed is assumed to be reasonable enough to handle. We will capture the effect of gateway speed on performance experimentally in section 4. Energy efficient routes are set at the initial gateway location so that the gateway keeps receiving the messages uninterruptedly till the next intermediate position, at which the network topology is reassessed. The reassessment concludes in one of three options: (1) The gateway can still be reachable by the last hops while traveling on the next stride, (2) forwarder nodes should be identified (3) rerouting is necessary. Such process is repeated till the gateway stops at a terminal location.
If the gateway still lays within the of the stride, the gateway will simply instruct these nodes to adjust the transmission power of their radio to cover the gateway's next move. While increasing the transmission power defies the energy efficiency achieved through the pursuit of multi-hop routing, the impact of such process on energy consumption will not be significant since the number of affected sensor nodes is limited. In addition, the gateway can consider the available energy of these nodes when making the decision of pursing this option. For example, if the sensor node would lose much of its remaining battery life, the gateway exercises the second option of designating a forwarder. Of particular interest is the scenario when the gateway moves away from the last hop of a path towards the data sources. In such a scenario, the gateway can listen to the source sensors or intermediate relays other than the last hop.
If the gateway detects that data from other relay nodes, it explores the second option of finding sensor nodes to forward the packets. Ideal forwarder nodes should not be currently involved in relaying real-time traffic. If such free nodes can be augmented to a data path, there will be very limited additional queuing delay introduced to the path of realtime data. When an ideal forwarder could not be found, the gateway looks for a relay node that would have enough resources to handle the additional load. The delay, which such a potential forwarder would introduce, will be considered to re-evaluate the timeliness of real-time packets flowing over the path that this relay node is to join. If the delay increment that the real-time packets will incur is still acceptable, the node will be designated as a potential forwarder. Such delay increment is assessed by looking at the summation of current relay node's r-value and the r-value coming from the last hop node on the path. The summation should be within acceptable range, i.e. between 0 and 1.
In addition to the consideration of the re way always ensures that the picked forwarder can reach the gateway along its travel path until the next intermediate location and the forwarder has energy reserve enough for maintaining route stability. Among multiple potential forwarders, the gateway can employ multiple criteria in selecting the most appropriate node. One obvious criterion is picking the node with the least load in order to minimize the introduced queuing delay. Other alternatives include the maximum remaining energy and the closest node to the next gateway intermediate location. Using the node with maximum energy reserve will extend the life of the node and enhance route stability, especially if the node serves on other data paths. The node closeness to the next intermediate gateway's position would increase the probability that the node will not need an additional forwarder on the next travel stride. It should be noted that some combinations of these criteria can also be employed. When an appropriate forwarder cannot be identified, the gateway finally pursues the third option of setting up new routes.
A pictorial illustration of our approach is shown in Fig. 5 . In Fig. 5a , when the gateway goes out of the tran node other than the last hop node on a path, the The proposed algorithm is shown in Fig. 6 . At each stride, the algorithm checks each sensor in the list of nod smission range of last hop nodes B and C, it searches for forwarders between its current location and the last hop nodes in order to relay B's and C's data. Nodes B 1 and C 1 are selected as forwarders and such information are sent to B and C for route update as seen in Fig. 5b . B 1 and C 1 act as relay nodes as long as the gateway is in their transmission range. While C 1 is an example for the unused forwarder, B 1 has to accommodate the additional traffic. New forwarders are found when gateway goes out of transmission range of B 1 and C 1 and such process continuous until the next reroute.
When the gateway moves closer to a particular intermediate gateway can listen to the transmission of that node to the last hop node to receive the packets. This helps in decreasing the end-to-end delay for that packet by reducing the number of hops it travels. For example, in es that are one hop away from the gateway to check whether the gateway is to get out of the range of that sensor or not (line [3] [4] [5] . If the gateway is not out of range, it estimates the next intermediate position and sets the transmission range for the last hop node so that the gateway receives the messages uninterruptedly until reaching that intermediate position (line 10) . If the last hop of a path is not reachable while a preceding node on that path becomes closer to the gateway while on the move, the gateway can listen to the node's transmission (line [7] [8] . If the gateway will be out of range, a new forwarder is found for that particular node in line 9. Line 14 reflects the criteria for selecting the most appropriate node among multiple potential forwarders. While the real-time traffic volume is the criterion used in the algorithm, as discussed earlier other criteria such energy-reserve and closeness to the new gateway location can be easily incorporated. If a forwarder cannot be found or even it is found but does not have enough resources to relay the real-time packets, a new reroute event is requested in line 23. 
Experimental Validation
The effectiveness of our energy-aware delay-constrained routing approach under stationary and mobile gateway architectures is validated through simulation. This section describes the underlying network operation, simulation parameters, performance metrics and experimental results.
Network Operation
We have adapted the network operational model of [26] for validating our approach. The gateway assumes responsibility for sensor organization based on missions that are assigned to the network. Mission-oriented organization of the sensor network enables the appropriate selection of only a subset of the sensors to be turned on and thus avoids wasting the energy of sensors that do not have to be involved. Thus the gateway will control the configuration of the data processing circuitry of each sensor.
The sensor nodes can be in one of four main states: sensing only, relaying only, sensing-relaying, and inactive. In the sensing state, the node sensing circuitry is on and it sends data to the gateway at a constant rate. In the relaying state, the node does not probe the environment but its communications circuitry is on to relay the data from other active nodes. When a node is both sensing the target and relaying messages from other nodes, it is considered in the sensing-relaying state. Otherwise, the node is considered inactive and can switch to a low power sleep mode. The decision for determining the node's state is done at the gateway based on the current sensor organization, node battery levels, and desired network performance measures.
The typical operation of the network consists of two alternating cycles: data cycle and routing cycle. During the data cycle, the nodes, which are sensing the environment sends their data to the gateway. In the routing cycle, the state of each node in the network is determined by the gateway and the nodes are then informed about their newly assigned states and how to route the data. Rerouting is performed after a specified number of data cycles, which we refer as reroute period in this section. Rerouting is triggered by an application-related event requiring different set of sensors to probe the environment including the activation of new sensors based on the gateway movement or the depletion of the battery of an active node. A time division multiple access (TDMA) based MAC protocol is used. The gateway manages slot assignment based on the network topology. The gateway informs each node about slots in which it should listen to other nodes' transmission and slots, which the node can use for its own transmission.
Environment Setup
In the experiments, the network consists of 100 randomly placed sensor nodes deployed in a 500×500 meter square area. The gateway initial position is determined randomly within the region boundaries. A free space propagation channel model is assumed [30] with the capacity set to 2Mbps. Packet lengths are 10 Kbit for data packets and 2 Kbit for routing packets. Each node is assumed to have an initial energy of 5 joules. A node is considered non-functional if its energy level reaches zero. The maximum transmission range for a sensor node is assumed to be 50 meters [31] .
For a node in the sensing state, packets are generated at a constant rate of 1 packet/sec. This value is consistent with the specifications of the Acoustic Ballistic Module from SenTech Inc. [16] . The sources generating data are assumed to be leaky bucket constrained with the maximum burst parameter σ of 10 packets. Each data packet is time-stamped when it is generated to allow the calculation of average delay per packet. In addition, each packet has an energy field that is updated during the packet transmission to calculate the average energy per packet since our cost function defined for each link is using remaining energy as part of the cost.
We assume that the network is tasked with a target-tracking mission in the experiment and the gateway is moving based on the Random Waypoint Model [32] with a maximum speed of 5m/s unless otherwise specified. The initial set of sensing nodes is chosen to be the nodes on the convex hull of sensors in the deployment area. The set of sensing nodes changes as the target moves. Since targets are assumed to come from outside the area, the sensing circuitry of all boundary nodes is always turned on. The sensing circuitry of the other nodes is usually turned off but can be turned on according to the target or gateway movement. We also assume that each sensor node is capable of taking the image of target to identify it clearly and can turn on its imaging capability on demand. During simulation, a small subset of current active nodes, which are the closest nodes to the target, are selected to turn on their imaging capabilities. Therefore, the imaging sensor set may change with the movement of the target.
The packet generation rate for imaging sensors is bigger than the normal sensors. Packets, generated by imaging sensors, are labeled as of real-time type and treated differently at the relaying nodes. The r-value is initially assumed to be 0 but it is recalculated as imaging sensors get activated. The default end-to-end delay requirement for real-time data is taken to be 0.08 sec [33] . Targets are assumed to start at a random position outside the convex hull. Targets are characterized by having a constant speed chosen uniformly from the range 4 m/s to 6 m/s and a constant direction chosen uniformly depending on the initial target position in order for the target to cross the convex hull region. It is assumed that only one target is active at a time. This target remains active until it leaves the deployment region area triggering the generation of a new target.
Performance Metrics
Given our interest in providing on-time delivery of real-time data and minimizing the impact of gateway mobility on the timeliness of real-time packets, we used the following metrics to capture the performance of our approach:
• Average delay per packet: Defined as the average time a packet takes from a sensor node to the gateway.
The applications that deal with real-time data is delay sensitive, so this metric is important in our case.
• Deadline Miss Ratio: This is one of the most important metrics in real-time applications, which indicates the number of packets that could not meet the specified delivery deadline. • Average energy per packet: This metric represents the average energy consumed in the network for transmitting and relaying a data packet until the gateway successfully receives it.
Performance Results
In this section we present some performance results obtained through simulation. As a baseline approach, we have used the same cost function with same routing algorithm without doing any service differentiation. That is, we have only one queue in each sensor node for all kinds of packets. Therefore, no bandwidth allocation is done through adjusting of r-values.
Delay and Timeliness:
When comparing the average delay per real-time packet achieved through our WFQ based model with the average delay per packet obtained in the single queue model, we have observed that the service differentiation employed using our WFQ-based approach achieves substantially better average delay for both mobile and stationary gateway models (See Fig. 7 ). For all approaches, there is an increase in the average delay per real-time packet when the real-time data rate is boosted. This is due to the increase in the queuing delay that the real-time packets incur. However, such increment in the average delay per real-time packet is very small when using the WFQ-based approach. Although the average delay per real-time packet from distant nodes increases, nodes close to the gateway, which have less average delay, also generate more real-time packets, causing the overall average delay for real-time packets to stabilize. In the case of a mobile gateway, the results in Fig. 7 have shown that our approach for handling mobility slightly increases the average delay per real-time packet since the routes are adjusted by adding new hops introducing extra delay for each packet. It is interesting to note that the amount of growth both in average delay and miss ratio due to gateway mobility is stable under different loads in comparison to a stationary gateway, hinting to the predictability of our approach. In addition, the effect of gateway mobility becomes marginal under heavy load. For instance in Fig. 8 , when the RT-data rate is 2, the miss ratio for the mobile gateway case almost doubles that for a stationary gateway. However, the significance of such increase in miss ratio is much less when the RT-data rate is 10, going down from 100% to about 30% of the miss ratio of a stationary gateway setup.
Energy Consumption: Fig. 9 depicts the impact of the generation rate of real-time data on energy usage, measured in terms of average energy per packet. It can be observed that for moderate realtime data rates, routes set using our algorithm lead to the consumption of almost the same amount of energy compared to the baseline approach. As the real-time data grows, the gap between the QoS routing and baseline curves widens. This is due to not being able to consistently use the least cost path while meeting en-to-end delay constraints. On the other hand, the average energy consumed per packet in the case of a mobile gateway is higher than that for a stationary gateway. This is because the transmission power of last hop sensors gets increased during the gateway motion in order to sustain the reachability to the gateway at further distance. Moreover, any extra hop added when the gateway is out of range will introduce new transmission and reception energy for a packet. Again the increment in energy usage to handle gateway mobility is very stable and becomes relatively marginal at high data rates. able to consistently use the least cost path while meeting en-to-end delay constraints. On the other hand, the average energy consumed per packet in the case of a mobile gateway is higher than that for a stationary gateway. This is because the transmission power of last hop sensors gets increased during the gateway motion in order to sustain the reachability to the gateway at further distance. Moreover, any extra hop added when the gateway is out of range will introduce new transmission and reception energy for a packet. Again the increment in energy usage to handle gateway mobility is very stable and becomes relatively marginal at high data rates. 
Mobility and rerouting effects:
Mobility and rerouting effects: When the gateway is mobile, frequent adjustment of the network topology will introduce significant overhead in terms of energy consumption as explained in section 3.1. In our simulated network setup such overhead is due to increased number of state changes from active to sleep mode employed by the MAC layer protocol in order to save energy. Recent research has shown that such excessive state transitions between active and sleep modes can introduce significant amount of energy consumption [28] . Therefore, we conducted experiments in order to observe the effect of rerouting frequency on both energy consumption and packet delay. In order to investigate the effect of reroute frequency, we have varied the reroute period i.e. the number of data phases to pass before the next reroute. We have also studied how such effect relates to the number of sensors. The results, depicted in Fig. 10 , have shown that the total transition energy due to state changes increases significantly with a smaller reroute period. Such effect is very much expected. Moreover, we observe from Fig. 11 that when the number of sensors increases significantly, the overhead of rerouting becomes dominant in total energy consumption.
The effect of reroute frequency on the energy consumption for a mobile gateway based setup is captured in Fig. 12 . The observed results indicate that the average energy per packet grows, in comparison to the case of a stationary gateway, when the duration between successive rerouting is increased. Such effect is due to the use of the longer paths as explained when discussing Fig. 9 .
We have also considered the effect of the different reroute periods on the delay and timeliness metrics. As indicated by Fig. 13 , the average delay per real-time packet grows when the frequency of rerouting get lower. Such observation is expected since a longer reroute period means more forwarders are engaged increasing the number of hops for the routes. Such increase in hops adds extra delay for the packets, especially when the forwarder is not dedicated to one path. In case of a stationary gateway, the average delay per real-time packet remains stable. Looking at the miss ratio (Fig 14) , it can be observed that the number of real-time packets missing their deadline increases in the case of a mobile gateway when the reroute period increases. A stationary gateway almost keeps the same performance. This is due to same reason explained above. Yet another important factor that affects the performance of our approach in the mobile gateway architecture is the speed of the gateway. We have varied the gateway speed in order to see the effect of mobility on the miss ratio and delay. The experiment results have shown that with the increased gateway speed, it becomes difficult to meet the deadlines of real-time packets as seen in Fig. 15 . Increased gateway speed will cause the gateway to go out of range quickly, resulting new hops to be created immediately.
These new hops will introduce extra delay and cause some of the real-time packets to miss their deadlines. The best performance in this case is when the gateway speed is 0, which means a stationary gateway. Based on the observations from figures discussed in this subsection, we can conclude that a routing protocol that handles the mobility of the gateway should consider minimizing the number of reroutes i.e., increase the number of reroute period without negatively affecting the delivery of real-time packets on time. Moreover, fast moving gateways can negatively affect the network efficiency and even make it impossible to get on-time data delivery. Our approach for providing energy-aware delay-constrained routing with a mobile gateway can be adjusted through the tuning the reroute period in order to give the best performance in terms of energy usage and timeliness. We envision that such tuning has to be based on the application of the sensor network.
Conclusion
In this paper, we have presented a new energy-aware delay-constrained routing approach for sensor networks. The proposed approach finds energy-efficient paths for real-time data that is subject to end-to-end delay requirements. WFQ, which allows service sharing for real-time and non-real-time flows, is employed in order to support both best effort and delay-constrained traffic. A service ratio r is derived for calculating the amount of bandwidth to be dedicated to the real-time and non-real-time traffic on a particular outgoing link. Since WFQ provides per flow upper bounds on end-to-end delay, each sensor generating real-time data is considered as a different flow. However, rather than employing a different queue and link share for each realtime flow, a single queue is used to accommodate all real-time data from different flows. The real-time service ratio r for that queue is calculated as the summation of the link shares of real-time flows passing through that node. Such service rate estimation mechanism is used along with a leaky bucket constrained packet generation model so that end-to-end delay bounds are met. The approach is further extended to support a mobile gateway (sink) considering dynamic update of routes when the gateway is on the move. Once the gateway moves out of range, we find new sensor nodes within the communication range of the gateway to relay the packets and the routes are updated by adding those new hops. If the gateway moves close to the source nodes, it overhears on-going traffic to limit the end-to-end delay and save unnecessary relaying. The updated routes are used until the next reroute where efficient routes are set based on the new location of the gateway.
The effectiveness of the proposed routing algorithm is validated through simulation. Simulation results have shown that our approach for the stationary gateway model consistently performs well in terms of miss ratio and average delay, compared to a baseline mechanism in which same link cost function and routing algorithm are used without performing any service differentiation. Our approach provides at least 80% ontime delivery of real-time data even when the network is congested through adjusting the real-time data service rate. Moreover, the approach enhances timeliness without major negative impact on the consumed energy. The simulation results also have demonstrated that the mobility of the gateway can be handled efficiently at the expense of a small increase in the average energy consumed per packet and miss ratio for real-time packets. Our experiments have indicated that for the optimal performance in terms of timeliness and energy consumption the reroute frequency should be carefully selected.
