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We consider asymptotic behavior of partial sums and sample covariances for linear
processes whose innovations are dependent. Central limit theorems and invariance principles
are established under fairly mild conditions. Our results go beyond earlier ones by allowing a
quite wide class of innovations which includes many important nonlinear time series models.
Applications to linear processes with GARCH innovations and other nonlinear time series
models are discussed.
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Let ftgt2Z be independent and identically distributed (i.i.d.) random elements and
F be a measurable function such that
at ¼ F ð. . . ; t1; tÞ (1)
is a well-deﬁned random variable. Then fatgt2Z is a stationary and ergodic process.
Assume throughout the paper that at has mean 0, ﬁnite variance and that fcigiX0
is a sequence of real numbers such that
P1
i;j¼0 jcicjEða0aijÞjo1: Then thesee front matter r 2005 Elsevier B.V. All rights reserved.
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X t ¼
X1
i¼0
ciati (2)
exists almost surely and EðX 2t Þo1: Our goal is to obtain a limit theory for the
partial sum process Sn ¼
Pn
i¼1 X i and the sample covariances g^h ¼
Pn
t¼1 X tX tþh=n;
hX0: We will establish an invariance principle for the former and a central limit
theorem (CLT) for g^h: Such results are needed in the related statistical inference.
In the classical time series analysis, the innovations at in the linear process X t are
often assumed to be i.i.d.; see for example [7,9]. In this case asymptotic properties of
the partial sums have been extensively studied. It would be hard to compile a
complete list. We only mention some representatives: Davydov [14], Gorodetskii
[19], Hall and Heyde [20], Phillips and Solo [42], Yokoyama [52] and Hosking [29].
See references therein for further background. There are basically two types of
results. If the coefﬁcients ct are absolutely summable, then the covariances of X t are
summable and we say that X t is short-range dependent (SRD). Under SRD, the
normalizing constant for the sum
Pn
i¼1 X i is
ﬃﬃﬃ
n
p
; which is of the same order as that in
the classical CLT for i.i.d. observations. We generically say that fX kg is long-range
dependent (LRD) if its covariances are not absolutely summable. A particularly
interesting example is that ck ¼ ‘ðkÞ=kb; kX1; where 12obo1 and ‘ is a slowly
varying function, namely limn!1 ‘ðlnÞ=‘ðnÞ ¼ 1 for all l40 (cf. [17, p. 275]).
Fractional autoregressive integrated moving average model (FARIMA, [28]) is an
important class for LRD processes. Asymptotic normality for sample covariances
has also been widely discussed; see for example, [7,9,18,20,22,29,42].
The asymptotic problem of partial sums and sample covariances becomes more
difﬁcult if dependence among at is allowed. Recently, FARIMA processes with
GARCH innovations have been proposed to model econometric time series. The
former feature allows LRD and the latter one allows that the conditional variance
can change over time, namely heteroscedasticity. Financial time series often exhibit
these two features. Hence, FARIMA models with GARCH innovations provide a
natural vehicle for modelling processes with both features; see [2,25,32,34].
Romano and Thombs [43] point out that the traditional large sample inference on
autocorrelations under the assumption of i.i.d. innovations is misleading if the
underlying fatg are actually dependent. Results so far obtained in this direction
require that at are m-dependent [16] or martingale differences [24]. Recently, Wang et
al. [45] considered invariance principles for i.i.d. or martingale differences at:
However, it seems that the proof in the latter paper is not rigorous; see Remark 3.
Chung [13] and He [26] considered linear processes with martingale difference
innovations having constant conditional variance [cf. (16)], which is a quite
restrictive assumption that excludes the widely used ARCH models.
The paper has two goals. The ﬁrst goal is to obtain asymptotic distributions of Sn
and g^h; while the second one is to introduce another type of dependence structure
which is useful for asymptotic problems in econometrics time series analysis. With
our dependence structure, martingales can be constructed to approximate the
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dependence structure only involves the computation of conditional moments and it
is easily veriﬁable. This feature is quite different from strong mixing conditions
which might be too restrictive and hard to be veriﬁed. Our results go beyond earlier
ones by allowing a large class of nonlinear processes, which substantially relaxes the
i.i.d. or martingale differences assumptions. In particular, our conditions are
satisﬁed if fatg are GARCH, random coefﬁcient AR, bilinear AR and threshold AR
models etc under suitable conditions on model parameters. Recently, Wu and
Mielniczuk [49], Hsing and Wu [30] and Wu [47,48] apply the idea of martingale
approximations to some asymptotic problems.
The paper is organized as follows. Main results are presented in Section 2 and
proved in Section 4. Applications to some nonlinear processes are given in Section 3.2. Results
We ﬁrst introduce some notation. Let fX tg be the linear process deﬁned by (2) and
recall EðanÞ ¼ 0; letFt ¼ ð. . . ; t1; tÞ be the shift process. For a random variable x
write x 2Lp (p40) if kxkp:¼½EðjxjpÞ1=po1 and k  k ¼ k  k2: Deﬁne the projections
Pt by Ptx ¼ EðxjFtÞ  EðxjFt1Þ; x 2L1: For two sequences of real numbers fcng
and fdng; we write cn  dn if limn!1 cn=dn ¼ 1: For nX0 let An ¼
P1
i¼n c
2
i ; Cn ¼Pn
i¼0 ci; B
2
n ¼
Pn1
i¼0 C
2
i and
s2n ¼
X1
i¼n
ðCnþi CiÞ2; where Ck ¼ 0 if ko0. (3)
A weak dependence condition based onPt is introduced in Section 2.1. Section 2.2
presents invariance principles of the partial sum Sk ¼
Pk
i¼1 X i: In particular, it deals
with the asymptotic behavior of the random function W nðtÞ; 0ptp1; which is
continuous and piece-wise linear such that W nðtÞ ¼ Sk=kSnk at t ¼ k=n; k ¼ 0; . . . ; n;
and W nðtÞ ¼ Sk=kSnk þ ðnt  kÞX kþ1=kSnk when k=nptpðk þ 1Þ=n: A central limit
theorem for sample covariances n1
Pn
t¼1 X tX tþh is given in Section 2.3.
2.1. Lp weak dependence
TheLp weak dependence condition is given in Deﬁnition 1. Unlike strong mixing
conditions, it only involves conditional moments. In Section 3, we argue that many
nonlinear time series models satisfy this condition. It provides a natural vehicle for
the central limit theory for stationary processes; see [21,46].
Deﬁnition 1. The process Y n ¼ gðFnÞ; where g is a measurable function, is said to be
Lp weakly dependent with order r (pX1 and rX0) if EðjY njpÞo1 andX1
n¼1
nrkP1Y nkpo1. (4)
If (4) holds with r ¼ 0; then Y n is said to be Lp weakly dependent.
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the space M1 M0 ¼ fZ 2Lp: Z is F1 measurable and EðZjF0Þ ¼ 0g has a
small magnitude, namely the future depends weakly on the current states. If Y n
are martingale differences, then (4) is automatically satisﬁed if Y 0 2Lp: Veriﬁcation
of (4) for nonlinear time series is discussed in Lemma 2 and Proposition 2. Hannan
[21, p. 159] discussed the special case r ¼ 0 and p ¼ 2 which implies that
n1=2
Pn
i¼1 ½Y i  EðY 1Þ ) Nð0;s2Þ for some s2o1: Condition (4) together with
the causality structure of fatg and the linearity structure of fX ng provide a natural
vehicle for the central limit theory.
Lemma 1. Assume that fang defined by (1) is L2 weakly dependent andX1
i¼0
jcijo1. (5)
Then
P1
t¼1 kP1X tko1 and
Pn
t¼1 X t=
ﬃﬃﬃ
n
p ) Nð0; kxk2Þ; where x ¼P1t¼1P1X t:
Proof of Lemma 1. Since P1ak ¼ 0 for kp0; by (5),X1
t¼1
kP1X tkp
X1
t¼1
X1
i¼0
jcijkP1atik ¼
X1
i¼0
jcij
X1
t¼iþ1
kP1atiko1.
By Theorem 1(i) in Hannan [21], the lemma follows. &
2.2. Invariance principles
Invariance principle is a useful tool in statistical inference of econometric time
series such as unit root testing problems, and it enables one to obtain limiting
distributions for many statistics. It has a substantial history. The celebrated
Donsker’s theorem asserts invariance principles for i.i.d. sequence of X n: For
dependent sequences, see the survey by Bradley [8] and Peligrad [41] for strong
mixing processes, McLeish [37,38] for mixingales. Other contributions are given in
Billingsley [3] and Hall and Heyde ([20, abbreviated as HH hereafter]). In the
classical theory of invariance principles for linear processes, it is often assumed that
innovations fang are i.i.d. or martingale differences; see also the works of Davydov
[14], Gorodetskii [19], HH [20, pp. 146] and Wang, Lin and Gulati ([45, abbreviated
as WLG hereafter]) among others. Here our goal is to establish invariance principles
for linear processes with innovations being weakly dependent in the sense of (4).
Let C½0; 1 be the collection of continuous functions on ½0; 1: For f ; g 2 C½0; 1
deﬁne the distance rðf ; gÞ ¼ sup0ptp1 jf ðtÞ  gðtÞj: Billingsley [3] provided a
convergence theory on C½0; 1: Recall Cn ¼
Pn
i¼0 ci for nX0; Cn ¼ 0 for no0 and
B2n ¼
Pn1
i¼0 C
2
i : Theorems 1 and 2 show two quite different asymptotic behaviors of
the normalized processes W n: Denote by W the standard Brownian motion and
W H ¼ fW H ðtÞ : tX0g the fractional Brownian motion (fBm) with Hurst index H 2
ð0; 1Þ; which is a Gaussian process with zero mean and covariance function
E½W H ðtÞW H ðsÞ ¼ 12 ðjtj2H þ jsj2H  jt  sj2HÞ; s; tX0: See [36] for more details.
Theorem 1 shows that, under (6), W n ) W in ðC½0; 1;rÞ with the norming
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ﬃﬃﬃ
n
p
for some slowly varying function ‘ðnÞ: In
Theorem 2 we assume that the coefﬁcients have the form cn ¼ ‘ðnÞ=nb for nX1;
where 1
2
obo1 and ‘ is a slowly varying function. Then (6) is violated, the norming
sequence kSnk  cbn3=2b‘ðnÞ and W n ) W H ; which no longer have independent
increments, while Brownian motions do have.
Theorem 1. Assume that fang is La (a42) weakly dependent with order 1,X1
i¼0
ðCnþi CiÞ2 ¼ oðB2nÞ (6)
and Bn !1: Then ‘ðnÞ:¼kSnk=
ﬃﬃﬃ
n
p
is slowly varying, Bn=
ﬃﬃﬃ
n
p  ‘ðnÞ  jPn1i¼0 Cij=n
and W n ) W in ðC½0; 1;rÞ:
Theorem 2. Let cn ¼ ‘ðnÞ=nb for nX1; where 12obo1: Assume that an is L2
weakly dependent with order 1. Then W n ) W H in ðC½0; 1;rÞ with Hurst index
H ¼ 3
2
 b and kSnk  n3=2b‘ðnÞcbk
P1
t¼1P1atk; where cb ¼ f
R1
0 ½x1b maxðx 
1; 0Þ1b2 dxg1=2=ð1 bÞ:
Remark 1. In the case that fang is a stationary sequence of martingale differences
with respect to the ﬁlterFn; Wu and Woodroofe [51] show that (6) with Bn !1 is a
necessary and sufﬁcient condition for the conditional central limit theorem
EfD½F; PðSnp  jF0Þg ! 0,
where F is the standard normal distribution function, Sn ¼ Sn=kSnk and D is the
Levy distance between two distribution functions (see Example 1 therein).
Remark 2. The moment condition an 2La with a42 cannot be weakened to an 2L2:
The following example is constructed based on Example 3 in [51]. Let at be i.i.d.
symmetric innovations with PðatXyÞ  y2ðlog yÞ3=2 as y !1 and Eða2t Þ ¼ 1; let
f0 ¼ f1 ¼ 0; f2 ¼ 1= log 2 and fk ¼ 1= log k  1= log ðk  1Þ; kX3; let X t ¼P1
i¼0 ciati and X
0
t ¼ at  at1 þ X t; let S0k ¼
Pk
i¼1 X
0
k and W
0
n be W n withX t
replaced by X 0t; let tn ¼
ﬃﬃﬃ
n
p
= log n: Elementary calculations show that (6)
holds, kSnk  tn and kSn  S0nk ¼ Oð1Þ: W n and W 0n cannot both converge to W.
If so, then maxkpn jSkj ¼ OPðtnÞ and maxkpn jS0kj ¼ OPðtnÞ: Hence maxkpn jak 
a0jpmaxkpn ðjSkj þ jS0kjÞ ¼ OPðtnÞ; which contradicts the fact that maxkpn jakj=tn !
1 in probability.
Remark 3. WLG attempted to generalize previous results on invariance principle
and wanted to establish fSknðtÞ=sn; 0ptp1g ) W in D½0; 1; where at in X n are i.i.d.
with Eða2t Þ ¼ 1; D½0; 1 is the collection of right continuous functions with left limits
on ½0; 1 and knðtÞ ¼ supfmpn : B2mptB2ng (cf. Theorem 2.1 in [45]). It seems that
their derivation has a gap. Their key step is to apply their distributional equality (36),
namely
XknðtÞ
k¼1
akCknðtÞk; 0ptp1
( )
¼D
XknðtÞ
k¼1
akCk1; 0ptp1
( )
; ð7Þ
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fSknðtÞ=Bn; 0ptp1g ) W (8)
via fB1n
PknðtÞ
k¼1 akCk1; 0ptp1g ) W : It turns out that their claim (7) holds only for
a single t and it fails to be valid jointly for 0ptp1: To see this, choose t1 and t2 such
that knðt1Þ ¼ 1 and knðt2Þ ¼ 2: Then (7) fails since the random vectors ða1c0; a1ðc0 þ
c1Þ þ a2c0Þ and ða1c0; a1c0 þ a2ðc0 þ c1ÞÞ generally have different distributions
(even though the marginal distributions are the same). The invariance principle
certainly requires the joint behavior over 0ptp1:
Remark 4. It would be interesting to compare our result with previous ones
including HH and WLG even though the argument in the latter paper is not
rigorous.
Our Theorem 1 differs from HH (p. 146) and WLG in several important aspects.
Firstly, we allow a fairly general class of an which includes many nonlinear time
series models. If an are i.i.d. or martingale differences, then an are automaticallyL
a
weakly dependent if a0 2La: Our moment condition is slightly stronger since a42 is
required (cf. Remark 2). HH and WLG assumed that an are i.i.d. or martingale
differences with Eða2nÞo1:
Secondly, WLG imposed the following condition on ck
1
Bn
max
1pjpn
jCjj ! 0 and
Xn
j¼0
A
1=2
j ¼ oðBnÞ, (9)
which is stronger than (6). To see this, let fang be i.i.d. with kank ¼ 1: Then
kEðSnjF0Þk2¼
P1
i¼0 ðCnþi CiÞ2 and kEðX jjF0Þk ¼ A1=2j ; jX0: Since kEðSnjF0ÞkpPn
j¼1 kEðX jjF0Þk; (9) implies (6). HH showed that the invariance principle holds
if either
X1
j¼1
A
1=2
j o1 (10)
or
X1
n¼1
X1
l¼n
cl
 !2
o1. (11)
See Theorem 5.5, Corollary 5.4 and conditions (5.38) and (5.37) in HH. WLG’s (9)
weakens (10). However (11) cannot be derived from (9). For example, let cn ¼
ð1Þnn2=3; nX1 and c0 ¼ 1: Then j
P1
l¼n cl j ¼ Oðn2=3Þ and (11) holds, while (9)
fails since An ¼
P1
m¼n c
2
n  3n1=3 and
Pn
j¼0 A
1=2
j  1:2
ﬃﬃﬃ
3
p
n5=6: Interestingly, (11)
does imply our condition (6) since Cnþi Ci ¼
P1
l¼iþ1 cl 
P1
l¼iþ1þn cl : Thus (6)
uniﬁes (9)–(11).
Thirdly, WLG posed the open problem whether Bn can be replaced by sn:
Theorem 1 provides an afﬁrmative answer. Let fang be i.i.d. with kank ¼ 1: Since
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s2n ¼ kEðSnjF0Þk2 þ kSn  EðSnjF0Þk2 ¼
X1
i¼0
ðCnþi CiÞ2 þ B2n  B2n.
As a step further, our Theorem 1 asserts that sn necessarily has the form ‘ðnÞ
ﬃﬃﬃ
n
p
and
reveals the inner relations Bn=
ﬃﬃﬃ
n
p  ‘ðnÞ  jPn1i¼0 Cij=n:
Finally, the form of our result W n ) W is a typical one for invariance principles.
It is slightly different from the one in WLG’s (8), which involves the function knðÞ
that is difﬁcult to deal with. Our form seems more convenient for application and it
actually implies the latter. To see this, we apply the strong approximation technique.
Since W n ) W in the metric space ðC½0; 1;rÞ; there exists a probability space on
which we can deﬁne processes W^ n and W^ such that W^ n ¼D W n; W^ ¼D W and
rðW^ n; W^ Þ ! 0 almost surely (cf. [31, p. 79]). So sup0ptp1 jW^ n½n1knðtÞ 
W^ ½n1knðtÞj ! 0 almost surely. Let t 2 ð0; 1Þ: For every 0odominðt; 1 tÞ; since
B2n=n is slowly varying in n, we have B
2
bnðtþdÞc4tB
2
n4B
2
bnðtdÞcfor sufﬁciently large n,
where bzc denotes the integer part of z. Note that knðtÞom if and only if B2m4tB2n: So
jn1knðtÞ  tjpd; which implies limn!1 n1knðtÞ ¼ t since d can be arbitrarily small.
Since knðÞ is nondecreasing, it is easily seen that the uniform convergence
sup0ptp1 jn1knðtÞ  tj ! 0 holds and consequently sup0ptp1 jW^ ½n1knðtÞ 
W^ ðtÞj ! 0 in probability since W^ has a version with continuous path. Therefore
sup0ptp1 jW^ n½n1knðtÞ  W^ ðtÞj ! 0 in probability and the invariance principle of
WLG follows.
Remark 5. Hannan [23] considered invariance principles for
Pn
i¼1 yn;iai; where yn;i is
a sequence of sets of constants and faig is L2 weakly dependent; see condition (9)
therein. Let Tj ¼
Pj
i¼1 ai and ~W nðtÞ ¼ TknðtÞ=kTnk; 0ptp1; where knðtÞ ¼ supfj :
kTjkptkTnkg: If yn;i  1; Hannan’s theorem (p. 284) asserts ~W n ) W in D½0; 1: In
our setting we consider linear processes of the form (2) with at as innovations. The
linear processes are not necessarily L2 weakly dependent even though at are. They
can actually be long-range dependent, which may lead to fBm as limits. Hannan’s
result does not imply Theorem 1 either: X t satisfying conditions of Theorem 1 may
not be L2 weakly dependent.
Example 1. Let ck ¼ ‘ðkÞ=k; kX1; where ‘ is a slowly varying function such thatP1
k¼1 jckj ¼ 1: By Lemma 4, Cn is slowly varying, jCnj 
Pn
k¼0 jckj; s2n  nC2n and
limn!1 s2n
P1
j¼n ðCj CjnÞ2 ¼ 0: Hence (6) is satisﬁed.
2.3. Sample covariances
For a ﬁxed integer hX0 let the column random vector X t;h ¼ ðX th; . . . ; X tÞT;
where T stands for transpose and GðhÞ ¼ EðX 0X h;hÞ ¼ ðgð0Þ; . . . ; gðhÞÞ:
Theorem 3. Assume that fang is L4 weakly dependent,X1
i¼0
jcij
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Aiþ1
p
o1 (12)
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X1
i;j¼0
kP1ðaiajÞko1. (13)
Then
1ﬃﬃﬃ
n
p
Xn
t¼1
½X tX tþh;h  GðhÞ ) Nð0;ShÞ, (14)
where Sh ¼ EðxhxTh Þ and xh ¼
P1
t¼1P1ðX tX tþh;hÞ 2L2:
Proposition 1. A sufficient condition for (12) is
X1
t¼1
ﬃﬃ
t
p
c2to1. (15)
Proof of Proposition 1. By Schwarz’s inequality, the proposition follows from
X1
t¼1
jctj
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Atþ1
p" #2
p
X1
t¼1
ﬃﬃ
t
p
c2t
" # X1
t¼1
Atþ1t1=2
" #
p
X1
t¼1
ﬃﬃ
t
p
c2t
" # X1
i¼2
Xi1
t¼1
c2i t
1=2
" #
in view of
Pi1
t¼1 t
1=2p2
ﬃﬃ
i
p
for iX2: &
Example 2. In Section 3.1, we will show that (13) holds for GARCH models. Note
that (12) and (15) allow some nonsummable sequences ck; for example, ck ¼
kb‘ðkÞ; where ‘ is slowly varying and 3
4
obo1: Consider the FARIMAð0; d; 0Þ
model ð1 BÞdX n ¼ an; where B is the back-shift operator (BX n ¼ X n1) and
1
2
odo1
2
: Then X n ¼ ð1 BÞdan ¼
P1
i¼0 ciani and cj ¼ Gðj þ dÞ=½GðjÞGðdÞ 
jd1=GðdÞ as j !1: If 1=44d40; then (15) holds. Asymptotic distribution for
sample correlations can be easily obtained from Theorem 3.
Remark 6. Theorem 6.7 in HH (p. 188) asserts asymptotic normality of sample
correlations under the condition (15) for martingale differences at for which
Eða2t jFt1Þ ¼ a positive constant. (16)
In the literature the above condition is widely used; see, for example, [13,22,26].
However, (16) appears too restrictive and it excludes many important models.
Among them the most interesting case is the ARCH model. To see this, let at ¼
t
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
y21 þ y22a2t1
q
be the ARCH(1) model, where ftgt2Z are i.i.d. with mean 0 and
variance 1 and y1 and y2 are parameters. Then Eða2t jFt1Þ ¼ y21 þ y22a2t1; which
cannot be almost surely constant unless y2 ¼ 0: Thus, limit theorems by He [26],
Chung [13] and HH cannot be directly applied to linear processes with ARCH
innovations. Our results avoid this limitation.
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ðFtÞt2Z is naturally chosen to be sigma algebras generated by the vectors ðt; t1; . . .Þ:
Such a structural assumption is not imposed in [13,20,26].
Remark 7. If an are martingale differences, then theL
p weak dependence condition
trivially holds if an 2Lp: Since P1aiaj ¼ 0 for i4jX1; condition (13) is reduced toX1
i¼1
kP1a2i ko1.
On the other hand, if (16) holds, then for iX2; Eða2i jF1Þ ¼ E½Eða2i jFi1ÞjF1 is
almost surely a constant and hence P1a
2
i ¼ 0 almost surely.3. Applications
To apply Theorems 1–3, an important issue is to verify Lp weak dependence
conditions. Proposition 2 below provides easily veriﬁable and mild conditions for a
huge class of time series models that (1) represents. An important special class of (1)
is the so-called iterated random functions. Let Gð; Þ be a bivariate measurable
function with Lipschitz constant Le ¼ supx0ax jGðx; eÞ  Gðx0; eÞj=jx  x0j and Zn be
deﬁned recursively by
Zn ¼ GðZn1; enÞ. (17)
Diaconis and Freedman [15] show that fZng has a unique stationary distribution if
Eðlog LeÞo0; EðLae Þo1 and E½jz0  Gðz0; eÞjao1 (18)
hold for some a40 and z0:
Example 3. Threshold autoregressive models (TAR, Tong [44]). Let the TAR(1)
an ¼ f1 maxðan1; 0Þ þ f2 maxðan1; 0Þ þ n: Then (18) is satisﬁed if L ¼
maxðjf1j; jf2jÞo1 and Eðj0jaÞo1 for some a40:
Example 4. Bilinear models [39]. Let an ¼ ða1 þ b1nÞan1 þ n; where a1 and b1 are
real parameters and Eðj0jaÞo1 for some a40: Then the Lipschitz constant L ¼
ja1 þ b1j and (18) holds if EðLa Þo1:
Example 5. Random coefﬁcient autoregressive models (RCA, [40]). Let an ¼ ðf1 þ
ZnÞan1 þ n; where Zn are i.i.d., then the Lipschitz constant L ¼ jf1 þ Znj and (18)
holds if EðLa Þo1:
Lemma 2. (i) Assume (18). Let a0n ¼ F ð. . . ; 01; 00; 1; . . . ; nÞ; where f0tgt2Z is an i.i.d.
copy of ftgt2Z: Then there exists C; a40 and r 2 ð0; 1Þ such that for all nX0;
Eðjan  a0njaÞpCrn. (19)
(ii) Assume that (19) holds for some a40: Let an 2Lq; q40: Then for every a 2
ð0; qÞ; there exist Ca40 and ra 2 ð0; 1Þ such that (19) holds.
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0opoq: By (19), Pðjan  a0njXlnÞpClan: By Ho¨lder’s inequality,
E½jan  a0njpð1jana0njXln þ 1jana0njoln Þpkan  a0nkpq½Eð1jana0njXln Þ1p=q þ lpn.
Hence Eðjan  a0njpÞ ¼ Oðlað1p=qÞn þ lpnÞ since an 2Lq: &
We say that fatg is geometrically moment contracting (GMC) if (19) holds. Besides
(17), it also holds for GARCH models; see Section 3.1. The GMC property implies
that the process fatg forgets the pastF0 exponentially fast in terms of the Euclidean
distance between an and its coupled version a
0
n: It is easily veriﬁable since it is directly
related to the data generating mechanism of the process fang: Recently, Hsing and
Wu [30] obtained an asymptotic theory for U-statistics of processes satisfying (19). It
turns out that (19) impliesLp weak dependence, and moreover, kP1ankp decays to 0
exponentially fast.
Proposition 2. (i) If (19) holds with some aX1; then kEðanjF0Þka ¼ OðrnÞ and hence
kP1anka ¼ OðrnÞ for some r 2 ð0; 1Þ: (ii) Assume that at 2L4 and (19) holds with
a ¼ 4: Then there exist C40 and r 2 ð0; 1Þ such that for all t; kX0;
kP1ðatatþkÞkpCrtþk. (20)
Hence fatg satisfies (13).
Proof of Proposition 2. In the proof let C40 and r 2 ð0; 1Þ denote constants may
vary from line-to-line. (i) Since Eða0njF0Þ ¼ 0; kEðanjF0Þka ¼ kEðan  a0njF0Þ
kapkan  a0nka: So kEðanjF1Þ  EðanjF0ÞkapkEðan1jF0Þka þ kEðanjF0Þka implies
kP1ankapCrn:
(ii) Let t; kX0: Observe that gk ¼ EðatatþkÞ ¼ Eða0ta0tþkjF0Þ;
kEðatatþkjF0Þ  gkk ¼ kEðatatþk  a0ta0tþkÞjF0kpkatatþk  a0ta0tþkk
pkatðatþk  a0tþkÞk þ kðat  a0tÞa0tþkk
pkatk4katþk  a0tþkk4 þ kat  a0tk4ka0tþkk4
pCrtþk þ CrtpCrt,
which, combined with a similar inequality kEðatatþkjF1Þ  gkkpCrt; yields
kP1atatþkkpCrt via the triangle inequality. On the other hand, by Cauchy’s
inequality,
kEðatatþkjF0Þk ¼ kEðEðatatþkjFtÞjF0ÞkpkEðatatþkjFtÞk
¼ kEða0akjF0Þk ¼ kEða0ðak  a0kÞjF0Þkpka0k4kak  a0kk4pCrk.
Similarly kEðatatþkjF1ÞkpCrk: Thus kP1atatþkkpCrk and consequently
kP1atatþkkpC minðrk;rtÞpCrðkþtÞ=2: &
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Let t; t 2 Z; be i.i.d. random variables with mean 0 and variance 1; let
at ¼
ﬃﬃﬃﬃ
ht
p
t and ht ¼ a0 þ a1a2t1 þ    þ aqa2tq þ b1ht1 þ    þ bphtp (21)
be the generalized autoregressive conditional heteroscedastic model GARCHðp; qÞ;
where a040; ajX0 for 1pjpq and biX0 for 1pipp: Then fatg is stationary ifXq
j¼1
aj þ
Xp
i¼1
bio1, (22)
See [5]. Notice that at form martingale differences. Hence P1at ¼ 0 for tX2; P1a1 ¼
a1 and (4) holds for any rX0 if a1 2Lp: The existence of moments for GARCH
models has been widely studied; see [11,27,33,35] and references therein.
Let Y t ¼ ða2t ; . . . ; a2tqþ1; ht; . . . ; htpþ1ÞT; bt ¼ ða02t ; 0; . . . ; 0; a0; 0; . . . ; 0ÞT and
y ¼ ða1; . . . ; aq; b1; . . . ; bpÞT; let ei ¼ ð0; . . . ; 0; 1; 0; . . . ; 0ÞT be the unit column vector
with ith element being 1, 1pipp þ q: It is well known that GARCH models admits
the following representation [6]:
Y t ¼ MtY t1 þ bt; where Mt ¼ ðy2t ; e1; . . . ; eq1; y; eqþ1; . . . ; epþq1ÞT. (23)
For a square matrix M let rðMÞ be its largest eigenvalue of ðMTMÞ1=2: Let  be
the usual Kronecker product; let jY j be the Euclidean length of the vector Y.
Assume Eð4t Þo1: Ling (1999) shows that if r½EðM2t Þo1; then fatg has a
stationary distribution and Eða4t Þo1: Ling and McAleer [35] argue that
the condition r½EðM2t Þo1 is also necessary for the ﬁniteness of the fourth
moment. Our Proposition 3 asserts that the same condition actually implies (19)
as well.
Proposition 3. For the GARCH model (21), assume that t are i.i.d. with mean 0 and
variance 1, Eð4t Þo1 and r½EðM2t Þo1: Then Eðjan  a0nj4ÞpCrn for some Co1
and r 2 ð0; 1Þ: Therefore (19), and consequently (20) hold.
Proof of Proposition 3. Let Y 00;independent of ft; t 2 Zg; be an i.i.d. copy of Y 0 and
deﬁne recursively Y 0t ¼ MtY 0t1 þ bt; tX1; let Y n ¼ Y n  Y 0n: Then Y n ¼ MnY n1:
Note that Mt are i.i.d. ðp þ qÞ  ðp þ qÞmatrices. Using ðABÞ  ðCDÞ ¼ ðA  CÞðB 
DÞ; we have
Y n
2 ¼ M2n Y 2n1 ¼ . . . ¼ M2n . . . M21 Y 20 .
Hence EðY n2Þ ¼ ½EðM21 ÞnEðY 02Þ and (19) easily follows since r½EðM2t Þo1: &
Under the conditions of Proposition 3, it is clear that Proposition 2 and hence
Theorem 3 are applicable since kP0aiajk and kP0aik decays to zero exponentially
fast. To derive asymptotic distributions related to stationary processes, traditional
approaches normally require strong mixing conditions. However, it is difﬁcult to
show that GARCH processes are strong mixing; see [10] for an recent attempt. If t
has a discrete distribution, then the results in the latter paper are not applicable and
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with Bernoulli innovations are not strong mixing. Our approach, however, provides
a framework that completely avoids strong mixing conditions.4. Proofs
In this section, we shall prove Theorems 1–3. Recall An ¼
P1
i¼n c
2
i ; Cn ¼
Pn
i¼0 ci
and B2n ¼
Pn1
i¼0 C
2
i and (3) for s
2
n:
Lemma 3. Let fDi; i 2 Ng be a martingale difference sequence and Di 2Lp for some
pX2: Then kP1i¼1 DikppCp½P1i¼1 kDik2p1=2; where Cp ¼ 18p3=2=ðp  1Þ1=2:
Proof of Lemma 3. It is a straightforward consequence of Burkholder’s inequality
(cf. Theorem 11.2.1 in [12]) and Minkowski’s inequality
X1
i¼1
Di




p
p
pCppE
X1
i¼1
D2i
 !p=2
pCpp
X1
i¼1
kD2i kp=2
" #p=2
since k  kp=2 becomes a norm when p=2X1: &
(i) of Lemma 4 is also used in [45]. For the sake of completeness, we provide
a proof here. (ii) is well-known and it is an easy consequence of Karamata’s
theorem [17].
Lemma 4. Let ‘ be a slowly varying function. (i) Let ck ¼ ‘ðkÞ=k; kX1 and assume
that
P1
k¼1 jckj ¼ 1: Then Cn is slowly varying, ‘ðnÞ=Cn ! 0; jCnj 
Pn
k¼0 jckj; s2n 
nC2n and limn!1 s
2
n
P1
j¼n ðCj CjnÞ2 ¼ 0: (ii) Let ck ¼ ‘ðkÞ=kb; kX1 and 12obo1:
Then Cn  n1b‘ðnÞ=ð1 bÞ and sn  n3=2b‘ðnÞcb; where cb is given in Theorem 2.
Proof of Lemma 4. (i) Since ‘ is slowly varying, there exists N0 2 N such that either
‘ðnÞ40 for all nXN0 or ‘ðnÞo0 for all nXN0: Without loss of generality we assume
the former. So
P1
k¼1 jckj ¼ 1 implies jCnj 
Pn
k¼0 jckj: For any 0odo1 and G41;
0p lim sup
n!1
Cn
Cdn
 1p lim sup
n!1
Pn
k¼dn jckjPdn1
k¼dn=Gjckj
¼ lim sup
n!1
j‘ðnÞjPnk¼dn 1=k
j‘ðdnÞjPdn1k¼dn=G 1=k ¼
log d1
log G
which approaches 0 as G !1: Thus by deﬁnition Cn is a slowly varying function.
The same argument also implies limn!1 ‘ðnÞ=Cn ¼ 0:
By Karamata’s theorem, s2nX
Pn1
j¼0 C
2
n  nC2n: For any ﬁxed d40;
lim sup
n!1
1
nC2n
X1
j¼ð1þdÞn
ðCj CjnÞ2 ¼ lim sup
n!1
1
nC2n
X1
j¼ð1þdÞn
OðncjÞ2 ¼ 0
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lim sup
n!1
1
nC2n
X1
j¼n
ðCj CjnÞ2 ¼ lim sup
n!1
1
nC2n
Xð1þdÞn
j¼n
ðCj CjnÞ2
p lim sup
n!1
1
nC2n
Xð1þdÞn
j¼n
2ðC2j þC2jnÞp4d,
which completes the proof of (i) since d40 is arbitrarily chosen. &
Lemma 5. Let g40 and ‘ðnÞ be a slowly varying function. Then
lim
n!1
max
1pkpn
ðk=nÞgj‘ðkÞ=‘ðnÞ  1j ¼ 0. (24)
In particular, limn!1max1pkpn ðk=nÞg‘ðkÞ=‘ðnÞ ¼ 1:
Proof of Lemma 5. Let ‘ðmÞ have the representation ‘ðmÞ ¼ cme
R m
1
ZðuÞ=u du
[4] with
cm ! c40: Choose K0 2 N be sufﬁciently large such that ig=4p‘ðiÞpig=4 holds for
all iXK0: Then
lim sup
n!1
max
1pkpK0
ðk=nÞgj‘ðkÞ=‘ðnÞ  1j ¼ 0, (25)
lim sup
n!1
max
K0pkp
ﬃﬃ
n
p
k
n
 g ‘ðkÞ
‘ðnÞ  1

 ¼ lim sup
n!1
max
K0pkp
ﬃﬃ
n
p
k
n
 g
kg=4ng=4 ¼ 0 (26)
and for any d 2 ð0; 1Þ;
lim sup
n!1
max
ndpkpn
k
n
 g ‘ðkÞ
‘ðnÞ  1

p lim sup
n!1
max
ndpkpn
‘ðkÞ
‘ðnÞ  1

 ¼ 0. (27)
For sufﬁciently large n, we have max ﬃﬃnp pupdn ZðuÞpg=2; and consequently by
(25)–(27),
lim sup
n!1
max
1pkpn
ðk=nÞgj‘ðkÞ=‘ðnÞ  1jp lim sup
n!1
maxﬃﬃ
n
p pkpdn
ðk=nÞgj‘ðkÞ=‘ðnÞ  1j
pdg þ lim sup
n!1
maxﬃﬃ
n
p pkpdn
ðk=nÞgck=cne
R n
k
ZðuÞ=u du
pdg þ lim sup
n!1
maxﬃﬃ
n
p pkpdn
ðk=nÞgemax ﬃnp pupdnZðuÞ R nk 1=u dupdg þ dg=2.
Thus the lemma follows since d is arbitrarily chosen. &
Lemma 6. Let ck ¼ ‘ðkÞ=kb; kX1; where 12obo1 and ‘ is a slowly varying function;
let fZk; k 2 Zg be a stationary and ergodic process with mean 0 and Dn ¼
s2n
P1
j¼0 ðCj CjnÞ2Zj : Then limn!1 EjDnj ¼ 0:
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Pn1
k¼0 Zk and dk ¼ supnXk EjTnj=n: By the ergodic
theorem, dk # 0: For any ﬁxed M41 write
Dn ¼
Xn1
j¼0
þ
Xð1þMÞn
j¼n
þ
X1
j¼ð1þMÞnþ1
" #
1
s2n
ðCj CjnÞ2Zj¼:Dn;1 þ On;M þ Xn;M . (28)
In the sequel we will show that limn!1 EjDn;1j ¼ 0 and limn!1 EjOn;M j ¼ 0: Using
the Abelian summation technique, Dn;1 ¼ s2n C2n1Tn þ
Pn1
j¼1 s
2
n ðC2j C2j1ÞTj : So
lim sup
n!1
EjDn;1jp lim sup
n!1
C2n1EjTnj
s2n
þ lim sup
n!1
Xn1
j¼1
jC2j C2j1jEjTjj
s2n
. (29)
Since EjTnj ¼ oðnÞ and, by Lemma 4, nC2n1 ¼ Oðs2nÞ; the ﬁrst term in the preceding
display vanishes. For the second one, let KX1 be a ﬁxed integer. Then
lim sup
n!1
EjDn;1jp lim sup
n!1
XK1
j¼1
jC2j C2j1jEjTjj
s2n
þ dK lim sup
n!1
Xn1
j¼K
jjC2j C2j1j
s2n
.
(30)
Observe that as j !1; jC2j C2j1j ¼ jcjjj2Cj1 þ cjj  2j12b‘2ðjÞ=ð1 bÞ: Hence
Xn1
j¼1
jjC2j C2j1j
s2n
¼
Xn1
j¼1
O½j22b‘2ðjÞ
s2n
¼ O½n
32b‘2ðnÞ
s2n
¼ Oð1Þ (31)
by Karamata’s theorem. By (30), limn!1 EjDn;1j ¼ 0 since K is arbitrarily chosen
and limK!1 dK ¼ 0: The claim limn!1 EjOn;M j ¼ 0 can be similarly proved.
Actually, by the same arguments in (29) and (30), it sufﬁces to show the analogy
of (31):
1
s2n
XnM
j¼1
jjðCnþj1 Cj1Þ2  ðCnþj CjÞ2j ¼ Oð1Þ. (32)
Simple algebra shows that, for 1pjpnM ;
jðCnþj1 Cj1Þ2  ðCnþj CjÞ2jp2jcnþj  cjj jCnþj1 Cj1j þ jcnþj  cjj2
¼ jcnþj  cjjO½n1b‘ðnÞ þ jcnþj  cjj2. ð33Þ
Note that
PnM
j¼1 jcjj ¼ O½n1b‘ðnÞ: So the left-hand side of (32) is bounded by
nM
s2n
XnM
j¼1
jðCnþj1 Cj1Þ2  ðCnþj CjÞ2j
¼ n
s2n
XnM
j¼1
jcnþj  cjjO½n1b‘ðnÞ ¼ Oð1Þ.
Let MX1: Since ‘ is slowly varying, there exists a constant c40 such that for all
sufﬁciently large n, jCj Cjnjpcnjb‘ðjÞ holds for all jXjn ¼ ð1þ MÞn þ 1:
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lim sup
n!1
EjDnjp lim sup
n!1
EjDn;1j þ lim sup
n!1
EjOn;M j þ lim sup
n!1
EjXn;M j
p lim sup
n!1
X1
j¼ð1þMÞnþ1
1
s2n
½cnjb‘ðjÞ2EjZ1j
¼ lim sup
n!1
j12bn ‘
2ðjnÞ
ð2b 1Þs2n
c2EjZ1j ¼ c1M12b
for some c1o1: Hence limn!1 EjDnj ¼ 0 by letting M !1: &
Lemma 7. Assume that fang is Lp (pX2) weakly dependent with order 1. Then for
Sn ¼
Pn
i¼1 X i; there exists a constant C, independent of n, such that for all n 2 N;
kSnkppCsn. (34)
Proof of Lemma 7. Observe that EðatjF0Þ ¼
P0
k¼1Pkat: Then
X1
t¼0
kEðatjF0Þkpp
X1
t¼0
X0
k¼1
kPkatkp ¼
X1
t¼0
X1
j¼tþ1
kP1ajkp ¼
X1
t¼1
tkP1atkpo1.
(35)
Hence bk:¼
P1
t¼k EðatjFkÞ 2Lp and the Poisson equation bk ¼ ak þ Eðbkþ1jFkÞ
holds. Let dk ¼ bk  EðbkjFk1Þ; which by deﬁnition are stationary and ergodic
martingale differences. Let X t ¼
P1
j¼0 cjdtj ; X
#
t ¼ X t  X t ; Sn ¼
Pn
i¼1 X

t and
S#n ¼
Pn
i¼1 X
#
t : Then
Sn ¼
X1
j¼0
ðCj CjnÞdnj and S#n ¼
X1
j¼0
cj½Eðb1jjFjÞ  Eðbnþ1jjFnjÞ.
(36)
The essence of our approach is to approximate Sn by S

n; which admits martingale
structures. By (35), kd0kpp2kb0kpo1: By Lemma 3, kSnkppCpsnkd0kp: To
establish (34), it then remains to verify that
P1
j¼0 cjEðb1jjFjÞ 2Lp; which
entails kS#n kp ¼ Oð1Þ: To this end, for kX0 let V k ¼
P0
i¼1 ciPikb1þi:
Then
P1
j¼0 cjEðb1jjFjÞ ¼
P1
k¼0 V k: Since Pikb1þi forms martingale differences
in i, by Lemma 3,
kVkk2ppC2p
X0
i¼1
kciPikb1þik2p ¼ C2p
X1
j¼0
c2j
 !
kP1b2þkk2p.
Therefore,
X1
j¼0
cjEðb1jjFjÞ




p
p
X1
k¼0
kVkkppCpA1=20
X1
k¼0
kP1b1þkkp
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X1
k¼0
kP1b1þkkpp
X1
k¼0
X1
t¼kþ1
kP1EðatjFkþ1Þkp
¼
X1
k¼0
X1
t¼kþ1
kP1atkp ¼
X1
t¼1
tkP1atkpo1.
Here we have applied P1EðatjFkþ1Þ ¼ P1at for tXk þ 1X1: Thus
kS#n kp ¼ Oð1Þ: &
Proof of Theorem 1. By the weak convergence theory of random functions, it sufﬁces
to establish (i) ﬁnite-dimensional convergence and (ii) tightness of W n:
For (i), let bk ¼
P1
t¼k EðatjFkÞ and dk ¼ bk  EðbkjFk1Þ: By the proof of
Lemma 7, bk; dk 2L2: Recall (36) for S#n and Sn: By (6), kEðSnjF0Þk ¼ oðkSnkÞ and
kSnk  Bnkd1k ! 1: By Theorem 1 in [51], ‘1ðnÞ ¼ kSnk=
ﬃﬃﬃ
n
p
is a slowly varying
function, and moreover for Hni ¼ C¯ndi; where C¯n ¼
Pn1
j¼0 Cj=n; we have
max
1pkpn
Sk 
Xk
i¼1
Hni



 ¼ oðkSnkÞ. (37)
Then kSnk2  k
Pn
i¼1 Hnik2 ¼ nkHn1k2 and since kS#n k ¼ Oð1Þ;
‘ðnÞ:¼kSnkﬃﬃﬃ
n
p  kS

nkﬃﬃﬃ
n
p ¼ ‘1ðnÞ  jC¯nj.
So the ﬁnite-dimensional convergence follows from (37) since
Sntﬃﬃﬃ
n
p
C¯n
¼
Pnt
i¼1 Hniﬃﬃﬃ
n
p
C¯n
þ oPð1Þ ¼
Pnt
i¼1 diﬃﬃﬃ
n
p þ oPð1Þ ) Nð0; tkd1k2Þ; 0oto1.
For the tightness, by Theorem 12.3 in [3], we need to show that there exists a
constant Co1 and t41 such that for all 1pkpn;
E½jW nðk=nÞjapCðk=nÞt. (38)
We claim that (38) holds for t ¼ ð2þ aÞ=441: By Lemma 7, (38) is reduced to
lim sup
n!1
max
1pkpn
n
k
 2þa
4a kSkk
kSnk
¼ lim sup
n!1
max
1pkpn
n
k
 2þa
4a
ﬃﬃﬃ
k
p
‘ðkÞﬃﬃﬃ
n
p
‘ðnÞo1.
By Lemma 5, the limit in the preceding display is actually 1. &
Proof of Theorem 2. As in the proof of Theorem 1, we need to verify the ﬁnite-
dimensional convergence and the tightness of W n:
Since fang is L2 weakly dependent with order 1, from the proof of Lemma 7, we
can deﬁne bk ¼
P1
t¼k EðatjFkÞ 2L2 and dk ¼ bk  EðbkjFk1Þ: Recall (36) for S#n
and Sn: Note that kS#n k ¼ Oð1Þ; it sufﬁces to show that Sn=sn ) Nð0; kd1k2Þ: To this
end, we shall apply the martingale central limit theorem. Let zn;i ¼ ðCi CinÞ=sn:
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Pn
t¼1 X

t =sn ¼
P1
i¼0 zn;idni and
P1
i¼0 z
2
n;i ¼ 1 for each n. Note that
sup
iX0
jzn;ijp sup
i42n
jzn;ij þ sup
0pip2n
jzn;ij ¼ nO sup
jXn
jcjj=sn
 !
þ Oðn1b‘ðnÞ=snÞ ¼ Oðn1=2Þ.
Then the Lindeberg condition is satisﬁed. Let Zn;i ¼ Eðd2nijFi1Þ  Eðd2niÞ: By
Lemma 6, limn!1 Ej
P1
i¼0 z
2
n;iZn;ij ¼ 0: So the convergence of conditional variance
follows.
For the tightness, we shall show that (38) holds with a ¼ 2 and t ¼ H þ 1
2
: By (ii)
of Lemma 4, ‘ðnÞ ¼ sn=nH is slowly varying. Then (38) is equivalent to
lim sup
n!1
max
1pkpn
n
k
 H1=2 ‘ðkÞ
‘ðnÞ
 2
o1,
which is an easy consequence of Lemma 5. &
Lemma 8. Under the conditions of Theorem 3, fX 2t g is L2 weakly dependent.
Proof of Lemma 8. Let zt;1 ¼
Pt1
i¼0 ciati and zt;0 ¼
P1
i¼t ciati: Then X t ¼ zt;1 þ
zt;0: Since zt;0 is measurable with respect toF0; P1z
2
t;0 ¼ 0: By the triangle inequality,
kP1X 2t kpkP1z2t;1k þ 2kzt;0P1zt;1kpkP1z2t;1k þ 2kzt;0k4kP1zt;1k4.
Let cj ¼ 0 if jo0: Note that
P1
i¼0 jciciþjjpA1=20 ½
P1
i¼0 c
2
iþj1=2pA0: By (13),
1
2
X1
t¼1
kP1z2t;1kp
X1
t¼1
X
0pi0piot
jcici0 jkP1atiati0 k
p
X1
i0¼0
X1
i¼i0
X1
t¼iþ1
jcici0 jkP1atiati0 k
¼
X1
k¼1
X1
j¼0
X1
i¼0
jciciþjjkP1akakþjkp
X1
k¼1
X1
j¼0
A0kP1akakþjko1.
By (12), it remains to show kzt;0k4pC
ﬃﬃﬃﬃﬃ
At
p
for some constant C40 in view of
X1
t¼1
kzt;0k4kP1zt;1k4p
X1
t¼1
C
ﬃﬃﬃﬃﬃ
At
p Xt1
j¼0
jcjjkP1atjk4
¼ C
X1
j¼0
X1
t¼jþ1
ﬃﬃﬃﬃﬃ
At
p
jcjjkP1atjk4
pC
X1
j¼0
jcjj
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Ajþ1
p X1
t¼jþ1
kP1atjk4
 !
o1.
To prove kzt;0k4pC
ﬃﬃﬃﬃﬃ
At
p
; deﬁne Uk ¼
P1
j¼t cjEðatjjFtjkÞ; kX0: Then U0 ¼ zt;0
and Uk  Ukþ1 ¼
P1
j¼t cjPtjkatj ¼
Pt
i¼1 ciPtþikatþi: Observe that the
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Lemma 3,
kUk  Ukþ1k4pC4
Xt
i¼1
kciPtþikatþik24
( )1=2
¼ C4A1=2t kP0akk4.
So kzt;0k4 ¼ OðA1=2t Þ since zt;0 ¼
P1
k¼0 ðUk  Ukþ1Þ and fakg is L4 weakly
dependent. &
Proof of Theorem 3. We ﬁrst consider h ¼ 1: Let c00 ¼ c0; c0k ¼ ck þ ck1 for kX1
and A0k ¼
P1
i¼k jc0ij2: Since
P1
k¼0 c
2
ko1; by (12) implies
P1
i¼0 jc0ij
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
A0iþ1
p
o1:
Hence by Lemma 8,
P1
t¼1 kP1ðX t þ X tþ1Þ2ko1 since X t þ X tþ1 ¼
P1
k¼0c
0
katþ1k:
Similarly,
P1
t¼1kP1ðX t  X tþ1Þ2ko1: Using 4uv ¼ ðu þ vÞ2  ðu  vÞ2; we haveP1
t¼1kP1ðX tX tþ1Þko1: So
P1
t¼1kP1ðX tX tþh;hÞko1 and (14) holds by the
Cra´mer–Wold device. &Acknowledgements
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