Under StepDecay learning rate strategy (decaying the learning rate after predefined epochs), it is a common phenomenon that the trajectories of learning statistics (training loss, test loss, test accuracy, etc.) are divided into several stages by sharp transitions. This paper studies the phenomenon in detail. Carefully designed experiments suggest the root cause to be the stochasticity of SGD. The convincing fact is the phenomenon disappears when Batch Gradient Descend is adopted. We then propose a hypothesis about the mechanism behind the phenomenon: the noise from SGD can be magnified to several levels by different learning rates, and only certain patterns are learnable within a certain level of noise. Patterns that can be learned under large noise are called easy patterns and patterns only learnable under small noise are called complex patterns. We derive several implications inspired by the hypothesis: (1) Since some patterns are not learnable until the next stage, we can design an algorithm to automatically detect the end of the current stage and switch to the next stage to expedite the training. The algorithm we design (called AutoDecay) shortens the time for training ResNet50 on ImageNet by 10% without hurting the performance. (2) Since patterns are learned with increasing complexity, it is possible they have decreasing transferability. We study the transferability of models learned in different stages. Although later stage models have superior performance on ImageNet, we do find that they are less transferable. The verification of these two implications supports the hypothesis about the mechanism.
INTRODUCTION
It's a common strategy to decay the learning rate after pre-defined epochs, as can be found in the official tutorial of PyTorch (Paszke et al., 2017) and the code implementation of Zhang et al. (2017) . The strategy is referred to as StepDecay, with an example in Figure 1 (a) where the learning rate is decayed every 30 epochs. Under the StepDecay strategy, the error rate during training usually behaves like Figure 1 (b) , which is a typical plot for training residual neural networks. Other training statistics (training loss, test loss, test accuracy, etc.) exhibit the same behavior.
While the phenomenon is common, the root cause and the mechanism behind the phenomenon is not understood at all. A simple explanation may involve the intuition from gradient descend in convex optimization, where a large learning rate is prone to oscillation in Figure 2 stochasticity of SGD 1 is the root cause. The convincing fact is that the phenomenon disappears in the presence of Batch Gradient Descend (BGD) where the whole dataset is fed as one mini-batch.
Considering that the only difference between SGD and BGD is that the gradient estimated by SGD is born with noise, we propose a reasonable hypothesis about the mechanism: the noise from SGD can be magnified to several levels by different learning rates, and only certain patterns are learnable within a certain level of noise, creating different learning stages under different learning rates.
The hypothesis implies the model will be confined in the current stage and can only learn a subset of features unless the learning rate is decayed. Inspired by the hypothesis, we design AutoDecay, an algorithm to detect the end of the current learning stage and to switch to the next learning stage. AutoDecay is designed to be robust against the noise coming with SGD so that it can successfully determine the appropriate moment to decay the learning rate. It shortens the period when the model cannot learning anything new, expediting the training process. We use AutoDecay to train ResNet50 from scratch on ImageNet, achieving the performance of StepDecay strategy with 10% less time.
The hypothesis also implies SGD under StepDecay learns patterns with increasing complexity and possibly with decreasing transferability. We transfer models from different stages to several datasets, quantifying the transferability of learned patterns by performance gain, showing features are learned with decreasing transferability indeed.
The proposed hypothesis is partly supported by the success of AutoDecay and verification of decreasing transferability for patterns learned in different stages.
To sum up, the contribution of this paper is listed as follows, 1. We design experiments to reveal the root cause behind the learning stages phenomenon with a novel hypothesis for its mechanism.
2. We propose AutoDecay to detect the end of the current stage in order to expedite the training without hurting the performance, as implied by the hypothesis.
3. We study the transferability of models learned in different stages and find that features are learned with decreasing transferability, as implied by the hypothesis.
4. The success of AutoDecay and transferability experiments partly support the hypothesis.
2 RELATED WORK
LEARNING STAGES IN SGD
Theoretical analyses of deep learning are mainly focused on Batch Gradient Descend, including the global convergence in certain tasks (Ge et al., 2016) or with strict assumptions (Du et al., 2019) , the preference for max-margin classifiers (Nacson et al., 2019; Soudry et al., 2018; Ji & Telgarsky, 2019) , and so on.
While it is easier to analyze BGD, SGD is the de facto optimization algorithm for training neural networks. Keskar et al. (2017) finds that batch-size, one hyper-parameter of SGD, can affect the generalization ability of neural networks, calling for the research of SGD.
The research field about the dynamics of SGD is a new but active area, especially learning stages in SGD. Mangalam & Prabhu (2019) discovers that the accuracy of deep models in the early stages mainly comes from correct classifications of easy examples that can be classified correctly by shallow methods. Nakkiran et al. (2019) measures the mutual information between a deep model and a linear model, which reveals early learning stages of deep models can be explained by a linear model. These works clearly indicate that SGD training can be decomposed into different stages. But the phenomena they study are not relevant to learning rates, nor do they give an explanation to the phenomena. studies a carefully designed toy problem, where they provably show models trained by SGD learn different patterns under different learning rates. The theoretical explanation in is, however, only applicable to the toy problem they design. Theoretical explanation in the general setting may be of interest in future works. In Section 3.4, we give a hypothesis inspired by but different from theirs.
LEARNING RATE STRATEGY
Although adaptive learning rate methods (Kingma & Ba, 2015; Duchi et al., 2011; Zeiler, 2012) are widely explored and it remains a hot research field to study their behaviors/mechanism, in fact, SGD with momentum is still the most popular optimization algorithm in the field of computer vision (Huang et al., 2017b; He et al., 2016) . The value of adaptive methods is questioned in Wilson et al. (2017) ; Liu et al. (2019) . To keep away from confounding factors, we stick to the simple yet effective SGD throughout the paper.
There are learning rate strategies other than StepDecay. Smith (2017) proposes a cyclic strategy while Loshchilov & Hutter (2017) focuses on warm restart. Combined with Snapshot Ensemble (Huang et al., 2017a) , Loshchilov & Hutter (2017) can achieve better results. Sophisticated learning rate strategies endeavor to improve results with additional hyperparameters that are not intuitive. As a result, StepDecay is still the most popular one. On the contrary, the proposed AutoDecay in Section 4 aims to expedite the training and to reduce the computational cost.
TRANSFERABILITY OF DEEP MODELS
Training a model that can be transferred to other datasets has long been the goal of researchers, given the fact that human beings are good at transferring knowledge across different tasks. Oquab et al. (2014) shows deep features can benefit object detection despite the fact that they are trained for classification. Yosinski et al. (2014) studies the transferability of different modules in the pretrained network, indicating that deeper layers are less transferable and more task-specific. Kornblith et al. (2019) We conduct experiments on CIFAR10: train a WideResNet (Zagoruyko & Komodakis, 2016) for 300 epochs (long enough for convergence), decay the learning rate at different epochs and compare the results. The experiments share the same configurations except for the time to decay the learning rate. Figure 3 shows the training loss and test accuracy while training.
The stage transition can be identified by the steep increase of test accuracy or the steep drop of training loss. We can conclude from Figure 3 that the stage transition happens right after we decay the learning rate as long as the current stage is stable. That is to say, if we decay the learning rate at epoch n (when the training loss plateaus), after training for an epoch, we can assure the training loss will drop sharply at epoch n+1. If we never decay the learning rate (the "no decay" line in Figure 3 (a) ), however, the training loss plateaus and stops decreasing.
WHAT HAPPENS BEHIND THE STAGE TRANSITION?
The sharp change of training statistics is what we see on the surface. Deep into the network itself, we need to analyze the parameter change. Figure 4 shows the change of norm for two groups of parameters during training. Section A.4 shows the change of other parameters. In all layers, we observe a learning paradigm switching when the learning rate is decayed: the change of parameters is much smoother in the small learning rate phase compared with its large learning rate counterpart. This shows that learning is divided into different stages under the StepDecay strategy. 
ROOT CAUSE
Per the analysis in Section 3.2 , the decay of learning rate brings much smoother parameter changing. With this, we conjecture the phenomenon has something to do with the noise introduced by SGD.
To verify the conjecture, we try to remove the noise of SGD by replacing SGD with Batch Gradient Descend, which is the same as SGD except that BGD brings no randomness 2 . Figure 5 shows the influence of learning rate decay with BGD. To our astonishment, we find BGD is extremely unstable 3 . If we ignore the oscillation, it is clear (and more evident in Section A.2) their best test accuracies are almost the same although the learning rates are decayed at different epochs, indicating they basically learn the same set of patterns. On the contrary, Figure 3 shows more patterns can be learned after the learning rate decayed if the optimization algorithm is SGD. That is to say, learning stages under StepDecay will only happen in the presence of SGD, but not with BGD. Therefore we conclude the stochasticity of SGD is the root cause of learning stages when StepDecay is used.
MECHANISM HYPOTHESIS
Although the root cause of the learning stages phenomenon is clear, we are still far away to understand it. The mechanism is still unclear why the stochasticity of SGD can give rise to such a phenomenon. We propose a hypothesis of the mechanism: the noise from SGD can be magnified to several levels by different learning rates, and only certain patterns are learnable within a certain level of noise. To be specific, the causal chain is stated as follows,
• SGD introduces noise which can be magnified by the large learning rate.
• There are different patterns in the dataset when SGD is used. Simple patterns are easy to learn because their gradients are consistent across mini-batches while complex patterns are difficult to learn because their gradients are not consistent across mini-batches.
• Complex patterns are not learnable under the large learning rate because their signals can be overwhelmed by the noise of SGD.
• When the learning rate is decayed, more patterns are learnable, boosting the model performance, leading to the learning stages phenomenon.
Note the hypothesis is different from the one in , where they define easy patterns as patterns with high noise. Their analysis is based on a toy problem while our hypothesis comes from a real-world classification problem. To verify the hypothesis, we need to separate simple and complex patterns, which would be a promising and interesting research topic. But before that, we partly support the hypothesis by verifying two implications it implies in Section 4 and Section 5.
AUTODECAY
The hypothesis in Section 3.4 implies that there exist hardly learnable patterns under the large learning rate. The training under a certain learning rate makes no effect when the loss plateaus. This indicates we can expedite the training process by killing the over-training of each stage (decay the learning rate when the loss plateaus) with little influence on the performance. To verify the implication, we propose AutoDecay to shorten the useless training and check if the performance of the model can be untouched. In Figure 3 , it appears obvious to decide the optimal moment to decay when we have the big picture of the training process. The problem is, however, how can we make a decision to decay depending on the current and past observations. It is a non-trivial problem given that the statistics exhibit noticeable noise.
PROBLEM FORMULATION
We decompose the observed training loss into two parts:ˆ (t) = (t) + (t), with (t) indicating the ground truth loss (unobservable) and (t) indicating the noise introduced by SGD. Here t indicates the training process (typically the epoch number) and takes value from N = {1, 2, 3, . . .}. To simplify the problem, we assume (t) is independent with t. (t) should also be independent with (t )(t = t) in SGD. The nature of noise gives rise to the zero-expectation property E (t) = 0. Denote σ 2 = Var (t) the variance of the noise. Due to the noise of SGD, the observed training loss usually vibrates in a short time window but decreases in a large time window. Our task is to find out whether the loss value is stable in the presence of noise. 
PROBLEM SOLUTION
Exponential Decay Moving Average with Bias Correction. The observation is more trustable with lower variance. However, we can do nothing w.r.t the variance ofˆ (t). We consider computing a lowvariance statistic aboutˆ (t). To be specific, we adopt moving average with bias correction (Kingma & Ba, 2015) . Let g(t) be the moving average of (t) andĝ(t) be the moving average ofˆ (t). Section A.3 showsĝ(t) is unbiased and has smaller variance thanˆ (t): Varĝ(t) = 1−β 1+β
2 , where β is the coefficient in moving average.
The fact that β ∈ (0, 1) indicates Varĝ(t) is monotonically decreasing. Typically β = 0.9 (Figure 7) , and the variance can rapidly converge to 0.05σ 2 , much smaller than the variance of the noise.ĝ(t) well represents the unobservable g(t). If (t) gets stable, we shall observe thatĝ(t) is stable, too.
Criterion of Being Stable. For observed values of G = {ĝ(i)|i − W + 1 ≤ i ≤ t} within the window size of W , we call them stable if max G−min G min G+ < η, where is a small constant that prevents zero-division error, and η indicates the tolerance of variation.
Criterion of Significant Drop. When the learning rate is small enough, the training should be terminated. Termination is adopted when their is no significant drop between the stable value and the original valueĝ(1). To be specific, the criterion of significant drop isĝ (t)+ ĝ(0)+ ≤ ζ, where is a small constant that prevents zero-division error, and ζ indicates the degree of drop.
The entire procedure of AutoDecay is described in Figure 6 .
EXPERIMENTS
We try AutoDecay on ImageNet (Russakovsky et al., 2015) to test whether it can expedite the training without hurting the performance. We are not trying to set up a new state-of-the-art record. We train a ResNet-50 model on ImageNet following the official code of PyTorch. The only change is we replace the StepDecay strategy with the proposed AutoDecay strategy. Each experiment costs roughly two days with 8 TITAN X GPUs. The results in Table 1 show that AutoDecay can shorten the training time by 10% without hurting the performance (even bringing a slight improvement). 
TRANSFERABILITY OF DIFFERENT STAGES
The hypothesis in Section 3.4 implies SGD learns patterns of increasing complexity. Possibly it also implies SGD learns patterns of decreasing transferability. Although it is unclear how to measure the pattern complexity, we do know how to measure the transferability of models. In this section, we conduct transfer learning experiments to verify it, partly supporting the hypothesis. Figure 8 shows the trend of test accuracy in Section 4.3 with AutoDecay. The training is divided into three clearly separated stages. We use models from these stages to compare the transferability of features learned in different stages. The target datasets for transfer learning are: (1) Caltech256 (Griffin et al., 2007) with 256 general object classes; (2) CUB200 (Wah et al., 2011) with 200 fine-grained bird classes; (3) MIT67 (Quattoni & Torralba, 2009 ) with 67 indoor scenes; (4) Sketch250 (Eitz et al., 2012) with sketch painting in 250 general classes. Figure 9 shows some images in these datasets. Conceptually, Caltech256 is the most similar one to ImageNet, because there both consist of natural images about general object categories; Sketch250 may be the most dissimilar one, given the fact that they are sketch paintings.
We study two kinds of transfer learning: "fix" and "finetune" where "fix" means ImageNet models are only used as fixed feature extractors while "finetune" means feature extractors are trained together with task-specific layers. The results of "fix" directly reflect the transferability of learned features. We also report the results of "finetune" because of its popularity. The results are shown in Table 2 . The columns GainAB in bold show the performance gain by switching the pretrained model from Stage A to Stage B. We can estimate the influence of features learned in Stage 2 by Gain12, Stage 3 by Gain23, respectively. We provide the results on ImageNet for the ease of comparison. The ratio of Gain23 over Gain12 reflect the transferability of features learned in stage 3 compared with features learned in stage 2.
In almost all experiments, Gain23 is smaller than Gain12, which can be expected. If features have the same transferability, we would expect the ratio to stay close to its original value 0.43. But in all of the experiments, the ratio for transfer learning is smaller than the ratio in ImageNet. Besides, in Sketch250 dataset, it is surprising that Gain23 is negative while Gain12 is always positive. These two clues both means that features learned in Stage 3 are less transferable compared with features learned in Stage 2 and SGD training under AutoDecay learns patterns of decreasing transferability. The implication derived from the prosed hypothesis is verified again, supporting the hypothesis.
DISCUSSION & FUTURE DIRECTIONS
SGD vs. GD Section 3.3 empirically shows the considerable difference between the landscape of SGD and the landscape of GD. Keskar et al. (2017) shows SGD with large batch size leads to sharp minima. We further show that training of GD is even unstable. Maybe SGD and GD have quite different stories, and it is SGD that we should pay more attention to.
Pattern Separation The hypothesis we propose implies learned patterns are different in different stages. And by changing the learning rate, we can control the patterns learned by the model. It would be exciting if we can develop some techniques to separate the learned patterns in different stages. Although it is hard to define what is a pattern, at least we know how to control the patterns we learn by controlling the learning rate. We believe successful pattern separation can bring great benefit to the community.
Release of Pretrained Models from Multiple Stages
Training giant models in huge datasets are time-consuming and costly. For example, each experiment in Section 4.3 takes 2 days with 8 TITAN Xp GPUs. Considering the cost, deep learning library developers usually kindly provide pretrained models for popular architectures. It benefits the community and enables everyone to taste the power of deep learning via merely downloading pretrained models. Almost all pretrained models come from the final stage, however. Section 5 shows models from the last stage are not always the most transferable. We suggest providing pretrained models in different stages so that downstream users can select the most transferable model according to their tasks.
CONCLUSION
In this paper, we dive into the phenomenon of learning stages under StepDecay. We design experiments to disclose its root cause and propose a hypothesis for the mechanism. Two implications derived from the hypothesis are verified, partly supporting the proposed hypothesis.
predictions can have loss and the gradient will never be zero. These tiny gradients accumulate to a giant step and ruin the model.
Separate plots of each run is shown in Figure 10 .
A.3 SOME FORMULA FOR AUTODECAY
A.3.1 EXACT FORMULA OF EXPONENTIAL DECAY MOVING AVERAGE WITH BIAS CORRECTION
Here g is the exponential decay moving average of with bias correction.
The explicit form is described in Equation 1 , where β ∈ (0, 1) is the decay factor in exponential decay of moving average.
The recursive (and thus implicit) form is described in Equation 2. It enables us to compute the statisticĝ online (without storing all the previous {ˆ (i)|i < t}) at the cost of maintainingf (t) as a biased version ofĝ(t).
A.3.2 EXPECTATION AND VARIANCE Asĝ(t) is a linear combination of {ˆ (i)|i ≤ t}, it is easy to showĝ(t) is unbiased:
The variance ofĝ(t) is 
