Measurements of time-resolved aero-optical distortions caused by subsonic boundary layers in the spanwise direction were performed at different heights away from the wall. The wall upstream of the measurement station was either heated or cooled to introduce heat-fluxrelated density variations into the boundary layer. It was demonstrated that the aero-optical deflection angle spectra are self-similar across the boundary layer and the convective speeds of aero-optical structures at different heights are approximately the same for all tested cases. From the collected aero-optical data, the fluctuating density profiles were directly calculated at different heights and compared with the ones predicted by the Extended SRA. It was shown that the Extended SRA incorrectly predicts fluctuating density profiles for strong cooling and heating cases and possible reasons for this discrepancy are discussed. Finally, it was shown that the experimentally-measured fluctuating density profiles correctly predict the aerooptical distortions in the wall-normal direction.
I. Introduction
The aero-optic effect [1, 2, 3] is a direct result of the relationship between index-of-refraction, n, and density of air, ρ, via the Gladstone-Dale constant, KGD (which is approximately 2.27×10 (1) where both index-of-refraction and density are functions of space and time. Unsteady turbulent structures in a flow will vary the index-of-refraction, scatter the focused laser, and decrease the intensity of the beam at distances far away from the emitting device. To determine the extent to which turbulent density fluctuations effect the propagation of light, an Optical Path Length (OPL) is defined as the integral of the index-of-refraction of a medium along the physical length traversed by a ray of light. Since index-of-refraction and density are related via Eq. (1), OPL can be expressed as where z is the direction of beam propagation. The resulting deviation from the average OPL can then be expressed as the Optical Path Difference (OPD), , where the overbar denotes spatial averaging.
Aero-optical effects caused by compressible subsonic turbulent boundary layers with adiabatic wall conditions were recently investigated experimentally [4] and numerically [5] . Using the socalled Strong Reynold's Analogy, which neglects pressure fluctuations and assumes that density AIAA-2017-3835 fluctuations are due to velocity fluctuations only, a model of density fluctuations was developed [4] for the boundary layer. This model was shown to successfully explain levels of aero-optical distortions and related convective speeds for a wide range of Mach numbers between 0.4 and 6.0 [3, 6, 7] .
When the same approach was applied to explain the aero-optical distortion for non-adiabatic boundary layers, using the Extended Strong Reynold's Analogy, the resulting model [8] was still able to qualitatively predict the experimentally-observed results, but started missing quantitatively. In [8] this issue was discussed and several mechanisms were identified to potentially affect the model predictions. One of the main mechanism is the pressure fluctuations inside the boundary layer, neglected by the Extended Strong Reynold's Analogy. While on average they are several times smaller than the velocity-related effects for adiabatic boundary layers, it was speculated in [8] that for moderately-cooled walls it might become one of the main factors.
The Strong Reynold's Analogy was first introduced by Morkovin [9] in 1962 which proposed a connection between the Reynold's averaged momentum and energy equations. This resulted in a relationship between the fluctuating static temperature and fluctuating velocity which can be shown to be,
where T is the static temperature, γ is the specific heat ratio, � and u are the mean and fluctuating components of the local streamwise velocity, respectively, M = � /a is a local Mach number, a is the local speed of sound, and an overbar indicates mean quantities. This relationship neglects fluctuations in pressure as well as total temperature and assumes the Prandtl number is unity. While these assumptions are not strictly met, both experiments [10, 11, 12] and DNS simulations [13, 14] have shown Eq. (2) holds reasonably well for adiabatic boundary layers.
To extend the SRA to non-adiabatic boundary layers, Walz [15] proposed a form of the enthalpy equation where total temperature fluctuations are not ignored. This led to the Walz equation or Extended SRA,
where � , � ∞ , � , and � are the Favre-averaged static, freestream, wall, and recovery temperatures, respectively, � is the Favre-averaged mean velocity, M ∞ is the freestream Mach number, and r = ( � − � ∞ )/( � ∞ − � ∞ ) is the recovery factor where � ∞ is the Favre-averaged total temperature. Linearizing Eq. (3) in the case of small fluctuations yields a relationship between temperature and velocity fluctuations [16] . The ESRA also assumes that pressure fluctuations are negligible, so all density fluctuations are from the temperature fluctuations. As a consequence, the resulting density fluctuation profile is only a function of the velocity profile and ΔT. For subsonic speeds and replacing fluctuating terms with rms terms and Favre-averaged with Reynold's-averaged [ 
where ΔT = Tw -Tr is the temperature difference between the wall, Tw, and the recovery temperature, Tr, U(y) is the time-averaged profile, urms(y) is the fluctuation velocity profile, and A(y) was introduced in [10] to take into account the stress integral distribution in the boundary layer. As A(y) ≈1, it will be neglected in the following analysis. The ESRA was shown in [13, 14] to be approximately valid to within 10%. 2 American Institute of Aeronautics and Astronautics Sontag and Gordeyev AIAA-2017-3835 Aero-optical effects caused by the boundary layers are increased by heating the wall and are decreased by cooling the wall. This was experimentally observed in [8] , and the ESRA was implemented in an attempt to explain the experimentally observed results. It was shown that while the ESRA qualitatively explained the functional trends of OPDrms(ΔT), it incorrectly predicted them quantitatively.
On the other hand, wavefronts are directly related to the density profiles by the linking equation, proposed by Sutton [1] . In a simplified form, it is given as,
where ρrms is the root-mean-square density profile, and Λρ is the density correlation length along the beam propagation; this equation has been validated both experimentally [4] and numerically [5] .
Typically, the laser beam passes the boundary layer in the wall-normal direction and some estimates should be made to calculate the density variation along the beam. However, by passing the beam in the wall-parallel direction, both the density fluctuations and the correlation length are constant along the beam,
This allows for direct measurements of the product 2 ( ) ( ) as a fuction of the distance from the wall and gaining a further insight into the density structure in turbulent boundary layers. This approach was investigated in the earlier paper [17] and it was demonstrated to provide valuable information about wall-normal variation of convective speed and the product 2 ( ) ( ). For moderately cooled and heated boundary layers the buoyancy effects can be neglected, so the velocity field, and the correlation length, Λρ(y), will be largely unchanged. The density field, however, will be affected by the temperature difference, ΔT, between the wall temperature and the flow recovery temperature [8] . Therefore, the resulting wall-normal variation of OPDrms for nonadiabatic boundary layers will be 2 ( , ) = 2 2 2 ( , ) ( ) . 
So, the relative changes in the density field can be directly measured using a wavefront sensor. On the other hand, the ESRA can also be used to predict the density fluctuation profiles,
By comparing these changes with the ones predicted by the ESRA model, Eq. (9), the Extended Strong Reynold's Analogy can be experimentally studied and some insight into why it did not correctly predict the density field for non-adiabatic boundary layers can be gained. The paper consists of a description of the experiments that were conducted, validation of the assumptions made in the introduction, a detailed comparison of the current results with the ESRA model, and some suggestions on how to adjust the model to better predict experimentally observed results.
II.Experimental Setup
The experiments were conducted in the 4″×4″transonic wind tunnel at the University of Notre Dame's Hessert Laboratory. This facility is an indraft tunnel with an inlet contraction ratio of 150:1, with screens and honeycombs to reduce freestream turbulence intensities. The inlet is followed by a modular smooth wall boundary layer development section, an optical measurement section, and a diffuser, shown schematically in Figure 1 . 
Laser beam is into the page.
The test section is constructed of Plexiglas, with a rectangular cross section that is 10.0 cm in height and 9.9 cm in width. The constant area section of the tunnel can be varied in length to suit different needs. The optical measurement portion of the tunnel was built using optical quality glass instead of Plexiglas to reduce any stationary disturbance imposed on the laser beams. The length of the constant area section in the present study was 115 cm for the heated cases and 135 cm for the cooled cases. The tunnel velocity is controlled by changing the back pressure in the plenum using vacuum pumps and a pressure bleed valve installed on the plenum. In this study, Mach numbers of 0.4 and 0.5 were investigated. Boundary layer parameters for each of the two cases are shown in Table 1 . The Shack-Hartmann WFS uses a collimated beam to interrogate the flow. The laser beam was expanded to a 25-mm beam and forwarded through the upper boundary layer in the spanwise direction, as shown in Figure 2 (left). After being reflected back by the return mirror along the same way it came and increasing the signal by a factor of two, the returned beam was split off and forwarded onto the high-speed camera, a Phantom v1610. Data was collected by the camera at 311 kHz with a spatial resolution of 128x128 pixels. The camera had a 38 mm focal length, with a 70 x 60 lenslet array attached, which splits the incoming beam into a rectangular array of smaller beams and focuses each of them onto the sensor, Figure 2 (right). Knowing the instantaneous dot position and the focal length of the lenslet array, the temporal deflection angle of each beam at different wall-normal locations, (y,t), can be reconstructed. From the measured deflection angles, the spectra, ( ) f θˆ, were computed for each lenslet beam.
A critical assumption is made in calculating the convective velocity from ( ) f θˆ, namely the frozen flow assumption. This assumption allows the deflection angle spectra between two parallel beams, separated by a small distance, Δ, in the flow direction, to be correlated and a convective time delay, τ, between two signals to be calculated. Thus, the convective velocity can be experimentally calculated from the argument or phase of the spectral cross correlation,
where ( )
denote the Fourier transforms of the time series of deflection angle from the first and second beams, respectively, and the star denotes the complex conjugate. Knowing the phase slope, the convective speed can be robustly calculated as Uc = Δ/τ, where the time delay τ is computed from the slope of the argument,
Using the calculated convective velocity, deflection angle spectra at each wall-normal location can be integrated to obtain aero-optical distortions [4] along the spanwise direction as,
Due to the factor of f 2 in the denominator, this calculation is extremely sensitive to low frequency noise and as such, all the OPDrms calculations in this study were integrated between the frequency corresponding to a Strouhal number of 0.1 and the sampling frequency divided by 2.
In an effort to accurately measure the wall normal distance of the first row of dots, the lenslet array was removed before each trial and a sample image was recorded. This allows for the wall position on the image to be determined to within a few pixels.
For the heated wall boundary layer test cases, electric heating strips were used along the length of the upper wall to heat the wall. The wall itself was made of aluminum to better conduct heat. The strips were heated to approximately 75 °C and room temperature was 23 °C. With the tunnel not running, the wall was allowed to heat up. Once the tunnel was turned on, the wall temperature began to drop and data was collected at specific wall temperatures. Data was collected for 1.5 seconds and in that period, the temperature change in the wall was 0.5 to 1 °C which was assumed 5 American Institute of Aeronautics and Astronautics Sontag and Gordeyev AIAA-2017-3835 to be negligible. Table 2 presents a listing of all the data cases in this study and their corresponding temperature differences.
In the case of cooled wall boundary layer experiments, aluminum was again used as the wall material and dry ice was used as the cooling agent. When the wall temperature was reduced for long periods of time, wall icing would build up. To work around this, the wall was brought back up to room temperature until the ice melted and then the wall cooling was resumed. In this study, temperature reductions up to -42 K were investigated. 
III. Results
Deflection angles for each lenslet dot position were extracted and convective velocities were calculated. To show the evolution of deflection angle amplitude spectra through the boundary layer, spectra for the adiabatic baseline cases at various wall-normal locations were plotted in Figure 3 . The peak location near the wall starts at a Strouhal number of Stδ = 3 and is reduced towards Stδ = 0.9 for locations progressively farther away from the wall. The peak location is indicative of the dominant structure size at that height [2, 3] . Hence, near the wall optical distortions are dominated by small structures and are weaker in magnitude. Away from the wall, the dominant structures shift towards larger structures and the distortions increase in magnitude. For further commentary on spectra shape and its relation to the structures in the boundary layer, see the discussion in [17] .
One assumption about moderate heating or cooling of boundary layers is that the temperature effects do not change the boundary layer structure, but simply modify levels of aero-optical distortions via thermal tagging [18] . As a consequence, the deflection angle spectra should be similar in shape, and differ only in amplitude. To check for this self-similarity between the adiabatic and heated/cooled boundary layers, the deflection angle amplitude spectra were compared for different test cases at the same heights in the boundary layer. If the spectra profiles have the same shape and peak locations, but are shifted by a simple constant, then this suggests that the thermal flux into the boundary layer is only changing the optical distortions. Figures 4 and  5 show the deflection angle amplitude spectra for various test cases near the wall, y/δ = 0.05 and 0.1, and in the outer portion of the boundary layer, y/δ= 0.2 and 0.4, respectively. In the upper plots, the raw spectra are shown for different wall temperatures, /( ∞ 2 ). The spectra in the lower plots have been scaled by a constant to achieve the spectra collapse. To do this, each point in a curve was divided by the corresponding value for the adiabatic case and a simple average over these ratios between Strouhal number 1 and 10 was used as the scaling factor. The cooled wall spectra are shown for proof of concept and collapse onto the adiabatic case across all frequencies. The cooled spectra at y/δ= 0.4 seem to have a shift in energy towards lower frequencies compared to the adiabatic case. This shift is not well understood at the moment and further experiments should be conducted to determine if this is an isolated incident. For the purposes of this paper, we will continue under the assumption that the spectra are self similar with moderate heat fluxes. In addition to the deflection angle spectra exhibiting self-similarity, the convective velocity profiles for each test case should also be the same to justify the assumption that slight heating or cooling only thermally tags the flow. The convective speeds were computed using a crosscorrelation method, as it was described in the Experimental Setup Section. With 10 lenslet dot points in the streamwise direction for each height in the boundary layer, 9 separate correlations can be made in computing convective velocity. There is an additional element of redundancy in that correlated points do not need to be directly next to each other. This allows for a total of 45 independent calculations of convective velocity at each height. A simple average was used for computing the final convective velocity profile. Figure 6 shows the convective velocity profiles for each of the test cases. There is some discrepancy in the profiles by roughly 8-10% of U/U∞. In the lower half of the boundary layer, the coldest test cases have slower convective velocities. This is consistent with measurements of an overall convective velocity of aero-optical distortions [4] , where the convective speed, averaged across the boundary layer, was found to be less for the cooled wall cases. At the point at which the two data sets were spliced together to form the full boundary layer profile, there are sharp discontinuities. It is still under investigation as to the cause of this, however it is assumed to be non-physical. Full aperture data that spans the entirety of the boundary layer will be collected in the future to shed more light. For the remainder of the paper, we will proceed under the assumption that the differences in convective velocity profiles at different wall temperatures are small enough to be neglected. 8 
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Figure 6. Convective velocity profiles calculated from deflection angles
Having shown that moderate heat flux only thermally tags the optical distortions without significantly changing either aero-optical spectra or convective speeds, we can now construct profiles of ρrms scaled by the adiabatic ρrms profile using Eq. (8). Using Eq. (10), OPDrms at different wall-normal locations can be calculated using the measured deflection angles and convective velocity. However, as we are simply interested in the ratio of OPDrms between the adiabatic and non-adiabatic cases, we can further simplify the calculation. The right-hand side of Eq. (10) is constant across test cases except for the deflection angle amplitude spectra. It is easy to see that if the deflection angle spectra are self-similar and differ only by the scaling constant and the convective speeds are the same, the ratio between OPDrms is just the scaling constant between the non-adiabatic and adiabatic spectra. In addition to simplifying the calculation of OPDrms-ratio, this method also reduces the impact of integrating through the low frequency part of the spectrum, where corrupting effects from mechanical vibrations are present, see Figures 4 and 5. The ratios of ρrms profiles between the non-adiabatic and the adiabatic cases were calculated using both methods to compare how well the assumptions of spectra self-similarity and unchanging velocity profiles hold up. Figure 7 shows the ρrms profiles for both methods for each of the test cases. The two methods show decent agreement. A few points differ between the methods, but the difference is small. For the rest of the paper, we will use the density ratio profiles from the spectra matching method.
For the heated case, the fluctuating density ratio, ρrms(y, ΔT=29 K)/ ρrms(y, ΔT=0), is larger than unity throughout the whole boundary layer, see upper right plot in Figure 7 . The ratio continuously increases, from about 1.5 near the wall to almost 3.5 at y/δ = 0.8, and then shows a slight decrease. 9 American Institute of Aeronautics and Astronautics Sontag and Gordeyev AIAA-2017-3835 However, the region y/δ > 0.6 was shown to be partially contaminated by the presence of the sidewall boundary layers [17] , so this decreasing trend might be related to this corrupting effect. For all cooled wall cases in Figure 7 , the fluctuating density ratio is less than unity. It is approximately constant throughout the boundary layer, with a slight increase in the region near the wall, y/δ < 0.2. The increase for y/δ > 0.75 might also be contamination-related. The discontinuities mentioned previously when discussing the convective velocity profiles appear again most notably in the -0.1 and -0.4 data. It should be reiterated that these are assumed to be non-physical and the true profiles are continuous.
As it was discussed in the Introduction, the ESRA based model, Eq. (9), can be used to predict the fluctuating density ratios. Using the mean velocity profile from [8] , the ESRA density profiles were calculated and shown in Figure 7 as a solid black line for all cases. For the heated case, Figure  7 , top right plot, the experimentally-measured fluctuating density ratios are almost twice smaller near the wall, than the ESRA-predicted ones. In the first half of the boundary layer, y/δ < 0.4, the experimentally-measured ratios are consistently lower than the ESRA-predicted ones. Above y/δ = 0.4, the experimental values are higher that the predicted ones, although the disagreement is rather small. So, the largest disagreement between the experiments and the theory happens closer to the wall. One reason for this disagreement is that the heating was fairly strong, ΔT/(T∞ M 2 ) = 0.6, so the assumption about the heating not modifying the boundary layer structure might be 10 American Institute of Aeronautics and Astronautics Sontag and Gordeyev AIAA-2017-3835 violated. After investigation, the spectra for the heated case near the wall, at y/δ = 0.05 and 0.1, deviate from the adiabatic case at low frequencies, Stδ < 1, so the boundary layer structure might be modified by the heating. As a consequence, the correlation lengths, Lr, might be different for the heated and adiabatic boundary layers near the wall, and one cannot use Eq. (8) to estimate the density ratios. However, the spectra are self-similar away from the wall, see Figure 5 , so Eq. (8) should be valid in this region. Therefore, the observed disagreement indicates that the ESRA does not properly predict the density fluctuation profiles in the case of the strong heating.
For the cooled cases, the ESRA prediction reasonably agrees with the experiments for the moderate cooling, ΔT/(T∞ M 2 ) = -0.4, but consistently overpredicts the density ratios for y/δ < 0.5 for stronger cooling cases and underpredicts for weaker ones. In [19] LES studies of the cooled boundary layers were conducted and it was concluded that the temperature-velocity relationship predicted by the ESRA, Eq. (3), might be of limited validity for strong cooling cases when ΔT/(T∞ M 2 ) < -0.2. Therefore, it is somewhat expected that the ERSA prediction would be progressively worse for stronger cooling cases, which indeed is observed in Figure 7 .
The ESRA also underpredicts the fluctuating density profiles for a moderate cooling with ΔT/(T∞ M 2 ) = -0.3. In fact, the ESRA predicts almost zero density fluctuations near y/δ =0.5, while the experimental data do not show this trend. To explain this, let us recall that the main assumption behind the ERSA is negligible pressure fluctuations, which, via the energy N-S equation, implies negligible total temperature fluctuations. In [19] both the static and the total temperature fluctuations profiles were computed for the adiabatic and moderately-cooled wall for ΔT/(T∞ M 2 ) = -0.11 and -0.22. It was shown that while the static temperature fluctuations decrease through the boundary layer for the progressively cooled cases, the total temperature fluctuations stay approximately unchanged. So, for the adiabatic case, the static temperature fluctuations are larger than the total temperature fluctuations, thus validating the use of the ESRA, for the cooled wall ΔT/(T∞ M 2 ) = -0.22, the total temperature fluctuations become dominant. In [19] the total temperature fluctuations, which were computed to be approximately Tt,rms/Tt,∞ ~ 0.04 up to y/δ = 0.7, and assuming that the density fluctuations are only due to the total temperature fluctuations at these temperature differences, would predict that the density fluctuations will be ρrms/ρ∞ ~ 0.04. Indeed, it is close to the value shown in Figure 7 , left middle plot. Thus, the total temperature/pressure fluctuations cannot be ignored in moderately cooled cases and the ESRA model will consistently underpredict the levels of density fluctuations.
Despite the limited validity of the ESRA for non-adiabatic boundary layers, it has been shown that the SRA works reasonably well for adiabatic cases [5, 19, 10, 11, 12, 13, 14] . Therefore, the SRA model, given in Eq. (8), was used to predict an adiabatic baseline ρrms profile, ρrms/ρ∞ = Trms/T∞. This profile is presented in Figure 8 as a solid line. Compared to the Trms/T∞ profile from numerical simulations from [19] ; the agreement is fairly good especially in the lower half of the boundary layer. The adiabatic profile was then multiplied by the experimentally calculated ratios in Figure 7 to obtain profiles of ρ ( )/ρ ∞ for non-adiabatic boundary layers and the results are shown in Figure 8 . It is important to note that these density profiles were obtained from nonintrusive measurements of the aero-optical distortions in the spanwise direction. Assuming that Eq. (6) or (7) are valid, this approach provides means of directly measuring density profiles, which can be used to validate numerical simulations, for instance. In the Introduction it was discussed that the focus has been primarily placed on computing optical distortions for boundary layers in the wall normal direction, as any airborne optical device will have to propagate a beam through a boundary layer. Aero-optical distortions in the wallnormal direction depend on the fluctuating density profile, see Eq. (5). The SRA works reasonably well to predict the density profiles and the resulting aero-optical distortions; on the other hand, the ESRA was shown to provide wrong estimates of the level of aero-optical distortions caused by non-adiabatic boundary layers. The presented results in Figure 7 had suggested that the ESRA incorrectly predicts the fluctuation density profiles, used in Eq. (5) to calculate OPDrms in the wallnormal direction. As the fluctuating density profiles were directly measured in the presented work, they can be used in Eq. (5) to see whether the obtained fluctuating density profiles would result in a better agreement with the experiments. Normally, the integration in Eq. (5) would be in the wallnormal direction through the entire boundary layer; however, due to the presence of sidewall boundary layers, the integration was cut short, up to y/δ=0.8. In a large enough wind tunnel, sidewall effects would be negligible because the ratio of sidewall boundary layer thickness to the propagation length is small, but in the current study, that ratio is on the order of 20 to 30%. The value of y/δ = 0.8 was arbitrary and further studies could determine a more rigorous choice. Figure 9 shows ratios of aero-optical distortions in the wall-normal direction, ( )/ ( = 0), from the experiments from Ref [8] (a solid blue line), predicted by the ESRA model using Eq. (4) (a dashed black line), and using the fluctuating density profiles from Figure 8 (blue crosses). As was noted in [8] , the ESRA model does a decent job qualitatively but misses the location and magnitude of the minimum of the OPDrms-ratio. It is important to note that OPDrmsratios in the wall-normal direction, shown as crosses in Figure 9 , were predicted from the current study using spanwise measurements of the aero-optical distortions, while the data from [8] were obtained directly by measuring aero-optical distortions in the wall normal direction. It should also be noted that the ΔT/(T ∞ M 2 ) = -0.4 and -0.1 data points were most corrupted by the discontinuities in velocity profiles. It is suspected that if the profiles were continuous and progressed along the trajectory from the lower half of the boundary layer, the crosses in Figure 9 would fall much closer to the solid blue line. For other cooled cases, the predicted values of OPDrms-ratios using the current studies agree very well with the direct measurements. Further measurements shall be conducted to predict OPDrms-ratios in the range of ΔT/(T ∞ M 2 ) = -0.5 : -0.2, where the deviation between the direct measurements and the ESRA prediction is the largest. However, the current predictions for cooled cases are consistent with the direct measurements. As the presented measurements should be treated as preliminary only, it is encouraging to see a fair agreement between the predictions, based on the spanwise measurements and the direct measurements in the wall-normal direction. 
IV. Conclusions
Experimental measurements of aero-optical distortions collected in the subsonic boundary layer along the spanwise direction using a Shack-Hartmann wavefront sensor were presented and discussed. From these measurements, the deflection angle spectra at different wall-normal heights were extracted and analyzed. It was shown that spectra only changed in magnitude and not shape when moderate heat fluxes were introduced, thus exhibiting a self-similar behavior. This confirms that moderate heating and cooling only thermally tag the flow and do not change the boundary layer structure. Time series of the deflection angles were then used to compute convective velocities at different heights using a spectral method. Comparison of convective velocity profiles in the wall-normal direction for heated and cooled cases showed that in the lower half of the boundary layer, the mismatch in the profiles was about 8% of U/U ∞ . This also supports the conclusion that moderate heating and cooling only thermally tags the flow.
Using spanwise measurements and the linking equation, aero-optical distortions were shown to be directly related to the fluctuating density. Using aero-optical measurements, profiles of the fluctuating density in the wall-normal direction, ρrms(y), scaled by the adiabatic ρrms(y) profile were 13 American Institute of Aeronautics and Astronautics Sontag and Gordeyev AIAA-2017-3835 calculated and compared to the predicted profiles using the ESRA based model. The ESRA model does a poor job of predicting the density fluctuations for all tested heated and cooled cases and the experimental data suggests that profiles of ρrms(y, ΔT)/ ρrms(y, ΔT=0) asymptote to an approximately constant value at the wall. The ESRA model predicts a sharp increase in the fluctuating density near the wall. Partially this discrepancy is due to the ESRA not accounting for total temperature/pressure fluctuations. The Strong Reynold's Analogy on the other hand has been shown to accurately predict adiabatic boundary layer behavior. The SRA was used to obtain profiles of ρrms(y, ΔT=0) which were then multiplied by the profiles of ρrms(y, ΔT)/ ρrms(y, ΔT=0) to obtain ρrms(y, ΔT). The experimentally-obtained profiles of ρrms(y, ΔT)/ ρrms(y, ΔT=0) were also used to directly compute the aero-optical distortions in the wall-normal direction. The presented results, based on spanwise measurements, were used to calculate the aero-optical distortions in the wall-normal direction and were compared with direct measurements of the aero-optical distortions in the wall-normal direction performed in previous studies and were found to agree fairly well in the range of studied temperature differences. However, further measurements of the fluctuating density profiles for moderate heating and cooling between /( ∞ 2 )= -0.4 and 0.4 are needed to compare with the ERSA predicted ones to further study the neglected effect of the total temperature fluctuations. Overall, the presented work suggests that the ESRA based model has some limitations when applied to non-adiabatic boundary layers and that non-adiabatic ρrms profiles can be measured non-intrusively using a wavefront sensor.
