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1. INTRODUCTION 
In this paper, we deal with the nonlinear boundary value problem for the ordinary differential 
equation of the form 
x' ( t )=f( t ,x( t ) ) ,  te  J=[0 ,  T], T>O,  
0 = g(x(0), a(T)), (1) 
where f E C(J x 1~, R), g E C(• x 1~, ]R). 
Existence and uniqueness theorems for problems of type (t) are important in the qualitative 
theory of differential equations. The method of lower and upper solutions coupled with monotone 
iterative technique is an effective and fruitful technique that offers existence results. Some exis- 
tence results for special cases of problem (1) are formulated, for example, in [1-5], see also [6-8] 
and the references cited therein. In this paper, we apply the quasilinearization method to obtain 
approximate solutions to nonlinear problems of type (1) assuming some monotone convex prop- 
erties on f and g. Then, we can show that some monotone sequences converge monotonically and 
quadratically to the unique solution of problem (1) in the closed set generated by lower and upper 
solutions. The quasilinearization method is well known, and corresponding results are formulated 
for special cases of (1) when g is a linear function of their arguments. This paper extends ome 
results of [9] on differential problems with nonlinear condition g. Examples are added to verify 
required assumptions. 
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Note that the method of lower and upper solutions coupled with monotone iterative tech- 
nique [2] also offers monotone sequences that converge, in general, to extremal solutions. The 
assumptions are weaker than requiring convexity but one pays the price of not having quadratic 
convergence which s useful in practice. 
2. ASSUMPTIONS AND LEMMA 
A function u • CI(J ,R) is called a lower solution of problem (1) if 
u'(t) <_ f(t,u(t)), t • J, g(u(O),u(T)) <_ O, 
and it is an upper solution of (1) if the above inequalities are reversed. 
Put ~ = {(t,u) • J × ~:  yo(t) <_ u < zo(t), t • J}, A - -  {w • C I ( J ,R) :  yo(t) <_ w(t) < zo(t), 
t • J}, f~l = [yo(0), zo(0)], ~2 = [yo(T), zo(T)] assuming that they are nonempty. We will use 
the notation f • C°,2(f~, ~) which means that f, f~, f~  • C(~,]~). 
We introduce the following assumptions for later use: 
(H1) f c C°'l(~,]~), g E C l ' l (a l  x a2,]~), 
(H2) f c C°'2(f~,R), g E C2'2(121 x ~2,R), 
(Ha) yo,zo e CI(J ,R) are lower and upper solutions of problem (1), and yo(t) < zo(t) on J, 
(Ha) g~(u, v) is nonincreasing both in u and v; gv(u, v) is nonincreasing in u for each v and 
gv(u, v) is nondecreasing in v for each u, 
(Hh) f~(t, u) is nondecreasing in u for each t, 
(H6) g~(z0(0), zo(T)) > 0, ~(y0(0), zo(T)) < O, 
(HT) g~(~,v) _< 0, g~(~,.)  < 0, gyy(~,v) > 0 on ~1 × as, 
(Hs) f~( t ,u )  > 0 on a, 
(H9) AB(T) < 1, where 
A= gy(zo(O),yo(T)) 
g~( zo(O), zo(T) ) ' 
REMARK 1. Note that if g does not depend on the second variable, then A -- 0, so Assump- 
tion (Hg) is satisfied. 
LEMMA l. 
(i) f e C(J  × R,~), g c C(~ x ~,R), 
(ii) there exist N1 > O, N: >_ 0 such that 
g (~, ~) - g( . ,  ~) < N~ (~ - ~) - N~ (~ - ~),  
for y0(0) < c~ < ~ < z0(0), yo(T) <_/3 <_ ~ < zo(T), 
(iii) there ex/sts an integrable function h : J --* ]~ such that 
f (t, z/) _ :(t, 7) -> h(t) (~/- 7), 
where yo(t) <_ "~ <_ zf <__ zo(t), t e J, 
(iv) the following condition: 
AoC(T) < 1, (/: ) N2 C(t) = exp h(s) ds for A0 = N-~I' 
is satisfied. 
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Moreover, let u, v • C I ( J ,~)  be lower and upper solutions of problem (1) such that yo(t) <_ 
u(t) <_ v(t) < zo(t) on J. Let y,z  • CI( J ,R)  and 
y'(t) = f(t ,  u(t)) + h(t)[y(t) - u(t)], t • J, 
0 = g(u(O), u(T)) + Nl[y(0) - u(0)] - N2[y(T) - u(T)], 
z'(t) = f(t ,  v(t)) + h(t)[z(t) - v(t)], t • J, 
0 = g(v(O), v(T)) + N1 [z(0) - v(0)] - N2[z(T) - v(T)]. 
Then, 
. ( t)  < y(t) <_ z(t) <_ v(t), t • z, 
and y,z are lower and upper solutions of problem (1), respectively. 
PROOF. First, we need to show that the problem for y is well defined. Indeed, 
y'(t) = h(t)y(t) + a(t, u), t • J, 
Nly(O) = N2y(T) + 5(u), 
where 
a(t,u) = f ( t ,u(t ) )  - h(t)u(t), t e J, 
5(u) ~- -g(u(O), u(T) ) + Nlu(O) - N2u(T). 
This gives y(t) = C(t)[y(O) + D(t)], t e J ,  where 
/: ( // ) D(t) = exp - h(r) dr a(s,u) ds. 
(2) 
0 = g(u(O), u(T)) - Nip(O) + N2p(T) <_ -Nip(O) + N~p(T), 
0 = g(v(O), v(T)) + Ylq(O) - N2q(T) >_ Nlq(O) - N2q(T), 
SO 
Moreover, 
p(O) < Aop(T), q(O) <_ Aoq(T). (3) 
p'(t) < f(t ,  u(t)) - f (t ,  u(t)) + h(t)p(t) = h(t)p(t), 
q'(t) <_ f(t ,  v(t)) + h(t)q(t) - f ( t ,  v(t)) = h(t)q(t), 
so p(t) << C(t)p(O), q(t) < C(t)q(O), t C J. Combining this with (3), we obtain 
p(O) < AoC(T)p(O), q(O) < AoC(T)q(O), 
showing that p(0) < 0, q(0) < 0 because AoC(T) < 1. This proves p(t) < O, q(t) < 0 on J, so 
u(t) < y(t), z(t) <_ .(t) ,  t e J. 
Note that the solution y exists and is unique provided that y(0) is well defined. Indeed, y(0) = 
Aoy(T) + 51(u) for 51(u) = (1/N1)5(u). Hence, y(O) = AoC(T)[y(O) + D(T)] + 51(u), so 
y(0) [1 - AoC(T)] = AoC(T)D(T)  + 51 (u). This proves that y is well defined, by Assumption (iv). 
Similarly, we can show that z is well defined too. 
Now, we need to show that relation (2) holds. Put, p(t) = u(t) - y(t), q(t) = z(t) - v(t), t E J. 
This yields 
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Now, let Q(t) = y(t) 
0= 
_ 
Q'(t) = 
This finally gives 
- z(t), t • J ,  so by Conditions (ii) and (iii), we have 
g(u(O), u(T)  ) - g(v(O), v(T)  ) + N1 [y(0) - u(0) - z(0) + v(0)] 
- N2[y(T) - u(T)  - z (T)  + v(T)] 
-Nl[V(0) - u(0)] + N2[v(T) - u(T)] + NI[Q(0) + v(0) - u(0)] 
- N2[Q(T) + v(T)  - u(T)] : N~Q(O) - N2Q(T) ,  
f ( t ,  u(t))  - f ( t ,  v(t) ) + h(t)[Q(t) - u(t) + v(t)] 
-h ( t ) [v ( t )  - u(t)] + h(t)[Q(t) + v(t) - u(t)] : h(t)Q(t) .  
Q(t) <_ C(t)Q(O), t e J, Q(o) <_ AoC(T)Q(O)  
showing that Q(0) < 0, so Q(t) < 0 on J proving relation (2) holds. 
Now, we need to show that y, z are lower and upper solutions of (1), respectively. Note that 
~'(t) = f ( t ,  ~(t))  - f(t,  y(t)) + f(t,  y(t)) + h(t)b(t)  - ~(t)] 
<_ f (t, y(t) ) - h(t)[y(t) - u(t)] + h(t)[y(t) - u(t)] : f (t, y(t) ), 
z'(t) : f ( t ,  v(t)) - f ( t ,  z(t)) + f ( t ,  z(t))  + h(t)[z(t) - v(t)] 
> f ( t ,  z(t))  + h(t)[v(t) - z(t)] + h(t)[z(t) - v(t)] : f ( t ,  z(t))  
and 
0 = g(u(O), u(T) )  - g(y(O), y(T) )  + g(y(0), y(T) )  + N1 [y(0) - u(0)] 
- N2[y (T )  - u(T)] 
>_ g(y(O), y(T) )  - Nl[y(0) - u(0)] + N2[y(T) - u(T)] + N1 [y(0) - u(0)] 
- N2[y(T) - u(T)] : g(y(O), y(T) )  
0 : g(v(O), v(T) )  - g(z(O), z(T))  + g(z(O), z (T) )  + Nl[z(0) - v(0)] 
- N2[z(T) - v(T)] 
< g(z(O), z(T))  + N:  [v(0) - z(0)] - N2 [v(T) - z(T)] + Nl[z(0) - v(0)] 
- Y2[z(T)  - v(T)] = g(z(O), z(T)) .  J 
This proves that y,z are lower and upper solutions of (1). This ends the proof. 
REMARK 2. We observe that Condition (ii) shows that g is monotone nonincreasing with respect 
to the second variable. 
3. MAIN  RESULT  
THEOREM 1. Let Assumpt ions  (HI), (Ha)-(H6), and (1-19) hold with yo(t) <_ zo(t), t E J.  Then, 
problem (1) has in A at most  one solution. 
PROOF. Let problem (1) have two solutions x ,y  E A.  Put p(t) = x(t)  -y ( t )  on J.  A mean value 
theorem yields 
p'(t) = y ( t ,x ( t ) )  - f ( t ,y ( t ) )  = f~(t ,~(t))p(t) ,  t E J, 
so p(t) = Bl(t)p(O), t C J for suitable ~ and Bl ( t )  = exp(f~ ix(s,  ~(s)) ds), t E J. Moreover, 
o = g(x(o) ,  x(T) )  - g(y(o) ,  x(T))  + g(y(0),  x(T) )  - g(y(0),  u(T))  
= gx(~,  z(T))p(O) + gy(y(O), ~2)p(T), 
where ~1, (2 are suitable. Note that 
g~(~,~(T) )  > g~(~0(0), s0(T))  > 0, 
so p(0) = Alp(T)  for A1 =- -gy(y(O),  ~2)/gz(~l, x(T) ) .  Indeed, 
0 <_ -g~(yo(O), zo(T)) < -gy(y(0),52) _< -gy(zo(O) ,yo(T)) ,  
so 0 < As _< A. Hence, p (0) [1 -A1BI (T ) ]  : O. Since A1BI (T )  <_ AB(T)  < 1, sop(0)  = 0 
showing that p(t) = 0 on J. This proves x(t)  -- y(t) on J and the proof is complete. 
Quadratic Approximation 1623 
THEOREM 2. Let Assumptions (H2), (H3), (1-t6)-(1-19) hold. Then, there exist monotone se- 
quences {Yn, zn} converging uniformly to the unique solution x 6 A of problem (1) and this 
convergence is quadratic, i.e., 
m~y Ix(t) - Y,,+1(t)l -</31 ~ Ix(t) - y,,(t)l ~ +/32 ~2:  Ix(t) - z"(t)12 ' 
m::  Ix(t) - z~+l (t) l < ~ m: :  I~(t) - Y~(t) l~ +/34 m2:  I~(t) - z~(t)l ~ , 
for some nonnegative coet~cients/3i, i = 1, 2, 3, 4 and n = O, 1, . . . .  
PROOF. Let 
y~+l(t) = f(t, yn(t)) + f~(t, y~(t)) [yn+l(t) -yn(t)] ,  t C J, 
0 = g(y~(O), y~(T)) + gx(y,~(O), y~(T)) [y~+l(0) - y~(0)] 
+ gy(y~(O), z~(T)) [yn+l(T) - y~(T)], 
z'~+l(t) : f(t ,  z~(t)) + ix(t, y~(t))[z~+l(t) - z~(t)], t e J, 
0 = g(z~(0), z~(T)) + g~(~(0) ,  w(T) )  [z~+l(0) - z~(0)] 
+ gy(yn(O), zn(T)) [z~+I(T) - z,~(T)], 
for n = 0, 1, . . . .  
By the mean value theorem and Assumptions (HT),(Hs), we have 
= g~ (~,  :~) (~ - ~) + g~(~, ~)  (:~ - Z) 
f (t,z/) - f(t ,7) = f~(t, 53)(z/_ .y) >_ f~(t,'y) (z/_ 7), 
for yo(0) < a < ~ < zo(0), yo(T) <_/3 < ~ <__ zo(T), yo(t) <_ ~/<_ z/< zo(t), and suitable 51, 52, 53. 
Note that 
g=(~,/3) > g=(zo(O),zo(T)) > o, 
gy(zo(0), yo(T)) < g~ (~,/~) < g.(y0(0), zo(T)) < O, 
by Assumptions (H6) and (HT). Moreover, 
(:: ) AoC(T) - g~ (~'~) e~p f~(s,~)d~ 
(/: ) < gv(z°(O)'y°(T)) exp h(s ,  zo(s))ds = AB(T) < 1, - gx(zo(O),zo(T)) 
by Assumptions (Hs),(H9). This, Assumption (H3), and Lemma 1 show that Yl, zl are well 
defined, 
yo(t) <_ yl(t) <_ zl(t) <_ zo(t), t ~ J, 
and moreover, yl,zl are lower and upper solutions of (1), respectively. Using again Lemma 1, by 
induction, we can show that 
yo(t) <_ yl(t) <_... <_ yn- l(t)  < yn(t) <_ zn(t) < z~_t(t) < . . .  <_ zl(t) < zo(t), 
for t E J and n = 0, 1 , . . . .  By the standard argument, i fn  --+ c~, then y~(t) --~ y(t), z~(t) ~ z(t) 
on J, where y and z are solutions of (1). This yields x = y = z since problem (1) has a unique 
solution, by Theorem 1. 
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To show the quadratic onvergence put, p~+1(t) = x(t) - yn+l(t) >_ O, qn+l(t) = Zn+l(t) - 
x(t) > 0 on Y. Hence, 
0 = g(y~(O), y~(T)) - g(x(O), yn(T)) + g(x(O), y~(T)) - g(x(O), x(T)) 
+ g~(yn(O), yn(T))[y,~+l(O) - y,~(0)] + gy(yn(O), z~(T))[yn+l(T) - yn(T)] 
= [g~(y~(0), y~(T)) - g~ (~1, y~(T))]p~(O) + [gy(y~(0), z~(T)) - gy(x(O), ~2)]p~(T) 
- g,(yn(0), y~(T))p~+l(O) - gy(y~(0), z~(T))p~+l(T) 
_< [g~(y~(0), y~(T)) - g~(x(0), y~(T))]p~(O) 
+ [gy(y~(0), z~(T)) - gy(x(O), y~(T))]p~(T) 
- g~(y~(0), y~(T))p~+ffO) - gy(y~(O), z~(T))p~+l(T) 
= -g~(y~(O), y~(T))p~+l(O) - gy(y~(O), z~(T))p~+l (T) - g~(~3, Yn(T))p2(O) 
+ {-gy~ (~4, z~(T))p~(O) + g~(x(O), ~5)[q~(T) + p~(T)]}p~(T) 
_< -g~ (zo(0), zo(T) )p~+l (0) - gy(zo(O), yo(T) )pn+l (T) 
+ {B2pn(0)+ B3[q~(T)+ p~(T)]}p~(T) + Blp~(0), 
for yn(0) < ~1,~3,~4 < x(0), y~(T) < ~2 < x(T), y~(T) < ~5 < z~(T), and 
Ig~(u,v)] <_ B1, [gyx(U,V)] < B2, Igyy(U,V)l < Ba, on ~1 x ~2. 
Hence, 
I B 1 } p~+l(0) _< a ~ ~ [p~(0)+p~(T)] + ~Ba [q~(T)+p~(T)] +Bap~(T)+Blp~(O) 
+ Ap~+I(T) 
< Ap~+I(T) + aap~(0) + a2p2(T) + aaq](T), 
for 
1 
g~(zo(O), zo(T))' 
Moreover, 
1 
al -- ~a[2B1 + B2], 
1 
a2 ---- ~a[B2 + 3B3], 
1 
a4 = -~aBa. 
p'~+l(t) = f(t, x(t)) - f(t, yn(t)) - f~(t, y~(t))~gn(t) - Pn+l (t)] 
= [f~(t, pl(t)) - f~(t, y~(t))]pn(t) + f~(t, yn(t))pn+l(t) 
<_ [f~(t, x(t)) - f~(t, y~(t))]p~(t) + f~(t, y~(t))p~+l(t) 
= f~ (t, P2 (t))p2(t) + fx (t, y,~(t))p~+l (t) 
<_ Bop2(t) + f~(t, zo(t))p~+l(t), 
for yn(t) < ill(t), fl2(t) < x(t), t e J, and If~(t,u)[ < Bo on fL Hence, 
p~+l(t) <_ B(t)p~+l(O) + L(t, pn), t C J, n = 0,1, . . . ,  (4) 
where B is defined as in Assumption (H9) and 
(/: ) n(t,p~) = S(t) exp - f~(r, zo(r))dr Bop2(s)ds. 
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Indeed, 
p~+l(0) _< Ap,~+I(T) + alp2(O) + a2p2(T) + a4q2(T) 
< A[B(T)p~+I(O) + L(T, pn)] + alp~(O) + a2p~(T) + a4q~(T). 
This yields 
1 
pn+l(0) _< 1 - AB(T) [AL(T, pn) + alp2(0) + a2p~(T) + aaq~(T)] 
since AB(T) < 1, by Assumption (H9). 
Note that 
L(t,;n) _< ~ m~;~(~), 
for 
[~= B°exp(MT)exp(MT)M - 1 and [f~(t,u)[ _< M, 
Combining this with (4), we obtain 
M > O, on ~. 
m j~x Ix(t) - yn+~(t) l _ '/~ max Ix(t) - y~(t)l ~ + "/2 m~_tej Ix(t) - Zn(t)l 2, 
for 
exp(MT) [A/~ + al + a2] +/~, 
"/1- f -  A--B---~(T) 
In a similar way, we can get 
'/2 = 
exp(MT) 
1 - AB (T) C~a. 
qn+l(0) ~ Aqn+l(T) + 61p2(0) + 5~2p2(T) +5~3qn2 (0) + 5~4qn2 (T) 
and 
qn+l(t)<__B(t) [qn+l(O)+ 1 foteXp (_  fo ~ fz(r, zo(r))dr)Bo (p2n(s)+ 3q2n(s))ds I , 
for 
1 
61 = ~a(B1 + B2),  
Hence, we finally see that 
1 ~3 = la(3B1 + 2B2), 54 = a(B2 + B3). 
m a~ Ix(t) -- zn+l  (t)l _ 71  may_ Ix(t) - y~(t)12 + 92 m ajx Ix(t) - z~(t)l 2, 
tEJ 
for 
exp(MT) [ lAB exp(MT) - 1 ] 1 7z - i - -  A---~) [2 o "~ +a l  +~2 + "~Boexp(MT)exp(MA~) - 1, 
exp(MT) [3A~ exp(MT)- 1 1 3 
x/2 = f :  AA-B~(T) [-2 00 M + a3 + ~4 + _~Boexp(MT)exp(MMT ) 1 
This ends the proof. 
EXAMPLE 1. Consider the following problem: 
x'(t) = x2(t) - ex(t) + 1 =-- f(t,x(t)), 
0 = x(0) - sin x(T) =- g(x(0), x(T)), 
te J=[0 ,  T], e:exp(1),  (~) 
where T is a fixed positive number. 
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Put  yo(t) = O, zo(t) = 1, t E J.  Note that 
f(t, yo(t)) = 1 > 0 ~- y~(t), 
f ( t ,  z0(t)) = 2 - ~ < 0 = 4( t ) ,  
g(u0(0), y0(T))  = 0, 
g(zo(O),zo(T)) = 1 - s in l  > 0. 
This shows that Y0, z0 are lower and upper solutions of problem (5), respectively. 
Moreover, gx(zo(O),zo(T)) = 1 > 0, gy(yo(O),zo(T)) = -cosz0(T)  < 0, and g~(u ,v )  = 
g~u(u,v) = O, gy~(u,v) = sinv > 0 for u E [0,1], v C [0,1], and fx~(t,u) = 2 > 0. Indeed, 
AB(T)  = exp[(2 - e)T] < 1. This proves that all assumptions of Theorem 2 hold, so its assertion 
is satisfied for problem (5). 
EXAMPLE 2. Let 
x'(t) = -3x( t )  + x ~(t) + cos x(t) _= f( t ,  x(t)) ,  t e J = [0,1], 
0 = 3z(0)  - x3(0) + sin x(0) =-- g(x(O), x(T)), (6) 
so the nonlinear condition for g does not depend on the second variable. It is simple to verify that 
yo(t) = 0, zo(t) = t, t E J are lower and upper solutions of (6). Note that f~( t ,  u) = 2-cosu  > 0, 
u e [0, t], t e J ,  and g~(zo(O),zo(T)) = 4 > O, gy(yo(O),zo(T)) = O, g~x(u,v) = -6 -  sinu < 0, 
g~v(u,v) = gyy(u,v) = O, AB(T)  = 0 < 1. Hence, the assertion of Theorem 2 is satisfied for 
problem (6). 
REMARK 3. Let g(u,v)  -~ u -  K1 v ~-g2,  K1, /(2 ~_ 0. Then, Assumptions (H6),(HT) hold. 
Assumption (Hg) holds if K1 exp( f [  fx(s, zo(s)) ds) < 1. 
For K1 = 0 (the initial problem), we have a result obtained, for example, in [4,9,10]. For 
K1 > 0, we can write the above condition in the form f [  f~(s, zo(s)) ds + lnK1 < 0. 
For K1 = 1, we have a result of [9] when t(2 = 0. For example, this condition for K1 = exp(1) 
takes the form f [  f~(s, zo(s))ds < -1 .  
REMARK 4. Let g(u,v)  = u -  ~(v), ~ E C2(f~2,]~). Let f E C°'2(f~,~), and Assumptions (H3) 
and (Hs) hold. Moreover, we assume that 
~'(zo(T)) > O, ~"(v) < O, for v E f~2 and ~'(yo(T))B(T)  < 1. 
Then, the assertion of Theorem 2 holds. 
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