Abstract. The correlation of ambient vibrations of the Earth yields the impulse response between two passive sensors as if one was a source. This provides the opportunity to image the Earth beneath regional seismic arrays. In this paper, we present imaging of the lithosphere in Europe based on surface Rayleigh waves extracted from continuous record of the seismic noise. We also recall a brief history of passive imaging in seismology. The link between correlations and the green function is investigated from a mathematical point of view, and through laboratory experiments.
1. Introduction: most of seismic records are presently unexploited During the last thirty years, seismic networks have undergone a wide development (see Fig. 1b ). The aim of ambitious new deployments of arrays (see for instance PASSCAL or FDSN 1 ) is to improve the resolution of images of Earth's interior by adding more instruments to regional and continental scale seismic networks. Large on-line databases gather waveforms from hundreds of worldwide seismic stations. Processing the enormous amount of data is a main challenge and, actually, only a small part of the records are eventually used to image the Earth or localize the seismicity ( Fig. 1(a) ). This small part corresponds to direct (ballistic) waves emitted by earthquakes, which represents at most 1% of the total amount of data. Unfortunately, earthquakes occur mainly from plate boundaries (see Fig. 1a ) leaving large aseismic areas unaccessible to seismic tomography with a fine resolution. The uneven distribution of earthquakes is a clear limitation of traditional seismic imaging techniques.
Direct waves are followed by a long tail made of residual vibrations that constitute the socalled seismic coda [1] (see Fig. 2 ). Coda waves are discarded in most imaging applications. The coda is the signature of the high level of heterogeneity in the Earth. It is made of waves reverberated and scattered inside the Earth, especially in the crust. Its exponential decay has been studied quite intensively using the radiative transfer theory [2, 3] .
The seismic ambient noise that predominantly fills the databases is also very often discarded. Ambient noise is made of continuous vibrations initiated by low amplitude sources occurring at random. Very roughly, high frequency noise (above 1 Hz) is mainly affected by human activity like transportation and industry. Below 1 Hz, the sources include wind, storms, and ocean waves. For periods between 1s and 20s, the ambient vibrations are called microseismic noise. At very low frequencies where fundamental modes of the Earth are observed (100s-1000s period range), this ambient noise is referred to as "hum" [4, 5] . It should be noted that in all frequencies, the exact origin of seismic noise is not clearly established, and the mechanism of noise generation remains unknown. Again, most of the time, the noise is not processed. In some cases, it is not even recorded or just deleted from the database.
Improving the images of the Earth will require compensation for the lack of sources in certain aseismic regions, and development of new imaging and data processing techniques to take advantage of the coda and noise records. The method proposed in this manuscript, based on the correlation of ambient noise, meets these criteria and appears particularly promising (see for instance first evidences by Campillo and Paul [6] , and Shapiro et al [7, 8] ). Section II is devoted to a brief historic overview of seismic noise correlation. Next (section III), we image the Earth crust in Europe using seismic noise only. In section IV, small scale laboratory experiments are proposed to illustrate how the Green function of the medium can be retrieved using acoustic noise or distant sources. Last (section V) comes a general mathematical demonstration that establishes the link between noise correlations and the Green function of the medium.
Passive imaging with ambient noise: the pioneers
In his pioneering works in 1957, K. Aki [9] noticed that the seismic wavefield originating from different noise sources shows a spatial coherency. More precisely, if the seismic surface waves are incoming from all directions, meaning that the noise is diffuse enough, the spatial correlation takes the form of the Bessel function ϕ(x, ω)ϕ(x + r, ω) * = |F (ω)| 2 J 0 (kr). He suggested that the observation of such a spatial correlation could provide an accurate way of measuring the wavelength of surface waves at several frequencies, and, therefore, through an inversion of the dispersion curve, could give the structure of the subsurface at the given site x. This Spectral Auto-Correlation method (SPAC) assumes a perfectly diffuse seismic noise made of 2-D surface waves. It is now widely used to constrain the elastic properties of the first km beneath the Earth's surface, especially for seismic hazard assessment [10] , and is somehow the ancestor of Later on, J. Claerbout stressed that this observation could be extended for distances r much larger than the wavelength. He conjectured that the spatial correlation of seismic waves, averaged over time, should yield the actual impulse response of the medium. This property was demonstrated theoretically in a 1-D layered medium [11] , but was not at that time generalized to 3-D media and was found to have only feeble experimental confirmations. During the early 1990's, T. Duvall and co-workers developed a similar technique to image the sun's interior [12] . From the correlation of surface velocity records obtained by Doppler measurements, they computed the acoustic impulse response of the sun between two points at the surface. Though the technique is widely accepted in helioseismology, the theoretical link between correlations and Green function is not obvious.
More recently, R. Weaver and O. Lobkis [13] demonstrated that the time-averaged correlation of diffuse ultrasound or ultrasonic noise yields the elastic Green's function of the medium. Their approach was quite original: it took advantage of the full waveforms and, more precisely, of the mesoscopic nature of diffuse fields. If the wave is sensed by two passive receivers at A an B, they showed both theoretically and experimentally that the time derivative of the correlation is the exact Green's function of the medium, as if a source was place at A or B:
where G + and G − are the causal and anti-causal Green's function. This property is valid as long as the noise is delta-correlated and homogeneously distributed. First investigations in seismology started in 2003 [6, 7] , followed by applications to imaging the lithosphere [8, 14] , monitoring temporal changes in volcano [15] and to studying the origin of seismic noise [16] .
3. Passive imaging: example at the regional (local) scale of Europe The Earth has a composition which varies with depth: deeper structures are in general harder. This feature results in the dispersion of surface (Rayleigh and Love) waves (see for instance [17] ). Therefore, by inverting the dispersion curves of surface waves in the 1s-40s period range, seismologist have access of the composition of the first ≈100 km (the "brittle" lithosphere).
Ideally, The correlation technique gives us the possibility to measure dispersion curves between any pair of stations of an array using only ambient noise records. First demonstrations in seismology were immediately followed by imaging applications. For instance, passive imaging from Rayleigh wave group velocities has first been used by [8] and [18] , who provided images of the Californian crust. In the 1s-40s period range, images are produced at a regional and local scale and reveals overburden geophysical and geological features that can not be accessed by direct observation at the surface.
In the following, we use seismic ambient noise correlation to study the lithosphere in western Europe. Using 150 broadband stations, we determine the surface wave velocity structure of the Alpine region and surrounding area in the 5-50s period band. We used one year of continuous records from October 2004 to October 2005 from 150 3-components broadband European stations. Our aim is to focus on the Alps, where we have a particularly high density of stations (Fig. 3 ). All the records are processed day per day. North and East horizontal components are rotated to get radial (R) and transverse (T) components with respect to the inter-station azimuth (see Fig. 4) . The records are then band-pass filtered and their spectrum whitened between 5 and 150 s. We correlated signals recorded on the components that correspond to the non-zero terms of the theoretical elastic Green's tensor (ZZ, ZR, RZ, RR, and TT, due to As an example, Figure 5 shows the ZZ cross correlation of one year of records between the Swiss Digital Seismic Network (SDSNet) stations AIGLE and STU, band-passed into several period bands from 10s to 60s. The inter station distance is 320 Km. The positive time of the correlation corresponds to the causal Green's function of the medium between AIGLE and STU, and the negative time corresponds to its anticausal counterpart (ie the Green's function between STU and AIGLE). A wave train corresponding to Rayleigh waves is clearly visible on all period bands in the positive and negative correlation time at 100s. This corresponds to a velocity of 3.2km/s. Dispersion is visible with high-frequency waves arriving after low-frequency ones. In practice, correlations are generally not perfectly symmetric. In this example, the amplitude of the Rayleigh waves is larger for negative than for the positive time, although the phase arrival times are equivalent. This indicates that during the year 2004-2005, the energy flux was predominantly from STU to AIGLE.
Rayleigh and Love waves dispersion curves are evaluated from the emerging Green's function using frequency-time analysis [19] for the 17,000 inter-station paths. For each path we get eight evaluations of the Rayleigh-wave dispersion curves by considering four components of the correlation tensor (ZZ, RR, RZ and ZR) and both the positive and the negative part of the NCF. Similarly, we get two estimates of the Love-wave dispersion curves from positive and negative parts of TT correlations. We reject waveforms 1) with SNR (ratio between Rayleigh wave's amplitude and noise variance after it) lower than seven; 2) with group velocities measured on the positive and negative correlation time differing by more than 5 percent; and 3) with paths shorter than two wavelengths at the selected period for the group velocity map. This results in about 3,500 paths over the initial 11,000 inter-stations paths at 16 s (Fig. 3) . We then apply a tomographic inversion following [20] to this data set to obtain group velocity maps on 100×100 = 10,000 cells of 25×25 km across Europe. Computed group velocity maps for Rayleigh waves at period 8s, 16s and 35s are shown on Figure 6 .
Several geological features can be seen on those maps. At 8s surface waves are mostly sensitive to the upper crust (5) (6) (7) (8) . The Alpine arc is associated with high velocities that can reach 3.2km.s −1 as well as the Bohemian Massif. At 16s, Surface waves are sensitive to the mid crust. The main structures visible on the 8s map are still visible, but in addition the French Jura is visible with high velocities reaching 3km.s −1 . At 35s (Figure 6c ), group velocities are sensitive to the crustal thickness: in region where the crust is thin, surface waves can reach high mantellic velocities (3.9km.s −1 ), whereas in region where the crust is thick they are associated with slower crustal velocities. The 35s group velocities maps shows a great contrast between area of "normal" crust thickness (Germany, France, with high velocities), and areas where the crust is particulary thick (e.g. low velocity Alpine crustal root).
The Alpine region has intensively been studied using controlled source and earthquake tomography (P-and S-wave arrival time). These studies gave precise insight about the crustal and upper mantle structure [21, and references therein]. However, using seismic noise instead has several advantages. The final resolution depends mostly on the density of stations and is not limited by the available sources. This makes it possible to get high-resolution group velocity maps that cover large regions, whereas controlled sources can only be used for small areas. Surface wave tomography using earthquakes records only provides group velocity maps at periods above 20 s, since all the high-frequency information is lost due to attenuation in the medium.
To summarize, we have here shown that the passive imaging technique uses cross-correlation of seismic noise to reconstruct impulse responses of the heterogeneous Earth within an array of passive receivers. Our ability to reconstruct exactly the Green function, including late reflections, is questionable. This point is addressed in the laboratory in the next section.
4. Validation of passive imaging in the laboratory 4.1. Our strategy: multi-scale experiments Seismology is based on the observation and processing of natural vibrations. In global and regional (local) seismology, scientists are facing two simultaneous problems: they neither know the earthquake location nor the medium of propagation. Imaging the source and the medium at the same time is therefore very complex. By employing in the lab controlled sources and sensors, we can focus our efforts on the physics of the wave propagation and develop more comfortably new methods. In the laboratory, we additionally control the size of the medium, the scattering properties, and the absorption. We are then able to adjust one parameter at a time and test the physical models and imaging techniques we develop. Another reason for carrying out analogous ultrasonic experiments is more tactical: it is related to the order of magnitude of the physical parameters as recalled in Tab. 1. Ultrasonic wavelengths are on the order of a millimeter, meaning that experiments are physically easy to handle. Additionally, the duration of a single ultrasonic experiment is very short (one minute) compared to seismology where we have to wait for earthquakes or for enough noise (year). This characteristic allows us to achieve many more experiments in the laboratory and test many parameters over a wide range of magnitude. For all these reasons, we have decided to carry out, at the same time, seismic and acoustic experiments.
Wavelength Frequency
Size Duration of an experiment Seismology km mHz -Hz 6000 km month-year Ultrasound mm kHz-MHz m min Table 1 . Comparison of the physical parameters between seismology and ultrasound.
Reconstruction of dispersion curves from acoustic noise
We want to build in the laboratory an experiment with elastic waves that reproduce some characteristics of seismic waves in the shallow part of the Earth (the crust and the upper mantle constitute the lithosphere). To test the possibility of reconstructing dispersion curves from the correlation of noise, we used a plexiglass plate (thickness h=6 mm) and recorded the vibrations at 100 locations (1 cm pitch) using miniature accelerometers. For more details on the experiment, please refer to [22] . These sensors were used in the 1kHz-60 kHz frequency range where vibrations of the plate are mainly constituted by dispersive anti-symmetric Lamb waves (flexural waves).
As a noise source, we employed a dry air blower that continuously released a turbulent jet at the surface of the plate for approximately T=10 s. The receivers recorded synchronously this 10 s noise sequence, each record is labeled after its distance d from the first receiver R 0 . The time domain cross-correlation between the receiver R 0 and the other receivers is processed afterward:
As mentioned in previous section, this cross-correlation C d (τ ) is very similar to the impulse response obtained in a pitch-catch experiment (this latter active experiment was performed by replacing the first receiver by an active piezoelectric source). The series of 100 correlations is displayed in Fig. 7 as a time-distance plot. The dispersive A 0 mode is clearly visible, including reverberations at the edges.
We then computed the spatio-temporal Fourier transform of the set of 100 traces C d (τ ). The resulting dispersion curves are plotted in Fig. 8 . The A 0 mode is clearly reconstructed, the agreement between passive and theoretical dispersion curves is perfect (theory in dotted line). Note that the symmetric and non dispersive S 0 mode is hardly reconstructed because feebly excited by the noise sources. This shows to the equipartition assumption for elastic waves [23] is not perfectly fulfilled in this experiment. Ghosts are also visible in this figure, and are due to 1) small errors in positioning the sensors 2) the presence of reflections from the edges.
This experiment constitutes a demonstration that the dispersion curves of Lamb waves in a plate can be recovered by cross-correlating noise. Contrarily to an active experiment, the advantage here was that we neither needed to know the position of the noise source, nor to employ a controlled source. By correlating the noise records, we reconstructed the impulse response between the sensors, and recovered the same dispersion curves as in the active experiment. This experiment proves that the correlations of noise contain at least some features of the Green function. But can we go beyond? What is exactly the link between correlations and the Green function? This point will be addressed in the following sections, first by another laboratory experiment, followed a mathematical derivation.
Do correlations yield the Green function? Laboratory demonstration
The theoretical background developed by Weaver and Lobkis in their seminal experiments [13, 24] was based on a modal approach, particularly useful in closed medium and cavities. Their work was followed by other demonstrations, based on the stationary phase approximation [25], or on spatial reciprocity [26, 27] in open media. These authors noticed that the exact Green function of a heterogeneous medium can be retrieved if the sources are perfectly surrounding the medium to image, including the passive sensors (following the Helmholtz-Kirchhoff theorem [28] and the Time-Reversal analogy [26] ).
To illustrate this idea, we review now an ultrasonic experiment [29] designed to retrieve the Green function of an open medium beyond the ballistic front: we reconstruct the signature of two localized and well-separated scatterers. A perfect average over sources is realized. This experiment is carried out in clear water (sound speed c=1.480 mm/µs, average wavelength λ =1.5 mm). Two reflectors A and B are placed in the vicinity of a single ultrasonic piezoelectric transducer R. This sensor is nearly omnidirectional. Its (reciprocal) response r(t) has a flat spectrum between 0.5 and 1.5 MHz. Its width is 0.5 mm and its height ≈10 mm. The reflectors are two empty aluminum cylinders of diameter 8 mm. The experimental setup is quasi-two dimensional (2D) (Fig. 9) . The source S sends a broadband pulse (typically two oscillations at 1 MHz). The resulting wave R(t) is recorded at the receiver R and contains the direct wave S→R and scattered contributions S → A → R, S → B → R, S → A → B → R, and so on. The impulse response between S and R is noted h SR (t) so the recorded signal is r(t) = h SR (t) ⊗ s(t), ⊗ meaning convolution. For a given source S the autocorrelation function C S (τ ) is given by
In general, this correlation has no reason to equal the Greens function h RR (t). Yet different approaches [26, 27] showed that if the correlation is averaged over a large number of sources perfectly surrounding the medium, the exact impulse response h RR (t) can be fully retrieved. Here such a source distribution is obtained by rotating the source with a step motor (Fig. 9 ). An intersource distance of λ/6 provides 2000 different positions, yielding to 2000 correlations C(τ ) (Fig. 10) .
The averaged correlation C(τ ) = C s (τ ) is displayed in Fig. 11 . The enclosed box (a) shows the expected strong dominating peak of the autocorrelation at τ = 0. The overall plot is a zoom into the subsequent fluctuations (dotted line, from τ =40 µs to τ =90µs, superimposed with the reference impulse response F (τ ) (continuous line). This reference is the convolution of r(t) ⊗ h RR (t) ⊗ r(t) (pulse-echo measurement) with s(t) ⊗ s(−t) (the source autocorrelation). The correlation coefficient (CC) between the two wave forms is 95.4% over the [40-90µs] time window presented in Fig. 10 . The first arrival noted (b) is a little less well retrieved probably due to the imperfect directivity of receiver R. This is an experimental demonstration that the averaged correlation C(τ ) reveals the detailed structure of this open medium. The wave front labeled (b) in Fig. 11 corresponds to the reflection on the first cylinder. It is followed by a weak pulse: the first cylinders creeping wave. The second strong peak (c) is the reflection on the second cylinder, and the latest identified contribution (d) corresponds to a more complex ray path: R → A → B → R, i.e., a multiply scattered wave.
Do correlations yield the Green function? Mathematical demonstration.
We have chosen to report here on one of the most elegant (and general) theoretical demonstration, which is due to Y. Colin de Verdière [30] . We will see that cross-correlation of noise recorded at two distant stations A and B yields the Green's function, assuming that the wavefield is a delta-correlated white noise f (x, t) distributed everywhere in the medium, with no assumption about the medium:
with σ the variance of the noise. We consider any medium X, that does not need to be homogeneous, where the wave propagation equation is controlled by a damped equation that can be written as:
Here a > 0 is a constant that corresponds to the attenuation of the medium, f (t, r) is the source field (i.e., the noise field in our case) and u(t, r) denotes the displacement field. If L = c 2 ( r) ∆, we recognize the usual wave equation, In a more general calculation, L can be any negative selfadjoint elliptic differential operator. In more physical terms, L is an operator which preserves energy.
First of all we introduce a definition of the Green's function in the frequency domain using the integral kernel of the operator L (this definition is equivalent to the usual one). The integral kernel of the operator L, denoted by L (x, y) by:
This is the 'continuous matrix' of the operator L. It has to be linked to the case of a finite space where one can define the matrix (L ij ) of L and write the following formula:
If we consider an attenuating medium, the Green's functionĜ a (ω, r, r s ) is defined by the resolvent of L evaluated at point ω 2 + 2 i a ω:
We now define the time domain cross-correlation between the displacement at two points A and B as:
where the bar denotes the conjugate. u(t, r) can be expressed using the Green's function G a and the source function f as follows:
Again, we assume that f is a white noise distributed everywhere in the medium X, acting at any time t. In the frequency domain, a white noise contains all the frequencies with a random phase. In the time domain, this is a random wavefield such that the position and the activation time of each source are uncorrelated. In this case, and considering a damping medium, we replace the large T limit in the correlation by an ensemble average. We then get the following explicit expression for the correlation between the wavefields recorded at A and B:
where σ is the variance of the noise wavefield. The time derivative of this equation is expressed in terms of the Green's function using (4), giving the more familiar expression: 
This means that for any medium, the time-derivative of the cross-correlation computed between the wavefields recorded at two stations A and B is the Green's function of the medium, provided that the damping coefficient is small enough and that noise sources behave as white noise acting everywhere in the medium. This is the same hypothesis as stated in [31] , [24] and others, but L is now an arbitrary negative definite elliptic operator, and so the present result is more general and includes elastic waves in heterogeneous media.
conclusion
We have here reviewed a series of results emerging from passive imaging seismology on Earth.
The cross-correlation of ambient seismic noise is proved to yield the Green function between two passive sensors, as if one was a source. This was demonstrated in several ways: mathematically, with laboratory experiments, and at the regional (local) scale in seismology. Passive imaging in seismology obviously resembles to helioseismology, though both disciplines developed rather independently. It is probably worth emphasizing connections and gaps between the two disciplines, hopefully encouraging interactions between the two communities.
The Earth is a (very) heterogeneous elastic body, from which the displacement is sensed in the three dimensions of the space. This results in very rich seismic records made of various types of waves (compressional, shear, surface...) and with various polarizations, a feature that is hardly reproduced with acoustic waves. Additionally, the Earth is evolving very slowly: the medium is stationary (frozen) over times much greater than the propagation time. It is therefore possible to access and interpret the very late arrivals that constitute the diffuse coda. Observing coda waves in the sun is probably more challenging. On the other hand, data logging and collection on Earth is a main challenge, and often a terrible limitation. Record synchronization is complex, even with good GPS devices : seismic stations are sometimes located in places without power and with tough weather conditions. Additionally, seismic records are hardly accessible at sea, which leaves almost 4/5 of the Earth surface without data. This poorly compares to helioseismology, where acoustic waves are sensed at thousands of perfectly synchronized points (pixel) on the solar surface.
