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This study is concerned with optimal motion programming of robot 
manipulators. The primary objective is to develop a procedure to deter-
mine optimal motion programs for any robot configuration. The resulting 
motion programs are optimal with respect to the torques at the robot's 
joints. A computer algorithm is utilized to carry out the optimization 
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1.1 Literature Review 
Robotics has recently become a major concern within the industry of 
the United States. The real thrust is on so that the United States can 
continue to be a tough competitor in the world industrial market. In an 
industrial interpretation, a robot manipulator is a mechanical - electri-
cal device consisting of a series of links connected by various forms of 
actuators, which is used to assemble products, move parts, paint, etc. 
The real advantage found in the use of robots is that they are controlled 
by an electronic brain in the form of a computer. Thus, the robot is a 
flexible device that can be reprogrammed to perform a wide variety of 
tasks. 
Robots have been in development and application for several decades. 
The first robots consisted of open-loop control. A routine was taught to 
the robot, and it was blindly replayed with hopes that all other pieces 
the robot had to interact with would be properly located. This approach 
works, and is still applied today. However, it is not without its dif-
ficulties since it is an open-loop device. The present generation of 
robots is more sophisticated in that they have closed-loop control. Feed 
back sensors have been added to the end effector, robot joints and at 
various locations within the workspace. In this way the robot can deter-
mine its location at any time, it can determine the location of parts, 
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etc. Vision is also being given to the robot so that it can look out in-
to the work environment and make some interpretations about the task to 
be performed. 
The field of robotics requires input from many disciplines within 
the field of engineering. Mechanical Engineers are involved wibh the 
kinematic, dynamic, hydraulic and control aspect of robots. Electrical 
Engineers contribute the electronics to control the entire process, de-
velop control algorithms, and contribute some of the sensor systems to 
provide feedback for the robot. Industrial Engineers are concerned with 
integrating the robot into industrial application and developing the work 
environment for specific robots. The coordinated efforts of all is a 
necessity. 
One important class of problems in the application of robots is that 
of programming the robot to perform the desired task. This involves 
"teaching" the robot the path through which it should move in order to 
meet the desired objective. \../ark began in this area in the late 1960 1 s. 
Pieper [1] and Whitney [2] did work independantly in 1969 to develop rate 
control algorithms. These algorithms were advantageous to the operator 
in that they let the operator move the robot arm with external controls, 
and make these movements in terms of a coordinate system which was easily 
visible to the operator (i.e., coordinate system attached to the end ef-
fector). This was a great improvement over the previously used method 
of providing motion by controlling the individual joints of the robot. 
These algorithms took care of transforming the motions indi~ated by the 
operator into the separate joint motions necessary to perform the desired 
movement. Pieper used heuristic control algorithms. Whitney showed that 
the problem was linear in nature. Whitney [3] also extended this work 
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to provide for other criteria in determining the desired joint motions. 
He provided the technique where some of the joint motions are predefined, 
and it is desired to minimize some other criteria (i.e., traveling time) 
over the trajectory. Waldron [4] has recently extended the work of de-
veloping rate control algorithms. In his paper, he demonstrates a more 
efficient formulation of the algorithms based on the geometric character-
istics of manipulators as linkages. 
In the late 1970's, several people approached the problem of fitting 
a smooth motion to a path described by a series of connected, straight 
line segments. Such situations can arise when the desired end effector 
motion is preplanned before actual execution. Also, in some robot con-
trol algorithms, the end effector motion is taught to the robot as a set 
of discrete points, and it is up to the robot to fit a smooth trajectory 
to these points in order to provide the end effector motion. Paul [5], 
[6], [7] looked at this problem in several of hjs works. Paul states 
that the basic philosophy behind straight line motion is: 
1. No torques are exerted on any load that the hand is carrying. 
2. Linear inertial forces are easily calculated. 
3. The inertial load is reduced because the hand is brought closer 
to the base of the manipulator during the motion. 
4. The results of such a motion are easily evaluated by "looking 
along the path" for possible coll is ions with obstacles. 
Thus, the theory developed provides for the end effector to move along 
the straight line segments, but to have a smooth transition between the 
segments. Paul's earlier works are involved with developing the mathe-
matics for the resulting trajectories. He later developed an algor~thm 
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to provide control for the robot. The basic features of the algorithm 
are: 
1. Decision when transitions should be initiated between straight 
line segments. 
2. Generation of setpoints and solution of joint coordinates. 
3. Interpolation between setpoints to drive the manipulator. 
Luh and Walker [8] have done work on a similar problem. They posed 
the problem of moving along a series of connected, straight line segments 
as a linear programming problem. The objective was to determine the 
joint motions which minimize the traveling time along the resulting path. 
The inequality constraints imposed were in the allowable positienal error 
in making the curvilinear transitions between the segments, as well as 
constraints on accelerations and velocities. In 1981, Luh and Lin [9j 
extended this work by posing the problem as a nonlinear programming pro-
blem because of the involvement of a large number of nonlinear, inequali-
ty constraints. A 11 Direct Approximate Programming Algorithm (DAPA) 11 was 
developed which took into account some of the special features of the 
problem. The algorithm was shown to converge to the optimal path. 
Taylor [10] has also approached the problem of producing straight 
line motion between user specified points. He presents two approaches 
to the problem in his work. The first is a refinement of Paul's work in 
that better interpolation functions are developed with respect to compu-
tational cost and improved motion characteristics. The second method 
developed involves precomputing intermediate points along the desired 
path and then interpolating between these points to provide the joint 
motions for path execution. The precomputed points are spaced such that 
the deviation from straight line motion during interpolation is held to 
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a minimum. Taylor shows that th_is method provides for a faster algorithm 
and handles special cases of the robot configuration much more easily. 
In 1979, Milenkovic [11] improved the concept of fitting a path to 
a series of user defined points. One problem he saw in fitting straight 
lines to a series of user defined points was that when the smooth transi-
tion was made between the segments, the points were missed by some amount 
of error. Milenkovic was more interested in end effector motions which 
would accurately track specific surface contours described by a series 
of points. He developed higher order interpolation schemes to fit paths 
which pass directly through the points. This scheme was advantageous in 
that fewer number of points were needed to describe and track a contour 
with a certain .accuracy than that for straight line segments. The pro-
cedure developed can be programmed for execution in real time. 
The next major concern was that of determining how to control the 
joints of the robot to move along predefined paths (not necessarily 
straight 1 ine). Anderson and Paul [12] developed a control scheme where 
the equivalent relative position of all the manipulator joints is the 
same throughout the motion. This technique uses microprocessor based 
software to determine the slowest joint during a particular motion seg-
ment, and controls its motion to drive it at its maximum rate. The mo-
tion of the other joints is determined such that the prescribed path is 
executed with minimal error. 
Luh, Walker and Paul [13] considered the path tracking problem in 
terms of resolved acceleration control. A closed-loop control scheme 
was developed which first computes joint accelerations from measured 
velocities and displacements, and uses these values to compute input 
forces and torques in order to track the desired path. Consideration of 
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the actual computation time is given so that the algorithm can provide 
on-1 ine control. This team extended their work to consider the tracking 
problem when the end effector load is not known or is variable [14]. 
This causes variations in joint motions such that the desired path is 
not followed. This work presents a computational scheme to compute the 
highly nonlinear dynamic characteristics at frequent intervals within 
the manipulator motion. The result is the joint forces and torques ne-
cessary for the robot to track the desired path. A similar work was car-
ried out by Orlandea and Berenyi [15]. They use the ADAMS program (Auto-
matic Dynamic Analysis of Mechanical Systems) to determine the forces and 
torques at the robot joints in order to move along the predefined path. 
A major concern in determining the joint motions to move along a 
predefined path is moving in an optimal fashion along the path. Vukobra-
tovic and Kircanski [16] developed a simplified dynamic model to deter-
mine a manipulator motion which provides optimal velocity distribution 
along a prescribed path. The resulting motion is optimal with respect 
to energy consumption. Because of the highly nonlinear nature of this 
problem, they found that direct application of optimal control theory was 
difficult. The approach used was that of dynamic programming. This ap-
proach solves the problem by finding optimal motions along small segments 
of the path considered as individual elements. This team later extended 
their work by developing a complete model of the system which took into 
account models of the manipulator as well as the actuators [17]. The 
techniques developed here are for off-line programming. 
All of the work previously mentioned involved determining the robot 
manipulator motion along predefined paths or along paths fit to prescrib-
ed points. In some cases the motion was optimized along these paths with 
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respect to various criteria (i.e., traveling time, energy, etc.). How-
ever, in many cases it is desirable to determine the optimal motion of a 
robot manipulator when only the initial and final position of the robot 
are known. Several approaches have been developed. Perez [18] has uti-
lized heuristic methods to determine paths which are minimum with respect 
to. traveling time. The major objective in his work is to provide for 
obstacle avoidance in moving between two positions. However, he has used 
an optimal time parameter in order to choose optimal obstacle free paths. 
Mujtaba [19] has looked at the problem of determining the joint mo-
tions when only initial and final positions of the robot are known. He 
compared several different trajectories which could be used· to provide 
the joint motions. These included a cosine function, a quintic function, 
and the sum of a sine function and a linear trajectory. The resulting 
joint motions were determined by fitting the coefficients of these func-
tions to satisfy the boundary conditions of initial and final position, 
zero initial and final velocity, and an initial and final acceleration 
that is either zero or a maximum absolute value. Mujtaba has found that 
the trajectory parameters can be chosen to approximate a bang-bang tra-
jectory. This trajectory consists of applying a maximum torque for a 
period of time to accelerate the robot, fol lowed by an equal period of 
maximum torque to decelerate it. Mujtaba found that the bang-bang tra-
jectory is executed in minimum time. The quintic, cosine and the sine 
added to a linear ramp are about 10-20% slower than the bang-bang tra-
jectory. He also compared a 11critically damped 11 trajectory, composed of 
a summation of decaying exponentials, in order to approximate the behav-
ior of a damped second order oscillator. He found that this trajectory 
was three times slower than the others. 
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Several groups have approached the optimal joint motion problem as 
an optimal control problem. Research by Kahn and Roth [20] was involved 
with determining the forces and torques to input to the robot in order 
to move from an initial position to a final position in a minimum amount 
of time. The problem was originally formulated as an optimal control 
problem. However, for the example worked in this paper, the formulation 
resulted in twelve highly nonlinear, first order differential equations. 
In order to solve this problem, it was reduced to a sub-optimal control 
problem by approximating the nonlinear system with a linearized system 
and uncoupling the resulting equations. The result is a near-minimum 
time control of the robot system. Cvetkovic and Nukobratovic [21] also 
worked on the problem with an optimal control approach. They also deter-
mined that the resulting equations are difficult to solve and made ap-
proximations to .solve the sub-optimal problem. In Vukobratovic's other 
works mentioned above, [16], [17], he has found that the optimal control 
theory cannot easily be applied because the system is too complex and 
highly nonlinear. He has found that the only acceptable approach to the 
problem is through dynamic programming. 
Work has been performed by Nakamichi and Washizu [22], [23], [24], 
in determining optimal trajectories by formulating the problem as an op-
timal control problem. However, the problem of interest to them is not 
that of determining optimal robot joint motions, but problems such as 
determining an optimal trajectory for a low-thrust rocket in passing be-
tween two orbits in space. The optimal trajectory is with respect to 
minimization of transfer time between the orbits. Their solution ap-
proach consists of applying a finite element formulation to solve the 
optimal control problem. This is done by dividing the time interval 
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over which the orbit transfer is to occur into a number of small ele-
ments. Shape functions are then assumed for the resulting elements, and 
the result is a problem of a form which can be solved by a numerical tech-
nique which results in the minimum transfer time. Although this approach 
is not used to solve an optimal robot joint motion problem, the approach 
used is very similar to that for the robot problem. The method should 
prove to be successful in its application in the robotics field. 
In reviewing the work which has been undertaken in the area of de-
termining joint motions for robot manipulators, it can be seen that a 
solid foundation exists for determining these motions along end effector 
paths which are ~redefined. Approaches are also developed to determine 
the optimal joint motions along the predefined paths. However, the work 
that has been done in determining the optimal joint motions along un-
specified paths is not developed as completely. The application of op-
timal control theory seems to prove difficult in solving the resulting 
equations. However, dynamic programming has been applied with some suc-
cess. It is the objective of this thesis to contribute to the theory of 
determining optimal motion programs of robot manipulators in order to 
move between two points. 
1.2 Proposed Research 
The objective in this thesis is to develop an approach to determine 
the optimal motion programs at the joints of a robot in order for it to 
move between two work stations within the robot 1 s workspace. The ap-
proach to be developed will be general in nature such that it can be ap-
plied to any robot configuration consisting of any number of kinematic 
links, and of any combination of revolute and prismatic actuators. Also, 
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the procedure developed will be able to incorporate various objective 
functions for determining the optimal motions with only minor modifica-
tions to the technique. 
The approach developed will be implemented as a computer program. 
The program will be used to solve several example problems on two link 
and three link robots with revolute pair actuators. A comparison of the 
proposed optimal motions for the robot configurations will be made to 
some of the commonly used motion programs in industry. This will allow 
the procedure developed in this thesis to be compared and evaluated in 
order to determine its merit. It is hopeful that this research will pro-
vide some insight into the problem of determine optimal joint motions for 
robots, and provide a background upon which future extensions can be made 
in this area. 
1.3 Organization 
Chapter I of the thesis has provided background information in the 
area of determining motion programs for robot manipulators. Also, a sum-
mary of the objective of the thesis has been given. 
Chapter I I deals with the development of the theory of solving the 
optimal joint motion problem. The ~echnique developed is based on form-
ulating the problem as a calculus of variations type problem and solving 
it with the Rayleigh-Ritz Method. Consideration is also given to the 
possible objective functions which can be used, and the choice of pos-
sible approximating functions to be used in the Rayleigh-Ritz Method. 
Chapter I I I applies the theory to a two axis, two dimensional robot. 
Several factors concerning the solution approach are considered. Com-
parisons are made in order to determine the desired form of the 
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approximating functions for the Rayleigh-Ritz Method. Also, several 
forms of objective functions are tried and compared. A second problem 
is solved for the two axis robot which involves changing the position of 
the task with respect to the robot. Consideration is given to how this 
effects the optimal motion program. The optimal programs for the two 
axis robot are also compared to those of a straight line end effector 
path commonly used in industry. 
Chapter IV applies the theory developed in Chapter I I to a three 
link, three revolute robot. The configuration of the robot is such that 
it moves in three dimensions. The results of the investigations in Chap-
ter I I I are applied in determining th~ optimal motion program. The op-
timal motion program obtained is compared to the standard straight line 
motion. 
Chapter V summarizes the work performed in Chapters I I I and IV and 
makes some concluding remarks concerning the theory and its application. 
Comments are made on further work which should be done with the theory 
developed within this thesis. Also, some ideas are given for extensions 
of the work in order to develop improved procedures for determining op-
timal joint motion programs. 
CHAPTER 11 
THEORY DEVELOPMENT 
2. 1 Definition of the Problem 
The problem confronted in this thesis is that of determining an opti-
mum path for any robot manipulator in moving from a station A to a station 
B (see Figure 1). For a given manipulator configuration, the motion at 
each of the robot joints, and in some cases the traveling time from A to 
to B, will be determined which provides an optimum path for the end effec-
tor. The motions will be such that they satisfy certain prescribed condi-
tions at the beginning and end of the motion. The optimum path can be 
calculated with respect to various objective functions. These include 
minimization of joint torques, energy consumption, etc. 
The problem formulation and method of solution on the following pages 
can be applied to any robot manipulator configuration. However, to pro-
vi de ease of presentation and understanding, the formulation wi 11 be pre-
sented for robots having n links and n revolute pair actuators. Also, the 
techniques can be applied to a variety of objective functions, but minimi-
zation of joint torques wil 1 be: considered in the formulation for the 
above mentioned reasons. The objective function, I, which minimizes the 
torque at the robot joints may take the following form: 
JT 2 2 2 









o STATION A 
Figure 1. General Robot Configuration 
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objective function; 
T. =torque at joint i; and 
I 
T =traveling time from A to B. 
2.2 Formulatinn of the Problem 
The problem of determining an optimum set of joint motions and, in 
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some cases, an optimum traveling time, can be posed as a calculus of vari-
ations problem. The optimal motion program is a set of joint variables 
which are functions of time that cause the robot to move in an optimal 
fashion with respect to certain prescribed conditions. The objective in 
this class of problems is to determine the functions such that a definite 
integral involving the functions and some of their derivativeswill achieve 
a maximum or minimum value. In the simplest case, the calculus of varia-




where y = y(x). 
x2 
= J F(x,y,y')dx 
xl 
(2) 
Certain conditions are imposed in determining the maximum or minimum 
value of the integral. First, certain necessary conditions must be satis-
fied in order to obtain a maximum or minimum value of I. The necessary 
conditions normally involve setting certain partial derivatives of I equal 
to zero in order to locate the stationary points. Second, certain suffi-
cient conditions are imposed which guarantee that the solution found is an 
actual maximum or minimum. The sufficient conditions are often not neces-
sary in physically based work, because the solutions can be physically 
evaluated and interpreted as a maximum or minimum. A further restriction 
on the problem is that the functions and their derivatives which are 
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explicitly involved in the integral I must be continuous over the region 
of integration. 
Examination of the objective function (l) based on minimization of 
the joint torques indicates that the problem can be posed as a calculus 
of variations problem. 
Minimize I = JT (T2 T2 T2)d o 1+2+ ... +nt ( 3) 
where 
= l , ... , n 
subject to certain constraints one. (t), 8. (t) at t = 0, T. For this 
I I 
problem, the unknown functions to be determined are the robot joint dis-
placements, e. (t)' velocities, e. (t)' and accelerations, 9. (t)' which are 
I I I 
all functions of time. The definite integral involved is the sum of the 
square of the joint torques integrated over the traveling time 0 to T. 
The problem can also be formulated for other objective functions. 
These include 
minimize (4) 
minimize ... ' ( 5) 
minimize ... + T S ) dt (6) n n 
The objective functions in Equations (4) and (5) can also be applied to 
minimize the joint torques. The difference in the objective functions in 
Equations (3), (4), and (5) is the manner in which the joint torque and 
traveling time are involved. Equation (3) involves the square of the 
joint torques, whereas Equations (4) and (5) involve the joint torques to 
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the first power. The traveling time, T, is explicitly involved in Equa-
tions (3) and (4), but only implicitly involved in Equation (5). The sig-
nificance of these factors will be considered in the next chapter. The 
objective function in Equation (6) minimizes the energy consumed by the 
robot. 
2.3 Method of Solution 
Several methods of solution are available in the calculus of varia-
tions p~oblem. The first of these would be the formulation of the Euler 
equations for the integral I. For the simplest case of the calculus of 
variations problem presented in Equation (2), the Euler equation takes 
the form 
aF 
- - = 0 ay 
The Euler equation produces a differential equation which can be 
( 7) 
used to determine the extremals of the problem under consideration. The 
extremals satisfy the necessary condition of making the integral station-
ary, but they do not guarantee the existence of a maximum or a minimum. 
Formulation of Euler equations does not provide a good solution pro-
cedure for the robot motion programming problem because of the number of 
variable functions involved. Examination of the objective function in 
Equation (3) indicates that a function 9.(t) is involved for each of n 
I 
joints in the robot. Also, the first and second derivatives of each of 
the joint variables appear in the equation. Thus, not only would an 
Euler equation have to be developed for each formulation of the objective 
function, but also the resulting differential equations would be highly 
nonlinear and difficult to solve. 
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The second solution procedure available is that of the Rayleigh-Ritz 
method [25], [26]. This method provides a procedure for approximating 
the solution of problems presented in a calculus of variations form. The 
method performs by assuming that the functions which render the integral 
I stationary can be approximated by a linear combination of known func-
tions. Thus, assuming that functions ¢. (t) can be properly chosen, the 
I 
functions to be determined, 8.(t) can be approximated as 
I 
i = 1 , ••• , n (8) 
The nature of the known functions ¢.(t) is arbitrary, but they must 
J 
be chosen so as to satisfy certain constraint conditions. ¢ (t) must be 
0 
chosen to take on the end conditions of e.(t) at t=O and t=T. For a 
I 
given tasks for a robot manipulator, the initial and final displacement, 
8.(0) and e.(T) of each joint will be known. Also, it is 1 ikely that the 
I I 
angular velocity, e.(t), will be specified at t=O and t=T. The func-
1 
tion ¢0 (t) is chosen accordingly. The remaining functions, ¢1 (t), ¢2 (t), 
... , ¢ (t) are chosen such that they are zero at the end conditions. In 
m 
this way, only ¢ (t) is operational at the end points, and the boundary 
0 
conditions of e.(t) will be satisfied for any choice of C .. 1 s. 
I I J 
The nature of the chosen functions ¢.(t) must be such that they form 
J 
a complete set. That is, some combination of the functions ~.(t) should be 
J 
expected to approximate the solution of the problem. Also, the accuracy 
with which the solution can be approximated should increase with added 
functions ¢.(t). Again, the nature of the functions chosen will depend 
J 
on the expected form of the trajectory which solves the physical problem 
I 
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at hand. The functions investigated here will be increasing term poly-
nomials and trigonometric terms of increasing harmonics. 
Utilizing the Rayleigh-Ritz formulation presented in Equation (8), 
the cal cul us of variation problem now takes the form 
minimize I = f T (T2 + T2 + + T2)dt 
0 1 2 n (9) 
where 
. .. 
Tl Tl ( 81 ' . ' e ' 81 ' . ' 8 ' 81 ' . , e ) n n n 
.. .. 
T = T n (81 ' . ' e , e 1 ' . , e , 81 ' . ' e ) n n n n 
and 
8 8 ( t, C l , C 2 , . . . , C , T) n n n n nm 
The problem has now been reduced from finding the functions 8.(t) which 
I 
minimize I, to determining the time invariant constants C .. , and in some 
I J 
cases T. 
With the equation in the form of Equation (9), the problem can be 
solved by applying ordinary differential calculus to determine the values 
of the constants C .. and T. The necessary condition for the minimum of 
IJ 
the problem is 
_· a_I_ = f T 2 t aT 1 aT 2 ar j --+ T2 --+ + T ac .n. dt 0 ac. . o 1 ac .. ac .. n 
I J - IJ IJ I J 
( 10) 
where 1 ' . .. ' n and j 1' . ' m; and 
a I a f T (T~ + T~ + T2)dt 0 -= ... + = aT aT o n ( 1 1 ) 
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The result of these partial derivatives is a set of nonlinear alge-
braic equations which can be solved for the variables C .. and T. Once 
IJ 
determined, the robot joint trajectories for an optimal path with respect 
to joint torques will be known. 
The choice of the number of terms to use in the Rayleigh-Ritz approx-
imation given by Equation (8) depends upon the nature of the problem. The 
best approach to use is to solve the problem for the following sequence 
of approximations and compare the results. 
(b) e. ( t) 
I 
( 1 2) 
At some stage the objective function I wi 11 begin to converge to a mini-
mum value. A point of diminishing return will be established for increas-
ing approximations. 
2.4 Choice of Approximating Functions 
2.4.1 Polynomials 
In this section, the approximating functions based on polynomials 
will be developed. As previously mentioned in the preceding section, the 
functions cj>.(t), j = 0, ... , m, must satisfy certain boundary conditions. 
J 
First, the function cp (t) will be chosen such that it satisfies the end 
0 
conditions at each of the robot joints. In moving a robot manipulator 
from a station A to a station B, the configuration of the robot in each 
of the stations will be known beforehand. Thus, the value of the joint 
20 
angles and values of angular velocity can be specified at each of these 
stations. 
For the robot tasks under consideration in this thesis, it will be 
required that the manipulator starts from station A with a prescribed 
velocity and ends at station B with a prescribed velocity. Thus, the end 
conditions at each joint can be specified as 
8. (0) 
I 











( l 3b) 
where the traveling time is T. 
A third order polynomial is necessary to satisfy the_four boundary 
conditions in Equation (13) and takes the form 
Thus, the a's must be determined to satisfy the end conditions. 
@t = 0 a = ( 8.) 
0 I 0 
al ( 8. ) I 0 
@t T 
2 3 ( 8.) T a + a 1T + a 2T + a 3T = 0 I 
2 ( G.) T al + 2a 2T + 3a3T I 
Solving these equations for the values of a yields 
a 
0 
( 8. ) 
I 0 
( 8. ) 
I 0 
( 14) 
( 1 5) 
( l 6a) 
( l 6b) 
( l 7a) 
( l 7b) 
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=~{(8.)T ( 8. ) } 2 (e i ) T a2 - +-T I I 0 T ( 17 c) 
2 
( e.) + ( e i) T 
(8.) } + I 0 a3 =-~{(8 i)T - I 0 T2 
( 17 d) 
Thus, 
¢ ( t) 
0 
(8.) + (8.) t + f32 [(8.)T - (8.) ] 
I 0 I 0 LT I I 0 
+fl_ 23 [(8.)T - (8.) J + _!_2 [(e.) + 
LT I 10 T 10 
( 1 8) 
which indeed satisfies the end conditions. 
The remaining functions, ¢. (t), j = 1, ... , m, must be tho·sen such 
J 
that they vanish at the end conditions and allow¢ (t) to specify the end 
0 
conditions. A systematic mathematical procedure to determine these func-
tions is not as easy as for the¢ (t) function. Therefore, ¢. (t) will be 
0 J 
presented and shown to satisfy the following conditions: 
(A) ¢. (0) = 0 
J 
(B) ¢. (T) = 0 
J j 1 , • • • , m 
(C) ¢. ( 0) 0 
J 
(D) ¢. (T) = 0 
J 
The polynomial function chosen is of the form 
¢. ( t) 
J 
¢. ( t) 
J 
tl+j (T-t) 2 
(l+j)tj (T-t) 2 - 2tj+l (T-t) 
( 19) 
(20) 
(2 l ) 
This function ¢. (t) provides for polynomials of increasing degree as j 
J 
varies from l tom. All terms in the function¢· (t) and ¢.(t) contain 
J J 
the variable t which will allow them to satisfy the end conditions (A) 
22 
and (C) of Equation (19). Also, all terms of Equations (20) and (21) con-
tain the expression (T- t) allowing end conditions (B) and (D) of Equa-
tion (19) to be satisfied at t=T. 
The resulting approximating function for the joint variables takes 
the following form: 
I 
e. ( t) 
I 
. • ) 3 
(e.) + (e.) t + 1- 2 [(e.)T - (e.)] I 0 I 0 T I I 0 
2 • l 2 











. . 1 3 [ ( e. ) + ( e. ) T]jt 
I 0 I 
l , . . . , n 
The graphs shown in Figure 2 show the first four terms of¢. (t) 
J 
which will be used in approximating e. (t). 
I 
2.4.2 Trigonometries 
The use of trigonometric functions will also be investigated for 
(22) 
their potential as approximating functions. The form will be sine and co-
sine terms of increasing harmonics. The function ¢ (t) which is chosen 
0 
to satisfy the boundary conditions of e. (t) can remain in the form of 
I 
Equation (18). A derivation similar to that presented for the polynomial 
functions must be undertaken to provide the¢. (t) to satisfy the condi-
J 
tions in Equation (19). The resulting function takes the following form: 
2.'Tft 
¢. ( t) ~ 1 - cos __l__ 
J T 
2. 'TT 2.'Tft 
¢. ( t) = _l_ sin __l__ 
J T T 




































l 3 ) -, 8. ( t) ( 8.) + ( 8. ) t ( 8. ) ] 2 • I 2 = +)- [(8. - +- (8.)T~t I I 0 I 0 _T2 I T I 0 T I J 
. ' 2 
-, 
I 
( 8 . ) ] l [(e.) + 
• I 3 






C.. l - cos _j__T . 
I J 
i=l, .. .,n (25) 
The graphs in Figure 3 show the first four terms of ~.(t) of the trigono-
J 
metric form. 
2.5 Computational Procedure 
An algorithm mus~ be obtained for solving the set of nonlinear alge-
braic equations resulting from the partial derivatives (10) and (11) in 
order to obtain the weighting constants C .. and traveling time T. A suit-
IJ 
able~anned algorithm, Sequential Unconstrained Minimization Technique 
(SUMT), was chosen because it is easily accessible on the OSU computer 
system. The actual formulation of the problem input to SUMT is not of 
the form of the nonlinear algebraic equations which result from Equations 
(10) and (11). However, the procedure used to solve the input problem is 
equivalent to solving the set of nonlinear algebraic equations. 
The SUMT algorithm was developed by Fiacco and McCormick [27]. The 
mathematical programming problem to be solved by the algorithm is to deter-
-
mine a vector x that solves 
subject to 
Minimize f (x) 







l ' 2' • 'm 
m + l, . 'm + P 
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The idea utilized in the algorithm is to solve a sequence of uncon-
strained problems whose solution approach that of the solution of the con-
strained problem in Equation (26). An unconstrained problem, P(x,r), is 
formed by including the constraints as penalty functions within the objec-
tive function. The function P(x,r) is defined as 
m 
P(x,r) = f (x) - r I 
j=l 









This procedure requires minimization of P(x,r) over those x satisfying 
the conditions g. (x) > 0, j = 1, ... , m for r = rl, r2, ... , where rl > r2 
J 
> ••• > rk > ••• > 0. Under suitable conditions the minima of P repre-
sented by x(rl), x(r2), .. x(rk), ... exist and approach a solution of 
Equation (26) as r + 0. 
The SUMT algorithm gives the option of several different procedures 
for solving the minimization problem. These methods differ in their use 
of gradient vectors and the Hessian matrix (matrix of second partial de-
rivatives). The method utilized in solving the manipulator trajectory 
problem was Newton's method which takes the form 
(28) 
-i 
Newton's method starts at a current point x and searches along the gradi-
ent vector Vf(~i) as modified by the Hessian matrix v2 f(~i) in order to 
-i +l 
locate an improved minimum point x 
This procedure is equivalent to solving a set of nonlinear algebraic 
equations. The solution procedure formulated in Equations (10) and (11) 
involved setting the partial derivatives of I with respect to C .. and T 
I J 
equal to zero and solving for C .. and T. The collection of partial deriv-
IJ 
atives would represent thegradient of I. For the moment, let this 
27 
-i -i 
gradient be denoted by vf(x ). It is desired to find the roots of vf(x) 
such that the objective function is stationary. The roots of vf(;i) 
can be represented by a vector x which contains the constants C .. and T. 
IJ 
Assuming a point ;i is known which is close to a root of vf(x), an im-
-i -i+l 
proved value of x , x can be obtained by examining a Taylor series ex-
pansion to two terms. 
(29) 
For xi+l to be a root of vf(~), vf(;i+l) 0. Thus 
and 
Comparing Equations (28) and (31) shows that the expressions are 
equivalent for Ai = l. Thus, the application of Newton's method in mini-
mizing an unconstrained objective function is equivalent to solving a set 
of nonlinear algebraic equations. Thus, it is acceptable to solve the 
manipulator joint motion problem using SUMT. 
The logic of the SUMT algorithm is as follows: 
Step l: Find a point x0 in R0 = {x/g. (x) > 0, i = l, ... m}. 
I 
If 
such a point is not readily available, the optimization method itself is 
used to find it. 
Step 2: Determine r 1, the initial value of r. This can be speci-
fied as an input parameter or one of several rules for choosing r 1 can be 
specified. 
Step 3: Determine the minimum of the P functionforthecurrentvalue 
of r using one of the several procedures included in the computer program. 
Step 4: Estimate the solution using extrapolation formulas. 
Step 5: Terminate computations if final convergence criteria are 




Se 1 ec t r k+ 1 . 
Go to Step 3. 




Set up the function 
:P(x,r) e f(:ic)-r ~ ln g~ (x) + . 1,. v 
. ] ~ h~ (x}. (ommitted in 
r i=•+l Phase I 
min P(x1 r} 
a 
In Phase I keep a 
continual check to 
see if any violated 
constraint is satis-
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CHAPTER 11 I 
APPLICATION OF THE THEORY TO A 2-R ROBOT 
3. 1 Scope of Ch apter 
In this chapter the SUMT computer algorithm will be applied to opti-
mize the joint motions of a two link, two dimensio-nal robot manipulator. 
Several factors involved with the solution procedure of this problem wi 11 
be investigated to determine the best approach for solving optimal joint 
motion problems. The factors to be considered are 1 isted below: 
1. Determination of the number of trigonometric terms required in 
the approximating functions. 
2. Comparison of polynomial and trigonometric approximating func-
tions. 
3. Procedure to determine the optimal traveling time, T. 
4. Comparison of objective functions. 
5. Comparison of optimal and standard solutions. 
6. Campa ri son of workstation locations with respect to the manipu-
lator. 
3.2 Problem to be Solved 
The task to be performed by the manipulator is a simple 1 ifting task 
from station A to station B (see Figure 5). The manipulator joints will 





/ 0; ~ ~ / / __________ _, '--
/ 
STATION A 
Figure 5. Two Axis Robot Task Description 
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station B with zero angular velocity. Thus, the boundary conditions are 
specified. 
81 ( 0) = 70. 0° 82(0) = 210. 0° 
81 ( t) = 45.0° 82 (T) 315 .0° 
e 1 ( o) 0.0 82 ( 0) 0.0 
e 1 ( t) 0.0 e 2 ( t J 0.0 
Figure 6 shows a free-body diagram of the two axis robot in which 
the variables are described. The variable values chosen for the example 
problem in this chapter are listed below: 
al 0.6096 m a2 0. 6096 m 
,Q,l 0.3048 m ,Q,2 0.3048 m 
Ml = 4.5360 kg M2 6.3500 kg 
I 1 0. 1405 kg·m 
2 
12 0.2458 kg·m 
2 
Note: The inertial properties of the load carried at the end effector 
are included in the second 1 ink. 
The objective function to be evaluated is that of minimizing the in-
tegral of the sum of the square of the joint torques. 
minimize I = JT (T2 T2)d 0 1 + 2 t ( 1 ) 
The kinematic parameters of the two axis robot must be determined in 
order that the objective function can be evaluated. Expressions for the 
position, velocity and acceleration of the point Pon the end of the sec-
ond 1 ink are required. These equations are 1 isted below and are measured 





























x al cos el + a2 cos p ( e 1 + e2) 
(2) 
yp a 1sine 1 + a2sin (el + e2) ( 3) 
x -[a 1sine 1 + a2sin (el + e2) lei [a2 sin (el + e2)]e2 (4) p 
yp = [a 1cose 1 + a2 cos ( e 1 + e2)]el + [a7 cos ( e 1 + e2)]e2 (5) 
(6) 
- [a 2 s i n ( e 1 + e 2) ] 8 ~ + [a 1 cos e 1 + a 2 cos ( e 1 + e 2) ] e 1 
+ [a2cos (e 1 + e2) ]e2 (7) 
Expressions for the accelerations, aGl and a G2 , of the centers of 
gravity of 1 inks 1 and 2 1 and the reaction forces at the joints are also 
required. These are necessary to evaluate the joint torque expressions, 
and are included in the joint torque expressions presented below. 
Expressions for the torques at each joint of the robot are required 
in order to evaluate the objective function in Equation (l). The joint 
torque expressions take the following form: 
T2 = 12 (e 1 + e2) + m2 [a 1 (e 1sine 1 + e~cose 1 ) 
+ ,Q,2{(el + 82) sin (el.+ e2) 
• • 2 
+ (e 1 + e2) cos (e 1 + e2)}] Q,2sin· (e 1 + e2) 
+ m2[g +al (elcosel - e~ sine]) 
35 
+ ,Q, 2 { ( e l + e 2 ) co s ( e l + e 2 ) 
• • 2 
- (e 1 + e2) sin (e 1 + e2)}] £2cos (e 1 + e2) ( S) 
Tl T 2 + I l el + (al s i n e l ) m2 [al el s i n el 
+ i 2 (e1 + 82) sin 1(e 1 + e2) + a 1 8~ cose 1 
• • 2 
+ £2 (e 1 + e2) cos (e 1 + e2)] 
+ (a 1cose 1) m2 [g + a 181cose 1 
. • 2 
+ £2 (8 1 + 82) cos (e 1 + e2) - a 1e1 sine 1 
• • 2 
- £2 (e 1 + e2) sin (e 1 + e2)] 
+ m 1 ,Q, ~ s i n e 1 ( e ~ cos e 1 + Ei 1-s i n e 1 ) 
(J_ - . 2 .. ) £ 
1 
e 1 s i n e 1 + e 1 co s e 1 (9) 
Thus, once the joint angular displacements, velocities and accelerations 
are specified for a given instant of time, the objective function I can 
be evaluated. 
Before presenting the results of these investigations, a comment 
must be made concerning the approach which must be undertaken in solving 
problems of this type with SUMT. The problem presented in Equation (l) 
is referred to as a non-convex programming problem. This means that there 
is no guarantee that SUMT will converge to the global minimum of the prob-
lem, only that local minima will be achieved. Thus, several starting 
points must be used for the optimization process. In taking a well dis-
tributed set of starting points, it is hoped that a trend can be observed 
in the resulting minima so that an optimal solution can be stated with 
some confidence. 
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3.3 Determination of Requijed Number of Terms 
The first factor considered was t~at of determining the number of 
terms required in approximating the optimal joint motion. Trigonometric 
approximating functions were used. The approach used here was to solve 
the problem for a sequence of approximations with increasing terms and 
determine when increasing terms provide no improvement. The approxima-
tions are of the form: 
( l Oa) 
( l Ob) 
(3) ei(t) - ¢o{t) + ci1¢1(t) + c12¢2(t) + ci3¢3(t) ( l Oc) 
(4) ei(t) - ¢0 (t) + ci 1¢1(t) + ci 2¢2 (t) + ci 3¢3(t) + ci 4¢4(t) (lOd) 
Traveling time, T, was not optimized but constrained to a fixed val-
ue. The SUMT algorithm will be used only to determine the C~. of the ap-
1J 
proximating functions. Although the problem of local minima has been 
recognized and presents a need for multiple starting points, only one 
starting point will be used here. Th i s w i l l be such that al l C . . = 0 . 
IJ 
This starting point specifies the¢ (t) function as the initial.motion at 
0 
each joint. It is known beforehand that this function sati~fies the ini-
tial conditions and provides a smooth motion at each joint (see Figure 3). 
Also, the C .. = 0 starting point provides a direct path for the end effec-
IJ 
tor in traveling from A to B. All of these facts have been verified in a 
preliminary investigation and will not be pre~ented in this thesis. 
The sequence of approximations in Equation (10) was performed for 
T = 0.45 seconds. Table I summarizes the results. In Table I, the weight-








COMPARISON OF INCREASING TERM TRIGONOMETRIC 
APPROXIMATIONS AT T = 0.45 SECONDS 
Starting Point Converged Point 
--- e 11 =0.0 e21 = 0.0 
c 11 = o.o e21 = o.o e11 = 0.073700 e21 = -o. 116500 
c 11 = o.o c21 = o.o c 11 = 0.074200 e21 = -o. 115600 
c 12 = o.o e22 = o.o c12 = -0.000593 e22 = .-0.000223 
e 11 = o.o c21 = o.o e 11 = 0.0743 e21 = -o. 115600 
c12 = o.o c22 = o.o c12 = -0.000630 e22 = -0.000287 
e 13 = o.o e23 = o.o e13 = 0.000257 c23 = -0.000361 
e 11 = o.o e21 = o.o e 11 = -0.074300 c21 = -o. 116200 
c12 = o.o e22 = o.o c12 = -0.000632 e22 = -0.000159 
c 13 = o.o c23 = o.o c13 = 0.000161 c23 = -0.000073 










value are given for the increasing term solutions. The column labeled 
11 number of terms 11 can be interpreted as the number of terms which have 
been added to the ¢ (t) sol.ution. In examining the table, it can be seen 
0 
that a considerable improvement is obtained in going from the ¢ (t) func-
o 
tion to a solution with one term added to it. However, the solutions for 
approximating functions with more than one term added do not show any sig-
nificant improvement over that for the one term solution. This fact is 
shown graphically in Figures 7 and 8. Figure 7 compares the motion at 
joint one of the robot for the zero term through the three term solutions 
(OT zero terms added to¢ (t), etc.). 
0 
It can easily be seen here that 
the one term solution ii ~rg~ificantly different from that of .the zero 
term solution, but increasing term solutions give the same results. Fig-
ure 8 shows a similar comparison for the second joint of the robot. Fig-
ures 9 and 10 compare the torques at joints one and two for the zero term 
and one term solutions. Figure 9 shows that the torque profile at joint 
one is much smoother and has lower peaks for the one term solution than 
the zero term solution. This was expected for the lower value of objec-
tive function achieved. Figure 10 compares the two solutions for the 
second joint. The improvement here is not as significant, but it can be 
seen that the one term solution has lower values of peak torque. Figure 
ll shows a comparison of the two solutions with respect to the resulting 
end effector path. It can be seen here that the one term solution pro-
vides the added advantage of providing a more direct path from station A 
to station B than that for the zero term solution. 
The optimal joint motion at T = 0.45 seconds can be accurately ap-
proximated by adding one trigonometric term to the ¢ (t) solution. In 
0 

















COMPARISON OF INCREASING TERM APPROXIMATIONS 
,- 3T 
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.0 .125 .250 .375 .500 
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Figure?. Comparison of Increasing Term Trigonometric 





















COMPARISON OF INCREASING TERM APPROXIMATIONS 
.0 .125 .250 .375 . 5~30 
TIME <SECONDS> 
Figure 8. Comparison of Increasing Term Trigonometric 



























COMPARISON OF INCRERSING TERM ~PPROXIMATIOHS 
.0 .125 . 250 . 375 .500 
TIME <SECONDS> · 
Figure 9. Comparison of Torques at Joint 1 for Increasing 
Term Triaonometric Approximations. 
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.0 .125 . 250 . 375 .500 
TIME <SECONDS) 
figure 10. Comparison of Torques at Joint 2 for Increasing 
Term Trigonometric Approximations. 
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·Figure 11. Comparison of End Effector Paths for Increasing 




applied to the 1 ifting task at a traveling time of T = 1.0 seconds. These 
results are shown in Figures 12 and 13. Figure 12 shows that different 
joint motions occur for increasing terms in the approximating function. 
The objective function continually decreases in value for the increasing 
terms. Figure 13 demonstrates that adding one. term is sufficient to ap-
proximate the optimal motion at joint two. 
The conclusion to be drawn from the comparison of increasing term 
approximations at T = 0.45 seconds and T = 1 .0 seconds is that no general-
ization should be made concerning the number of terms required. It is 
recommended that an approach as indicated in Equation (10) should be used 
in solving for the optimal joint motion for a specific task. 
3.4 Comparison of Polynomial and Trigono-
metric Approximating Functions 
In choosing functions to be used in the Rayleigh-Ritz approximating 
function, it is required that increasing terms of the chosen functions 
should continually increase the accuracy of the approximation. Functions 
based on polynomials of increasing order and trigonometric terms of in-
creasing harmonics meet this requirement. A comparison was made between 
the trigonometric approximations and polynomial approximations. The tra-
veling time was fixed at T = 0.45 seconds. Table I I compares the weight-
ing coefficients and the objective function for each case. Solutions were 
obtained for one term and two terms added to¢ (t). 
0 
In examining Table I I, it can be seen from the objective function 
values that the two approximations provide nearly the same results. The 
objective function values.for the polynomial approximations are slightly 




















COMPARISON OF INCREASING TERM APPROXIMATIONS 
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COMPARISON OF INCREASING TERM APPROXIMATIONS 
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TABLE I I 
COMPARISON OF POLYNOMIAL AND TRIGONOMETRIC APPROXIMATING 
FUNCTIONS AT T ~ 0.45 SECONDS 
Starting Point Converged Point 
Polynomial 
cl 1 = 0.0 c21 = 0.0 cl l 57.04 c21 -92.16 
c 11 = 0.0 c21 = 0.0 c 11 56.29 c21 = -94.45 
c12 = 0.0 c22 = 0.0 c12 6.25 c22 - 2.42 
Trigonometric 
c 11 = 0.0 c21 = 0.0 cl 1 = 0.0737 c21 = -0. 1165 
cl l = 0.0 c21 = 0.0 c 11 = 0.0742 c21 = -0.1156 
c12 = 0.0 c22 = 0.0 c12 = -0.000593 c22 = -0.000223 
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Objective 





observed that no signi·ficant improvement is obtained in going from a one 
term polynomial to a two term polynomial. No meaningful comparison can 
be made between the weighting coefficients due to the different nature of 
the functions. Figures 14 and 15 compare the resulting joint motions. It 
can be clearly seen from these figures that similar results are obtained. 
Trigonometric approximating functions were chosen for use in the re-
mainder of the comparisons. This choice is based upon ease of use. The 
trigonometric terms are easier to formulate because the evaluation of 
angular velocity, e.(t), and angular acceleration, 8.(t), do not produce 
I I 
added terms in taking the derivatives, because the derivatives of sine 
and cosine terms produce only one term. For the polynomial functions hav-
ing two time expressions, the derivative of each term produces two terms. 
3.5 Determination of Optimal Traveling Time, T 
The next factor considered was that of determining an optimal travel-
ing time from station A to station B. For this case, the traveling time 
T becomes a variable in the optimization process. A one term trigonome-
tric approximating function will be used. Caution must be exercised in 
determining the optimal traveling time due to the possible occurrence of 
local minima. Thus, multiple starting points must be used. The starting 
values of the weighting coefficients will still be chosen as c11 
c21 = 0. However, different starting values of Twill be chosen. 
0 and 
Table 111 summariz.es the starting points used, the points converged 
to, and the value of the objective function at that point. In comparing 
the values of the objective function, it can be seen that the smallest 
local minimums occur at T = 0.454 seconds (I = 1220.0) and T = I .457 sec-
ands (I = 1192.0). Although the value of the objective function is lower 
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TABLE 11 I 
DETERMINATION OF OPTIMAL TRAVELING TIME, T 
Starting Point Converged Point Objective 
c 11 = 0.0 c21 = 0.0 c 11 = 0.0736 c21 = -0.1160 1220.0 
T = 0. 1 sec T_=;== 0_.454 sec 
c 11 = 0.0 c21 = 0.0 c 11 0.0736 c21 = -0. 1160 1220.0 
T = 0.25 sec T = 0.454 sec 
c 11 = 0.0 c21 = 0.0 c 11 0. 0737 c21 = -0. 1160 1220.0 
T = 0.5 sec T = 0.454 sec 
c 11 = 0.0 c21 = 0.0 c 11 -0.00471 c21 = -0.8408 1310.2 
T = 1.0 sec T = 1. 158 sec 
c 11 = 0.0 c21 = 0.0 c 11 -0.0309 c21 = -1. 1 300 1192. 0 
T = 1. 5 sec T = 1. 457 
c 11 = 0.0 c21 = 0.0 c 11 0.2369 c21 - l. 613 176 l. 0 
T = 2.0 sec T = 1. 596 
52 
at T = J.456 seconds, the traveling time chosen is T = 0.454 seconds. 
For a very slight increase in the objective function value, the task can 
be completed three times faster. 
An interesting factor is revealed in examining the end effector tra-
1 jectories at the two traveling times. Figure 16 shows the path for T = 
0.45 seconds. A regular, direct path is provided from A to B. Figure 17 
shows the path for T = 1 .46 seconds. Notice that a direct path is not 
produced in this case. The end effector actually starts out in a direc-
tion away from B, and then turns around and takes a curved path to B. 
Thus, even though the motion program at T = I .46 seconds produces the low-
est value for the objective function, it is not a~ acteptable motion pro-
gram due to the end effector path. This motion program is discussed fur-
ther in the next section. 
3.6 Comparison of Objective Functions 
Up to this point, the objective function used has been the integral 
over the traveling time of the sum of the square of the joint torques. 
However, other formulations of the objective function may also give satis-
factory results. Possible objective functions include: 
( l ) minimize jT (T2 + T2)dt 
0 l 2 
(2) minimize f ~ (IT l I + IT 2 I) dt 
( 3) minimize maximum {IT l I ' IT2i} 
(4) minimize f T (TI el + T2e2)dt 0 
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An examination of each of these objective functions will give some 
insight into the results which can be expected with their use. Traveling 
time T is implicitly involved in all objective functions through its in-
volvement in the joint torque expressions. Thus, the contribution to the 
value of the objective function by the torque expressions is effected by 
the traveling time. As the· traveling time decreases, the joint torques 
become large because of the increasing magnitude of the joint velocities 
and accelerations. Traveling time is explicitly involved in objectives 
and 2 because of the integration from 0 to T. Objective function 1 is 
more heavily weighted in terms of the joint torques than the traveling 
time. This is due to the squaring of each of the joint torque values. 
Objective function 2 provides an even weight between the joint torques 
and the traveling time. Objective function 3 minimizes the torque magni-
tude without involving the traveling time explicitly. Objective function 
4 minimizes the energy consumed by the manipulator in traveling between 
positions A and B. The mathematical model of the manipulator used in this 
thesis does not include the characteristics of the joint actuators. Thus, 
the system moves in a conservative force field and the energy consumed by 
the robot will be path independent. For this reason, objective function 
4 will not be considered. 
The objective functions were compared by performing a time optimiza-
tion with a one term:trigonometric approximating function. The starting 
point value of Twas T = 0.5 seconds. This is near the optimal value of 
T indicated in the previous section. Table IV summarizes the results for 
this comparison. 
Examination of Table IV shows that the different objective functions 
converge to different optimum traveling times. The joint displacement 
56 
TABLE IV 
COMPARISON OF OBJECTIVE FUNCTIONS 
Objective 
Function Starting Poi.nt Converged Point Objective· 
( l ) c 11 = 0.0 c21 = 0.0 c 11 = 0.0737 c21 = -0. 1160 1220.00 
T = 0.5 sec T = 0.454 sec 
(2) c 1 l = 0.0 c21 = 0.0 cl l = 0.0596 c21 = -0.0173 28.28 
T = 0.5 sec T = 0.362 sec 
(3) cl l = 0.0 c21 = 0.0 cl l = 0.0587 c21 = -0.0880 48.34 
T = 0.50 sec T = 0.496 sec 
( ) __ JT ( 2 2) l 0 T1 + T2 dt 
( 3 ) = m i n [max ( T 1 , T 2 ) ] 
57 
and torque profiles are shown 1n Figures 18 through 21. The longest tra-
veling time occurs for objective function 3. This is to be expected from 
the fact that T is not explicitly involved in 3, but only affects the ob-
jective function through its influence in the dynamics. Thus, it would 
tend to increase the traveling time from that found in and 2. However, 
examination of the joint torque profiles in Figures 20 and 21 shows that 
objective function 3 does indeed produce the lowest peak torques. 
Objective function 2 produces the shortest traveling time of T = 
0.362 seconds. This objective function has a more even weight between 
the torque values and the traveling time than that of 1. Thus, the peak 
torque values are sacrificed for a smaller value of T. However, examina-
tion of the torque profiles in Figures 20 and 21 indicate that the re-
sults are unacceptable. The objective function produces large positive 
and negative joint torque peaks. 
Objective function 1 tends to produce the best results. It provides 
a traveling time of 0.45 seconds. The joint torque profiles are very 
similar to those of objective 3, while still maintaining a shorter travel-
ing time. Although T is greater than that for objective function 2, the 
joint torque profiles are much more acceptable for objective function 1. 
Figure22 compares the end effector path for the three objective functions. 
It can be seen that all of the objective functions produce a regular, 
direct path from station A to station B. 
From this comparison, it can be concluded that objective functions 1 
and 3 provide acceptable results. Objective function 1 tends to produce 
a shorter traveling time than that of 3, with a slight increase in the 
peak value of torques. Both objective functions provide a direct path 
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from A to B. However, it should be noted that these objective functions 
are being compared at their optimal traveling times. 
In the previous section, optimal traveling times were indicated at 
T = 1 .457 seconds and T = 0.454 seconds. The shorter traveling time was 
chosen not only because it completed the task three times faster, but it 
also provided a direct path from A to B (see Figures 16 and 17). However, 
suppose the traveling time were constrained to a given value. Is it pos-
sible to obtain an acceptable optimal joint motion program? 
Objective function 1 was used in determining the optimal traveling 
time. The joint torque profiles at T = l .4565 seconds are shown in Fig-
ures 23 and 24. It can be seen that the optimal value of I is obtained 
by having the torque fluctuate about zero for a substantial amount of the 
traveling time, and then having rapid changes in torque near the end of 
the time period in order to reach the final destination. The resulting 
motion of the second 1 ink of the robot is shown in Figure 25. Figure 25 
is a plot of e1 (t) + e2 (t) versus time which gives the orientation of the 
second 1 ink with respect to the horizontal. The initial position of the 
1 ink is e1 (0) + e2 (o) = 280.0°, the desired final position is e1 (T) + 
e2 (T) 360.0°. It can be seen that during the initial motion of the 
link, it actually moves to a position 180.0° away from its desired final 
position. Only during the last 0.5 seconds does the second link make any 
progress toward its final destination. This sporadic motion of the sec-
ond link explains the undesirable end effector motion in Figure 17. 
In hopes of finding acceptable joint motion programs, objective func-
tion 3 was applied at T = 1.456 seconds. Figures 26 and 27 compare the 
resulting torque profiles. It can be seen that objective function 3 pro-
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slightly reduced at joint one, and of nearly equal magnitude at joint two. 
The true test is the resulting end effector trajectory shown in Figure 28. 
It can be seen that objective function 3 provides a much better end effec-
tor path from A to B. During the initial motion, the end effector starts 
in a direction away from B, but quickly corrects itself and moves along a 
direct path. 
Thus, by using objective function 3, an optimal motion program can 
be obtained which provides an acceptable end effector path, as well as 
smooth joint torque profiles. The conclusion from all of these compari-
sons is that objective function l should be applied when optimization of 
traveling time is the major concern, and objective function 3 when opti-
mal joint motions are required at a fixed traveling time. Also, it has 
been shown that objectives l and 3 give similar results at a fixed value 
of T if T is the optimal traveling time. 
3.7 Comparison of Optimal and Standard Solutions 
The result of the comparisons in the past sections indicate an opti-
mal motion program exists at T = 0.45 seconds. The optimal motion is 
approximated by one term trigonometric functions with weighting coeffi-
cients of ell = 0.0737 and c21 = -0. 1165. In this section, the optimal 
motion will be compared to a standard motion used in industry. The stan-
dard motion consists of specifying a straight line end effector path be-
tween station A and station B, and specifying that the motion along the 
path be that of a modified trapezoidal motion program [28]. The displace-
ments, velocity s, and acceleration s, characteristics of the modified 
trapezoidal motion program are shown in Figure 29. 
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An inverse problem must be solved in order to determine the kine-
matic and dynamic parameters of the manipulator so the objective function 
in Equation (1) can be evaluated. That is, the position, velocity and 
acceleration of the end effector (point P in Figure 5) are specified by 
the modified trapezoidal motion program, and it is desired to determine 
the angula~ displacement, velocity and acceleration expressions for each 
joint of the robot. Examination of Equations (2) through (?) shows that 
the parameters on the left-hand side are known and can be expressed as 
fo 11 ows: 
x x. + s cos<ji ( l l ) 
p I 
yp y. + s s i n<ji ( 12) I 
. 
( 1 3) x s cos<ji p . 
( 1 4) yp s s i n<ji 
x s cos<ji ( l 5) p 
.. s s i n<ji ( 16) yp 
. 
The parameters on the right-hand side, 8., 8., 8., are to be deter-
1 I I 
mined. Equations (2) through (7) can be rewritten in the following form: 
)6x -'i )681( P! 
[ J] LMPJ = L68 2J ( 17) 
lpl 181/ [J] le2J vpJ ( 18) 
\x~l p11 ) .. J [J] 
LY'" i_82-> p 
( 19) 
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where J is the Jacobian matrix. For the two axis robot under considera-
ti on 
-{a 1sin8 1 + a2sin(8 1 + 02)} -{a2sin(8 1 + 02)} 
[J] (20) 
~ {alcos8l + a2cos(8l + 82)} {a2cos(8l + 82)}J 
Thus, the kinematic parameters of the robot can be determined as 
fo ! lows: 
and 
where 
(9 .) = (9 .1)old + M.I 1 new 
·2 
x~ = xp + {a 1cos8 1 + a2 cos(8 1 + 02 )}8 1 
y>'< 
p 
+ {2a 2cos(0 1 + 02)}e 1e2 
·2 
+ {a 2cos(8 1 + 02 )}8 2 
·2 yp + {a 1sin8 1 + a 2sin(0 1 + 02)}0 1 
+ {2a2sin(0 1 + 02)}e 1e2 
·2 
+ {a 2sin(8 1 + 02)}8 2 
( 21 ) 
(22) 
(23) 
Having determined the joint variables, the torque expressions in Equa-
tions (8) and (9), and the objective function in Equation (1) can be 
evaluated. 
74 
A comparison was made between the optimal and standard solutions at 
T = 0.45 seconds. Figure 30 shows the resulting motion at joint one. The 
optimal motion has an initial dwell in its motion. The standard solution 
has an overshoot in its initial motion in order that the straight line 
end effector path can be tracked. Figure 31 shows that the motions at 
joint two are nearly identical. Figures 32 and 33 compare the resulting 
torque profiles at joints one and two, respectively. Figure 32 shows a 
definite improvement of the optimal motion over the standard solution. 
The standard solution can be.seen to vary between -18 and 100 Newton-
meters. The optimal motion program produces a smooth torque profile 
which varies between 30 and 50 Newton-meters. Figure 33 shows that the 
nature of the torque profiles at joint two are similar, but the optimal 
solution produces lower peak values of torque. Figure 34 compares the re-
sulting end effector paths. The standard solution is a straight line as 
prescribed. However, the optimal solution still provides a regular, 
direct path from A to B. Thus, it can be seen that the optimal solution 
is superior to the standard solution. 
The value of the objective function for the optimal motion is I = 
1220. For the standard solution, I = 1730.49 at T = 0.45 seconds. Thus, 
the value of the objective function indicates that the optimal motion 
should be superior to that of the standard solution as shown. However, 
this does not guarantee that the optimal time for the standard solution 
is T = 0.45 seconds. In order to determine the optimal time, an interac-
tive program was written so that different traveling times could be 
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Figure 30. Comparison of Joint 1 Displacements for Optimal 
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Figure 31. Comparison of Joint 2 Displacements for Optimal 
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evaluated. The results are shown in Table V. In examining the table, it 
can be seen that the optimal traveling time for the standard solution is 
T = 0.55 seconds. The objective function value is I = 1623.56. This is 
not an improvement over the optimal solution of I = 1220 at T = 0.45 sec-
onds. 
3.8 Optimal Motion Programming 
for New Workstations 
lri this section, an optimal motion program for the two axis robot 
will be obtained for moving an object between two new workstations. The 
kinematic and dynamic properties of the manipulator.will remain the same. 
Only the initial and final configurations of the manipulator will change. 
Figure 35 shows the relationship between the old and new workstations. 
A and B represent the old location; A1 and B1 represent the new location. 
The boundary conditions for the robot at the new workstations are as fol-
lows: 
e 1 (o) = 70.0° 82(0) = 245.0° 
el (T) 70.0° e2 (T) 335.0° 
e 1 ( o) 0.0 82(0) 0.0 
e 1 (T) 0.0 e2 (T) 0.0 
The purpose of determining an optimal motion program for a new task 
has a dual purpose. First, it allows the results of the previous sections 
to be applied to a new problem to determine if they hold in general. Sec-
ond, it will be possible to make some comparison between the optimal mo-
tion programs obtained by varying the position of the workstations with 
respect to the robot. This is possible because the new workstations, 
TABLE V 
DETERMINATION OF OPTIMAL TIME 
FOR STANDARD SOLUTION 
Cycle Time, T 







l. 0 2486.19 
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A 1 and B 1 , have the same di stanc.e between them as A and B. Thus, the work-
stations can be interpreted as representing the same task. 
The first factor to be determined is the optimal traveling time from 
A1 to B'. The comparisons made in section 3.6 indicate that objective 
function l (integral over the traveling time of the sum of the square of 
the joint torques) is best suited for determining the optimal traveling 
time. This objective function was applied using a one term trigonometric 
approximating function. The results are shown in Table VI. An optimal 
traveling time of 0.69 seconds is indicated with the objective function 
value I = 1605.0 . 
. Having determined the optimal traveling time, increasing term trigo-
nometric approximations were carried out to determine how many terms are 
required to accurately approximate the optimal joint motions. The compar-
isons in section 3.6 indicate that objective functions 1 and 3 provide 
acceptable results at the optimal traveling time. Both were applied with 
the increasing term approximations. The results are shown in Table VI I. 
In examining Table VI I, it can be seen that the objective function 
value continually improves from the zero term approximation through the 
three term approximation. This is true for both objective functions. How-
ever, it can be seen that the improvement in going from the two term to 
three term solution is small compared to the other changes. Thus, adding 
two terms to the¢ (t) solution will accurately approximate the optimal 
0 
motions. By comparing the weighting coefficients of the converged point 
for the two objective functions, it can be seen that the solutions will 
provide different motions at joint one, but nearly identical motions at 
joint two. Figures 36 and 37 compare the resulting joint torques for the 






DETERMINATION OF OPTIMAL TRAVELING TIME 
FOR NEW WORKSTATIONS 
Starting Point Converged Point 
= 0.0 c21 = 0.0 c 11 = 0. 1766 c21 = -0.2615 
T = 0.25 T = 0.6878 
= 0.0 c21 = 0.0 c 11 = 0.1721 c21 = -0.2594 
T = 0.50 T = 0.6883 
= 0.0 c21 = 0.0 c 11 = o. 1760 c21 = -0.2684 
T = 1. 0 T = 0.6985 
= 0.0 c21 = 0.0 c 11 = 0.3106 c21 = -0. 7723 
T = 1. 5 T = l. 34 















TABLE VI I 
COMPARISON OF INCREASING TERM TRIGONOMETRIC 
APPROXIMATIONS AT T = 0.69 SECONDS 
Start.i ng Point Converged Point 
( 1 ) = f T 2 2 Minimize I (T 1 + T2)dt 0 
c 11 0.0 c21 0.0 
c 11 = 0.0 c21 = 0.0 c 11 = 0.1721 c21 = -0.2594 
c 11 = 0.0 c21 = 0.0 c 11 0. 1737 c21 = -0.2497 
c12 = o.o c22 = 0.0 c12 = 0.0087 c22 = -0.0275 
c 11 = 0.0 c21 = 0.0 c 11 0. 1784 c21 = -0.2631 
c12 = 0.0 c22 = 0.0 ... c 12 = 0.0101 c22 = -0.0303 
c13 = o.o c32 = o.o c = 1 3 0.00285 c23 = -0.0061 
(3) Minimize I = max { IT 1 I ' IT2I} 
c 11 = 0.0 c21 0.0 
c 11 = 0.0 c21 = 0.0 c 11 = -0.0620 c21 -0. 1468 
c 11 = 0.0 c21 = 0.0 c 11 = 0. l 096 c21 = -0.2638 
c 12 = o.o c22 = 0.0 c12 = -0.0045 c22 = -0.0057 
c 11 = 0.0 c21 = 0.0 c 11 = -0. 1053 c21 = -0.2609 
c12 = 0.0 c22 = 0.0 c12 = -0.0043 c22 = -0.0040 
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Figure 36. Joint 1 Torques for Objective Functions 1 and 3. 
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Figure 37. Joint 2 Torques for Objective Functions 1 and 3. 
(X) ....__. 
that objective function 3 provides a lower value of peak torque at both 
joints. 
S8 
Choosing the approximation provided by objective function 3 as the 
optimal motion program with respect to joint torques, a comparison was 
made between the optimal and the standard straight line motion programs. 
Figures 38 through 42 compare th~ results for these motions. Figure 38 
shows the displacement at joint one as a function of time. The standard 
solution has a large overshoot in order that it can track the straight 
line end effector path. The optimal solution reduces the overshoot con-
siderably. Figure 39 shows that the displacement at joint two is nearly 
identical for the optimal and st~ndard solutions. 
Figure 40 compares the torque versus time characteristics at joint 
one. The optimal solution reduces the peak torque from 75 to 55 Newton-
meters. Also, the optimal solution provides a smoother torque profile 
over the entire traveling time. Figure 41 compares the torques at joint 
two. The characteristics of the optimal and standard profiles are nearly 
the same. The optimal solution slightly reduces the magnitude of the 
peak torque. Figure 42 compares the resulting end effector paths. The 
standard solution provides a straight line path between A1 and B1 as pre-
scribed. The optimal solution takes a curved path. The optimal end 
effector path provides a regular and direct path between A1 and B1 , and 
is acceptable for actual use. 
A comparison can now be made on how the location of the workstations 
with respect to the manipulator affects the optimal motion program. As 
mentioned previously, the task described in this section is the same as 
that used in previous sections in that the distance between points A1 and 
B1 is the same. Figures 43 and 44 compare the joint torques for the two 
1(10. 
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Figure 38. Comparison of Displacements at Joint 1 for Optimal 
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Figur~ 39. Comparison of Displacements at Joint 2 for Optimal 
and Standard Solutions. 
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Figure 42. Comparison of End Effector Paths for Optimal and 
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task locations within the workspace of the robot (see Figure 35). Curve A 
represents the optimal motion program in moving between A and B. Curve B 
represents the optimal motion for workstations A1 and 6 1 • Figure 43 shows 
that task location A provides a superior torque profile at joint one. Not 
only is the peak magnitude of the torque reduced, but no rapid changes in 
torque occur as at the end of optimal program B. The opposite conclusion 
is drawn at joint two as shown in Figure 44. Optimal motion program B 
provides a smaller peak torque and a smoother torque profile than that of 
program A. 
It is difficult to conclude which motion program is superior due to 
the division of superiority at each joint. However, either task location 
would be acceptable. The important fact to be realized is that not only 
is it important to determine an optimal motion program for a prescribed 
task, but also to determine the optimal location of the task with respect 
to the manipulator. 
CHAPTER IV 
APPLICATION OF THE THEORY TO A 3-R ROBOT 
4. 1 Scope of the Chapter 
In this chapter, the theory developed in Chapter I I will be applied 
to a three link, three revolute (3R) robot manipulator. The configura-
tion of the 3R robot is shown in Figure 45. Notice that the configura-
tion of the robot is such that it will move in three.dimensions. The op-
timal motion program obtained will be compared to the standard straight 
line motion as presented in the previous chapter. 
4.2 Pr@blem to be Solved 
The task to be performed by the manipulator is a simple 1 ifting task 
from a station C to a station Das indicated in Figure 45. Note the x,y,z 
coordinates at each workstation. The workstations are such that changes 
in all three coordinate directions occur, and the manipulator will be re-
quired to have three dimensional motion. The manipulator joints wil 1 be 
required to start at station C with zero angulpr velocity and end at sta-
tion D with zero angular velocity. The boundary conditions are specified 
as fol lows: 
81 (o) = 0.0° 82(0) 70.0° 83(0) 210.0° 
8 l (T) 60.0° 82 (T) = 45.0° 83 (T) 315.0° 
81 (o) = 0.0 82 (0) 0.0 83(0) 0.0 




e STATION D 
• STATION C 
x = .31435 
y = .5821 
z = o.o 
Figure 45. Three-Axis Robot 
x = .5203 
y 1 . 041 
z = -.9012 
99 
Figure 46 shows a free body diagram for the thre~ axis robot. The 
variables are shown on the diagram, and the values chosen for the example 
problem are given below. 
al 0.6096 m a2 0.6096 m a3 0. 6096 m 
9, l = 0.3048 m 9,2 0.3048 m 9,3 0.4432 m 










122 0.3785 kg·m 
2 
122 0.8857 kg •m 
2 = 
111 0.0126 kg·m 
2 
111 0.0231 kg•m 
2 
where 
'33 = moment of inertia about z axis; 
122 
moment of inertia about y axis; and 
111 moment of inertia about x axis. 
Note: The inertial properties ~ the load carried at the end effector are 
included in the third link. 
The expressions for the torque at each joint of the robot will be re-
quired so that objective functions l and 3 of the previous chapter can be 
evaluated. In order to obtain the torque expressions, the kinematic para-
meters of the three link robot must be determined. The parameters of in-
terest are the acceleration expressions at the center of gravity of each 
link and the position, velocity and acceleration expressions for the end 
point of the third link (point P in Figure 45). The expressions for the 
point Pare given below. They are measured with respect to and expressed 
in terms of an inertial system located at ol. 
x 
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-a2s1c2 - a3slc23 
= -a261s1c2 - a282ClS2 - a3elslc23 - a3 (e2 + e3)Cl S23 
. 




- a3(e2 + e3)sls23 = a2elclc2 + a3elclc23 
[-a2s1c2 - a3SlC23]el + (-a2Cl.C2 
·2 = - a3clc23]el 
+ [2a 2s 1s2 + 2a3s1s23]e1ii2 + [2a3s1s23Jii1ii3 
+ [-a2c1s2 - a3cls23]e2 + [-a2clc2 
·2 
- a3clc23 18 2 
• • .. . • 2 
+ [-2a3c1c23]e2e3 + [-a3c1s23]e3 + [-a3clc23]e3 
= [a2C2 + a3C23]82 + [-a2S2 -
·2 
a3 523] 82 
+ [-2a3s23]ii263 + [a3c23]e3 
·2 
+ [-a3 523] 83 
zp = [a 2c1c2 + a3c1c25Je 1 + [-a2s 1c2 - a3s 1c23 Jef 
+ [-2a 2c1s2 - 2a 3c1s2316 162 + [-2a 3c1s23 Je 163 
+ [-a2SlS2 - a3SlS23]e2 + [-a2SlC2 - a3SlC23]e~ 
cl = cos ( e 1 ) sl sin ( 81 ) 
c2 cos (e2) s2 = sin (82) 
c3 cos_(e 3) s3 sin ( 8 3) 
c23 cos (82 + 83) 523 








expressions for the acceleration of the center of gravity of each 
included in the torque expressions given below. 
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Expressions for the torque at each joint of the robot are required ... 
because they are explicitly involved in calculating the magnitude of ob-
jective functions l and 3. The joint torque expressions take the follow-
i ng form: 
·2 
T3 + 22m2 [gC2 + 2282 + 228152C2] 
+ a2m3 [gC2 + a282 + 23C3 (82 + 83) 
• • 2 • 2 
- 2353 (82 + 83) + 238 l s2c23 
+ a28~c2 5 2] + ( 133)282 
·2 
+ {( 122)2 - ( 111)2} 8 152c2 -
.. 2 • • 
+ ( 111)2 ( 8 152 + 28 182 52c2] 
+ ( 122)3c23 [e1c23 - 28 1 ( 82 + 83) 523] 
.. 2 • • 
+ ( 122)2 [ 8 1c2 - 28 182 52c2] 
- m3 (23c23 + a2C2) [2a28le252 
+ 2238.1 (82 + 83) 523 - a28 l c2 - 2361 c23] 
- m222C2 (222818252 - 2281C2] + (133)181 
4.3 Determination of an Optimal Motion Program 
( l 0) 
( l l ) 
( 12) 
The first step in determining an optimal motion program is to deter-
mine the optimal traveling time, T. The objective function used is the 
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integral over the traveling time of the sum of the square of the joint 
torques. 
( 13) 
This objective function has been referred to as objective function l in 
the previous chapter. The same naming will be used here. Note that T 
will remain variable in order to determine the optimal traveling time. 
The form of the Rayleigh-Ritz approximating function will be trigonomet-
ric with one term added to the ¢ (t) function. 
0 
Several starting values of T were used in order to avoid the problem 
of local minima. Table VI I I summarizes the starting points used, the 
points converged to, and the value of objective function I at the points. 
It can be seen from the table that the optimal time for performing the 
task is approximately 0.63 seconds. The objective function has a value 
of I = 15,087 at this point. 
Having determined an optimal traveling time, increasing term trigo-
nometric approximating functions were used to determine how many terms 
are necessary to approximate the optimal joint motions at T=0.63 seconds. 
Approximations through adding three terms to ¢ (t) were used. Two objec-
o 
tive functions were used. These were objective functions I and 3. Objec-
tive function 3 performs by minimizing the magnitude of the largest, abso-
lute value of torque occurring at all three joints. Objective function 3 
takes the form 
minimize ( 14) 
Table IX summarizes the results. 
TABLE VI I I 
DETERMINATION OF OPTIMAL TRAVELING TIME FOR THE 3-R ROBOT 
.. 
Starting Point Converged Point Objective 
c11 = o.o c21 = o.o c31 = o.o c11 =o.1320 c21 =0.1110 c31 = -o. 2680 . 15,086 
T = 0. l T = 0.6280 
e11 = o.o c21 = o.o c31 = o.o cl l = 0. l 003 c21 = o. 1094 c31 = -o. 1762 15,881 
T = 0.25 T = 0.6367 
e11 = o.o c21 = o.o c31 = o.o c11 = 0.1309 e21 = 0.1097 c31 = -0.2663 15,087 
T = 0.5 T = 0.6274 
e11 = o.o e21 = o.o c31 = o.o c11 = 0.0282 c21 = 0.0935 c31 = -0.0639 19,986 
T = l .O T = 0.8113 
e11 = o.o c21 = o.o c31 = o.o c 11 = 0. 1752 c21 = 0.1396 c31 = -0.8336 16,764 
T = l. 5 T = l. 209 
e11 = o.o c21 = o.o c31 = o.o c11 = 0.2205 c21 = o. 1923 c31 = -0.9448 21 ,698 
T = 2.0 T = 2.04 
f T 2 2 2 0 = o (T 1 + T 2 + T 3) .l::"" 
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TABLE IX 
COMPARISON OF INCREASING TERM TRIGONOMETRIC 
APPROXIMATIONS AT T = 0.63 SECONDS 
No. of 
Terms Starting Point Converged Point Objective 
(I) I = f T (T2 2 2 Minimize + T2 + T3)dt 0 I 
0 c 11 0.0 CZI 0.0 c31 = 0.0 25,073 
c11 = 0.0 CZI = o.o c31 0.0 c 11 0.1310 CZ! 0. 11200 c31 = -0.273000 15,086 
C 11 = 0. 131 CZI = 0. 112 c31 -0.273 Cl I 0. 1482 c21 0.10930 c31 = -0.291300 
14,493 
c12 = 0.0 czz = 0.0 c32 = 0.0 CIZ -0.0123 c22 0. 00720 c32 = -0.013000 
c 11 = 0. 131 CZI = o. 112 c31 = -0.273 c 11 = 0. 1570 CZI o. 11020 c31 = -0.300000 
CIZ = 0.0 c22 = 0.0 c32 0.0 CIZ = -0.0146 c22 = 0.00380 c32 = -0.001500 14,550 
c13 = 0.0 c23 = 0.0 c33 0.0 c13 0.0027 c23 = 0.00070 c33 = -0.004200 
(3) Minimize I = maximum \I Tl 1. I T2 I· IT 3 I } 
0 Cl I 0.0 c21 0.0 c31 0.0 235.2 
Cl I = 0.0 CZI = 0.0 c31 0.0 C 11 0.0281 c21 0.01280 c31 0.041500 198.8 
C 11 = 0.0 c21 = 0.0 c31 0.0 C 11 o. 1500 CZI 0.02730 c31 -0.023500 
182.6 
CIZ = 0.0 c22 = o.o c32 = 0.0 CIZ -o .. 0002 c22 = -0.00250 c32 = 0.005300 
Cl I = 0.0 c21 = o.o c31 = 0.0 c 11 o. 1629 CZI = 0.02690 c31 = -0.023600 
c 12 = 0.0 c22 = 0.0 c32 = 0.0 c12 = 0.0009 c22 = -0.00260 c32 = 0.005100 182.0 
c 13 = o.o c23 = o.o c33 = 0.0 c13 = -0.0006 c23 = 0.00008 c33 = -0.000001 
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In examining the table for objective function l, it can be seen that 
the value of the objective function continually improves in going from 
the zero term to the two term approximations. No improvement is obtained 
by adding three terms to~ (t). The objective function actually increases 
0 
by about 0.4% over that of the two term solution. This is most likely due 
to the fact that nine variables are involved, and the program has difficul-
ty in fine tuning all of them to reach the actual minimum. Thus, the opti-
mal motion with respect to objective function l is most accurately approxi-
mated by adding two terms to the~ (t) function. 
~o 
Similar results were obtained in applying objective function 3. Con-
siderable improvement is obtained in going from a zero term to a two term 
solution, but only about 0.4% improvement in going from a two term to a 
three term solution. Thus, with respect to objective function 3, the opti-
mal motion program is most accurately approximated by adding two trigono-
metric terms to~ (t). 
0 
A co~parison of the weighting coefficients bf the two term solutions 
for objective functions and 3 show that different motion programs are 
obtained in each case. A comparison must be made between the resulting 
joint torques for each motion program so that the best solution can be 
chosen. These comparisons are made in Figures 47 through 49. Figure 47 
compares the torque profiles at joint one. Objective function l provides 
lower peak values of both positive and negative peak torques. The maxi-
mum magnitude of torque for objective function l is 55 Newton meters. Ob-
jective function 3 has a maximum magnitude of 130 Newton meters. Figure 
48 compares the torques at joint two. The peak values at this joint are 
nearly identical, with objective function 3 being slightly lower by about 
20 Newton meters. Objective function 3 provides a smoother torque profile 
80.0 
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at this joint. Figure 49 compares the torques at joint three. Objective 
function 3 again provides a lower peak torque magnitude by about 20 New-
ton meters. Also, it provides a smoother torque profile at the joint. 
The choice of which solution to use as the optimal motion program is 
not obvious. Objective function l provides a greatly improved torque pro-
file at joint one. However, objective function 3 provides slightly lower 
values of peak torque, and smoother torque profiles at joints two and 
three. Before making a choice, the resulting end effector trajectories 
will be compared. These comparisons are shown in Figures 50 and 51. Fig-
ure 50 compares the end effector trajectories in the vertical plane. It 
can be seen that objective function l has an initial, i~direct movement 
during the initial portion of path execution, but overall provides a regu-
Jar and direct path from C to D. Figure 51 compares the end effector 
paths in the horizontal plane. It can be seen that objective function 
again provides a more direct path from C to D. 
The conclusion from these comparisons is that objective function 1 
provides a better motion program for the task under consideration. Not 
only does this motion program provide a direct path from C to D, it pro-
vides a greatly reduced peak torque magnitude at joint one for a small 
sacrifice in peak magnitude at joints two and three. Thus, the optimal 
motion program is approximated by adding two trigonometric terms to the 
~ (t) solution. The weighting coefficients are given in Table IX. 
0 
4.4 Comparison of Optimal and Standard Solutions 
The results in the last section indicate that an optimal motion pro-
gram for the 3R robot exists at T = 0.63 seconds. The optimal motion 
1. 20 
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program is approximated by a two term trigonometric approximating func-
tion. The resulting weighting coefficients are 
0. 1482 c21 = o. 1093 
c12 = -0.0123 c22 = 0.0072 
-0.2913 
c = -0.0130 
32 
The optimal motion program obtained will be compared to the standard solu-
tion presented in section 3.7. This consisted of requiring that the end 
effector move along a straight line path in moving between C and D, and 
the motion along the path would be that of a modified trapezoidal motion 
program (see Figure 29). 
An inverse type problem must be solved in order to obtain the kine-
matic and dynamic parameters of the robot. The approach used is parallel 
to that presented for the 2R robot in section 3.7. The position, velo-
city and acceleration expressions for the end effector are given in Equa-
tions (1) through (9). Note agiin that three coordinate directions are 
involved. The Jacobian matrix has dimensi.ons of 3x3 and takes the follow-
i ng form. 
(-a2SlC2 - a3slc23) (-a2cls2 - a3cls23) (-a3c1 523) l 
J = 0 (a2C2 + a3C23) (a3C23) ! i 
(-a2c1c2 - a3clc23) (a2SlS2 + a3 51523) (a3sls23) 
( l 5) 




(e 1) new = (el)old + l\81 
(e2)new = (e2)old + l\82 
(e 3) new = (e3)ol<:J + ll8 3 
r-·7 
[J]-{;: 
\ 81 . 










• 2 • • 
x~ = xP + (-a2clc2 - a3c1c23 )e 1 + (2a 2s 1s2 + 2a 3s1s23 )e 1e2 
• 2 • • 
+ (-a2c1c2 -a3c1c23)e2 + (2a3sls23)ele3 
• • • 2 
+ (-2a3c1c23)e2e3 + (-a3c1c23)e3 
·2 
z~ = zp + (-a 2s1c2 - a3s 1c23 )e 1 + 
+ (-2a3c1s23)e163 + (-a2s1c2 
(-2a2c1s2 - 2a 3c 1s23 )e 182 
·2 




The torque expressions in Equations (10), (11), and (12) can now be evalu-
ated. 
11 5 
Figures 52 through 54 compare the joint displacements as a function 
of time. Figure 52 shows that the two motion programs provide nearly 
identical motions at joint one. Figure 53 shows that the- optimal motion 
program reduces the overshoot in the motion at joint two. This is due to 
the fact that the end effector mo~ion is not constrained as it is for the 
standard solution. Figure 54 shows· the displacement at joint three. The 
optimal and standard solutions have the same profile, but the optimal pro-
gram provides an initial dwell in the displacement which delays the motion 
of the joint relative to that of the standard motion program. 
Figures 55 through 57 compare the torque profiles at the three robot 
joints. Figure 55 shows that the magnitude of the peak torque is greatly 
reduced with the optimal motion program. The standard motion has a peak 
of about 160 Newton meters, where the optimal solution has a much smaller 
peak magnitude of torque of about 60 Newton meters. Figure 56 shows a 
similar reduction in the magnitude of the peak torque. Here a reduction 
can be seen from 350 Newton meters for the standard motion program, to 
200 Newton meters for the optimal motion program. Figure 57 shows that 
the torque profile for the standard solution is better at the third joint 
than that of the optimal solution. The optimal solution has a peak magni-
tude of 100 Newton meters. This is approximately a 40 Newton meter in-
crease over the peak magnitude of the standard solution. However, this 
peak magnitude increase at joint three does not outweigh the improvements 
made in the torque profiles at joints one and two. The improvements in 
the torque profiles is reflected in the value of objective function l. 
From Table IX, it was seen that the optimal solution had a value of I 
14,493. The standard solution has a value of I = 54,246. Thus, the ob-
jective function has been reduced by nearly a factor of four. 
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Figures 58 and 59 compare the end effector trajectories for the opti-
mal and standard solutions. The standard solution follows a straight 
line path as prescribed. As seen in the previous section, the end effec-
tor movement in the vertical plane starts off in a direction away from D, 
but quickly corrects itself and moves on a direct path. The end effector 
path in the horizontal plane for the optimal motion, as shown in Figure 
59, does not deviate significantly from a straight line motion. Thus, 
not only does the optimal motion program provide improved torque charac-
teristics for the manipulator over that provided by the standard solution, 
but also provides an acceptable end effector path. 
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SUMMARY AND CONCLUSIONS 
5.1 Summary of Results and Comments 
This thesis has developed and demonstrated a technique to determine 
optimal motion programs for a robot manipulator to move between two work-
stations within its workspace. The theory of the technique was developed 
in Chapter I I. It has been shown that the optimal motion programming 
problem can be posed as a calculus of variations problem. The Rayleigh-
Ri tz Method was applied to simplify the formula~ed problem. The result-
ing problem can be solved using the SUMT optimization algorithm. The re-
sults are the displacement verse time functions for each joint of the 
robot which cause the robot to execute the task in an optimal fashion. 
The technique developed is powerful in that it can handle any robot con-
figuration, consisting of any number of revoluteor prismatic pair actuators. 
The technique was applied to a ZR robot in Chapter I I I and a 3R robot in Chapter 
IV. In Chapter 111, not only were optimal motion programs determined for the 
ZR robot, but several factors concerning the solution approach were investi-
gated. The following conclusions were made: 
• The number of terms required in the Rayleigh-Ritz approximation 
should be determined for each problem by using a series of increasing 
term approximations. 




• Optimal motion programs can be determined at fixed traveling times, 
or the traveling time can be included as a variable and optimized. 
• The choice of objective functions is important. 
Objective function 1: 
__ JT ( 2 2 2) Minimize I 0 T1 + T2 + ... + Tn dt 
1. Provides good results in determining the optimal traveling time. 
2. May provide the best torque profiles at a fixed traveling time 
if the fixed traveling time is the optimal time. 
Objective function 3: 
Mi n i mi ze I = maxi mum { I T 1 I , I T 21 , . . . , I T n I } 
1. May provide best results at a fixed traveling time. 
Chapter IV demonstrated that the theory was applicable in three di-
mensional space. Optimal motion programs were determined for a 3-R ro-
bot. The factors determined in the optimal motion programming of the 
2-R robot were applied to the 3-R problem. Only one difference was noted 
between the two problems. In applying objective functions 1 and 3 at a 
fixed value of traveling time, objective function 3 provided equal or 
superior results to that of object function 1 in the case of the 2-R 
robot. However, objective function 1 provided superior results for the 
3-R robot. This demonstrates the need to apply both objective functions 
in determining the optimal motion program at a fixed value of traveling 
time, and compare the results to determine which is superior. 
The optimal motion programs determined for the 2-R and 3-R robots 
were compared to a standard motion program. They were found to be su-
perior in all cases. Also, an application of the theory was shown in 
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Chapter IV. The technique was applied to determine optimal motion pro-
grams for different positionings of the task with respect to the robot. 
This application would allow not only the determination of optimal motion 
programs, but also the optimal location of the task with respect to the 
manipulator. 
5.2 Procedure for Solving Optimal Motion 
Programming Problems 
From the application of the theory to 2-R and 3-R robots, an ap-
preach can be extracted for determining optimal motion programs for a 
given robot configuration and a prescribed task. 
• To determine the optimal traveling time, use the following: 
One term trigonometric approximating function. 
• Multiple starting values of T. 
Compare the resulting minima and choose the value of T correspond-
ing to the smallest value of I. 
To deter~ine the optimal motion program at a fixed value of T (T may 
be optimal or non-optimal), use th~ following: 
• Increasing term trigonometric approximating functions. 
IT 2 2 2 • Minimize I = 0 (T 1 + T 2 + . . . + T n ) d t 
and 
Min i mi ze I = maxi mum { I T 1 I , I T 2 1 .' · · • , I T n I } 
Apply both objective functions using the increasing term approxima-
tions. Compare the resulting motion programs based on the torque at each 
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joint and the resulting end effector path. Choose the best motion pro-
gram as the optimal motion program. 
5.3 Extension of the Work 
The present work can be extended in the following ways: 
• Provide mathematical models of the actuators so energy consumption 
can be minimized. 
• Provide computerized determination of the dynamic parameters of the 
robot so that only kinematic data needs to be supplied. 
• Apply the theory to higher order robots (4-R, 5-R, 6-R). 
• Include prismatic pairs at the robot joints. 
The potential also exists for the application of finite element 
techniques to solve the optimal motion programming problem. Finite ele-
ments would be applied in the time domain in order to determine the op-
timal joint motions in a fashio~ similar to that applied in this thesis. 
The advantages of this approach include the fact that the weighting coef-
ficients for the shape functions are the actual joint variables. Also, 
more variables are included, so greater control over the prescribed val-
ues is possible. The disadvantage of this technique is that since more 
variables are involved, the resulting problem is larger in size and thus 
more difficult to solve. 
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THIS SUBROUTINE CONTAINS THE INPUT DATA FOR THE ROBOT 
AND THE TASK TO BE PERFORMED. 
***************************************************** 



















TASK TO BE PERFORMED 


























































































SUBROUTINE RESTNT (I.VAL) 
***************************************************** 
THIS SUBROUTINE PERFORMS NUMERICAL INTEGRATION USING 
A ROMBERG INTEGRATION TECHNIQUE 
***************************************************** 




























IF (11.EQ.NROM) GO TO 130 
11=11+1 























































IF (L.EQ.J) GO TO 150 
L=L+1 
GO TO 140 
CONV=(R(J,1)-R(J-1,1))/R(J,1) 
IF (ABS(CONV).LT.EPSINT) GO TO 160 
J=J+1 







































THIS SUBROUTINE APPROXIMATES THE JOINT MOTIONS USING 
THE RAYLEIGH-RITZ METHOD. 
THE DYNAMIC PARAMTERS OF THE ROBOT ARE ALSO EVALUATED 
ONCE THE RESULTING KINEMATIC PARAMETERS ARE 
DETERMINED. 
***************************************************** 







DO 20 I=1,NJOINT 




INTERPOLATE THE TERM 
DO 30 L=1,NTERM 
LL=NTERM*(I-1)+L 
Z(I,t)=Z(I,1)+X(LL)*(1-COS(2*L*PI*TIME/T)) 


































































Z(I,1) - JOINT I ANGULAR DISPLACEMENT 
Z(I,2) - JOINT I ANGULAR VELOCITY 
Z(I,3) - JOINT I ANGULAR ACCELERATION 











































































COMMON /SHARE/X(100),DEL(100),A(100, 100),N,M,MN,NP1,NM1 
IF (I.EQ.O) GO TO 10 
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