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Abstract
This article addresses the topic of computing optimized pulse patterns
with common mode voltage constraints. The main thrust is to obtain tractable
reformulations of the CMV constraints in the frequency domain in order to
avoid complex mixed time-frequency formulations. The resulting optimiza-
tion problem is a nonlinear one for which efficient numerical solvers are
readily available. Moreover, we provide an algorithmic way of reducing
the conservatism in the reformulated problem and validate our method with
numerical illustrations that highlight the benefit of the proposed approach.
1 Introduction
Optimized pulse patterns (OPPs) or optimized Pulse Width Modulation (PWM)
based schemes have a long history in the field of control of power converters, see,
for example Buja (1980); Holtz and Qi (2013) and references therein. OPPs are
extensively used since they tend to provide optimal current Total Demand Distor-
tion (TDD) at the output of multilevel inverters for a fixed switching frequency.
This latter property, i.e., fixed switching frequency, makes the usage of OPPs in
the control of power converters even more attractive, as it limits the switching
losses and hence improves the overall efficiency.
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Pulse width modulation techniques for controlling power converters have been
extensively studied, see Holmes and Lipo (2003) for an authoritative reference
on the analysis of PWM methods. Optimal PWM methods or equivalently OPP
methods are a subclass of PWM methods in which the switch signals are computed
offline, based on a certain performance criterion - typically minimal current TDD
- and a set of constraints on the fundamental component as well as the individual
harmonics. In particular, Selective Harmonic Elimination (SHE) is one technique
in which the switching angles are designed so that the maximal possible number of
harmonics is eliminated, and hence the current TDD may be improved in this way
Fei et al. (2009); Agelidis et al. (2008); Chiasson et al. (2008). There have been
also many proposals on computing OPPs without SHE, for example in Meili et al.
(2006). Control methods of power converters using OPPs as the main ingredient
have appeared in Geyer et al. (2010, 2012); Holtz and Oikonomou (2007); Holtz
and Beyer (1995, 1991); Rathore et al. (2013).
Computing OPPs with limited Common Mode Voltage (CMV) is a topic that
has been rarely addressed, although it is of high importance. OPPs with reduced
CMV lead to a better lifetime of the electric machine as they reduce the stress on
the machine insulation. This extra benefit comes at the expense of an extra con-
straint to be incorporated into the optimization problem that generates the OPPs;
this constraint is of a nonlinear nature and is a time-domain expression. In this ar-
ticle, we focus on generating OPPs for L-level converters with the CMV constraint
and obtain tractable reformulations of the CMV constraint. These reformulations
of the CMV constraint allow us to use either the Fourier coefficients that represent
the OPPs for any L-level converter or the switching angles in the special case of
3-level converters.
This paper is organized as follows. Section 2 presents the problem of design-
ing OPPs with minimal current TDD and a constraint on the CMV. We present
various convex reformulations of the CMV constraint in the frequency domain in
Section 3. We then present numerical results in Section 4, illustrating the conser-
vatism of the various constraint reformulations. Finally, we conclude in Section 5
and provide directions for future work.
2 Problem Formulation
Consider an L-level converter (Figure 1) operated using OPPs. Referring to Figure
2, denote by v(t) = v(ω1t) an OPP waveform, where ω1 = 2pi f1 = 2piT1 and f1 is
the fundamental frequency. Without any loss of generality, we shall take ω1 = 1;
however, the results in the paper remain valid for any choice of ω1. The signal
v(t) is described by a sequence of switching angles α¯ =
[
α1,α2, · · · ,αN
]
and the
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corresponding jumps in the voltage levels f¯ =
[
f1, f2, · · · , fN
]
, where
fi =
{
+1, for a rising edge,
−1, for a falling edge, (1)
and N is the so-called pulse number. We shall restrict our attention to OPPs with
the following three properties.
P1. Quarter wave symmetry: the following two conditions hold v(t) = v(pi −
t), ∀t ∈ [0, pi2 ] and v(t) =−v(2pi− t), ∀t ∈ [0,pi].
P2. Three phase symmetry:
va(t) = v(t),
vb(t) = v
(
t− 2pi3
)
,
vc(t) = v
(
t+ 2pi3
)
.
(2)
P3. va(t)≥ 0, ∀t ∈ [0,pi/2].
Given the quarter wave symmetry, property (P1) and the fact that only single
level jumps are allowed in the OPP, i.e., (1) holds, the Fourier series expansion of
a single phase OPP is given by
v(t) = ∑
k=1,3,5,···
vˆk sin(kt), (3)
where vˆk is the amplitude (Fourier coefficient) of k-th voltage harmonic given by
vˆk =
4
pi
ud
(L−1)
1
k
N
∑
i=1
fi cos(kαi), (4)
where ud is the full DC link voltage in an L-level converter. The derivation of (4)
may be found in the Appendix.
G
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Figure 1: A setup in which an inverter unit converts DC to AC signals to drive an
electric machine.
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Figure 2: An example of a pulse pattern v(t) with N = 3 for a 5-level converter.
2.1 Performance Index
Assuming that the OPPs are used to drive a machine with a Y-connection, then
the 3 phase currents are driven by the voltages va0 = va− v0, vb0 = vb− v0 and
vc0 = vc− v0, where
v0(t) =
1
3
(va(t)+ vb(t)+ vc(t)) (5)
is the common mode voltage (CMV) at the star point connection of the machine.
Since v0 contains all triple harmonics, these harmonics are absent from the current
signals. Accordingly, we can define the current TDD as
TDDi =
1
Irat
√
∑
k∈HTDD
(
iˆk
)2
, (6)
where Irat is the rated peak value of current, and HTDD := {5,7,11,13, · · ·}.
Assuming that the response of the induction machine at harmonics vˆk beyond
the fundamental can be modeled as a pure leakage inductance lσ , i.e., the re-
sistance is negligible, the current harmonics can be approximated by iˆk ≈ vˆkklσ .
Upon substituting this expression into (6), we obtain the following expression
TDDi ≈ 1lσ Irat
√
∑
k∈Htdd
(
vˆk
k
)2
= 1lσ Irat
4ud
pi(L−1)
√√√√ ∑
k∈Htdd
[
1
k4
(
N
∑
i=1
fi cos(kαi)
)2]
. The nonlinear performance index
TDDi is to be minimized to obtain the optimal sequence f¯ ∗ :=
[
f ∗1 , f
∗
2 , · · · , f ∗N
]
and the corresponding set of optimal switching angles α¯∗ :=
[
α∗1 ,α
∗
2 , · · · ,α∗N
]
,
under a specific set of constraints that are discussed next.
4
2.2 Constraints
Foremost, one is interested in keeping the fundamental component of the Fourier
series at a specific level (the modulation index m), i.e.,
vˆ1 = m. (7)
Another constraint may be related to the amplitude of individual harmonics in
relation to the fundamental. This can be posed as
|vˆk| ≤ ρk|vˆ1| (8)
where ρk’s are some nonnegative factors. The constraint (8) is very useful when
dealing with rectifier units as it allows the satisfaction of grid codes in terms of
harmonic emissions into the grid.
One may also be interested in enforcing a constraint pertaining to the minimal
separation between any two consecutive switches over a single phase, i.e.,{
0≤ α1 ≤ ·· · ≤ αN ≤ pi2 ,
αi−1+δ ≤ αi, ∀i ∈ {2, . . . ,N}, (9)
where δ is the minimal separation between any two consecutive switching angles.
Assuming that the three phase symmetry (2) holds, then the CMV (5) can be
written as
v0(t) = ∑
k∈H0
vˆk sin(kt), (10)
where H0 = {3,9,15,21,27, · · ·} is the index set of the tripplen harmonics (mul-
tiples of 3 that are not even) that are present in the CMV; we show this fact in the
Appendix. The constraint on the CMV can now be defined as
|v0(t)|=
∣∣∣∣∣ ∑k∈H0 vˆk sin(kt)
∣∣∣∣∣≤ γ, (11)
where γ represents the maximally allowed bound on the CMV. Interesting to note,
that due to the switched nature of the OPPs, the resulting CMV can only be equal
to 0 or an integer multiple of 13 .
It is important to note here that none of the constraints (9), (7), and (8) pose
changes to the forthcoming discussion in the paper, as the discussion pertains
mainly to the approximation of the CMV constraint (11).
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2.3 Optimization Problem
The resulting optimization problem for generating OPPs with minimal current
TDD and limited CMV is given by
min
( f1,··· , fN ,α1,··· ,αN)
TDDi
subject to

vˆ1 = m,
|vˆk| ≤ ρk|vˆ1|,
0≤ α1 ≤ ·· · ≤ αN ≤ pi2 ,
αi−1+δ ≤ αi, ∀i ∈ {2, . . . ,N},
|v0(t)| ≤ γ.
(12)
The optimization problem (12) involves integer decision variables ( f1, · · · , fN)
representing the structure of the OPP waveform, and as such it is of a mixed
integer nonlinear program (MINLP) type. For a selected number of pulses N of
an L-level inverter, there exists a finite set of allowed structures which can be
enumerated. Hence, for each fixed choice of the structure we can solve (12) to
obtain the optimal set of angles. Subsequently, we can post-process the data to
obtain the best solution over the various structures. This way we would have to
solve a finite number of nonlinear programs (NLP) for which efficient solvers are
available.
3 Convex Reformulations of the Zero Sequence Con-
straint
The constraint (11) involves the time t, and as such problem (12) comprises a
mixture of amplitudes of harmonics, as well as time domain signals, which makes
it very difficult to directly tackle the problem.
One approach is to combine equations (3), (5) and (11), and grid the resulting
constraint over the time t. However, this would produce a huge number of con-
straints that approximate that original one (11); moreover, the satisfaction of the
large amount of extra constraints does not necessarily mean the satisfcation of the
original one (11). As such, we opt for a method that translates the time-domain
constraint (11) into a slightly more conservative constraint on the magnitude of
the harmonics.
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3.1 `1/`2-Norm Approximations
Consider again the constraint (11). In order to avoid the griding approach over the
time variable t, we apply the following steps to upper-bound the original constraint∣∣∣∣∣ ∑k∈H0 vˆk sin(kt)
∣∣∣∣∣≤ ∑k∈H0 |vˆk sin(kt)| ≤ ∑k∈H0 |vˆk| |sin(kt)|
≤ ∑
k∈H0
|vˆk|=
∥∥[vˆ3 vˆ9 . . . vˆ99]∥∥1 ≤ γ. (13)
Now the satisfaction of the inequality (13), in terms of the `1-norm implies the
satisfaction of the original constraint (11). Of course, this would imply taking an
infinite number of harmonics that are in H0. However, since the amplitudes vˆk
are according to equation (4) inversely proportional to the harmonic order k, the
infinite sum can be reasonably well approximated by truncating the set H0. For
example, we could take the following set of harmonics H˜0 = {3,9,15, · · · ,99},
and hence rewrite the constraint (13) as∥∥[vˆ3 vˆ9 . . . vˆ99]∥∥1 = ∑
k∈H˜0
|vˆk| ≤ γ. (14)
Another alternative would be to have an `2-norm formulation, which is com-
puted based on the following relationship between the two types of norms Khalil
(2001)
‖v‖2 ≤ ‖v‖1 ≤
√
n‖v‖2 , (15)
where n is the dimension of the vector v. Applying the second inequality in (15)
to the constraint (14), results in∥∥[vˆ3 vˆ9 . . . vˆ99]∥∥2 =√ ∑
k∈H˜0
|vˆk|2 ≤ γ√
#(H˜0)
, (16)
where #(H˜0) indicates the number of elements in the set H˜0. Hence the satisfac-
tion of the constraint (16) implies the sanctification of the constraint (14), which
in turn implies the satisfaction of the original constraint (11), assuming of course
that the cardinality of the set H˜0 is high enough.
We conclude this section with a few remarks on the foregoing approximations
of the CMV constraint: (14) is a linear constraint in the harmonic amplitudes vˆk,
while (16) is a quadratic one. However, both constraints are finally nonlinear in
terms of the decision variables, i.e., the angles αi. The constraints (16) and (14)
are an approximation of the original constraint (11). Although (16) is more con-
servative than (14), it could be in practice that the former can provide a better
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answer to the problem due to the shape of the two norms. This is due to the fact
that we are dealing with nonlinear problems, and that the certain initial condi-
tions of the switching angles may result in triple harmonics amplitudes that are
contained the the `2-norm version and not in the `1-norm.
The results in this section lead to the following Algorithm 1.
Algorithm 1 Computing OPPs with CMV Constraints
Require: N, L, γmax, #Htdd , #H0, γ0, mmin, mmax, and M;
1: Generate an ordered set of M modulation indices {m1, · · ·mM} within the
range [mmin,mmax];
2: Generate the set of all possible switching patterns f¯1, · · · , f¯K , using N and L;
3: for i=1 to M do
4: for k=1 to K do
5: Set γ = γ0;
6: while γ ≤ γmax do
7: Solve the following optimization problem:
min
α¯
TDDi( f¯k, α¯)
subject to (7), (8), (9), and either (14) or (16);
8: Check if the optimal solution satisfies (11) with γ0 as an upper bound
and retain the feasible solutions only;
9: Set γ = γ+ 13 ;
10: end while
11: end for
12: Check for the solution (α¯∗(i), f¯ ∗(i)) with the best TDDi;
13: end for
3.2 Special Cases for L=3
For the case of a 3-level converter, it can be easily seen that there holds v0(t) ∈
{−1, −2/3, −1/3, 0, 1/3, 2/3, 1}. Furthermore, by considering only patterns
which have non-negative values in the first half of the period, the set of possible
CMV values reduces to {−2/3,−1/3,0,1/3,2/3}. As such, we would like to see
if there are ‘simpler’ constraints in this case on the angles that would imply the
satisfaction of (11). Before we propose our solution for approximating constraint
(11), it is important to note that due to our assumptions P1-P2, the CMV in (5)
has a period of 2pi3 (this follows from (10)) and is again quarter-wave symmetric
over this period. As such, it is sufficient to look at the evolution of the CMV over
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the range
[
0, pi6
]
. Moreover, we can show that the constraint (11) is equivalent
(without any conservatism) to the following constraint
|v0(t)|=
∣∣v(t)+ v(pi3 − t)− v(pi3 + t)∣∣
3
≤ γ, (17)
∀t ∈ [0, pi6 ]. The proofs of the foregoing facts are provided in the Appendix. To
our knowledge, this is the first time the equivalent constraint of this form has been
noted in the literature. However, this equivalent constraint (17) is still very dif-
ficult to solve as it involves integer variables indicating in which of the intervals[
0, pi6
]
,
[pi
6 ,
pi
3
]
and
[pi
3 ,
pi
2
]
each angle αi falls. The condition (17) states that the
0 α1 α2 α3
αN
0
va
vb
vc
v0
pi
3
αN−1
AB
pi
6
pi
6
pi
2
pi
3
pi
6
Figure 3: An example illustrating the result in Proposition 3. An instance where
the last switching angle α5 falls between 60 and 90 degrees, and the constraint
in Proposition 3 implies that the point A falls after the point B. This figure also
illustrates the relationship (17) for a 3-level OPP.
CMV voltage can be characterized by adding the part of the OPP in the interval[
0, pi6
]
to the mirrored version of the OPP in the interval
[pi
6 ,
pi
3
]
, and then sub-
tracting from the answer the part of the OPP in the interval
[pi
3 ,
pi
2
]
, as depicted in
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Figure 3 for a generic 3 Level OPP. The condition (17) leads to the following set
of results that give sufficient linear constraints on the angles αi’s which imply a
bound of γ = 13 on the CMV.
Proposition 1 For a 3-level OPP, if α1 ≥ pi6 then |v0(t)| ≤ 13 .
Proof. If α1 ≥ pi6 then v(t) = 0,∀t ∈
[
0, pi6
]
, and the value of v(t) is either 0 or 1
on the intervals
[pi
6 ,
pi
3
]
and
[pi
3 ,
pi
2
]
. Using (17), we have ∀t ∈ [0, pi6 ] that |v0(t)|
= 13
∣∣0+ v(pi3 − t)− v(pi3 + t)∣∣ ≤ 13 max
t∈
[
0 pi6
] ∣∣v(pi3 − t)− v(pi3 + t)∣∣ = 13 max{|0−
0|, |1−1|, |1−0|, |0−1|}= 13 
Proposition 2 For a 3-level OPP, if αN ≤ pi3 and N is odd, then |v0(t)| ≤ 13 .
Proof. If αN ≤ pi3 and N is odd, then v(t) = 1, ∀t ∈
[pi
3 ,
pi
2
]
, and the value of v(t) is
either 0 or 1 on the intervals
[
0, pi6
]
and
[pi
6 ,
pi
3
]
. Using (17), we have ∀t ∈ [0, pi6 ]
that
|v0(t)|= 13
∣∣∣v(t)+ v(pi
3
− t
)
−1
∣∣∣
≤ 1
3
max
t∈
[
0, pi6
] ∣∣∣v(t)+ v(pi3 − t)−1∣∣∣= 13

For an odd value of N, we can strengthen the previous results and combine
them into a single case, as discussed next.
Proposition 3 For a 3-Level OPP with an odd pulse number N, if
αN−α1 ≤ pi3 , (18)
then |v0(t)| ≤ 13 .
Proof. The cases in which α1 ≥ pi6 or αN ≤ pi3 have been shown in the previous two
propositions. So, it remains to show the case when α1 ∈
[
0, pi6
]
and αN ∈
[pi
3 ,
pi
2
]
. In
this latter case, (18) implies |v0(t)|=max
 max
t∈
[
0,αN− pi3
]{13 ∣∣v(pi3 − t)− v(pi3 + t)∣∣ ,
max
t∈
[
αN− pi3 ,rpi6
]{13 ∣∣v(t)+ v(pi3 − t)−1∣∣}
 ≤ 13 . An illustration of the proof is
shown in Figure 3. 
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4 Numerical Results
4.1 3-Level OPPs
In order to illustrate the degree of conservatism introduced by all the foremen-
tioned approximations of the CMV constraint, we shall focus on the 3-level OPPs,
i.e., L = 3, for which we can illustrate all the results in the previous section. The
pulse number is taken to be N = 3 in order to allow us to visualize the results
in 3D, the bound on the CMV constraint is taken to be γ = 13 , and the minimal
separation between the switching angles is taken to be δ = 0. The feasible set
consisting of the intersection of CMV constraint set (11) and the constraint set
generated by (9) is depicted in 4 below. The obtained set is a truncation of the
otherwise tetrahedral set. Note that for this case the number of feasible structures
Figure 4: The intersection of the constraints (11) and (9), with γ = 13 and δ = 0.
is one, and is given by f¯ =
[
1 −1 1].
4.1.1 `1-Norm Approximation
In comparison, the set induced by the `1-norm constraint (14) with γ = 13 is de-
picted in Figure 5. Obviously, one has a conservative approximation of the set
obtained with an exact CMV constraint. However, most of this conservatism can
be eliminated by relaxing the `1-norm constraint (14), i.e., increasing the bound
11
Figure 5: Illustration of the conservatism of the `1-norm constraint (14) with γ = 13
versus the original CMV constraint (11). Both constraints were intersected with
(9).
γ and then post-processing the obtained result with the original CMV constraint
(11) with γ = 13 . The obtained set with γ = 1 in (14) is depicted in Figure 6. It
is easily seen that by adopting such a relaxation of the bound γ almost the total
original feasible set is recovered.
4.1.2 `2-Norm Approximation
The set induced by the `2-norm constraint (16) with γ = 13 is depicted in Figure 7.
Again, one has a conservative approximation set with respect to the one obtained
with an exact CMV constraint, as well as with respect to the one obtained with the
`1 constraint. However, most of this conservatism can be eliminated by relaxing
the `2-norm constraint (16), i.e., increasing the bound γ and then post-processing
the obtained result with the original CMV constraint (11) and γ = 13 . The obtained
set with γ = 1 in (16) is depicted in Figure 8. It is easily seen that by adopting such
a relaxation of the bound γ the total original feasible set is almost fully recovered.
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Figure 6: Illustration of the relaxed `1-norm constraint (14) with γ = 1 versus the
original CMV constraint (11). Both constraints were intersected with (9).
4.1.3 60◦ constraint
As we have a 3-level OPPs with an odd pulse number N = 3, we can apply the
constraint (18) instead of the original CMV constraint (11). The result is depicted
in Figure 9. It shows that one can actually recover almost the whole set which is
given by the intersetction of (11) with the minimal separation constraint (9).
4.2 5-Level OPPs
In this section, we focus of the loss of performance, i.e., TDDi, when we in-
clude the CMV constraint (11). We set the pulse number N = 8 and in evaluating
the THDi we use the parameters lσ = 18.8 mH and Irat = 137 A. The optimiza-
tion was run for the case where the CMV constraint (11) was not used and for
the case where the `1 constraint approximation (14) was used. In the latter case,
we adopted the strategy of relaxing the bound γ and post-processing the obtained
result in order to ensure that the original CMV constraint (11) is satisfied. The rel-
ative increase in the TDDi value due to the enforcement of the CMV constraint is
shown in Figure 10. Notice that the additional CMV constraint does not substan-
tially increase the obtained TDDi. It is also important to note that at high modula-
tion indices above m= 1.179 the optimization problem with the CMV constraint
13
Figure 7: Illustration of the conservatism of the `2-norm constraint (16) with γ = 13
versus the original CMV constraint (11). Both constraints were intersected with
(9).
is not feasible anymore, while the one without the CMV constraint remains fea-
sible but the TDDi drastically deteriorates as the modulation index approaches its
maximal value at 4pi . In the case of N = 8 the number of different possible struc-
tures is 16. Not that this OPP would be applicable within the range m ∈ [0.7, 1.1],
and in this range the relative increase in the TDDi due to the inclusion of the CMV
constraint is bounded by approx. 40%.
5 Conclusions and Future Work
We studied the problem of computing Optimized Pulse Patterns (OPPs) for multi-
ple level converters with quarter wave symmetry and constraints on the common
mode voltage (CMV). We provided various ways of approximating the CMV con-
straint based on various norm approximations. We also provided a less conserva-
tive result for the 3-level OPPs case. We have shown via numerical illustrations
the additional conservatism that is added by the various approximations of the
CMV constraint, as well as the performance loss due to this CMV constraint. Fu-
ture work will be targeted towards obtaining results for the L-level OPPs similar
to the less conservative results that we obtained for the 3-level case in this article.
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Figure 8: Illustration of the relaxed `2-norm constraint (16) with γ = 1 versus the
original CMV constraint (11). Both constraints were intersected with (9).
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AA.1 Derivation of (4)
The general expression for the Fourier series odd coefficients (due to the quarter
wave symmetry we have only odd coefficients) is given by
vˆk =
2
2pi
∫ 2pi
0
v(τ)sin(kτ)dτ
=
4
pi
∫ pi
2
0
v(τ)sin(kτ)dτ
=
4
pi
ud
L−1
{∫ α2
α1
f1 sin(kτ)dτ+
∫ α3
α2
( f1+ f2)sin(kτ)dτ
+ · · ·+
∫ pi
2
αN
( f1+ f2+ · · · fN)sin(kτ)dτ
}
=
4
pi
ud
L−1
1
k
{
f1(cos(kα1)− cos(kα2))+
( f1+ f2)(cos(kα2)− cos(kα3))+
( f1+ f2+ · · ·+ fN)(cos(kαN)− cos(kpi2 ))
}
, (19)
where the second equality follows from the fact that v(t) is quarter wave symmet-
ric and k is odd. Finally, simplifying the last expression (19) yields the expression
(4).
A.2 Proof of (10)
Assume that the three phase symmetry condition (2) holds, and consider the
Fourier series expansion in (3). Then, the CMV is given by
v0(t) =
1
3
(va(t)+ vb(t)+ vc(t))
=
1
3 ∑k=1,3,5,···
vˆk
(
sin(kt)+ sin(k(t− 2pi
3
))+ sin(k(t+
2pi
3
))
)
=
1
3 ∑k=1,3,5,···
vˆk
(
sin(kt)+2cos(k
2pi
3
)sin(kt)
)
= ∑
k=3,9,15,...···
vˆk sin(kt),
where we have used the fact that
cos(k
2pi
3
) =
{
1, ∀k = 3,9,15, · · ·
−12 , ∀k = 1,5,7, · · ·
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Defining H0 = {3,9,15,21,27, · · ·} completes the derivation.
A.3 v0 is quarter wave symmetric with period 2pi3
The fact that v0 has a period 2pi3 is obvious from (10). To show that the CMV is
quarter wave symmetric, we need to show the following two conditions
v0(t) = v0(
pi
3
− t), ∀t ∈ [0, pi6 ] ,
v0(t) =−v0(2pi3 − t), ∀t ∈
[
0, pi3
]
.
First, we show that
v0(t)− v0(pi3 − t) = ∑k∈H0
vˆk
(
sin(kt)− sin(k(pi
3
− t))
)
= ∑
k∈H0
vˆk
(
sin(kt)− sin(kpi
3
)cos(kt)+ cos(k
pi
3
)sin(kt)
)
= 0, (20)
since sin(kpi3 ) = 0 and cos(k
pi
3 ) =−1 for k ∈H0.
Second, we have that
v0(t)+ v0(
2pi
3
− t) = ∑
k∈H0
vˆk
(
sin(kt)+ sin(k(
2pi
3
− t))
)
= ∑
k∈H0
vˆk
(
sin(kt)+ sin(k
2pi
3
)cos(kt)− cos(k2pi
3
)sin(kt)
)
= 0, (21)
since sin(k 2pi3 ) = 0 and cos(k
2pi
3 ) = 1 for k ∈H0.
A.4 Derivation of (17)
1
3
(
v(t)+ v
(pi
3
− t
)
− v
(pi
3
+ t
))
=
1
3 ∑k=1,3,5,···
vˆk
(
sin(kt)+ sin(k(
pi
3
− t))− sin(k(pi
3
+ t))
)
=
1
3 ∑k=1,3,5,···
vˆk
(
sin(kt)−2cos(kpi
3
)sin(kt)
)
= ∑
k=3,9,15,...···
vˆk sin(kt),
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where we have used the fact that
cos(k
pi
3
) =
{ −1, ∀k = 3,9,15, · · ·
1
2 , ∀k = 1,5,7,11, · · ·
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