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Abstract. We consider the generation of samples of a mean-zero Gaussian random field with Mate´rn covariance
function. Every sample requires the solution of a differential equation with Gaussian white noise forcing,
formulated on a bounded computational domain. This introduces unwanted boundary effects since the
stochastic partial differential equation is originally posed on the whole Rd, without boundary conditions.
We use a window technique, whereby one embeds the computational domain into a larger domain, and
postulates convenient boundary conditions on the extended domain. To mitigate the pollution from the
artificial boundary it has been suggested in numerical studies to choose a window size that is at least as
large as the correlation length of the Mate´rn field. We provide a rigorous analysis for the error in the
covariance introduced by the window technique, for homogeneous Dirichlet, homogeneous Neumann,
and periodic boundary conditions. We show that the error decays exponentially in the window size,
independently of the type of boundary condition. We conduct numerical experiments in 1D and 2D
space, confirming our theoretical results.
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1. Introduction. Gaussian random fields (GRFs) are an important building block in com-
putational statistics and uncertainty quantification, where they are typically used as inputs to
complex models of physical and technical processes. Common applications arise for instance in
astrophysics [3], biology [56], geophysics [10, 34], geotechnical engineering [28], hydrology [49],
image processing [13], and meteorology [9, 40]. The popularity of GRFs can be attributed to the
fact that they are simple yet flexible models of spatial variability. A GRF is completely charac-
terized by the mean function and covariance operator. As a second order random field, a GRF
admits an expansion in eigenpairs of the covariance operator, this is known as Karhunen-Loe`ve
(KL) expansion [25, 42]. Moreover, depending on the regularity of the covariance operator, it
is possible to produce realizations with different smoothness properties. However, the efficient
generation of these realizations is a serious computational bottleneck for several reasons. A ran-
dom function can be considered as a random variable taking values in an infinite-dimensional
function space. Alternatively, it can be considered as a collection of random variables defined on
a suitable probability space, indexed by their spatial position. In either case, a joint discretiza-
tion of a function space coupled with a probability space is necessary in practice. This may lead
to high-dimensional approximation spaces with prohibitive computational costs and memory
requirements. In addition, many commonly used covariance operators are nonlocal, and couple
the random variations within the spatial domain of interest. This means that in a realization
the function value at a specific location depends on contributions from all other locations.
A simple strategy to sample a GRF at a fixed number of spatial grid points uses a factor-
ization of the covariance matrix associated with these points. However, due to the nonlocality
of many covariance functions, including the Mate´rn covariance which we discuss below, the co-
variance matrix is a large, dense matrix, which is expensive to factorize. The computational
cost can be reduced by efficient approximations of the covariance matrix based on low-rank
approaches (see e.g. [4, 18, 30, 31]) or hierarchical matrices (see e.g. [12, 23]). Alternatively, we
can employ circulant embedding [11, 19, 26], where the factorization is performed by the Fast
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Fourier Transform (FFT). This is very efficient but requires simple geometries together with
uniform, structured grids, and stationary covariance operators, and might limit scalability in a
massively parallel environment [20]. In addition, the circulant matrix might have negative eigen-
values which have to be discarded and thus introduce an error in the covariance representation
[42, §6.5]. Alternatively, the embedding can be chosen large enough to guarantee non-negative
eigenvalues; this introduces additional costs [26].
Another option to generate realizations of a GRF is through its KL expansion [5, 22]. Unfor-
tunately, it usually requires the solution of an integral eigenproblem with a large, dense matrix
caused again by a nonlocal covariance operator. This can be made more efficient by similar
techniques used for the covariance matrix factorization (see e.g. [36, 37, 50]). Alternative ideas
for an efficient computation of the KL expansion are based on domain decomposition [15], ran-
domized linear algebra [48], or domain modification [45]. However, if the eigenvalues of the
covariance operator decay slowly, which is the case for small correlation lengths or fields with
very low spatial regularity, then many terms in the KL expansion are needed to achieve a good
approximation for the GRF. This leads to high computational costs for each sample, and large
memory requirements for storing the KL eigenvalues and eigenfunctions.
A third alternative is to compute each sample of a GRF as a solution to a fractional elliptic
stochastic partial differential equation (SPDE) with white noise forcing. For GRFs with Mate´rn
covariance function the connection to SPDEs has been noticed by Whittle in [58, 59]. This ap-
proach allows for mesh flexibility and is more efficient than the KL expansion for slowly decaying
eigenvalues. Moreover, we can build on well-established discretizations for partial differential
equations (PDEs) and associated fast, scalable multigrid solvers [43, 44]. However, the efficient
implementation and rigorous error analysis of PDE-based sampling is not straightforward since
the SPDE is posed on the full space Rd without boundary conditions. For practical simulations
a truncation to some bounded domain of interest D ⊂ Rd is necessary. This also requires bound-
ary conditions for the samples which are not known in general. Finally, the SPDE requires a
suitable discretization. We discuss these points in more detail in the following.
Lindgren et al. [40] introduced a finite element discretization of the fractional elliptic SPDE
on bounded domains augmented with artificial Neumann boundary conditions. This approach
has become standard in the recent literature [16, 20, 43, 44, 47] and is termed window tech-
nique. Here we embed the domain D into a larger domain and solve the SPDE on the latter,
using homogeneous Neumann or Dirichlet boundary conditions. In this way, the boundary ef-
fects coming from the domain truncation are negligible in D if the window is large enough. In
[39, 47] an empirical rule for the window size is suggested, where it is observed that the window
boundary should be at least as far away from D as the correlation length of the Mate´rn field.
However, a precise error analysis has not been carried out to date. In this paper, we provide an
analysis of the boundary effects on the covariance structure of the samples of the Mate´rn field,
thereby closing a gap in the literature. We study the error in the covariance function depend-
ing on the window size and for different types of boundary conditions, namely, homogeneous
Dirichlet, homogeneous Neumann and periodic boundary conditions. We show that the domain
truncation introduces an aliasing effect, and that the covariance error decays exponentially in
the window size, independently of the type of boundary condition considered. Moreover, we
provide numerical results for a specific choice of Robin boundary conditions.
Our choice of the boundary conditions is guided by the literature, and by practical consider-
ations. Homogeneous Dirichlet [16, 47] resp. homogeneous Neumann conditions [20, 43, 44, 47]
are easy to implement in finite element frameworks and for FFT on tensor product domains,
and they do not require additional parameter tuning. Although periodic boundary conditions
are not popular in this context, we include these here since they mimic the stationarity of the
exact Mate´rn samples on the full space. Moreover, they give rise to analytic expressions for the
covariance error. Robin boundary conditions for the SPDE on the bounded domain have been
considered in [17, 47]. Robin conditions involve a coefficient which has to be tuned. Further-
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more, the structure of eigenvalues and eigenfunctions for this case requires a different analysis for
the error compared to the previously mentioned boundary conditions. Finally, Robin boundary
conditions cannot be trivially applied if the SPDE is solved with the FFT. For these reasons,
we only consider a specific choice of coefficient for Robin boundary conditions, motivated by
the results in [17] and some physical considerations, and show numerically its effects on the
covariance of the sampled field.
We mention that the window technique is not the only option to address the unwanted
boundary effects in PDE-based sampling. Alternatively, one can try and find an accurate ap-
proximation to the exact boundary condition on the domainD without a window. Unfortunately,
the exact boundary conditions are only known for very special parameter configurations in the
Mate´rn covariance. Daon and Stadler [17] show that a specific Robin condition is exact in 1D
space for the exponential covariance, however, the general case is an open research question.
They suggest to optimize a varying Robin coefficient, or to rescale the covariance operator,
which again only mitigates the boundary effect.
Finally, we observe that PDE-based sampling requires a discretization of the fractional el-
liptic SPDE; this is often performed together with the white noise discretization. Recent studies
on the finite element discretization and error analysis of semilinear and fractional elliptic SPDEs
with white noise forcing can be found in [60] and [6, 7, 8], respectively. For the spatial discretiza-
tion, classical piecewise linear [7, 8, 16, 40] or mixed finite elements [43, 44] have been employed.
However, if the white noise is discretized by finite elements, then the load vector follows a Gaus-
sian distribution with the finite element mass matrix as covariance matrix. Sampling from it
entails therefore the factorization of the mass matrix. In finite element frameworks, the mass
matrix is usually sparse, however, its factorization cost will not scale optimally in the number of
degrees of freedom. This issue can be resolved by mass lumping [40], or by approximating the
white noise by a suitable piecewise constant random function [2, 20, 21]. Recently, Croci et al.
[16] proposed a white-noise sampling with optimal, linear complexity, where the finite element
mass matrix is factorized exactly using small element mass matrices. We envision that this will
further enhance the popularity of PDE-based sampling of Mate´rn fields. Our analysis provides
a missing piece of information on another ingredient, the choice of boundary conditions, for this
attractive and efficient sampling framework.
The paper is organized as follows. In Section 2, we review PDE-based sampling, and in-
troduce the problem formulation on the full and bounded spatial domain, respectively. In
Subsection 2.3, we study the aliasing effect on the covariance introduced by the domain trun-
cation. The results of Subsection 2.3 are used in Section 3 to derive the main contribution of
this paper, that is an error bound for the Mate´rn covariance in terms of the window size. In
Section 4 we discuss the extension of the error analysis for anisotropic Mate´rn covariances, and
provide a motivation for the use of Robin boundary conditions. In Section 5, we show numerical
experiments which confirm the theory of the previous sections. In the same section, we provide
numerical evidence that a specific choice of Robin boundary conditions, possibly not optimal but
motivated by previous work [17] and analogies with the Helmholtz equation, has better approx-
imation properties in the covariance than the other boundary conditions considered. Finally,
Section 6 presents some concluding remarks.
2. PDE-based sampling. Let D ⊂ Rd be an open, simply connected, bounded domain, for
d = 1, 2, 3, and let (Ω,A,P) be a probability space (with Ω the set of events, A a σ-algebra
and P a probability measure). We consider the task of sampling a Gaussian field u = u(ω,x),
ω ∈ Ω and x ∈ D, with zero mean and Mate´rn covariance function [29, 52]. That is, for every
x,y ∈ Rd, the covariance function of u is given by
(2.1) C(x,y) = σ2Mν(κ‖x− y‖2), κ =
√
2ν
ρ
,
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where σ2 > 0 is the marginal variance, κ is a scaling parameter, ρ is the correlation length, and
the unit Mate´rn function Mν(x) is defined as
(2.2) Mν(x) = x
νKν(x)
2ν−1Γ(ν)
,
for x > 0, with Kν the modified Bessel function of the second kind and order ν > 0. The
parameter ν determines the mean square differentiability of u [46, §4.2]. The Mate´rn covariance
kernel is then fully characterized by the three deterministic parameters σ2, ρ and ν, which vary
independently. It is clear from (2.1) that the Mate´rn covariance is invariant under translations
and rotations, hence the Gaussian field u is isotropic (see e.g. [1, p. 33]). This is in fact a special
case of a stationary random field [1, p. 24].
2.1. Formulation on the full spatial domain. In [58, 59] Whittle showed that a zero mean
Gaussian field with covariance function (2.1) is the solution to the SPDE
(2.3)
(I − κ−2∆)α2 u(ω,x) = ηW˙ (ω,x), x ∈ Rd, for P-a.e. ω ∈ Ω,
where I is the identity operator, W˙ denotes Gaussian white noise as defined in [40, Def. 6
p. 448], α = ν + d2 , and η is a normalization constant set to
(2.4) η2 = σ2
(4pi)d/2 Γ(ν + d/2)
κdΓ(ν)
,
guaranteeing that the marginal variance of u at each point in the domain is equal to σ2. Equation
(2.3) has to be understood in the sense of distributions. The SPDE is posed on Rd without
boundary conditions. However, for simulations, a truncation of Rd to some bounded domain
of interest D is necessary; this also requires boundary conditions for u. Here we employ the
window technique [16, 20, 40, 43, 44, 47], where we embed the domain D into a larger domain
and solve (2.3) on the latter, using inexact, artificial boundary conditions for u. We will see
that by truncating the domain an aliasing effect occurs, referred to in [40] as folded covariance.
However, the intuition is that the boundary effects coming from the domain truncation are
negligible in D if the window is large enough. In [39, 47] the empirical rule of taking a window
with boundaries at distance at least ρ from D is suggested. To investigate this, we consider the
SPDE (2.3) on a bounded domain, and derive explicit expressions for the folded covariance.
2.2. Formulation on a bounded domain. We consider a coordinate system such that
infx∈D xi = δ2 , for i = 1, . . . , d and δ > 0, and where xi, i = 1, . . . , d, denotes the i-th co-
ordinate of x. We define the extended domain in which the SPDE in (2.3) has to be solved as
Dext := (0, L)
d, for L = δ + `, and ` = supx,y∈D‖x− y‖∞. The setting is depicted in Figure 1.
We consider then the solution of (2.3) on Dext and denote it by uL. The reason for choosing
a tensor-product domain for Dext is motivated by the fact that this allows for easy application
of the FFT to obtain samples for uL. For the differential operator, we use the spectral definition
of the fractional Laplacian, in agreement with its use in the statistics literature [40]. We address
the approximation of the Mate´rn covariance when imposing either one of the following boundary
conditions:
(D) homogeneous Dirichlet: (−∆)juL
∣∣
∂Dext
= 0, j = 0, . . . , bα−12 c,
(N) homogeneous Neumann:
∂
∂n
(−∆)juL
∣∣∣∣
∂Dext
= 0, j = 0, . . . , bα−12 c,
(P ) periodic: (−∆)juL
∣∣
xi=0
= (−∆)juL
∣∣
xi=L
and
∂
∂n
(−∆)juL
∣∣∣∣
xi=0
=
∂
∂n
(−∆)juL
∣∣∣∣
xi=L
,
j = 0, . . . , bα−12 c and i = 1, . . . , d,
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D
Dext
LL− δ2δ20
L
L− δ2
δ
2
Figure 1: Embedding of the domain D in the extended domain Dext = (0, L)
2.
for P-a.e. ω ∈ Ω, where n denotes the outward unit normal to ∂Dext.
Note that by construction the average of the random field uL on the truncated domain Dext
is zero. Indeed, for any boundary condition the solution can be written as the Itoˆ integral [33,
Appendix B]
(2.5) uL(x) =
∫
Dext
Gα
2
(x,y) dW˙ (y), x ∈ Dext,
where Gα
2
is the corresponding Green’s function. Equation (2.5) is well-defined and holds almost
surely due to [55, Lemma 6.25]. Hence E[uL] = 0 by definition of the integral.
Let CL∗ , for ∗ ∈ {D,N,P}, denote the covariance function of uL when using Dirichlet, Neu-
mann or periodic boundary conditions, respectively. This is the Green’s function of
(I − κ−2∆)α
with corresponding boundary conditions [17]. To study the convergence for the second moment
of the random field u, we study the error
(2.6) ‖C − CL∗ ‖∞ := sup
x,y∈D
|C(x,y)− CL∗ (x,y)|,
for ∗ ∈ {D,N,P}.
2.3. Covariance of the solution on the bounded domain. In this section, we extend the
result in [40, Thm. 1] to Dirichlet and periodic boundary conditions, and to the spatial dimension
d > 1. A central fact that is used in the proofs in this and in the next section is the following.
The covariance functions CL∗ , for ∗ ∈ {D,N,P}, admit the expansion (see e.g. [40, Eq. 35])
(2.7) CL∗ (x,y) = η2
∑
k∈N d
λ−αk wk(x)wk(y),
where N = N or N = N0 := N ∪ {0} according to the boundary conditions, {wk}k∈N d are the
eigenfunctions of the operator (I −κ−2∆) on Dext and {λk}k∈N d are the associated eigenvalues.
In particular, the eigenpairs (λk, wk) in (2.7) are
(2.8) wk =
d∏
i=1
aki sin
(
pikixi
L
)
, λk = 1 +
( pi
κL
)2 ‖k‖22
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and N = N for Dirichlet boundary conditions,
(2.9) wk =
d∏
i=1
aki cos
(
pikixi
L
)
, λk = 1 +
( pi
κL
)2 ‖k‖22
and N = N0 for Neumann boundary conditions, and, denoting i =
√−1,
(2.10) wk =
1
L
d
2
e
2pi
L
ik·x, λk = 1 +
(
2pi
κL
)2
‖k‖22
and N = N0 for periodic boundary conditions. The normalizing constants are aki =
√
1
L for
ki = 0 and aki =
√
2
L otherwise. Note that, by the spectral definition of the fractional Laplacian,
the operators (I − κ−2∆) and (I − κ−2∆)α2 , α > d2 , have the exact same eigenfunctions [41].
Analogously to [40, Thm. 1], we obtain the following result.
Theorem 2.1. The covariance function of the solution uL to (2.3) when using, respectively,
periodic, homogeneous Neumann and homogeneous Dirichlet boundary conditions on ∂Dext is
given by
CLP (x,y) =
∑
k∈Zd
C(x+ Lk,y),(2.11)
CLN (x,y) =
∑
ε∈Bd
C2LP (x, ε.y) =
∑
ε∈Bd
∑
k∈Zd
C (x+ 2Lk, ε.y) ,(2.12)
CLD(x,y) =
∑
ε∈Bd
(
d∏
i=1
εi
)
C2LP (x, ε.y) =
∑
ε∈Bd
(
d∏
i=1
εi
) ∑
k∈Zd
C (x+ 2Lk, ε.y) ,(2.13)
where B = {−1, 1} and x.y = (x1y1, . . . , xdyd)> denotes the element-wise product.
Proof. For fixed x,y ∈ D, the folding effect introduced by the domain truncation is illus-
trated in Figure 2, for all three boundary conditions. In the case of periodic boundary conditions,
according to (2.7) and (2.10), we have
(2.14) CLP (x,y) =
η2
Ld
∑
k∈Zd
(
1 +
(
2pi
κL
)2
‖k‖22
)−α
e
2pii
L
k·(x−y).
Given the Fourier representation of the Matern kernel [47]
C(x,y) = η
2
(2pi)d
∫
Rd
(
1 + κ−2‖ξ‖22
)−α
eiξ·(x−y) dξ,
a direct application of the Poisson summation formula [32, 51] to (2.14) yields
CLP (x,y) =
∑
k∈Zd
C(x+ Lk,y).
ANALYSIS OF BOUNDARY EFFECTS ON PDE-BASED SAMPLING OF MATE´RN RANDOM FIELDS 7
x1
x2
x
y
L
L
+−
+
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Figure 2: Folding effect due to domain truncation, for d = 2. For fixed x,y ∈ D, the covariance CLP (x,y)
when using periodic boundary conditions is given by C(x,y) plus the Mate´rn covariance between x and
all the green dots (y translated by kL, k ∈ Zd). For Neumann and Dirichlet boundary conditions, the
covariance is given by C(x,y) and the contributions given by the violet dots (ε.y translated by 2kL,
k ∈ Zd, ε ∈ {−1, 1}d). In the Neumann case, all these contributions are positive (blue signs), while the
signs alternate for the Dirichlet case (see red signs in the figure).
For Dirichlet boundary conditions it holds
CLD(x,y) =
η2
Ld
∑
k∈Zd
λ−αk
d∏
i=1
sin
(
pikixi
L
)
sin
(
pikiyi
L
)
=
η2
Ld
∑
k∈Zd
λ−αk ·
1
4d
∑
ε1,ε2∈Bd
 d∏
j=1
ε1,jε2,j
 ei piLk·(ε1.x−ε2.y)
=
∑
ε∈Bd
 d∏
j=1
εj
 η2
(2L)d
∑
k∈Zd
λ−αk e
i 2pi
2L
k·(x−ε.y)
=
∑
ε∈Bd
 d∏
j=1
εj
 C2LP (x, ε.y),(2.15)
where we have used Euler’s formulas in the second line and the eigenvalues are given by (2.8).
Similar computations lead to (2.12) for Neumann boundary conditions:
CLN (x,y) =
η2
Ld
∑
k∈Zd
λ−αk
d∏
i=1
cos
(
pikixi
L
)
cos
(
pikiyi
L
)
=
η2
Ld
∑
k∈Zd
λ−αk ·
1
4d
∑
ε1,ε2∈Bd
ei
pi
L
k·(ε1.x−ε2.y)
=
∑
ε∈Bd
C2LP (x, ε.y).
with {λk}k∈Zd as from (2.9).
Remark 2.2. Recall that the Mate´rn kernel on the full domain Rd is invariant under transla-
tions and rotations. However, the expressions in (2.11)–(2.13) clearly tell us that this is not the
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case on the truncated domain Dext. We see that CLP is not rotation invariant, and that CLN and
CLD are neither rotation nor translation invariant. Moreover, since C(x,y) > 0 for all x,y ∈ Rd,
we observe that
(2.16) CLP (x,y) > C(x,y) and CLN (x,y) > C(x,y).
That is, the folded covariance with either periodic or Neumann boundary conditions always
overestimates the Mate´rn covariance. This is not necessarily true for the Dirichlet case, since in
(2.15)
∏d
j=1 εj ∈ {−1, 1}.
3. Error estimate for the covariance on the bounded domain. A direct consequence of
Theorem 2.1 is the following result. In what follows we write C(x), x ≥ 0, to denote σ2Mν(κx)
for convenience.
Corollary 3.1. For the covariances CL∗ for ∗ ∈ {D,N,P} the following error estimate holds
|CL∗ (x,y)− C(x,y)| ≤ (2d − 1) C(δ) + 2d
∑
k∈Nd0\{0}
C(L‖k‖2),(3.1)
for all x,y ∈ D.
Proof. We start with the estimate for periodic boundary conditions. Without loss of gen-
erality, we assume that all components of the vector (x − y) are positive. Indeed, if some
components of (x− y), with indices j1, . . . , jm, m ≤ d, are negative, then the right-hand side of
(2.11) reads ∑
k∈Zd
C (x+ Lk,y) =
∑
k˜∈Zd
C
(
x˜+ Lk˜, y˜
)
,
where x˜i = −xi, y˜i = −yi, k˜i = −ki for i = j1, . . . , jm, and x˜i = x, y˜i = yi, k˜i = ki otherwise.
We denote by 1 the vector with all components equal to 1. Then, for any k ∈ Zd, there exist
k′ ∈ Nd0 and ε ∈ Bd such that
(3.2) k = ε.
(
k′ +
1
2
(1− ε)
)
.
Hence, using (2.11),
(3.3) CLP (x,y) =
∑
k∈Zd
C(x+ kL,y) =
∑
k∈Nd0
∑
ε∈Bd
C(‖kL+ (1− ε)L
2
+ ε.(x− y)‖2).
Note that
(
(1− ε)L2 + ε.(x− y)
) ∈ [0, L]d for all x,y ∈ D. Then, due to the monotonicity of
the Mate´rn function, for all ε ∈ Bd we have the bound
(3.4)∑
k∈Nd0
C(‖kL+ (1− ε)L
2
+ ε.(x− y)‖2) ≤
∑
k∈Nd0\{0}
C(‖k‖2L) + C(‖(1− ε)L
2
+ ε.(x− y)‖2).
Moreover, if ε 6= 1, ‖(1− ε)L2 + ε.(x− y)‖2 ≥ δ. Thus, combining (3.3) and (3.4) we obtain
(3.5) CLP (x,y) ≤ C(x,y) + (2d − 1) C(δ) + 2d
∑
k∈Nd0\{0}
C(‖k‖2L).
Subtracting C(x,y) on both sides of (3.5), and recalling (2.16), the desired error bound for
periodic boundary conditions follows.
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For Neumann boundary conditions, we use again (3.2) to obtain
CLN (x,y) =
∑
ε∈Bd
∑
k∈Zd
C (x+ 2Lk, ε.y)
=
∑
ε1,ε2∈Bd
∑
k∈Nd0
C (‖2Lk + (1− ε1)L+ ε1.(x− ε2.y)‖2) .(3.6)
Note that the sum over k ∈ Zd is a sum over all cells 2Lk+[0, 2L]d (cf. Figure 2). For a fixed ε2,
let us consider z = x− ε2.y and address the summation over ε1 ∈ Bd. We want to show that,
in every cell 2Lk + [0, 2L]d, k ∈ Zd, the point (1 − ε1)L + ε1.(x − ε2.y) belongs to a different
subcell of size L as ε1 varies in B
d. Indeed, for all x,y ∈ D, we have z ∈ [0, 2L]d. Hence,
for all ε1, it holds ((1− ε1)L+ ε1.z) ∈ [0, 2L]d. Moreover, observe that, for any component
ε1,j ∈ B = {−1, 1},
((1− ε1,j)L+ ε1,jzj) ∈ [0, L] ⇔ ((1 + ε1,j)L− ε1,jzj) ∈ [L, 2L].
Therefore, summing over ε1 ∈ Bd, we cover all 2d subcells of size L inside 2Lk+ [0, 2L]d. Using
this fact and the monotonicity of the Mate´rn function, for all ε2 ∈ Bd we obtain the estimate
(3.7)∑
k∈Nd0
∑
ε1∈Bd
C (‖2Lk + (1− ε1)L+ ε1.z‖2) ≤
∑
k∈Nd0\{0}
C (‖k‖2L) + C (‖min(z, 2L1− z)‖2) ,
where the minimum is applied element-wise. Observe also that, for x,y ∈ D, it holds
‖min(x− ε2.y, 2L1− (x− ε2.y))‖2 ≥ δ, if ε2 6= 1.
Thus, from (3.6) and (3.7) we obtain
CLN (x,y) ≤ C(x,y) + (2d − 1) C (δ) + 2d
∑
k∈Nd0\{0}
C (‖k‖2L) .
This and (2.16) yields the desired error estimate for Neumann boundary conditions.
Finally, let us consider Dirichlet boundary conditions. Using once again the renumbering in
(3.2), we write
CLD(x,y) =
∑
ε∈Bd
 d∏
j=1
εj
 ∑
k∈Zd
C (x+ 2Lk, ε.y)
=
∑
ε1,ε2∈Bd
 d∏
j=1
ε2,j
 ∑
k∈Nd0
C (‖2Lk + (1− ε1)L+ ε1.(x− ε2.y)‖2) .(3.8)
The inequality (3.7) still holds. Using this and the fact that C(x) > 0 to bound the terms with
signs
∏d
j=1 ε2,j = 1 and
∏d
j=1 ε2,j = −1 respectively, and then vice versa, we obtain the upper
and lower bounds
CLD(x,y) ≤ C(x,y) + (2d−1 − 1) C (δ) + 2d−1
∑
k∈Nd0\{0}
C (‖k‖2L) ,
CLD(x,y) ≥ C(x,y)− 2d−1 C (δ)− 2d−1
∑
k∈Nd0\{0}
C (‖k‖2L) .
Hence,
(3.9) |CLD(x,y)− C(x,y)| ≤ 2d−1
C (δ) + ∑
k∈Nd0\{0}
C (‖k‖2L)
 .
Observe that this bound is smaller than the bound in the statement of (3.1).
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In (3.1) we can distinguish two error contributions, one that depends on δ and one that
depends on the size L of Dext. Due to the exponential decay of the Mate´rn covariance, we
expect the second contribution to be negligible for L sufficiently large. We prove this next.
Theorem 3.2 (Main result). For x,y ∈ D, the error in the covariance when using homo-
geneous Neumann, homogeneous Dirichlet or periodic boundary conditions on Dext is bounded
by
(3.10) ‖CL∗ (x,y)− C(x,y)‖∞ ≤ A · σ2Mν(κδ),
∗ ∈ {D,N,P}. The constant A is given by
(3.11) A = (2d − 1) ·
(
1 +
2dd! · f(`)
(1− f(`))d
)
, ` = L− δ,
where the function f(x) is defined for any x > 0 as
(3.12) f(x) =Mmax(ν,1/2)(κx)
(with κ depending on ν as in (2.1)).
Proof. In this proof, we use the auxiliary result in Lemma A.1 in the Appendix. Recall that
for convenience we use the notation C(x) = σ2Mν(κx), x ≥ 0. According to Corollary 3.1, it is
sufficient to bound the last summand on the right-hand side of (3.1). To this end, we observe
that ∑
k∈Nd0\{0}
C(‖k‖2L) ≤
∑
k∈Nd0\{0}
C(‖k‖∞L) ≤ d
∞∑
k=1
(k + 1)d−1 · C(kL)
≤ 2d−1d
∞∑
k=1
kd−1 · C(kL),(3.13)
where for the first inequality we have used the monotonicity of the Mate´rn kernel, and in the
second one the fact that, for every k ∈ N, ]{k ∈ Nd0 : ‖k‖∞ = k} ≤ d(k + 1)d−1. Using the
function (3.12), we have from Lemma A.1 that C(kL) ≤ C(L)f(L)k−1, for every k ∈ N, therefore
(3.14)
∑
k∈Nd0\{0}
C(‖k‖2L) ≤ C(L) ·
(
2d−1d
∞∑
k=1
kd−1 · f(L)k−1
)
.
We note that 0 < f(L) < 1. The sum on the right-hand side of (3.14) involves the polylogarithm
Lis(z) =
∑∞
k=1 k
−szk, for s, z ∈ C, and it can be bounded as
∞∑
k=1
kd−1 · f(L)k−1 = 1
f(L)
Li−(d−1)(f(L)) =
1
(1− f(L))d
d−2∑
k=0
〈
d− 1
k
〉
f(L)d−2−k
<
(d− 1)!
(1− f(L))d ,(3.15)
where
〈
n
k
〉
for n, k ∈ N are the Eulerian numbers, and we have used that ∑n−1k=0 〈nk
〉
= n!.
Inserting (3.15) in (3.14) and using that Lemma A.1 gives C(L) = C(`+δ) ≤ C(δ)f(`), we obtain
∑
k∈Nd0\{0}
C(‖k‖2L) ≤ 2
d−1d!
(1− f(L))d · C(L) ≤
2d−1d! · f(`)
(1− f(`))d · C(δ).
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The above inequality together with Corollary 3.1 leads then to the desired result:
‖CL∗ (x,y)− C(x,y)‖∞ ≤ (2d − 1) C(δ) + 2d
∑
k∈Nd0\{0}
C(‖k‖2L)
≤ (2d − 1) C(δ) + 2d · 2
d−1d! · f(`)
(1− f(`))d · C(δ)
≤ (2d − 1)
(
1 +
2dd! · f(`)
(1− f(`))d
)
· σ2Mν(κδ).
Remark 3.3. The estimate in (3.10) shows that the error behaves asMν(κδ). In particular,
due to the definition of κ (see (2.1)), the magnitude of the error depends on the ratio δ/ρ,
and, asymptotically, the error decreases exponentially as this ratio increases. This explains the
observations in [40] and [47], namely, that the error in the covariance is negligible if the distance
of ∂Dext from ∂D is greater than the correlation length ρ, i.e. δ/ρ > 2.
Remark 3.4. Using a scaling argument, it is easy to see that the error bound in Theorem 3.2
also holds for rectangular bounding boxes. We consider, for instance, periodic boundary condi-
tions on the hyperrectangle×di=1[0, Li], for Li > 0, i = 1, . . . , d. Defining k˜ :=
(
k1
L1
, . . . , kdLd
)
for
every k ∈ Nd, the eigenpairs are
wk =
1
(L1 . . . Ld)
1
2
e2piik˜·x, λk = 1 +
(
2pi
κ
)2
‖k˜‖22,
k ∈ Nd0, cf. (2.10). The expression for the folded covariance (2.11) is, in this case,
CLP (x,y) =
∑
k∈Zd
C(x+L.k,y),
with L := (L1, . . . , Ld) (recall that L.k denotes the component-wise product). Then, the esti-
mate in (3.1) is modified as
|CL∗ (x,y)− C(x,y)| ≤ (2d − 1) C(δ) + 2d
∑
k∈Nd0\{0}
C(‖L.k‖2),
and the result of Theorem 3.2 holds by letting ` = mini=1,...,d Li − δ.
4. Further analyses. In this section we discuss the extension of the main result in Theo-
rem 3.2 to anisotropic Mate´rn kernels. In addition we comment on the use of Robin boundary
conditions.
4.1. Anisotropic Mate´rn covariance. One can consider a more general form of Mate´rn
covariance (see e.g. [53]):
(4.1) C(x,y) = σ2Mν(
√
2ν ‖x− y‖Θ−1), ‖x− y‖Θ−1 =
√
(x− y) ·Θ−1 · (x− y),
with the metric given by the constant, symmetric positive definite matrix Θ = RD2R−1, where
D is a diagonal matrix with entries ρj > 0, j = 1, . . . , d, and R is an orthogonal matrix.
Introducing the coordinate transformation x˜ = (RD)−1x (scaling and rotation), we obtain the
form (2.1) with ρ = 1. Hence, (4.1) writes through its Fourier integral:
C(x,y) = η
2
(2pi)d
∫
Rd
(
1 +
1
2ν
‖ξ‖22
)−α
eiξ·(RD)
−1(x−y) dξ
=
η2
(2pi)d
∫
Rd
(
1 +
1
2ν
‖ξ˜‖2Θ
)−α
eiξ˜·(x−y)(det D) dξ˜, η2 = σ2
(2pi)d/2 Γ(ν + d/2)
νd/2 Γ(ν)
,
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where we used the change of variables ξ˜ = RD−1ξ, and the Θ-norm ‖ξ˜‖2Θ = ξ˜ ·Θξ˜. Thus, the
SPDE for (4.1) is
(4.2)
(
I − 1
2ν
∇ · (Θ∇)
)α
2
u(ω,x) = η̂W˙ (ω,x), x ∈ Rd, for P-a.e. ω ∈ Ω,
with
η̂2 = σ2
√
det Θ · (2pi)
d/2 Γ(ν + d/2)
νd/2 Γ(ν)
.
The eigenfunctions of the operator
(I − 12ν ∇ · (Θ∇)) on Dext with homogeneous Neumann,
Dirichlet or periodic boundary conditions are still given by (2.9), (2.8) and (2.10), respectively.
However, the eigenvalues now involve the Θ-norm, i.e. they read
λk = 1 +
1
2ν
(pi
L
)2 ‖k‖2Θ.
for Dirichlet and Neumann boundary conditions, and analogously for periodic boundary condi-
tions. The proof of Theorem 3.2 can be reproduced, given
‖x‖Θ−1 ≥ ρ−1max‖x‖2 ≥ ρ−1max‖x‖∞,
where ρmax = max
j=1,...,d
ρj , that yields the error bound
(4.3) ‖CL∗ (x,y)− C(x,y)‖∞ ≤ A · σ2Mν
(√
2ν
ρmax
δ
)
,
where ∗ ∈ {D,N,P}, A = (2d−1) ·
(
1 + 2
dd!·f(`)
(1−f(`))d
)
, ` = L− δ, and f(x) =Mmax(ν,1/2)
( √
2ν
ρmax
x
)
.
SPDEs with anisotropic Laplacian as in (4.2) are studied in [24].
4.2. Robin boundary conditions. We have mentioned in the introduction that another pos-
sibility is to use Robin boundary conditions ∇uL · n + βuL = 0 on Dext, β > 0. In order to
get boundary conditions minimizing the boundary effects, the coefficient β needs to be tuned.
In [17] it is shown that β = κ is the exact boundary condition for d = 1 and ν = 0.5. This
is because, in this case, the Mate´rn kernel corresponds to the exponential function, satisfying
these Robin conditions.
For d = 1 and ν 6= 0.5, and for d > 1 and any ν > 0, β = κ does not provide exact boundary
conditions. However, such choice for the Robin coefficient can be motivated by analogies with
absorbing boundary conditions for the Helmholtz equation. Indeed, for every x ∈ D fixed, and
denoting r = ‖y − x‖2 for every y ∈ Rd, the Mate´rn covariance satisfies
(κr)−ν+
1
2
(
∂
∂r
+ κ
)
Mν (κr) ∼ e−κr, for r →∞,
with a constant depending on ν. In particular, for every ν > 0 it holds
(4.4) lim
r→∞ (κr)
−ν+ 1
2
(
∂
∂r
+ κ
)
Mν (κr) = 0.
This can be seen by computing(
∂
∂r
+ κ
)
Mν (κr) = κ (κr)ν (Kν(κr)−Kν−1(κr))
and using the asymptotic expansion for the modified Bessel functions [57, Sect. 7.23].
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Equation (4.4) can be seen as the correspondent, in our case, of what for the Helmholtz
equation is the Sommerfeld radiation condition [14, Sect. 2.1]. For the Helmholtz equation,
first order absorbing boundary conditions, corresponding to Robin boundary conditions, are
obtained by imposing the Sommerfeld condition at the boundary of the domain [54]. If for (2.3)
we impose the boundary conditions ∇uL · n+ κuL = 0 on Dext, then the associated covariance
is the Green’s function of
(I + κ−2∆)α associated to these Robin boundary conditions, and this
means imposing (4.4) at finite distance, on ∂Dext. In Section 5, we show the performance of the
Robin boundary condition ∇uL · n+ κuL = 0 on Dext for d = 1, 2 and different values of ν.
5. Numerical results. We present here numerical experiments to verify the error bound
in Theorem 3.2, for d = 1 and d = 2. Also, we compare Dirichlet, Neumann and periodic
boundary conditions with the Robin boundary conditions ∇uL · n+ κuL = 0 on ∂Dext as from
Subsection 4.2. We consider normalized covariances, that is σ2 = 1. For all boundary conditions,
we use the analytic expression (2.7) for the covariance, with (2.8), (2.9) and (2.10) for Dirichlet,
Neumann and periodic boundary conditions, respectively. For Robin boundary conditions, we
can also use (2.7), with eigenvalues and eigenfunctions given by equations (3.2)–(3.4) in [27].1
The infinite sum in (2.7) is truncated at ‖k‖∞ = dLh e + 1, with h chosen sufficiently small to
guarantee that the truncation error is negligible compared to the error in the covariance (ranging
from h = 1 · 10−6 to h = 5 · 10−3). To evaluate the Mater´n covariance we use the formula in
(2.1). The error (2.6) has been computed taking the maximum over all pairs (x,y) belonging
to a discrete grid, specified below.
5.1. Experiments for d = 1. For these experiments, we consider the domain D =
(
δ
2 , 1 +
δ
2
)
,
with δ2 ≥ 0 the window size. Figure 3 shows the effect of different boundary conditions on the
covariance for ν = 1 and ρ = 0.1. Although CL∗ (x, y) for ∗ ∈ {D,N} depend on the position
of x, y ∈ D and not only on their distance, Figure 3 reports only the covariances CL∗ (x0, y),
∗ ∈ {P,D,N}, and the Mate´rn covariance for x0 = δ2 fixed and y ∈ [ δ2 , 1 + δ2 ]. Apart from the
expected result that, as δ increases, the approximate covariances become closer to the Mate´rn
covariance, we can also observe a different behavior for Dirichlet or Neumann and periodic
boundary conditions: while the Dirichlet and Neumann boundary conditions affect mostly short
range correlations, the periodic ones affect mostly long range correlations. This has to be
expected from the nature of periodic boundary conditions. Indeed, we have seen in (2.12)
and (2.13) that the covariances for Dirichlet and Neumann boundary conditions are the sum
of covariances for periodic boundary conditions but with twice the period. Therefore, these
boundary conditions introduce long range correlations, but for distances larger than the size
of the domain of interest. How the approximate covariance approaches the Mate´rn covariance
as the window size increases can be observed, qualitatively, in Figure 4, for the three types of
boundary conditions.
The bound stated in Theorem 3.2 is verified in Figure 5. There, the error (2.6) has been
approximated by maxx,y∈G
∣∣C(x, y)− CL∗ (x, y)∣∣, for G a grid of n equispaced points in D (the
covariances are continuous functions, therefore the norm in (2.6) coincides with the C0(D×D)-
norm). We have used n = 15 for ν = 1 and n = 10 for ν = 0.25, because for the latter case we
need more terms in the spectral expansion for the covariance and it is therefore computationally
more intense. We can observe that the bound (3.10) holds for Dirichlet, Neumann and periodic
boundary conditions and both ν < 0.5 and ν ≥ 0.5. If the correlation length is significantly
smaller than the domain size, see top row of Figure 5 for ρ = 0.1, then the bound is very sharp
and all boundary conditions, while behaving differently as observed in Figure 3, produce the
same error in the maximum norm. As the correlation length increases, the error bound (3.10)
is not as sharp. Moreover, Dirichlet boundary conditions provide smaller errors than Neumann
and periodic conditions in the preasymptotic regime. This is observed in the bottom row of
1In [27], equation (3.4) has a minor typo and the norm of eigenfunctions is ‖u(i)n (x)‖2L2((0,`i)) =(
α2n+2h`i+h
2`2i
2h2`i
)
.
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Figure 3: Case d = 1, ν = 1 and ρ = 0.1. Covariance functions CL∗ (x0, y), ∗ ∈ {P,D,N}, in comparison
with the Mate´rn kernel. Here x0 =
δ
2 and y ∈ [ δ2 , 1 + δ2 ]. Left: δ = 0. Center: δ = ρ. Right: δ = 2ρ.
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Figure 4: Case d = 1, ν = 1 and ρ = 0.1. Covariance functions CL∗ (x0, y), ∗ ∈ {P,D,N}, in comparison
with the Mate´rn kernel, for different window sizes. Here x0 =
δ
2 and y ∈ [ δ2 , 1 + δ2 ]. Left: Dirichlet b.c.
(∗ = D). Center: Neumann b.c. (∗ = N). Right: periodic b.c. (∗ = P ).
Figure 5 for the extreme case of a correlation length equal to the size of the domain. Comparing
with Robin boundary conditions, we can observe that these ones deliver lower errors in all cases
considered. We have also tested that these conditions are exact for ν = 0.5, obtaining an error
in the covariance stemming from the truncation of (2.7) only.
Next, we fix the boundary conditions to the homogeneous Neumann ones and observe how
the error behaves as ν or ρ vary. The results for ρ = 0.1 and ν varying are reported in the
left plot of Figure 6. For all values of ν, the result of Theorem 3.2 is verified, and we see that
the error behaves as Mν(
√
2ν δ/ρ) (indeed, we have not drawn the bounds from (3.10) as they
overlap with the error curves). For ν = 0.5, we can observe a straight line in the semilogarithmic
plot, reflecting the fact that for ν = 0.5 the Mate´rn kernel corresponds to the exponential kernel
M 1
2
(x) = e−κx, x ≥ 0. For ν < 12 , the logarithmic error curves are concave, and for ν > 12 they
are convex. Overall, for fixed ρ, the slopes of tangents of the error curves at δ = 0 decrease as ν
increases, while, for δ →∞, the slopes increase as ν increases, since the error behaves as e−κδ.
If instead we fix ν = 1 and vary the correlation length ρ, we obtain the results in the right
plot of Figure 6. Since from Figure 4 it is clear that, for Neumann boundary conditions, the
maximum error occurs when x = y, to compute the maximum norm we have used a grid G with
n = 2 points. In the right plot of Figure 6, the case ρ = 1 corresponds to the extreme case
where the correlation length is equal to the size of the domain. Since asymptotically the error
behaves as e
−
√
2ν
ρ
δ
, the error curves become steeper as ρ increases.
5.2. Experiments for d = 2. In these experiments, we consider D =
(
δ
2 , 1 +
δ
2
)2
, δ ≥ 0,
as every bounded domain can be enclosed in a square or a rectangle. Figure 7 shows the
covariance functions along the diagonal of D going from ( δ2 ,
δ
2) to (1 +
δ
2 , 1 +
δ
2), for different
boundary conditions. We observe a similar qualitative behavior as for d = 1 (cf. Figure 3), but
with larger errors in the approximate covariances, in particular when using Neumann boundary
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Figure 5: Case d = 1. Maximum norm error in the covariance kernel as function of the window size δ for
different boundary conditions. Left column: ν = 0.25. Right column: ν = 1. Top row: ρ = 0.1. Bottow
row: ρ = 1.
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Figure 6: Case d = 1, Neumann boundary conditions. Maximum norm error in the covariance kernel as
function of the window size δ. Left: error for different values of ν and fixed ρ = 0.1. Right: error for
different values of ρ and fixed ν = 1.
conditions. This larger error compared to the one-dimensional case can also be observed in the
central plot in Figure 8 (to be compared to the central plot in Figure 4). The latter depicts the
covariances along the diagonal of D for different values of the window size, each plot referring
to a boundary condition. From Figure 7 and Figure 8, we see that also when using Dirichlet
boundary conditions the error increases with the dimension d, but in a much milder way than
in the Neumann case. The periodic boundary conditions are the ones that suffer less from this
effect in this case. Such behavior is confirmed by Figure 9, reporting the error (2.6) as a function
of the window size. The error has been approximated by maxx,y∈G×G
∣∣C(x,y)− CL∗ (x,y)∣∣, for G
a grid of n equispaced points in
[
δ
2 , 1 +
δ
2
]
(extrema included). We have considered n = 5 (that
is 25 points for the tensor product grid G × G) for ν = 1 and ν = 50, and n = 3 for ν = 0.25 as
this case is computationally more intense (for the same reason as in the one-dimensional case).
In Figure 9, we can see that the bound of Theorem 3.2 is sharp for Neumann boundary
conditions and correlation lengths significantly smaller than the size of the domain (see the top
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Figure 7: Case d = 2, ν = 1 and ρ = 0.1. Covariance functions CL∗ (x0,y), ∗ ∈ {P,D,N}, in comparison
with the Mate´rn kernel. Here x0 = (
δ
2 ,
δ
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Left: δ = 0. Center: δ = ρ. Right: δ = 2ρ.
row). For larger correlation lengths, the bound is not as sharp, as was observed for the one-
dimensional case. In all the cases considered in Figure 9, the Neumann boundary conditions
give the largest error. For Dirichlet boundary conditions, the bound always overestimates the
error for δ small, but for larger window sizes the error approaches eventually the same error
as for Neumann boundary conditions. Periodic boundary conditions provide a smaller error
for moderate correlation lengths, in accordance with the right plot of Figure 8. However, as ρ
increases (ρ = 1 in the bottom row of Figure 9), a similar behavior as for Neumann boundary
conditions is observed. We can also observe, in Figure 9, that Robin boundary conditions provide
smaller errors than the other boundary conditions for moderate values of ν, namely ν = 0.25
and ν = 1. When ν = 50, then κ is also large and Robin boundary conditions become closer
to Dirichlet boundary conditions, resulting in more similar error decay curves, see left plot in
Figure 9.
Finally, we consider Neumann boundary conditions and compare the behavior of the max-
imum norm error for different values of ν (Figure 10) and different values of ρ (Figure 11).
Similar observations as for the one-dimensional case hold. In Figure 10, we see that the error
bounds are less sharp than for d = 1, but still the error behaves asMν(
√
2ν δ/ρ). In Figure 11,
we can see that the bound in Theorem 3.2 is not sharp for very large correlation lengths. How-
ever, as already observed for the one-dimensional case, ρ = 1 corresponds to an extreme case
which is not typical in realistic simulations where the size of the domain is often larger than the
correlation length. The fact that the error bounds are not sharp for very large ρ, as observed in
bottom row of Figure 5 and Figure 9, and in Figure 11, can be explained by considering the ex-
pressions (3.11)–(3.12) for the error bound. For fixed ν, the value of κ as from (2.1) decreases as
ρ increases, leading to larger values for f(`). Since f(`) < 1 always, the denominator (1−f(`))d
in (3.11) approaches zero, and overall the value of 2dd!f(`)(1−f(`))−d is larger when ρ is larger.
6. Conclusions. In this work we performed an error analysis for the covariance when using
a window technique in PDE-based sampling of Whittle-Mate´rn random fields. We considered
homogeneous Dirichlet, homogeneous Neumann and periodic boundary conditions on the trun-
cated domain. We have shown that, in all three cases, the error in the maximum norm decays
as the Mate´rn kernel with respect to the window size. Therefore, asymptotically, the error de-
cays exponentially, with a decay rate depending on the smoothness parameter ν of the kernel.
Numerical experiments in one and two space dimensions confirm that the error bound is sharp
if the correlation length is significantly smaller than the size of the domain (in our experiments,
for correlation lengths of 10% the size of the domain). Dirichlet boundary conditions produce a
smaller error than Neumann and periodic boundary conditions in the preasymptotic regime. In
the asymptotic regime, although the error bound for the Dirichlet case is slightly sharper (cf.
(3.9)), for large δ the error curves for Dirichlet boundary conditions approach the error curves
for Neumann boundary conditions, the latter providing the largest errors; periodic boundary
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Figure 8: Case d = 2, ν = 1 and ρ = 0.1. Covariance functions CL∗ (x0,y), ∗ ∈ {P,D,N}, in comparison
with the Mate´rn kernel, for different window sizes. Here x0 = (
δ
2 ,
δ
2 ) and y are points on the diagonal of
D from ( δ2 ,
δ
2 ) to (1 +
δ
2 , 1 +
δ
2 ). Left: Dirichlet b.c. (∗ = D). Center: Neumann b.c. (∗ = N). Right:
periodic b.c. (∗ = P ).
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Figure 9: Case d = 2. Maximum norm error in the covariance kernel as function of the window size δ for
different boundary conditions. Left column: ν = 0.25. Center column: ν = 1. Right column: ν = 50.
Top row: ρ = 0.1. Bottom row: ρ = 1.
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Figure 10: Case d = 2, ρ = 0.1, Neumann boundary conditions. Maximum norm error in the covariance
kernel as function of the window size δ. Left: error and bound from Theorem 3.2 for different values
of ν ≤ 0.5. Right: error and bound from Theorem 3.2 for different values of ν > 0.5.
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Figure 11: Case d = 2, ν = 1, Neumann boundary conditions. Maximum norm error in the covariance
kernel as function of the window size δ. Error and bound for different values of ρ.
conditions, instead, deliver a lower error than Dirichlet and Neumann boundary conditions for
not too large correlations lengths. It is evident from the theoretical results and the numerical
experiments that, for ν fixed and all boundary conditions considered, the window size needed
to guarantee a prescribed error in the covariance depends on the correlation length: the decay
of the error depends on the argument κδ of the Mate´rn function (see (3.14)), and therefore
ultimately on the ratio δ/ρ. In this paper, we have also performed a numerical comparison with
Robin boundary conditions with coefficient κ, and observed that for not too large values of ν
these conditions deliver smaller errors in the covariance than Dirichlet, Neumann and periodic
boundary conditions. Robin boundary conditions have the drawback that they cannot be in-
corporated trivially with the solution of the SPDE when using the FFT. However, due to their
good approximation properties, they deserve further investigation. We foresee that the theoret-
ical analysis of boundary effects with Robin boundary conditions will need different techniques
than those used in this paper, and we postpone it to future work.
Appendix A. Auxiliary results. In this appendix, we prove the logarithmic subadditivity
of the Mate´rn covariance function with unit marginal variance; this is used in the proof of
Theorem 3.2.
Lemma A.1 (Logarithmic subadditivity of unit Mate´rn covariance). For every x, y ∈ R such
that 0 ≤ x ≤ y, the unit Mate´rn function Mν(x) = x
νKν(x)
2ν−1Γ(ν) satisfies
(A.1)
Mν(x+ y) ≤Mν(x) · Mν(y), if ν ≥ 1/2,
Mν(x+ y) ≤Mν(x) · M 1
2
(y), if 0 < ν ≤ 1/2.
Proof. We start by proving the first inequality. For this, we report here two identities [57,
§6.22 (15) and §13.71 (1)] and one inequality [35, (1.4)] that are used in this proof. For ν ≥ 1/2,
it holds
Kν(x) = 1
2
(x/2)ν
∫ ∞
0
e−t−
x2
4t
dt
tν+1
,(A.2)
Kν(x)Kν(y) = 1
2
∫ ∞
0
e−
t
2
−x2+y2
2t Kν
(xy
t
) dt
t
,(A.3)
xνKν(x)
2ν−1Γ(ν)
≥ e−x.(A.4)
Using the symmetry Kν(x) = K−ν(x) [57, Eq. (8) in Sect. 3.71] and applying (A.2) to K−ν(x),
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we arrive at
Mν(x) = x
ν
2ν−1Γ(ν)
K−ν(x) = x
ν
2ν−1Γ(ν)
· 1
21−ν
x−ν
∫ ∞
0
e−t−
x2
4t
dt
t1−ν
=
1
Γ(ν)
∫ ∞
0
tν−1e−t−
x2
4t dt.
Then, applying (A.4), the change of the integration variable t → 2t and (A.3), we obtain,
for ν ≥ 1/2,
Mν(x+ y) = 1
Γ(ν)
∫ ∞
0
tν−1e−t−
(x+y)2
4t dt =
1
Γ(ν)
∫ ∞
0
tν−1e−t−
x2+y2
4t e−
xy
2t dt
≤ 1
Γ(ν)
∫ ∞
0
tν−1e−t−
x2+y2
4t ·
(xy
2t
)ν Kν (xy2t )
2ν−1Γ(ν)
dt
≤ (xy)
ν
(2ν−1Γ(ν))2
· 1
2
∫ ∞
0
e−t−
x2+y2
4t · Kν
(xy
2t
) dt
t
≤ (xy)
ν
(2ν−1Γ(ν))2
· 1
2
∫ ∞
0
e−
t
2
−x2+y2
2t · Kν
(xy
t
) dt
t
≤ (xy)
ν
(2ν−1Γ(ν))2
· Kν(x)Kν(y) ≤Mν(x) · Mν(y).
The second inequality in (A.1) follows from the inequality (3.2) in [38],
Kν(x)
Kν(y) ≥
(y
x
)ν
ey−x, 0 < ν ≤ 1
2
, 0 < x ≤ y,
that is,
Kν(x)
Kν(x+ y) ≥
(
x+ y
x
)ν
ey, 0 < ν ≤ 1
2
, x, y > 0.
REFERENCES
[1] R. J. Adler, The Geometry of Random Fields, John Wiley & Sons, Chichester, 1981.
[2] E. J. Allen, S. J. Novosel, and Z. Zhang, Finite element and difference approximation of some linear
stochastic partial differential equations, Stochastics and Stochastic Reports, 64 (1998), pp. 117–142.
[3] J. Bardeen, J. Bond, N. Kaiser, and A. Szalay, The statistics of peaks of Gaussian random fields, The
Astrophysical Journal, 304 (1986), pp. 15–61.
[4] P. Benner, Y. Qiu, and M. Stoll, Low-rank eigenvector compression of posterior covariance matrices for
linear gaussian inverse problems, SIAM/ASA Journal on Uncertainty Quantification, 6 (2018), pp. 965–
989.
[5] W. Betz, I. Papaioannou, and D. Straub, Numerical methods for the discretization of random fields by
means of the Karhunen-Loe`ve expansion., Comput. Methods Appl. Mech. Eng., 271 (2014), pp. 109–129.
[6] D. Bolin and K. Kirchner, The rational SPDE approach for Gaussian random fields with general smooth-
ness, Preprint, arXiv:1711.04333v2 (2017).
[7] D. Bolin, K. Kirchner, and M. Kova´cs, Weak convergence of Galerkin approximations for fractional
elliptic stochastic PDEs with spatial white noise, BIT Numerical Mathematics. Published online 06
August 2018.
[8] D. Bolin, K. Kirchner, and M. Kova´cs, Numerical solution of fractional elliptic stochastic PDEs with
spatial white noise, Preprint, arXiv:1705.06565 (2017).
[9] D. Bolin and F. Lindgren, Spatial models generated by nested stochastic partial differential equations,
with an application to global ozone mapping, The Annals of Applied Statistics, 5 (2011), pp. 523–550.
[10] T. Bui-Thanh, O. Ghattas, J. Martin, and G. Stadler, A Computational Framework for Infinite-
Dimensional Bayesian Inverse Problems Part I: The Linearized Case, with Application to Global Seismic
Inversion, SIAM Journal on Scientific Computing, 35 (2013), pp. A2494–A2523.
[11] G. Chan and A. T. A. Wood, An algorithm for simulating stationary Gaussian random fields, J. R. Stat.
Soc., Ser. C, 46 (1997), pp. 171–181.
20 U. KHRISTENKO, L. SCARABOSIO, P. SWIERCZYNSKI, E. ULLMANN, B. WOHLMUTH
[12] J. Chen and M. L. Stein, Linear-cost covariance functions for Gaussian random fields, Preprint,
arXiv:1711.05895 (2017).
[13] F. Cohen, Z. Fan, and M. Patel, Classification of rotated and scaled textured images using Gaussian
Markov random fields, IEEE Transactions on Pattern Analysis and Machine Intelligence, 13 (1991),
pp. 192–202.
[14] D. Colton and R. Kress, Inverse acoustic and electromagnetic scattering theory, vol. 93, Springer Science
& Business Media, 2012.
[15] A. A. Contreras, P. Mycek, O. P. Le Maˆıtre, F. Rizzi, B. Debusschere, and O. M. Knio, Parallel
Domain Decomposition Strategies for Stochastic Elliptic Equations Part A : Local KL Representations,
SIAM Journal on Scientific Computing, 40 (2018), pp. C520–C546.
[16] M. Croci, M. B. Giles, M. E. Rognes, and P. E. Farrell, Efficient white noise sampling and coupling
for multilevel Monte Carlo with non-nested meshes, arXiv preprint arXiv:1803.04857, (2018).
[17] Y. Daon and G. Stadler, Mitigating the Influence of the Boundary on PDE-based Covariance Operators,
Inverse Problems and Imaging, 12 (2018), pp. 1083–1102.
[18] M. D’Elia and M. Gunzburger, Coarse-Grid Sampling Interpolatory Methods for Approximating Gaus-
sian Random Fields, SIAM/ASA J. Uncertain. Quantif., 1 (2013), pp. 270–296.
[19] C. R. Dietrich and G. N. Newsam, Fast and exact simulation of stationary Gaussian processes through
circulant embedding of the covariance matrix, SIAM Journal on Scientific Computing, 18 (1997),
pp. 1088–1107.
[20] D. Drzisga, B. Gmeiner, U. Ru¨de, R. Scheichl, and B. Wohlmuth, Scheduling massively paral-
lel multigrid for multilevel Monte Carlo methods, SIAM Journal on Scientific Computing, 39 (2017),
pp. S873–S897.
[21] Q. Du and T. Zhang, Numerical approximation of some linear stochastic partial differential equations
driven by special additive noises, SIAM Journal on Numerical Analysis, 40 (2003), pp. 1421–1445.
[22] M. Eiermann, O. G. Ernst, and E. Ullmann, Computational aspects of the stochastic finite element
method, Computing and Visualization in Science, 10 (2007), pp. 3–15.
[23] M. Feischl, F. Y. Kuo, and I. H. Sloan, Fast random field generation with H-matrices, Numerische
Mathematik. Published online 14 June 2018.
[24] G.-A. Fuglstad, F. Lindgren, D. Simpson, and H. Rue, Exploring a new class of non-stationary spatial
Gaussian random fields with varying local anisotropy, Statistica Sinica, 25 (2015), pp. 115–133.
[25] R. G. Ghanem and P. D. Spanos, Stochastic Finite Elements: A Spectral Approach, Springer-Verlag, New
York, 1991.
[26] I. G. Graham, F. Y. Kuo, D. Nuyens, R. Scheichl, and I. H. Sloan, Analysis of circulant embed-
ding methods for sampling stationary random fields, SIAM Journal on Numerical Analysis, 56 (2018),
pp. 1871–1895.
[27] D. S. Grebenkov and B.-T. Nguyen, Geometrical structure of Laplacian eigenfunctions, SIAM Review,
55 (2013), pp. 601–667.
[28] D. Griffiths, J. Huang, and G. A. Fenton, Influence of Spatial Variability on Slope Reliability Using 2-D
Random Fields, Journal of Geotechnical and Geoenvironmental Engineering, 135 (2009), pp. 1367–1378.
[29] P. Guttorp and T. Gneiting, Studies in the History of Probability and Statistics XLIX on the Mate´rn
Correlation Family, Biometrika, 93 (2006), pp. 989–995.
[30] H. Harbrecht, M. Peters, and R. Schneider, On the low-rank approximation by the pivoted Cholesky
decomposition, Applied Numerical Mathematics, 62 (2012), pp. 428–440.
[31] H. Harbrecht, M. Peters, and M. Siebenmorgen, Efficient approximation of random fields for numer-
ical applications., Numer. Linear Algebra Appl., 22 (2015), pp. 596–617.
[32] H. Helson, Harmonic analysis, London, 1983.
[33] H. Holden, B. Øksendal, J. Ubøe, and T. Zhang, Stochastic partial differential equations, in Stochastic
Partial Differential Equations, Springer, 1996, pp. 141–191.
[34] T. Isaac, N. Petra, G. Stadler, and O. Ghattas, Scalable and efficient algorithms for the propagation
of uncertainty from data through inference to prediction for large-scale problems, with application to flow
of the Antarctic ice sheet, Journal of Computational Physics, 296 (2015), pp. 348–368.
[35] M. E. Ismail, Complete monotonicity of modified Bessel functions, Proceedings of the American Mathe-
matical Society, 108 (1990), pp. 353–361.
[36] B. N. Khoromskij, A. Litvinenko, and H. G. Matthies, Application of hierarchical matrices for com-
puting the Karhunen–Loe`ve expansion, Computing, 84 (2009), pp. 49–67.
[37] D. Kressner, R. Kumar, F. Nobile, and C. Tobler, Low-Rank Tensor Approximation for High-Order
Correlation Functions of Gaussian Random Fields, SIAM/ASA Journal on Uncertainty Quantification,
3 (2015), pp. 393–416.
[38] A. Laforgia, Bounds for modified Bessel functions, Journal of Computational and Applied Mathematics,
34 (1991), pp. 263–267.
[39] F. Lindgren and H. Rue, Bayesian spatial modelling with R-INLA, Journal of Statistical Software, 63
(2015).
[40] F. Lindgren, H. Rue, and J. Lindstro¨m, An explicit link between Gaussian fields and Gaussian Markov
ANALYSIS OF BOUNDARY EFFECTS ON PDE-BASED SAMPLING OF MATE´RN RANDOM FIELDS 21
random fields: the stochastic partial differential equation approach, Journal of the Royal Statistical
Society: Series B (Statistical Methodology), 73 (2011), pp. 423–498.
[41] A. Lischke, G. Pang, M. Gulian, F. Song, C. Glusa, X. Zheng, Z. Mao, W. Cai, M. M. Meer-
schaert, M. Ainsworth, et al., What Is the Fractional Laplacian?, arXiv preprint arXiv:1801.09767,
(2018).
[42] G. Lord, C. E. Powell, and T. Shardlow, An Introduction to Computational Stochastic PDEs, Cam-
bridge University Press, Cambridge, 2014.
[43] S. Osborn, P. S. Vassilevski, and U. Villa, A multilevel, hierarchical sampling technique for spatially
correlated random fields, SIAM Journal on Scientific Computing, 39 (2017), pp. S543–S562.
[44] S. Osborn, P. Zulian, T. Benson, U. Villa, R. Krause, and P. S. Vassilevski, Scalable hierarchical
PDE sampler for generating spatially correlated random fields using non-matching meshes, Numerical
Linear Algebra with Applications, 25 (2018), p. e2146.
[45] S. Pranesh and D. Ghosh, Faster computation of the Karhunen-Loe`ve expansion using its domain inde-
pendence property, Comput. Methods Appl. Mech. Engrg., 285 (2015), pp. 125–145.
[46] C. E. Rasmussen and C. K. I. Williams, Gaussian Processes for Machine Learning., The MIT Press,
Cambridge, MA, 2006.
[47] L. Roininen, J. M. Huttunen, and S. Lasanen, Whittle-Mate´rn priors for Bayesian statistical inversion
with applications in electrical impedance tomography, Inverse Probl. Imaging, 8 (2014), pp. 561–586.
[48] A. K. Saibaba, J. Lee, and P. K. Kitanidis, Randomized algorithms for generalized Hermitian eigenvalue
problems with application to computing Karhunen–Loe`ve expansion, Numerical Linear Algebra with
Applications, 23 (2016), pp. 314–339.
[49] X. Sanchez-Vila, A. Guadagnini, and J. Carrera, Representative hydraulic conductivities in saturated
groundwater flow, Reviews of Geophysics, 44 (2006).
[50] C. Schwab and R. A. Todor, Karhunen-Loe`ve approximation of random fields by generalized fast multipole
methods, Journal of Computational Physics, 217 (2006), pp. 100–122.
[51] E. M. Stein and G. Weiss, Introduction to Fourier analysis on Euclidean spaces (PMS-32), vol. 32,
Princeton University Press, 2016.
[52] M. L. Stein, Interpolation of Spatial Data: Some Theory for Kriging, New York, 1999.
[53] M. L. Stein, Nonstationary spatial covariance functions, Tech. Report 21, CISES, The University of
Chicago, 2005.
[54] T. Strouboulis, R. Hidajat, and I. Babusˇka, The generalized finite element method for Helmholtz
equation. Part II: Effect of choice of handbook functions, error due to absorbing boundary conditions
and its assessment, Computer Methods in Applied Mechanics and Engineering, 197 (2008), pp. 364–
380.
[55] A. M. Stuart, Inverse problems: a bayesian perspective, Acta Numerica, 19 (2010), pp. 451–559.
[56] J. E. Taylor and K. J. Worsley, Detecting Sparse Signals in Random Fields, With an Application to
Brain Mapping, Journal of the American Statistical Association, 102 (2007), pp. 913–928.
[57] G. N. Watson, A treatise on the theory of Bessel functions, Cambridge University Press, 1995.
[58] P. Whittle, On stationary processes in the plane, Biometrika, 41 (1954), pp. 434–449.
[59] P. Whittle, Stochastic processes in several dimensions, Bulletin of the International Statistical Institute,
40 (1963), pp. 974–994.
[60] Z. Zhang, B. Rozovskii, and G. E. Karniadakis, Strong and weak convergence order of finite element
methods for stochastic PDEs with spatial white noise, Numer. Math., 134 (2016), pp. 61–89.
