The Scheduler maintains the balances between QOS and fairness among the jobs so that the efficiency may be increased. Since the number of cloud users growing exponentially and the demand resources like virtual machines also increased. So the scheduling is a most critical issue in cloud computing The main target of scheduling is to maximize the resource utilization and minimize processing time of the tasks [3] .
An efficient job scheduling strategy must aim to yield less response time. so that the execution of submitted jobs takes place within a stipulated time and simultaneously there will be an occurrence of in-time resource reallocation. The primary goal of Cloud Computing is to provide efficient access to remote and geographically distributed resources with the help of Virtualization in Infrastructure as a Service (IaaS). We need various kind of virtual machines (VM) as per the requirement and cloud provider provides these services as per the Service Level Agreement (SLA) to ensure QoS [3] .
Scheduling Techniques: 2.1.1 .Preemptive /Non-Preemptive Techniques
In Preemptive Scheduling Algorithm ,the job which is in processing can be Stopped or Postponed /in Non-preemptive the job which is in execution can not be stopped until the program execution completes.
Static/Dynamic Priority Algorithms
in case of Static Priority Algorithms Priority can not be changed ,where as in case of Dynamic Priority Algorithm we can modify the Priority.
According to a simple classification [1] , job scheduling algorithms in cloud computing can be categorized into two main groups are Batch mode heuristic scheduling algorithms (BMHA) and online mode heuristic algorithms(OMHA). In BMHA, Jobs are queued and collected into a set when they arrive in the system. The scheduling algorithm will start after a fixed period of time. The main examples of BMHA based algorithms are; First Come First Served scheduling algorithm (FCFS), Round Robin scheduling algorithm (RR).
By On-line mode heuristic scheduling algorithm, Jobs are scheduled when they arrive in the system. Since the cloud environment is a heterogeneous system and the speed of each processor varies quickly, the online mode heuristic scheduling algorithms are more appropriate for a cloud environment [1] .
There are number of CPU scheduling Algorithms available, but it is difficult to decide which one is the best Algorithm .let us have a review on job scheduling Algorithms in Cloud Computing.
III.
Analysis of Existing Algorithms 3.1. Round robin It is the simplest algorithm that uses the concept of time quantum or slices. Here the time is divided into multiple slices and each node is given a particular time quantum or time interval and in this quantum, the node will perform its operations. The resources of the service provider are provided to the client on the basis of this time quantum. In Round Robin Scheduling the time quantum play a very important role for scheduling, because if time quantum is very large then Round Robin Scheduling Algorithm is same as the FCFS Scheduling. If the time quantum is extremely too small then Round Robin Scheduling is called as Processor Sharing Algorithm and number of context switches are very high [1] .
3.2.Shortest Response Time First
The basic idea is straightforward: each process is assigned a priority, and priority is allowed to run. Equal-Priority processes are scheduled in FCFS order. The shortest-Job-First (SJF) algorithm is a special case of general priority scheduling algorithm. An SJF algorithm is simply a priority algorithm where the priority is the inverse of the next CPU burst. That is, the longer the CPU burst, the lower the priority and vice versa. Priority can be defined either internally or externally. Internally defined priorities use some measurable quantities or qualities to compute priority of a process [1] .
3.3.The minimum Completion time job Scheduling Algorithm:
it attempts to allocate the selected job to the available VM that can offer the minimum Completion time Taking in to account its current Load.the main Criterion to determine the VM in the minimum completion time Scheduling Algorithm is the processor speed and the current Load on each VM.The Algorithm First Scans the available VM s in order to determine the most appropriate machine to perform the job.Subsequently it dispatches the job to the most Suitable VM and starts Execution [3] .
LCFPE and SCPF Al;gorithms
The Algorithms are designed for private cloud environment where the Resources are limited. The first algorithm is named Longest Cloudlet Fastest Processing Element(LCFPE) which considers the computational complexity of the Cloudlets in the process of making scheduling decisions.SCPF The second algorithm is named Shortest Cloudlet Fastest ProcessingElement(SCPF) [5] .
.LCPF[5]
 Sort the Cloudlets in descending order of length  Sort the Processors in descending order of processing power  Map the Cloudlets from sorted list to the sorted list of processors on one-to-one mapping basis
3.4.2.SCPF[5]
 Sort the Cloud lets in Ascending order of length  Sort the processors in descending order of processing power.  Map the jobs from sorted list to the sorted list of processors on one-to-one mapping basis 3.5. Genetic Algorithm (GA) GA is a search heuristic that mimics the process of natural selection. This heuristic (also sometimes called a meta heuristic) is routinely used to generate useful solutions to optimization and search problems. Genetic algorithms belong to the larger class of evolutionary algorithms (EA), which generate solutions to optimization problems using techniques inspired by natural evolution, such as inheritance, mutation, selection, and crossover.
Genetic algorithms find application in bioinformatics, phylogenetics, computational science, engineering, economics, chemistry, manufacturing, mathematics, physics, pharmacometrics and other fields. Genetic Algorithm Applied in private cloud. [5] It is developed by modifying the initial population with LCFP,SCFP and by controlling the stochastic operators of standard genetic algorithm [5] . 
Standard Genetic Algorithm(SGA)
[5]  Produce an initial population by randomly generated individuals  Evaluate the fitness of all individuals  while termination not to met do o select fitter individuals for reproduction o crossover between individuals o mutate individuals o evaluate the fitness of the modified individuals o Generate a new Application  End While 3.5.2 Modified Genetic Algorithm (MGA)
3.6.Ant Colony Algorithms
Ant Colony Algorithms family, in swarm intelligence methods, and it constitutes some meta heuristic optimizations. Initially proposed by Marco Dorigo in 1992 in his PhD thesis and it is based on the behavior of real ants in 1996 [6] [7] , it is a new heuristic algorithm for the solution of combinatorial optimization problems. Investigations show that: Ant has the ability of finding an optimal path from nest to food. On the way of ants moving, they lay some pheromone on the ground; while an isolated ant encounter a previously laid trail, this ant can detect it and decide with high probability to follow it. Hence, the trail is reinforced with its own pheromone. The probability of ant chooses a way is proportion to the concentration of a way's pheromone. To a way, the more ants choose, the way has denser pheromone, and the denser pheromone attracts more ants. Through this positive feedback mechanism, ant can find an optimal way finally [6] [7] .
ACO(Ant Colony OPtimization)
It is Random optimization Search approach that will be used for allocating the incoming jobs to the Virtual machines.
ACO is inspired from the ant colonies that work together in foraging behavior. In fact the real ants have inspired many researchers for their work, and the ants approach has been used by many researchers for problem solving in various areas. This approach is called on the name of its inspiration ACO. The ants work together in search of new sources of food and simultaneously use the existing food sources to shift the food back to the nest. The ant use two types of pheromone for its movement these are [8] 
Foraging Pheromone (FP)
In a typical ACO the uses foraging pheromones to explore new food sources. In our algorithm the ant would lay down foraging pheromone after encountering under loaded nodes for searching overloaded nodes. Therefore, after an ant comes up to an under loaded node it will try to find the next path through foraging pheromone [8] .
Trailing Pheromone (TP)
In a typical ACO the ant uses trailing pheromone to discover its path back to the nest. However, in our algorithm the ants would use this to find its path to the under loaded node after encountering overloaded node. Therefore, after an ant encounters an overloaded node it will try to trace back [ 8] .
The main aim of the two types of pheromone updation is to classify the ants according to the types of nodes they are currently searching for. The ants after originating from the head node, by default follow the Foraging pheromone, and in the process, they update the FP trails. After coming upon an overloaded node they follow the Trailing Pheromones and simultaneously update the TP trails of the path. After reaching an under loaded node of the same type they update the data structure so as to move a particular amount of data from the overloaded node to under loaded node. Ants then select a random neighbor of this node, and if they encounter an under loaded node they start following the FP to trace an overloaded node, therefore they repeat the same set of tasks repeatedly in a network to improve the network performance [8] .
Ant Colony algorithm is a random search algorithm ,in TSP(TravellingSalesPerson) problem study well applied, TSP problem is a given n cities and a sales man from a city to visit the city through one and only one last return to the starting poing of the Shortest path.
MACOLB(ModifiedAntColonyOptimizationforLoadBalancing)
Decreases the degree of imbalancing between available virtual machines and increases the overall performance. [9]  Module-I Find Overloaded node.  Module-II Select Virtual machine of overloaded node  Module-III Placed the virtual machine with other node.
MACOLB modified the concept of Ant colony optimization in term of movement of the ant that is in both forward direction and backward direction. The way in which ants are created pheromone table that contains the information about all nodes and its corresponding load. In this algorithm balance acquired between the node with efficiency & maximum utilization of resource in this ACO algorithm.
It also improves the performance by achieving the good result in terms of throughout, response time, less energy consumption. Therefore, this algorithm for load balancing in cloud Computing plays a very important role in future. This algorithm can be applied to balance the load in clouds also the performance can also be increased by varying different parameters which would be scope for future research [9] IV.
Limitations With Existing Systems
There is an additional load on the scheduler to decide the size of quantum and it has longer average waiting time, higher context switches higher turnaround time and low throughput. The round robin scheduling in the cloud is very similar to the round robin scheduling used in the process scheduling. the major drawback of using this algorithm is that the power consumption will be high as many nodes will be kept turned-on for a long time One major difficulty with SJF is the need to know or estimate the processing time of each job (can only predict the future!)Also, long running jobs may starve; because the CPU has a steady supply of short jobs.with the minimum Completion time job Scheduling Algorithm also user has to estimate the length of the job.they are not considering the perfect utilization of Resources ,Economic factor .
V. Conclusion And Future Enhancement
As I Performed thorough study of the above Scheduling Algorithms and can conclude that according to the requirement the user has to select the Scheduling Algorithm. , but they are with static in nature , lack in Reliability, no Elasticity and they are not considering load balance.. In My Future Enhancement will propose a new Job Scheduling algorithm which is Dynamic, Elastic, Reliable, Scalable and load balancing. i will perform the comparative study between the proposed Scheduling Algorithm and Existing Scheduling Algorithms. The proposed Algorithm Performance will be evaluated by using Cloud Sim Tool Kit.
