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Abstract—Automatic keyword or keyphrase extraction is 
concerned with assigning keyphrases to documents based on 
words from within the document.  Previous studies have shown 
that in a significant number of cases author-supplied keywords 
are not appropriate for the document they are attached to; 
either because they represent what the author believes the 
paper is about not what it actually is, or because they include 
keyphrases which are more classificatory than explanatory e.g. 
“University of Poppleton” instead of “Knowledge Discovery in 
Databases”.  Thus, there is a need for a system that can 
generate appropriate and diverse range of keyphrases that 
reflect the document.  This paper proposes a solution that 
examines the synonyms of words and phrases in the document 
to find the underlying themes, and presents these as 
appropriate keyphrases.  The primary method explored taking 
n-grams of the source document phrases, and examining the 
synonyms of these, while the secondary looked at grouping 
outputs by their synonyms.  The experiments undertaken show 
the primary method produced good results and that the 
secondary method produced both good results and potential 
for future work. 
Keywords- Automatic tagging, Document classification, 
Keyphrases, Keyword extraction, Single document, Synonyms, 
Thesaurus 
I.  INTRODUCTION 
Keywords are words used to identify a topic, theme, or 
subject of a document, or to classify a document.  They are 
used by authors of academic papers (such as all papers about 
“metaphor” or “leadership”), by libraries to allow people to 
locate books (such as all books on “Stalin” or “romance”), 
and other similar uses.  The keywords for a document 
indicate the major areas of interest within it. 
A keyphrase is a short phrase of, perhaps, one to five 
words, which fulfils a similar purpose, but with broader 
scope for encapsulating a concept.  While this may be 
considered the authors' contention, it is inferred that a short 
phrase of a few linked words contains more meaning than a 
single word alone, e.g. the phrase “natural language 
processing” is more useful than just the word “language”. 
Frank et al [1] discuss two different ways of approaching 
the problem of linking keyphrases to a document.  The first, 
keyphrase assignment, is to assume a set and given list of 
keyphrases or categories which can be assigned to the 
document.  The computational problem for this approach is 
then to determine a mapping between documents and 
categories using already classified documents as learning 
aids.  The second approach, keyphrase extraction, assumes 
there is no restricted list and instead attempts to use any 
phrase from the document (or ones constructed via a 
reference document) to serve as the keyphrases. 
Previous research [2][3] has shown that for any given 
group of documents with keyphrases, there is a small number 
which are frequently used (examples include “shopping” or 
“politics” [3]) and a large number with low frequency 
(examples include “insomnia due to quail wailing” or 
“streetball china” [3]).  The latter set is too idiosyncratic for 
widespread use; generally, even reuse by the same author is 
unlikely.  Therefore, part of the issue of both keyphrase 
assignment and extraction is locating the small number of 
useful keyphrases to apply to the documents. 
This project is concerned with keyphrase extraction and, 
as such, this paper covers the background research into 
keyword/keyphrase generation, outlines a proposed solution 
to the problem, and compares the performance to manually 
assigned keyphrases.  The main aim is to take an arbitrary 
document (in isolation from a corpus) and analyse the 
synonyms of word-level n-grams to extract automatically a 
set of useful and valid keywords, which reflect the themes of 
that document.  The words of the document are analysed as a 
series of n-grams, which are compared to entries in a 
thesaurus to find their synonyms and these are ranked by 
frequency to determine the candidate keywords.  The 
secondary aim is to look at a method of grouping the theme 
outputs into clusters, so that the results did not just show the 
most common theme swamping out any others. 
The rest of the paper comprises the background and state-
of-the-art (Section II), the implementation and results gained 
(Section III), a discussion (Section IV), and conclusions and 
suggestions for future work (Section V). 
II. BACKGROUND 
The background research into automatic keyword 
generation has shown that existing work in these areas 
focuses on either cross analysing a corpus of multiple 
documents for conclusions or extrapolating training data 
from manual summaries for test documents.  While manual 
summaries generally require multiple documents to train 
upon they do not need to compare each component of the 
corpus to all other components.  Instead, they try to 
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extrapolate the patterns between the pairs of documents and 
manual summaries in the training set. 
A. Single Documents 
Single document approaches make use of manual 
summaries or keyphrases to achieve their results.  Tuning via 
manual summaries attempts to replicate the process by which 
a human can identify the themes of a document and reduce 
the text down to a summary/selection of keyphrases.  The 
general approach taken involves a collection of documents 
(with associated human summaries) and a given method is 
applied to draw relationships between the document and the 
summary.  From this, new documents (generally a test 
corpus that also contains human summaries) are subject to 
the derived relationships to see if the summaries produced by 
the system are useful and usable. 
For creating summaries, Goldstein et al [4] set out a 
system based upon assessing every sentence of the document 
and calculating a ranking for its inclusion in a summary.  The 
authors made use of corpora of documents for which 
assessor-ranked summary sentences already existed, and 
attempted to train the system to produce similar or identical 
sentences. 
A different approach was taken by the Stochastic 
Keyword Generator [5], a proposed system for classifying 
help desk problems with short summaries.  Submitted e-
mails varied in their description of the problem and often 
contained duplicated or redundant data.  Therefore, the 
authors created a system that would attempt to create a 
summary similar to those manually created by the help desk 
staff: concise, precise, consistent, and with uniform 
expressions.  Their system uses a corpus of e-mails with 
manual summaries and ranks source words for inclusion 
based on the probability that they will occur based on the 
probability from its training data. 
For producing keyphrases, Barker and Cornacchia [6] 
propose a system that takes into account not only the 
frequency of a “noun phrase” but also the head noun.  For 
example, tracking “the Canadian Space Agency” should also 
track counts of “the Space Agency” or “the Agency”.  
Wermter and Hahn [7] examine a method of ranking 
candidate keyphrases using the limited paradigmatic 
modifiability (LPM) of each phrase as a guide to locating 
phrases with low frequency but high interest to the 
document. 
B. Multiple Documents 
Multiple document approaches take a corpus and attempt 
to analyse relationships between the component elements to 
create methods for dealing with unseen elements.  Most of 
these approaches are based on examining parts of an 
individual document in the corpus and then examining how 
that differs across the other documents. 
“TagAssist'” [2] makes use of a continually updated 
corpus of blog posts (supplied by [3]) and author-supplied 
tags to suggest tags for new blog posts.  The system 
compares the author's tags and content of blog posts to work 
out the relationships that prompt the former to be chosen to 
represent the latter.  Their baseline system worked on a 
simple frequency count for determining output.  Evaluated 
by ten human judges (unaware of which system produced 
each tags), the results showed that the original tags were the 
most appropriate (48.85%) with TagAssist coming in second 
(42.10%), and the baseline system last (30.05%). 
The C-Value and NC-Value [8] are presented as methods 
for ranking “term words” taking into account phrase length 
and frequency of its occurrence as a sub-string of another 
phrase.  TRUCKS [9] extends the NC-Value work, 
combining it with [10], to use contextual information 
surrounding the text to improve further the weightings used 
in the NC-Value. 
Extra data may be used to gain more information on the 
relationships between the components, often gained from 
reference documents.  Joshi and Motwani [11] make use of a 
thesaurus to obtain extra meaning from keywords so their 
program, “TermsNet”, can observe keywords in their original 
context in attempt to link said keywords in “non-obvious 
ways”.  Scott and Matwin [12] use the WordNet lexical 
database [13] to find the hyponyms and feed this information 
to the Ripper machine learning system.  Wei et al [14] 
demonstrate such a system that uses WordNet to generate 
keywords for song lyrics.  Their approach clusters the words 
of a song using WordNet's data to link words across the song.  
Keywords are then found at the centres of these links. 
III. IMPLEMENTATION AND RESULTS 
The basis of this work is the examination of a document 
with reference to its synonyms and therefore the main bulk 
of the coding of the system related to this and the associated 
thesaurus file.  The input thesaurus corpus for analysis was 
Roget's “Thesaurus of English Words and Phrases” [15] and 
was chosen due to availability and because initial 
prototyping had shown that WordNet [13] (normally used 
within the discipline) performed less well for this application 
(see also Section V). 
The system was tested on a number of papers taken from 
a collection of online e-journals, Academics Conferences 
International (ACI) [16].  There were five e-journals in this 
collection, each on a different topic and they were analysed 
separately.  The topics were Business Research Methods 
(EJBRM), E-Government (EJEG), E-Learning (EJEL), 
Information Systems Evaluation (EJISE), and Knowledge 
Management (EJKM). 
For each of these e-journals the authors supply 
keywords/phrases.  The baseline evaluation of this work is to 
compare the keyphrases supplied by the author with those 
identified by the system under consideration.  A match is 
assumed if one author’s keyphrase matches a system-
supplied keyphrase using a naïve text-matching method.  
This method would match the word “know” with both the 
words “know” and “knowledge”. 
Table I shows the baseline results for the study, which 
were established by running the system with only unigrams 
and no clustering, and outputting only the most common 
keyphrase for each paper. 
For each of the methods described below the thesaurus 
was loaded into the program and stored as a list of linked 




thesaurus) and an associated Value (its synonyms).  The keys 
ranged from unigram word entries up to 7-gram phrases. 
 
TABLE I.  BASE LINE RESULTS 
Journal Papers Matched Percentage 
EJBRM 72 2 2.78% 
EJEG 101 3 2.97% 
EJEL 112 16 14.29% 
EJISE 91 6 6.59% 
EJKM 110 15 13.64% 
Average   8.47% 
 
The project was split into two methods: the n-gram study 
and the clustering study.  The following sections outline 
these approaches and the results from each. 
A. The n-gram study 
For the n-gram study, the words from the source 
document were split into a number of n-gram lists, from 
unigrams up to 7-grams.  For all of the lists the entries 
overlapped so that all combinations of words from the text 
were included.  E.g., if the source text were “The quick fox 
jumped” then the bigrams would be “The quick”, “quick 
fox”, and “fox jumped” and the trigrams would be “The 
quick fox”, and “quick fox jumped”.  For each document, the 
results of each of the n-grams were combined and considered 
together to determine the overall output. 
Each time the n-gram appeared in the source text, its 
frequency in its word list was increased by n.  The unigrams 
were then stemmed (to remove plurals, derivations, etc.) 
using the Porter Stemming Algorithm [17], and added to the 
list with combined frequencies from each of the unigrams 
that reduced to that stem.  The resultant corpus of n-grams 
and stems was then compared to the entries in the thesaurus: 
• For each word (Key) in the thesaurus, compare the 
n-gram to the associated synonyms (Value). 
• For each synonym that matches, add the word (Key) 
to a list, and increase its frequency value by the 
value of the n-gram. 
• Sort the list by frequency and output the top r ranked 
items (in this study, r was chosen to be 5). 
The n-gram results showed a reasonable improvement 
(52%) over the baseline, as can be seen in Table II.  The 
increase measures the performance compared to the results 
from Table I. 
 
TABLE II.  RESULTS OF N-GRAM STUDY 
Journal Papers Matched Percentage Increase 
EJBRM 72 25 34.72% 31.94% 
EJEG 101 71 70.30% 67.33% 
EJEL 112 72 64.29% 50.00% 
EJISE 91 39 42.56% 35.97% 
EJKM 110 94 85.45% 71.84% 
Average   60.69% 52.22% 
 
B. The clustering study 
The clustering algorithm attempts to extend the n-gram 
algorithm to group the keyphrases into “clusters” by finding 
the keyphrases that are of a similar theme and returning a 
single keyphrase for that group.  For example, the word 
“recovery” can mean either “acquisition” or “taking” [15].  
The base system therefore could return multiple versions of 
the same concept as keyphrases.  By clustering the results, 
the attempt was to prevent a single, “popular”, concept 
dominating and allow the other themes to be represented.  
The method for this was: 
• The word “data” is plural, not singular. 
• For each word (Key) in the thesaurus, compare the 
n-gram to the associated synonyms (Value). 
• For each synonym that matches, add the word (Key) 
to a list, and increase its frequency value by the 
value of the n-gram divided by the number of 
associated synonyms (number of entries in Value). 
• Then, for each Key entry in the thesaurus check to 
see if the frequency is equal to the highest frequency 
value in the found in the preceding step. 
• For each synonym entry associated with the Key, 
add the synonym to a second list of words and 
increase its value by one. 
• Sort the second list by frequency and output the top r 
ranked items (in this study, r was chosen to be 5). 
The clustering results show only a small improvement 
over the n-gram alone, as can be seen in Table III.  The 
increase measures the performance compared to the results 
from Table I. 
 
TABLE III.  RESULTS OF CLUSTERING STUDY 
Journal Papers Matched Percentage Increase 
EJBRM 72 31 43.06% 40.28% 
EJEG 101 73 72.28% 69.31% 
EJEL 112 77 68.75% 54.46% 
EJISE 91 46 50.55% 43.96% 
EJKM 110 94 85.45% 71.81% 
Average   64.72% 56.25% 
 
IV. DISCUSSION 
The results show that while using n-grams on their own 
produce an increase in the matched output, extending the 
algorithm to include clustering produced a small 
improvement.  However, when the clustering algorithm was 
run on a system using only unigrams, it performed just as 
well (identically in fact) as with a greater number of n-
grams.  This suggests that the clustering algorithm is of more 
use to the project aims than the initial n-gram work, and 
provides an interesting area to expand upon in future work. 
In addition to this, some of the keywords submitted by 
the authors may be tags instead and these display meta-data 
that can often be irrelevant to the understanding of the 
document.  An example seen in the corpus was the keyword 
“University of Birmingham” because the author of that paper 




not indicate a topic or a theme to which the document holds 
(other than in a rare case where the paper is about the 
University of Birmingham).  This would therefore lower the 
chances of keyphrases being matched as the comparison data 
is filled with `noise'. 
The synonyms are currently analysed context-free, and 
thus for a word with multiple meanings (e.g. “recovery” can 
mean “acquisition”, “improvement”, or “restoration” [15]) 
every occurrence of that word is treated the same.  This 
means that a document equally about “improvement” and 
“restoration” could end up with the theme of “recovery” 
which (while a correct assumption) may not give the right 
meaning. 
V. CONCLUSION AND FURTHER WORK 
The approach to synonym analysis developed in this 
paper showed good results for the test corpora used and 
potential for future study.  Further study is required to 
compare the system to ones developed in similar areas, but 
this should provide a solid framework for taking the project 
forward. 
The results also show that the use of n-grams, while 
useful on its own, has no effect upon the percentage match 
for the system.  This does not, however, mean that the 
keywords produced may not be more useful to the user, as 
they could be different enough not to match the success 
criteria but still relevant. 
The results themselves were evaluated against the 
keywords submitted by the authors of the papers.  TagAssist 
[2] showed that in 54.15% of cases, author keywords were 
judged as being inappropriate for the work with which they 
were associated.  Therefore, when interpreting the results 
(which averaged around 60% matches) it should be 
remembered that they are produced by matching the output 
against the author keywords, which may be less than perfect 
for the task.  A new method of evaluating the results is, 
therefore, also in need of further work. 
Another area of further work for this project is 
conducting more experiments to determine why the WordNet 
thesaurus performed worse in initial trials, and whether it is 
better at certain subject classes of documents (e.g. a medical 
corpus vs. a computer science corpus).  
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