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Abstract

This work discusses a new class of materials with novel properties that have only recently
begun being studied. These materials are two-dimensional group IV-VI monochalcogenides,
so named because they are formed from group IV (carbon group) and group VI (chalcogens)
elements. These materials display several interesting physical properties such as ferroelasticity
and ferroelectricity, and the contents within Chapters Two, Three, and Four concern a
collaborative effort between theory and experiment between our group at the University of
Arkansas and Dr. Kai Chang at the Max Planck Institute of Microstructure Physics in Halle,
Germany in studying these properties. This thesis is arranged in five chapters, organized
as follows: Chapter One introduces the basic ideas of two-dimensional monochalcogenides
and their crystal structure and symmetry properties; Chapter Two discusses the observed
standing wave patterns in electronic surfaces states in the ferroelectric domains of monolayer
SnTe despite the absence of a potential barrier; Chapter Three discusses the evolution of
the physical and electronic structure of SnTe from few atomic layers to near-bulk structures;
Chapter Four discusses the ferroelectricity of SnSe, and how interactions with the graphene
substrate lead to several differences in domain structure compared to SnTe; Chapter Five
concerns tight-binding models, beginning with an overview of the general tight-binding
method and the semiempirical Slater-Koster method, and details the construction of the
models for SnSe, SnS, GeSe, and GeS using data from the SIESTA code, and presents the
results. (All codes employed are in capitalized italic fonts, and all structural data are written
in Å).
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and its periodic copies within 10 Å. The dashed lines indicate unit cells, and
the ordered pairs correspond to values of (n′x , n′y ). The colored circles indicate
the unique distances between the central atom and the periodic copies, and
the ordered pairs match the color of their respective circle. . . . . . . . . . .

5.7

37

The separation vectors τ2 + T(nx , ny ) − τ1 between τ1 in the central unit cell
and periodic copies of τ2 in other unit cells, within 10 Å. The dashed lines
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Lattice parameters (in Å) for SnSe, SnS, GeSe, and GeS MLs. Inputting these
parameters into Equation (1.1) yields the structure of the unit cell. . . . . .

5.1

2

The first five rows of table I in Reference [6]. Only those two-center integrals
along the x axis are shown, as the y and z parameters can be obtained by
cyclic permutations of the axes and direction cosines. . . . . . . . . . . . . .

47

5.2

The Slater-Koster parameters for the Hamiltonian for SnSe. . . . . . . . . .

62

5.3

Slater-Koster parameters for the overlap matrix S for SnSe. . . . . . . . . . .

63

5.4

The Slater-Koster parameters for the Hamiltonian for SnS. . . . . . . . . . .

63

5.5

Slater-Koster parameters for the overlap matrix S for SnS. . . . . . . . . . .

64

5.6

The Slater-Koster parameters for the Hamiltonian for GeSe. . . . . . . . . .

64

5.7

Slater-Koster parameters for the overlap matrix S for GeSe. . . . . . . . . .

65

5.8

The Slater-Koster parameters for the Hamiltonian for GeS. . . . . . . . . . .

65

5.9

Slater-Koster parameters for the overlap matrix S for GeS. . . . . . . . . . .

66

Chapter 1
Introduction

1.1

Overview of Monolayer Monochalcogenides

1.1.1

Ferroelectric Ground State Structures

The ferroelectric ground state of monolayer (ML) monochalcogenides has a rectangular unit
cell containing four atoms: Two group IV elements and two group VI elements, also known
as “chalcogens” [2, 3, 7, 8, 9]. Figure 1.1 shows a 3 × 3 supercell of a SnSe ML; the structures
for SnS, GeSe, and GeS MLs are largely the same. The lattice vectors and basis vectors
for the ground state structure with a spontaneous polarization P0 along the x-axis have the
following form [7, 10]:

a1 = (a1 , 0, 0)
τ1 = (

a2
a1
+ δx , , z1 )
2
2

τ3 = (0, 0, z3 )

a2 = (0, a2 , 0)
τ2 = (δx , 0, 0)
τ4 = (

a1 a2
, , z1 − z3 ).
2 2

(1.1)

(M = Sn, Ge)
(X = Se, S, Te)

We emphasize that atoms with coordinates τ1 and τ2 are either Sn or Ge, while τ3 and
τ4 are either Te, Se, or S. The notation is such that a1 > a2 , and δx is a shift that produces
a net polarization in the two dimers of the unit cell. These parameters can be seen in
Figure 1.2. Note that δx can be positive or negative (negative values of δx would make the
spontaneous polarization P0 be parallel to the −x direction). There is also an out of plane
vector c = (0, 0, c) which sets the vacuum for ab initio calculations. This state belongs to
the space group P mn21 , and thus the ground state is actually four-fold degenerate, with
each configuration having a different orientation of the polarization (that is, polarization to
the left, the right, up, and down) [4, 9, 11, 12]. The meaning of this space group will be
explained in Section 1.2.

1

Figure 1.1: A 3 × 3 SnSe ML supercell. The in-plane polarization is to the right. Tin is in
purple and selenium is in orange.
Table 1.1: Lattice parameters (in Å) for SnSe, SnS, GeSe, and GeS MLs. Inputting these
parameters into Equation (1.1) yields the structure of the unit cell.
Material
SnSe
SnS
GeSe
GeS

1.1.2

a1
2.4542
4.3537
4.5151
4.4282

a2
4.3321
4.1418
4.0488
3.6926

z1
2.8260
2.8419
2.5768
2.5714

z3
2.7978
2.6130
2.4950
2.3955

δx
0.2187
0.2635
-0.4719
-0.5116

Lattice Parameters of SnSe, SnS, GeSe, and GeS

Table 1.1 contains the lattice parameters a1 , a2 , z1 , z3 and δx used for SnSe, SnS, GeSe, and
GeS. These values were obtained by starting with the values in Reference [7], and then
relaxed via the SIESTA code [13] using a double zeta plus polarization psuedoatomic basis
[14, 15] on a 50 × 50 × 1 Monkhorst-Pack k-point mesh [16] using the self-consistent van der
Waals exchange-correlation functionals of Berland and Hyldagaard [17]. The final structures
were obtained using Equation (1.1) to enforce symmetry, for convenience in creating the
tight-binding models discussed in Chapter Five. This process changed the relaxed atomic
positions in SIESTA only on the order of 10−5 Å.
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(a)

(b)

z3

z1

a2

a1

Figure 1.2: (a) A SnSe ML unit cell, with the lattice vectors a1 and a2 indicated. The other
thin lines finish the unit cell boundaries. (b) An SnSe unit cell with the parameters a1 , c,
and δx indicated. The two vertical lines make it easier to see δx , the center-to-center shift in
the a1 direction.
1.2

The P mn21 Space Group

P mn21 is space group 31 in the International Tables for Crystallography Volume A: Spacegroup symmetry [1], and the letters refer to specific symmetry operations of this space
group. “P”, which stands for “primitive”, refers to the translational symmetry of the unit cell.
Specifically, “primitive” means the underlying Bravais lattice is rectangular or “orthorhombic”.
The next symbols mn21 , refer to mirror planes, glide planes, and a screw axis. A graphical
representation of these planes and axes is in Figure 1.3. This space group specifies the
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point group of the material, which is of C2v , specifically C2v
. This is a noncentrosymmetric

space group, meaning there is no center of inversion, and this lack of inversion symmetry
(r → −r) is what allows for the spontaneous polarization [18, 19]. This noncentrosymmetry
also allows for nonlinear optical effects such as second harmonic generation [20, 21]. In a
reall monochalcogenide ML system it can be a bit harder to see the individual symmetries, as
3

Figure 1.3: Symbolic, graphical representation of the symmetries of the space group P mn21 .
The solid horizontal lines are the mirror planes, the vertical dash-dotted lines are the glide
planes, and the six spiral symbols are the screw axes. The a and b and 0 refer to the lattice
vectors and the origin of the system, respectively. Taken from page 230 of Reference [1].
there is a four atom basis present, but focusing on just one sublattice reveals how the mirror
and glide planes can be used to construct the sublattice, and in the same way the other
sublattices can be constructed. In Figure 1.4, monolayer SnSe is shown, with the mirror and
glide planes drawn (this holds for all four materials since they share the same space group).
The screw axes have been left out, as monolayer SnSe is just a two-dimensional system, and
so the screw axes does not apply here, the mirror and glide planes are sufficient to reproduce
the entire lattice. The lack of x and z mirror planes is significant for tight-binding models,
as it leads to nonzero overlaps for onsite terms between basis orbitals that are typically
assumed to be zero, explained later in Chapter Five. Section 1.3 ends this Chapter discussing
the concept of the first Brillouin zone, which is important in understanding the material of
Chapter Two and the bandstructures presented in Chapter Five.

1.3

Reciprocal Space and Brillouin Zone

Given a plane wave eik·r , one can look for wave vectors K such that the plane wave has the
same periodicity as the lattice of points R. This means that

eiK·(r+R) = eiK·r ,
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(1.2)

Figure 1.4: A SnSe ML with overlaid mirror and glide planes. The central Sn atom is used
as the reference. The Sn atoms in blue circles are from the glide plane symmetry, the ones
circled in red are from the mirror plane symmetry, and the ones circled in purple are from
glide symmetries of the red circled atoms. Extending this to periodic copies not shown in the
figure, the entire Sn sublattice can be reproduced.
which requires eiK·R = 1. The set of points K is known as the reciprocal lattice. One can
define reciprocal lattice vectors b1 and b2 that satisfy bi · aj = 2πδij . The lattice points
of the reciprocal lattice are then at positions K = nb1 + mb2 , analogous to the expression
R = na1 + ma2 describing points in the direct lattice.
The first Brillouin Zone (BZ) is the Wigner-Seitz unit cell of the reciprocal lattice [22, 23],
constructed taking the smallest area (or volume if in 3 dimensions) created by bisecting the
lines connecting a lattice point to all other nearest neighboring lattice points (this is also
known as a Voronoi cell). The BZ is in “momentum space” or “k-space”, as the units of the
reciprocal lattice vectors are inverse distance, so that ℏk has units of momentum (and is
called the crystal momentum). In conjunction with Bloch’s Theorem [5, 22, 23, 24],

ψ(r + R) = eik·R ψ(r),

(1.3)

the BZ essentially describes energy states of the system, and leads into the band theory of
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Figure 1.5: Lattice vectors (black) and reciprocal lattice vectors (blue) for a rectangular
lattice. The grey dashed lines indicate the other borders of the unit cell and the first Brillouin
zone.

Figure 1.6: The first Brillouin zone of monolayer SnSe. The high symmetry points are labelled
Γ, X, Y , and M , and the paths used for band structures are the dashed lines. The Brillouin
zones for other group IV monochalcogenide monolayers are much the same.
electronic energy levels [5, 24]. For monochalcogenide MLs, the direct lattices are rectangular,
with a1 > a2 , and so the reciprocal lattice is also rectangular, but with b2 > b1 . This is shown
in Figure 1.5. Explicitly, the reciprocal lattice vectors are b1 = (2π/a1 , 0, 0), b2 = (0, 2π/a2 , 0).
Typically one studies the electronic states of a system along certain high-symmetry paths
within the BZ, leading to plots known as “band structures”. The BZ and its high symmetry
points and paths for SnSe is shown in Figure 1.6.
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Chapter 2
Standing Waves in SnTe Monolayers

Standing wave patterns in electronic surface states were first observed on noble metals,
induced by scattering from surface defects or atomic steps on the surface of the material
[25, 26, 27, 28, 29]. These quasiparticle states can be confined, and forming quantum corrals
from adatoms can create quantum mirages [30]. However, on monolayer SnTe, which has
recently been experimentally shown to be a two-dimensional ferroelectric [8, 31], confined
electronic standing wave patterns have been observed within the ferroelectric domains where
no potential barrier is present. The reason for the confinement of the electronic states despite
lacking a potential barrier is due to a valley mismatch between the neighboring ferroelectric
domains, which have spontaneous polarizations at 90◦ from each other. The purpose of this
research was to study these electronic states experimentally, reproduce these standing waves
from ab initio calculations, and develop a model to understand their formation and confirm
this hypothesis. This work featured as an editor’s suggestion in Physical Review Letters.

2.1

Constructing the Domain Walls

The primitive, rectangular unit cell of monolayer SnTe has the following structure (units are
in Å) [8, 31]:

a1 = (4.7286, 0.0000, 0.0000) a2 = (0.0000, 4.5672, 0.0000)
τ1 = (2.6215, 2.2836, 3.0018) τ2 = (0.2580, 0.0000, 0.0000)

(2.1)

τ3 = (0.0000, 0.0000, 2.9464) τ4 = (2.3647, 2.2836, 0.0553),

which matches the structure seen in Equation (1.1). This unit cell has spontaneous polarization
P0 in the +x direction, as the tin atoms are shifted by δx = 0.2580 Å towards the right
relative to the tellurium atoms, and tellurium is more electronegative than tin [2, 3, 4, 8].
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Figure 2.1: A 4 × 4 supercell of a SnTe ML. Rectangular lattice vectors (black) and rhombic
lattice vectors (blue) are shown. The polarization P0 is oriented along a1 , which is along the
diagonal of the rhombic unit cell. The black dashed lines indicate the remaining boundaries
of the rhombic unit cell.
However, the polarizations within ferroelectric domains are at a 45◦ from the horizontal
with the domain wall vertical, which can be seen in Figure 4.1 of Chapter Four, and meet
head-to-tail at ∼ 90◦ , and so for simulating the ferroelectric domains this is not the most
convenient unit cell to use. A nonprimitive cell can be constructed such that the polarization
is directed along the diagonal of the cell, and this is depicted in Figure 2.1. The new lattice
vectors are a′1 = (a1 , −a2 ) and a′2 = (a1 , a2 ). This nonprimitive unit cell is rhombic and
contains 8 atoms, as it has twice the area of the primitive unit cell. The positions of the eight
atoms are:

τ1 ,

τ1 − a2 ,

τ2 ,

τ2 + a1 ,

τ3 ,

τ3 + a1 ,

τ4 ,

τ4 − a2 .

This rhombic unit cell was rotated so that a′2 was vertical, leaving a′1 with a small angle ∆α
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with respect to the horizontal, as the primed lattice vectors are not orthogonal:

a′1 · a′2 = a21 − a22 ̸= 0

(2.2)

a′1 · a′2
|a′1 ||a′2 |

(2.3)

β = 88.01°

(2.4)

∆α = 90° − β = 1.99°.

(2.5)

cos(β) =

The rotated lattice vectors are
a′1 = (6.5701, 0.2282, 0.0000)
a′2

(2.6)

= (0.0000, 6.6178, 0.0000)

and the rotated rhombic unit cells can be seen in Figure 2.2.
Stacking these unit cells along a′1 forms a ferroelectric domain with in-plane polarization
∼ 45◦ above the horizontal. A domain with polarization ∼ 45◦ below the horizontal was
formed by reflecting the rhombic unit cell about the x axis (letting y go to −y) and forming
the ferroelectric domain in the same way as before, and the domain wall was built by putting
these two structures together to produce a domain wall along the a′2 direction. The domain
wall used in SIESTA consisted of two 29 unit cell domains, with a total of 464 atoms, creating
ferroelectric domains 190.5 Å in length, to closely match the size of the 191 Å ferroelectric
domain seen in Figure 1(e) of Reference [2]. This structure was relaxed using the conjugate
gradient method implemented in SIESTA [13] until the forces had converged to 10−3 eV/Å
using a Monkhorst-Pack mesh of 1 × 16 × 1 k-points [16], starting by relaxing the atoms at
the domain wall, and then steadily relaxing more atoms within the domains until the entire
structure met the force criterion. The density of states (DOS) was calculated with 1000 bins
within Ef ± 3 eV on a dense 1 × 300 × 1 k-point mesh, and one of the plots is shown in
Figure 2.3. To see if standing waves were present in domains with polarizations anti-parallel,
a 180◦ domain wall was also constructed, simply by taking a SnTe ML unit cell and creating
9

(a)

(b)

Figure 2.2: (a) Rhombic unit cell with upwards-tilted polarization. (b) Rhombic unit cell
with downwards-tilted polarization from reflecting the unit cell on the left about the x axis.
The thin black lines indicate the boundaries of the (nonprimitive) rhombic unit cells.
a domain, then reflecting it about the y-axis and forming the domain wall. No standing
wave patterns were observed, consistent with the belief that the states are formed by the
mismatching of the valleys between 90◦ domains, which does not occur for 180◦ domains.

2.2
2.2.1

Results
Electronic Standing Waves

The DOS and LDOS were calculated including spin-orbit coupling and units normalized to
better compare with the experimental dI/dV plots that were produced, and the results are
in Figure 2.4. The calculations confirm the existence of the electronic standing wave patterns
with these domains.

2.2.2

Valley Mismatch

To explain these standing waves, the band structure of a SnTe unit cell including spin-orbit
coupling was calculated using SIESTA, and the analysis done by others is shown in Figure
2.5. From the band structure it can be seen that, within ∼ 0.3 eV of the band edge, only the
valleys along Γ − X are available, meaning the states in the X valley of one domain need to
transmit into the Y valley of the neighboring domain (since the 90◦ angle of the polarization
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Figure 2.3: MATLAB plot of the PDOS for the 90 degree domain, color-adjusted to make the
standing waves easier to see. Brightness corresponds to the density of states, with brighter
features indicating a higher electronic density.
is due to a physical rotation of the unit cell, which rotates the Brillouin zone) but there are
no available states, meaning the electronic states are reflected by the domain wall instead
of transmitted, as the required change in crystal momentum k to get to an available state
is q = |q| ∼ 0.8 Å−1 , which is longer than half the Brillouin zone and is therefore unlikely,
especially at the low temperatures in which the monolayers were in.
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Figure 2.4: (a) Average ⟨dI/dV ⟩ (left), spatially resolved dI/dV spectra (center), and the
same spectra with a polynomial background subtracted (right). (b) Calculated average
density of states (left), and calculated ∆LDOS= LDOS(x)− ⟨LDOS⟩ (right). Published in
Reference [2]; the DOS and ∆LDOS data were computed by the author.

Figure 2.5: (a) First Brillouin zone of a SnTe unit cell and (b) its band structure. (c) Constant
energy contours at energies below the Fermi level. (d) The momentum mismatch within the
Brillouin zones of neighboring domains, which prevents hole transmission across the domains.
The intraband scattering vectors q are labelled for one valley. (e) An E(k) cut along a line
perpendicular to the domain wall and through the center of a valley. ∆k is the distance
from the center of the valley, and a quadratic fit yields m∗ = 0.162me along this direction.
Published in Reference [2]; the author contributed to some of these plots.
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Using a Fabry-Pérot resonator model [32, 33], a reflection coeffiction of r = 0.7 ± 0.1
was obtained, with reflection probability |r2 |, which is comparable to that of reflections by
atomic steps on Ag(111) surfaces. The reflection probability is not 100%, and the remaining
amplitude is probably scattered into the metallic substrate similar to References [25, 29, 32].
Through the use of calculations in collaboration with experiments, the electronic structure
of SnTe was able to be determined for the first time, potentially opening the door for new
classes of devices, and new ways to study these materials.
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Chapter 3
Evolution of SnTe from an Atomic Layer to the Bulk

SnTe is a material that has long been studied on the bulk scale [34, 35, 36, 37, 38, 39], where it
has a rocksalt structure (space group F m3̄m, no. 225) [1, 22] with a very high degree of symmetry, and lacking a spontaneous polarization in its unit cell [40, 41]. Recently, few-layer and
monolayer SnTe were fabricated [8], where the symmetry is reduced to a noncentrosymmetric,
rectangular structure (space group P mn21 , no. 31) and thus a spontaneous polarization is
present in the unit cell [2, 3, 31]. The band gap of monolayer SnTe is also larger than its
bulk counterpart. The goal of this work was to study the evolution of SnTe from few layers
to the bulk via ab initio calculations to determing ferroelectric ordering and the change in
lattice parameters as successive layers were added, supplementing the work in Reference [31].
Simulated scanning tunneling microscopy (STM) and scanning tunneling spectroscopy (STS)
images were also created and compared to experimental results.

3.1

Scanning Tunneling Microscopes

Scanning tunneling microscopy (STM, which also refers to the microscope itself) works by
bringing the tip of the STM very close to the sample, only a few angstroms apart, and
applying a bias voltage between the tip and the sample, which allows for a small current
to be measured from the tunneling of the electrons from the sample to the tip (or vice
versa, depending on the applied bias) [42]. The STM is usually ran with the current held
fixed—known as topographic mode—which requires a change in the height of the tip when
there are more or less electrons in different regions of the sample, and this is regulated via
a piezoelectric material. This means that some desired current, It (on the order of pA) is
chosen, along with a fixed sample bias Vs , and as the tip of the STM is rastered across the
surface of the sample, the piezoelectric material allows for the tip to move closer or farther
away from the sample to keep the current It fixed. The tunneling current is proportional
14

to the bias voltage and the electronic density of states: It ∝ Vs ρ. Since the voltage is kept
fixed, this means that the topographic mode of an STM essentially measures the number
of electronic states, or the electronic density, via measuring the tip-sample height. The
differential conductance dI/dV is also proportional to the electron density [43]:
dI
∝ ρ(V, r) =
dV

Z

eV

|ψE (r)|2 dE.

(3.1)

EF

Differential conductance curves can therefore be used to examine the electronic density
of states as well, both above (positive V ) and below (negative V ) the Fermi level EF . In
topographic mode, the STM measures the total electronic density of states between EF and
eVs . This can be simulated by adding up the squared wavefunctions |ψE (r)|2 within that
energy range.
There is another mode in which STMs are run: The tip-sample distance is kept fixed,
and a bias voltage Vs is applied. Then a small modulation dV = Vmod is applied, resulting in
a small modulation of the current dI. Taking the ratio dI/dV is the numerical derivative,
giving the differential conductance. This process is known as scanning tunneling spectroscopy
(STS), and in constrast to the topographic mode of the STM, only measures the wavefunctions
right at the applied bias (technically all states between Vs ± Vmod , but Vmod is on the order
of 0.001 V, while Vs is on the order of 0.1 V) instead of all the states from the Fermi level
EF down to eVs . Thus a simulated STS image can be made by summing the squared wave
functions within Vs ± Vmod .
The bulk of the author’s contribution was creating these simulated STM and STS images
using the SIESTA [13] code.

3.2

Making Simulated STM and STS images

SIESTA can write the wave functions of any bands at any specific k-point to a file, and the
utility DENCHAR that is packaged with SIESTA is capable of processing this file. It reads
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the wave functions from SIESTA and writes them in a readable format, specifically in the
Gaussian cube file format, in which the value of a function f at a point (x, y, z) is written in
an array, whose position reflects the values for x, y and z. The structure of the Gaussian
cube file is shown here:

Two comment lines used to
describe the atomic system
3
0.0000 0.0000 0.0000 % Number of atoms, and origin of system
50
0.3000 0.0000 0.0000 % Number of data points
50
0.0000 0.3000 0.0000 % along x, y, z directions
50
0.0000 0.0000 0.3000 % and the dimensions of each voxel
8
0.000000 5.570575 5.669178 5.593517 % atomic structure
1
0.000000 5.562867 5.669178 7.428055
1
0.000000 7.340606 5.669178 5.111259
DO ix=0,NX % pseudocode of the nested loops that write the volumetric data
Do iy=0,NY
do iz=0,NZ
write data(ix,iy,iz)
enddo
EndDo
ENDDO
Taking the structures that postdoctoral associate Kaloni had previously relaxed, a FORTRAN code was written that could read the output of the bands in the Brillouin zone from
SIESTA and determine which bands at which k-points were within a certain energy range.
These bands and k-points were then used to write which wave functions SIESTA needed
to output in order to reproduce the experimental STM and STS images. The structures
used were monolayer—or two atomic layer—SnTe and a bilayer—or four atomic layer—of
SnTe, antiferroelectrically stacked and shifted by a1 /2, shown in Figure 3.1, and an 11 × 11
supercell of SnTe, whose structure is very similar to that seen in Figure 1.2. For the 2 atomic
layer and 4 atomic layer structures a Monkhorst-Pack k-point mesh [16] of 50 × 50 × 1 was
used, and for the 11 × 11 supercell a mesh of 3 × 3 × 1 was used, as the calculations were too
slow to allow a denser mesh. A second FORTRAN code was written that could manipulate
the cube files written by DENCHAR, specifically to square and sum up the wave functions
16
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(a)

(b)

Figure 3.1: (a) Monolayer SnTe viewed from the y axis. Polarization and the shift δx are
indicated by the arrow; the vertical lines denote the limits of the unit cells. (b) Antiferroelectrically stacked SnTe viewed from the y axis. The top layer has been shifted by a1 /2. The
polarizations and shifts δx of each layer are indicated by arrows, and the vertical lines mark
the ends of each unit cell.
to have the total-squared wave function |ψ|2 , in units of electrons/Å3 . The cube file stored
the 3D wave functions, which were plotted using the program Visual Molecular Dynamics
(VMD) [44], and 2D plots were made in MATLAB by summing all z contributions to the
wave functions at each (x, y) point.

3.3

Results

In Figure 3.2 are shown the experimental (top row) and simulated (bottom row) DOS, and
STM and STS images for a SnTe ML film. A 2 × 2 supercell is overlaid on the simulated STM
image to better show the structure of the material. This overlay also shows that the bright
spots correspond to the exposed tin sublattice, and that the slight elongations in the bright
spots towards the upper-left of the figure are in the direction of the in-plane polarization,
shown by the white arrow. The experimental figures have features not seen in the simulated
ones: The peak in the dI/dV curve, and the dark spots on the STM and STS images. These
are likely due to adatoms on the graphene/2 AL SnTe interface.
Figure 3.3 shows experimental STM images of a defect (large bright spot) present in a
SnTe film and the dI/dV curves away from the defect, as well as simulated 3D STM images
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Figure 3.2: (a) Experimental dI/dV curve and the calculated DOS. The band edge of the
DOS was aligned with the experimental dI/dV curve in order to integrate the electronic
densities within an energy range consistent with experiment. (b) STM in topographic mode
with fixed current It = 100 pA and a bias of −0.2 V. Below is the simulated image, with a
2 × 2 supercell overlaid to better visualize the structure. (c) STS image at Vs = −0.2 V and
It = 100 pA, and a bias modulation Vmod = 0.001 V. Below is the electron density between
−0.2 ± 0.01 eV. Published in Reference [3].
of an 11 × 11 SnTe ML supercell with various types of vacancies. The simulated images
were rotated to match the direction of polarization seen in the experimental figures. The
simulated images were all produced with the same isodensity to allow for comparison, and it
can be seen that the Sn vacancy best reproduces the features seen in the experimental figures.
Therefore the defect seen in the experiments is most likely a Sn vacancy, which dopes the
SnTe films with holes.
Plots similar to those in Figure 3.2 are shown in Figure 3.4 for an antiferroelectrically
coupled SnTe bilayer. Both ferroelectric and antiferroelectric stacking for bilayer SnTe were
studied, and it was determined that antiferroelectric stacking where the upper layer is shifted
by a1 /2 has the lowest energy, and it is this structure that was used to create the simulated
STM and STS images. The simulated figures agree with the experimental figures, confirming
antiferroelectric coupling of a SnTe bilayer, which is relevant, as structures like this have
been argued to possibly lead to ultra-high-density capacitors. These calculations were able to
analyse and confirm the atomistic structure of SnTe from the monolayer and its atomistic and

18

Figure 3.3: (a) dI/dV spectrum away from the bright defect seen in (b). (b) Topographic
STM image of a defect at Vs = −0.2 V. (c) Upper plot: Topographic image of the defect at
−0.5 V. Lower plot: Simulated 3D topographic image of a Sn vacancy in the SnTe supercell.
(d) and (e) are simulated 3D STM images of an SnTe supercell with a Te vacancy and a SnTe
dimer bivacancy respectively. They were integrated within the range shown by the vertical
lines in (a) for consistency with subplot (c) Simulated STM images were produced by the
author. Published in Reference [3].
electronic evolution as more layers were added, connecting the relatively newly discovered
monolayer structure to the long-studied bulk system.
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Figure 3.4: (a) dI/dV and DOS for 4 AL SnTe. (b) Upper (lower) row: Experimental
(simulated) STM image at Vs = −0.2 V. (c) Upper row: STS image at It = 100 pA and
Vs = −0.15 V with a bias modulation of Vmod = 0.001 V. Lower plot: Integrated electron
density between −0.15 ± 0.01 eV. Simulated STM images and DOS were produced by the
author. Published in Reference [3].
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Chapter 4
Ferroelectric Domains on 2D SnSe

The study of ferroelectrics has been steadily approaching the two-dimensional (2D) limit,
with several layered ferroelectrics such as SnTe [2, 8], SnS [45], MoTe2 [46] and CuInP2 S6
[47] being only recently discovered in the past few years. These van der Waals layered 2D
ferroelectrics would allow for the creation of heterostructures without the restriction of lattice
matching. Another layered 2D ferroelectric, SnSe, has been recently discovered [4], which is
the focus of this Chapter. Monolayer (ML) SnSe was created, and robust ferroelectricity with
a transition temperature around 400 K was discovered using a scanning tunneling microscope.
In contrast to SnTe, the ferroelectric domains formed on SnSe were exclusively 180◦ instead
of 90◦ , owing to the commensuration between the graphene substrate and the SnSe lattice.
This lattice matching allowed for controlled switching of the ferroelectric domains via voltage
pulses applied to the substrate. The transition temperature is also much larger than that
of SnTe MLs on graphene. These developments further demonstrate the usefulness of STM
as a method of probing the properties of two dimensional ferroelectrics, and the controlled
domain switching at room temperature could lead to future fabrication of subnanometer-scale
spintronic, valleytronic, and nonlinear optic devices operating at room temperature.

4.1

Commensuration Between SnSe and Graphene Lattices

In contrast to the ferroelectric domains found on monolayer SnTe, the ferroelectric domains
formed by SnSe on graphene are ordered along three specific directions (six when counting
the antiparallel polarizations), schematically shown in Figure 4.1. It can be seen that lattice
vector a2 of the SnSe ML matchs the length of graphene’s armchair direction, measured to
√
be a2 = 4.26 Å and 3 × 2.46 Å at room temperature, which leads to the oriented growth of
the ferroelectric domains [4].
To further show the commensuration between the lattices, a supercell of a SnSe-graphene
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Figure 4.1: (a) Topographic STM image of ferroelectric domains of monolayer SnTe on
graphene. Taken from Reference [2]. (b) Schematic depiction of the possible configurations
of the SnSe unit cells (colored rectangles) with the graphene unit cells (black rhombi). Taken
from Reference [4].
bilayer system was created and relaxed using the VASP code [48, 49] with self-consistent van
der Waals corrections as implemented by Hamada [50], and a three dimensional electronic
isodensity plot formed (of the same as those seen in Figure 3.3) using the DENCHAR utility
in SIESTA [13]. The optimized SnSe unit cell structure is

a1 = (4.32785, 0.00000, 0.00000)

a2 = (0.00000, 4.27357, 0.00000)

(4.1)

τ1 = (2.32512, 2.13679, 2.70425)

τ2 = (0.16111, 0.00000, 0.00000)

(4.2)

τ3 = (0.00000, 0.00000, 2.61713)

τ4 = (2.16384, 2.13679, 0.08712)

(4.3)

and the initial unit cell for graphene was

a1 = (2.13230, −1.23108, 0.00000)

a2 = (2.13230, 1.23108, 0.00000)

(4.4)

τ1 = (0.00000, 0.00000, 0.00000)

τ2 = (1.42153, 0.00000, 0.00000).

(4.5)
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a'2
a2
a'1

a1

Figure 4.2: Constructing a rectangular graphene unit cell. The primitive lattice vectors are
in blue, and the rectangular lattice vectors are in red. The solid and dashed lines indicate
the boundaries of the respective unit cells.
To see the degree of lattice matching, the graphene unit cell was used to construct a
rectangular, nonprimitive cell, shown in Figure 4.2. The new, primed lattice vectors are
a′1 = a1 + a2 = (4.26460, 0.00000, 0.00000) and a′2 = a2 − a1 = (0.00000, 2.46216, 0.00000).
This cell contains 4 atoms, with the two additional atoms at positions τ3 = τ1 + a2 and
τ4 = τ2 + a2 However, this unit cell was rotated by 90◦ (taking x to y) so that the polarization
of SnSe was directed along the a′2 direction; that is, a1 for SnSe is oriented along the zigzag
direction of graphene, to match the scenarios in Figure 4.1.
Stacking the SnSe and rotated, rectangular graphene unit cells along the zigzag direction
of graphene, we see that 17 SnSe unit cells have a length of 73.57345 Å, and 30 unit cells
of graphene have a length of 73.8648 Å, for a ratio of 1.00396. So by stretching SnSe with
a strain of only 0.396%, the two lattices can be made commensurate. This is shown in
Figure 4.3, alongside an isodensity plot −0.1 eV below the Fermi level, to support the lattice
matching seen in the moirè pattern in Figure 4.3.
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Figure 4.3: (a) Atom resolved topographic image of SnSe on graphene and (b) its Fourier
transform, at a bias voltage and current of Vs = −0.08 V and It = 100 pA. (c) Apparent
height profile along the a1 axis of SnSe. (d) The apparent height profile along the a2 axis
of SnSe. (e) Left, the atomistic structure of ML SnSe on a graphene bilayer used for ab
initio calculations. Right, a side view of the same structure, showing the isodensity surface
−0.1 V below the Fermi level. The fluctuation in the isodensity curve is consistent with
the experimental moirè pattern. The Sn/Se atoms sit at the middle line of two neighboring
zigzag rows of graphene, consistent with a lattice matching scenario. Published in Reference
[4]. Subplot (e) was created by the author.

4.2

Bound State at the Ferroelectric Domain Walls of SnSe

Not only are the ferroelectric domains oriented along certain directions of the graphene
substrate, the domain walls also have a higher apparent height than the domains themselves,
seen in Figure 4.4, in contrast to SnTe ferroelectric domain walls, which can be seen to have a
lower apparent height than the domains in Figure 4.1. This larger apparent height indicates
the presence of a bound electronic state near the Fermi level at the domain wall.
To confirm this, a straight domain wall was formed with polarizations in the neighboring
domains strictly parallel to the wall. The domains were formed by stacking 35 SnSe unit cells
along the a2 direction with polarization parallel to a1 , and then reflecting the structure to
produce a domain with polarization antiparallel to a1 . This domain was stacked and shifted
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Figure 4.4: (a) Topographic image of a SnSe monolayer plate at room temperature and (b)
the simultaneously recorded dI/dV image; Vs = −0.2 V and It = 2 pA. (c) dI/dV image of
an SnSe plate with straight and (d) zigzag 180◦ domain walls. The domain walls are indicated
with dashed lines; Vs = −0.2 V and It = 2 pA for (c), and Vs = −0.35 V and It = 2 pA for
(d). Taken from Reference [4].
along the x axis to obtain a minimum energy. The structure was then relaxed with a force
criterion of 0.001 eV/Å on a 25 × 1 × 1 k-point mesh. The projected density of states (PDOS)
was calculated using 400 bins in an energy range of −4.5 eV to −2.5 eV on a 100 × 1 × 1
Monkhorst-Pack k-point grid [16], and the result is plotted in Figure 4.5, showing the bound
state at the domain wall close to the Fermi energy.
These experimental and computational results have for the first time confirmed the 2D
ferroelectric nature of this material, and demonstrates the usefulness of STM as a means to
study two-dimensional ferroelectrics for use in fabrication of predicted multiferroic devices.
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Figure 4.5: The PDOS close to the valence maximum for 15 nm wide 180◦ domains, obtained
from ab initio calculations in SIESTA by the author. A schematic of the domain walls and
the polarizations within the domains is shown on top.
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Chapter 5
A Tight-binding Model for Monochalcogenide Monolayers

In studying the electronic and transport properties of a material, the workhorse computational
method is density functional theory (DFT), as implemented in a code such as SIESTA [13] or
VASP [48, 49]. While these methods have improved in efficiency over the years, DFT codes
can still be very computationally expensive, particularly for larger structures containing more
than one thousand atoms. Tight-binding (TB) models provide a potentially more intuitive
understanding of electronic states in a material (they are widely used in chemistry) and can be
used to calculate total energies and forces, with much less computational overhead than DFT
codes [5, 22, 23, 24]. TB models can be used to study the symmetries and degeneracies in
electronic states, and even topological properties of the electronic band structure of materials
[19, 51]. Often this is done via a semiempirical method due to Slater and Koster [6]. This
method was applied here. However, it was noticed that there are implicit assumptions on the
symmetries possessed by the crystal structures in the Slater-Koster method, which are not
present in group IV-VI monochalcogenides, which causes the method to break down somewhat.
Currently there is a lack of tight-binding models for group IV-VI monochalcogenide MLs such
as SnSe, SnS, GeSe, and GeS [10]. This Chapter gives an overview of the tight-binding method,
the method of Slater and Koster, and then details the construction of semiempirical TB
models for the aforementioned monochalcogenide MLs, and presents the Tables of parameters
for the model, as well as the band structures calculated with the model.

5.1

Overview of the Tight-Binding Method

For electrons in a periodic crystal in weakly correlated materials, the Schrödinger equation is
modified to include many-body effects such as electron-electron interactions and interactions
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between electrons and atomic nuclei:
i
h
ℏ2 2
∇ + V̂ef f ψi (r) = εi ψi (r),
Ĥ(r)ψi (r) = −
2me

(5.1)

where Ĥ is the one-electron Hamiltonian within the crystal, ψi (r) is the ith wavefunction,
the first term in brackets is the kinetic energy, V̂ef f consists of the atomic potential and an
approximation of many-body effects, and εi is the eigenvalue energy associated with ψi (r).
The form of the potential is unknown and likely very complicated for real systems, so instead
of treating the potential exactly, the potential is approximated using an average potential
and an exchange-correlation potential [5]. This approximation works well for most chemical
elements not containing d or f electrons in their valence electronic configuration, allowing
the ψi (r) to be expanded in a linear combination of atomic-like orbitals ϕm
nl (r) [23]:

ψi (r) =

X

m
cm
i,nl ϕnl (r).

(5.2)

nlm

This expansion in terms of atomic orbitals written in Equation (5.2) is at the core of the
TB method, which is also referred to as the linear combination of atomic orbitals (LCAO)
method [5, 22, 23]. It was in this spirit that Bloch originally arrived at his eponymous
theorem [52]. Since this expansion in atomic orbitals is so central to the tight-binding
method, the determination of the ϕm
nl —which are referred to as the “orbital basis”, or just
“the basis”—must be carefully considered. In general, the issue of the orbital basis to be
used for calculations—the number of orbitals, the extent of the orbitals, the transferability
of the basis, etc.—is a complicated one, ranging from as simple as one orbital per atom in
introductory treatments of the subject [22], to the very complicated and highly curated basis
sets used in quantum chemistry [5, 53, 54], and Section 5.1.1 serves as a very small glimpse
into the considerations that go into deciding on an orbital basis.
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5.1.1

The Atomic Orbital Basis

There is much freedom in choosing the form of the basis to be used in the expansion in
Equation (5.2). Strictly speaking, they do not need to be atomic-like at all. For example, it is
possible to replace the expansion in Equation (5.2) by an expansion in terms of plane waves:

ψi (r) =

X

c̃iq eiq·r .

(5.3)

q

The DFT code VASP is based on plane wave basis sets [48, 49]. One benefit of using plane
waves is that exponentials are much easier to work with, and some integrals can be calculated
analytically, but it comes at a cost of needing a much larger amount of plane waves, making
convergence of self-consistent calculations generally slower than methods employing an orbital
basis [5]. Further, in dealing with two-dimensional materials, most of the plane waves describe
featureless “vacuum” regions, which could be considered an inefficient use of computational
resources. The TB method instead only considers localised bases having the form of a radial
function multiplied by spherical harmonics. This in general leads to a nonorthogonal basis, as
orbitals on different atoms are not orthogonal with each other, but instead overlap to some
degree, which takes the standard eigenvalue problem

Hψ = Eψ

(5.4)

Hψ = ESψ

(5.5)

into a generalized eigenvalue problem

where S is the so-called “overlap matrix”, and is related to the nonorthogonality of the orbital
basis.
While the spherical harmonics are complex functions for m ̸= 0, one typically works
with only real functions for the atomic basis, to avoid additional complex arithmetic in
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computations [5, 54]. This is done by forming so-called “real spherical harmonics” Yl,m (θ, ϕ)
(note the lowered m label) using combinations of the complex spherical harmonics Ylm (θ, ϕ).
The real spherical harmonics for what are called the s, py , pz , and px orbitals are defined as
s = Y0,0 = Y00
r
py = Y1,−1 = i

(5.6)
1 −1
(Y + Y11 )
2 1

pz = Y1,0 = Y10
r
1 −1
px = Y1,1 =
(Y − Y11 ).
2 1

(5.7)
(5.8)
(5.9)

Note the choice of ordering used here and throughout this Chapter: The ordering of the p
orbitals is m = −1, m = 0, m = 1 instead of the perhaps more common px (m = 1), py
(m = −1), pz (m = 0). The s, py , pz and px orbitals are all that are needed to describe
group IV monochalcogenides, which have four or six valence electrons with these symmetries
(recall that spin degeneracy permits placing two electrons per orbital), and lack d and f
valence electrons in their ground state configurations. Note that these definitions are really
just a mathematical convenience, as forming these real spherical harmonics mixes the m = 1
and m = −1 states to form the px and py orbitals, something possible due to the energy
degeneracy of spherical harmonics of a given value of l. The localised atomic orbitals used as
a basis here are of the form
ϕnlm (r) ≡ Rnl (r)Yl,m (θ, ϕ),

(5.10)

that is, a radial function Rnl (r) whose form depends on n and l, multiplied by one real
spherical harmonic which is of s-type (l = 0), p-type (l = 1), d-type (l = 2), etc. In Equation
(5.10) the orbital is centered at the origin. These orbitals have a form similar to the solution
to hydrogen-like atoms, and so are sometimes referred to as hydrogen-like orbitals. It is the
usage of these localised, hydrogen-like orbitals that leads to the tight-binding method. The
three-dimensional plots of the angular part of the orbitals given in Equations (5.6)–(5.9) are
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shown in Figures 5.1–5.4. The s orbital is spherically symmetric, while p orbitals are highly
directional: px is oriented along the x-axis, py along the y-axis, and pz along the z-axis.

Figure 5.1: 3D plot of s = |Y0,0 |2 .

Figure 5.2: 3D plot of py = |Y1,−1 |2 .
The next concern is how many of these atomic orbitals should be included in one’s model.
More orbitals increase the variational freeedom and should produce more accurate results,
but this comes with increased computational cost and a more complicated set of parameters
to specify the model. The standard choice is to only consider those electronic orbitals that
are near the Fermi level of the material, which is the highest occupied electronic energy state
of the material. These are commonly referred to as “valence electrons”. The justification for
such a focus on only these electrons is that the innermost electrons are strongly bound to
the nucleus, and do not interact chemically with other materials or contribute much to the
electronic structure and transport properties of the material.
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Figure 5.3: 3D plot of pz = |Y1,0 |2 .

Figure 5.4: 3D plot of px = |Y1,1 |2 .
As indicated before, the materials considered here are SnSe, SnS, GeSe, and GeS monolayers, which are composed of a group IV element and a group VI element from the Periodic
Table. These materials are semiconductors, and so the Fermi level is defined here as the
average of the highest occupied electronic state and the lowest unoccupied state, referred to as
the “valence band maximum” (VBM) and “conduction band minimum” (CBM) respectively.
This sets the Fermi level to be in the middle of the band gap of each material, for ease of
comparison. To determine the highest occupied electronic state for one of these materials,
first consider the states for hydrogen-like atoms. We consider these states as the hydrogen-like
orbital basis is a localised one, similar to the basis to be used for tight-binding. The solutions
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to the hydrogen-like atom have the quantum numbers

n = 1, 2, 3, . . .
l = 0, 1, 2, 3, . . . , n − 1

(5.11)

m = −l, −l + 1, . . . , 0, 1, 2, . . . , l

and the energy for each state is given by [55, 56, 57]

En = −

Z 2 e4
1
.
2
2(4πϵ0 ℏ) n2

(5.12)

Thus each state given by the principal quantum number n is degenerate, with n possible
states given by the angular momentum quantum number l, and each angular momentum
state is itself 2l + 1 degenerate, given by the magnetic quantum number m. Due to spin
degeneracy, which is assumed throughout this Chapter, a multiplicative factor of two must be
included as well. Therefore, each state with principal quantum number n has 2n2 degenerate
states arranged into n angular momentum groups referred to as “shells”. Hence one speaks,
for example, of the np-shell and the nd-shell to refer to the 6 electrons with l = 1 and 10
electrons with l = 2, respectively, each with principal quantum number n. The states are
occupied from lowest to highest, starting with the s shell and then proceeding to the p shell,
etc. From all of this, we can see that the highest states of tin (element 50), for example,
are the 5s and 5p shells, as these are the last shells to be filled. These outermost electrons
are the valence electrons, and the shells are valence shells. This hierarchy of degenerate
states in part sets the arrangement of the periodic table, and so all group IV and group VI
elements have the s and p shells as their valence shells. Therefore the orbitals that need to be
considered for each atom are the s and p orbitals, of which there are four: one s orbital, and
the three p orbitals py , pz , and px . This leads to an orbital basis of sixteen different orbitals
for group IV-VI monochalcogenide MLs, as the unit cell contains four atoms (see Equation
1.1), and the four orbitals s, py , pz , and px are centered on each of these atoms, whose exact
33

nature may be different for each atom. In general, the atomic orbital basis with Na atoms
and No orbitals centered on each atom is of size No Na (for the case at hand here, No = 4 and
Na = 4, so No Na = 16). One may also wish to include the d orbitals, even though they are
unoccupied, to obtain a more detailed model with an increased variational freedom. However,
it turns out that neglecting these orbitals does not affect things too much, and so they are
excluded from the models presented in this Chapter.
Another matter is the spatial extent of the basis orbitals, i.e., how quickly they decay
away from the atomic nucleus. The “tight” in tight-binding refers to the localization of the
atomic orbitals onto their associated atoms, and it is assumed that the tails of these orbitals
do not extend considerably far, so that only interactions between nearby electrons need to
be considered. The “nearest neighbors” of an atom are all those atoms physically closest to
it (there may be more than one, depending on the symmetry of the crystal; for example,
there are six nearest neighbors for every atom in a simple cubic structure [22, 23]). The next
physically closest atoms are referred to as second nearest neighbors, and so on. Typically,
tight-binding models include only first- or second-nearest neighbor interactions. As will be
discussed later, it was determined by trial and error that up to seventh nearest neighbor
interactions must be included to create meaningful TB models for group IV monochalcogenide
monolayers.
With this understanding of the basis to be used, Section 5.1.2 discusses the tight-binding
model for a general group IV monochalcogenide monolayer, and arrives at the secular equation
to be solved to obtain band structures for these materials.

5.1.2

The Tight-Binding Method and the Secular Equation

Consider a monochalcogenide monolayer with lattice vectors a1 and a2 . Then there are
Na = 4 atoms within a unit cell at positions τI , I = 1, 2, 3, 4, obtained from Equation (1.1)
and shown in Figure 5.5 for a SnSe monolayer, and No = 4 orbitals localised on each atom,
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namely

ϕn00 (r − τI ),

ϕn11̄ (r − τI ),

ϕn10 (r − τI ),

ϕn11 (r − τI ).

Note that each atom has these four orbitals, but the principal quantum number n may be
different for each atom (for instance, n = 5 for tin, n = 4 for germanium and selenium, and
n = 3 for sulfur). The 16 orbitals for SnSe are

ϕ500 (r − τ1 ),

ϕ500 (r − τ2 ),

ϕ400 (r − τ3 ),

ϕ400 (r − τ4 ),

ϕ511̄ (r − τ1 ),

ϕ511̄ (r − τ2 ),

ϕ411̄ (r − τ3 ),

ϕ411̄ (r − τ4 ),

ϕ510 (r − τ1 ),

ϕ510 (r − τ2 ),

ϕ410 (r − τ3 ),

ϕ410 (r − τ4 ),

ϕ511 (r − τ1 ),

ϕ511 (r − τ2 ),

ϕ411 (r − τ3 ),

ϕ411 (r − τ4 ).

Note that the integers (nlm, I) uniquely specify each member of the basis, and that I = 1, 2
are the group IV elements (Sn and Ge), and I = 3, 4 are the group VI elements (S and
Se). Equation (5.1) is to be solved by expanding the wave functions ψi (r) in terms of these
atomic-like orbitals using Equation (5.2).
The general position of an atom I in the crystal is τI + T(nx , ny ), where T(nx , ny ) =
nx a1 + ny a2 . The interactions considered here are between an orbital nlm on atom I and
second orbital n′ l′ m′ on atom J, and we will assume that atom I is in the central unit cell
with nx = ny = 0. The matrix elements between these two orbitals for the Hamiltonian H
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Figure 5.5: The atomic positions τI of the SnSe monolayer within a unit cell. The dashed
lines indicate the boundary of the two-dimensional unit cell. The purple atoms are tin and
the orange atoms are selenium.
and overlap S matrices are therefore
Z
H(nlm,I)(n′ l′ m′ ,J) (|τJ + T(nx , ny ) − τI |) =

ϕnlm (r − τI )Hϕn′ l′ m′ [r − (τJ + T(nx , ny ))] d3 r
(5.13)

Z
S(nlm,I)(n′ l′ m′ ,J) (|τI + T(nx , ny ) − τI |) =

ϕnlm (r − τI )ϕn′ l′ m′ [r − (τJ + T(nx , ny ))] d3 r
(5.14)

Notice that S is not the identity matrix due to the orbitals ϕnlm and ϕn′ l′ m′ not being
orthogonal. The integrals for the Hamiltonian are known as hopping integrals if the orbitals
are on different atoms, and onsite potentials if they are on the same atom. The integrals for
the overlap matrix are known as overlap integrals if the orbitals are on different atoms. If
they are on the same atom, then the overlap integrals are equal to the Kronecker delta

δ(nlm)(n′ l′ m′ ) =




1 nlm = n′ l′ m′

.

(5.15)



0 nlm ̸= n′ l′ m′
These are matrices of infinite dimension, as there is no folding that can be done between the
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two orbitals, since the matrix elements are distance-dependent, and one will have an entry
for every individual interaction between a pair of orbitals in the crystal, which is infinite
in the a1 and a2 directions. Equations (5.13) and (5.14) are referred to as the “real-space”
representation, as no reference to the reciprocal lattice (or k-space) has been made yet.
However, the system is periodic, and so Bloch’s Theorem can be used to obtain the “k-space
representation”.
(-1,2)

(1,2)

(0,2)

(1,1)

(-1,1)

(-2,1)

(2,1)

(0,1)

(-2,0)

(2,0)

(-1,0)

(1,0)

(0,-1)

(-2,-1)

(2,-1)
(1,-1)

(-1,-1)

(0,-2)
(-1,-2)

(1,-2)

Figure 5.6: The separation vectors τ1 + T(nx , ny ) − τ1 between τ1 in the central unit cell and
its periodic copies within 10 Å. The dashed lines indicate unit cells, and the ordered pairs
correspond to values of (n′x , n′y ). The colored circles indicate the unique distances between
the central atom and the periodic copies, and the ordered pairs match the color of their
respective circle.
A standard treatment of electrons in a periodic potential is to form Bloch sums using
the periodic copies of the state. Here we form a Bloch sum out of the periodic copies of an
orbital nlm on atom I in the central unit cell:

χInlm (k, r) = AInlm (k)

X

eik·T(nx ,ny ) ϕnlm [r − (τI + T(nx , ny ))]

(5.16)

nx ,ny

where AInlm (k) is some normalization constant, and k is a wave vector in reciprocal space.
37

(-1,2)

(-1,1)

(-1,0)

(0,2)

(1,2)

(1,1)

(0,1)

(0,0)

(1,0)

(2,2)

(2,1)

(2,0)

(1,-1)
(-1,-1)

(0,-1)

(2,-1)

Figure 5.7: The separation vectors τ2 + T(nx , ny ) − τ1 between τ1 in the central unit cell and
periodic copies of τ2 in other unit cells, within 10 Å. The dashed lines indicate unit cells, and
the ordered pairs correspond to values of (n′x , n′y ). The colored circles indicate the unique
distances between the central atom and the periodic copies, and the ordered pairs match the
color of their respective circle.
The superscript I is necessary, as the two Bloch sums formed from two group IV (or two
group-VI) elements are different, even though the atoms are identical. Note that this sum
in principle ranges from nx , ny = −∞, . . . , ∞, however the spatial extent of the basis sets a
cutoff distance between the orbital at τI and the one at τI + T(nx , ny ), beyond which the
matrix elements in Equations (5.13) and (5.14) are truncated (see Figures 5.6 and 5.7 for an
example with a cutoff of 10 Å). In particular, this means that in practice the Bloch sums
need only be formed over the smallest range of unit cells containing up to the seventh nearest
neighbor interactions (since that is what is needed for monochalcogenide MLs). Thus, instead
of considering periodic boundary conditions at each unit cell, we can instead consider an
N × N supercell containing the needed neighbors, and apply periodic boundary conditions to
this structure. The normalization constant is then 1/N , and the summations run from 0 to
N for both nx and ny .
These Bloch sums in Equation (5.16) have the same symmetry properties as the atomic
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orbitals ϕnlm [r − (τI + T(nx , ny ))], as nlm and I are kept fixed. Note that by forming these
Bloch sums, the χInlm (k, r) are of larger spatial extent than the ϕnlm [r − (τI + T(nx , ny ))],
and are no longer centered on individual atoms. We now expand the wave functions ψi (r) in
terms of the χInlm (k, r) basis:

ψi (k, r) =

X

cIi,nlm (k)χInlm (k, r)

(5.17)

nlm,I

In this basis Bloch’s Theorem is satisfied. To show this, consider a lattice translation by
T(tx , ty ), where tx and ty are integers:

ψi [k, r + T(tx , ty )] =

X

cIi,nlm (k)χInlm [k, r + T(tx , ty )]

(5.18)

nlm,I

(
=

X

)

cIi,nlm (k) AInlm (k)

X

eik·T(nx ,ny ) ϕnlm [r + T(tx , ty ) − (τI + T(nx , ny ))]

nx ,ny

nlm,I

(
=

X

(5.19)

cIi,nlm (k)

)

AInlm (k)

X

ik·T(nx ,ny )

e

ϕ[r − (τI + T(nx , ny ) − T(tx , ty ))]

(5.20)

nx ,ny

nlm,I

Clearly we can write T(nx , ny ) − T(tx , ty ) = T(nx − tx , ny − ty ). This merely shifts the range
of summation but otherwise does not change anything, as nx and ny are unrestricted anyway.
Introducing the indices n′x = nx − tx and n′y = ny − ty we have
(
ψi [k, r + T(tx , ty )] =

X

)

cIi,nlm (k) AInlm (k)

X

e

ik·T(n′x +tx ,n′y +ty )

ϕnlm [r − (τI + T(n′x , n′y ))]

n′x ,n′y

nlm,I

(5.21)
)

(
=

X

eik·T(tx ,ty ) cIi,nlm (k) AInlm (k)

′

′

eik·T(nx ,ny ) ϕnlm [r − (τI + T(n′x , n′y ))]

(5.22)

n′x ,n′y

nlm,I

= eik·T(tx ,ty )

X

X

cIi,nlm (k)χInlm (k, r)

(5.23)

nlm,I

= eik·T(tx ,ty ) ψi (k, r)

(5.24)
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Working with the χInlm (k, r) basis we can arrive at the secular equation. In Dirac’s
notation the wavefunction is

|ψi (k)⟩ =

X

cIi,nlm (k) |χInlm (k)⟩

(5.25)

nlm,I

Acting on Equation (5.1) with ⟨χInlm (k)| on the left,
⟨χInlm (k)| Ĥ |ψi (k)⟩ = εi (k) ⟨χInlm (k)|ψi (k)⟩
i
h X
i
h X
⟨χInlm (k)| Ĥ
cJi,n′ l′ m′ (k) |χJn′ l′ m′ (k)⟩ = εi (k) ⟨χInlm (k)|
cJi,n′ l′ m′ (k) |χJn′ l′ m′ (k)⟩
n′ l′ m′ ,J

nlm,J

X h

i
⟨χInlm (k)| Ĥ |χJn′ l′ m′ (k)⟩ − εi (k) ⟨χInlm (k)|χJn′ l′ m′ (k)⟩ cJi,n′ l′ m′ (k) = 0

n′ l′ m′ ,J

The secular equation is therefore
X 


H(nlm,I)(n′ l′ m′ ,J) (k) − εi (k)S(nlm,I)(n′ l′ m′ ,J) cJi,n′ l′ m′ (k) = 0.

(5.26)

n′ l′ m′ ,J

where we have defined the matrix elements H(nlm,I)(n′ l′ m′ ,J) (k) and S(nlm,I)(n′ l′ m′ ,J) (k) as
⟨χInlm (k)| Ĥ

|χJn′ l′ m′ (k)⟩

Z

J
3
= χI∗
nlm (k, r)Hχn′ l′ m′ (k, r) d r
Z
I
J
J
3
S(nlm,I)(n′ l′ m′ ,J) (k) = ⟨χnlm (k)|χn′ l′ m′ (k)⟩ = χI∗
nlm (k, r)χn′ l′ m′ (k, r) d r.

H(nlm,I)(n′ l′ m′ ,J) (k) =

(5.27)
(5.28)

This is the k-space representation of the matrix elements: They only depend on the variable k,
and so in this representation the H and S matrices are of dimension Na No × Na No = 16 × 16
for monochalcogenide MLs. This is because there are 16 Bloch sums formed to create this
basis, and the dependence on the distance between orbitals has been integrated (or rather,
summed) out. This representation can be linked back to the real-space representation by
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expanding the Bloch sums using Equation (5.16) in Equations (5.27) and (5.28):

H(nlm,I)(n′ l′ m′ ,J) (k) =

Z X

e

−ik·T(nx ,ny )


ϕnlm [r − (τI + T(nx , ny ))] H

nx ,ny

X

′
′
×
eik·T(nx ,ny ) ϕn′ l′ m′ [r − (τJ + T(n′x , n′y ))] d3 r
n′x ,n′y

=

(5.29)

ik·(T(n′x ,n′y )−T(nx ,ny ))

X X

e

Z
ϕnlm [r − (τI + T(nx , ny ))]H

nx ,ny n′x ,n′y

×ϕn′ l′ m′ [r − (τJ + T(n′x , n′y ))] d3 r.
The normalization constant has not been written, as it can be removed by noting the following:
We can restrict the summations to the supercell, where the normalization constant is (1/N )2 ,
and cancel one of the double sums on nx , ny or n′x , n′y with this normalization constant, as it
merely amounts to counting the N 2 unit cells within the periodic region. We will cancel the
nx , ny sums and assume that the atom I is in the central unit cell (nx = ny = 0). Therefore,

H

(nlm,I)(n′ l′ m′ ,J)

(k) =

X

e

ik·T(n′x ,n′y )

Z

ϕnlm (r − τI )Hϕn′ l′ m′ [r − (τJ + T(n′x , n′y ))] d3 r

n′x ,n′y

(5.30)
=

X

′

′

eik·T(nx ,ny ) H(nlm,I)(n′ l′ m′ ,J) (|τJ + T(n′x , n′y ) − τI |),

(5.31)

n′x ,n′y

where we have compared this to Equation (5.13). The process is very much the same for the
overlap integrals, and so the k-space matrix elements can be related to the real-space matrix
elements like so:

H(nlm,I)(n′ l′ m,J) (k) =

X

eik·T(nx ,ny ) H(nlm,I)(n′ l′ m′ ,J) (|τJ + T(nx , ny ) − τI |)

(5.32)

eik·T(nx ,ny ) S(nlm,I)(n′ l′ m′ ,J) (|τJ + T(nx , ny ) − τI |).

(5.33)

nx ,ny

S(nlm,I)(n′ l′ m,J) (k) =

X
nx ,ny

The benefit of the k-space representation is that it allows for a description of a system
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using finite matrices instead of infinite ones. The key here is that the matrix elements in
Equations (5.13) and (5.14) depend on the distance between two orbitals on atoms I and J
through the orbital basis ϕnlm (r−τI ). While there are only 16 such orbitals per unit cell, there
are an infinite number of unit cells, and for example, the orbitals ϕnlm (r − τ2 − T(1, 0)) and
ϕnlm (r − τ2 − T(3, 3)) are treated as distinct orbitals, despite the quantum numbers nlm and
atom 2 being the same between them. Therefore every orbital on every atom in the system
must be used for the basis, leading to infinite matrices (one could truncate interactions that
are small enough, but still the matrices are much larger in the real-space representation). The
k-space representation, however, uses the χInlm (k, r), where the dependence on the position
of the orbital has been summed away, and therefore there are only 16 such Bloch sums. The
H and S matrices are then of dimension 16 × 16, and each matrix element has interactions
between the ϕnlm at different atoms encoded through the phase factors, as can be seen in
Equations (5.32) and (5.33). For example, suppose we considered a system that only required
up to second nearest neighbors. Then the Hamiltonian matrix element H(500,1)(511,2) (k), say,
would be

H(500,1)(511,2) (k) = eik·R1 H(500,1)(511,2) (|R1 |) + eik·R2 H(500,1)(511,2) (|R2 |)

(5.34)

where for shorthand the vectors R1 and R2 are the separations between the orbital ϕ500 and
its first nearest neighbor, and between ϕ500 and its second nearest neighbor, respectively. If
there are multiple nearest neighbors, then the phase factors for each distance are summed
over.
Equation (5.26) is equivalent to the matrix equation

Hci = Ei Sci ,

(5.35)

which is a generalized eigenvalue problem. Recall that there are No × Na = 16 atomic
orbitals ϕInlm (r − τI ), from which 16 Bloch sums are taken to form χInlm (k, r), and 16 linear
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combinations of these Bloch sums are taken to form the wave functions ψi (k, r). Hence, for
systems with spin degeneracy, the H and S matrices are of dimension 16 × 16, and ci has
dimensions 16 × 1. In fact, the H and S matrices can also be written as block matrices of
dimension Na × Na (4 × 4 here), arranged by which two atoms I and J are interacting, with
each block matrix being of dimension No × No (again, 4 × 4 here). The matrix S arises due
to the fact that the orbital basis χInlm (k, r) is not in general an orthogonal one, as orbitals
on one atom are not orthogonal to orbitals on another. This matrix is called the “overlap
matrix”. Solving this equation for the state |ψi (k)⟩ yields the energy eigenvalues εi (k)—which
are the bands—and the eigenvectors ci (k), which are the coefficients in the expansion in
Equation (5.17). Formally one would wish to explicitly calculate the matrix elements in
order to exactly solve Equation (5.26). However, these matrix elements are very tedious
to calculate, requiring the calculation of many H(nlm,I)(n′ l′ m′ ,J) (|τJ + T(nx , ny ) − τI |) and
S(nlm,I)(n′ l′ m′ ,J) (|τJ + T(nx , ny ) − τI |) integrals. The more common approach, due to Slater
and Koster [6], is to treat the real-space matrix elements as parameters depending on the
separation distance between interacting orbitals |τJ + T(nx , ny ) − τI |, with the parameters
calculated via some computational tool or fitted to match experiments [58], from which the
k-space matrix elements can be obtained by simply summing up these parameters using
Equations (5.32) and (5.33). This is the subject of Section 5.2

5.2

The Slater-Koster Method

The matrix elements of the Hamiltonian and overlap matrices involve the sums of many
integrals containing functions of the form Rnl (r)Yl,m (θ, ϕ), which must also be integrated over
3D space. Rigorously calculating these matrix elements also requires a known functional form
(whether approximate or not) for the potential V̂ef f , as well as performing the derivatives
involved in the kinetic energy term of the Hamiltonian. This is quite a task, which needs
to be done for every matrix element in H and S (which is 2 × 16 × 16 = 512 in total for
the monochalcogenide monolayers being discussed here). Slater and Koster added another
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step of complexity to this process by introducing Löwdin functions which are further linear
combinations of the Bloch sums χInlm (k, r) to obtain an orthogonal basis [6, 59]—although it
does simplify the overlap matrix to just the identity matrix in the secular equation (5.26),
it is a complicated process in itself to obtain the Löwdin functions. Slater and Koster,
instead of rigorously applying this method, decided to introduce simplifications and treat the
tight-binding method as an interpolation method. Many of their simplifications are common
in tight-binding models and were discussed in Section 5.1.1.
One simplification made by Slater and Koster not mentioned previously, is the neglecting
of so-called “three-center” integrals. There are one-, two-, and three-center integrals in the
matrix elements in Equations (5.27) and (5.28). One center integrals have both orbitals and
the potential V̂ef f all centered at the same site; two-center integrals have the orbitals at
two different cites, and the potential on one of those two; three-center orbitals have each
orbital on a different site, interacting with the potential due to an atom at a third site. Note
that only the Hamiltonian has three-center integrals, while the overlap matrix has just oneand two-center integrals. One-center integrals contribute the most, followed by two-center
integrals, with three-center integrals contributing the least. Three-center integrals are very
difficult to calculate and are neglected in the Slater-Koster method, and so are neglected
here.
With this simplification, hopping integrals between orbitals on atoms with I ̸= J are
exclusively two-center integrals, and so can be treated in a manner similar to a diatomic
molecule [5]. This entails decomposing the interactions between orbitals into σ and π bonds,
with σ bonds being those bonds with the orbitals interacting primarily along the “bond axis”,
that is, along the separation vector (τJ + T(nx , ny )) − τI between the two orbitals, and π
bonds interacting primarily perpendicular to the bond axis. The separation vector will be
written as RIJ , and it is understood that atom I is in the central unit cell, and atom J is
in some unit cell obtained by a translation T(nx , ny ). The types of interactions that are
relevant for monochalcogenide monolayers are shown in Figures 5.8 and 5.9. Through this
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decomposition, Slater and Koster were able to obtain formulae for the two-center integrals,
notated as Eαβ , where α, β = s, x, y, z and refer to the s, px , py , and pz orbitals resepectively,
and E can be either H or S when referring to the Hamiltonian or overlap matrix, respectively.
These two center integrals Eαβ were written in terms of arbitrary parameters to be fitted to
either experimental data or data from more accurate calculations (such as those from DFT
codes like SIESTA and VASP ). These arbitrary parameters, referred to as “Slater-Koster
parameters”, are ssσ, spσ, psσ, ppσ, and ppπ [6], and are functions of separation distance
r = |RIJ |, as orbitals that are further apart interact less than those closer together. They of
course calculated more parameters than these, but these are the only relevant parameters for
the TB models presented here.

x
Figure 5.8: Schematic of the overlaps of the orbitals for each Slater-Koster parameter. The
solid circle for the p orbital is the positive lobe, and the dashed circle is the negative lobe.
The direction of the x-axis is indicated by the arrow at the bottom, and by convention the
positive lobe of the p orbital is aligned along this direction for positive values of spσ and ppσ.
The spπ case is shown here, though by symmetry of the figure it can be seen to be identically
zero. Adapted from Figure 14.1 in Reference [5].
The formulae Slater and Koster obtained for s and p orbital overlaps are listed in Table
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Figure 5.9: Decomposition of spy and px pz interactions between orbitals separated by R into
the Slater-Koster parameters. The orbitals here are the real spherical harmonics of Equations
(5.6) – (5.9). Adapted from Figure 14.2 in Reference [5].
5.1, written in terms of the so-called “direction cosines”, defined as

l = cosx r = x/r

(5.36)

m = cosy r = y/r

(5.37)

n = cosz r = z/r

(5.38)

where the vector r = (x, y, z) is the vector with which the cosines are measured from, which
in this case is the separation vector RIJ . The n, l, and m here are not to be confused with
the quantum numbers n, l, and m. Table 5.1 only directly refers to hopping terms within the
H matrix, however, the symmetries of the overlap matrix are the same as the Hamiltonian
matrix, and thus the same formulae apply for the overlap matrix elements. It should be
noted that the Exs = l psσ entry is not present in Slater’s and Koster’s paper [6], as they
only considered monatomic crystals, where spσ and psσ are the same (or differ by a minus
sign). Here, however, the atomic basis has two different species of atoms, and thus these
parameters are not necessarily the same.
Not mentioned thus far are the onsite potentials, which are “hopping” parameters at zero

46

distance; that is, parameters such as ssσ(0), which describes the onsite interactions between
two s orbitals. An important thing to note, however, is that these onsite potentials are not
strictly limited to the diagonal elements of the H matrix, as Slater and Koster assume: It
is quite possible for there to be non-zero contributions from terms such as spσ(0), which
seemingly violates the orthogonality of the atomic orbitals ϕnlm on the same atom. This
actually comes from a violation in the implicit assumptions of the Slater-Koster method,
which will be discussed in more detail later. Section 5.3 discusses the spatial extent of these
parameters—how many nearest neighbors to include and why— as well as additions that must
be made to the Slater-Koster method to obtain more accurate models for monochalcogenide
MLs.
Table 5.1: The first five rows of table I in Reference [6]. Only those two-center integrals along
the x axis are shown, as the y and z parameters can be obtained by cyclic permutations of
the axes and direction cosines.
Integrals
Ess
Esx
Exs
Exx
Exy

5.2.1

Formulae
ssσ
l spσ
l psσ
l2 ppσ +(1 − l2 ) ppπ
lm (ppσ − ppπ)

An Example

To show how to apply the Slater-Koster method we consider an explicit example. Suppose
we want to calculate the k-space matrix element H(500,1)(511,2) (k), that is, a hopping integral
between an s orbital on the tin atom at τ1 and a px orbital on the tin atom at τ2 within a
unit cell of SnSe. Suppose we only need first and second nearest neighbor interactions.
From Figure 5.7 it can be seen that there are four first nearest neighbors and four second
nearest neighbors that need to be included. We first expand the matrix element in terms of
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the real-space representation:
X

H(500,1)(511,2) (k) =

eik·T(nx ,ny ) H(500,1)(511,2) (|τ2 + T(nx , ny ) − τ1 |).

(5.39)

nx ,ny

The first nearest neighbors are all at the distance |τ2 − τ1 + T(0, 1)| and the second nearest
neighbors are at the distance |τ2 −τ1 +T(0, 2)|; call these distances |R1 | and |R2 |, respectively
for ease of reference. Then the expansion in Equation (5.39) is
H(500,1)(511,2) (k) = (eik·T(0,0) + eik·T(1,0) + eik·T(0,1) + eik·T(1,1) )H(500,1)(511,2) (|R1 |)
+ (e

ik·T(0,2)

ik·T(1,2)

+e

+e

ik·T(0,−1)

+e

ik·T(1,−1)

(5.40)

)H(500,1)(511,2) (|R2 |).

Note that Equation (5.40) is due only to the usage of the χInlm (k, r) basis of Equation (5.16).
The Slater-Koster method allows one to replace the matrix elements H(500,1)(511,2) (|R1 |) and
H(500,1)(511,2) (|R2 |) with formulae from Table 5.1. Equation (5.40) then becomes
H(500,1)(511,2) (k) = (eik·T(0,0) + eik·T(1,0) + eik·T(0,1) + eik·T(1,1) )(l1 + l2 + l3 + l4 )spσ(R1 )
+ (eik·T(0,2) + eik·T(1,2) + eik·T(0,−1) + eik·T(1,−1) )(l1′ + l2′ + l3′ + l4′ )spσ(R2 ).
(5.41)
While this may be a lengthy expression, it is conceptually quite simple: The only
unknowns are the parameters spσ(R1 ) and spσ(R2 ), which can be obtained from ab initio
DFT calculations, and then it is simply a matter of calculating direction cosines and phase
factors. In Appendix A can be found the FORTRAN code that constructs the H and S matrix
elements from the Slater-Koster parameters. The process is somewhat the reversal of this
example: Given an interaction, the code takes the associated Slater-Koster parameter and
multiplies it by the appropriate phase factor and formula from the Slater-Koster table (Table
5.1), and adds the result to a running total. This process is repeated for each interaction
that contributes to the matrix element until all interactions are accounted for, and the total
matrix element is obtained.
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This is the key reason for using the Slater-Koster method: The original problem of
calculating the matrix elements in Equations (5.13) and (5.14) of infinite (or at least very
large) matrices and involving the integration of many complicated functions has been reformed
into one of simply knowing the necessary Slater-Koster parameters and the atomic structure
of the system to be studied.

5.3

Slater-Koster Parameters for Monochalcogenide Monolayers

As discussed in Section 5.1, the dimensions of the Hamiltonian and overlap matrices depend
on the number of orbitals used as a basis for the system, with a larger basis meaning
more parameters but ostensibly more accurate results. However, part of the usefulness of
TB models comes from their simplicity in the small number of parameters required when
compared to the parameters needed for a DFT calculation, and so one would want the
minimal amount of parameters and still achieve useful results. This section describes in more
detail the process of setting the size and spatial extent of the atomic orbital basis. Section
5.3.1 discusses the exclusion of the d shell electrons and its effect on the band structures
of monochalcogenide monolayers. Section 5.3.2 discusses arriving at the need for seventh
nearest neighbor interactions to obtain useful tight-binding models.

5.3.1

Neglecting the d Shell electrons

Section 5.1 discussed the degeneracy of electronic states of atomic orbitals, and that the
valence shells of monochalcogenide MLs are the s and p shells, with the d shell atoms safely
excluded. This was done in SIESTA by changing the “pseudoatomic orbital basis” (PAO
basis) from the size called “double zeta plus polarization” (DZP) to “single zeta” (SZ) [13].
The nomenclature is that which is used in quantum chemistry, where “zeta” refers to the
number of radial functions used for each atomic orbital: Single-ζ has just one radial function
per orbital, and double-ζ has two radial functions per orbital. The “plus polarization” refers
to the inclusion of so-called “polarization orbitals” with angular momentum l + 1 (that is,
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d if up to p orbitals are included). These orbitals are found using perturbation theory, by
solving a problem analogous to a hydrogen atom in an electric field [14, 15, 60]. The SZ
PAO basis in SIESTA only includes the four orbitals described in Section 5.1: s, px , py , and
pz . The band structures along high-symmetry lines of SnSe, SnS, GeSe, and GeS using both
the SZ basis and the DZP basis are shown in Figures 5.10–5.13. It can be seen that the two
results are largely the same, though the bands further from the Fermi level are effected the
greatest. Excluding the d orbitals reduces the number of orbitals per atom from 13 to 4,
significantly reducing the total orbital basis size from 52 to 16. Using this SZ basis means
that Table 5.1 contains all of the Slater-Koster parameters needed to describe TB models for
monochalcogenide monolayers.

Figure 5.10: Comparison of the single-zeta and double-zeta plus polarization band structures
for SnSe. The DZP bands are in solid black and the SZ bands are in dashed magenta.

5.3.2

Nearest Neighbor Interactions

By default the orbitals used in the SZ and DZP bases in SIESTA extend quite far, and
include up to about the twentieth nearest-neighbor interactions. This goes against the idea
that the atomic orbitals should be localized to individual atoms in a tight-binding model.
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Figure 5.11: Comparison of the single-zeta and double-zeta plus polarization band structures
for SnS. The DZP bands are in solid black and the SZ bands are in dashed magenta.
Fortunately, the PAO basis can be further specified beyond the SZ or DZP sizes, and SIESTA
allows for the specification of the “cutoff” radius of each orbital—that is, the distance (in
bohr) at which the tail of the orbital goes to zero. By trial and error, different cutoff radii
were used in order to find the smallest spatial extent of the orbitals that still reproduced the
overall shape of the band structures. Reducing the cutoff radii has a few effects: It raises
the total force on the structure, as the orbitals are more constrained; this increase in total
force leads to a mostly rigid shift in the energies in the band structure; the smaller extent
leads to smaller overlaps in the orbitals, so the hopping and overlap integrals in Equations
(5.13) and (5.14) are not as large, leading to a smaller bandwidth—the bands are slightly
flatter. Despite these changes, reducing the cutoff radii does allow for fewer nearest neighbor
interactions to be included, as it causes the real-space matrix elements to decay even faster
with increasing distance, and so a smaller maximum separation value dmax can be chosen,
such that, for all orbitals separated by |RIJ | > dmax , their matrix elements are truncated
to zero. For all four materials, dmax = max{a1 , a2 } = a1 . This radius can be seen in Figure
5.14. This maximum separation distance led to requiring up to seventh nearest neighbor
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Figure 5.12: Comparison of the single-zeta and double-zeta plus polarization band structures
for GeSe. The DZP bands are in solid black and the SZ bands are in dashed magenta.
interactions, as any less resulted in drastically innacurate results. Figures 5.15–5.18 show the
effects of including only up to second-, fourth-, sixth- and finally seventh-nearest neighbor
interactions for SnSe. The conclusions are the same for the other materials.
There are two more things that needed to be taken into consideration for the SlaterKoster parameters: In their original paper [6] they only discuss monatomic crystals, but
monochalcogenide MLs are diatomic, and so the number of Slater-Koster parameters needs
to be increased to include interactions between orbitals originating from different species
of atoms. These materials are also noncentrosymmetric, possessing much less symmetry
than the cubic structures considered by Slater and Koster. This lack of symmetry causes
additional parameters to be included, not discussed in their original paper. These additions
and deviations from the basic Slater-Koster method are the subject of Section 5.3.3.

5.3.3

Deviations from Slater-Koster

In Section 5.2 it was mentioned that the parameter psσ was added to Table 5.1, despite
not being shown explicitly in Reference [6], due to the diatomic basis for these materials.
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Figure 5.13: Comparison of the single-zeta and double-zeta plus polarization band structures
for GeS. The DZP bands are in solid black and the SZ bands are in dashed magenta.
For the monatomic, cubic crystals considered by Slater and Koster, the parameters spσ and
psσ are the same. Here they are different, however: Consider two atoms I and J. Then
spσ describes an interaction between an s orbital (ϕn10 (r − τI ))) on atom I and a p orbital
(let’s say pz , so ϕn10 (r − τJ + T(nx , ny ))) on atom J, while the parameter psσ describes an
interaction between a p orbital on atom I and an s orbital on atom J. If atoms I and J
are of different species, there is no reason to assume that these parameters should be equal,
and in fact they aren’t. If the two atoms are of the species, however, the parameters are
related by spσ = −psσ, as RIJ → −RIJ and since l = 1 is odd, the interaction is odd under
inversion. Both cases occur for monochalcogenide MLs, and so the two parameters are kept
distinct in the TB models.
As for the lower symmetry of these materials compared to cubic structures, and how
that effects the parameters: As mentioned previously, it was noticed that the Slater-Koster
method broke down somewhat. Specifically, the issue is with the onsite potentials. For the
crystals Slater and Koster worked with, the onsite block matrices were purely diagonal, as
can be seen in Equations (8) and (9) of Reference [6]. They never specifically show the
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r = |a1|

Figure 5.14: Monolayer SnSe with a circle of radius r = |a1 | = 4.47 Å centered on a tin
atom. Hopping is allowed between the central tin atom and all other atoms within the circle,
excluding the selenium atoms under the four periodic copies of the central tin atom at ±a1
and ±a2 .
secular equations they used for each system within the paper, and so it is unclear if they
assumed that the onsite potentials should be strictly diagonal in all cases or merely for those
considered. Either way, the situation in which there may be off-diagonal onsite potentials is
never discussed, and yet is very important when discussing the symmetries and needed TB
parameters of these materials.
Equation (5.42) shows the block matrix form of the Hamiltonian for SnSe symbolically,
as well as the numerical values for the onsite block matrices for tin and selenium (that is, the
diagonal block matrices in H). It can clearly be seen that these matrices are not diagonal,
and indeed while the off-diagonal elements are smaller than the diagonal elements, they are
significantly different from the value of zero that one might expect in naı̈vely appling the
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Figure 5.15: SnSe band structure with up to second nearest neighbor interactions.
Slater-Koster method.



H
H
H
H
Sn1-Sn2
Sn1-Se1
Sn1-Se2
 Sn1-Sn1



HSn2-Sn1 HSn2-Sn2 HSn2-Se1 HSn2-Se2 


H=

H

H
H
H
 Se1-Sn1
Se1-Sn2
Se1-Se1
Se1-Se2 


HSe2-Sn1 HSe2-Sn2 HSe2-Se1 HSe2-Se2


−9.6767
0.0000
0.8388
0.2347




 0.0000 −2.6450 0.0000
0.000 


HSn-Sn = 

 0.8388

0.0000
−2.9690
0.0723




0.2347
0.0000
0.0723 −2.5987


0.7099 −0.1962
−14.5797 0.0000


 0.0000 −4.8651 0.0000
0.0000 


HSe-Se = 

 0.7099
0.0000 −4.9878 −0.0988




−0.1962 0.0000 −0.0988 −4.8562

(5.42)

To better see what exactly these parameters mean, the HSn-Sn matrix is written in Equation
(5.43) in Dirac’s notation, where the χInlm (r) have been condensed to s, py , pz , and px . Note
again that the ordering of the orbitals is different than what one may expect: Instead of s,
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Figure 5.16: SnSe band structure with up to fourth nearest neighbor interactions.
px , py , pz , alphabetical in the indices, the ordering goes as m = −1, 0, 1, which leads to on
ordering of the orbitals as s, py , pz , px , which is the ordering used by SIESTA, and therefore
used here.
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y
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z
z
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⟨px | Ĥ |s⟩ ⟨px | Ĥ |py ⟩ ⟨px | Ĥ |pz ⟩ ⟨px | Ĥ |px ⟩

(5.43)

It can be seen that the terms involving the py orbital are zero, but those involving just
px and pz are not. The nonzero value of these entries seemingly violates the orthogonality
of the atomic orbital basis on a specific atom: On a specific atom, the atomic orbitals
m
are ϕm
nl (r − τI ) = Rnl (r)Yl (θ, ϕ), and must be orthogonal due to the orthogonality of the

spherical harmonics (complex spherical harmonics are used here, though the following still
holds for real spherical harmonics, as they are linear combinations of the complex spherical
harmonics):
m′
⟨ϕm
nl |χn′ l′ ⟩

Z
=
0

∞
∗
(r)Rn′ l′ (r) dr
rRnl

Z

π

0

=

Z

2π

′

Ylm∗ (θ, ϕ)Ylm
′ (θ, ϕ) sin θdθ dϕ
0
!
Z ∞
∗
rRnl
(r)Rn′ l′ (r) dr δll′ δmm′ ,
0
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(5.44)

Figure 5.17: SnSe band structure with up to sixth nearest neighbor interactions.
where δll′ is the Kronecker delta,

δll′ =




1


0

for

l = l′

for

′

.
l ̸= l

(5.45)

The paradox lies in the missunderstanding of which basis is actually being considered.
It is not actually the ϕnlm (r − τI ) basis, but rather the χInlm (k, r) basis of Equation (5.16).
It is assumed by Slater and Koster that these new orbitals, while being Bloch sums of the
atomic orbitals, still possess the same symmetry properties of the atomic orbitals. This
however cannot be the case, at least for SnSe, SnS, GeSe, and GeS. The resolution comes
from considering the ⟨s| Ĥ |py ⟩ entries, which are identically 0 as one would expect, while
only those terms like ⟨px | Ĥ |pz ⟩ are nonzero. Recall from Section 1.2 that monochalcogenide
monolayers belong to the space group P mn21 , and Figure 1.3 indicates that they have mirror
planes only along the x axis, meaning that y → −y is a symmetry operation, but x → −x and
z → −z are not. This lack of mirror symmetry in the x and z directions (which are possessed
by the cubic structures Slater and Koster considered) leads to the off-diagonal entries in
Equation (5.42). Somehow, by taking the Bloch sums, the χInlm (k, r) have inherited some
degree of symmetry from the lattice itself, in addition to the s-type and p-type symmetries the
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Figure 5.18: SnSe band structure with up to seventh nearest neighbor interactions.
ϕnlm (r − τI ) basis possesses. This was a surprising realization that caused much consternation
before a resolution was found. These nonzero entries must also be included as an addition to
the diagonal onsite potentials in a TB model for these materials, as excluding them greatly
effects the band structures.
With the Slater-Koster method, its parameters, the matter of the orbital basis, it’s spatial
extent and the nearest neighbor interactions, and the necessary modifications to describe
monochalcogenide monolayers now discussed, Section 5.4 discusses the technical details in
actually obtaining these parameters and the construction of the tight-binding models from
the SIESTA code.

5.4

Creating the Tight-Binding Models

The preceeding sections have overviewed the tight-binding method and considered its application to group IV-VI monochalcogenides, what parameters are required, and how many
nearest neighbors need to be included. This section discusses the details in actually obtaining
the semiempirical parameters and how they were computed from the outputs of a standard
run of the SIESTA code.
SIESTA is capable of writing the Hamiltonian and overlap matrices in sparse matrix
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format to what it calls an HSX file, which by default can only be processed via utilities
pre-packaged in SIESTA. However, the HSX file was made readable by altering the code
which writes the file, allowing it to be processed independently from the SIESTA utilities.
The general structure of the HSX file is shown schematically in Figure 5.19, and a more
detailed example is in Appendix B.
Number of orbitals in the system and the
total number of nonzero sparse matrix
elements in H and S.
Index of the orbitals within the system
Number of sparse matrix elements due
to each orbital
Index of the orbitals involved in each
sparse matrix element
The Hamiltonian in sparse matrix format,
including entries equal to zero
The overlap matrix in sparse matrix
format, including entries equal to zero
X, Y, Z components of the separation
vectors between the orbitals for each
sparse matrix element
The atomic species in the system, the
number of electrons per species, and
the orbitals associated with each species

Figure 5.19: Schematic overview of the structure of an HSX file from SIESTA.
A FORTRAN code was written to parse the HSX file and store the information into
arrays to be worked with to produce the parameters of the TB models. The code in its
entirety can be found in Appendix A. The two-center hopping integrals ssσ, spσ, psσ, ppσ,
and ppπ were obtained from this file by solving for them using the formulae in Table 5.1
and averaging over all of the entries that were within the HSX file, to minimize numerical
noise. These averaged parameters were then used to reconstruct the Hamiltonian and overlap
matrices, using the separation vectors RIJ found at the end of the HSX file to form the
Bloch sums. The LAPACK routine ZHEGV was used to solve the eigenvalue problem and
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obtain the electronic bands from the TB model and from the HSX file directly. Section 5.5
summarizes the averaged parameters and shows the plots of the band structures of the TB
models compared to the SIESTA band structures.

5.5

Results of the Model

In Tables 5.2-5.9 all of the extracted Slater-Koster parameters from the code are recorded
for SnSe, SnS, GeSe, and GeS, and the resulting band structures compared to the SIESTA
results are also presented. All values are in eV for the Hamiltonians, and for the overlap
matrices the entries are dimensionless. The group IV elements (Sn and Ge) are referred to as
species A and the group VI elements (Se and S) are referred to as species B. For the onsite
terms in the Hamiltonian, the diagonal block matrices are given in Equations (5.46)-(5.49)
for SnSe, SnS, GeSe, and GeS, respectively, the corresponding matrices for S simply being
the 4 × 4 identity matrix. Note that some distances are repeated in the tables, as multiple
types of interactions occur at those distances.





0.8388
0.2347 
−9.6767 0.0000


 0.0000 −2.6450 0.0000

0.0000


HSn-Sn = 

 0.8388
0.0000 −2.9690 0.0723 




0.2347
0.0000
0.0723 −2.5987


0.7099 −0.1962
−14.5797 0.0000


 0.0000 −4.8651 0.0000

0.0000


HSe-Se = 

 0.7099
0.0000 −4.9878 −0.0988




−0.1962 0.0000 −0.0988 −4.8562
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(5.46)



0.9027
0.3094 
−9.4367 0.0000


 0.0000 −3.3784 0.0000

0.0000


HSn-Sn = 

 0.9027
0.0000 −3.5960 0.0781 




0.3094
0.0000
0.0781 −3.2709


0.8464 −0.3285
−14.9905 0.0000


 0.0000 −5.6985 0.0000

0.0000


HS-S = 

 0.8464
0.0000 −5.7636 −0.1584




−0.3285 0.0000 −0.1584 −5.6902


0.8628 −0.4209
−9.9370 0.0000


 0.0000 −2.6734 0.0000

0.0000


HGe-Ge = 

 0.8628
0.0000 −2.8863 −0.1878




−0.4209 0.0000 −0.1878 −2.5241


0.7851
0.3825 
−14.7682 0.0000


 0.0000 −4.9440 0.0000

0.0000


HSe-Se = 

 0.7851
0.0000 −5.0284 0.2285 




0.3825
0.0000
0.2285 −4.8437

(5.47)
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(5.48)



0.9063
−9.5883 0.0000

 0.0000 −2.7264 0.0000

HGe-Ge = 
 0.9063
0.0000 −2.6965


−0.6047 0.0000 −0.1719

0.8626
−14.5832 0.0000

 0.0000 −5.3242 0.0000

HS-S = 
 0.8626
0.0000 −5.2659


0.6658
0.0000 −0.0988


−0.6047

0.0000 


−0.1719


−2.4843

0.6658 

0.0000 


0.3135 


−5.2809

(5.49)

Table 5.2: The Slater-Koster parameters for the Hamiltonian for SnSe.
distance (Å)
2.7166
2.9619
3.2755
4.0491
4.2042
4.3321
4.3321
4.4709
4.4709

Hss
-2.0664
-1.2596
-0.6362
-0.0165
-0.1725
-0.1191
-0.0024
-0.0820
-0.0005

Hsp
-3.0795
-2.1488
-1.3179
-0.1443
-0.4126
-0.2948
-0.0574
-0.2136
-0.0342

Hps
3.7601
2.4801
1.3884
0.1443
0.4126
0.2948
0.0574
0.2136
0.0342
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Hppσ
3.5516
2.7440
1.9386
0.5073
0.8854
0.6646
0.2694
0.5132
0.1958

Hppπ
-1.0306
-0.6771
-0.3822
-0.0567
-0.0991
-0.0657
-0.0235
-0.0463
-0.0173

type
AB
AB
AB
BB
AA
AA
BB
AA
BB

Table 5.3: Slater-Koster parameters for the overlap matrix S for SnSe.
distance (Å)
2.7166
2.9619
3.2755
4.0491
4.2042
4.3321
4.3321
4.4709
4.4709

Sss
0.0808
0.0472
0.0211
0.0001
0.0044
0.0028
0.0000
0.0016
0.0000

Ssp
0.1927
0.1334
0.0758
0.0023
0.0127
0.0085
0.0006
0.0052
0.0002

Sps
-0.1777
-0.1126
-0.0556
-0.0023
-0.0127
-0.0085
-0.0006
-0.0052
-0.0002

Sppσ
-0.3310
-0.2539
-0.1615
-0.0178
-0.0355
-0.0246
-0.0074
-0.0159
-0.0045

Sppπ
0.0777
0.0471
0.0228
0.0013
0.0025
0.0015
0.0004
0.0009
0.0002

type
AB
AB
AB
BB
AA
AA
BB
AA
BB

Figure 5.20: Comparison of SnSe TB (blue) bands to SZ (black) bands.
Table 5.4: The Slater-Koster parameters for the Hamiltonian for SnS.
distance (Å)
2.6263
2.8287
3.2088
3.8356
4.1356
4.1418
4.1418
4.3537
4.3537

Hss
-2.1615
-1.4230
-0.6148
-0.0741
-0.1154
-0.1100
-0.0275
-0.0551
-0.0132

Hsp
-3.2918
-2.4207
-1.2732
-0.3062
-0.4810
-0.4457
-0.1397
-0.2759
-0.0799

Hps
4.4334
3.3329
1.9058
0.3062
0.4810
0.4457
0.1397
0.2759
0.0799
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Hppσ
3.7773
2.9072
2.1032
0.7285
1.2052
1.0680
0.4119
0.7729
0.2766

Hppπ
-1.1901
-0.8715
-0.4520
-0.1006
-0.1639
-0.1415
-0.0469
-0.0947
-0.0319

type
AB
AB
AB
BB
AA
AA
BB
AA
BB

Table 5.5: Slater-Koster parameters for the overlap matrix S for SnS.
distance (Å)
2.6263
2.8287
3.2088
3.8356
4.1356
4.1418
4.1418
4.3537
4.3537

Sss
0.0863
0.0556
0.0213
0.0013
0.0017
0.0016
0.0004
0.0005
0.0001

Ssp
0.1963
0.1444
0.0731
0.0091
0.0141
0.0138
0.0035
0.0067
0.0016

Sps
-0.2263
-0.1657
-0.0819
-0.0091
-0.0141
-0.0138
-0.0035
-0.0067
-0.0016

Sppσ
-0.3438
-0.2918
-0.1872
-0.0356
-0.0620
-0.0611
-0.0174
-0.0370
-0.0101

Sppπ
0.0973
0.0675
0.0312
0.0036
0.0054
0.0053
0.0015
0.0027
0.0007

type
AB
AB
AB
BB
AA
AA
BB
AA
BB

Figure 5.21: Comparison of SnS TB (blue) bands to SZ (black) bands.
Table 5.6: The Slater-Koster parameters for the Hamiltonian for GeSe.
distance (Å)
2.5393
2.7006
3.3992
3.8753
3.9793
4.0487
4.0487
4.5151
4.5151

Hss
-1.9988
-1.3965
-0.2358
-0.0350
-0.0501
-0.0365
-0.0157
-0.0001
0.0000

Hsp
-3.3490
-2.5666
-0.7096
-0.1941
-0.2497
-0.1991
-0.1126
-0.0333
-0.0177

Hps
3.8949
3.5159
0.8552
0.1941
0.2497
0.1991
0.1126
0.0333
0.0177
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Hppσ
3.7790
3.1596
1.3241
0.5935
0.7401
0.6137
0.3990
0.1997
0.1219

Hppπ
-1.1181
-0.8400
-0.2092
-0.0613
-0.0732
-0.0572
-0.0361
-0.0104
-0.0079

type
AB
AB
AB
BB
AA
AA
BB
AA
BB

Table 5.7: Slater-Koster parameters for the overlap matrix S for GeSe.
distance (Å)
2.5393
2.7006
3.3992
3.8753
3.9793
4.0487
4.0487
4.5151
4.5151

Sss
0.0692
0.0462
0.0046
0.0002
0.0003
0.0002
0.0001
0.0000
0.0000

Ssp
0.1784
0.1337
0.0255
0.0033
0.0040
0.0029
0.0015
0.0001
0.0001

Sps
-0.1820
-0.1352
-0.0236
-0.0033
-0.0040
-0.0029
-0.0015
-0.0001
-0.0001

Sppσ
-0.3324
-0.2783
-0.0840
-0.0196
-0.0228
-0.0181
-0.0113
-0.0026
-0.0017

Sppπ
0.0787
0.0557
0.0090
0.0014
0.0015
0.0011
0.0007
0.0001
0.0001

type
AB
AB
AB
BB
AA
AA
BB
AA
BB

Figure 5.22: Comparison of GeSe TB (blue) bands to SZ (black) bands.
Table 5.8: The Slater-Koster parameters for the Hamiltonian for GeS.
distance (Å)
2.4495
2.5176
3.2969
3.6384
3.6926
3.6926
3.8630
4.4282
4.4282

Hss
-2.0539
-1.7584
-0.2392
-0.0602
-0.0959
-0.0483
-0.0464
0.0000
0.0000

Hsp
-3.3220
-2.9030
-0.6677
-0.2607
-0.4236
-0.2185
-0.2768
-0.0264
-0.0148

Hps
4.0369
3.8072
0.7903
0.2607
0.4236
0.2185
0.2768
0.0264
0.0148
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Hppσ
3.8357
3.5081
1.3043
0.6830
1.0615
0.5877
0.8448
0.2089
0.0976

Hppπ
-1.1363
-1.0172
-0.2098
-0.0517
-0.1272
-0.0644
-0.0856
-0.0113
-0.0063

type
AB
AB
AB
BB
AA
BB
AA
AA
BB

Table 5.9: Slater-Koster parameters for the overlap matrix S for GeS.
distance (Å)
2.4495
2.5176
3.2969
3.6384
3.6926
3.6926
3.8630
4.4282
4.4282

Sss
0.0695
0.0586
0.0044
0.0006
0.0008
0.0004
0.0002
0.0000
0.0000

Ssp
0.1696
0.1499
0.0231
0.0052
0.0085
0.0042
0.0040
0.0001
0.0000

Sps
-0.1895
-0.1676
-0.0247
-0.0052
-0.0085
-0.0042
-0.0040
-0.0001
0.0000

Sppσ
-0.3245
-0.3020
-0.0807
-0.0239
-0.0426
-0.0204
-0.0256
-0.0024
-0.0013

Sppπ
0.0779
0.0673
0.0088
0.0019
0.0033
0.0016
0.0017
0.0001
0.0000

type
AB
AB
AB
BB
AA
BB
AA
AA
BB

Figure 5.23: Comparison of GeS TB (blue) bands to SZ (black) bands.
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Appendix A: FORTRAN Code

This code has four main sections: First, it creates a list of k-points from information provided
by the user. Second, it reads and extracts data from the HSX file and stores them into
several arrays to be manipulated. Third, it constructs the Hamiltonian and overlap matrices
using Bloch’s theorem to create matrices of size 16 × 16 in the case of monochalcogenide
MLs. Fourth, it uses the LAPACK routine ZHEGV to solve the general eigenvalue problem
and writes the eigenvalues for each k-point to an output file. The eigenvectors are not used
but are still stored for possible use. Although this dissertation was concerned only with
monochalcogenide monolayers, this code is general enough to work with any HSX file that
SIESTA produces.

PROGRAM readthehsxfile
USE HSXmodules
IMPLICIT NONE
! Variables not used in any modules
INTEGER i,j,k,p,li,euco
INTEGER,ALLOCATABLE :: lptr(:)
COMPLEX*16,ALLOCATABLE :: H(:,:), S(:,:)
DOUBLE PRECISION kdotr,d
! Array of lattice vectors and reciprocal lattice vectors
DOUBLE PRECISION,DIMENSION(3,3) :: a,b
! Variables for my routine to make k-points
INTEGER,PARAMETER :: nppp = 300, npaths = 3
DOUBLE PRECISION,DIMENSION(3,nppp*npaths) :: kvec
DOUBLE PRECISION,DIMENSION(nppp*npaths) :: dist
! Variables to call the "readhsx" subroutine
INTEGER uco,sco,tnze
INTEGER,ALLOCATABLE :: ucoindx(:),nzhpo(:),schindx(:)
DOUBLE PRECISION,ALLOCATABLE :: Hsparse(:),Ssparse(:)
DOUBLE PRECISION,ALLOCATABLE :: Rij(:,:)
! Variables needed for the "sortlist" subroutine
INTEGER nndists
DOUBLE PRECISION,ALLOCATABLE :: dists(:),sorted_dists(:)
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! Variables needed to call ZHEGV from LaPACK
INTEGER info
INTEGER,PARAMETER :: lwork = 500
DOUBLE PRECISION,ALLOCATABLE :: eigs(:),work(:),rwork(:)
!Parameters
INTEGER,PARAMETER :: maxnnd = 8
LOGICAL,PARAMETER :: ndst0 = .TRUE.
DOUBLE PRECISION,PARAMETER :: shift = 0.0 !in eV

! get lattice vectors from poscar
CALL readposcar("poscar.dat",a)
! get the reciprocal lattice vectors
CALL reciplatvecs(a,b)
! get the k-points along the the paths in the KPOINTS file
CALL makekpoints(b,npaths,nppp,dist,kvec)
! read the HSX file and store the relevant info into arrays
CALL readhsx("HSX_out",uco,sco,tnze,ucoindx,nzhpo,lptr,schindx,
&
Hsparse,Ssparse,Rij)
ALLOCATE(dists(tnze))
DO i=1,tnze
dists(i)=sqrt(Rij(1,i)**2+Rij(2,i)**2+Rij(3,i)**2)
ENDDO
! sort the tnze distances and get the unique neighbor distances
CALL sortlist(tnze,dists,nndists,sorted_dists)
OPEN(10,FILE="distances.dat",STATUS="replace")
DO i=1,nndists
write(10,*) bohr*sorted_dists(i) !write them in angstroms
ENDDO
CLOSE(10)
ALLOCATE(H(uco,uco));ALLOCATE(S(uco,uco))
ALLOCATE(eigs(uco));ALLOCATE(work(500))
ALLOCATE(rwork(3*uco-2))

! Build H and S, then diagonalize them, at each k-point
OPEN(20,FILE="HSX-EIGENVALUES",STATUS="REPLACE")
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DO k=1,npaths*nppp
H = 0.d0; S = 0.d0
Do i=1,uco
do j=1,nzhpo(i)
li = lptr(i)
euco = ucoindx(schindx(li+j))
kdotr = bohr*(kvec(1,k)*Rij(1,li+j) +
&
kvec(2,k)*Rij(2,li+j) +
&
kvec(3,k)*Rij(3,li+j))
d=sqrt(Rij(1,li+j)**2+Rij(2,li+j)**2+Rij(3,li+j)**2)
! onsite terms
IF(d.eq.0.d0)THEN
if(i.ne.euco)then
if(ndst0.eqv..TRUE.)then
H(i,euco)=H(i,euco) + 0.d0
S(i,euco)=S(i,euco) + 0.d0
else
H(i,euco)=H(i,euco)+ryd*Hsparse(li+j)*
*
exp(dcmplx(eye*kdotr))
S(i,euco)=S(i,euco)+Ssparse(li+j)*
&
exp(dcmplx(eye*kdotr))
endif
endif
if(i.eq.euco)then
H(i,euco)=H(i,euco)+ryd*Hsparse(li+j)*
*
exp(dcmplx(eye*kdotr))
S(i,euco)=S(i,euco)+Ssparse(li+j)*
&
exp(dcmplx(eye*kdotr))
endif
! hopping terms
ELSEIF(d.gt.0.d0.AND.d.le.sorted_dists(maxnnd))THEN

*
&

H(i,euco)=H(i,euco)+ryd*Hsparse(li+j)*
exp(dcmplx(eye*kdotr))
S(i,euco)=S(i,euco)+Ssparse(li+j)*
exp(dcmplx(eye*kdotr))
ENDIF
enddo
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EndDo
! Make sure H and S are hermitian
DO i=1,uco
Do j=1,uco
if(abs(H(i,j)-dconjg(H(j,i))).gt.1E-12)then
write(*,*) "H is not hermitian!!"
write(*,*) i,j,H(i,j),H(j,i)
endif
if(abs(S(i,j)-dconjg(S(j,i))).gt.1E-12)then
write(*,*) "S is not hermitian!!"
write(*,*) i,j,S(i,j),S(j,i)
endif
EndDo
ENDDO

! write H and S at the gamma point
if(k.eq.nppp)then
DO i=1,uco
write(*,’(16f11.6)’) (real(H(i,j)),j=1,uco)
ENDDO
write(*,*)
DO i=1,uco
write(*,’(16f11.6)’) (real(S(i,j)),j=1,uco)
ENDDO
endif
! Solve general eigenvalue problem using the ZHEGV routine from LaPACK
CALL ZHEGV(1,"N","U",uco,H,uco,S,uco,eigs,work,lwork,rwork,info)
if(info.ne.0)then
write(*,*) "info for ZHEGV is NOT 0!!!"
stop
endif
if(lwork.eq.-1.and.k.eq.1)then
write(*,*) "Change lwork to be larger than this: ",int(work(1))
stop
endif
! write eigenvalues at gamma point
if(k.eq.nppp)then
write(*,*)
write(*,’(16f11.6)’) (eigs(i),i=1,uco)
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endif
! write the eigenvalues to the EIGENVALUE file
write(20,’(17f21.15)’) bohr*dist(k),(eigs(j)-shift,j=1,uco)
ENDDO
CLOSE(20)

! write all Rij to a file, to be used in later codes
open(30,file="separation-vectors.dat",status="replace")
DO i=1,uco
Do j=1,nzhpo(i)
li=lptr(i)
euco=ucoindx(schindx(li+j))

&

write(30,’(2I3,3f20.15)’) i,euco,Rij(1,li+j),Rij(2,li+j),
Rij(3,li+j)

EndDo
ENDDO
close(30)
END PROGRAM

This code reads the HSX file and uses the information to extract the Slater-Koster
parameters ssσ, spσ, psσ, ppσ, and ppπ. It uses the formulae in Table 5.1 and solves them
for each connection available, and then averages the results to obtain one parameter at each
distance.

program getskparameters
use HSXmodules
IMPLICIT NONE
INTEGER i,i2,j,j2,k,p,q,li,li2,euco,euco2,temp
INTEGER mod1,mod2,mod1p,mod2p
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DOUBLE PRECISION d,skp1,skp2,pps1,pps2,ppp1,ppp2
DOUBLE PRECISION,ALLOCATABLE :: dists(:),lmn(:,:)
! variables for readhsx subroutine
INTEGER uco,sco,tnze
INTEGER,ALLOCATABLE :: ucoindx(:),schindx(:),nzhpo(:),
&
lptr(:)
DOUBLE PRECISION,ALLOCATABLE :: Hsparse(:),Ssparse(:),Rij(:,:)
! PARAMETERS
CHARACTER(LEN=50) :: fmt1=’(2I3,3f20.15,A6)’,
&
fmt2=’(2I3,3f20.15,A6,2I3)’
INTEGER,PARAMETER :: nndists = 7

! Read the HSX file and get the info from it to do loops over all the
! hoppings, and use the sparse matrix elements to find the SK parameters
CALL
&

!
!
!
!

readhsx("HSX_out",uco,sco,tnze,ucoindx,nzhpo,lptr,
schindx,Hsparse,Ssparse,Rij)

Create the array of direction cosines. There are just x,y,z
directions, but length of 4 on dimension 1 because of the "s"
orbitals. lmn(1,:) = 1, lmn(2,:) = ydir_cos, lmn(3,:) = zdir_cos, and
lmn(4,:) = xdir_cos
ALLOCATE(lmn(4,tnze))
DO i=1,tnze
d=sqrt(Rij(1,i)**2+Rij(2,i)**2+Rij(3,i)**2)
lmn(1,i)=d/d; lmn(2,i)=Rij(2,i)/d
lmn(3,i)=-Rij(3,i)/d; lmn(4,i)=Rij(1,i)/d
ENDDO

! get the number of unique distances from the "distances.txt" file, to
! know the size of the dists array, then read the file, storing to dists
CALL execute_command_line("wc -l distances.dat > size.txt")
open(10,file="size.txt",status="old")
read(10,*) temp
close(10)
CALL execute_command_line("rm size.txt")
ALLOCATE(dists(temp))
open(10,file="distances.dat",status="old")
do i=1,size(dists)
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read(10,*) dists(i)
enddo
close(10)

!
!
!
!

For each distance within the cutoff (found from using the "code-v7.F",
changing maxnnd until the bands are pretty well matched to SIESTA’s),
get the Slater-Koster parameters, writing all the info into the
"SK-parameters.txt" file
OPEN(10,FILE="SK-parameters.txt",STATUS="replace")
write(10,*) "i, j, distance, H and S SK paramters, parameter type"
DO p=0,nndists
DO i=1,uco
Do j=1,nzhpo(i)
li=lptr(i)
euco=ucoindx(schindx(li+j))
d=bohr*sqrt(Rij(1,li+j)**2+Rij(2,li+j)**2+Rij(3,li+j)**2)
IF(abs(d-dists(p+1)).lt.1E-10)THEN

! Onsite parameters
If(d.eq.0.d0)Then
write(10,fmt1) i,euco,d,ryd*Hsparse(li+j),Ssparse(li+j),"on"
Else
mod1=mod(i,4)
if(mod1.eq.0) mod1 = mod1 + 4
mod2=mod(euco,4)
if(mod2.eq.0) mod2 = mod2 + 4
! i = s
if(mod1.eq.1)then
! SS hoppings
if(mod2.eq.1)then
write(10,fmt1) i,euco,d,ryd*Hsparse(li+j)/lmn(mod2,li+j),
&
Ssparse(li+j)/lmn(mod2,li+j),"ss"
! SP hoppings
elseif(mod2.ne.1.AND.lmn(mod2,li+j).ne.0.d0)then
78

&

write(10,fmt1) i,euco,d,ryd*Hsparse(li+j)/lmn(mod2,li+j),
Ssparse(li+j)/lmn(mod2,li+j),"sp"
endif

! i = py,pz,or px
elseif(mod1.ne.1)then
! PS hoppings
if(mod2.eq.1.AND.lmn(mod1,li+j).ne.0.d0)then
write(10,fmt1) i,euco,d,ryd*Hsparse(li+j)/lmn(mod1,li+j),
&
Ssparse(li+j)/lmn(mod1,li+j),"ps"
! PP hoppings
elseif(mod2.ne.1)then
! get a pxpx, pypy, or pzpz
if(mod1.eq.mod2)then
! 3 cases: Either lmn is 0, 1, or something different
if(lmn(mod1,li+j).eq.0.d0)then

&
! Find

&
&
&
&
&
&

write(10,fmt1) i,euco,d,ryd*Hsparse(li+j),Ssparse(li+j),
"ppp"
another connection (xx -> yy, yy-> zz, zz-> xx)
do i2=1,uco
do j2=1,nzhpo(i2)
li2=lptr(i2)
euco2=ucoindx(schindx(li2+j2))
mod1p=mod1+1
mod2p=mod2+1
if(mod1p.eq.5) mod1p = mod1p - 3
if(mod2p.eq.5) mod2p = mod2p - 3
if(Rij(1,li2+j2).eq.Rij(1,li+j).AND.
Rij(2,li2+j2).eq.Rij(2,li+j).AND.
Rij(3,li2+j2).eq.Rij(3,li+j))then
if(mod(i2,4).eq.mod1p.AND.mod(euco2,4).eq.mod2p.AND.
lmn(mod1p,li2+j2).ne.0.d0.AND.
((i.lt.9.and.i2.lt.9).or.(i.gt.9.and.i2.gt.9)))then
skp1=Hsparse(li2+j2)/(lmn(mod1p,li2+j2)**2) (1-lmn(mod1p,li2+j2)**2)*Hsparse(li+j)/(lmn(mod1p,li+j)**2)
skp2=Ssparse(li2+j2)/(lmn(mod1p,li2+j2)**2) (1-lmn(mod1p,li2+j2)**2)*Ssparse(li+j)/(lmn(mod1p,li+j)**2)
write(10,fmt2) i,euco,d,ryd*skp1,skp2,"pps",i2,euco2
endif
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endif
enddo
enddo
elseif(lmn(mod1,li+j).eq.1.d0)then
write(10,fmt1) i,euco,d,ryd*Hsparse(li+j),Ssparse(li+j),
&
"pps"
! Find another connection (xx -> yy, yy-> zz, zz-> xx)
do i2=1,uco
do j2=1,nzhpo(i2)
li2=lptr(i2)
euco2=ucoindx(schindx(li2+j2))
mod1p=mod1+1
mod2p=mod2+1
if(mod1p.eq.5) mod1p = mod1p - 3
if(mod2p.eq.5) mod2p = mod2p - 3
if(Rij(1,li2+j2).eq.Rij(1,li+j).AND.
&
Rij(2,li2+j2).eq.Rij(2,li+j).AND.
&
Rij(3,li2+j2).eq.Rij(3,li+j))then
if(mod(i2,4).eq.mod1p.AND.mod(euco2,4).eq.mod2p.AND.
&
((i.lt.9.and.i2.lt.9).or.(i.gt.9.and.i2.gt.9)))then
write(10,fmt2) i,euco,d,ryd*Hsparse(li2+j2),
&
Ssparse(li2+j2),"ppp",i2,euco2
endif
endif
enddo
enddo

&

elseif(lmn(mod1,li+j).lt.1.d0.AND.
lmn(mod1,li+j).gt.0.d0)then

! Find another connection (xx -> zz, yy-> xx, zz-> yy)
do i2=1,uco
do j2=1,nzhpo(i2)
li2=lptr(i2)
euco2=ucoindx(schindx(li2+j2))
mod1p = mod1 + 2
mod2p = mod2 + 2
if(mod1p.eq.5.or.mod1p.eq.6) mod1p = mod1p - 3
if(mod2p.eq.5.or.mod2p.eq.6) mod2p = mod2p - 3
if((Rij(1,li2+j2).eq.Rij(1,li+j)).AND.
&
(Rij(2,li2+j2).eq.Rij(2,li+j)).AND.
&
(Rij(3,li2+j2).eq.Rij(3,li+j)))then
if(mod(i2,4).eq.mod1p.AND.mod(euco2,4).eq.mod2p)then
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&
&
&
&
&
&
&
&

ppp1=( (lmn(mod1,li+j)**2) * Hsparse(li2+j2) (lmn(mod2p,li2+j2)**2)*Hsparse(li+j) ) /
( (lmn(mod1,li+j)**2) - (lmn(mod2p,li2+j2)**2) )
pps1=( (1-lmn(mod1,li+j)**2)*Hsparse(li2+j2) (1-lmn(mod2p,li2+j2)**2)*Hsparse(li+j) ) /
( (lmn(mod2p,li2+j2)**2) - (lmn(mod1,li+j)**2) )
ppp2=( (lmn(mod1,li+j)**2) * Ssparse(li2+j2) (lmn(mod2p,li2+j2)**2)*Ssparse(li+j) ) /
( (lmn(mod1,li+j)**2) - (lmn(mod2p,li2+j2)**2) )
pps2=( (1-lmn(mod1,li+j)**2)*Ssparse(li2+j2) (1-lmn(mod2p,li2+j2)**2)*Ssparse(li+j) ) /
( (lmn(mod2p,li2+j2)**2) - (lmn(mod1,li+j)**2) )
write(10,fmt2) i,euco,d,ryd*pps1,pps2,"pps",i2,euco2
write(10,fmt2) i,euco,d,ryd*ppp1,ppp2,"ppp",i2,euco2
endif
endif
enddo
enddo

endif

! pxpy, pypz, pzpx, etc.
elseif(mod1.ne.mod2)then
! gotta have different cases when l = 0,1 or m = 0,1, etc.

! l and m are not zero (includes l,m = 1 cases)
if(lmn(mod1,li+j).ne.0.d0.AND.lmn(mod2,li+j).ne.0.d0)then
! find connection with the same mod value as i (mod1p = mod1) between
! the same two atoms
do i2=1,uco
do j2=1,nzhpo(i2)
li2 = lptr(i2)
euco2=ucoindx(schindx(li2+j2))

&
&

&

if((Rij(1,li2+j2).eq.Rij(1,li+j)).AND.
(Rij(2,li2+j2).eq.Rij(2,li+j)).AND.
(Rij(3,li2+j2).eq.Rij(3,li+j)))then
if(mod(i2,4).eq.mod1.AND.mod(euco2,4).eq.mod1)then
pps1=Hsparse(li2+j2)+(1-lmn(mod1,li+j)**2)*
Hsparse(li+j)/(lmn(mod1,li+j)*lmn(mod2,li+j))
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ppp1=Hsparse(li2+j2)-lmn(mod1,li+j)*Hsparse(li+j)
/lmn(mod2,li+j)
pps2=Ssparse(li2+j2)+(1-lmn(mod1,li+j)**2)*
Ssparse(li+j)/(lmn(mod1,li+j)*lmn(mod2,li+j))
ppp2=Ssparse(li2+j2)-lmn(mod1,li+j)*Ssparse(li+j)
/lmn(mod2,li+j)

&
&
&

write(10,fmt2) i,euco,d,ryd*pps1,pps2,"pps",i2,euco2
write(10,fmt2) i,euco,d,ryd*ppp1,ppp2,"ppp",i2,euco2
endif
endif
enddo
enddo
endif
endif
endif
endif
EndIf
ENDIF
EndDo
ENDDO
write(10,*)
ENDDO
CLOSE(10)
end program

This code uses the parameters from the previous code to construct and diagonalize the
Hamiltonian and overlap matrices, writing the eigenvalues to an output file.
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program buildHS
use HSXmodules
implicit none
!
!
!
!
!
!

This code assumes you have a 4 atom unit cell, with 2 atoms of species
A and 2 atoms of species B. The orbital basis is SZ/minimal in SIESTA,
which only includes s,py,pz,px (in exactly that order), and so there
are 16 orbitals in the unit cell. Orbitals 1-4 and 5-8 are species A,
9-12 and 13-16 are species B. So the unit cell would have the atoms
in the order AABB.

!
!
!
!
!

You also need to know how many nearest neighbors you need for the
tight-binding model, and what those distances are, which is in the
"distances.dat" file generated by the code that reads the HSX file.
The parameter "nnnd" (number nearest neighbor distances) is needed to
impose a cutoff on the distances between orbitals that are connected.

! The tight-binding parameters must be stored in the file
! "parameters.dat", which is formatted as such:
! species (AA,AB,BB), distance, H_ss, S_ss, H_sp, S_sp, H_ps,
! S_ps, H_pps, S_pps, H_ppp ,S_ppp
! You also need to know all of the connections required--that is, all of
! the pairs of orbitals connected to each other in the model, and their
! separation vectors, IN BOHR (since SIESTA gives them that way). This
! should all be stored in the file "separation-vectors.dat" that comes
! from the HSX code.
!(My goal for the future though is maybe to write a code that will,
! given the poscar, generate a supercell of a size the user wants,
! and then generate all of the needed separation vectors itself, that
! way the only thing that would be needed are the parameters and
! the cutoff distance).
!
!
!
!
!

To get the k-points, you need a "KPOINTS" file that is just like the
one from VASP in line-mode, with the k-points in FRACTIONAL
coordinates. The code currently can’t figure out what the number of
points per path is, so they need to be provided with "nppp" and
"npaths".

integer,parameter :: nnnd = 7,npaths = 3,nppp = 300

character(len=2) :: type1
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integer i,j,k,p,q,lines
integer modi,modj
integer,allocatable :: orbindx(:,:)
double precision d,kdotr
double precision,dimension(2,16,16) :: onsite
double precision,dimension(nnnd,2) :: SS_aa, SS_ab, SS_bb,
&
SP_aa, SP_ab, SP_bb,
&
PS_aa, PS_ab, PS_bb,
&
PPS_aa, PPS_ab, PPS_bb,
&
PPP_aa, PPP_ab, PPP_bb
double precision,dimension(nnnd+1) :: dists
double precision,dimension(10) :: params
double precision,allocatable :: lmn(:,:),Rij(:,:)
complex*16,allocatable :: H(:,:), S(:,:)
double precision,dimension(3,3) :: a,b
double precision,dimension(3,npaths*nppp) :: kvec
double precision,dimension(npaths*nppp) :: dist
integer,parameter :: lwork = 350
integer info
double precision,allocatable :: eigs(:),work(:),rwork(:)

ALLOCATE(eigs(16));ALLOCATE(work(lwork))
ALLOCATE(rwork(3*16-2))

!!! Get the k-points along the path !!!
CALL readposcar("poscar.dat",a)
CALL reciplatvecs(a,b)
CALL makekpoints(b,npaths,nppp,dist,kvec)

! Read the distances from the file and store into an array
open(11,file="distances.dat",status="old")
do i=1,size(dists)
read(11,*) dists(i)
enddo
close(11)
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! Now we have all of the parameters. We now need all of the connections
! (the orbitals involved, the separation vectors, and the direction
! cosines).
! Read the separation-vectors.dat file, storing the vectors, orbital
! indices, and the direction cosines into the appropriate arrays.
call execute_command_line("wc -l separation-vectors.dat > temp")
open(11,file="temp",status="old")
read(11,*) lines
close(11)
call execute_command_line("rm temp")
allocate(orbindx(2,lines));allocate(lmn(4,lines))
allocate(Rij(3,lines))
open(11,file="separation-vectors.dat",status="old")
DO p=1,lines
read(11,*) orbindx(1,p),orbindx(2,p),(Rij(q,p),q=1,3)
d=sqrt(Rij(1,p)**2+Rij(2,p)**2+Rij(3,p)**2)
lmn(1,p) = d/d; lmn(2,p) = Rij(2,p)/d; lmn(3,p) = -Rij(3,p)/d
lmn(4,p) = Rij(1,p)/d
ENDDO
close(11)
allocate(H(maxval(orbindx),maxval(orbindx)))
allocate(S(maxval(orbindx),maxval(orbindx)))

! find out how long the parameters.dat file is before reading it and
! storing all of the parameters into a bunch of arrays.
call execute_command_line("wc -l parameters.dat > temp")
open(11,file="temp",status="old")
read(11,*) lines
close(11)
call execute_command_line("rm temp")
SS_aa = 0; SS_ab = 0; SS_bb = 0
SP_aa = 0; SP_ab = 0; SP_bb = 0
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PS_aa = 0; PS_ab = 0; PS_bb = 0
PPS_aa = 0; PPS_ab = 0; PPS_bb = 0
PPP_aa = 0; PPP_ab = 0; PPP_bb = 0
open(11,file="parameters.dat",status="old")
DO p=1,64
read(11,*) i,j,onsite(1,i,j),onsite(2,i,j)
ENDDO

DO i=1,lines -1 -64
read(11,*) type1,d,(params(j),j=1,10)
do p=1,size(dists)
if(abs(d-dists(p)).lt.1E-10)then
if(type1.eq."AA")then
SS_aa(p-1,1)=params(1);SS_aa(p-1,2)=params(2)
SP_aa(p-1,1)=params(3);SP_aa(p-1,2)=params(4)
PS_aa(p-1,1)=params(5);PS_aa(p-1,2)=params(6)
PPS_aa(p-1,1)=params(7);PPS_aa(p-1,2)=params(8)
PPP_aa(p-1,1)=params(9);PPP_aa(p-1,2)=params(10)
elseif(type1.eq."AB")then
SS_ab(p-1,1)=params(1);SS_ab(p-1,2)=params(2)
SP_ab(p-1,1)=params(3);SP_ab(p-1,2)=params(4)
PS_ab(p-1,1)=params(5);PS_ab(p-1,2)=params(6)
PPS_ab(p-1,1)=params(7);PPS_ab(p-1,2)=params(8)
PPP_ab(p-1,1)=params(9);PPP_ab(p-1,2)=params(10)
elseif(type1.eq."BB")then
SS_bb(p-1,1)=params(1);SS_bb(p-1,2)=params(2)
SP_bb(p-1,1)=params(3);SP_bb(p-1,2)=params(4)
PS_bb(p-1,1)=params(5);PS_bb(p-1,2)=params(6)
PPS_bb(p-1,1)=params(7);PPS_bb(p-1,2)=params(8)
PPP_bb(p-1,1)=params(9);PPP_bb(p-1,2)=params(10)
endif
endif
enddo
ENDDO
close(11)
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!
!
!
!

Now we have all of the separation vectors, direction cosines, and the
pairs of orbitals, and the tight-binding/Slater-Koster parameters. The
only thing to do now is combine them all into the 16x16 hamiltonian
and overlap matrices, and then get the eigenvalues at each k-point.

OPEN(20,file="TB-EIGENVALUES",status="replace")

DO k=1,npaths*nppp

H = 0.d0; S = 0.d0
! loop over nearest-neighbor distances
DO q=0,nnnd
! Onsite potentials
IF(q.eq.0)THEN
do p=1,size(Rij(1,:))
i=orbindx(1,p); j=orbindx(2,p)
d=sqrt(Rij(1,p)**2+Rij(2,p)**2+Rij(3,p)**2)
if(d.eq.0.d0)then
if(i.eq.j)then
H(i,j)=H(i,j)+onsite(1,i,j)
S(i,j)=S(i,j)+onsite(2,i,j)
endif
endif
enddo
! Hopping terms
ELSEIF(q.ne.0)THEN

&

do p=1,size(Rij(1,:))
i=orbindx(1,p); j=orbindx(2,p)
d=sqrt(Rij(1,p)**2+Rij(2,p)**2+Rij(3,p)**2)
kdotr=bohr*(kvec(1,k)*Rij(1,p) + kvec(2,k)*Rij(2,p) +
kvec(3,k)*Rij(3,p))
modi=mod(i,4)
modj=mod(j,4)
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if(modi.eq.0) modi = modi + 4
if(modj.eq.0) modj = modj + 4

if(abs(bohr*d-dists(q+1)).lt.1E-10.AND.j.ge.i)then
!!! SS
if(modi.eq.1)then
if(modj.eq.1)then
! AA
if(i.le.8.AND.j.le.8)then
H(i,j)=H(i,j)+SS_aa(q,1)*exp(dcmplx(eye*kdotr))
S(i,j)=S(i,j)+SS_aa(q,2)*exp(dcmplx(eye*kdotr))
! AB
elseif((i.le.8.AND.j.gt.8).OR.(i.gt.8.AND.j.le.8))then
H(i,j)=H(i,j)+SS_ab(q,1)*exp(dcmplx(eye*kdotr))
S(i,j)=S(i,j)+SS_ab(q,2)*exp(dcmplx(eye*kdotr))
! BB
elseif(i.gt.8.AND.j.gt.8)then
H(i,j)=H(i,j)+SS_bb(q,1)*exp(dcmplx(eye*kdotr))
S(i,j)=S(i,j)+SS_bb(q,2)*exp(dcmplx(eye*kdotr))
endif
!!! SP
elseif(modj.ne.1)then
! AA
if(i.le.8.AND.j.le.8)then
H(i,j)=H(i,j)+lmn(modj,p)*SP_aa(q,1)*exp(dcmplx(eye*kdotr))
S(i,j)=S(i,j)+lmn(modj,p)*SP_aa(q,2)*exp(dcmplx(eye*kdotr))
! BB
elseif(i.gt.8.AND.j.gt.8)then
H(i,j)=H(i,j)+lmn(modj,p)*SP_bb(q,1)*exp(dcmplx(eye*kdotr))
S(i,j)=S(i,j)+lmn(modj,p)*SP_bb(q,2)*exp(dcmplx(eye*kdotr))
! AB
elseif((i.le.8.AND.j.gt.8).OR.(i.gt.8.AND.j.le.8))then
H(i,j)=H(i,j)+lmn(modj,p)*SP_ab(q,1)*exp(dcmplx(eye*kdotr))
S(i,j)=S(i,j)+lmn(modj,p)*SP_ab(q,2)*exp(dcmplx(eye*kdotr))
endif
endif

!!! PS
elseif(modi.ne.1)then
if(modj.eq.1)then
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! AA
if(i.le.8.AND.j.le.8)then
H(i,j)=H(i,j)+lmn(modi,p)*PS_aa(q,1)*exp(dcmplx(eye*kdotr))
S(i,j)=S(i,j)+lmn(modi,p)*PS_aa(q,2)*exp(dcmplx(eye*kdotr))
! BB
elseif(i.gt.8.AND.j.gt.8)then
H(i,j)=H(i,j)+lmn(modi,p)*PS_bb(q,1)*exp(dcmplx(eye*kdotr))
S(i,j)=S(i,j)+lmn(modi,p)*PS_bb(q,2)*exp(dcmplx(eye*kdotr))
! AB
elseif((i.le.8.AND.j.gt.8).OR.(i.gt.8.AND.j.le.8))then
H(i,j)=H(i,j)+lmn(modi,p)*PS_ab(q,1)*exp(dcmplx(eye*kdotr))
S(i,j)=S(i,j)+lmn(modi,p)*PS_ab(q,2)*exp(dcmplx(eye*kdotr))
endif

!!! PP
elseif(modj.ne.1)then
! AA
!

!

!
!

!

if(i.le.8.AND.j.le.8)then
modi = modj
if(modi.eq.modj)then
H(i,j)=H(i,j)+((lmn(modi,p)**2)*PPS_aa(q,1)+
&(1-lmn(modi,p)**2)*PPP_aa(q,1))*exp(dcmplx(eye*kdotr))
S(i,j)=S(i,j)+((lmn(modi,p)**2)*PPS_aa(q,2)+
&(1-lmn(modi,p)**2)*PPP_aa(q,2))*exp(dcmplx(eye*kdotr))
modi != modj
elseif(modi.ne.modj)then
H(i,j)=H(i,j)+lmn(modi,p)*lmn(modj,p)*
&(PPS_aa(q,1)-PPP_aa(q,1))*exp(dcmplx(eye*kdotr))
S(i,j)=S(i,j)+lmn(modi,p)*lmn(modj,p)*
&(PPS_aa(q,2)-PPP_aa(q,2))*exp(dcmplx(eye*kdotr))
endif
BB
elseif(i.gt.8.AND.j.gt.8)then
modi = modj
if(modi.eq.modj)then
H(i,j)=H(i,j)+((lmn(modi,p)**2)*PPS_bb(q,1)+
&(1-lmn(modi,p)**2)*PPP_bb(q,1))*exp(dcmplx(eye*kdotr))
S(i,j)=S(i,j)+((lmn(modi,p)**2)*PPS_bb(q,2)+
&(1-lmn(modi,p)**2)*PPP_bb(q,2))*exp(dcmplx(eye*kdotr))
modi != modj
elseif(modi.ne.modj)then
H(i,j)=H(i,j)+lmn(modi,p)*lmn(modj,p)*
&(PPS_bb(q,1)-PPP_bb(q,1))*exp(dcmplx(eye*kdotr))
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S(i,j)=S(i,j)+lmn(modi,p)*lmn(modj,p)*
&(PPS_bb(q,2)-PPP_bb(q,2))*exp(dcmplx(eye*kdotr))
endif
! AB
elseif((i.le.8.AND.j.gt.8).OR.(i.gt.8.AND.j.le.8))then
! modi = modj
if(modi.eq.modj)then
H(i,j)=H(i,j)+((lmn(modi,p)**2)*PPS_ab(q,1)+
&(1-lmn(modi,p)**2)*PPP_ab(q,1))*exp(dcmplx(eye*kdotr))
S(i,j)=S(i,j)+((lmn(modi,p)**2)*PPS_ab(q,2)+
&(1-lmn(modi,p)**2)*PPP_ab(q,2))*exp(dcmplx(eye*kdotr))
! modi != modj
elseif(modi.ne.modj)then
H(i,j)=H(i,j)+lmn(modi,p)*lmn(modj,p)*
&(PPS_ab(q,1)-PPP_ab(q,1))*exp(dcmplx(eye*kdotr))
S(i,j)=S(i,j)+lmn(modi,p)*lmn(modj,p)*
&(PPS_ab(q,2)-PPP_ab(q,2))*exp(dcmplx(eye*kdotr))
endif
endif
endif
endif

endif

enddo !loop over the tnze separation vectors
ENDIF
ENDDO ! loop over the nearest-neighbor distances
! At this point the entire H and S matrices at a k-point have been
! constructed, for j>i. Now use (H*)^t = H to get j <i.
do i=1,16
do j=1,16
if(j.gt.i)then
H(j,i)=dconjg(H(i,j))
S(j,i)=dconjg(S(i,j))
endif
enddo
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enddo
! write H,S and k=nppp (for me that is Gamma)
if(k.eq.nppp)then
do i=1,16
write(*,’(16f11.6)’) (real(H(i,j)),j=1,16)
enddo
write(*,*)
do i=1,16
write(*,’(16f11.6)’) (real(S(i,j)),j=1,16)
enddo
endif

CALL ZHEGV(1,"N","U",16,H,16,S,16,eigs,work,lwork,rwork,info)
if(info.ne.0)then
write(*,*) "info for ZHEGV is NOT 0!!!"
stop
endif
if(lwork.eq.-1.and.k.eq.1)then
write(*,*) "Change lwork to be larger than this: ",int(work(1))
stop
endif
! write eigenvalues at gamma point
if(k.eq.nppp)then
write(*,*)
write(*,’(16f11.6)’) (eigs(i),i=1,16)
endif
! write the eigenvalues to the EIGENVALUE file
write(20,’(17f21.15)’) bohr*dist(k),(eigs(j),j=1,16)
ENDDO
close(20)

end program
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Appendix B: The HSX File

This appendix outlines the general structure of SIESTA’s HSX file. The numbers here are
from the HSX file used for SnSe, but severely condensed, as the HSX file writes floating point
values with double precision (14 decimal places), and the file in its entirety is over 900 pages
long.

16
F

400
1
3052
%No_uc, No_sc, spin components, N_nzh
% T or F, if the code was run with spin-orbit coupling or not

% The equivalent unit cell orbital for each orbital in the supercell
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
.
.
.
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
% Number of hoppings per equivalent unit cell orbital.
% This must add up to N_nzh (3052)
193 193 193 193
193 193 193 193
172 194 194 194
172 194 194 194
% The orbitals in the supercell to which each equivalent unit cell
% orbital hops to.
% The number of entries in each block is given by the numbers above
% (193, 172, etc.)
325
326
327
328
341
342
343
344
69
70
71
72
5
6
7
8
21
22
23
24
37
38
39
40
149
150
151
152
85
86
87
88
101
102
103
104
117
118
119
120
165
166
167
168
181
182
183
184
254
255
256
397
398
399
400
333
334
335
336
349
350
351
352
77
78
79
80
13
14
15
16
29
30
31
32
46
47
48
157
158
159
160
93
94
95
96
109
110
111
112
174
175
176
329
330
331
332
345
346
347
348
73
74
75
76
9
10
11
12
25
26
27
28
41
42
43
44
153
154
155
156
89
90
91
92
105
106
107
108
121
92

122
188
322
52
18
148
162

123
241
323
65
19
81
163

124
242
324
66
20
82
164

169
243
337
67
33
83

170
244
338
68
34
84

171
385
339
1
35
97

172
386
340
2
36
98

185
387
49
3
145
99

186
388
50
4
146
100

187
321
51
17
147
161

.
.
.
SPARSE HAMILTONIAN MATRIX
% each entry represents one integral from Table 5.1 for a pair of orbitals.
% Must be summed together with Bloch’s theoremto form the total
% k-space matrix element
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 -0.013
-0.006 0.031 -0.037 0.031 0.013 -0.016 0.013 -0.038 0.043 -0.010
0.044 -0.001 -0.013 -0.006 0.030 -0.039 -0.031 0.012 -0.017 -0.013
0.036 0.043 -0.015 -0.046 -0.002 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 -0.013 -0.006 -0.031 -0.037 0.031 -0.013 -0.016 0.013 0.038
-0.043 -0.010 0.044 -0.001 -0.013 -0.006 -0.030 -0.039 -0.031 -0.012
-0.017 -0.013 -0.036 -0.043 -0.015 -0.046 -0.002 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.001
-0.001 0.000 0.000 0.000 0.000 0.000 0.002 0.000 0.000 0.001
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 -0.153 -0.129 0.000 -0.228
0.018 0.000 -0.164 0.013 0.000 0.000 -0.158 0.023 -0.001 0.000
0.000 0.000 -0.001 -0.001 0.000 0.000 0.000 0.000 0.000 0.000
-0.002 -0.002 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 -0.001 -0.001 0.000 0.000
0.000 0.000 0.000 -0.002 0.000 0.000 0.001 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
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0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 -0.048 -0.036 0.066
-0.003 0.074 0.040 -0.002 0.046 -0.077 0.003 0.045 0.003 -0.010
-0.094 -0.076 0.118 -0.006 -0.110 0.080 -0.004 -0.075 0.109 0.005
0.063 -0.005 0.008 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 -0.048
-0.036 -0.066 -0.003 0.074 -0.040 -0.002 0.046 0.077 -0.003 0.045
0.003 -0.010 -0.094 -0.076 -0.118 -0.006 -0.110 -0.080 -0.004 -0.075
-0.109 -0.005 0.063 -0.005 0.008 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
-0.009 -0.004 0.043 0.000 0.001 0.017 0.000 0.000 -0.003 -0.001
0.029 0.000 0.048 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 -0.006
-0.002 0.000 0.000 0.033 0.000 0.000 0.012 0.000 0.000 0.023
0.000 -0.038 -0.739 -0.707 0.000 0.053 0.017 0.000 0.046 0.015
0.000 0.000 -0.010 0.006 0.002 -0.006 -0.002 0.000 0.000 -0.034
0.000 0.000 -0.012 0.000 0.000 0.024 0.000 -0.040 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 -0.009 -0.004 -0.043 0.000 0.001 -0.017
0.000 0.000 0.003 0.001 0.029 0.000 0.048 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000
.
.
.
OVERLAP SPARSE MATRIX
% The same structure as the Hamiltonian sparse matrix,
% but for the overlap matrix
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.004
0.001 -0.019 0.025 -0.019 -0.005 0.006 -0.005 0.026 -0.033 0.010
-0.034 0.001 0.004 0.001 -0.019 0.025 0.019 -0.005 0.006 0.005
-0.026 -0.033 0.010 0.034 0.001 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
94

0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.004 0.001 0.019 0.025 -0.019 0.005 0.006 -0.005 -0.026
0.033 0.010 -0.034 0.001 0.004 0.001 0.019 0.025 0.019 0.005
0.006 0.005 0.026 0.033 0.010 0.034 0.001 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.081 0.053 0.000 0.192
-0.016 0.000 0.103 -0.008 0.000 0.000 0.199 -0.028 0.001 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.021 0.010 -0.050
0.003 -0.057 -0.019 0.001 -0.021 0.085 -0.004 -0.049 -0.005 0.011
0.047 0.028 -0.098 0.005 0.091 -0.046 0.002 0.043 -0.134 -0.008
-0.077 0.007 -0.010 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.021
0.010 0.050 0.003 -0.057 0.019 0.001 -0.021 -0.085 0.004 -0.049
-0.005 0.011 0.047 0.028 0.098 0.005 0.091 0.046 0.002 0.043
0.134 0.008 -0.077 0.007 -0.010 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.003 0.001 -0.027 0.000 0.000 -0.006 0.000 0.000 0.000 0.000
-0.021 0.000 -0.036 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.002
0.000 0.000 0.000 -0.020 0.000 0.000 -0.003 0.000 0.000 -0.015
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0.000 0.027 1.000 0.978 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.002 0.000 0.000 0.000 0.020
0.000 0.000 0.003 0.000 0.000 -0.015 0.000 0.027 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.003 0.001 0.027 0.000 0.000 0.006
0.000 0.000 0.000 0.000 -0.021 0.000 -0.036 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000
.
.
.
%Total number of electrons in the unit cell, and an unused, old parameter
20.0000000000000
6.333564229715906E-006
%The x, y, and z components of the separation vector R_ij in bohr
-4.224 -12.280 -5.340
-4.224 -12.280 -5.340
-4.224 -12.280 -5.340
-4.224 -12.280 -5.340
-4.224 -12.280 -5.340
-4.224 -12.280 -5.340
-4.224 -12.280 -5.340
-4.224 -12.280 -5.340
-4.224 -12.280 -5.340
-4.224 -12.280 -5.340
-4.224 -12.280 -5.340
-4.224 -12.280 -5.340
-4.224 -12.280 -5.340
4.224 -12.280 -5.340
4.224 -12.280 -5.340
4.224 -12.280 -5.340
4.224 -12.280 -5.340
4.224 -12.280 -5.340
4.224 -12.280 -5.340
4.224 -12.280 -5.340
4.224 -12.280 -5.340
4.224 -12.280 -5.340
4.224 -12.280 -5.340
4.224 -12.280 -5.340
.
.
.
number of species:
2
Sn
4.0 4 %number of electrons and orbitals due to each species
96

Se
6.0 4
% The quantum numbers for each orbital for each species
5 0 1
5 1 1
5 1 1
5 1 1
4 0 1
4 1 1
4 1 1
4 1 1
number of atoms in uc:
4
%Numbering of the atomic species and the orbitals within the unit
1
1
2
2
1 1
1 2
1 3
1 4
2 1
2 2
2 3
2 4
3 1
3 2
3 3
3 4
4 1
4 2
4 3
4 4
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