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Chapter 1
Introduction
This introductory chapter is devoted to set the problems we are going to deal with, and
to introduce the main concepts involved that will be systematically used throughout the
text. The general framework is about the dynamics in chaotic zones of low dimensional
conservative systems. For concreteness we will restrict ourselves to the analytical context.
In what follows, S1 = R/Z, unless otherwise stated. More specifically, we will consider
1. 2D symplectic maps. More precisely, we will deal with real analytic diffeomorphisms
F : Ω→ Ω under which the usual area form dx∧dy is preserved: F ∗(dx∧dy) = dx∧dy.
Here Ω will be the 2-torus T2 = S1 × S1, but lifts of F to the cylinder S1 × R or the
whole plane R2 may also be considered. These maps preserve both orientation and
area, that is, detDF (x, y) = 1, for all (x, y) ∈ Ω, where DF denotes the differential
matrix of F . We will refer to these maps simply as area-preserving maps, or APM.
This kind of maps typically arise as Poincare´ maps in a fixed energy level of 2 degrees
of freedom (dof) Hamiltonian systems, and also as symplectic discretisations of 1 dof
Hamiltonian systems.
2. 3D volume preserving maps. We will consider real analytic diffeomorphisms G : Θ→ Θ
such that detDG(x, y, z) = 1 for all (x, y, z) ∈ Θ. Here again the usual domain of
definition will be a torus, Θ = T3 = S1 × S1 × S1, but we may lift G either to the
cylinder T2 × R or to the full space R3 depending on our needs. For shortness we will
refer to these maps as VPM.
This kind of maps arises, for instance, as suitable discretisations of divergence free
vector fields.
1.1 Notation and definitions
There are three concepts that are central in this thesis: the distinction between regular
and chaotic orbits, the stickiness effect and anomalous diffusion. These two last (related)
phenomena take place in zones in the phase space that can be considered as chaotic. All
these concepts are introduced in this section.
In order to perform a proper study of stickiness and diffusion in the phase space, we need
to set an adequate context. Roughly speaking, we need to have some regular component
embedded in a compact seemingly fully chaotic phase space. This will be clarified in Sect. 2.6.
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In the 2D case, it will come for free by considering the Chirikov standard map -or simply
standard map- in T2 (1.13) in a special range of the parameter it depends on. This map and
some of its main dynamical features will be introduced in Sect.1.2. Concerning the VPM
case, as far as we are aware of, there are no analogous models, so a proper one should be
constructed in Sect. 5.2. By this we mean the following:
1. The variables of the standard map can be understood as an action and an angle. In
the VPM setting we will deal with 1-action and 2-angle maps.
2. The standard map depends on a single parameter k such that, for k = 0, the phase
space is foliated by horizontal invariant curves of the form {y = const}, and the
dynamics on each of them is conjugated to a rigid rotation. In the VPM case we will
require the dependence on a parameter ε such that for ε = 0 the phase space is foliated
by horizontal invariant tori of the form {z = const}, where also the dynamics on each
torus is conjugated to a rigid rotation.
The situation described for k = 0 and ε = 0 in the APM and VPM cases, respectively, is
what we will refer to as integrable, see Def. 1.
In what follows, we will deal with both 2D and 3D cases simultaneously to stress the
similarities that these two settings have and those that we will try to mimic.
1.1.1 Integrable systems and perturbations
Typically, conservative systems are neither integrable nor fully chaotic, but exhibit a mixed
phase space. In the systems we are going to deal with one of the variables can be interpreted
as an action and the others as angles.
In the 2D symplectic case, the notion of integrability is inherited from the Arnol’d-
Liouville sense in Hamiltonian systems1: all orbits lie on tori and the dynamics of the map
restricted to each torus is conjugated to a rigid rotation. The notion of integrability we
are going to use in the VPM case is analogous to this one. For 1-action 2-angle maps, we
will consider integrable maps to be those that almost all orbits lie on 2D tori, and that the
dynamics of the VPM on each torus is conjugated to a rigid rotation. This concept can be
put together as follows.
Definition 1. A conservative map with 1-action and d-angles is said to be integrable if it
is topologically conjugated to the normal form
H
(d)
0 : T
d × [0, 1]→ Td × [0, 1], H(d)0 :
(
θ
r
)
7→
(
θ + g(d)(r)
r
)
, (1.1)
where g(d)(r) : [0, 1]→ Td.
Here d = 1, 2 correspond to the APM and VPM cases, respectively.
We are going to consider maps that are area or volume preserving one-parameter pertur-
bations of integrable systems as (1.1) of the following form:
H(d)ε : T
d × [0, 1]→ Td × [0, 1],
H(d)ε :
(
θ
r
)
7→
(
θ¯
r¯
)
=
(
θ + g(d)(r)
r
)
+ ε
(
f
(d)
1 (θ, r)
f2(θ, r)
)
, (1.2)
1 An n-dof Hamiltonian system is said to be integrable in the Arnol’d-Liouville sense if there exist n
invariants functionally independent almost everywhere and in involution.
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where
1. The functions f
(d)
1 : T
d × [0, 1] → Td and f2 : Td × [0, 1] → [0, 1] are analytic and
1-periodic in θ ∈ Td,
2. The vector (f
(d)
1 , f2) is normalized in such a way that has some norm equal to 1, and
3. The function f2 has zero average,
∫
Td
f2(θ, r) dθ = 0. This is the so-called zero-flux
condition. It implies that each torus intersects its image under H
(d)
ε .
Definition 2. A vector of irrational frequencies ρ = (ρ1, . . . ρn) ∈ Rn is said to be a (C, τ)-
Diophantine number, C > 0, τ ≥ n, if it satisfies the following infinitely many inequalities:
for all k = (k1, . . . , kn) ∈ Zn \ {(0, n). . ., 0)}, k0 ∈ Z,
|(k, ρ)− k0| ≥ C|k|τ ,
where |k| = |k1|+ · · ·+ |kn| and (·, ·) denotes the usual scalar product in Rn. We will denote
by D(C, τ) the set of (C, τ)-Diophantine numbers.
Let us restrict ourselves to ρ ∈ (0, 1). One can represent ρ in continued fraction expansion
form:
ρ =
1
a1 +
1
a2+
1
a3+
1
···
=: [a1, a2, . . .],
where aj , j ≥ 1 are positive integer numbers, called quotients. In case ρ ∈ (0, 1) ∩Q, ρ can
be represented in this way with finitely many quotients, in two equivalent ways:
ρ = [a1, a2, . . . , an] = [a1, a2, . . . , an − 1, 1].
And if ρ ∈ (0, 1) ∩ (R \ Q), one needs infinitely many quotients. If ρ = [a1, a2, . . . , an, . . .],
one can consider the successive truncations of the continued fraction expansion. We obtain
a sequence of irrational numbers called approximants:
pn
qn
= [a1, a2, . . . , an].
It is important to remark the following, see [72].
Remark 1. 1. The sequence pn/qn tends to ρ as n→∞,
2. |ρ− pn/qn| < |ρ− pn−1/qn−1| for all n > 0.
3. (ρ− pn/qn)(ρ− pn−1/qn−1) < 0, that is, successive approximants lie on different sides
of ρ.
The phase space of H
(d)
0 is rather simple. Each level set Ma = {(θ, r) : r = a} is
invariant under H
(d)
0 , and the restriction of the dynamics of H
(d)
0 on Ma, H(d)0|Ma , is a rigid
rotation θ 7→ θ+ g(d)(a). In this case,Ma are homotopically equivalent to {(ξ, 0) : ξ ∈ Td}.
We are going to refer to these kind of tori as rotational, or simply RIC (rotational invariant
curves) in the 2D case and RIT (rotational invariant tori) in the 3D case.
Each of these RIC or RIT are characterized by their rotation numbers. For maps of the
circle it is defined as follows
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Definition 3. Let f˜ : S1 → S1 be a homeomorphism of the circle. The rotation number of
f˜ is defined as the limit
ρ(f˜) = lim
n→∞
1
n
(fn(x)− x) , (1.3)
where f is a lift of f˜ to R.
This limit exists for all x ∈ S1 and does not depend on the x or lift of f˜ chosen. It
measures the average rate of rotation of orbits along the circle.
This concept is transferable to APM and to VPM, but the corresponding limit (1.3) of
either case can exist or not. Namely, if F˜ : Td × [0, 1] → Td × [0, 1] is a conservative map,
d = 1, 2, F : Rd × [0, 1]→ Rd × [0, 1] a lift of F˜ , and π1 is the projection onto the torus Td,
the rotation number or vector of an orbit starting at (θ0, r0) is the limit (if it exists)
ρ = lim
n→∞
πθF
n(θ0, r0)− θ0
n
, (1.4)
where πθ denotes the projection onto R
d. If this limit exists, it does neither depend on the
choice of the initial point on the orbit nor on the choice of the lift of F˜ . For APM, ρ ∈ T1 in
(1.4) can either be rational or irrational, and for VPM ρ ∈ T2 is a 2-component vector whose
entries can be both rational or irrational, or a rational and an irrational number. These
distinctions give rise to different kinds of orbits. Note that, for the integrable maps (1.1),
the rotation number is given by g(d)(r), but in this case all orbits lie on RIC or RIT.
Generically, in the twist APM case, RIC have irrational rotation number and can be
represented as graphs of a continuous function [94]. But the converse is not necessarily true,
since there are invariant sets of twist APM with irrational rotation number that are topo-
logically a Cantor set, see Sect. 1.1.2.
Effect of a small perturbation. One expects some of this structure to be preserved once
ε > 0, but some extra hypotheses apart from the smallness of ε have to be considered.
Namely
- In the APM case, Moser’s twist theorem [108, 124] asserts that if |dg(1)(r)
dr
| ≥ K > 0
(twist condition) and g(1)(a) = ρ ∈ [0, 1) is (C, τ)-Diophantine, then H(1)ε has an
invariant curve with rotation number ρ, provided ε is sufficiently small. Of course, the
better twist condition (larger K) and better Diophantine condition (larger C, smaller
τ), the larger ε can be in the perturbation. The best (C, τ)-Diophantine condition is
that for the golden mean number, ω = (
√
5−1)/2, for which C is asymptotically 1/√5
and τ = 1.
- In the VPM case, we have an analogous result [24, 147]: for small enough ε, one
can establish the existence of invariant 2D-tori provided the vector of frequencies
g(2)(a) = ρ ∈ [0, 1)2 is (C, τ)-Diophantine, the rotation vector is non-degenerate, that
is rank Drg
(2) = 1 and the twist condition det(Drg
(2), D2rg
(2)) 6= 0 holds.
These results are KAM-like, where KAM stands for Kolmogorov-Arnol’d-Moser theory.
Classical examples of this theory are the results for circle maps [4], twist APM [124], Hamil-
tonian systems [2], symplectic maps [6] and VPM [24, 147]. All of them essentially consist
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in performing a sequence of changes of variables in such a way that, if we start with a
perturbation of size ε, after k steps we have an approximation of the invariant torus under
study with an error O(εγk), γ ∈ (1, 2), that is, we want to converge to the solution close to
quadratically, as it happens for the Newton method, but in a functional space in the present
case. To do so, the main requirements usually are
1. The Diophantine frequency. This is required to get rid of the dominant part of the
perturbation in each change of variables, to avoid small divisor problems.
2. A non-degeneracy condition. This allows to slightly change the actions to recover the
initial frequency using the implicit function theorem.
3. The smallness of the perturbation. This allows to use the implicit function theorem and
to always stay in the complex strip of actions we started with. At each inductive step,
the width of this strip decreases in a controlled way so that in the limit it does not
shrink to zero.
In both cases the theorem asserts that the measure of the set of invariant tori that exist
for ε > 0 small, tends to be total as ε → 0. That is, the majority of orbits lie on invariant
tori. But there is an important difference between these two results. In the 2D symplectic
case one has one action and its corresponding angle. After each change of variables we
can slightly change the actions to recover the initial frequency we are working with due to
the twist (non-degeneracy) condition. Hence in this context it makes sense to talk about
persistence of invariant curves. This also holds for general symplectic maps in any (even)
dimension [6]. In the volume preserving case [24, 147, 76] since the map has more angles
than actions, it is difficult to control the rotation frequencies of any prescribed torus: if the
non-perturbed system H
(2)
0 has an invariant torus with rotation vector ρ ∈ (0, 1)2, it can
not be predicted if H
(2)
ε has an invariant torus with rotation vector ρ, even if it satisfies a
Diophantine condition, see Def. 2. In the VPM case we only have a free parameter and hence
we can not recover all frequencies but only those on a line among the frequencies we are
dealing with. Hence, it only asserts that for any arbitrarily small perturbation size ε, in a
neighborhood of where there used to be an invariant 2D torus with a given frequency ρ, there
appear other invariant 2D tori with Diophantine frequencies, but it can not be determined
if the torus with frequency ρ reappears.
So, once ε > 0 the measure occupied by rotational invariant tori is no longer total and the
topology of the phase space drastically changes. Namely, the measure of the complement of
the phase space not occupied by KAM tori is O(√ε), see [116]; and if one considers families
of Lagrangian tori appearing in a neighbourhood of a simple resonance, one can improve it
to O(ε), [96], that agrees with the conjecture in [7], that KAM tori leave a set of measure
O(ε). The most fragile invariant tori upon perturbation are those called resonant.
Definition 4. [6] The resonant module associated to ρ ∈ Rd is the sub-lattice of Zd
L(ρ) = {k ∈ Zd : (k, ρ) ∈ Z}. (1.5)
Resonant RIC or RIT are those whose rotation vector ρ = g(d)(a) have rankL > 0.
In the case of twist area preserving maps, resonant RIC are those with rational rotation
number p/q ∈ Q, (p, q) = 1. According to the Poincare´-Birkhoff theorem [16], they are
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generically destroyed under perturbation giving rise to a pair of elliptic and hyperbolic
orbits with this same rotation number, resembling a chain of q penduli encircling the torus
along the angle variable. These hyperbolic orbits have invariant manifolds that generically
intersect transversally. This implies the loss of integrability [151, 33]. If the qth power of the
map is close to the identity in a suitable annular region containing the separatrices and has a
limit Hamiltonian with a homoclinic connection, the splitting angle between these invariant
manifolds is bounded from above, as ε→ 0+, by an exponentially small quantity of the form
A exp(−B/ log(λ)), where A > 0 is a constant, B > 0 is a constant related to the distance
to the real axis of the singularities of the homoclinic solution in complex time of the limit
interpolating Hamiltonian, and λ is the dominant eigenvalue of D(H
(1)
ε )q of the hyperbolic
orbit, see [47]. It turns out that the area of the lobes created by the invariant manifolds is
of the same order of magnitude of the splitting angle [26, 115, 135], see Fig. 1.2.
Inside the chaotic zone that includes the lobe area, a suitable power N of H
(1)
ε has an
invariant hyperbolic Cantor set, a Smale horseshoe [138]. The restriction of the dynamics
of (H
(1)
ε )N to this Cantor set is topologically conjugate to a Bernoulli shift. In particular, it
has positive topological entropy [6]. Hence, one expects orbits with unpredictable dynamics
(meaning sensitive dependence with respect to initial conditions), although having zero mea-
sure. Actually, when performing numerical simulations, in the scale of the map, this whole
lobe area is usually detected as chaotic, in a sense that we will explain in Subsect. 1.1.3. But
if we take a closer look via suitable return models near the just splitted separatrices, one
can prove that there are elliptic periodic points inside these lobes [132], and moreover that
they appear in positive measure sets of parameters [136]. So, in general, one can not assert
that this zone is fully chaotic.
In fact the positive metric entropy conjecture remains still open. It asserts that in
symplectic maps, KAM tori coexist with ergodic components of positive measure [114]. In
practice, we are going to consider fine grids on regions of the phase space and distinguish
between regular and chaotic orbits as we will explain in Subsect. 1.1.3. This may lead to
the visualization of connected positive measure regions that are seemingly fully chaotic, but
there may be still islands of stability smaller than the pixel size. Namely, the orientation
preserving He´non map is obtained as a universal return map model for quadratic tangencies
in area preserving maps, see for instance [59, 60, 61]. This phenomenon gives rise to periodic
points of high period that exhibit a positive measure domain of stability but this region is
extremely small. A related result is the one of Duarte [38], where it is proven that, for the
standard map (1.13), there is a residual set of parameters (for large enough k) for which any
point in the phase space is close to such a stability island, and that the distance between them
tends to 0 as the parameter increases. Despite these facts, in our numerical experiments,
the effect of tiny islands of stability is averaged out. And this is checked by performing the
same experiments with different precision and checking that they strongly agree. Hence, we
are going to deal with those regions that we detect as positive measure chaotic zones as if
they were positive measure and chaotic.
In the 3D volume preserving case, we will refer to the case dimL(ρ) = 1 as simply
resonant or rank-one resonant and dimL(ρ) = 2 as doubly resonant or rank-two resonant.
In the simply resonant case, in a proper basis of L(ρ) the frequencies can be written as
having a rational and an irrational component, ρ = (p/q, ρ0), p, q ∈ Z, q 6= 0, ρ0 ∈ [0, 1). If
ρ0 satisfies a D(C, τ) condition, there is a volume-preserving change of variables in a region
around the resonant torus that decouples the fast angle dynamics ρ0 and the remaining angle
and its related action. This is done up to any order in an unfolding parameter that measures
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the distance to the exact resonance. A truncation of this map is a decoupled skew product
of an APM that describes the dynamics around the resonance in a long time scale but, of
course, it has a remainder. There are two main cases, where this APM is either a twist or
non-twist version of the Chirikov Standard map (1.13).
In the double resonant case, again one has to choose a proper basis of L(ρ). It can be
done in such a way that, in this basis, ρ = (n1/k1, n2/k2) where k1 divides k2. One can
perform an averaging procedure to the k2th power of the map. After this, one obtains a
near identity map that depends on an unfolding parameter that also measures the distance
to the resonance that, in first approximation, is a periodically forced version of the standard
map, with two angles and an action. The dynamics of the action variable is the identity
plus a forcing that is periodic in the two angles. Hence in this case the phase space is still
3-dimensional. See [41].
1.1.2 The Aubry-Mather theorem, Cantori and Turnstiles
We have just introduced the problem of the persistence of invariant tori of integrable 2D
and 3D conservative maps, provided they satisfied some twist or non-degeneracy condition.
A natural question that arises in this context is if it is possible to establish the existence
of orbits with a prescribed rotation number. In the area-preserving setting the answer is
affirmative. It is fundamental result in the so-called Aubry-Mather theory [8, 93]. Namely,
the existence of such orbits can be asserted in some interval of rotation numbers.
Consider an APM of the annulus F : S1× [0, 1]→ S1× [0, 1] satisfying a twist condition,
∂π1F
∂y
(x, y) ≥ K > 0, for all x ∈ S1 × [0, 1].
Assume that F preserves the boundaries {y = i}, i = 0, 1. Denote by Fi = F{y=i} the
restriction Fi(x) = F (x, i), i = 0, 1, and assume that ρ0 and ρ1 are the rotation numbers of
F0 and F1 respectively. Since K > 0, ρ0 < ρ1. Recall that
Definition 5. A set M is is said to be monotone if for any (x, y), (x′, y′) ∈M,
π1(x, y) < π1(x
′, y′)⇒ π1F (x, y) < π1F (x′, y′),
where the projection is considered on the lift R of S1.
Theorem 1. [8, 93] For each ρ such that ρ0 < ρ < ρ1, there exists a monotone invariant
set under F , Mρ, whose rotation number is ρ.
Note that theorem 1 was originally stated for homeomorphisms of the annulus satisfying
the monotone twist condition:
π1F (x, y) > π1F (x, z), if y > z.
We can consider ρ to be either rational or irrational. The rational case is actually the well
known Poincare´-Birkhoff theorem [16]: for each rational ρ = p/q such that ρ0 < ρ < ρ1,
there are at least two period-q orbits such that for each point in the orbit, it turns p times
around the annulus before coming back to it. This periodic orbits are usually called Birkhoff
periodic orbits.
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In case ρ ∈ R \Q, it can either be a RIC or a Cantor set. These last are usually referred
to as Cantori (or simply Cantorus in singular). We refer to the original papers [8, 93] and
to the review [98] for further explanations.
The remarkable fact about this theory is that it is not perturbative, but it has a huge
impact in the perturbative setting. For the map H
(1)
ε as in (1.2), let ρ ∈ R \ Q such that
ρ0 < ρ < ρ1. If ρ is D(C, τ)-Diophantine, then Moser’s twist theorem asserts that there exists
ε0 > 0 such that for all 0 < ε < ε0 there exists an invariant curve with rotation ρ. But it may
still exist for larger values of ε that can not be predicted by perturbative arguments. One
expects that this invariant curve exists until some critical value of the parameter, εcrit > ε0
and it does no longer exist as a curve for ε > εcrit. There are examples where these broken
invariant curves reappear, see [22, 91, 49]. After the breakdown of the invariant curve,
Theorem 1 ensures the existence of a monotone invariant Cantor set of rotation number ρ,
that is usually understood as a ’remnant’ of the RIC that existed for ε < εcrit.
There are several proofs of this theorem. The original ones rely on a variational principle.
But there are more geometrical proofs, see [70, 98]. These consist in constructing monotone
sets with irrational rotation number ρ as limit of monotone sets with rational rotation number
pj/qj such that pj/qj → ρ as j → ∞. This stresses out the strong connection between
periodic orbits and Cantori. Other remarkable results that also rely in this connection are,
for instance:
1. Greene’s conjecture [63, 43, 82], that relates the loss of stability of elliptic periodic orbits
with rotation number pj/qj → ρ with the transition from RIC to Cantorus. This was
partially justified in [82, 43].
2. The obstruction criterion of Olvera and Simo´ [112, 78], that gives geometrical conditions
for the nonexistence of RIC based on the relative position of the invariant manifolds
of hyperbolic periodic orbits, and
3. The Greene-MacKay renormalisation theory [83, 80], that also deals with the existence
and nonexistence of RIC based on the relative position of some special families of
periodic orbits. These concepts will be introduced with more detail in Chap. 4.
As an example, we illustrate in Fig. 1.1 the transition from RIC to Cantorus of the mono-
tone orbit with the golden mean ω = (
√
5−1)/2 as rotation number for the Chirikov Standard
map (1.13), by following the two Birkhoff periodic orbits (hyperbolic and elliptic/reflection-
hyperbolic) with rotation number 2584/4181, which is an approximant of ω. This map
will be introduced in Sect. 1.2. In this figure, we see the monotone set Mω for the val-
ues of the parameter 2πk = 0.971(0.001)1.1. The breakdown occurs approximately at
kG = 0.971635 . . . /(2π). In this picture one can observe how the points in the periodic
orbit tend to approach each other once k > kG, giving rise to gaps, and that the size of the
largest gap increases as k increases.
Turnstiles and Mather’s ∆W
In [95], Mather gave a rigorous criterion for the nonexistence of RIC of a prescribed rotation
number, based on a variational principle. The criterion states that a certain RIC exists if
and only if some quantity, that he named ∆W , vanishes. This quantity can be explicitly
related to transport, since it is the area that is transported across a monotone orbit per
iterate, [86].
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Figure 1.1: Sequence of magnifications in the marked boxes of the two Birkhoff periodic orbits
with rotation number 2584/4181 of the standard map (1.13) for 2πk = 0.971(0.001)1.1. For
k0 = 0.971/(2π) they approximate a RIC while for all the other values of k shown they
approximate a Cantorus with ω = (
√
5− 1)/2 as rotation number. The first and last values
of k shown, k0 and k1 = 1.1/(2π), are labelled in the bottom right plot.
Let F : S1×[0, 1]→ S1×[0, 1] be a twist APM of the annulus, and let F˜ a lift to R×[0, 1].
We can consider the following generating function G(x, x′) of F˜ , defined as,
F (x, y) = (x′, y′)⇔ y = ∂G(x, x
′)
∂x
= ∂1G(x, x
′), y′ = −∂G(x, x
′)
∂x′
= −∂2G(x, x′),
that takes values in the set
B = {(x, x′) ∈ R2 : F (x, 0) ≤ x′ ≤ F (x, 1)}.
Of course, the generating function G determines F uniquely and F determines G up to an
additive constant. It is easy to check that {(xi, yi)}i, i ∈ Z is an orbit of F˜ (note that
we also consider the pre-images), if and only if the bi-infinite sequence of angles {xi}i (also
called configurations) satisfies
∂2G(xi−1, xi) + ∂1G(xi, xi+1) = 0.
Such configurations are called equilibrium sequences. Consider a finite configuration with
q > 0 elements, x = {x0, x1, . . . , xq−1}. For p ∈ Z, define the periodic action on x as
Wp,q(x) := G(xq−1, x0 + p) +
q−2∑
i=0
G(xi, xi+1). (1.6)
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There exists a finite maximizing equilibrium sequence xM of Wp,q, provided p/q ∈ (ρ0, ρ1),
that is, the rotation number lies between the rotation number interval defined by the rota-
tion numbers of the boundaries, see [8]. And since any integer translate x′ = {x0 + j, xi +
j, . . . , xq−1 + j}, j ∈ Z, of x also maximizes Wp,q, one can use a minimax principle to estab-
lish the existence of another equilibrium sequence xMM , that is a minimax orbit [95]. Note
that these equilibrium sequences again correspond to the Birkhoff p/q-periodic orbits. More-
over, maxima of ∆Wp,q correspond to hyperbolic orbits and minimax equilibrium sequences
correspond to periodic orbits that are either elliptic or reflection hyperbolic [85].
In [95], Mather defined the quantity
∆Wp,q =Wp,q(xM)−Wp,q(xMM). (1.7)
And he proved the following result:
Theorem 2. In the setting described above, let {pi/qi}i a sequence of rational numbers such
that pi/qi → ρ ∈ R \Q as i→∞. Then,
1. The sequence {∆Wpi,qi}i has a non-negative limit ∆Wρ as i→∞, and
2. The APM F has a RIC of rotation number ρ if and only if ∆Wρ = 0.
∆Wρ as area. For each p, q ∈ Z, q > 0, the p/q periodic orbits define a partial barrier for
vertical transport. And the rate of transport, also called the flux or area per iterate that
crosses these orbits can be explicitly related to ∆Wρ.
More concretely, consider any curve C that interpolates the maximal and minimax orbits
with rotation number p/q. This curve divides the cylinder. Fix a point in the maximal orbit,
say (x0, y0), and the one in its orbit that is closest to it to the right, (xi, yi) = F
i(x0, y0),
where i is a Be´zout coefficient in ip + jq = 1, j ∈ Z.
The image F q(C) of C also interpolates xM and xMM . Generically, F
q(C) does not
coincide with C but on xM and xMM . In the segment from (x0, y0) to (xi, yi), the curves
F q(C) and C enclose a region R. If F satisfies the zero-flux condition2, the area of the part
of R that is above C is the same as the area of the part of R that is below C. Moreover,
this is the area that crosses C per iterate; and the structure that define F q(C) and C acts
as if it was a revolving door or turnstile. And in [86] the authors proved that this area is,
precisely, ∆Wp,q, and that it does not depend on the choice of the curve C. Moreover, from
Theorem 2 we can take limits on sequences of periodic orbits converging to some irrational
number ρ to get the transport rate across Cantori.
We will illustrate this fact and provide further insight on the kind of orbits and the phase
space structure inside the region that defines the area ∆Wp,q at the end of Subsect. 1.2 for
the fixed points (with rotation number 0/1) of the Chirikov Standard map.
1.1.3 Regular and Chaotic orbits
Throughout the whole text, the lack of integrability or the amount of chaos in a system is
measured as the amount of points (taken in a fine grid) that belong to orbits which we can
consider that are chaotic, as we will define in this section. This will be done by considering
an approximation of the maximal Lyapunov exponent, Λ.
2Recall that in our case this is guaranteed since the function f2 in (1.2) has zero average.
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The Lyapunov exponents are the generalisations of characteristic exponents of periodic
orbits to general orbits, and measure the exponential rate of increase or decrease of the
distance between nearby orbits. In our context, let F : Rn → Rn be a volume preserving
map, that is, detDF (x) = 1 for all x ∈ Rn. To avoid technicalities, we are going to assume
that
sup {‖DF (x)‖ : x ∈ Rn} <∞,
where ‖ · ‖ is any norm.
Definition 6. Let x0 ∈ Rn, and F j(x0) = xj = F (xj−1). The Lyapunov exponent associated
to x0 and the vector ξ0 ∈ Rn, ‖ξ0‖ = 1 (here ‖ · ‖ is any norm in Rn) is the limit, if it exists,
Λ(x0; ξ0) = lim
j→∞
1
j
log
∥∥DF j(x0)ξ0∥∥ = lim
j→∞
1
j
j−1∑
i=0
log ‖DF (xi)ξi‖ , (1.8)
where ξj = DF (xj−1)ξj−1.
The limit (1.8) exists for almost every x0 ∈ Rn and ξ0 ∈ Rn. All points of the same orbit
have the same Lyapunov exponent. For a given x0, the limit Λ(x0; ξ0) takes only finitely many
values l1 < l2 < · · · < lm, m ≤ n, and each of them occurs respectively with multiplicity ki,
where k1+k2+ · · ·+km = n, see Chap. 1 in [13]. We will denote by Λ(x0) = lm the maximal
Lyapunov exponent. Moreover, volume preservation further implies that either lm > 0 or
lm = 0, and
∑m
i=1 kili = log(detDF ) = 0 .
The existence of positive Lyapunov exponents implies sensitive dependence with respect
to initial conditions, and linear stability around invariant objects of the system requires
Λ(x) = 0 for each x in this invariant object. It is important to remark that there are exam-
ples of maps with zero Lyapunov exponent that exhibit sensitive dependence with respect
to initial conditions [52], but this does not happen, generically, in our setting.
From a practical point of view, assuming km = 1, for each initial condition x0, regardless
of the initial vector ξ0 chosen, ξj tend to the maximal expanding direction with probability
1. So, the approximation of the limit (1.8) starting with a randomly chosen ξ0 will give the
maximal Lyapunov exponent Λ(x0) with probability 1. For a faster evaluation of Λ(x0), it
is convenient to proceed as follows [126]
• Set η1 = DF (x0)ξ0, s0 = log ‖η1‖, ξ1 = η1/‖η1‖, and
• For j > 1, ηj = DF (xj−1)ξj−1, sj = log ‖ηj‖+ sj−1, ξj = ηj/‖ηj‖,
and to compute an approximation of the limit
Λ(x0) = lim
j→∞
sj
j
. (1.9)
We will refer to the quantities sj as Lyapunov sums. When dealing with concrete examples,
we will consider grids in regions of the phase space under study. Each initial condition in
this grid x0, and its orbit, will be considered to be regular if we can assume that the limit
(1.9) is zero up to a reasonable threshold (that depends on the number of iterates of the
map performed to approximate Λ(x0)), and chaotic otherwise.
Note that in most cases it will be enough to study the growth of sj instead of approxi-
mating the limit to guess if we can consider it to be either positive or not.
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For faster evaluations of the maximal Lyapunov exponent one can also use the so-called
fast Lyapunov indicators (FLI), see the review [137], or the mean exponential growth factor
of nearby orbits (MEGNO), see [23].
1.1.4 Stickiness
The stickiness problem is, roughly, that of measuring the time that chaotic orbits can spend
near invariant objects of the system, where transport rates are expected to be slowed down.
For Hamiltonian systems with 3 or more dof that are perturbations of Liouville-Arnol’d
integrable systems, we have Nekhoroshev-like bounds: under steepness conditions, that refer
to being unblocked at some order in resonance according to [125], it takes exponentially long
times of the form O (c1 exp (c2/εc3)) , c1, c2, c3 > 0, in the distance-to-integrable parameter
ε to vary the actions by a quantity O(1). See [110, 56, 57]. Namely, in this situation, if
one changes the small parameter to be the distance to an invariant KAM torus, put δ, the
speed of the diffusion close to this torus has super-exponential upper bounds of the form
O (exp(− exp(1/δ))), see [107]. This kind of drift of the action variables is the so-called
Arnol’d diffusion and was first introduced in [3]. In this cited article, Arnol’d introduced
the diffusion mechanism of transition chains: for a given Hamiltonian system, let φt denote
its flow. The mechanism of transition chains consists in finding a sequence of invariant
tori T1, . . . , Tn such that for each i = 1, . . . , n, the unstable invariant manifold of Ti, W
u
i
intersects the stable manifold of Ti+1, W
s
i+1 transversally. In this case, one can assure that
if ξ ∈ W s1 and η ∈ W un , for any neighbourhood U of ξ and V of η, the flow φt connects both
neighbourhoods, that is, ∪t>0φtU ∩ V 6= ∅.
An illustrative example of exponentially long trapping times is [53], where the authors
introduced a methodology to study the region in the phase space around a totally elliptic fixed
point in a Hamiltonian system where invariant KAM tori are prominent. This methodology
was based in the usage of normal forms and rigorous bounds. Around a totally elliptic fixed
point, they were able to establish lower bounds for the diffusion time in this zone: they
found that initial conditions taken in a poly-disk of radius R0 were confined in a poly-disk
of radius σR0, σ > 1 for exponentially long times.
But the setting we are dealing with differs essentially from this one since in our case
stability can be established via KAM theory, since in either the 2D symplectic or 3D vol-
ume preserving (2-angle 1-action) cases invariant curves and 2D tori, respectively, are co-
dimension 1 manifolds: total barriers to transport since they separate space. Hence, the
stickiness problem has to be understood outside the region where these confining invariants
of the system exist. Hence, despite being a different problem it is related to the effective
stability of KAM tori in Hamiltonian systems in 3 or more dof.
The very first problem to deal with is what Chirikov called the structure of “the chaos bor-
der” [27], the boundary between regular and chaotic motion. Despite being an old problem
it is highly intricate and yet unsolved and makes the stickiness problem extremely difficult
to be approached in an analytic way. In the 2D setting there are intricate structures that co-
exist whose description is based on different renormalisation schemes. For instance, around
a stability island one has the Hierarchical Island-Around-Island structure, that consists in
partitioning the phase space using Cantori that are around either the main island or around
satellites (and satellites of satellites, and so on), and that is conjectured to scale somehow
[149]; and in turn, the destruction of each of these invariant curves and their evolution as
Cantori can be explained via the Greene-MacKay renormalisation theory, see Sect. 3.5.6.
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The 3D setting presents similar difficulties, but there is much less understanding on the
geometry of the most prominent objects around 2D invariant tori. Yet it is a promising and
interesting field of research that is being approached nowadays by several authors. See [40]
in the conservative context, and [18, 19, 20, 21] in the dissipative setting.
In both 2D and 3D cases, one is lead to deal with this problem in a numerical way. In
both cases, we will iterate maps defined on a torus Td+1 that can be lifted to Td×R, d = 1, 2.
So, when we are on tori, it makes sense to consider an adequate compact neighbourhood K
of a sticky object and Kc = Td+1\K, its complement to the torus. Then, diffusion properties
are measured by studying, once either in K or Kc, the probability to leave it after t iterates.
To fix notation, let x0 ∈ Td+1 be an initial condition and we iterate it under a conservative
map F : Td+1 → Td+1, F i(x0) = xi,
• If for some iterate i > 0, xi−1 ∈ Kc but xi ∈ K, then I(t) measures the trapping
statistics, that of being trapped in K for t consecutive iterates:
I(t) = Prob (xj ∈ K, j = i, i+ 1, . . . , i+ t, xi−1, xi+t+1 ∈ Kc) . (1.10)
• And conversely, if for some iterate i > 0, xi−1 ∈ K but xi ∈ Kc, we will denote by
Ic(t) the probability to remain outside K for t consecutive iterates
Ic(t) = Prob (xj ∈ Kc, j = i, i+ 1, . . . , i+ t, xi−1, xi+t+1 ∈ K) . (1.11)
In the 2D case there is a general agreement that I(t) ∼ t−b, where the symbol ∼ refers
to this behaviour as being asymptotic. Usually in the literature people deal with
I(t) =
∫ ∞
t
I(s) ds ∼ t−b+1
the cumulative distribution function (cdf from now on) of the trapping statistics. The very
first numerical studies available were those of Karney et al. [69], who studied the stickiness
effect of the main island of stability of the He´non map (in a version that will be introduced in
Chap. 2), where the authors found that I(t) ∼ t−1.45. Later, Chirikov and Shepelyanski [30]
performed a study of the stickiness effect of the last invariant curve of the Chirikov Standard
map, where they asserted I(t) ∼ t−1.34. The key fact is that both numerical simulations,
that were independently performed, gave rise to statistics whose pdf is, asymptotically, a
power law with 2 < b < 3. Note that this fact implies that I(t) has bounded average but
unbounded variance and, in turn, gives rise to anomalous diffusion, see Sect. 1.1.5.
Later on, Meiss and Ott [103] built a theory of stickiness around islands of stability
that relied on the fact that there exist a hierarchical island-around-island structure and
that the main obstruction to transport is the one caused by Cantori. Moreover, the leakage
across these objects is given by Mather’s ∆W [95], the flux or area in the phase space that
crosses the Cantorus per iterate [86]. In this context, they interpreted the chaotic accessible
zone close to islands as if it was partitioned by Cantori and the dynamics in it could be
explained as a Markov process. The transition probabilities between neighbour states were
the flux across these Cantori. For this model, if one considers hypotheses that arise from the
Greene-MacKay renormalisation theory [80, 83], they found I(t) ∼ t−1.96, which still satisfies
2 < b < 3 as before. It is worth noting that this model is the only one available that takes
into account both Cantori and the Hierarchical Island-Around-Island structure.
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In [32] it was conjectured that there exists a universal asymptotic exponent b, based on
results for a Markov tree model, where the transition probabilities present random scaling
factors. The authors give numerical evidence of this exponent in a 2-parametric family of
cubic area-preserving maps with an elliptic fixed point, and compare it with the statistics in a
simulated Markov model with random transition probabilities, where they get b ≈ 2.57±0.03.
Concerning the 3D case, there is little literature on stickiness, from which we want to
highlight the papers [109] where the authors detect an algebraic decay of I(t) (measured as
the time needed to escape from a zone that contains a 2-torus) in the Ku¨ppers-Lortz state
(as a volume preserving flow), and [141], where the authors place initial conditions near 2D
tori and find exponentially long trapping times.
1.1.5 Anomalous diffusion
In a context where orbits can eventually become unbounded, one can study transport prop-
erties via the growth of the variance of trajectories. In the two cases we are going to deal
with, we are going to consider lifts to the cylinders Td × R of maps initially defined on the
tori Td+1, d = 1, 2. So in either case we are going to have a 1-dimensional observable ξ ∈ R
(the action variable) that will diffuse.
To give an explicit account on transport properties, we are going to compute the variance
of a sample as
Varn =
〈
(∆nξ)2
〉− 〈∆nξ〉2
where ∆nξ = ξn − ξ0 is the difference of the observable after n iterations and its initial
value, and 〈·〉 means ensemble average, taken among a large number of initial conditions. In
practice, the quantity Varn will also depend on the parameters of the system under study
and on n.
Under symmetric random walk hypotheses, one expects a behaviour such as Varn ∼
nγ , γ = 1. That is, after n≫ 1 iterates, one expects a set of values of ξ initially distributed
in any way, to become eventually distributed as a Gaussian, having as mean 〈∆nξ〉, that
in the limit has to be 0; and variance Varn, that grows linearly in the number of iterates
performed. In other words, an initial ensemble of orbits distributed according to a pdf
f = f(ξ, n) will evolve according to the heat equation
∂f
∂n
=
1
2
D
∂2f
∂ξ2
, D = lim
n→∞
Varn
n
, (1.12)
where n≫ 1 is considered a continuous variable and D is the so-called diffusion coefficient.
We will refer to this situation as diffusive.
The term anomalous diffusion refers to the cases where Varn ∼ nγ , γ 6= 1. In the
literature, the case γ < 1 is referred to as sub-diffusive, and γ > 1 as super-diffusive.
This last case is what we will deal with in chapters 3 and 5. Note that, Varn ∼ nγ , γ > 1
implies the divergence of D in (1.12).
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1.2 The Chirikov standard map
The main 2D example we are going to deal with in this thesis is the Chirikov (or Taylor-
Chirikov) standard map [26, 27]. We are going to consider it in the following representation:
M˜k : T
2 → T2, M˜k :
(
x
y
)
7→
(
x¯
y¯
)
=
(
x+ y¯
y + k sin(2πx)
)
. (1.13)
We will denote by Mk and M¯k its lifts to the cylinder S
1×R and the plane R2, respectively.
Note that in the literature it is common to use the the scaled version k¯ = 2πk of the
parameter, and sin(x) instead of sin(2πx), that is, with the angle defined in S1 = R/2πZ.
The main reasons to use M˜k as key example are
1. Its dynamics for different ranges of the parameter k provides a proper context where
to study the two main problems we are going to deal with. First, for k ≥ 1 one can
study the effect of an island of stability in the statistical properties of the orbits in the
chaotic zone (chapters 2 and 3) and for k near kG ≈ 0.156 one can study the effect of
a ’single’ Cantorus in the transport rates across it.
2. It will serve as inspiration to construct a proper model for the study of the same
problems in the 3D context (see chapter 5).
The map M˜k is one of the so-called standard-like maps also defined on the 2-torus T
2,
(x, y) 7→ (x¯, y¯) = (x+ y¯, y + kV (x)), (1.14)
where V (x) is an even 1-periodic function with zero average. Instead of taking V (x) =
sin(2πx) one can consider other examples giving rise to different phenomena. See [9, 22, 91].
In this memoir we will only focus on the classical standard map with V (x) = sin(2πx). It is
worth noting that it is a paradigmatic example as it appears in many contexts. For instance
1. It is a first order approximation of the dynamics around a generic (p, q) resonant chain
of islands in area preserving maps, see [26, 135],
2. It describes the dynamics both relatively far from the separatrix and around simple res-
onances in some return map models. The dynamics in a fundamental domain around
the separatrices which emanate from a hyperbolic fixed point P of an area preserv-
ing map F can be described (in the simplest and symmetric case) by the Chirikov’s
Separatrix Map [26]
Sa,b :
(
x
h
)
7→
(
x¯
h¯
)
=
(
x+ a + b log |h¯|
h+ sin(2πx)
)
, b = −1/ log(|λ|)
where (x, h) ∈ S1 × [−h˜, h˜] are adapted coordinates. The variable x moves along a
fundamental interval of W s(P ) (between two consecutive homoclinic points on the
same orbit) and h measures the distance from W s(P ) in a suitable action variable.
This action is not preserved under iteration of F due to the splitting between W s(P )
and W u(P ). In the integrable case, this action can be understood as an energy that
is zero along the separatrices (which coincide), and in such a case the dynamics on h
would simply be h¯ = h.
26 CHAPTER 1. INTRODUCTION
In the given formulation, h has been scaled by the splitting size so that h˜ is O(1). The
parameter a is a necessary shift to have all iterates inside this fundamental domain,
and b = −1/ log(|λ|), where λ is the dominant eigenvalue of DF (P ) [17].
To derive Sa,b, it is assumed that the first harmonic in the splitting function dominates.
Furthermore, as we already said, it is assumed that the fixed point P is hyperbolic.
The term log |h¯| actually comes from the passage close to this point. For parabolic
points with invariant manifolds see [92].
If we are relatively far from the separatrix, take h = h0+ s in Sa,b, where |h0| ≫ 1 and
expand the log term. If we consider k = |h0|/b and y = a + b log |h0| + ks we recover
Mk +O(|h0|−2), see [142, 135].
We also recover the standard map by linearising around values h = hr where b log(hr) =
r ∈ Z, see [26, 27].
3. It is a conveniently scaled version the map obtained as a one step integration of the
simple pendulum using a symplectic method of integration. Indeed, if we consider the
equations
H =
1
2
η2 + cos ξ, ξ˙ = η, η˙ = sin ξ,
the map obtained by a single step of integration using the symplectic Euler method
with stepsize ε gives
Pε :
(
ξ
η
)
7→
(
ξ¯
η¯
)
=
(
ξ + εη¯
η + ε sin ξ
)
.
If we re-scale Pε via C(ξ, η) = (2πξ, 2πη/ε) = (x, y), we get
Mk = C ◦ Pε ◦ C−1,
where k = ε2/(2π).
The overall dynamics of M˜k as a function of k, k ≥ 0 (the case k ≤ 0 is exactly the same
by means of k → −k) is fairly well known. At k = 0, M˜0 is integrable. In fact it is of the
form (1.2), H
(1)
0 with g
(1)(r) = r, and in this case the phase space is foliated by horizontal
RIC. Once k > 0 some of this structure persists in virtue of Moser’s twist Theorem, and
the last RIC to be destroyed is the one with the golden mean ω = (
√
5 − 1)/2 as rotation
number, and it happens at the value of the parameter kG ≈ (2π)−10.9716354061062 . . .,
called Greene’s value of the parameter [63]3. For k > kG the RIC is a Cantor set, according
to Aubry-Mather theory [93, 8]. The actual value is rigorously bounded by 0.9716/(2π) <
kG < 63/(64 · 2π). The lower bound is a recently obtained value in [45], where the authors
proved using computer assisted techniques that the golden mean invariant curve exists. The
upper bound was provided in [88] where the authors did a computer assisted proof (CAP)
for the nonexistence of any RIC in the standard family (1.13).
Since here RIC separate space, they do not permit vertical drift, but they do once de-
stroyed. Taking this into account, we consider three main ranges of k > 0, according to the
geometry of the phase space:
3The first approximation of this value is due to Greene, kG ≈ 0.971635/(2π), but we will use the refined
value of MacKay given in [80, 83]
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• If 0 < k ≤ kG, orbits of any point under Mk are always bounded. It is remarkable that
the measure of detectable chaos as a function of k for M˜k (in the torus) is intimately
related to the measure of the splitting of the invariant manifolds of the fixed point at
the origin. The transversality of these invariant manifolds, including an asymptotic
expansion of the splitting function, was rigorously obtained in [54]. In Fig. 1.2 we can
see a comparison between the relative measure of the set of points with chaotic orbit
(detected by computation of the Lyapunov exponent) and a multiple of the splitting
angle of the manifolds of the hyperbolic fixed point, computed at the homoclinic point
lying on the line x = 1/2. The agreement is good, even for large values close to k = kG
of the parameter k, and it is specially accurate for small values of k.
-12
-8
-4
 0
 0.04  0.08  0.12  0.16
Figure 1.2: Fraction of points with chaotic orbit (line with points) and 50 times the splitting
angle of the hyperbolic fixed point for the standard map (continuous line). Horizontal
variable: the parameter k, see (1.13). In the vertical line the natural logarithms of the
values are displayed.
• For kG < k < 0.903, the nonexistence of RIC allows orbits to become unbounded under
iteration ofMk (now in the cylinder). But there is still some moderate regular area due
to islands of stability, being the one around the fixed elliptic point the main source.
In Fig. 1.3 we show the fraction of pixels in a fine grid (see the caption for detailed
information) that are not visited by chaotic orbits, as a function of the parameter k.
On the left we see that right after k = 0.7, less than a 2% of the pixels are not visited.
Near k = 0.9 it seems that the regular area drops down to zero. But on the right we
show a magnification of an region surrounding k = 0.9, that we recomputed in a finer
grid. The value of the parameter for which we got the minimum fraction of non-visited
pixels was for k = 5.675/(2π) ≈ 0.903. For these value, after a total of 1012 iterates,
only 3471 out of 228 pixels were non-visited, that is, we detect a measure of regular
area below 0.001% of the phase space. We remark that this detected area is not due
to the satellites of the main elliptic island, but to other tiny elliptic periodic points.
• The case k > 0.903, corresponds to a range of the parameter where one expects that
most of the phase space will be detected as fully chaotic. But still some moderate size
islands appear. This case will be treated with detail in the next chapter.
In Fig. 1.4 one can see an example of how does the phase space of (1.13) look like from
the point of view of regular-chaotic orbits. To generate them, we computed the Lyapunov
exponent Λ of each initial condition (in an equispaced 2048 × 2048 grid, keeping track on
the pixels visited), and we plot them in light grey if we could assert, after 106 iterates, that
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Figure 1.3: Fraction of pixels that correspond to orbits confined in islands as a function of
k in (1.13) in a N × N equispaced grid in the torus T2 that have not been visited by ic
initial conditions iterated T times. Left: N = 211, ic = 100 and T = 108. Right: N = 214,
ic = 1000 and T = 109. The stepsize in k is, in both plots, 10−3/(2π). The reason for the
sudden decreases is explained in Sect. 2.2.2. See also Fig. 5.2 for a related example.
Λ > 0. Roughly speaking, if one performs T iterates of an initial condition, one can consider
it to belong to a chaotic orbit if one gets an approximation of Λ > O(T−1). On top left, we
plot the case k = 0.5/(2π) ≈ 0.0796, where as commented above, the main source of chaotic
orbits is due to the splitting of the invariant manifolds of the origin. Of course there is more
chaotic area, but it is below pixel size. The picture on the top right is a magnification of the
top left, where chaotic zones due to high period resonances are visible. In the bottom left,
we plot the case k = 0.9716/(2π) ≈ 0.155, right before the breakdown of the golden invariant
Cantorus. Here we can see a complicated mixture of regular and chaotic orbits. The chaotic
zone occupies approximately half of the phase space. There is numerical evidence that the
relative size of the chaotic zone close to the breakdown of the last RIC is similar in larger
family of standard-like maps (1.14), see [91]. Finally, on the bottom right we display the
case k = 2/π, exactly at the period-doubling bifurcation of the main elliptic island. Here
most of the phase space can be considered chaotic, and one expects it to become seemingly
fully chaotic once k ≫ 1. In this case, there are still plenty of elliptic islands in the phase
space [38], but they are always below pixel size in the actual scale of the plot.
An example of turnstile area: ∆W0,1
Consider the mapMk, defined on the cylinder S
1×R. We are interested in the rate of escape
of orbits from T = S1× [0, 1] through the line {y = 0} (or {y = 1}, by symmetry). We called
this line C in the discussion in page 18. Note that the hyperbolic and elliptic/reflection-
hyperbolic fixed points of the standard mapMk are located at (0, 0) and (0.5, 0), respectively,
for all values of k. These points have rotation number 0/1, that is, they are still fixed even
if one considers lifts M¯k of Mk to the plane R
2.
The orbits starting at (x, y) ∈ T that escape this set in one single iterate are those that
satisfy
y + k sin(2πx) < 0.
That is, all points with y ≥ 0 that are below the curve −k sin(2πx). One can also think
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Figure 1.4: Distinction between regular and chaotic orbits in the phase space of (1.13) for
k = 0.5/(2π) (top, the right plot is a magnification of the left one), k = 0.9716/(2π) (bottom
left) and k = 2/π (bottom right). Light grey pixels correspond to regular orbits while white
pixels correspond to chaotic orbits.
in terms of escaping sets: all points escaping through {y = 0} are those bounded by the
pre-image of this line M−1k ({y = 0}) = {y = −k sin(2πx)} and the line {y = 0} itself. First,
we consider the case k ≤ 1. The area of this set, that we are going to denote by A is simply
A =
∫ 1
0.5
−k sin(2πx) = k
π
.
From the point of view of Mather’s ∆W0,1, we have to consider the generating function of
the standard map. One can easily check that it is, up to a constant, of the form
Gk(x, x
′) = −1
2
(x′ − x)2 + k
2π
cos(2πx).
The (0, 1) periodic action is W0,1(x) = Gk(x, x) where x = {x} is a finite sequence with one
element, and the equilibrium sequences corresponding to the fixed points are constant equal
to 0 and 0.5, that correspond to the fixed points at (0, 0) and (0.5, 0), respectively. Hence,
∆W0,1 =
k
2π
cos(0)− k
2π
cos(2π0.5) =
k
π
= A,
That is, the turnstile area ∆W0,1 grows linearly in k for k < 1. Since we are restricting
ourselves to the set T , for k > 1 (for k = 1, y = −k sin(2πx) is tangent to {y = 1} at
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x = 3/4), ∆W0,1 in T will increase slower than linearly with slope 1/π. In the case k > 1 the
part of the domain between {y = −k sin(2πx)} and {y = 0} which is on top of y = 1 must
be skipped. Let x∗ ∈ (0.5, 0.75) be such that −k sin(2πx∗) = 1. Then the value of A will be
twice the sum of the integral of −k sin(2πx) between 0.5 and x∗ plus 0.75− x∗. This gives
1
π
(
k −
√
k2 − 1
)
+
1
2
− arcsin(1/k)
π
.
This behaves as 1
2
− 1
2πk
+O(k−3) for k large and, hence we obtain
lim
k→∞
∆W0,1 =
1
2
.
Here we want to stress the fact that in the area ∆W0,1 we are including that occupied by
points confined in islands (that can be either regular or chaotic) and points that are non-
confined in stability islands. The islands of stability that can be included in the escaping set
whose area is ∆W0,1 are essentially the main central island around the fixed point (0.5, 0)
and its satellites. This leads to the following considerations:
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Figure 1.5: Turnstile area of the fixed points of the standard map (1.13). Top left: ∆W0,1
(purple) and ∆W nc0,1 as a function of k. Top right: ∆W
c
0,1 as a function of k. Bottom: phase
space of Mk for k = 0.9716/(2π) (left) and k = 2/π (right). The light gray pixels correspond
to regular orbits, while those in white are chaotic. The area of the union of the red an blue
regions is ∆W0,1, the red (resp. blue) pixels being regular (resp. chaotic).
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1. For each p, q ∈ Z, q 6= 0 such that we can assure that there exists a p/q-periodic orbit,
the turnstile area ∆Wp,q can be written as the sum
∆Wp,q = ∆W
c
p,q +∆W
nc
p,q,
where the superscript c stands for ‘confined in an island’ and nc for ‘non-confined in
an island’.
2. Since ∆W cp,q can only consist in points whose rotation number in S
1×R is p/q, we are
lead to define the following set.
Definition 7. The domain of stability of rotation number p/q of an APM F of the
cylinder S1 × R is the set of points
DS(p/q) =
{
(x, y) ∈ S1 × R : lim
n→∞
π1F
n(x, y)− x
n
=
p
q
}
,
where π1 denotes the projection onto the first component.
Note that DS(p/q) not only contains the periodic orbits and regular points around the
elliptic or reflection hyperbolic ones, but also chaotic confined points, satellite islands,
and stable invariant manifolds.
Back to the example about the computation of ∆W0,1, for the standard map, the quan-
tities ∆W c0,1 and ∆W
nc
0,1. In Fig. 1.5, top, we show ∆W0,1 as a function of k. On the left one
can see both ∆W0,1 and ∆W
nc
0,1. We indicated also the slope π
−1 to show the good agreement
with the predicted behaviour. On the right, we show ∆W c0,1. On the bottom of Fig. 1.5 we
show the phase space of Mk for k = 0.9716/(2π) (left) and k = 2/π (right). The union
of the red and blue regions are the turnstile. The red part are regular initial conditions,
while the blue region is formed of chaotic ones. It is important to remark that we will deal
with transport in the chaotic zone. Hence, the rates of transport across periodic orbits will
not be given by the relative area ∆Wp,q but by the relative area ∆W
nc
p,q, both understood in
adequate regions of the phase space, see Sect. 4.3.1.
1.3 Accelerator modes
Accelerator modes are a special kind of orbits that appear in maps F (x, z) of the cylinder
Td×Rl to itself, where x are angles and z are actions, that are periodic in the action variables.
In such a case, F analytically projects onto the torus Td+l, and we shall denote it as F˜ .
Definition 8. A q-periodic point (x0, z0) ∈ Td×Tl under such a map F˜ , F˜ q(x0, z0) = (x0, z0)
is an accelerator mode if under iteration of the lifted map to the cylinder the action variables
change by an integer quantity:
F q(x0, z0) = (x0, z0 + n), n ∈ Zl \ {0}.
In this section we present a simple way to generate area and volume preserving maps
having accelerator mode orbits. Furthermore if we consider maps in this form, the stability
of the accelerating orbits when we consider maps on the corresponding torus (when they
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become fixed or periodic points), can be effectively computed, so that we can choose proper
models in such a way that these associated orbits give rise to stable area or volume around
them.
The structure around the stable accelerator modes is going to be the responsible for
anomalous diffusion in the maps we are going to deal with.
1.3.1 Area-preserving maps as compositions of shears
The easiest way to generate area-preserving maps is by composing shears. The simplest
nontrivial (in the sense of the dynamics) case corresponds to composing one shear in the x
direction and another one in the z direction. Let S1 and S2 be shears represented as
S1 :
(
x
z
)
7→
(
x+ g1(z)
z
)
, S2 :
(
x
z
)
7→
(
x
z + g2(x)
)
. (1.15)
Since det(DSi(x, z)) = 1, the shears preserve both area and orientation. Two conjugate
maps can be generated by composing them, S1 ◦ S2 and S2 ◦S1. To fix ideas, let us consider
the choice F˜ = S1 ◦ S2, which has the form
F˜ :
(
x
z
)
7→
(
x′
z′
)
=
(
x+ g1(z
′)
z + g2(x)
)
. (1.16)
Maps of this form include Chirikov’s standard map (1.13), non-twist standard maps (for
instance taking g1(z) = z − z2), the Harper Map, Arnold’s cat map, linked twist maps, etc.
Note that these kind of maps are those with generating function
G(x, z′) = xz′ + gˆ1(z
′)− gˆ2(x), z = ∂G(x, z
′)
∂x
, x′ =
∂G(x, z′)
∂z′
, (1.17)
where gˆi is a primitive of gi, i = 1, 2.
Suppose that F˜ as in (1.16) is an analytic map on the torus, T2; in this case the shear
functions gi should be analytic maps of the circle S
1, or circle maps; without loss of generality,
we can assume that each one is 1-periodic. An orbit of F˜ is periodic if a lift F¯ : R2 → R2 of
f has orbits that return to some integer translate of its initial condition after a fixed number
of steps, i.e., if F¯ q(x, z) = (x+m, z + n), for some m,n ∈ Z and q ∈ N. Denoting points on
an orbit by (xt, zt) = F˜
t(x0, z0) periodicity implies that
m =
q∑
t=1
G1(zt), n =
q−1∑
t=0
G2(xt), (1.18)
where each Gi is a lift of the corresponding gi to R.
Such (m,n, q)-periodic orbits have different interpretations depending upon the degree
of the circle maps gi and upon the physical interpretation of the phase space variables. For
example, for standard-like maps, x represents a physical angle and z a momentum. In this
case g1 has degree-one—for Chirikov’s case g1(z) = z mod 1—representing a twist, while
g2 represents a force and has degree zero. In this case, the map can be partially lifted to
the cylinder S1 × R, and on this phase space it has zero net flux: the net area that crosses
any non-contractible loop upon iteration, is zero. As commented above, the zero net flux
condition is also necessary if one wants F˜ to have any invariant curves that encircle the
cylinder, and is a requirement of KAM theory for preservation of such circles.
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For this case, orbits with n = 0, correspond to periodic orbits on the cylinder, while
those with n 6= 0, have momenta that grow (or decrease) linearly in time, that is, they are
accelerator modes.
The simplest case corresponds to period one, q = 1, where (1.18) becomes
G1(z + n) = m, G2(x) = n, n,m ∈ Z. (1.19)
Consequently, the set of fixed points,
Am,n,1 =
{
(x, z) ∈ T2 : G1(z + n) = m and G2(x) = n
}
,
is the intersection of the level sets of the lifted shear functions.
The linear stability of a period-q orbit of an area-preserving map F˜ is determined by the
characteristic polynomial of DF˜ q(x0, z0):
p2(λ) = λ
2 − τλ + 1 , where τ = tr(Df q(x0, z0)).
Hence, the multipliers λ1 and λ2 depend only on τ : if |τ | < 2, λ1 = λ¯2 ∈ C and have modulus
one, if τ = ±2 then λ1 = λ2 = ±1 and if |τ | > 2 then λ1 = λ−12 with the sign of τ . For the
form (1.16),
DF˜ (x, z) =
(
1 + g˙1(z
′)g˙2(x) g˙1(z
′)
g˙2(x) 1
)
,
where we denote g˙(ξ) = dg/dξ. Thus
tr(Df) = 2 + g˙1(z +m)g˙2(x) = 2 + g˙1(z)g˙2(x), (1.20)
due to periodicity.
Suppose, e.g., that G2(x) = kp(x), where k ∈ R, p(x) is periodic, and ‖p‖∞ = 1. Then
the condition (1.19) is equivalent to,
p(x) =
n
k
, (1.21)
that only has solutions when k ≥ |n|.
The period-one accelerator modes obtained from (1.21) are born at k = |n|, that is, at
an extremum of p(x). Hence, at this bifurcation, g˙2(x) = 0, so that τ = 2. Consequently,
the parameter k, unfolds generically an elliptic-hyperbolic bifurcation as it crosses |n|.
Accelerator modes of Chirikov’s standard map
Probably the most well-studied example with accelerator modes is Chirikov’s standard map,
M˜k (1.13), that has the form (1.16) where
g1(z) = z mod 1, g2(x) = k sin(2πx).
Let us restrict ourselves to k > 0. In this case,
Am,n,1 = {x = 1
2π
sin−1
(n
k
)
, z = m− n}. (1.22)
Upon projection to the torus, one can set n = m without loss of generality.
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For each value of n ∈ Z 6= 0 (1.22) only makes sense when k ≥ |n|. So accelerator modes
appear for k = n, at (1/4, 0) jumping upwards and at (3/4, 0) jumping downwards. Their
stability is determined by (1.20) with
τ = 2 + 2πk cos(2πx).
A pair of accelerator modes are born at x = 1
4
and x = 3
4
with τ = 2 when k = |n|.
As k grows, generically, two branches emanate from each point, giving rise to hyperbolic
and elliptic accelerator modes. Their position depends on the value of k, but they evolve
along y = 0. Further details on the evolution of these accelerator modes as a function of k
will be given in Chap. 2.
1.3.2 Volume preserving maps as compositions of shears
A natural higher-dimensional version of (1.16) corresponds to a map on Td×Tl with d-angles
x1, x2, . . . , xd and l momenta z1, z2, . . . , zl, to be lifted to T
d×Rl. This map is automatically
volume and orientation preserving, detDf = 1. The map is symplectic only if d = l and
each shear is a gradient, g1 = ∇T (z) and g2 = ∇V (x), and again in this case the map f can
be written similarly to (1.17) as coming from a generating function and the map is near the
identity if g1 and g2 are small.
Alternatively one can consider shears Si along a single direction, that is, if w ∈ Td, then
Si : T
d → Td, let Si(w) = w + eigi(w) where ei is the ith vector in the canonical basis of Rd
as a vector space. If gi is independent of the i
th component wi, each shear is again volume
and orientation preserving. Thus any map f = Si1 ◦Si2 ◦ . . .◦Sij , i1, i2, . . . , ij ∈ {1, 2, . . . , d}
is as well.
We are interested in the dynamics of a three-dimensional case, using angles (x, y) ∈ T2
and one action z ∈ R. So the shears in these two directions will be periodic functions of
their arguments. And we assume, as for the standard maps, that the vertical shear is a
periodic function in (x, y) with zero average, and hence it can be projected to the torus,
T3. This implies, again, the possibility of periodic orbits on T3 that may not be periodic
on T2 × R: the lifted z variable may linearly increase or decrease by an integer amount for
suitable (x, y).
Mimicking the procedure of 1.3.1, we consider the composition of three shears, one in
each direction
S1 :

 xy
z

 7→

 x+ g1(y, z)y
z

 , S2 :

 xy
z

 7→

 xy + g2(x, z)
z

 , (1.23)
S3 :

 xy
z

 7→

 xy
z + g3(x, y)

 (1.24)
There are two sets of conjugate maps formed by composition of these three shears in some
order, but the families are equivalent under permutations of the labels. To fix ideas, we take
F˜ = S2 ◦ S1 ◦ S3, which gives
F˜ :

 xy
z

 7→

 x′y′
z′

 =

 x+ g1(y, z′)y + g2(x′, z′)
z + g3(x, y)

 . (1.25)
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As done above, we are going to consider intersections of the level sets {gi = n}, n ∈ Z,
i = 1, 2, 3. These are 2D-manifolds obtained by the corresponding level set times [0, 1] on
the missing variable.
Here we could deal with q−periodic accelerator modes, but we will restrict ourselves with
fixed accelerator modes, q = 1. Denote the intersection of the level sets by
Am,l,n = {g1 = m} ∩ {g2 = l} ∩ {g3 = n}, m, l, n ∈ Z.
If (x, y, z) ∈ Am,l,n, F˜ (x, y, z) = (x, y, z) and when we lift it to T2×R, F (x, y, z) = (x, y, z+
n).
We can also perform a similar analysis as for the 2D case concerning the linear stability
of accelerator modes, when they appear. For a period-q point of a volume and orienta-
tion preserving map F˜ , (x∗, y∗, z∗) = F˜ q(x∗, y∗, z∗), its linear stability is determined by the
characteristic polynomial of DF˜ q(x∗, y∗, z∗),
p3(λ) = −λ3 + τλ2 − σλ+ 1, (1.26)
where τ = tr(DF˜ q(x∗, y∗, z∗)) is the trace of the differential matrix at the periodic point
and σ = 1
2
(τ 2 − tr((DF˜ q(x∗, y∗, z∗))2)) is the second trace. The configurations of the three
multipliers λ1, λ2 and λ3 are generically in 8 regions in the τ − σ plane shown in Fig. 1.6.
Under the periodicity conditions on g1, g2 and g3, we can determine the linear stability
of accelerator modes when they appear. The values of the first and second trace are:
τ = 3 + g
(2)
2 g
(2)
3 + g
(2)
1 g
(1)
3 + g
(1)
1 g
(1)
2 + g
(2)
1 g
(1)
2 g
(2)
3 ,
σ = 3 + g
(2)
2 g
(2)
3 + g
(2)
1 g
(1)
3 + g
(1)
1 g
(1)
2 − g(1)1 g(2)2 g(1)3 ,
where (i) means the derivatives with respect to the ith position, i = 1, 2. If we write
g3(x, y) = εP (x, y), where P (x, y) is a zero-average periodic function with ‖P‖ = 1, the
condition g3(x, y) = εP (x, y) = n only makes sense once ε ≥ |n|. Again, the equality ε = |n|
is attained at extrema of g3. Hence g
(1)
3 = g
(2)
3 = 0 at the birth of accelerator mode orbits,
and then τ = σ = 3 + g
(1)
1 g
(1)
2 . The configuration of the multipliers is on the saddle node
line λ1 = 1, so that λ2λ3 = 1, as well. In practice, we are going to consider that, at ε = |n|,
g
(1)
1 g
(1)
2 = 0, so a local parameter κ = ε − |n| unfolds a Hopf-Saddle-Node bifurcation, see
Chap. 5.
1.4 Objective and structure of the thesis
The main goal of this thesis is to contribute to the knowledge on how does the presence of
some regular component affect the dynamics of a chaotic zone. The approach is to analyse
the geometry of the phase space by means of the theoretical frameworks available. This is
used to construct suitable models to explain the experimental data obtained via long-term
and massive simulations. These simulations allow to check the feasibility of the hypotheses
made, and to estimate parameters in the models.
Throughout the whole text, special emphasis is made on understanding and describing
the geometry of the invariant objects that play a role, and on linking the previous results
and predictions to the variation of their geometry as the parameters of the system vary.
More concretely,
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Figure 1.6: General stability diagram of periodic points of volume-preserving 3D maps, see
[79]. The highlighted points have coordinates A = (−1,−1) and B = (3, 3). A Hopf-zero
bifurcation occurs along the red segment, where τ = σ ∈ [−1, 3]. The blue lines correspond
to pairs τ, σ for which two eigenvalues λ1 = λ2 = λ (solutions of (1.26)) collide. They are
solutions of the algebraic equation 4τ 3+4σ3−τ 2σ2−18τσ+27 = 0. The lines τ−σ = 0 and
τ+σ = −2 correspond to saddle-node (one of the eigenvalues λ = 1) and to a period-doubling
(one of the eigenvalues λ = −1) bifurcations, respectively.
1. In the Area-Preserving case, we will
(a) Describe the most prominent objects of the phase space of the Standard map
(1.13) for large values of the parameter k, from the point of view of the area that
they occupy in the phase space of M˜k and also from the point of view of finding
adequate models that describe their dynamics in some suitable compact domains
containing them.
(b) Probe the stickiness effect of some of these objects as k varies to detect in which
ranges of this parameter this effect is visible. When stickiness is detectable,
under the hypotheses suggested by simulations, we give lower bounds on the
mean squared displacement of some observable that ensures anomalous diffusion
in the standard map.
(c) This last part motivates to look for explicit quantitative information of transport
rates across Cantori in APM. To do so, we will explore also the Standard map,
for values k > kG but close to kG, that is, right after the destruction of the
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golden Cantorus. These transport rates will be explained (always giving adequate
theoretical models) via the geometry of the zone surrounding this Cantorus, which
can be predicted using the Greene-Mackay renormalisation theory. This theory
predicts that the mean transport rate across the Cantorus, that we will denote as
〈Nk〉 in Chap.4, is such that 〈Nk〉 (k−kG)B, where B ≈ 3 tends to be 1-periodic as
k → kG in a suitable logarithmic scale. Despite being predicted, here we give the
first evidence of the shape of this periodic behaviour. We also give some insight
on the causes of this effect: namely on how it is related to the area ∆W and to
the lobes defined by the invariant manifolds of hyperbolic periodic orbits whose
rotation number are consecutive approximants of the golden mean.
2. And in the Volume-Preserving case, we will
(a) Set up a problem where accelerator modes appear, so that a similar analysis of
1.(a) and 1.(b) above can be performed.
(b) Select a relevant example and show the rich geometry of the stable region that
this case presents. Special emphasis is made on the role each of these objects
have on recurrence statistics. It turns out that there can be anomalous diffusion
in the action also in this case.
1.4.1 Summary of the contents by chapters
Apart from this introductory chapter, the contents of the thesis is splitted among four more
chapters. Chapters 2, 3 and 4 deal with the planar case, while chapter 5 deals with the 3D
volume preserving case. More specifically,
⋆ In Chap. 2 we start by considering conservative quadratic He´non maps (both orienta-
tion preserving and orientation reversing cases). First, we study the main features of
the domain of stability of these two maps, mainly from the point of view of the area
that they occupy, and how it does evolve as parameters change. To be as exhaustive
as possible, we review the theory that allows to explain what one can observe in the
phase space of these maps.
We finish the chapter by considering the Chirikov standard map (1.13) in the 2-torus T2
for large values of the parameter, k ≥ 1. The most prominent sources of regular area in
this setting are accelerator modes that appear periodically in k, and scaled somehow.
We give numerical evidence of such a scaling, and guided by the experimental evidence,
we derive limit representations for the dynamics in some compact set containing these
islands, which turn out to be conjugated to the orientation preserving quadratic He´non
map or conjugated to the square of the orientation reversing quadratic He´non map.
Some of these islands are the accelerator modes we checked that appeared in Sect. 1.3.
This motivates the following chapter.
⋆ Chap. 3 is devoted to study the role of these islands of stability that ’jump’ when the
standard map is considered in the cylinder. The stability domain of these islands is
determined and studied independently from the standard map Mk in Chap. 2, and
is recovered in some regions in the phase space of Mk under suitable scalings. We
focus in two main observables: the squared mean displacement of the action under
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iteration of Mk and the trapping time statistics. We study them both in an adequate
range of the parameters, where we can see the effect of considering more and more
iterations and the fact that we change parameters and the size of the gaps of a Cantorus
change. We provide evidence of the fact that the trapping time statistics behave as
the superposition of the effect of two distinctive phenomena: the one of the stickiness,
detected as power-law statistics, and the one of the outermost Cantorus, detected as
bumps. These bumps change their position in the time axis accordingly to the change
of the size of the largest gap in the Cantorus.
First, assuming that the stickiness effect gives rise to power law statistics with a certain
value of the exponent, and under some other mild conditions (that also are suggested
by the simulations), we are able to give a lower bound on the growth of the mean
squared displacement of the actions. This is the way these two phenomena are related
to each other in this context.
Then, the fact that we can identify the source of the bumps as being due to the effect
of the outermost Cantorus, motivates the topic of the next chapter: studying this effect
by its own in a proper context.
⋆ In Chap. 4 we return to the Chirikov standard map, but for values of the parameter
close to the destruction of the last RIC, that is, for value of the parameter close but
larger than kG and approaching it from above. In this setting, we study escape rates
across this Cantorus, and we deal with this problem from two different points of view.
First, as k decreases to kG. In this setting, it is known that the mean escape ratio
across the Cantorus, that we will denote as 〈Nk〉, behaves essentially as (k−kG)−B, B ≈
3. The Greene-MacKay renormalisation theory, and the interpretation of ∆W as an
area justify that, in fact, 〈Nk〉 (k − kG)B should eventually be periodic in a suitable
logarithmic scale, as k → kG. In this chapter we give the first evidence of the shape
of this periodic behaviour, and perform a numerical study of a region surrounding the
Cantorus that allows to give a first (partial) explanation of it.
Second, we consider a problem related to the previous topic but for each fixed value of
k: the probability that an orbit crosses the Cantorus in a prescribed time. We explain
how to compute these statistics, and we show that in logarithmic scale in the number
of iterates, as k → kG, they seem to behave the same way, but shifted in this log-scale
in time.
⋆ Finally, Chap. 5 is devoted to study the stickiness problem in the 3D volume preserving
setting. To do so, a map inspired in the Standard map is constructed following the
scheme in Sect. 1.3. This map depends on various parameters, one of them, say ε,
being a distance-to-integrable one. The map is considered in such a way that
1. Invariant tori subsist until moderate values of ε, and
2. At integer values of the parameter the origin becomes an accelerator mode, and
that exactly at integer values it undergoes a Hopf-Saddle-Node bifurcation, giving
rise to a stability bubble.
The normal form of the unfolding of this bifurcation justifies that, in fact, there are just
two relevant parameters (since it is a co-dimension 2 bifurcation). An analysis inspired
in that of Chap. 3 is performed by fixing one of them. Also in this case one can observe
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a power law decay of the trapping time statistics, but with slightly different values of
the exponent in different ranges of the number of iterates. Preliminary results of more
massive simulations seem to indicate that the effect decreases as the number of iterates
increases.
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Chapter 2
From the He´non conservative map to
the Chirikov standard map for large
parameter values
In this chapter we present a study of some dynamical properties of orientation-preserving and
orientation-reversing quadratic He´non maps concerning the stability region, the size of the
chaotic zones, its evolution with respect to parameters and the splitting of the separatrices
of fixed and periodic points plus its role in the preceding aspects.
Then the phase space of the standard map, for large values of the parameter, k, is studied.
There are some stable orbits which appear periodically in k and that present scalings in a
way that depends on k. Using this scaling, we show that the dynamics around these stable
orbits is the one of above He´non maps plus some small error, which tends to vanish as
k →∞.
We finish the chapter considering lifts of the Standard map to the cylinder, Mk, and
studying the dynamics of these stable orbits under Mk. This will motivate the study pre-
sented in the next chapter.
The content of this chapter is already published in [105].
2.1 Introduction
The universal character of the He´non map (2.1) is well-known since, in particular, it appears
as a return map close to a quadratic tangency in the dissipative setting [111, 113]. Later
the conservative orientation-preserving He´non map (2.1) was obtained as a universal return
map for quadratic tangencies of conservative maps preserving orientation, see, for instance,
[55, 61]. Recently, it has been proved that the orientation-reversing He´non map also appears
as a universal return map in non-orientable cases, either for maps defined in non-orientable
manifolds or for hyperbolic points with eigenvalues λ and µ such that λµ = −1, see [62].
On the other hand, in [36] the authors consider non-transversal heteroclinic cycles for re-
versible maps having symmetric saddle fixed points, and they show that the corresponding
return map can be written as the composition of either two orientation-preserving or two
orientation-reversing He´non maps.
In this chapter we investigate both orientation-preserving and orientation-reversing cases.
Several properties concerning the stability region, the size of the chaotic zones, the splitting
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of separatrices of the fixed/periodic points, etc, are presented in Sections 2.2 and 2.3.
In Section 2.4 we perform an extensive numerical exploration of the relative regular area
of the phase space of Chirikov’s standard map [26] for large values of the parameter, by
means of the computation of Lyapunov exponents. This allows us to detect stable islands
appearing periodically in the parameter that show some scaling properties.
In Section 2.5 we analyse the properties of such little islands, which are of period 1, 2
and 4. More concretely, we focus on the renormalisation properties of these islets and we
derive suitable limit maps. It turns out that the obtained limit maps correspond to the
orientation-preserving He´non map, the composition of two of these and the composition of
two orientation-reversing He´non maps, respectively. The results obtained fit within the same
spirit of previous results in [26, 69].
2.2 The He´non conservative orientation-preserving map
In 1969 M. He´non [65] started the study of quadratic area preserving maps in R2. He proved
that quadratic maps with constant Jacobian can be reduced to the form
F : (x, y)→ (1− ax2 + y, bx) (2.1)
for some constants a, b ∈ R, with minors exceptions. If b = −1 the map is area and
orientation-preserving. If b = 1 it is area preserving and orientation-reversing. The case
b = −1 has a very simple geometric interpretation as the composition of two maps. The first
one is (x, y)→ (x, y+1− ax2), one of the so-called “de Jonquie`res” maps, while the second
is just a rotation by an angle of −π/2.
However, in what follows, we use another representation of the case b = −1 given by:
HPc :
(
x
y
)
→
(
x+ 2y + c
2
(1− (x+ y)2)
y + c
2
(1− (x+ y)2)
)
, (2.2)
where it is enough to consider c > 0. We name it HP which stands for He´non orientation-
preserving map. This representation is obtained from a minimal modification of the version
given in [134]: Fc : (x, y)→ (c(1−x2)+2x+y,−x) after the change (X, Y ) = (x−y, x+y)/2,
and renaming (X, Y ) as (x, y). The subscript c in these maps is introduced to stress that
they depend on this parameter. The map (2.2) has two fixed points. One of them, H , is
located at (−1, 0) and it is hyperbolic for all c > 0. The other one, E, located at (1, 0), is
elliptic for 0 < c < 2, parabolic for c = 2 and reflection hyperbolic for c > 2.
2.2.1 Symmetries, reversors, limit flow and rotation number
The inverse map can be expressed as HP−1c = S ◦HPc ◦ S, where S is the symmetry given
by S(x, y) = (x,−y). Defining R = S ◦HPc, which is clearly an involution like S, we have
HPc = S ◦ R and HP−1c = R ◦ S. Both S and R are called reversors. We can consider the
sets, Fix(S) and Fix(R), of fixed points of both reversors, i.e., either points z = (x, y) such
that S(z) = z (which are the points with y = 0) or points such that R(z) = z, which belong
to a parabola.
A reversor like S plays an important role to locate periodic points on Fix(S). If for a
point p ∈ Fix(S) there exists m ∈ N such that HPmc (p) ∈ Fix(S), then p is periodic, of
period m if p = HPmc (p) and of period 2m if p 6= HPmc (p). Furthermore, for any of these
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periodic points, if it is hyperbolic, the image under S of the unstable manifold W u(p) is the
stable one W s(p). Similar properties hold for the reversor R.
For a preliminary study of the dynamics of an arbitrary map F , provided it is close to the
identity map, it is quite useful to look for the existence of some ODE such that the time-1
map associated with the flow gives a good approximation to F . In the case of (2.2) this can
be done by introducing the new variables (ξ, η) = (x, 2y/
√
c). Then, in the (ξ, η) variables,
HPc differs from Id by O(√c). A scaling of time also by √c leads to:
dξ
dt
= η,
dη
dt
= 1− ξ2, (2.3)
an ODE which is Hamiltonian with H(ξ, η) = 1
2
η2 − ξ + 1
3
ξ3. The solutions are contained
in the level curves of H and the main features are shown in the elementary Figure 2.1 left.
It has also H = (−1, 0) and E = (1, 0) as fixed points, of hyperbolic and elliptic type
respectively. The level H−1(2/3) contains the separatrix. Points inside the domain bounded
by the separatrix belong to a foliation of periodic solutions. In the right side plot we show
some confined orbits for HPc, as well as the right branches of the invariant manifolds of the
hyperbolic fixed point. They seem to be coincident but, of course, they are not (see Section
2.2.4). For this small value of c the main difference between both plots is the change in the
y variable by a factor
√
c/2 when going from the left plot to the right one.
-1
 0
 1
-2 -1  0  1  2
-0.4
-0.2
 0
 0.2
 0.4
-1  0  1  2
Figure 2.1: Left: the phase portrait of system (2.3). Fixed points are shown in blue, as are
the invariant manifolds of the hyperbolic point. The periodic orbits are shown in red. Right:
the right branches of the invariant manifolds of the hyperbolic point and (part of) the orbits
of several initial points under HPc, for c = 0.2.
An extremely relevant parameter is the rotation number (1.4). If we consider the time-
√
c
map associated to the flow, the rotation number corresponding to a periodic orbit of period
T is ρ =
√
c/T . It decreases monotonically from
√
c/(
√
2π) to 0 when going from E to H .
The values agree very well with the corresponding rotation numbers for HPc, for c small,
when ρ is defined, i.e., on the curves invariant under HPc.
For increasing values of c the rotation number, when it is defined, gives a very good
information on the dynamical properties. Figure 2.2 tells us about the value of ρ on the
(c, x)-plane, when the initial point to compute ρ is in Fix(S), i.e., of the form (x, 0). For
the places in white the iteration of an initial point (x, 0), under HPc, leads to escape. In
particular, for c=3/2, for which value the E point has as eigenvalues −1/2± i√3/2, all other
points on the x-axis, with x > −1, escape (unless they belong to some stable manifold).
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Figure 2.2: The plot shows, as a function of c (horizontal variable), the values of x (vertical
variable) for points in Fix(S) for which ρ has been computed. The dots in red correspond to
points for which there is good evidence that ρ /∈ Q. For ρ = m/n, n = 3, 5, 9 and 11 we used
magenta, green, pale blue, yellow and black, respectively. Other rational values are shown
in blue. See the text for details.
To compute ρ we have used a topological method based on the order of the iterates
on the curve, see, e.g., the Appendix in [123]. The tolerance used to stop the compu-
tation of ρ is 10−10. Then, if the value of ρ can be identified, with this tolerance, as
a rational m/n with n < 104, it is decided to consider ρ ∈ Q and, hence, they be-
long to islands with a period equal to the denominator. Otherwise we consider ρ /∈ Q.
Points in light grey in Figure 2.2 are considered to have ρ irrational. Points with ρ of
the form m/n, with n ∈ {3, 5, 7, 9, 11} are shown in black, while points with other ra-
tional values of ρ are shown in grey. The wedges in black, from left to right, have ρ =
1/11, 1/9, 1/7, 2/11, 1/5, 2/9, 3/11, 2/7, 1/3, 4/11, 2/5, 3/7, 4/9 and 5/11, the last five show-
ing up for c>3/2. We note that all denominators are odd. A similar plot, but taking initial
points in Fix(R) would give even values for n, see [133].
We remark that most of the wedges associated with islands reach x = 1, but they are
extremely narrow; below the pixel resolution. As rational numbers are dense, the light grey
domains on the figure have, in fact, a Cantor-like structure. Furthermore, some of the island
domains in the figure do not emerge from x=1. They are related to satellites (and satellites
of satellites, and so on) of the main islands. In some sense, the structure around each island
and around its satellite islands repeats the structure of the full set, as a fractal object. This
can be checked by magnifying the black domains in Figure 2.2.
2.2.2 Measure of the set of regular and chaotic confined orbits
In Figure 2.3 we show the measure, µ(c), of the set of bounded orbits as a function of c for the
map HPc, as given in (2.2). Note that µ(c) also includes the measure of chaotic orbits within
the island of stability that are bounded due to the existence of invariant curves that confine
them. So, µ(c) is larger than the set of orbits whose Lyapunov exponent can be considered to
be zero. We should stress that there are many other more general conservative models (e.g.,
Hamiltonian systems with two or three degrees of freedom, such as the Restricted Three-
Body Problem, or traveling waves of some PDE, such as the Michelson system [129, 42])
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which have many features in common with what we display for the He´non conservative map.
To produce Figure 2.3 we compute the Lyapunov maximal exponent, Λ(p), for initial
points p and for many values of c and a narrow grid of points. A typical spacing in the
coordinates x and y for the grid is 0.0005. In most of the cases we first compute a transient
of 106 iterates before starting to compute Λ(p). In this way we detect most of the points
which escape. A simple escaping criterion follows from the fact that if some forward iterate
of p has x-component with x < −1, it will escape. A number of iterates m = 106 is also used
to produce an estimate of Λ(p). If the value obtained is below 2 × 10−5, the orbit of p is
considered to be regular and, hence, bounded. Otherwise it is considered to be chaotic. In
the latter case, we continue with additional iterations (up to 108 and in some cases up to 1010)
to check if we can consider the chaos as confined or if the orbit of p is finally escaping. The
measure µ(c) is the fraction of points in the grid that are detected as regular and confined
chaotic times the area of the rectangle where all bounded orbits of HPc lie.
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Figure 2.3: Left: measure µ(c) of the set of confined points as a function of c. Right: a
magnification in the range c ∈ [0.77, 0.97] to provide evidence of the self-similar properties
of µ(c).
Note the sudden decrease of µ(c) at some values of c. Going from right to left one can
see a first decrease near c = 1.5, a fact already mentioned in the discussion after Figure 2.2.
The small confined area for c = 1.5 is due to the existence of tiny period-3 islands, that at
c = 1.5 surround a 3-periodic orbit exactly at period-doubling, see [134]. Later on we see a
sequence of sudden changes in µ(c) which correspond to the destruction of all the invariant
curves surrounding the islands of periods 4, 5, 6 and so on.
The magnification shown in Figure 2.3, right, provides strong evidence of what happens
with islands of a higher period and displays the self-similar properties of µ(c). As an example,
the large jump near c = 0.91 corresponds to the breakdown of invariant curves around the
islands of rotation number 2/9, while the jump shortly after c = 0.96 corresponds to the
breakdown of invariant curves around the islands of rotation number 3/13. It is not difficult
to identify all the jumps shown in these plots. The reason for the sudden decreases in
confined area is that these broken invariant curves used to surround and hence confine some
chaotic region, and once these invariant curves are broken, orbits in this region can eventually
escape.
Among the points with bounded orbit there are, however, some which display chaotic
behaviour. The Lyapunov exponent allows us to detect them. A natural question is, hence,
how does the measure of this set change as a function of the value of c. This is shown in Figure
2.4. The plot shows quite a sharp change in its behaviour. This is to be expected, because
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of the infinitely many chains of islands in the system (there are for any ρ ∈ Q ∩ (0, 1/2],
except for the case ρ = 1/3, see Appendix 7 in [5]). Each chain of islands has an associated
hyperbolic periodic orbit, the splitting of whose invariant manifolds generates some amount
of chaos. It is confined until the invariant curves, that surround these chaotic orbits, break
down. Even considering that the computations shown in Figure 2.4 have been done with
a 10−3 step in c, a careful examination of the data allows us to detect several hundreds of
peaks. See Sections 2.2.3 and 2.2.4 for details on the splitting properties.
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Figure 2.4: Measure of the set of confined points with chaotic dynamics as a function of c.
In Figure 2.5 we show three magnifications, computed with step 10−4 in c. They corre-
spond to what happens before the breakdown of the invariant curves around the islands of
periods 6, 5 and 4, respectively. For the moment, we do not consider the small jumps on
these curves; just a kind of average or, better, a curve fitting the successive minima. For
the left plot, for instance, this averaged shape is produced by the change in the size of the
chaotic zone created by the homoclinic points associated to the period-6 hyperbolic orbit.
But this orbit has been created at c = c01/6 = 0.5, while the destruction of all the invariant
curves around the islands of rotation number ρ = m/n = 1/6 occurs for a critical value
cm/n = c1/6 ≈ 0.6204. Hence, why does it take so long to see that the size of this zone is
relevant? The answer will be give in Section 2.2.4. Similar things occur for the other two
plots. The respective creation of islands and destruction of all the surrounding invariant
curves occur, for period 5, at c = c01/5 = 1 − cos(2π/5) ≈ 0.690983 and c = c1/5 ≈ 0.7649,
and, for period 4, at c = c01/4 = 1 and c = c1/4 ≈ 1.0141.
 0
 0.04
 0.08
 0.12
 0.6  0.61  0.62
 0
 0.04
 0.08
 0.12
 0.16
 0.75  0.76
 0
 0.04
 0.08
 0.12
 0.16
 1.005  1.01  1.015
Figure 2.5: Magnification of Figure 2.4 corresponding to the breakdown of the invariant
curves which surround the islands of period 6 (left), period 5 (centre) and period 4 (right).
The differences between an averaged behaviour of the rate of increase and the true be-
haviour in Figure 2.5 is due to the role of other minor islands. For instance, the jump seen
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in the left plot shortly after c = 0.61 corresponds exactly to the same kind of phenomenon,
created by the periodic orbit of rotation number ρ = 3/19. The measure of the chaotic zone
associated with this periodic orbit has to be added, in some sense, to the largest chaotic
zone due to the period-6 orbit.
2.2.3 Splitting of the invariant manifolds of the hyperbolic fixed
point
For their intrinsic interest and to compare with the behaviour in Section 2.2.4, we shall
consider now a measure of the lack of coincidence of the unstable and stable manifolds,
W uH ,W
s
H of the hyperbolic fixed point. As a suitable measure we will use the splitting
angle, that is, the angle between the manifolds, computed at the symmetric homoclinic
point found on the first intersection with y = 0, x > 1. Let us denote the angle as σ(c). A
useful parameter to present the results is h(c), defined as follows. Let λ(c) be the dominant
eigenvalue at H , which is equal to 1+c+
√
2c+ c2 for HPc. Then we define h(c) as log(λ(c)).
We note that h(c) =
√
2c + O(c). If in the limit vector field (2.3) we scale time by an
additional factor
√
2 then the map HPc will be well approximated by the h(c)-time map of
(2.3). It is easy to check that the separatrix of the flow has the closest singularities to the real
axis of the time, located at a distance τ = π of that axis. According to [46, 47], for any η > 0,
there exists N(η) such that the splitting angle is bounded by N(η) exp(−2π(τ − η)/h(c)).
This type of result is true for general analytic area preserving maps close to the identity
map. Formulas of the form AcB exp(−ctant/λ(c)) refer to the dominant part of the splitting
function. See [54], and [55] for additional examples.
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Figure 2.6: Different representations of the splitting angle σ(c) between the manifolds at
the first intersection with y = 0, x > 1. Left: σ as a function of c, showing that σ seems
negligible for c < 0.2. Right: log(σ) as a function of log(c), which allows to see how small
σ(c) is for c approaching zero.
For HPc we have computed σ(c) for many small values of c and the following formula fits
the numerically computed data:
σ(c) =
9
2
× 106π2h(c)−8 exp
(
− 2π
2
h(c)
)
× Ω(h), (2.4)
the factor Ω(h), or correcting factor, being of the form ω0+O(h). Using a local representation
ofW uH to order 400 and 500 decimal digits in the computations it is possible to compute σ(c)
and, hence, to derive from (2.4) values of Ω(h) and to look for a formal expansion in powers
of h2: Ω(h) =
∑
m≥0 ω2mh
2m. See more details in [128, 55], but in contrast to [55], in the
present case we have computed the splitting angle instead of the homoclinic invariant and
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derived the coefficients in Ω(h) using finite differences instead of polynomial fitting. The
package PARI/GP [14] is useful for these simple problems.
As a result, the first digits of ω0 are 2.4893128029367119625065982560123949997046 and,
furthermore, there is a strong numerical evidence that the formal series is, in fact, a divergent
one. However, the related series
∑
m≥0 ωmh
2m/(2m)! (i.e., the Borel transform of Ω(h)) seems
to be convergent. In Figure 2.7, left, we plot log10(ω2m(2π
2)2m/(2m+6)!) as a function of m
up to m = 375, i.e., up to the power h750. The values seem to tend to a constant, a strong
evidence of the Gevrey-1 character of Ω(h) and of the fact that its Borel transform seems to
have radius of convergence equal to 2π2. If we assume that, despite the divergent character
of Ω(h), a good approximation is obtained for small h, if we truncate the expansion at the
smallest term (in absolute value), the relative errors are shown in Figure 2.7, right. They
are acceptably small, even for h = 1.
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Figure 2.7: Left: log10(ω2m(2π
2)2m/(2m + 6)!) as a function of m, which gives evidence of
the Gevrey-1 character of Ω(h). Right: the relative errors Ωtr(h)/Ω(h) − 1 as a function
of h, with step 0.01, where Ωtr(h) denotes the formal power series truncated at its smallest
term, m = m∗. Note that this is achieved for different m∗ = m∗(h) depending on the value
of h. The different pieces shown, from right to left, correspond to values of m∗(h) equal to
4, 5, 6, . . ..
If we compare the left plot in Figure 2.3 with Figure 2.5 we check that up to c = 0.35 the
behaviour of µ(c) just follows from the measure of the domain bounded by the separatrix
in Figure 2.1 and the change of scale. It is proportional to
√
c. No sign of the effect of the
splitting seen on Figure 2.6 shows up. But this has to be expected, because all the points
with chaotic orbits created by the splitting of W u,sH escape to infinity. In contrast, recall the
case of the standard map, where there is no escape. In Fig. 1.2 we compared the relative
measure of the set of chaotic points and a multiple of the splitting angle of the invariant
manifolds of the origin, and the agreement was very good, even for relatively large values of
the parameter.
2.2.4 Splitting of the invariant manifolds of periodic hyperbolic
points
Consider a map F having an elliptic fixed point E0. Under generic conditions there is a
domain of stability D surrounding E0. Inside D the phase space has different Birkhoff
resonant chains of islands of stability, located in an annular domain around E0. Generically,
these stability islands have a pendulum-like phase space structure formed by the invariant
manifolds of the hyperbolic periodic points. Hence, for a concrete island, one can consider two
“main” splittings of separatrices, geometrically related to the upper and lower separatrices of
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the classical pendulum. We refer to the inner/outer splittings according to the distance to E0
of the separatrices of the pendulum structure. It turns out that both splittings are generically
different, being the outer one the largest [134]. Hence, the size of the confined chaotic zone
is expected to grow, essentially, proportionally to the outer splitting of the separatrices of
the main chain of islands inside the stability domain. And the distance between the main
island of stability and the satellite stability islands is expected to behave also proportionally
to the amplitude of the inner splitting. So, it has to be taken into account when dealing
with transport rates and the stickiness effect.
In Figure 2.8 we show the behaviour of the outer splitting of separatrices of the islands
with ρ = 1/6, 1/5 and 1/4 as the parameter c of the He´non map (2.2) changes. Consider
that the periodic orbit with rotation number ρ is created at the value c = c0ρ (see Section
2.2.2). The fact that the invariant manifolds do not coincide creates a bounded chaotic region
around the islands. However, the splitting of separatrices behaves in an exponentially small
way in (maybe a power of) ν = c − c0ρ. This means that the size of the splitting becomes
large enough to be observable for relatively large values of ν. Then, the effect of the chaotic
zone around the island of rotation number ρ contributes in a significant way to the total size
of the confined chaotic region only for ν values for which the splitting can be observed. The
Figure 2.8 shows the value of the splitting, for period 6, 5 and 4, from left to right, starting
at the creation of the periodic island. Note the agreement with the Figure 2.5. The values
of c at which the splitting starts to be seen in Figure 2.8 agree very well with the ranges
shown in Figure 2.5.
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Figure 2.8: Behaviour of the outer splitting of the separatrices of the islands of period 6
(left), period 5 (centre) and period 4 (right). Compare with Figure 2.5.
The fact that the range in c, from the creation of the periodic islands of a given rotation
number ρ, at c = c0ρ, till the destruction of the surrounding invariant curves, at c = cρ,
becomes shorter when ρ increases (as observed in Figure 2.8 for ρ = 1/6, 1/5 and 1/4) has
an easy explanation. The islands travel “faster” across the confined domain around the point
E because, when increasing c, the twist condition becomes weaker. A simple computation
of the normal form around E shows that ρ changes from having the maximum at E to have
a local minimum at E for c = 5/4.
2.2.5 The mechanism of destruction of invariant curves and the
associated Cantor sets
The destruction of invariant curves can be seen, from an analytical point of view, as the lack
of convergence of the sequence of iterations to obtain a conjugation between the dynamics
on a candidate to be an invariant curve and a rigid rotation, with Diophantine rotation
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number, in S1, following the KAM approach (see e.g. [6]). There are also criteria based on
the blow-up of Sobolev norms of the hull functions, see [22].
Another approach, from a geometrical point of view, is the obstruction method [112].
We will illustrate this last approach with an example. The invariant curves surrounding
period-6 islands are destroyed for c = c1/6 ≈ 0.6204, as said in Section 2.2.2. In Figure 2.9
some orbits are shown. The period-6 islands would be found to the right of the displayed
orbits.
In the left plot, to improve visibility, we skip some of the invariant curves around the
elliptic periodic orbits of rotation number 3/19 (with one point on y = 0) and 4/25 (without
points on y = 0 in the displayed domain). Beyond many other chains of little islands, some
invariant curves (according to the value of the rotation number, using the criterion explained
in Section 2.2.1) are found passing close to the point (−0.138, 0). In the right plot one can
see again the islands of rotation numbers 3/19 and 4/25. Furthermore, the large dots on
the plot show the location of some of the points in the related periodic hyperbolic orbits
(with the same rotation numbers than the elliptic ones). We also show part of the manifolds
of these hyperbolic periodic orbits. On the points shown the unstable manifolds leave the
points with positive slope. It is easy to see that W u3/19 (blue) intersects W
s
4/25 (green) (and,
symmetrically, W s3/19 (magenta) intersects W
u
4/25 (red)). Hence, due to these heteroclinic
intersections, there is no room for invariant curves with ρ ∈ (3/19, 4/25).
A description of the destruction of invariant curves can also be found in [131].
-0.2
-0.1
 0
 0.1
 0.2
-0.22 -0.18 -0.14 -0.1
-0.2
-0.1
 0
 0.1
 0.2
-0.3 -0.25 -0.2 -0.15 -0.1
Figure 2.9: Several relevant orbits on the left part of the period-6 islands for values close to
the destruction of the invariant curves around these islands. Left: Plot for c = 0.618 < c1/6.
Right: Plot for c = 0.63 > c1/6. The colored manifolds are W
u
4/25,W
s
4/25,W
u
3/19 and W
s
3/19 in
red, green, blue and magenta, respectively. See the text for details.
It can seem strange that we must go to c = 0.63 to discover the existence of these
heteroclinic intersections, while we claimed before that the destruction has been found for
c = c1/6 ≈ 0.6204. Plots similar to Figure 2.9, right, for c = 0.625 or c = 0.628 do not
provide evidence of the existence of heteroclinic points. The reasons of this are simple:
1) The arc length of the part of the manifolds shown in the figure is short. Much longer
parts will show heteroclinic points for values slightly larger than 0.6204.
2) Beyond the hyperbolic periodic orbits with ρ = 3/19, 4/25 there are infinitely many
other hyperbolic periodic orbits with intermediate values of ρ. It would be possible to
find a long chain of heteroclinic connections between the ones we consider here.
2.3. THE HE´NON CONSERVATIVE ORIENTATION-REVERSING MAP 51
The “gaps” produced by the heteroclinic intersections on the candidate to invariant
object are the responsible for its Cantor-like structure. Therefore, the points with chaotic
dynamics that were confined when the invariant curve still existed, can escape when the
curve is destroyed and it is replaced by a Cantor set. If the gaps of that set are rather small,
however, it will take a long time for the iterates to find their way to escape. We will deal
with this problem in Chap. 4.
2.2.6 Explaining the birth and death of islands
In the previous subsections we presented some elements which allow to have a fairly good
understanding of the changes in the measure of the set of confined points under iteration by
HPc. We give here the main items concerning the fate of the islands.
1) For small values of c the map HPc has a dynamics quite similar to the flow (2.3). The
measure of the confined orbits is very close to the measure in the case of (2.3), scaled
by
√
c/2. Periodic orbits of rotation number ρ ∈ Q and the corresponding islands are
born at E for c = c0ρ = 1− cos(2πρ) and travel away from E when increasing c.
2) Simultaneously the hyperbolic periodic orbits with the same ρ go also away from E,
the splitting σρ(c) of their manifolds creates first tiny chaotic domains which, later
on, increase with c as σρ(c) increases. Finally the invariant curves surrounding the
islands of a given ρ are destroyed due to the existence of heteroclinic intersections of
the manifolds of hyperbolic periodic orbits of slightly smaller ρ and the confined chaotic
domains can escape. The islands still exist for a while, until their central elliptic point
becomes reflection hyperbolic.
3) For larger values of c the mechanism of creation of islands is different. The value of ρ
at E is a local minimum for c > 5/4. Then, periodic orbits of a given ρ are created in
pairs (two of elliptic type and two of hyperbolic type) near some place, away from E,
close to a local maximum of the rotation number. This is related to the loss of the twist
condition for a nearby integrable model and to the creation of the so-called meandering
curves, see, e.g., [127]. When c increases, one of the periodic islands approaches E and
the other approaches the boundary of the domain of confined orbits. As an example,
for ρ = 4/13 the couple of periodic islands is created for c ≈ 1.345. One of them ends
at E for c ≈ 1.3546, while the other has surrounding invariant curves until c ≈ 1.369
and, finally, the island is destroyed near c = 1.391.
To see the evolution of the set of confined orbits as a function of c, details on the evolution
of an island and on the changes in the set of chaotic confined orbits the reader can have a
look at some movies, available in http://www.maia.ub.es/dsg/QuadraticAPM.
2.3 The He´non conservative orientation-reversing map
For our purposes, to study the islands in the standard map, it is also relevant to consider
the He´non conservative map, but with orientation-reversing, HRc, which is given (using a
setting similar to the one in (2.2)) by
HRc
(
x
y
)
→
(
x+ c
2
(1− (x− y)2)
−y − c
2
(1− (x− y)2)
)
, (2.5)
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where, again, it is enough to consider c > 0. We name it HR which stands for He´non
conservative-reversing map. It has two fixed points, H±, located at (±1, 0), hyperbolic for
all c. Because of the orientation-reversing character, they have a positive and a negative
eigenvalue, given by λu± = ∓c ∓
√
c2 + 1, λs± = ∓c ±
√
c2 + 1. Note that the absolute value
of the unstable eigenvalues, coincides. Furthermore, it has a period-2 periodic orbit, whose
points E± are located at (0,±1). They are elliptic for c ∈ (0, 1), with limit rotation number
ρ(c) = cos−1(1− 2c2)/(2π), parabolic for c = 1 and reflection hyperbolic for c > 1.
The map HRc has a reversor Sˆ, defined by Sˆ(x, y) = (−x, y) and, hence, an additional
reversor Rˆ = Sˆ ◦ HRc. Both of them are involutions and satisfy similar properties to the
HPc case. In particular Sˆ ◦ HRc ◦ Sˆ = HR−1c , quite useful to obtain stable manifolds from
unstable ones.
The square of the map can be approximated by a limit flow. No scaling of the variables
is needed now. Only a scaling of time by a factor 2c. The reason to select this scaling will
be given later. Letting c go to zero we obtain the limit flow
dx
dt
=
1
2
(1− x2 − y2), dy
dt
= xy, (2.6)
whose Hamiltonian is H = y(1 − x2 − y2/3)/2. The separatrices are given by y = 0 and
1− x2 − y2/3 = 0. It is immediate to check that the separatrix going from x = −1 to x = 1
on y = 0 has a singularity for t = iπ, while the other separatrices, upper and lower, going
from (1, 0) to (−1, 0) along x2 + y2/3 = 1, with extremal values |y| = √3, have singularities
for t = iπ/2. The Figure 2.10 shows the flow of (2.6) and several iterates of HRc for c = 0.2.
In the right part of the figure, the upper points (on top of what seems to be a connection
between the saddles, close to y = 0) are mapped by HRc to the lower ones, and reciprocally.
As in the case of HPc, shown in Figure 2.1, for small c the dynamics of the map is rather
close to the one of the flow. No trace of chaotic behaviour is seen at the resolution level of
the plot.
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Figure 2.10: Left: Phase portrait of the limit flow given by (2.6). Right: Some orbits of HRc
for c = 0.2, which seem to correspond to an integrable map. The invariant manifolds of the
hyperbolic fixed points H± seem to be coincident.
However, there exist transversal heteroclinic points in W uH− ∩W sH+ (near the line y = 0)
and in the upper and lower branches of W uH+ ∩ W sH−. Due to the symmetry Sˆ it is easy
to locate these points on x = 0. In Figure 2.11 we use as parameter h(c) = log((λu−)
2) =
2 log(c +
√
c2 + 1) = 2c+O(c2). The reason to use the square is the fact that we are doing
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the computations with the map HR2c . Furthermore, the fact that the dominant term in h(c)
is 2c is what justifies the time scaling done to obtain (2.6).
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Figure 2.11: Values of the splitting angle for the separatrices in the case of HRc. Here we
plot log(σ(c))h(c) as a function of h(c). The upper curve corresponds to the separatrix in
the upper part of Figure 2.10, right, and the lower one to the separatrix near y = 0. For
the separatrix in the lower part of Figure 2.10, right, the values are close to the ones in the
upper part. See the text for details.
The splitting of the invariant manifolds has been measured by computing the splitting
angle σ(c) on x = 0, both at the heteroclinic point in W uH− ∩W sH+ , that we denote as σ0(c),
and at the one in the upper branches of W uH+ ∩W sH− , that we denote as σ+(c). Assuming
a behaviour similar to the one in (2.4), i.e., of the form σ(h) = AhB exp(−C/h)(1 +O(h)),
for suitable constants A,B,C, suggests to plot log(σ(c))h(c) as a function of h(c). This is
done in Figure 2.11, the upper curve corresponding to σ+(c) and the lower one to σ0(c). A
fit of the data gives values for the constant C in the exponential term which clearly tend to
π2 and 2π2, when the data used are restricted to domains in the left part of the plot (i.e.,
smaller values of h(c)). This is in perfect agreement with the location of the singularities of
the separatrices of the vector field in (2.6).
Finally, as we did in the HPc case in Section 2.2.2, we plot a measure of the set of confined
points as a function of c in Figure 2.12. One can check that the limit value, for c → 0, is
π
√
3, in agreement with the flow case in Figure 2.10, left. For c =
√
3/2, corresponding to
elliptic fixed points with limit rotation number 1/3, the measure goes to zero. It is easy
to detect jumps near c = 0.709, 0.608, 0.538, 0.487, . . ., corresponding to the destruction of
invariant curves surrounding the islands of period 4, 5, 6, 7, . . ., respectively, under HR2c , both
in the upper and lower part.
The behaviour of the measure of the set of confined chaotic points, the mechanism of
destruction of invariant curves, etc, under the map HR2c are similar to the ones described for
HPc.
2.4 The standard map for large parameter values
In this Section we consider Chirikov’s standard map (1.13) in the 2-torus T2, M˜k. As
commented in Sect. 1.2, for large enough values of k one would expect the chaotic sea to
fill the whole phase space. When dealing with the problem of the relative measure of the
stochastic zone, Chirikov and Izraelev in [28] and [26] proved the existence of some special
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Figure 2.12: Measure of the set of confined points for HRc as a function of c.
stable fixed points and 2-periodic orbits in the torus T2 appearing near integer values of k,
named by them as islets of stability. They also suggested that such orbits should scale both
in area as 1/k2 and in the range of the parameter where they existed as 1/k.
In Section 2.4.1 we give numerical evidence of the fact that these islets appear to be the
largest islands in the phase space for large enough k, and that such scalings hold. Moreover,
a similar structure is observed near half-integer values of the parameter, with similar scaling
properties.
2.4.1 Measure of the set of regular points
In order to detect some regular area in the phase space of the standard map M˜k, we have
computed on a fine grid (typically with step 5 × 10−5 both in x and y) the measure of the
set of points in the phase space which are regular, the ones for which we can consider the
Lyapunov exponent to be zero [126] as a function of the parameter k, say Ar(k). Note that
it is a lower bound on the total regular area, since one could find other islands, islands below
the pixel size, or even below the machine precision used. See [132] and [136].
In Figure 2.13 one can see the regular area of M˜k as a function of k in the range k ∈
[1.75, 10.75]. In this figure one observes that the area seems to vanish everywhere but near
integer and half-integer values of k, where some peaks show up. Moreover, the non-vanishing
area seems to decrease as a negative power of k. The same seems to happen concerning the
range in the parameter where these peaks appear.
In fact, it is easy to check that M˜k has, when considered on T
2, the following remarkable
orbits:
• If k = n ∈ Z it has 4 fixed points on the line y = 0: x = 0, 1/2 are hyperbolic and
reflection hyperbolic respectively, and x = 1/4, 3/4 are unstable parabolic. In fact
they are on an elliptic-hyperbolic (EH) bifurcation, where a fixed hyperbolic and a
fixed elliptic point are born. These four fixed points and the two which are born at
integer values of k lie on y = 0 as k varies. It also has a 2-periodic parabolic orbit
at (1/4, 1/2)↔ (3/4, 1/2) at a period-doubling (PD) bifurcation. These points lie on
symmetry lines of M˜k (see [63]), y = 2x and y = 2x− 1 respectively.
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Figure 2.13: Relative measure Ar(k) in the phase space of M˜k of the number of points with
zero Lyapunov exponent as a function of the parameter k = 1.75(0.00005)10.75.
Let us denote these points as p11 = (1/4, 0), p
2
1 = (3/4, 0) and p2 = (1/4, 1/2) when
dealing with k near integer. The subscript denotes the period.
• If k = m+1/2, m ∈ Z the map M˜k has a parabolic 4-periodic orbit at a PD bifurcation
(1/4, 1/2)→ (1/4, 0)→ (3/4, 1/2)→ (3/4, 0). The points on y = 1/2 lie on y = 2x as
k evolves, and the other two points remain on y = 0.
Let us denote p4 = (1/4, 1/2) when dealing with k near to half-integer. Again the
subscript denotes the period.
Remark 2. Near half-integer values of k, there is another stable 4-periodic orbit of M˜k near
p4, but contrary to this last, its position in the phase space depends on the value of k. In
Section 2.5.1 we are going to justify that, due to a symmetry, the structure and evolution of
such orbit can be obtained directly from the study of the dynamics around p4.
Concerning the parameter, numerical continuation of some of these orbits suggests that
the range in k where the islands evolves scales as 1/k, as predicted by Chirikov [26]. Namely,
• the island around p2 is born at k ≈ n − 2/(nπ2), in an EH bifurcation, and passes
through PD at k = n, n ∈ Z,
• the islands of p1,21 are born simultaneously at k = n and have their PD at k ≈ n +
2/(nπ2), n ∈ Z, and
• all islands of the orbit of p4 are born at k ≈ m+1/2−1/(2π2(m+1/2)) where they have
a degenerate saddle-centre bifurcation (see [136]), also referred as ‘0–4’-bifurcation in
[36]), and have their PD at k = m+ 1/2, m ∈ Z.
All these items are summarized in Table 2.1.
In Figure 2.14 we have plotted magnifications near such values and we have superimposed
them scaled as we have just suggested: we have plotted n2Ar(k) as a function of n(k − n),
where n is integer or half-integer. These plots show that these islands scale as predicted, and
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Position Period k-EH k-PD
n ∈ Z
p11 = (1/4, 0) 1 n ⋆ n+ 2/(nπ
2)
p21 = (3/4, 0) 1 n ⋆ n+ 2/(nπ
2)
p2 = (1/4, 1/2) 2 n− 2/(nπ2) n ⋆
(3/4, 1/2)
n′ ∈ Z+ 1/2
p4 = (1/4, 1/2)
4 n′ − 1/(2n′π2) n′ ⋆(1/4, 0)
(3/4, 1/2)
(3/4, 0)
Table 2.1: Position, period and values of the parameter for which the orbits have elliptic-
hyperbolic bifurcation (EH) and period-doubling bifurcation (PD). The inputs in the table
labelled with ⋆ mean that it happens exactly at these particular values of k.
the larger is k, the better these scalings fit. This suggests the existence of a limit behaviour
for k →∞, which is the contents of Section 2.5.
In the left plot in Figure 2.14 one can see that the fixed points and the 2-periodic orbit
coexist in some range of the parameter close to integer, and that the evolution seems to
repeat. This is to be clarified in Section 2.5.1. Moreover, a rougher version of each of them
was previously computed by Karney et al. in [69], where the author study the effect of these
islands in the overall diffusion of the standard map in the presence of noise.
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Figure 2.14: Superimposed scaled areas n2Ar(k) as a function of the scaled parameter n(k−n)
near: Left: n = 2, 3, . . . , 10. Right: n = 2.5, 3.5, . . . , 10.5.
2.5 Relating the islands in the standard map to the
He´non map
The numerical results of the previous section suggest that the islands appearing near each
integer and half-integer value of k for M˜k (1.13) scale in the x and y variables, and in the
range of the parameter k where they subsist as 1/k, and that this scaling becomes more
exact as k increases. In contrast with usual cases where the limit map is derived from a
return map including a passage of the orbits near a homoclinic tangency, see, e.g., [111], now
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it is obtained directly: no points of the relevant orbits come close to any saddle of the initial
map.
In Section 2.5.1 we prove the existence of a limit behaviour of the dynamics around
p1,21 , p2 and p4 as k → ∞, and that such limits are, in fact, He´non maps with a suitable
reparametrisation. In Section 2.5.2 we compare the numerical results for the He´non map
given in Sections 2.2.2 and 2.3 and the ones in Section 2.4.1 for the standard map, using the
scalings of Proposition 1.
2.5.1 Theoretical results
The contents of this subsection is summarized in the following
Proposition 1. There exist a limit behaviour of the dynamics around p1,21 and p2 (resp. p4)
under scalings in x, y and k by 1/n for n ∈ Z (resp. n − 0.5 ∈ Z). Moreover, these limit
maps are conjugated to area preserving orientation-preserving (resp. composition of two or
more orientation-reversing) He´non maps, depending on a suitably scaled parameter.
Proof of proposition 1 part I: Limit maps
In this subsection we derive limit maps for the dynamics around p1,21 , p2 and p4 by expanding
M˜νk (after a suitable scaling) in Taylor series around each pν , where ν denotes its period.
The symmetries of the standard map are used to reduce computations and to simplify the
limit maps, but in any case one can obtain them without its aid. Let us introduce
E :
(
x
y
)
7→
(
n∗x
n∗y
)
,
where we will set n∗ = n ∈ Z for ν = 1, 2 and n∗ = m+ 1/2, m ∈ Z for ν = 4. Consider also
the translation and central symmetry
T(x0,y0) :
(
x
y
)
7→
(
x− x0
y − y0
)
, S :
(
x
y
)
7→
( −x
−y
)
.
Let us start with k close to n ∈ Z and set n∗ = n. Consider a new parameter k′ = n(k−n),
which controls the scaled distance to the closest integer.
1. Near p11 = (1/4, 0), consider the change of variables
L1 = E ◦ T(1/4,0) ◦ M˜k ◦ T−1(1/4,0) ◦ E−1.
This gives(
x
y
)
(i)7→
(
x/n + 1/4
y/n
)
(ii)7→
(
1/4 + (x+ y)/n+ (k′/n+ n) sin(2π(x/n+ 1/4))
y/n+ (k′/n+ n) sin(2π(x/n+ 1/4))
)
=
(
1/4 + (x+ y + k′ − 2π2x2)/n
(y + k′ − 2π2x2)/n
)
+ O(n−3)
(iii)7→
(
x+ y + k′ − 2π2x2
y + k′ − 2π2x2
)
+O(n−2),
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where (i) is the map T−1(1/4,0)◦E−1, (ii) corresponds to M˜k and (iii) is the map E◦T(1/4,0).
Then, near p1 and for k near integer we have the following behaviour:
L1 :
(
x
y
)
7→
(
x¯
y¯
)
=
(
x+ y¯
y + k′ − 2π2x2
)
+O(n−2). (2.7)
The map around p21 is the same as L1, but composed with S.
2. Near p2 = (1/4, 1/2), if we perform the following change of variables
L2 = E ◦ T(1/4,1/2) ◦ S ◦ M˜k ◦ T−1(1/4,1/2) ◦ E−1
we obtain
L2 :
(
x
y
)
7→
(
x¯
y¯
)
=
( −x+ y¯
−y − k′ + 2π2x2
)
+O(n−2).
Here we have taken S ◦ M˜k instead of M˜2k . This fact allows us to deal with a quadratic
map instead of a quartic one. To obtain this expression one has to mimic the previous
computation of L1.
Now consider n∗ = m + 1/2, m ∈ Z. Here k′ = (m + 1/2)(k − m − 1/2) is the new
parameter to be used.
3. Near p4 = (1/4, 1/2), the change of variables
L4 = E ◦ T(1/4,1/2) ◦ S ◦ M˜2k ◦ T−1(1/4,1/2) ◦ E−1
gives
L4 :
(
x
y
)
7→
(
x¯
y¯
)
=
( −x− y − s0 + y¯
−y − s0 − s1
)
+O(n−2), (2.8)
where s0 = k
′ − 2π2x2 and s1 = k′ − 2π2(x+ y + s0)2. Here we have also used S ◦ M˜2k
instead of M˜4k . This allows to reduce the degree of the limit map from 16 to 4.
Proof of proposition 1 part II: L1, L2 and L4 are He´non maps
To find the conjugacies which relate our limit maps to a He´non map HPc or HRc we shall just
move their symmetry lines to y = 0 for HPc and to x = 0 for HRc, and to make the position
in the phase space of some particular orbits not to depend on the parameter. After these
changes, a new parameter is going to be defined, plus some scalings in the (x, y)-variables,
which coincide in all cases and depend on the new parameter. The results in Table 2.2
summarize the suitable scalings and reparametrisations.
Concerning the second 4-periodic orbit near p4 (see Remark 2), it corresponds to the
2-periodic orbit of the orientation-reversing He´non map HRc. Such 4-periodic orbit can be
found on the symmetry lines of M˜k, {y = 2x} → {y = 0} → {y = 2x − 1} → {y = 0}. Its
position depends on the value of the parameter, but its distance to the 4-periodic orbit of
p4 scales as 1/k in distance measured on the symmetry lines.
With these results, up to terms of the order of 1/k2 for both integer and semi-integer
values of the parameter, the scalings predicted by Chirikov and Izraelev in [28] and [26] are
fully justified. Moreover, since the bifurcations of fixed points of conservative He´non maps
are well known, this allows to identify, up to some controlled error, the bifurcations of the
orbits of p1,21 , p2 and p4.
This ends the proof of Proposition 1.
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Map Sym. line He´non map New parameter Scaling
L1 y = 0 HPc c = π
√
2k′
√
2π/c
L2 y = 2x HPc c =
√
4 + 2k′π2
√
2π/c
L4 y = 2x (HRc)
2 c =
√
1 + 2k′π2 2π2/c
Table 2.2: He´non maps to which L1, L2 and L4 are conjugated. The new parameter and
scalings in x and y are given in the last two columns.
Bounds for the remainders of the limit maps in proposition 1
The proof of this result follows from considering suitable Taylor expansions in x, y and k of
M˜k around the orbits and values of the parameter in Table 2.1 labelled with ⋆, using suitable
scalings for k near an integer (or half-integer) value n. Concretely, in the case of p11 for period
ν = 1 in Table 2.1 we introduce new variables X, Y defined by x = 1/4+X/n, y = Y/n and
a new parameter k′ by k = n+ k′/n. Expanding (1.13) we obtain a limit map L1 (2.7) plus
a remainder R. In (2.7) we use again x, y instead of X, Y to denote the phase variables,
while we keep the name of the new scaled parameter as k′ to stress out that it measures the
scaled distance to the nearest integer.
Taking into account that the confined points under (2.7) are contained in a compact set,
the remainder R has a bound of the form |R| < B/n2, where B depends on k′. This follows
immediately from the Taylor expansions and from the alternating character of the series.
For a given value of k′ we have estimated, numerically, the set of non-escaping points
under L1 using a fine grid. Given n ∈ N we compute k = n + k′/n, as said before. For
each one of these points, the image under M˜k (using the above mentioned scalings) has been
computed and compared to the one given by L1. The value R is taken as a measure of the
error and when multiplied by n2, it gives a bound for B. It is checked that this bound is
essentially independent of the value of n.
For values of k′ such that the corresponding value of c (see Table 2.2) belongs to [0, 1]
(i.e., up to the value of c for which the 1:4 resonance appears) one can take B = 0.004; for
c ∈ [1, 1.5] (i.e., up to the 1:3 resonance) one can take B = 0.02, and up to c = 2 (period
doubling) one can take B = 0.05 (except, perhaps, at some tiny islands far away from the
main confined domain). Higher bounds of B (up to 0.085) have to be taken at the end of
the period doubling cascade. But this is quite irrelevant due to the tiny size of the islands.
The case of p21 is identical to p
1
1 via a rotation of angle π around the point (1/2, 0). For
the case p2 of period ν = 2 one can introduce new variables X1, Y1 around (1/4, 1/2) by
x=1/4+X1/n, y=1/2+Y1/n and X2, Y2 around (3/4, 1/2) by x=3/4−X2/n, y=1/2−Y2/n.
As before, we introduce k′ by k = n+k′/n. Then the image of (X1, Y1) under M˜k is expressed
in the (X2, Y2) variables as given by (2.8) plus a remainder R and the same happens for the
image of (X2, Y2) expressed in the (X1, Y1) variables. In (2.8) we also rename the phase space
variables as x, y. The bounds of the remainder are identical to the ones in the ν = 1 case.
For ν = 4 let us denote as p
(j)
4 , j = 1, 2, 3, 4, the points which appear in Table 2.1, in
the order given there. It turns out that the passage from a vicinity of p
(1)
4 to a vicinity of
p
(3)
4 under M˜
2
k is described by the map given in (2.8) plus a remainder R. The value of |R|
is bounded, similar to the above cases, by B/(n′)2, where n′ is the closest element to k in
Z+ 1/2. We assume n′ ≥ 3/2. The same expression is found for the passage from a vicinity
of p
(3)
4 to a vicinity of p
(1)
4 under M˜
2
k .
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To this end we introduce new variables (X1, Y1), (X2, Y2), (X3, Y3) around p
(1)
4 , p
(2)
4 , p
(3)
4 ,
respectively, by x = 1/4 + X1/n
′ y = 1/2 + Y1/n
′, then x = 1/4 + X2/n
′, y = Y2, /n
′ and,
finally, x = −1/4 − X3/n′, y = 1/2 − Y3/n′. We also introduce a new parameter k′ given
by k = n′ + k′/n′. The passage from (X1, Y1) to (X3, Y3) is the one given in (2.8), again
using (x, y) for the variables, plus the remainder R. In the range of interest of k′, from
the elliptic-hyperbolic bifurcation at −1/(2π2) till the end of the period-doubling cascade at
≈ 0.00778 one can take the bound B < 0.0251.
Remark 3. Karney et al. in [69] used the fact that the fixed point p1,21 was in its EH-
bifurcation to derive an approximate mapping to describe its dynamics, which they truncated
at order 2. In this paper the authors also give the relation of such a map with HPc, and give
the scalings for L1 as in Table 2.2, but there is no justification for the suppression of higher
order terms in the limit k →∞.
Remark 4. The same procedure applies exactly for Zaslavsky’s web map [150] whose most
studied version is the so-called four-fold web map, which has the form
Wk :
(
x
y
)
7→
(
x¯
y¯
)
=
(
y
−x− k sin(2πy)
)
. (2.9)
Here again, we consider (2.9) in the torus T2. For values of k near an integer there are two
fixed points at (1/4, 1/4) and (3/4, 3/4) and a 2-periodic orbit (1/4, 3/4)↔ (3/4, 1/4), and
for k near a half-integer, there is a 4-periodic orbit (1/4, 1/4) 7→ (1/4, 3/4) 7→ (3/4, 3/4) 7→
(3/4, 1/4). Again, the dynamics around these orbits near integer and half-integer values
of k is a quadratic area-preserving He´non map, which can be easily found with the aid of
the symmetries of this map, y = x and y = −x and using exactly the same scalings as in
Proposition 1.
Remark 5. As seen in item 2 in the enumeration of page 23, far from the separatrix, by
setting y = y0 + s, y0 ≫ 1 in the separatrix map model
SMa,b :
(
x
y
)
7→
(
x¯
y¯
)
=
(
x+ a+ b log |y¯|
y + sin(2πx)
)
, (2.10)
the standard map (1.13) is recovered, depending on k = b/|y0|, with an error O(y−20 ) (see
[135]). The 2-periodic and 4-periodic stable islands of this section appear in the phase space
of SMa,b for b large enough (then the SMa,b is a good model of a close to integrable area-
preserving map F , provided b/y20 is small enough), see [136]. In particular the 4-periodic
islet was shown to be born at a degenerate saddle-centre bifurcation, see Fig. 2.10.
We also would like to note that in [122], both accelerator modes and ballistic modes are
studied for the standard map and for the models in (2.9) and (2.10) related to the fixed and
period-2 points.
2.5.2 Comparing numerical results
Proposition 1 tells us that the limit maps around p1,21 , p2 and p4 are He´non maps (or com-
positions of He´non maps) except for a controllable error. With the aid of the data in Table
2.2 we can recover the plots of the scaled regular area for the standard map as a function of
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Figure 2.15: Evolution of the relative confined area of: Top: Left: HPc, Right: HRc. Bottom:
Left: L1, L2. The resulting actual area in the phase space of Mk is the addition of these two.
Right: L4. These last two figures are obtained from the evolution of the non-escaping points
of the area preserving He´non maps plus the scalings in Table 2.2. Compare the bottom plots
with Fig. 2.14.
the scaled parameter from the numerical study we did for the He´non maps in Sections 2.2.2
and 2.3. This is the contents of Figure 2.15.
From the expression of the limit maps L1 (2.7) and L2 (2.8) one can easily see that the
relative regular area around the elliptic fixed point is the same, but shifted in the parameter.
We have plotted the corresponding scaled relative regular area for both limit maps in Figure
2.15, bottom left. Note further that to recover the actual relative regular area (non-scaled)
as in Figure 2.13 one has also to take into account that near integer values of the parameter
there are two fixed points p11 and p
2
1 and that p2 is 2-periodic. Near half-integer values of the
parameter there are two 4-periodic islands.
2.6 Dynamics of islets in lifts to the cylinder
We finish this chapter by considering the dynamics of the orbits of p1,21 , p2 and p4, once we
lift M˜k to the cylinder S
1×R, Mk. Consider the data in Tab. 2.1. If we iterate the positions
of p1,21 and p2 under Mn, n ∈ Z, we get
p11 : (1/4, 0) 7→ (1/4, n) 7→ (1/4, 2n) 7→ · · ·
p21 : (3/4, 0) 7→ (3/4,−n) 7→ (3/4,−2n) 7→ · · ·
p2 : (1/4, 1/2) 7→ (3/4, 1/2 + n) 7→ (1/4, 1/2).
And if we iterate p4 under Mn+1/2, n ∈ Z, we get
p4 : (1/4, 1/2) 7→ (1/4, n+ 1) 7→ (3/4, 2n+ 1 + 1/2) 7→
7→ (3/4, n+ 1) 7→ (1/4, 1/2).
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There are 2 types of behaviours. According to the notation of [122], p2 and p4 are ballistic
orbits, since despite travelling along the cylinder in the course of iteration, they return back
to their initial position, and hence are bounded; while p1,21 are accelerator modes, recall
Def. 8. Note that these are precisely those we found in Sect. 1.3: the orbits of (1/4, n) and
(3/4, n), n ∈ Z are not bounded under the iteration of Mk. In fact, since when we consider
the dynamics on the torus, a local parameter k′ = k− n unfolds a saddle-center bifurcation,
they hence show some bounded area surrounding them (and by this we mean both the main
island and any satellites surrounding it). When lifted to the cylinder all points inside this
area also behave in the same way: the momenta of any of them become unbounded by
growing or decreasing linearly in the number of iterates.
What is also remarkable, is that this also happens for orbits not confined by (non-
rotational) invariant curves. Orbits that get stuck around this structure also jump with the
whole island. This suggests to detect orbits that got stuck around these islands by keeping
track on the values of their momenta, y, after a long number of iterates.
As we commented in Sect. 1.1.5, in a phase space without any regular component, an
ensemble of initial conditions (initially distributed in any way) in the chaotic zone and not
confined in islands would tend to be Gaussian as we iterate, but the stickiness effect (if any)
may destroy this behaviour.
Note that, since p2 and p4 are ballistic, orbits stuck around the islands of stability sur-
rounding them would behave also as if they were ballistic for some number of iterates. So,
unlike the orbits stuck around p1,21 that would jump in the y direction, being stuck around
either p2 or p4 prevents to do so. Hence, we expect super-diffusive effects when dealing with
p1,21 and sub-diffusive effects due to p2 and p4, recall Subsect. 1.1.5.
As is visible in Fig. 2.15, bottom left, the islands of stability around p1,21 and p2 have
positive measure in a compact neighbourhood of k = n. For small positive values of k − n,
the islands of p2 are already in the period doubling cascade, and in case the islands of p
1,2
1
affect the diffusive properties, this last effect is the dominant one.
As a final remark, we want to stress that this setting is ideal in the following sense: we
have a seemingly fully chaotic phase space only affected by a single regular zone (there are
actually two islands that evolve simultaneously and, according to the zero-flux condition,
the area they occupy has to be identical). In this situation, if we want to study the effect of
these islands, we only have to take initial conditions making sure that they lie in the chaotic
zone outside a neighbourhood of the island. Choosing them close to the island may give
rise to spurious data because the time spent inside strongly depends on the initial position.
So if we take them outside the islands, all the initial conditions will be equally statistically
relevant.
We will deal with this problem in Chap. 3. Namely, it will be devoted to a clarification
of the effect of the islands in the statistical properties of the Chirikov map, for values of the
parameters where the islands surrounding p1,21 play a key role.
Chapter 3
Effect of islands in the diffusive
properties of the standard map, for
large parameter values
In this chapter we review, based on massive, long term, numerical simulations, the effect of
islands on the statistical properties of the standard map for large parameter values. Different
sources of discrepancy with respect to typical diffusion are identified. We relate them to the
geometrical dynamical structures. The individual roles of them are compared and explained
in terms of available limit models.
The content of this chapter is already published in [106].
3.1 Introduction
One of the main goals of Dynamical Systems is the description, explanation and prediction
of the properties of the orbits of a given system. In some cases the individual orbits behave
in a seemingly random way, with different properties in different domains of the phase space.
This occurs already in simple models, like area preserving maps. One of the typical
models which displays many of the general properties of this class of maps is the Chirikov
standard map [26]. For large enough values of the parameter the behavior of the orbits seems
like a diffusive process. But this is far from being true for some ranges of the parameter,
as noticed by many authors in the past. See, for instance [26, 118, 69, 68] and [149] and
references therein.
The purpose of the present chapter is to present the results of massive simulations for
large sets of values of the parameter and to explain the different phenomena that lead to
the destruction of the diffusive character. This is done using quantitative and qualitative
approaches. The results are compared to some limit theoretical models which deal with
several of the involved phenomena.
In Section 3.3 we consider simple approaches to the diffusive properties of the standard
map: the quasi-linear approximation and the Fourier methods to take into account the
correlation effects. These methods are useful for many of the values of the parameter when
it is large enough.
Section 3.4 is devoted to methods and results obtained from massive simulations. After
looking at the problem for a large set of values of the parameter, we consider narrower and
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narrower ranges to focus on the main difficulties. A scaling effect shows up and, hence,
details on the dynamics in a narrow parameter domain allow us to understand the behavior
at all the other places where the standard diffusion is no longer valid.
Quantitative and qualitative explanations of the numerical results, as well as a compar-
ison with limit renormalisation schemes are the contents of Section 3.5. The main result
concerns the behaviour of the standard deviation of the iterates of points, initially in a given
ensemble in the chaotic domain, as a function of the number of iterates T . While for a
typical diffusive process it behaves as the square root of T , for some intervals, in the do-
main of large parameter values, it behaves as a larger power of T , whose exponents range,
approximately, between 0.7 and 1.
A description of what the orbits do, which explains the main features of the plots which
summarize the numerical results, is presented at the end of Section 3.5.7.
The contribution of this chapter has to be seen as an attempt to find quantitative ex-
planations to the results of a large number of simulations, so that one could find the main
theoretical reasons which allow to predict, accurately, which should be the observed be-
haviour of the diffusive properties of the standard map for some special ranges, near integer
values, when the parameter is large.
3.2 On the destruction of rotational invariant curves
Before starting to deal with diffusive phenomena of Mk, it is important to do some remarks
on how invariant curves are destroyed, since once destroyed, in the form of Cantori, they are
one of the objects that play a key role in diffusion, since they can slow this process down
due to the small size of their gaps. To do so, we are going to use as example, the island of
stability around the accelerator mode that is born at (1/4, 0) for k = 1.
In Figures 3.1 and 3.2 we show how the distribution of invariant curves around islands
evolves as the parameter changes. We have estimated the values of the pairs (x, k) of x
at the right hand side of the hyperbolic periodic point and of parameter k for which there
are invariant curves. For the 1/4 hyperbolic periodic point in Figure 3.1 (see Figure 3.5
right for a sketch of the phase space near these parameter values) and for the 3/13 and 2/9
hyperbolic periodic points in Figure 3.2. In the last case the points are taken to the left of
the corresponding periodic hyperbolic point.
We have proceeded as follows: for a fixed value of k, we consider a grid of points with
spacing 10−6 on the y = 0 line. For each of these points, we have computed an approximation
of the Lyapunov exponent. If considered zero, it was a candidate to invariant curve so its
rotation number was approximated via the method explained in the appendix of [123]. If it
could be considered irrational, we plotted this pair (x, k).
In these figures we observe black bands emanating from the horizontal axis. The white
strips in these bands correspond to islands which are perfectly identifiable. In the black
bands, one can see “tongues” which, when zooming, reach the x axis: they correspond to
instability zones produced by the splitting of the separatrices of hyperbolic periodic points.
For k = 1.051, at the bottom of Figure 3.1 one can observe relatively large gaps in the
Cantor structure of invariant curves. They correspond to the existence of islands. The
rightmost gap, for x ∈ [0.314050, 0.314312], corresponds to a rotation number ρ = 10/41,
while the leftmost one, for x ∈ [0.309577, 0.309634], corresponds to ρ = 30/121. The rotation
numbers of the islands in the largest gaps are of the form 2j/(8j + 1), j = 5, . . . , 15. Due to
3.2. ON THE DESTRUCTION OF ROTATIONAL INVARIANT CURVES 65
 1.051
 1.0511
 1.0512
 0.309  0.31  0.311  0.312  0.313  0.314  0.315
k
x
 0
 2.5e-06
 5e-06
 7.5e-06
 1e-05
 0.3123  0.3125  0.3127  0.3129
kˆ
x
Figure 3.1: Initial conditions in the (x, k) plane taken on y = 0 for which there exist rotational
invariant curves surrounding the accelerator mode island. The right plot is a magnification
of the box in the left plot. Computations for values of the parameter after the 1/4 resonance.
The parameter kˆ in the right plot is related to k by kˆ = k − 1.051225.
the symmetry properties of Mk, islands with ρ of the form p/q with p even appear to the
right of the fixed point, while if p is odd they appear to the left.
Furthermore, to the right of the displayed domain for k = 1.051 an island with ρ = 8/33
appears for x ∈ [0.315087, 0.315453] and one to the left, with ρ = 32/129, is found for
x ∈ [0.309386, 0.309443].
It is also easy to identify some periodic hyperbolic points, which are born close to
the destruction of nearby invariant curves. For instance, for the approximate values x =
0.309508, 0.313708 and 0.314701 periodic orbits with ρ = 31/125, 11/45 and 9/37, respec-
tively, are found.
For each elliptic periodic point, one can see that there are 2 invariant curves, one to the
right and one to the left, surrounding a chain of islands. They both have similar rotation
number, but their destruction is not simultaneous. In particular, the continued fraction ex-
pansion of the rotation numbers of the two highest tips which are shown in the magnification
of Figure 3.1 are
[4, 14, 1, 1, 1, 1, 1, . . .] and [4, 13, 1, 1, 1, 1, 1, . . .],
for the tips located near x = 0.3125 and x = 0.3129 respectively.
Finally, we note the quadratic shape of the envelope of the purple points in the Figures 3.1
and 3.2. This can be explained as follows. To study the dynamics in the chaotic zone between
the 1/4-periodic island surrounding the accelerator mode island and the last invariant curve
(if exists) one can use a separatrix map model, see [26, 135]. At some (fixed) distance y0
from the separatrices bounding the 1/4 islands, the separatrix map can be approximated by
a standard map Mk with k ∼ 1/|y0|. This explains why the boundary of the black points
in Figures 3.1 and 3.2 resembles the critical function of the standard map Mk. We recall
that the critical function (also referred as fractal diagram) relates the frequency ω with the
value of k = k(ω) for which the invariant curve with frequency ω breaks down. In our plots
we represent x instead of ω as the x-coordinate, but there is a one-to-one correspondence
guaranteed by the non-vanishing twist property. As we will see in Chap. 4, the breakdown
of invariant curves can be investigated using a renormalisation scheme approach, see [89].
The renormalisation scheme implies that the locally most robust invariant curves correspond
to noble rotation numbers. Hence the maxima observed in the figures are related to noble
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Figure 3.2: Initial conditions in the (x, k) plane taken on y = 0 for which there exist a
rotational invariant curve with respect to the accelerator mode. Computations for values of
the parameter after the: Left: 2/9 resonance. Right: 3/13 resonance.
numbers, as was noticed above for the two highest tips. Moreover, for the golden rotation
number g the corresponding renormalisation operator implies that the distance ∆ω to the
nearby noble numbers scales as
∆k ∼ −|∆ω|η,
where η = | log(δ)/(2 log(g))| ≈ 0.5063, see [89]. Here δ refers to the inverse of the conver-
gence ratio of the renormalisation scheme, see (3.6) in Sect. 3.5.7. See Sect. 4.2. See also
related comments in [90]. Moreover, a similar behaviour is expected for any noble number.
This implies that each of the tips shown is expected to have (locally) a quadratic shape
again. We remark that the renormalisation process gives local information around the most
robust noble in a given interval. Nevertheless, in the figures one observes that the quadratic
shape has a more global character (although the considered range of x is relatively small).
3.3 Elementary approaches to the diffusion properties
We start here with simple approaches to the diffusion properties of the standard map Mk,
the lift to the cylinder S1 ×R of (1.13) for large k. In fact these approaches provide a good
idea of the diffusion for most of the values of the parameters if they are sufficiently large.
Then we shall compare with a better measure of the properties of the dynamics. Concrete
details and explanations will be given in the next sections.
We consider here the diffusion in the y variable forMk. The main conclusion will be that
there are ranges of the parameter where the behaviour is not of diffusive type, even starting
in the chaotic domain. But the width of these ranges tends to zero as k →∞.
3.3.1 The quasi-linear approximation
For large k the statistical description of the dynamics in the chaotic zone, assuming that the
measure of the regular zone is negligible in front of the one of the chaotic zone, can be done
via the simplest (homogeneous) diffusion equation [27]
∂f
∂t
=
1
2
D(k)
∂2f
∂y2
, (3.1)
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where f = f(y, t) is the density of points, t denotes the number of iterations and y is the
momentum. The transition density of a Brownian motion starting at 0 with variance σ2 = 1
satisfies the previous heat equation, that is, the infinitesimal generator of the underlying
Feller process is 1
2
∂2f
∂y2
. Note that this approach assumes that the effect of the angles x
averages properly, and then the diffusion equation describes the dynamics in the y direction.
An improvement to take into account the influence of x will be given in Section 3.3.4.
Let us denote as (xj , yj) = M
j
k(x0, y0) the values of the successive iterates of a point
(x0, y0) ∈ S1 × R1. Let ∆jy = yj − y0 be the difference in actions after j iterates. The
average diffusion rate for Mk, D(k), can be evaluated as the limit
D(k) = lim
n→∞
〈(∆ny)2〉
n
. (3.2)
where 〈·〉 stands for the ensemble average. It is worth stressing that the value of D(k)
strongly depends on k, and that for each value of k, it is a constant in (3.1). Note that in
this definition the mean 〈(∆ny)〉 is assumed to be zero, so it is not included in (3.2). Despite
this fact holds true in our setting, when we compute D(k) or some variant of it, to obtain
the variance we include that missing term: σ2 = 〈(∆ny)2〉 − 〈(∆ny)〉2.
Under the assumption that we can average out the effect of the angles in Mk, and no
accelerator modes show up in the phase space, the mean value of D(k) after one single
iteration is
Dql(k) =
∫
S1
(y1 − y0)2 dξ =
∫
S1
(k sin(2πξ))2 dξ =
k2
2
, (3.3)
which is usually referred to as the quasi-linear value. If we normalize (3.3), to skip the effect
of k, one should obtain the normalized value Dql,N = 1/2, where the subscript N refers to
this value as being normalized.
3.3.2 Selecting initial points
An important point, for this section and for the rest of similar massive numerical simulations
in this thesis, is the selection of initial points to be iterated under Mk, to measure the
diffusion properties. We want to make sure that these points are taken on the “chaotic sea”,
i.e., outside any island. To this end we have used the following method to select initial
points:
a) Compute an approximation of the unstable manifold W uk,p of some periodic hyperbolic
orbit of period p. This can be done in an efficient way via the parametrisation method
(see [126]) at some high order (typically between 20 and 50). Except in the case p = 1
(i.e., for the hyperbolic fixed point) one has to compute first the Taylor expansion of
Mpk around the chosen point.
b) Let z be a parameter of the manifold and g(z) the corresponding point in W uk,p. The
invariance condition reads Mpk (g(z)) = g(λz), where λ is the dominant eigenvalue at
the chosen point and z has been normalized so that the linear term in g(z) has modulus
1. Select a fundamental domain in U = [z0/λ, z0] in which the invariance condition is
satisfied with a prescribed tolerance (typically 10−20).
c) Choose points in U , e.g. with uniform step in log scale, and iterate them n0 times
under Mk as a transient. These will be the selected initial points.
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3.3.3 Results and interpretation
An idea on the goodness of the quasi-linear approximation Dql,N(k) can be obtained by
computing the first term 〈(∆1y)2〉 in the limit (3.2) via the method just described. We have
used p = 1 in subsection 3.3.2 a), N = 250, 000 points in U and have done T = 106 iterates.
Note that, since we recorded ∆1y and (∆1y)2 at each iterate, assuming uncorrelation, it is
equivalent to take just one initial point and iterating it T = 2.5× 1011 times.
We have considered the values of the parameter k = 0.72(0.001)6.1, for which the phase
space is filled with what seems to be a chaotic sea, except for the islands appearing near
integer and half-integer values of the parameter studied in Section 2.4. After skipping the
effect of k, the obtained approximation D˜ql,n(k) of Dql,N(k) differs from 1/2 by less than
2× 10−6 for most values of k.
However, there are parameters for which the computed value D˜ql,n(k) differs in a signif-
icant way from 1/2 and it is below the expected value. The parameters k for which this
occurs are seen to coincide with the ones for which islands are detected for Mk, as described
in Section 2.5.
In Figure 3.3 we display the values of 1/2 − D˜ql,n(k) as a function of k in the range
mentioned above. Compare the left plot with Figure 2.13 in Section 2.4.1. Further details
can be seen on the right plot, with k ∈ [1.87, 2.13]. No differences have been observed if
we replace the unstable manifold of the fixed point by unstable manifolds of other periodic
hyperbolic orbits to select the initial conditions.
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Figure 3.3: Values of ∆Dql = 1/2 − D˜ql,n(k), where D˜ql,n(k) is the numerically estimated
average one step diffusion rate, as a function of k. Left: results for k ∈ [0.72, 6.1]. Right: a
magnification for k ∈ [1.87, 2.13].
There is an easy interpretation to the results. The places where some islands are located,
according to Section 2.4, are close to x = 1/4 and x = 3/4. The iterates of points in the
chaotic zone can not enter into them. Hence, as in these domains the value of (∆y)2 is,
approximately, equal to k2 and close to maximal, the contribution to the average is missing.
This produces a decrease in the value of D˜ql,n(k) roughly proportional to the size of the
island.
Note that this first term in the limit (3.2) is significantly different form all other terms.
When one considers more than one single iterate, the value of 〈(∆ny)2〉 can not be easily
averaged since functions like k sin(2π(x + y + k sin(2π(x + · · · )))) appear. This kind of
expressions are typically expanded in k by sums of Bessel functions as will be done in the
next Section, producing larger oscillations, as noted in [27].
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3.3.4 A first improvement
A first improvement with respect to the quasi-linear approximation consists in taking into
account the effects of the correlations between successive iterates. A nice description can be
found in [75] and references therein. These effects can be studied using Fourier techniques.
A simple correction factor, adapted to the notation and normalisations we use in this work,
follows from formula (5.5.21) in [75] and the comments that follow after that formula. See
also [102] and [144].
Hence, we should expect a corrected value for the normalized average diffusion rate given
by
Dcc(k) =
1
2
[
1− J2(2πk) + (J2(2πk))2
]
, (3.4)
where Dcc stand for “correlation corrected” and J2 denotes the second Bessel function. The
values of Dcc(k)− 1/2 tend to 0 as k−1/2 when k →∞ with sinusoidal oscillations around 0.
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Figure 3.4: For a range of values of k, as horizontal variable, and using a large step in k, we
show the values of the estimated diffusive properties of Mk, after 10
3, 104 and 105 iterates
(in red, green and blue, respectively), for a sample of 105 initial conditions. The magenta
curve shows the values of Dcc(k) as given by (3.4). Here D˜ simply denotes the values for the
different number of iterates including the normalization mentioned at the end of subsection
3.3.1.
In Section 3.4 we provide a method to estimate the true diffusive properties of Mk.
We shall see that the results depend on the number of iterates, T , after the transient.
Explanations for these results will be provided in Section 3.5. For the moment being we
display, in Figure 3.4, the comparison between the results using a sample of 105 initial
conditions and values of T equal to 103, 104 and 105 (in red, green and blue, respectively)
and the ones using (3.4) (in magenta). Even taking into account that we have used the
values of k = 0.8(0.1)10.1, one can observe big differences, mainly near 1 and 2, depending
on the value of T . In fact, these differences appear shortly after every integer value of k
in domains which become narrower as 1/k when k increases. Outside these domains, to be
discussed in next section, the approximation provided by (3.4) is quite good. The two peaks
seen in Figure 3.4 are just a preliminary indication of the richness that in subsection 3.4.2
will be shown to exist. This is one of the main motivations of this work.
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3.4 Numerical evidences on the real diffusion proper-
ties
To have a correct estimate of the diffusive properties of Mk we should take into account how
the “diffusion” depends on time, that is, on the number of iterates T and check that it is
essentially independent on the size of the sample N , i.e. the number of initial points which
are iterated under the map.
It is well-known that in a diffusive process, with constant diffusion coefficient, a sample
of N points starting at a given value of y (or nearby values) after T iterates has a standard
deviation σT which behaves as
√
T . Hence, when dividing σT by
√
T it should tend to a
constant, the diffusion coefficient, when T increases and, to minimize the effect of N , when
the size of the sample also increases.
Consider a given initial value of y, say y0 after the transient and reducing it to T
2, that
is 0 ≤ y0 ≤ 1 (or, equivalently, −1/2 ≤ y0 ≤ 1/2). Let yT the value after T iterates, without
any further reduction to T2, that is, using M˜k. The standard deviation can be measured for
the jump in y: ∆T y = yT − y0.
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Figure 3.5: For k = 1.05123 the left plot shows an orbit of an initial point in the chaotic
zone, reducing y to the range [−1/2, 1/2). Two domains, around fixed points ofMk, are seen
to be non accessible. The right plot shows details on the dynamics around the fixed points
on the “left” island.
A typical orbit of a point in the chaotic zone is shown, reducing it to T2, in Figure 3.5
left. We see that it avoids a couple of islands located, approximately, around (0.3, 0) and
(0.8, 0), where there are fixed points of M˜k. The value used for the figure is k = 1.05123
and reasons for that choice of k will be given later. Compare also with the results shown
in Figure 3.1. The right plot in Figure 3.5 shows a detail on the dynamics near the left
fixed point. As points near the fixed point jump up by an amount close to one unit under
iteration by Mk, we call it “the positive island”. In a similar way, the island on the right
side of Figure 3.5 left will be denoted “the negative island”. Accordingly, the fixed points
inside these islands will be denoted as E+ and E−, respectively. Around the fixed point one
can see several KAM curves, then a hyperbolic periodic orbit of period 4, the related islands
of period 4 and, as given by the evidence in Figure 3.1 there are still invariant curves around
these period-4 islands.
According to Figure 3.1 right, these curves persist until a value of k = kc,1/4 located in
the range (1.05123, 1.05124). Hence, the iterates of initial points in the chaotic domain can
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not enter inside the islands, because of the existence of these invariant curves.
The reason why we have selected values of k near the destruction of the invariant curves
around the period-4 islands, as it can be seen in the details shown in Figure 3.9, relies on the
measure of the confined chaotic domains for the He´non map, see Figure 2.4 right. For period
4 it turns out that this measure is one of the largest ones. See more details in Figure 2.5.
However, a detailed inspection of the diffusive properties shortly after the destruction of the
last invariant curve around islands with other rotation numbers (like 1/5, 1/6, 1/7,...,2/9,
2/11, ...,3/13,...) shows the same properties that will be described for rotation number 1/4.
But to go deeply into some of the details of the phenomena for these rotation numbers the
number of iterations has to be increased.
The results of the computations of σT /
√
T show a strong dependence in T when period-1
islands exist, independently of the size of N if this one is large enough to provide a good
estimate of σT . The methods used (some of them to be used also in Section 3.5.2) and which
kind of data are recorded, are presented in Section 3.4.1, with results shown in Section 3.4.2.
3.4.1 Methods
As mentioned in Section 3.3.2 we have used initial data in T2 after a transient of n0 = 10
3
starting in a fundamental domain of the unstable manifold W uk,1. Most of the results have
been checked using also starting points in W uk,2, having an excellent agreement.
After the transient every initial point is iterated T times. The current values of yT for
different values of T (typically for powers of 2) are stored. At the end of the computation,
for each selected value of k and each value of T , one has the standard deviation of a sample
of N initial points, which is scaled by the current value of
√
T and also by k to obtain
a normalized value, as described in Section 3.3.1. Concretely, if a value σT (k) has been
obtained as standard deviation, we record the value
σT,k = σT (k)/(k
√
2T ), σ2T (k) =
〈
(∆T y)2
〉− 〈(∆Ty)〉2 (3.5)
The additional
√
2 has been introduced to allow for comparisons with the normalized quasi-
linear value Dql,N .
It has been checked that the iterates of initial points can remain close to the islands for
many iterations. Suitable explanations are given in Section 3.5.
One of the quantitative questions to decide is how to give a concrete meaning to the
sentence “to remain close to the islands”. This has been used for the computations whose
results are shown in Figure 3.9, i.e., for a very narrow range of values of k. Looking at Figure
3.5 right we decide to consider as “close to the islands” points which pass at a distance less
than some amount rb (fixed as 0.0775 for the data shown in Figure 3.9) from either E+ or
E−. But it is clear that there are points in the chaotic zone that enter this domain. Hence,
to consider that the orbit of a point passes close to, say, the positive island, we require to be
at a distance less than rb from E+ for, at least nb consecutive iterates. As suitable value for
nb we have taken 2
7. The set of points where these two conditions are satisfied (proximity
and permanence) will be denoted as “the vicinity of the island” and represented as WE+
or WE−. We will say that the iterates of an initial points are temporarily captured by the
island if they spend at least 27 consecutive iterates either in WE+ or in WE−.
This will allow us to have average estimates on the “trips” of the different initial points,
that is, how many iterates they spend in the chaotic domain, how many close to the positive
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or negative islands, the probability to pass from the chaotic domain to WE+ ∪WE− and the
mean time spent in these vicinities. All these data will be useful to understand the global
dynamics, as described in Section 3.5.
Note that after the transient of 103 iterates it can happen that some point is already in
WE+ or in WE− . This really does happen but the fraction of points in each one of these
vicinities is below 1.5%.
3.4.2 Results
Figure 3.6 shows the results for σT,k for T =2
18, a sample size N=250, 000 and k = 0.8(0.001)
10.1. Beyond the oscillations around 0.5, already observed in Figure 3.4, sufficiently well
modeled by the values in (3.4), we see some wild behavior with several large peaks shortly
after integer values of k. The size of the peaks and also the width of the ranges where this
occurs behave, approximately, like 1/k. A similar type of results can be found in [144].
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Figure 3.6: For k = 0.8(0.001)10.1 as horizontal variable, we represent the values of the
estimates of σT,k, as vertical variable. See the text for the values of T and N .
Note that these ranges correspond to part of the intervals in k where Mk has fixed points
(in T2), but not to the ranges where period-2, period-4 and several other periodic islands
are found, recall Sect. 2.6. The reason for this different behavior is elementary and will be
given in Sect. 3.5.
In Figure 3.7 we show a detailed view of the previous result shortly after k = 1 and k = 4.
Similar results have been obtained for many other ranges of k following integer values. The
corresponding values have been obtained using N = 106 and for T = 2j, j = 16, 18, 20 are
displayed in different colors. The values of σT,k increase with T .
Both parts of Figure 3.7 are quite similar, except by the different scaling in both the
horizontal and vertical variables and minor details. The peaks are almost gone for k near
1.06 in the left plot and for k near 4.015 in the right one. For these values the elliptic fixed
points of Mk have rotation number close to 1/3. According to the study of the standard
map islands, and based on the properties of the He´non map presented in Section 2.2, the
islands around E+ have a negligible size.
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Figure 3.7: Details on the behavior of σT,k near k = 1 (left) and k = 4 (right) for three
increasing values of T . The concrete ranges of k are 1(0.0001)1.24 and 4(0.00003)4.06. See
the text for the values of N and the different values of T used in the computations.
In Figure 3.8 we restrict our attention to the k intervals [1, 1.06] and [4, 4.015]. As
expected, both plots are quite similar. The values of N and the steps in k are the same as
before, but the values used for T are now 2j, j = 18, 20, 22. Comparing with the parts of
Figure 3.7 corresponding to the same intervals, we realize that the peaks have, roughly, the
double value when T increases by a factor 4.
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Figure 3.8: Further details on σT,k in narrower ranges near k = 1 (left) and k = 4 (right).
The values used for T have been increased by a factor 4 with respect to Figure 3.7.
Each one of the peaks seen in Figure 3.8 occurs shortly after the breakdown of all the
outermost invariant curves surrounding the islands around E+ and E− with a given rotation
number, ρ, which occurs for a critical value to be denoted as kc,ρ. Approximate values of
the location of the peaks in that figure and the corresponding rotation numbers are given in
Table 3.1.
104(k−1) 514 465 419 392 298 260 198 146 115 94 80 69 61
ρ 1/4 3/13 2/9 3/14 1/5 2/11 1/6 1/7 1/8 1/9 1/10 1/11 1/12
Table 3.1: A sample of the values of k for which large peaks appear in Figure 3.8. For each value
of k we give the rotation number of the islands such that the outermost invariant curve surrounding
them has been destroyed for a nearby, smaller, value of k, that we rename as kc,ρ.
From now on we concentrate on the vicinity of the largest peak in Figure 3.8 using a
large number of iterates. That is, for k around kc,1/4. A similar behavior has been observed
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for other major peaks. It is apparent that the peak that we consider is the largest one for
all k > 1.
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Figure 3.9: A sample of results near the largest peak in Figure 3.8 for large values of T . In
the left plot the values of T go up to 225 and in the right one they reach 230. See the text
for additional details.
In Figure 3.9 the results in narrow domains around k = 1.0514 are shown. In the
left plot the number of initial points is N = 106 while the values of σT,k are shown for
T = 2j, j = 20(1)25. We have used k = 1.051(10−5)1.052. In the right plot one has used
N = 105 and the values of T = 2j, j = 25(1)30. The step in k is the same as in the left plot,
but the range is reduced to [1.0512, 1.0515].
The upper curve in the left plot, which reaches a value slightly larger than 92, can be
identified with the lower one that can be seen in the right plot. The upper one in the right
plot reaches a value slightly larger than 483. The ratio of these values is 5.25, a little bit
below the square root of the ratio of the number of iterates (T = 230 on the right, T = 225
on the left).
We can summarize the observed results near a peak of σT,k related to the breakdown of
the invariant curves around an island of rotation number ρ as follows. Recall that σT,k =
σT (k)/(k
√
2T ) so we already scaled it by
√
T . Hence, in a diffusive setting one expects σT,k
to behave as constant times the periodic corrections in (3.4). But
1. The maximal value of σT,k, for a given T , occurs for values of k = k(T ), where k(T ) is
a decreasing function which tends to kc,ρ as T →∞.
2. The values of σT,k(T ) tend to scale as
√
T . That is, the non-scaled standard deviation
σT (k), see (3.5), reaches a linear dependence in T , at least selecting the values of k
in a way which depends on T . This implies that the dynamics in y is not Gaussian
and the diffusion coefficient diverges. Otherwise, σT,k would have finite limit. This is
related to the fact that the escape time distribution from the stickiness region around
the accelerator modes has infinite variance, see related comments in Section 3.5.6. At
the end of Section 3.5.2 we return to this key point, and in Section 3.5.7 we will give
a theoretical justification of it.
Note also that for large T the effect of little islands starts to be visible, see Figure 3.9.
To check the role of the arithmetics on the computations we have reproduced, using
quadruple precision, the results in a sub-interval of Figure 3.9 left. Concretely, we have
taken a reduced set of values of the parameter k = 1.0512(2 × 10−5)1.0516, a number of
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Figure 3.10: Comparison of the results for T = 2m, m = 20(1)25 and a reduced set of values
of k using double precision (in red, part of Figure 3.9, with a sample of 106 points) and
quadruple precision (in blue, with a sample of 2× 105 points).
iterations of the form T = 2m, m = 20(1)25 and a smaller size of the sample, N = 2 × 105.
The results, displayed in Figure 3.10, show a good agreement with the ones that have been
produced with double precision.
3.5 Qualitative and quantitative approaches to the in-
terpretation of the numerical results
In this section we first comment on the role that different invariant objects have on the
statistical properties. Then we provide additional numerical information, mainly extracted
from the computations leading to Figure 3.9. To compare with this information we include
a study of the breakdown of the last rotational invariant curve (the one with golden rotation
number) at the Greene’s critical value of the parameter. After a presentation of some the-
oretical limit renormalisation results, we are in condition to explain the shapes seen in the
previous figures, concerning the behavior of the standard deviation as a function of T and N .
3.5.1 The role of different objects and phenomena
i) The accelerator modes.
For k integer the fixed point E+ of Mk, located at (1/4, 0), jumps k units up under
Mk. Despite starting at the chaotic sea, when entering WE+ the orbit can mimic the
behavior of E+ for many iterates. Going away from y = 0 it will produce a major
contribution to the standard deviation. The same is true for points entering WE− , or
even if an orbit visits WE+ for a while, then it visits WE− (or, perhaps, WE+ again)
and successive visits to both domains are produced.
As we expected and explained in Sect. 2.6, the situation is different when an orbit
approaches the islands of period 2 or 4 (or higher periods). After visiting the vicinity of
an island going up, the orbit visits the vicinity of one island going down in next iterate,
having close to zero average (after 2 or 4) iterations. This explains the qualitative
differences between Figures 2.13 and 3.6.
ii) The Cantor sets.
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Consider, first, k ≤ kc,1/4, that is a value such that there still exist invariant curves
around the period-4 islands. Orbits in the chaotic sea can not cross these curves to
become trapped by the island. But when they break down, they are replaced by Cantor
sets, the iterates can penetrate inside the domain that was bounded by the previous
invariant curves, approach the period-4 islands, spend some time near tiny islands,
even entering the narrow chaotic channels between the main island and the period-4
islands, created by the very small inner splitting [134], where they can spend many
iterates. Eventually, they leave the domain through the gaps of the Cantorus.
If k > kc,1/4 the size of the gaps increases with the difference k−kc,1/4. It becomes easier
“to enter”, but also the residence time in that domain decreases. This phenomenon is
repeated at different scales around all the tiny islands visited by the iterates. In Chap. 4
we will study the escape rates across a golden Cantorus, with special emphasis on the
change of statistics as one tends to the breakdown, and hence the gaps of the Cantorus
become narrower.
The effects can be seen on the “bumps” presented in Figure 3.11 and, in a cleaner way,
in Figure 3.12.
iii) The stickiness.
In fact one should not only consider the breakdown of the last invariant curve around
the period-4 islands. For k ≤ kc,1/4 there are other curves, inside and outside, which
were broken before. See Figures 3.1 and 3.2. For k > kc,1/4, before penetrating through
the narrow gaps of the “last created” Cantor set, they should enter the previously
created Cantor sets, spend some time around the remnant islands, etc. This collective
phenomenon, which is the geometrical meaning of stickiness in this setting, tells us
that it is difficult to approach an island from outside: there are several gaps to cross.
But when the orbit is inside it can remain there for a long time. Upper bounds on the
speed of diffusion go back to the pioneer work of Nekhorosev [110], where the author
assumed that no channels of dynamics blocked at resonance exist, a requirement which
is formulated in terms of a steepness condition. Similar bounds, based on estimates
of the remainder of the normal form around a totally elliptic fixed point with an
application to the triangular Lagrangian points can be found in [53]. For multiple
examples, discussions on fast and slow escape and many illustrations on the dynamics,
see [31].
These collective effects can be seen in the linear behavior (in log10− log10 scale) of part
of the plot shown in Figure 3.11.
3.5.2 Trapping time statistics around accelerator modes
From the last numerical simulations in Section 3.4, more concretely, the ones illustrated in
Figure 3.9, for N = 105 and T = 230, we can extract valuable additional information. We
have collected data on the “trips” of the N initial points. In particular the trapping time
I(t) in the domains WE+ and WE−. Recall Sect. 1.1.4. That is, when we have detected that
an iterate approaches, say, the positive island (see end of Section 3.4.1), we count for how
many iterates, m, it remains in WE+ until leaving it. We introduce some intervals, of the
form Ij = [2
j/2, 2(j+1)/2), j = 14, . . . , 60, and if m ∈ Ij we add one unit to a counter Cj. At
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the end of the computations we collect the counts in each box. This gives an estimate of the
average “residence time” in the vicinity of the islands.
The results are shown in Figure 3.11 left. In it we plot all the curves corresponding to
data for k = 1.0512(10−5)1.0515 simultaneously (a total of 31 curves). For the data in each
counter Cj we display, on the horizontal axis, the value of log10(2
j/2) and on the vertical
axis the final value of log10(Cj), adding the visits to WE+ and WE− . For instance we can
read, from the left upper corner of the plot, that for all used values of k, the number of visits
with a stay between 128 and 181 consecutive iterates exceeds the value of 108. Note that
in very few cases the length of the stays exceeds the value 229 and they occur, mainly, for
k = 1.05125 and k = 1.05126.
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Figure 3.11: Left: number of times that the iterates visit WE+ ∪ WE− with a stay in the
range Ij as a function of 2
j/2. For both variables the log10 scale has been used. All the values
of k = 1.05120(10−5)1.05150 are plotted simultaneously. Right: A measure of the size of the
bumps in the left plot. See the text for details.
In the plot we see two distinctive phenomena: First, on top left, some monotonous
decrease until a value of j which depends of k. The smaller the value of k is, the larger the
value of j up to which the decrease holds. And second, for a each value of k shown, after
the monotonous, close to linear, decrease until some value of j, one can see a “bump” in the
value of log10(Cj). These two effects are related to each other, namely as items ii) and iii)
in the enumeration in Subsect. 3.5.1, but they seem to be visible in different scales of time.
3.5.3 Power law statistics
Here we want to do a simple remark to clarify the numerical results in Fig. 3.11, left. In this
picture, we can clearly see that the histogram of the trapping times behaves as a power law,
and that for all the parameter values shown it seems to be a limit of the value of the slope
as the appearance of the bumps move right (that is, it goes outside the range where we can
detect it). Actually these bumps only show up for k > 1.05126.
For each value of k, the behaviour in log-log scale seems to be linear up to some value jc
of j. If we do a linear fit of the data for j ∈ [14, jc], for decreasing values of k from 1.05150
to 1.05127, the approximate values of the slopes decrease monotonically from -1.11 to -1.21.
But we expected a power-law behaviour I(t) ∼ t−b, with 2 < b < 3. This is what we actually
get. If what we observed followed such a power law, in each bin Ij = [2
j/2, 2(j+1)/2) we expect
Cj to be a multiple of the probability that the length of a stay m ∈ Ij , namely∫ 2(j+1)/2
2j/2
t−b dt =
(
21/2
)1−b − 1
1− b
(
2j/2
)1−b
.
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Hence, in a log-log plot, a histogram of a power law I(t) ∼ t−b where the lengths of the
bins are equispaced in logarithmic scale is seen as a straight line with slope 1 − b. Hence,
the power law we see in Fig. 3.11, left, has actually an exponent b ranging between 2.11 and
2.21.
3.5.4 The shape of the bumps
To analyze the bumps seen in Figure 3.11 left, we proceed as follows. For each value of k,
we subtract from the counts Cj the values predicted by the linear fit for j > jc explained
above in Subsect. 3.5.3. The results are shown in Figure 3.11 right. Again in log10 scale for
both variables, we plot in the horizontal direction the value of 2j/2 and in the vertical one
the difference between the value of Cj and the one predicted by the fit. This is a way to
obtain a nice representation of the behaviour of the bumps in the left plot.
Note that for larger values of k the height of the bumps is larger. This is natural, because
they remain for less iterates in the “linear” regime of Figure 3.11 left, before entering into
the bump.
The study of the source of the bumps is actually the contents of Chap. 4. But a brief
explanation on our approach to study this effect is added here both to have a self-contained
chapter and to motivate the next one. To investigate the shape seen in Figure 3.11 right, we
place our study in a different range of values of k for the Mk, concretely around the destruc-
tion of the last rotational invariant curve (RIC) for Greene’s value k¯G ≈ 0.9716354061062
[80, 83]. The parameter in classical formulations of the standard map is denoted as k¯, which
is related to the parameter k we use in this work as k¯ = 2πk.
The last RIC appears for a rotation number ρ = ω := (
√
5−1)/2 and, by symmetry, also
for 1 − ω = (3 −√5)/2. Let us denote them as the upper Wu and lower Wl last RIC. For
values k¯ < k¯G global diffusion is impossible. For k¯ > k¯G, close to k¯G, initial points located
on a strip between Wu and Wl can move away.
The method given in Section 3.3.2 has been used to generate initial points in the unstable
manifold of the period-2 hyperbolic orbit. Then these points are iterated until they “escape”
from the previous strip. To detect the escape several methods can be used. The simplest
one is to check if, in the formulation Mk of the standard map, they cross either y = 0 or
y = 1. Another method looks for an approximate representation of Wu and then this curve
is slightly shifted up (down for Wl). When an iterate crosses some of these shifted curves it
is considered as escaped. Both methods agree very well for parameters close to the critical
one.
For a decreasing set of values of k¯ tending to k¯G we have taken 10
7 initial points, for
every value of k¯, and performed up to 1010 iterates of each of them until escape is detected.
From the more than 2× 109 initial points tested for many values of k¯, only 46 have not yet
escaped for 1010 iterates.
The Figure 3.12 shows some statistics of escapes for k¯ = 0.98(0.005)1.04. To this end
we count, in a similar way to what has been described to obtain Figure 3.11, how many
points, Cj, escape after a number of iterates T in the interval Ij = [10
0.02j , 100.02(j+1)), j =
100, . . . , 500. The top left plot in Figure 3.12 displays the values of Cj as a function of 0.02j.
Obviously, the closer k¯ is to k¯G, the larger the number of iterates is. In the top right plot
the representation is similar, but instead of Cj we display log10(Cj). From one side, it is
remarkable to see that, beyond a shift and a small deformation, the curves are very similar.
On the other hand there is a strong similitude between the top right plot and the one that
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Figure 3.12: Statistics concerning the number of iterates to escape from an initially confined
strip when the parameter k¯ becomes larger than the critical Greene’s value k¯G. In the top
left and right plots the horizontal scale is log10(T ). The data on the left are represented in
true scale and in the top right in log10 scale. Bottom: total number of iterates nit to have
escape of all initial points (upper set) and maxima M of the previous plots (lower set), both
in log10 scale, as a function of log10(k¯ − k¯G). Both sets have a behavior close to linear in
these scales. For these plots we have used k¯ = 0.980(0.001)1.200. See the text for additional
details. For values of k closer to kG from above, the histograms on the top appear shifted
to the right. See Sect. 4.5.3.
we have seen in Figure 3.11 right. This shows that the bumps in Figure 3.11 are due to the
effect of the Cantori gaps surrounding the stability regions of E+ and E−. See Section 3.5.1
for further details.
To complete the information displayed in Figure 3.12, top, we can display, as a function of
log10(k¯− k¯G), both the total number of iterates to have escape of (essentially) all the points,
and the location of the maxima in the previous two plots, both numbers in log10 scale. This
is shown in Figure 3.12 bottom. The straight lines show the corresponding linear fits. The
slope for the upper data (iterates) is ≈ −3.05 while the one for the lower data (maxima) is
≈ −3.13. They are in good agreement with the expectations from renormalization theory
around the golden rotation number curve breakdown, see Section 3.5.7, specially with (3.6).
To get these slopes we fitted all the data displayed in Fig. 3.12, bottom. But if we get closer
values to kG we expect it to change. In Sect. 4.5 we revisit this problem and give more
accurate values of these slopes.
For completeness we have also computed, from the data shown in Figure 3.12, the average
and standard deviation of the number of iterates to escape, as a function of k¯. We found
a good agreement with a power law of the form (k¯ − k¯G)−β, for the value of β in (3.6),
both for the mean and for the standard deviation. Furthermore, as it is well-known from
renormalisation theory [83], these two values tend to coincide when k¯ tends to k¯G and the
numerical computations show this tendency.
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3.5.5 Some additional numerical results
We return now to Mk for k slightly greater than 1, with the same set of values of k used in
Figure 3.9 right and in Figure 3.11.
The probability to enter the islands zone. As mentioned in Section 3.4.1 we can count
how many times a temporary capture, i.e., entrance in WE+ ∪WE−, is produced. This can
be divided by the total number of iterates (105 × 230 for each value of k). This gives an
estimate of the probability that a point in the chaotic domain is temporary captured by an
island. The results are represented in Figure 3.13 top left as a function of k.
The fraction of time spent in the islands zone. On the other hand we can check how
many iterations are spent in these temporary captures. The results are shown in Figure 3.13
top middle. Note, however, that for the contribution to the standard deviation σT,k for the
present T = 230 it is not just the total number of iterates in WE+ ∪WE− what matters, but
how long are the “stays” near the islands. A stay 106 units long counts as much as 100 stays
105 units long. Furthermore, to check that what really matters are the iterates and “stays”
inWE+ ∪WE−, for the set of values of k used in Figure 3.13, we have computed the standard
deviation looking only to the stays in WE+ ∪ WE−. Concretely, if some initial point has
visited m+ timesWE+ and m− timesWE−, it contributes as m+−m− to the computation of
the standard deviation. All the iterates in the chaotic domain are discarded. The values of
the σT,k computed in that way have a relative error below 0.0005 with respect to the correct
values for k = 1.05120(0.00001)1.05150.
The growth of the diffusion coefficient as we iterate. Finally we plot at the top right
part of Figure 3.13 the evolution of the estimated value of the non-normalized standard
deviation σT (k), see (3.5), as a function of T for the values of k used to produce Figure 3.9
right. We use log10 scales. Globally one can see that up to T ≈ 104 the behavior is close to
linear, with a slope larger than 1/2. Concretely, it is close to 0.63, due already to the effect
of the points near the islands. From that value of T on, there is a change and the values
of σT (k) lie between two lines of slopes 0.7 and 1, say the lower and the upper lines. If we
look at the individual behavior of the lines for the different values of k, see the details in the
magnification shown in the bottom plot, it is checked that up to k = 1.05123 the curves stay
near the lower line. For k = 1.05124 the curve ends in the middle of the lower and upper
lines, with σT (k) ≈ 107 for T = 230. For k = 1.05126 it reaches the upper line at the end of
the T domain. From that value of k on, the curve has a tangency with the upper line, for
values of T which decrease as k increases (compare with Figure 3.11), and then it decreases
approaching the lower curve. The curves shown with thick blue lines illustrate this behavior.
Up to this point we have commented on the numerical results obtained. These results
show that for a generic area-preserving map with a divided phase space the diffusion prop-
erties are far from trivial. Despite of the difficulties, and motivated by the interest in ap-
plications, many authors have investigated the diffusive properties both from numerical and
theoretical points of view. Next subsection relates the numerical results obtained with the
available theoretical approaches to the diffusive properties in the different regimes observed.
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Figure 3.13: Top left: Number of temporary captures tc in theWE+ ∪WE− domains divided
by the total number itt of iterates of all the initial points. Top middle: total lengths tl of the
stays near islands divided by the same quantity. Both data are represented as a function of k.
Top right: For all the k values of the previous plots the standard deviation σ is represented
as a function of the number nit of iterates in log10 scale. Bottom: A magnification of the
top right plot for nit between 220 and 230 with the lines for k = 1.0512(0.0001)1.0515 shown
as thick blue lines. For reference two straight lines with slopes 0.7 and 1, mentioned as lower
and upper lines in the text, are also shown.
3.5.6 Available theoretical frameworks from renormalisation
schemes
In what follows we briefly present the theoretical frameworks that either support or even
explain some of the numerical results shown.
Concerning the power law statistics. The correlation function is related to the proba-
bility I(t), the recurrence time in some fixed region of the phase space. To fix ideas, consider
the accelerator mode islands ofMk. The probability I(t) relative to these islands was shown
in Figure 3.11 left. First we note that in a purely diffusive regime the correlation function
decays exponentially in time, see [75] and references therein (“time” here means “number of
iterates of the map”). That would mean that the points can escape from the chaotic region
easily as time evolves. However, we observed a power-law decay of I(t) for the region. Sim-
ilar results were obtained in many other works, see [27, 29, 30, 68] for example. This means
that trajectories are expected to be for a large number of iterates in the neighbourhood of
the accelerator mode island, as confirmed by the numerical experiment in Section 3.4. See
also [50, 51] for more recent computations on the statistics of the Poincare´ recurrences using
the Ulam method.
What causes the power-law decay and the stickiness effect has been analysed from differ-
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ent points of view. The analysis performed in [27] derived a power-law behaviour in terms
of the non-homogeneous diffusion coefficient D(y) of the separatrix map. The analysis of
self-similar solutions of the diffusion equation (which was suggested to include a suitable
exponent α) lead to the power-law probability distribution. This self-similarity was then
related with suitable scalings in time and space of the island-around-island structure, mean-
ing that for long-time evolution this hierarchy is the responsible of the behaviour of I(t).
Further developments of this point of view were done by Zaslavsky and collaborators, giving
rise to a renormalisation approach related to the hierarchical islands, see [148]. Let us give
some details of this approach.
The presence of accelerator modes causes the divergence of the diffusion coefficient since
the variance of a power-law distribution grows to infinity. Assume that the density of prob-
ability is of the form fI ∼ a/T b. For 2 < b ≤ 3 the expected value exists but the variance
diverges. According to the Zaslavsky renormalisation scheme, see [149], one has
b = 1 +
log λs
log λT
,
where λs is the corresponding scaling factor of the area of two consecutive islands in the
hierarchical structure and λT is the scaling factor related to the period of the last invariant
curves of these islands. These scalings are assumed to hold approximately and obtained from
computations of the first islands in the structure. Several computations for the web map and
the standard map for different hierarchies of islands show that b ≈ 2.2. It is worth noting
that the same factor was numerically observed in [97] for the Mather’s ∆W [94] measured in
different consecutive islands of a hierarchy (referred there by a class, see [97]), concretely it
was observed that ∆Wc = ∆Wc−1q
−ψ, with ψ = 2.2 and where p/q, p, q ∈ Z is the frequency
of the periodic point of the class c orbit. We refer to [149] and references therein for further
details. On the other hand, in [149] it was also observed that the variance of the fractional
Fokker-Planck-Kolmogorov equation
∂βf
∂tβ
=
1
2
∂α
∂(−x)α
(
∂α(Bf)
∂(−x)α −
∂αB
∂(−x)α f
)
,
behaves like tβ/α, which provides an explicit relation with the scalings λs and λT of the
renormalisation scheme. Further discussions on scaling laws can be found in [145].
Concerning the bumps. In our experiments we also observed the stickiness effect of Can-
tori. To analyse this phenomenon MacKay in [80], and in an extended version in [83], defines
a renormalisation operator in a class of area preserving twist maps. Here we summarize an
extended version of the required explanation that can be found in Chap. 4. The nature of
all the constants that appear here will be clarified there.
Let ω be an irrational number whose continued fraction expansion and rational conver-
gents are
ω=a0 + 1/(a1+1/(a2+· · · )) ≡ [a0, a1, a2, . . .], ai≥1, i>0; pn/qn=[a0, . . . , an].
Then pn/qn → ω as n → ∞. Let Fµ : (I, θ) = (I¯ , θ¯) be a twist APM 1-periodic in θ and
having a critical invariant circle of rotation number ω for µ = 0, and R(I, θ) = (I, θ − 1).
The results obtained suggest that there are scalings Λn such that the sequence
Λ−1n F
qn
µδ−nR
pnΛn
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converges to a universal map F ⋆, where Λn ≃ ΛΛn−1, Λ(x, y) = (αx, βy) and it does geomet-
rically with ratio 1/δ. In particular he did computations for noble rotation numbers, that
is, for which ai = 1 for i > i0, i0 ≥ 0 obtaining
δ = 1.62795, α = −1.4148360, β = −3.0668882 . (3.6)
The impact of these results in transport properties of the map in the vicinity of the just
broken invariant circle are worth noting. One of the consequences of these scalings is that
Mather’s ∆W (recall Sect. 1.1.2 and Sect. 1.2) scales as follows. If ∆k is some small quantity,
∆Wω(kc +∆k/δ) ≈ ∆Wω(kc +∆k)/(αβ),
so that there exists a 1-periodic universal function U(x) = U(x+ 1) such that
∆Wω(kc +∆k) ≈ A(∆k)BU(logδ(∆k)), B = logδ(αβ) ≈ 3.0117220 .
The quantity ∆Wp,q, as is proved in [86] is exactly the flux, the area per iterate that
crosses through the gaps in a periodic orbit (as explained at the end of Sect. 1.2), and ∆Wω
is the area that crosses through a Cantorus (when it is an invariant curve the flux is zero, as
expected). As a function of the parameter k in the case of Mk (1.13), the time to cross an
invariant Cantor set 〈N〉 (k), conditioned to do it eventually, is related to the flux and the
accessible area A(k) via the Kac formula [99]
〈N〉 (k)×∆ωW (k) = A(k), (3.7)
where A(k) can be assumed to be bounded between two close positive constants for small
enough variations of k so that the time to cross an Aubry-Mather set, sufficiently close to
the breakdown, behaves as
〈N〉 (k) ∼ 1
∆kB
,
where logδ-periodic fluctuations are expected. Note that this law is exactly the same observed
by Chirikov in [26]. In order to be able to use this approach to the escape from an island, the
effects of islands-around-islands should be included, as in the Markov tree model in [103].
3.5.7 Comparing with limit theoretical predictions
Now we are in situation to explain the changes observed on the behavior of the standard
deviation, for different values of k, T and N , at the light of the previous theoretical consid-
erations.
For a given initial point, located in the chaotic domain, there is some small probability,
say ε1, to enter WE+ ∪WE−. This is illustrated in Figure 3.13 top left. Note that even for
k < kc,1/4 one has ε1 > 0. The iterates can enter in WE+ , say, but can not cross the still
existing invariant curves. When increasing k, the value of ε1 increases up to some saturation.
This is due to the fact that the gaps of the more external Cantori are larger.
For k < kc,1/4 the only contribution to σT (k) is the “residence” in WE+ but outside the
invariant curves. Hence, the values of the standard deviation, either scaled or not, are not
so large, as illustrated in Figure 3.9 (skip the effect of the small peaks). According to [149]
one should have a power law with exponent ≈ −2.2 in the residence time inside WE+ . Our
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numerical results illustrated in Figure 3.11 are in very good agreement with these predictions,
as explained in Subsect. 3.5.3.
Now assume k>kc,1/4. Immediately after kc,1/4 the gaps on the Cantor set which replaces
the last invariant curve, are so small that they produce almost no effect. This can be seen,
both in Figure 3.11, where the bumps displayed on the right start at k=1.05127, and in the
description of the bottom plot in Figure 3.13.
Further increase of k leads to an increased probability to enter inside the last Cantorus.
When inside, they remain there for an average number of iterates of the form c(k − kc,1/4)β
for some c > 0 and β as given in (3.6). For a given T there exists a value of k, say k∗(T )
such that the mean residence time inside the last Cantorus equals T . In other words: some
points enter inside that Cantorus and for the full number of iterates they remain inside. The
final value of the jump ∆Ty = yT −y0 equals T . Even if the fraction of points is not so large,
there is a contribution to σT (k) of the order of T .
Increasing k from k∗(T ) on, should produce a decrease in σT (k), because the probability
to enter the last Cantorus is larger, the mean residence time is less or much less than T .
Hence, the “large contributions” to σT (k) are no longer present. It is clear that the iterates
of a point which enter the last Cantorus and leave it, can reenter later (after many additional
iterations), but the global effect will be less important. One would need many more iterates
(i.e., a larger T ) and this will decrease the slope in Figure 3.13 bottom.
This reasoning also explains the tangencies mentioned concerning Figure 3.13 bottom.
When k increases, the value of T at the tangency decreases: the function k∗(T ) decreases if
T increases and tends to kc,1/4 when T →∞. This is also related to the fact that, in many
previous figures, using the scaled standard deviation, the maximum appears multiplied by a
factor γ when T is increased by a factor γ2.
Finally we can comment on the behaviour of σT (k), for a fixed k around kc,1/4 for very
large values of T , producing a lower bound of the standard deviation. We start by stating
several simplifying assumptions. For concreteness we denote the domain WE+ ∪WE− as the
islands zone, and the complement as the chaotic zone.
Assumptions:
a) A point in the chaotic zone has a probability 1− ε to remain there after one iteration,
and equal probabilities, ε/2, to enter either WE+ or WE−. Hence, the probability to
remain for m consecutive iterations in the chaotic zone and then to enter into the
islands zone, is (1 − ε)mε. Both the average and standard deviation are 1/ε + O(1).
According to the data in Figure 3.13 top left, the values of ε for k around kc,1/4 are
close to 5× 10−6.
b) A point inside the islands zone remains inside at least for m0 iterates. The probability
to go out after m > m0 iterates is of the form c/m
b where c > 0 and 2 < b < 3. From
the normalization, requiring
∫∞
m0
cm−b dm = 1, it follows c = (b−1)mb−10 (1+o(1)). The
distribution has average ≈ b−1
b−2
m0. The value of b can be estimated from Figure 3.11
to be around 2.2 and m0 can then be estimated from the average length of the stays in
the islands zone, which follows from the plots in Figure 3.13 top, and the expression
above for the average. The values of m0 derived in this way range from 128 to 170,
approximately.
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The probability that the number of iterates in the islands zone exceeds a value M is
given by (m0/M)
b−1. We recall, as already said, that the variance of this distribution
becomes unbounded.
c) We assume that the different events (remaining in the chaotic zone, entering one or the
other islands zones and remaining a given number of iterates in it) are independent.
As commented in subsection 3.3.4 and illustrated in Figure 3.4, this is not true, but
the correction factor obtained for the diffusion coefficient due to the correlation is not
too far from one, so this is a reasonable hypothesis.
Under the above assumptions one has the following
Proposition 2. The standard deviation of a sample of initial points after T iterations, with
T large enough, is bounded from below by T 2−(b+1/b)/2.
Proof. Let γ > 0, δ > 0, to be selected during the proof. We consider the iteration of a given
initial point. Assume, first, that until an iterate such that the total number of iterates in
the chaotic zone is T γ, all the entrances in the islands zones have lengths bounded by T δ
until a long stay entrance occurs.
From the central limit theorem applied to the distribution in the chaotic zone, one has
that the number of times that an iterate enters the islands zone is εT γ(1 + o(1)). The
probability that each of the lengths of the stays in the islands zone is bounded by T δ, is
bounded by [
1−
(m0
T δ
)b−1]εT γ
(1 + o(1)),
that behaves like exp(−εmb−10 T γ−δ(b−1)). This quantity is very close to 1, if we choose
γ − δ(b− 1) ≤ 0, taking into account the ranges of ε,m0, b that we are considering.
Now assume that a long stay in the islands zone occurs and the point remains there
for, at least, T iterates. The probability of such an event is (m0/T )
b−1, and it can happen
εT γ(1 + o(1)) times. The computation is stopped as soon as the total number of iterates
exceeds T . If we assume that this long stay occurs in the positive island, even if the other
stays are in the negative one, and neglecting the contribution O(T γ/2) due to the stays on the
chaotic zone, the final value of |y| is bounded from below by T −2εT γT δ(1+o(1)) > 0.999T ,
provided γ + δ ≤ 1.
From the two conditions we get for γ and δ, the optimal choice is attained if
γ = δ(b− 1) and γ + δ = 1 ⇔ γ = 1− 1
b
, δ =
1
b
.
Under these conditions, the contribution to the sum of squares of the changes in y is bounded
from below by
εT γ(1 + o(1))
(m0
T
)b−1
(0.999T )2. (3.8)
This gives as exponent of T in (3.8) equal to 4− b− 1/b. By the assumptions on the equal
probabilities to enter WE+ or WE−, the average of y is negligible in front of this quantity
and the Proposition follows. ✷
Figure 3.14 shows an illustration similar to Figure 3.13 bottom, for k = 1.0515, a number
of initial points N = 104 and a final number of iterations T = 240. For reference a line with
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Figure 3.14: The standard deviation σ as a function of the number of iterates T for k =
1.0515, for large values of T . Both variables shown in log10 scale.
slope 0.7 is also shown. We note that, assuming b = 2.2, the lower limit of the slope
predicted by proposition 2 is ≈ 0.673. The contributions of other stays in the islands zones
are responsible of the difference of limit slopes for T very large. We should mention that
for T = 238 and T = 239 the results are below what we expected, while for T = 240 are a
little bit larger than expected. Looking at the behavior of the iterates of the initial points
one checks that for T = 238, 239 the largest values of |y| are slightly larger than 1.1× 109, a
little bit more than the value already reached for T = 237 iterates. On the other hand, for
T = 240 one of the points reaches y = 1.327× 1010. This single point gives half of the total
contribution to σ. But this anomaly is nothing else than a consequence of the reduced size
of the sample.
Next chapter is devoted to the study of the role of a single Cantorus in the phase space:
we will extend the illustrative numerical results for the standard map for values of the
parameter close to Greene’s of Subsect. 3.5.4 and review the theory of Subsect. 3.5.6 to give
an exhaustive explanation of which effects in diffusion should be attributed to Cantori. We
will be mainly focused in understanding and describing the geometry of the phase space in
a neighborhood of the Cantorus, for each fixed value of the parameter and as the parameter
evolves towards the breakdown of the curve. And all the assertions will be accompanied
with detailed massive numerical evaluations of escape rates.
Chapter 4
Escape times across a Cantorus
While RIC are complete transport barriers, Cantori have gaps that allow orbits to leak across
them. But the number of iterates to do so can be extremely large due to the small size of the
gaps. In this chapter we study escape rates across a golden Cantorus. As a main example, we
use the Chirikov standard map for values of the parameter close to Greene’s kG, where the
phase space shows self-similarity properties that can be explained via the Greene-MacKay
renormalisation theory for the golden mean RIC. More concretely, this self-similarity implies
that if we consider k > kG and we denote the mean to cross the Cantorus as 〈Nk〉, while
〈Nk〉 → ∞ as k → kG, for a suitable B < 0, 〈Nk〉 (k − kG)B is bounded. Moreover, it
is actually 1-periodic in a suitable logarithmic scale. In this chapter we are going to give
evidence of the shape of this periodic function and to interpret the results obtained for the
escape rates by analysing the role of stability islands close to the Cantorus.
4.1 Introduction
The prediction of the actual transport properties of chaotic orbits in area-preserving maps
(APM) requires the comprehension and description of the main invariant objects in the phase
space, their relative position and size and how do they interact with each other.
KAM curves in APM are co-dimension one and hence confine the dynamics. In a pertur-
bative setting, if the perturbation is large enough so that a RIC is destroyed, Aubry-Mather
theory (recall Sect. 1.1.2) asserts that there exists a set in the phase space with the same
rotation number of the destroyed curve, in the form of a Cantor set. These sets are usually
referred to as Cantori. Since these Cantori have gaps, orbits can leak through, but one may
expect the transit time to be extremely large if these gaps are small. Recall that, apart from
these gaps, there are other phenomena that can play a leading role, such as the stickiness
effect or even the small chaotic channels between an island of stability and its satellites.
The purpose of this chapter is to study quantitatively the escape rates across a Cantorus
whose rotation number is the golden mean ω = (
√
5 − 1)/2. And this will be done by
studying the phase space of the Chirikov standard map (4.1) for values of the parameter
close to Greene’s kG, recall Sect. 1.2. The standard map is a meaningful example since it
captures some relevant features of a universal 1-parameter family of maps that comes from
the so-called Greene-MacKay renormalisation theory.
In Sect. 4.2 we review the main features of the Greene-MacKay renormalisation theory:
the definition and dynamics of the renormalisation operator for golden invariant curves in
APM.
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In Sect. 4.3 we link the renormalisation operator with the phase space of the standard
family of maps, and justify its choice as main example for our simulations. Here we will also
explain how to properly scale the phase space close to the golden Cantorus with the aid of
the position of periodic points whose rotation number is an approximant of the golden mean.
Sect. 4.4 is devoted to the study of the geometry of the phase space close to the Cantorus.
We pay special attention to the local dynamics of elliptic/reflection-hyperbolic periodic orbits
whose rotation number is an approximant of the golden mean, and to the area of the stability
domain that surrounds them, if any. We argue that these objects are key to explain the
transport rates across the Cantorus.
In Sect. 4.5 we present a numerical study of escape rates based on massive simulations
inspired in those of the previous chapter. The available theoretical frameworks predict an
inverse potential behaviour of the escape rates in a parameter that measures the distance to
the breakdown ∆k = k − kG, k > kG, plus some periodic fluctuations in logarithmic scale
of ∆k. Note that this potential behaviour is of different nature as the one we studied in
Chap. 3. Here we show the shape of this periodic function and link it to the existence and
evolution of the islands of stability we dealt with in Sect. 4.4. We finish by studying the
probability law of the escape rates for each fixed value of k considered, with special attention
to the behaviour as k → kG.
And finally, in Sect. 4.5.4 we summarize the results obtained and the future directions one
should consider that can lead to a better comprehension of the escape rates through Cantori.
In contrast to the chapters 2 and 3, in this chapter we will use the standard map in the
original scale for the parameter. So, when working in the torus, we shall consider
M˜k : T
2 → T2, M˜k :
(
x
y
)
7→
(
x¯
y¯
)
=
(
x+ y¯
y + k
2π
sin(2πx)
)
(4.1)
And Mk will denote the lift to S
1 × R. Throughout this section we are going to use kG ≈
0.971635406.
4.2 Renormalisation for invariant curves. A review
Renormalisation in dynamical systems is a tool to deal with asymptotic self-similarity. In
the discrete context, this is done by studying the system in smaller scales, by considering a
conveniently scaled version of the original phase variables and in longer scales of time, by
considering an iterate of the map instead of the original map. Note that, in order to be able
to renormalise, we need the iterate of the map we have to consider to be a return map to a
region that is similar to the whole phase space.
Kadanoff and Shenker [67] were the first to introduce a renormalisation approach to deal
with RIC. Later, MacKay [83, 80] refined the idea by linking in a more precise way the
renormalisation operator and RIC, by taking into account the pioneering work of Greene
[63]. This approach is usually referred to as Greene-MacKay renormalisation theory.
It consists in the following: if ρ is the rotation number of the RIC under study, the idea
is to zoom in regions in the phase space chosen according to the relative positions of elliptic
and hyperbolic periodic orbits whose periods are pj/qj and pj+1/qj+1, two consecutive ap-
proximants of ρ, and to consider the qjth iterate of the map in this region. Recall that from
the twist condition (that implies the vertical ordering of orbits according to their rotation
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number) and the fact that approximants alternate around ρ, the regions where the zoom is
applied always contain part of either a RIC or a Cantorus with rotation number ρ. This
procedure is inspired by the link between the linear stability of elliptic periodic orbits whose
rotation number is an approximant pj/qj and the existence of a RIC with rotation number
ω as suggested by Greene in [63].
This section is a compendium of well known facts about the Greene-Mackay renormalisa-
tion theory for invariant curves in APM. The reader familiarized with this topic can skip this
section. We summarize the main properties which will be used in the forthcoming sections
in Subsubsect. 4.2.1.
Notation. In this chapter we will systematically deal with periodic orbits whose rotation
number is an approximant pj/qj of some irrational real number ω ∈ (0, 1). From now on,
we will refer to elliptic or reflection-hyperbolic orbits with pj/qj as rotation number simply
as elliptic approximating orbits, and in case they were hyperbolic, we will refer to them as
hyperbolic approximating orbits. Moreover, we will refer to the stability domain DS(pj/qj)
(recall Def. 7) surrounding elliptic approximating orbits as approximating islands.
4.2.1 Renormalisation for invariant curves
For an APM F˜ : T2 → T2 satisfying a twist condition, assume that it has a RIC with
rotation number ρ and that (x0, y0) belongs to it. Denote the successive iterates under a lift
F¯ of F˜ to the plane, of the point (x0, y0) ∈ R2 as F¯ n(x0, y0) = (xn, yn). If {nj/mj}j is any
sequence of rationals tending to ω as j →∞, then
π1F¯
mjRnj(x0, y0) = xmj − nj → 0,
where π1 is the projection onto the first variable and R(x, y) = (x − 1, y). This suggests
that the study of the dynamics near the invariant curve can be approached by considering a
sequence of maps of the form ΛF¯mjRnjΛ−1, where Λ is a change of variables that is meant
to scale the phase space in a way that will be explained later on.
The setting introduced by MacKay [83, 80] consists in embedding this sequence as iterates
of some operator in a suitable functional space. The dissipative case was solved by Rand in
[117] using the same techniques.
The renormalisation operator defined by MacKay [83, 80] is the following:
Rm(U, T ) = Λ(T, TmU)Λ−1, m ∈ Z,
where we have used the notation Λ(A,B)Λ′ = (ΛAΛ′,ΛBΛ′). This is an operator acting on
commuting pairs of orientation-preserving diffeomorphisms: (U, T ) from R×R to ranges on
it, that commute where the compositions UT and TU are defined. Note that if we apply Rli
successively to a pair of commuting maps, where li, i ≥ 0 are the integers of the continued
fraction expansion of an irrational real number ω = [l0, l1, l2, . . .], we obtain the following:
Rlj · · ·Rl0(U, T ) = Λj+1(U qjT pj , U qj+1T pj+1)Λ−1j+1,
where Λj+1 is the composition of successive shifted scalings. This follows from properties of
continued fraction expansions.
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Remark 6. 1. On the assumptions for the pair of commuting maps U and T . It is not
necessary to assume twist properties nor area-preservation for the definition of Rm.
MacKay in [84] proved the existence of invariant curves for infinitely renormalisable
commuting pairs (meaning those for which one can apply infinitely many times Rm,
for convenient m) without using any of these two assumptions. But usually area-
preservedness is implicit when using the generating functions of U and T instead of
the maps themselves, see [83, 139, 140, 1, 73], for instance.
2. On the existence of a symmetry. The whole setting requires the existence of a preferred
symmetry line. Despite not being the most general setting, it is usually assumed to
hold. Note that the most common and paradigmatic examples of maps like the He´non
map or the Chirikov standard map have such a symmetry.
The link between this setting and ours, that is, for area-preserving twist maps F (now
with some symmetry line) is just to consider the pair (F, FR), where R(x, y) = (x − 1, y).
If, for example, we iterate this pair under R1, since F and R commute, we obtain
(F, FR) 7→ Λ1(FR, F 2R)Λ−11 7→ Λ2(F 2R,F 3R2)Λ−12 7→ Λ3(F 3R2, F 5R3)Λ−13 · · · (4.2)
where again Λj means the composition of successive shifted scalings, which may change for
each iteration, and in some cases it may tend to a limit Λ. The existence of such a limit is a
necessary requirement for the existence of fixed points, and is a key feature in renormalisation
theory.
Observables related to orbits under renormalisation
One can easily translate the concepts of orbits, periodic orbits and invariant curves to
(proper) iterates of commuting pairs, see [83]. But we are mostly interested in the fol-
lowing quantities, that are either conserved or nicely transformed under the action of the
renormalisaton operator. We will not deal with commuting pairs but with twist APM F .
If we want to study the RIC with rotation number ρ = [l0, l1, l2, . . .] of F , we have to deal
with the nth iterate of F under the renormalisation operator. It suffices to study the first
component of Rln · · ·Rl0(F, FR), ΛF qnRpnΛ−1. If m > 0 is an integer, we will refer to the
first component of Rm(F, FR) simply as Rm[F ].
So, let m > 0 be an integer,
1. Rotation number. If a map F has an orbit with rotation number ρ = [l0, l1, l2, . . .], then
Rln · · ·Rl0(F, FR) has an orbit with rotation number ρ′ = [ln, ln+1, . . .]. In particular,
if ω = (
√
5−1)/2 = [1, 1, 1, . . .], and pj/qj are its approximants, if F has an orbit with
rotation number pj/qj then R1[F ] has an orbit with rotation number pj−1/qj−1, the
previous approximant; and if F has a golden RIC (resp. Cantorus) then R1[F ] has a
golden RIC (resp. Cantorus).
2. Linear stability of periodic orbits. For a q-periodic orbit for an APM F , its linear stability
is determined by the trace
τ = trDF q(x0, y0),
where (x0, y0) is any point in the orbit. Then, if F has an orbit with rotation number
ρ = p/q with τ as trace, then the corresponding periodic orbit with rotation number
ρ′ = p′/q′ of R1[F ] has also trace τ . This follows from the fact that R1 consists in
iterating F conveniently.
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4.2.2 Dynamics of the renormalisation operator
From now on, unless otherwise stated, the golden mean will be denoted as ω = (
√
5−1)/2 =
[1, 1, 1, . . .]. Recall that its approximants are quotients of successive Fibonacci numbers. We
will denote them as pj/qj, and by jth approximant we will refer to the element with subscript
j in the sequence
qj+1 = qj + qj−1, pj+1 = pj + pj−1, p0 = 0, p1 = q0 = q1 = 1.
Since the continued fraction expansion of ω is constant and has all the quotients equal to 1,
the study of golden invariant curves is done via the operator
R1(U, T ) = Λ(T, TU)Λ−1,
(recall that we choose U = F and T = FR), where Λ : R2 → R2 has the following form
Λ :
(
ξ
η
)
7→
(
αξ + c
βη + p(ξ)
)
(4.3)
being α, β ∈ R the phase scaling factors, c ∈ R is a constant and p(x) is a real polynomial
that we shall consider to be of degree 3, see Sect. 4.3.1.
The dynamics of the renormalisation operator R1 was first studied in MacKay’s Thesis
[83, 80], where he described the most important features of its phase space. Some of them
have been already proven, but some essential questions that have a reasonable conjectural
solution remain still open, [78].
Essentially, when acting on the area preserving zero flux class of maps, the most relevant
part of the phase space of R1 is characterized by the existence of two fixed points:
1. RT , the trivial fixed point, which corresponds to an integrable linear shear
RT
(
x
y
)
=
(
x+ (ω + 1)y + ω
y
)
.
Note that it is just a translation of the standard map for k = 0. It is an attracting
fixed point in the area-preserving class of maps, see [83].
Furthermore, all the periodic orbits in the phase space of RT are parabolic (τ = 2).
2. RC , the critical fixed point, that is a map having a critical golden invariant curve.
In [83], MacKay computed it very convincingly (RC and a 1-parameter family that
travelled along W u(RC)), and gave numerical evidence of the fact that it is a saddle,
with a single unstable eigenvalue δ. The existence of RC was finally proven in [1] by
Arioli and Koch and the fact that it was hyperbolic with a single unstable direction
with eigenvalue δ was proven by Koch in [73].
All elliptic approximating orbits of RC have the same trace, τ = τ
⋆, see (4.7).
MacKay conjectured that the dynamics in a neighborhood of these two fixed points was
as sketched in Fig. 4.1. In this figure we also added in red the conjectured relative position
of the standard family in this functional phase space.
Note that W s(RC) is a co-dimension 1 invariant manifold of maps with a critical golden
RIC, so locally separates maps with a golden RIC and maps with a golden Cantorus. Hence
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Mk
kG
W u(RC)
W s(RC)
RT
RC
δ
δ
δ′
Figure 4.1: Sketch of the conjectured skeleton of R1.
W u(RC) \ {RC} has two components. Denote the one that consists in maps with a golden
RIC as W u,−(RC), and the other component as W
u,+(RC). A conjecture related to Fig. 4.1
that is still open is if W u,−(RC) is a heteroclinic connection between RT and RC , that is,
if this whole branch is contained in the basin of attraction of the trivial fixed point RT . In
fact, it was the original motivation of the renormalisation operator: the goal was to prove
that all maps with a golden RIC converged to RT under R1. For results in this direction
one can see, for instance, [64, 139, 140].
4.3 The standard family in the phase space of R1
All numerical experiments dealing with approximating periodic orbits of the golden RIC
carried out for the standard map suggest that this family of maps is close to W u(RC),
as depicted in Fig. 4.1. Namely, the approximations of the phase space scalings α and β
(4.3) and the eigenvalue δ given in [1, 73] in the proofs of the existence and hyperbolicity
of RC agree with the corresponding quantities found experimentally in the standard map
[67, 80, 83].
The constants α, β and δ are essential for the rest of the chapter. So it is worth recalling
how they were first obtained. Here we will use that all monotone elliptic periodic points in
the standard map (4.1) have a point on the symmetry line {x = 1/2} [83]. Let kj denote the
value of the parameter at which the jth elliptic approximating orbit is at a period-doubling
bifurcation1. Let (1/2, yj) denote the position of the point of this orbit on the symmetry
line for k = kj . And if j is odd (resp. even), let xj be the x-coordinate of the point in the
1We will slightly change this notation in Sect. 4.4.
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jth hyperbolic approximating orbit closest to the right (resp. left) to {x = 1/2}. From the
symmetries of the standard map, the points in the hyperbolic orbit that are the closest to the
left or to the right to the symmetry line are exactly at the same distance to the symmetry
line.
1. The eigenvalue δ was first approximated in [83] as the rate of convergence of the
sequence {kj}j :
lim
n→∞
kn − kn−1
kn+1 − kn = δ ≈ 1.62795006498458161676240425734986. (4.4)
The value we provide here in (4.4) is the one found by Koch in his proof [73], of the
hyperbolicity of RC under R1.
2. The phase scaling β measures the rate of convergence to 0 of the relative distance
between consecutive elliptic approximating orbits on the symmetry line
lim
n→∞
yn − yn−1
yn+1 − yn = β ≈ (−0.32606339662500148530812206358643)
−1, (4.5)
and α measures the rate of convergence to 0 of the relative distance between elliptic
and hyperbolic orbits of the same rotation number
lim
n→∞
(xn − 0.5)− (xn−1 − 0.5)
(xn+1 − 0.5)− (xn − 0.5) = α ≈ (−0.70679566917963727816491731416)
−1. (4.6)
Again, these are the most accurate values of these constants available in the literature,
and can be found in [1, 73]. Furthermore, they agree with the actual values for the
standard map [67, 83].
3. There are two other constants that is worth to take into account. MacKay in [83, 80]
noticed that, if we denote by trj(k) = trace DM
qj
k (1/2, yj(k)), where yj(k) is the
position on the symmetry line {x = 1/2} of the jth elliptic approximating orbit at the
value of the parameter k, one gets the limit
lim
n→∞
trj(kG) = τ
⋆ ≈ 0.999644. (4.7)
MacKay also approximated the convergence rate of the sequence {trj(kG)}j,
lim
n→∞
trn(kG)− trn−1(kG)
trn+1(kG)− trn(kG) = δ
′ ≈ −(0.6108)−1. (4.8)
Moreover, this is the dominant eigenvalue in W s(RC), see [83, 80].
As a final remark, note that, despite the standard family captures the behaviour of
W u(RC), the family of maps Mk is not invariant under R1. Namely, if k > kG the orbit of
Mk under R1 will have some iterates close to W u,+(RC) due to the hyperbolic character of
RC in the functional space. And after some iterates, the maps one obtains behave as maps
with a seemingly fully chaotic phase space. If k < kG then the iterates are conjectured to
tend to RT . And if k = kG, since MkG ∈ W s(RC), it will tend to RC under iteration of R1.
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We strongly suggest [78] for a full and comprehensive explanation on the dynamics of R1,
the open questions related to the renormalisation operator and its relationship with Greene’s
criterion [63] and with Olvera and Simo´’s Obstruction criterion [112].
Note the scaling factors and eigenvalues α, β, δ and δ′, and even τ ⋆ depend strongly on
the continued fraction of the rotation number of the RIC under study. Namely, for noble
rotation number the set of parameters we should eventually find are α, β, δ, δ′ and τ ⋆, but not
necessarily for metallic irrational numbers (those whose quotients in their continued fraction
expansion are equal or eventually equal to a ∈ N, a > 1). Moreover, if the corresponding
continued fraction expansion is n periodic, one expects the corresponding renormalisation
operator to have a critical n-periodic orbit and a set of n different values of τ ⋆, and of course
different scalings. See [15].
4.3.1 Choice of the successive scalings Λj
As commented above, the way the scalings Λj are chosen is related to the positions of
the approximating periodic orbits. Approximating orbits are not generically on straight
horizontal lines, so one can not expect to find examples of maps where Λj is a diagonal
scaling (that is, c = 0 and p(x) = 0 for all x in (4.3)). But if we assume that we have a
preferred symmetry line where all elliptic monotone orbits have a point on, we can reduce
Λj to be of the form (4.3). Since in practice we will study elliptic periodic orbits in the
standard map, this symmetry line is {x = 1/2}. Hence c = 0 in (4.3). And we are going to
use the coordinate ξ = x− 1/2 instead of x.
Let us consider the jth approximant of ω. The way to renormalise the domains around
the golden invariant curve or Cantorus between the orbits with rotation number pj/qj and
pj+1/qj+1 is to consider scalings defined as follows:
1. Compute the following orbits and points:
1.1 The elliptic (or reflection-hyperbolic) orbit on the symmetry line with pj/qj as
rotation number. Call it P je .
1.2 If j is odd (resp. even), the point in the orbit of P je closest to the right (resp.
left) of it. Call it2 Qje.
1.3 The elliptic (or reflection-hyperbolic) orbit on {x = 1/2} with pj+1/qj+1 as rota-
tion number. Call it P j+1e . It can be either above or under P
j
e , depending on the
parity of j.
1.4 The hyperbolic orbit with pj/qj as rotation number
3. Call the points in this orbit
closest to P je to the left and to the right as L
j
h and R
j
h, respectively.
2. Let p(j)(ζ) = s
(j)
1 ζ + s
(j)
2 ζ
2 + s
(j)
3 ζ
3 the cubic interpolating polynomial of the 4 points
Ljh, P
j
e , R
j
h, Q
j
e, after moving their abscissas −0.5, that is, in such a way that the x-
coordinate of P je is 0.
3. Let d
(j)
x = max
(|π1(P je − Ljh)|, |π1(P je − Rjh)|), and d(j)y = |π2(P je − P j+1e )|, where π1
and π2 are the projections onto the first and second variable.
2This point has to be chosen in different sides of the symmetry line depending on the parity due to the
fact that two periodic orbits with consecutive approximants as rotation number lie on different sides of the
invariant curve or Cantorus.
3 In the case of the standard map (4.1), it can be found on the lines {y = 2x} or {y = 2x− 1}.
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After all these computations, consider the sequence of changes of variables obtained as the
composition of, first, scaling around P je by d
(j)
x in the x direction and by d
(j)
y in the y
direction, then subtracting p(j)(ζ) in the second variable and finally shifting the coordinates
to translate P je to the origin. This altogether reads (suppressing some dependencies on j to
lighten the notation)
Λj :
(
ξ
η
)
7→
(
dxξ + 1/2
dyη + π2(P
j
e ) + s1dxξ + s2(dxξ)
2 + s3(dxξ)
3
)
=
(
x
y
)
, (4.9)
and transforms the rectangle [−1, 1] × [0, 1], where the island is centered in the origin and
the next approximant is at (0, 1), into the variables of the standard map, see Figures 4.2 and
4.3 for some examples. Before continuing, we must take into account the following.
Remark 7. 1. Concerning d
(j)
x , the symmetries of the standard map imply that, actually
|π1(P je − Ljh)| = |π1(P je −Rjh)|. Hence in the box [−1, 1]× [−1, 1] we will have (−1, 0)
and (1, 0) as hyperbolic fixed points and (0, 0) as a fixed elliptic or reflection-hyperbolic
fixed point.
2. The sequences d
(j)
x and d
(j)
y go to zero geometrically with rates α and β, respectively.
3. The fact that the polynomial p(ζ) has been chosen as cubic is enough [84, 73], since
there is numerical evidence that this condition guarantees that after qj iterates of points
in some compact domain around P je return to the desired domain.
We want the renormalised domain close to η = 0 to be a map on a cylinder, that is,
to be able to identify the segments of points with coordinates (−1, η) and (1, η) where
η ∈ (−κ, κ), κ > 0 but small. To do so, the right branches of the invariant manifolds
of (1, 0) should be the same as the right branches of the invariant manifolds of (−1, 0),
but horizontally shifted by 2 units. And we get this by imposing that Λ−1j (Q
j
e) also lies
on η = 0.
Symmetries of the Standard map. The cubic polynomial p(j)(ζ) has a relationship
with the symmetries of the standard map. Recall the De Vogelaere decomposition of Mk in
involutions [63]:
I1 :
(
x
y
)
7→
( −x+ y
y
)
, I2 :
(
x
y
)
7→
( −x
y + k
2π
sin(2πx)
)
, Mk = I1 ◦ I2.
Since all the orbits we are dealing with are symmetric, they are their own reflection under
I1 and I2. Moreover, we are dealing with points in invariant sets under I2 that are near the
set of fixed points of I2, {x = 1/2}, and actually are closer by a factor α as we increase
j. Hence, in the limit j → ∞ the set of 4 points we are interested in should be on some
invariant of I2.
If we set y = g(x) = g0+ g1x+ g2x
2+ g3x
3+ · · · and impose that g(x) is invariant under
I2 locally around x = 1/2, we get the following necessary conditions:
2gi = (−1)i+1k (2π)
i
i!
, where i is even,
but this argument does not give any information on the odd coefficients. Since p(j)(ζ) is a
cubic polynomial, for each fixed value of k one gets
lim
j→∞
s
(j)
1 =
k
2
, lim
j→∞
s
(j)
3 = −
π2
3
k. (4.10)
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In Sect. 4.4 we will deal with some special sequences of values of the parameter k: we will
denote by kj(τ) the value of the parameter for which P
j
e has trace τ . We will provide with
evidence that regardless of the value of τ < 2, the sequence {kj(τ)}j tends to kG. Hence, we
expect the polynomials p(j)(ζ) to have limit coefficients s1 = kG/2, s3 = −π23 kG and some
value for s2 that cannot be predicted from the symmetries ofMk. In Sect. 4.4 we will provide
with numerical evidence on the limit values of the coefficients s1, s2 and s3 one obtains when
travelling along the sequence {kj(−1)}j , see Tab. 4.1.
4.3.2 Iterating Mk under R1. An example
Before studying with more detail how is the phase space around a Cantorus, it is worth
showing how do renormalised domains in the standard map look like. Here we show the part
of the phase space transformed under the changes of variables Λj that we just outlined how
to derive.
In Fig. 4.2 and Fig. 4.3 we show the phase space of Rj1[Mk] = Λ−1j ◦M qjk ◦ Λj in (ξ, η) ∈
[−1, 1] × [0, 1.2]. We considered an equispaced 512 × 512 grid and we indicate in light
grey those pixels whose center can be considered regular by approximating the maximal
Lyapunov exponent. In black, we highlight the positions of the 0/1, 1/2 and 2/3-periodic
orbits of Rj1[Mk]. More concretely,
1. In Fig. 4.2 we show how does R1 act on Mk, for k = 0.9716. Recall that for this value
of the parameter the golden RIC exists, see [45]. Hence, as conjectured [80, 83] (recall
Fig. 4.1) we expect the iterates under R1 to tend to RT . On top left, we can see the
domain defined between the original 1/2-periodic orbit (that appears as the fixed point
at the origin) and the original 2/3-periodic orbit (that appears as the 2-periodic orbit
at (0, 1)). Recall that in this top left picture we are showing the dynamics around the
golden RIC under M2k . We have highlighted the points in the orbits that are going to
define the next domain where to zoom, and this zoomed phase space (M3k between the
2/3 and the 5/8 periodic orbits of the original map Mk, and changing signs both in ξ
and η) is shown on the right. We show 16 iterates of the map. The title in each picture
indicates the number of iterate. Note that, as we iterate, we tend to a more regular
phase space, as conjectured in [83]; in fact in the phase space of the 17th iterate (not
shown), in the resolution used for these plots, we do not detect a single chaotic orbit.
2. And in Fig. 4.3 we show how does R1 act on Mk, for k = 0.98. The pictures are
produced exactly the same way as for k = 0.9716. But here note that as we iterate
R1, the phase space seems to become more and more chaotic. This is the expected
behaviour once the golden RIC is destroyed, see Fig. 4.1. To reach a seemingly fully
chaotic phase space (in the resolution used here) for k = 0.98 one only needs 11 iterates
(not shown in the figure).
4.4 The phase space near a Cantorus
In this section we want to describe the phase space around a broken invariant curve. It
turns out that the Greene-MacKay renormalisation theory allows to make predictions on the
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Figure 4.2: Iterates of Mk, k = 0.9716 under R1. See the first item in the enumeration in
Subsect. 4.3.2 for further explanations.
relative position and relative size of the most prominent objects that play a leading role:
approximating islands.
We will study approximating islands of the standard map (4.1) numerically from two
different points of view.
1. First locally, by studying the linear stability of elliptic approximating orbits. For the
jth, it can be determined via the trace
trj(k) = trace DM
qj
k (x0, y0), (4.11)
where (x0, y0) is any point in the periodic orbit. Also denote by kj(τ) the value of
the parameter k for which the jth elliptic approximating orbit has trj(kj(τ)) = τ .
Recall that the multiplier νj(k) can be recovered by trj(k) = 2 cos(2πνj(k)), when
trj ∈ [−2, 2].
This is actually the parameter we will use to study approximating islands, since it is
invariant under the renormalisation operator (in the sense of Subsubsect. 4.2.1, item
3) and allows to relate all approximating islands to each other.
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Figure 4.3: Iterates of Mk, k = 0.98 under R1. See the second item in the enumeration in
Subsect. 4.3.2 for further explanations.
2. And second, in suitable fundamental domains containing a representative part of
DS(pj/qj) (see Def. 7), we will measure
µj(k) = meas DS(pj/qj)/qj. (4.12)
Recall that DS(pj/qj) does not only contain the main connected islands that surround
the elliptic or reflection-hyperbolic orbit, but also the whole island-around-island struc-
ture around them and tiny chaotic confined zones. It consists in qj pendulum-like struc-
tures whose regular zone has exactly the same measure. Note that the set DS(pj/qj)
also contains hyperbolic orbits and their stable invariant manifolds, but these have
zero measure.
We want to perform a simplified version of the analysis we did in Chap. 2 for the area
preserving quadratic He´non maps, but for the approximating islands of the standard map.
Namely, we want to give numerical evidence that the traces trj of elliptic approximating
orbits change monotonically in the parameter, and that there exists a limit behaviour of the
approximating islands as j →∞ similarly to the accelerator modes in the standard map we
saw in Chap. 2. Here the scaling factors that will allow to relate the islands to each other
are the eigenvalues δ and δ′ for the parameter and α and β for the phase variables.
4.4.1 Numerical study of the local dynamics of elliptic approxi-
mating orbits
In this subsection we will study numerically the dependence of the traces trj on the value of
the parameter k. Here we will only deal with orbits whose trace is in trj ∈ [−2, 2), that is
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we will only deal with elliptic periodic points, not beyond the period-doubling bifurcation.
We are interested in the ranges of the parameter k where elliptic islands evolve from
parabolic to the period-doubling bifurcation. The pioneering numerical studies of Greene [63]
suggested that the sequence {kj(−2)}j is monotonically decreasing with limit limj→∞ kj(−2) =
kG. Here we will study numerically the behaviour of kj(τ), both as a function of τ and as a
sequence {kj(τ)}j for each fixed value of τ ∈ [−2, 2). First, the results we show in Fig. 4.4,
left, for kj(τ), j = 1, . . . , 17 allow us to state the following:
Conjecture 1. The function kj(τ) is strictly decreasing in τ , for all j > 0.
 0
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−
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Figure 4.4: Left: Evolution of the value kj(τ), for τ ∈ [−2, 2) for j = 1, . . . , 17. Right:
logδ(kj(τ) − kG) as a function of τ ∈ [−2, 2) for j = 4, . . . , 17. Here we only show values
of j that are visibly equispaced in some ranges of τ . See the text for the definition of the
highlighted values τ+ and τ−, see (4.16).
This actually tells us that, for all j, the multiplier of the jth elliptic approximating orbit
has a full passage through resonances. And in case Greene’s criterion holds, that the golden
RIC can not reappear after kG. We would not expect such monotonicity in cases where
RIC can reappear after their destruction, as happens, for instance, in standard-like maps
with two harmonics V (x) = κ (a sin(2πx) + b sin(4πx)) as in (1.14), where κ measures the
distance-to-integrability and a2 + b2 = 1, see [43, 44, 22, 91].
Back to Fig. 4.4, left, we can see that, as j increases, the graphs kj(τ) tend point-wise
to be a constant function, and hence we can extend the numerical result of Greene to
lim
j→∞
kj(τ) = kG, if τ < 2, (4.13)
The assertion (4.13) includes values of k where the golden RIC still exists, shown in Fig. 4.4,
left. Here we give evidence for τ > −2, but we also have evidence for some values of τ such
that τ < −2. For these values, the sequence {kj(τ)}j behaves as in the interval τ ∈ [−2, τ−],
see (4.16).
The convergence of {kj(τ)}j to kG implies the convergence of the coefficients s(j)1 and s(j)3
of the cubical change of variables (4.9) to the limit values (4.10). Consider, for a sequence
{aj}j that has limit a∞ as j →∞, the following associated sequences:
ratej(a) =
aj−1 − aj
aj−2 − aj−1 , a
ait
j =
ajaj−2 − a2j−1
aj − 2aj−1 + aj−2 . (4.14)
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The sequence {ratej(a)}j has, as limit, the rate of convergence of {aj}j to a∞ in case the
convergence is geometric. And the sequence {aaitj } → a∞ as j → ∞ but at a faster rate: it
is the Aitken accelerated sequence.
In Table 4.1 we show the numerically evaluated values of the three coefficients s
(j)
i , i =
1, 2, 3 along the sequence {kj(−1)}j, that is, following the 1:3 resonances of approximating
elliptic points. To the right of each of these coefficients, we show the approximate rate of
convergence. The very last line corresponds to the last value (30th) of the values obtained
in each corresponding Aitken accelerated sequence. We show values of these coefficients and
rates for convergents j = 3, . . . , 30, that is, from the 2/3 to the 832040/1346269 elliptic
periodic point. For the data shown in this table, the positions P je and the values kj(−1)
were determined with 75 correct decimal figures. The same simulation has been carried out
for τ = −2, 0. The results obtained are extremely similar.
The results obtained suggest that s
(j)
1 converges to kG/2 with ratio δ, that s
(j)
2 has some
limit 0.130207 . . . and the convergence rate seems to be β/α2 ≈ 1.532095; and s(j)3 converges
to −π2kG/3 with ratio β/α3 ≈ 1.082878. Since this last is very close to 1 the convergence is
very slow, and one should go further in j to get values of s
(j)
3 closer to the expected limit.
Moreover, all 3 numerically obtained sequences {kj(τ)}j for τ = −2,−1, 0 seem to tend
to kG with converge rate δ. Instead of these sequences, we will show the leading terms of a
sequence of values of k that converge to kG with a faster rate later on.
For different ranges of τ the sequence {kj(τ)}j appears to be either eventually increasing
or decreasing or alternating. In Fig. 4.4, left and right, we have added two vertical lines that
separate the regions where we can see different behaviours.
Concerning the convergence rate of these sequences, for τ = −2, MacKay in [83] gave
numerical evidence that the convergence rate was δ, the only unstable eigenvalue of DR1 at
the critical fixed point RC . To estimate numerically the convergence rate of the sequence
{kj(τ)}j for all values of τ considered, it is convenient to change the scale in the parameter
(ordinates in Fig. 4.4, left) to be
k˜j(τ) = logδ(kj(τ)− kG).
This is precisely what we plot in Fig. 4.4, right, k˜j(τ), for j = 4, . . . , 17. Hence, concerning
the convergence rate of these sequences, in each of the three ranges τ ∈ [−2, 2) = [−2, τ−)∪
[τ−, τ+] ∪ (τ+, 2) where τ ⋆ ∈ [τ−, τ+],
1. If τ ∈ [−2, τ−) ∪ (τ+, 2) the graphs seem to be vertically equispaced by 1 unit, so in
this ranges the convergence rate of the sequence {kj(τ)}j seems to be δ, and
2. If τ ∈ [τ−, τ+] the sequence {kj(τ)}j seems to alternate around kG and becomes even-
tually monotone, but it requires further detailed numerical investigations.
Let us introduce the following quantity. In Fig. 4.4, left, the graphs kj(τ) are strictly
decreasing functions and seem to cross each other once. So, if kj(τ) and kl(τ), 1 ≤ j < l, let
us denote the intersection value of the trace
τ = τj,l such that kj(τj,l) = kl(τj,l). (4.15)
A closer look in Fig. 4.4, left allows to see that, actually,
τ− = τ3,4 = 0.836316630998899379064771402918493203122884569070177 . . . (4.16)
τ+ = τ2,3 = 1.224105134257633758347076577736673021132619783370115 . . .
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j s
(j)
1 ratej(s1) s
(j)
2 ratej(s2) s
(j)
3 ratej(s3)
3 0.697659863315635 0.221326141020018 -4.188335267344281
4 0.609345784896336 0.058237119936942 -3.851346566856803
5 0.565289098639612 2.004555 0.173580338748888 -1.413945 -4.297385336445072 -0.755514
6 0.531833289533581 1.316862 0.097543583254370 -1.516940 -3.946576187700749 -1.271457
7 0.513486068491566 1.823481 0.148473166165693 -1.492978 -4.060221875905774 -3.086867
8 0.502260376389276 1.634395 0.116066222805876 -1.571563 -3.849200903849310 -0.538551
9 0.495719261233143 1.716174 0.137894977949387 -1.484598 -3.870601021185747 -9.860739
10 0.491794333165289 1.666556 0.124199667062718 -1.593885 -3.746746265573998 -0.172783
11 0.489444131744877 1.670039 0.133508783699062 -1.471171 -3.738553957951232 15.118421
12 0.488024703359202 1.655737 0.127704958690826 -1.603962 -3.661920959946125 0.106903
13 0.487163984334194 1.649119 0.131670420324641 -1.463593 -3.643398136155891 4.137220
14 0.486640548658096 1.644364 0.129203051818511 -1.607162 -3.592217094360501 0.361907
15 0.486321203980256 1.639093 0.130891098207180 -1.461671 -3.570712591753437 2.380015
16 0.486126140327378 1.637130 0.129839991352946 -1.605970 -3.533865724718989 0.583618
17 0.486006763067780 1.634010 0.130558194098780 -1.463523 -3.512566115675540 1.729931
18 0.485933660286107 1.633005 0.130109916058626 -1.602136 -3.484394449999408 0.756064
19 0.485888848021360 1.631311 0.130415382748912 -1.467518 -3.464680315636385 1.429008
20 0.485861368123777 1.630728 0.130224098052741 -1.596921 -3.442214916728004 0.877533
21 0.485844507584827 1.629835 0.130353999072141 -1.472541 -3.424594835706842 1.274988
22 0.485834160408368 1.629482 0.130272359925435 -1.591160 -3.406188639710572 0.957290
23 0.485827808598866 1.629012 0.130327599618011 -1.477907 -3.390744371084808 1.191781
24 0.485823908908457 1.628798 0.130292756080382 -1.585364 -3.375412843186684 1.007353
25 0.485821514330261 1.628550 0.130316247924068 -1.483218 -3.362027486622180 1.145395
26 0.485820043840145 1.628421 0.130301377945121 -1.579816 -3.349131197871720 1.037923
27 0.485819140751071 1.628289 0.130311369450145 -1.488262 -3.337606799505980 1.119042
28 0.485818586100744 1.628213 0.130305024277803 -1.574662 -3.326696478971233 1.056284
29 0.485818245436085 1.628141 0.130309274409527 -1.492935 -3.316813011423716 1.103896
30 0.485818036195133 1.628097 0.130306567247816 -1.569958 -3.307551929395354 1.067204
⋆ait30 0.485817703060594 1.628026 0.130307620635113 -1.532588 -3.169747244523398 1.083173
Table 4.1: Values of the coefficients s
(j)
i , i = 1, 2, 3, and their approximate rates of convergence, evaluated along the sequence {kj(−1)}j,
that is, at values of k where approximating elliptic points are exactly at the 1 : 3 resonance. The last line is the 30th coefficient of the
sequence ⋆ait30 , see (4.14). See text for further information.
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The values of τ2,3 and τ3,4 have been computed with 50 correct decimal figures.
From our numerical simulations we can assert the following concerning the convergence
of the sequences {kj(τ)}j .
Conjecture 2. For all values of the trace τ ∈ [−2, 2), the sequence {kj(τ)}j converges to
kG geometrically. If τ = τ
⋆, the convergence rate is δ′, and δ otherwise. Furthermore,
1. If τ ∈ [−2, τ−) the sequence {kj(τ)}j is strictly decreasing,
2. If τ ∈ (τ+, 2) the sequence {kj(τ)}j is strictly increasing,
3. If τ ∈ [τ−, τ+] \ {τ ⋆}, if τ < τ ⋆ it is eventually decreasing, if τ > τ ⋆ it is eventually
increasing, and
If τ = τ ⋆ it alternates around kG. Moreover the sequence of pairs of points
{(τj−1,j, kj(τj−1,j)), (τj,j+1, kj(τj,j+1))}j,
define domains around the limit point (τ ⋆, kG) that scale as 1/δ
′ in τ and as δ/δ′ in k.
Note that the fact that both the limit value of the parameter kG and the convergence rate
δ of {kj(τ)}j , are the same for all τ ∈ [−2, 2)\{τ ⋆} makes perfect sense with renormalisation
theory. From Subsubsect. 4.2.1 the critical fixed point RC is a map where all approximating
elliptic orbits have trj = τ
⋆, so as we approach RC from the upper branch of W
u(RC) all the
values of these traces have to collapse to the limit value at the same rate δ. The standard
map inherits this behaviour. And the dynamics of the standard map in a length 1 interval
in k˜ = logδ(k− kG) for values of k > kG but very close, has to be similar to the dynamics of
a one-parameter family of maps Lκ that is a fundamental domain of W
u(RC).
Further, note that the study of the sequences
{τj−1,j}j≥2 δ
′−→ τ ⋆ and {kj(τj−1,j)}j≥2 δ/δ
′
−→ kG (4.17)
does not rely on the knowledge of either of the limits. In fact, the right limit in (4.17) con-
verges faster than the sequence {kj(τ)}j for fixed τ . Note that MacKay already suggested in
[83, 80] to study the sequence {kj(τ ⋆)}j that converges to kG with ratio δ/δ′. But the numer-
ical study of this sequence depends on the value of τ ⋆, and without a good approximation
of this value one can not go far in the sequence.
We used this method to approximate kG. We computed the pairs (τj,j+1, kj(τj,j+1)) for
j all the way up to 35, that is, where at the elliptic periodic orbits with rotation number
9227465/14930352 and 14930352/24157817 the trace is the same. The computations have
been carried up to 50 decimal correct digits, but we only show the first relevant ones in
Table 4.2. Using the Aitken acceleration method we get the first 21 digits of kG and the first
12 digits of τ ⋆
kG = 0.971635406047502179389 . . . (4.18)
τ ⋆ = 0.999644540920 . . . (4.19)
The first numerical support for Conjecture 2 we show deals with the character and the
convergence rate of {kj(τ)}j . We show it in Fig. 4.5, where the left column corresponds
to kj(τ) and the right one to k˜j(τ), for fixed τ as a function of j. On top, middle and
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j kj(τj,j+1) k
ait
j (τj,j+1) ratej(k) τj,j+1 τ
ait
j,j+1 ratej(τ)
10 0.971579623947541 0.97163548906293571684861 -2.643591639 1.00705752 0.999563657806180 -0.619539046
11 0.971656408460215 0.97163537691356153647198 -2.650920873 0.99507268 0.999621800604375 -0.611791440
12 0.971627508716779 0.97163541145651967361861 -2.656927140 1.00243312 0.999632644782672 -0.614145492
13 0.971638373119950 0.97163540473595812007681 -2.660039671 0.99793497 0.999641192274422 -0.611125489
14 0.971634291898006 0.97163540636276960286678 -2.662046641 1.00068818 0.999642841596845 -0.612077818
15 0.971635824298498 0.97163540598549375155581 -2.663286761 0.99900617 0.999644061428328 -0.610927226
16 0.971635249069514 0.97163540606503364885326 -2.663983447 1.00003438 0.999644301175183 -0.611297203
17 0.971635464958773 0.97163540604448017229180 -2.664463190 0.99940628 0.999644473088878 -0.610863230
18 0.971635383940866 0.97163540604845431623019 -2.664710398 0.99979005 0.999644507293241 -0.611004552
19 0.971635414342801 0.97163540604735203532353 -2.664893129 0.99955563 0.999644531380433 -0.610841673
20 0.971635402934868 0.97163540604755320627224 -2.664982007 0.99969884 0.999644536217867 -0.610895220
21 0.971635407215436 0.97163540604749462387702 -2.665050985 0.99961136 0.999644539582657 -0.610834251
22 0.971635405609270 0.97163540604750489180559 -2.665083207 0.99966480 0.999644540263673 -0.610854452
23 0.971635406211934 0.97163540604750179582084 -2.665109100 0.99963216 0.999644540732907 -0.610831666
24 0.971635405985804 0.97163540604750232280975 -2.665120846 0.99965210 0.999644540828525 -0.610839268
25 0.971635406070652 0.97163540604750215979502 -2.665130530 0.99963992 0.999644540893893 -0.610830761
26 0.971635406038815 0.97163540604750218694598 -2.665134828 0.99964736 0.999644540907295 -0.610833616
27 0.971635406050761 0.97163540604750217838424 -2.665138441 0.99964281 0.999644540916395 -0.610830442
28 0.971635406046279 0.97163540604750217978690 -2.665140018 0.99964559 0.999644540918272 -0.610831514
29 0.971635406047961 0.97163540604750217933802 -2.665141364 0.99964389 0.999644540919538 -0.610830330
30 0.971635406047330 0.97163540604750217941062 -2.665141944 0.99964493 0.999644540919800 -0.610830732
31 0.971635406047566 0.97163540604750217938712 -2.665142444 0.99964430 0.999644540919977 -0.610830290
32 0.971635406047477 0.97163540604750217939088 -2.665142658 0.99964468 0.999644540920013 -0.610830441
33 0.971635406047511 0.97163540604750217938965 -2.665142844 0.99964445 0.999644540920038 -0.610830277
34 0.971635406047498 0.97163540604750217938985 -2.665142922 0.99964459 0.999644540920043 -0.610830333
35 0.971635406047503 0.97163540604750217938978 -2.665142991 0.99964450 0.999644540920046 -0.610830272
Table 4.2: Approximation of the sequences {kj(τj,j+1)}j and {τj,j+1}j, and their corresponding Aitken accelerated sequence and
approximate rate of convergence. The computations are carried out up to 50 decimal figures.
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bottom we show examples τ ∈ [−2, τ−), τ ∈ (τ−, τ+) and τ ∈ (τ+, 2), respectively (see
the caption in Fig. 4.5 for the actual values of τ shown). On the left we clearly see the
decreasing, alternating and increasing character of the sequences predicted in Conj. 2. On
the right we show logδ(kj(τ) − kG) also as a function of j, where we added a piece of a
straight line corresponding to δ−j, to stress out the fact that the rate of convergence of all
the sequences shown is δ. In the middle right plot we highlighted the behaviour of the case
τ = 2 cos(π/3) = 1, the 1:6 resonance. Since this value of τ is very close to τ ⋆ we checked
that the sequence increases once j ≥ 19.
Concerning the second part of the conjecture, the numerical evidence is shown in Fig. 4.6:
these are just convenient magnifications of Fig. 4.4, left. The fact that these domains present
these scalings may be useful to eventually derive a limit approximation of the dynamics of
these islands of stability.
Numerical support of Greene’s criterion. Up to here we have been concerned about the
behaviour of kj as a function of τ . We want to stress that our results are not contradictory
with Greene’s criterion, since it deals with the converse: the behaviour of the traces trj as
a function of k. In our plots, the evidence for this conjecture is recovered by fixing a value
of k = k∗ and considering the sequence of intersections of the horizontal line {k = k∗} with
the graphs of kj(τ) in Fig. 4.4. So, what we get is the following:
1. if k∗ < kG, the sequence {trj(k∗)}j is bounded and tends to 2 (sub-critical case),
2. if k∗ = kG, the sequence {trj(k∗)}j is bounded and tends to τ ⋆ (critical case),
3. and if k∗ > kG, the sequence {trj(k∗)}j tends to −∞ (super-critical case).
We depict this behaviour in Fig. 4.7 for some approximants up to the 23th. Note also that
the behaviour of the first item implies the existence of an analytic RIC, see [43, 82].
Local behaviour of trj(k) close to kG. An interesting question is how does trj(k) behave
locally around kG under small changes in k. Since for each value of −2 ≤ τ < 2, the sequence
{kj(τ)}j converges to kG with ratio δ, we expect the first derivative dtrj(k)/dk at kG to be
proportional to δj .
As above, let P je be the coordinates of the elliptic approximating periodic point on {x =
1/2} for k = kG. Since we return exactly to x = 1/2, a formal Taylor expansion of the return
map around P je with respect to k and y is of the form
M
qj
kG+∆k
(
P je + (0,∆y)
⊤
)
= P je +
(
a00∆y + a01∆k
a10∆y + a11∆k
)
+O(∆y2,∆k2).
Moreover a00∆y + a01∆k = 0, giving a first order approximation of ∆y = ∆y(∆k). The
previous expansion can be computed numerically using symbolic manipulations, from which
we get concrete values of the parameters a00, a01, a10 and a11. Namely, using Aitken’s accel-
eration method we get that
a01
a00
→ 0.12060221802966 . . . as j →∞ with rate β
δ
.
Hence, we can compute trj(kG +∆k) as a polynomial in ∆k. We get a linear dependence
trj(kG +∆k) = τ
⋆ + cj∆k +O(∆k2). (4.20)
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Figure 4.5: Left column: kj(τ) as a function of j. Right column: k˜j(τ) = logδ(kj(τ)−
kG) + logδ(2π). The values of the trace are τ = 2 cos(2πp/q). Top: p/q =
1/2, 1/3, 2/3, 1/4, 1/5, 2/5, 2/7, 2/9, all of them give τ ∈ [−2, τ−). Middle: p/q =
1/6, 163/1000, 164/1000, 165/1000, 166/1000, 167/1000, 168/1000, 169/1000, 170/1000, they
give τ ∈ (τ−, τ+). Bottom: p/q = 1/7, 1/8, 1/9, 1/10, 1/11, 1/12, 1/13, 1/14, 1/15, that give
τ ∈ (τ+, 2)].
We have computed cj for the approximants for 2 ≤ j ≤ 31. The results can be seen in
Fig. 4.7, right. If we plot cj as a function of j in log-linear scale, we get what seems to be a
straight line, showing that there is some potential dependence cj = b exp(aj) < 0. The fact
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Figure 4.6: Magnifications of Fig. 4.4, left, 2πkj(τ) for different values of j. The upper
left and lower right vertices of the inner box are of the form (τn,n+1, 2πkn(τn,n+1)) and
(τn−1,n, 2πkn(τn−1,n)). The corresponding n and the j’s shown in each figure are: Top left:
n = 5, j = 3, . . . , 17. Top right: n = 7, j = 5, . . . , 17. Bottom left: n = 9, j = 7, . . . , 17.
Bottom right: n = 11, j = 7, . . . , 17.
that this constant is negative agrees with the behaviour shown in Fig. 4.4. A least squares
fit, done only with the data corresponding to j = 20, . . . , 31, gives the value
a = 0.4873220± 5 · 10−7 hence exp(a) = 1.6279507± 8 · 10−7, (4.21)
This is, as expected, the rate of convergence δ, the unstable eigenvalue of DR1(RC). This
means that locally around the periodic point, the changes in the trace scale as δj , if j is the
number of approximant we are dealing with.
4.4.2 The area of approximating islands
For the critical fixed point of R1, RC , all approximating islands have trace trj = τ ⋆. Recall
that, for the standard map, this is the limit trace of approximating elliptic periodic orbits at
k = kG: trj(kG)→ τ ⋆ as j →∞. But we are not interested in what happens in a prescribed
value of the parameter k, but on the evolution of the area of all the approximating islands
in the range where they are detectable.
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Figure 4.7: Left: Trace trj(k) as a function of n = [j/2] where [·] means flooring. We chose
ten equispaced values of k in [2kG− k23(−2), k23(−2)]. We plot in green odd values of j and
in purple even values of j. In black we show trj(kG). We see that, if k < kG, trj → 2 and
if k > kG, trj → −∞. Right: Coefficient log(cj) as a function of j, see (4.20). Red: odd
approximants. Green: Even approximants. Blue: fitted line y = ax+ b, see (4.21).
In the last Section we gave evidence of the fact that, if we choose a value of τ < 2, then
the sequence kj(τ)→ kG as j →∞, and this happens with ratio δ. Despite all this evolution
collapses to kG, we expect that, if we scale conveniently the phase space, approximating
islands have a limit shape and area as j → ∞. This is what we are going to investigate in
this section.
For the standard map, at k = 0 there are no islands of stability, but they appear once
k > 0. For each approximant j, this area will be detectable (in some fine grid) up to
some value of k, call it kfj = kj(τf). Let k˜
f
j = logδ(k
f
j − kG). Here τf is an upper bound
of the values of the trace where all approximating islands are no longer detectable (they
are deep in the period-doubling cascade). We will show that this value is far beyond the
period-doubling bifurcation. Namely up to the pixel resolution we will use here, it suffices
to consider τf = −4.5. Note the difference, for instance, with the He´non map (2.2): no area
around the main elliptic island is detectable once c > 2.3. Since the trace τ = 2 − 2c, then
no area is detectable for τ < −2.6.
Since there is numerical evidence that the standard family is close to W u(RC), we expect
the area of these approximating islands to scale as the phase space does: (αβ)−j for the jth
approximant, if j is large enough.
Scaled areas. Here we will give numerical evidence of the fact that there is a limit shape of
the approximating islands, as j → ∞. Each limit will be taken by fixing τ ∈ [−4.5, 2). By
scaled area we will refer to the area that a single island in the chain occupies in the scaled
coordinates (ξ, η), see (4.9). In this system of coordinates, we measure
µ˜j(k) =
µj(k)
d
(j)
x d
(j)
y
, k = kj(τ), (4.22)
recall (4.12) and Sect. 4.3.1. When k > kG, we can either consider µ˜ to depend either on
k or k˜. We consider a 800 × 800 equispaced grid in (ξ, η) ∈ [−1, 1] × [−0.6, 0.6]. A pixel is
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considered to correspond to a point in DS(pj/qj) if it stays in [−1, 1]× [−0.6, 0.6] for at least
105 iterates. This includes both regular and confined chaotic orbits in the island. Note that,
an orbit that we consider to be confined actually remains stuck close to the whole island
chain of the standard map for at least 105 × qj iterates.
In Fig. 4.8 we show the evolution of the scaled areas µ˜j(kj(τ)) as a function of the trace.
On the left we show the areas from j = 1 to j = 10, that is, from the main elliptic island
to those with period p10/q10 = 55/89. On the right we see a magnification where we have
labelled the period each area function corresponds to. Note that the area does not decrease
to a limit as we increase j, but it seems to alternate around the limit. As we commented
above, here we show that the period-doubling cascade of these islands seems to be no longer
detectable for some value of the trace close to −4.5, the leftmost value shown in the plot.
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Figure 4.8: Left: Confined scaled area µ˜j(kj(τ)), τ ∈ [−4.5, 2], around P je for j = 1, . . . 9,
from the main island to an island with period 34/55, as a function of the trace, τ . The
vertical line corresponds to the limit value of the trace τ ⋆. Right: Magnification of the left
plot, labelled. To generate the shown data we considered a 800 × 800 equispaced grid in
(ξ, η) ∈ [−1, 1]× [−0.6, 0.6].
We also computed the corresponding turnstile area ∆Wpj/qj . To get it we first labelled
all pixels with η > 0 such that were mapped to some point with η < 0. Let us denote the
scaled values of ∆W as
∆W˜pj/qj =
∆Wpj/qj
d
(j)
x d
(j)
y
=
∆W cpj/qj +∆W
nc
pj/qj
d
(j)
x d
(j)
y
, (4.23)
And similarly for ∆W˜ cpj/qj and ∆W˜
nc
pj/qj
. Recall that we defined these quantities in pages 16
and 26. In Fig. 4.9 we show, from left to right, ∆W˜pj ,qj , ∆W˜
nc
pj/qj
and ∆W˜ cpj/qj , respectively,
as a function of k. Comparing the left and middle plots we see that most of the turnstile area
is ∆W˜ ncpj/qj , but there is still some part of the island that is included here ∆W˜pj/qj . Compare
the right plot in Fig. 4.9 with the left plot in Fig. 4.8.
Total area after kG. To study escape rates across the golden Cantorus we need information
about the amount of area occupied by the approximating islands in the phase space once the
golden invariant curve is broken, that is, when k > kG. So, we will use again k as parameter,
instead of τ .
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Figure 4.9: We show, as a function of τ ∈ (−4.5, 2), left: ∆W˜pj/qj , middle: ∆W˜ ncpj/qj and
right: ∆W˜ cpj/qj , see (4.23).
In Subsect. 4.4.1 we saw that if τ < τ−, then the sequence {kj(τ)}j converges monotoni-
cally and geometrically to kG with ratio δ. So, if we plot the scaled areas µ˜j for large enough
j, as a function of k˜ = logδ(k − kG) instead of k itself, we should see, as k˜ → −∞ (that
means approaching the breakdown from the right k → kG) the same behaviour but shifted
by one unit in k˜. In the ranges of k we will investigate, the corresponding value of the trace
of all approximants will satisfy trj(k) < τ
⋆, that is, we are on the left of the vertical line of
Fig. 4.8, left, that corresponds to τ ⋆.
We have recomputed the areas shown in Fig. 4.8, but in equispaced values of k˜ < 0, that
is, for k > kG. We also used a 800× 800 equispaced grid in (ξ, η) ∈ [−1, 1]× [−0.6, 0.6], and
considered that a point in this region is non-escaping (and hence belongs to DS(pj/qj)) if it
remains in this box for, at least 105 iterations of the map Λ−1j ◦M qjk ◦Λj. The results can be
seen in Fig. 4.10. There we show µ˜j(k˜) for j = 2 (period 1/2) to j = 13 (period 233/377).
The 14th approximating island, that with rotation number 377/610 has no detectable area
surrounding it in the range of k˜ shown in the used resolution. There are some distinctive
features of this plot that will be taken into account later on:
1. As said before, in this logarithmic scale of k, as k˜ decreases, approximating islands
appear in values of k˜ that are equispaced by 1 unit. In Fig. 4.10, approximating islands
seem to disappear near integer values of k˜, but we did not choose this normalisation.
2. As j increases the shape of the curves seems to get closer to a limit shape, as in Fig. 4.8.
By this we mean that
lim
j→∞
∣∣∣µ˜j(k˜ + 1)− µ˜j+1(k˜)∣∣∣ = 0.
3. For each j, as k˜ decreases, the functions µ˜j(k˜) tend to the limit limk˜→−∞ µ˜j(k˜) =
µ˜j(kG). And it seems that µ˜j(k˜) start to behave as if they were a constant equal to
µ˜j(kG). So, let ν > 0 be a small value, and define k˜ = k˜
l
j = k˜
l
j(ν) in such a way
that |µ˜j(k˜) − µ˜j(kG)| < ν for all k˜ < k˜lj . Recall that at the beginning of Sect. 4.4.2
we defined k˜fj as the value of k˜ for which the jth approximating island is no longer
detectable, in the resolution used. As j increases, the difference k˜fj − k˜lj tends to a
constant. Note that k˜lj depends on ν but k˜
f
j does not. It only depends on the resolution
we use to measure the area of approximating islands.
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The fact that we detect a smooth approach to the limit is because as k˜ → −∞, a
change by 1 unit in k˜ represents an extremely narrow change δk˜ in the original scale
of k, so we expect approximating islands to eventually change slowly in k˜.
4. This last item gives rise, for each value of k˜, to the distinction between 3 different
kinds of islands depending on the relative position of k˜ with respect to k˜fj and k˜
l
j :
(a) We will say that the jth approximating island is evolving if k˜ ∈ [k˜lj , k˜fj ],
(b) That the jth approximating island is at its limit, if k˜ ≤ k˜lj , and
(c) That the jth approximating island is still invisible, if it has not appeared yet,
that is, k˜ ≥ k˜fj .
Moreover, since k˜fj − k˜lj tends to be constant as j increases, for large enough j there is
a fixed finite number of evolving islands, me, a finite number of islands at their limit,
ml, that increase by 1 unit every time k˜ decreases by 1 unit, and countably infinitely
many that have not yet appeared. For the standard map, it is plausible to consider
me = 5, but to obtain an accurate value of me one should get closer to kG.
Hence, concerning the area that approximating islands occupy in the original (x, y)
coordinates in the standard map, if we change k˜ for k˜ − 1, one of the invisible orbits
will become part of the me evolving ones and one of these evolving islands will reach
their limit. Plus, the traces of each of the evolving islands at k˜ are the same of those
islands present in the renormalised domain for k˜ − 1; and the area that all these
me islands occupy will be the same but scaled by αβ. Note that this behaviour is
1-periodic, that is, related to the dynamics in a fundamental domain of W u,+(RC).
In Fig. 4.10 we show the evolution of the scaled areas µ˜j for j = 3, . . . , 13 in a range
k˜ ∈ [−12,−3] that corresponds to a range in the actual scale
k ∈ [0.974521477288362, 1.20341583474535].
On top left of Fig. 4.10 we can see that for each j, µ˜j(k˜) seems to tend to a different limit
value as k˜ → −∞. This is consistent with the results in Fig. 4.8, where we saw that the
scaled areas of consecutive approximants alternate around the limit.
Similar to Fig. 4.9, we plot the corresponding total, non-confined and confined turnstile
areas of the islands shown in Fig. 4.10 in Fig. 4.11. These turnstile areas are those that
actually play a role in transport properties.
We illustrate the change of the shape of some scaled stability islands in Tab. 4.3 in a length
1 interval of k˜, k˜ = [−10,−9). We plot the islands of rotation number 13/21 up to the ones
with rotation number 89/144 (a total of 5 approximants) for k = −9.125(−0.125)− 10.000.
We can see that the top one (the one with rotation number 13/21) does not change much
in this interval, while as we increase the period they do in a faster rate. Even the last one
shown (that with rotation number 89/144) disappears in this range of k˜. The scaled area
that these islands occupy can be seen in Fig. 4.10. Each column in Tab. 4.3 corresponds to
a fixed value of k˜.
In Fig. 4.10 we can see sudden decreases in the scaled confined area. From the displayed
evolutions in Tab. 4.3 we can guess to which satellite islands these correspond to. Recall
that the sudden decreases confined area are related to the breakdown of an invariant curve
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Figure 4.10: Scaled areas of approximating islands µ˜j(k˜), where k˜ = logδ(k − kG) for j =
3, . . . , 13. Some of the curves are labelled with the rotation number they correspond to. This
figure is related to Fig 4.8. Here k˜ is used as parameter instead of τ , and only the data on
the left of τ ⋆ in Fig 4.8, left, is shown. Note that the value τ = τ ⋆ will appear for k˜ = −∞.
See text for further explanations.
that allows previously chaotic confined region to escape from a compact set that contains
the whole island. At this global bifurcation satellite islands leave the connected component
of the domain of stability. We labelled some of the jumps in Fig. 4.10 as p3, p4, p5 and p6
to refer to the effect of the breakdown of the invariant curves surrounding the islands of
rotation number 1/3, 1/4, 1/5 and 1/6, respectively.
4.4.3 Expectations for escape rates. Subsect. 3.5.6 revisited
In Subsect. 3.5.6 we referred to renormalisation theory as explanation of the bumps that we
observed when dealing with trapping statistics in the vicinity of a stability island. The scaling
law for the quantity ∆W , when related to approximating islands gives a first explanation
of the power law and the expected 1-periodic fluctuations. After the numerical study just
performed, we can make sense on the contents of Subsect. 3.5.6, relating it to approximating
islands.
Fix a value of k˜∗ ≪ −1. Let j be the number of approximant of the last evolving island,
meaning the one that for k˜∗ − 1 will be promoted to be at its limit.
According to transport theory, the main obstruction to cross the zone where the Cantorus
lies is the region of the phase space that has periodic orbits with the smallest ∆W possible.
A quantity that plays a relevant role is ∆W nc. Consider the dynamics of Rj1[Mk], where
the phase space looks like those in the first iterates shown in Fig. 4.3. Since there are only
me + ml present chains of islands, we can assume that they define a partition of the zone
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k˜ = −9.125 k˜ = −9.250 k˜ = −9.375 k˜ = −9.500 k˜ = −9.625 k˜ = −9.750 k˜ = −9.875 k˜ = −10.000
13
21
21
34
34
55
55
89
89
144
Table 4.3: Evolution of the shape of approximating islands with rotation numbers 13/21, 21/34, 34/55, 55/89 and 89/144 in the interval
k˜ ∈ [−10,−9). We show the shape of these islands for the eight values k˜ = −9.125(−0.125)−10.000. See text for further explanations.
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Figure 4.11: We show, as a function of k˜ ∈ [−12,−3], left: ∆W˜pj/qj , middle: ∆W˜ ncpj/qj and
right: ∆W˜ cpj/qj , see (4.23).
accessible to chaotic non-confined orbits, and the transport across this zone can be modelled
as a nearest neighbour Markov process where the transition probabilities between neighbour
regions are those given by
∆W ncpi,qi(k˜
∗), i = j, . . . , j +me.
In the region where there are only ’invisible’ islands orbits are assumed to behave as if they
followed a diffusive process. Note that, since renormalisation applies, one has that the orders
of magnitude of these quantities satisfy
O(∆W ncpi,qi(k˜∗)) = O(∆W ncpj ,qj(k˜∗))(αβ)j−i, i = j + 1, . . . , j +me,
see Fig. 4.11, but sinceMk for k > kG has a golden Cantorus (beyond other Cantori that have
rotation number close to ω), each iterate of Mk under R1 has the origin (0, 0) as fixed point
and one expects each iterate to have different decreasing values of the trace at the origin, and
a different value of ∆W . Hence one has to think of the set {∆W ncpi,qi(k˜∗), i = j, . . . , j+me},
as a whole. Let us refer to it as a configuration of transition probabilities. Recall the
construction of successive domains in Sect. 4.3.1.
Now, if we shift k˜∗ → k˜∗ − 1, that is, we change kG +∆k to kG +∆k/δ, if k˜∗ is negative
enough, and hence we are close enough to the limit, we would have an extremely similar
phase space, but scaled by (αβ). And the configuration of transition probabilities would be
{∆W ncpi,qi(k˜∗ − 1), i = j + 1, . . . , j + 1 +me}, but
∆W ncpi+1,qi+1(k˜
∗ − 1) ≈ ∆W ncpi,qi(k˜∗)(αβ)−1, i = j, . . . , j +me. (4.24)
Hence, according to the Kac formula (3.7), if we denote the mean time to cross the
Cantorus for k˜ as4 〈Nk˜〉, then we expect a mean value
〈
Nk˜−1
〉
= αβ 〈Nk˜〉 for k˜ − 1.
Since the configurations are related to each other like in (4.24) for values of k˜ at distance
1, the 1-periodic fluctuations U(logδ(∆k)) can be explained as the different configurations of
transition probabilities that one has in an interval of the form [k˜∗−1, k˜∗) for negative enough
k˜∗. Such an interval can be understood as a fundamental domain in the parameter such that
in the coordinates given by the change of scale Λj one captures the leading dynamics around
the golden Cantorus. The study of such a fundamental domain requires the knowledge of
the limit dynamics of approximating islands of stability.
4This notation will be introduced in Subsect. 4.5.1.
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4.5 Transport across a golden Cantorus
In this section we study escape rates across a golden Cantorus. In our context the Cantorus
under study is the remnant of a RIC that has been destroyed due to perturbation. Unlike
RIC, that are complete barriers to transport, Cantori have gaps that allow orbits to leak
across them. But the time to cross them can be extremely large. The size of these gaps
is exponentially small close to the breakdown. And we can make sense of this fact via
renormalisation and the Olvera-Simo´ criterion for the destruction of invariant curves.
Theorem 3. Olvera-Simo´, [112]. If an APM F of the cylinder S1×R has two hyperbolic
periodic orbits o1 and o2 with rotation number m1/n1 > m2/n2, respectively, and the stable
invariant manifold of o1 intersects the unstable invariant manifold of o2, then F has no RIC
with rotation number ρ, ρ ∈ (m2/n2, m1/n1).
This result gives a geometric connection between the existence of RIC for a prescribed
rotation number and the relative position of invariant manifolds. We are going to study
transport across Cantori, and this theorem allows to do some heuristic considerations on the
evolution of the size of their gaps.
Assume that, for the standard map at some value of k = kG+∆k the invariant manifolds
(IM) of the hyperbolic periodic orbits (HPO) with rotation number pj/qj and pj+1/qj+1 have
an heteroclinic tangency, and that they do not intersect for any smaller value of k. Note that
this condition is impossible to be checked numerically. In practice one is lead to consider
moderate length pieces of the invariant manifolds. Then, if i > j all IM of HPO with rotation
number pi/qi and pi+1/qi+1 cross transversally giving rise to lobes, but they do not intersect
for i < j.
The heteroclinic lobes bounded by the IM of the the points nearest to x = 0.5 of the
HPO of rotation number pn+1/qn+1 and pn+2/qn+2 have the largest size when projected onto
the x axis. Hence, the x projection of size of the largest gap in the Cantorus at k, ∆x(k) is
bounded from above by 2d
(j+1)
x , the distance between the points of the (j + 1)th hyperbolic
approximating orbit closest to the symmetry line. Recall Subsect. 4.3.1.
Now consider k′ = kG +∆k/δ. Note that | logδ(k − kG)− logδ(k′ − kG)| = 1. According
to the renormalisation scheme, if j ≫ 1, we are close to a tangency between the IM of the
HPO of rotation number pj+1/qj+1 and pj+2/qj+2, and the largest gap now is bounded from
above by d
(j+2)
x ≈ d(j+1)x /α. See [78]. Similarly to the escape rates, a reduction by a factor δ
in ∆k produces a re-scaling of the gap size by a factor α, hence we expect
∆x(k) ∼ (∆k)ν , ν = log(α)
log(δ)
≈ 0.712083498531404.
One expects the crossing rate across a Cantorus to be related to the area of these lobes
that impede the existence of RIC. One always has to take into account that other phenomena
like stickiness may play a leading role, see Chap. 3. Moreover, the routes to cross Cantori
are those that follow the invariant manifolds that impede the existence of RIC, and these
trajectories usually have passages close to saddles, that can also contribute to the slowdown
of the escape rates.
In this section we will continue to study the standard map for values of k > kG, but close
to kG. The problem of escape rates will be considered from two points of view. First, we will
deal with the behaviour of the mean escape rate as k → kG, and to its standard deviation.
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And these results will be crucial for the second point of view: the study of the probability
law that an initial condition in the chaotic zone escapes in a prescribed number of iterates,
conditioned to be able to escape.
4.5.1 Escape rates
Let us start by fixing our escaping rule and by explaining the way we will proceed to study
escape rates experimentally. As usual, denote the successive iterates of a point in the cylinder
(x0, y0) ∈ S1 × R under Mk as
Mnk (x0, y0) = Mk(xn−1, yn−1) = (xn, yn).
We will consider that an initial condition in S1 × (0, 1) but not confined in any island of
stability escapes after n iterations under Mk if either yn > 1 or yn < 0, but yi ∈ (0, 1) for
all 0 ≤ i < n. The choice of the limits yn = 0, 1 is done for simplicity. Instead of that, one
could choose a rotational curve above the RIC with rotation number ω and another curve
below the RIC with rotation number 1− ω. In such a case, we obtain similar results.
Notation. From now on, we will denote ∆k = k − kG, for some k > 0; k˜ = logδ(∆k) =
logδ(k − kG). By A(k) ⊂ S1 × (0, 1) we will refer to the main zone in the phase space of the
standard map (4.1) that can be considered to be chaotic. Here chaotic zones confined inside
islands of stability are excluded, as not being accessible from outside.
So, for all values of k considered, and for each initial condition chosen (x0, y0) ∈ S1 ×
(0, 1) ⊂ S1 × R, we will compute the quantity
n(x0, y0) = min{m ∈ N such that ym > 1 or ym < 0},
One of the main aims of this chapter is to study the probability of an orbit escaping in
a prescribed number of iterates, conditioned to be able to escape, or
Nk(m) = P (n(x0, y0) = m | (x0, y0) ∈ A(k)) . (4.25)
In Sect. 4.5.2 we will study the average and standard deviation of Nk, 〈Nk〉 and σk respec-
tively. In particular we will be mainly focused on how do these quantities change as we move
the parameter towards kG. More precisely, if we denote by U(k) the set of initial conditions
chosen as in Subsect. 3.3.2, and by ic the number of initial conditions in U(k), then we will
study the behaviour of
〈Nk〉 = 1
ic
∑
u∈U(k)
n(u) and σ2k =
1
ic
∑
u∈U(k)
(n(u))2 − 〈Nk〉2 . (4.26)
Since we are restricting ourselves to k > kG, depending on our purpose, we will either
use k or k˜ = logδ(k − kG), and this will be indicated in the subscripts 〈Nk˜〉 and σk˜.
In Subsect. 4.5.3 we will use the results for the observables (4.26) to motivate the candi-
dates to probability laws of Nk.
For all our experiments, we need to make sure that both the initial condition and values
of the parameter chosen are representative, hence
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1. To study the statistics of escaping orbits, we will iterate a large number of initial con-
ditions chosen as is explained in Subsect. 3.3.2 until all of them escape. The way these
initial conditions are chosen guarantees that they are not inside islands of stability.
But the number of initial conditions considered for each value of k depends on how
close we are to the breakdown. Namely, one has to considerably reduce the number of
initial conditions ic as k → kG, since the mean number of iterates one needs to escape
increases fast.
For our purposes, we can choose initial conditions on the unstable invariant manifold
of any point in a Birkhoff hyperbolic periodic orbit with rotation number between 1−ω
and ω. In the standard map, they can be found either on y = 2x or y = 2x−1, see [83].
For our computations, we chose the 1/2-periodic orbit hyperbolic orbit (j = 2). This
orbit has a point on y = 2x. The region where initial conditions chosen in this way lie
is between the Cantori with rotation number 1 − ω and ω, and for a long number of
iterates they will be confined there (roughly the y component will be in [1−ω, ω]). So
first, the main obstruction to escape will be these Cantori. Once crossed, we expect
the orbits to escape the region y ∈ (0, 1) in a much smaller number of iterates. This
has been checked numerically by using other values of y closer to the Cantori under
consideration instead of y = 0 and y = 1. The performed experiments do not show
any relevant difference.
2. The values of the parameter k will be chosen accordingly to the linear stability of the
critical fixed point RC of R1: since RC has only one unstable direction with eigenvalue
δ, it is convenient to choose equispaced values of k in logδ-scale.
Details on the data used. We have computed the mean escaping time for 1101 values of
the parameter k in an equispaced grid in logδ-scale. We have considered k˜ = −3(−0.01)−14.
Since we expect the mean escaping time to behave as a negative power law in k−kG, we have
considered less initial conditions as we approached the breakdown value of the parameter kG.
Namely 104 initial conditions for k˜ = −12(−0.01)− 14 (but for some of them in this range
up to 105), 105 initial conditions for k˜ = −9(−0.01) − 11.99, 106 for k˜ = −6(−0.01)− 8.99
and 107 for k˜ = −3(−0.01)− 5.99.
4.5.2 Results for the mean escape rate and its standard deviation
Our results on the evolution of the mean 〈Nk〉 as a function of k can be seen in Fig. 4.12.
There we show the same data in different scales. First, on top left, one can see the direct
results for the mean as k → kG. As expected, we observe substantial increase in the mean
escaping time as we approach kG (highlighted as a vertical line in this plot). There we
show 〈Nk〉 × 10−9. The value of k closest to kG shown in Fig. 4.12, top left, corresponds
to k = 0.972724398546588 ≈ kG + δ−14, being δ−14 ≈ 1.089 · 10−3. In average, for this
value of k each initial condition needs over 1.5 × 1010 iterates to leave y ∈ [0, 1]. And for
the closest value of k we have computed 〈Nk〉, k = kG + δ−15 ≈ 0.972304340876959, being
δ−15 ≈ 0.669 · 10−3 (not shown in Fig. 4.12), the mean value exceeds 8× 1010 iterates.
As explained in Subsect. 3.5.6, from renormalisation and transport theories, we expect
4.5. TRANSPORT ACROSS A GOLDEN CANTORUS 117
 0
 5
 10
 15
 20
 0.98  1  1.02  1.04
kG
〈Nk〉 × 10−9
 20
 30
 40
 50
-12 -9 -6 -3
(∆k)
B〈Nk〉
 20
 30
-12 -9 -6 -3
B〈Nk〉
BMac
 20
 25
 30
-14 -13 -12 -11 -10
Figure 4.12: Statistics of 〈Nk〉, the mean escaping time of orbits of the Chirikov standard
map (4.1), for values of the parameter near kG. Top left: 〈Nk〉 × 10−9 as a function of k
(purple), {k = kG} (black). Top right: logδ 〈Nk〉 as a function of k˜ (purple), and the slope
B〈Nk〉 (black). Bottom left: 〈Nk〉 × (k− kG)−B, with B = B〈Nk〉 (purple, top) and B = BMac
(green, bottom), as a function of k˜, see (4.29). Bottom right: Detail of Bottom left. Compare
with Fig. 4.10 and Fig. 4.11. See text for further explanations.
the mean escape rate 〈Nk〉 to behave as an inverse power law in ∆k. To fix notation, write
〈Nk〉 = A(∆k)B, and taking logarithms log(〈Nk〉) = B log(∆k) + log(A). (4.27)
In Fig. 4.12, top right, we show the data in the left plot but in logδ− logδ scale to fit
(4.27). Namely, we plot logδ 〈Nk˜〉. Recall that k˜ = logδ(∆k). Note that, as k → kG this
slope seems to change slightly. Some least squares fits of the data in different ranges of k˜
give
Interval B A
[−14,−12] −3.00± 0.01 25± 1
[−14,−11] −2.978± 0.005 28± 1
[−14,−10] −2.978± 0.003 28.7± 0.5
(4.28)
In Fig. 4.12, top right, the slope shown is B〈Nk〉 = −3.00, the one corresponding to the
data of the interval k˜ ∈ [−14,−12]. This value has to be compared with theoretical one
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proposed in [83],
B = BMac = − logδ(αβ) ≈ −3.01172189133849. (4.29)
Our numerical results show that, as we approach the breakdown, we seem to get closer to
the expected theoretical value BMac.
In the large, the diffusive process seems to follow a power law, yet there are some visible
fluctuations. To study them, we have to subtract the fitted power law behaviour. In Fig. 4.12
bottom we show 〈Nk〉 × (k − kG)−B, as a function of k˜. As labelled in the left figure, the
top graph corresponds to choosing B = B〈Nk〉 while the one below corresponds to B = BMac.
The right plot is a magnification of the leftmost oscillations of the left plot. The oscillations
in k˜ ∈ [−14,−12] are less smooth since we had to consider 10 times less initial conditions
than in k˜ ∈ [−12,−10].
After subtracting the power-law tendency, we are left with what seems to be a 1-periodic
behaviour as we approach the breakdown. See comments in Subsect. 3.5.6, where we referred
to this periodic behaviour as the existence of a 1-periodic function U(logδ(k−kG)). The fluc-
tuations far from kG (k˜ > −6 in Fig. 4.12, bottom left) seem to be related to this 1-periodic
behaviour close to kG, but strongly deformed. As far as we are aware of, this is the first time
where the shape of these 1-periodic fluctuations is shown. The main goal of this chapter
is to interpret these fluctuations from the point of view of approximating periodic orbits.
The main candidates of their appearance are the shape and area of approximating islands
(see Fig. 4.10), the turnstile area (see Fig. 4.11 and compare it with Fig. 4.12: minima in
Fig. 4.12 approximately correspond to maxima in Fig. 4.11, left and middle), the area of the
lobes created by the invariant manifolds of hyperbolic approximating periodic orbits, and
stickiness effects due to stability islands.
In Fig. 4.13 we show that the standard deviation σk seems to behave similarly to the
mean. On the left of this figure, we plot σk as a function of k, and on the right we plot
logδ(σk˜) as a function of k˜ and the slope B〈Nk〉. Compare with Fig. 4.12, top.
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Figure 4.13: Statistics of σk, the standard deviation of 〈Nk˜〉. Left: σk × 10−9 as a function
of k (purple), {k = kG} (black). Right: logδ(σk˜) as a function of k˜ (purple), and the slope
B〈Nk˜〉 (black).
Despite having a similar behaviour as k → kG, as an inverse power law in ∆k with the
same power, the main difference between the two observables is the existence of peaks in
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σk, that are much more prominent far from the breakdown. Namely, as one can observe in
Fig. 4.13, right, despite we can see some small peaks near k˜ ≈ −10, the largest deviations
from the straight line appear for k˜ > −8.
To show the existence and nature of these peaks it is convenient to study how does the
standard deviation vary with respect to the mean. This is the contents of Fig. 4.14, where
we plot σk˜/ 〈Nk˜〉 as a function of k˜. On top left we see the behaviour in the whole range
considered, k˜ ∈ [−14,−3], while the other figures are magnifications of this first one. These
magnifications allow to see the actual shape of the peaks. In all the plots, we show a black
horizontal line that corresponds to σk˜/ 〈Nk˜〉 = 1. It is remarkable that besides the peaks, the
statistics of escape rates seem to have close values of the mean and the standard deviation.
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Figure 4.14: Top left: σk˜/ 〈Nk˜〉 as a function of k˜ in k˜ ∈ [−14,−3]. The other plots are
magnifications in: top middle: [−14,−12], top right: [−12,−10], bottom left: [−10,−8],
bottom middle: [−8,−6] and bottom right: [−6,−4].
Interpretation of the results
So far we have presented the results of a massive evaluation of the mean escaping time across
the golden Cantorus of the standard map. Our numerical results fit within the available
theories of renormalisation and transport. Yet we show that there are still some open
questions concerning escape rates: there are phenomena playing a leading role that should
be taken into account. Here we enumerate and discuss the numerical results obtained.
1. The power law behaviour 〈Nk˜〉 ∼ (∆k)−BMac . As we first explained in Subsect. 3.5.6
and later in Subsect. 4.4.3, the interpretation of Mather’s ∆W as an area and the
renormalisation theory justify that the escape rates have to behave like an inverse
power law in ∆k. In our simulations we approached the breakdown by δ−14 ≈ 0.00108
and got a difference between the theoretical value and our experimental approximation
|BMac − B〈Nk˜〉| = O(10
−2). This means that we are still far from the limit, but
computing representative statistics for values of k˜ smaller than −14 is still far from
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practical. Note further that if we were close enough to the limit, the oscillations in
Fig. 4.12 should take place around a horizontal line. But we expect this to happen
closer to the limit, that is, as k˜ → −∞.
2. The tendency σk˜/ 〈Nk˜〉 → 1 as k˜ → −∞. This behaviour might suggest that the
transport rates behave as if they followed a Gamma distribution. Recall that the pdf
of a Gamma distribution has the form
G(x; κ, λ) =
λκ
Γ(κ)
xκ−1 exp(−λx), κ ≥ 1 (shape) , λ > 0 (rate) . (4.30)
This distribution has mean κ/λ and standard deviation
√
κ/λ, so for values of κ close
to one we would see such a behaviour. Note that if one chooses κ = 1 in (4.30) one
recovers the pdf with exponential distribution with rate λ. But in Sect. 4.5.3 we will
argue that this is not the case for our actual statistics since the maximal value of the
numerically approximated pdf’s is not at x = 0. The determination of which is the
underlying probability law still requires clarification from the point of view of which is
the role of approximating islands. See also the comments at the end of Sect. 4.5.3.
3. The visible peaks in σk˜/ 〈Nk˜〉 and the stickiness effect of islands of stability. In Fig. 4.14
there are many visible peaks, that seem to be more prominent for k˜ > −8. Their shape
resembles that of the effect of the accelerator modes in the standard map in Chap. 3.
Recall Figures 3.7, 3.8 and 3.9, where we also show, for that problem, the behaviour of
the standard deviation relative to the mean. Note that in the range of k we are dealing
with there are always visible islands so it is more than plausible to notice their effect.
As shown in Chap. 3, the power law behaviour of the trapping time statistics has
finite mean but unbounded variance. So, we expect Nk to have a bounded mean,
regardless of the value of k. But 〈Nk˜〉 has to depend strongly on the effect of islands
of stability and the stickiness effect they produce. Furthermore, note that the way
initial conditions are chosen ensures that all of them will eventually escape. This
is one of the main differences between the experiments we did in Chap. 3 and the
ones in this chapter. Hence, despite the trapping statistics in islands have unbounded
variance, here σk will be also bounded, but strongly dependent on the number of initial
conditions, σk = σk(ic). In Fig. 4.15 we show examples of this strong dependence: we
plot σk˜(ic) for k˜ ∈ [−5,−3] and ic = 105, 5× 105, 106, 5× 106 and 107. Note that the
values of σk˜(ic) do not increase as ic does. Here, the initial conditions of the case
ic = 5× 105 are those of ic = 105 plus 4× 105 extra initial conditions, and so on. So,
we are adding initial conditions at each evaluation.
Coming back to Fig. 4.14, for values of k˜ < −8 we see that there is little effect due to
the stickiness of stability islands, if any. This is mainly due to the fact that the time
to cross the Cantorus is of an order of magnitude larger than the mean trapping time
in any of the islands that are present in the phase space. This means, in particular,
that as we get closer to kG the data obtained in simulations better reflects the effect
of a single Cantorus.
4. The limit 1-periodic oscillations U(logδ(k − kG)). The power-law behaviour comes from
the scaling in area and in parameter, but yet it needs to be clarified which are the
objects responsible for the actual transport probabilities. One expects the oscillations
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Figure 4.15: Left: σk˜ × (k − kG)BMac as a function of k˜ ∈ [−5,−3], obtained for different
values of ic, see the key in the plots. Right: Magnification of the square in the left plot.
to be strongly related to the area of the heteroclinic lobes of intersecting IM of HPO and
the turnstile areas of approximating orbits. Namely, as k varies, the area in the phase
space that is accessible to orbits that can escape changes as the islands of stability
do, and not in a monotone way in k˜, but if we conveniently scale the phase space, the
area occupied by evolving islands varies in a periodic way, recall Sect. 4.4.2, and also
Figs. 4.10 and 4.11.
Discussion on previous literature
The very first computations similar to the ones we present here were done by Chirikov in
[26]. In this review, he iterated 100 orbits starting at {y = 0} of (4.1) for at most 107
times, keeping track on the number of iterates needed to eventually cross the line {y = 0.5}.
By doing this, he obtained an approximation of Greene’s critical value kChi = 0.989/(2π).
Furthermore, he fitted the behaviour of the mean to
T =
AChi
(k − kChi)BChi , where AChi = 103, BChi = 2.55. (4.31)
The values of k Chirikov dealt with were from close to kChi until almost k = 2π. For the
largest values for which he computed the statistics, there are almost no visible stability
islands in the phase space, and in this situation D(k) grows as k2, recall Chap. 3. This may
be the reason why he got a value of A in (4.27) almost 3 times larger than ours.
This power law behaviour was theoretically justified by MacKay, Meiss and Percival in
[86]. In this work, the authors fixed B = BMac as theoretical value and fitted the value of A
in (4.27) to be AMMP = 25, close to our results. See (4.28).
The last paper we want to mention here is that of Dana and Fishman [34]. There the au-
thors were the first to give numerical evidence of the predictions from renormalisation theory
[83, 80] and transport theory [86]. Namely, they looked for ranges in the parameter k where
the behaviour (3.7) was good enough. They computed the diffusion coefficient D(k), aver-
aged among 5000 initial conditions. They restricted themselves to 1/(2π) ≤ k ≤ 2.5/(2π),
and in this range they were able to get satisfactory results for the exponent B = BDF . In
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the whole range, they got BDF = 3.24. In 1/(2π) ≤ k ≤ 1.4/(2π) they got BDF = 3.16
and in 1.4/(2π) ≤ k ≤ 2.5/(2π) numerical simulations gave BDF = 2.96, which is closer
both to theoretical result BMMP and ours, BT¯ and Bσ. In this reference the authors gave no
information on the value of the constant A in (4.27).
As a final remark, we want to note that the computation of escape rates near Greene’s
critical values is still a hard computational issue. To obtain the results shown in Figures
4.12 and 4.13 we had to perform over 8.33× 1015 iterations of the standard map (4.1). And
the computations for the case k˜ = −15, k = kG+δ−15 alone required over 8×1015 iterations.
So, the sharpness of the results of the previous literature is remarkable.
4.5.3 The probability law of escape rates
In this subsection we deal with the probability law Nk (4.25), for k˜ < −5. Recall that the
size of the samples (number of initial conditions we iterated) we are dealing with are 105
for k˜ = −9(−0.01) − 12.00 and k˜ = −13,−14,−15, 106 for k˜ = −6(−0.01) − 8.99, and 107
for k˜ = −5(−0.01) − 5.99. Since we expect escaping times to be increasingly large as we
approach kG, to get an approximation of the probability density function (pdf) of Nk it is
convenient to compute histograms with bins of constant length in decimal logarithmic scale,
similar to what we did in Subsect. 3.5.2 when dealing with trapping times of accelerator
modes.
More concretely, for each k, assume that we can set a time interval T = [t0, t1] where we
can assure that most initial conditions will escape in a number of iterations that is contained
in T . We say most because we expect, due to the results of Chap. 3, that if an orbit gets
trapped around a stability island, the escaping time for this orbit can become extremely large.
Then we consider ni sub-intervals Ij = [t0λ
j, t0λ
j+1), where λ = exp (log10(t1/t0) log(10)/ni),
and a counter Cj initially set to 0, j = 0, . . . , ni − 1. Each initial condition adds a unit to
Cj if escapes in m iterates, where m ∈ Ij. To recover the pdf from the histogram we only
have to divide each counter by the length of the interval and by the total number of initial
conditions, ic, that is, to consider Cj/((ni + 1)ic) instead of Cj itself.
A sample of the pdf’s obtained can be seen in Fig. 4.16. On the left we can see the pdf
Nk in the actual scale time for k˜ = −5(−0.5) − 12, and on the right we display these same
pdf’s, but in decimal logarithmic scale in time, that is, we plot
N ′k(ξ) = log(10)10
ξNk(10
ξ). (4.32)
We have labelled some pdf’s according to the value of k˜ they correspond to. In both plots,
left and right, one can follow Nk for decreasing values of k˜ by following the maximum of
each pdf from left to right. In the left plot, one observes that the pdf’s accumulate to 0
as k goes further apart from kG. To see what happens for k → kG, the right plot is more
convenient. The pdf’s in log10-scale in the number of iterates appear to be equispaced since
they correspond to equispaced values of k˜ and 〈Nk〉 ∼ (∆k)B. It is remarkable that in log10
scale for the number of iterates, the pdf’s seem to go from a seemingly symmetric shape to
some asymmetric limit behaviour that resembles that of a gamma distribution (4.30)in log
scale in time.
In item 2 in the enumeration in page 118 we commented on the possibility that the pdf’s
displayed in Fig. 2 followed a gamma distribution if the corresponding estimated value for
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Figure 4.16: Estimates of the probability density function (pdf) of the number of iterates
needed to escape, Nk, for different values of k˜. Left: Nk in the original scale of time. Right:
N ′k vs ξ, see (4.32). Here we show the pdf’s for k˜ = −5.0(−0.5)− 12.0.
the shape κ, see (4.30), was close to one. That is, the behaviour is close to exponential,
but not exponential, since the maxima of the numerically computed pdf’s are not located at
x = 0 but increase as the mean escape rate does.
Again back to (4.30), a rough estimation of both shape κ and rate λ parameters can be
done by taking into account the fact that the potential factor plays a leading role for small
values of the number of iterates, t, and that the exponential factor does for larger values of t.
Namely, for large t, one would expect an exponential decay of the pdf, that is detected as a
straight line in some range of t in a log− log plot. See Fig. 4.16, right. The first estimation
of λ allows to estimate the value of κ. This procedure has been carried out for the results of
some of the values of the parameter shown, followed by a least squares fit to better adjust
the values of the parameters.
Despite we found that as k˜ decreased, the agreement became better, the adjustment was
not completely satisfactory. A Kolmogorov-Smirnov test of adjustment was performed to see
if the experimental data followed the hypothetical gamma pdf with the adjusted parameters.
In all cases studied, the statistic D (the largest vertical distance between the experimental
cumulative distribution function (cdf) and the cdf of the theoretical distribution) was D ≈
0.02. For ic = 105, it is way larger than the minimum to accept that the data follows a
gamma distribution.
Hence, other means have to be adopted in order to study transport rates across Can-
tori. The previous study on approximating stability islands suggests to construct a nearest
neighbour Markov chain taking into account different layers. The corresponding transition
probabilities between different stages have to be related to the turnstile areas, [86]. This will
be done elsewhere.
4.5.4 Summary and remarks
In this chapter we have presented a detailed study of the escape rates in the standard map
(4.1) for values of the parameter close but larger than kG. We have first reviewed the Greene-
MacKay renormalisation theory and how does the dynamics of the renormalisation operator
for invariant curves explain the geometry of phase space of the standard map close to the
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golden RIC.
We have performed a detailed study of approximating islands, both from a local point of
view (around the elliptic/reflection hyperbolic orbit) and more globally in adequate compact
sets containing islands of stability. This study has lead to a classification of these islands that
allows to give an explanation of the periodic fluctuations around the mean inverse potential
behaviour of the escape rates one observes as k → kG. We have also given evidence of the
shape of the periodic function 〈Nk〉 (k − kG)B that has period 1 in logδ scale.
We finished the chapter by addressing the problem of determining the probability law of
escape rates. We have given numerical evidence that a Gamma distribution can not fully
explain the shown behaviour. Instead of that, a nearest neighbour Markov process with dif-
ferent states (as many as relevant approximating islands appear near the Cantorus) has been
suggested. We will deal with this problem with more detail in forthcoming contributions.
We hope that the contents of this chapter contributes to the comprehension of the phase
space near the breakdown so that the probability laws of escape rates can be better under-
stood, by taking into account as many phenomena as possible. We have argued that one
only needs to study a conveniently scaled version of the phase space in a length 1 interval
in k˜. We have also explained how to properly scale the phase space and choose k˜ to get
representative results.
Chapter 5
Stickiness effect due to a resonance
bubble emerging from a Hopf-zero
bifurcation in 3D volume preserving
maps
In this chapter we study the trapping statistics around a stability bubble that arises after a
Hopf-zero (or Hopf-Saddle-Center) bifurcation. We construct a proper 3D volume preserving
map on the 3-torus T3 with accelerator modes, by mimicking some features of the Chirikov
standard map.
The results of preliminary massive numerical simulations (inspired in those performed in
Chap. 3) give evidence that the bubbles are responsible for anomalous diffusive properties
of lifts of the VPM model to the cylinder T2×R, and that the trapping statistics exhibit an
algebraic decay. We pay special attention to the geometry of the outermost invariant objects
in the bubble, as they are the main responsibles for the stickiness effect.
5.1 Introduction
While the geometry and relative position of invariant objects in twist APM is fairly well
understood, this is not the case in the VPM case, even if these maps satisfy the non-
degeneracy conditions of KAM-like results [24, 147], recall Sect. 1.1.1. From now on, we
will restrict ourselves to VPM such as H
(2)
ε see, (5.1): maps depending on (θ, r) where
θ ∈ T2 can be interpreted as angles and r ∈ [0, 1] as an action variable. That is, we will
consider 2-angles and 1-action maps. For convenience, let us recall the form of the VPM
that we are going to deal with:
H(2)ε : T
2 × [0, 1]→ T2 × [0, 1],
H(2)ε :
(
θ
r
)
7→
(
θ¯
r¯
)
=
(
θ + g(2)(r)
r
)
+ ε
(
f
(2)
1 (θ, r)
f2(θ, r)
)
, (5.1)
where f2 is going to be assumed to have zero average with respect to θ.
For this kind of maps, in the near-integrable case ε > 0 small, as we discussed with more
detail in page 14, the dynamics near rank one and rank two resonances can be explained
via averaging theory [41]: near a rank one resonance, in some suitable region close to it the
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dynamics can be approximated by the area-preserving twist or non-twist standard map times
some rotation; and near a double resonance the dynamics can be approximated by a “quasi-
periodic pendulum”. But in contrast to the twist APM setting, there is local analogue of the
Poincare´-Birkhoff theorem in the volume preserving case for invariant curves [25] but not for
periodic orbits [48]: one can not predict, a priori, which periodic orbits will be present in the
phase space by means of boundary conditions, for instance, as the existence and invariance
of two rotational 2D invariant tori (RIT) defining an invariant region in the phase space.
Moreover, despite there has been recent efforts to deal with the destruction of RIT, this
phenomenon is not yet completely understood: one does not know if there is a remnant of
these RIT after their breakdown, an analogue of Cantori for twist APM, and in case such
remnants exist, how is this set embedded in the phase space, see [100, 48].
Concerning transport in chaotic regions, as usual, one expects them to be strongly affected
due to regular components in the phase space, recall Sect. 1.1.4. It is surprising that, in
3D maps, there are examples for which there is numerical evidence that the trapping times
decay in different ways. First, algebraically, meaning that the statistics of stays in compact
sets containing some invariant object behaves as t−b, b > 0 where t denotes the number of
iterates, see [109]. This is the observed behaviour in the 2D setting (see Chap. 3). And
second, in other examples, this decay seems to behave in an exponential way, see [141].
In this chapter we are going to perform a preliminary study of the stickiness effect of a
stability bubble, see [18, 19, 20, 40], that arises from a Hopf-zero (or Hopf-Saddle-Center)
bifurcation in a family of VPM of the three-torus T3. The family of VPM that we will
use as example is going to be constructed in such a way that it mimics some features of
the standard map for large values of k, so that we can use the methods we introduced in
Chapter 3.
This chapter is organized as follows. Sect. 5.2 is devoted to the construction of the family
of VPM we are going to use for our simulations, and to the study of the local dynamics around
some of the Hopf-zero bifurcations that occur for the constructed family. In Sect. 5.3 we are
going to review the main known facts about the Michelson system, specially those concerning
the volume of bounded orbits. In particular, we will discuss on parameters to ensure that our
model exhibits bounded volume right after the Hopf-zero bifurcation. Finally, in Sect. 5.4
we will deal with a case study. A proper choice of parameters will be done so that one can
observe the strong effect of the bubble in diffusive properties, and to give numerical evidence
of its trapping statistics.
This chapter has to be understood as a preliminary extension of the work performed in
the 2D AP setting. The goal is to show that the techniques can be easily transferred to the
VP case, where similar phenomena can be also expected. This is work in progress with J.
D. Meiss, C. Simo´ and A. Vieiro.
5.2 A family of maps of T3 with accelerator modes
In this section we motivate the choice of the model we are going to work with. Roughly
speaking, we want to consider a setting analogous to the one we dealt with in Chap 3: we
want to study the stickiness effect due to a bubble embedded in a seemingly fully chaotic
phase space. To do so, we will construct a family f¯ε of VPM of T
3 such that, for large values
of ε, its corresponding phase space is seemingly fully chaotic, but presents some moderate
bounded volume mainly due to bubbles that appear periodically in the parameter ε. By
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bounded volume we refer to a set of orbits contained in a compact set K that never leave K
under iteration. Note that these orbits can be either regular or confined chaotic. Moreover,
this bubble is going to be an accelerator mode, so if one lifts f¯ε to the cylinder T
2×R, say fε,
the stickiness effect of the bubble will give rise to anomalous diffusion in the lifted variable.
More concretely, we are going to consider a family of VPM (x′, y′, z′) = fε(x, y, z) where
(x, y) ∈ T2 are angles and z ∈ R is an action. The map f¯ε above is the projection of fε in the
3-torus. The family fε will be written as compositions of 3 shears, recall Sect. 1.3.2. Since
the dynamics in the third component will be z′ = z + f2(x, y), where f2 is periodic in x and
y and has zero average, we will be able to smoothly project the map to the three torus T3.
Note that we still only explicitly stress the dependence on a parameter ε, which is going to
be the ’distance-to-integrable’ parameter, but fε will depend on more.
If we want to translate the setting that we dealt with in Chap. 3 to the 3D VPM case,
we should choose fε in such a way that it fulfills the following three main requirements:
R1 The map f0 has to be integrable as defined in Def. 1, see page 10. This will be imposed
by choosing f0 so that its phase space is foliated by horizontal RIT {z = const}.
Moreover, the restriction of the dynamics on each such 2-torus has to be conjugated
to a rigid rotation. Furthermore, we want some of this structure, that is, the existence
of RIT, to be preserved for small values of ε > 0, but not too small, as happens in the
Chirikov standard map.
R2 For integer values of ε = n ∈ Z \ {0}, the origin P+ = (0, 0, 0) is a fixed point of f¯n.
But for fn, P+ is no longer fixed. It jumps upwards a distance n in the z variable per
iterate:
f qn(0, 0, m) = (0, 0, m+ nq), m ∈ Z.
Hence, the origin is an accelerator mode, see Def. 8.
R3 The local parameter κ = ε−n unfolds a Hopf-zero (also known as Hopf-Saddle-Center)
bifurcation at P+. Moreover, for κ > 0 small, there appears some moderate bounded
volume around it. To fix ideas, we will define the family fε in such a way that the
Taylor expansion around P+ for ε = n+ κ, n ∈ Z \ {0} is locally conjugated to a map
that consists in a discretisation of the Michelson system (5.3), see [104], plus higher
order terms that depend on n in such a way that they tend to vanish as n → ∞, see
Prop. 3.
We aim to detect the effect of the orbits that get trapped around the bubble as anomalous
diffusion in the statistical behaviour of the z component of non-bounded chaotic orbits. Due
to the accelerating character of the whole bubble, we expect this effect to give rise to super-
diffusive phenomena, see Sect. 1.1.5 in page 22.
5.2.1 A choice of the shearing functions
First, concerning the first requirement R1, the KAM theorem in the VP setting [24, 147],
holds if the image of any 2-torus under the map intersects itself (intersection property) and
if the following twist condition holds
det
(
Drg
(2), D2rg
(2)
) 6= 0, for all r, see equation (5.1). (5.2)
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Note that the intersection property is guaranteed by choosing f2 with zero average with
respect to the angles (x, y).
Concerning the third requirement R3, we want the local dynamics around the origin near
integer values of ε to be close to a discretisation of a flow in a suitable compact domain in
R3. Namely to be close to the so-called Michelson system

x˙ = y
y˙ = z
z˙ = 1− x2 + ay
, where a < 0. (5.3)
We are concerned about the set of bounded orbits of (5.3). This set will be described in
Sect. 5.3. The flow (5.3) arises as the equation for travelling wave solutions of the Kuramoto-
Sivashinsky nonlinear PDE
ut + uxxxx + uxx +
1
2
u2x = 0, t ≥ 0, x ∈ R,
see [104] for the derivation of (5.3) from the equation of the PDE. We will consider the
following discretisation of (5.3):
Micϕ,a :

 uv
w

 7→

 u′v′
w′

 =


u+ ϕv
v + ϕw′
w + ϕ
(
1− u2 + a
ϕ2
v
)

 (5.4)
Note that it is written as a composition of 3 shears as (1.25) in page 32: first in w, then in
u and finally in v. We have changed the form of the coefficient in v in the representation of
w′ for aesthetic purposes that are going to be clarified in Prop. 3, see item 2 in Rem. 9.
Taking these considerations into account, we can consider the following family of maps
of T2 × R:
fε :

 xy
z

 7→

 x′y′
z′

 =

 x+ µ sin(2πy) + ψ(z′)y + ν sin(2πz′)
z + ε (cos(2πx) + b sin(2πy))

 , (5.5)
µ, ν, ε and b ∈ R,
where ψ is a 1-periodic function in z. This map fulfills part of the requirement R1:
for ε = 0, all horizontal 2-tori {z = const} are invariant and have rotation vector ω =
(ψ(z), ν sin(2πz)). This is true regardless of the term µ sin(2πy) that appears in the first
component of fε, since it is averaged out under iteration.
If ψ(0) = 0, then R2 is also fulfilled, since if ε = n ∈ Z, f2(0, 0) = n.
Concerning R3, if we impose that ψ′(0) = 0 and ψ′′(0) = 0, then the local expansion of
f¯n around P+ can be conveniently scaled to recover, up to terms of order 2, the map (5.4),
see Prop. 3.
Remark 8. The intersection property is also a zero-flux condition. This implies that for
each upwards jumping accelerator mode fε has, there must exist another downwards jumping
accelerator mode. In our case, P+ jumps upwards and the corresponding downwards jumping
accelerator mode is located at P− = (1/2, 0, 0).
5.2. A FAMILY OF MAPS OF T3 WITH ACCELERATOR MODES 129
It only remains to choose the summand ψ(z) in the first component. Mimicking the
standard map, (1.13), we want ψ(z′) ≈ z′. All the requirements to be imposed to ψ(z),
beyond being ψ(z)− z 1-periodic, are summarized as follows:
ψ(z) = −ψ(−z), ψ(1) = 1, ψ′(0) = 0, ψ′′(0) = 0, (5.6)
and ψ(z) has to be close to the identity z near z = 1/2. Furthermore, we need ψ′(z) to be
non-vanishing in some ranges of z ∈ [0, 1] so that the KAM theorem [24, 147] can be applied
and some RIT persist for small values of ε > 0.
A choice for ψ(z)
For our concrete example, we chose ψ as follows. Consider for the moment a function
ψ˜(z) = −z+c3z3, defined on [0, 1]. If c3 ≥ 4 there is a unique zc ≤ 1/2 such that mc = ψ˜′(zc)
is the slope of the straight line between (zc, ψ˜(zc)) and (1/2, 0). The value zc is determined
as a solution of the cubic equation,
ψ˜′(zc)(1/2− zc) + ψ˜(zc) = 0.
Define the C1 function
ψ˜ext(z) =


ψ˜(z) if z ∈ [0, zc),
mc(z − 1/2) if z ∈ [zc, 1− zc],
−ψ˜(1− z) if z ∈ (1− zc, 1].
This is an odd function with zero average. We can consider an analytic approximation of
it via (a truncated) Fourier series, that will only contain sinus terms with coefficients aˆk < 0.
Call such an approximation ψˆext. We have chosen c3 = 8π
2 and, for this value, it is enough
to take the first 7 harmonics to get a fairly good approximation of ψ˜ext. That is,
z + λcψˆext(z) ≈ z + λc
7∑
k=1
aˆk sin(2πkz),
where λc = |dψˆext(0)/dz|−1 is a correction factor to make sure that ψ′(0) = 0. For our map
fε, we chose
ψ(z) = z +
7∑
k=1
ak sin(2πkz), (5.7)
where
a1 = −0.03172255262410020, a5 = −0.00394622128219923,
a2 = −0.01500144672104500, a6 = −0.00257376369649251,
a3 = −0.00909490284466739, a7 = −0.00159954483407287.
a4 = −0.00594357151581041,
In Fig. 5.1 we can see the graph of ψ(z) in [0, 1] (left), and how much it differs from the
identity z (right). Note that for a 1-periodic map ψ(z) as (5.7), the twist condition (5.2) is
violated near z = 0, 1/2. Indeed: for (5.5), the corresponding g(2)(z) as in (5.1) is g(2)(z) =
(ψ(z), ν sin(2πz))⊤. Its second derivative is
D2g(2)(z) =
(
−4π2
7∑
k=1
k2ak sin(2πkz),−4π2ν sin(2πz)
)
, (5.8)
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which vanishes identically at z = 0, 1/2. Furthermore, (5.8) is still small in [0, 1] \ {0, 1/2}.
Hence, around {z = 0} and {z = 1/2} we expect the chaotic zone to be already prominent
for small values of ε > 0.
 0
 0.5
 1
 0  0.5  1
ψ(z)
-0.05
 0
 0.05
 0  0.5  1
ψ(z)− z
Figure 5.1: Left: function ψ(z) in (5.5), see (5.7). Right: ψ(z)− z.
Concerning parameters, fε depends on ε and on three extra parameters, µ, ν and b. In
Prop. 3 we will prove that for all values of µ, ν and b, the local dynamics around P+ for
κ = ε− n > 0 small is close to the dynamics of the discrete Michelson system (5.4) for some
suitable values of ϕ and a. For the purpose of this chapter, it is enough to study trapping
statistics by only varying the value of ε, and to fix the other 3 parameters µ, ν and b. These
will be fixed in such a way that some RIT persist for a value of ε as large as possible. To get
the most suitable model, we will fix them in a way that for κ = ε−n > 0 there appears a posi-
tive volume bubble and that it is as large as possible, with respect to the volume of T2×[0, 1].
Fixed points of fε. It is easy to locate the fixed points of fε, and to compute their first
and second traces τ and σ, see Tab. 5.1. Once we fix the values for the parameters µ, ν, b
we can determine their stability for each value of ε by locating their corresponding τ and σ
in any of the 8 zones of the diagram in Fig. 1.6 in page 34. This will be used later on to
generate initial conditions for the diffusion experiments we are going to perform, again as
explained in Sect. 3.3.2 in page 65.
Position τ σ
(1/4, 0, 0) 3 + 4bπ2εν 3 + 4bπ2εν + 8π3εµν
(1/4, 1/2, 0) 3− 4bπ2εν 3− 4bπ2εν − 8π3εµν
(3/4, 0, 0) 3 + 4bπ2εν 3 + 4bπ2εν − 8π3εµν
(3/4, 1/2, 0) 3− 4bπ2εν 3− 4bπ2εν + 8π3εµν
Table 5.1: Fixed points of the map fε together with their first and second traces, τ and σ.
5.2.2 Local dynamics around accelerator modes
Let us restrict ourselves to ε > 0. The first accelerator mode of fε appears at ε = 1.
According to the stability analysis performed in Sect. 1.3.2, for ε = n ∈ Z \ {0} the first and
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second traces of Dfn at P+ are
τ = σ = 3 + g
(2)
1 g
(1)
2 = 3,
so τ and σ are on the line τ = σ in the bifurcation diagram in Fig. 1.6. In particular, Dfn(P+)
has 1 as triple multiplier. Hence, it corresponds to the point B in Fig. 1.6. Consider values
of ε of the form ε = n + κ, where κ > 0 is small. For these values of ε, the origin ceases
to be fixed under f¯ε and bifurcates into two other fixed points. These two fixed points
still lie on y = z = 0, and their x component can be found by setting to zero the forcing
ε(cos(2πx) + b sin(2πx)), the coefficient in ε in the third component in (5.5). This equation
reads, in lowest terms,
(n + κ)(1− 2π2x2 +O(x4)) = n ⇔
x = ±
√
κ
π
√
2(n+ κ)
+O(κ) ≈ ±
√
κ
π
√
2n
+O(κ).
Hence, for small κ > 0, their distance is proportional to
√
κ. Moreover, for different values
of n, this distance scales as 1/
√
n.
Now we are in position to relate explicitly the maps (5.4) and (5.5) around the origin
near integer values of ε. For the purpose of the following result, it is convenient to also stress
the dependence of fε also on the parameter b, so throughout this section we are going to
denote the map (5.5) as fε,b. Let
E(x, y, z) = (αx, βy, γz) = (u, v, w). (5.9)
Proposition 3. Given ε, b, µ and ν, assume that for a suitable n ∈ Z \ {0} we can express
ε as ε = n + k/n, being 0 < k < k0 with k0 = O(1) (i.e., we are O(n−1) close to the
birth of an accelerator mode, and k = κn measures the scaled distance to the bifurcation).
Denote b˜ = b/n. There exists a phase scaling as (5.9) with scaling factors α = α(n, k),
β = β(n, k, µ, ν) and γ = γ(n, k, µ, ν) that are O(n), such that the Taylor expansion T+
(resp T−) of
E ◦ fε,b˜ ◦ E−1 = E ◦ fn+k/n,b/n ◦ E−1
around P+ = (0, 0, 0) (resp. P− = (1/2, 0, 0)) verifies that
T+ = Micϕ,a + Remn, (resp. T− = Micϕ,a + Remn), (5.10)
for suitable parameters ϕ = ϕ(k, µ, ν) and a = a(ν, b) that do not depend on n, where Remn
are terms O(n−2).
Proof. We are only going to perform the proof around P+. The proof around P− works
exactly the same but after translating P− to the origin.
The scaling E (5.9) relates the u, v and w variables with the x, y and z. The Taylor
expansion of E ◦ fn+k/n,b/n ◦ E−1 around P+ reads

 u′v′
w′

 =


u+ αµ
(
2π v
β
)
v + βν
(
2πw
′
γ
)
w + γ
((
n+
k
n
)(
1− 2π2 u
2
α2
+ 2π
b
n
v
β
)
− n
)

 +O3(u, v, w), (5.11)
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where the −n summand in the z component in (5.11) is due to the return to the torus, and
O3 denote terms of global order 3 in u, v and w.
If the scalings α, β and γ are chosen to be O(n), the Taylor expansion T+ (5.10) can be
written as T+ = L+ + R+, where L+ is a quadratic volume preserving map that does not
depend on n, and R+ = O(n−2). In addition, these scalings can be chosen in such a way
that L+ is exactly Micϕ,a, for suitable values of ϕ and a that depend on µ, ν, b and k in a
way that is going to be specified later on. We will first determine α, β and γ in such a way
that L+ = Micϕ,a, and then check that any other term in T+ depends on a negative power
of n and hence can be included in R+.
The map L+: a choice of α, β and γ. Let us impose the leading terms of (5.11) to be of
the form of those in (5.4). Consider that n is large enough, so κ = k/n≪ n: neglect for the
moment the monomial in kv and the monomial in ku2 in the third component of (5.11) not
in O3. After choosing α, β and γ we will see that they can be included in R+.
If we equate the coefficients which are: linear in v in the first component, linear in w′ in
the second component and linear in k, linear in v and quadratic in u2 in the third component,
we get, respectively, the following 5 equations which relate our target parameters α, β, γ, ϕ
and a with n, k, b, µ and ν:
ϕ =
2παµ
β
, ϕ =
2πβν
γ
, ϕ =
γk
n
,
a
ϕ
=
2πbγ
β
, ϕ =
2π2γn
α2
. (5.12)
We can solve (5.12) for α, β and γ:
α = πn
(
2
k
)1/2
, β = πn
(
4µ2
k2ν
)1/3
, γ = πn
(
32µ2ν2
k5
)1/6
, (5.13)
that are obviously O(n). The parameters ϕ and a read, in the original parameters,
ϕ = π (32µ2ν2k)
1/6
, a = 4bπ2ν. (5.14)
Note that they do not depend on n, and a does not depend on k.
All terms not in L+ are at least O(n−2). Now we have to deal with the rest of the
summands in the expansions we have considered. We will show that the coefficient of each
of them depends on a negative power of n.
First of all, let us consider the terms we did not take into account before: those in the
third component of (5.11) that are not included in the O3(u, v, w). They read, from the
choice (5.13),
2πbγ
n2β
kv − 2π
2γ
nα2
ku2 =
π
n2
((
128k5ν4
µ2
)1/6
bv +
(
32k7µ2ν2
)1/6
u2
)
.
Concerning the O3 terms, those in vj in the first component, and those in (w′)j in the
second component for odd j ≥ 3 have the form (in absolute value), respectively,
αµ
(2π)j
βj · j! = O(n
−j+1), βν
(2π)j
γj · j! = O(n
−j+1),
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and similarly for all the terms in (w′)j due to the expansions of the sinus functions contained
in ψ, that appear first at order 3, by construction. Finally, the absolute value of the coeffi-
cients of the terms in O3 in the third component have the form (for j ≥ 4 even and i ≥ 3
odd)
γn
(2π)j
αj · j! = O(n
−j+2), γ
(2π)j
nαj · j! = O(n
−j), γ
(2π)i
βi · i! = O(n
−i+1), γ
(2π)i
n2βi · i! = O(n
−i−1).
Hence, the orders of magnitude in n of each of all terms in R+ is n
−2. ✷
There are some important aspects within the proof that are worth noting:
Remark 9. 1. In the expression of our limit map (5.4), ϕ = O(k1/6).
2. The reparametrisation a = 4bπ2ν does not depend on k. This is a crucial parameter
to take into account, as we are going to see in Subsect. 5.3. This is the reason why we
chose the third component in (5.4) to be of the form w′ = w + ϕ− ϕu2 + av/ϕ.
3. As n increases, the volume occupied by the bubble around P± scales as n
−1−1−1 = n−3.
4. Recall that in Prop. 1 (see page 55), we related the local dynamics around the fixed
accelerator modes of the standard map at (1/4, 0) and (3/4, 0) near k = n ∈ Z \ {0} to
the He´non map near k = n ∈ Z\{0}. We proved that, except for terms of order greater
than 3, the local dynamics was the same for all k = n ∈ Z \ {0} by scaling the phase
variables and the translated parameter k′ = k − n. In the present case, we also get the
same local map but we have to consider the map fε,b˜ for decreasing values of b˜ = b/n.
In practice, we are going to fix µ, ν and b and only vary ε. Hence, for different values
of n, the local dynamics around the origin will be conjugated to that of Micϕ,an, where
ϕ = π(32µ2ν2nκ)1/6, an = 4bnπ
2ν.
That is, for each n the corresponding value of a in the local dynamics increases by a
factor n, and hence is different, and the range in ϕ where the accelerator mode exhibits
some bounded volume around it is reduced by a factor 1/n.
Before dealing with the set of bounded orbits of the local model Micϕ,a in the next section,
it is convenient to summarize the main features of fε. We have constructed a family of VPM
fε defined on the cylinder T
2 × R (5.5) that smoothly projects on the torus T3. We have
denoted such a projection as f¯ε. The map fε is a VP perturbation of an integrable map,
in the sense that the phase space of f0 is foliated by horizontal RIT, see Def. 1 in page 10.
Except around the tori z = 0, 1/2 (where a necessary non-degeneracy condition is violated),
the VP version of the KAM theorem applies [24, 147] and some of these tori persist for small
values of ε. Moreover, the projection at integer values of n ∈ Z \ {0}, f¯n, has P+ = (0, 0, 0)
and P− = (1/2, 0, 0) as fixed points, that are not fixed under fn. Their iterates become
unbounded:
f jn(0, 0, 0) = (0, 0, nj), f
j
n(1/2, 0, 0) = (1/2, 0,−nj), j > 0, (5.15)
hence they are fixed accelerator modes, see Def. 8 in page 29. Moreover, we have proved
that, scaling suitably the phase variables and κ = ε − n, with scaling factors that depend
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on n, the dynamics under f¯ε around these fixed accelerator modes is that of Micϕ,a for some
values of ϕ, a specified in the proof of Prop. 3, plus a remainder that depends on n that tends
to vanish as n→∞. Assume that under f¯ε, the points P+ and P− are surrounded by some
bounded volume1. For any lift fε of f¯ε to the cylinder T
2 × R, the z component of all such
bounded orbits either grows or decreases linearly in the number of iterates if they lie close to
P+ or P−, respectively. We also expect that non-bounded chaotic orbits that get temporarily
stuck around the bubbles that emanate from either P+ or P−, say for t consecutive iterates,
the z component would grow or decrease by a quantity nt, respectively. Recall the discussion
in Sect. 2.6, in page 59.
5.2.3 Other accelerator modes
Apart from P+ and P− at ε = n ∈ Z \ {0}, fε may have other fixed accelerator modes.
If we look for points that jump upwards a distance n at ε = n (that can be found as the
intersection of level sets of the shearing functions), we find 2 isolated points, and from the
zero-flux condition, we deduce that there are 4 fixed accelerator modes. These may be taken
into account when doing any diffusion study. Note that there might also be higher periodic
accelerator modes, but we did not detect any in our numerical studies.
All upwards-jumping accelerator modes that are born at ε = n ∈ Z \ {0} appear at some
point whose x coordinate is zero, and those that jump downwards are born at some point
with x = 1/2, at the same value of the parameter. The position in the phase space when
they are born can be found in the leftmost columns of Tab. 5.2.
One can rewrite the proof of Prop. 3 around any of the points of Tab. 5.2. So, the local
dynamics around any of them is also close to the discrete version of the Michelson system
Micϕ,a. In Tab. 5.2 we show the corresponding values of the parameters ϕ and a obtained
after this procedure as a function of k, n, µ, ν and b. When redoing the proof, the only
difference we encounter with the original one are some changes of sign due to expanding
sinus terms around π.
Upwards Downwards ϕ a
(0, 0, 0) (1/2, 0, 0) π (32kµ2ν2)
1/6
4bπ2ν
(0, 1/2, 0) (1/2, 1/2, 0) −π (32kµ2ν2)1/6 −4bπ2ν
Table 5.2: Position of the accelerator modes at their birth at ε ∈ Z \ {0} together with the
relevant parameters they depend on, ϕ and a, see (5.14).
In the next section we will discuss parameters. We need to choose them so that after the
Hopf-zero bifurcation that occurs at P+ and P− for ε = n ∈ Z \ {0}, the approximated local
model (5.4) has bounded orbits. From the analysis in [40],accelerator modes will appear if
the corresponding value of a in the local map is negative. Hence, from Tab. 5.2, for any
choice of the parameters b and ν, only a pair of accelerator modes will be surrounded by
bounded motion.
1 By bounded volume we mean the set of orbits that do not escape a compact vicinity of P+ or P− under
iteration.
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5.3 Dynamics of the discrete Michelson map
In this subsection we discuss for which ranges of the parameters ϕ and a the family of VPM
Micϕ,a presents some positive volume set of bounded orbits.
The local dynamics around accelerator modes has been chosen to be Micϕ,a mainly be-
cause it is a discretisation of the flow (5.3), so when ϕ ≈ 0 one can explain the shape and
evolution of the set of bounded orbits (if any) via (5.3). The dynamics of the flow (5.3)
can be completely understood by means of a Poincare´ map on a suitable surface of section.
Among the well known properties of the Michelson flow written in the form (5.3) the most
straightforward are that
1. It preserves volume since it is divergence free,
2. It is reversible under (x, y, z) 7→ (−x, y,−z) and the time reverse t 7→ −t, and
3. It has 2 fixed points located at (±1, 0, 0) which are both of saddle-focus type, and
dimW u(1, 0, 0) = dimW s(−1, 0, 0) = 2.
Besides that, if we choose as Poincare´ section z = 0, y ≥ 0, volume preservedness and
transversality of orbits to this surface imply the preservation of a measure whose density
is proportional to 1 − x2 + ay. This measure is absolutely continuous with respect to the
Lebesgue measure. Hence the dynamics of (5.3) can be explained as if it was an open
symplectic map of the plane (the Poincare´ return map on z = 0, y ≥ 0, call it P) times some
angle. This allows to explain the evolution of the whole set of bounded orbits phase space
as the parameter a varies as we did in Chap. 2. For instance, fixed or periodic points of P
correspond to periodic orbits of the flow, invariant curves to invariant tori, etc. In particular,
the destruction of 2D invariant tori of the flow can be explained by means of obstruction
arguments inherited from P. We refer to [42] and references therein for more details on
the Hopf-zero singularity. In this referenced work, the authors pay special attention to the
Michelson system (5.3).
Movies of the evolution of the set of bounded motion of a scaled version of (5.3) as a
function of the parameter a are available in http://www.maia.ub.es/dsg/moviehsn. One
can see some of the available pictures in Fig. 5.2.
It is important to remark that (5.4) is conjugated to the map
gǫ1,ǫ2 :

 ξη
ζ

 7→

 ξ′η′
ζ ′

 =

 ξ + ηη + ζ ′
ζ + ǫ2η + ǫ1(−1 + ξ2)

 (5.16)
via the change of scale and reparametrisation
C(ξ, η, ζ) = (−ξ,−ηǫ−1/31 ,−ζǫ−2/31 ) = (u, v, w), ϕ = ǫ1/31 , a = ǫ2. (5.17)
The map (5.16) is a scaled version of a truncation of the normal form of a triple-one multiplier
[39], and its dynamics was studied, with special emphasis on bifurcations of invariant circles,
in [40]. In this article, the authors performed a normal form analysis and justified that there
is a set of positive volume of bounded motion when 0 < ǫ1 < ǫmax and ǫ2 ∈ [−4, 0], that is,
for 0 < ϕ < ǫ
1/3
max and a = 4bnπ2ν ∈ [−4, 0]. The value of ǫmax depends on the value of a, and
it can not be estimated a priori. This value ǫmax has to be understood in a practical way as
follows: for any ǫ > ǫmax for some fixed pixel size, no bounded motion is detectable.
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Figure 5.2: Sections of the bubble of the flow (5.3) in z = 0, y ≤ 0. The displayed variables
are y in the abscissas and x in the ordinates. In each plot we show the data for two different
values of the parameter, before (light gray, smaller value of a in absolute value) and after
(dark gray, larger value of a in absolute value) the breakdown of an outermost invariant 2D
torus (invariant curve in section). From left to right, in section, they confined 1:7, 1:6, 1:5
and 1:4 periodic islands. The breakdown of these 2-tori allows previously confined orbits to
escape to infinity. The corresponding values of the parameter a are displayed on top of each
figure.
5.3.1 The set of bounded orbits of gǫ1,ǫ2
Despite all the computations in this section will be performed for the map gǫ1,ǫ2, we will
refer to the volume of its set of bounded orbits as Bϕ,a. As usual, we will distinguish
between bounded orbits that are either regular or chaotic2. The measure of the set of
regular (resp. chaotic) bounded orbits will be denoted as Brϕ,a (resp. B
c
ϕ,a). So, in practice
Bϕ,a = B
r
ϕ,a +B
c
ϕ,a. For all ǫ1 > 0, Bϕ,a is contained in a compact set of R
3. Moreover, this
set seems to tend to some limit shape when ǫ1 → 0+. Also, gǫ1,ǫ2 is actually a scaled version
of a map of the quadratic family of VPM originally introduced in [39, 40]:
g˜ǫ1,ǫ2 :

 x¯y¯
z¯

 7→

 x¯′y¯′
z¯′

 =

 x¯+ y¯y¯ + z¯′
z¯ − ǫ21 + ǫ2y¯ + Ax¯2 +Bx¯y¯ + Cy¯2

 . (5.18)
for A = 1 and B = C = 0. One recovers (5.16) from (5.18) via the change of scale x¯ = ǫ1ξ,
y¯ = ǫ1η, z¯ = ǫ1ζ . The difference between these two versions is that gǫ1,ǫ2 has, for all
ǫ1 > 0, two fixed points located at (±1, 0, 0), while for g˜ǫ1,ǫ2 these fixed points are located at
(±|ǫ1|/
√
A, 0, 0), provided A > 0.
In [40], the authors mostly restricted themselves to the case A = 1 and B = C = 0.5.
We do not expect major differences between this case and ours. In case the quadratic form
Ax¯2 + Bx¯y¯ + Cy¯2 is positive definite, one can prove that all bounded orbits of (5.18) are
contained in a cube centered at the origin, see [79, 40]. Since Micϕ,a is conjugated to g˜ǫ1,ǫ2
with A = 1 and B = C = 0, the corresponding quadratic form is not positive definite. Yet it
2Throughout this chapter, an orbit is considered to be chaotic if after N iterations of the map (N has
to be large enough, say, at least 105), the numerically approximated maximal Lyapunov exponent is larger
than 5/N .
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is easy to show that all bounded orbits of (5.16) are still contained in a cube that is centered
at the origin, by mimicking the procedure introduced in [79].
As inherited from the Michelson system, for ϕ > 0 but close to 0, Bϕ,a mostly consists in
a Cantor family of nested 2D tori that are, in turn, enclosed by the 2D invariant manifolds
of the fixed points at (±1, 0, 0). In Fig. 5.5 one can see, in the section ζ = 0, η ≥ 0, the
distinction between regular and chaotic orbits. Note that it resembles the aspect of the set
of bounded orbits of a stability island of an APM.
Back to Bϕ,a, the theoretical estimations for the compact set where all bounded orbits
lie are not practical, and it is convenient to perform a numerical exploration to get better
bounds. A rough numerical study suggest that they are all contained in the following box
and for the following ranges of parameters
Bprac = {(ξ, η, ζ) such that |ξ| < 3.2, |η| < 4.5, |ζ | < 8.5},
ϕ3 = ǫ1 ∈ [0, 0.60], ǫ2 = a ∈ [−4, 0]. (5.19)
In Fig. 5.3 we plot the relative volumes Bϕ,a (top), B
r
ϕ,a (bottom left) and B
c
ϕ,a (bottom
right), relative to the volume of Bprac for the values of the parameter in (5.19). To obtain
these plots, we used a 800 × 800 × 800 grid in Bprac and iterated each initial condition at
most 105 times. The initial conditions that did not escape from Bprac in 105 iterates were
classified, either as regular or chaotic using an approximation of the maximal Lyapunov
exponent. For a better visualisation of the results obtained, we plot a in the abscissas and ǫ21
in the ordinates, and the color of each pixel corresponds to the percentage of the volume in
Bprac that is occupied by the displayed quantity. In this plot, we see that the set of bounded
orbits for gǫ1,ǫ2 tends to some finite non-zero limit as ε1 → 0. This suggests that the volume
of the bubbles of f¯ε that appear at ε = n ∈ Z \ {0} grows as ϕ3. The position of the
vertical lines in the top figure is going to be explained in Sect. 5.4. It is worth noting that
the practical set Bprac is still a lot larger than the set of bounded orbits. This is the reason
why only at most 4.5% of Bprac is occupied by bounded motion. Better estimates of this set
can be obtained by considering a larger number of iterates, but it can be time consuming
due to the larger total of iterations one should perform. It will be improved in forthcoming
contributions.
In Fig. 5.3 we can see the whole picture of the evolution of bounded volume. As com-
mented above, in this chapter we will restrict ourselves to some fixed values of µ, ν and
b and vary ε. From (5.14), this means that we will just deal with a bubble whose dy-
namics, in lowest terms, is described by Micϕ,a for some fixed value of a, and where ϕ is
allowed to vary. Namely, the choice we will justify in Sect. 5.4.1 corresponds to considering
a = a1 = −0.1152π2, the rightmost vertical white line in Fig. 5.3, top.
It is interesting to show what happens for this value of a = a1. This will allow us to
compare with the actual bubble of fε. In Fig. 5.4 we show the evolution of the bounded
volumes for a = a1. As in the Michelson system of ode (5.3), the orbits that are bounded
appear to cross ζ = 0 transversally. We computed also the area of the intersection in
ζ = 0, η ≥ 0, call it Aϕ,a. Again, we have distinguished those initial conditions that belong
to what seems to be a regular or a chaotic orbit. We denote the respective areas that these
sets occupy as Arϕ,a and A
c
ϕ,a.
Again, for a better visualization of the results, and to be able to relate this data to the
corresponding data for the actual accelerator mode, we plot ǫ21 in the abscissas instead of
ǫ1 = ϕ
3, the volumes Bϕ,a, B
r
ϕ,a and B
c
ϕ,a are shown multiplied by a factor ǫ
3
1 = ϕ
9, and the
areas Aϕ,a, A
r
ϕ,a and A
c
ϕ,a appear multiplied by a factor ǫ
2
1 = ϕ
6.
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Figure 5.3: Fraction of the volume, relative to Bprac, of: top, Bϕ,a, bottom left, Brϕ,a and
bottom right, Bcϕ,a. In the abscissas we plot ǫ2 = a and in the ordinates we plot ǫ
2
1 = ϕ
6.
The color of each pixel corresponds to the fraction of bounded orbits, corresponding to the
vertical color legend on the right of each plot. For further info on the vertical lines on the
top picture, see Sect. 5.4.
For this concrete value of a = a1, we could improve Bprac to
{(ξ, η, ζ) such that |ξ| < 3.2, |η| < 3, |ζ | < 3.2}, ϕ3 = ǫ1 ∈ [0, 0.3],
and all bounded orbits intersected ζ = 0, η ≥ 0 in ξ ∈ [−1, 1] and η ∈ [0, 2]. So in Fig. 5.4
we show volumes and areas relative to these sets.
In Fig. 5.4, top, we can see results for the bounded volume and in the bottom we see
results for the area in the section ζ = 0, η ≥ 0, relative to the boxes and squares given
just above. As in the 2D setting, in either case, it seems that some resonances occur in the
central periodic orbit (seen as a fixed point in the section) that give rise to chaotic area
inside the whole bounded region. As ǫ1 increases, some 2D invariant tori are destroyed and
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this volume is eventually released and orbits in it can become unbounded. This is seen in
the growth of the chaotic volumes and areas Bcϕ,a and A
c
ϕ,a that appear as peaks, and the
eventual sudden decreases of the total bounded quantities.
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Figure 5.4: For a = ǫ2 = −0.1152π2, and as a function of ε21: top left: Bounded volume of the
bubble 104ϕBϕ,a (purple), 10
4ϕBrϕ,a (green) and 10
4ϕBcϕ,a (blue). Top right: magnification
of the square in the top left plot. Bottom left: bounded area in the section ζ = 0, η ≥ 0.
We plot 102ϕ2/3Aϕ,a (purple), 10
2ϕ2/3Arϕ,a (green) and 10
2ϕ2/3Acϕ,a (blue). Bottom right:
magnification of the square in the bottom left plot. To obtain these plots we considered an
orbit to be non-escaping if it remained bounded for 106 consecutive iterates. The stepsize
used in ε21 is, in all figures, 7.5 · 10−5.
Despite not being equivalent, one is lead to compare the evolution of Aϕ,a and the evolu-
tion of the set of bounded area of the orientation preserving He´non map in Fig. 2.3, page 43.
A remarkable difference is found in the evolution of the area of the set of chaotic confined
motion, Acϕ,a versus the evolution displayed in Fig. 2.4, see page 44. As ϕ changes, it seems
that in some ranges, Acϕ,a exhibits a large persistent set of chaotic confined motion that oc-
cupies a relatively large part of the whole set of bounded motion. Despite having increased
the maximal number of iterations to 106 to get rid of orbits that actually unbounded that
are stuck outside the bubble for long times, numerical evidence suggests that one has to
iterate up to 109 times in order to get rid of most of these orbits (this is what we have done
to generate the sections in Fig. 5.5). So we expect that these actually unbounded orbits
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that are trapped for long times give a non neglectable contribution to what is shown as Bcϕ,a
and Acϕ,a. But there is also a large measure of chaotic confined orbits that lies within the
structure of nested 2D tori.
In the 2D setting, the main source of chaotic confined orbits is due to the transversal
crossing of the invariant manifolds of hyperbolic periodic orbits that are born at the elliptic
point. In the 3D VPM setting, if the map has an invariant curve, we can think of two
rotation numbers: the longitudinal one ωL that is measured along the invariant curve, and
a transversal one ωT . If we fix a and vary ϕ, we expect these rotation numbers undergo
resonances. In [40] the authors discuss and classify these bifurcations. The VPM case is
much richer than the 2D case in the following sense: invariant curves can bifurcate either into
invariant curves (whose period does not need to be a multiple of the original invariant curve)
or into strings of bubbles as observed in the dissipative setting [18] and in the conservative
setting [40]. This first kind of bifurcations give rise, when looking at sections, to the typical
pattern of bifurcating pendulum-like structures related to the Poincare´-Birkhoff theorem.
But despite looking like a single periodic orbit, they can correspond to sections of periodic
normally elliptic invariant curves. The mixture of these two phenomena may be responsible
for the abundance of bounded chaotic motion.
In Fig. 5.5 we show the sections of the set of bounded orbits in ζ = 0, η ≥ 0 for some
values of ǫ1. Regular pixels are shown in red, while chaotic confined orbits are shown in
blue. To produce these plots we have used a 1250× 1250 grid in (ξ, η)[−1, 1]× [0, 2]. First,
we have detected if the center of each pixel was in a an orbit that did not escape after 105
iterations. Let (i1, i2) one of such pixels. If any pixel of the form (i1 + j1, i2 + j2), where
j1, j2 ∈ {−2,−1, 0, 1, 2} did escape in less than 105 iterations, we re-checked the center of
the pixel (i1, i2) for a larger number of iterates, up to 10
9 (and 1010 for the case ε21 = 0.031).
After this process, for the initial conditions that were in orbits that we could consider to
be bounded, we approximated the maximal Lyapunov exponent. It is important to stress
that for ε21 = 0.030, there are isolated blue spots in the outermost part of the section of the
bubble that do not seem to be confined by any 2D torus (curve in section). For ε21 = 0.031, if
we only iterated at most 109 times, there was a cloud of blue spots surrounding the regular
motion. All these initial conditions correspond to unbounded motion that is trapped for
long times around the bubble. In order to get rid of this cloud, for ε21 = 0.031, we had to
iterate up to 1010 times.
In section, the apparent similarity between the 2D and 3D cases is visible. We show two
pictures where there appear what seems to be a 7-periodic orbit (left), and two where there
seems to have a 5-periodic orbit (right). The investigation of whether what shows up in
section as islands of stability actually come from a single elliptic invariant curve or several
invariant curves (that are mapped periodically) [40] is left for future contributions.
As a final remark, we have to note that for low values of n, the dynamics of Micϕ,a and
the real local dynamics of the accelerator modes that appear may differ substantially, due to
the summand Remn in (5.10). But the accelerator modes that are larger in the phase space
are those for smaller n (and hence are the most suitable for studies concerning trapping
statistics), since their volume decreases fast as n increases, namely as n−3, see Rem. 9.
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Figure 5.5: Sections of the bubble in ζ = 0, η ≥ 0, in a 1250 × 1250 grid in (ξ, η) ∈
[−1, 1] × [0, 2]. The red pixels correspond to regular orbits and the blue ones to chaotic
confined motion. Here by confined we mean that these points do not escape from Bprac in
109 (1010 for ǫ21 = 0.031) iterations, see the text for further information on how we have
produced the figures. The corresponding values of ǫ1 are shown on top of each figure. On
the left one can clearly see what in section seem to be 7, 8 and 9-periodic islands of stability,
and on the right, the most prominent seem to be 5-periodic.
5.4 Diffusion in the presence of a bubble: a case study
The main goal of this section is to analyse the results of some preliminary massive numerical
simulations of chaotic orbits of fε to study the role of a moderate size bubble in a seemingly
fully chaotic phase space. Here we present the first steps of a larger forthcoming first sys-
tematic study on the role of bubbles in the diffusive properties in the z component in the
phase space of fε for large values of ε, which is linked to stickiness phenomena. We are going
to proceed as we did in Chap. 3.
For our purposes, it is enough to conveniently fix µ, ν and b, and allow ε to vary. We
recall that near any integer value of ε = n+κ, n ∈ Z\{0}, κ small, the relationship between
the parameters of fε and the local limit dynamics Micϕ,a is
ϕ = π(32nµ2ν2κ)1/6, a = 4bnπ2ν.
Hence, if we fix all parameters of fε but ε, we will fix the value of a in the limit local map.
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This choice can be understood as studying the effect of a bubble along its evolution on single
straight vertical line in Fig. 5.3, as the white vertical segments depicted.
5.4.1 A choice of µ, ν and b
We have chosen the values of the parameters µ, ν and b in such a way that the value of ε
for which the last RIT of fε is destroyed, say εcrit, is maximal. This value is analogous to
Greene’s critical value kG for the standard map (1.13). Recall that we have already fixed
the appearance of the first accelerator mode to be at ε = 1. We want to minimize the
distance in the parameter ε between the destruction of the last RIT and the appearance of
the accelerator mode, so that the volume of bounded orbits around the origin right after the
Hopf-zero bifurcation is as large as possible.
After a fine exploration, we chose
µ = 0.01, ν = 0.24, b = −0.12, (5.20)
and for these values, we conjecture that εcrit ∈ (0.093, 0.094). We have determined this value
by iterating a relevant set of initial conditions in T2 × [0, 1] (where there is evidence of the
existence of RIT) under fε for long times, say T , with T up to 2 · 107. Each initial condition
was classified first as either escaping or non-escaping from z ∈ [0, 1], if for some number
of iterates t < T it escaped z ∈ [0, 1]. Those that did not escape were classified as either
chaotic or regular using an approximation of the Lyapunov exponent. And if they could be
considered to belong to a regular orbit, we checked whether they could be considered to be
on a 2D rotational invariant torus or not by iterating them and checking that, in the x, y
coordinates, they completely filled all the pixels on a 400× 400 grid.
Note that the value of εcrit is approximately 1.65 times smaller than kG, but it is far from
being negligible.
5.4.2 Bounded region around the actual accelerator mode
After fixing the values of the three parameters µ, ν, b to those in (5.20), for each n we get
different values of a in Micϕ,a, since it does not depend on κ. We represented the values an,
n = 1, 2, 3 where
an = ǫ2 = 4bnπ
2ν = −0.1152π2n,
in Fig. 5.3 as vertical white lines. The following is worth noting.
Remark 10. 1. A necessary condition for a = ǫ2 so that there might appear a bubble is
that it belongs to [−4, 0], [40]. Hence, for (5.20),
an > −4 ⇔ n < 4
0.1152π2
≈ 3.52.
Hence, for the present choice of parameters, for n ≥ 4, no fixed accelerator modes will
have bounded volume around them.
2. Of course, the choice of the parameters could have been done in the opposite way: for
a given a = a∗ of interest, we could have chosen ν and b so that 4bπ2ν = a∗.
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3. Concerning other accelerator modes that may appear in the phase space. First, the
choice (5.20) implies that only 2 of the listed fixed accelerator modes in Tab. 5.2 can
appear since the corresponding value of a in the local dynamics Micϕ,a has to be con-
tained in [−4, 0]. If this is not the case, we do not expect any bounded volume to show
up around them. Second, the dynamics around these accelerator modes is strongly af-
fected by a large remainder Remn (5.10) for small values of n. Our numerical studies
suggest that actually, for n = 1, only P+ and P− have some bounded motion around
them. But for n = 2, there seem to appear more bounded motion for f¯ε. Namely, there
seems to appear a 2-periodic accelerator mode orbit that gives rise to some bounded
volume.
Since we want to study the effect of a single accelerator mode, it is convenient to deal
with values of ε close to 1. Let us now compare the volumes of the set of bounded orbits
of the theoretically predicted limit map Micϕ,a and the actual accelerator mode. For fε,
with ε near 1, we studied the set of bounded orbits of the accelerator mode, but only in
the section z = 0, y ≤ 0. In a 400 × 360 grid in (x, y) ∈ [−0.024, 0.024] × [−0.12, 0] we
iterated the centers of the pixels for a maximum number of times Tmax = 10
6, 107, 3 · 107,
and considered that we escaped if before reaching Tmax, either |x|, |y| or |z| were larger than
0.25. The range where we looked for bounded orbits was chosen accordingly to the position
of the fixed points of f¯ε that bifurcate from the origin at ε = 1. We did this exploration for
ε = 1 + κ, κ = 10−6(10−6)0.0096. We show the results obtained in Fig. 5.6.
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Figure 5.6: Evolution, as a function of ε, of the area of bounded orbits around the ac-
celerator mode of fε that appears at ε = 1 in the section z = 0, y ≤ 0 relative to
(x, y) ∈ [−0.024, 0.024] × [−0.12, 0]. The colors indicate different maximal number of it-
erates: the red line corresponds to 106, the green line to 107 and the blue one to 3 · 107.
Left: full range of κ where an accelerator mode is detected. The labelled values ε1, ε2, ε3 are
studied later in Sect. 5.4.6. Right: magnification of the box in the left figure. The sudden
decreases in bounded area correspond to the breakdown of an outermost invariant 2D torus
that allows previously confined motion to escape from a neighborhood of the bubble, recall
Fig. 5.2.
We can see how much does Rem1 affect the dynamics of the actual ball by comparing
Fig. 5.6, left and Fig. 5.4, bottom left. The perturbation does not only affect the shape and
evolution of the bubble, but also forces it to disappear a lot faster. In Fig. 5.6 we see that
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κ ∈ [0, 0.009] and in Fig. 5.4 that ǫ21 ∈ [0, 0.09]. Let us relate ǫ1 and κ. In Prop. 3 we proved
the local parameter κ was related to that of the limit local dynamics ϕ as
ϕ = π(32nµ2ν2)1/6κ1/6 ⇒ κ = ϕ
6
32π6nµ2ν2
≈ 5.64ϕ6.
Note that in Fig. 5.4 we used ǫ21 = ϕ
6 as parameter. Hence, we see that in case Rem1 was
not present, the range of κ for which the bubble presented bounded motion would be at least
56 times wider.
For n = 2, where 4 fixed accelerator modes show up, the terms in the remainder Rem2
affect the bubbles in a different way and the two pairs of bubbles that show up seem to be
completely different.
5.4.3 Diffusion in the chaotic zone: expectations
We have constructed a family of maps fε in a way that we can consider 3 main ranges of the
parameter concerning the possibility of vertical drift and the geometry of the phase space,
as we did in page 24. For fε,
1. If 0 ≤ ε ≤ εcrit ≈ 0.093 there is no vertical diffusion due to the existence of homotopi-
cally nontrivial invariant 2D tori,
2. If εcrit < ε ≤ 1 there is vertical diffusion but moderate sized regular components in
the phase space may still be present. If the size of these regular components is below
pixel size we would observe the statistics in the action variable z of orbits in the main
chaotic sea to tend to be uniformly distributed under iteration of f¯ε (in T
3). We have
numerically detected that this is is actually the case for values ε > 0.2. To reach this
stage it could require a long transient of iterations.
3. If ε ≥ 1, except from three intervals [1, 1 + κ1], [2, 2 + κ2], [3, 3 + κ3] that are related
to the ranges of parameter where bubbles around fixed accelerator modes appear, and
maybe except from other intervals due to the existence of higher period accelerator
modes, we expect that the z component of any chaotic orbit rapidly distributes close
to uniformly, because the phase space is seemingly fully chaotic. Note that we can not
assure, for any value of the parameter, the absence of other orbits that can strongly
affect the diffusive properties of fε,b, like other smaller fixed or periodic bubbles. But
in the ranges we are interested in, we did not detect any of them.
We have numerical evidence that κ1 ≈ 0.009, see Fig. 5.6, but recall that as we change n,
the volume of the bubble that appears scales as 1/n3 and the range of the parameter κ for
which it appears scales as 1/n. Moreover, if we do not also scale b as 1/n, the parameter a
in the local dynamics around accelerator modes changes, so κ1, κ2 and κ3 cannot be a priori
related to each other.
Here we will investigate the behaviour in the interval ε ∈ [0.2, 1.009] ⊃ [1, 1 + κ1], that
contains the interval where first pair of fixed accelerator modes shows up.
As in the 2D case, outside the regime where the accelerator mode appears, if we assume
that the phase space is fully chaotic, we expect the diffusion in z to behave as the simplest
diffusion equation (recall Sect. 1.1.5)
∂p
∂t
=
1
2
D(ε, µ, ν, b)
∂2p
∂z2
,
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where p(z, t) is the density of points, z is the angle variable and t the number of iterations.
Here D(ε, µ, ν, b) is the diffusion coefficient. The 1-step coefficient, known as the quasi-linear
value can be easily evaluated as
Dql(ε, µ, ν, b) =
∫
T2
(z′ − z)2 =
∫
T2
(ε(cos(2πx) + b sin(2πy)))2 =
ε2
2
(1 + b2). (5.21)
More accurate versions of D(ε, µ, ν, b), obtained by taking into account the effect of the
correlations of more iterations, can not be obtained in a straightforward way. We tested the
so-called Fourier-paths technique [118, 75], but in this setting, the dependency of x′ and y′ of
simple trigonometric functions in z′ does not allow to obtain such paths in the corresponding
Fourier space. Despite that, we expect D(ε, µ, ν, b) to behave quasi-periodically due to effect
of more than one angle, but to determine this diffusion coefficient in a more precise way
other techniques should be used. We will not address this specific problem here.
It is not clear, though, what will happen inside [1, κ1]. In Chap. 3 we dealt with the 2D
case with stability islands. Their Hierarchical Island-Around-Island structure gives rise to a
power-law behaviour of the lengths of stays which, in turn, gives rise to anomalous diffusion.
In contrast, it is not clear how the invariant objects of the bubble are organized according to
their rotation numbers ωL and ωT . In next section we are going to give numerical evidence
that bubbles also give rise to anomalous diffusive properties in the dynamics along the z
variable of fε.
5.4.4 Methods
We performed a similar massive simulation of orbits for some values of ε ∈ [0.2, 1.009]. For
each selected value of the parameter, we chose ic = 105 initial conditions accordingly to the
procedure explained in Sect. 3.3.2. We used a linearisation of the 1D unstable manifold of
the fixed point (3/4, 0, 0), which is a fixed unstable saddle with a 1D unstable manifold and
a 2D stable manifold, in the ranges of parameters we are dealing with, see Tab. 5.1. The
initial conditions chosen are equispaced in log scale, at a distance from the fixed point that
is typically 10−8 and even 10−9 in some cases. Recall that choosing initial conditions using
this procedure prevents them of being confined by sets with regular motion.
Each initial condition was iterated either 108 or 109 times, and in the course of the
iteration, we kept track mainly on
1. The standard deviation σT =
(〈
(∆T z)2
〉− 〈∆T z〉2)1/2 every 106 or 107 iterates, and
2. Captures into bubbles. We have kept track on the number of consecutive iterates that
an orbit has remained close to a bubble. By close to a bubble we mean to be in
the union of two boxes each containing one of the bubbles around P+ and P−. Our
numerical experiments suggest that the bubbles are completely contained in
W = W+ ∪W−, where
W+ = {(x, y, z) : |x| ≤ 0.024, |y| ≤ 0.12, |z| ≤ 0.08}, and (5.22)
W− = {(x, y, z) : |x− 1/2| ≤ 0.024, |y| ≤ 0.12, |z| ≤ 0.08}.
Note that the projection of W+ onto z = 0, y ≤ 0 is the region where we studied
the set of bounded orbits of the actual accelerator mode around P+. See Fig. 5.6.
Furthermore, we have considered an orbit to be trapped in any of these two sets if it
did remain at least 128 consecutive iterates inside one of them.
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5.4.5 Results
Our main observable is the standard deviation σT , and we are mostly interested in its
behaviour as T increases. As explained in Sect. 1.1.5, in a phase space that is seemingly fully
chaotic, if there are no accelerator mode orbits, we can travel either upwards and downwards
in z without restriction, and with equal probabilities. This gives rise to a process that
eventually tends to seem to be diffusive. In the presence of accelerator modes, this diffusive
behaviour might be destroyed. In case this happens one is lead to study the trapping
statistics I(t) in the set W = W+ ∪ W−. The upwards and downwards accelerator mode
bubbles have exactly the same shape and volume. So, the effect of both accelerator modes
in the standard deviation and the trapping statistics is the same, despite one jumps upwards
and the other one downwards. This is why we consider an orbit to be trapped for t > 128
consecutive iterates around accelerator modes if either it has spent t consecutive iterates in
W+ or W−.
Evolution of σT as a function of T in [0.2, 1.009]
Our numerical experiments suggest that the last RIT of fε breaks down near ε = 0.1. We
have numerically checked that close to εcrit, approximately 2% of the phase space is occupied
by regular motion, and that in the range ε ∈ [0.2, 1] any regular component is below pixel
size. Hence, in this range of the parameter, σT is expected to increase as
√
T . But a drastic
change in the statistics is expected for ε ∈ (1, 1.009].
In Fig. 5.7 we show some examples on how does σT behave as we increase the number of
iterates. In the left plot we show the evolution for some values of ε before the appearance of
the fixed accelerator modes. These display a growth that fits quite convincingly a behaviour
like const × T 1/2. Moreover, the coefficient seems to grow in a roughly linear way in ε,
accordingly to the dependency of Dql (5.21), but one can tell that the effect of correlations
(that we expect to be quasi-periodic due to the dependency of two angles) is strong. As
shown on Fig. 5.7, this is not the case for ε > 1, in the range where accelerator bubbles
exist. Namely one observes sudden and large increases in σT . In some cases, they even seem
to fit a straight line for some time. Here we display the behaviour for 14 (non-equispaced)
values of ε ∈ [1.0005, 1.0055], most of them in light gray. This behaviour is clearly non-
uniform in ε, mainly due to random long trapping around the bubbles. We have numerical
evidence that the diffusive behaviour is recovered close to ε = 1.0085.
Some examples of trapping statistics
Among all the values of ε for which we have data of, we have observed a similar phenomenon.
To illustrate it, we have chosen the following three examples: ε1 = 1.0007,ε2 = 1.0015 and
ε3 = 1.0040, see Fig. 5.6. These 3 values are those in blue, green and red in Fig. 5.7, right,
respectively.
The displayed results on the evolution of σT show that in some ranges the standard
deviation grows faster than
√
T . Namely linearly for long times. This suggests that the z
component of an average orbit grows linearly for some long number of iterates. Of course,
by the way we have constructed the family fε, we expect this behaviour to be due to large
stays close to bubbles. It seems that once an orbit gets trapped in W (5.22), it may be
difficult to escape from this set.
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Figure 5.7: Evolution of the standard deviation σT as a function of the number of iterates
T . Left: ε = 0.2(0.1)0.9, where one observes a behaviour σT ≍ T 1/2. The curves are
ordered vertically according to the value of ε they correspond to. Right: Some values of
ε ∈ [1.0005, 1.0040], mostly in light grey. The highlighted values plotted with lines and
points are ε1 = 1.0007 (blue), ε2 = 1.0015 (green) and ε3 = 1.0040 (red). We will give
further information of these 3 cases later on.
Denote by I(t) the probability that an orbit spends t consecutive iterates in W. If it
behaves as an inverse power-law I(t) ∼ t−b, b > 0, a histogram of trapping times would
appear as a straight line in a log− log-scale plot. We have considered numbers of iterations
in the interval [t0, t1) = [2
7, 226) and a partition of this interval, in decimal logarithmic scale,
in 190 sub-intervals Ii = [ti, ti+1) where ti+1− ti = 0.1 log10(2), i = 70, 260. For each interval,
we considered a counter Ci initially set to 0. For each stay of length t, we added 1 to the
counter Ci if i = floor(0.1 log2(t)). In Fig. 5.8, left, we can see the numerically approximated
non-normalized densities. By normalized we mean that its integral (sum, since we have
discretised it) is 1. The abscissas correspond to the center of each interval in log10-scale, and
in the ordinates we plot the frequencies divided by the amplitude of each bin, 20.1(i+1)−20.1i.
These have been obtained by iterating 106 initial conditions for 108 iterates.
In all non-normalized pdf’s shown, we observe several interesting phenomena. First, for
small values of t, we see some oscillations. These are related to the transversal rotation num-
ber of the outermost invariant 2D torus. Each oscillation is related to spending a multiple of
the inverse of this rotation number around the torus. That is, once trapped they correspond
to perform a complete turn around the outermost torus, then two, etc., before escaping from
a vicinity of the bubble. These oscillations become less prominent as ε increases. For larger t,
after these oscillations, it is plausible to assume that the trapping times behave as an inverse
power law, but we observe that in different ranges we can fit lines with different slopes, the
first one being larger (smaller in absolute value) than the second one. On the right of each
histogram we display an example of orbit that got stuck around the bubble. In Fig. 5.9, top,
we display some points of these orbits close to z = 0 projected onto z = 0. In the bottom
plots of this figure we show also some points in regular orbits (inside the bubble) that are
close to z = 0, projected onto z = 0. See the caption in the figure for further information of
the width of the slices considered.
For ε1 = 1.0007, on top of Fig. 5.8, we observe two slopes in the histogram, −1.55 and
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−2.35, and since this value of ε is very close to the birth of the bubble (see Fig. 5.6) we guess
that the typical trapped orbit entered close the stable 1D manifold of the leftmost fixed
point (that at (x⋆, 0, 0) with x⋆ < 0), then followed a trajectory that seems to fill a 2D torus,
and then escapes following the 1D unstable manifold of the rightmost fixed point (that at
(x⋆, 0, 0) with x⋆ > 0). This behaviour is also clear in Fig. 5.9, top left. In the middle, for
ε2 = 1.0015, we find a similar situation, with slopes −1.83 and −2.84. Here we seem to be far
from the birth of the bubble, and we expect orbits to generically get trapped either around
an outermost 2D torus or smaller satellite tori. In the example shown in the middle right of
Fig. 5.8 the orbit gets stuck around a satellite torus that lies outside the main bubble whose
transversal period (in section in z = 0, y ≥ 0) seems to be 12. What we see is actually the
section of a 6-periodic invariant curve that is 2-periodic in section, see related comments in
138. This is seen in this plot as a region that is more dense in points. The central region,
where there is a smaller density of points, corresponds to those in the central channel, that
still seems to play a role for this value of the parameter, see Fig. 5.9, middle. And in the
bottom, for ε3 = 1.0040, we are close to the complete destruction of the bubble, but still
we expect, as for ε2, to get trapped around the main 2D torus or around satellite tori. In
Fig. 5.9, top right it seems that the example orbit got trapped around what in section is a
5-periodic orbit. What we see is actually the section of a single elliptic invariant curve.
5.4.6 Discussion
In Sect. 3.5.3 we argued that in the kind of histograms we show in Fig. 5.8, if we detect a
slope −b+1 in double log scale, the pdf of the underlying probability law is an inverse power
law like I(t) ∼ t−b. Note that we have already divided each frequency by its corresponding
bin width, so the given exponent is −b.
As ε changes, the shape of the bubble also does. In some cases, for instance after the
breakdown of an outermost 2D torus, the volume of the set of confined orbits suddenly
decreases, as seen in Fig. 5.6. For small κ = ε − n, the leading objects that rule stickiness
are the 2D invariant tori that are close to the 2D invariant manifolds of the two fixed points
that appear at the bifurcation. These invariant manifolds enclose the whole bubble, but they
do not coincide. The splitting of these manifolds (1D and 2D) is exponentially small in the
unfolding parameter, see [10, 11, 12, 42]. Typically an orbit gets trapped into this zone by
following a trajectory close to the 1D stable manifold of the leftmost fixed point, and exits
following the 1D unstable manifold of the rightmost fixed point. Once trapped, these orbits
follow a trajectory that is close to an outermost 2D torus. So, at some point they have to
enter the small channel where the other branches of these 1D manifolds lie. The passage
through this channel affects the trapping time by slowing it down due to the passage close
to the two saddles. The top example in Fig. 5.8 and its corresponding slice around z = 0 in
Fig. 5.9, top left, is an illustrative example of this situation.
As ε grows, this small channel becomes larger but for some range may still play a role.
See Fig. 5.9, middle, that for ε = 1.0015, where orbits do not only get stuck around a satellite
torus but also in a zone with larger volume. But if κ is large enough this channel will no
longer play a role.
Concerning the fact that we see different slopes in different ranges of the number of
iterates, a first plausible conjecture to explain the results shown is that there are different
objects in the phase space that play a leading role in different time scales. For instance,
they may get stuck either around the main torus or around some satellite tori. Also, if we
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Figure 5.8: From top to bottom, results for ε = 1.0007, 1.0015 and 1.0040. Left: trapping
statistics around the bubble. Right: example of an orbit that got trapped around the bubble,
for the corresponding value of ε on the left. The height and depth (ranging typically −0.025
to 0.025) in the right pictures correspond to the z and x axes, respectively.
take into account the numerical evidence shown in Chap. 3, this change of slope may also
be due to a bump caused by the breakdown of an outermost invariant 2D torus. But in
the VP 3D setting we do not know the geometrical mechanism of destruction of these 2D
tori, so it may require further dedicated investigations. It is important to remark that in a
preliminary exploration with a larger number of initial conditions the discrepancy between
the visible slopes seems to be reduced.
Finally, concerning the obtained values of the slopes, since we have mimicked the setting
in the standard map for large values of k, under the hypotheses stated in Sect. 3.5.7 that
can be translated into the present setting, we expect a result similar to Prop. 2 to still hold
true. This requires further investigations on the mean trapping time. The values of the
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Figure 5.9: For the values of the parameter ε above the pictures, top: points of the tem-
porarily trapped orbits in Fig. 5.8, right, whose z component lies within |z| < 0.01 (left and
middle) and |z| < 0.02 (right) projected onto z = 0. Bottom: points with |z| < r projected
onto z = 0 of regular orbits inside the bubbles (red, r = 10−4) and on escaping orbits (blue,
r = 10−4). The black dots in the bottom middle plot indicate the intersection of a 6-periodic
invariant curves of f¯ε with z = 0 (on a slice with r = 10
−7) that look like a 12-periodic
elliptic orbit in section (each of the 6 invariant curves intersects twice the plane z = 0).
slopes we showed in Fig. 5.8 correspond to exponents that are, in some cases, larger than −2
and smaller than −3. If the exponent is larger than −2, the underlying probability law has
unbounded mean. And if it is smaller than −3, both mean and variance would be bounded.
In both cases, it would still imply the divergence of the diffusion coefficient of fε, and hence
give rise to anomalous diffusion. This suggests to study higher moments of the statistics in
the z variable, and how are they affected by trapping statistics that have some bounded or
unbounded momenta.
The remarks of this section give rise to many questions that deserve some specific atten-
tion. Some of them are going to be listed in Chap. 6.
Chapter 6
Conclusions and future work
This last chapter is devoted to summarize and conclude the studies exposed in this thesis,
and to set the future directions of work that are derived from the presented studies.
6.1 Summary and conclusions
In Chap. 2 we have given a detailed and complete account of the dynamics of the well-
known quadratic orientation-preserving and conservative He´non map, HPc with emphasis on
the evolution of the measure of the set of bounded orbits, on the confined chaotic orbits and
on the splitting properties of the invariant manifolds of fixed and periodic points.
The paradigmatic character of HPc, as a model for many other maps, and the fact
that it appears as a relevant model near quadratic tangencies of general APM allowed to
explain some features of the diffusion in the standard map for large values of the parameter
in Chap. 3, and we hope that the work we presented here will be useful to explain other
features in many other maps.
Also, a shorter study of the quadratic orientation-reversing and conservative He´non map
HRc has been presented.
These two maps are key to understand the behaviour of the dominant islands of stability
that appear in the phase space of the Chirikov standard map Mk,
Mk : T× R→ T× R, Mk :
(
x
y
)
7→
(
x′
y′
)
=
(
x+ y′
y + k sin(2πx)
)
,
that smoothly projects to the 2-torus T2 as M¯k, for large values of the parameter, k ≥ 1. We
presented both a theoretical approach that related HPc and HRc with the local dynamics
around fixed points of M¯k for k = n ∈ Z, as n → ∞, and numerical evaluations in order
to compare the He´non map and the local model found, that are in good agreement even for
k ≈ 1.
In Chap. 3 we have presented several numerical massive experiments concerning the
anomalous diffusion properties of APM. Specifically we focused on the role of the islets
studied in Chap. 2 in the standard map. Some of them are accelerator modes (periodic
orbits that are fixed for M¯k but whose momentum y increases linearly in the number of
iterates if done under Mk), and this fact was used to explore the role of the geometry of
the outermost structure of islands of stability in terms of trapping statistics, and how this
affected the dynamics in the Chirikov standard map when considered in the cylinder, Mk.
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Namely, the normal diffusive behaviour observed for most of the parameter values no
longer persists for ranges in which these sticky structures appear. In particular, we give
extensive numerical evidence that the probability of being trapped for some number of
iterates t around islands behave as an inverse power law I(t) ∼ t−b. Furthermore, a different
power-law decay in t, produced by the effect of the gaps of Cantori, was also detected for
some parameters, in the form of bumps in the statistics in a log− log scale. Both situations
have a theoretical framework that reasonably explain the results obtained. In fact, it is
possible to understand the numerical results in light of the limit cases described by the
available theories.
In Chap. 3 we motivated the need to understand the role of a single Cantorus in or-
der to make predictions of trapping times. Chap. 4 has been devoted to perform an
extensive study of transport rates across a single golden Cantorus. For this study, we
have used again the Chirikov standard map as main example, but this time for values
of the parameter close to (and larger than) the breakdown of the golden invariant curve
kG ≈ 0.1546405777555608265 . . .. There is a general agreement that the most robust invari-
ant curves are those whose rotation number is eventually golden (meaning that its continued
fraction expansion has eventually all quotients equal to 1). The study performed strongly
relies on the choice of the rotation number, and even for the standard map, for other rotation
numbers one could get substantially different results.
The twist condition implies the vertical ordering of orbits. In particular, it implies that
in the neighbourhood of the golden invariant curve one expects to find many periodic orbits.
The Greene-MacKay renormalisation theory relates both the position and local dynamics of
periodic orbits whose rotation number is an approximant (approximating periodic orbits) of
the rotation number of the curve under study. This is reduced to study of the dynamics of the
MacKay renormalisation operator for the golden mean invariant curve R1, that acts in some
functional space. It is known to have 2 fixed points: RT , the so-called trivial fixed point, that
is a linear shear, and RC , the so-called critical fixed point. Its existence and hyperbolicity
were recently proven via computer-assisted techniques. Namely, it is an unstable saddle with
a 1D unstable invariant manifold with eigenvalue δ.
We have used the theoretical framework of the Greene-MacKay renormalisation theory to
explore approximating periodic orbits that are elliptic, both locally and in suitable compact
sets containing the whole islands they may be surrounded with. This allowed us to give
explicit account on the consequences of the applicability of this theory for the standard
map. In particular, we have focused on describing the phase space close to the invariant
curve, from the point of view of which islands of stability appear, and what is the local
dynamics around the elliptic or reflection hyperbolic periodic orbit they surround. These
are the most prominent objects in the phase space and those who allegedly rule the diffusive
properties across Cantori. We have given numerical evidence of the local dynamics (that
varies when changing the approximant depending on the eigenvalue δ) and shape of the
islands surrounding approximating elliptic periodic points (that scale according to some
universal quantities α < 0 and β < 0 in the x and y coordinates, respectively) taking suitable
limits. We hope that this work contributes to the comprehension of the dynamics of the
renormalisation operator close and after the breakdown. In particular in the comprehension
of fundamental domain of W u(RC).
Also, as an example, our numerical studies lead to a conjecture that allows to numerically
approximate Greene’s constant kG via periodic orbits in a faster rate than applying directly
Greene’s Conjecture. A similar and related method was already proposed by MacKay in
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his thesis, but it relied on the knowledge of some constants that can only be numerically
approximated and that only few digits of them were known. We got, using the accelerating
method of Aitken, that
2πkG = 0.971635406047502179389 . . .
After having described the phase space near a Cantorus, we have dealt with massively
numerically evaluated escape rates across the golden Cantorus of the standard map. We have
given numerical evidence of the evolution of escape rates as a function of k as k approaches the
breakdown parameter kG. If 〈Nk〉 denotes the mean escape rate across a Cantorus for some
fixed value of k, the MacKay-Meiss-Percival transport theory together with renormalisation
theory implies that there exists B > 0 that depends exclusively on α, β and δ, such that,
〈Nk〉 (k−kG)B is bounded. Moreover, this same theory predicts that in logδ-scale, as k → kG,
〈Nk〉 (k − kG)B is a 1-periodic function. In this work we have given the first numerical
evidence of the shape of this periodic function. The study of the standard deviation of 〈Nk〉
also lead to the detection of the effect of islands of stability, and of ranges in k where they
could be neglected. Finally, this 1-periodicity has been again related to the islands around
approximating elliptic periodic orbits, that again lead to the study of a single fundamental
domain of W u(RC).
We finished the chapter by dealing with which is the pdf of escape rates for a fixed value
of k. We gave evidence of the shape of these corresponding pdf’s and checked that the usual
hypothesis that they behave as a Gamma distribution fails. We concluded that one should
construct a Markov model taking into account the partition that chains of islands define and
to study escape rates.
Finally, in Chap. 5 we translated the setting where we dealt with the stickiness effect of a
stability island in 2D APM (Chap. 3) to the volume preserving 3D context. We constructed
a 4-parameter family of volume preserving maps (VPM) f¯ε of the 3-torus T
3 in such a way
that it mimicked the Chirikov standard map M¯k
1. The phase space of f˜0 is foliated by horizontal 2D rotational invariant tori (RIT) and
for small ε, some of this structure is preserved for f˜ε in virtue of a KAM-like result,
2. For ε = n ∈ Z the origin is fixed and undergoes a Hopf-zero bifurcation,
3. And if f˜n is lifted to the cylinder T
2×R, the origin is no longer fixed but its z component
(that can be understood as a momentum) increases linearly in the number of iterates.
In this situation, we are again as in Chap. 3 where we studied the effect of fixed accelerator
modes in the destruction of the diffusive behaviour of the z variable under iteration of fε in
a seemingly fully chaotic phase space.
We have locally related the map f˜ε for ε = n + κ, κ > 0 small, around the origin with
a discretization of the Michelson system that is a quadratic VPM. This map is, in turn,
conjugated to the truncated normal form given by Dullin and Meiss. We proved that as
ε = n ∈ Z tends to ∞, the local dynamics around the origin is reduced to the chosen
discretization of the Michelson system.
We studied the Michelson system from the point of view of the set of the evolution of
bounded orbits, in order to compare it with the accelerator modes in our family f¯ε. After
that, we performed a preliminary numerical study that gives numerical evidence in many
values of the parameter that the trapping statistics around bubbles also behaves as an inverse
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power law. These power laws are seen as straight lines in log− log plots. We found that in
different ranges of t in log scale, one could fit different slopes.
6.2 Future work
Taking into account the work here presented, there are many open lines for future research
that are a natural continuation.
In the 2D setting,
1. To perform a detailed study of the bumps in trapping statistics in order to explicitly
relate them with escape rates across the outermost Cantorus that plays a leading role.
This is related to study the interaction between the Greene-MacKay and the Zaslavsky
renormalisation approaches.
2. When dealing with anomalous diffusion, to study higher moments of the displacement
in the momentum in order to identify further correlations.
3. To propose and test a model inspired in the Markov-Tree model of Meiss and Ott that
can effectively explain transport across a Cantorus.
4. To study the area of lobes defined by the invariant manifolds of hyperbolic periodic
points with consecutive approximants as rotation number and to test their role in the
transport rates across Cantori.
5. To consider different rotation numbers for invariant curves right after their break-
down. For instance, metallic numbers or numbers with n-periodic continued fraction
expansion.
6. To consider different APM, for instance standard-like maps and maps coming from
interesting 2 dof Hamiltonian systems.
And concerning the 3D setting,
1. To perform a geometrical description of the main relevant invariant objects in the
proposed models and other related models.
2. To perform a detailed study of escape rates across broken RIT, and to relate these
rates with the rotation numbers of the just broken RIT.
3. To study diffusion coefficients in the presence and absence of accelerator modes, in
particular to study the effect of correlations in the quasi-linear approximation. Also
to investigate higher order moments of the displacement in the action.
4. To refine the study concerning trapping statistics. To identify the sources of the change
in slope or bumps, if any.
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