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Abstract
Let Mn be the algebra of all n× n complex matrices and Pn the set of all idempotents
in Mn. Suppose φ : Mn → Mn is a surjective map satisfying A− λB ∈ Pn if and only if
φ(A)− λφ(B) ∈ Pn, A,B ∈ Mn, λ ∈ C. Then either φ is of the form φ(A) = TAT−1, A ∈
Mn, or φ is of the form φ(A) = TAtT−1, A ∈ Mn, where T ∈ Mn is a nonsingular matrix.
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1. Introduction and statement of the result
In the theory of linear preservers we are interested in maps on algebras
that satisfy two assumptions: they are linear and they preserve some property, set or
relation. For instance, one of the basic results states that every bijective linear map
on a matrix space preserving rank one matrices in both directions is an equivalence
transformation or, in the case of square matrices, also possibly an equivalence trans-
formation composed with transposition. This basic result has been improved in many
directions. Not necessarily bijective linear maps preserving rank one matrices in one
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direction only were characterized, linearity was replaced by the weaker assumption
of additivity, rank one preserving property by rank one nonincreasing property, etc.
Our work is motivated by yet another improvement of this result obtained by Hua
[5–12]. He considered a bijective map φ on a matrix space and replaced the two as-
sumptions, the linearity of φ and the rank one preserving property of φ, by the single
weaker assumption that rank(A− B) = 1 if and only if rank(φ(A)− φ(B)) = 1.
Recently some other classical results were improved in a similar way [1,3,13,15].
An interested reader can find a more detailed explanation of this type of problems
in a recent paper of Šemrl [15]. In this paper we will study idempotent preservers
from this point of view. It is well known that every nonzero linear map on n× n
complex matrices which preservers idempotents is either an inner automorphism
or an inner antiautomorphism [2,4]. This result is important because many linear
preserver problems can be reduced to idempotent problems [4]. In [15] Šemrl proved
the following.
Proposition. Let n  3 and let φ : Mn → Mn be a bijective continuous map.
Assume that
A− λB ∈ Pn if and only if φ(A)− λφ(B) ∈ Pn (1)
for every A,B ∈ Mn, λ ∈ C. Then there exists an invertible T ∈ Mn such that either
φ(A) = TAT −1 for every A ∈ Mn, or φ(A) = TAtT −1 for every A ∈ Mn.
In the above proposition Mn denotes the algebra of all n× n complex matrices
and Pn the set of all idempotents in Mn. It should be noted that every linear map
preserving idempotents satisfies condition (1).
In view of Hua’s result it seems natural to ask, whether the same or a similar
reasonable conclusion follows if the assumption (1) is replaced by the weaker as-
sumption A− B ∈ Pn if and only if φ(A)− φ(B) ∈ Pn. It was shown already in
[15] that this is not the case. Nevertheless, the above result can be improved by
relaxing the bijectivity assumption and omitting the continuity assumption. We prove
the following theorem.
Theorem. Let φ : Mn → Mn be a surjective map. Assume that
A− λB ∈ Pn if and only if φ(A)− λφ(B) ∈ Pn (2)
for every A,B ∈ Mn, λ ∈ C. Then there exists an invertible T ∈ Mn such that either
φ(A) = TAT −1 for every A ∈ Mn, or φ(A) = TAtT −1 for every A ∈ Mn.
Note also, that in our theorem there is no restriction on the dimension n. In fact
it turns out that in the low dimensional cases n = 1 and n = 2 the result holds even
without the surjectivity assumption. It would be interesting to find out whether in
higher dimensions the surjectivity assumption can be omitted as well.
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2. Proof of the theorem
We begin the proof with the following observation.
Lemma. The map φ from the theorem is injective and homogeneous, i.e.
φ(λA) = λφ(A)
for every λ ∈ C and A ∈ Mn.
Proof. To prove the injectivity, suppose φ(A) = φ(B) for some A,B ∈ Mn. Then,
on one hand, φ(A)− φ(B) and therefore also A− B is an idempotent, while on the
other hand, φ(B)− φ(A) and therefore also B − A is an idempotent. Since A− B
and B − A are both idempotents it follows that A− B = (A− B)2 = B − A, so
A = B and φ is injective.
To prove that φ is homogeneous, let A ∈ Mn and let λ be a complex number not
equal to 0 and −1. Then (λA)− λA ∈ Pn and therefore X = φ(λA)− λφ(A) ∈ Pn.
Similarly A− (1/λ)(λA) ∈ Pn and so also (−1/λ)X = φ(A)− (1/λ)φ(λA) ∈ Pn.
It follows that
−1
λ
X = 1
λ2
X2 = 1
λ2
X
and so
X
(
1 + 1
λ
)
= 0.
Therefore X = 0 and
φ(λA) = λφ(A)
for every A ∈ Mn and λ ∈ C, λ /= 0, λ /= −1. The two remaining cases λ = −1 and
λ = 0 now follow, since
φ(−A) = −2φ
(
1
2
A
)
= −φ(A)
and, in particular, φ(0) = −φ(0), so
φ(0) = 0. 
Notice that if the map A → φ(A) satisfies condition (2), then the map A →
T φ(A)T −1 and the map A → φ(A)t satisfies condition (2) as well. Hence it suffices
to prove the theorem up to a similarity transformation and a transposition.
We will prove the theorem separately for n = 1, n = 2, and n  3, the cases n = 1
and n = 2 even without the assumption of surjectivity.
The case n = 1 is trivial, since φ maps idempotents into idempotents and the only
idempotents in this case are 0 and 1. Since φ is homogeneous, φ(0) = 0.
By injectivity φ(1) = 1 and, again since φ is homogeneous, φ(λ · 1) = λ · 1 for all
λ ∈ C.
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Let n = 2. As usually, I is the identity matrix and the symbol Eij stands for the
matrix having the (i, j)th entry equal to one and all other entries equal to zero. In the
following steps we will consider, what is the image of A by φ for different types of
matrices. Throughout, we will use the notation
φ(A) =
(
a11 a12
a21 a22
)
and, in each case, compute the entries of this matrix.
Step 1
φ(E11) = T E11T −1.
Since E11 is an idempotent, the same is true for φ(E11). So φ(E11) is either 0, I or
T E11T
−1
, where T is nonsingular. By injectivity, φ(E11) /= 0. Suppose that
φ(E11) = I.
Then, sinceE11 +E22 = I as well asE22 is an idempotent, both φ(E11)+ φ(E22) =
I + φ(E22) and φ(E22) are idempotents by (2) and it follows that
I + φ(E22) = (I + φ(E22))2 = I + 3φ(E22)
and therefore φ(E22) = 0, a contradiction to injectivity. So
φ(E11) = T E11T −1
for an invertible matrix T . Without loss of generality we can therefore assume that
φ(E11) = E11. (3)
Step 2
φ(E22) = E22. (4)
Because E22 and E22 + E11 are idempotents, it follows by (2) and (3) that φ(E22)+
E11 = φ(E22)+ E11φ(E22)+ φ(E22)E11 + E11. From this equation we can com-
pute the entries of φ(E22) and see that φ(E22) = a22E22, where a22 = 0 or a22 = 1,
since φ(E22) is an idempotent. But a22 cannot be zero, since φ(0) = 0 and φ is
injective. So, a22 = 1 and φ(E22) = E22.
Step 3
φ(I) = I.
Again, I and I − E11 are idempotents and therefore φ(I)− E11 = φ(I)−
φ(I)E11 − E11φ(I)+ E11. Calculating the entries of the idempotent φ(I) from this
equation and using the fact that φ is injective, we see that φ(I) = I .
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Step 4
φ
((
α 0
0 δ
))
=
(
α 0
0 δ
)
.
Because of (3) we can assume that δ /= 0. Since, by the lemma, φ is homogeneous,
we can assume that δ = 1. Using (2) and (3), we have the following equations(
a11 a12
a21 a22
)
+
(
1 − α 0
0 0
)
=
((
a11 a12
a21 a22
)
+
(
1 − α 0
0 0
))2
(5)
and (
a11 a12
a21 a22
)
+
(−α 0
0 0
)
=
((
a11 a12
a21 a22
)
+
(−α 0
0 0
))2
. (6)
Subtracting Eq. (6) from Eq. (5) we obtain(
1 0
0 0
)
=
(
2a11 a12
a21 0
)
+
(
1 − 2α 0
0 0
)
.
It follows that a11 = α, a12 = a21 = 0. Inserting these entries in Eq. (5) we see that
a22 must be equal to zero or one. It can not be equal to zero because of injectivity, so
φ maps diagonal matrices into diagonal matrices identically.
Step 5. Let us consider φ(E12). By (2)–(4) we have
E11 + φ(E12) = (E11 + φ(E12))2,
E22 + φ(E12) = (E22 + φ(E12))2.
Subtracting these two equations, we see that diagonal entries of the matrix φ(E12)
are zero and, inserting this into the first equation, we obtain a12a21 = 0. Therefore,
up to transposition, we can assume that φ(E12) = a12E12, a12 /= 0. Since similarity
transformation by the matrix( 1
a12
0
0 1
)
preserves diagonal matrices and( 1
a12
0
0 1
)(
0 a12
0 0
)(
a12 0
0 1
)
=
(
0 1
0 0
)
we may assume that
φ(E12) = E12. (7)
Step 6
φ
((
α β
0 α
))
=
(
α β
0 α
)
. (8)
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By the lemma and (7), this is true if α = 0. Assume α /= 0. From (2), (7) and (3) we
derive
−β
α
E12 + 1
α
φ
((
α β
0 α
))
=
(
−β
α
E12 + 1
α
φ
((
α β
0 α
)))2
and
−E11 + 1
α
φ
((
α β
0 α
))
=
(
−E11 + 1
α
φ
((
α β
0 α
)))2
.
This system of equations yields a11 = α, a21 = 0, and αa12 = βa22. Inserting this
into the first equation we see that either a12 = a22 = 0, which is not possible because
of injectivity, or a12 = β and a22 = α.
Step 7
φ
((
0 1
1 0
))
=
(
0 1
1 0
)
.
Since the matrix( 1
2 0
0 12
)
+ 1
2
φ
((
0 1
1 0
))
is an idempotent,
φ
((
0 1
1 0
))2
= I.
Using this and the fact that( 1
4 0
0 34
)
+
√
3
4
φ
((
0 1
1 0
))
and
( 1
2 − 34
0 12
)
+ φ
((
0 1
1 0
))
are idempotents, we get the desired conclusion.
Step 8
φ(E21) = E21.
Considering that
E11 + φ(E21), E22 + φ(E21) and
( 1
2
1
2
0 12
)
+ 1
2
φ(E21)
are idempotents we obtain, using (3), (4) and (8), the result in a similar way as above.
Step 9
φ
((
0 β
0 δ
))
=
(
0 β
0 δ
)
, φ
((
0 0
γ δ
))
=
(
0 0
γ δ
)
.
We may assume that β /= 0, γ /= 0, and δ /= 0, and, since φ is homogeneous, that
δ = 1. The matrices
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φ
((
0 β
0 1
))
, φ
((
0 β
0 1
))
+
(
1 0
0 −1
)
,
φ
((
0 β
0 1
))
− β
(
0 1
1 0
)
and φ
((
0 β
0 1
))
− β
(
0 1
0 0
)
are idempotents, hence the first equation follows. We prove the second equation sim-
ilarly.
Step 10
φ
((
α β
0 δ
))
=
(
α β
0 δ
)
.
We may assume that α /= 0. Then the following matrices are idempotents(
0 −β
α
0 − δ
α
)
+ 1
α
φ
((
α β
0 δ
))
,
(
0 −β
α
0 1 − δ
α
)
+ 1
α
φ
((
α β
0 δ
))
.
Using similar manipulations as above and the fact that φ is injective we prove the
equality.
Step 11
φ
((
0 β
γ δ
))
=
(
0 β
γ δ
)
.
The matrices
φ
((
0 β
γ δ
))
+
(
1 −β
0 −δ
)
, φ
((
0 β
γ δ
))
+
(
0 −β
0 1 − δ
)
and φ
((
0 β
γ δ
))
+
(
0 0
−γ 1 − δ
)
are idempotents. We prove the equation using this and the fact that φ is injective.
Step 12
φ
((
α β
γ δ
))
=
(
α β
γ δ
)
.
We can assume that α /= 0. Since(
0 −β
α
− γ
α
− δ
α
)
+ 1
α
φ
((
α β
γ δ
))
,
(
0 −β
α
− γ
α
1 − δ
α
)
+ 1
α
φ
((
α β
γ δ
))
are idempotents and φ is injective, we see that the map φ is the identity. The proof
for n = 2 is therefore finished.
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It remains to prove the theorem for n  3. This is done in three steps. First, we
prove that up to a similarity transformation and a transposition, φ is the identity on
the set of idempotents, next we prove that this is true on the set of all matrices which
are similar to diagonal matrices. And finally we prove that this is true on the set of
all matrices.
Step 1. By the lemma, the map φ is automatically injective and therefore bijective.
By (2), A ∈ Pn if and only if φ(A) ∈ Pn, hence φ(Pn) = Pn. Now, we can apply the
result of Ovchinnikov [14] which was rephrased by Šemrl [15] in the following way.
Let n be a positive integer, greater or equal to three, and φ : Pn → Pn a bijective
map satisfying the condition A− B is an idempotent if and only if φ(A)− φ(B) is
an idempotent for every pair A,B ∈ Pn. Then there exists an automorphism f of C
and an invertible T ∈ Mn such that φ is either of the form
φ([pij ]) = T [f (pij )]T −1, [pij ] ∈ Pn,
or of the form
φ([pij ]) = T [f (pij )]tT −1, [pij ] ∈ Pn.
Without loss of generality we may assume that φ([pij ]) = [f (pij )], [pij ] ∈ Pn, f
an automorphism. We will prove that f is the identity. In the following, 0m and Im
will denote the zero and the identity matrix of dimension m, respectively. The map
f is a nonzero automorphism, therefore f (0) = 0, f (1) = 1, and f ( 12) = 12 . So,
φ
(( 1
2
1
2
1
2
1
2
)
⊕ 0n−2
)
=
( 1
2
1
2
1
2
1
2
)
⊕ 0n−2.
Because φ is homogeneous,
φ
((
1 1
1 1
)
⊕ 0n−2
)
=
(
1 1
1 1
)
⊕ 0n−2. (9)
Next we show that
φ
((
1 1
1 1
)
⊕ In−2
)
=
(
1 1
1 1
)
⊕ In−2.
Let
A = φ
((
1 1
1 1
)
⊕ In−2
)
.
By (2) and since f (1) = 1 and f (0) = 0, we obtain the following two equations
1
2
A− 1
2
(02 ⊕ In−2) =
(
1
2
A− 1
2
(02 ⊕ In−2)
)2
,
1
2
A+ 1
2
(02 ⊕ In−2) =
(
1
2
A+ 1
2
(02 ⊕ In−2)
)2
,
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from which it easily follows that
A = X ⊕ In−2 and 12X ∈ P2.
Using (2) and (9) we see that also
X −
(
1 1
1 1
)
∈ P2.
It follows that
X =
(
1 1
1 1
)
.
Similarly we will prove that
φ
((
0 1
1 0
)
⊕ 0n−2
)
=
(
0 1
1 0
)
⊕ 0n−2. (10)
The matrices(
1 1
1 1
)
⊕ In−2 − φ
((
0 1
1 0
)
⊕ 0n−2
)
and (
1 1
1 1
)
⊕ 0n−2 − φ
((
0 1
1 0
)
⊕ 0n−2
)
are idempotents and by a straightforward calculation it follows that
φ
((
0 1
1 0
)
⊕ 0n−2
)
= X ⊕ 0n−2 and
(
1 1
1 1
)
−X ∈ P2.
Since φ(I2 ⊕ 0n−2) = I2 ⊕ 0n−2, also
1
2 (I2 +X)
is an idempotent and therefore
X =
(
0 1
1 0
)
.
Finally, let us show that
φ
((
1 λ
0 0
)
⊕ 0n−2
)
=
(
1 λ
0 0
)
⊕ 0n−2.
The matrix(
1 λ
0 0
)
⊕ 0n−2
is an idempotent, so
φ
((
1 λ
0 0
)
⊕ 0n−2
)
=
(
1 f (λ)
0 0
)
⊕ 0n−2.
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Eqs. (2) and (10) now imply that(
1 f (λ)
0 0
)
− λ
(
0 1
1 0
)
∈ P2.
Therefore f (λ) = λ for every λ ∈ C. So f is the identity and φ maps idempotents
onto idempotents identically.
Step 2. We prove that for every diagonal matrix D and every invertible matrix S,
φ(SDS−1) = SDS−1.
This is done by induction on the number of different nonzero eigenvalues.
First, suppose the matrix has only one nonzero eigenvalue λ, and is therefore of
the form λS(Ik ⊕ 0n−k)S−1, where 0 < k  n. Because φ is identity on the set of
idempotents and is also homogeneous,
φ(λS(Ik ⊕ 0n−k)S−1) = λS(Ik ⊕ 0n−k)S−1.
Now suppose that for some positive integer m, m < n, φ is the identity on the
set of matrices which are similar to diagonal matrices and have at most m different
eigenvalues. Let
A = S−1φ(S(λ1Ii1 ⊕ λ2Ii2 ⊕ · · · ⊕ λm+1Iim+1 ⊕ 0n−i )S−1)S,
where λk are arbitrary different nonzero complex numbers, ik are positive integers,
i =∑m+1k=1 ik  n, and S is an invertible matrix. Then, by (2) and the induction hy-
pothesis,
1
λ1
A+ 0i1 ⊕
(
1 − λ2
λ1
)
Ii2 ⊕ · · · ⊕
(
1 − λm+1
λ1
)
Iim+1 ⊕ 0n−i ∈ Pn
and
1
λ1
A+ 0i1 ⊕
(
−λ2
λ1
)
Ii2 ⊕ · · · ⊕
(
−λm+1
λ1
)
Iim+1 ⊕ 0n−i ∈ Pn. (11)
Also,
1
λ2
A+
(
1 − λ1
λ2
)
Ii1 ⊕ 0i2 ⊕ · · · ⊕
(
1 − λm+1
λ2
)
Iim+1 ⊕ 0n−i ∈ Pn
and
1
λ2
A+
(
−λ1
λ2
)
Ii1 ⊕ 0i2 ⊕ · · · ⊕
(
−λm+1
λ2
)
Iim+1 ⊕ 0n−i ∈ Pn. (12)
Writing the equations E = E2 with E replaced by these four matrices and subtract-
ing the first two equations and the last two, we see that
A = λ1Ii1 ⊕ λ2Ii2 ⊕ · · · ⊕ λm+1Iim+1 ⊕X, (13)
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where X is an (n− i)× (n− i) matrix. Inserting (13) into (11) and (12) we obtain
1
λ1
X ∈ Pn−i and 1
λ2
X ∈ Pn−i .
It follows that
(λ1 − λ2)X = 0n−i ,
hence X = 0n−i . This completes the proof that every matrix, similar to a diagonal
one, is mapped to itself.
Step 3. It remains to prove that φ is the identity on any matrix A. We prove this by
induction on the dimension of the maximal Jordan block of the matrix.
First, if all the Jordan blocks have dimension m = 1 then the matrix is similar to
a diagonal one and therefore it is mapped to itself by φ, as we proved in step 2.
Second, let the maximal Jordan block of the matrix A have dimension m = 2.
There exists an invertible matrix S, such that
A = S(J2(λ1)⊕ · · · ⊕ J2(λi)⊕D)S−1,
where λk are not necessarily different complex numbers, i is a positive integer with
2i  n, D is an (n− 2i)× (n− 2i) diagonal matrix, and
J2(λk) =
(
λk 1
0 λk
)
.
Let
B = S−1φ(A)S.
We have shown that φ is the identity on the set of diagonalizable matrices so, because
of assumption (2),
B + diag(1 − λ1,−λ1)⊕ · · · ⊕ diag(1 − λi,−λi)⊕ (In−2i −D)
and
B + diag(1 − λ1,−λ1)⊕ · · · ⊕ diag(1 − λi,−λi)⊕ (−D)
are idempotents. Writing the equations E = E2 with E replaced by these two idem-
potent matrices and subtracting these two equations, we obtain
B = X ⊕D,
where X is a 2i × 2i matrix.
By manipulating equations, which follow from the fact that all the matrices of the
form
B + (E1 − diag(λ1, λ1))⊕ · · · ⊕ (Ei − diag(λi, λi))⊕ (−D)
where Ei is either E11 or E22 are idempotents, we conclude that B has the same
diagonal entries as S−1AS and X is a direct sum of 2 × 2 blocks.
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The matrix
i⊕
k=1
(E11 − J2(λk))⊕ (−D)
is similar to a diagonal matrix so, by (2) and Step 2,
B +
i⊕
k=1
(E11 − J2(λk))⊕ (−D) ∈ Pn.
Also,
B +
i⊕
k=1
diag(1 − λk,−λk)⊕ (−D) ∈ Pn
and again we conclude
B =
i⊕
k=1
(diag(λk, λk)+ ykE12)⊕D,
where yk , k = 1, . . . , i, are complex numbers. We must show that yk = 1 for all
k = 1, . . . , i. If l is such that λl /∈ {0, 1} then, since( 0 12 − 12λl
1
2 0
)
is diagonalizable, it follows from (2) that the matrix
1
2λl
B +
l−1⊕
k=1
diag
(
− λk
2λl
, 1 − λk
2λl
)
⊕
( 0 12 − 12λl
1
2 0
)
⊕
i⊕
k=l+1
diag
(
− λk
2λl
, 1 − λk
2λl
)
⊕ (−D)
is an idempotent, and therefore also( 1
2
1
2 + yl−12λl
1
2
1
2
)
must be an idempotent, hence yl = 1.
If λl = 1, then(
0 − 14
1 0
)
is diagonalizable and, by a similar argument as above,( 1
2
yl
2 − 14
1 12
)
is an idempotent and yl = 1.
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If λl = 0, then we use the fact that the matrix
l−1⊕
k=1
diag(−λk, 1 − λk)⊕
(
1 −1
0 1
)
⊕
i⊕
k=l+1
diag(−λk, 1 − λk)⊕ (−D)
is preserved by φ. If this matrix is added to B, the sum is an idempotent. Then also(
1 1 − yl
0 1
)
is an idempotent and therefore yl = 1.
Suppose now that, for some m  2, every matrix with maximal Jordan blocks
not larger than m×m is mapped identically by φ. Let A be an arbitrary matrix
with maximal Jordan blocks not larger than (m+ 1)× (m+ 1). Then there exists an
invertible matrix S such that
A = S(Jm+1(λ1)⊕ · · · ⊕ Jm+1(λi)⊕ C)S−1,
where λk are not necessarily different complex numbers, Jm+1(λk) are Jordan blocks,
i is a positive integer with (m+ 1)i  n, and C is a matrix of dimension (n− (m+
1)i)× (n− (m+ 1)i) with Jordan blocks not larger than m×m. Let
B = S−1φ(A)S.
Since −λk ⊕ (Im − Jm(λk)) consists of a Jordan block of dimension 1 and a Jordan
block of dimension m, we can apply the induction hypothesis to conclude that
B +
i⊕
k=1
(−λk ⊕ (Im − Jm(λk)))⊕ (In−(m+1)i − C)
and
B +
i⊕
k=1
(−λk ⊕ (Im − Jm(λk)))⊕ (−C)
are idempotents. In the same way as in the previous cases it follows that
B = X ⊕ C,
where X is an (m+ 1)i × (m+ 1)i matrix. By (2) and the induction hypothesis, the
matrices
B +
i⊕
k=1
((E11 + E22 − J3(λk))⊕ (Im−2 − Jm−2(λk)))⊕ (−C),
B +
i⊕
k=1
((E33 − J3(λk))⊕ (−Jm−2(λk)))⊕ (−C),
B +
i⊕
k=1
((E11 − J2(λk))⊕ (Im−1 − Jm−1(λk)))⊕ (−C),
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B +
i⊕
k=1
((E22 − J2(λk))⊕ (−Jm−1(λk)))⊕ (−C),
B +
i⊕
k=1
(−λk ⊕ (Im − Jm(λk)))⊕ (−C),
B +
i⊕
k=1
((1 − λk)⊕ (−Jm(λk)))⊕ (−C)
are idempotents. For the last time we write the equations E = E2 with E replaced
by the listed idempotents, solve the equations and obtain
B = Jm+1(λ1)⊕ · · · ⊕ Jm+1(λi)⊕ C.
This completes the proof.
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