Abstract. A common form of a hyper-heuristic is a method that controls a search process which uses neighbourhood operators. There have many studies showing that hyper-heuristics are reusable for solving unseen problem instances not only from a particular domain but also different problem domains without requiring any change. However, generally hyper-heuristics have been considered as part of time-contract algorithms, i.e. they are given a fixed execution time, and also used to solve each each instance separately. This paper considers the potential gains and challenges of a hyper-heuristic being able to treat a set of instances as a batch, to be completed within an overall joint execution time, but with the hyper-heuristic free to make its own decision as to how to divide the computational effort between the individual instances. Using the standard CHeSC benchmarks, we show the wide variation in runtimes that occur, and give evidence that this results in a batched mode having the potential for significant gains.
Introduction
A goal of hyper-heuristic [1] research is to raise the level of generality of search methods by providing high level strategies, and associated directly-usable software components, that are useful across different problem domains rather than for a single one. (Note that this general goal is not unique to hyper-heuristics but also occurs in other forms, e.g. in memetic computation [2] .) There are two main types of hyper-heuristics depending on whether they do generation or selection of heuristics [3] . In this paper, we focus on selection hyper-heuristics, and in particular, those that combine heuristic selection and move acceptance processes under a single point search (i.e. not population-based) framework [4] . A candidate solution is improved iteratively by selecting and applying a heuristic (neighbourhood operator) from a set of low level heuristics and then using some acceptance criteria to decide if it should replace the incumbent. We also use the Hyflex (Hyper-heuristics Flexible framework) [5] software tool associated with the CHeSC2011 hyper-heuristic competition 1 .
Usually hyper-heuristics are used to individually and independently solve single instances. However, in some cases, it might well be that a batch of instances need to be solved; where the "batching" simply means that a whole set of instances are to be solved within an overall time limit, but there is no a priori restriction on how much time should be spent on each instance, or even that they need to be treated entirely separately (unlike within the CHeSC2011 competition). A real-world application of this is when many different instances, or maybe many variants of a few instances but with different choices for available resources, need to be solved "as well as possible overnight" so that a decision can be made next day as to which one(s) to use. In this case, it is reasonable to consider that hyper-heuristics should be extended so as to treat the instances collectively as a batch. This batching has two immediate potential advantages:
-"Effort balancing". Better balancing of computational effort across the instances. If some are much easier than others then it seems reasonable that they should be allocated less computational time, and more time allocated to those that will benefit most. -"Inter-instance learning". If some of the instances are from the same domain (as would be the case in most practical applications) then it makes sense that the hyper-heuristic should be able to learn from the earlier instances in order to perform better on the later instances. This gives an intermediate between online and offline learning.
In this brief paper, we do not consider the interesting challenge of the interinstance learning. Instead, we provide evidence that there is a significant potential benefits of the better balancing of computational effort between instances. Note that, although we do not here provide a mechanism that would be able to directly exploit the potential, the aim is to show that it would be worthwhile for hyper-heuristics research to develop such effort balancing schemes.
After a brief discussion of Hyflex and the CHeSC competition, we study some statistics of the performance of a particular hyper-heuristic on the competition instances; showing that there is a wide variation in their properties, and that this can lead to about half the computational effort effectively being wasted.
Background
Hyflex is an interface supporting development and research of hyper-heuristics and other metaheuristics in which the domain level is separated from the hyperheuristic level. In order to discriminate between the interface from its implementation, we will refer to its first version as Hyflex v1.0 which was developed at the 
Performance Properties of the Instances
A standard property of a search is the Performance Profile "PP" or the curve of quality versus time. This is used heavily within the area of anytime reasoning [7] but is also relevant to the case of balancing of computational effort between optimisation tasks. To study the PP on the CHeSC2011 instances we used the winning, and publically-available, hyper-heuristic [6] . Some examples of the PP on the SAT domain are given in Figure 1 and from these we immediately see that those are cases for which improvements in quality cease well before the standard time deadline of 10 (nominal) minutes 2 . This suggests that it could be worth transferring time from such instances to others in which the search does not stagnate. In order to quantify this we performed experiments with the overall deadline extended to 30 (nominal) minutes per instance. For each run, we determined "t(LastImp)" the time at which the last improvement occurred in each run. The results of these are analysed in two ways. Firstly, in Table 3 we compare the fraction of time that is spent 2 In experiments, the "10 minute" is a "nominal" (or normalised) standardised time as determined by a benchmarking program available via the CHeSC website. On faster machines the real seconds will be smaller; it happens to be 415 secs on the machine we used, however, to aid future comparisons, we always report results using nominal seconds (nsecs) or nominal minutes (nmins) before the last improvement against the overall time. We see that, on average, around half the run time is actually "wasted" in the sense that it is after the last improvement.
In Figure 2 (a) we give the results of ranking the instances in a domain by their value of t(LastImp) and then plotting t(LastImp) against this rank. In the SAT domain we see that most instances stagnate fairly early. In other domains there are a wide range of these stagnation times.
In Figure 2 (b) we use the same data, but give the ranking over the domains aggregated together. We see that the instances show widely different behaviours. In particular, around 10 instances stagnate well before the usual 600 nsecs deadline; in contrast, many other instances would potentially benefit from a longer runtime.
The dispersion of stagnation times suggests that each instance should be given a new time limit. There are many potential ways to do this, however, we here we just use a simple scheme. Some instances are selected to be 'down' in that their time limit is reduced to 500 nsecs (from the usual 600 nsecs), and others are up with their time limit extended to 700 nsecs. (The choice of 500 nsecs is fairly arbitrary, and is just to provide an example). Equal numbers of up and down are taken so that the average is still 600 nsecs per instance. We selected the up and down instances based on the inspection of trial runs. We then tested the effects of the new time limits using a different set test runs. Specifically, using 3 trial runs, 9 instances were selected to be down and 9 up. The test runs needed to compare the qualities achieved at 500 vs. 600 seconds for the down instances, and 600 vs. 700 for the up instances. For efficiency, we use the "Retrospective Parameter Variation" technique in the style of [8] (originally used for the looselyrelated topic of restarts) so as to re-use data from long runs to quickly simulate shorter runs of different lengths A run on a down instance is called a loser if it improved between 500 and 600, as the reduced time would have cause a loss of quality. A run on a up instance is called a winner if it improved between 600 and 700, as the increased time would have cause an improvement in quality. With 2 runs per instance, then only 1 of the 18 down runs were losers, whereas 15 of the 18 runs on up instances were winners. This roughly corresponds to a net gain of improvement on 7 instances, and shows that even simple transfers of runtimes between instances have a potential for significant improvements.
Summary and Conclusion.
We proposed a batch mode in which the hyper-heuristic is given many instances and an overall time limit, but is not unrestricted to treating them independently and with the same run-time. We saw the large variation in run times for the CHeSC2011 benchmark instances, and provided a simple change to time limits that lead to significant improvments. Of course, a key question for future work is whether such decisions as to better timing can be made dynamically and in advance, by using the properties of the performance profiles. However, this paper should be taken as indication that if such predictions can be made, then potentially significant runtime can be saved.
We also remark, that it seems that the 6 different CHeSC2011 domains have rather different properties with respect to the standard time limit of 600 nsecs. This wide distribution was presumably good for the competition as it made it more likely that there would be a good differentiation between hyper-heuristics, though it does suggest some caution needs to be taken when interpreting results. It might well be that differences between domains occur because the standard 600 nsec limit occurs at a different phase within the search process; either in the initial "easy" improvements or during the later "harder" stages where improvements are harder to find. Future analyses might benefit from longer run-times to classify the time limit with respect to the expected "stagnation times".
For future work, we intend to extend the Hyflex interface and software to support batched operation, in which the hyper-heuristic is given an overall time limit for the entire set of instances, but is free to make its own decision as to how to partition the computation time between them, and is also able to take what it has learned on one instance and use it for others. This will open up more research opportunities and enable development of automated methods to exploit the power of predicting future performance of a run so as to do better sharing of the computational effort. We would also expect that "online but intra-instance" learning should also lead to many interesting challenges.
