Abstract-Intrusion Detection System used to discover attacks against computers and network Infrastructures. There are many techniques used to determine the IDS such as Outlier Detection Schemes for Anomaly Detection, K-Mean Clustering of monitoring data, classification detection and outlier detection. The data mining approaches help to determine what meets the criteria as an intrusion versus normal traffic, whether a system uses anomaly detection, misuse detection, target monitoring, or stealth probes. This paper attempts to evaluate, categorize, compares and summarizes the performance of data mining techniques to detect the intrusion.
INTRODUCTION
Intrusion Detection System which is abbreviated as IDS. This tool is considered as one of the imperative tools. IDSs perform to detect the feasible intrusions and detect the computer attacks. By this it alerts the proper individuals upon detection. They supervise, detect and respond to unauthorized activity. Once the event is detected it makes an alert. As by the definition this means "the logical complement to network firewalls". IDSs are vital and necessary element of a complete information security infrastructure. In a simple way this can be explained as "the progression that monitoring computers or networks for unauthorized entry, doings, or file modifications also used to monitor network traffic.
This contains basic types of ID they are Host based and Network based and each has a dissimilar loom to monitoring and securing data. A main rationale for using data mining in this is to assist in the examination of collections of interpretations of behavior.
II. WHAT IS IDS?
It is an illegal performs of entering, seizing, or taking possession of another's computer system. It means a code that disables the accurate flowing of traffic on the network or steals the information from the traffic. In other words it can be defined as "to be a violation of the security policy of the system". It raises the alarm when possible intrusion happens. The tools are based on signature of known attacks. When the network is tiny and signatures are reserved up to date, the human forecast solution to Intrusion Detection works well. As in the final words this is "the progression of monitoring and analyzing the dealings taking place in a computer system in order to detect signs of security problems".
III. INTRUSION DETECTION METHODOLOGIES
The signatures of a few attacks are identified, whereas further attacks only reveal some variation from normal patterns. There are two main methodologies that have been devised to perceive intruders. Many intrusion detection system make use one or both of these methodologies. They are:
Anomaly Detection Misuse Detection
A. Anomaly Detection
Anomaly detection assumes that an intrusion will always reproduce some deviations from normal patterns. It also refers to detecting patterns in a given data set that do not conform to a recognized normal behavior. The patterns thus detected are called anomalies and frequently translate to significant and actionable information in several application domains. It essentially refers to storing features of user's typical behaviors into database, then comparing user's present behavior with those in the database. The benefit of anomaly detection lies in its entire insignificance of the system, its strong adaptability and the opportunity to detect the attack that was not at all detected before. Anomaly-based intrusion detection is about favoritism of hateful and rightful patterns of activities. Anomaly detection can be separated into static and dynamic anomaly detection. Typically, static detectors only tackle the software portion of a system and are based on the statement that the hardware need not be checked.
B. Misuse Detection
Misuse detection refers to techniques that utilize patterns of identified intrusions. It is based on the knowledge of system vulnerabilities. Preferably, a system security administrator should be sentient of all the known vulnerabilities and eradicate them. The original misuse detection systems used rules to illustrate events suggestive of intrusive actions that a security administrator looked for inside the system.
IV. DATA MINING FOR IDS?
By definition it is the progression of extracting patterns from data. It is used in an ample range of profiling practices. A 
B. Clustering
It is the task of grouping objects or known structures in the data that are in some way or another "similar", without using known structures in the data.
C. Regression
It attempts to find a function which models the data with the least error.
D. Association Rule Learning
It searches for relationships between variables. For example a supermarket might gather data on customer purchasing habits. Using association rule learning, the supermarket can determine which products are frequently bought together and use this information for marketing purposes.
V. CLASSIFICATION TECHNIQUES

A. Decision Tree Algorithm
A decision tree performs the classification of a given data sample through various levels of decisions to help reach a final decision. Such a sequence of decisions is represented in a tree structure. The tree structure is used in classifying unknown data records. A decision tree with a range of discrete (symbolic) class labels is called a classification tree, whereas a decision tree with a range of continuous (numeric) values is called a regression tree. CART (Classification and Regressing Tree) is a well-known program used in the designing of decision trees. Decision trees make use of the ID3 algorithm, C4.5 algorithm and CART algorithm. a) Ide3 Algorithm IDE3 (Iterative Dichotomiser 3) decision tree algorithm was introduced in 1986 by Quinlan Ross (Quinlan, 1986 and 1987) . It is based on Hunt's algorithm and it is serially implemented.
Like other decision tree algorithms the tree is constructed in two phases; tree growth and tree pruning. Data is sorted at every node during the tree building phase in-order to select the best splitting single attribute (Shafer et al, 1996) . IDE3 uses information gain measure in choosing the splitting attribute. It only accepts categorical attributes in building a tree model (Quinlan, 1986 and 1987 ).IDE3 does not give accurate result when there is too-much noise or details in the training data set, thus a an intensive pre-processing of data is carried out before building a decision tree model with IDE3.
b) C4.5 Algorithm C4.5 algorithm is an improvement of IDE3 algorithm, developed by Quinlan Ross (1993). It is based on Hunt's algorithm and also like IDE3, it is serially implemented. Pruning takes place in C4.5 by replacing the internal node with a leaf node thereby reducing the error rate (Podgorelecet al, 2002). Unlike IDE3, C4.5 accepts both continuous and categorical attributes in building the decision tree. It has an enhanced method of tree pruning that educes misclassification errors due noise or too-much details in the training data set. Like IDE3 the data is sorted at every node of the tree in order to determine the best splitting attribute. It uses gain ratio impurity method to evaluate the splitting attribute (Quinlan, 1993).
c) Cart Algorithm CART (Classification and regression trees) was introduced by Breiman, (1984). It builds both classifications and regressions trees. The classification tree construction by CART is based on binary splitting of the attributes. It is also based on Hunt's model of decision tree construction and can be implemented serially (Breiman, 1984) . It uses gini index splitting measure in selecting the splitting attribute. Pruning is done in CART by using a portion of the training data set (Podgorelecet al, 2002). CART uses both numeric and categorical attributes for building the decision tree and has in-built features that deal with missing attributes (Lewis, 200). CART is unique from other Hunt's based algorithm as it is also use for regression analysis with the help of the regression trees. The regression analysis feature is used in forecasting a dependent variable (result) given a set of predictor variables over a given period of time (Breiman,1984) . It uses many single variable splitting criteria like gini index, symgini etc and one multi-variable (linear combinations) in determining the best split point and data is sorted at every node to determine the best splitting point. The linear combination splitting criteria is used during regression analysis.
B. Support Vector Machines (Svm)
SVM first maps the input vector into a higher dimensional feature space and then obtain the optimal separating hyperplane in the higher dimensional feature space. An SVM classifier is designed for binary classification. The generalization in this approach usually depends on the geometrical characteristics of the given training data, and not on the specifications of the input space. This procedure transforms the training data into a feature space of a huge 
E. Range Of Sutability
Sophia et al., compared the ability of three classification techniques (k-means classifiers, neural networks and support vector machines) to perform for network intrusion detection applications. The results indicate that Support Vector Machines train in the shortest amount of time with an acceptable accuracy whilst Neural Networks exhibit high accuracy at the cost of long training times.Phurivit Sangkatsanee et al., proposed a new real-time intrusion detection system (RT-IDS) using a decision tree approach with an efficient data preprocessing consisting of only 13 features. We evaluate the RTIDS performance including detection rate, CPU, and memory consumption under a real-time environment. From the experimental results, our RT-IDS offers both total detection rate (TDR) and normal detection rate (NTR) higher than 99%, and the false alarm rate is very low. Therefore the decision tree classification algorithm is a suitable approach for real-time intrusion detection.Wenke Lee et al., suggested that the association rules and frequent episodes algorithms can be used to compute the consistent patterns from audit data. These frequent patterns form an abstract summary of an audit trail, and therefore can be used to guide the audit data gathering process, provide help for feature selection and discover patterns of intrusions.
VI. CLUSTERING TECHNIQUES
Clustering basically means that the process of grouping a set of physical or abstract objects into classes of similar objects. It is usually applied in the statistical data analysis which can be made use of in many fields, for instance, machine learning, data mining, pattern recognition, image analysis and bioinformatics (Yusufovna, 2008) .Clustering is useful in intrusion detection as malicious activity should cluster together, separating itself from non malicious activity. The major clustering techniques methods can be classified into the following categories: Partitioning, Hierarchical, Density-based, Grid-based, Model-based methods each of which has their own different ways of obtaining of cluster membership and representation. Clustering is an effective way to find hidden patterns in data that humans might otherwise miss. Clustering provides some significant advantages. It is advantageous over the classification techniques as it does not require any use of labelled dataset for training.
Generally the pattern clustering activity involves the following steps:-(i) Representation of the pattern (ii) Definition of pattern proximity (iii) Clustering
A. K-Means Clustering
The K-means clustering is a classical clustering algorithm.
After an initial random assignment of example to K clusters, the centres of clusters are computed and the examples are assigned to the clusters with the closest centres. The process is repeated until the cluster centres do not significantly change.
Once the cluster assignment is fixed, the mean distance of an example to cluster centres is used as the score. Using the Kmeans clustering algorithm, different clusters were specified and generated for each output class.
B. Fuzzy C-Means Algorithm (Fcm)
Fuzzy c-means algorithm is one of the well known relational clustering algorithms. It partitions the sample data for each explanatory (input) variable into a number of clusters. These clusters have "fuzzy" boundaries, in the sense that each data value belongs to each cluster to some degree or other. Membership is not certain, or "crisp". Having decided upon the number of such clusters to be used, some procedure is then needed to location their centres (or more generally, midpoints) and to determine the associated membership functions and the degree of membership for the data points. The advantage of using fuzzy logic is that it allows one to represent concepts where objects can fall into more than one category (or from another point of view-it allows representation of overlapping categories). 
VII. CONCLUSION
Data mining is the modern technique for network intrusion detection. Ready-made data mining algorithms are available large amount of data can be handled with the data mining technology. In this paper, we summarized the results of various researches on suitability of data mining techniques for intrusion detection.
