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Abstract
One of the limiting factors in the determination of the electroweak parameters




annihilation close to the Z pole is the
precision of the luminosity measurement. The luminosity monitor of the L3 de-
tector at LEP and the analysis of its data are described. Using a combination
of a BGO calorimeter and a 3-layer silicon tracker, the absolute luminosity has
been measured with an experimental precision of 0.08% in 1993 and 0.05% in 1994.




(Bhabha) scattering from the experimental and theoretical point of view, as well as
an excellent knowledge of the detector geometry.
Submitted to Nuclear Instruments and Methods A
1 Introduction













(), is usually used to
measure the luminosity. Its cross section can be calculated with high precision from Quantum
Electrodynamics and depends only weakly on the properties of the Z, even when running at
center-of-mass energies close to the Z pole.
To lowest order, the small-angle Bhabha cross section (integrated over the azimuthal angle,




















where  is the ne-structure constant and s is the square of the center-of-mass energy.
To determine the luminosity accurately, the most important features of a detector are:
 well-known geometry;
 very high and well-known trigger eciency;
 small and well-understood backgrounds;
 full coverage of the azimuthal angle.
The last item ensures that small transverse osets of the detector with respect to the beam
have a negligible eect on the luminosity determination.
These requirements are realized in the L3 experiment at LEP with a luminosity monitor con-
sisting of a calorimeter made of Bismuth Germanate (BGO) crystals, which provides excellent
energy resolution and a very ecient trigger, complemented by a tracker made of single-sided
silicon wafers (SLUM). The wafers have very high intrinsic geometrical precision (1-2 m) and
can be accurately positioned and measured (6m). An overview of the position of the detector
in the L3 experiment is shown in Figure 1. The luminosity detector is situated at small polar
angles, so that the Bhabha cross section is larger than that for hadron production and the
interference between the photon and Z exchange diagrams is small. Bhabha events are selected
using the calorimetric measurement in the BGO to provide a background free sample of events,
and the silicon tracker to select only those Bhabhas that are contained in a precisely dened
ducial volume.
The L3 coordinate system has the x-axis pointing to the center of the LEP ring, the y-
axis pointing vertically upwards and the z-axis in the direction of the electron beam. In this
coordinate frame the polar and azimuthal angles will be denoted as  and . Throughout
this paper a distinction is made between the coordinates in this physics reference frame and
coordinates in the local luminosity detector reference frame r and '.
At the time of the original design of the L3 luminosity monitor a goal of a luminosity
measurement with 1% precision was set [1]. Using the BGO calorimeter alone, an accuracy of
0.6% has been achieved. However, when running at or close to the Z peak, the eciency of
the L3 detector for the process Z! hadrons can be measured with a systematic error of about
0.1%. The theoretical Bhabha cross section has also been recalculated with improved accuracy,
so a measurement of the luminosity with an accuracy of about 0.1% is desirable. With the
addition of the silicon tracker, the error on the luminosity measurement is very similar to that

















Figure 1: Side-view of the central region of the L3 experiment on the +z side,
showing the beam pipe and the position of the luminosity BGO calorimeter and the
silicon tracker (SLUM).









Monte Carlo events generated at
p
s = 91:25 GeV using BHLUMI V2.01 [2] and BHLUMI
V4.03 [3]. The events generated using BHLUMI V2.01 have been passed through the L3
simulation program [4].
This paper describes the luminosity monitor's status and the analysis of the 1993 and
1994 data, amounting to a total of 33+50 pb
 1
collected by the L3 experiment. In the next
two sections of the paper the detector components and their performance are described. In
the fourth section the determination of the alignment of the calorimeter and the tracker is
discussed. The extraction of the integrated luminosity is described in Section 5.
3
2 The BGO Calorimeter
The BGO calorimeter consists of two detectors, which are situated on each side of the interaction
point (I.P.), at a distance of about 2730 mm. Each calorimeter is cylindrically symmetric and
consists of 304 BGO crystals parallel to the beam axis, each covering 15 mm radially and
arranged in eight rings. Azimuthally the calorimeters are divided into 16 sectors, with each
sector covering an angle of 22.4

. A schematic overview of the detector is shown in Figure 2.
LED
B G OTo  Preamplifier
Photodiode
Pulser
Figure 2: Overview of the BGO calorimeter showing the location of the crystals and
preampliers and the moving mechanism. The locations of the photodiode and the
LED on a crystal are also indicated.
One sector contains 19 crystals, each of which is 24 radiation lengths long with a cross
section which ranges from 15 x 15 mm
2
to 15 x 30 mm
2
. Each crystal is wrapped rst in Teon
tape (75m) and then in 25m thick copper foil. Crystals from three dierent suppliers are used
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in the calorimeter: Nihon Kessho Koogaku, Japan (NKK); the Shanghai Institute of Ceramics,
China (SIC); and Crismatec, France. Their locations are shown in Figure 3. The SIC crystals
are doped with Eu whereas the NKK and the Crismatec crystals are not doped. Each crystal
is read out by a Hamamatsu photodiode which is mounted on the back of the crystal. On the
front side a green light emitting diode (LED) is mounted and is used for monitoring purposes.
The general characteristics of the detector are summarized in Table 1.
Distance of the front from the I.P. 2730 mm
Minimum radius 68 mm
Maximum radius 192 mm
Crystal length 260 mm
Crystal length in radiation lengths 24
Number of crystals per sector 19
Angular coverage of a sector 22:4

Number of sectors per side 16
Table 1: The general characteristics of the luminosity BGO calorimeter.
The BGO calorimeter is split into two halves (see Figure 2) which are separated during each
lling of the LEP ring, in order to protect the crystals from radiation damage. The movement is
controlled remotely by a hydraulic device, with a position reproducibility of better than 10m.
Additional protection comes from an 8 cm thick lead shield behind the BGO calorimeter.
2.1 Readout
The L3 barrel, endcap and luminosity monitor BGO calorimeters operate in a 0.5 T magnetic
eld. Therefore, photodiodes (Hamamatsu S1790 (S2662 for the ring 1, 5 and 6 crystals)) are
used to detect the BGO scintillation light. The signal from the photodiode typically corresponds
to about 1200 electrons for each MeV of deposited energy.
All the BGO calorimeters in the L3 experiment have almost identical front-end electronics
and follow the same readout chain. The readout sequence is shown in Figure 4. A more detailed
schematic of the front-end electronics is shown in Figure 5. The signal from the photodiode is
passed to a charge-sensitive preamplier [5] mounted 30cm away from the crystal, which uses a
low noise, high transconductance Toshiba 2SK147 FET in a cascode conguration. The output
pulse rise time is 300ns (corresponding to the BGO light decay time) and the exponential decay
time is 200 s. The signal is then fed to the analog to digital converter (ADC), one for each
crystal, which is mounted a further 3m away. The signal from the preamplier is dierentiated
with a pole-zero circuit which replaces the long decay time with one of 1.1 s. More details
about the ADC boards and their characteristics can be found in Reference [6]. Once the signals
are digitized by the ADC boards they follow the same logic as the signals from the barrel and
endcap BGO crystals, which is also described in Reference [6].
Figure 6 shows the time evolution of the pedestal and its r.m.s. width for a single crystal
during the 1993 running period. For most of the crystals the pedestals are between 70 and
90 MeV and the pedestal widths are between 1 and 3 MeV. During the running period of one


































































































































Figure 3: The layout of the BGO crystals in the luminosity calorimeter. The num-
bering of the sectors and the number assigned to each crystal are indicated. The
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Figure 4: The layout of the BGO readout. After the front-end electronics described
in the text, the data are collected in a VME system and then transferred to the
main L3 Fastbus readout chain.
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Photodiode
Figure 5: The layout of the front-end electronics.
2.2 Trigger
The analog trigger signals from each crystal are summed into sectors on an \analog sum"
card located next to the ADC boards. These cards (one for each detector) then drive the
signal for each sector dierentially through a 40 m twisted pair cable to a CAMAC receiver
card. The signals are then digitized using two 16-channel Lecroy Fast Encode and Readout
ADCs (FERA 4300B) which have a sensitivity of about 300 MeV/ADC count. Three dierent
triggers are constructed using these digital energies: The \luminosity" trigger requires back-
to-back segments with an energy exceeding a threshold of 15 GeV on each side. To avoid edge
eects the energies of each pair of adjacent sectors are summed together. For the \double-tag"
trigger it is required that the total energy in the calorimeters be more than 25 GeV for the
larger measured energy and 5 GeV for the smaller, irrespective of their angular correlation. To
monitor the trigger eciency, a \single-tag" trigger which requires an energy larger than 30GeV
deposited in at least one of the two calorimeters is used. This single-tag trigger is prescaled by
a factor of 40. Details on the hardware of the rst-level trigger used in the luminosity monitor
can be found in Reference [7]. The detector is read out if any of the trigger requirements is
satised.







, the rate of the luminosity and the double-tag triggers is of the order of 2-3 Hz,
while the rate for the prescaled single-tag trigger is about 0.2 Hz.
The events that pass all the Bhabha selection criteria, but were triggered by the single-
tag trigger only, indicate a trigger ineciency. Assuming that the ineciency is small and
uncorrelated between the two detectors, the trigger ineciency, (1   "), is:














is the number of selected Bhabhas that red either the single-tag or both the single-tag























Figure 6: The average pedestal and pedestal width of a typical crystal during the
1993 running period.
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There are no events that fail the double-tag trigger out of a sample of 187 000 single-tag
triggers that pass the Bhabha selection criteria in 1993 and 1994. Due to its symmetric energy
cut and back-to-back requirement the luminosity trigger has a signicant ineciency (0.1{0.5%
depending on the cuts). The double-tag trigger is more sensitive to machine backgrounds, but
the LEP background rates have been low enough that it has always been used.
2.3 Position Reconstruction and Energy Determination Algorithm
For electromagnetic showers, the r; ' impact coordinates on the BGO calorimeter, as well as
the energy, E, of the incident electron, positron or photon, are determined from the observed
energies in the crystals. To handle dierent crystal shapes, cracks between crystals and to deal
with edge eects, as well as malfunctioning or dead crystals, an algorithm based on the average
transverse shape of electromagnetic showers as predicted by GEANT is used.
This transverse shape is used to parameterize the energy distribution of an electromagnetic
shower with respect to its center:
1)





















i.e. the energy fraction deposited in a ring of width d at a distance  from the shower center
is equal to S()d. This parameterization and the symmetry of the BGO calorimeter layout
are used to create a database entry which makes it possible to obtain directly, for given impact
coordinates r; ' of a particle, the average fractional energy, E
r;'
i
, in crystal number i. Typical




changes of these coordinates contribute to the uncertainty, E
r;'
i
, on the average fractional
energy in crystal number i. This contribution is only signicant,  10%, for impact coordinates
near the edge of a crystal. Other contributions to the fractional energy uncertainty are detector
noise, a few MeV on the energy measured by a crystal, and shower uctuations. These eects
are only important for the crystals which are at least a few cm away from the impact coordinate.
A 
2
minimization procedure is used to determine the optimal r; ' impact coordinates
to be assigned to an electromagnetic cluster dened by an arbitrary collection of n crystals
with recorded energies E
i
. To compare the observed crystal energies to the expected energy






















where i = 1; 2; :::n runs over the number of crystals in the cluster. For a typical 45GeV cluster
and a cut on the energy deposited in a single crystal of 200 MeV, n  12. Similarly, the
predicted energy distribution must be normalized by the total fraction of the energy predicted





















































= 0:42 and 
1
= 2:3 mm, 
2
= 12:7 mm. The
exact form of the parameterization is irrelevant provided it has cylindrical symmetry and resembles real shower
proles. Ideally the average of many simulated transverse shower shapes could be used directly for the creation
of the database entry.
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Eobserved
has dimension [GeV], while E
r;'
pred
is dimensionless and normally close to unity. An E
r;'
pred
which diers from unity indicates a cluster with large missing energy, either due to edge eects
or to the presence of a dead crystal. The 
2



















The minimization is performed in an iterative way with respect to the impact coordinates r; '
of the particle. The procedure starts with the r; ' given by the \center-of-gravity" method and
subsequently calculates the 
2
at this point and four surrounding points; two points each with
either the radial or the azimuthal coordinate changed by equal amounts up and down. The 
2
values on this grid are used to improve the r; ' impact coordinate estimate. The step sizes in r
and ' start out large, typically 1 mm in each direction, becoming smaller each time the gradient
of the 
2
changes direction. The convergence of the t is based on two criteria: either both
step sizes correspond to transverse spatial changes of less than 1=25 mm or the local derivative
of the 
2
in space becomes less than 0:2=mm. In addition, no more than 100 iterations are
allowed. Typically the t converges after 5{10 iterations. In addition to the optimal impact
coordinates, this t procedure also yields the uncertainties on the impact coordinates as well
as a measure, the 
2
=DF , of the electromagnetic origin of the tted cluster.
Once the optimal impact coordinates r; ' are obtained, the incident energy, E, of the particle

























The power of this algorithm is demonstrated in Figure 7. In this gure two electromagnetic
showers are tted twice: once with all crystals functional and once with the central crystal
declared dead. The tted impact coordinates for the two cases are in excellent agreement.
Taking into account the fact that in the second case about half of the energy is missing, the
tted energies are in reasonable agreement. For the second shower, even though its center is in
ring 1, the reconstructed energy and position are not aected much by the dead central crystal.
2.4 Energy Calibration
The energy calibration of the BGO crystals, i.e. the conversion from measured ADC values to










The pedestal for each channel (PED
j
) is determined on a ll-to-ll basis. Pedestal drifts within
a ll are very small and do not degrade the energy resolution.
The gain for each channel (GAIN
j
) is determined in an iterative way using a clean sample
of Bhabha events with a tight acollinearity cut ( < 0:25

) and energies within 10% of the
beam energy (E
beam
). Given a set of gain constants, the energy sharing between the crystals is
























































































































































































































































Figure 7: Two electromagnetic showers measured by the crystals of the BGO calorimeter.




















The measured and the tted energies are shown in GeV. The outermost energy in each crystal is
the measured energy and the innermost is the t energy. The reconstructed impact coordinates
are shown as lled circles.
12




fraction of energy predicted in the cluster, as dened in the previous section. This procedure
converges after 1-2 iterations and yields calibration constants with a statistical accuracy which
varies from 0.01% for the innermost crystal ring to 0.1% for the outermost crystal ring. The
calibration is performed for a continuous LEP running period, avoiding any periods aected
by radiation damage to the crystals. The energy distribution for the nal Bhabha sample is
shown in Figure 8. An energy resolution, 
E
, of about 1:3% is obtained. Although a somewhat
improved resolution could probably be achieved by taking into account the temperature and
gain variations with time, this value is sucient for the luminosity measurement. From a com-
parison of the mean energy of the events in the data and the Monte Carlo after the calibration,



















σE =  1.3 %
0.70 0.90 1.10
+z side
σE =  1.3 %
Figure 8: The BGO energy distribution for the two detectors using the 1993 Bhabha
sample. A Gaussian t to the region indicated is also shown.
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2.5 LED System and Radiation Damage
The performance of the BGO crystals is monitored using LEDs. For this purpose green HLMP-
1540 LEDs from Hewlett Packard are used. As indicated in Figure 2 an LED is mounted on
the front of each BGO crystal. LED runs are taken normally once a day between LEP lls.
This way a day-to-day performance of each crystal is recorded.
Incidents where the LEP beam was lost close to the L3 experiment have caused radiation
damage to the crystals. This results in a change of the crystal transparency. BGO crystals are
known to recover from this damage with time [8]. This eect can be monitored very well with
the LED system.
The LED data in the period 1989-1993 have been studied. The data are normalized to the
beginning of the running period for each year. Severe damage occurred in the runs of 1989 and
1991. The LED pulse height of the crystals was t with a function, f(t):





where a takes into account the possibility that the crystal did not fully recover to its original
pulse height, t
0
is the time of the incident, t is the time,  is the recovery time and the product
ab gives the magnitude of the initial damage.
Crystals that showed a damage of more than 2% are t using the above formula. The
results of the t for dierent crystals and dierent years are shown in Figure 9. Note that the
NKK crystals show much longer recovery times after the 1992 incident (shown with diamonds
in Figure 9). This eect is probably related to the fact that these crystals did not fully recover
during the 1989 and 1991 radiation damage incidents. Figure 10 shows the percentage of the
nal recovery for the 1989 incident where the biggest damage to the crystals occurred.
In Reference [8] it was found that the recovery of the BGO crystals after radiation damage
could be described with 3 exponentials, including a fast component of the order of 100 minutes.
At LEP it is dicult to extract the fast component, since there is usually a period of a few
hours after the damage before an LED run is taken. Another dierence from Reference [8] is
that there is no knowledge of the amount of radiation to which the crystals were exposed.
If the damage is localized in the rst few centimeters of the crystal, which would be the case
for damage from synchrotron radiation, one would expect that this would aect more the pulse
height from the LED pulser runs than real Bhabha events. This hypothesis was checked with
Bhabha events from the data.
2)
The agreement between the LED data and the Bhabha data is
excellent (see Figure 11) and shows that the damage was not only on the crystal surface and was
therefore caused by high-energy electrons and positrons from the beam and not by synchrotron
radiation. Since the middle of 1992 there have been no signicant radiation incidents. This
is probably due to the better beam monitoring installed in the machine and the experiments,
mainly to protect the experiments' silicon microvertex detectors.
2.6 Detector Monitoring
About 20% of the Bhabha triggers are analyzed online using the same program that is used
for the standard luminosity analysis described below. This allows all aspects of the detector
performance to be monitored and avoids having to maintain two sets of analysis code. In
particular, the trigger eciency (for both the BGO and the fast trigger for the silicon tracker),
2)
For the Bhabha data one calibration constant for each crystal for the whole year under study was used in
order to avoid possible problems due to dierent calibration constants for dierent periods in the same year.
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Crismatec NKK SIC NKK
Figure 9: The recovery times for BGO crystals from dierent suppliers. The full
dots correspond to the radiation damage during the 1989 incident, the squares and
the triangles to the two May 1991 incidents and the diamonds to the 1992 incident.
Note that for two crystals the recovery time has been put to 230 hours in order to
be visible in the plot. The real recovery times measured are 435 and 448 hours,
respectively.
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Figure 11: The LED pulse height for crystal 115, normalized to the rst run of each
year (full dots). The eect of the radiation damage can be easily seen during the
1991 and 1992 run periods. The open circles denote the pulse heights in real Bhabha
events.
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the ratio of the energy measured in the trigger FERA to that in the digital readout for each
sector, the number of dead crystals, decoding errors and the Bhabha energy spectrum are
checked every 100 events to ensure that there are no problems.
2.7 LEP Luminosity and Background Monitoring
Special high-impedance, high-gain (10) receivers are used to provide copies of the analog
sector energies used for the trigger. The energies in each BGO calorimeter are summed into
groups of four sectors to provide four quadrant energies from each side ( z;+z) for background
monitoring and continuous measurement of the luminosity (independent of L3 data taking).
A latched discriminator card and a scaler count the number of times each quadrant energy is
above an energy threshold of about 25 GeV. In addition, back-to-back coincidences are formed
to count the number of Bhabha events. Even though such an arrangement is more sensitive to
detector and beam osets than the oine Bhabha selection criteria, a cross-check of this online
luminosity and the nal oine luminosity shows agreement to within 2%.
A plot of the background rates and luminosity measured using this setup is shown in Fig-
ure 12. Variations in the background and the luminosity due to tuning of the machine can be
clearly seen.
18













































Figure 12: Background rates and luminosity measured online for ll 2400. The
singles rates are the rates for which any quadrant on the  z or +z side has an
energy above about 25 GeV. The square of the beam current (I
2
) and the specic
luminosity (Luminosity/I
2
) are also shown. The scale for I
2





3 The Silicon Tracker
A silicon strip detector (SLUM) is mounted in front of each BGO calorimeter. On each side
the detector has three layers: two layers of strips concentric with the beam axis (\r wafers") to
measure the  angle of a traversing particle, and one layer of strips perpendicular to the beam
axis (\' wafers") to measure its  angle. The selection of Bhabha events is improved by the
ne granularity of this detector and the accurate knowledge of the detector geometry.
A list of some of the relevant silicon tracker parameters is given in Table 2. Each de-
Distance of central layer from the I.P. 2650 mm
Minimum radius 76 mm
Maximum radius 154 mm
Wafer size in  24

r wafer small strips 64  0:500 mm
r wafer large strips 16  1:875 mm
r wafer medium strips 16  1:000 mm
SiO
2
insulation between strips 0.1 mm
' wafer strip size 0:375

Layer spacing 40 mm
Table 2: The general characteristics of the silicon tracker.
tector layer is built out of 16 silicon wafers which have an overlap of 1.5

in . In order to
make optimum use of a limited number of silicon channels, a setup has been chosen in which
the r wafers contain 96 silicon strips of three dierent pitches (64x0.5 mm, 16x1.875 mm and
16x1.0 mm). With this layout the regions close to the ducial volume cut boundaries have the
best granularity. There are 64 channels on each ' wafer, giving a total of 8192 channels for the
complete detector. Schematic views of an r wafer and a ' wafer are shown in Figure 13. There
are 5 survey marks on each wafer, so that its position with respect to the other wafers can be
optically measured after the assembly.
In most high precision silicon vertex detectors the charge deposited by a particle passing
through a silicon wafer is spread over several strips, which means that a resolution signicantly
smaller than the strip width can be achieved (6-7 m for 50 m strips, for example). For
luminosity determination it is more important to dene the ducial volume accurately, while
the spatial resolution is of secondary importance. Relatively large strips are therefore used and
every strip is bonded to a readout channel, so that the charge is collected on a single strip. The
edges of the strips can then be used to dene the ducial volume.
An overview of the detector is shown in Figure 14. The silicon wafers are glued onto the
printed circuit boards containing the rst level of the readout. This rst-level readout is based
on the amplex [9] chip. For each layer the printed circuit boards are mounted on both sides
of a Stesalit plate, which allows the wafers to overlap in . From the printed circuit board,
dierential analog signals go to the counting room (120 meters away from the detector) where
a readout system based on a (VME) ash analog to digital converter (FADC) [10] is installed.
The readout system suppresses any channels that are not above threshold and then transfers
the data to a Fastbus memory (Lecroy 1892), where it is merged with the rest of the L3 data.
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Figure 13: Schematic view of a ' and an r wafer. The 3 dierent r-wafer pitches
can be seen. The positions of the 5 survey marks on each wafer are indicated by
dots.
3.1 Beam Pipe
Since the silicon tracker is sensitive to individual particles, it is desirable to minimize the amount
of material in front of the detector in order to reduce the amount of showering before the silicon.
The most critical area is the region in which the ducial volume cut is made. In order to achieve
this, a specially shaped beam pipe was installed on the +z side of the interaction point (see
Figure 1). Installation of an identical beam pipe on the  z side, although desirable, was not
possible as it would interfere with the installation jig of the L3 microvertex detector. Figure 15
shows the amount of material as a function of the polar angle of the scattered particles both
for the  z and +z setup. The advantage of the +z beam pipe is clearly seen in the lower
amount of material around -angles 30 to 40 mrad, i.e. the region where the ducial volume
cut is made. A comparison of silicon hit multiplicities for the dierent beam pipe thicknesses
and dierent amounts of material is given in Figures 28 and 29.
3.2 Silicon Manufacturing and Assembly
The silicon wafers were manufactured by Micron Semiconductor [11]. The layout was made with
an accuracy of 1{2 m, more than adequate for our needs. The wafer thickness is 300 20 m,
leading to an expected signal of about 25000e for a minimum ionizing track. There is a 100m
insulating SiO
2
layer between each strip. The other main specications were that the wafers
be cut with an accuracy of 30 m; the typical leakage current per strip should be 1 nA; the
total leakage current should be less than 1 A; a maximum of 1(2) strips on the r(') wafers
are allowed with a leakage current of up to 100 nA, while all other strips should have a leakage
current of less than 20 nA.
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Figure 14: Overview of the silicon tracker. The cutout shows an r wafer mounted on
its printed circuit board. The detector support and the connectors for the analog,
bias, power and control signals for each half of the detector are also shown.
22


















0.5 1.875 1.0 Pitch (mm)
Beam pipe (+z)
Beam pipe (−z)
Figure 15: The prole of the beam pipe in radiation lengths on the  z and +z sides.
The angular coverage of the BGO calorimeter and the silicon tracker (SLUM) is also
indicated.
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Two dierent coatings were used to protect the wafers: Silox is a scratch resistant silicon
dioxide coating, while Polyimide is a scratch and moisture resistant coating. No dependence of
the performance of the wafers on the coating has been observed. The eect of these coatings
on the leakage currents is discussed in Section 3.4.
The method used to mount the wafers is shown in Figure 16. The wafers were glued onto
the printed circuit boards (PCB) using epoxy glue. Each strip is bonded to a gold pad on
the printed circuit board using 30 m aluminum wire. The bias voltage connection to the




















Figure 16: A detailed view of a corner of an r wafer.
nitrogen ows through the assembled detector in order to reduce the sensitivity to changes in




The mechanical precision of the wafer support was specied to be better than 30 m. This
was achieved using 8 mm thick Stesalit plates as the detector support. The plates are split in
the horizontal plane to allow the detector to be installed. Alignment pins ensure that they t
together within the 30 m accuracy and the reproducibility of the assembly was found to be
good to 3 m.
Rather than positioning the silicon wafer on the PCB with high precision, part of the board
was milled away to allow the silicon to touch 3 stainless steel alignment pins. These pins were
inserted into the Stesalit plates to the nominal 30 m accuracy. The wafer and PCB assembly
was pushed against the alignment pins and clamped in place. Eight wafers are mounted on
each side of the plate to give a 1.5

overlap in  between adjacent wafers.
After assembly, the positions of the silicon wafers were measured using an optical bench.
A photograph of one detector during the measurement is shown in Figure 17. The position of
the survey marks and of the boundary between the rst and second r strips were measured for
each plate, with an accuracy of 3 m, before the detector was fully assembled. After 1 year
of operation the detector was removed, reassembled and the position of the r wafers that are
visible when the covers are removed (50% of the total) was checked. The radii of the silicon
wafers reproduced the previous measurements to within 4 m, consistent with the measured
reproducibility of the alignment pins used to connect the two half-plates, and with the accuracy
of the measuring machines.
The r.m.s. deviation of the position of the wafers from a circle is 26m, consistent with the
accuracy of the cutting of the wafers and the positioning of the alignment pins. The average
24
Figure 17: Photograph of a silicon detector during optical survey. The eight r wafers mounted
on one side of the Stesalit plate can be seen. The survey head is positioned at the center of the
detector. The three layers are visible as are the cables used to connect the ' and the r PCBs.
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radius is within 23 m of the nominal radius (76mm) and has an r.m.s. of 11 m from layer to
layer, showing that the construction of the detector was well within the specications, both in
absolute geometry and in the variation between detectors.
An uncertainty on the absolute radius of the detector of 6 m is assigned. This takes into
account the absolute measurement accuracy of the machines, the reproducibility of the assembly
and the fact that only half of the r wafers were remeasured.
The radius is corrected for the temperature dierence between the measurements and that of





in good agreement with expectations. The uncertainty of the operating temperature is included
in the systematic error.
3.4 Leakage Current Measurements
The performance of the wafers is monitored online by measuring the total leakage current
through each wafer. A sudden increase can be an indication of radiation damage. Since the
bias voltage is applied through a large resistor which is in series with the silicon wafer, an
increasing current leads to a drop in the actual bias voltage and eventually to wafers that are
not fully depleted.
During 1993 and 1994 the currents were monitored and the results are shown in Figure 18 for























Figure 18: (a) The average leakage currents, as monitored online since the instal-
lation of the detector in L3, for the wafers coated with Polyimide (top) and Silox
(bottom). (b) A blowup of the period at the beginning of 1994.
in the behavior of the wafers with the two dierent coatings. The wafers coated with Silox
show a slowly increasing current each time the bias voltage is turned on. While the wafers with
the Polyimide coating do not show an increase in time, the current starts at a higher value.
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Although the wafers with dierent coatings do behave dierently, it is hard to conclude which
coating is best. For both coatings no increase is observed in the maximum current from year
to year, i.e. there is no indication of radiation damage.
To make sure that the position reconstruction is not aected by the increasing currents
(a current of several A through the strips could inuence the linearity of the ampliers), a
separate study was performed to determine if the increase is similar in the strip area and in the
guard ring. A dedicated setup was used where (Silox-coated) ' wafers which are not mounted
on printed circuit boards were measured. The leakage current was measured separately in each
strip and in the guard ring. The area of the guard ring is comparable with the area of a strip.
The current was measured as a function of time after the bias voltage has been switched
on. It took ve minutes to measure the current in all of the strips and the measurements were
made every ve minutes for a period of one week. After the bias had been switched o for one
week, the sensor was remeasured in the same way. The results of these measurements can be
seen in Figure 19. It is clear that the rise in the current is conned mainly to the guard ring.



















a)  b)  single strip single strip
guard ring guard ring
Figure 19: (a) The current measured in a typical strip (top) compared with that
in the guard ring (bottom). (b) Shows the second measurement 1 week later. The
transient behavior is clearly reproducible.
The nature of the leakage current is examined by studying the behavior of the current as a
function of the applied voltage. For this purpose the bias voltage is increased from 0 to 100 V
in small steps. The currents for the guard ring and a typical strip are shown in Figure 20.
The leakage current can be divided into a thermally induced current (generation current)
and a surface component. The diusion current, caused by generation of electron hole pairs
outside the depletion layer, is neglected. The generation current is proportional to the size
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Figure 20: The current as a function of the applied bias voltage (a) through a single
strip and (b) through the guard ring. The solid line represents a t to the data
points.
remains constant. The surface current mainly runs around the edges of the sensors and through
the protective layer on the surface. This current is dependent on environmental conditions such
as humidity and temperature and its behavior is not well understood.
To quantify the eects of the surface current a t is made using the following equation for
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The assumption is made that the surface current increases linearly with the applied bias voltage
from 0 to 100 V. The oset is introduced to absorb the osets due to the measuring device. A
separate t is made to the measured currents of a strip and of the guard ring. The generation
current is kept constant in the t, once full depletion has been reached. For this sensor the
depletion voltage was measured to be 10 V. From the t results (shown in Figure 20 and
Table 3) it is concluded that the behavior of the current in the guard ring is dominated by
surface eects. In the strips the contribution of the surface component is negligible (of the
same order as the oset). Using the constants determined from the t to determine the current
at 50 V (normal operation), the contributions of the two components are as shown in Table 3.
3.5 Bias Voltage Supply
The silicon wafers are reverse biased using a 100V supply which has a maximum current output
of 0:5 A. The readout electronics are powered by two 5 V linear power supplies. The power
fanout system is designed such that the bias voltage for each wafer can be individually switched
on/o and adjusted and the leakage current can be monitored. The voltage for all wafers was
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Table 3: Results of the t for the voltage dependence. The overall error on the
current measurement is about 0.2 nA. The contributions of the generation and the
surface currents at a bias voltage of 50 V are also given. Note that the generation
current is assumed to be constant once the full depletion voltage (10 V in this case)
is reached.
initially set to 50 V. Due to a high leakage current the applied voltage for one wafer was
increased to 60 V in 1994.
Figure 21 shows a circuit diagram of a single bias voltage channel. The reverse bias of a
wafer can be changed by adjusting the resistor \RG", and the leakage current is monitored
by measuring the voltage ( 0:15 V) across the 100 k
 resistor \R4". The resistor \R4" is
placed on the bias voltage line rather than the ground return, because the bias supply and
the 5 V supply have a common ground. The voltage across the resistor is buered using
two operational ampliers (OPAMPs) and read out via CAMAC. The bias voltage to a wafer
(as shown in Figure 21) can be turned o by applying a small voltage ( 2 V) to the power
MOSFET transistor \T5". Figure 21 shows the schematic diagram for the circuit that produces
the voltage to power the OPAMP (OP290GP). The values for the resistors and the capacitors
are set such that all the supply voltages for the OPAMPs rise and fall with approximately
the same time constant (  3 s) as the bias voltage, in order not to produce a big voltage
dierential which could damage them. Interlocks are set to protect the system by putting a
lower and an upper bound on the expected current/voltages.
3.6 Front-end Electronics
The silicon wafers are read out using amplex [9] chips. One chip, with an input of 16 channels,
contains a preamplier, a shaping amplier and a multiplexer. The ' wafer has 64 channels and
is read out with four amplex chips. The r wafer with 96 strips is read out with six amplex
chips. In the readout the output of one sector is daisy-chained: one ' and two r wafers are
read out sequentially at a rate of 1 MHz from 4 + 6 + 6 amplex chips, which produces a train
of 256 pulses, representing 256 channels. The full detector consists of 16 sectors on each of the
two sides ( z;+z). In total 8192 strips are read out.
The amplex chip has two dierent modes. In tracking mode, the input charge is collected.
In hold mode, the charge is stored on a capacitor until either the channel is read out or the
amplex is switched back to tracking mode. The shaping amplier has a typical shaping time
of 700 ns. Thus the track-to-hold switch is made about 700 ns after each bunch crossing.
The amplex chip is switched back to track mode when a full readout cycle is completed
in order to be ready for the next event. The register is cleared so that it points to the rst




































) R1=2 R2=2 R3=50 R4=100 R5=2000
Resistors (k
) R6=2 R7=2 R8=10 R9=50 R10=100
Capacitors C1=2.2 pF C2=1 F C3=150 F C4=68 nF C5=100 nF
Figure 21: Bias voltage circuit and the circuit to power the operational ampliers.
Note that resistor \R10" and transistor \T5" are common to both circuits. The
values of the resistors and capacitors are given in the table.
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is critical. The timing scheme is discussed in more detail below.
In the electronic design, the ' board plays the role of the master board. All the control
signals that the amplex chips need are received by the ' board and transmitted to the r boards.
In addition, a setup is included on the printed circuit board which allows the combination of
printed circuit board and silicon wafer to be tested. A voltage modulation on the bias voltage
on the backplane of the silicon wafer is applied, which tests all the strips of the silicon wafers
simultaneously. Testing the electronics on the board is done by pulsing either the odd-numbered
or the even-numbered input pads of the amplex chips (via capacitive coupling).
3.7 Readout
The Flash ADC (FADC) system consists of four functional modules which are installed in
separate VME crates. The readout is very similar to the readout of the central tracking chamber
of the L3 experiment, the Time Expansion Chamber, TEC [10]. The FADC is used as a fast
ADC for many silicon channels, rather than for sampling a slow pulse as it is used for the TEC.
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Figure 22: Readout of the silicon tracker.
Analog line receivers (ALR) convert the dierential signal that is sent from the front-end
readout at the detector into a signal between 0 and 1 V. The output of each ALR channel,
which corresponds to one sector (256 strips), goes to a single FADC channel. The FADC has
6 bits, i.e. a full range of 63 counts. The data from the FADC are then passed to a Data
Reduction Processor (DRP).
Two FADCs are combined with one DRP in a VME module. The FADC is able to convert a
pulse train of analog signals into digital signals, which are synchronized using a clock signal with
a frequency of 1 MHz that is sent from the Luminosity Connector Module (LCM). The FADC
digitizes the signal on the rising edge of the clock signal. As the FADC system is designed to










Figure 23: Timing of an event cycle during a global run. The dotted lines indicate
that the edge of a given signal sets the signal to which the arrow points.
500 s, the LCM generates a further 768 clocks at high frequency (100MHz) after the rst 256
at 1 MHz.
The LCM also provides the necessary interface signals between the readout system and the
silicon timing module (Carillon [12]). The Carillon controls the timing variables and the test
pulsing of the detector itself. It uses programmable delays in order to synchronize, among
others, the track/hold and reset signals on both sides ( z,+z) of the detector in dierent run
modes. In order to check the detector and the readout, it can send test pulses to the backplane,
the odd-numbered strips or the even-numbered strips of the silicon wafers.
The values of the timing delays, the run mode and the dierent variables in the test mode
can be set via a terminal (RS232) line. Programs and values are stored in an EPROM so that
the Carillon can work completely stand-alone. After every external reset or power failure, the
program which is stored in the EPROM automatically resets all parameters in such a way that
the Carillon is ready for global data taking.
A large reduction in the number of channels read out is achieved in the DRP. Only the
channels above a certain threshold are read out. To do this the pedestal values and their
widths are stored in the DRP modules. Separate pedestal runs, internal to the FADC system,
are used to calculate the thresholds. These are checked with data taken through the full readout
chain. The threshold is set to 1 count above the pedestal.
The crate master (CM) is responsible for transport of the data from the DRPs to the
Databox and for downloading programs and data into the DRPs. When a DRP is nished
with processing, its data are sent to the Databox. The Databox then sends the data from the
silicon tracker to the Fastbus memory, from which it is read out by the L3 data acquisition.
The readout system is controlled by a program, TAROT, running on one of the online Vax
computers, which also controls the downloading of the software for the CM and DRP [13].
3.8 Timing of the Event Cycle
The important timing signals used in the silicon readout are shown in Figure 23. This descrip-
tion is valid for a situation in which the LEP machine is running with 8 8 bunches. The time
between two bunch crossings in the detector is 11.1 s, and the detector has to be switched to
tracking mode about 7 s before the bunch crossing (see Section 3.9). This switching time is
set by the \local BCO" signal, which is generated from the standard L3 \beam cross" signal.
As discussed above, the L3 Level-1 trigger signal from the BGO calorimeter is only available
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about 1 s before the next bunch crossing. Therefore, a special \fast" trigger was built using
the analog sum signal from each BGO calorimeter. The trigger was constructed using NIM
discriminators rather than the FERA system used for the main trigger, in order to avoid the
delay due to the digitization of the signal. The fast-trigger signal is available about 3 s after
the bunch crossing. The trigger was found to have an ineciency of 1.2% in 1993 using the same
threshold on each side. The eciency was improved for the 1994 run by splitting the analog
signal and using a high energy threshold on one side and a lower threshold on the other side
in the same way as the normal double-tag trigger. The ineciency was then 0.2%. It should
be emphasized that the purpose of this fast trigger is only to decide whether the information
from the silicon detector for a bunch crossing should be kept.
The event cycle depends on whether there is an L3 Level-1 trigger or not, and also on
whether the fast trigger red:
 A positive fast-trigger decision and a Level-1 trigger cause the amplex signals to be kept
in hold and the detector to be read out.
 A positive fast-trigger decision and a Level-1 abort cause the data for the next bunch
crossing to be set to 0, as the tracking time is too short.
 A positive Level-1 trigger, but no fast trigger, causes the data for the current event to be
set to 0.
 A negative fast trigger and a Level-1 abort mean that the detector is put into tracking
mode at the right time and is ready for the next bunch crossing.
3.9 Pedestals and Noise
The amplex pedestal depends strongly on the length of time that the amplex is in tracking
mode, if this time is less than 8s. A plot of the average pedestal and the r.m.s. of the pedestal
values as a function of the time in tracking mode is shown in Figure 24. From this gure it is
clear that the amplex should be in tracking mode for at least 7 s. For this reason the fast
trigger described above had to be built.
The average pedestal and pedestal width for the  z and +z sides as a function of time in
1993 are shown in Figure 25. The improvement in the pedestal width on the +z side in the
middle of the year was due to a change in the grounding of the detector.
During the silicon tracker prototyping, the noise was studied in order to identify and quantify
the dierent sources. The noise due to the wafer leakage current is negligible compared to the
signal left by a minimum ionizing particle (typically 25000e). The capacitive noise comes from
the strip, its trace and the amplex capacitance. The total capacitance is between 30 and 40 pF
per channel, which leads to a noise of 1400 to 1800e [9].
The noise was also measured as a function of the bias voltage. This is shown in Figure 26.
It can be seen that the noise is constant once the detector has reached full depletion (about
30 V). The noise measurement can be translated into a total detector capacitance and a silicon
strip capacitance. The values are in good agreement with the predictions given above.
For each wafer and each region of the wafer, one strip is always read out. These strips are
used to estimate the correlated noise for each type of strip. The correlated noise is largest for
the large r strips and is in general proportional to the strip area. After applying the correction,



































Figure 24: Pedestal values and the r.m.s. of the pedestal values as a function of the




















































Figure 26: The noise (expressed as the \equivalent noise charge" (ENC) in units of
electron charge) as a function of the bias voltage. R1 are the small strips (0.5 mm),
R2 the large strips (1.875 mm) and R3 the medium-sized strips (1.0 mm).
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Figure 27: Silicon pulse height distribution (pedestal subtracted). Full scale is 63
counts and the pedestals are typically 20 counts. The peak at about 28 counts
corresponds to 3 particles traversing a strip. The enhancement around 43 ADC
counts is due to overows of the FADC.
3.10 Detector Performance
Figure 27 shows the pulse height distribution of all silicon strips in ADC counts. Using the fact
that the noise is 0.7 ADC counts, the signal to noise ratio is: S/N=14.
In total 3 dead channels were found in 1993 and 5 dead channels in 1994. This represents
a negligible loss.
A silicon strip hit is dened if the following conditions are both valid:
 The strip has a pulse height at least 5 counts above its pedestal value.
 The strip has a pulse height at least its r.m.s. pedestal width above its pedestal value.
The second condition is generally less severe than the rst. It serves to prevent noisy strips






















Figure 28: The silicon multiplicity distribution for the small strips in the rst r layer
on both the  z and +z sides.
The multiplicity distribution of the number of strips that satisfy the two conditions above
is shown in Figure 28. Only an area of (r;') = (5 mm;2:5

) in front of an energy
deposition in the BGO is considered. The distributions clearly show a dierent behavior for
the  z and +z sides. The observed multiplicities are strongly correlated with the amount of
material seen by a traversing particle before it enters the silicon detector. Figure 29 shows the
eect as a function of the amount of material in front of the silicon wafer, as studied in a test
beam. From here it can be seen that the amount of scattering caused by the thickness of the
beam pipe is consistent with the test beam measurements. Note that the GEANT [4] based
Monte Carlo slightly underestimates the multiplicity.
Given that the fast trigger red, the eciency for nding a hit in front of the most energetic
cluster in the BGO is 98.4% and 99.2% for the small r strips on  z and +z, respectively.
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Figure 29: Test beam study of the fraction of events with either one or two silicon
strips hit as a function of the amount of material in front of a wafer. The lines are
a straight-line t to the data points.
39
3.11 Coordinate Reconstruction Algorithm
The direction of a charged Bhabha track is reconstructed in a two-step procedure. In the rst
step, the track is assigned the coordinates r and ' of the hit strip in the detector reference
frame. The precision of these coordinates is mainly determined by the precision of the inter-
nal geometric alignment of the silicon wafers. In the second step, the track is assigned the
coordinates  and  in the physics reference frame. In this step, the precision of the external
geometric alignment of the silicon detector is crucial. The external alignment is discussed in
detail in Section 4. The (; ) coordinates are used to decide whether the event lies inside the
ducial volume.
Note that the particle hits expressed in detector coordinates are of a discrete nature, gov-
erned by the strip granularity of the detector. In the transformation to the physics frame this
discrete nature is resolved by assigning each track a specic position on a strip. The hit posi-
tion is obtained by smearing the position over the strip, taking into account the expected 1=
3
particle distribution over the surface of the strip and assuming a uniform distribution in .
The impact position of the most energetic BGO cluster is used as a starting point for
the analysis using the silicon detector. A window of (r;') = (5 mm;2:5

) is formed
around the reconstructed BGO impact point. Only silicon hits which lie within this window
are considered.
In the process of determining the impact position of the particle, the following situations
can occur:
 There are no hits inside the window. There can be two causes:
{ The silicon fast trigger did not re for this event. This happens for 1.2% of the
Bhabha events in 1993 and 0.2% in 1994.
{ The track which caused the energy deposition did not leave a hit in the detector.
This occurs for 1.6% of the events close to the ducial volume cut on the  z side
and 0.8% of the events on the +z side.
In both situations the event is not lost, but the impact point of the BGO calorimeter is
used for further analysis.
 There is only one strip hit. In this case the position of this strip is assigned to the
impact position of the particle. This happens for 52% of the events close to the ducial
volume boundary on  z and for 80% on +z. The analysis of single hit events is relatively
straightforward and has the least danger of introducing biases in the event selection
procedure.
 There is more than one hit. This has two main causes:
{ A shower in the material preceding the detector (the beam pipe or the detector box)
occasionally creates additional particles.
{ A silicon strip which has a pedestal uctuation above the cut value.
This situation occurs for 46% of events on  z and 19% on +z.
In the analysis no dierence is made between events where the BGO impact point is used
and events where the silicon hits are used. Thus, it is important that the relative geometrical
positions of the two detectors are well understood.
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Three dierent algorithms have been investigated for events with multiple strip hits, in
order to avoid a biased reconstruction of the impact point in the detector.
 Random assignment: the impact point of the particle is assigned at random to one of the
strips hit.
 Average assignment: the impact point is calculated as the average of the individual strip
hits.
 Pulse height weighted assignment: the impact point is calculated by assuming the multiple
hits to be caused by a \mini shower". The impact point is obtained according to a center-
of-gravity method.
A Monte Carlo study showed that the position resolution in the pulse height weighted method
was best. The luminosities calculated using all 3 methods have been compared. The dierence
between the the results of the average method and those of the pulse height weighted method
is at the 10
 5
level, while the random method gives a luminosity 0.02% higher. The average
method has been used for the other systematic checks given below. Given the excellent agree-




Bhabha events are selected using the calorimetric measurement in the BGO to provide a back-
ground free sample of events, and the silicon tracker to select only those events that are con-
tained in a precisely dened ducial volume. Since the event selection procedure combines the
information of the calorimeter and of the tracker, the alignment of the two detectors must be
known to a high precision. This alignment is done using the Bhabha events themselves.
4.1 Detector Positions
The following must be determined:
 The total distance between the  z and +z silicon detectors using survey measurements.
 The position of the BGO modules in the silicon reference frame.
 The transverse position of the silicon with respect to the beam axis.
 The longitudinal position of the silicon with respect to the vertex.
The procedures to determine these quantities are described in the following sections.
4.1.1 Survey Measurements
The total z distance between the silicon detectors at the  z and +z sides of the interaction
point is obtained by an optical survey measurement. For this purpose the detector is equipped
with four mechanical survey rods which allow the position of the silicon to be measured with
respect to the L3 reference frame. Due to a mechanical instability of the mounted survey rods,
the optimal precision of this measurement (0.3mm) was not obtained in 1993. Furthermore, as
indicated in Figure 25, the external cabling of the +z detector was modied during the 1993 run
to reduce the pedestal width. This changed the rotation angle of the detector about the x-axis.
This change in position prevented a direct comparison between the survey measurements before
and after the run. The comparison was done after the displacement had been corrected for using
the results of the alignment t discussed below. The precision obtained on the measurement
of the total distance between the detectors during the 1993 run was 1.6 mm. The mechanical
stability of the survey rod system and of the detector support was improved for the 1994 run.
During this run, no detector displacements occurred and a precision of 0.4 mm on the total
distance between the detectors was obtained.
4.1.2 Positioning of BGO vs. Silicon
In order to match the geometrical position of the silicon and the BGO detectors, a two-step pro-
cedure is used. In the rst step, the global position of each BGO module (( x; z), (+x; z),
( x;+z), (+x;+z)) is determined in the coordinate frame of the silicon detectors. In the sec-
ond step, an additional alignment correction is applied independently to each of the 16 BGO
sectors in both detectors. After alignment, the reconstructed impact position of a particle in
the BGO calorimeter is expressed in the coordinates of the silicon frame.
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Global Fit
In the global t, each of the four BGO modules is treated independently. In order to compare
the measurement of the silicon tracker with that of the BGO calorimeter, they need to be
extrapolated to a common z position. The position used is that of the shower maximum inside
the BGO (z
S
). The shower maximum position is determined using the integrated amount of
material seen by an electron emerging from the interaction point. This position is mainly
determined by the dense BGO material but also, to a somewhat lesser extent, by the material
in front of the detectors, i.e. the beam pipe. As is shown in Figure 15, the amount of material
seen by a traversing particle diers for the two detector sides. Moreover, it depends on the polar
angle of the emerging particle. These eects are considered in the alignment t by extrapolating

























() the amount of material in the beam pipe as a function of , expressed in


















These extrapolated silicon hits are used to perform a 
2
minimization of the distance be-
tween the BGO and silicon points where the following osets of a BGO half-detector with









: the z-oset, i.e. the position of the shower maximum,
4. 
rot
: the azimuthal rotation angle.
The results of the alignment procedure are summarized in Figure 30, which compares the
measurements of the polar angle, #, and azimuthal angle, ', obtained from the BGO and








) vs. the azimuthal angle
before the alignment are shown in Figures 30(a) and (b), respectively. The projections of these








) axes after the global alignment are shown
as the dashed histograms in Figures 30(c) and (d).
Alignment osets up to 3 mm in the transverse direction between the two detectors were
found and corrected for. The same t procedure is applied to the data as well as the Monte
Carlo in order to treat them consistently. The accuracy of the t is estimated by comparing the
t results from dierent time periods, as well as by comparing the t results from the Monte
Carlo with the true geometry. The precision obtained in the global alignment procedure is
estimated to be 0.1 mm for the x and y osets, 1 mm for the average z position of the shower
maximum and 1 mrad for the rotation angle, 
rot
. The osets can then be used to transform
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vs. '. (c) and (e) show the




axis before (dashed histograms) and after (points)
the sector correction and a comparison with the Monte Carlo (solid histograms).







In a second step, the oset of each BGO sector with respect to the global t is determined.









sector. The radial and azimuthal osets of each sector are then adjusted such that the average
of each distribution is 0. The correction has a typical magnitude of 0.1 mm both in the r and
' directions and never exceeds 0.5 mm (0.2 mm) in r (').
The eect of the sector corrections is visible in the reduction of the widths of the distributions
in Figures 30(d) and (e). After the complete alignment, the distributions from the data and
the Monte Carlo agree (shown in Figures 30(e) and (f)), demonstrating that the alignment of
the detectors is well understood.
3)
4.1.3 Transverse Positioning of the Silicon
In the next step, the silicon detector position is determined with respect to the beam axis. This
alignment is also obtained from the data. The aim is to determine the osets in x and y of









). This is done using two separate ts.
The rst t to determine the osets is based on the fact that for a perfectly aligned detector
the event rates should be independent of the azimuthal angle, . If there is an oset, the event
rate as a function of the azimuthal angle in the shifted coordinate frame (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are the boundaries of the ducial volume cuts and z is the z coordinate
of the silicon detector.
The same t is also applied to the fully simulated Monte Carlo events, where the osets are
found to be compatible with zero. The results of the t to the data are shown in Table 4. The
accuracy of the t method is found to be about 0.2mm, from a study using a simplied Monte
Carlo that includes typical osets and rotations.
In Figure 31 the azimuthal event density distribution is compared with the Monte Carlo
before and after the correction. Before the correction, a sine-wave signal is seen in the data,
indicating a detector oset. After the correction, the data and Monte Carlo agree.
The second t to determine the rotation is made using the theta measurements from the
rst and second r-measuring detector layers. In Figure 32, the dierence between these mea-
surements is plotted versus the azimuthal angle, . In this plot, rotations of the detector around
its internal x and y axes show up as sine and cosine waves, respectively. This allows a very
accurate determination of the rotation of the detector. The results of these ts are included in
Table 4. In addition, the scatter of the points after the correction can be used as a direct check
on the optical survey measurements used to determine the wafer positions. The r.m.s. of the
3)





























Figure 31: Azimuthal event density distribution (a) before and (b) after the geome-
































) between the  measurements of the two r silicon
strip layers versus the azimuthal angle . The data before the rotation correction
(circles) and after (squares) are shown. The histogram shows the results of the
Monte Carlo simulation.
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93A 93B 93C 94
 z +z  z +z  z +z  z +z

x
(mm) -0.95 1.40 -1.04 0.99 -1.25 1.08 1.83 -1.34

y
(mm) 0.09 -0.44 0.18 -1.03 0.29 -1.02 -0.42 -1.78

x
(mrad) -12.5 8.9 -12.2 8.8 -12.0 3.1 5.2 -4.8

y
(mrad) -5.1 -0.1 -5.2 -0.2 -5.3 -0.4 -9.2 -2.6
Table 4: The t of the silicon detector position for the 1993 running periods. The
precision of the osets is about 0.2 mm and the precision of the rotation angles is
about 0.2 mrad. The change in 
x
, due to the change in the external cabling of the





) distribution corresponds to a scatter in the wafer positions of 11m. The correspond-
ing number in the Monte Carlo is 8 m. Assuming that the dierence between the data and
the Monte Carlo is due to the uncertainty in the wafer position, an extra scatter of 7m on the
wafer position for the data is obtained. This corresponds to an additional uncertainty of 2 m
on the average radius of each layer, which is small compared to the overall 6 m uncertainty
on the detector geometry.
4.1.4 Longitudinal Positioning of the Silicon
The nal luminosity is obtained by averaging the event rates observed within the ducial volume
at both sides of the interaction point, This cancels to rst order the eects of a displacement
of the interaction point with respect to the center of the detector. To obtain the best possible
luminosity measurement for each detector separately, the distance of each detector with respect
to the vertex must be determined. The average position of the interaction point is measured
using the collinearity of the Bhabha events. This position can be compared with the geometric
center of the L3 experiment, assuming that the silicon trackers are at the positions determined
from survey. The oset of the interaction point from the center was  0:2 mm in 1993 and
 0:1mm in 1994. The error on this position is dominated by systematics and has been estimated
to be 0.3 mm by tting the Monte Carlo using the same method and comparing dierent ways




Bhabha events are triggered using the luminosity, single-tag and double-tag triggers (Sec-
tion 2.2). The events used in the luminosity calculation are required to have passed the
double-tag trigger. Bhabha events are selected using the calorimetric measurement in the
BGO to provide a background free sample of events, and the silicon tracker to select only those
Bhabhas that are contained in a precisely dened ducial volume.
5.1 Event Selection
A sample Bhabha event is shown in Figure 33. The plot shows the outline of the BGO crystals
in grey and the borders of the silicon detector in black. The energy depositions in the BGO
crystals are presented as black squares, with an area proportional to the energy deposition.
The line segments indicate the silicon strips which contained a reading above threshold for this
event. The line thickness indicates the size of the silicon strip. Ideally, a single Bhabha electron
causes a hit in three silicon strips and deposits its energy in approximately 25 BGO crystals.
With a minimum energy cut of 200 MeV on the energy in a crystal, on average 12 crystals are
used in the t to the shower shape (Section 2.3), which yields the energy of the particle and
its point of impact in the detector. The energy requirements for an event to be classied as a
Bhabha are:




 The reconstructed energy of the most energetic cluster on the opposite detector side
should be E > 0:4E
beam
.
 If the most energetic cluster on one side has E > 0:95E
beam
, the minimum energy require-
ment on the other side is reduced to 0:2E
beam
.
The asymmetric energy cut means that most radiative Bhabha events are accepted and mini-
mizes the eect of any malfunctioning crystals. The last cut selects a small fraction ( 0:1%)
of events observed in the 1994 data, where the electron or positron passes between the crystals
and only deposits a small amount of energy in the calorimeter. The number of such events
depends on the orientation of the detector with respect to the beam and can therefore vary
from year to year.
In addition, a Bhabha event must pass an acoplanarity requirement:






The selection of the Bhabha events inside the ducial volume relies on the coordinate re-
construction, mainly using the hits in the silicon tracker. The ducial volume is dened by
asymmetric requirements (with respect to the detectors) in order to be insensitive to osets of
the detectors with respect to the beam axis. In practice, this means that a Bhabha is required
to pass a tight cut on one side of the detector and, simultaneously, a loose cut on the opposite
side. The ducial volume for the Bhabha sample is chosen such that each selected Bhabha
event is fully contained in the detector in order to avoid edge eects in the reconstruction. The
requirements are:
49









































Figure 33: A Bhabha event in the luminosity monitor. The BGO crystals are
displayed in grey and the circular outline of the silicon detector in black. The energy
detected in the BGO is shown by squares, the areas of which are proportional to
the amount of energy deposited. The hits in the silicon detector are shown by
highlighted line segments. Note that the silicon strips and BGO crystals are shown
in cylindrical coordinates. Since they are located at dierent z positions, the silicon
hit occurs at a somewhat smaller radius than the BGO impact point.
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 Tight: The polar angle must be in the domain: 32 <  < 54 mrad.









 Loose: The polar angle must be in the domain: 27 <  < 65 mrad.









The cuts on the azimuthal angle ensure that the selected events are away from the vertical
plane, because this region is insensitive due to the split in the BGO calorimeter.
The resulting energy distribution for Bhabha events is displayed in Figure 34. The distribu-

















Figure 34: Observed energy of the Bhabha electrons divided by the beam energy for
1993. The circles correspond to the data, the histogram to the Monte Carlo. The
slight excess at high energies in the data is due to the overlap of a Bhabha event
with a shower from a beam gas interaction.
tions for the acoplanarity and for the polar angle are shown in Figures 35 and 36, respectively,
where they are also compared with the Monte Carlo. All the alignment corrections described
in the previous section have been applied. The data and Monte Carlo are normalized to the
same area.
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The theta distribution is shown both for the  z and +z sides. The  z distribution shows
an enhancement of events at the low theta edge. This eect is due to Bhabha events at even
lower polar angles in which the particles scatter from the beam pipe into the ducial volume.
The eect is reduced on the +z side, where the beam pipe is eectively thinner. The eect
of the ared part of the beam pipe is seen on the +z side in the region between 42 mrad and
52 mrad. Here, the otherwise smooth distribution is somewhat distorted due to the presence
of one radiation length of material in front of the detector. However, this distortion causes no
harm as the ducial volume cuts are applied in the smooth part of the distribution. The tight
ducial volume cuts are indicated in the plot.























Figure 35: The acoplanarity distribution of the Bhabha events. The circles indicate
the data and the histogram is the BHLUMI Monte Carlo result. The position of the
cut is indicated by the vertical arrows and the sideband region, which is used for























Figure 36: The polar angle distribution of the reconstructed Bhabha events for the
 z and +z sides from the data and the Monte Carlo. The position of the tight
ducial volume cut is indicated by the arrows.
53
5.2 Visible Cross Section













= 91:25 GeV using the BHLUMI V2.01 Monte Carlo program [2]. At the
generator level, the momentum transfer variable, t, is required to be in the range 0:83 < t <
83:0 GeV
2
, which corresponds to a polar angular range of approximately 0:020 <  < 0:200 rad
for the scattered electron and positron, comfortably including the complete coverage of the
detector. The generated events are passed through the L3 simulation program [4]. The dead
crystals for each year of detector operation are also killed in the reconstruction of the Monte
Carlo events.





! () process (0.02%) must be added to the visible cross section. The small









not coplanar and is therefore accounted for by the  sideband background subtraction proce-
dure described below. The visible cross section is based on a sample of 11.2 million generated
and fully simulated events. The systematic uncertainty in the visible cross section due to the
Monte Carlo statistics is 0.06%. The theoretical uncertainty due to the approximations used
in the BHLUMI V2.01 calculation is estimated to be 0.25% [2]. A new version of BHLUMI,
V4.03, has an improved theoretical precision of 0.11% [3]. The dierence between the accepted
cross sections for the two versions of BHLUMI, determined using a generator-level simulation
of the detector, is negligible: (0:02  0:03)%. An uncertainty of 0.11% is therefore assigned as
the estimate of the systematic uncertainty due to theory.
The energy dependence of the t-channel contribution to the cross section is also estimated





smaller than the lowest-order (s
0
=s) expectation.
The contribution of the Z-exchange diagram in BHLUMI V2.01 is a zeroth-order calculation.
For the main contribution, the -Z interference, an O() calculation is necessary for a high
precision luminosity measurement. An exponentiated version of this calculation has recently
been included in BHLUMI V4.03 [3]. The Monte Carlo generator BABAMC [14] contains an
O() prediction without exponentiation. Since the Bhabha Monte Carlo detector simulation
has been run using BHLUMI V2.01 at
p
s = 91:25 GeV with the zeroth-order Z-exchange
contribution included, the Z eect can either be removed from BHLUMI V2.01 and replaced
with the more accurate determination from BABAMC or be evaluated directly with BHLUMI
V4.03. The tted Z contribution as a function of
p
s, evaluated using the two methods, is
shown in Figure 37. The systematic error on the BABAMC contribution is estimated to be
0.03%, which is the same as the result found in Reference [15].
In Figure 37 it can be seen that the Z contribution determined using the two methods is in
good agreement for center-of-mass energies below the Z whereas there is a small, but signicant
dierence above the peak, which is due to the photon exponentiation. For the nal visible cross
section we therefore use the Z interference term calculated using BHLUMI V4.03 and assign a
systematic error of 0.015% [3] for the uncertainty.
At
p
s = 91:25 GeV the visible cross section including all corrections is 69:62  0:04 nb.
5.3 Background
The number of background events in the nal sample is estimated using the sidebands of the
acoplanarity distribution. An attempt is made to select background events by demanding that








. In addition, the event
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Figure 37: The Z contribution to the small-angle Bhabha cross section, as calculated
using BHLUMI V4.03 and BABAMC in the region of the Z pole.






. The background present in the nal
Bhabha sample is then estimated by assuming that the background distribution is at in the
acoplanarity variable . The number of selected background events in the sidebands are




. The same algorithm is applied






= (2:87  0:12)  10
 4







(2:53  0:18)  10
 4














is the accepted number of Bhabha events inside the ducial volume, 
vis
is the
visible cross section for Bhabha scattering in the same ducial volume and " accounts for any
ineciency in the data that is not included in the Monte Carlo, e.g. the trigger. Since the silicon
detector has two theta-measuring planes on either side of the interaction point, the number of
accepted Bhabha events can be measured four times. Based on the information from each of
these four layers the event selection criteria are applied as described in Section 5.1.
For each layer, i, an event, j, is given a weight, W
j
i
, of 1 if it passes the energy and
acoplanarity cuts and is inside the tight ducial volume for layer number i and inside the loose
ducial volume cut on the other side. Otherwise it is given a weight of 0 for that layer. The
number of Bhabha events per layer, N
Data
i










































































During the 1993 run, 7:6  10
6
triggers were recorded, yielding N
Data
w
= 2:3  10
6
accepted








of simulated BHLUMI V2.01 events, N
MC
gen
, was 11:2 10
6
, out of which N
MC
w




Using the above denitions, the luminosity corresponding to a tight ducial volume in layer












































center-of-mass energy correction, f





! () and f
Z
(s) is the -Z






































are a separate integrated luminosity measurement for each silicon detector
r layer (used for the systematic error study). Note that L
w





However, numerically they agree within 1 part in 10
6
.
5.5 Radiative Bhabha Events
Radiative eects are important for a precise measurement of the luminosity. There is a rela-
tively large contribution to the systematic uncertainty due to incomplete modeling of higher
order eects in the Monte Carlo event generators for Bhabha scattering. There is also an inter-
play between the Bhabha event selection criteria on one hand and the combination of photon
radiation and an imperfect detector geometry on the other, because radiative events are not
necessarily collinear and therefore osets of the beam with respect to the detector no longer
cancel.
To investigate the modeling of radiative eects, two very dierent topologies of radiative
Bhabha events are selected:
1. Radiative Bhabha events where, in addition to the scattered electron or positron, there
is a photon in one of the BGO calorimeters. These are labeled as \nal-state" photon
events.
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2. Radiative Bhabha events where, in addition to the scattered electron and positron, a
photon escapes along the beam direction. These are labeled as \initial-state" photon
events.
Theoretically, photons from initial and nal-state radiation are indistinguishable; the names
\initial-state" and \nal-state" are only used to identify the two selected event samples. Typical
examples of such events are shown in Figure 38.
The event selection and the comparison of real and simulated data for these two event
samples are discussed below. Both samples are obtained by the addition of selection criteria
to a slight modication of the standard Bhabha event selection cuts discussed in Section 5.1.
Particles are identied with a cluster in the BGO calorimeter; the kinematic variables (E; ; )
of these clusters are dened as in Section 2.3 including the use of SLUM coordinates as dened
in Section 3.11. The dierences from the standard Bhabha event selection are:
(a) The ducial volume ranges from 32   55 mrad and is the same for both sides of the
interaction point, i.e. no tight-loose selection. The initial-state events are not collinear,
and therefore the loose ducial volume cut has much more eect on the event selection.
(b) For the nal-state radiative events, the kinematic variables of two particles reconstructed
within a single BGO calorimeter are combined into a single \particle" via an energy-
weighted vector addition.
5.5.1 Monte Carlo Predictions
For the study of radiative Bhabha scattering, the BHLUMI V2.01 event generator is used. At
the generator level a Bhabha event sample is selected using the selection criteria described in
the previous section. In this sample, the energies and momenta of all generated photons are
summed to yield the total photon energy and momentum. Events with a total photon energy of
less than 0:05E
beam
are ignored. Subsequently, the polar angle of the total photon momentum
is used to characterize the selected event: initial-state radiation if the polar angle is below
20 mrad, and nal-state radiation if the polar angle is in the range 32{55 mrad.
Figure 39 shows the e

energy distribution for all selected Bhabha events, as well as for the
samples selected as initial and nal-state radiation. For the L3 detector geometry the initial
and nal-state radiation samples amount to about 10% and 1.5% of the selected Bhabha event
sample, respectively. This provides a quantitative estimate of the relative importance of initial
and nal-state radiation eects. It also explains why care is required to avoid biases in the










 event is shown in Figure 38(a). Three distinct electromagnetic showers
can be identied in the BGO calorimeter. The BGO calorimeters alone do not allow a distinction
between a  and an e

, and there is both too much material and too much variation in the
amount of material in front of the silicon tracker to make a reliable separation between charged
and neutral particles. Therefore, the photon is identied as the least energetic of the two
showers in a calorimeter. Events with more than two clusters on one side are rejected. Some
of these events have two nal-state photons, a small fraction are two Bhabha events from the
same bunch crossing and the others are nal-state radiation with beam-gas contamination.
































































































 (\nal-state") event with all three
nal-state particles detected in the luminosity monitor. The 2 particles in sector









() (\initial-state") event. In this case, the presence of a photon is
deduced from the lack of energy-momentum balance.
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energy distribution for all Monte Carlo Bhabha events. The initial-
state radiation and nal-state radiation events are indicated separately.
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comparison between the data and the Monte Carlo, no correction to the cross section is applied.
The eect is estimated to be less than 1% of the nal-state radiation cross section. The eect on
the luminosity measurement is negligible since most of these events pass the standard Bhabha
selection criteria.
Only photons with an energy exceeding 0:10E
beam
are retained. For a genuine radiative
Bhabha event, the sum of the photon energy, E

, and the energy of the electron (or positron),
E
e
, must be close to the beam energy. To suppress the potentially large background due to









are rejected. The eect of this requirement can be seen in
Figure 40(a). This is the only additional requirement used to tag nal-state radiation.
In Figure 40(b), the measured dierential cross section for nal-state radiation is shown
as a function of the photon energy. The same gure also shows the BHLUMI Monte Carlo




is due to the photon identication requirement.
The data and simulation are in excellent agreement.















= 0:993  0:010  0:013;
where the rst uncertainty is due to statistics, mostly from the Monte Carlo simulation, and the
second uncertainty is due to systematics. The systematic error is estimated using the assump-
tion that the overall systematic error on the energy scale is 0.1%, as discussed in Section 2.4.










() candidate event, where the photon escapes along the beam line, is
shown in Figure 38(b). Such events are characterized by the presence of two energy deposits in
the BGO calorimeters: one with an energy close to the beam energy and one on the opposite
side of the interaction point with an energy substantially smaller than E
beam
. Events with
more than one cluster on one side are rejected. The sample of events with more than one
cluster on one side consists mostly of events with both an initial-state and a nal-state photon.
However, slightly more events of this type are selected in the data than in the Monte Carlo.
This enhancement is assumed to be caused by initial-state events contaminated with a beam-gas
interaction. The dierence between the data and Monte Carlo (1%) is used as a correction.
Conservation of transverse momentum imposes the following relationship between the mea-
sured energies, E

, and polar angles, 












This relation could be used to obtain an initial-state radiation enriched event sample. A better
method is to employ a kinematic t to test the hypothesis that the complete event consists of





































































Figure 40: (a) The energy of the most and the least energetic clusters within one
calorimeter, cluster 1 and 2 respectively, for nal-state radiation candidates. The
non-radiative events with an additional beam-gas interaction are clearly visible as
the horizontal band at the top. The diagonal area indicates the energy requirements
to select radiative events. (b) The dierential cross section for nal-state radiation
as a function of the fractional photon energy. The points are the data and the
histogram represents the BHLUMI Monte Carlo prediction.
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is the position resolution. The optimal photon energy, as well as improved
electron (and positron) energies and polar scattering angles, are determined from a minimiza-
tion of this 
2
. Only events with a 
2
< 5 are kept to separate the initial-state radiation
events from those Bhabha events with missing energy due to dead or malfunctioning crystals
or reconstruction failures.
The measured dierential cross section for initial-state photon radiation is given in Figure 41.
In the same gure the result of the simulation is also indicated. The data and the simulation
are in good agreement. To quantify the comparison, only events with a tted photon energy
exceeding 0:1E
beam
are kept. This sample amounts to about 4% of the total Bhabha event















= (0:980  0:007  0:012);
where the rst uncertainty is again due to statistics, mostly from the Monte Carlo simulation,
and the second uncertainty is due to the systematics. If the energy threshold in the data is
shifted with respect to the Monte Carlo by the uncertainty in the energy scale of 0.1%, the
change in the above ratio is 1.2%. This shows the need to accept the events in the radiative tail





are shifted by 0.1% in the data with respect to the Monte
Carlo, the change in integrated luminosity is less than 0.01%. Since no systematic dierence
between the data and the Monte Carlo is observed, no additional error is assigned to the
luminosity determination apart from the theoretical error of 0.11% given in Section 5.2.
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Figure 41: Dierential cross section for initial-state radiation. The points are the
data and the histogram represents the BHLUMI Monte Carlo prediction.
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5.6 Systematic Error Summary
The systematic errors on the luminosity determination are summarized in Table 5. In this table,
the errors for a luminosity measurement based on the BGO calorimeter only [16] are compared
to those which include the silicon tracker.
4)
The error due to event selection is estimated by
Contribution to L=L (%)
Source BGO Analysis BGO+Silicon Analysis
1993 1994
Trigger Negligible Negligible Negligible
Event Selection 0.3 0.04 0.05
Background Negligible Negligible Negligible
Geometry 0.4 0.06 0.03
Total Experimental 0.5 0.08 0.05
Monte Carlo Statistics 0.06 0.06
Theory 0.11 0.11
Total 0.5 0.15 0.14
Table 5: Systematic uncertainties on the luminosity measurement.
varying each of the event selection cuts over a realistic domain and summing the contributions
in quadrature. The results are shown in Figure 42 for the 1993 data and in Figure 43 for the
1994 data. The error bars shown in these plots indicate the error due to the change in statistics
of each point with respect to a reference point (the nominal cut value) indicated by the arrow.
The horizontal lines represent the systematic error assigned to each quantity. The total error
assigned to event selection is 0.04% in 1993 and 0.05% in 1994. The increased error due to
the E
max
cut in 1994 is caused by events where the particle passes between the crystals and
so deposits less energy. Such events mostly aect the distribution above the nominal cut of
0:8E
beam
. Below the cut the size of this eect can be seen to be small. A systematic error of
0.03% is assigned to this cut.
The uncertainties due to the detector geometry are summarized in Table 6. In 1993, the
main source of error was the knowledge of the distance in z between the silicon detectors. In
1994, the knowledge of the wafer positions, temperature and z distance each contributed about
the same amount. The 1994 error of 0.026% is common to both years.
The total experimental systematic error is 0.08% for 1993 and 0.05% for 1994. The total
systematic error on the luminosity is 0.15% for 1993 and 0.14% for 1994, where 0.14% of this
error is fully correlated between the two years.
Since each of the four r-measuring layers of the silicon detector can be used to determine
the luminosity, the individual measurements of the layers can be compared as a consistency




, are shown in
Figure 44. The horizontal line in the gures is for an error of 0.06%. This is derived from the
event selection error, the wafer position error and the error due to the z vertex of 0.3 mm (see
Section 4.1.4). The measurements are seen to agree within the experimental systematic error.
4)
The theoretical error for a measurement with the BGO calorimeter only is the same as for one with BGO +
silicon. The error quoted in Reference [16] for the Monte Carlo generator, BHLUMI V2.01 has therefore been


























































Figure 42: The fractional change in the measured luminosity as a function of the
values of the dierent cut variables in 1993. The standard cut value for each variable
is indicated by an arrow. The systematic error assigned is shown by the horizontal
lines in each plot. The variables are: (a) the tight minimum angle cut, (b) the tight
maximum angle cut, (c) the minimum energy cut, (d) the maximum energy cut, (e)


























































Figure 43: The fractional change in the measured luminosity as a function of the
values of the dierent cut variables in 1994. The standard cut value for each variable
is indicated by an arrow. The systematic error assigned is shown by the horizontal
lines in each plot. The variables are: (a) the tight minimum angle cut, (b) the tight
maximum angle cut, (c) the minimum energy cut, (d) the maximum energy cut, (e)
the acoplanarity cut and (f) the tight vertical gap cut.
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1993 1994
Variation Error Variation Error






z distance 1:6 mm 0.060% 0:4 mm 0.016%
Total geometry 0.063% 0.026%
Table 6: The contributions of the uncertainty in the detector geometry to the sys-
tematic error.
1993





















































Figure 44: The ratio of the integrated luminosity in each of the r-layers to the nal
integrated luminosity, L
w




cuts in 1993 and
1994. For clarity, the statistical error on only one of the ratios, due to the change




With a combination of a BGO calorimeter and a 3-layer silicon tracker in the L3 detector at
LEP, the absolute luminosity has been measured with an experimental precision of 0.08% in
1993 and 0.05% in 1994. Combining the experimental error with that due to limited Monte
Carlo statistics (0.06%) and the uncertainty on the theoretical cross section (0.11%) gives a
total uncertainty of 0.15% in 1993 and 0.14% in 1994. As a check a comparison between data
and Monte Carlo for radiative Bhabha events shows excellent agreement.
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