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Abstract
The purpose of this note is to contribute some general points on a recent paper by Ledberg and Wennberg (BMC
Med Res Meth 14:58, 2014) which need to be rectified. They advocate the capture-removal estimator. First, we will
discuss drawbacks of this estimator in comparison to the Lincoln-Petersen estimator. Second, we show that their
evaluation of the Chao estimator is flawed. We conclude that some statements in Ledberg and Wennberg with
respect to Chao’s estimator and removal estimation need to be taken with great caution.
Main text
In a recent paper, Ledberg and Wennberg [1] propose to
use the capture-removal estimator (Otis et al. [2]; Seber
[3]; Borchers et al. [4]; ch. 5) for estimating the size of a
hidden population from register data. It is assumed that a
register has registrations from M occasions with M > 1.
These occasions refer to different points in time so that
they are chronologically ordered. The approach, at any
occasion, consists of considering only new registrations
and ignore those that have been identified before. Under
the assumption that registration is independent at occa-
sions and probability of registration is homogeneous a
likelihood function can be determined and maximized
in the two parameters involved, the probability of regis-
tration and the size N of the population. Below we will
first show, for two occasions, that the capture-removal
estimator can have drawbacks in comparison with the
Lincoln-Petersen estimator. Then we will show that the
evaluation of the Chao estimator, given by Ledberg and
Wennberg, is flawed.
M = 2 occasions
We consider the case of two occasions, M = 2. This
is the simplest possible case and also allows an easy
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comparison with the Lincoln-Petersen estimator and the
bias-corrected Chapman estimator (Borchers et al. [4]).
Let, as in Ledberg and Wennberg [1], denote with n1 all
registrations at occasion 1 (here every occasion is a new
registration) and with n2 all registrations at occasion 2
that were not yet registered at occasion 1. For the setting
of M = 2 occasions it is possible to derive the maxi-




n1−n2 , assuming that n1 > n2 which may or may
not be met in practice. We denote this estimator as NˆR,
index R for removal. For comparison, we consider the
Lincoln-Petersen estimator given as NˆLP = n1(m+n2)m and
the Chapman estimator given as NˆCh = (n1+1)(m+n2+1)(m+1) .
We will show that the latter two estimators are the bet-
ter choice in the following two situations: first, when the
assumption of constant and occasion-independent inclu-
sion probabilities of the capture-removal estimator are
met, the Lincoln-Petersen and the Chapman estimators
are generally more efficient. Second, when the assumption
of homogeneous inclusion probabilities that underlies
the capture-removal estimator is not met, the capture-
removal estimator is biased whereas the Lincoln-Peterson
and the Chapman estimators are not. However, when
there is behavioral response, i.e. after an inclusion the
probability of the next inclusion increases, the Lincoln-
Peterson and the Chapman estimators are biased down-
wards whereas the capture-removal estimator might be
© 2015 Böhning and van der Heijden. Open Access This article is distributed under the terms of the Creative Commons
Attribution 4.0 International License (http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution,
and reproduction in any medium, provided you give appropriate credit to the original author(s) and the source, provide a link to
the Creative Commons license, and indicate if changes were made. The Creative Commons Public Domain Dedication waiver
(http://creativecommons.org/publicdomain/zero/1.0/) applies to the data made available in this article, unless otherwise stated.
Böhning and van der Heijden BMCMedical ResearchMethodology  (2015) 15:51 Page 2 of 5
less biased depending on the constellation of marginal dis-
tributions and occasion dependency. We note that in the
biological literature the first condition is known asM0 for
the inclusion probability being constant over time (under
which the removal estimator is derived) and the second
condition is known as Mt for the inclusion probability
varying with occasions (under which the Lincoln-Petersen
and Chapman estimators are derived), whereas behavioral
response isMb.
To illustrate we have done the following simulation
study. The population size is N = 1000 and we looked at
different scenarios of registration probability. Let p1 be the
registration probability at occasion 1 and p2 at occasion 2,
registration is independent from occasion. Table 1 shows
the mean and standard deviation of the Lincoln-Petersen,
the Chapman and the removal estimator, respectively, for
different settings. All simulation results are based upon
1000 replications. In setting 1 and 2 of Table 1 we look
at equal registration probabilities, but the second setting
has smaller ones. Both give reasonable mean results but
the Lincoln-Petersen and Chapman estimators have the
smaller standard deviation. Also, the variance of both esti-
mators increase if the registration probability decreases.
For setting 3 and 4 of Table 1, registration probability for
occasion 2 is larger than for occasion 1. Here, the capture-
removal estimator overestimates, in particular for setting
4 where it becomes almost useless. On the contrary, for
setting 5 and 6 of Table 1, where the registration prob-
ability for occasion 2 is lower than for occasion 1, the
capture-removal estimator underestimates, for setting 6
quite seriously. In all six settings, the Lincoln-Petersen and
the Chapman estimators are giving unbiased estimates
although the variance increases when the registration
probabilities become small. For fairness, we also show
simulation results for two settings where the removal
estimator is doing better than the Lincoln-Petersen and
Chapman estimators. This is in the case of behavioral
response, i.e. once observed for the first time the proba-
bility for a second observation increases. In setting 7 at
the first occasion is 0.50, but at the second occasion it
increases to 0.30/(0.30+0.20) = 0.60 for those who have
been already observed. In setting 8 this second conditional
probability increases from 0.50 to .375/(.375+.125) = 0.75.
In these two situations the removal estimator outperforms
the Lincoln-Petersen and Chapman estimators. The last
two settings 9 and 10 are two further examples of behav-
ioral response and show that also the capture-removal
estimator can be seriously biased. The reason is that the
capture-removal estimator, at least in the way it is used
by Ledberg and Wennberg, requires that the conditional
probability for capture at occasion 2 given no capture at
occasion 1 has to be identical to the unconditional proba-
bility of capture at occasion 1 (see Borchers et al. [4], p.76)
which is not fulfilled in these last two settings.
Multiple occasions
We would like to make a second point considering M
occasions. In the case of homogeneity and independence
the probability of observing exactly y registrations for a
unit is given by the binomial P(Y = y) = (My
)
py(1−p)M−y,
where p is the probability of a registration at any, fixed
occasion. Then, the Chao estimator (Chao [5]) of hidden
units, the frequency of units with exactly zero registra-
tions, is given as fˆ0 = M−1M
f 21
2f2 , which is asymptotically
Table 1 Simulation results for registration system with two occasions. p11 is the probability for capture at occasion 1 and occasion 2,
p10 is the probability for capture at occasion 1 but not at occasion 2, and so forth. The marginal probabilities for capture at occasion 1
and 2 are p1 = p11 + p10 and p2 = p11 + p01, respectively. In settings 1 to 6 inclusion on occasion 1 is independent of inclusion on
occasion 2. In settings 7 and 8, occasions become dependent (odds ratio larger than 1) but the conditional probability for capture at
occasion 2 given no capture at occasion 1 is identical to the unconditional probability for capture at occasion 1, the capture-removal
estimator works fine. In settings 9 and 10, those conditional and unconditional probabilities are different and the capture-removal
estimator breaks down
LP Chapman Removal
Setting p1 p2 p11 p10 p01 p00 N¯LP SD N¯Ch SD N¯R SD
1 0.5 0.5 0.25 0.25 0.25 0.25 1001 31 1000 31 1007 59
2 0.3 0.3 0.09 0.21 0.21 0.49 1006 77 1000 76 1064 262
3 0.5 0.6 0.30 0.20 0.30 0.20 1002 27 1001 27 1271 113
4 0.3 0.35 0.105 0.195 0.245 0.455 1004 66 1000 65 1825 6475
5 0.5 0.3 0.15 0.35 0.15 0.35 1000 48 998 47 714 21
6 0.3 0.1 0.03 0.27 0.07 0.63 1021 155 999 146 392 17
7 0.5 0.55 0.30 0.20 0.25 0.25 955 28 955 28 1003 57
8 0.5 0.625 0.375 0.125 0.25 0.25 834 18 834 18 1009 56
9 0.3 0.1 0.065 0.235 0.035 0.665 464 34 462 34 340 15
10 0.5 0.5 0.4 0.1 0.1 0.4 625 17 626 17 625 17
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unbiased where asymptotics refer to N and fx is fre-
quency of units with exactly x registrations. If M is large
it becomes the Chao estimator under Poisson sampling
that is mentioned in Ledberg and Wennberg [1]. Clearly,
the asymptotic unbiasedness result holds under homo-
geneity for any M, although the variance is smaller the
larger M is. There is also a biased-corrected version of
Chao’s estimator which reduces the small-sample bias
under homogeneity, but for the sake of brevity we will
not consider this bias-corrected estimator here. If there
is heterogeneity in registration (this is referred to in the
biological literature asMh) then the result in Chao ([5, 6])
says that the estimator represents only a lower bound.
This is also why Chao’s estimator is also called the lower
bound estimator. The underestimation bias is mostly small
in comparison with other estimators that assume homo-
geneity. When M is becoming larger the underestimation
bias will also become smaller in an absolute sense. This
occurs since the number of registered users s = ∑Mi=1 fi
will become larger and the number of units not observed
becomes smaller. This is because the probability of a unit
remaining undetected will decrease with M becoming
large as can be seen from the following equation (binomial
sampling under heterogeneity) P(Y = 0) = ∑Jj=1(1 −
pj)Mwj → 0, asM approaches∞, where pj is the probabil-
ity of registration in subpopulation j and wj its associated
subpopulation weight. Hence the following statement in
the discussion of Ledberg and Wennberg [1] is unsound
and needs to be revised:
Assume that registrations are followed over a period of
time. Since estimates obtained by Chao’s estimator
should not strongly depend on the duration of the time
period used, similar estimates should be obtained if the
first half of the time period is used compared to if the
whole time period is used.
Clearly, in the case of heterogeneity, the bias of Chao’s
estimator is smaller when a larger number of occasions is
considered. To illustrate this point we have done a small
simulation experiment. The true N is 200 and all results
are based upon 1000 replications. In the first setting, the
population is homogeneous with p = 0.1. In the second,
setting we assume a subpopulation structure with equal
weights wj = 0.5 allocated to p1 = 0.3 and p2 = 0.05.
In Table 2, s¯ denotes the mean of the number of observed
different users (averaged over the 1000 replications), f¯0
denotes the mean of the estimated frequency of hidden
units f0 (averaged over the 1000 replications), and SD(fˆ0)
its estimated standard deviation. For an unbiased estimate
we should have that s¯ + f¯0 = N , in our case 200. For set-
ting 1, this is practically the case, although the standard
deviation is better for M = 10 in comparison to M = 5.
For setting 2, the estimator experiences bias, with a value
Table 2 Chao’s estimator for registration system withM
occasions and true N = 200
M = 5 M = 10
Setting p1 p2 s¯ f¯0 N¯ SD(fˆ0) s¯ f¯0 N¯ SD(fˆ0)
1 0.1 0.1 82 120 202 52 130 70 200 20
2 0.3 0.05 106 40 156 13 137 29 166 10
of 54 for M = 5 and a value of 34 for M = 10, the
latter being clearly smaller than the former. The reason
for this bias is that the lower bound of Chao’s estimator
will only be reached under homogeneity and in setting 2
there is heterogeneity. In such a practical situation it pays
off to have a longer observation period. However, if the
observation period is taken to be too long, the violation of
the assumption of a closed population may become more
likely.
We conclude that the capture-removal estimation
approach can be useful under certain (but not all) constel-
lations of behavioral response. However, it is sensitive to
violations of registration homogeneity and independence
of occasions, as pointed out in Borchers et al. ([4]; Ch.
5). If the Lincoln-Petersen approach can be used instead
it is the better choice for two reasons: it does not require
identical registration probabilities in the occasions (the
marginal distributions in Table 3 do not need to be equal),
and secondly, makes full use of the available information
in Table 3 (the removal estimator uses only the marginal
information for occasion 1), so that the Lincoln-Petersen
estimator has the better efficiency.
It has been seen that some statements in Ledberg and
Wennberg on Chao’s estimator, in particular on its inde-
pendence of the number of occasions, need to be revised,
especially, if there is population heterogeneity. Even if
there is homogeneity the variation for the entire period
will be considerably smaller than for the first half-period.
It might be better to compare the Chao estimator for
different periods of equal size.
From our perspective, Chao’s estimator remains as one
of the most useful estimators in the area. We recently pro-
posed a generalization of Chao’s estimator that can take
covariates into account (Böhning et al. [7]). Thus observed
population heterogeneity can be modelled and the lower
Table 3 Registration system with two occasions
Occasion 2
1 0
1 m n1 − m n1
Occasion 1
0 n2 x
m + n2 N
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bound provided by this covariate adjusted estimator will
be closer to the true population size than the unadjusted
estimator.
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Introduction
We are happy about the attention our publication
“Estimating the size of hidden populations from register
data” [1] has received and would like to use this opportu-
nity to clarify what our paper is about and what it is not
about.
What our paper is about
In our paper we are considering the problem of estimating
the size of an incompletely sampled population. The par-
ticular case we have in mind is that when a given indi-
vidual in the population has constant probability, per unit
time, of being first registered, but once registered the
probability of future registrations might change, perhaps
radically. (We use ’registered’ in a general sense here; the
analogous concept in the ecological literature would be
’captured’, or ’trapped’). This case is of interest to us since
we believe that it could serve as an approximate model
for epidemiological data. As an example, consider the
“population” of heavy drug users. Assume that there is
a constant probability that heavy drug use leads to con-
tact with the health care system for the first time (and
a registration). One possible outcome of such a contact
is that the client enters a treatment program that implies
regular contacts with the health care system (for exam-
ple methadone maintenance treatment). Consequently,
the probability that this particular individual is registered
again is very high (close to one). Indeed, that the prob-
ability of registration is history dependent seems to us a
generic feature of this type of data. In the literature on
population estimation in ecology this history dependence
is often called behavioral response [e.g. [2]]. In keeping
with this terminology (of [2]) we call this scenario Model
Mb. In other words, our paper suggests modeling (some
types of ) epidemiological data using Model Mb, and to
use the maximum likelihood estimator derived under this
model [3].
In our paper we evaluate the performance of this maxi-
mum likelihood estimator under the scenario we consider,
and show when it is applicable, and when it is not (Figure
2 in [1]). In particular, we show that for the estimator to
be useful a certain fraction of the population should be
sampled, and this fraction depends on the total size of
the population (Figure 2 in [1]). An important result is
that the estimator is robust under moderate heterogeneity
with respect to the probabilities of first registration of dif-
ferent individuals, i.e. they need not be identical for the
estimator to be useful (see Figure 3 in [1]). Another con-
tribution is that we show that some other estimators, that
have been used on data that could be reasonably modeled
using ModelMb, can have a substantial bias when applied
to data fromModelMb. In particular, we show that an esti-
mator that can be derived assuming that the data follow
a truncated Poisson distribution, can have a substantial
bias, and that this bias can be positive, i.e. it might lead
to an overestimation of the population size (see Figure 6
in [1]).
What our paper is not about
Estimating the size of hidden populations is a problem
that has been treated by many authors and there are many
different methods in use. The basic idea in deriving a
measure (an estimator) is to start with a particular sce-
nario (model) for the registrations, and from this model
derive an estimator. Thus, key aspects of a real situation
(e.g. drug users interacting with the health care system)
are captured in an idealized model (Model Mb in our
case), and given this model an estimator is derived (max-
imum likelihood estimator in our case). The estimator
is then strictly valid only under the model considered.
We certainly do not suggest that the maximum likelihood
estimator should be used if the data at hand are better
described by other models (such as Models M0 orMt , for
example). Indeed, that an estimator derived under model
A does not perform well when applied to data generated
under model B is neither surprising nor informative for its
performance under model A.
Our paper does not provide an evaluation of other esti-
mators, and our evaluation of the maximum likelihood
estimator is done only under some particular scenarios.
We have no particular attachment to the estimator we
propose but for the type of data we are interested in it still
seem a most reasonable choice (given, of course, that a
sufficient fraction of the population is sampled). Böhning
and van der Heijden do not suggest another estimator
that works better in this case, something we interpret
as them being in tacit agreement with us. Perhaps con-
trary to these workers, we do not believe in a “universal
estimator” that should always be used. Rather, as we sug-
gest in our paper, application of several estimators, relying
on different assumptions, might provide complementary
information about the data at hand and might help in
getting more reliable estimates.
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