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ON NON-UNIFORM SPECIFICATION AND UNIQUENESS OF
THE EQUILIBRIUM STATE IN EXPANSIVE SYSTEMS
RONNIE PAVLOV
Abstract. In [2], Bowen showed that for an expansive system (X, T ) with
specification and a potential φ with the Bowen property, the equilibrium state
is unique and fully supported. We generalize that result by showing that the
same conclusion holds for non-uniform versions of Bowen’s hypotheses in which
constant parameters are replaced by any increasing unbounded functions f(n)
and g(n) with sublogarithmic growth (in n).
We prove results for two weakenings of specification; the first is non-uniform
specification, based on a definition of Marcus in ([14]), and the second is
a significantly weaker property which we call non-uniform transitivity. We
prove uniqueness of the equilibrium state in the former case under the as-
sumption that lim infn→∞(f(n) + g(n))/ lnn = 0, and in the latter case when
limn→∞(f(n) + g(n))/ lnn = 0. In the former case, we also prove that the
unique equilibrium state has the K-property.
It is known that when f(n)/ lnn or g(n)/ lnn is bounded from below, equi-
librium states may not be unique, and so this work shows that logarithmic
growth is in fact the optimal transition point below which uniqueness is guar-
anteed. Finally, we present some examples for which our results yield the first
known proof of uniqueness of equilibrium state.
1. Introduction
A central question in the theory of topological pressure is knowing when a dy-
namical system (X,T ) and potential φ : X → R admit a unique equilibrium state.
Often, such proofs use as hypotheses a mixing/shadowing property for the system
(X,T ) and a regularity condition on the potential φ.
One of the first and most important results of this type was proved by Bowen
in [2], using the hypotheses of expansiveness and specification on (X,T ) and the
so-called Bowen property on φ. Informally, (X,T ) is expansive if there exists a fixed
distance δ so that any unequal points of X will be separated by distance at least
δ under some iterate of T . Specification is the ability, given arbitrarily many orbit
segments, to find a periodic point of X whose orbit “shadows” (meaning it stays
within some small distance of) those orbit segments, with gaps dependent only on
the desired shadowing distance. The Bowen property is simply boundedness (w.r.t.
n) of the differences of the partial sums Snφ(x) = φ(x) + φ(Tx) + . . .+ φ(T
n−1x)
over pairs (x, y) whose first n iterates under T stay within some predetermined
distance. (See Section 2 for formal definitions.) Bowen’s theorem can then be
stated as follows.
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Theorem 1.1. ([2]) If (X,T ) is an expansive system with specification and φ is
a Bowen potential, then (X,T ) has a unique equilibrium state for φ, which is fully
supported.
The assumptions of specification for (X,T ) and the Bowen property for φ each
have associated constant bounds independent of a parameter n; for specification
there is the bound f(n) on the gap size required between shadowing orbit segments
of length n, and for the Bowen property there is the bound g(n) on the associated
variation of the nth partial sum.
The main results of this work show that the same conclusions hold even for
unbounded f(n) and g(n), as long as they grow sublogarithmically with n. We
have results using two different versions of specification; the first is called non-
uniform specification, and the second, much weaker, property is called non-uniform
transitivity.
Theorem 1.2. If (X,T ) is an expansive dynamical system (with expansivity con-
stant δ) with non-uniform specification with gap bounds f(n) (at scale δ), φ is a po-
tential with partial sum variation bounds g(n) (at scale δ), and lim infn→∞
f(n)+g(n)
lnn =
0, then X has a unique equilibrium state for φ, which is fully supported.
Theorem 1.3. If (X,T ) is an expansive dynamical system (with expansivity con-
stant δ) with non-uniform transitivity with gap bounds f(n) (at scale δ), φ is a po-
tential with partial sum variation bounds g(n) (at scale δ), and if limn→∞
f(n)+g(n)
lnn =
0, then X has a unique equilibrium state for φ, which is fully supported.
Remark 1.4. Though our hypotheses for these results are stated for scale δ equal
to the expansivity constant, standard arguments (here given as Lemmas 3.1 and
3.2) show that they are equivalent at any scale less than δ.
Remark 1.5. For non-invertible surjective (X,T ), there is a canonical way to
create an invertible system (X ′, T ′) called the natural extension. It’s well-known
that the natural extension has the same simplex of invariant measures as that of
the original system, and so Theorems 1.2 and 1.3 can also be applied to any (X,T )
whose natural extension satisfies their hypotheses. In particular, we note that
whenever (X,T ) is positively expansive (see Theorem 2.2.32(3) of [1]), its natural
extension is expansive.
We also prove results about preservation of these properties under expansive
factors and products, which are unavoidably a bit technical, and so we postpone
formal statements to Section 3.
In particular, the preservation under products that we prove allows us to use an
argument of Ledrappier ([13]) to prove strong properties of the equilibrium state
from Theorem 1.2.
Corollary 1.6. For any (X,T ) and φ satisfying the hypotheses of Theorem 1.2
and associated unique equilibrium state µ, (X,T, µ) is a K-system.
Since K-systems have positive entropy, this also answers a question of Climen-
haga from [4] about so-called hyperbolic potentials. Following [10], a potential φ
is said to be hyperbolic for (X,T ) if every equilibrium state has positive entropy.
Climenhaga’s question was the following:
Question 1.7 ([4], Question 3.20). Is there an axiomatic condition on a subshift
(X,T ), weaker than specification (perhaps some form of non-uniform specification),
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guaranteeing that every Ho¨lder potential on (X,T ) is hyperbolic? Is there such a
condition that is preserved under passing to (subshift) factors?
Since K-systems have positive entropy and Ho¨lder potentials on subshifts are
Bowen (see, for instance, [5]), Corollary 1.6 gives the following positive answer.
Corollary 1.8. The class of subshifts (X,T ) with non-uniform specification with
gap bounds f(n) satisfying lim infn→∞ f(n)/ lnn = 0 is closed under (subshift)
factors, and for any such subshift, every Ho¨lder potential is hyperbolic.
We also collect results from the literature which demonstrate that when one of
f, g is 0 and the other quantity grows logarithmically, uniqueness of the equilibrium
state is still not guaranteed; this shows that our hypotheses cannot be weakened
by too much.
Full shifts correspond to the case f = 0, and for those there is the following
example, based on a classical example of Hofbauer from [9].
Theorem 1.9 ([3]). For every ǫ > 0, there exists a potential φ on the full shift
(X,T ) on {0, 1} with partial sum variation bounds g(n) < (1+ ǫ) lnn where (X,T )
has multiple equilibrium states for φ, whose supports are disjoint.
Remark 1.10. The example in [3], the so-called Double Hofbauer model, was ac-
tually for one-sided full shifts, rather than the two-sided ones treated here. Briefly,
they define the potential φ in terms of the largest nonnegative integer n where
x(0) = x(1) . . . = x(n). It is not hard to adapt this to a two-sided version, which
satisfies Theorem 1.9, by instead choosing maximal n for which x(−n) = . . . = x(n).
In fact, this is essentially the idea behind our later Example 5.9.
The case g = 0 corresponds to equilibrium states for constant φ, i.e. measures
of maximal entropy. There, we have the following result, proved independently in
[12] and [15].
Theorem 1.11 ([12], Lemma 6; [15], Theorem 1.1). For any positive increasing f
with lim infn→∞
f(n)
lnn > 0, there exists a subshift (X,T ) with non-uniform specifica-
tion with gap bounds f(n) and multiple ergodic measures of maximal entropy whose
supports are disjoint.
Remark 1.12. Theorems 1.2 and 1.11 completely answer the question of when
non-uniform specification forces uniqueness of the measure of maximal entropy for
expansive systems; this is the case if and only if lim infn→∞
f(n)
lnn = 0.
Remark 1.13. The reader may notice that there is a gap in the results we’ve
presented for full shifts; Theorem 1.9 shows that non-uniqueness can happen for
g(n) with limn→∞
g(n)
lnn arbitrarily close to 1, and Theorems 1.2 and 1.3 guarantee
uniqueness only when g(n)lnn approaches 0 in general or along a subsequence. In fact,
a careful reading of our proofs shows that these theorems hold as long as the limit
or liminf of g(n)lnn is smaller than
1
6 .
We chose not to use this as our hypothesis both due to an aesthetic preference for
f(n) and g(n) to be on equal footing, and because we wanted hypotheses invariant
under products in order to use Ledrappier’s arguments to prove the K-property for
the unique equilibrium state. However, it seems that the actual “transition point”
for g(n) is likely of the form C logn for 16 ≤ C ≤ 1, and it would be an interesting
technical problem to prove this and find the C in question; we will not, however,
treat that question in this work though.
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The techniques used to prove Theorems 1.2 and 1.3 are somewhat similar to
the proofs of previous weaker results from [15], which applied only to measures of
maximal entropy on subshifts and showed only that two such measures µ, ν could
not have disjoint supports. Roughly speaking, the proof in [15] involved combining
“large” collections of words based on µ and ν to create more words in L(X) than
there should be by definition of h(X,T ). The assumption of disjoint supports of µ
and ν implied that the words from the two collections could not have overlap above
a certain length, which ensured that all words created were distinct.
For the results in this work, several changes must be made. First of all, obviously
‘words’ must be replaced with ‘orbit segments shadowed by a very small distance’
for general expansive systems, and ‘number of words’ must be replaced by ‘partition
function for an (n, δ)-separated set’ for general potentials. These changes require
some technical results about changes of scale for expansive systems (see Section 3),
but the ideas are all essentially present in previous work of Bowen and others.
The main advance in this work is dealing with µ 6= ν whose supports may not
be disjoint. The best we can do then is to assume ergodicity of µ, ν, which implies
their mutual singularity, and therefore the existence of disjoint compact sets C,D
with µ(C), ν(D) arbitrarily small (and positive distance d(C,D)). The new idea
here is the use of the maximal ergodic theorem, which allows us to define “large”
collections of orbit segments based on µ and ν where all initial segments of ν-orbit
segments have a large proportion of visits to C, and all terminal segments of µ-orbit
segments have a large proportion of visits to D. This means that initial segments
of ν-orbit segments and terminal segments of µ-orbit segments are separated by
d(C,D) at some point, mimicking the lack of overlap from the proof in [15]. This is
enough to create an (n, δ)-separated collection by combining segments from the two
collections whose partition function is larger than the pressure P (X,T, φ) should
allow, achieving the desired contradiction.
Remark 1.14. In various works (including [5], [6], and [7]), Climenhaga and
Thompson have defined different weakenings of the specification property, which
allowed them to both generalize Bowen’s results in a different direction, even treat-
ing some non-expansive systems and continuous flows. Without going into full
detail here, their definitions involve decomposing all orbit segments of points in the
system into prefixes, cores, and suffixes, where the sets of possible prefixes/suffixes
are “small” in some sense, and where for any N , the collection of segments whose
prefix and suffix are shorter than N has specification (in the sense that one can
always find a point which shadows arbitrarily many such segments, of any lengths,
with constant gaps). Existence of such a Climenhaga-Thompson decomposition
is less restrictive than non-uniform specification in that specification properties
must hold only for a subset of orbit segments, but is more restrictive in that the
property required for that subset (weak specification) is significantly stronger. To
our knowledge, neither of non-uniform specification or a Climenhaga-Thompson
decomposition implies the other.
Finally, we summarize the structure of the paper: Section 2 contains relevant
definitions and background on topological dynamics, ergodic theory, and thermo-
dynamic formalism. Section 3 contains some results about preservation of various
hypotheses under changes of scale, expansive factors, and products. Section 4
contains the proofs of Theorems 1.2 and 1.3, including various auxiliary results.
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Finally, Section 5 contains some examples for which our results imply uniqueness
of equilibrium state and for which we believe this to be previously not known.
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2. Definitions
Definition 2.1. A dynamical system is given by a pair (X,T ) where X is a
compact metric space and T : X → X is a homeomorphism.
Definition 2.2. A dynamical system (X,T ) is expansive if there exists δ > 0
(called an expansivity constant) so that for all unequal x, y ∈ X , there exists
n ∈ Z for which d(T nx, T ny) > δ.
A particular class of expansive dynamical systems are given by subshifts, to
which the next few definitions refer.
Definition 2.3. Given a finite set A called the alphabet, a subshift (X,T ) is
given by X ⊂ AZ which is closed (in the product topology) and invariant under the
left shift map T defined by (Tx)(i) = x(i+ 1) for i ∈ Z.
Every subshift is expansive; simply choose any δ so that d(x, y) ≤ δ =⇒ x(0) =
y(0). Then, any x 6= y ∈ X must have x(n) 6= y(n) for some n, and then (T nx)(0) 6=
(T ny)(0), so d(T nx, T ny) > δ.
Definition 2.4. The language of a subshift (X,T ), denoted by L(X), is the set
of finite strings of letters from A (called words) which appear in some x ∈ X .
We now return to definitions for more general expansive systems.
Definition 2.5. Given an expansive dynamical system (X,T ) and any n ∈ N and
ǫ > 0, a set S is called (n, ǫ)-separated if for all unequal x, y ∈ S, there exists
0 ≤ k < n so that d(T kx, T ky) > ǫ.
Definition 2.6. Given a continuous function φ : X → R (called a potential),
the partial sums of φ are the functions Snφ : X → R defined by Snφ(x) =∑n−1
i=0 φ(T
ix).
Definition 2.7. For a dynamical system (X,T ) and potential φ, the nth partition
function of φ at scale η are the functions
Z(X,T, φ, n, η) := max
S is (n,η)−separated
∑
x∈S
eSnφ(x).
Definition 2.8. The topological pressure at scale η of (X,T, φ) is
P (X,T, φ, η) := lim
n→∞
lnZ(X,T, φ, n, η)
n
.
The topological pressure of (X,T ) for a potential φ is
P (X,T, φ) := lim
η→0
P (X,T, φ, η).
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Lemma 2.9 ([16]). If (X,T ) is expansive with expansivity constant δ, then for any
η ≤ δ, P (X,T, φ) = P (X,T, φ, η).
We also need some definitions from measure-theoretic dynamics. All measures
considered in this paper will be T -invariant Borel probability measures on X for
(X,T ) an expansive dynamical system, and we denote the space of such measures
by M(X,T ).
Definition 2.10. A measure µ on AZ is ergodic if any measurable set C which is
invariant, i.e. µ(C △ TC) = 0, has measure 0 or 1.
Not all T -invariant measures are ergodic, but a well-known result called the
ergodic decomposition shows that any non-ergodic measure can be written as a
“weighted average” (formally, an integral) of ergodic measures. Also, whenever
ergodic measures µ and ν are unequal, in fact they must be mutually singular
(written µ ⊥ ν), i.e. there must exist a set R with µ(R) = ν(Rc) = 0. (See Chapter
6 of [18] for proofs and more information.)
When a measure µ is ergodic and f ∈ L1(µ), the ergodic averages
1
N
N−1∑
i=0
f(T ix)
converge µ-a.e. to the “correct” value
∫
f dµ; this is essentially the content of
Birkhoff’s ergodic theorem. We will need the following related result, which deals
with the supremum of such averages rather than their limit.
Theorem 2.11 ([19], Theorem 2 (Maximal Ergodic Theorem)). For f ∈ L1(µ),
define M+f := supN∈N
1
N
∑N−1
i=0 f(T
ix). Then for any λ ∈ R,
λµ({M+f(x) > λ}) ≤
∫
M+f(x)>λ
f dµ.
The following corollary is immediate.
Corollary 2.12. For nonnegative f ∈ L1(µ) and Mf as in Theorem 2.11, and
any λ ∈ R,
µ({M+f(x) ≤ λ}) ≥ 1−
‖f‖1
λ
.
We note that by considering T−1 instead, both of these results also hold when
M+f is replaced by M−f := supN∈N
1
N
∑N−1
i=0 f(T
−ix).
We also need concepts from measure-theoretic entropy/pressure; for more infor-
mation/proofs, see [18].
Definition 2.13. For any µ ∈ M(X,T ), and finite measurable partition P of X ,
the information of P with respect to (X,T, µ) is
H(X,T, µ,P) :=
∑
A∈P
−µ(A) lnµ(A),
where terms with µ(A) = 0 are omitted from the sum.
Definition 2.14. For any µ ∈ M(X,T ) and finite measurable partition P of X ,
the entropy of P with respect to (X,T, µ) is
h(X,T, µ,P) := lim
n→∞
H
(
X,T, µ,
∨n−1
i=0 T
iP
)
n
.
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Note that by subadditivity, it is always true that H
(
X,T, µ,
∨n−1
i=0 T
iP
)
≥
nh(X,T, µ,P).
Definition 2.15. For any µ ∈M(X,T ), the entropy of (X,T, µ) is
h(X,T, µ) := sup
P
h(X,T, µ,P).
Definition 2.16. We say that µ ∈ M(X,T ) has the K-property if for every
partition P consisting of nonempty sets, h(X,T, µ,P) > 0.
Note that any µ ∈M(X,T ) with the K-property trivially has h(X,T, µ) > 0.
Definition 2.17. A partition P is a generating partition for (X,T, µ) if
∨
i∈Z T
iP
separates µ-a.e. points of X .
Theorem 2.18. If P is a generating partition, then h(X,T, µ) = h(X,T, µ,P).
By expansivity, any partition P of sets whose diameters are all less than δ is a
generating partition for all µ, and so we have the following fact:
Lemma 2.19. If (X,T ) is expansive with expansivity constant δ and P consists
of sets whose diameters are all less than δ, then h(X,T, µ) = h(X,T, µ,P) for any
measure µ ∈ M(X,T ).
The relationship between topological pressure and measure-theoretic entropy is
given by the following Variational Principle:
Theorem 2.20 ([16]). For any dynamical system (X,T ) and continuous φ,
P (X,T, φ) = sup
µ
h(X,T, µ) +
∫
φ dµ.
Definition 2.21. For any (X,T ), an equilibrium state for (X,T ) and φ is a
measure µ on X for which P (X,T, φ) = h(X,T, µ) +
∫
φ dµ.
Theorem 2.22. If (X,T ) is expansive, then the entropy map µ 7→ h(X,T, µ) is
upper semi-continuous.
As a corollary, if (X,T ) is expansive and φ is continuous, then it has an equi-
librium state; the upper semi-continuous function µ 7→ h(X,T, µ) +
∫
φ dµ must
achieve its supremum P (X,T, φ) on the compact space M(X,T ) (endowed with
the weak-∗ topology). In fact, the ergodic decomposition, along with the fact that
the entropy map is affine ([18], Theorem 8.1), implies that the extreme points of
the simplex of equilibrium states are precisely the ergodic equilibrium states. In
particular, any (X,T, φ) with multiple equilibrium states also has multiple ergodic
equilibrium states.
Definition 2.23 ([10]). A potential φ on (X,T ) is called hyperbolic if every
equilibrium state µ has h(X,T, µ) > 0.
Remark 2.24. Though this is not the original definition from [10], it was shown
to be an equivalent one in their Proposition 3.1.
Our remaining definitions pertain to the hypotheses used in Theorems 1.2 and
1.3. The first relates to the potential φ.
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Definition 2.25. Given a dynamical system (X,T ) and a potential φ, the partial
sum variations of φ at scale η are given by
V (X,T, φ, n, η) = max
{(x,y) : ∀0≤i<n, d(T ix,T iy)<η}
|Snφ(x) − Snφ(y)|.
We say that φ has partial sum variation bounds g(n) at scale η if g(n) ≥
V (X,T, φ, i, η) whenever i ≤ n.
Our remaining definitions are for specification properties on (X,T ). We first
need a general notion of shadowing.
Definition 2.26. Given a dynamical system (X,T ), ǫ > 0, points z, x1, . . . , xk ∈
X , and integers n1, . . ., nk, m1, . . ., mk−1, we say that z η-shadows (xi) for (ni)
iterates with gaps (mi) if for every 0 < i < k and 0 ≤ m < ni,
d(Tm+
∑i−1
j=1(nj+mj)z, Tmxi) < η.
Definition 2.27. A dynamical system (X,T ) has specification if for any η > 0,
there exists a constant C(η) so that for any k, any points x1, . . ., xk ∈ X , and any
integers n1, . . ., nk−1, nk, m1, . . ., mk satisfying mi ≥ C(η) when 0 < i < k, there
exists a point z ∈ X which η-shadows (xi) for (ni) iterates with gaps (mi) and for
which T
∑k
j=1(nj+mj)z = z.
Remark 2.28. A related property in the literature is weak specification, which
is identical to the definition above except that no periodicity of z is assumed. For
expansive (X,T ), this distinction is irrelevant; weak specification in fact implies
specification (see [11], Lemma 9).
We now move to the mixing properties which we will consider in this work, both
of which can be thought of as non-uniform generalizations of specification with no
assumption of periodicity.
Definition 2.29. For an increasing function f : N→ N, a dynamical system (X,T )
has non-uniform specification with gap bounds f(n) at scale η if for any k,
any points x1, x2, . . ., xk ∈ X , and any integers n1, . . ., nk−1, nk, m1, . . ., mk−1
satisfying mi ≥ max(f(ni), f(ni+1)), there exists a point z ∈ X which η-shadows
(xi) for (ni) iterates with gaps (mi).
Remark 2.30. This property is almost the same as the main property used by
Marcus in [14] (which was not there given a name). There are two differences: the
first is that Marcus required f(n)n → 0 as part of his definition, and the second is
that in Marcus’s definition mi was only assumed greater than or equal to f(ni).
Essentially, non-uniform specification only guarantees the ability to shadow when
gaps are large enough in comparison to the lengths of orbit segments being shadowed
before and after the gap, and Marcus’s unnamed property requires only that gaps
be large compared to the orbit segment before the gap.
We also consider the following significantly weaker property of non-uniform tran-
sitivity, which is weaker than non-uniform specification in two important ways. The
first is that it only guarantees the ability to shadow two orbit segments, rather than
arbitrarily many, and the second is that it guarantees the existence of only a sin-
gle gap length which allows for shadowing, rather than guaranteeing that all gaps
above a certain threshold suffice.
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Definition 2.31. For an increasing function f : N→ N, a dynamical system (X,T )
has non-uniform transitivity with gap bounds f(n) at scale η if for any n
and any points x, y ∈ X , there exists i ≤ f(n) and z ∈ X which η-shadows (x, y)
for (n, n) iterates with gap i.
Remark 2.32. We note that for (X,T ) with this property and any n and j, k ≤ n,
one can also find z which η-shadows (x, y) for (j, k) iterates with some gap i ≤ f(n).
This is because one can instead start with the pair (T−(n−j)x, y), and for any z
which η-shadows (T−(n−j)x, y) for (n, n) iterates with gap i, it is immediate that
T n−jz η-shadows (x, y) for (j, k) iterates with gap i.
3. Preservation under factors, products, and changes of scale
In this section, we summarize some simple results illustrating preservation of
various properties/quantities under expansive factors, products, and changes of
scale.
The following results show that the hypotheses used for Theorems 1.2 and 1.3
do not depend on the scale used.
Lemma 3.1. If (X,T ) is expansive (with expansivity constant δ) and has non-
uniform specification (transitivity) at scale δ with gap bounds f(n), then for every
η < δ there exists a constant C = C(η) so that (X,T ) has non-uniform specification
(transitivity) at scale η with gap bounds f(n+ C) + C.
Proof. We present only the proof for non-uniform specification, as the one for non-
uniform transitivity is extremely similar. Choose (X,T ) as in the theorem, and
any η < δ. By expansivity, there exists N so that if d(T ix, T iy) < δ for −N ≤
i ≤ N , then d(x, y) < η. Now, choose any k, n ∈ N, any x1, . . . , xk ∈ X , and any
n1, . . . , nk−1 ≥ f(n + 2N) + 2N . Use non-uniform specification to choose y ∈ X
which δ-shadows (T−Nx1, . . . , T
−Nxk) for (n+2N, . . . , n+2N) iterates, with gaps
(n1 − 2N, . . . , nk−1 − 2N). Then by definition of N , T
Ny η-shadows (x1, . . . , xk)
for (n, . . . , n) iterates, with gaps (n1, . . . , nk−1), proving the desired non-uniform
specification at scale η. 
Lemma 3.2. If (X,T ) is expansive (with expansivity constant δ), η < δ, and φ
is a potential with partial sum variation bounds g(n) at scale η, then there exists a
constant D = D(η) so that for every n, φ has partial sum variation bounds g(n)+D
at scale η.
Proof. Choose (X,T ) and φ as in the theorem, and any η < δ. By expansivity,
there exists N so that if d(T ix, T iy) < δ for −N ≤ i ≤ N , then d(x, y) < η. For
the second inequality, choose any n > 2N and any x, y for which d(T ix, T iy) < δ for
0 ≤ i < n. Then by definition of N , d(T i(TN)x, T i(TN )y) < η for 0 ≤ i < n− 2N ,
and so
|Snφ(x) − Snφ(y)| ≤ 2N(supφ− inf φ) + |Sn−2Nφ(T
Nx) − Sn−2Nφ(T
Ny)|
≤ 2N(supφ− inf φ) + g(n− 2N) ≤ g(n) + 2N(supφ− inf φ).
Taking the supremum over such pairs (x, y) completes the proof.

Proposition 3.3. If f : (X,T )→ (Y, S) is a factor map, then for all ǫ there exists
δ such that if (X,T ) has non-uniform specification (transitivity) with gap bounds
10 RONNIE PAVLOV
f(n) at scale δ, then (Y, S) has non-uniform specification (transitivity) with gap
bounds f(n) at scale ǫ.
Proof. We give a proof only for non-uniform specification, as the proof for non-
uniform transitivity is trivially similar. Given ǫ, use uniform continuity of f to
choose δ so that d(x, x′) < δ =⇒ d(f(x), f(x′)) < ǫ. Now, given any y1, . . . , yk ∈ Y
and n1, . . . , nk, m1, . . ., mk−1, choose arbitrary xi ∈ f
−1(yi) and use non-uniform
specification of (X,T ) at scale δ to find z ∈ X which δ-shadows (xi) for (ni) iterates
with gaps (mi). It is immediate that f(z) ∈ Y ǫ-shadows (yi) for (ni) iterates with
gaps (mi), completing the proof. 
The following corollary follows immediately by using Lemma 3.1.
Corollary 3.4. If f : (X,T )→ (Y, S) is a factor map, (X,T ) and (Y, S) are expan-
sive (with expansivity constants δ and η respectively), and (X,T ) has non-uniform
specification (transitivity) with gap bounds f(n) at scale δ where lim infn→∞ f(n)/ lnn =
0 (limn→∞ f(n)/ lnn = 0), then there exists f(n) with lim infn→∞ f(n)/ lnn = 0
(limn→∞ f(n)/ lnn = 0) for which (Y, S) has non-uniform specification (transitiv-
ity) with gap bounds f(n) at scale η.
Remark 3.5. The class of (X,T ) satisfying either hypothesis of this corollary is
then closed under expansive factors, and by Theorems 1.2 and 1.3, any such system
has a unique equilibrium state for any potential φ with partial sum variation bounds
g(n) satisfying limn→∞ g(n)/ lnn = 0.
We now move to products, with the goal of proving Corollary 1.6. All products of
metric spaces will be endowed with the d∞ metric defined by d∞((x1, y1), (x2, y2)) =
max(d1(x1, y1), d2(x2, y2)). The proofs of the following results are left to the reader.
Lemma 3.6. If (X1, T1), (X2, T2) are expansive dynamical systems with the same
expansivity constant δ and which have non-uniform specification with gap bounds
f1(n) and f2(n) (at scale δ) respectively, then (X1 ×X2, T1 × T2) is an expansive
dynamical system with expansivity constant δ which has non-uniform specification
with gap bounds f(n) = max(f1(n), f2(n)) at scale δ.
Lemma 3.7. If (X1, T1) and (X2, T2) are expansive dynamical systems with the
same expansivity constant δ and φ1 and φ2 are potentials with partial sum variation
bounds g1(n) and g2(n) (at scale δ) respectively, then the potential φ on (X1 ×
X2, T1 × T2) defined by φ(x1, x2) := φ1(x1) + φ2(x2) has partial sum variation
bounds g(n) = g1(n) + g2(n) at scale δ.
Corollary 3.8. If (X1, T1) and (X2, T2) are expansive dynamical systems with non-
uniform gap specification with gap bounds f1(n) and f2(n) respectively, and if φ1 and
φ2 are potentials with partial sum variation bounds g1(n) and g2(n) respectively (all
at scales equal to the relevant expansivity constants), and if there exists a sequence
nk so that limk→∞
f1(nk)
lnnk
= limk→∞
f2(nk)
lnnk
= limk→∞
g1(nk)
lnnk
= limk→∞
g2(nk)
lnnk
= 0,
and the potential φ on (X1×X2, T1×T2) is defined by φ(x1, x2) := φ1(x1)+φ2(x2),
then (X1 ×X2, T1 × T2, φ) satisfies the hypotheses of Theorem 1.2.
Remark 3.9. The reason no assumption need be made on the equality of expan-
sivity constants in Corollary 3.8 is that one can always render them equal (say to
1) by normalizing the metrics.
We can now apply the following result of Ledrappier.
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Theorem 3.10 ([13]). If (X,T ) is an expansive dynamical system, φ is a potential,
and (X ×X,T × T ) has a unique equilibrium state for the potential φ(2) defined by
φ(2)(x, y) = φ(x) + φ(y), then (X,T ) has a unique equilibrium state µ for φ, and
(X,T, µ) is a K-system.
Corollary 1.6 is now implied by Corollary 3.8 and Theorem 3.10. Corollary 1.8
follows as well: the closure under expansive factors comes from Corollary 3.4, Ho¨lder
potentials are Bowen (i.e. have bounded partial sum variation bounds) for subshifts,
and positive entropy of the unique equilibrium state comes from Corollary 1.6 since
K-systems have positive entropy.
Finally, we need some technical results about behavior of separated sets/partition
functions under changes of scale. The proof of the following lemma is motivated by
arguments from [2].
Lemma 3.11. If (X,T ) is expansive (with expansivity constant δ) and η < δ, then
there exists a constant M = M(η) so that for every n, every (n, η)-separated set
can be written as a disjoint union of M sets which are each (n, δ)-separated.
Proof. Choose (X,T ) and η as in the theorem. By expansiveness, there exists
N so that if d(T ix, T iy) < δ for −N ≤ i ≤ N , then d(x, y) < η. Since T is a
homeomorphism, there exists α > 0 so that if d(x, y) < α, then d(T ix, T iy) < δ for
−N ≤ i ≤ N . Take any partition P = {Ai}
k
i=1 of X by sets of diameter less than
α.
Now, choose any n and (n, η)-separated set S. For each 1 ≤ i, j ≤ k, define
Si,j = S ∩ Ai ∩ T
−nAj . We claim that each Si,j is (n, δ)-separated, which will
complete the proof forM = k2. To see this, fix any i, j and any x 6= y ∈ Si,j . Since
x, y ∈ S and S is (n, η)-separated, there exists 0 ≤ m < n so that d(Tmx, Tmy) ≥ η.
Since x, y ∈ Ai, d(x, y) < α, and so d(T
ix, T iy) < η for 0 ≤ i ≤ N . Similarly, since
x, y ∈ T−nAj , d(T
nx, T ny) < α, and so d(T ix, T iy) < η for n − N ≤ i ≤ n.
Therefore, N < m < n − N . However, by definition of N , this means that there
exists i ∈ [m−N,m+N ] ⊆ [0, n] so that d(T ix, T iy) > δ, completing the proof.

The following fact actually appears in [2] (as Lemma 1), but as it is a simple
corollary of Lemma 3.11, we give a proof here as well.
Corollary 3.12. If (X,T ) is expansive (with expansivity constant δ) and η < δ,
then for any potential φ,
Z(X,T, φ, n, η) ≤M(η)Z(X,T, φ, n, δ),
where M(η) is as in Lemma 3.11.
Proof. Consider an (n, η)-separated set U for which
∑
x∈S e
Snφ(x) = Z(X,T, φ, n, η).
Then by Lemma 3.11, we can write U =
⋃M(η)
i=1 Ui, where each Ui is (n, δ)-separated.
Then
Z(X,T, φ, n, η) =
∑
x∈U
eSnφ(x) =
M(η)∑
i=1
(∑
x∈Ui
eSnφ(x)
)
≤M(η)Z(X,T, φ, n, δ).

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4. Proofs of Theorems 1.2 and 1.3
The first tool that we need is quite basic; it is the existence of a sequence with
helpful bounds on f and g under the hypotheses of either Theorem 1.2 or 1.3.
Lemma 4.1. If (X,T ) and φ satisfy the hypotheses of either Theorem 1.2 or 1.3,
then there exists a sequence {nk} so that for all η < δ, there exist increasing f and
g where (X,T ) has non-uniform transitivity with gap bounds f(n) at scale η, φ has
partial sum variation bounds g(n) at scale η, and f(nk)/ lnnk, g(nk)/ lnnk → 0.
Proof. We first note that by Lemmas 3.1 and 3.2, there are positive constants C,D
so that we can take f(n) = C + f(n+ C) and g(n) = D + g(n) ≤ D + g(n+ C).
Under the hypotheses of Theorem 1.2, there exists a sequence {mk} so that
f(mk)+g(mk)
lnmk
→ 0. Then if we take nk = mk −C,
f(nk)+g(nk)
lnnk
→ 0, so {nk} satisfies
the conclusion of the lemma.
Similarly, under the hypotheses of Theorem 1.3, f(k)+g(k)ln k → 0, so
f(k)+g(k)
ln k → 0
also, so taking nk = k satisfies the conclusion of the lemma. 
Definition 4.2. A sequence {nk} satisfying the conclusion of Lemma 4.1 is called
an anchor sequence for (X,T ) and φ.
The next tools that we’ll need are some upper bounds on the partition function
for expansive systems with non-uniform specification, which generalize the well-
known upper bound of of enP (X,T,φ) times a constant when specification is assumed
(e.g. Lemma 3 of [2]).
Theorem 4.3. If (X,T ) is an expansive dynamical system (with expansivity con-
stant δ) and non-uniform specification with gap bounds f(n) at scale δ/3, and φ is
a potential with partial sum variation bounds g(n) at scale δ/3, then for all n,
Z(X,T, φ, n, δ) ≤ e(n+f(n))P (X,T,φ)−f(n) inf φ+g(n).
Proof. Suppose that (X,T ) and φ are as in the theorem, denote m = inf φ, and fix
any n. Then, choose any k ∈ N and an (n, δ)-separated set S so that
∑
x∈S e
Snφ(x) =
Z(X,T, φ, n, δ). Then, for any x1, . . . , xk ∈ S, we can use non-uniform specification
to choose a point y = y(x1, . . . , xk) which δ/3-shadows (x1, . . . , xk) for (n, . . . , n)
iterates, with gaps (f(n), . . . , f(n)). Then
Sk(n+f(n))φ(y) ≥ kmf(n)+
k∑
j=1
Snφ(T
(j−1)(n+f(n))y) ≥ kmf(n)−kg(n)+
k∑
j=1
Snφ(xj).
We note that the set Y = {y(x1, . . . , xk) : xi ∈ S} is (k(n+f(n)), δ/3)-separated
by definition, and so
Z(X,T, φ, k(n+ f(n)), δ/3) ≥
∑
y∈Y
eSk(n+f(n))φ(y)
≥ ekmf(n)−kg(n)
∑
x1,...,xk∈S
k∏
i=1
eSnφ(xi) = ekmf(n)−kg(n)Z(X,T, φ, n, δ)k.
Taking logarithms, dividing by k(n+ f(n)), and letting k →∞ yields
P (X,T, φ) = P (X,T, φ, δ/3) ≥
lnZ(X,T, φ, n, δ) +mf(n)− g(n)
n+ f(n)
.
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(The first equality comes from Lemma 2.9.) Now, solving for Z(X,T, φ, n, δ) com-
pletes the proof.

Corollary 4.4. If (X,T ) satisfies the hypotheses of Theorem 1.2 and {nk} is an
anchor sequence, then for every ǫ > 0, there exists K so that for all k > K and
1 ≤ i ≤ nk,
Z(X,T, φ, i, δ) ≤ eiP (X,T,φ)nǫk.
Proof. By definition of anchor sequence, we can take f(n) and g(n) to be gap
bounds and partial sum variation bounds at scale δ/3, and can choose K so that
for k > K, f(nk) + g(nk) <
ǫ
P (X,T,φ)+| inf φ|+1 lnnk. Then, for any such k and
1 ≤ i ≤ nk, Theorem 4.3 (along with monotonicity of f, g) implies
Z(X,T, φ, i, δ) ≤ e(i+f(i))P (X,T,φ)−f(i) inf φ+g(i) ≤
eiP (X,T,φ)e(P (X,T,φ)+| inf φ|+1)(f(i)+g(i)) ≤ eiP (X,T,φ)nǫk.

We now prove a somewhat similar bound under the assumption of non-uniform
transitivity, which requires information about f, g for all large n rather than a single
value.
Theorem 4.5. If (X,T ) is an expansive dynamical system (with expansivity con-
stant δ) and non-uniform transitivity with gap bounds f(n) at scale δ/3, φ is
a potential with partial sum variation bounds g(n), and C > 0,M ≥ 3 satisfy
f(n) + g(n) ≤ min(C lnn, n) for all n ≥M , then for all n ≥M ,
Z(X,T, φ, n, δ) ≤ DenP (X,T,φ)nCE,
where D,E are constants depending only on X and φ.
Proof. Suppose that X , T , φ, C, and M are as in the theorem, and fix any n ≥M .
We use m to denote inf φ. For every j, choose Uj a (j, δ)-separated set for which∑
x∈Uj
eSjφ(x) = Z(X,T, φ, j, δ). We will use non-uniform transitivity to give lower
bounds on Z(X,T, φ, nk, δ) for a recursively defined sequence {nk}. Define n0 = n,
and for k ≥ 0 define nk+1 = 2nk+f(nk). Note that all nk ≥M , and so nk+1 ≤ 3nk
for all k, meaning that nk ≤ 3
kn for all k. For a better bound, we see that by
induction, for every k,
(1) nk = 2
kn+ 2k−1f(n1) + 2
k−2f(n2) + . . .+ f(nk−1)
≤ 2kn+ 2kC[2−1 ln(3n) + 2−2 ln(32n) + . . .+ 2−(k−1) ln(3kn)]
= 2k(n+ C ln(9n)).
Then, for every k ≥ 0, and for any x, y ∈ Unk , use non-uniform transitivity to
create a point z(x, y) which δ/3-shadows (x, y) for (nk, nk) iterates, with a gap i of
length less than or equal to f(nk). Then,
Snk+1φ(z(x, y)) ≥ Snkφ(z(x, y)) + Snkφ(T
i+nkz(x, y))− |m|f(nk)
≥ Snkφ(x) + Snkφ(y) − 2g(nk)− |m|f(nk).
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This implies that∑
z(x,y)
eSnk+1φ(z(x,y)) ≥
∑
x,y
eSnkφ(x)+Snkφ(y)−2g(nk)−|m|f(nk)
= e−2g(nk)−|m|f(nk)

 ∑
x∈Unk
eSnkφ(x)


2
= e−2g(nk)−|m|f(nk)Z(X,T, φ, nk, δ)
2.
Then there is a single gap ik ≤ f(nk) such that if we define Yk to be the set of
(x, y) for which z(x, y) used a gap of length i, then
(2)
∑
(x,y)∈Yk
eSnk+1φ(z(x,y)) ≥ (f(nk))
−1e−2g(nk)−|m|f(nk)Z(X,T, φ, nk, δ)
2
≥ e−2g(nk)−(|m|+1)f(nk)Z(X,T, φ, nk, δ)
2.
We now claim that {z(x, y) : (x, y) ∈ Yk} is (nk+1, δ/3)-separated. To see this,
choose any unequal (x, y), (x′, y′) ∈ Ynk+1 , and write z = z(x, y) and z
′ = z(x′, y′).
Either x 6= x′ ∈ Unk or y 6= y
′ ∈ Unk . In the former case, since Unk is (n, δ)-
separated, there exists 0 ≤ j < nk so that d(T
jx, T jx′) > δ, and by definition of
z and z′, d(T jz, T jz′) > δ/3. In the latter case, there exists 0 ≤ j < nk so that
d(T jy, T jy′) > δ, and again by definition of z and z′, d(T nk+ik+jz, T nk+ik+jz) >
δ/3. So, {z(x, y) : (x, y) ∈ Yk} is (nk+1, δ/3)-separated as claimed. Therefore,
Lemma 3.12 and (2) imply
Z(X,T, φ, nk+1, δ) ≥M(δ/3)
−1Z(X,T, φ, nk+1, δ/3) ≥
∑
(x,y)∈Yk
eSnk+1φ(z(x,y))
≥M(δ/3)−1e−2g(nk)−(|m|+1)f(nk)Z(X,T, φ, nk, δ)
2.
Now, by induction, lnZ(X,T, φ, nk, δ) is greater than or equal to
(3) − k lnM(δ/3) + 2k lnZ(X,T, φ, n, δ)−
k−1∑
i=0
2k−i−1(2g(ni)− (m+ 1)f(ni))
≥ −k lnM(δ/3) + 2k lnZ(X,T, φ, n, δ)− 2k
k−1∑
i=0
2−i−1(2 + |m+ 1|)C ln(3in)
= −k lnM(δ/3) + 2k(lnZ(X,T, φ, n, δ)− C(2 + |m+ 1|) ln(9n)).
Therefore, by (1) and (3),
lnZ(X,T, φ, nk, δ)
nk
≥
−k lnM(δ/3) + 2k(lnZ(X,T, φ, n, δ)− C(2 + |m+ 1|) ln(9n))
2k(n+ C ln(9n))
.
Letting nk →∞ yields
P (X,T, φ) ≥
lnZ(X,T, φ, n, δ)− C(2 + |m+ 1|) ln(9n)
n+ C ln(9n)
,
and we can rewrite as
Z(X,T, φ, n, δ) ≤ DePnnCE ,
(here D = 9C(P (X,T,φ)+2+|m−1|) and E = P (X,T, φ) + 2+ |m− 1|), completing the
proof.

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Corollary 4.6. If (X,T ) and φ satisfy the hypotheses of Theorem 1.3 and {nk}
is an anchor sequence, then for every ǫ > 0, there exists K so that for any k > K
and 1 ≤ i ≤ nk,
Z(X,T, φ, i, δ) ≤ eiP (X,T,φ)nǫk.
Proof. Under the hypotheses of Theorem 1.3, we may choose M ≥ 3 so that for
n ≥ M , f(n) + g(n) < min((ǫ/2E) lnn, n), where E is as in Theorem 1.3. Then,
for all n ≥M ,
Z(X,T, φ, i, δ) ≤ DeiP (X,T,φ)iǫ/2.
This can clearly be improved to hold for all i by changing D, i.e. there exists D′
so that for all i,
Z(X,T, φ, i, δ) ≤ D′eiP (X,T,φ)iǫ/2.
We then just choose K so that n
ǫ/2
k > D
′. Then, for any k ≥ K and 1 ≤ i ≤ nk,
Z(X,T, φ, i, δ) ≤ D′eiP (X,T,φ)iǫ/2 < eiP (X,T,φ)nǫk,
completing the proof. 
We will also need the following general lower bound on the sum of eSnφ(x) over
separated sets within a set of positive measure for an equilibrium state.
Theorem 4.7. If (X,T ) is an expansive dynamical system (with expansivity con-
stant δ), φ is a potential with partial sum variations g(n) at scale δ/3, and A ⊂ X
has µ(A) > 0 for some equilibrium state µ of X for φ, then there exists an (n, δ/3)-
separated subset U of X with∑
x∈U
eSnφ(x) ≥
(
enP (X,T,φ)
)1/µ(A)
(Z(X,T, φ, n, δ/3))(µ(A)−1)/µ(A)M−1e−g(n)−
ln 2
µ(A) ,
where M =M(δ/3) as defined in Lemma 3.11.
Proof. Consider such X , T , φ, µ, A, and n. Choose a maximal (n, δ/3)-separated
subset U of X . As in [2] or [6], we can create a partition P = {Ax}x∈U where for
each x ∈ U and y ∈ Ax, y δ/3-shadows x for n iterates, i.e. d(T
ix, T iy) < δ/3 for
0 ≤ i < n.
Then, if two points are in the same element of
∨
m∈Z T
mnP , by expansivity they
are equal, i.e. P is a generating partition for (X,T n, µ). This means that
(4) nP (X,T, φ) = n
(
h(X,T, µ) +
∫
φ dµ
)
= h(X,T n, µ) +
∫
Snφ dµ
= h(X,T n, µ,P) +
∫
Snφ dµ ≤ H(X,T
n, µ,P) +
∫
Snφ dµ
≤
∑
x∈U
µ(Ax)
[
− lnµ(Ax) + sup
y∈Ax
Snφ(y)
]
≤ g(n)+
∑
x∈U
µ(Ax) [− lnµ(Ax) + Snφ(x)] .
We write U ′ = {x ∈ U : Ax ∩A 6= ∅}, and then can break up the final sum:
(5)
∑
x∈U
µ(Ax) [− lnµ(Ax) + Snφ(x)] =
∑
x∈U ′
µ(Ax) [− lnµ(Ax) + Snφ(x)]
+
∑
x∈U\U ′
µ(Ax) [− lnµ(Ax) + Snφ(x)] .
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For fixed positive reals a1, . . . , an and positive p1, . . . , pN with fixed sum S,∑
pi(ai − ln pi) has maximum value S(− lnS + ln
∑
eai). (See Lemma 9.9 in [18].)
Therefore, if we write A′ =
⋃
x∈U ′ Ax, then
(6)
∑
x∈U ′
µ(Ax) [− lnµ(Ax) + Snφ(x)] ≤ µ(A
′)
(
− lnµ(A′) + ln
∑
x∈U ′
eSnφ(x)
)
.
Similarly,
(7)
∑
x∈U\U ′
µ(Ax) [− lnµ(Ax) + Snφ(x)]
≤ (1 − µ(A′))

− ln(1− µ(A′)) + ln ∑
x∈U\U ′
eSnφ(x)


≤ (1− µ(A′)) (ln(1− µ(A′)) + lnZ(X,T, n, φ, δ/3)) .
Combining (4)-(7) yields
nP (X,T, φ) ≤ µ(A′)
(
− lnµ(A′) + ln
∑
x∈U ′
eSnφ(x)
)
+
(1− µ(A′)) (ln(1− µ(A′)) + lnZ(X,T, φ, n, δ/3))
≤ ln 2 + µ(A′) ln
∑
x∈U ′
eSnφ(x) + (1 − µ(A′)) lnZ(X,T, φ, n, δ/3).
Finally, we solve for ln
∑
x∈U ′ e
Snφ(x):
(8) ln
∑
x∈U ′
eSnφ(x) ≥
nP (X,T, φ)
µ(A′)
−
1− µ(A′)
µ(A′)
lnZ(X,T, φ, n, δ/3)−
ln 2
µ(A′)
≥
nP (X,T, φ)
µ(A)
−
1− µ(A)
µ(A)
lnZ(X,T, φ, n, δ/3)−
ln 2
µ(A)
.
(Recall here that µ(A′) ≥ µ(A).)
Now, by Lemma 3.11, we can write U ′ as the union of M = M(δ/3) sets which
are each (n, δ)-separated. Then (8) implies that there must exist one, call it U ′′, so
that
(9)∑
x∈U ′′
eSnφ(x) ≥M−1
(
enP (X,T,φ)
)1/µ(A)
(Z(X,T, φ, n, δ/3))
(µ(A)−1)/µ(A)
e−
ln 2
µ(A) .
Recall that for every x ∈ U ′′, Ax ∩ A 6= ∅. Therefore, we can define a new set
U ′′′ which contains a single point from each Ax∩A for x ∈ U
′′. Recall that U ′′ was
(n, δ)-separated, and that every point of Ax δ/3-shadows x for n iterates; therefore,
U ′′′ is (n, δ/3)-separated. Then by (9),∑
x∈U ′′′
eSnφ(x) ≥
∑
x∈U ′′
eSnφ(x)−g(n)
≥M−1
(
enP (X,T,φ)
)1/µ(A)
(Z(X,T, φ, n, δ/3))(µ(A)−1)/µ(A) e−g(n)−
ln 2
µ(A) ,
completing the proof.
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
The following is an immediate corollary of Theorem 4.7 and Corollaries 3.12, 4.4,
and 4.6.
Corollary 4.8. If (X,T ) and φ satisfy the hypotheses of either Theorem 1.2 or 1.3
and {nk} is an anchor sequence, then for every ǫ > 0, there exists K so that for
any A ⊂ X with µ(A) > 1/2 for some equilibrium state µ of X for φ, any k ≥ K,
and any 1 ≤ i ≤ nk, there is an (i, δ/3)-separated subset T of A with∑
x∈T
eSiφ(x) ≥ n−ǫeiP (X,T,φ).
We may now prove our main results.
Proof of Theorems 1.2 and Theorem 1.3. Choose X and φ satisfying the hypothe-
ses of either Theorem 1.2 or 1.3, and a corresponding anchor sequence {nk}. Define
m = inf φ. Suppose for a contradiction that X has more than one equilibrium state
for φ. Then, as noted in the introduction, X has ergodic equilibrium states µ 6= ν
for φ, and µ ⊥ ν. Then, there exists measurable R ⊂ X with µ(R) = ν(Rc) = 1.
Since µ, ν are Borel measures, there exist open sets U ⊇ R and U ′ ⊇ Rc so that
µ(U), ν(U ′) < 15 . We write η = min(δ/9, d(U
c, U ′c)/3) > 0.
Define W ⊂ X to be the set of x ∈ X for which
M+(χU ) = sup
N
1
N
N−1∑
n=0
χU (T
nx) ≤ 2µ(U) <
2
5
.
In other words, for every point of W and any i, fewer than 25 of its first i iterates
under T are in U . By Corollary 2.12 (to the Maximal Ergodic Theorem), µ(W ) ≥
1−
∫
χU dµ
2µ(U)
=
1
2
.
Similarly, we define V ⊂ X to be the set of x ∈ X for which
M−(χTmU ′) = sup
N
1
N
N−1∑
n=0
χTmU ′ (T
−nx) ≤ 2ν(U ′) <
2
5
.
For every point of V and any i, fewer than 25 of its first i iterates under T
−1 are in
U ′. By Corollary 2.12 (applied to T−1), µ(V ) ≥ 1−
∫
χTmU ′ dν
2ν(U ′)
=
1
2
.
By Corollary 4.8, there exists K so that for k ≥ K and all j ≤ nk, we can define
(j, δ/3)-separated sets Vj ⊂ V and Wj ⊂W for which
(10)
∑
x∈Vj
eSjφ(x),
∑
x∈Wj
eSjφ(x) ≥ ejP (X,T,φ)n
−1/5
k .
Whether (X,T ) and φ satisfied the hypotheses of Theorem 1.2 or 1.3, by Lem-
mas 3.1 and 3.2 we may assume that (X,T ) satisfies non-uniform transitivity at
scale η with gap bounds f(n) and that φ has partial sum variation bounds g(n) at
scale η. The final step is to use non-uniform transitivity of X to create an (nk, η)-
separated set by shadowing orbit segments from various Vi and Wj . For large k,
the sum of eSnkφ(x) over this set will be large enough to contradict Corollary 4.4 or
Corollary 4.6.
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By definition of anchor sequence, we can increase K so that for any k ≥ K,
f(nk), g(nk) <
1
5(P (X,T,φ)+|m|+2) lnnk. Choose any k ≥ K and define n := nk for
ease of notation. Then, for any integer j in [1, n−f(n)2f(n) ], any v ∈ V2jf(n), and any
w ∈ Wn−f(n)−2jf(n), we use non-uniform transitivity to create a point x(j, v, w)
which η-shadows (v, w) for (2jf(n), n− f(n)− 2jf(n)) iterates with gap i ≤ f(n).
We first note that for all j, v, w,
Snφ(x(j, v, w)) ≥
S2jf(n)φ(v) + Sn−(2j+1)f(n)φ(w) − |m|f(n)− g(2jf(n))− g(n− (2j + 1)f(n))
≥ S2jf(n)φ(v) + Sn−(2j+1)f(n)φ(w) − |m|f(n)− 2g(n)
≥ S2jf(n)φ(v) + Sn−2jf(n)−f(n)φ(w) − 1/5 lnn.
This implies that for any j,
∑
v,w
eSnφ(x(j,v,w)) ≥ n−1/5
(∑
v
eS2jf(n)φ(v)
)(∑
w
eSn−2jf(n)−f(n)φ(w)
)
(10)
≥ eP (X,T,φ)(n−f(n))n−3/5 ≥ enP (X,T,φ)n−4/5.
Then there exists a set T (j) of pairs (v, w) so that all use the same gap ij ≤ f(n),
and
(11)
∑
v,w∈T (j)
eSnφ(x(j,v,w)) ≥ (f(n))−1enP (X,T,φ)n−4/5.
We claim that the set Z =
⋃⌊(n−f(n))/2f(n)⌋
j=1 {x(j, v, w) : (v, w) ∈ T (j)} is (n, η)-
separated. To see this, choose any triples (j, v, w) 6= (j′, v′, w′) with (v, w) ∈ T (j)
and (v′, w′) ∈ T (j′). We break into the cases j = j′ and j 6= j′, and for brevity
write x = x(j, v, w) and x′ = x(j′, v′, w′).
If j = j′, then either v 6= v′ or w 6= w′, and since Vi andWi are (i, δ/3)-separated
for all i, either d(T kv, T kv′) > δ/3 for some 0 ≤ k < 2jf(n) or d(T kw, T kw′) > δ/3
for some 0 ≤ k < n − f(n) − 2jf(n). In the first case, since x η-shadows v for
its first 2jf(n) iterates and x′ η-shadows v′ for its first 2jf(n) iterates (recall that
j = j′), d(T kx, T kx′) > δ/3−2η ≥ η. The second case is trivially similar, using the
η-shadowing of w and w′ and the fact that since (v, w), (v′, w′) ∈ T (j), the gaps
used for x and x′ are equal.
Now suppose that j 6= j′, and without loss of generality assume j < j′. Recall
that ij denotes the gap used in the construction of x. Then by definition of x,
T 2jf(n)+ijx η-shadows w for n− 2jf(n)− f(n) ≥ (2j′ − 2j)f(n)− ij + 1 iterates.
Since w ∈ Wn−f(n)−2jf(n) ⊂ W , fewer than
2
5 ((2j
′ − 2j)f(n) − ij + 1) of the first
(2j′− 2j)f(n)− ij +1 iterates of w are in U . Therefore, more than a proportion of
3
5 of the points {T
mx : 2jf(n) + ij ≤ m ≤ 2j
′f(n)} are within distance η of U c.
Similarly, by definition, x′ η-shadows v′ for 2j′f(n) ≥ (2j′ − 2j)f(n) − ij + 1
iterates. Since v′ ∈ V2j′f(n), T
2j′f(n)v′ ∈ V , and so the proportion of the first
(2j′− 2j)f(n)− ij +1 iterates under T
−1 of T 2j
′f(n)v′ which are in U ′ is less than
2
5 . Therefore, more than a proportion of
3
5 of the points {T
mx′ : 2jf(n)+ij ≤ m ≤
2j′f(n)} are within distance η of U ′c. So, there exists k ∈ [2jf(n) + ij , 2j
′f(n)] so
that d(T kx, U c), d(T kx′, U ′c) < η. By definition of η, d(U c, U ′c) ≥ 3η. Therefore,
d(T kx, T kx′) > η.
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In either case, we’ve shown that there exists 0 ≤ k < n for which d(T kx, T kx′) >
η, and so Z is (n, η)-separated as claimed. Then,
∑
x∈Z
eSnφ(x) =
⌊(n−f(n))/2f(n)⌋∑
j=1
∑
(v,w)∈T (j)
eSnφ(x(j,v,w))
(11)
≥
n− f(n)
2f(n)2
enP (X,T,φ)n−4/5.
As before, we can use Lemma 3.11 to pass to T ′ ⊆ T which is (n, δ)-separated
and for which
∑
x∈T ′
eSnφ(x) ≥
n− f(n)
2f(n)2
(M(η))−1enP (X,T,φ)n−4/5,
implying that
Z(X,T, φ, n, δ) ≥
n− f(n)
2f(n)2
(M(η))−1enP (X,T,φ)n−4/5.
However, this will contradict Corollary 4.4 or 4.6 for large k. Therefore, our
original assumption of multiple equilibrium states on X was false, and X has a
unique equilibrium state, which we denote by µ.
It remains to show that µ is fully supported, and so for a contradiction assume
that there is a nonempty open set U ⊂ X with µ(U) = 0. Then the set Y of points
whose orbits under T never visit U has µ(Y ) = 1, and Y contains some open ball
Bρ(y). Define η = min(δ/9, ρ/3). By the definition of anchor sequence, there exists
K so that for k ≥ K, f(nk), g(nk) <
1
3(3P (X,T,φ)+3|m|+2) lnnk.
By Theorem 4.7, for every n there exists an (n, δ/3)-separated set Yn ⊆ Y with
(12)
∑
x∈Yn
eSnφ(x) ≥ CenP (X,T,φ)−g(n),
where C = (2M(δ/3))−1.
Now, we will again use non-uniform transitivity to obtain a contradiction to one
of Corollary 4.4 or Corollary 4.6. Choose k ≥ K and denote n := nk. Then, for
any integer j in [1, n−2f(n)2f(n) ], any v ∈ U2jf(n), and any w ∈ Un−(2j+2)f(n)−1, we
use non-uniform transitivity to choose z(j, v, w) ∈ X which η-shadows (v, y, w) for
(2jf(n), 1, n− (2j+2)f(n)− 1) iterates, with gaps (i, i′) both less than or equal to
f(n). We first note that for all j, v, w,
Snφ(z(j, v, w)) ≥
S2jf(n)φ(v)+Sn−(2j+2)f(n)−1φ(w)−|m|(2f(n)+1)−g(2jf(n))−g(n−(2j+2)f(n)−1)
≥ S2jf(n)φ(v) + Sn−(2j+2)f(n)−1φ(w) − |m|(2f(n) + 1)− 2g(n)
≥ S2jf(n)φ(v) + Sn−(2j+2)f(n)−1φ(w) − 1/3 lnn.
20 RONNIE PAVLOV
Then, for any j,
∑
v,w
eSnφ(z(j,v,w)) ≥ n−1/3
(∑
v
eS2jf(n)φ(v)
)(∑
w
eSn−(2j+2)f(n)−1φ(w)
)
(12)
≥ C2e(n−2f(n)−1)P (X,T,φ)−g(2jf(n))−g(n−(2j+2)f(n)−1)n−1/3
≥ C2e(n−2f(n)−1)P (X,T,φ)−2g(n)n−1/3 ≥ C2enP (X,T,φ)n−2/3.
Then there exists a set U(j) of pairs (v, w) so that all use the same gaps ij, i
′
j ≤
f(n), and
(13)
∑
v,w∈U(j)
eSnφ(z(j,v,w)) ≥ (f(n))−2C2enP (X,T,φ)n−2/3.
We claim that the set Z =
⋃⌊(n−f(n))/2f(n)⌋
j=1 {x(j, v, w) : (v, w) ∈ U(j)} is (n, η)-
separated. To see this, choose any triples (j, v, w) 6= (j′, v′, w′) with (v, w) ∈ U(j)
and (v′, w′) ∈ U(j′). We break into the cases j = j′ and j 6= j′, and for brevity
write z = z(j, v, w) and z′ = z(j′, v′, w′). If j = j′, then the proof that there exists
0 ≤ k < n for which d(T kz, T kz′) > η is the same as was done above in the proof
of uniqueness of µ (again, recall that z and z′ both use the same gap j.)
If j 6= j′, then without loss of generality we assume j < j′, and recall that ij de-
notes the first gap used for z. Then by definition of z, d(T 2jf(n)+ij+1z, y) < η. Sim-
ilarly, since 2jf(n)+ ij +1 < 2j
′f(n), d(T 2jf(n)+ij+1z′, T 2jf(n)+ij+1v) < η by defi-
nition of z′. Recall that v ∈ Y , and so T 2jf(n)+ij+1v /∈ U =⇒ d(T 2jf(n)+ij+1v, y) >
ρ ≥ 3η. Then, d(T 2jf(n)+ij+1z′, y) > 2η, and so d(T 2jf(n)+ij+1z, T 2jf(n)+ij+1z′) >
η, completing the proof that Z is (n, η)-separated. Then,
∑
x∈Z
eSnφ(x) =
⌊(n−f(n))/2f(n)⌋∑
j=1
∑
(v,w)∈U(j)
eSnφ(z(j,v,w))
(13)
≥
n− f(n)
2f(n)3
C2enP (X,T,φ)n−2/3.
Again we use Lemma 3.11 to pass to Z ′ ⊆ Z which is (n, δ)-separated and for
which ∑
x∈Z′
eSnφ(x) ≥
n− f(n)
2f(n)3
C2M(η)−1enP (X,T,φ)n−2/3,
implying that
Z(X,T, φ, n, δ) ≥
n− f(n)
2f(n)3
C2M(η)−1enP (X,T,φ)n−2/3.
However, this will contradict Corollary 4.4 or 4.6 for large enough k. Therefore,
our assumption was incorrect and µ is fully supported.

5. Examples
Here we present some examples of (X,T ) and φ satisfying our hypotheses for
which we believe our results to give the first proof of uniqueness of equilibrium
state. We begin with (X,T ) with weakened specification properties. The following
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class of subshifts is defined in [17], which as usual are endowed with T the left shift
map.
Example 5.1. Given any alphabet A = {0, 1, . . . , k} and increasing subadditive
h : N → N, the bounded density shift associated to k and h, denoted Xk,h, is
the set of all x ∈ AZ so that for all i ∈ Z and n ∈ N, x(i)+ . . .+x(i+n−1) ≤ h(n).
By subadditivity, for any bounded density shift, h(n)/n approaches some con-
stant α (called the gradient), and h(n) ≥ nα for all n. It was shown in [17] that
Xk,h has specification if and only if α > 0 and h(n)− nα is bounded.
Theorem 5.2. If h(n) = nα + e(n), where e(n) is increasing, then (Xk,h, T ) has
non-uniform specification with gap bounds f(n) := 2e(n)/α.
Proof. We first recall that since (Xk,h, T ) is a subshift, it is expansive for a constant
δ where d(x, y) ≤ δ =⇒ x(0) = y(0). This means that δ-shadowing any x for n iter-
ates is the same as agreeing with x for n letters. This means that the claimed non-
uniform specification is implied by the following: for any w1, . . . , wk ∈ L(Xk,h), with
lengths n1, . . . , nk, and for anym1, . . ., mk−1 withmi ≥ max(2e(ni)/α, 2e(ni+1)/α)
≥ (e(ni) + e(ni+1))/α, the word w = w10
m1w2 . . . 0
mk−1wk is in L(Xk,h).
Consider any such (wi), (ni), and (mi). It suffices to show that for every subword
v of w, the sum of the letters of v is less than or equal to h(|v|). Since h is
nondecreasing, it clearly suffices to consider only the case where v neither begins
nor ends with a subword of some 0mi . We can then write v as
v = s0miwi+1 . . . wj0
mjp,
where 1 < i ≤ j < k − 1, s is a suffix of mi−1 (say of length a), and p is a prefix
of mj+1 (say of length b). Since each wi was in L(Xk,h), the sum of the letters of
any wi is at most h(ni). The sum of the letters of v is then less than or equal to
h(a) + h(ni) + . . .+ h(nj) + h(b). Also,
h(|v|) = h(a+mi+ni+ . . .+nj +mj + b) ≥ α(a+mi+ni+ . . .+nj +mj + b) ≥
α(a+ni+. . .+nj+b)+e(a)+e(ni)+. . .+e(nj)+e(b) ≥ h(a)+h(ni)+. . .+h(nj)+h(b).
Therefore, the sum of the letters of v is less than or equal to h(|v|). Since v was
arbitrary, w is in L(Xk,h), completing the proof. 
We do not believe that uniqueness of measure of maximal entropy is known for
any bounded density shift without specification. Theorem 1.2, however, yields the
following corollary (by taking φ = 0).
Corollary 5.3. Any bounded density shift (Xk,h, T ) with h(n) = nα+e(n) for e(n)
nondecreasing with lim infn→∞ e(n)/ lnn = 0 has a unique measure of maximal
entropy (which is fully supported and has the K-property).
We also present a class of subshifts with non-uniform transitivity (but not non-
uniform specification) to which our results apply. Interestingly, these subshifts
cannot have periodic points, and yet our results imply uniqueness of the equilibrium
state.
Example 5.4. Fix any Sturmian subshift S (see Chapter 6 of [8] for an introduction
to Sturmian subshifts) and sequence of integers {nk} where nk ≥ 2nk−1 + 2k for
every k. Define the associated subshift XS,{nk} as the set of all x ∈ {0, 1}
Z so that
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for every i ∈ Z and k ∈ N, the word x(i) . . . x(i + nk + 2k − 1) contains a k-letter
word in the language of S.
Remark 5.5. Note that by definition, for any x ∈ XS,{nk}, the orbit closure of
x contains a point of S. Since Sturmian shifts contain no periodic points, this
means that XS,{nk} contains no periodic points. We also show that XS,{nk} cannot
have non-uniform specification. Suppose for a contradiction that XS,{nk} has non-
uniform specification with gap bounds f(n). Choose any x ∈ XS,{nk} with x(0) = 0.
Then by taking limits of points which δ-shadow (x, . . . , x) for (1, . . . , 1) iterates with
gaps (f(1), . . . , f(1)), we see that XS,{nk} must contain a sequence y of the form
. . . 0w−10w00w10 . . ., i.e. y(m(1 + f(1))) = 0 for all m ∈ Z. Then the orbit closure
of y contains some s ∈ S, which also has the property that s(m(1 + f(1))) = 0 for
all m ∈ Z. However, this is impossible; Sturmian shifts have a unique invariant
measure with respect to which all powers are ergodic, and so the existence of s
would contradict the ergodic theorem.
Theorem 5.6. If limn→∞
lnnk
k =∞, then (XS,{nk}, T ) has non-uniform transitiv-
ity with gap bounds f(n) satisfying limn→∞
f(n)
lnn = 0.
Proof. Consider any such S, {nk}, and associated subshift X = XS,{nk}. We claim
that (X,T ) has non-uniform transitivity with gap bounds f(n) where f(n) = 2k
for the minimal k where n ≤ nk. This implies the desired result, since clearly
limn→∞
f(n)
lnn = 0 if limn→∞
lnnk
k = ∞. As above, δ-shadowing orbit segments is
just the same as containing words from the language, so it suffices to show that
for any v, w ∈ L(X) with |v| = |w| ≤ nk, there exists u with |u| = 2k so that
vuw ∈ L(X).
Since v and w can be extended on the left and right to words of length nk in
L(X), it suffices to treat only the case |v| = |w| = nk; choose any such v, w. Of
the prefixes of v, choose the one with maximal length which is in L(S), and denote
it by pv. Similarly define a prefix pw of w, and suffixes sv and sw of v and w
respectively. Since pv, sw ∈ L(S), there exist a left-infinite sequence x and a right-
infinite sequence y for which xpv, swy ∈ L(S). Similarly, since sv, pw ∈ L(S), there
exist s, t with length k so that svs, tpw ∈ L(S). We claim that xvstwy ∈ X , which
will imply that vstw ∈ L(X), completing our proof by taking u = st.
For this proof, we need to show that for every j and every (nj+2j)-letter subword
z of xvstwy, z contains a word in L(S). We break into cases, and first treat the
case where j > k. Then z has length nj + 2j > 2nj−1 + 4j ≥ 2nk + 2k + 2j. Then
z must contain a j-letter subword of either x or y, which by definition is in L(S).
Suppose instead that j ≤ k. If z contains letters from both s and t, then it
contains a j-letter subword of one of them, which is in L(S). The remaining case
is where z is a subword of either xvs or twy; without loss of generality, we assume
the latter. If j = k, then since |z| = 2nk+2k > nk+2k, z contains either a j-letter
subword of t or y, which is in L(S). So, we from now on assume j < k. This means
that we can write z = qr, where either q is a suffix of t and r is a prefix of w or
q is a prefix of w and r is a prefix of y; without loss of generality, we assume the
former.
If |q|+ |pw| ≥ j, then the j-letter prefix of z = qr is a subword of tpw ∈ L(S), so
it would be in L(S) as well. The only remaining case is |q| + |pw| < j. We claim
that here, r contains a j-letter word in L(S). To see this, recall that w was in
L(X), and so there exists q′ with |q′| = |q| so that q′w ∈ L(X). In particular, this
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means that q′r, which is a subword of q′w with length nj + 2j, contains a j-letter
word in L(S). If this word was not entirely contained in r, then it would contain a
prefix of w of length |pw|+1, which would be in L(S), contradicting maximality of
pw in its definition. So, we know that r contains a j-letter word in L(S), implying
that z = qr does as well. This shows that vuw ∈ L(X) (for u = st), completing
the proof.

Finally, we present a simple condition on a potential φ which guarantees slowly
growing partial sum variation bounds, in the spirit of a proposition from [2]. The
proof is essentially identical to the one given in [2], and so we omit it here.
Theorem 5.7. For (X,T ), a potential φ, n ∈ N, and η > 0, define Var(X,T, φ, n, η)
to be the maximum of |φ(x) − φ(y)| over pairs (x, y) where d(T ix, T iy) < η for all
|i| ≤ n. Then φ has partial sum variation bounds g(n) at scale η defined by
g(n) = 2
⌊n/2⌋∑
i=0
Var(X,T, φ, n, η).
The following is an immediate corollary of Theorem 5.7 and Lemma 3.2.
Corollary 5.8. If (X,T ) is expansive, φ is a potential, η > 0, and φ is a potential
with limn→∞ nVar(X,T, φ, n, η) = 0, then φ has partial sum variation bounds g(n)
satisfying limn→∞ g(n)/ lnn = 0.
It is simple to construct potentials for which Var(X,T, φ, n, η) grows as slowly
as desired; the following is one example.
Example 5.9. For any increasing h : N→ R+ and the full shift (X,T ) on symbols
0 and 1, define a potential φh by φh(x) =
1
h(k) , where k is the maximal integer
where x(−k) = . . . = x(k). (If x consists entirely of 0s or 1s, then φ(x) = 0.)
Lemma 5.10. If limn→∞ h(n)/n = ∞, then φh satisfies the hypotheses of Corol-
lary 5.8. If 1h(n) is not summable, then φh is not Bowen.
Proof. We claim that Var(X,T, φh, n, δ) =
1
h(n) . To see this, first note that a pair
(x, y) satisfies d(T ix, T iy) < δ for |i| ≤ n iff x(−n) . . . x(n) = y(−n) . . . y(n). If
φh(x) =
1
h(i) for some i < n, then x(−i) = . . . = x(i) and either x(−(i + 1)) or
x(i+ 1) is not equal to x(0). The same is then true of y, so φh(y) = φh(x).
Therefore, if φh(x) 6= φh(y), then both are less than or equal to
1
h(n) , so |φh(x)−
φh(y)| ≤
1
h(n) , implying Var(X,T, φh, n, δ) ≤
1
h(n) . Finally, x = 0
Z and y defined
by y(i) = 0 iff |i| ≤ n have |φh(x)− φh(y)| =
1
h(n) , so Var(X,T, φh, n, δ) =
1
h(n) .
Since limn→∞ h(n)/n =∞, limn→∞ nVar(X,T, φh, n, δ) = 0, and so φh satisfies
the hypotheses of Corollary 5.8.
Similarly to above, take x = 0Z and y defined by y(i) = 0 iff i ≥ 0. Then
d(T ix, T iy) < δ for 0 ≤ i < n, and |Snφh(x)− Snφh(y)| =
∑n
i=1
1
h(i) . It is then
clear that if 1h(n) is not summable, then φh does not have the Bowen property,
completing the proof.

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Theorems 1.2 and 1.3 then provide uniqueness of equilibrium state, its full sup-
port, and sometimes the K-property, for many of these examples, including mea-
sures of maximal entropy for various bounded density shifts and the shifts XS,{nk}
of Example 5.4. However, the easiest new application is probably the uniqueness
of equilibrium state for any expansive (X,T ) with weak specification and any φ
satisfying Corollary 5.8.
This even includes examples on manifolds. For instance, if X = [0, 1) and
T : x 7→ 2x (mod 1), then though (X,T ) is non-invertible, its natural extension
is invertible and has weak specification (for f = 0). A simple example of φ on
(X,T ) which is not Bowen but has unique equilibrium state by Corollary 5.8 is
φ(x) = 11+log(1/x) log log(1/x) .
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