Abstract -With the maturation of three-dimensional (3-D) technologies, display systems can provide higher visual quality to enrich the viewer experience. However, the depth information required for 3-D displays is not available in conventional 2-D recorded contents. Therefore, the conversion of existing 2-D video to 3-D video becomes an important issue for emerging 3-D applications. This paper presents a system which automatically converts 2-D videos to 3-D format. The proposed system combines three major depth cues: the depth from motion, the scene depth from geometrical perspective, and the fine-granularity depth from the relative position. The proposed system uses a block-based method incorporating a joint bilateral filter to efficiently generate visually comfortable depth maps and to diminish the blocky artifacts. By means of the generated depth map, 2-D videos can be readily converted into 3-D format. Moreover, for conventional 2-D displays, a 2-D image/video depth perception enhancement application is also presented. With the depth-aware adjustment of color saturation, contrast, and edge, the stereo effect of the 2-D content can be enhanced. A user study on subjective quality shows that the proposed method has promising results on depth quality and visual comfort. 
Introduction
As 3-D display technologies mature, enhanced reality and the stereoscopic effect are being persued. Emerging 3-D displays provide a better visual experience than conventional 2-D displays. 3-D technology enriches the content of many applications, such as broadcasting, movies, gaming, photography, camcorders, education, etc. There are several approaches to generate 3-D content, such as active depth sensor, 4 triangular stereo vision, 3-D graphics rendering, etc. The active methods and multi-camera systems require specific devices. The computer graphics requires 3-D model construction for rendering. All of them are only suitable to generate new content. While the depth information is not recorded in conventional 2-D content, the time-consuming manual generation 31 of the depth information is a barrier for mass-market promotion. Therefore, a 2-D-to-3-D conversion system, which automatically estimates the depth information from a single-view video, becomes an important technique for 3-D displays. Figure 1 shows a typical 2-D-to-3-D video-conversion flow. The depth-generation module estimates depth information from the monocular video. Then, the depth image-based rendering technology can generate multi-view videos from the monocular video and the estimated depth maps.
Study on previous works
Before trying to retrieve the limited depth information from 2-D data, we first study human depth perception. Human depth perception is the visual ability to perceive the world in three dimensions. When observing 3-D space, the human brain integrates various heuristic depth cues to generate depth perception. The binocular depth cue of two eyes and the monocular depth cues of single eye 20 are the major depth perceptions of the human visual system. The two eyes converge and accommodate in a coordinated manner to produce depth perception. The disparity of binocular depth is one of the strongest depth perceptions of the human visual system. The monocular cues, such as focus/defocus, motion parallax, relative height/size, texture gradient, etc., can also generate depth perception based on human experience and single eye accommodation. Therefore, various depth cues can be used to acquire the depth information from monocular videos.
The existing methods of depth-map generation can be classified into two types: spatial methods using a single frame, and temporal method using multiple frames. The single-frame methods include depth assignment using image classification, machine learning, depth from focus/defocus, depth from geometric perspective, depth from texture gradient, depth from relative height, etc. Harman 1 proposed a machine learning algorithm to generate depth of the key frame. Hoiem 12 used machine learning algorithms to generate depth maps. The depth of the scene and object is assigned according to the trained classes. Battiato 17 proposed to generate depth maps using multiple cues from a single image. The depth is assigned according to the characteristic of different regions. However, these methods strongly rely on cases that are in the database and welltrained.
The Computed Image Depth method 14 (CID) divides a single image into several sub-blocks and uses contrast and blurriness information to generate depth information for each block. Park et al. 5 used the blur property of low depth of field in optical physics to determine the distance from the focal plane. These methods can only detect a low-resolution depth layer. Tsai et al. 7 used the vanishing point of a line to find the depth gradient of the scene. Jung 21 used edge information and prior depth knowledge to assign the depth. Those single-frame methods use different concepts and are suitable for different cases. However, they are not reliable when the chosen cue is weak in the image.
The multi-frame-based methods generally use the motion vector to retrieve the depth information. 2, [9] [10] [11] 18, 19 Depth from motion parallax can be seen as the temporal type of depth form triangular stereo vision. The correspondence shift of objects in multiple frames can be retrieved from the motion vector. In the depth from motion-parallax approaches, the depth-induced motion vector (MV) can be converted to a disparity vector (DV). Another approach called a modified time-difference method 15 (MTD) produces stereo pairs without the generation of a depth map. The frame pairs from different times are used as left-eye and right-eye images to generate the stereoscopic effect. However, this method fails when the objects have vertical motion. A hybrid integration of CID and MTD called DCP 16 is the first literature considering both the monocular cue and binocular cue. Although the depth from motion can generate an effective depth map, the method fails to generate a depth map when the camera does not have motion.
In this paper, we focus on the depth-map generation and the application that use depth information to enhance the depth perception on display systems. A video 2-D-to-3-D conversion system which exploits both spatial and temporal methods to generate the depth map of video is proposed. With the fusion of multiple cues, depth can be retrieved from the information of single and multiple frames more completely. The organization of this paper is as follows. In Sec. 3, the video 2-D-to-3-D conversion system is presented. Then, experimental results and the in-depth discussion of visual quality of proposed algorithm are given in Sec. 4. Finally, concluding remarks are made in Sec. 5.
Proposed video 2-D-to-3-D conversion system
The proposed video 2-D-to-3-D conversion system is shown in Fig. 2 . The depth generation core consists of three major components: the depth from the motion-parallax (DMP) module using temporal information, the depth from the geometrical perspective (DGP) module retrieving finegrained scene depth, and depth from relative position module exploiting fine-grained object depth. The three depth maps are fused together to generate the final depth map. The DMP and DGP modules are all implemented by blockbased algorithms and the DRP module is implemented by a line-based algorithm to ease the hardware design and achieve real-time demand. Then, a joint bilateral filter 8 is applied to remove the block and line artifact of the depth map. The filtered depth map can be used to generate multiview/stereoscopic video using DIBR for 3-D displays and 2-D video depth perception enhancement for the 2-D displays. We will detail the individual modules in the following subsections.
Depth from motion-parallax (DMP)
The depth from motion-parallax (DMP) module is one of the important cues of the system. The basic concept is the use of consecutive frames as binocular images to retrieve disparities. The video content can be classified into two types, static scenes and individual moving objects (IMOs). For these two types of contents, the relationships of the motion vectors to the disparity vectors mapping are different, and thus different treatments must be applied. We will discuss these two cases in this section. For convenience, we define the horizontal axis of the target display as x axis, and the vertical axis as the y axis. We define the norm of the image plane as the z axis. Because the global motion will induce an offset of the motion vector, the camera motions of the video frames should be removed by using the global motion compensation (GMC) algorithm 6 before converting motion vector to disparity vector.
Camera-motion compensation
The camera motion can be basically classified into the following types: translational movement on the x axis or y axis, rotation, and zoom-in and zoom-out. The translational movements on the x and y axis are depth-dependent. The shift of the translational movement can be used to derive the binocular disparity. As shown in Fig. 3 , the disparity can be derived from the following equations.
(1)
where x 1 and x 2 are the projected coordinate on the two frames, f is the focal length, Z is the distance of P 1 object, and B is the baseline width. Therefore, depth information can be retrieved from the disparity estimation. Rotation around the x axis or y axis can be viewed as a full frame shift operation on the y and x directions. Rotation around the z axis is depth-independent. It can be compensated by mapping (x, y) to (xcos q + ysin q, xsin q -ycos q) when the rotation angle is q. Zoom-in and zoom-out enlarge all the objects in the scene with a depthindependent weight. The global motion model can be described as the following equation:
where (a 0 , ..., a 7 ) are the global motion parameters. This model is suitable when the scene can be approximated by a planar surface. The affine (six parameters: a 6 = a 7 = 0), translation-zoom-rotation (four-parameters: a 2 = a 5 ; a 3 = -a 4 ; a 6 = a 7 = 0), translation-zoom (three-parameter: a 2 = a 5 ; a 3 = a 4 = a 6 = a 7 = 0), and translation (two-parameter: a 2 = a 5 = 1; a 3 = a 4 = a 6 = a 7 = 0) models are specialized cases of the eight-parameter model.
According to the estimated camera parameters, frames are warped to form a parallel view configuration with 1 FIGURE 3 -Disparity estimation from parallel view frames. The depth value Z is inversely proportional to the disparity value x 1 -x 2 .
FIGURE 2 -Proposed video 2-D-to-3-D conversion system. The depth generation core has three major modules. The depth from motion-parallax module retrieves depth from temporal information. The depth from the geometrical perspective module retrieves depth from scene structure. And the depth from the relative position module refines the local relative depth value. Then, the three depth cues are fused to generate the final depth map. The post-filtering removes the blocky artifact of the block-based algorithm. Finally, the generated depth map can be used for 2-D video depth-perception enhancement and the visualization of 3-D displays.
the current frame as shown in Fig. 4 . This model can warp the reference frames to the current frame. After warping, the motion parallax can be computed without the interference of camera motion. From our experiment, we find that the four-parameter global motion model is most suitable for motion-parallax reconstruction. The four-parameter global motion model compensates the translation, zoom, and rotation of the reference view. The information regarding depth-induced motion vector can be preserved. A higher parameter GMC model, such as affine (six-parameter) and perspective (eight-parameter) models which remove the depth gradient of the frames is not suitable for the depth from motion application.
Block-based motion estimation with prior smoothness
After the effects of depth-independent global motion are removed, the candidate frame can be used to reconstruct the motion parallax. However, when a candidate frame has larger translational movement, the corresponding disparity map has better precision. As for the frame with smaller translational movement, the disparity map has less occlusion region. Therefore, the selection of candidate frame among neighboring frames should be carefully traded off between the precision and the frequency of occlusion.
Therefore, we convert the local motion vectors to disparity vectors and obtain the depth information. To generate a spatially smooth result, the motion vector of each block is estimated with the smoothness consideration of neighboring blocks. The method is shown in Eqs. (6)- (10): (10) where MV P is the motion vector predicted from the motion vectors of the neighboring blocks and MV candidate is the candidate motion vector. The data cost, D D , is the sum of the absolute difference (SAD) value of the current block and reference block in a selected reference frame. The smoothness cost, D S , is the Euclidean distance between currents MV i and MV P . The smoothness cost can propagate the motion values into the textureless regions and provide smooth results. The depth value is mapped in proportion to the magnitude of the motion vector. A maximum threshold mv_threshold is applied to prevent the exaggeration of outliers on the motion vector. Finally, the weighting factor α controls the strength of the stereo effect.
In the motion vector to disparity vector conversion, the depth of the static scene can be retrieved. In the rigid body, depth-induced motion information can be converted to the disparity vector. As for the motion of IMO, the estimated motion vectors basically compose two parts, one is self-motion and the other is depth-induced motion. The self-motion of IMO will result in additional offset in the disparity vector. Fortunately, we can also convert the selfmotion to disparity vector in most cases when the self-motion is small. The visual effect of this approximation is that moving objects would pop up and catch more attention.
With the consideration of computational complexity, the depth from motion parallax is implemented by using a block-based algorithm. One advantage of the block-based depth from motion parallax over segmentation-based algorithms is its computational efficiency. However, the results would suffer from the blocky effect. To solve this problem, we use an edge-aware bilateral filter to remove the blocky effect and preserve object boundary. The details will be shown in the post-filtering section.
Depth from geometrical perspective (DGP)
In the spatial domain, depth information also can be retrieved from monocular depth cues. The geometrical perspective can also provide primary information of the scene depth. 13 For simplicity, the major scene types of 2-D video can be classified to three iconic representations as shown in Fig. 5 .
The consecutive frames with different viewing angles and positions are compensated to parallel view configuration with the current frame by means of using the estimated camera parameters. Therefore, the motion parallax can be computed by disparity estimation without the interference of camera motion.
By analyzing the line structure in the scene, horizontal and vanishing lines are detected to make the scene-mode decision. The DGP is only applied to the key frame to reduce computational complexity. When the DGP fails to find the scene mode, the default mode which assigns a simple depth gradient from top-to-bottom is applied. From our study, we find that the top-to-bottom mode is the mode that is suitable for most case in the sequence of nature images. Although the default mode have less protrusive effect, the mode also has a lower side effect when the scene mode is not detected. The flow of the DGP module is shown in Fig. 6 . First, the Hough line detection is applied to find the dominant geometrical lines in the image; that is, the lines with the strongest response, as shown in Figs. 7(a) and 7(c). An example of the vanishing point is visualized in Fig. 7(d) . Firstly, the Hough line transform detects to all possible lines. After the vanishing point is detected, the depth gradient is assigned according to the direction of each segment plane.
For practical conditions, Hough line detection is not always stable due to foreground moving objects, camera noise, or the high contrast edges in the background. In those cases, dominant lines in consecutive detected frames would not be identical. The unstable lines would cause flicker in the scene depth maps and results in visual discomfort. A novel line stabilization technique is applied to preserve the temporal coherence of the dominant geometrical lines. Whenever a dominant geometrical line is detected in the current frame, the weight of the region passed by the dominant line is increased in the next frame. The weight of the edge in the region where the previous line passes through will have a higher probability to be selected. In this way, dominant lines become more temporally stable. Finally, the depth assignment is applied to generate a depth gradient according to the scene mode.
Depth from relative position (DRP)
The depth from the relative position uses the perception knowledge to generate the fine granularity depth map. Luminance and color are strong and self-sufficient pictorial depth cues in visual scenes and images. Some experiments in color stereopsis have also shown that long-wavelength stimuli, such as red or yellow, appear closer than short-wavelength stimuli such as blue or green. 29, 30 In general, the red color does not always mean "near"; however, inevitably seen as "nearer" in the visual field than stimuli with other colors. Moreover, the edge of the image also has high potential to be the edge of the depth map. This suggests that the color can be a potentially strong candidate as a depth cue with a strong relative weight. 28 Based on the concept, DRP uses the depth perception on luminance and color to refine the depth map. Although not all the conditions do not satisfy the psychological hypothesis, the depth cue which has high correlation to human experience also enhances depth perception with low side effect. Interestingly, some great painters, notably Paul Cezanne, apply "warm" pigments (red, orange, and yellow) to bring the surface forward towards the viewer, and the "cool" ones (blue, violet, and cyan) to indicate that curves away from the picture plane. By using the DRP refinement, the depth perception on the edge and color domain can both be enhanced. The value of α and γ are about 0.3-0.1, and β is about 0.3-0.5 in empirical rule.
Depth fusion and post-filtering
After depth generation from multiple cues, the depth maps of DMP, DGP, and DRP are fused using the following equation:
where W M , W P , and W R are the weights of DMP, DGP, and DRP cues, respectively. D M , D P , and D R are the depth map of DMP, DGP, and DRP cues. The flow of depth fusion is shown in Fig. 8 . Depending on the camera motion analysis, three weighting factors are adaptively adjusted. The recommended weights of depth fusion are related to the content characteristics. If the sequence does not have a stable scene mode, the depth can only reliably be generated from motion. Figure 5 (a) will be chosen as the initial mode, and the depth of DGP will be fused with small weighting than Moreover, the artifacts due to the property of blockbased motion estimation algorithm generate visually uncomfortable results. Before the 3-D visualization, the side effect should be eliminated. The bilateral filtering properly smoothes the image while preserving object boundaries. 8 Therefore, we apply the joint bilateral filter to smooth the depth map.
(13) (14) where u(x i ) is the intensity value of pixel x i , Ω(x i ) are the neighboring pixels of x i , and N(x i ) is the normalization factor of the filter coefficients, and D filtered is the filtered depth map. The window size depends on the characteristic of the objects. In our implementation, the kernel of the bilateral filter is larger than the block size in the DMP module. One example of filtered image is shown in Fig. 9 . The blocky artifacts in the fused depth map are effectively removed while the sharp depth discontinuities along the object boundary are enhanced. The depth map can generate high depth quality on the object boundary.
3-D visualization
For modern 3-D displays, the depth map is used for rendering multiple viewing angles according to the following equation:
where x i is the horizontal coordinate of the interpolated view and x c is the horizontal coordinate of the intermediate view. Z is the depth value of the current pixel, f is the camera focal length, and t x is the eye distance. The edge-dependent interpolation method 3 is applied to preserve edge information of the interpolated area. The experimental result and subjective quality analysis will be made in Sec. 4. For conventional 2-D displays, we also propose an application that uses depth information to enhance the depth perception of 2-D video. The depth-aware video enhancement adjusts video in relation to the depth information. Three cues, color saturation, contrast, and edge are adjusted according to the relative depth range to enhance the depth perception.
The flow is shown in Fig. 10 . From the characteristics aerial perspective, objects that are a great distance away have lower luminance contrast and lower color saturation due to atmospheric scattering. 25 The detailed discussion about saturation enhancement is presented here. First of all, the definition of saturation is introduced.
(16)
The lightness can be decomposed into two parts: the lightness of the object and the lightness of the environment. For simplicity, environmental light is supposed to be white in our model. According to the atmospheric scattering model, 25 the lightness of observing the object projected on the image plane degrades exponentially with distance. (17) where λ is the dominant wavelength. Therefore, the saturation of x in the projected image can be modeled as (18) The stronger total light will result in a higher saturation value. Thus, saturation can be modeled as an increasing function of the depth. The saturation channel of HVS color space can be adjusted stronger to represent the object is closer to the viewer.
The other characteristic is that far objects have lower contrast than near objects. 32 Contrast is also an effective depth cue to produce depth perception. 23 The edge blur- riness 24 has the same phenomenon as contrast. In the 2-D enhancement flow, edge and contrast enhancement are applied individually because all the depth cues are suggested to be considered independently. 26 As for the relationship of contrast and edge blurriness to the depth, we can derive the following equations from the basic theory of optics in Fig. 11 .
assuming that Z(x) > Fv 0 /(v 0 -F), which means that all the objects are behind the focus plane. Thus,
From the above discussion, if depth(x) increases, d decreases. It means if the object has a higher value (near) on the depth map, then the object will have a higher contrast and sharpness.
A 2-D enhancement example is shown in Fig. 12 . From the figure, we can see that the near grassland of fussball has a higher contrast and saturation. Compared with the original image, the enhanced images show an implicit relation to the object distance. Because the enhanced relative saturation, edge, and contrast can provide stronger pictorial depth cues on visual perception, the viewers can also perceive an enhanced 3-D feeling on conventional 2-D displays.
4
Experimental results Figure 13 shows the results of hybrid depth fusion for the eight test sequences. From the images we find that the moving objects are welldetected to enhance the protrusion effect. However, some errors may occur when there are variations in illumination and shadow. Fortunately, by using a bilateral filter, the error depth in these regions is smoothed. From our experiment, we found the filtered depth map to have little perceptible side effect. For further analysis and discussion, the in-depth computational complexity and visual-quality analysis of the video sequences will be discussed in the following subsections.
Analysis of computational complexity
The computational complexity of the proposed algorithm is analyzed in this section. The prototype of our algorithm can achieve 41.3 fps at SDTV 720 × 576 when operating on an Intel ® Core™2 Duo CPU E6850 @ 3.0 GHz with Nvidia 9800GT with 112-core CUDA technology. The block size is a 4 × 4 block. With larger block size, the proposed algorithm will have a smaller computational time. However, the larger block size also results in lower depth-map quality. The computational complexity of the proposed algorithm is O(n 4 ), where n is the width of frame. If the resolution of the frame increases, the blocks and search range are both increased. It means that the computational time will be much longer. This is because the DMP motion algorithm has highly computational complexity. The proposed algorithm uses a physical cue DMP, pictorial cue DGP, and perception-cue DRP to generate a depth map. The three maps can be parallel computed and fused together to generate depth from different cues. Moreover, the runtime model of the proposed algorithm is only a prototype. Further runtime improvement can be made in fast-motion estimation algorithm or parallel computing.
Analysis of subjective visual quality
To evaluate the visual quality of the proposed algorithms, we compare the three types of video data: videos which are captured by a stereoscopic camera; the left view of stereo camera is used to generate the depth maps by using our algorithm and a commercial software DDD's TriDef. The stimuli consist of six video sequences. Four 720 × 576 sequences, jojo, barden, fussball, and kirchweih, captured by two DCR-PC-8 camcorders, and two sequences from MPEG multi-view video coding, flamingo and Akko&Kayo, are used to perform the subjective view evaluation. Both depth quality and visual comfort are assessed using a singlestimulus presentation method that is a slightly modified version of that described in ITU-R BT.500-10. 27 The performance of generated stereoscopic video is evaluated subjectively by comparing stereo captured video and a stereoscopic video that is generated from left view of the original stereoscopic video. The synthesized stereo-view images are displayed on a 120-Hz 3-D display with active shutter glasses.
The subjective evaluation was performed by 15 people with normal or correct-to-normal visual acuity and stereo acuity. The participants watched the stereoscopic video in random order and are asked to rate each video according to two factors: depth quality and visual comfort. The overall quality of the depth quality is accessed using a five-segment scale as shown in Fig. 14(a) , and that for visual comfort is shown in Fig. 14(b) . The values of the two factors acquired FIGURE 13 -Images and depth maps of the test sequence. From left to right, top to bottom are Akko&Kayo, barden, fussball, hall-monitor, jojo, kirchweih, stefan, and flamingo sequences. In these images, the shape of the objects are well represented to enhance the depth perception of the moving objects. However, some errors may occur when there are variations on illumination and object shadow. Fortunately, by using the joint bilateral filter, the side effects on these regions are greatly reduced.
by experiments for the six evaluation sequences are shown in Figs. 15(a) and 15(b) . And the red-cyan images of the test sequence are shown in Fig. 16 .
Generally speaking, the stereoscopic videos captured by the stereoscopic camera usually gets the highest score, and the proposed algorithm is better than the DDC algorithm in terms of depth quality. From our evaluation, we found that the proposed method has better quality on sports videos, especially in the outdoor-scene mode. For these sequences, the smooth background depth maps are extracted by DGP and DRP, and the foreground moving objects popup by DMP, resulting in a protrusive 3-D effect. In the sequences with regular motions, such as the dog in jojo sequence and the football in the fussball sequence, the object depth is smooth and has a spectacular pop-up effect. The regular motion means that the objects have simple movement in the same direction.
However, when the objects have complex self-motions, the DMP results in non-continuous depth on objects and makes viewers feel uncomfortable. For example, in flamingo, the hand and body of dancer have a different motion magnitude. The same phenomenon can also be seen on the feet of horse in kirchweih. Therefore, for visual comfort, our method in sequences with nonregular self-motion has FIGURE 14 -Rating scales used for assessing (a) depth quality and (b) visual comfort. The overall quality for depth quality is accessed using a five-segment scale and that for visual comfort. In the sequences with regular motions, such as jojo and fussball, the object depth is smooth and has the pop-up effect. As for flamingo and kirchweih, the hands of the dancers and the feet of the horses have a different motion magnitude. The irregular motion is filtered by the joint bilateral filter to diminish the side effect. Therefore, the stereoscopic images still have high-quality results.
worse scores than the DDC method. In addition, we also notice that the original stereoscopic videos do not always obtain the highest score in term of visual comfort. This is because the camera configurations, including camera baseline, focal length, and convergence, may not be identical to the human visual system. 22 The fixed camera configurations of original stereoscopic videos degrade the visual comfort term.
Analysis of objective visual quality
The objective evaluation is discussed in this section. It is well known that there are various objective quality metrics commonly used for 2-D images, such as mean squared error (MSE) and peak signal-to-noise ratio (PSNR), but these methods are not suitable for 2-D-to-3-D converted video contents. In the 2-D-to-3-D converted contents, the generated depth maps are pseudo-depth maps rather than real depth maps. There are no ground truth images for comparison. However, we can still evaluate the depth quality objectively from the edge or textureless region of depth maps. This is reasonable as viewers always pay more attention to the object boundary and depth discontinuity region. We use an objective evaluation method which is a modification of the CSED method 33 . Because the edges of the color image have a high potential to be the edge of the depth map, the color-image and depth-image correlation (CDC) metrics are used to examine the objective quality of the depth map. The defined CDC metrics have four items:
( , ) , FIGURE 17 -The objective visual-quality assessment of (a) fussball, (b) barden, (c) kirchweih, (d) jojo sequences. S1 describes the ratio of the edge of the depth map that is also the edge of color image. With a higher S1 correlation, the depth map has a higher depth quality on the boundary. S2 represents the ratio of the edge of color image that is also the edge of the depth map. With higher S2 values, the depth map has more detail on the edge of the color image. Because the edge of the color image is not supposed to be the edge of depth map, the S2 value is just a reference metric about the complexity of the depth map. S3 describes the smoothness of the depth map in the textureless region of the color images. Finally, the S4 metric that calculates the edge variance of the depth map is used to show the degree of protrusion in the depth map.
(26) (27) where the E C (x,y) and E D (x,y) are the edge maps of the color image and depth image, and E C ′(x,y) and E D ′(x,y) are the complement sets of E C and E D , respectively. S1 describes the ratio that the edge of the depth map is also the edge of the color image. With higher S1 values, the depth map has higher depth quality on the boundary. S2 represents the ratio when the edge of the color image is also the edge of depth map. With higher S2 values, the depth map has more detail on the edge of the color image. Because the edge of the color image is not supposed to be the edge of the depth map, the S2 value is just a reference metric about the complexity of the depth map. S3 describes the smoothness of the depth map in the textureless region of the color images. The S1 and S2 can provide an objective score on the quality of the edge. With higher S1 and S3 values, viewers feel more comfortable when watching the video. Finally, the S4 metric that calculates the edge variance of the depth map is used to show the degree of protrusion in the depth map.
The evaluation result is shown in Fig. 17 . Four sequences are examined. The DMP has the highest protrusion value, but has lower detail because DMP only generates the depth of moving objects. The DGP has a large smoothness value on the textureless region. When the scene structure line is not heavily overlapped by foreground objects, such as fussball and jojo, the boundary quality S1 of DGP have very high scores. However, the disadvantage is that the DGP has lower detail and a lower protrusion value. The DRP has the highest S1 and S2 values. This is because the DRP uses the color image as a function of depth map, the edge of depth map has the highest correlation to the color edge. But the DRP has a small value on the protrusion metric. The fused depth map compromises the protrusion effect and the detail of the depth map. The advantage that we use is multiple cues to generate the depth map.
Finally, it is important and must be emphasized that the CDC metrics can provide an objective evaluation of the edge and textureless region of the depth map rather than depth perception. There is still no well-established standard on the metric of depth perception. Therefore, the quality of the depth map still basically relies on the subjective-view evaluation.
Conclusions
We have proposed a novel 2-D-to-3-D conversion system using three depth cues. The depth from motion parallax enhances the depth when the video has camera motion, the depth from a geometrical perspective enhances the stereo effect of the scene structure, and the depth from the relative position generates a fine granularity depth by using the depth perception of the color. The proposed system uses the block-based algorithms incorporating a bilateral filter to generate a comfortable depth map in real time. Finally, the proposed system is quality scalable. Depending on the applications, different block sizes can be selected or combined with multi-scale subsampling. A larger block size results in lower depth details but faster computation speed. The users can tradeoff between quality and complexity. The subjective also shows that the proposed algorithm provides promising results. We believe that our system is suitable for 3-D displays and broadcasting systems. 
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