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Abstract. This paper considers a social network modeled as an Erdo˝s-Re´nyi random graph.
Each individual in the network updates her opinion using the weighted average of the opinions of
her neighbors. We explore how an external manipulative agent can drive the opinions of these
individuals to a desired state with a limited additive influence on their innate opinions. We show
that the manipulative agent can steer the network opinion to any arbitrary value in finite time (i.e.,
the system is controllable) almost surely when there is no restriction on her influence. However, when
the control input is sparsity constrained, the network opinion is controllable with some probability.
We lower bound this probability using the concentration properties of random vectors based on the
Le´vy concentration function and small ball probabilities. Further, through numerical simulations,
we compare the probability of controllability in Erdo˝s-Re´nyi graphs with that of power-law graphs
to illustrate the key differences between the two models in terms of controllability. Our theoretical
and numerical results shed light on how the controllability of the network opinion depends on the
parameters such as the size and the connectivity of the network, and the sparsity constraints faced
by the manipulative agent.
Key words. Social network opinion, linear propagation, sparse-controllability, Erdo˝s-Re´nyi
graph, concentration inequalities
1. Introduction. Consider the following problem regarding controllability of
network opinion: the opinions propagated over an Erdo˝s-Re´nyi random graph consist-
ing of N people are influenced by an external agent (referred to as the manipulative
agent henceforth) [14]. The goal of the manipulative agent is to influence the opin-
ions of the people so that the network opinion is driven to a desired state. However,
the manipulative agent is subject to sparsity constraints: it can only influence a few
people in the network at each time.
Mathematically, our formulation is as follows: the network opinion at time k,
denoted by xk ∈ RN follows a DeGroot type linear propagation model [10]:
(1.1) xk = A¯xk−1 + uk,
where, A¯ ∈ RN×N is the row-normalized weighted adjacency matrix of the network.
In the most general setting, the randomness of the system (1.1) is induced by a
hierarchical probability measure over the space of graphs with N nodes where, the
locations of non-zero entries of A¯ are modeled using an Erdo˝s-Re´nyi graph and the
non-zero entries of each row of A¯ are drawn from a continuous distribution on the
unit simplex. The control signal from the manipulative agent, uk ∈ RN represents her
influence at time k. We assume that the manipulative agent can influence only one
of the predefined (overlapping) groups of people in the network at any time instant,
and the size of each such group is small compared to the network size N . In other
words, uk is s−sparse with s N (i.e., budget-constrained), and its support belongs
to a set of admissible support sets A (i.e., pattern-constrained).
∗
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A fundamental question that arises in this context is: Can the network opinion be
driven to a desired value using the budget and pattern constrained inputs within a finite
time duration? The answer is that it is possible with some probability (that arises
due to the randomness in Erdo˝s-Re´nyi model). We use concentration inequalities to
derive a lower bound for this probability which is a function of the number of nodes
N , the sparsity s, the edge probability p and the set of admissible support sets A for
two versions of the Erdo˝s-Re´nyi graph model: a directed graph and an undirected
graph. The main results of the paper are informally stated below:
Theorem 1.1 (Informal statement of main results). Consider the linear opinion
formation model in (1.1) where A¯ is the row-normalized adjacency matrix of an Erdo˝s-
Re´nyi graph. Assume that the control signal uk is s-sparse with 0 < s  N and its
support (defined in (2.6)) satisfies Supp {uk} ∈ A for some set A which depends on
the specific sparsity pattern (detailed in Subsection 2.3). Further, assume that the
nonzero entries of each row A¯ is drawn from a continuous distribution on the unit
simplex. Then, the following hold:
(a) Undirected graph: If the edge probability p satisfies
(N − s)−1 ≤ p ≤ 1− (N − s)−1,
then the probability of controllability of the network opinion in (1.1) is at least
o
(
Q¯(A)(1− p)sN [1− e−c(p(N−s))]).
(b) Directed graph: If the edge probability p satisfies
C
log(N − s)
N − s < p ≤ 1− C
log(N − s)
N − s ,
then the probability of controllability of the network opinion in (1.1) is at least
o
(
Q¯(A)(1− p)sN [1− e−c(p(N−s))]),
where Q¯(A) ≥ 1 is an increasing function of s and N which depends on the set A.
Here C, c > 0 are universal constants.
The key insights gained from Theorem 1.1 are as follows:
• The probability of controllability increases with the network size N and spar-
sity s when all other parameters are kept constant. In particular, the network
opinion can be controlled almost surely, if the network size is sufficiently large
(N →∞), irrespective of the sparsity patterns.
• The probability bound on controllability of network opinion is small when
the network is either loosely connected (small values of p which are close
to 0) or densely connected (large values of p which are close to 1) i.e., the
probability of the system being controllable is larger for moderate values of
the edge probability p.
• The dependence of the controllability on the sparsity pattern is captured by
the function Q¯. This relation allows us to compare the probability of control-
lability under various popular patterns like unconstrained sparsity, piecewise
sparsity and block sparsity.1
The proof technique we use relies on rank-related properties of binary random matri-
ces (that model the adjacency matrix of Erdo˝s-Re´nyi graph). The key mathematical
tools used to derive these properties are the Le´vy concentration function and small ball
probability. The analysis characterizes the smallest singular value of the (unweighted)
1We discuss this point in Subsection 4.2.
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binary adjacency matrix of an Erdo˝s-Re´nyi graph, which can be of independent in-
terest.
1.1. Practical context of the model and examples. Controllability
of the network opinion has applications in marketing [25], targeted fake-news cam-
paigns [33], and political advertising [9]. For such problems, the randomness of the
Erdo˝s-Re´nyi model captures the unknown structure of the underlying social network.
The directed graphs represent social networks such as Twitter whereas the undirected
graphs represent social networks such as Facebook.
The DeGroot type opinion propagation model (given in (1.1)) that we consider
is an average based process that has been used widely in literature ( [3,15,18,35]) to
model consensus and learning in multi-agent systems. Here, each node i ∈ V averages
the opinions of her neighbors according to the non-uniform weights2 prescribed by
the ith row of A¯.
The sparsity pattern models the limited influence of the manipulative agent in
the following examples.
1. Consider a company that sends one salesperson each to m different parts
of a country for marketing their products by offering free samples. At each
time instant, the company can afford a total of s free samples (and hence,
constraining the sparsity of the control signal to be s), and each salesperson
can visit at most s/m potential customers (and thus, constraining the sparsity
pattern). Hence, the control input uk at each time instant k is formed by
concatenating m sparse vectors. This is an example of the sparsity pattern
called piece-wise sparsity (Definition 2.4).
2. Consider an election candidate visiting different parts of a country as part of a
political campaign. At each time instant, she can only visit a particular area
and influence the group of people located there. Therefore, the input uk at
each time instant k has nonzero entries occurring in clusters (corresponding
to the individuals located in a particular area). This is an example of the
sparsity pattern called block sparsity or group sparsity (Definition 2.5).
1.2. Related work. The linear opinion propagation model in (1.1) is similar
to the widely used DeGroot model [10]. For such linear models, several works have
explored the problem of controlling opinions in a social network by drawing tools
from control theory [11, 12, 22, 30, 36–38]. However, the existing literature so far
has not addressed the problem of the controllability of network opinion using sparse
control inputs. A key reason for this literature gap is that the Kalman-rank based
test for sparse-controllability (i.e., controllability of a linear dynamical system under
sparsity constraints on inputs) is combinatorial which makes the analysis cumbersome.
Recently, a simpler rank-based test which is similar to the classical PBH test [16] and
equivalent to the Kalman type rank test has been presented in [19]. Therefore, we
build upon the controllability conditions provided in [19] to derive sufficient conditions
for sparse-controllability of network opinion.
1.3. Organization. Section 2 presents the network opinion dynamics model
which has three parts: the opinion evolution model, the network connectedness, and
the sparsity constraint on the input. Section 3 introduces the notion of general-
ized sparse-controllability and derives its necessary and sufficient conditions. This
result is of independent interest, as it applies to a general linear dynamical system.
2The model in [3,15] is limited to the case where the averaging is based on a uniform distribution
whereas we consider the more general case of averaging based on social reputation.
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Section 4 and Section 5 present our main results of bounds on the probability of
sparse-controllability for undirected and directed graphs (and the practical insights
that they yield), respectively. Finally, Section 6 presents numerical illustrations that
complement and verify the main results of the paper.
Notation: Boldface lowercase letters denote vectors, boldface uppercase letters de-
note matrices, and calligraphic letters denote sets. Table 1 summarizes the parameters
and variables used frequently throughout the paper.
Table 1
Summary of Notation
General notation
R : Set of real numbers
C : Set of complex numbers
SN : Unit Euclidean sphere in RN
I : Identity matrix
0 : All zero matrix (or vector)
Ai : i
th column of A
Aij : the (i, j)
th entry of A
AS : Submatrix of A formed by the columns indexed by the set S
AS,: : Submatrix of A formed by the rows indexed by the set S
‖ · ‖ : `2 norm
‖ · ‖0 : `0 norm
Supp {·} : Support of a vector, Supp {z} = {i : zi 6= 0} ⊆ {1, 2, . . . , N}
 : Hadamard product
|·| : Cardinality of a set
[a] : Set of integers {1, 2, . . . , a}
P(·) : Power set
dist(a,S) : `2 distance between the point a from the set S
dist(a,S) , inf
a′∈A
‖a− a′‖
P{·} : Probability of an event
Network Parameters
G = (V, E) : Graph with set of nodes V and set of edges E
N : Number of nodes i.e., N = |V|
A ∈ {0, 1}N×N : Adjacency matrix of G where Aij =
{
1, if (i, j) ∈ E
0 otherwise.
W ∈ RN×N : Weight matrix of G
A¯ ∈ RN×N : Row-normalized weight matrix of G
p : Edge probability
A : Set of admissible supports of the sparse control inputs
s : Sparsity of control inputs i.e., if S ∈ A, |S| ≤ s
2. Opinion Dynamics Model. This section details the network opinion
dynamics model which has three key main components: propagation model, random
graph model, and the sparsity model.
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2.1. Propagation model. Consider the graph G = (V, E) with binary
adjacency matrix A ∈ {0, 1}N×N where V = {1, 2, . . . , N} and E are the set of
nodes and the set of edges, respectively. The set V represents the individuals in the
network, and the edges represent their connections with neighbors. The opinion xk[i]
of individual i ∈ V at time k is the weighted average of the opinions of her neighbors
(defined by the set of edges) at time k−1 and the control input uk[i] which represents
the influence of the manipulative agent. Thus, the opinions evolve according to (1.1)
where the matrix A¯ can be written as
(2.1) A¯ = Λ(AW ),
with  denoting the Hadamard product. Here, A ∈ {0, 1}N×N is the adjacency
matrix of the graph G, and W ∈ RN×N is the weight matrix whose element W ij > 0
is the weight of edge (i, j) ∈ E of the graph. The invertible diagonal matrix Λ ∈ RN×N
is defined as
(2.2) Λii =
{
1∑N
j=1AijW ij
if
∑N
j=1AijW ij 6= 0
1 otherwise.
The above model ensures that the zero entries of A¯ and A coincide, i.e, the Erdo˝s-
Re´nyi graph models the connectedness of the graph. Also, (2.2) implies that A¯ is
the row-normalized weighted adjacency matrix. We assume that W = wwT is a
symmetric rank-one matrix where w ∈ RN is drawn from an arbitrary continuous
distribution on nonnegative numbers. Since W is rank-one matrix, the order of
weights (entries of w) in every row of W is the same. As mentioned in Subsection 1.1,
these weights model the reputation of each person in the network, i.e., a highly reputed
person in the network always gets higher weightage while the people who are connected
to her average the opinions of their neighbors. Also, since Λ normalizes each row of A¯,
the entries of W only determines the ratio of weights (i.e, W = wwT and W = 1wT
model the same system).
2.2. Random graph model. We assume that the network is modeled using
the Erdo˝s-Re´nyi model [13] where, each edge exists with probability is 0 < p < 1
independently of all other edges. The effect of parameters p and N (number of
nodes) on the connectivity and the emergence of a giant connected component is well
studied [18]. We consider two different models for the connectedness: undirected and
directed graphs as defined below:
Definition 2.1 (Undirected Erdo˝s-Re´nyi graph). A graph G = (V, E) is called
an undirected Erdo˝s-Re´nyi graph if for every i 6= j, an undirected edge from i to j is
present with probability p, independently of everything else, and the graph contains no
self loop. Therefore, the entries of the adjacency matrix A ∈ {0, 1}N×N follows the
model given below:
P {Aij = 1} =
{
p, if i 6= j, i > j
0, if i = j
(2.3)
Aij = Aji if i < j.(2.4)
Definition 2.2 (Directed Erdo˝s-Re´nyi graph). A graph G = (V, E) is called a
directed Erdo˝s-Re´nyi graph if for every i 6= j, a directed edge from i to j is present
with probability p, independently of everything else, and the graph contains no self
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loop. Therefore, the entries of the adjacency matrix A ∈ {0, 1}N×N follows the model
given below:
(2.5) P {Aij = 1} =
{
p, if i 6= j
0, if i = j.
We note that the adjacency matrix A ∈ {0, 1}N×N is a (sparse) Bernoulli random
matrix. Also, the adjacency matrix A is symmetric for an undirected graph while it
is not necessarily symmetric in the case of a directed graph. Thus, the undirected
Erdo˝s-Re´nyi graph (Definition 2.1) is a special case of the directed Erdo˝s-Re´nyi graph
(Definition 2.2).
2.3. Sparsity model. The sparsity model represents the constraints faced
by the manipulative agent at each time instant, which restricts the set of nodes that
are influenced (i.e. the support set of the control input uk). We use a generalized
sparsity model which we refer to as the pattern-and-budget-constraint model. The
model restricts the support of the control input where the support of a vector z ∈ RN
is defined as:
(2.6) Supp {z} = {i : zi 6= 0} ⊆ {1, 2, . . . , N}.
Let the set of all admissible supports be A = {Si}|A|i=1 ⊆ P({1, 2, . . . , N}), i.e.,
Supp {uk} ⊆ S, for some S ∈ A and for all values of k. We do not impose any
special structure on A except that |S| = s, for all S ∈ A and ∪S∈A = [N ]. Below, we
define three specific sparsity patterns that serve as examples of this sparsity model:
Definition 2.3 (Unconstrained sparsity). Unconstrained sparsity refers to the
restriction that the control signal can have at most s nonzero entries. Here, we have
A = A1 where
A1 , {S ⊂ {1, 2, . . . , N} : |S| ≤ s} .
Further, |A1| =
(
N
s
)
.
Definition 2.4 (Piece-wise sparsity). Piece-wise sparsity refers to the sparsity
model where each admissible control vector can be written as a concatenation of m
sparse vectors each with sparsity of at most s/m (we assume that m divides both N
and s). Here, we have A = A2 where
A2 ,
{
∪mi=1 Si : Si ⊆ {(i− 1)N/m+ 1, . . . , iN/m}
and |Si| ≤ s/m, ∀i ∈ {1, 2, . . . ,m}
}
.
Also, |A2| =
(
N/m
s/m
)m ≤ (Ns ).
Definition 2.5 (Block sparsity). Block sparsity refers to the sparsity model
where the non-zero entries of the control signal form clusters of equal size m ≤ N (we
assume that m divides both N and s).3 Here, we have A = A3 where
A3 ,
{
∪s/mi=1 Si : Si ⊆ {(i− 1)m+ 1, (i− 1)m+ 2, . . . , im}
}
.
3A sparse vector with unequal blocks of nonzero entries is also called a block spare vector. In
this paper, we use equal block sizes.
6
In this case, |A3| =
(
N/m
s/m
) ≤ (Ns ).
We make a few observations from the above models:
• Unconstrained sparsity model is the least restricted sparsity model, and thus,
A2,A3 ⊂ A1.
• We can rearrange the entries of a block sparse vector z as follows:

Block 1

z1
z2
...
zm
Block 2
 zm+1...
z2m
...
...
Block Nm
 zN−m+1...
zN
→


z1
Block 1zm+1...
zN−m+1
z2
Block 2...
zN−m+2
...
...
zm
Block m....
zN
The rearranged vector on the right-hand side is a piecewise sparse vector
with m blocks, each with at most sparsity s/m and the same support. Since
shuffling the entries of the control input does not change the properties of
the system in (1.1), block sparsity can be seen as a special case of piecewise
sparsity.
• As the number of blocks m increases, piecewise constraint becomes more
stringent and hence, P decreases. We get |A2| =
(
N
s
)
when m = 1.
• As the block size m increases (i.e, the number of blocks increases), the block
sparse constraint becomes more stringent and hence, P decreases. We get
|A3| =
(
N
s
)
when m = 1.
In this paper, we explore the conditions under which the network opinion is
controllable under the sparsity constraints on the support of the control inputs im-
posed by the different sparsity models (defined above) and with the two random
graph models defined in Subsection 2.2. In the next section, we present a generalized
sparse-controllability test that establishes the key ideas required to derive our main
results.
3. Generalized Sparse-Controllability Results. The main result of this
section is Theorem 3.1 which provides the necessary and sufficient conditions for
sparse-controllability for a generalized sparsity-pattern (defined in Subsection 2.3).
This result is an extension of the sparse-controllability result [19, Theorem 3.1.] (see
Theorem D.2) to the case when the support set of the control input is constrained to
a given set A which is a collection of subsets of {1, 2, . . . , N}. The original result [19,
Theorem 3.1.] is applicable only to sparse signals whereas the result presented in this
section is applicable under any other restriction on the support like block sparsity or
piece-wise sparsity. We consider the following linear dynamical system given by
(3.1) xk = Axk−1 +Buk, k = 1, 2, . . . ,
where the state vector xk ∈ RN , the transfer matrix A ∈ RN×N , and the input matrix
B ∈ RN×L. For this system, the generalized sparse-controllability result is presented
below:
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Theorem 3.1. For an arbitrary linear system given by (3.1), let ‖uk‖0 ≤ s and
the supports Supp {uk} ∈ A ⊆ P({1, 2, . . . , L}) with |S| ≤ s,∀S ∈ A. For any initial
state x0, any final state xK and any set A, there exists a sparse input sequence uk,
which steers the system from the state x0 to xK for some finite K, if and only if the
following two conditions hold:
(a) For all λ ∈ C, the rank of the matrix [λI −A BM] ∈ RN×(N+|M|) is N ,
where the set M = ∪S∈AS ⊆ {1, 2, . . . , L}.
(b) There exists an index set S ∈ A such that rank of [A BS] ∈ RN×(N+|S|)
is N .
Proof. See Appendix A.
Note that both conditions in Theorem 3.1 have to be satisfied simultaneously for
the system to be controllable under the constraints on the support of the input. The
first condition is the same as the classical PBH test (see Theorem D.1) for the con-
trollability of the reduced linear system described by the matrix pair (A,BM). Here,
BM is the effective control matrix, as the entries of the control inputs corresponding
to Mc are always zero. Since all sparse-controllable systems are controllable, the ne-
cessity of the first condition is straight-forward. The second condition distinguishes a
system which is controllable (i.e., satisfies the first condition) from a system which is
controllable under the constraints on the support. Also, Theorem 3.1 reduces to the
existing sparse-controllability result [19, Theorem 3.1.], when A is assumed to be the
set of all s−sized subsets of {1, 2, . . . , N}.
Next, we apply Theorem 3.1 to our stochastic setting and derive probabilistic
results on sparse-controllability of network opinion dynamics. Before we launch into
those results, we provide a result on the controllability of the network opinion using
unconstrained (non-sparse) inputs.
Proposition 3.2. Consider the network opinion evolution model defined in (1.1)
where the manipulative agent can influence any number of people (s = N) on the
network at any time instant. Then, the network opinion is almost surely controllable
under the two versions of Erdo˝s-Re´nyi graphs: directed (given in (2.3) and (2.4)) and
undirected (given in (2.5)).
Proof. Using the classical PBH test (see Theorem D.1) for controllability, it is
easy to see that the system described by (1.1) is controllable for any arbitrary matrix
A.
If we restrict the influence of the manipulative agent to s number of people in the
network, the opinion of any s people in the network is always controllable. Therefore,
the interesting problem in this context is the controllability analysis for the sparse
regime when s N , which is presented in the next two sections.
4. Sparse Controllability of Opinions in an Undirected Graph. This
section provides a lower bound on the probability with which the system in (1.1) is
controllable for the case of undirected Erdo˝s-Re´nyi graphs and, discusses the insights
that it yields. In order to state the result, we define the function Q : {0, 1, . . . , s} ×
P({1, 2, . . . , N})→ N as follows:
Q(t,A) , |{I ⊆ S : S ∈ A and |I| = t}| ,(4.1)
where N is the set of natural numbers. We recall that A is the set of all admissible
supports of the control input. Also, if A(1) ⊂ A(2), we obtain that Q(t,A(1)) <
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Q(t,A(2)). Therefore, the quantityQ(t,A) that counts the number of t-sized subsets of
S ∈ A can be seen as a measure of the flexibility of the sparsity pattern. If the sparsity
model is less pattern-constrained, the size ofA increases which in turn increasesQ(t, ·).
Intuitively, if the control signal is less constrained, then the system is more likely to be
controllable. This dependence of A on the probability of controllability is captured by
the function Q - the precise relation is presented in the following result and discussed
in further detail in Subsection 4.2.
Theorem 4.1 (Sparse controllability of network opinion in undirected Erdo˝s-
Re´nyi graph). Consider the network opinion evolution model in (1.1) where the
manipulative agent can influence at most s  N people in the network at any time
instant. Let the support of the control input from the manipulative agent at any time
instant be such that Supp {uk} ⊆ S for some S that belongs to a given set A ⊆
P({1, 2, . . . , N}). Also, let |S| = s, for all S ∈ A and ∪S∈A = [N ]. Further, suppose
that the adjacency matrix A follows the model given in (2.3) and (2.4), and W =
wwT where w has entries sampled from a continuous distribution on nonnegative real
numbers. If the following relation holds,
(4.2) (N − s)−1 ≤ p ≤ 1− (N − s)−1,
then the network opinion of the system can be steered to any desired value from any
initial network opinion in finite time, with probability at least q where,
(4.3) q =
s∑
i=0
Q(i,A)(1− p)i(2N−i−1)/2
[
1− C exp
(
−c(p(N − i))1/32
)]
,
for some constants C, c > 0, and Q is as defined in (4.1).
Proof. See Appendix B.
We derive the following corollary using the proof technique of Theorem 4.1. The
corollary considers the model in [3,15] where the opinion of each person in the network
is the non-weighted average of her neighbors (uniform weights).
Corollary 4.2. Consider the network opinion evolution model defined in (1.1)
where the manipulative agent can influence at most s  N people on the network at
any time instant. Let the support of the control input from the manipulative agent
at any time instant be such that Supp {uk} ⊆ S for some S that belongs to a given
set A ⊆ P({1, 2, . . . , N}). Also, let |S| = s, for all S ∈ A and ∪S∈A = [N ] Further,
suppose that the adjacency matrix A follows the model given in (2.3) and (2.4), and
W = 11T. If (4.2) holds, the network opinion of the system can be steered to any
desired value from any initial network opinion in finite time, with probability at least
q where q is defined in (4.3).
Next, we discuss several implications of the Theorem 4.1 that highlight its im-
portance in practical contexts.
4.1. Dependence on parameters.
• Sparsity: The dependence of q on s is only through the first summation
term. Clearly, q increases with the sparsity s as more terms are added to the
summation term in (4.3). This observation is intuitive because as s increases,
the restriction on the manipulative agent is less stringent and hence, the
probability of controllability q increases.
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• Edge connectivity probability: The result holds for moderate values of p, de-
pending on the size of the network and the sparsity. This suggests that
when the network is highly connected and sparsely connected, it is difficult
to change the opinion of the entire network by influencing a few number of
people. This is intuitive as it is not possible to influence the opinion of the
network if p = 0 as the people on the network do not influence each other.
• Number of people: As network becomes larger (i.e., N increases), the bound
on the probability of controllability q increases. This is evident from the
following:
q ≥ Q(0,A)
[
1− C exp
(
−c(p(N))1/32
)]
= 1− C exp
(
−c(p(N))1/32
)
,
since from (4.1), Q(0,A) = 1 for any set A. Therefore, as N → ∞, and
s = o(N b), for some b ∈ R, q goes to unity. This implies that the network
opinion is controllable, almost surely, for any set of admissible support sets A.
Intuitively, as the network size increases, the people who can be influenced
by the manipulative people, are connected to more people in the network.
This is because the Erdo˝s-Re´nyi model ensures that the expected number of
neighbors of every person on the network is p(N − 1).
• Giant connected component: If p < 1/N , the undirected Erdo˝s-Re´nyi graph
almost surely has no connected component of size O(log(n)) whereas, if
p > 1/N , the undirected Erdo˝s-Re´nyi graph has a unique giant connected
component containing a positive fraction of the nodes almost surely [7, 18].
We note that the lower bound in (4.2) is larger than this threshold value (1/N)
of p required for the almost sure existence of a unique giant component in
the graph, and thus, our results hold only when a unique giant connected
component exists almost surely.
4.2. Sparsity patterns. The term Q in (4.1) admits closed form expressions
for the three specific sparsity patterns defined in Subsection 2.3:
• Unconstrained sparsity (Definition 2.3): Since there is no restriction apart
from sparsity, clearly, Q(i,A1) =
(
N
i
)
.
• Piece-wise sparsity (Definition 2.4): In this case, the set defined in (4.1),
{I ⊆ S : S ∈ A2 and |I| = i} is the collection of subsets of size i, with at
most s/m indices from each of the m blocks of the sparse control inputs.
Therefore, we are allowed to choose 0 ≤ jk ≤ s/m indices from the kth block
of the control vector such that
∑m
k=1 jk = i.
Q(i,A2) =
∑
0≤j1,...,jm≤s/m
j1+j2...+jm=i
m∏
l=1
(
N/m
jl
)
.
• Block sparsity (Definition 2.5): In this case, to choose subsets of S ∈ A of
size i, we need to select dim/Ne ≤ l ≤ i blocks of the sparse control input.
At least one entry is chosen from each of these l blocks, and remaining i− l
entries can be chosen from any of the remaining l(N/m− 1) entries.
Q(i,A3) =
min{i,sm/N}∑
l=dim/Ne
(
m
l
)
(N/m)l
(
l(N/m− 1)
i− l
)
.
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Since A2,A3 ⊆ A, it is easy to see that from (4.1) that for all values of i,
Q(i,A2) ≤ Q(i,A1) Q(i,A3) ≤ Q(i,A1),
as expected.4 This is intuitive since piece-wise sparsity and block sparsity are special
cases of unconstrained sparsity, and therefore, they are more restrictive.
Also, as discussed in Subsection 4.2, block sparsity can be seen as a special case
of piecewise sparsity with a common support for all blocks, and therefore, we have
(4.4) Q(i,A3) ≤ Q(i,A2) ≤ Q(i,A1).
Thus, out of the three sparsity models we considered, the unconstrained sparse signals
offer the highest probability of controlling network opinion, followed by the piece-wise
sparse vectors.
5. Sparse Controllability of Opinions in a Directed Graph. In this
section, we present a result analogous to Theorem 4.1 for directed Erdo˝s-Re´nyi graphs
which is stated below.
Theorem 5.1 (Sparse controllability of network opinion in directed Erdo˝s-Re´nyi
graph). Consider the network opinion evolution model in (1.1) where the manipu-
lative agent can influence at most s people on the network at any time instant. Let
the support of the control input from the manipulative agent at any time instant be
such that Supp {uk} ⊆ S for some S that belongs to a given set A ⊆ P({1, 2, . . . , N}).
Also, let |S| = s, for all S ∈ A and ∪S∈A = [N ] Further, suppose that the adja-
cency matrix A follows the model given in (2.5) and W = wwT where w has entries
sampled from a continuous distribution on nonnegative real numbers. If the following
relation holds,
(5.1) C
log(N − s)
N − s < p ≤ 1− C
log(N − s)
N − s ,
the network opinion of the system can be steered to any desired value from any initial
network opinion in finite time, with probability at least q where
(5.2) q =
s∑
i=0
Q(i,A)(1− p)i(N−1) [1− exp (−c(p(N − i)))] ,
for some constants C, c > 0, and Q is as defined in (4.1).
Proof. See Appendix C.
Using the proof technique of Theorem 5.1 we obtain a corollary similar to Corol-
lary 4.2:
Corollary 5.2. Consider the network opinion evolution model defined in (1.1)
where the manipulative agent can influence at most s people on the network at any
time instant. Let the support of the control input from the manipulative agent at any
time instant belong to a given set A ⊆ P({1, 2, . . . , N}) such that |S| = s, for all
4Using the generalized Vandermonde’s identity [2], we have
Q(i,A2) ≤
∑
j1+j2...+jm=i
m∏
l=1
(N/m
jl
)
=
(N
i
)
= Q(i,A1).
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S ∈ A and ∪S∈A = [N ]. Further, suppose that the adjacency matrix A follows the
model given in (2.5) and W = 11T. If (5.1) holds, the network opinion of the system
can be steered to any desired value from any initial network opinion in finite time,
with probability at least q where q is given by (5.2).
We make similar observations on the result as those discussed in Section 4 about
Theorem 4.1. Comparing Theorem 5.1 with Theorem 4.1, we make the following
observations:
• The range of edge connectedness p is shorter for directed graphs compared to
undirected graphs.. Here, we require the graph to be connected with higher
probability which is log(N − s) times more than the undirected graph. For
the same edge probability, the undirected graph is likely to have more number
of connections and hence, it is more controllable.
• The bound on the probability of controllability is of similar order for directed
graphs and undirected graphs, when the other parameters are kept the same.
Therefore, the direction of information flow (uni-directional in directed graphs
vs bi-directional in undirected graphs) does not have a significant effect on
the probability bound.
Extensions: We note that the results presented in this paper (Proposition 3.2, The-
orem 4.1, and Theorem 5.1) hold for the following extensions of the model:
• The influence of manipulative agent uk in (1.1) is replaced with Φuk, for any
invertible matrix Φ ∈ RN×N (the control input is sparse under any basis).
• The matrix A¯ in (1.1) is replaced with A¯ = ΦDA¯Φ−1, for any arbitrary
invertible matrix Φ ∈ RN×N , and any invertible diagonal matrix D ∈ RN×N .
The proofs are straightforward extensions and omitted.
6. Numerical Experiments. To give additional insights, we compute the
probability of controllability of network opinion using Theorem 3.1 via numerical
experiments, and compare the results with the bounds in Theorems 4.1 and 5.1.
Also, we numerically evaluate the probability of controllability for a different model
of social networks called a power-law model [4, 24, 28] in order to understand how
probability of controllability varies for different models.5
6.1. Probability of controllability of the Erdo˝s-Re´nyi model. To
evaluate the probability of controllability of the Erdo˝s-Re´nyi model, we simulated
1000 independent realizations of both undirected and directed Erdo˝s-Re´nyi graphs
each (for each value of the network size N and connectivity p), and checked if the two
conditions of Theorem 3.1 are satisfied with A as the adjacency matrix of the graph
and B = I. The fraction of the realizations that satisfy the conditions is used as
the estimate of the probability of controllability. As we mentioned in Subsection 1.1,
the randomness of the Erdo˝s-Re´nyi model captures the unknown structure of the
underlying social network. Several real world social networks such as high-school
romantic partner networks have been shown to be similar to Erdo˝s-Re´nyi model [6].
5Power-law graphs refer to undirected graphs where the probability p(k) that a uniformly sampled
node has k neighbors (i.e., degree distribution evaluated at k) is proportional to k−α for a fixed
value of the power-law exponent α > 0. It has been shown that power-law degree distributions arise
naturally from simple and intuitive generative processes such as preferential attachment whose power-
law exponent α lies in the range from 2 to 3 [4,24,28]. Hence, they have been widely compared with
Erdo˝s-Re´nyi graphs in the social network literature [21,26]. The key difference between the two graph
models (Erdo˝s-Re´nyi and power-law) lies in the degree distribution (Erdo˝s-Re´nyi graphs have Poisson
degree distributions as opposed to power-law degree distributions) which is a key structural property
of networks with implications in epidemic spreading, stability, friendship paradox and perception
bias etc. [1, 8, 29].
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(a) Undirected graph with N = 12.
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(b) Directed graph with N = 12.
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(c) Undirected graph with N = 20.
0 0.2 0.4 0.6 0.8 1
Edge probability p
0
0.2
0.4
0.6
0.8
1
Pr
ob
ab
ili
ty
 o
f c
on
tro
lla
bi
lit
y
Unconstrained Sparsity s=1
Block Sparsity s=3, m=2
Unconstrained Sparsity s=2
Piecewise Sparsity s=3, m=2
Unconstrained Sparsity s=3
0.9 0.92 0.94 0.96 0.98
0.985
0.99
0.995
1
(d) Directed graph with N = 20.
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(e) Undirected graph with N = 50.
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(f) Directed graph with N = 50.
Figure 1. Variation of the probability of controllability of the network opinion with edge proba-
bility p. The figures show that the probability of controllability grows with sparsity s and its variation
with edge probability p is lower bounded by the relationship given in Theorems 4.1 and 5.1.
Further, even though the Erdo˝s-Re´nyi model might not capture all the characteristics
of other online social networks, it provides the simplest and most analytically tractable
approximations for such networks (for example, the emergence of giant connected
components) [18]. In this context, our numerical results in this section help to better
understand the effect of the parameters of the Erdo˝s-Re´nyi model on another such
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(a) Undirected graph with p = 0.2.
10 15 20 25 30 35 40 45 50
Network size N
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Pr
ob
ab
ili
ty
 o
f c
on
tro
lla
bi
lit
y
Unconstrained Sparsity s=1
Unconstrained Sparsity s=2
Unconstrained Sparsity s=3
(b) Directed graph with p = 0.2.
Figure 2. Variation of the probability of controllability of the network opinion with network size
N . The figures confirm that the probability of the network opinion being not controllable decreases
exponentially with the network size N , as given by Theorems 4.1 and 5.1.
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(a) Undirected power-law graph with N = 24.
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(b) Undirected power-law graph with α = 2.5.
Figure 3. Variation of the probability of controllability of the network opinion of the power-
law graph model with the power-law exponent α and the network size N . The figures show that
the probability of controllability in the power-law model is significantly different from that of the
Erdo˝s-Re´nyi model.
sociologically important phenomena, namely the controllability of opinions in social
networks.
The obtained results are presented in Figures 1 and 2 where Figures 1a, 1c, 1e,
and 2a correspond to the undirected Erdo˝s-Re´nyi graphs (Definition 2.1), Figures 1b,
1d, 1f, and 2b correspond to the directed Erdo˝s-Re´nyi graphs (Definition 2.2). The
labels in the figures correspond to the following settings:
• Unconstrained Sparsity: These curves correspond to unconstrained spar-
sity defined in Definition 2.3, and the corresponding sparsity s is specified in
the labels.
• Block Sparsity s=3, m=2: These curves in Figure 1 correspond to block
sparsity defined in Definition 2.5 with sparsity s = 3 and block size m = 2.
• Piecewise Sparsity s=3, m=2: These curves in Figure 1 correspond to
piece-wise sparsity defined in Definition 2.4 with sparsity s = 3 and number
of blocks m = 2.
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The key observations from the numerical results are as follows:
• Sparsity s and sparsity patterns: Figures 1 and 2 confirm that as sparsity s
increases, the probability of controllability grows. This trend is in agreement
with the bounds in Theorems 4.1 and 5.1 which also capture the monoton-
ically increasing nature of the probability of controllablity with s. Also, for
s = 3, the unconstrained sparse signals offer the highest probability of con-
trolling network opinion, followed by the piece-wise sparse vectors, and the
block sparse vectors. This order verifies the relation given by (4.4).
• Edge probability p: Figure 1 shows that the probability of controllability
first increases with p, reaches its maximum value, and then decreases. Also,
the probability of controllability is one when p is close to 1. For compari-
son, we note that the bounds on the probability of controllability (given by
Theorems 4.1 and 5.1) approximately scale as (1− p)Ns(1− exp((Np)α), for
α > 0. This bound is zero when p = 0, then increases with p to attain a
maximum value and diminishes thereafter. Thus, both the bounds in Theo-
rems 4.1 and 5.1 and the curves in Figure 1 show similar behaviors. However,
as p approaches 1, the bound decreases, whereas the probability of controlla-
bility estimated in Figure 1 suddenly increases when p = 1. This difference
in behavior is because the values of p close to 1 lie outside the regime of the
edge probability for which Theorems 4.1 and 5.1 holds. Also, this change
in probability of controllability is not surprising because when p = 1, the
adjacency matrix becomes A = 11T − I which is a deterministic full rank
matrix. Therefore, both the conditions of Theorem 3.1 are satisfied by the
system for all values of s and all sparsity patterns. Hence, the probability of
controllability is 1.
• Network size N : Figure 2 indicates that as the network size N grows, the
probability of the system not being controllable decreases exponentially. This
observation corroborates the dependence of N on the probability of control-
lability given by Theorems 4.1 and 5.1. Also, Theorems 4.1 and 5.1 imply
the opinion of an asymptotically large network is controllable, almost surely,
and the asymptotic behavior is attained in the regime N > 30 when p = 0.2.
This observation is confirmed from the plots in Figure 1 that reveal that as
N becomes larger, the network opinion is controllable with high probability
for a wider range of edge probability p values.
• Undirected and directed graphs: Figures 1 and 2 show that the probability of
controllability is larger for directed graphs compared to undirected graphs,
in all settings. This is an additional insight which is not evident from the
bounds in Theorems 4.1 and 5.1.
6.2. Probability of controllability of the power-law model. The aim of
this subsection is to show that power law networks behave very differently from Erdo˝s-
Re´nyi networks. Recall that an Erdo˝s-Re´nyi network has a Poisson degree distribu-
tion, whereas a power-law network has a degree distribution of the form p(k) = Ck−α
where C is the normalizing constant and α > 0 is the power-law exponent. The
simulation results presented below for power-law networks show that our theoretical
results do not hold for this case, and there is a strong motivation to extend the results
of this paper in future work.
To evaluate the probability of controllability for a power-law model, we simulated
1000 independent realizations of undirected power-law graphs using the so called con-
figuration model [27] (for each value of the network size N and power-law exponent α).
15
More specifically, the configuration model generates k half-edges for each of the N
nodes in the graph where k is the number obtained by rounding the realizations sam-
pled independently from the power-law distribution i.e., k ∼ Ck−α where C is the
normalizing constant and α > 0 is the power-law exponent. Then, each half-edge
is connected to another randomly selected half-edge avoiding parallel edges and self-
loops, yielding a graph with a power-law degree distribution. Finally, the fraction
of the realizations that satisfy the conditions of Theorem 3.1 is used as the estimate
of the probability of controllability. The results are presented in Figure 3 where the
definition of the labels are the same as those in Figures 1 and 2 (see Subsection 6.1).
Figure 3a shows that the probability of controllability decreases monotonically
with power-law exponent α for all considered sparsity models. This observation is
intuitive because a smaller power-law exponent α implies that the network has larger
number of high-degree nodes, making it easier to control. This is different from
the non-monotone relation observed in Figure 1 for Erdo˝s-Re´nyi graphs. However, it
should also be noted that the parameter p of the Erdo˝s-Re´nyi model and the parameter
α of the power-law model convey different information: p is the probability of the
presence of an edge whereas α is directly related to the degree of nodes. Further,
Figure 3b shows that the probability of controllability decreases with the number
of nodes N in power-law model indicating an opposite behavior to the Erdo˝s-Re´nyi
model shown in Figure 2a. Also, unlike the Erdo˝s-Re´nyi model, the variation of the
probability with N is not smooth. However, the cause of non-smoothness of the curve
is not obvious, and we defer it as future work. To sum up, these differences suggest
that the probability of controllability is an inherent property of the model.
7. Conclusion. This paper analyzed the controllability of network opinions
modeled using a linear propagation framework with the additive influence of a sparsity
constrained manipulative agent. The linear propagation was modeled using an Erdo˝s-
Re´nyi graph for two cases: the undirected and directed graphs. At every time instant,
the manipulative agent can influence only a small (compared to the network size)
number of people obeying some predefined sparsity patterns. The main results were
Theorem 4.1 and Theorem 5.1 for the undirected and the directed graphs, respectively,
which provide lower bounds on the probability with which the manipulative agent
is able to drive the network opinion to any desired state starting from an arbitrary
network opinion. Our results showed that in both cases, the probability increases with
the network size, and the opinion of an asymptotically large network is controllable,
almost surely.
One limitation of our results (Theorems 4.1 and 5.1) is that they are useful only
if s  N . As s becomes closer to N , the range of edge probability p shrinks. In
particular, our results do not cover the regime where s = N , and generalizing the
results for all values s is deferred to future work. Further, our main results were
limited to the case where the weight matrix is rank one matrix and thus, relaxing
this assumption to more general classes of weight matrices is an important direction
for future work. Also, analyzing the systems with multiple competing external agents
trying to manipulate the network opinion also is an interesting avenue for future work.
Finally the numerical results in Subsection 6.2 showed that the results developed
do not account for the behavior of power law networks. Further, the variation of
controllability with network size for power-law model is non-smooth compared to the
Erdo˝s-Re´nyi model as seen in numerical results for reasons which are not obvious from
our analysis. Studying these aspects of the power-law model remains an interesting
direction for future research.
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Appendix A. Proof of Theorem 3.1.
At a high level, the proof has three main steps:
A We first prove that controllability under the constraints given in the statement
of the theorem is equivalent to the following: For some finite K, there exists
a matrix B˜ ∈ B(K) such that Rank
{
B˜
}
= N , where B(K) is the set of all
possible matrices of the following form:[
AK−1BS1 A
K−2BS2 . . . BSK
]∈RN×∑Kk=1|Sk|,
and Sk ∈ A, for all values of k.
B Next, we show that when one of the conditions, either Condition (a) or Condi-
tion (b) of Theorem 3.1 is not true, the condition given in Step A is violated.
This is equivalent to showing that Conditions (a) and (b) of Theorem 3.1 are
necessary for our notion of controllability to hold.
C Finally, we show that when the condition given in Step A does not hold,
Conditions (a) and (b) of Theorem 3.1 are not true simultaneously. Thus, we
show the sufficiency part of the result.
We present the proof for the above steps in the following subsections:
A.1. An equivalent condition. To characterize the controllability of the
system as defined in Theorem 3.1, we consider the following equivalent system of
equations:
xK −AKx0 =
K∑
k=1
AK−kBuk
=
K∑
k=1
AK−kBSkuk,Sk ,
where Sk ∈ A is the support of uk and BSk ∈ RN×|Sk| is the submatrix of B
with columns indexed by Sk. Therefore, the system is controllable as defined in
Theorem 3.1 if and only if the set W(K) = RN for some finite K, where
W(K) , ∪B˜∈B(K) CS
{
B˜
}
,
where CS {·} denote the column space of a matrix. However, a vector space over
an infinite field (RN in this case) cannot be a finite union of its proper subspaces.
Therefore, CS
{
B˜
}
= RN , for some B˜ ∈ B, and the desired result is proved.
A.2. Necessity. Suppose that one of the conditions in Theorem 3.1 does not
hold:
(i) Suppose that Condition (i) does not hold. Then, from the classical PBH test
for controllability without any constraints (Condition (iii) of Theorem D.1),
the linear dynamical system defined by the transfer matrix-input matrix pair
(A,BM) is not controllable. Therefore, the corresponding controllability
matrix B˜(K) as defined below does not have full row rank for any finite K:
B˜(K) =
[
AK−1BM AK−2BM . . . BM
]
.
Further, all matrices in B(K) are submatrices of B˜(K), and therefore, the
condition given in Step A is violated.
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(ii) Suppose Condition (ii) does not hold. Then, for every index set S ∈ A,
there exists a nonzero vector z such that zTBS = 0 and zTA = 0. This
implies that for any finite K, there exits a vector z such that zTB˜ = 0, for
all B˜ ∈ B(K). Therefore, the condition given in Step A is violated.
Hence, we proved the necessity of the conditions given by Theorem 3.1.
A.3. Sufficiency. Suppose that condition given in Step A is not true. Then,
we consider the following matrix of size N ×N∑S∈A |S|:
B˜
∗
= [APN−1BS1 A
PN−2BS1 . . . A
(P−1)NBS1
. . . A(P−1)N−1BS2 . . .A
(P−2)NBS2 . . .
. . . AN−1BSP . . . BSP ],
where P = |A| and {Si}Pi=1 = A. Since the condition given in Step A does not
hold for any finite K, B˜
∗
does not have full row rank. Next, we can rearrange the
columns of B˜∗ to get the following matrix which has the same rank as that of B˜
∗
:[
AN−1B∗ AN−2B∗ . . . B∗
]
, where B∗ ∈ RN×Ps is defined as follows:
B∗ ,
[
A(P−1)NBS1 A
(P−2)NBS2 . . . BSP
]
.
Thus, using classical Kalman rank test for controllability without any constraints
(Condition (ii) of Theorem D.1), the linear dynamical system defined by the transfer
matrix-input matrix pair (A,B∗) is not controllable. Then, the classical PBH test
for controllability without any constraints (Condition (iii) of Theorem D.1), implies
that the matrix
[
A− λI B∗] ∈ RN×N+K˜s has rank less than N , for some λ ∈ C.
Therefore, there exists a nonzero vector z ∈ RN such that zTA = λzT and zTB∗ = 0.
However, we have
0 = zTB∗ = zT
[
λ(P−1)NBS1 λ
(P−2)NBS2 . . . BSP
]
.
So either λ = 0 and zTBSP = 0, or, if λ is nonzero, then z
TBM = 0. Since the
ordering of the index sets in A does not matter, we conclude that either λ = 0 and
zTBS = 0 for all S ∈ S, or, zTBM = 0 for some λ ∈ C. Therefore, the two conditions
of Theorem 3.1 do not hold simultaneously. Thus, the proof is complete.
Appendix B. Proof of Theorem 4.1. Theorem 3.1 provides the necessary
and sufficient conditions under which a system is controllable using sparse inputs.
Therefore, the key idea of the proof of Theorem 4.1 is to derive the probability with
which the conditions of Theorem 3.1 hold when B in Theorem 3.1 is set to be the
identity matrix I. The main tools used in the proof are the rank properties of the
Hadamard product and a random symmetric binary matrix as stated below:
Lemma B.1 (Inveribility of Hadamard product). For any matrix A ∈ RN×N
and a vector w ∈ RN , the Hadamard product A (wwT) is invertible if and only if
A is invertible and all entries of w are nonzero.
Proof. See Appendix E.
Theorem B.2. Let A ∈ {0, 1}N×N be the adjacency matrix of an undirected
Erdo˝s-Re´nyi graph with the edge connectivity p. Then, there exists finite positive
constants C and c such that, for
N−1 ≤ p ≤ 1−N−1,
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the following holds:
P {A is non-singular} ≥ 1− C exp
(
−c(pN)1/32
)
.
Proof. See Appendix F.
Clearly, Condition (a) of Theorem 3.1 holds with probability 1. So we focus on
Condition (b) of Theorem 3.1. Let event E denote that event that Condition (b) of
Theorem 3.1 holds, i.e., E is given by
(B.1) E = {∃S ∈ A : Rank{[A¯ IS]} = N} .
In the following, we derive a lower bound on the probability P {E} which is also a
lower bound on the probability with which the network opinion is controllable under
given constraints.
For a given index set S ∈ A, we can rearrange the columns of the matrix in (B.1)
as follows:
Rank
{[
A¯ IS
]}
= Rank
{[
A¯S,: I
A¯Sc,: 0
]}
,
where Sc = [N ]\S and |Sc| = N−s. Also, A¯S,: ∈ Rs×N and A¯Sc,: ∈ RN−s×N are the
submatrices of A¯ formed by rows indexed by S and Sc, respectively. Consequently,
(B.1) can be further simplified as follows:
E = {∃S ∈ A : A¯Sc,: is full row rank} ,
Note that E depends on the rank of a non-square matrix A¯Sc . Since Lemma B.1
and Theorem B.2 deals with the invertibility of square matrices, we first lower bound
P{E} in terms of probabilities with which certain square matrices are invertible. For
this, we notice that
(B.2) E ⊇ {∃S ∈ A, I ⊆ S : A¯Ic,: is full row rank} .
where Ic = [N ]\I ⊇ Sc, and A¯Ic,: ∈ RN−|I|×N is the submatrix of A¯ formed by rows
indexed by Ic. Here, (B.2) follows because if all rows of A¯Ic,: are linearly independent,
then, all rows of the submatrix A¯Sc,: of A¯Ic,: are also linearly independent. Next, we
further bound (B.2) as follows:
(B.3) E ⊇
{
∃S ∈ A, I ⊆ S : A¯I,: = 0 and A¯Ic,Ic is non-singular
}
,
where A¯I,: ∈ R|I|×N is the submatrix of A¯ formed by rows indexed by I, and A¯Ic,Ic ∈
RN−|I|×N−|I| is the (symmetric) principal submatrix of A¯ formed by the rows indexed
by Ic and the corresponding columns. Therefore, we have
P {E} ≥ P
{
∃S ∈ A, I ⊆ S : A¯I,: = 0 and A¯Ic,Ic is non-singular
}
.
Hence, P{E} now depends on the invertibility of the symmetric square matrix A¯Ic,Ic .
Next, from (2.1) and using the fact that Λ is an invertible diagonal matrix, we
deduce that
P {E} ≥ P
{
∃S ∈ A, I ⊆ S : AI,: W I,: = 0 and AIc,Ic W Ic,Ic is non-singular
}
.
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The entries of W Ic,Ic are sampled from a continuous distribution, they are nonzero
with probability one. Thus, Lemma B.1 leads to the following:
(B.4) P{E} ≥ P
{
∃S ∈ A, I ⊆ S : AI,: = 0 and AIc,Ic is non-singular
}
.
Further, (B.4) can be further simplified using Theorem B.2. For this, we rewrite
the right-hand side of (B.4) as follows:
(B.5) P{E} ≥ P
{
s⋃
i=0
Ei
}
,
where we define Ei as follows:
(B.6) Ei ,
{
∃S ∈ A, I ⊆ S : |I| = i,AI,: = 0 and AIc,Ic is non-singular
}
.
However, when AIc,Ic is invertible, all rows of A indexed by Ic are nonzero. There-
fore, Ei denote the event that A has exactly i zero rows (indexed by I), and the
remaining rows are linearly independent. Consequently, the events {Ei}si=0 are dis-
joint, and so the union bound hols with equality. Therefore, (B.5) leads to
(B.7) P{E} ≥ P
{
s⋃
i=0
Ei
}
=
s∑
i=0
P {Ei} .
Now, we simplify P {Ei} by summing over all possible values of I (corresponding
to zero rows of A¯) as follows:
(B.8) P {Ei} =
∑
I⊆S:S∈A,
|I|=i
P {AI,: = 0}P {AIc,Ic is non-singular} ,
which we obtain using the fact that the entries of AI,: and AIc,Ic are independent.
The condition AI,: = 0 holds when all the independent Bernoulli variables in
AI,: are zeros. The number of independent random variables is
(N − 1) + (N − 2) + . . .+ (N − i) = i(N − (i+ 1)/2).
Therefore, we have
(B.9) P {AI,: = 0} = (1− p)i(N−(i+1)/2).
Further, the entries of AIc,Ic ∈ RN−i×N−i have the same distribution as that of
A. Thus, we apply Theorem B.2 to get
(B.10) P {AIc,Ic is non-singular} ≥ 1− C exp
(
−cp(N − i)1/32
)
,
where c > 0 is universal constant. Combining (B.8), (B.9), and (B.10), we get that
(B.11) P {Ei} ≥ Q(i,A)pi(N−(i+1)/2)
[
1− C exp
(
−cp(N − i)1/32
)]
,
where Q is as defined in the statement of the theorem (see (4.1)).
Finally, we complete the proof by combining (B.7) and (B.11).
Appendix C. Proof of Theorem 5.1. The proof technique used here is
similar to that of Theorem 4.1. However, since Theorem B.2 does not hold in this
case, we use an an analogous theorem for directed graphs which is as follows:
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Theorem C.1. Let A ∈ {0, 1}N×N be the adjacency matrix of a directed Erdo˝s-
Re´nyi graph with the edge connectivity p. Let D be a real valued diagonal matrix
independent of A with ‖D‖ ≤ R√pN where R ≥ 1. Then, there exists finite positive
constants C and c that depend on R such that for
C
logN
N
≤ p ≤ 1− C logN
N
,
it holds that
P {A+D is non-singular} ≥ 1− exp (−cpN) .
Proof. The result is an immediate corollary of [5, Theorem 1.11].
Using the arguments similar to those in the proof of Theorem 4.1, we see that all
steps of the proof in Appendix B until (B.8) holds in this case. Hence, continuing from
there, the condition AI,: = 0 holds when all the independent Bernoulli variables in
AI,: are zeros. The number of independent random variables is i(N − 1). Therefore,
we have
(C.1) P {AI,: = 0} = (1− p)i(N−1).
Further, the entries of AIc,Ic ∈ RN−i×N−i have the same distribution as that of A.
Thus, we apply Theorem C.1 to get
(C.2) P {AIc,Ic is non-singular} ≥ 1− exp (−cp(N − i)) ,
where c > 0 is universal constant. Combining (B.8), (C.1), and (C.2), we get that
(C.3) P {Ei} ≥ Q(i,A)(1− p)i(N−1) [1− exp (−cp(N − i))] ,
where Ei is defined in (B.6) and Q is as defined in the statement of the theorem (see
(4.1)).
Finally, we complete the proof by combining (C.3) and (B.7) (as we mentioned
in the beginning of the proof, (B.7) holds in this case).
Remark: We note that bound in Theorem 5.1 is not as tight as the result in
Theorem 4.1 because of the bound in (B.3) used in the proof of Theorems 4.1 and 5.1
(See Figures 1 and 2). To be specific, for both cases, we claim that F1 ⊇ F2 where
F1 ,
{∃S ∈ A, I ⊆ S : A¯Ic,: is full row rank}
F2 ,
{
∃S ∈ A, I ⊆ S : A¯I,: = 0 and A¯Ic,Ic is non-singular
}
.
We recall that A¯Ic,: ∈ RN−|I|×N and A¯I,: ∈ R|I|×N are the submatrices of A¯ formed
by rows indexed by Ic = {1, 2, . . . , N} \ I and I, respectively. Also, A¯Ic,Ic ∈
RN−|I|×N−|I| is the principal submatrix of A¯ formed by the rows indexed by Ic
and the corresponding columns. To understand the difference between the directed
and the undirected graph cases, we define another event F3 as follows:
F3 ,
{
∃S ∈ A, I ⊆ S : A¯I,: = 0 and A¯Ic,: is full row rank
}
.
Clearly, F1 ⊇ F3 ⊇ F2. However, for undirected graphs, A¯ is a symmetric matrix,
and so if A¯I,: = 0, we have [
A¯I,: = 0
A¯Ic,:
]
=
[
0 0
0 A¯Ic,Ic
]
.
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Hence, when A¯I,: = 0, we have A¯Ic,: =
[
0 A¯Ic,Ic
]
, and therefore, A¯Ic,: has full row
rank if and only if A¯Ic,Ic has full row rank. Further, since A¯Ic,Ic is a square matrix,
this is equivalent to A¯Ic,Ic being non-singular. Hence, F3 = F2 for the undirected
graph case. However, for directed graphs, F3 ⊃ F2, and thus, the bound is not as
tight as the bound for the undirected case.
Appendix D. Controllability-related results. In this section, we review
some results related to the controllability of a linear dynamical system. To state the
results, we define a general linear dynamical system as given by (3.1). The first result
gives conditions under which the system is controllable without any constraints on
the input vector.
Theorem D.1. For an unconstrained system defined in (3.1), the following con-
ditions are equivalent:
(i) The system is controllable, i.e., it can be driven to any final state starting
from any initial state in finite time.
(ii) Kalman rank test [20]: Rank of the matrix B˜(K) is N for some finite K where
B˜(K) =
[
AK−1B AK−2B . . .B
] ∈ RN×KL
(iii) Popov-Belevitch-Hautus (PBH) test [16]: For all λ ∈ C, rank of the matrix[
λI −A B] ∈ RN×(N+L) is N .
The next result is on the necessary and sufficient conditions for the controllability
of a linear dynamical system with sparsity constraints on the input:
Theorem D.2 ( [19, Theorem 3.1.]). Consider a system as defined in (3.1).
For any initial state x0 and any final state xK , there exists an input sequence uk,
k = 1, 2, · · · ,K such that ‖uk‖0 ≤ s and 0 < s ≤ L, which steers the system from the
state x0 to xK for some finite K, if and only if the following two conditions hold:
(i) For all λ ∈ C, rank of the matrix [λI −A B] ∈ RN×(N+L) is N .
(ii) There exists an index set S ⊆ {1, 2, . . . , L} with s entries such that rank of[
A BS
] ∈ RN×(N+s) is N .
Appendix E. Proof of Lemma B.1.
Using Schur’s unitary triangularization [17, Theorem 2.3.1], we have
A = ULUH =
∑
1≤i≤j≤N
LijU iU
H
j ,
where U ∈ CN×N is a unitary matrix, and L ∈ CN×N is an upper triangular matrix
with the diagonal entries of A along the diagonal. Also, (·)H denotes the conjugate
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transpose of a matrix (or vector). Therefore,
det {AW } = det
 ∑
1≤i≤j≤N
Lij
(
U iU
H
j
)
 (wwT)

= det
 ∑
1≤i≤j≤N
Lij (U i w)
(
U∗j w
)T
= det
{
V LV T
}
= det {L}det
{
V V H
}
(E.1)
= det {L} det
{(
UUH
)
 (wwT)}
= det {L} det{I  (wwT)}(E.2)
= det {A}
∏
i∈[N ]
w2i ,(E.3)
where in (E.1), we define V ∈ RN×N such that V i = U i  w. Also, we use the
fact that U is unitary to obtain (E.2). Also, we obtain (E.3) using the fact that the
eigenvalues of L and A are the same.
Thus, from (E.3), we conclude that det {AW } 6= 0 if and only if det {A} 6= 0,
and all entries of w are nonzero. Hence, the proof is complete.
Appendix F. Proof of Theorem B.2. The probability with which a
symmetric random matrix with iid above-diagonal entries6 is invertible is studied in
[34]. However, [34] assumes that the sparse random matrix has entries with zero mean
and unit variance. Also, the constants in the result depend on the fourth moments of
the entries of the matrix, and the dependence is not explicitly defined. Our result is a
generalization of [34, Theorem 1.5] which is modified to handle the adjacency matrix
of an undirected Erdo˝s-Re´nyi graph with edge probability p. However, our proof
is not based on the concentration of quadratic forms using small ball probabilities
used in [34, Theorem 1.5]. Our approach is similar to that in [5] which uses the
concentration of inner product using small ball probabilities.
Before we launch into the proof, we introduce some notation, definitions and list
a few useful results from the literature.
F.1. Toolbox. In this section, we present a concept called small ball proba-
bility which describes the spread of a distribution in space. The results on small ball
probabilities requires us to define two other quantities called Le´vy concentration func-
tion and least common denominator (LCD). The definition of the Le´vy concentration
function is as follows:
Definition F.1 (Le´vy function). The Le´vy concentration of a random vector
x ∈ RN for any  > 0 is defined as
L(x, ) = sup
z∈RN
P {‖x− z‖ ≤ } .
One simple result on the Le´vy concentration which we later use to define the LCD is
as follows:
6The above diagonal entries refers to the entries in the upper triangular portion of a matrix other
than the diagonal entries.
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Lemma F.2. Let ξ be a random variable with unit variance and finite fourth
moment, and ζ ∈ {0, 1} be another random variable independent of ξ such that
p = P {ζ = 1}. Then, there exists constants 0 < δ0,  < 1 such that the Le´vy function
(in Definition F.1) satisfies
L(ζξ, ) ≤ 1− δ0p.
Proof. The proof follows from [32, Lemma 3.2].
We need some other definitions to introduce the concept of LCD. Let SN−1 ⊂ RN
denote the unit Euclidean sphere. We define a subset of SN−1 parameterized by
ρ ∈ (0, 1) based on sparsity as
(F.1)
Tincomp(N, ρ) ,
{
x ∈ SN−1 : @ y ∈ RN such that ‖y‖0 ≤
N
(pN)1/16
, ‖x− y‖ ≤ ρ
}
.
Definition F.3 (Regularized LCD [23, Definition 6.3]). Let α ∈ (0, 1), x ∈
Tincomp(N, ρ) and Z be the set of integers. We define the regularized LCD of (x, α) as
Dˆ(x, α) = max
I⊂[N ]:|I|≤dαNe
D (xI/ ‖xI‖)
D(x) = inf
{
θ > 0 : dist
(
θx,ZN
)
< γ
}
γ = (δ0p)
−1/2
√
log+
(√
δ0pθ
)
,
where D(x) is called the LCD of x and δ0 is given by Lemma F.2.
With the above definitions, we are ready to state the result on small ball proba-
bility using the Le´vy concentration function and LCD:
Proposition F.4 ( [23, Proposition 6.7]). Let a ∈ RN be a random vector with
iid coordinates which are products of two independent random variables ai = ζiξi
where P {ζi = 1} = 1− P {ζi = 0} = p, and ξ is a random variable with unit variance
and finite fourth moment. Then, for any x ∈ SN−1 and  > 0, we have
L (xTa,√p) ≤ C1(+ 1√
pD(x)
)
,
where D is the LCD given by Definition F.3.
To state the other results used in the proof, we define a subset of Tincomp(N, ρ)
in (F.1) based on the regularized LCD (see Definition F.3) as follows:
(F.2) Tlarge(N, ρ) ,
{
x ∈ Tincomp(N, ρ) : Dˆ
(
x, (pN)−1/16
)
> exp
(
(pN)1/32
)}
,
where Dˆ is the regularized the least common denominator (see Definition F.3).
The following result shows that, with high probability, the eigenvectors of A
(defined in Theorem B.2) belong to Tlarge(N, ρ).
Lemma F.5. There exists constants C, C˜, c > 0 and −1/2 ≤ α < 1/2 such that if
N−1 < p < 1−N−1, for any λ ∈ R,
P
{
∃x ∈ SN \ Tlarge(N, ρ) : ‖(A− λI)x‖ ≤ C˜ρ(pN)α
}
≤ exp(−cpN),
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where A ∈ RN×N and p are defined in Theorem B.2. Also, SN−1 ⊂ RN is the unit
Euclidean sphere, Tlarge(N, ρ) is defined in (F.2), and
(F.3) ρ = C
−
⌊
log 1/(8p)
log
√
pN
⌋
.
Proof. The proof is a straightforward adaptation of the proof of [23, Theorem
2.2] and [23, Corollary 5.5.] using the fact that the Le´vy concentration function (see
Definition F.1) is invariant to shifts, and hence, we omit the details.
The last result of this subsection bounds the infimum of ‖Ax‖ over incompressible
vectors for a general random matrix A.
Lemma F.6. Let A ∈ RN×N be any random matrix with iid columns. Let H ⊆
RN denote the span of all columns of A except the first column. Then, for every
 > 0, it holds that
P
{
inf
x∈Tincomp(N,ρ)
‖Ax‖ ≤ ρ√
N
}
≤ (pN)1/16P {dist (A1,H) ≤ } ,
where Tincomp(N, ρ) is defined in (F.1).
Proof. The result is obtained from [31, Lemma 3.5] by choosing the first parameter
of the compressible set as (pN)1/16 and the fact that columns of A are iid.
Having presented all the mathematical tools, in the next subsection, we formally
prove Theorem B.2.
F.2. Proof of Theorem B.2. We obtain the probability with which A is
invertible by computing the probability with which the smallest singular value of A
is positive. Using the union bound and with SN−1 ⊂ RN denoting the unit Euclidean
sphere, we have
P {A is singular} = P
{
inf
x∈SN−1
‖Ax‖ = 0
}
≤ P
{
inf
x∈Tlarge(N,ρ)
‖Ax‖ = 0
}
+ P
{
inf
x∈SN−1\Tlarge(N,ρ)
‖Ax‖ = 0
}
,(F.4)
where Tlarge(N, ρ) and ρ are given by (F.2) and (F.3), respectively. So in the following,
we upper bound the two terms in (F.4).
Using Lemma F.5, there exists for constant c1 > 0 such that
(F.5) P
{
inf
x∈(SN−1\Tlarge(N,ρ))
‖Ax‖ = 0
}
≤ exp(−c1pN).
Next, to bound the first term in (F.4), we consider the following:
(F.6) P
{
inf
x∈Tlarge(N,ρ)
‖Ax‖ = 0
}
= lim
→0+
P
{
inf
x∈Tlarge(N,ρ)
‖Ax‖ ≤ ρ
√
p
N
}
.
Due to (F.2), we know that Tlarge(N, ρ) ⊂ Tincomp(N, ρ) which is defined in (F.1).
Thus, we deduce that for every  > 0,
P
{
inf
x∈Tlarge(N,ρ)
‖Ax‖ ≤ ρ
√
p
N
}
≤ P
{
inf
x∈Tincomp(N,ρ)
‖Ax‖ ≤ ρ
√
p
N
}
.
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We simplify the above expression using Lemma F.6, and for that, we write the sym-
metric matrix A as
A =
[
0 aT ∈ R1×N−1
a ∈ RN−1×1 Asub ∈ RN−1×N−1
]
,
Then, applying Lemma F.6 with the random matrix as A, we obtain that
(F.7)
P
{
inf
x∈Tlarge(N,ρ)
‖Ax‖ ≤ ρ
√
p
N
}
≤ (pN)1/16P
{
dist
([
0
a
]
, CS
{[
aT
Asub
]})
≤ √p
}
,
where CS {·} denote the column space of a matrix. The distance term on the right
hand side simplifies as follows:
dist
([
0
a
]
, CS
{[
aT
Asub
]})
≥ dist (a, CS {Asub})
= min
v∈CS{Asub}
‖a− v‖
= max
v∈SN−2
Asubv=0
vTa.
Therefore, from (F.7), for any  > 0, we have
P
{
inf
x∈Tlarge(N,ρ)
‖Ax‖ ≤ ρ
√
p
N
}
≤ (pN)1/16P
 maxv∈SN−2
Asubv=0
vTa ≤ √p

≤ (pN)1/16P{∃v ∈ SN−2 : Asubv = 0 and vTa ≤ √p}
≤ (pN)1/16P{∃v ∈ SN−2 \Tlarge(N − 1, ρ′): Asubv = 0}
+ (pN)1/16P
{∃v ∈ Tlarge(N − 1, ρ′) : vTa ≤ √p} ,(F.8)
where ρ′ , C
−
⌊
log 1/(8p)
log
√
p(N−1)
⌋
for the constant C is same as the constant in (F.5). Next,
we use Lemmas F.2 and F.5 to simplify the two probability terms in (F.8).
Since the entries of AsubRN−1×N−1 have the same distribution as that of A, we
again apply Lemma F.5 to get
(F.9) P
{∃v ∈ SN−2 \ Tlarge(N − 1, ρ′) : Asubv = 0} ≤ exp(−c1p(N − 1)),
The second term in (F.8) can be simplified as follows:
P
{∃v ∈ Tlarge(N − 1, ρ′) : vTa ≤ √p} ≤ sup
v∈Tlarge(N−1,ρ′)
P
{∣∣vTa∣∣ ≤ √p}
≤ sup
v∈Tlarge(N−1,ρ′)
sup
z∈R
P
{∣∣vTa− z∣∣ ≤ √p}
≤ sup
v∈Tlarge(N−1,ρ′)
L (vTa,√p) .
Further, we note that the entries of a have the same distribution as ζξ, where ζ, ξ ∈
{0, 1} are Bernoulli random variables with probabilities of being 1 as 1/2 and 2p,
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respectively. Thus, applying Proposition F.4 with x as v and the parameter as /
√
2,
we get that there exists a constant C1 > 0 such that
P
{∃v ∈ Tlarge(N − 1, ρ′) : vTa ≤ √p} ≤ sup
v∈Tlarge(N−1,ρ′)
C1
[
√
2
+
1√
2pD(v)
]
≤ C1√
2
[
+
1√
p exp
(
((N − 1)p)1/32)
]
,(F.10)
where the last step follows from the definition of Tlarge(N − 1, ρ′) and the fact that
Dˆ(x, α) ≤ D(x), for any 0 < α < 1. Combining (F.8), (F.9) and (F.10), we get that
P
{
inf
x∈Tlarge(N,ρ)
‖Ax‖ ≤ ρ
√
p
N
}
≤ (pN)1/16 exp(−c1p(N − 1))
+
C1√
2
(pN)1/16
[
+
1√
p exp
(
((N − 1)p)1/32)
]
≤ C1√
2
(pN)1/16 + C2 exp
(
−c2(pN)1/32
)
,(F.11)
for some constants C2, c2 > 0.
Substituting (F.11) in (F.6) by setting  to zero, we get
P
{
inf
x∈Tlarge(N,ρ)
‖Ax‖ = 0
}
≤ C2 exp
(
−c2(pN)1/32
)
.
Finally, combining the above equation with (F.4) and (F.5), we conclude that
P
{
inf
x∈SN−1
‖Ax‖ > 0
}
≥ 1− C3 exp
(
−c3(pN)1/32
)
,
for some constants C3, c3 > 0. Thus, the proof is complete.
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