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ON A VARIANT OF PILLAI’S PROBLEM II
KWOK CHI CHIM, ISTVA´N PINK, AND VOLKER ZIEGLER
Abstract. In this paper, we show that there are only finitely many c such
that the equation Un−Vm = c has at least two distinct solutions (n,m), where
{Un}n>0 and {Vm}m>0 are given linear recurrence sequences.
1. Introduction
A linear recurrence sequence is a sequence {Un}n>0 such that for some k > 1,
we have
Un+k = c1Un+k−1 + · · ·+ ckUn
for all n > 0, where c1, . . . , ck are given complex numbers with ck 6= 0. When
c1, . . . , ck are integers and U0, . . . , Uk−1 are also integers, Un is an integer for all
n > 0 and we say that {Un}n>0 is defined over the integers. In what follows we
will always assume that {Un}n>0 is defined over the integers.
It is known that if we write
F (X) = Xk − c1X
k−1 − · · · − ck =
t∏
i=1
(X − αi)
σi ,
where α1, . . . , αt are distinct complex numbers, and σ1, . . . , σt are positive integers
whose sum is k, then there exist polynomials a1(X), . . . , at(X) whose coefficients
are in Q(α1, . . . , αt) such that ai(X) is of degree at most σi− 1 for i = 1, . . . , t, and
such that furthermore the formula
Un =
t∑
i=1
ai(n)α
n
i
holds for all n > 0. We may certainly assume that ai(X) is not the zero polynomial
for any i = 1, . . . , t. We call α = α1 a dominant root of {Un}n>0, if |α1| > |α2| >
. . . > |αt|. In this case the sequence {Un}n>0 is said to satisfy the dominant root
condition.
This paper is a follow-up to our previous work [6], in which we found all integers
c admitting at least two distinct representations of the form Fn − Tm for some
positive integers n > 2 and m > 2. Here we denote by {Fn}n>0 the sequence of
Fibonacci numbers given by F0 = 0, F1 = 1 and Fn+2 = Fn+1 + Fn for all n > 0,
and denote by {Tm}m>0 the sequence of Tribonacci numbers given by T0 = 0,
T1 = T2 = 1 and Tm+3 = Tm + Tm+1 + Tm+2 for all m > 0. In [6] the main result
is the following:
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Theorem 1. The only integers c having at least two representations of the form
Fn − Tm come from the set
C = {0, 1,−1,−2,−3, 4,−5, 6, 8,−10, 11,−11,−22,−23,−41,−60,−271}.
Furthermore, for each c ∈ C all representations of the form c = Fn − Tm with
integers n > 2 and m > 2 are obtained.
The above problem of obtaining all integers c having at least two representations
of the form Fn − Tm can be regarded as a variant of Pillai’s problem. Readers can
refer to [6] for the complete list of representations and some historical development
of the Pillai’s problem. The interested reader may also refer to the paper of Pillai [9]
for the original problem, the papers of Stroeker and Tijdeman [10] and Bennett [4]
for tackling special cases and the papers of Ddamulira, Luca and Rakotomalala [7]
and Bravo, Luca and Yaza´n [5] for other variants.
The purpose of this paper is to generalize Theorem 1. Assume that we are given
two linear recurrence sequences {Un}n>0 and {Vm}m>0 defined over the integers
which satisfy the dominant root condition, then under some mild restrictions there
exist only finitely many integers c such that the equation
Un − Vm = c
has at least two distinct solutions (n,m) ∈ N×N, where N = {0, 1, . . . , } is the set
of natural numbers. That is, we want to solve
(1) Un − Un1 = Vm − Vm1
for (n,m) 6= (n1,m1).
In order to avoid linear recurrence sequences such as {3,−3, 3,−3, . . .} which
would yield infinitely many solutions trivially, we assume that both {Un}n>0 and
{Vm}m>0 are eventually strictly increasing in absolute values. That is, we assume
that there exist constants N0 and M0 such that |Un+1| > |Un| > 0 for all n > N0
and |Vm+1| > |Vm| > 0 for all m > M0. We shall therefore require n > N0 and
m >M0 when solving equation (1).
Throughout this paper, we denote by C0, C1, . . . , C45 effectively computable
constants. We prove the following theorem:
Theorem 2. Suppose that {Un}n>0 and {Vm}m>0 are two linear recurrence se-
quences defined over the integers with dominant roots α and β respectively. Fur-
thermore, suppose that α and β are multiplicatively independent. Suppose also that
{Un}n>0 and {Vm}m>0 are strictly increasing in absolute values for n > N0 and
m >M0 respectively. Then there exists a finite set C such that the integer c has at
least two distinct representations of the form Un − Vm with n > N0 and m > M0,
if and only if c ∈ C. The set C is effectively computable.
Besides, the assumption that α and β are multiplicatively independent is needed
to avoid scenarios such as having {Un}n>0 = {Fn}n>0, {Vm}m>0 = {Fm}m>0. In
this case equation c = Fn+2−Fn+1 = Fn+1−Fn−1 holds for all n > 1 and we have
infinitely many c that yield at least two solutions to equation Un − Vm = c.
It should be also noted that the assumption that α and β are multiplicatively
independent is not necessary for the existence of only finitely many c. Consider the
case where {Un}n>0 = {2
n + 1}n>0 and {Vm}n>0 = {4
m + 2}m>0. By elementary
divisbility criteria one can easily verify that the only solutions to (1) with n 6= n1
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satisfy n = 2m and n1 = 2m1, i.e. c = −1. Although (1) has infinitely many
solutions the only c such that Un − Vm = c has at least two solutions is c = −1.
In view of the two examples above it seems to be an intersting problem to relax
the condition that α and β are multiplicatively independent in Theorem 2.
We shall prove Theorem 2 by applying the results of linear forms in logarithms
and some results on the heights of algebraic numbers several times to obtain an
effectively computable upper bound for the value of the largest unknown among
{n,m, n1,m1}.
2. Preliminaries
In this section we present two basic tools needed in the proof of Theorem 2.
Firstly, we state a result on lower bounds of linear forms in logarithms due to Baker
and Wu¨stholz [2]. Secondly we provide a lower bound for the height of numbers of
the form α
n
βm provided that α and β are multiplicatively independent, and an upper
bound for the height of p(n)q(m) , where p, q are arbitrary but fixed polynomials.
2.1. A lower bound for linear forms in logarithms of algebraic numbers.
In 1993, Baker and Wu¨stholz [2] obtained an explicit bound for linear forms in
logarithms with a linear dependence on logB, where B > e denotes an upper
bound for the height of the linear form (to be defined later in this section). It
is a vast improvement compared with lower bounds with a dependence on higher
powers of logB in preceding publications by other mathematicians in particular
Baker’s original results [1]. The final structure for the lower bound for linear forms
in logarithms without an explicit determination of the constant involved has been
established by Wu¨stholz [11] and the precise determination of that constant (which
is denoted as C(n, d) in [2] and later in this section as C(k, d)) is the central aspect
of [2] (see also [3]). The improvement was mainly due to the use of the analytic
subgroup theorem established by Wu¨stholz [12]. We shall now state the result of
Baker and Wu¨stholz.
Denote by α1, . . . , αk algebraic numbers, not 0 or 1, and by logα1, . . . , logαk a
fixed determination of their logarithms. LetK = Q(α1, . . . , αk) and let d = [K : Q]
be the degree of K over Q. For any α ∈ K, suppose that its minimal polynomial
over the integers is
g(x) = a0x
δ + a1x
δ−1 + · · ·+ aδ = a0
δ∏
j=1
(x − α(j))
where α(j), j = 1, . . . , δ are all the roots of g(x). The absolute logarithmic Weil
height of α is defined as
h0(α) =
1
δ
log |a0|+ δ∑
j=1
log
(
max{|α(j)|, 1}
) .
Then the modified height h′(α) is defined by
h′(α) =
1
d
max{h(α), | logα|, 1},
where h(α) = dh0(α) is the standard logarithmic Weil height of α.
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Let us consider the linear form
L(z1, . . . , zk) = b1z1 + · · ·+ bkzk,
where b1, . . . , bk are rational integers, not all 0 and define
h′(L) =
1
d
max{h(L), 1},
where h(L) = d log
(
max1≤j≤k
{
|bj |
b
})
is the logarithmic Weil height of L, with b
as the greatest common divisor of b1, . . . , bk. If we write B = max{|b1|, . . . , |bk|, e},
then we get
h′(L) 6 logB.
With these notations we are able to state the following result due to Baker and
Wu¨stholz [2].
Theorem 3. If Λ = L(logα1, . . . , logαk) 6= 0, then
log |Λ| > −C(k, d)h′(α1) · · ·h
′(αk)h
′(L),
where
C(k, d) = 18(k + 1)! kk+1(32d)k+2 log(2kd).
With |Λ| 6 12 , we have
1
2 |Λ| 6 |Φ| 6 2|Λ|, where
Φ = eΛ − 1 = αb11 · · ·α
bk
k − 1,
so that
(2) log |αb11 · · ·α
bk
k − 1| > log |Λ| − log 2.
2.2. Some results on heights. Before we state our results let us recall some well
known properties of the absolute logarithmic height:
h0(η ± γ) 6 h0(η) + h0(γ) + log 2,
h0(ηγ
±1) 6 h0(η) + h0(γ),
h0(η
ℓ) = |ℓ|h0(η), for ℓ ∈ Z,
where η, γ are some algebraic numbers.
Upon applying inequality (2) from Theorem 3, which is only valid for Λ 6= 0, we
need to treat the situation Λ = 0 separately. We shall make use of the following
lemma repeatedly applied when dealing with this situation.
Lemma 1. Let K be a number field and suppose that α, β ∈ K are two algebraic
numbers which are multiplicatively independent. Moreover, let n,m ∈ Z. Then
there exists an effectively computable constant C0 > 0 such that
h0
(
αn
βm
)
> C0max{|n|, |m|}.
Although Lemma 1 seems to be well known we found no apropriate reference. In
order to keep the paper as self contained as possible we give a proof of this Lemma.
Before we start with the proof of Lemma 1 we want to fix some notations. Let K
be a number field. We denote by MK the set of places of K. For each v ∈MK we
denote by ‖·‖v the normalized absolute value corresponding to v, i.e., if v lies above
p ∈ MQ := {∞} ∪ P, where P is the set of rational primes, then the restriction of
‖·‖v to Q is | · |
[Kv:Qp]/[K:Q]
p , where Qp and Kv are the p-adic and v-adic completions
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of Q and K respectively. Here, | · |∞ is the usual absolute value and for a prime p
the norm | · |p is the usual p-adic norm such that |p|p =
1
p .
Let us note that with these notations the product formula (see e.g. [8, Chapter
III, Theorem 1.3]) states that ∑
v∈MK
log ‖α‖v = 0
and the height can be written as
h0(α) =
∑
v∈MK
max{0, log ‖α‖v}.
With these notations at hand we can turn to the proof of Lemma 1.
Proof of Lemma 1. Denote by S ⊆MK the finite set of places where the valuation
of either α or β is non-zero. i.e.
S = {v ∈MK : ‖α‖v 6= 0 or ‖β‖v 6= 0}.
We consider a Log function defined as follows:
Log : K −→
∏
v∈S
R α 7−→ (log ‖α‖v)v∈S .
Obviously, Log has the properties that
αn 7−→ n Log(α), and α · β 7−→ Log(α) + Log(β),
so that
Log
(
αn
βm
)
= n Log(α) −m Log(β).
Since α and β are multiplicatively independent, there exist valuations v1, v2 ∈ S
such that the matrix
M =
(
log ‖α‖v1 log ‖β‖v1
log ‖α‖v2 log ‖β‖v2
)
is non-singular. For the moment let us write A = α
n
βm . If we consider the system of
linear equations
n log ‖α‖v1 −m log ‖β‖v1 = log ‖A‖v1
n log ‖α‖v2 −m log ‖β‖v2 = log ‖A‖v2 ,
we obtain from Cramer’s rule that
|n| 6
2max{| log ‖A‖v1 |, | log ‖A‖v2 |} ·max{| log ‖β‖v1 |, | log ‖β‖v2 |}
detM
,
|m| 6
2max{| log ‖A‖v1 |, | log ‖A‖v2 |} ·max{| log ‖α‖v1 |, | log ‖α‖v2 |}
detM
.
From the above inequality, we have
max {| log ‖A‖v1 |, | log ‖A‖v2 |} > max
{
C˜1|n|, C˜2|m|
}
,
where
C˜1 =
detM
2max{| log ‖β‖v1 |, | log ‖β‖v2 |}
> 0
and
C˜2 =
detM
2max{| log ‖α‖v1 |, | log ‖α‖v2 |}
> 0.
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As noted above we have that
h0(A) =
∑
v∈MK
max{log ‖A‖v, 0} and
∑
v∈MK
log ‖A‖v = 0.
From the product formula we deduce that there exists v ∈MK such that
log ‖A‖v >
1
|S|
·max{| log ‖A‖v1 |, | log ‖A‖v2 |}.
Thus, we obtain
h0(A) = h0
(
αn
βm
)
>
1
|S|
max {| log ‖A‖v1 |, | log ‖A‖v2 |}
>
1
|S|
max
{
C˜1|n|, C˜2|m|
}
> C0max {|n|, |m|} ,
where we may choose C0 =
1
|S| min
{
C˜1, C˜2
}
. 
Let us also state the following result as a lemma:
Lemma 2. Let K be a number field and p, q ∈ K[X ] arbitrary but fixed polynomials.
Then there exists an effectively computable constant C = C(p, q) such that
h0
(
p(n)
q(m)
)
6 C logmax{n,m}.
Proof. Since h0
(
p(n)
q(m)
)
6 h0(p(n)) + h0(q(m)) it suffices to prove that there exists
an effectively computable constant C such that h0(p(n)) 6 C log n for some fixed
polynomial p ∈ K[X ]. Assume that p(n) = ckn
k + · · ·+ c1n+ c0, then we have
h0(p(n)) = h0(ckn
k + · · ·+ c1n+ c0)
6 h0(ck) + kh0(n) + · · ·+ h0(c0) + k log 2
6 C logn.

3. Proof of Theorem 2
3.1. Set up. Recall that we wish to solve equation (1):
Un − Un1 = Vm − Vm1 ,
for (n,m) 6= (n1,m1), with n, n1 > N0 and m,m1 >M0.
We may assume that m 6= m1, since otherwise (n,m) = (n1,m1). Without
loss of generality we may assume that m > m1. But, then we have to distinguish
between the two cases n > n1 and n < n1. Since the proof of the second case
is obtained by interchanging the roles of n and n1, i.e. to interchange n1 and n
everywhere, we only give the proof of the first case. Therefore we assume from now
on that n > n1 > N0 and m > m1 >M0.
In the following we use the L-notation. Assume f(x), g(x) and k(x) are real
functions and that k(x) > 0 for x > 1. We shall write
f(x) = g(x) + L(k(x))
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for
g(x)− k(x) 6 f(x) 6 g(x) + k(x).
The use of the L-notation is like the use of the O-notation but with the advantage
to have an explicit bound for the error term.
Let us consider the linear recurrence sequences {Un}n>0 and {Vm}m>0 a bit
closer. Let us assume that the characteristic polynomials of {Un}n>0 and {Vm}m>0
are
FU (X) =
t∏
i=1
(X − αi)
σi and FV (X) =
s∏
i=1
(X − βi)
τi
respectively.
Let α and β be the dominant roots of {Un}n>0 and {Vm}m>0 respectively. Ac-
cording to our assumptions we can write
Un = a(n)α
n + a2(n)α
n
2 + · · ·+ at(n)α
n
t
= a(n)αn + L
(
a′′nAαn2
)
= a(n)αn + L(a′α′
n
)
(3)
where a′, a′′, A are suitable but effectively computable, non-negative constants,
a(X), ai(X) ∈ Q(α1, . . . , αt)[X ], 2 6 i 6 t and α
′ ∈ R is such that |α1| = |α| >
α′ > |α2|. Note that in case that t = 1 we put α2 = 1 and a
′ = a′′ = A = 0
and with this choice (3) still holds. Let us also note that by our assumption that
{Un}n>0 is non-degenerate and defined over the integers the dominant root α is a
real algebraic integer which is not a root of unity, hence we have |α| > 1. Thus
we may assume that also |α| > α′ > 1 holds. This also implies that {|Un|}n>0 is
eventually strictly increasing. Moreover we may assume that |a(n)| is increasing for
all n > N1 for some suitable constant N1. In addition, we choose N1 large enough
such that |a(n)| > |a(n′)| for all n > N1 and n > n
′ > 0.
Similarly we may write
(4) Vm = b(m)β
m + L(b′β′
n
)
where b′, β′ are suitable constants. By the same arguments as above we may also
assume that |β| > β′ > 1 and |b(m)| is increasing provided that m > M1, where
M1 is some sufficiently large number. Moreover we assume that M1 is chosen large
enough such that |b(m)| > |b(m′)| for all m >M1 and m > m
′ > 0.
Without loss of generality, let us assume that |α| > |β|. We denote by σ and τ
the degree of a(n) and b(m) respectively. Besides, we know that |Un| ∼ an
σ|αn| as
n → ∞, where a is the leading coefficient of a(n). Similarly we know that |Vm| ∼
bmτ |βm| as m→∞, where b is the leading coefficient of b(n). Therefore there are
positive constants C1, C2 and C3, C4 such that C2/C1 < |α| and C4/C3 < |β| with
C1n
σ|α|n 6 |Un| 6 C2n
σ|α|n for all n > N2
C3m
τ |β|m 6 |Vm| 6 C4m
τ |β|m for all m >M2,
where N2 and M2 are sufficiently large.
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Let us assume for the moment that n > n1 > N2 and m > m1 > M2. Using
equation (1) we get that
|Un − Un1 | 6 |Un|+ |Un1 | 6 C2n
σ (|α|n + |α|n1) = C2n
σ|α|n
(
1 +
1
|α|n−n1
)
6 C2n
σ|α|n
(
1 +
1
|α|
)
= C5n
σ|α|n
and
|Un − Un1 | > |Un| − |Un1 | > C1n
σ|α|n − C2n
σ|α|n1 = C1n
σ|α|n
(
1−
C2
C1|α|n−n1
)
> C1n
σ|α|n
(
1−
C2
C1|α|
)
= C6n
σ|α|n.
Similarly, we have
|Vm − Vm1 | 6 |Vm|+ |Vm1 | 6 C4m
τ (|β|m + |β|m1) = C4m
τ |β|m
(
1 +
1
|β|m−m1
)
6 C4m
τ |β|m
(
1 +
1
|β|
)
= C7m
τ |β|m
and
|Vm − Vm1 | > |Vm| − |Vm1 | > C3m
τ |β|m − C4m
τ |β|m1
= C3m
τ |β|m
(
1−
C4
C3|β|m−m1
)
> C3m
τ |β|m
(
1−
C4
C3|β|
)
= C8m
τ |β|m.
Therefore, we have
(5) C6n
σ|α|n 6 |Un − Un1 | = |Vm − Vm1 | 6 C7m
τ |β|m
and
(6) C5n
σ|α|n > |Un − Un1 | = |Vm − Vm1 | > C8m
τ |β|m.
Note that we proved (5) and (6) only under the assumption that n > n1 > N2 and
m > m1 > M2. However since by assumption n > n1 > N0 and m > m1 > M0 we
have |Un| > |Un1 | and |Vm| > |Vm1 | respectively. Therefore by enlarging C7 and C5
respectively decreasing C6 and C8 we obtain that (5) and (6) also holds under the
assumption that n > N2, n1 > N0 and m >M2, m1 >M0. Thus
(7) n 6 m
log |β|
log |α|
+ τ
logm
log |α|
+ C9,
where 0 < log |β|log |α| < 1.
Inequality (7) implies that m > n for m > M3, where M3 is sufficiently large.
Denote by N3 the infimum for n when m > M3. Let us assume in the following
that n > N4 = max{N0, N1, N2, N3, 2} and m > M4 = max{M0,M1,M2,M3, 2}
(and n1 > N0 and m1 > M0). Let us note that if m is bounded from above
by an effectively computable constant as M4 also n is bounded from above by an
effective computable constant due to inequality (7). Thus we can deduce that also
c is bounded and Theorem 2 holds in this case. Note that we assume for technical
reasons thatN4,M4 > 2. Therefore we may assume thatm > M4 and hencem > n.
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Furthermore let us fix the following notation for the rest of the paper. Let us
write K = Q(α1, . . . , αt, β1, . . . , βs) and d = [K : Q].
3.2. Linear forms in logarithms. We refer to equation (1) and make use of the
asymptotic estimates (3) and (4). Thus we get
(a(n)αn + L(a′α′n))− (a(n1)α
n1 + L(a′α′n1)) =
(b(m)βm + L(b′β′m))− (b(m1)β
m1 + L(b′β′m1))
Collecting the “large” terms on the left hand side of the equation we obtain
a(n)αn − b(m)βm = a(n1)α
n1 − b(m1)β
m1 + L
(
a′α′
n
+ a′α′
n1 + b′β′
m
+ b′β′
m1)
and therefore the inequality
|a(n)αn− b(m)βm| 6 |a(n1)||α|
n1 + |b(m1)||β|
m1 + a′α′
n
+ a′α′
n1 + b′β′
m
+ b′β′
m1 .
Dividing through b(m)βm and using the inequalities (5) and (6), we get (note that
we assume n > N3 and m >M3, i.e. |a(n)| > |a(n1)| and |b(m)| > |b(m1)|):∣∣∣∣ a(n)αnb(m)βm − 1
∣∣∣∣ 6 |a(n1)||α|n1|b(m)||β|m + |b(m1)||β|m1|b(m)||β|m + a′α′
n
|b(m)||β|m
+
a′α′
n1
|b(m)||β|m
+
b′β′m
|b(m)||β|m
+
b′β′m1
|b(m)||β|m
6
C7m
τ |a(n1)||α|
n1
C6nσ|b(m)||α|n
+
|b(m1)||β|
m1
|b(m)||β|m
+
C7m
τa′α′n
C6nσ|b(m)||α|n
+
C7m
τa′α′n1
C6nσ|b(m)||α|n
+
b′β′m
|b(m)||β|m
+
b′β′m1
|b(m)||β|m
6 C11|α|
n1−n + |β|m1−m + C12
(
|α|
α′
)−n
+ C13|α|
n1−n
+ C14
(
|β|
β′
)−m
+ C15|β|
m1−m
6 C11|α|
n1−n + |β|m1−m + C12
(
|α|
α′
)n1−n
+ C13|α|
n1−n
+ C14
(
|β|
β′
)m1−m
+ C15|β|
m1−m
6 max
{
C16
(
|α|
α′
)n1−n
, C17
(
|β|
β′
)m1−m}
.
Note that m
τ |a(n1)|
nσ|b(m)|
mτ |a(n)|
nσ |b(m)| ,
|b(m1)|
|b(m)| and so on are bounded by absolute constants
since deg(a) = σ and deg(b) = τ . Hence we obtain the inequality∣∣∣∣ a(n)b(m)αnβ−m − 1
∣∣∣∣ 6 max
{
C16
(
|α|
α′
)n1−n
, C17
(
|β|
β′
)m1−m}
.(8)
Let us introduce
Λ = n log |α| −m log |β|+ log
∣∣∣∣ a(n)b(m)
∣∣∣∣
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and assume that |Λ| 6 0.5 and a(n)b(m)α
nβ−m > 0. Further, we put
Φ = eΛ − 1 =
∣∣∣∣ a(n)b(m)
∣∣∣∣ |α|n|β|−m − 1
and use the theorem of Baker and Wu¨stholz (Theorem 3) with the data
k = 3, η1 =
∣∣∣∣ a(n)b(m)
∣∣∣∣ , b1 = 1, η2 = |α|, b2 = n, η3 = |β|, b3 = −m.
Note that with this data we have B = m. It should be noted that we have complete
information on the minimal polynomial of α and β. Therefore, h′(α), h′(β) are
effectively computable. Moreover, due to Lemma 2 we have h0
(
a(n)
b(m)
)
6 C˜ logm
and thus
h′
(
a(n)
b(m)
)
=
1
d
max
{
dh0
(
a(n)
b(m)
)
,
∣∣∣∣log( a(n)b(m)
)∣∣∣∣ , 1} 6 C˜′ logm.
Before we can apply Theorem 3 we have to ensure that Φ 6= 0. Assume to the
contrary that Φ = 0, then a(n)b(m) = ±
βm
αn . With the use of Lemma 1 we get
C˜ logm > h0
(
a(n)
b(m)
)
= h0
(
βm
αn
)
> C0max{n,m} = C0m
which yields an absolute upper bound for m. Therefore also n and c are bounded,
i.e. Theorem 2 holds in this special case.
An application of Theorem 3 yields
log |Φ| > −C(3, d)h′
(
a(n)
b(m)
)
h′(α)h′(β) logm− log 2
and together with inequality (8) we have
min
{
(n− n1) log
(
|α|
α′
)
, (m−m1) log
(
|β|
β′
)}
< C18(logm)
2.
Thus we have proved so far:
Lemma 3. Assume that (n,m, n1,m1) is a solution to equation (1) with m > m1.
Then we have
min
{
(n− n1) log
(
|α|
α′
)
, (m−m1) log
(
|β|
β′
)}
< C18(logm)
2.
Note that in the case that |Λ| > 0.5 or a(n)b(m)α
nβ−m < 0 inequality (8) is possible
only if
max
{
C16
(
|α|
α′
)n1−n
, C17
(
|β|
β′
)m1−m}
> e
1
2 − 1 > 0.648,
which leads to either
n− n1 6
log
(
C16
0.648
)
log
(
|α|
α′
)
or
m−m1 6
log
(
C17
0.648
)
log
(
|β|
β′
) .
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These can be covered by the bound provided by Lemma 3 as long as we choose
C18 >
1
(logM3)2
max
{
log
(
C16
0.648
)
, log
(
C17
0.648
)}
.
Now we have to distinguish between the following two cases:
Case 1. Let us assume that
min
{
(n− n1) log
(
|α|
α′
)
, (m−m1) log
(
|β|
β′
)}
= (n− n1) log
(
|α|
α′
)
,
i.e. we assume that
(
|α|
α′
)n1−n
6
(
|β|
β′
)m1−m
.
By collecting the “large terms” on the left hand side, we can rewrite equation (1)
as
a(n)αn − a(n1)α
n1 − b(m)βm = −b(m1)β
m1 + L
(
a′α′
n
+ a′α′
n1 + b′β′
m
+ b′β′
m1)
and obtain the inequality∣∣∣∣a(n)αn1 (αn−n1 − a(n1)a(n)
)
− b(m)βm
∣∣∣∣
6 |b(m1)||β|
m1 + a′α′
n
+ a′α′
n1 + b′β′
m
+ b′β′
m1 .
Dividing through b(m)βm and using the inequalities (5) and (6), we get∣∣∣∣∣∣
a(n)αn1
(
αn−n1 − a(n1)a(n)
)
b(m)βm
− 1
∣∣∣∣∣∣ 6 |b(m1)||β|
m1
|b(m)||β|m
+
a′α′
n
|b(m)||β|m
+
a′α′
n1
|b(m)||β|m
+
b′β′
m
|b(m)||β|m
+
b′β′
m1
|b(m)||β|m
where
|b(m1)||β|
m1
|b(m)||β|m
6
(
|β|
β′
)m1−m
,
a′α′
n
|b(m)||β|m
6
C7m
τa′α′
n
C6nσ|b(m)||α|n
6 C19
(
|α|
α′
)−n
6 C19
(
|α|
α′
)n1−n
6 C19
(
|β|
β′
)m1−m
,
a′α′
n1
|b(m)||β|m
6
C7m
τa′α′
n1
C6nσ|b(m)||α|n
6 C20
(
|α|
α′
)n1−n
6 C20
(
|β|
β′
)m1−m
,
b′β′m
|b(m)||β|m
6 C21
(
|β|
β′
)−m
6 C21
(
|β|
β′
)m1−m
b′β′m1
|b(m)||β|m
6 C22|β|
m1−m 6 C22
(
|β|
β′
)m1−m
.
Hence we obtain the inequality
(9)
∣∣∣∣ a(n)b(m)
(
αn−n1 −
a(n1)
a(n)
)
αn1β−m − 1
∣∣∣∣ 6 C23( |β|β′
)m1−m
.
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Case 2. Let us assume that
min
{
(n− n1) log
(
|α|
α′
)
, (m−m1) log
(
|β|
β′
)}
= (m−m1) log
(
|β|
β′
)
.
i.e. we assume that
(
|β|
β′
)m1−m
6
(
|α|
α′
)n1−n
.
Similarly as in Case 1 we collect the “large terms” on the left hand side and
rewrite equation (1) as
a(n)αn − b(m)βm + b(m1)β
m1 = −a(n1)α
n1 + L
(
a′α′
n
+ a′α′
n1 + b′β′
m
+ b′β′
m1)
and obtain the inequality∣∣∣∣b(m)βm1 (βm−m1 − b(m1)b(m)
)
− a(n)αn
∣∣∣∣
6 |a(n1)||α|
n1 + a′α′
n
+ a′α′
n1 + b′β′
m
+ b′β′
m1 .
We obtain the inequality
(10)
∣∣∣∣b(m)a(n)
(
βm−m1 −
b(m1)
b(m)
)
α−nβm1 − 1
∣∣∣∣ 6 C28 ( |α|α′
)n1−n
by the same arguments as in Case 1 by interchanging a(n), α, n, n1, a
′ and α′ with
b(m), β,m,m1, b
′ and β′.
We want to apply Theorem 3 to both inequalities (9) and (10) respectively. Let
us consider the first case more closely. We write
Λ1 = n1 log |α| −m log |β|+ log
∣∣∣∣ a(n)b(m)
(
αn−n1 −
a(n1)
a(n)
)∣∣∣∣
and assume that |Λ1| 6 0.5 and
a(n)
b(m)
(
αn−n1 − a(n1)a(n)
)
> 0. Further, we put
Φ1 = e
Λ1 − 1 =
∣∣∣∣ a(n)b(m)
(
αn−n1 −
a(n1)
a(n)
)∣∣∣∣ |α|n1 |β|−m − 1
and aim to apply Theorem 3 with B = m. Further, we have
η1 =
∣∣∣∣ a(n)b(m)
(
αn−n1 −
a(n1)
a(n)
)∣∣∣∣ , b1 = 1,
η2 = |α|, b2 = n1, η3 = |β|, b3 = −m.
It should be noted that as before h′(α) and h′(β) are effectively computable. For
h′(η1), we can use the properties of height and the results of Lemma 3 and Lemma 2
to get
h0(η1) = h0
(
a(n)
b(m)
(
αn−n1 −
a(n1)
a(n)
))
6 h0
(
a(n)
b(m)
)
+ (n− n1)h0(α) + h0
(
a(n1)
a(n)
)
+ log 2
6 h0
(
a(n)
b(m)
)
+
C18(logm)
2
log
(
|α|
α′
) h0(α) + h0(a(n1)
a(n)
)
+ log 2
6 C29(logm)
2
and thus
h′(η1) =
1
d
max {dh0(η1), | log η1|, 1} 6 C30(logm)
2.
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Now let us turn to the second case. We write
Λ2 = m1 log |β| − n log |α|+ log
∣∣∣∣b(m)a(n)
(
βm−m1 −
b(m1)
b(m)
)∣∣∣∣
and assume that |Λ2| 6 0.5 and
b(m)
a(n)
(
βm−m1 − b(m1)b(m)
)
> 0. Further, we put
Φ2 = e
Λ2 − 1 =
∣∣∣∣b(m)a(n)
(
βm−m1 −
b(m1)
b(m)
)∣∣∣∣ |α|−n|β|m1 − 1
and aim to apply Theorem 3. As in the previous case we also have B = m. Further,
we have
η1 =
∣∣∣∣b(m)a(n)
(
βm−m1 −
b(m1)
b(m)
)∣∣∣∣ , b1 = 1,
η2 = |α|, b2 = −n, η3 = |β|, b3 = m1.
It should be noted that as before h′(α) and h′(β) are effectively computable. For
h′(η1), we can use the properties of height and the results of Lemma 3 and Lemma 2
to get
h0(η1) = h0
(
b(m)
a(n)
(
βm−m1 −
b(m1)
b(m)
))
6 h0
(
b(m)
a(n)
)
+ (m−m1)h0(β) + h0
(
b(m1)
b(m)
)
+ log 2
6 h0
(
b(m)
a(n)
)
+
C18(logm)
2
log
(
|β|
β′
) h0(β) + h0(b(m1)
b(m)
)
+ log 2
6 C31(logm)
2
and thus
h′(η1) =
1
d
max {dh0(η1), | log η1|, 1} 6 C32(logm)
2.
Before we can apply Theorem 3 we have to ensure that Φi 6= 0 for i = 1, 2. Firstly
we deal with the assumption that Φ1 = 0, i.e. ±
a(n)
b(m)
(
αn−n1 − a(n1)a(n)
)
= β
m
αn1 . This
together with Lemma 3 yields
h0
(
βm
αn
)
= h0
(
a(n)
b(m)
(
αn−n1 −
a(n1)
a(n)
))
< C29(logm)
2
as determined before. With the use of Lemma 1 we get
C29(logm)
2 > h0
(
βm
αn1
)
> C0max{n1,m} > C0m.
Thus m is bounded by an effectively computable constant. Besides, since m > n so
n is also bounded and therefore also c, i.e. Theorem 2 holds in this case. A similar
argument also applies to Case 2.
Now, we are ready to apply Theorem 3 and get
log |Φi| >− C(3, d)h
′(η1)h
′(α)h′(β) logm− log 2
for i = 1, 2. Combining this inequality with the inequalities (9) and (10), we obtain
(m−m1) log
(
|β|
β′
)
< C33(logm)
3 and (n− n1) log
(
|α|
α′
)
< C34(logm)
3
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respectively. Let C35 = max{C33, C34}. These two inequalities yield together with
Lemma 3 the following lemma:
Lemma 4. Assume that (n,m, n1,m1) is a solution to equation (1) with m > m1.
Then we have
max
{
(n− n1) log
(
|α|
α′
)
, (m−m1) log
(
|β|
β′
)}
< C35(logm)
3.
Note that in view of |Λ1| > 0.5 or
a(n)
b(m)
(
αn−n1 − a(n1)a(n)
)
< 0, inequality (9) is
possible only if
C23
(
|β|
β′
)m1−m
> e
1
2 − 1 > 0.648,
which leads tom−m1 6
log( C230.648 )
log
(
|β|
β′
) . In view of |Λ2| > 0.5 or b(m)a(n)
(
βm−m1 − b(m1)b(m)
)
<
0, inequality (10) is possible only if
C28
(
|α|
α′
)n1−n
> e
1
2 − 1 > 0.648,
which leads to n−n1 6
log( C280.648 )
log( |α|
α′ )
. Both cases can be covered by the bound provided
by Lemma 4 as long as
C35 >
1
(logM3)3
max
{
log
(
C28
0.648
)
, log
(
C23
0.648
)}
.
One more time we have to apply Theorem 3. This time we rewrite equation (1)
by collecting “large” terms on the left hand side as
a(n)αn − a(n1)α
n1 − b(m)βm + b(m1)β
m1 = L
(
a′α′
n
+ a′α′
n1 + b′β′
m
+ b′β′
m1
)
and obtain∣∣∣∣a(n)αn1 (αn−n1 − a(n1)a(n)
)
− b(m)βm1
(
βm−m1 −
b(m1)
b(m)
)∣∣∣∣
6 a′α′
n
+ a′α′
n1 + b′β′
m
+ b′β′
m1 .
Dividing through b(m)βm1
(
βm−m1 − b(m1)b(m)
)
and using the inequalities (5) and (6)
we get ∣∣∣∣∣∣
a(n)αn1
(
αn−n1 − a(n1)a(n)
)
b(m)βm1
(
βm−m1 − b(m1)b(m)
) − 1
∣∣∣∣∣∣ 6 a
′α′
n
|b(m)||β|m1
∣∣∣βm−m1 − b(m1)b(m) ∣∣∣
+
a′α′n1
|b(m)||β|m1
∣∣∣βm−m1 − b(m1)b(m) ∣∣∣ +
b′β′m
|b(m)||β|m1
∣∣∣βm−m1 − b(m1)b(m) ∣∣∣
+
b′β′
m1
|b(m)||β|m1
∣∣∣βm−m1 − b(m1)b(m) ∣∣∣ .
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We make use of inequality (7) to get
α′
n
= exp (n logα′)
< exp
(
m
log |β|
log |α|
logα′ + τ
logα′
log |α|
logm+ C9 logα
′
)
= exp
(
m
logα′
log |α|
log |β|
)
(mτ )
logα′
log |α| exp (C9 logα
′)
< C36m
τγm,
where γ = |β|
log α′
log |α| . Note that since |α| > α′ > 1 and |β| > 1 we have that
|β| > γ > 1. So that
a′α′
n
|b(m)||β|m1
∣∣∣βm−m1 − b(m1)b(m) ∣∣∣ <
C36a
′mτγm
|b(m)||β|m
∣∣∣1− βm1−mb(m1)b(m) ∣∣∣
=
C36a
′mτγm
|b(m)||β|m
∣∣∣1− b(m1)b(m)βm−m1 ∣∣∣
6
C36a
′mτγm
|b(m)||β|m
∣∣∣1− 1β ∣∣∣ 6 C37
(
|β|
γ
)−m
.
In addition, since we assume that α′ > 1, we have
a′α′n1
|b(m)||β|m1
∣∣∣βm−m1 − b(m1)b(m) ∣∣∣ <
a′α′n
|b(m)||β|m
∣∣∣1− b(m1)b(m)βm−m1 ∣∣∣
<
C36a
′mτγm
|b(m)||β|m
∣∣∣1− 1β ∣∣∣ 6 C37
(
|β|
γ
)−m
.
Furthermore,
b′β′
m
|b(m)||β|m1
∣∣∣βm−m1 − b(m1)b(m) ∣∣∣ 6
b′β′
m
|b(m)||β|m
∣∣∣1− 1β ∣∣∣ 6 C38
(
|β|
β′
)−m
.
Since we may assume that β′ > 1 we get
b′β′
m1
|b(m)||β|m1
∣∣∣βm−m1 − b(m1)b(m) ∣∣∣ 6
b′β′
m
|b(m)||β|m
∣∣∣1− 1β ∣∣∣ = C39
(
|β|
β′
)−m
.
Therefore, ∣∣∣∣∣∣
a(n)
(
αn−n1 − a(n1)a(n)
)
b(m)
(
βm−m1 − b(m1)b(m)
)αn1β−m1 − 1
∣∣∣∣∣∣ 6 C40Γ−m,(11)
where Γ = min
{
|β|
β′ ,
|β|
γ
}
. In this final step we consider the linear form
Λ3 = n1 log |α| −m1 log |β|+ log
∣∣∣∣∣∣
a(n)
(
αn−n1 − a(n1)a(n)
)
b(m)
(
βm−m1 − b(m1)b(m)
)
∣∣∣∣∣∣
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and assume that |Λ3| 6 0.5 and
a(n)
(
αn−n1−
a(n1)
a(n)
)
b(m)
(
βm−m1−
b(m1)
b(m)
) > 0. Further, we put
Φ3 = e
Λ3 − 1 =
∣∣∣∣∣∣
a(n)
(
αn−n1 − a(n1)a(n)
)
b(m)
(
βm−m1 − b(m1)b(m)
)
∣∣∣∣∣∣ |α|n1 |β|−m1 − 1.
As before we take B = m and we choose
η1 =
∣∣∣∣∣∣
a(n)
(
αn−n1 − a(n1)a(n)
)
b(m)
(
βm−m1 − b(m1)b(m)
)
∣∣∣∣∣∣ , b1 = 1,
η2 = |α|, b2 = n1, η3 = |β|, b3 = −m1.
For h′(η1), we can use the properties of the height and the results of Lemma 2
and Lemma 4 to get
h0(η1) = h0
 a(n)
(
αn−n1 − a(n1)a(n)
)
b(m)
(
βm−m1 − b(m1)b(m)
)

6 h0
(
a(n)
b(m)
)
+ (n− n1)h0(α) + (m−m1)h0(β)
+ h0
(
a(n1)
a(n)
)
+ h0
(
b(m1)
b(m)
)
+ 2 log 2
6 h0
(
a(n)
b(m)
)
+
C35h0(α)(logm)
3
log
(
|α|
α′
) + C35h0(β)(logm)3
log
(
|β|
β′
)
+ h0
(
a(n1)
a(n)
)
+ h0
(
b(m1)
b(m)
)
+ 2 log 2
6 C41(logm)
3
and thus
h′(η1) =
1
d
max {dh0(η1), | log η1|, 1} 6 C42(logm)
3.
It should be noted that as before h′(α) and h′(β) are effectively computable.
Before we can apply Theorem 3 we have to ensure that Φ3 6= 0, i.e.
±
a(n)
(
1− a(n1)α
n1−n
a(n)
)
b(m)
(
1− b(m1)β
m1−m
b(m)
) = βm
αn
.
This together with Lemma 4 yields
h0
(
βm
αn
)
= h0
 a(n)
(
1− a(n1)α
n1−n
a(n)
)
b(m)
(
1− b(m1)β
m1−m
b(m)
)
 < C43(logm)3.
Similar to the argument in Case 1 and Case 2, we deduce by using Lemma 1 that
C43(logm)
3 > h0
(
βm
αn
)
> C0max{n,m} > C0m.
Thus m is bounded by an effectively computable constant. Besides, since m > n
so n is also bounded and therefore also c and we deduce Theorem 2 in this case.
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Now an application of Theorem 3 yields
log |Φ3| > −C(3, d)h
′(η1)h
′(α)h′(β) logm− log 2.
Combining this inequality with inequality (11) we get
m log Γ + logC42 < C44(logm)
4 + log 2.
which yields m < C45.
Similarly as in the cases above the assumption that |Λ3| > 0.5 or
a(n)
(
αn−n1 − a(n1)a(n)
)
b(m)
(
βm−m1 − b(m1)b(m)
) < 0
leads in view of inequality (11) to
C40Γ
−m > e
1
2 − 1 > 0.648,
which leads to m 6
log( C400.648 )
log Γ . These can be covered by the above bound m < C45
as long as
C45 >
log
(
C40
0.648
)
log Γ
.
As a conclusion, if n > N3 and m > M3, we have n < m < C45, where C45 is
an effectively computable constant. Therefore, together with those finitely many
cases where n 6 N4, m 6M4 and all possible cases of (m,n) which yield |Φ|, |Φi| =
0 for i = 1, 2, 3, there can only be finitely many integers c having at least two
distinct representations of the form Un − Vm. The number of integers c and the
corresponding values of c are both effectively computable. Therefore Theorem 2 is
proved.
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