Use of quantum mechanical/molecular mechanical (QM/MM) methods in binding free energy calculations, particularly in the SAMPL challenge, often fail to achieve improvement over standard additive (MM) force fields. Frequently, the implementation is through use of reference potentials, or the so-called "indirect approach", and inherently relies on sufficient overlap existing between MM and QM/MM configurational spaces. This overlap is generally poor, particularly for the use of free energy perturbation to perform the MM to QM/MM free energy correction at the end states of interest (e.g., bound and unbound states). However, by utilizing MM parameters that best reproduce forces obtained at the desired QM level of theory, it is possible to lessen the configurational disparity between MM and QM/MM. To this end, we sought to use force matching to generate MM parameters for the SAMPL6 CB[8] host-guest binding challenge, classically compute binding free energies, and apply energetic end state corrections to obtain QM/MM binding free energy differences. For the standard set of 11 molecules and the bonus set (including three additional challenge molecules), error statistics, such as the root mean square deviation (RMSE) were moderately poor (5.5 and 5.4 kcal/mol). Correlation statistics, however, were in the top two for both standard and bonus set submissions ( R 2 of 0.42 and 0.26, of 0.64 and 0.47 respectively). High RMSE and moderate correlation strongly indicated the presence of systematic error. Identifiable issues were ameliorated for two of the guest molecules, resulting in a reduction of error and pointing to strong prospects for the future use of this methodology.
Introduction
Correctly assessing molecular thermodynamic propertie s is pivotal to rational drug design. Finding the likelihood of a drug to cross the blood brain barrier relies on properly computing its permeability across a membrane. Determining whether a medication can maintain efficacy under acidic conditions (e.g., stomach acid) necessitates calculating acidity constants. These are just a few examples of chemical phenomena that require careful consideration. Thus, it is of great importance to gauge, in an unbiased manner, the status of computational methods in determining thermodynamic properties. This is the rationale behind the statistical assessment of the modeling of proteins and ligands (SAMPL) challenge [1] [2] [3] [4] [5] .
Thermodynamic free energy is a ubiquitous influence throughout chemistry. Hence, accurately computing free energy differences remains a highly sought, albeit elusive, goal. The theory underlying classical free energy simulations (FES) is well established, with various tricks and techniques (such as alchemical approaches and soft-core potentials [6, 7] ) that forsake physical intuition and detour through nonphysical routes to connect thermodynamic states of interest (for a comprehensive review of the numerous methods to free energy calculation, we point readers to Ref. [8] ). Unfortunately, the associated level of theory in which these methods are tenable, such as molecular mechanical (MM) additive force fields, is often insufficient concerning energetic rigor (e.g., not accurately describing polarization or charge transfer effects [9] ). This is not to say that MM approaches cannot achieve accurate results, more that they have some unavoidable limitations. For example, the CHARMM force field, upon discovery of problems in the proper description of peptide backbone dihedrals, required reparameterizing the entire protein force field, as well as the addition of a splinebased energy correction term [10] . However, as they note, accurately describing conformational degrees of freedom in solution came at the expense of reproducing gas phase properties and pointed to limitations of a fixed charged force field. Many look to polarizable models as a way to overcome inadequacies of classical MM force fields (e.g., having the ability to intrinsically respond to changes in environment/ media or lack thereof) to more accurately model chemical systems of interest in a variety of situations, but questions of best practices remain contentious [11] .
Ideally, all FES calculations would be performed at a high level [e.g., quantum mechanical (QM), or mixed QM and MM, QM/MM] of accuracy, with an appropriate Hamiltonian that can properly describe the desired inter/intramolecular interactions as well as generate sampling in the relevant sections of the high level configurational landscape. This, unfortunately, remains impractical, not only in terms of computational effort, but in regards to forfeiting classical FES (e.g., alchemical) tricks. In principle, it is possible to setup FES calculations between states of interest (e.g., states X and Y) in such a way that, for the most part, is executed classically, but with free energy corrections at the end states of interest as shown in Fig 1. This methodology, often referred to as the "indirect approach" [12] [13] [14] [15] [16] [17] , permits practitioners to use whatever methods they desire for the classical free energy difference between states X and Y, ΔA X→Y (i.e., Fig. 1 [iii] ). Following this, two calculations of ΔA → ∕ occur at each end state X and Y ( Fig. 1 [ii] and [iv] respectively). Then, by taking advantage of the fact free energy is a state function, we arrive at The caveat, however, is that the free energy difference between levels of theory requires a single step calculation (e.g., without employing intermediate states) using a computationally inexpensive one-sided method, such as free energy perturbation [18] (FEP, Eq. 2), Although this formula is deceptively simple, requiring only low level MM sampling (i.e., ⟨...⟩ denotes the ensemble average is over configurations collected during an MM simulation) then computing U and U ∕ of each collected MM configuration, there needs to be sufficient overlap between the MM and QM/MM configurational spaces. Even for small systems, such as alanine and serine dipeptide in gas-phase, configurational mismatch can be rather significant depending on the choice for the low level of theory (e.g., choosing semi-empirical QM over MM can improve overlap) [19] [20] [21] [22] [23] [24] . It is possible to employ fast switching non-equilibrium work instead of potential energy differences to overcome sizeable configurational disparity (i.e., use of Jarzynski's equation), but this can also become rather unwieldy if "soft" conformational degrees of freedom are highly dissimilar [21, 23, 25] .
Alternatively, instead of traversing long paths in phase space, one can bridge the gap by picking the classical level of theory in such a way that configurational mismatch with the higher level of theory is mitigated. As forces govern configurations, it stands to reason that choosing low level MM energetic parameters as to best reproduce forces observed at the target QM/MM level of theory would facilitate convergence of one sided FEP calculations. Often referred to as simply "force matching" (FM) [26] [27] [28] [29] [30] [31] [32] [33] [34] , this method utilizes a configurational training set (e.g., generated at either the desired high level of theory or with classical dynamics) to obtain parameters that give "QM-like" ensembles [24] . Clearly, parameter transferability is forsaken, but the improvement in configurational sampling which in turn allows for facilitating convergence of free energies between levels of theory or reproducing ensemble properties through reweighing justifies the sacrifice [30, 34] .
Following this logic, FM was used to generate parameters for host and guest systems for the CB [8] SAMPL6 challenge based on previous work [24] using the ForceSolve program [35, 36] . The parameterization approach was modeled similarly to how many popular force fields are implemented (specifically, the CHARMM force field [37] ). Charges are determined based on the solute interaction with the solvent (QM implicit solvent for our purposes), the Leonnard Jones
Fig. 1
The indirect scheme for computing QM/MM free energies parameters are obtained by an analogous assignment of the CHARMM General Force Field (CGenFF) [38] atom types, and intramolecular parameters are fit using classical gas phase simulations matched to QM forces (with the exception of G13, discussed later). Once a complete parameter set was obtained for all guest and host of interests, we sought to answer two questions: how well do the parameters perform obtained directly from FM, and does attempting to correct to QM/MM result in an improvement? Free energies computed without applying a correction scheme (i.e., purely classical calculations), were performed using the double decoupling method (DDM) [39, 40] , and are detailed in the work published in Ref. [41] . However, pursuant to the latter goal of utilizing a correction scheme in the host-guest calculation, the work herein focuses solely on the correction from free energies obtained with a force matched parameter set (i.e., the results of Ref. [41] ) to QM/MM in a similar manner to 
Methods
The protocol used follows the flow chart laid out in Fig. 2 , for which discussion of each step will follow. The procedure laid out is directly based on an approach utilized for small gas-phase systems [24] (e.g., butane and serine dipeptide), but a similar approach has yielded good results when applied to the AMBER protein force field [34] . Parameterizations were applied individually for each host and guest in the challenge (see Fig. 3 ), so transferability between systems with similar atom types is no longer applicable (which will be discussed in more detail later in the text).
Non-bonded (external, F MM[RESP/CGenFF]

EXTE
) parameter assignment
Again, as shown in Fig. 2 , first a series of QM calculations were performed in Gaussian16 [42] . For guest G0-G12 and host CB8, an initial B3LYP [43, 44] Density Functional Theory (DFT) geometry optimization was obtained , followed by an MP2 [45] geometry optimization on the resulting structure from the DFT geometry optimization (both using the 6-31G(d) basis set [46, 47] and proceeded by frequency calculations to confirm steady state configurations were obtained). All geometry optimization were performed in SMD [48] implicit solvent. Following these optimizations, single point calculations based on the MP2/6-31G(d) densities were performed to obtain the Merz-Kollman electrostatic potential charges, which were then processed through the restrained electrostatic fitting procedure (RESP) to symmetrize charges on equivalent atoms [49] [50] [51] . A similar treatment was performed for the G13 molecule using a pseudopotential due to the presence of Pt(II) (see Fig. 3 ), for which details can be found in Ref. [41] . Once charge determination was completed, LJ parameters were used directly from CGenFF via the ParamChem server [38, 52] .
Bonded (internal, F MM[CGenFF]
INTE
) parameter assignment for CB8 and G0-G12
Initial internal parameters are also obtained directly from CGenFF via the ParamChem server [38, 52] . Ten ns of gas phase Langevin Dynamics (LD) was performed in CHARMM [37] , with a coordinate saving frequency of 1 ps (i.e., saving 10,000 coordinate snapshots total), timestep of 1 fs, temperature of 298.15 K, a collision frequency of 5 ps
, and no tapering of non-bonded interactions occurred. The molecule G13 underwent a slightly different treatment regarding generation of configurations.
Parameterization of G13
The molecule G13 presented a unique challenge, as classical parameters for square planar complexes are generally not readily available, particularly for a species containing the transition metal platinum (with the exception of literature LJ parameters utilized throughout all calculations) [53] . Charges were assigned using a procedure outlined in Ref. [41] as mentioned prior. Instead of attempting to create an initial set of parameters for G13 in the standard CHARMM manner [37] (for which the question of what is the appropriate high level treatment to preserve consistency with the CHARMM forcefield is not a straightforward one), we identified a semi-empirical QM suite that contained parameters for palladium in the CHARMM MNDO97 module [54] , using MNDO extended to d orbitals, MNDO/(d) [55] . The fundamental assumption was that the degree of similarity between the G13 with palladium and G13 with platinum valence structures (i.e., they are both square planar metal complexes and are in the same column of the periodic table) would yield moderate configurational space overlap between the two molecules. This laid the groundwork for generating configurational sampling to be force matched to a more rigorous level of theory for G13. The simulation setup used to create the gas phase configurations for force matching was identical to that used for CB [8] and G0-G12, with the exception of the gas-phase LD simulation length being set to 5 ns, and configurations saved every 0.25 ps (i.e., 20,000 configurations generated in total). During the DFT force calculations on the configurations generated from the palladium substituted G13 system, the palladium and platinum atoms were interchanged once more to produce the necessary forces on the G13 platinum complex.
Intramolecular ( F MM[FM]
INTE
) force matching procedure
For each of the configurations saved during the LD simulations (10,000 configurations for CB [8] /G0-G12 and 20,000 configurations for G13), gas-phase B3LYP/6-31G(d) force calculations (with G13 being the exception, requiring use of the B3LYP/LANL2DZ [56] [57] [58] ) were performed via Q-Chem [59] . Again, as laid out in Fig. 2 from each of the DFT forces collected, classical electrostatic and van-derWaals forces were subtracted out based on the corresponding configuration so that only the bonded degrees of freedom (i.e., bonds, angles, dihedrals, and so on) were fit. All force Fig. 2 A flow chart illustrating the process of gathering the information required for the FM procedure. The only deviation from this approach occurs for guest G13, which is described further in the text matching was performed using the ForceSolve software, which utilizes a Bayesian formalism that acts to minimize a negative log-likelihood, and therefore the associated force residuals [24, 35, 36, 60, 61] .
Correction scheme
Given the parameters resulting from FM, Hamiltonian replica exchange [62] in conjunction with Bennett's Acceptance Ratio (BAR) [63] was used to compute binding free energies ( ΔA bind ) via DDM (see Ref. [41] for details on the classical binding calculations). As mentioned prior, the goal of this work is to implement a "correction" scheme, that allows for the indirect calculation of the binding free energy at a QM/ MM level. 1 Since the desired level of theory is DFT, we consider only one sided approaches. More specifically, FEP is used to compute all calculations between FM/MM and QM/MM levels of theory.
Following the logic of where only the ligand changes energetic description (i.e., switching from a classical to QM Hamiltonian with only the guest ligand in the QM region).
Although it is expected that the FEP correction calculations will converge moderately well (given the criteria described in the following section), many groups report difficulty in these calculations being compounded with growing QM system size [9, [19] [20] [21] [22] [23] [24] [64] [65] [66] [67] [68] [69] [70] [71] . Thus, the decision not to include an additional FEP correction for the CB [8] host between FM/MM and QM/MM was based on the fact that (1) computational overhead associated with computing a host system of about 144 atoms is rather expensive for QM/MM calculations and (2)
The guest molecules featured in the SAMPL6 Cucubit [8] uril (CB [8] ) host-guest challenge. The standard set includes guest G0-G10, whereas the bonus molecules are G11-G13
between FM/MM and QM/MM will be even higher, prohibiting convergence (see discussion below). While performing the correction calculations, it is often informative to collect the standard deviation of potential energy differences for the FM configurations, FM∕MM ΔU(FM→QM)∕MM [22, 24] . Generally speaking, the larger this quantity is, the poorer the resulting FEP calculation will become, as the large ΔU spread implies that the exponential average will be dominated by a few snapshots that dip into t h e l o w e r e n e r g y r a n g e , t h u s h a v i n g
Another telling quantity of interest is the so-called bias measure [72, 73] , which given the assumption that the spread of energy differences between end states is nearly identical, can be approximated [22, 24] as,
with L as the Lambert function, and ΔA (FM→QM)∕MM obtained with FEP using a configurational sample size of N. The standard deviation of the potential energy difference, in conjunction with the bias measure, act as a metric for the "unreliability" of an FEP calculation. Specifically, following the recommendations of Ref. [22] , whenever Π ΔU < 0.5 or ΔU > 4k B T kcal/mol, the convergence of the associated FEP calculation is questionable. However, even if Π ΔU ≥ 0.5 and ΔU ≤ 4k B T , this is not a guarantee that the FEP correction is converged (i.e., necessary, but not sufficient) [22] .
Simulation setup
Using the GPU powered variant of DOMDEC [74] in CHARMM, host-guest and guest only system were initially equilibrated in the isobaric-isothermal ensemble with a Nosé Hoover thermostat [75] for about 500 ps to 298.15 K at 1 atm, which was then followed up with 500 ps of constant volume/ temperature equilibration. All systems employed particle mesh Ewald during production time, with an image and non-bond cut off of 14 Å, a kappa value of 0.36, a times step of 1 fs, and a switching function to taper non-bonded contributions starting at 10 Å. All TIP3 waters were constrained via SHAKE, and an additional 200 ps of equilibration was performed in which a center of mass (COM) restraint was gently applied (on either the host-guest system or guest only system) through gradually increasing the associated COM force constant every 50 ps from zero up to 5.0 kcal/mol Å 2 . This was then proceeded by a final 250 ps equilibration period and immediately followed up by 10 ns of production, in which coordinate snapshots were collected every 500 fs. Implementing a similar methodology to Ref. [19] , QM/MM calculations were performed without cutoff and without the use of QM/MM Ewald. Instead, FM energies were also collected without cutoff, and subtracted from energies obtained with FM using periodic boundary conditions. This "PBC" energy was then added to the QM/ MM energy obtained to account for periodic effects.
Parameter interpolation approach
Shortly before the SAMPL6 deadline, it came to our attention that a few software issues (explained in greater detail in the "Results and discussion" section) prevented CHARMM from properly utilizing all the parameters provided from the FM procedure in the DDM calculations of Ref. [41] . Although for the classical DDM results were "reasonable", the configurational mismatched caused by the missing parameters of this "reduced" force match (RFM) set made use of corrections with FEP difficult.
Fortunately, for two of the guest molecules, G0 and G1, the missing terms were readily identifiable (39 and 20 unique parameters, respectively), and thus a two-tier correction scheme, based on Fig. 4 , was devised in which the results from the RFM binding free energy calculations were corrected to FM, followed by a second correction to QM/MM (see Fig. 5 ). The free energy difference between classical end states of interest (e.g., X and Y), ΔA X→Y can be computed with more rigorous approaches, such as BAR [63] or the respective multistate extension, MBAR [76] . Pursuant to this, a series of intermediate states are constructed between states X and Y. Generally, this would imply the use of a hybrid potential energy function, where is set incrementally between 0 and 1 (e.g., = 0.0, 0.1,…, 0.9, 1.0, giving 11 intermediate simulations 
modifying force field terms as a linear combination of end state parameters. As an example, consider the bond energy terms for states X and Y, where K BOND is the force constant and b 0 is the equilibrium offset (in units of kcal/mol Å 2 and Å, respectively), which have different values for states X and Y. Due to the end states being topologically similar (i.e., preserving the same connectivity), we can manufacture a hybrid bond energy term similar to how the hybrid potential energy function is defined, Similar setups can be defined for angle, dihedral, and improper dihedral terms as well, and is known as parameter interpolation [78] . However, trying to alter all terms simultaneously can cause problems in the configurational overlap between intermediate states, so it is advised to modify each collection of energy terms (i.e., bonds, angles, dihedrals, impropers) one at a time. Therefore, instead of a single , there is a associated with each term (i.e., B , A , D , I for Bonds, Angles, Dihedral, and Impropers, see Eq. 13), and thus a new expression can be found for the free energy difference between states X and Y:
Returning to Fig. 5 , ΔA (RFM→FM)∕MM corrections were computed for the host only system (Fig. 5 [v] ), the guest only system (Fig. 5 [vi] ), and host-guest system (Fig. 5 [vii] ). Every ΔA (RFM→FM)∕MM was obtained using 40 intermediate simulations and the parameter interpolation scheme (i.e., 11 states for bonds, 11 states for angles, etc.), with each simulation setup in the same aforementioned fashion, having a 250 ps equilibration period, a NVT production of 5 ns, and a coordinate saving frequency of 1 ps (i.e., 5000 coordinate snapshots per lambda simulation). Following the collection of the requisite energies for all states, MBAR calculations were performed to get ΔA (RFM→FM)∕MM . .
Results and discussion
Overall performance
As mentioned prior, results for correcting directly from RFM/MM to QM/(RFM)MM were used as a submission in the SAMPL6 challenge. A statistical summary of the "correction" scheme submission can be found in Table 1 , and each host-guest result is displayed in Table 2 , along with a linear regression plot of the submitted calculations versus experimentally obtained binding free energies (Fig. 6 ). Two sets of statistics were provided in Table 1 . First, there is the statistics generated from using the "Standard" (i.e., required) set of host-guest calculations (i.e., the binding of guest G0 through G10). Thirty-six submissions were obtained for the standard set, with just six of those submissions also attempting the "Bonus" G11, G12, and G13 molecules. The correction scheme's performance on the standard set in regards to error metrics (e.g., RMSE, MAE, and ME) was overall moderately poor, with a ranking for RMSE (5.50 kcal/mol) and MAE (5.06 kcal/mol) in the bottom half of submissions (about 22nd out of 36). Surprisingly, ME (2.28 kcal/mol) was in the top 25% (8th out of 36), which is more than likely a function of gratuitous error cancellation. The two correlation measures, R 2 and , however, proved to be quite excellent for the standard set. Specifically, with an R 2 of 0.46 (the second highest reported) and of 0.64 (the highest of all standard set submissions), findings based on the correction scheme seem to correlate decently with qualitative trends observed (at least within the scope of all submissions). Regarding the bonus set findings, it appears that although RMSE and MAE improve very slightly (5.43 and 4.77 kcal/mol, respectively), the additional three challenge molecules cause the quality of correlation to deteriorate ( R 2 = 0.26 and = 0.47 ). Regardless, the performance amongst the 6 submissions attempting the bonus set ranked [86] based on using the correction scheme between RFM/MM and QM/MM without connecting to the full FM/MM parameter set a RMSE is calculated with respect to experiment, and is in units of kcal/mol along with the mean absolute error (MAE) and the mean error (ME) b The coefficient of determination, R 2 and the slope of the best fit line between prediction and experiment, m, are obtained from linear regression c is the Kendall rank correlation coefficient d Rankings are provided with respect to the other submissions, with 36 for the standard set and only 6 also including the bonus set. For RMSE, MAE, and ME, the smaller they are, the better the associated ranking, whereas for correlation-based metrics (i. the correction results 3rd out of 6 for RMSE and MAE, 1st out of 6 for ME, and 2nd out of 6 for R 2 , m, and .
Overview of results
Unfortunately, based on observations from Table 2 and Fig. 6 , the correction scheme exacerbated deviation from experimental results in a number of the RFM results. In particular, for the binding of guests G0, G4, and G12, corrections were on the order of about + 11, − 7, and + 13 kcal/mol for each respectively. However, based on the bias measure Π and standard deviation ΔU metrics discussed earlier, we see large fluctuations in potential energy ( ΔU > 5 kcal/mol ) and Π < −3.0 , indicating problems with converging FEP corrections for these systems. In fact, we see markers of convergence problems (e.g., small Π and large ΔU ) for G0, G1, G2, G3, G4, G8, G11, G12, and G13. This led into an inquiry as to why the FEP calculations would not converge properly and exposed a multitude of factors that exacerbated configurational mismatch between FM/MM and QM/MM levels of theory.
Exclusion of parameters
The largest determining factor for problems found in the "correction" scheme is almost exclusively related to software difficulties regarding the various parameters produced in the FM procedure. Specifically, not all of the parameters from FM were utilized, and a summary of how many are missing per system is shown in Table 3 , and an explanation as to the cause is provided for each below. Take note, the analysis to follow excludes the guest molecule G13, as the complications involving that binding calculation are unique and will be discussed in detail later.
"Additional" improper dihedrals
One of the "features" of the original ForceSolve program (which was employed during the SAMPL6 challenge) was the ability to detect molecular topology based on bond connectivity. The program then assigns parameter type based on the topological graph generated. Unfortunately, this also included the automatic creation of improper dihedrals for all atomic centers with exactly three bonds. Improper dihedrals ensure planarity amongst a group of atoms, although finetuning standard dihedral terms can often achieve this as well. Unfortunately, CHARMM requires the explicit identification of improper dihedral terms (unlike dihedrals and angles, which are generated automatically), and the use of the same topological setup generated prior to the fitting scheme (as only the parameters should change, not the topology) resulted in the "new" improper dihedrals not being utilized. Not catching these additions corresponded to the exclusions of some improper dihedral terms, which while not necessarily required in the original force field (CGenFF), are an integral part of the new FM fit. Updates in the FM code have been made to only fit terms prescribed by the user. Regardless, numerous molecules (specifically, G0, G1, G2, G3, G4, G12, and CB [8] ) had these additional improper dihedral terms missing, and thus exhibited excessive flexibility (e.g., the bending of aromatic rings). Although in terms of classical potentials, the bending of an aromatic ring does not incur a massive energetic penalty, for QM methods this is quite energetically unfavorable, and thus the increased magnitude of QM energy fluctuations makes single step free energy perturbation untenable (as seen in Table 2 by the values of ΔU ).
Missing dihedrals
Another function of the original ForceSolve program was the fitting of both angle terms K Ang − 0 2 and 1-3 Urey-Brad-
As a rule of thumb, the more terms, the better the force fit, but an interesting "feature" of the CHARMM program involves the parsing of angle parameters and the corresponding influence on dihedral list generation. Essentially, CHARMM automatically detects whether the equilibrium value of an angle term is arbitrarily close to values of 0 • or 180
• . If so, it does not generate any dihedrals containing the angle parameters in question, as torsions are ill-defined for systems with linear geometry.
However, in the case of using both the UB and angle parameters, it is possible to define a more complex angle form. Occasionally this will manifest in a situation where the individual angle component takes on an equilibrium angle of 0 • , but the UB term is non trivial, and the combination gives an energetic minima at a non-zero angle value (as shown in Fig 7) , but regardless CHARMM will throw out any associated dihedrals containing these 0
• angle terms.
Mixing of parameter sets
Overlap in atom typing between host and guest
A significant oversight that occurred as a result of conditioning to working with transferable force fields is that there was some overlap in atom types between host and guest species.
In some cases where two or more atom types are shared between host and guest and correspond to a bonded atom pair, this results in replacement of the bonded term, utilizing either the host or guest bonded parameter, depending on the order in which parameters are read. Since parameters are uniquely generated for each guest and host system, Overwriting of terms can cause significant changes to the conformational sampling for each system. In the case of the calculations ran with the double decoupling scheme, the host parameters were read in before the guest parameters. Thus for each host/guest pairing, the host system had a slight to significant difference (i.e., either one parameter is different, as is the case for G5, or up to five as seen for G9) in the energetic description based on the degree of overlap. Table 4 gives the number of parameters overlapping between host and guest systems, and the RMSD between gas phase minimized host sets. What this parameter overlap illustrates is that for each host-guest system, the host is "subtly" different case-by-case and not using the parameter set generated for CB [8] based on the FM procedure, but rather a combination with some of the FM parameters from the CB [8] and some FM parameters of the guest inhabiting the host.
Dihedral overwriting parser bug
This is a bug associated with reading in the CGenFF forcefield prior to the FM parameter set, resulting in dihedral terms that contain multiple dihedral multiplicities being a Fig. 7 i An example of an angle energy term from G0 described as a combination of both a harmonic angle parameter set and UB parameter set. Although the angle parameter has an equilibrium value of zero, it is clearly observed that the minimum energy value occurs close to ≈ 130
• . The dependence of b 1,3 on is easily obtained as a function of the CG2R61-CG2R61 bond lengths (in this case assumed to be constant and set to their minimum value of b 0 = 1.3287 Å) using the law of cosines, giving
. Atoms with type CG2R61 are labeled in ii with a dark violet color combination of both CGenFF and FM parameter sets. The one main observation regarding this bug is that it is not consistent. Initially, it was presumed only to occur when reading in systems that have dihedrals with varying multiplicities (such as n = 2, n = 3, n = 4). In one test case, for a dihedral with three different multiplicities (n = 2, n = 3, n = 5), the dihedral set stored in CHARMM when reading in CGenFF parameters, followed by reading in the desired FM parameters, resulted in a term that had n = 2 and n = 3 from CGenFF and n = 5 from the FM set. However, it is hard to identify the exact cause, as not all multiply defined dihedrals cause this problem, but some do and require the creation of an entirely separate, self contained, topology and parameter file for the system of interest. To illustrate, Table 5 contains the RMSD between minimization of identical gas phase guest structures with CGenFF parameters read in prior versus reading in only FM parameters in a self-contained topology and parameter set, along with differences in dihedral energies of equilibrated guest structures (excluding CB [8] ) prepared with and without reading of CGenFF parameters prior.
Out of all the issues discovered, this one is particularly unsettling, since it seems unpredictable. Based solely off gas phase RMSD, one could feasibly assume that G2 would be a system for which the parameter interpolation scheme would be applicable. However, energetically the difference, albeit small, is observable. This is excluding the fact that the impact of the effect is difficult to measure, as looking at G7, one would assume that the energetic consequence would be smaller than that of G3, for which has a much larger gasphase RMSD, but the observed energetic effect is over three times greater for G7 in magnitude.
Quantifying the effects of the various issues
A variety of problems have been presented as potential causes to the failure of the FEP calculations (i.e., based on the bias metric Π and standard deviation of the potential energy metrics laid out prior). A Pearsons correlation matrix (Table 6) was constructed between the deviation of calculated results (obtained with the correction scheme) from experiment err and various quantities of interest to determine the significance of the aforementioned underlying problems. The major observation to be made, is that the number of missing parameters has a strong correlation with the accuracy of the FEP "correction" calculation (the total number of missing parameters has a correlation value of + 0.82 with the deviation from experimental value for guest G0-G4 and G12, and + 0.58 amongst G0-G12). Surprisingly, the amount of parameter overlap between guest and host had a correlation of − 0.11 with deviation of calculated result from experiment. , respectively), the uncertainty ΔA calc obtained via block averaging, as well as the Π values for the guest and host-guest systems. For the missing terms (Dihe, Impr, and Total), the quantity in parenthesis is the correlation when comparing all the guest molecules (G0-G12), versus just the molecules that have omitted terms (G0, G1, G2, G3, G4, and G12 without parenthesis), and refer to the number of missing dihedrals, impropers, and the combined totals. Last, the amount of parameters in common between the guest system and CB [8] 
Parameter interpolation results
Using the parameter interpolation scheme garnered exclusively better results when applied to G0 and G1 binding calculations. A summary of the relevant findings is displayed in Table 7 .
G0
Almost immediately we see that the correction calculation results of G0 significantly improve, with a deviation from experimental of almost 10.0 kcal/mol, down to ~ 1.5 kcal/ mol. However, going from RFM/MM to FM/MM, the classical binding free energy increases by about + 3.3 kcal/mol, and goes from an underestimation of − 1.3 kcal/mol to an overestimation of + 2.0 kcal/mol. In terms of our convergence metrics, we see the standard deviation of ΔU decrease (e.g., − 7.3 kcal/mol for the G0 only system, and − 9.3 kcal/ mol for CB [8] + G0), indicating a move in the right direction, but still just about 1.0 kcal/mol outside of acceptable range for both, indicating a need for more sampling. We see a similar trend in the bias metric Π when using FEP from RFM versus FM, with improvements of + 3.3 and + 6.4 for G0 and CB [8] + G0 Π values respectively. However, these Π values are off from acceptable by ~ 2.5.
G1
Improvements obtained by FEP corrections from FM/MM over RFM/MM are more modest than improvements with G0, but still give a net increase in accuracy of about 0.5 kcal/mol. In terms of the purely classical result, a meaningful change is not observed (a gain in accuracy of about 0.1 kcal/mol for FM/MM over RFM/MM). With respect to the metrics, standard deviations for ΔU are significantly better, almost falling in satisfactory range (below 2.4 kcal/mol). However, the bias measure Π is still negative, indicating the need to do more sampling in order to properly converge the calculation.
Challenges with G13
Guest molecule G13 presented a unique challenge, quite possibly the most difficult of all molecules, due to the presence of the Pt(II) metal center, for which parameters are not readily available. Although a workaround was implemented for the generation of configurational sampling via MNDO(d) dynamics with palladium, the system was plagued with persistent problems. A variety of methods were used to best tackle this problem. First, the initial choice of theory for G13, B3LYP/LANL2DZ, came under scrutiny when a simple geometry optimization using this level of theory failed to converge with any degree of geometric stability (the carbonyl substituents would bend in and out of planarity and never reach a stable state). Alternatives to this level of theory were explored, including using semi-empirical PM6 available through MOPAC [79] , and the CHARMM VALBOND module [80] , which facilitates potentials based on the universal force field (UFF). However, the PM6 forces on the generated configurations were too high in magnitude (~ 1000 kcal/molÅ), and the VALBOND results caused problems with regards to the hydrogens on the distal nitrogens. The use of DFT was then revisited, but instead of using a pseudopotential, the all-atom DZP [81] basis set was utilized, which was able to arrive at a stable geometric minima. The second major problem, which again was not determined until shortly before the SAMPL6 deadline, was an issue regarding the atom type assignment for G13 (see Fig. 8 ). As seen on the left side of Fig. 8 , the initial atom type assignment gave identical typings to both the oxygens coordinated to the Pt as well as the nitrogens. That is to say, a single angle parameter was used to simultaneously describe the cis O-Pt-N angle ( ≈ 90 
Concluding remarks and prospects
The use of FM with a correction scheme in this work is very much a "proof of concept", in the sense that the level of theory chosen for matching wasn't a particularly high one (e.g., using a more complex density functional with a larger basis set), and quite a few glaring considerations need to be addressed before this methodology is ready for large-scale application. However, regardless of all aforementioned problems, the results obtained were consistently amongst the top two in correlation (either for the correction scheme results or the classical DDM results). It was also demonstrated that for two cases where software/implementation problems were fairly dominant, proper implementation resulted in a net gain in correction scheme accuracy (i.e., using the parameter interpolation scheme for G0 and G1). Findings from the correlation values of Table 6 showed that missing parameters had a significant impact on the accuracy, depending on the number of parameters omitted. Potential energy fluctuations and bias measures strongly correlate with ΔA obtained with the correction scheme, indicating that these quantities inherently provide details about the precision of a calculation, but as indicators of accuracy, the relationship is less pronounced. However, although its a bit unexpected, the overlap between guest and host parameters does not seem to have a large influence on the accuracy of the correction calculations. Though, this might not be the case if QM/MM correction were applied to the host as well.
Since parameter extrapolation is not possible for every case where parameters are missing, and problems with the dihedral parser of CHARMM remain, and thus utilizing the expedient (e.g., GPU supported) and dedicated free energy code through the OpenMM/YANK interface [82] [83] [84] or with the OpenMM tools [85] alchemy module has been of great interest. Currently, YANK does not support CHARMM format, and it appears as though at present that parsing CHARMM objects through the alchemy module is not entirely compatible. This was verified through a series of sanity checks through the annihilation of charges and sterics (i.e., van-der Waals terms). When guest charges are manually set to zero in both the CHARMM protein structure and topology files, the energies in OpenMM/alchemy agree with those obtained when the electrostatics control variable elec is set to zero (i.e., guest system charged interactions are annihilated). However, following the same logic when applied to the annihilation of sterics (e.g., setting the i values of the guest LJ terms to zero), energies are not in agreement with those obtained when the steric control variable steric is set to zero (i.e., sterically annihilated guest). Also, energies continue to change when i values are scaled by orders of magnitude, again indicating the annihilation of sterics is not truly occurring as necessary. Developing routes to correct this is largely underway.
Other considerations are a question of whether RESP charges based on MP2/6-31(d) with SMD is the most effective representative of Coloumbic interactions, if B3LYP/6-31G(d) is a sufficient level of theory, and the rather pervasive question of needing better LJ parameters. However, as observed in the results of Ref. [41] , classical approaches can give decent free energies even when the configurational mismatch between the classical MM and higher level QM is moderate. Unfortunately, when using the same classical MM approach in a correction scheme, if the configurational mismatch is significant (i.e., as demonstrated in Table 6 regarding the missing parameters), converging these calculations is dubious at best, and care must be taken to make sure that the configurational overlap remain as large and as faithful to the desired QM surface as possible. 
