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THE BOOTSTRAP AND VON NEUMANN ALGEBRAS :
THE MAXIMAL INTERSECTION LEMMA
KENLEY JUNG
ABSTRACT. Given a suitably nested family Z = 〈Z(m, k, γ)〉m,k∈N,γ>0 of Borel subsets of matrices, and asso-
ciated Borel measures and rate function, µ, an entropy, χµ(Z), is introduced which generalizes the microstates free
entropy in free probability theory. Under weak regularity conditions there exists a finite tuple of operators X in a
tracial von Neumann algebra such that
χ
µ(X) ≥ χµ(X ∩ Z)
= χµ(Z)
where X ∩ Z = 〈Γ(X;m, k, γ) ∩ Z(m, k, γ)〉m,k∈N,γ>0. This observation can be used to establish the existence
of finite tuples of operators with finite χµ-entropy. The intuition and proof come from the bootstrap in statistical
inference.
1. INTRODUCTION
The main result of this paper is about von Neumann algebras and free probability. Its proof and statement
can be made entirely in terms of the language of those subjects. However, the intuition behind these results
comes from methods in statistical inference. To provide motivation I will first survey the relevant statistical
concepts and then relate them to operator algebras.
1.1. Statistical Inference and the Bootstrap. Suppose x1, . . . , xn is a sample of numbers. They could be
heights in a population, yes/no votes for a political proposition, or daily profits from a trading strategy. From
this limited sample, imagine you have to infer something about the entire ”population” from which this sample
was drawn (assume the sample size n is significantly smaller than the total ”population”). For instance, let’s
say we’re interested in understanding the population mean. We could average x of x1, . . . , xn and offer this
as a best guess for the entire population mean. But how accurately does x approximate the overall population
mean? If one got another random sample of numbers from the same source and computed the average couldn’t
it be different from the first average? If so, how different? Statistical inference provides a way of clarifying and
quantifying this difference.
Suppose X1, . . . ,Xn are independent, identically distributed random variables and that xi = Xi(ω) for
1 ≤ i ≤ n. Define A = (X1 + · · · + Xn)/n. Notice that x = A(ω). Denote by µ and σ the common mean
and standard deviation of the Xi, respectively and by N the standard normal distribution. By the Central Limit
Theorem
(A− µ)
σ√
n
→ N.
If P denotes the underlying probability measure, then P (N ∈ (−2, 2)) ∼ 0.95. Thus, from the above,
0.95 ∼ P
(
−2 < A− µσ√
n
< 2
)
= P
(
− 2σ√
n
< A− µ < 2σ√
n
)
= P
(
A− 2σ√
n
< µ < A+
2σ√
n
)
.
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If we’re trying to capture the mean µ of the random variables, then the above says that, with 95% probability, µ
lies in the random interval (A− 2σ/√n,A+ 2σ/√n). Evaluating A at ω (and putting in an appropriate value
for σ) yields a 95%-confidence interval. It is the evaluation of a random process which will contain the (never
seen) mean of the Xi with 95% probability.
The above situation and the derivation of the confidence intervals is standard. The quantity that one ends
up trying to estimate, the mean µ, is the most basic of parameters to estimate. One could however imagine
settings where one wants to estimate more complex parameters of the underlying random variables, parameters
for which there is no clean analytic solution as above. For example, the xi might be vectors so that the Xi
become random i.i.d. vectors and one might want to understand what fraction of the variance of the xi is
”explained” by a proper subspace of fixed dimension (principal component analysis). The math needed to
arrive at an analytic solution for confidence intervals on the subspace variance or some other natural statistics
become vastly harder, if not outright impossible. But there is a method known as the bootstrap which replaces
these difficult mathematical derivations with random simulation to arrive at an alternative solution.
In the example above consider the sample probability space Ω = {x1, . . . , xn} equipped with the probability
P defined by P ((a, b)) = #{i : xi ∈ (a, b)}/n. Suppose the quantity of interest can be written as some func-
tion s of a set of sample points. In the first example above s was the average of the sample points, but s could
be much more complicated. A bootstrap sample bj consists of a random sample of size n drawn from Ω with
replacement. One can apply s to this sample yielding s(bj); this is called a bootstrap replication. Repeat this
some fixed number of times, say K = 1000, and consider the set of bootstrap replications s(b1), . . . , s(b1000)
associated to the bootstrap samples b1, . . . , b1000. The 95% bootstrap confidence interval is the interval whose
endpoints are the 5 and 95 percentile of these bootstrap replications. I want to emphasize here that in place
of mathematical formulas which bridge the data points (Ω) to random variables, the bootstrap procedure uses
only the data points, Ω, and resamples to create its randomness. It bypasses by simulation the (often difficult)
math derivations as well as the parametric assumptions often needed to facilitate such computations. This point
is key in making an analogy between the bootstrap and a construction of von Neumann algebras with Borel
subsets and measures.
The bootstrap was invented by Efron in the late 70’s (see the introductory text [2]), building on Quenouille’s
jackknife ([5]). Advances in computers and statistical software have made the bootstrap a widespread, practical
tool in statistics and machine learning (e.g., bagging and Breiman’s Random Forest, see [3] for a more detailed
discussion).
1.2. Free Probability and Microstates. Voiculescu developed free probability as a kind of noncommuta-
tive probability theory modeled after a class of tracial von Neumann algebras called the free group factors. In
this probability theory random variables are replaced by operators in a tracial von Neumann algebra M , the
expectation is replaced by ϕ, and independence is replaced by free independence. Free probability has nu-
merous parallels with classical probability and the fundamental result in [7] connects them by expressing free
independence in terms of the asymptotics of independent random matrices.
One parallel free probability has with classical probability is an entropy theory, a version of which is called
the ’microstates free entropy’. This incarnation is inspired by Boltzmann’s entropy formula, S = k logW , in
statistical mechanics. Here S represents the entropy of a macrostate, k is a constant, and W is the ”wahrschein-
lichkeit” or probability obtained by counting the number of microstates which correspond to the macrostate. In
the free probability context the macrostate is replaced with a finite tuple X of operators in the tracial von Neu-
mann algebra M and the microstates are replaced by matricial microstates which I’ll define presently. Given
m,k ∈ C and γ > 0, the (m,k, γ) ∗-microstates Γ(X;m,k, γ) consists of all elements ξ = (ξ1, . . . , ξn) ∈
(Mk(C))
n such that for any 1 ≤ p ≤ m, 1 ≤ i1, . . . , ip ≤ n, and j1, . . . , jp ∈ {1, ∗},
|ϕ(xj1i1 · · · x
jp
ip
)− trk(ξj1i1 · · · ξ
jp
ip
)| < γ.
ξ is called a (matricial) microstate for the tuple X. In the same way that one counts microstates to arrive at the
entropy of the macrostate, one can deploy a layered limiting process on the matricial microstate spaces to obtain
several entropy-like numerical measurements of X (one of which is called the free entropy of X and is denoted
by χ(X)). Operator algebra applications of these entropy quantities hinge on the idea that the microstates as
a totality reflect fundamental features of not only the tuple X, but also the von Neumann algebra it generates.
See [11] for further details.
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As mentioned before, free probability regards operators as random variables. Thus, the ”macrostate” tuple
X is a tuple of ’random variables’ and the matricial microstates can be regarded as sample points generated
by this tuple. The situation resembles the statistical inference setting discussed above. There the idea was
to extract from a sample of data points something about the mean of the random variables which generated
them. There were two ways to do this. In the first, mathematical manipulations on the random variable level
(approximation, Central Limit Theorem) allowed for a computation of a confidence interval. The second used
resampling of the data points, i.e. the bootstrap. What does the bootstrap say in the free entropy setting when
X replaces the random variables and the matricial microstates are the sample points drawn from X?
Since the bootstrap mechanism operates entirely in the realm of the sample space with no parametric as-
sumption on the random variables, the bootstrap analogue should be able to take subsets consisting of tuples of
matrices and extract information from the tuple X which ”generated” them. What conditions should be placed
on the subsets and what ”counting” function can be used (recall that one ”counts” in the Boltzmann entropy,
and ignoring details, one does the same with microstates entropy) to guarantee such an X even exists?
Only mild regularity conditions are needed to guarantee that such anX exists. IfZ = 〈Z(m,k, γ)〉m,k∈N,γ>0
consists of suitably nested Borel subsets of n-tuples of k × k complex matrices which are uniformly bounded
in operator norm over m,k and γ, and µ consists of a family 〈µ(m,k, γ)〉m,k∈N,γ>0 of Borel measures on the
Z(m,k, γ) and a rate function (which serves to measure the asymptotic decay in the ”counting”), one can define
a free entropy χµ(Z) ∈ [−∞,∞] relative to µ. For a normalization of Lebesgue measure and a rate function
of the form k−2 this free entropy becomes the usual free entropy introduced in [8]. It turns out that there exists
a finite tuple X in a tracial von Neumann algebra such that the intersection of its microstate spaces with Z is
equal to χµ(Z). In particular, the entropy of X relative to µ, χµ(X), is greater than or equal to χµ(Z). This
result is called the maximal intersection lemma. It replaces the resampling methodology in the bootstrap with
the ultraproduct construction of the hyperfinite II1-factor (Axiom of Choice). The necessary terminology and
proof of this lemma will be covered in the following section.
The maximal intersection lemma is an existence theorem which allows one to work with arbitrary Borel
subsets of Euclidean space to create tuples of operators which have as a lower bound the entropy of the subsets.
The advantage here is that it can be easier to compute lower bound numerics (statistics) for families of subsets
with some coarse condition (e.g. balls) than of those for the microstate spaces of some specific finite tuple of
operators.
The maximal intersection lemma can be used to produce tuples of operators which have finite free entropy
quantities in several known situations. For example, if Z is the set of all selfadjoint matrices with operator norm
no more than 1, then the maximal intersection lemma produces a tuple X with χ(X) ≥ χ(Z); invoking results
of [10], it turns out that X is necessarily the free semicircular family on n elements. A similar result holds by
taking Cartesian products of sets and invoking results of [1]. Another application involves a concentration of
measure type result on complements of freely independent families.
2. THE MAXIMAL INTERSECTION LEMMA
2.1. Scopes, Zones, and the lemma. In order to state the maximal intersection lemma, it will be necessary to
generalize some microstate notions and their associated free entropy quantities.
For any k ∈ NMk(C) denotes the k×k complex matrices and trk is the normalized trace on Mk(C). For an
n-tuple ξ = (ξ1, . . . , ξn) of elements in Mk(C), ‖ξ‖∞ denotes the maximum of the operator norms of the ξi.
For any n, R > 0 (Mk(C))n denotes the space of n-tuples of elements in Mk(C) and ((Mk(C))R)n denotes
the subset of (Mk(C))n of elements with ‖ξ‖∞ ≤ R. (Mk(C))n is a finite dimensional real vector space and
therefore has a unique topology generated by any of its norms.
Definition 2.1. Fix n ∈ N. A zone (on n variables) is a collection of sets Z = 〈Z(m,k, γ)〉m,k∈N,γ>0 such
that the following conditions hold:
(1) For any m,k ∈ N and γ > 0, Z(m,k, γ) ⊂ (Mk(C))n is a Borel subset.
(2) For any m1 ≥ m and 0 < γ1 ≤ γ, Z(m1, k, γ1) ⊂ Z(m,k, γ).
(3) For any fixed ∗-monomial w in n variables supξ∈Z(m,k,γ) |trk(w(ξ))| <∞.
A zone Z is bounded by R > 0 if for any m,k, γ, Z(m,k, γ) ⊂ ((Mk(C))R)n and Z is said to be nonempty if
for any m ∈ N and γ > 0 there exist infinitely many k such that Z(m,k, γ) 6= ∅.
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Remark 2.2. If Z = 〈Z(m,k, γ)〉m,k∈N,γ>0 and W = 〈W (m,k, γ)〉m,k∈N,γ>0 are (bounded) zones, then the
intersection
W ∩ Z = 〈W (m,k, γ) ∩ Z(m,k, γ)〉m,k∈N,γ>0,
union
W ∪ Z = 〈W (m,k, γ) ∪ Z(m,k, γ)〉m,k∈N,γ>0,
and Cartesian product
(W,Z) = 〈W (m,k, γ) × Z(m,k, γ)〉m,k∈N,γ>0
are (bounded) zones. The only property that requires some argument in this statement is condition (3) of
Definition 2.1 for the union and Cartesian product of non-bounded zones. This follows readily from induction
on the length of w and the Cauchy-Schwarz inequality.
Example 2.1. If X is finite tuple of elements in a tracial von Neumann algebra, then Γ(X) denotes the zone
〈Γ(X;m,k, γ)〉m,k∈N,γ>0 discussed in the introduction. Similarly, if R > 0, then ΓR(X) denotes the bounded
zone 〈ΓR(X;m,k, γ)〉m,k∈N,γ>0 where ΓR(X;m,k, γ) = Γ(X;m,k, γ) ∩ ((Mk(C))R)n. Given a zone Z ,
X ∩ Z = Γ(X) ∩ Z and XR ∩ Z = ΓR(X) ∩ Z .
Definition 2.3. A zone W is a subzone of another zone Z if for any m ∈ N, γ > 0 and sufficiently large k
dependent on m and γ, W (m,k, γ) ⊂ Z(m,k, γ). This condition is denoted by W ⊂ Z .
Definition 2.4. Suppose for each m,k ∈ N and γ > 0, µm,k,γ is a Borel measure on (Mk(C))n which is
finite on bounded subsets. Assume r = 〈rk〉∞k=1 is a sequence of positive real numbers converging to 0. Write
µ = (〈µm,k,γ〉m,k∈N,γ>0, r). µ is called a scale (on n variables). A pairing, (Z, µ), consisting of a zone Z and
scale µ on n variables is called a scope (on n variables).
Definition 2.5. Given a scope (Z, µ) on n variables with µ = (〈µm,k,γ〉m,k∈N,γ>0, r) as above, define succes-
sively
χµ(Z(m,γ)) = lim sup
k→∞
(rk · log[µm,k,γ(Z(m,k, γ))]) ,
χµ(Z) = inf{χµ(Z(m,γ)) : m ∈ N, γ > 0}.
χµ(Z) is the free entropy of Z relative to µ.
Suppose X is an n-tuple of selfadjoint elements in a tracial von Neumann algebra and Z = Γ(X) (Example
2.1). Set µm,k,γ = ck · volsa where volsa is Lebesgue measure w.r.t. the Euclidean norm ‖ · ‖2 given by
‖ξ‖2 =
∑n
i=1 trk(ξ
∗
i ξi)
1/2
, restricted to the subspace of n-tuples of selfadjoints and ck = knk2 . Set rk = k−2
and r = 〈rk〉∞k=1. If µ = (〈µm,k,γ〉m,k∈N,γ>0, r), then
χµ(Z) = χ(X)
where χ denotes selfadjoint entropy introduced in [8]. When µ consists of this normalization of Lebesgue
measure and the standard rate function rk = k−2, then I’ll write χ(Z) for χµ(Z).
Remark 2.6. If (W,µ) is a subscope of (Z, µ), then χµ(W ) ≤ χµ(Z).
Proposition 2.7. If Z1, . . . , Zn are zones and µ is a scaling, then
χµ(∪1≤j≤nZj) = max
1≤j≤n
χµ(Zj).
Proof. µ = (〈µm,k,γ〉m,k∈N,γ>0, r) for some Borel measures µm,k,γ and positive sequence rk converging to 0.
For any m,k ∈ N and γ > 0, subadditivity of measures yields,
µm,k,γ(∪1≤j≤nZj(m,k, γ)) ≤
∑
1≤j≤n
µm,k,γ(Zj(m,k, γ))
≤ n · max
1≤j≤n
µm,k,γ(Zj(m,k, γ)).
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Hence,
χµ(∪1≤j≤nZj;m,γ) = lim sup
k→∞
rk · log [µm,k,γ(∪1≤j≤kZj(m,k, γ)))]
≤ lim sup
k→∞
rk log n+ rk · log
(
max
1≤j≤n
µm,k,γ(Zj(m,k, γ))
)
= lim sup
k→∞
rk · log
(
max
1≤j≤n
µm,k,γ(Zj(m,k, γ))
)
= max
1≤j≤n
χµ(Zj ;m,γ).
Thus, for every m, χµ(∪1≤j≤kZj ;m,m−1) ≤ max1≤j≤n χµ(Zj;m,m−1). For some fixed 1 ≤ j1 ≤ n and
infinitely many m, χµ(∪1≤j≤kZj ;m,m−1) ≤ χµ(Zj1 ;m,m−1). Taking a limit and using Remark 2.6 yields
χµ(∪1≤j≤kZj) ≤ χµ(Zj1)
≤ max
1≤j≤n
χµ(Zj)
≤ χµ(∪1≤j≤kZj).

Denote by Wn the collection of all ∗-monomials in n indeterminates. Wn is clearly countable. For a fixed
w ∈Wn and E ⊂ C denote by Mw,E(k, γ) the set of all ξ = (ξ1, . . . , ξn) ∈ (Mk(C))n such that trk(w(ξ)) is
in the γ-neighborhood of E. If Z = 〈Z(m,k, γ)〉m,k∈N,γ>0 is a matricial scope then clearly
Z ∩Mw,E = 〈Z(m,k, γ) ∩Mw,E(k, γ)〉m,k∈N,γ>0
is a matricial scope. When E = {λ} for some λ ∈ C the quantities Mw,{λ}(. . .) will be written as Mw,λ(. . .).
In this case Mw,λ(k, γ) consists of all tuples whose w-moment is within γ of λ.
Lemma 2.8. Suppose (Z, µ) is a scope on n variables. If w is a fixed ∗-monomial on n-variables, then for
any ǫ > 0 there exists a complex number λ bounded by a constant dependent only on w such that χµ(Z ∩
Mw,B(λ,ǫ)) = χ
µ(Z)
Proof. By definition there exists a constant C dependent on w such that for any ξ ∈ Z(m,k, γ), |trk(w(ξ))| <
C . Find a cover of the closed ball of radius C in C by open ǫ-balls B(λ1, ǫ), . . . , B(λn, ǫ). For any k,
Z(m,k, γ) ⊂ ∪ni=1M(w,B(λi, ǫ), k, γ).
Hence,
Z = ∪1≤j≤n
[
Z ∩Mw,B(λj ,ǫ)
]
.
By Proposition 2.7 there exists some 1 ≤ j ≤ n such that χµ(Z) = χµ(Z ∩Mw,B(λj ,ǫ)). 
Lemma 2.9. If (Z, µ) is a matricial scope over n variables, and w ∈Wn, then there exists a complex number
λ such that χµ(Z ∩Mw,λ) = χµ(Z).
Proof. By Lemma 2.8 there exists a constant C dependent on w such that for each j ∈ N there exists a λj ∈ C,
|λj | ≤ C , satisfying χµ(Z ∩Mw,B(λj ,j−1)))) = χµ(Z). Passing to a convergent subsequence assume without
loss of generality that 〈λj〉∞j=1 converges to some λ0 ∈ C. Suppose m ∈ N and γ > 0. For j sufficiently large,
j−1, |λj − λ0| < γ ⇒Mw,B(λj ,j−1)(k, γ) ⊂Mw,λ0(k, 3γ).
Z(m,k, γ) ∩Mw,B(λj ,j−1)(k, γ) ⊂ Z(m,k, γ) ∩Mw,λ0(k, 3γ)
Hence for j sufficiently large,
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χµ(Z) = χµ(Z ∩Mw,B(λj ,j−1))
≤ χµ((Z ∩Mw,B(λj ,j−1))(m,γ))
≤ χµ(Z ∩Mw,λ0)(m, 3γ))
Since m and γ were arbitrary, it follows that χµ(Z) ≤ χµ(Z ∩ Mw,λ0). The reverse inequality for χµ is
obvious. 
Lemma 2.10. If (Z, µ) is a scope over n-variables, then there exists a function f : Wn → C such that for any
k ∈ N,
χµ(Z ∩ (∩kj=1Mwj ,f(wj))) = χµ(Z).
Proof. Find an enumeration 〈wj〉∞j=1. Apply Lemma 2.9 with w = w1 to obtain a complex number λ1 such that
χµ(Z ∩Mw1,λ1) = χµ(Z) and set Z1 = Z ∩Mw1,λ1 . Apply Lemma 2.9 again with w = w2 to the matricial
scope (Z1, µ) to obtain a complex number λ2 such that χµ(Z1∩Mw2,λ2) = χµ(Z1) and set Z2 = Z1∩Mw2,λ2 .
Continue the process to arrive at a nested sequence of subzones (Zk, µ) of (Z, µ) and a sequence 〈λj〉∞j=1 such
that for any j,
χµ(Zj) = χ
µ(Z ∩ (∩ji=1Mwi,λi))
= χµ(Z).
Define f : Wn → C by f(wj) = λj . 
Remark 2.11. Technically speaking in the proof above, one is using the Axiom of Dependent Choice to con-
struct the Zk and λk.
Fix a free ultrafilter F of N and denote by R a copy of the hyperfinite II1-factor. Consider the associated
ultraproduct of R by F , (RF , ϕF ). Recall that RF is obtained by quotienting the von Neumann algebra of
all uniformly bounded sequences ℓ∞(R) by the ideal J = {〈xi〉∞i=1 ∈ ℓ∞(R) : limi∈F ‖xi‖2 = 0}. RF has
a canonical trace ϕF given by ϕF (Q(x)) = limi∈F ϕ(xi), x = 〈xi〉∞i=1 where Q : ℓR → RF is the quotient
map. This definition is independent of the choice of representative x.
Because F is free, if 〈cj〉∞j=1 is a sequence in C which converges to c, then limi∈F ci = c.
Maximal Intersection Lemma. If (Z, µ) is a bounded scope on n variables, then there exists a tracial von
Neumann algebra with a finite n-tuple of generators X, such that
χµ(X) ≥ χµ(X ∩ Z)
= χµ(Z).
The norm of the operators in X can be arranged to have a bound no greater than that of Z .
Proof. The conclusion is vacuous if χµ(Z) = −∞ so it suffices to prove this under the additional assumption
that χµ(Z) > −∞. Invoke Lemma 2.10 to produce a function f : Wn → C such that for any m ∈ N,
χµ(Z ∩ (∩mj=1Mwj ,f(wj))) = χµ(Z)
> −∞.
For any m ∈ N, 1 ≤ j ≤ m, and infinitely many k,
Z(m,k,m−1) ∩
(
∩mj=1Mwj ,f(wj)(k,m−1)
)
6= ∅.
It follows that for eachm there exists a km ∈ N and an n-tuple ξm ∈ Z(m,km,m−1)∩(∩mj=1Mwj ,f(wj)(km,m−1))
of km × km matrices such that for all 1 ≤ j ≤ m,
|trk(wj(ξm))− f(wj)| < m−1.
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For each m fix a trace preserving ∗-embedding πm : Mkm(C) → R. For each 1 ≤ i ≤ n, denote by ξi,m
the ith coordinate of ξm so that ξm = (ξ1,m, . . . , ξn,m). Define yi = 〈πm(ξi,m)〉∞m=1. Since Z is a bounded
zone, yi ∈ ⊕∞k=1R and the norms of the yi are bounded by the bound on Z . Notice that by construction, for
any j ∈ N
lim
m→∞ϕ [wj(πm(ξ1,m), . . . , πm(ξn,m))] = limm→∞ϕ(πm(wj(ξ1,m, . . . , ξn,m)))
= lim
m→∞ trkm(wj(ξ))
= f(wj).
Recall the free ultrafilter F of N and the associated ultraproduct of R by F , (RF , ϕF ). Denote by xi the
image of yi in (RF , ϕF ). From freeness of the ultrafilter F and the above computation it follows that for any
j ∈ N,
ϕF (wj(x1, . . . , xn)) = lim
m∈F
ϕ [wj (πm(ξ1,m), . . . , πm(ξn,m))]
= f(wj).
Set X = (x1, . . . , xn).
X is an n-tuple of elements in the II1-factor (Rλ, ϕλ) whose w-moment for any w ∈Wn is f(w). Moreover,
for any fixed m ∈ N there exists p ∈ N large enough so that for all k,
Γ(X;m,k,m−1) ⊃ Z(p, k, p−1) ∩ Γ(X;m,k,m−1)
⊃ Z(p, k, p−1) ∩
(
∩pj=1Mwj ,f(wj)(k, p−1)
)
.
Applying rk · log µ(m,k, γ), followed by a lim supk→∞ yields
χµ(X;m,m−1) ≥ χµ(Z ∩X;m,m−1)
≥ χµ(Z ∩ (∩pj=1Mwj ,f(wj)); p, p−1)
≥ χµ(Z ∩ (∩pj=1Mwj ,f(wj)))
= χµ(Z).
This being true for any m it follows that
χµ(X) ≥ χµ(X ∩ Z)
≥ χµ(Z).
χµ(Z) ≥ χµ(X ∩ Z) so by the above χµ(X ∩ Z) = χµ(Z), completing the proof. 
2.2. Examples. As mentioned in the introduction, the Maximal Intersection Lemma can be used to manufac-
ture tuples of operators from Euclidean subsets in such a way that the von Neumann algebra generated from
the tuples inherit some geometric-measure-theoretic properties of the Euclidean subsets. I’ll discuss here a few
simple examples of this. The first is an existential way of getting a nontrivial free entropy example without
resorting to the multivariate random matrix techniques in [7].
Example 2.2. (nontriviality of χ for n-tuples, n > 1) Fix n ∈ N and for each m,k ∈ N, γ > 0 define
Zn(m,k, γ) to be the Cartesian product of the ball of operator norm radius 1 in M sak (C) n times. Zn =
〈Zn(m,k, γ)〉m,k∈N,γ>0 is a bounded zone. Recall that a (0, 1) semicircular element is a contractive, selfad-
joint element s in a tracial von Neumann algebra whose kth moment under the trace is 2π
∫ 1
−1 t
k
√
1− t2 dt.
Voiculescu’s formula for the free entropy of a single selfadjoint element in [8] shows that χ(s) = 12 log(2πe)
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and clearly χ(Z1) ≥ χ(s). Alternatively, one can use the change of variables in [4] or [6] to show that
χ(Z1) ≥ 12 log(2πe). In any case,
χ(Zn) = lim sup
k→∞
[
k−2 · log(vol(Zn(m,k, γ))) + n log k]
≥ n lim
k→∞
[
k−2 · log(vol(Γ1(s;m,k, γ) + n log k
]
=
n
2
· log(2πe)
> −∞.
Invoke the Maximal Intersection Lemma to produce an n-tuple of selfadjoint elements X in a tracial von
Neumann algebra such that χ(X) ≥ χ(X ∩ Zn) = χ(Zn) = n2 · log(2πe) > −∞.
Using the maximal entropy result in [9], this n-tuple must in fact be a free n-semicircular family, and thus,
in the context of Cartesian products, the limiting process in the Maximal Intersection Lemma which produces
the tuple X invariably leads to a free n-semicircular family.
A stronger statement about how the semicircular family saturates the scope of selfadjoint contractions is
possible. Applying the argument with slightly more care than in the situation above yields:
Corollary 2.12. Denote by Sn an n-tuple of freely independent, semicircular elements. Fix m0 ∈ N and
γ0 > 0. There exists a c < 1 such that for sufficiently large k,
vol [Γ1(Sn;m0, k, γ0)c ∩ ((M sak (C))1)n]
vol(Γ1(Sn;m0, k, γ0))
≤ ck2
Proof. For any m,k ∈ N and γ > 0 define
Z(m,k, γ) = ((M sak (C))1)
n ∩ Γ1(Sn;m0, k, γ0)c.
Z = 〈Z(m,k, γ)〉m,k∈N,γ>0 is a bounded zone on n variables. I claim that χ(Z) < n2 · log(2πe). Indeed,
suppose to the contrary that this is not the case. Then χ(Z) ≥ n2 · log(2πe) and by the volume formula of the
unit ball in Euclidean space and Stirling’s formula, it follows that χ(Z) = n2 · log(2πe). Invoke the Maximal
Intersection Lemma to produce an n-tuple of contractions X such that
χ(X) ≥ χ(X ∩ Z)
≥ χ(Z)
=
n
2
· log(2πe).
Again by the volume formula for the unit ball in Euclidean space and Stirling’s formula (or now using the
general bound for free entropy [8]) and the fact that the elements of X are contractions, χ(X) ≤ n2 · log(2πe)
so that χ(X) = n2 · log(2πe). By the maximal entropy result in [9], X is a free family of n-semicircular
elements. χ(X ∩ Z) > −∞ so in particular, for sufficiently large k,
∅ 6= Γ1(X;m0, k, γ0) ∩ Z(m0, k, γ0)
= Γ1(Sn;m0, k, γ0) ∩ Z(m0, k, γ0).
This is preposterous in light of the definition of Z . χ(Z) < n2 · log(2πe).
Set a = χ(Z)− n2 · log(2πe). By the above, a < 0. Using the regularity of Sn (in the sense that replacing a
lim supk→∞ with a lim infk→∞ in the definition of χ(Sn) yields the same quantities, see [10]),
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0 > a
= χ(Z)− χ(Sn)
≥
(
lim sup
k→∞
k−2 · log(vol(Z(m0, k, γ0)) + n log k
)
−(
lim inf
k→∞
k−2 · log(vol(Γ1(Sn;m0, k, γ0) + n log k
)
≥ lim sup
k→∞
k−2 · log
[
vol(Z(m0, k, γ0))
vol(Γ1(Sn : m0, k, γ0))
]
≥ lim sup
k→∞
k−2 · log
[
vol [Γ1(Sn;m0, k, γ0)c ∩ ((M sak (C))1)n]
vol(Γ1(Sn : m0, k, γ0))
]
Hence, for sufficiently large k,
vol [Γ1(Sn;m0, k, γ0)c ∩ ((M sak (C))1)n]
vol(Γ1(Sn : m0, k, γ0))
≤ eak2 .
Set c = ea < 1. 
Remark 2.13. The exponential decay in the corollary should remind one of a normal Levy family in the con-
text of concentration. Alternatively, one can proof the corollary above by using such techniques as in [10]
(essentially by accounting for the Gaussian dimensional decay).
Example 2.3. (Nontriviality of χ in Cartesian Products) This is proceeds much like the semicircular case.
Fix n ∈ N and suppose X1, . . . ,Xn are tuples of selfadjoint elements in a tracial von Neumann algebra with
finite free entropy. Assume moreover that each Xi is regular w.r.t. free entropy, i.e., using a lim supk→∞ or
lim infk→∞ in the definition of χ results in the same quantity. Fix an R greater than the operator norms of any
of the elements in the Xi. Define Z(m,k, γ) = Πni=1Γ(Xi;m,k, γ) and Z = 〈Z(m,k, γ)〉m,k∈N,γ>0. Z is a
bounded matrical scope and may be regarded as a zone with the usual free entropy. By the regularity of the Xi,
χ(Z) = χ(X1) + · · ·+ χ(Xn).
The Maximal Intersection Lemma provides finite tuples of selfadjoints, Z1, . . . , Zn in a common tracial von
Neumann algebra M with #Zi = #Xi such that χ(Z1, . . . , Zn) ≥ χ((Z1, . . . , Zn) ∩Z) = χ(Z) = χ(X1) +
· · · + χ(Xn). By the definition of Z the noncommutative moments of Zi are the same as those of Xi and
thus, there exists a ∗-isomorphism πi from the von Neumann algebra generated by Xi onto the von Neumann
subalgebra of M generated by Zi. Thus,
χ(X1) + · · ·+ χ(Xn) ≤ χ(Z1, . . . , Zn)
= χ(π1(X1)), . . . , πn(Xn))
≤ χ(π1(X1)) + · · ·+ χn(Xn)
= χ(X1) + · · ·+ χ(Xn).
By [1] the tuples Zi are in fact free and again, Cartesian products in the limiting process of the Maximal
Intersection Lemma necessarily leads to freeness.
There is here as well a concentration type result on the microstates. I’ll omit the proof and simply state the
corollary, which as before has an alternate proof by accounting for the Gaussian decay:
Corollary 2.14. Suppose 1 ≤ i ≤ n and Xi is a regular, finite tuple of selfadjoint elements such that χ(Xi) >
−∞. Set Ri = maxx∈Xi ‖x‖ and fix m0 ∈ N and γ0 > 0. Define
F (m0, k, γ0) = {(ξ1, . . . , ξn) ∈ Πni=1ΓRi(Xi;m0, k, γ0) : {ξ1, . . . , ξn} are (m0, γ0)-free}.
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There exists a c < 1 such that for sufficiently large k,
vol [F (m0, k, γ0)c ∩Πni=1ΓRi(Xi;m0, k, γ0)]
vol [Πni=1ΓRi(Xi;m0, k, γ0)]
< ck
2
.
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