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ABSTRACT 
This paper investigates the properties of eigenvalues and eigenvectors of a matrix 
A= 
0 I 
c-II? c-l I 1 
of order 2 N, where 1 is a symmetric tridiagonal real matrix of order N, R and C arr 
positive diagonal matrices of order N, and I is the identity matrix. The obtained 
results are then used to solve the corresponding system of differential equations with 
the boundary and initial conditions. 0 Elsevier Science Inc., 1997 
1. INTRODUCTION 
Let us consider the system of linear differential equations 
dun- 1(t) + b  dun(t) + a dun-,(t) d2un(t) 
a,- l dt ~ n dt ’ dt + r”U,,(t) = ‘!L dt2 1 
n=O,l,Z ,..., N-l, t>o, (1) 
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with the boundary conditions 
u-1(t) = 0, UN(t) + hUN-l(t) = 0, t 3 0, (2) 
and the initial conditions 
dU”(O) 
U”(O) =A7 7 = g,, n=O,l,..., N-l, (3) 
where {u,(t>)~= _ I is a desired solution; fn, g, (n = 0, 1, . . . , N - 1) are 
given complex numbers; the coefficients a,, b,, r,,, c, of the equation (1) and 
the number h in the boundary condition (2) are real; and besides 
a, + 0, r, > 0, c, > 0. (4) 
For a possible physical application of the problem cl), (21, (3) we refer to 
[l, pp. 16-211, h w ere a similar case is considered. 
If (u,(t>),N, _ 1 is a solution of the problem (11, (21, (31, then taking into 
account the boundary conditions (2), we will have 
b duo(t) + a d%(t) 
’ dt ~ + rouo(t) ’ dt 
d2UoW = ‘0 &2 ’ 
dun- 1(t) 
an-1 dt 
+ b du,(t) + a d%l+dt) 
n dt ’ dt + vnw 
d2%l(t) 
=c n dt2 ’ n = 1,2 ,..., N - 2, 
d%- 2(t) d%- l(t) 
‘N-2 dt + (h-1 - h%1) dt + rN-lUN-l(t) 
d2UN- dt> 
=c N-l dt2 * 
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Consequently, finding a solution {~,(t>}f= _ , of the problem (11, (2), (3) is 
equivalent to finding a solution {~,(t)}rl”’ of the system (5) satisfying the 
initial conditions (3). 
Setting 
I= 
R= 
u,(t) 
u1(t> 
u(t) = . 1: UN- 1(t) I> fo f=-fi , I* I g= i-1 
bo 
a0 
0 
0 
0 
a2 
0 
0 
0 
. . . 
. . . 
. . . 
. . . 
UN-3 b,_, 
. . . 0 fl&2 
0 
0 
0 
0 
0 
0 
0 
0 
0 
1 (6) 
UN-2 
b N 1 - ha,_, 
we can write the problem (51, (3) in the form 
du(t) 
J- 
d”u( t) 
dt + Ru(t) = CT> o<t<QJ, 
Further, we can rewrite it in the following equivalent form: 
du(t) - = u(t), duct) 
dt 
- = C-+(t) + C-‘Ru(t), 
dt 
u(O) =f, u(O) = g, 
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or 
d u(t) 0 
z u(t) = [ I[ c-‘R L-i, u(t) ,[y [;;;;I =[f]. (7) 
Thus, the boundary-initial-value problem (1) (2) (3) is equivalent to the 
initial-value problem (7) that is, if {r~,(t)),N_ _ 1 is a solution of the problem 
(1) (2) (3) then the vector functions u(t) = {~,(t))fla~ and u(t) = u’(t) 
form a solution of the problem (7) and conversely, if u(t) = {u,,(t)}zr,l and 
u(t) = {u,(t)}~~ar form a solution of (7), then u(t) = u’(t), and {u,(t)},N_ -1 
is a solution of the problem (1) (2) (3) where u_,(t) = 0, uN 
(t> = -h,_ ,(t>. 
It is well known from the theory of differential equations that the problem 
(7) has a unique solution (see, for example, [2]). Consequently, we can state 
that boundary-initial-value problem (1) (2) (3) has a unique solution 
(u,(t)}:= 1. Our main problem in this paper is to investigate the structure of 
this solution, that is, to give an effective formula for it. With this aim we will 
investigate the solution of the problem (7). 
Setting 
1 _l ’ 
w(t) = [:;;;]. (8) 
we can write the problem (7) in the form 
dw( t) 
- = Aw(t), 
dt 
o<t<QJ; 
w(0) = w”. 
(9) 
(10) 
We seek a nontrivial solution of the equation (9) which has the form 
w(t) = eAtx, (11) 
where A is a complex constant, and x is a constant vector (an element of the 
space C2N) which d p e en d s upon A and which we desire to be nontrivial, that 
is, not equal to 0, the null vector. Substituting (11) into (9) we obtain 
hr=AX. (12) 
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Thus the vector function (11) is a nontrivial solution of the equation (9) if and 
only if A is an eigenvalue and x is the corresponding eigenvector of the 
matrix A. 
Denote all the eigenvalues of the matrix A by A,, A,, . . . , A,,,, and the 
corresponding eigenvectors by x(i), . . . , xc”). Then by the linearity of the 
equation (9) the vector function 
will be a solution of the equation (9), where aj (.I = 1, . . . , m> are arbitrary 
constants (independent of t). Now we must try to choose the constants (Y, 
(j = 1,. . . ) m) so that (13) will also satisfy the initial condition (10): 
“11 
c (+l) = w(‘, (14) 
j=l 
In order that (14) be p ossible for all w” E C”, the vectors X(I), . . . , xc”‘) 
must form a basis in the space C . 2X We will also find a formula for the 
coefficients oi in (13), (14). 
2. INVESTIGATION OF THE EIGENVALUE PROBLEM 
We consider the eigenvalue problem (12), where the matrix A has the 
form (8). Setting 
.r= 
[ I Y z (y, z E cy, 
we have from (12) 
i.e. 
Ay = .z, AZ = C-‘Ry + C-‘Jz. (15) 
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Consequently, the eigenvectors of the matrix A have the form 
Y *= AY' [ 1 
where the vector y satisfies the relation 
(A2C-AJ-R)y=O. (16) 
DEFINITION. The complex number A is called an eigenvalue of the 
problem (16) if for this value A there exists a nonzero vector y E cN 
satisfying the equation (16). Further, such a vector y is called an eigenvector 
of the problem (16) corresponding to the eigenvalue A. 
Thus we have 
LEMMA 1. The complex number A is an eigenvalue and the vector x = [I y is an eigenvector of the matrix A if and only if A is an eigenvalue of the 
problem (16) and z = A y, where y is an eigenvector of (16) corresponding to 
the eigenvalue A. 
To establish the necessary properties of eigenvalues and eigenvectors of 
the matrix A, we define in the space @2N of vectors 
[ 1 Y 2 (y, 2. E @“) 
the inner product by the formula 
([rlW= (Q>U) + (CZ>U), (17) 
where (*, * ) in the right-h an si e d ‘d d enotes the usual inner product in CN: 
N-l 
(YTZ) = c Yn%; 
n=O 
the bar over a number denotes complex conjugation. 
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LEMMA 2. The matrix A is self-&joint in C2N with respect to inner 
product (17), i.e., 
Proof of the lemma follows from the form (8) of the matrix A and the 
form (17) of inner product ( * , * ) in view of the fact that the matrices 1, R, 
and C are self-adjoint in cN with respect to the inner product (18), that is, 
each of them satisfies the relation 
(Ty, z> = (yJ’4 vy, 2 E CN. (19) 
From Lemma 2 we obtain the following corollary (see, for example, [3, 
pp. 97, 991): 
COROLLARY. The eigenvalues of the matrix A (and, therefore, of the 
problem (16)) are real. The eigenvectors of the matrix A corresponding to the 
distinct eigenvalues are orthogonal (with respect to the inner product (17)). 
Let A and p be two distinct eigenvalues of A, and 
[ Iy] and [p:] 
be the corresponding eigenvectors. Remember that then 
(A2C-AJ-R)y=O, ( /_a - pJ - R)” = 0. (20) 
From the orthogonality relation 
we have, in view of (17) and the fact that A and p are real, 
(By, z> + b(Cy, z> = 0. (21) 
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We note that the reality of the eigenvalues of the problem (16) and the 
“orthogonality” relation (21) for its eigenvectors may be obtained directly by 
not using the matrix A. 
Indeed, let there exist for the complex number A a nontrivial vector 
y E C N such that (16) . IS valid. By forming the inner product of both sides of 
(16) with the vector y, we get 
A”(CY, y) - A(]y, y) - (fly, y) = 0. 
This equality is a quadratic equation with respect to A the discriminant of 
which is 
(IY, Y)” + wJY7 Y)PY, Y) > 0, 
since the number (Jy, y) is real in view of the property (19), and the 
numbers (Cy, y) and (Ry, y) are positive in view of (4). Consequently, the 
number A will be real. 
To derive the “orthogonality” relation (211, we multiply (in the sense of 
the inner product) the first of the equalities (20) from the right by z and the 
second one from the left by y, and remembering that A and 
get 
A2(Cy, z) - A(Jy, z) - (Ry, z> = 0, 
I-L2(y,Cz) - /J(y&) - (yd-4 =o* 
p are real, we 
Dividing the first of these equalities by A and the second one by I_L, and then 
subtracting the second result from the first one, and using the property (19) 
of the matrices C, J, and R, we have 
(A-p)(Cy,z) + $ -; (Ry,z) =O. 
i 1 
Hence (21) follows from the condition A # /_L 
LEMMA 3. The eigenvalues of the matrix A (and, therefore, 
problem (16)) are nonzero. 
of the 
Indeed, when A = 0 we have from (15) z = 0, C-‘Ry = 0. Hence 
Ry = 0, and since the vector Ry has coordinates r, yn (n = 0, 1, . . . , N - 1) 
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and r, # 0 for n = 0, 1, . . . , N - 1, we obtain yn = 0 for n = 0, 1, . . . , W - 
1, i.e., y = 0. Therefore, A = 0 is not an eigenvalue of the matrix A. 
For the investigation of the further properties of the eigenvalues and 
eigenvectors of the matrix A we use the equation (16). It is easy to see that 
the equation (16) is equivalent to find a vector { y,}t= ~, satisfying the 
boundary-value problem 
n=O,l,..., N - 1, (22) 
y-1 = 0, yN + hy,v_, = 0. (23) 
For each A # 0 we define the solution { q,( Al}:= 1 of the equation (22) 
that satisfies the initial conditions 
v-1( A) = 0, coo = 1. (24) 
Using the initial conditions (24), we can from the equation (22) recursivel) 
find cp,( A) for n = 2,3, . . . , N, and q,,(A) will have the form 
V”(A) = ;P2”P), n = 0, 1, . . . , N, (2s) 
where P,,,(A) is a polynomial in A of degree 2 n and 
PO(A) = 1, 
p , , ( A )  =  COCl -** c,,-1 A”” + 
... +( -1) 
n rof-1 ... 1^,,- 1 
U()Ul .*. a,-, nou1 -** CL,,_, ) 
n=l,..., N. (26) 
It is easy to see that every solution 1 y,(A)):= _ , of the equation (22) 
satisfying the initial condition y_, = 0 is equal to {cp,(A)l~= ~, up to a 
constant factor: 
Y”(A) = w?l(A), n = -l,O,l,..., w. (27) 
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Consequently, we have 
LEMMA 4. To each eigenvalue A, of the matrix A (of the problem (16)) 
cowesponds, up to a constant f&or, a single eigenvector, which can be taken 
to be 
Q(o) 
[ 1 A, Q(O) 
(to be Q(O)), where q(O) = {(P,(&$,N=‘-,~. 
Set 
X(A) = Q,(A) + hcpiv-10). (28) 
Using (251, we have 
x(A) = $[PIN(~ + h+,-,,(A)]. (29) 
Further, the polynomial P,,(A) + hAI’,,,_ ,,(A) is not equal to zero at the 
point A = 0 by (26). Therefore, the roots of the function A(A) are different 
from zero. 
LEMMA 5. The eigenvalues of the matrix A coincide with the roots of the 
function x(A). 
Proof. Let A, be an eigenvalue of the matrix A. Then the problem (22), 
(23) for A = A, has a nontrivial solution { r~,,(h~)}~= _ 1. Hence (27) holds with 
A = A, and (Y # 0. Consequently, from the boundary condition y,( A,) + 
hy,_,(A,) = 0 we get I = 0. Conversely, if x(A,) = 0, then 
{cp,(A,)]t_= _ 1 will be a nontrivial [remembering that by (24) we have q. 
(A,) z 0] solution of the boundary problem (221, (23), and therefore 
Q(o) 
[ 1 N 1 A,Q”’ ’ where (p(O) = { Q,,( A,) In =O , 
will be a nontrivial solution of the equation Ax = A, x. This means that A, is 
an eigenvalue of the matrix A. w 
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LEMMA 6. The roots of the function X(A) are simple. 
Proof. Since the roots of x(A) are nonzero, we may consider only the 
nonzero values of A. For such values of A it will be convenient to write the 
equation 
A2c,, P,,( A) - A[ a, - 1 R, I(A) + bflcp,L(A) + %cF,,+i(A)] - r,,%(A) = 0 
in the form 
a,-,rp,,-,(A) + 4, + hr,, R,(A) + a,,cp,,+,(A) = %,cp,,(A). (30) 
( 7 
Differentiating the equation (30) with respect to A, we get 
a ,,-,+,,-,(A) + (b, + ~r.,)MAl +a,,kil(*) = AC,,&,(A) 
where the dot over the function indicates the derivative with respect to A. 
Multiplying the equation (30) by +,(A) and the equation (31) by q,,(A), and 
subtracting the left and right members of the resulting equations, we get 
a,,-,[cp,-dA)cb,(A) - +,-l(A\)~,,(A)] - a,,[cp,,(A)cb,,+~(A) 
- &( A) cp,, +I( 41 
= -(cn + $-n)dw. 
Summing the last equation for the values n = 0, 1, . . . , K CK G N - 1) and 
using the initial conditions (241, we get 
a,[cp,(A)&+r(A) - &(A)cp~+r(A)] = 5 [c,, + Gr”)%?(A). (32) 
II = 0 
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Let A(&> = 0. Setting in (321, in particular, K = N - 1 and A = A, and 
using the equality (Pi (A,) = - h v~, _ 1( A,), which follows from the condition 
A(A,) = 0, we have 
N- 1 
%-lX(~Oh-1(AO) = c c?l + g-” (p,“(Ao). i I (33) n = 0 0 
The right-hand side of (33) is not zero, since c,, > 0; r,, > 0; A, is real in 
view of the Corollary of Lemma 2; and cp,(A,) (n = 0, 1, . . . , N - 1) are real 
and not all zero. Consequently, i(A,) # 0, that is, the root A, of the 
function A(A) is simple. W 
LEMMA 7. The function x(A) has precisely 2 N distinct roots. 
Indeed, from the formula (29) it follows that the roots of the function 
A(A) coincide with the roots of the polynomial PZN( A) + h Al’,,,_ ,,(A) of 
degree 2 N. Therefore, the function A( A) has 2 N roots, which are distinct in 
view of Lemma 6. 
LEMMA 8. Half of the roots of the function x(A) are negative and the 
other half positive. 
Proof. From Lemma 1 and Lemma 5 it follows that the roots of the 
function x(A) coincide with the roots of the polynomial det( A2C - AJ - R). 
Now we consider the auxiliary eigenvalue problem 
(A? - he] - R) y = 0 (34) 
depending on the parameter E > 0. The eigenvalues of this problem are 
nonzero for all E > 0 and coincide with the roots of the polynomial 
det( A2C - AeJ - R). (35) 
For each E > 0 the roots of (35) are distinct in view of Lemma 6 applied to 
the problem (34). Denote them by 
Ai < A,(E) < ... < A,,(e). 
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Since the coefficients of the polynomial (35) are continuous functions of 
E > 0, so are its roots A.(E) [but at the point E = 0 we do not know that 
A,< E) are distinct]. We sJlow that for all values of E > 0 half of the Ai 
(.j = l,... ,2 N) are negative and the other half positive: 
A,(E) < 0 (j = l,..., N), hi(e) > 0 (.j = N + 1,. ..,2N). 
Hence, in particular, for E = 1 the statement of the lemma will follow. 
Assume the contrary: Let for the some value of E > 0 
A,(E) < 0 (j = l,..., K), A,(E) > 0 (j = K + l,..., 2h7), (36) 
where 0 < K < 2 N and K # N [for K = 0 all the eigenvalues A,( E) are 
understood to be positive, and for K = 2N negative]. Since A,< E) (j = 
1 f.7 2 N) are different from zero and are distinct and continuous functions 
f& all E > 0, then the inequalities (36) will be valid for all values E > 0. 
Passing to the limit in (36) as E + 0, we get 
A,(O) < 0 (j = l,..., K), A,(O) > 0 (j = K + l,..., 2h7). 
But this is a contradiction, since for E = 0 the roots of the polynomial (35) 
are the numbers 
zk T’ $ for % j = 0, 1, . . . , N - 1 
half of which are negative and the other half positive. Thus the lemma is 
proved. ??
Now we can summarize the results obtained above in the following 
theorem: 
THEOREM 1. The matrix A has precisely 2 N real distinct eigencakes Ai 
(j = l,..., 2 N). These eigenvalues are different .from zero; half of them arv 
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negative and other half positive. To each eigenvalue hj corresponds, up to 
constant factor, a single eigenvector, which can be taken to be 
.(j) = 
(p 1 1 Ajp ’ 
where q(j) = { cp,( A.)}/:: and { q,,( A)),N_  1 
..1’ - 
is a solution of the equation (22) 
satisfying the inztaa conditions (24). The eigenvectors x(j) (j = 1,2, . . . ,2N) 
of the matrix A form an orthogonal (with respect to inner product (17)) basis 
in the space CzN. 
Wemayassumethathj<Oforj=l,2,...,N,andhj>Oforj=N+ 
l,N+2 ,..., 2N. 
THEOREM 2. The vectors q(l), @, . . . , qdN) (also the vectors 
Q’+l), (p(N+2) >...I (p@ N’) form a basis in the space @ N. 
Proof. Let z = (z,I,“-~ E CN and 
(z, p(j)) = 0, j = l,..., N. 
We must show that then z = 0. 
Expanding the vector Rili in the vectors 
1 1 
.#I = 
&) I 1 Aj,(j) ’ j = 1,...,2N, 
we have 
R-l?2 
[ 1 0 = JFl Yjx? 
that is, 
2N 2N 
(37) 
R-lz = c yjq(j), 0 = c yjAjfp, (38) 
j=l j=l 
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(39) 
pj = ( .(j), .(j)) j = 1,...,2N. 
From (39), in view of (37), we have yj = 0 for j = 1,. . . , N, and therefore, 
(38) takes the form 
R-lz = 0 = ‘f yjAjq(j). 
j=N+l j=N+ 1 
Multiplying the last equalities by .z in the sense of the inner product in CN, 
we get 
2N 2N 
(R-1z, ‘) = C Yj(q’j)> z, = C pjlV,12, (40) 
j=N+l j=N+ 1 
0 = ‘f yjhj(&), z) = F Aj PjlYj12* (41) 
j=n+l j=N+l 
Since A. > Oforj = N+ 
y,=O#orj=N+l 
l,..., 2N and pj > 0 Vj, from (41) it follows that 
, . . . ,2 N. Consequently, from (40) we get (R- ‘z, z) = 
0. Hence z = 0, since 
(R-k, z) = Nc’ -+“12. 
n=O ” 
The theorem is proved. ??
3. APPLICATION 
Here we give an application of the results obtained above. 
THEOREM 3. The boundary-initial-value problem (11, (21, (3) has a 
unique solution {u,(t)),N_ _ 1 which can be represented in the form 
u,(t) = ‘2 CljeAlt(Pn(Aj)r n = -l,O,l , -*-> N, (42) 
j=l 
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where A,,..., A 2N are the eigenvalues of the matrix A defined by (S), and 
{cp,(AN,N_ - 1 is a solution of the equation (22) satisfying the initial conditions 
(24). Further, the coeffkients (Ye,. . . , crzN are dejned by the formula 
Qj = iF’(‘kfk + AjCkgk)(Pk(Aj), j = 1,...,2N, (43) 
1 
in which 
N-l 
j = 1,...,2N. (44) 
Proof. From the explanation given in the Introduction and from Theo- 
rem 1 it follows that the vector function 
w(t) = ‘f ajeAjtx(j) 
j=l 
is a solution of the problem (91, (lo), where x(j) is the eigenvector of the 
matrix A corresponding to the eigenvalue $ and is given in Theorem 1, the 
numbers oj are uniquely defined from the expansion 
WO = j$ ffjx(j). (45) 
Consequently, the vector function {u,(t)),N= ~ 1 defined by the formula (42) is 
a solution of problem (l), (21, (3). Further, from (45) we find 
1 
aj = -_(w”, 
Yi 
dj)) = i{(Rf, q(j)) + Aj(Cg, q(j))}; 
J 
pj = (,W, .W) = (BP(j), ,W) + $(c&), @). 
Hence the formulae (43), (44) follow. 
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THEOREM 4. For an arbitra y vector f = {f,,}:- ’ E C” the bounday- 
value problem (I), (2) h as a uniyur) solution {u,,(t>}~= , that satisfies the 
conditions 
lLI,(O) =f,,> lim u,,(t) = 0, rt=O,l...., N-l. (46) 
t-x 
‘This solution has the form 
11 = -l,O,l,..., N, (47 
.j= 1 
where the coefficients p,, . . . , & are defined with the help of the expansion 
!\’ 
f = c #q’p(“. (48) 
,j= I 
Proof. By the Theorem 2 the vectors &“, q’“, . . . , cp”’ form a basis in 
C ‘. Therefore, for a given f = {f,,},” ’ E CN there exist numbers p,, . . . , p,\ 
uniquely determined by the expansion formula (48). Hence we define u,,(t) 
by the formula (47). Then {u,,(t)}:= 1 will be a solution of the equation (1) 
satisfying the first of the conditions (46) in view of (48) and the second one by 
the fact that A,, . . . , A, are negative. 
For the proof of uniqueness of the solution we note that in view of 
Theorem 3 the general solution of problem (1) (2) has the representation 
(49) 
where y, (j = 1, . . . , 2 N) are arbitrary constant numbers. Let (49) satisfy the 
conditions (46). Then from the second condition of (46) it follows that WC 
must have yiv+l = ... = y2_,, = 0, since A., > 0 for j = N + 1.. . . ,2R’. 
Further, setting t = 0 in (49) and using (48), we get r, = Pi, j = I,. . . , A:. 
We remark that, as follows from the formula (47) for the solution of’ 
problem (1) (2), (46) we have as t + M 
u,,(t) = O(e-“), n= -l,O,l,..., N, 
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where 6 > 0 is the modulus of the greatest negative eigenvalue of the matrix 
A defined by (8). 
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