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Introduction
Despite the fact that Sigmund Schuckert had already built the first steam engine driven electric generators in 1878 [1] there would be no concern for an optimal power plant design until the late 50 years [2] . This delay may be attributed to several reasons such as the abundance of fuel resources at low prices, the complexity of power plants, the lack of mathematical methods of optimization appropriate for complex systems and the lack of computers capable of handling the huge number of variables involved. Only the sudden surge in oil prices was powerful enough to force a more systematic attempt towards a better design of power plants.
Although the very idea of linking thermodynamics and costing considerations and analysing a system not just from an energetic but also an economic point of view was first explored by Lotka [3] and Keenan [4] not until Tribus [5] introduced thermoeconomics for analysing desalination systems were thermodynamic analysis and economic optimization combined. Though, in the early years of thermoeconomics there were several attempts to use energy costing instead of exergy costing Gaggioli [6] demonstrated on a co-generating power plant that the use of energy as the measure for the power flow leads to error. In line with Gaggioli, tsatsaronis [7] suggested the name Exergoeconomics to point out that thermoeconomic analysis is based on the second law.
Based on its properties, PSO seems an appropriate choice for power plant optimization, however, the fact that each particle owns memory raises more questions. For a power plant it is very likely that a parameter set contains incalculable solutions. It has no affect on GA since its unsuccessful individuals do not participate in the production of the next generation. However, the particles of the PSO remain part of the swarm even if they represent incalculable solutions.
Therefore, the aim of this paper is to prove that with only minor changes even a conventional PSO is suitable for optima search in the field of exergoeconomic power plant optimization. Namely, if the slight modification on the structure of the PSO does not interfere with the velocity updating algorithm in the future it will provide PSO alternatives without any constrains, increasing the possibility to create more precise adaptations for different power plant problems.
The PSO concept
In the frame of multivariable optimization problems, the swarm is assumed to be of specified size with each particle located initially at random locations with zero velocity in the multidimensional design space. Particles of the swarm represent possible solutions in the search space, having the two before mentioned parameters as changeable properties [22] . Each particle keeps track of its positions in the search space and its behaviour will depend on the best position (highest fitness value) that it has discovered and on the best overall position that any member of the swarm has achieved so far. Unlike GA only the best particle shares information (position) with the others. Since its introduction many researchers have worked on improving the performance of PSO by modifying the velocity updating strategy of the original algorithm. Canonical PSO (CPSO), which has been used here only differs from the original algorithm in the use of inertia weight at velocity updating. The computational application of the applied PSO is presented in the next section.
Considering the thermoeconomic optimization as an unconstrained D-dimensional minimization problem as follows:
where X, as a member (particle) of the swarm is a solution to be optimized in a form of a D-dimensional vector. Assumed that x i j is the position and n i j is the velocity of the i th particle on the j th dimension their values can be updated by iteration [15, 22, 23] as:
where
and = n n n represents the position and velocity, respectively of the i th particle in the D-dimensional search space while pbest pbest pbest pbest
and gbest gbest gbest gbest
represents the best position of the i th particle and the overall best position of the swarm discovered so fare, and Dt refers to the time steps between two iterations and can be considered as 1. The acceleration constants c 1 and c 2 are the cognitive and social learning rates, respectively, denoting the relative importance of pbest and gbest positions. rand1 and rand2 i j i j are randomly generated numbers in the range [0,1]. The inertia weight w is used to balance the global and local search abilities. A large inertia weight is more appropriate for global exploration of new areas, meanwhile small inertia weight facilitates local search. Since its introduction, several variants of inertia weight have been proposed. One of the linearly descending inertia weights applied here is:
where w max. and w min. are the initial and final values of the inertia weight, respectively, and i max.
the maximum number of iterations. Besides n max.
j maximum velocity has to be given to determine constraints [23] :
(5)
Implementation of PSO for power plants optimization problems
Depending on the purpose it serves, power plant optimizations basically fall into two categories. They are either designed to help decision makers or to achieve a more sufficient and more effective operation.
Improving the energy conversion system by optimizing the design and studying interactions among plant components requires the investigation of a large number of possible design alternatives. State-of-the-art search algorithms can assist process designers in the development of a cost-effective power plant concept. To optimize process structure in a power plant simulation environment, a superstructure can be developed which includes a limited number of the most likely design alternatives with estimated values of the process variables. Considering the superstructure as a search space, with the application of a state of the art search algorithm an optimal set of process structure can be determined. In general, the cost of electricity is more sensitive to changes in the configuration of the process structure than the modification of the values of process variables [24] . As the impact of the process variables is not as significant as the impact of the modification of process structure superstructures do not require accurate process variables.
Improving the effectiveness of operation however requires a more specified and detailed modelling of the equipment of the operating power plant. The accuracy of the provided solution of the search algorithm heavily depends on the thermodynamic model (search space) created in the power plant simulation software. To establish an accurate thermodynamic model a design case shall be created first. Design cases establish the operating characteristics and physical specifications of relevant power plant equipment. Based on the design case an off-design case can be created. Off-design cases predict the performance of a fixed plant design as conditions vary. Changes in conditions may include changes in load, ambient conditions, or process steam requirements therefore under off-design operating conditions the optimal set of process variables can be determined for various conditions. Fine-tuning of the process variables is one of the simplest ways to reduce expenses without investing on design restructuring.
After objective function (reducing fuel costs at constant load) and constraints (environmental considerations) of the problem are determined and search space (off-design case of the thermodynamic model) is created, a PSO variant shall be chosen. The algorithm chosen shall fulfil the criteria of robustness and it shall keep balance between diversity and convergence speed. To decide the number of dimensions of the power plants optimization problem the number of degrees of freedom shall be determined. The number of degrees of freedom refers to the independent process variables of the off-design model, having impact on operating conditions. The operating range of the equipment of the actual power plant determines the lower and upper limiting values of the process variables.
Drawbacks of PSO in the field of power plant optimization
In 2011, in his review paper Pezzini et al. [25] summarized the state-of-the-art optimization techniques applied in the field of energy engineering. A great number of issues are shown where PSO was applied however, power plant optimization problems were solved mainly with GA. PSO are mainly neglected because of the sensitivity to incalculable solutions of the parameter sets during optima search.
As it is previously mentioned the basic concept in applying numerical optimization methods for power plants optimization problems is to combine a heuristic search algorithm with a thermodynamic simulation software.
As a basic principle for thermodynamic simulation software energy conversion cycles are created by the components of a system. Each piece of equipment represents an energy and a mass balance. These equations with other relations for thermodynamic properties form an independent set of equations. This system of non-linear equations, where the number of equations and the number of unknown parameters depend on the quality and quantity of the components and process variables, is solved in an iterative way. Therefore stability and convergence for both search algorithms and numerical models depend heavily on parameter set and constrains. Although reasonable parameter set provides stability for a search algorithm it will still not guarantee the same for the solver of the thermodynamic simulator. Namely, the search space representing all theoretically possible parameter set is greater than the set of physically possible solutions. As fig. 1 illustrates a search space usually has many incalculable clouds where, with the provided parameter set physical equipment cannot operate. The result of a PSO in each time step depends on the current position of the particles and the velocity updating algorithm. Aside from hybrid PSO where velocity update algorithm is complemented with evolutionary operators velocity either depends on the particles own pbest and swarms gbest (e. g. CPSO) or depends on the pbest and gbest of multiple elite examples (e. g. CLPSO [23] , ELPSO [26] ). If velocity is calculated without the pbest of elite examples the chance of a solution becomes proportional with the ratio of calculable and incalculable search spaces. If a particle at initial step becomes part of an incalculable cloud neither fitness value nor pbest can be calculated as the power plant cannot operate among these conditions. Velocity update algorithm will fail to move particles outside the clouds and get stuck [27] .
Compared to evolutionary algorithms where new generations are created from stable and convergent individuals PSO keeps all its initial particles for the entire search. Therefore the more particles stuck in incalculable clouds at the beginning, the fewer particles can search for optimum. It is only possible to use PSO with own pbest dependent velocity update algorithms, in search spaces with numerous incalculable clouds if particles do not get into these clouds at initial state. If the number of convergent particles reaches the number of elite examples, PSO with elite example dependent velocity update algorithms will not have problems with incalculable solutions either.
Case study
A case study is performed to illustrate that PSO even with own pbest dependent velocity update algorithms are capable of optimizing power plant design if a swarm has only conver- 
System description
To demonstrate the applicability of CPSO, a 10 MW thermal power plant is considered. When choosing a design it is an important criterion to create a model typical for this small power range. This design where a turbine has three extraction points, two at low pressure to provide deaeration and extraction steam for a deaerator and for a low pressure feedwater heater respectively, and one at high pressure to drive a high pressure feedwater heater is relatively common for small scale power plants. Figure 2 shows the structure of a thermal power plant considered in this study.
CPSO can modify both physical properties of the plant and values of the process variables whenever a particle in the swarm occupies new position in the search space. In this model, the pressure and the temperature of the steam produced, the pressure of the extraction steam driving the high pressure feedwater heater, the operating pressure of the deaerator, and the pressure of the extraction steam driving the low pressure feedwater heater are considered as process variables. Process variables are real numbers restricted by the accuracy of the thermodynamic solver and their physical range only. The quality and quantity of the before mentioned design variables are suitable to provide a search space sufficient to test the applicability of PSO for exergoeconomic power plant optimization therefore no other parameter is changed during optima search. The admissible range of the decision variables considered for the thermal power plant are: 30 bar < p 1 < 120 bar, 400°C < T 1 < 540°C, 0.1 bar < p 3 < 120 bar, 0.1 bar < p 4 < 120 bar, and 0.1 bar < p 5 < 120 bar. The surface area of the high pressure feedwater heater, and that of the low pressure feedwater heater are considered as structural variables taking discrete values between 5-35 m 2 and 5-50 m 2 , respectively. Since working range of process variables are chosen to be as wide as physically possible and the power of the thermal power plant is fixed, at For the purpose of analysis following assumptions are made: -the system operates at steady-state, -ideal-gas mixture principles apply for the air, gas and fluegas, and -the reference environment is considered to be 298.15 K and 1.013 bar.
Exergoeconomic analysis
Thermoeconomics is the branch of engineering that combines exergy analysis identifying the location, the magnitude and the sources of thermodynamic inefficiencies in a thermal system and economic principles which help to calculate all the costs associated with a power plant investment or operation to provide the system designer or operator with information not available through conventional energy analysis and economic evaluations but crucial to the design and operation of a cost-effective system.
The thermodynamic evaluation of exergoeconomic is based on second-law analysis which is a useful tool to calculate irreversibilities. The values of the rates of exergy destruction (y D ) and exergetic efficiency (e) provide sufficient thermodynamic measures of the system inefficiencies as it shown in eqs. (6) and (7):
A comprehensive introduction to the exergoeconomic concept and its applications is provided by Bejan et al. [11] , and Lazzaretto and Tsatsaronis [28] .
Exergy costing involves cost balances formulated for each system component separately. A cost balance applied to the k th component, eq. (8), shows that the sum of cost rates associated with all exiting exergy streams equals the sum of cost rates of all entering exergy streams supplemented with a component dependent cost rate ( & ) Z k associated with investment ( & ) Z k CI and with operating and maintenance expenses ( & ) Z k OM as it is shown in eq. (9):
where CCs, O&M, PEC, and t, are the annual carrying charges, the annual operating and maintenance costs, the purchased equipment costs, and the operating hours of the power plant per year, respectively. In general, carrying charges decrease while fuel and O&M costs increase with increasing years of operation. Therefore, levelized annual values for all cost components should be used when considering design modifications. The constant-escalation levelization factor (CELF) is shown in eq. (10):
where CRF is the abbreviation of capital recovery factor, given by eq. (11):
and k is a constant, given by eq. (12): 
The determination of reliable purchased equipment costs are very difficult since vendors are interested primarily in selling their products for the highest price possible causing large dispersion in price even for the same equipment. To avoid inconveniences arising from the effort of profit maximization thermodynamic property dependent cost functions and constants are used [29, 30] .
The most common simple relationship between the purchased cost and an attribute of the equipment related to units of capacity applied here is given by eq. (13):
where A 1 and A 2 refers to the required and base attribute, respectively, C 1 and C 2 refers to the purchased costs of the equipment with the required attribute and base attribute, and n refers to the cost exponent [31] . With use of eq. (14) the effect of time on purchased equipment cost were taken into consideration:
where C 1 and C 2 refers to the purchased costs of the equipment at base time when cost is known and time when cost is desired, and I refers to the cost index to base time and desired time, respectively. Since several cost indices used by the industry to adjust for the effects of inflation based on the suggestion of Turton et al. [30] chemical engineering plant cost index was applied. The solution of the system of costing equations provides the cost of the unknown streams of the thermal power plant. The state properties and exergies necessary for solving costing equations corresponding to fig. 2 are given in tab. 2.
A detailed thermoeconomic evaluation of a thermal system is based on a set of variables calculated for each component of the system. The average unit cost of fuel (c F,k ), average unit cost of product (c P, k ) cost rate of exergy destruction ( & ) C D, k , and cost rate of exergy loss ( & ) C L, k provide useful tools to compare investment and operation costs for each component.
Based on the aforementioned exergoeconomic variables exergoeconomic factor (f) can be calculated which shows the relationship between the monetary impact of each component's exergy destruction and investment cost:
The exergoeconomic variables calculated for each component of the thermal power plant for the base case operating conditions are summarized in tab. 3. The investment cost, oper-ation and maintenance expenses, and fuel costs are estimated in a detailed economic analysis conducted for each plant separately using Bejan et al. [11] , Turton et al. [30] , and Petrakopouloua et al. [32] for data. Table 4 shows the main estimations for the economic analysis. Table 3 . Exergoeconomic parameters of the system for the base case 
Objective function
Non-exergy-related costs depending on investment costs and operating and maintenance expenses and exergy--related costs depending on component efficiency (exergy destruction) show opposite effect on power plant behaviour. At higher total capital investment lower operating and maintenance cost can be expected meanwhile lower total capital investment usually causes higher operating and maintenance cost. Therefore, the objective function expresses the optimization criterion as a function of the dependent and independent variables is defined as to minimize the total cost function (eq. 20).
Computer tools
The optimization process consists of two parts: thermodynamic analysis and economic calculations. Both parts are crucial for the exergoeconomic evaluation and they are performed in every iteration step. The thermal model is developed in GateCycle (GC) plant performance monitoring software and all mass flow rates, temperatures, pressures, and chemical compositions for every stream calculated with this code by using JANAF data for the properties of ideal gases and IAPWS-IF97 for the properties of water and steam. Since GC does not calculate exergy a MATLAB code is developed to provide chemical and physical exergy. The cost estimation and the detailed economic evaluation are performed in Microsoft EXCEL environment. The PSO algorithm is developed and all optimization runs are controlled in MATLAB however the dynamic data exchange is performed via Microsoft EXCEL as GC is a closed-source software and direct control is not possible.
The following steps are performed at each iteration: (1) PSO provides new design variables for GC; (2) after simulation with new variables, GC provides thermodynamic properties for exergy calculation and PSO search algorithm, and also updated attributes to determine purchased equipment costs; (3) after new PEC are determined, the algorithm updates the economic evaluation and calculates new cost rates; (4) based on new thermodynamic and economic data, PSO evaluates the objective function and based on the results creates new design variables. The structure of the optimization process is illustrated in fig. 3 . 
Results and discussion
The state properties and exergies for the unconstrained optimum case are given in tab. 5. If only thermodynamic aspects are considered maximum pressure (120 bar) and temperature (540 K) are expected before the steam turbine to achieve the highest average temperature possible at heat inlet and increase cycle efficiency. As high steam parameters and high cycle efficiency decreases fuel costs, in the same time it increases investment costs. Therefore, state properties of the unconstrained optimum case represent the optimum between fuel costs and capital costs.
The exergoeconomic parameters for each system components for optimum operating conditions are summarized in tab. 6. The exergoeconomic factor of the steam turbine and the low and the high pressure feedwater heaters are decreased suggesting that cost savings in the entire system might be achieved by a decrease in the investment costs at the expense of their exergetic efficiency. The exergoeconomic factor of the boiler and the deaerator are increased suggesting that total cost can be saved by increasing exergetic efficiency of these equipment via higher investment costs. The exergoeconomic factor of the overall system is decreased from 0.57 to 0.53 which is consistent with related literature. Table 5 . State properties (SP) and exergy of the system for the unconstrained optimum case Since the results of the first optimum search (Optimum case 1) presents a solution with a relatively low quality at the exit of the condensing section (88.9 %) causing erosion in the turbine a second optimum search (Optimum case 2) is run with a 90% quality restriction. Table 7 shows the state properties and exergies for the constrained optimum case. The differences between the state properties of the unconstrained and constrained optimum cases are much smaller than the difference between the base case and any other optimum cases. It is due to the fact that quality of the steam leaving the turbine is only 1.1% below the limit.
The decision variables for the base case and both optimum cases are given separately in tab. 8. as well. Table 9 shows that quality restriction causes an increase of 2.25% in the cost of exergy destruction and only a slight decrease in the component dependent cost rates.
The costs of the streams in the base case and both optimum cases are given in tab. 10. Since the energy demands of the pumps are provided by the steam turbine self-consumption causes a very high cost for streams 14, 7, and 11. Otherwise the results meet the expectations providing in general the highest stream costs for the base case and the lowest ones for optimum case 1. Unit cost of electricity produced is reduced Table 6 . Exergoeconomic parameters of the system for the unconstrained optimum case Table 9 . Exergoeconomic parameters of th system forthe constrained optimum case Although these values seem a bit high, considering the technology, the temperature range of the cycle, and the fact that the unit cost of the electricity is an average value calculated for the next ten years they are acceptable.
The minimum value of the objective function and the corresponding exergetic efficiency of the best particle (gbest) of each iteration is shown in fig. 4 . Although the exergetic efficiency has a maximum at second iteration with a value of 0.29 the result of the total cost function is relatively high (3294.2 $/h) therefore the PSO decreases the investment cost of the overall system at the expense of its exergetic efficiency. After the tenth iteration the changes in the decision variables are very small, hence the improvement after the first one-third iterations becomes small but steady.
Conclusions
The aim of an exergoeconomic optimization for power plants is to estimate the cost-optimal structure and the cost-optimal values of the thermodynamic inefficiencies in a system. A detailed thermodynamic analysis makes thermodynamic simulation software essential. As the search space of an exergoeconomic power plant analysis representing all theoretically possible parameter set is generally greater than the set of physically possible solutions it might contains incalculable solutions which cannot be excluded by constrains.
The work shows that although PSO is more sensitive to incalculable clouds at initial state than other evolutionary algorithms, since velocity updating strategies keep all their initial particles for the entire search, PSO still can be used in conjunction with exergoeconomic principles to optimize energy systems. Via a canonical PSO with own pbest dependent velocity update algorithm, which is more sensitive to incalculable clouds than elite example dependent velocity update algorithms, it is demonstrated that if the initial particles are preselected and all particles have pbest and the swarm has a gbest then the PSO will find a solution even if the ratio of calculable and incalculable parts of the search space is small. The significance of the result is increased by the fact that pre-selection does not interfere with the velocity updating algorithm thus the solution provides PSO alternatives without any constrains, increasing the possibility to create more precise adaptations for different power plant problems. 
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