There is a significant need to objectively evaluate layout analysis ( 
Introduction
Over the last two decades, a plethora of layout analysis-page segmentation in particular-methods have been reported in the literature. It can be argued that the field is now beginning to mature and yet new methods are being proposed claiming to outperform existing ones. Frequently, each algorithm is devised with a specific application in mind and is fine-tuned to the test image data set used by its authors, thus making a direct comparison with other algorithms difficult. The need for objective performance evaluation of Layout Analysis algorithms is evident. This competition focuses on the evaluation of page segmentation and region classification subsystems.
To the best of the Authors' knowledge, there has not been any previous international generic layout analysis competition. The closest instance, focussing on a specific application domain, was the First International Newspaper Page Segmentation Contest [1] held by the Authors in the context of ICDAR2001. Before that, an evaluation of page segmentation (as part of OCR systems) was performed at UNLV [2] , based on the results of OCR. That approach, however, cannot not be strictly considered to evaluate layout analysis methods since the OCR-based evaluation does not give sufficient information on the performance of page segmentation and region classification and is only applicable to regions of text (or text-only documents).
The motivation for this competition was the evaluation of page segmentation and region classification methods in realistic circumstances. By realistic it is meant that the participating methods are applied to scanned documents from a variety of sources, occurring in real life. This is in contrast to the majority of datasets and reports of results using mostly structured documents (e.g., technical articles).
The competition and its modus operandi is described next. In Section 3, an overview of the dataset and the ground-truthing process is given. The performance evaluation method and metrics are described in Section 4, while each of the participating methods is summarised in Section 5. Finally, the results of the competition are presented and the paper is concluded in Sections 6 and 7, respectively.
The competition
The main objective of the competition was to evaluate layout analysis (page segmentation and region classification) methods using scanned documents from commonly-occurring publications. A secondary objective was to create a useful dataset not only consisting of the document pages selected for the competition but with additional images and groundtruth to make available to Layout Analysis researchers, well beyond ICDAR2003.
The competition run in an off-line mode. The authors of candidate methods registered their interest in the competition and downloaded the training dataset (document images and associated groundtruth). One week before the competition closing date, registered authors of candidate methods were able to download the document images of the evaluation dataset. At the closing date, the organisers received the results of the candidate methods, submitted by their authors in a pre-defined format. The organisers then evaluated the submitted results.
It should be noted that the off-line mode is based on trust that the results submitted by the methods' authors are genuine. This can be more so if the evaluation system is publicly available. In this case, the evaluation system was not published (only the principles) and above all, the organisers have faith in the authors' scientific integrity.
The dataset
For any performance evaluation approach, the Achilles' heel is the availability of ground truth. As ground-truthing cannot (by definition) be fully automated, it remains a laborious and, therefore, expensive process. One approach is to use synthetic data [3] . It is the authors' opinion, however, that for the realistic evaluation of layout analysis methods, 'real' scanned documents give a better insight. Furthermore, it should be noted that there is currently no ground truth available for the evaluation of methods analysing complex layouts having nonrectangular regions. Therefore, a new dataset had to be created for this competition and for later distribution.
Following the rationale of the competition (realism), the following types of documents were selected for inclusion in the dataset (in order of layout complexity):
technical articles, memos, faxes, magazine pages, and advertisements. It is the view of the organisers that the above categories represent a subset of documents that are both realistic in their frequent occurrence and, at the same time, of general interest to analyse. For the test dataset for the competition, a balance had to be achieved between logistics (a manageable number of document images) and tractability for current methods. The decision was, therefore, made to focus on a cross section of 32 page images, comprising 25% technical articles (not necessarily with Manhattan layouts) and 75% magazine pages. It should be noted that also for reasons of tractability, the competition dataset was binarised (the originals in the augmented dataset are in colour). A representative sample of page images given as the training dataset can be seen in Fig. 1 .
The ground-truth of each page image is an XML file (defined specifically for the competition) that contains image and layout specific information as well as the description of the regions in terms of isothetic polygons. The ground-truth for the competition was produced using a semi-automated tool [4] . An XML viewer was developed for examining the images and the corresponding ground-truth XML, and was distributed to the competition participants. Another sample page image with the corresponding description of regions superimposed as isothetic polygons can be seen in Fig. 2 .
The types of regions defined for the competition (simplified from the total number of different types in the general dataset) are:
text, graphics, line-art, separator, and noise.
Performance evaluation
The performance evaluation method used is based on counting the number of matches between the entities detected by the algorithm and the entities in the ground truth [5] [6] [7] . We use a global MatchScore table for all entities whose values are calculated according to the intersection of the ON pixel sets of the result and the ground truth (a similar technique is used at [8] ). Let I be the set of all image points, G j the set of all points inside the j ground truth region, R i the set of all points inside the i result region, g j the entity of j ground truth, r i the entity of i result, (s) a function that counts the elements of set s. Table MatchScore(i,j) represents the matching results of the j ground truth region and the i result region. Based on a pixel based approach of [5] , and using a global MatchScore table for all entities, we can define that:
If N i is the count of ground-truth elements belonging to entity i, M i is the count of result elements belonging to entity i, and w 1 , w 2 , w 3 , w 4 , w 5 , w 6 are pre-determined weights, we can calculate the detection rate and recognition accuracy for i entity as follows: where the entities one2one i , g_one2many i , g_many2one i , d_one2many i and d_many2one i are calculated from MatchScore table (1) following the steps of [5] for every entity i.
A performance metric for detecting each entity can be extracted if we combine the values of the entity's detection rate and recognition accuracy. We can define the following Entity Detection Metric (EDM i ): 
Participating methods
The following were the methods whose results were submitted to the competition.
The DAN method
This method was submitted by L. Cinque, S. Levialdi and A. Malizia of the University of Rome "La Sapienza" in Italy. In brief, the DAN system architecture includes four main components:
(1) the preprocessor, (2) the split module, (3) the merge module, and (4) the classification module. The preprocessing algorithm (1) component is applied in order to enhance the quality of input data, removing portions of the image, which could be considered as noise.
The Split module (2) takes input from the preprocessing phase and applies a particular quad-tree technique in order to split the document into small blocks.
The result of the Split module is passed to the Merge module (3), which applies a pre-classification criterion, merging similar regions into larger regions. Local operators are used with variable thresholds in order to compute the pre-classification phase.
Finally, using global operators, the engine of the system is in the Classification module (4) which executes the classification procedure according to the classification logic. In fact, the "brain" of the system is this classification module, which outputs segmented regions and their attributes such as type and size in an XML file.
A more detailed description of the principles and working of the DAN system can be found in a recent paper [9] .
The ISI method
This method was submitted by S.P. Chowdhury, A.K. Das, S. Mandal and B. Chanda of the Indian Statistical Institute (ISI) in Calcutta, India. The system was constructed using selected tools from a larger morphological-approach based system [10] .
As the datasets of the competition provides bilevel images and the half-tone segmentation algorithm works with greyscale images, the first step taken by the system is to blur the bilevel image (using a 3x3 mean filter), producing a grey-valued one. Using opening and closing operations, half-tone regions are extracted from the image.
Next, returning to the original binary image (minus the half-tones), large areas of noise near the edges of the image are removed using connected-components analysis. A skew detection and correction method is then applied to the image.
Separators, if any, are detected next. Text regions (as defined in the competition rules) are detected initially as individual math zones, headings and general text regions. The remaining regions in the image are noise and line-art. Finally, line-art regions are separated from noise using connected-component analysis and morphological operations. Individual methods are described in a number of publications by the system's authors.
The Océ method
This method was submitted by Zoé Goey of Océ Technologies B.V. in The Netherlands. It works as follows.
First, connected components are identified and classified into small character, normal character, large character, photograph, graphic, vertical line, horizontal line or noise (in terms of the region types used in the competition, photographs are graphics, lines are separators and graphics are line-art) using a manually constructed decision tree based on features such as width, height, number of pixels etc. Using the result of this classification three images are split off:
(a) an image containing graphics, photos and noise, (b) an image containing lines, and (c) an image containing text. In the last case, those blocks, in which the majority of connected components are classified as large characters are split off to a separate image. Thus, the image containing text is divided into two images:
(c1) an image containing normal/small text (c2) an image containing headers Next, the components in the normal/small text image (c1) and the graphic/photo/noise image (a) are joined into blocks using a run length smearing procedure. The resulting blocks are then classified by a trained decision tree that takes the connected component class statistics as its input. In the line image (b), each line is considered as a separate block with class label "separator". The blocks in the header image (c2) are found by applying a connected component grouping algorithm, which also applies a postclassification step to assure that the blocks really contain text.
At this stage, all blocks are only described by their bounding boxes, since the above algorithms, currently, do not support arbitrarily polygonal output. To output polygons, a white space covering algorithm is used on the smeared text (c1) image and the resulting polygons are intersected with original bounding boxes, removing polygons fully contained in other polygons. It should be noted that there is a lot of room for improvement in the polygon generation step as the desirable implementation (had the method's authors had more time) would be using a boundary tracking approach.
Results
We evaluated the performance of the 3 segmentation algorithms using equations (1)- (5) for all 32 test images with parameters w 1 = 1, w 2 = 0.75, w 3 = 0.75, w 4 = 1, w 5 = 0.75 and w 6 = 0.75. All evaluation results for all entities are shown in Fig. 3 where the EDM i values averaged over all images are depicted. Fig. 4 presents the Segmentation Metric (SM) values for all segmentation algorithms averaged over all images. Fig. 4 shows that the Océ method has an overall advantage.
Concerning text region segmentation, the Océ method achieved the highest averaged EDM rate value (58.96%) while the DAN method and the ISI method achieved an averaged EDM rate value of about 41%. For graphics, line-art, separator and noise entities the ISI method achieved the highest averaged EDM rate values (38,46%, 75%, 23,37% and 6,74% respectively) while the Océ method achieved lower rates (12,49%, 55,88%, 14,28% and 2,78% respectively). The DAN method attained low or zero averaged EDM rate values for graphics, line-art, separator and noise entity segmentation (6,29%, 0%, 0% and 0% respectively). 
Conclusions
The motivation of the ICDAR2003 Page Segmentation Competition was to evaluate existing approaches for page segmentation and region classification using a realistic dataset and an objective performance analysis system. The image dataset used comprised scanned technical articles and (mostly) magazine pages. The performance evaluation method used is based on counting the number of matches between the entities detected by the algorithm and the entities in the ground truth. The competition run in an off-line mode and evaluated the performance of 3 segmentation algorithms: the DAN algorithm that includes four main components (the preprocessor, the split module, the merge module, and the classification module), the ISI algorithm that is based on selected tools from a larger morphological-approach based system, and the Océ algorithm that is based on connected component analysis. The evaluation results show that the Océ method has an overall advantage while the ISI method achieved the highest rates for graphics, line-art, separator and noise entity segmentation.
