Abstract-Flexible robots are frequently represented by lumped models. In the mechanics of lumped systems, wave concepts have been avoided, for good reasons, generally. In the control of lumped flexible systems, however, wave concepts prove very fruitful. This paper provides a foundation for the wave-based control application by exploring the validity and nature of wave concepts in lumped robotic systems. A new wave-based model of uniform mass-spring systems is proposed and verified. The model is exact but not unique. Useful simplifications and approximations are also presented. The model leads to control strategies for flexible robotic systems that are simple, powerful, robust, and generic. The wave approach also provides a new analysis tool and conceptual framework for lumped dynamic systems.
I. INTRODUCTION AND OVERVIEW

A. Flexible Robot Research
I
NTEREST in flexible robots is ever-growing. Sometimes the flexibility is deliberate (e.g., for safety when interacting with humans), sometimes it is an undesired result of design constraints (such as with gantry cranes, or very long arms, or in space manipulators). Compared with conventional, rigid, industrial robots, flexible robots can be lighter, have higher accelerations, lower power consumption, lower material and manufacturing cost, are safer, more mobile, have better load-to-weight ratio, and require less powerful actuators. In fact, their main (or only) disadvantage arises precisely from their flexibility. The smallest manoeuvre may excite long-lasting vibrations, offsetting the potential dynamic advantages. The robot dynamics are typically complex, not well modeled, lightly damped, and change significantly with both robot configuration and load, all of which makes accurate position control very difficult.
The number and variety of approaches to the problem reported in the literature match this difficulty. Reference [1] , for example, surveys no less than 433 papers between 1974 and 2005, while [2] surveys over 100. Among the more widely reported techniques are input or command shaping, sliding mode control, modal control, pole placement, proportional-derivative (PD) regulator design, time optimal and bang-bang control, state-space dynamical feedback, neural networks, fractional order controllers, minimax control, and optimized control, and differential geometry, multibody dynamics approaches. See, for example, [1] - [31] .
Features of the methods are discussed in the literature, but frequently without conclusions beyond the particular method in question, partly because there are no benchmark problems that span the area. Even in the simplest case of an actuator moving a single mass, from rest to rest, through a single linear spring, there is already a surprising number of issues to be specified, almost arbitrarily, before control performances can be compared properly. Thus, the input may be defined by force or by motion; the actuator may be real or ideal, and if real, different kinematic or dynamic performance limit(s) may be specified; the control may be open loop or closed loop; the definition of "rest" needs defining (including settling time, acceptable levels of residual vibration, and steady-state error); different performance measures can be chosen, such as transit time, or energy use, or tracking accuracy, or integral-of-error measures, with different possible weightings in the cost function. In addition, there are important practical considerations, such as the controller's tolerance to system uncertainties and modeling errors, the sensor type and location(s), the ease of implementation, the need for on-or off-line calculations, and vibration excitation in transit. The picture is even more complex for realistic systems with multiple degrees of freedom (DOFs) .
Reference [4] is a recent textbook entirely devoted to flexible robot control, reporting relevant work at Sandia Labs over years and research work by many others. It remarks (p. 165) that "to date a general solution [for flexible robot control] has yet to be found." The mere existence of so many different approaches lends support to this general statement. The problem is neither easy nor simple.
B. Wave Methods
Regarding the use of wave concepts in control, they have been used in structure control [5] , [20] , [32] , but apparently only to control the vibration, not the position. Similarly, [33] considers waves in rods, but then uses classical control ideas to design the control system. The only work found by the author which goes some of the way along the new route, is in the area of gantry crane control [34] , [35] . In that work, crane swing is suppressed by getting the trolley to move so as to simulate an extension of the flexible cable into an imaginary mirror system above the trolley. The swinging motion then, as it were, passes through the trolley and into the imaginary system, thereby being absorbed. In essence, this is the wave-absorbing idea described below. But that work deals only with the vibration, and in an unnecessarily complex way at that: it did not see the essential simplicity of the overall problem of position and vibration control.
Since about 1996, the author has been researching and implementing techniques based on mechanical waves [36] - [38] . Unlike in other wave approaches, waves are understood in this work as primarily wave fronts, or propagating DC displacements, causing a definite resetting of the position as they pass through the flexible system. In other contexts, the oscillatory aspect of waves is usually considered fundamental, but here it is secondary, although still important. One wave phenomenon embraces both the vibratory motion and the so-called rigid-body (or zero frequency) displacements, typical of flexible robot manoeuvres.
The central idea is to consider the actuator motion as launching a mechanical wave into the flexible system while simultaneously absorbing the motion which, due to the flexibility, later returns to the actuator. This simple, intuitive idea leads to robust, generic, highly efficient, adaptable controllers, allowing rapid and almost vibrationless repositioning of the load. Rather than treating the flexibility as a problem, it works with the flexibility to achieve system control in a natural way. The long-desired, generic solution to this important problem therefore now exists for a wide class of flexible robotic systems.
C. Context and Motivation for This Paper
In the work, this application of mechanical waves to robot control has gone ahead of theory. The first journal paper [36] considered some wave aspects of lumped systems, but without developing a wave model. The second [37] considered wave ideas in a distributed system, specifically, a gantry crane.
In lumped systems, frequently used to model robots, the application of wave theory is not just unusual: it is problematic. This paper therefore addresses the issue of defining and measuring mechanical waves in lumped systems with as much rigour as possible, at least for uniform systems. A wave model is developed based on this analysis. The paper then looks briefly at how wave ideas can be used in controlling flexible robots and why they prove so successful. Fig. 1 represents the essence of the problem. The motion of an actuator, , is directly controlled, with the aim of (indirectly) controlling the position of a remote mass . It is, therefore, essentially a kinematic problem, with motion controlling motion. The actuator must realize two tasks that are potentially conflicting: position control and active vibration damping of the tip mass. The challenge is that both must be achieved simultaneously while working through the intermediate flexible system. In this paper, it will be assumed: 1) that the system is uniform; 2) that the actuator has its own subcontroller, with colocated sensor, which sets its own position in response to a control input ; 3) that the initial and final strains due to gravity are equal; and 4) that other external forces play no significant role.
D. Waves in Lumped Systems
Wave concepts are used in textbooks only in the analysis of distributed systems such as cables, rods, and beams. For lumped systems, other techniques are presented, as if wave concepts are inappropriate. There are good reasons for this. If a string of lumped masses and springs is disturbed, the resulting transient motion is highly complicated, almost chaotic in appearance. The disturbance spreads in both directions in faltering, reversing, oscillating, dispersing ways, and the pattern in space and time seems complex and confused. The notion of a wave, especially if it is supposed to be going in one direction, seems hard to defend.
Such objections are reinforced by more formal considerations. Thus, the wave equation applies only to continuous media. It is a partial differential equation derived by notionally isolating an incremental spatial element of the wave medium. General solutions to the wave equation (such as D'Alembert's) show components propagating at identifiable speeds. There is a finite delay before changes in one part of the system are communicated to other parts.
With lumped systems, on the other hand, no such local isolation seems possible. Nor can one easily identify, or define, a speed of propagation. All lumped components are directly interconnected, at all times, with all the other components and with the boundaries, so the justification for spatial and temporal isolation is lost. The partial differential equations of continuous systems are replaced, in the lumped case, by ordinary differential equations. The standard analysis tool becomes the transfer function and these are global rather than local, in the sense that, for example, the transfer functions between two elements may involve all other system elements and boundaries. This applies, for example, to in Fig. 1 . It is here contended that, despite these objections and difficulties, many features of waves can be identified in lumped systems, and that wave-based models are possible that describe their behaviour exactly. Furthermore, once established, such an analysis tool provides a more natural and appropriate approach to solving many problems in which flexibility is an issue. The model copes effortlessly with arbitrarily moving boundaries, so it is particularly suited to robotics where the base actuator motion will often be nonperiodic and involve arbitrarily large net displacements, and the transient motion is all-important.
E. Summary of Paper
In Section II, a wave-transfer function for an infinite system is derived. This gives two solutions, suggesting two counterpropagating, one-way component motions. These have a strong physical basis, with many wavelike properties. The wave model of the finite system is then developed in Section III by combining a finite string of (infinite) one-way WTFs with suitable boundary conditions. This model is verified by comparison with standard transfer function analysis. In Section IV, a wave model, corresponding to the flexible robot, is used to resolve the robot actuator motion into two component motions, one outward, the other returning. The control technique summarized in Section V then consists of launching an outward wave with net displacement equal to only half the target displacement, and adding to this the measured returning wave which completely absorbs the system vibration and ensures that the net further displacement in so doing is exactly equal to the omitted half of the target displacement. Thus, the system comes to rest exactly at the target displacement, precisely as required. Section VI presents some simple, sample results of the technique, and Section VII contains some final remarks.
II. WAVES IN UNIFORM LUMPED SYSTEMS
A. Infinite, Uniform, 1-D Lumped Mass-Spring Systems
The clearest case in which a purely local or quasi-local analysis is possible, is when the 1-D system of masses and springs is uniform and infinite in both directions, as in Fig. 2 . The global effects are then so regular that they can be built into the local model. Furthermore, boundary issues do not arise.
Working in the Laplace complex frequency domain, a transfer function can be defined [36] that relates the motion of one mass to that of its neighbour on one side, both assumed to be within an infinite-infinite string that is uniform (of identical masses , and springs of stiffness ). That is, assume (1) Note that this, in turn, implies that (2) with an integer, positive or negative. The equation of motion of the th mass of Fig. 2 is (3) which, using (1), gives in the domain (4) This leads to a quadratic in , with two solutions
where .
The two solutions (5) and (6) suggest that the general solution for the motion of each mass should be a superposition of two component solutions of the form (7) where the and are arbitrary. The two components of will be denoted and below, with (7) therefore rewritten as (8) Because the uniform system is symmetrical, there is symmetry between looking forward and backward (9) and between forward and reverse time (10) What physical interpretation can be given to (7) and (8) [ (6)] by contrast becomes infinite at large and always has a phase lead. (See also the Bode analysis below.) This implies that only the first term on the right-hand side (RHS) of (7) can be causal in the direction of increasing , that is the direction of the definition of
[ (1)]. A physical interpretation is that the component of corresponds to motion propagating in the direction of increasing , motion whose source is to the left, and which manifests itself over time in successive masses to the right with a phase lag and finite magnitude ratio. In other words, the in (7) can be identified with , understood as the rightwards-propagating motion component of the mass immediately to its left.
On the other hand, the second component in (7) is noncausal in the direction of increasing . It must correspond, therefore, to a component of the motion of mass that is not caused by the rightwards-propagating component of the motion of mass , but rather is associated with motion whose source is to the right, beginning earlier in time, propagating leftwards. Therefore, it appears, when looking forward from any mass , to have a phase lead and an unrestricted magnitude ratio, that is, it appears noncausal. It can appear causal, however, when looking backwards, from mass towards mass . Indeed, (9) has , and (10), also reinforces this interpretation. Thus in (7) can be associated with the leftwards propagating component motion of the mass immediately to the right of mass , or . The physical picture that emerges then is of the component motions in all masses, expressed in equations such as (8) , propagating rightwards, the component propagating leftwards, with both appearing in any mass as (11) If the only source of motion in the infinite system is to the left of mass , only the component would exist and would be zero. The opposite applies if the only source of motion is to the right. Motion "sources" would include initial conditions and external driving motions or forces.
If the system is semi-infinite, beginning with an actuator somewhere to the left but remaining infinite to the right, the entire argument above still stands. ( of (2) now has a negative limit.) If this actuator is the only source of motion, the component coming from the infinite side will be zero. Then the first component motion and the subsequent terms can be considered as initiated by the actuator motion.
The above interpretation of is also supported by the tested validity of the wave models of finite systems to be presented below. Only the forward, causal of (5) is of interest in what follows, and will be referred to simply as or .
B. Some Wave Properties of
To the extent that characterizes the infinite mass-spring system, it could be called a characteristic transfer function of this system. Here it will be referred to as a "wave transfer function," or WTF.
As defined, the transfer function is not easy to work with. Its order is noninteger, indeed nonrational. It is close to second order, but not exactly. Unlike an exactly second-order damped system, it is parameterized by only one variable, (or better, perhaps, ). It has neither finite zeros nor finite poles, and its time-domain impulse response does not feature any one frequency.
Fortunately, its response to an arbitrary input can be simulated numerically to any desired degree of accuracy by a model of sufficiently high order. But even this is not necessary for feedback control. As will be seen below, a simple, second-order mass-spring-damper model [(35) ] is a perfectly adequate approximation for wave-based control purposes.
Although the transient response is of primary importance for control, the steady-state frequency response is also of interest, as it allows some wavelike properties to be considered. Fig. 3 gives the Bode diagram. The gain is perfectly flat at a magnitude of exactly unity up to a break frequency of , after which there is a sharp falloff, of continuously varying slope. The phase lag grows steadily to 180 at , after which it remains perfectly constant.
The lowpass filter characteristic is typical of periodic structures, and is hardly surprising. The close-to-second-order features also might be expected. But the perfect flatness of both the gain below , and the phase above , are striking. A lumped model is without physical dimensions. But if one associates a unit distance with each mass-spring combination within the string, a number of classical wave parameters can be defined. The wavelength of a propagating wave in such a system can be expressed via the phase as (12) in mass-spring unit lengths. In general, the speed of propagation of a wave can be expressed as (13) so that the wave speed, normalized with respect to , in massspring length units per period, is
At low frequencies, the wave travels through the system at close to mass-spring units per period, but the speed falls off gradually at higher frequencies. In other words, the wave disperses slowly, with low-frequency components suffering very gradual dispersion. Because the gain is unity, however, all the frequency components of a given wave, at least up to the cutoff frequency of , will eventually pass any given point, with the higher frequency components arriving last.
III. THE WAVE MODEL OF A LUMPED ROBOT
A. The Wave Model Presented
It is postulated that the dynamics of the system of Fig. 1 , if uniform, can be modeled perfectly by the block diagram shown in Fig. 4 . This is an example of a wave-based model. The upper branch models motion propagating to the right, that is leaving the actuator and going forward into the flexible system, while the lower branch models waves returning from the system towards the actuator. The mass displacements can be taken as the outputs of the system, and are obtained by a superposition of these two wavelike motions. It is further postulated that the outgoing motion can be described by the same terms as above, and so, if the superposition is to be correct, the return waves must be modeled by , so that (15) or, in the time domain (16) with (15) the same as (8) .
Note that whereas in (11), the transfer function for the terms was , in the lower branch of Fig. 4 , the causal is appropriate because the block directions have been reversed. The second term is (11) is now being modeled as if in a separate system, orientated in the opposite direction, within which the waves through each WTF are again going "forward" and so are causal.
As in a conventional block diagram, the flow (of energy, momentum, or motion) is all one-way, indicated by the arrows. Such a concatenation of separately derived transfer functions is valid only if there is no dynamic loading by successive blocks on previous blocks. All the dynamic loading of each component block must be built into the defining of its transfer function, so that (in the absence of a feedback path) its output is independent of what follows it in the block diagram. In the case of Fig. 4 , the concatenation is justified by the fact that each block models only one-way flow within an assumed semi-infinite system in which waves will never return. The dynamic loading built into the transfer function blocks is that of a semi-infinite, one-way system.
The motion described by each of the transfer functions is decidedly oscillatory, without a constant frequency in the transient response. And, of course, the output of one transfer function becomes the input to the next [cf. (2)], with ever-growing dispersion of the motion. If the system consisted of an infinite string, the wave model in Fig. 4 would have an infinite number of blocks in succession with no feedback path (i.e., no lower branch, nor summing junction). The major changes in the system dynamics due to its being finite are modeled by the incorporation of the feedback loop and boundaries, now to be considered.
B. Wave Model Boundary Conditions
Taking the left-hand boundary first, note that the actuator displacement corresponds to the sum of and . So (17) If the actuator position is taken as the input to the system, then (17) suggests the negative feedback arrangement at the summing junction to the left of Fig. 4 .
To determine how the right-hand system boundary (in vibration terminology, a "free" boundary) should be implemented, it must be decided what returning wave component should be produced by the outgoing wave component . One way of describing the boundary condition is that if the system did continue beyond end-mass (towards infinity), to reproduce the free-boundary condition, there should be no spring force to the right of mass . Imagine for a moment that instead of the boundary, both branches of the loop extended rightwards indefinitely. To achieve zero force, there would have to be another wave traveling leftwards on the lower branch, which, when superposed on the outwards going wave in the upper branch [ (15)], produced a displacement of the (imaginary) mass identical to that of the real end-mass . Thus (18) But and . Combining these gives (19) as shown at the right-hand end of the wave system in Fig. 4 .
The same result can be obtained by treating the boundary transfer function (linking to ) as an unknown, and obtaining an equation by equating the transfer function to the equivalent wave-variables relationship.
C. Verification of the Wave Model
It is being postulated that Fig. 4 models the dynamics of Fig. 1 perfectly. To support this, some transfer functions it implies are shown to be identical with those derived directly. From Fig. 4 , the transfer function between the positions of any two masses can be written down almost by inspection. Thus, for example, the actuator position is given by (20) while that of the end mass is given by (21) Thus, the predicted transfer function between the end mass and the actuator in an -mass system, is (22) or (23) It will now be shown that this expression for is identical to the transfer function derived directly. Let . Then the equation of motion of mass (cf. (3), which applies also for a finite system) in the domain can be written (24) The directly derived transfer function between the last and second-last mass in an -mass system such as Fig. 1 can be written as (25) Note that this applies independently of the length of the system, that is, for all . For the case of a single mass (26) For a two-mass system, application of (25) with and (24) with gives (27) For a three-mass system, (25) with , and again using (24) , gives (28) or (29) The pattern that emerges on going to more and more masses is (30) When the wave-based expression (22) is inserted into the first line of (30), with and replacing , the value it gives for on the second line agrees with (22) . Thus it is seen that if (22) is valid for and masses, it is valid for masses. Its validity for and (or even and ) can be verified by direct substitution of (5) into (22) . By induction, therefore, it is valid for all .
Similarly, it can be shown that the transfer function between any two elements of the system are the same as those derived conventionally, and so the wave model reproduces all the system dynamics exactly, both transient and steady-state.
D. Further Comments on the Wave Model
For brevity, this paper does not explore many other interesting issues about the wave model. Nevertheless, some are now noted, without giving detailed reasoning or development.
It is not essential to assume the system to be uniform and undamped. A full wave model can also be developed for nonuniform systems such as Fig. 1 with arbitrary mass and spring values, and having viscous dampers between the masses. The WTFs becomes more complex, but the main features of the wave model remain, and the control applications are no more difficult than in the uniform case.
While, above, the dependent wave variable has been taken to be the displacement of each component mass, it can also be taken as the velocity or acceleration of the masses, or the forces in the springs, or torques for rotational systems. For example, if the flexible robot is intended to control the force or torque at the tip, the actuator will directly control this force or torque at the near end, to indirectly control the value at the remote end. Alternatively, it might be desired to quickly achieve a target velocity of the end-point, with the actuator input then taken as velocity, as well as the wave variable in Fig. 4 . The analysis and resulting wave model remain valid with very little change in the final form of the controller. In particular, the WTF remains identical.
While the two-way waves are well-defined in the infinite system, the wave model of the finite system in Fig. 4 is not unique, even though it reproduces the dynamics of Fig. 1 exactly and gives the correct transfer functions between all pairs of components. In fact, it can be shown that one of the component WTFs in the finite-wave model is arbitrary to an extent, although, once it is assigned, all the other WTFs are uniquely determined. A choice that led to Figs. 4 and 5 was that all the WTFs in the model be identical, which seems reasonable in a uniform system. But other valid models are possible.
If the free right-hand boundary in Fig. 4 is assigned a WTF of unity, corresponding to a reflection coefficient of unity, implying a simple loop at that end of the wave model, a new model emerges which also exactly models the real system, but the resulting WTFs are no longer identical. The superposition remains unchanged, still giving as required, but the components and will be slightly different. In general, there is, therefore, a degree of arbitrariness in the evaluation of and , albeit within strong limits, when the system is finite. This slight ambiguity will be seen to have no significant implication for wave-based control.
IV. WAVE MEASUREMENT
A. Wave Evaluation at Actuator-System Interface
Only the superposition of the wave variables corresponds to real, physical quantities that can be measured. The wave variables are, to some extent, notional. They are defined, implicitly, by the adoption of a particular wave model. Their measurement then depends on measuring real quantities, such as motions of masses and forces in springs in conjunction with the chosen model. It will now be shown that to determine the wave components passing a given point, two independent measurands are necessary and sufficient.
For control purposes, the point of most interest is at the interface between the actuator and the flexible system, so only this point is considered here. The corresponding wave components in the domain are and in Fig. 4 . The required two measured variables could be the actuator's own position,
, and the position of the first mass, . Equivalently, if the stiffness is known, the second measured variable could be the force applied by the actuator to the first spring. Then the required wave components of the actuator motion can be determined as follows:
(31) (32) Multiplying (32) by and rearranging gives (33) From (31) (34) Thus, taking and as inputs, if is known, or can be modeled, and can be determined from (33) and (34) . These equations are implemented in Fig. 5 , where and are used in one form of wave-based control, and the two terms are approximated by two second-order systems defined in (35) .
Two measurements are, therefore, sufficient to determine the wave components. But whereas with continuous systems, the two measurements, taken at any instant, give unambiguous wave components at that instant, in lumped systems, memory of recently measured values is also needed. This (fading) memory is provided by the dynamics of the two WTF models.
B. Approximating
While in simulation, the WTF can be calculated as accurately as desired without concern over computation cost, for control applications, must be evaluated in real time. For the uniform case, one way is to use a combination of Bessel functions of two kinds. Another method, applied in [36] , uses convolution with a suitably truncated impulse response.
A physical interpretation of is that it gives the response to an actuator input of the first mass in a system like Fig. 1 , but uniform and extending to infinity to the right. One way to simulate the WTF, therefore, is to set up an analog system modeled on Fig. 1 with a string of many masses terminated by a viscous damper. The input would be , the output . This is still computationally intensive. In any case, no matter how long the finite system, and what damping constant is chosen to terminate it, there will always be a delayed echo effect appearing in sooner or later, which is clearly incorrect.
There are various ways this analog model could be improved and its order reduced. But, as will be seen in the following, for control purposes, perfection is not needed. The most important features of the WTF are that: 1) they cause an approaching wave motion to be absorbed (and so passed on to the next WTF) without imposing a steady-state constraint; 2) that the steadystate gain in this process is unity; and 3) that there is an associated delay, or lag, or transient, which is approximately second order, underdamped.
A response that approximates sufficiently well can therefore be obtained simply by replacing the entire infinite mass- string system beyond the first mass by a single viscous damper at about half-critical damping. In other words, the WTF can be approximated by (35) with , or, in the time domain, by a mass-spring damper analog with viscous damping coefficient . Fig. 6 compares the precise response of to a step input with the response given by (35) . Clearly, they are significantly different, but they share the essential WTF features needed for control. The approximation can be improved, most simply by setting and in (35) , but doing so does not lead to much performance improvement in control systems such as in Fig. 5 .
V. CONTROL
A. The Wave-Based Strategy
To repeat, a point-to-point manoeuvre of a flexible system requires combining a precise net target displacement with active vibration damping. In other words, when the system comes to rest after actively absorbing vibrations, it needs to be precisely in the right place, because further position correction would induce further vibrations.
In terms of the wave model of Fig. 4 , the actuator should move so as to launch and hold a net launch displacement corresponding to half the target displacement while also moving to absorb the returning wave . Because the steady-state gain of all the WTFs is unity, and because they all act as energy absorbers, will also settle some time later at the same halftarget displacement that was launched at . In other words, the system will come to rest at the correct new position, with and . This is the essence of wave-based control.
In the wave model, the actuator is shown as a negative feedback summing junction, a notional (modeling) device implementing (2) . If the actuator does not move, the returning wave is inverted and relaunched into the system, to repeat the cycle of motion indefinitely. The vibrations carry on forever. Indeed, the wave model can be used in this way to carry out traditional modal analysis, by determining under what steady-state conditions the circulating harmonic waves become standing waves, that is, when the sum of phase lags around the loop become an integer multiple of 360 . Standard modal analysis results then emerge in a new and simple way. But this is a separate topic for another context.
Returning to the present case, here the actuator does indeed move. Rather than the harmonic, steady-state vibration, the transient motion is all-important. If the component motion is measured by a controller and then added to the real actuator's motion, the notional negative feedback is cancelled, that is, the notional feedback loop is opened, and the cycle is broken. The launch wave enters the wave system of Fig. 4 , goes around the loop, and leaves by a process of active wave absorption. The wave being launched by the actuator may continue to change during this absorption process by the actuator. If and when reaches a steady value (while the component continues to be added) that steady value passes through the system, and out through the actuator. In so doing, it resets the system position at twice the steady-state value, and leaves the system at rest. Fig. 5 shows one practical implementation. The reference input can be a step, or ramp, or indeed any displacement over time which settles at the desired new position. The input to the actuator becomes the sum of half this set waveform (which for an ideal actuator constitutes the launch component of ). To this is added the measured absorb component , determined by an implementation of (33) using (35) as an approximation for . Thus the control law for , the position input to the actuator, is (36) with defined as in (33) and implemented as in Fig. 5 . For an ideal actuator, , and
In fact, as discussed below, the controller also works for nonideal actuators provided the steady-state error is zero, which is easily achieved by a standard actuator subcontroller with a colocated sensor.
B. Operation of the Controller
As an aid to understanding the effectiveness of the controller, consider first the steady-state condition after has settled at target. At steady state, all system displacements in Fig. 5 will be equal and so, as and (38) Furthermore, because the two transfer function blocks approximating are both unity at steady state, by (33)
Combining (38) and (39), gives at steady state (40) In other words, the control system of Fig. 5 ensures that, on settling, the launch wave in Fig. 4 is indeed . But the steady-state gain around the loop of Fig. 4 is unity, so the final value of must also equal . So by (38) , if the system settles, it must be with , as required. Furthermore, the system will certainly settle, and rapidly, once has reached target, due to the action of the feedback term in the control law. The component of the actuator's motion acts like a very effective absorber, or active damper, of returning wave motion, whether is still launching motion or has finally settled at target.
In summary, whether jumps to target instantaneously with a step input, or it follows any path over any time, the system must settle precisely at target with relatively little delay. With a step input, the launch will be complete before absorption even begins. Generally, the launch will be more gradual with absorption happening simultaneously with launching, typically giving a less vibratory transit and little absorption remaining to be done as reaches target. If the launch component of the actuator input is considered as a push to the flexible system, the positive feedback of can be considered as the system's pulling the actuator, which then responds, with just the right amount of give and at the right times to reset the position, while absorbing vibrations. The net pull and push end up exactly equal.
Note that all the above applies independently of the length of the system. Remarkably, the same controller works very well, with no adjustment whatever, for arbitrary values of . From the wave-model perspective, the measured simply takes longer to arrive back to the actuator with larger : cf. (20) and Fig. 4 . But the control law (36) and its implementation are unchanged.
C. Robustness to Errors in and to Actuator Dynamic Limits
It is found from numerical and experimental testing that the degradation in performance due to using an approximation for such as (35) is slight. Furthermore, the controller is also found to be robust to limitations in the actuator performance, provided that its bandwidth is slightly above (say 20%) the highest frequency in the flexible system and that the steady-state error is zero.
Again the wave model explains both these powerful and useful features. Thus, if the estimate of is imperfect due to imperfections in , or if the absorption process is imperfect due to the actuator dynamics, then the opening of the feedback loop in the wave model is not perfectly achieved. But this simply means that the fraction of the returning wave not absorbed will reenter the system, become a part of the continuing , circulate again, and soon reappear at the actuator for further absorption. Provided the proportion of the return motion absorbed each time around is close to unity, the absorption process will rapidly reach completion and the system will settle quickly. Equation (40) still applies, the steady-state error will still be zero, the time to arrive close to the target will hardly change, and the only price will be a marginal extension of the settling time, which will still be short.
The wave model suggests why absorbing does not make big demands on the actuator dynamics. Thus, consists mainly of a gross net displacement equal to that of or of . Because the actuator itself initiated this launch wave, its frequency components cannot extend beyond the actuator's bandwidth. Furthermore, before arriving back to the actuator as , it is further filtered through the chain of WTFs in Fig. 4 . Note finally that the arguments and explanations in the beginning of the preceding Section III-B, including (38)-(40), depended on generic features of and of the WTFs (especially unity steady-state gain) and not on their dynamic accuracy. Furthermore, considering only the control aspect, represented by (33) , superposition is invoked only in the first spring, so the remaining springs can even be nonlinear, provided only that at their initial and final steady-state strains are equal, again giving unity steady-state gain around the loop. Thus, the system is self-correcting, partly due to the special kind of feedback. The returning , even if defined and measured imperfectly (within certain limits), still conveys all the essential information needed to combine position and vibration control accurately and rapidly.
VI. SAMPLE RESULTS
This paper does not explore all the control potential implicit in the wave ideas. Instead, a few simple, illustrative results are presented, all based exactly on Fig. 5 . The flexible system had 100 N/m, 1 kg. The input was either a step or a ramp of slope 2/3 m/s. The of the approximations was set to . This value is not critical: in fact, a value of 14 was found to give slightly better results (not shown). Fig. 7 shows two responses of the control system in Fig. 5 with a single mass and spring and ideal actuator. The periodic time of the flexible system is about 0.63 s, so that the rest-to-rest manoeuvres shown take about two periods. These were obtained by a step and ramp input. As can be seen, the response is very good. By being more creative in the input waveform, the transit time can be significantly further reduced while eliminating all overshoot, but these developments are not considered here.
A. Single-Mass System
B. Three-Mass System
The single-mass case implies that the actuator can apply a force directly to the mass through the single spring, and is therefore dynamically simple. Fig. 8 shows the response of the endmass of a more challenging three-mass flexible system. It is uniform with the same stiffness and mass values as above. The control arrangement is again exactly as in Fig. 5 , identical to the one-mass case. The periodic time of the lowest mode is now 1.41 s. The input is a ramp. The same controller still works very well, again settling the tip mass exactly at target within about two periods.
To illustrate robustness, Fig. 9 shows the response to a ramp input when 1) the third mass is tripled, thereby further increasing the periodic time, and 2) the actuator is no longer ideal, but modeled as a PD feedback-controlled DC motor. Nothing in the control system is changed, yet again, it settles the load exactly at target and absorbs the vibration.
C. Features of the Wave-Based Method
Some of the features of the control system are as follows.
• The controller quickly moves the system precisely to target, with little vibration in transit, rapid settling, and no steady-state error (if the actuator itself has none).
• The controller needs very little knowledge of the system.
• The only system modeling required is that of the WTFs , and even these need not be exact nor finely tuned to the system through the choice of . Only generic, easily achieved features are required.
• The control system is robust to realistic limitations in the actuator dynamics, as well as to flexible system uncertainties, to changes in the system length, and to changes in the payload.
• The details and operation of the actuator subcontroller are not critical and are of no concern to the wave-based control system. • Only one sensor is needed in addition to that of the actuator controller, and all sensing is done at, or close to, the actuator.
• The control system is simple to implement and computationally light. Some other general features are as follows. Problems that can dominate other control techniques do not arise, such as: the chattering of sliding mode control; the unrealistic actuator motions and precise switching times of bang-bang control; the input shaper design issues of command shaping; or the mode truncation or mode spillover issues of modal-based control. In addition, the wave-based controller is doing simply and automatically what many other techniques seek to achieve by considerable effort. For example, the apparent order of the controller automatically matches that of the real system, and the system poles are cancelled without the need to identify their number or location. (Thus, while the system transfer function of (22) or (23) has poles, the opening of the loop of Fig. 4 leaves WTFs in series, without a single pole among them.) A low-order controller (involving just two terms) thereby manages to cancel an arbitrarily large number of system poles, and to remain robust and highly effective even when the cancellation is not exact.
VII. CONCLUSION
In a new approach, both for dynamics and control, a lumped model of a flexible robot has been shown to be equivalent to a wave model, which allows arbitrarily large, rigid-body motion and vibratory motion to be treated as one. Launching a displacement of half the target value into the robot, and measuring and absorbing the returning wave, seamlessly integrates precise end-point position control and active vibration damping into one controlled movement of the actuator. The controller needs only generic knowledge of the flexible robot, and all sensing, modeling, and control are achieved at, or close to, the actuator. Furthermore, the actuator does not have to be ideal.
The modeling assumed a uniform lumped mass-spring system, but it can be extended to nonuniform systems. The controller is found to be robust to significant end-mass (payload) changes. The same technique also extends to systems undergoing lateral (flexural or beamlike) vibrations, with flexibility in the joints and/or in the arms. It is also found to work well for mixed distributed and lumped systems, and it can tolerate nonlinear spring behaviour remote from the actuator.
Simply by focusing on properly understanding and controlling only the two-way motion at the interface between the actuator and the flexible system, many powerful features follow automatically.
This paper also focused more on the modeling than on the control side. The control aspect can be improved still further. For example, because the reference input waveform is arbitrary, there is scope for achieving even better performance such as faster transit and shorter settling times. In a technique called "wave-echo control," the launch waveform is made to approach the half-target position by replaying into the actuator a timereversed and inverted version of the absorb waveform recorded from the beginning [38] . This causes the flexible system tip to stop dead on arrival at target, in a time-reversed, mirror-image of the startup of the motion.
In summary, the wave model presents a new way of looking at lumped flexible systems, leading to a powerful, practical, robust, and generic response to the long-standing challenge of controlling the motion of flexible robots.
