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Abstract—This paper proposes a new evaluation protocol for
cross-media retrieval which better fits the real-word applications.
Both image-text and text-image retrieval modes are considered.
Traditionally, class labels in the training and testing sets are
identical. That is, it is usually assumed that the query falls
into some pre-defined classes. However, in practice, the content
of a query image/text may vary extensively, and the retrieval
system does not necessarily know in advance the class label
of a query. Considering the inconsistency between the real-
world applications and laboratory assumptions, we think that
the existing protocol that works under identical train/test classes
can be modified and improved.
This work is dedicated to addressing this problem by con-
sidering the protocol under an extendable scenario, i.e., the
training and testing classes do not overlap. We provide extensive
benchmarking results obtained by the existing protocol and the
proposed new protocol on several commonly used datasets. We
demonstrate a noticeable performance drop when the testing
classes are unseen during training. Additionally, a trivial solution,
i.e., directly using the predicted class label for cross-media
retrieval, is tested. We show that the trivial solution is very
competitive in traditional non-extendable retrieval, but becomes
less so under the new settings. The train/test split, evaluation
code, and benchmarking results are publicly available on our
website1.
Index Terms—Cross-media, retrieval, evaluation protocol
I. INTRODUCTION AND RELATED WORK
This paper focuses on the cross-media retrieval between im-
ages and texts. In this task, given a query text/image, we aim to
retrieve the relevant images/texts from the gallery (database).
Since the two modalities are located in different feature spaces,
the challenge of cross-media retrieval consists in the similarity
measurement between the heterogeneous data. An effective
solution learns a unified representation for different modalities
so that the common distances can be employed for similarity
measurement.
Related Work. The research of multimedia retrieval has
two diverse branches: single-media retrieval and cross-media
retrieval. The former branch, such as image retrieval [1]–[3]
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and video retrieval [4], uses the homogeneous queries to per-
form image-to-image or video-to-video retrieval. However, the
query and gallery in cross-media retrieval are heterogeneous
and their similarities cannot be directly measured.
The concept of cross-media retrieval is firstly defined by Wu
et al. [5] and they also propose the earliest cross-media model:
multimedia document (MMD). The media objects of different
modalities that carry the same semantic (like the image, text
and audio in the same web page) are collected together as an
MMD. Then, the distance between two MMDs is calculated
from the distances of the media objects in each modality. After
[5], Yang et al. propose a series of methods to tackle cross-
media retrieval by using MMD [6]–[9]. The shortcoming of
MMD is that it is not very flexible, because it handles the set
of component media objects as a whole.
The main body of cross-media methods is based on learn-
ing the common representation. The milestone work is [10]
proposed by Rasiwasia et al., which employs the canonical
correlation analysis (CCA) [11] and multi-class logistic re-
gression to learn the descriptors for the heterogeneous data.
Inspired by [10], many approaches have been proposed to learn
the common representations, which can be classified into two
groups: real-valued and binary representations.
The real-valued representations map the heterogeneous data
into a common continuous feature space. Shallow methods
learn two linear functions [10], [12], [13] or simple nonlinear
functions [14], [15] to maximize the correlations between the
pairwise data or further improve feature discrimination by us-
ing the category labels. With the introduction of deep learning
technique, deep networks have also been employed in cross-
media retrieval, which learns more complex projections. The
feasible networks include fully connected networks [16], [17],
convolutional neural networks [18]–[20], recursive neural net-
works [21], recurrent neural networks [22], auto-encoders [23],
[24] and adversarial networks [25]. These deep methods have
shown their superiority in retrieval accuracy to the shallow
methods.
The binary representations, on the other hand, map the
heterogeneous data into a discrete space, where the entries
of the features consist of two common values: {0, 1}. These
methods are also called cross-media hashing, and they focus
on large-scale retrieval. In this scenario, these methods use
Hamming distance to accelerate the search process. Most
of the binary methods are shallow models which relax the
problem into a real-valued case [26]–[32] or optimize to learn
the hash codes directly [33]–[35]. Some recent works have also
employed deep learning to learn better hash codes [36]–[38].
There are some methods using deep networks to tackle
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2cross-media retrieval from other perspectives. For example,
[39]–[42] train the networks to learn the similarities between
the heterogeneous data directly, which can be viewed as exten-
sions of metric learning. Several image caption methods also
show their capability of performing cross-media retrieval [43],
[44], since they use a part of their networks to embed images
and texts into a common feature space.
Currently, a majority line of cross-media research relies on
the class labels in training [14], [19], [32]. For example, Wei
et al. [19] fine-tune a convolutional neural network (CNN)
on the text and image domains using the class supervision
end extracts the softmax layer for retrieval. Gong et al.
[14] introduce supervision by treating the class labels as the
third domain. On the end of performance evaluation, classic
datasets, e.g., Wikipedia [10] and NUS-WIDE [45], define
their ground-truths based on the category labels. They aim to
search for texts/images belonging to the same class with the
query image/text. Usually, the heterogeneous data is treated
as a true match if it has at least one common category label
with the query. This task is called class(-level) retrieval in
this paper, and this type of ground-truth is called the class
ground-truth.
To evaluate the performance of cross-media retrieval, many
datasets have been built or employed. Classical datasets are
featured by the following aspects: they generally have two
media types, i.e., images and texts, their data are labeled
by several category labels, and they perform class retrieval
using the class ground-truths. Wikipedia [10] is the first such
dataset, and other datasets include NUS-WIDE [45], MIR-
Flickr25K [46], Pascal VOC (2007) [47], Web Queries [48]
and Pascal Sentence [49]. Most of the recent works use the
datasets employed in the field of image captioning [40]–[44],
[50]. Such (image-sentence) datasets include Flickr8K [51],
Flickr30K [52], MSCOCO [53] and SBU [54]. These datasets
define the true matches of a query as the heterogeneous data
describing it. In spite of the popularity of these new datasets, it
is still meaningful to re-evaluate some popular methods on the
traditional datasets. One import reason is that their texts cover
more types (article, tag, surrounding words and sentence). A
recent specialized cross-media dataset, XMedia [55], consists
of five media types in total and still uses the class ground-
truths.
In this paper, we propose a new evaluation protocol to re-
evaluate the existing cross-media methods on the extendabil-
ity to unseen classes. This protocol is designed for extendable
cross-media retrieval, and it can reflect the more realistic
performance compared to the existing protocol.
II. THE EVALUATION PROTOCOL
In the cross-media retrieval community, the current main-
stream methods employ the same set of classes in both the
training and testing steps, e.g., the 10 classes in Wikipedia,
the most frequent 10 classes in NUS-WIDE. This train/test
protocol assumes that a query always belongs to one of the
pre-defined classes. Yet, this assumption does not always hold
in practice, because the query text/image may exhibit various
content and it is challenging for the training process to take
“Friendliest drink on 
earth.”
“I will do anything to 
be your everything.”
“Good night, you 
Princes of Maine, you 
Kings of New 
England.”
“Go fun yourself.”
“I can go days without 
talking to you, months 
without seeing you, 
but not a second goes 
by that I don’t think 
about you.”
“Whatever you do, 
however terrible, 
however hurtful – it all 
makes sense, don’t it?”
(a) (b)
Fig. 1. Some examples of (a) image and (b) text queries exhibiting various
content. These images and texts are hard to be taken into consideration when
training cross-media models.
into account all the variety in query types. Some examples
are illustrated in Fig. 1. Moreover, in the field of learning to
hash, Sablayrolles et al. [56] suggests that there exists a trivial
solution to this problem: a classifier is trained for each class,
class predictions are made for the query and the gallery items,
and the retrieval process is equivalent to finding the relevant
images with the same class predictions with the query; so
performing an explicit hashing-based retrieval process does
not seem necessary. It is therefore not well-grounded for an
evaluation protocol to assume that the train/test data have the
same set of classes.
Our main point is that cross-media retrieval can be in effect
viewed as an extendable problem, in which the query class is
“unseen” during training. On the one hand, this setting meets
closely with the reality. On the other hand, the extendable
assumption has also been used by default in several other
retrieval problems, such as generic instance retrieval [3], [57],
person re-identification [58], [59] and vehicle re-identification
[60], [61]. A model is usually learned on the training set and
tested for the unseen query and gallery. Under this scenario,
the effectiveness of previous learning methods should be re-
evaluated; it is possible that a method that works well on the
non-extendable problem may exhibit low generalization ability
under the extendable setting. More insights need to be gained.
Another problem associated with the existing protocol is
that the same data is used for training and gallery. This is
potentially problematic because in practice, the gallery may
be very large, and it is infeasible to label all the gallery data.
As a consequence, for practical evaluation, our second point
is that it would be best to separate the training set and the
testing set (composed of the gallery and query).
Considering the above two points, i.e., the extendable nature
and the separation of train/test splits, we proposes a new
evaluation protocol on the currently available datasets.
Dataset Splitting. Motivated by [56], we propose a new
train/test splitting for cross-media retrieval. It separates the
training and testing data so that the training and testing sets
each has 50% of the categories, i.e., there is no class overlap
between them. Models are learned on the training classes only
and are directly tested on the testing set (gallery+query). The
3new splitting is in accordance with practical usage. Under this
circumstance, the trivial solution does not produce competitive
performance (to be shown in Section III).
Specifically, each dataset is separated into two parts: a
training set consisting of the data from half of the categories,
and a testing set consisting of the other half categories. Each
set is further separated into two subsets: a database subset
and a query subset. Using the four subsets, we evaluate cross-
media retrieval on two tasks as illustrated in Fig. 2:
(1) Non-extendable (non-XTD) retrieval: In this task, we
use the database subset of the training set to train the methods.
Then, each sample in the query subset of the training set is
used as a query to search its relevant heterogeneous data in
the training subset of the training set. The train/text classes
are identical, and it evaluates the performance of traditional
non-xtd cross-media retrieval.
(2) Extendable (XTD) retrieval: In this task, we still use
the database subset of the training set for training. But different
from non-xtd retrieval, we use the samples of the query
subset of the testing set as the queries to search their relevant
heterogeneous data in the database subset of the testing set.
There is no class overlap between the training and testing data,
and in this task it evaluates the extendability to new datasets.
To balance the influences of the different class splits, we
shuffle the categories and use N folds to define N such class
splits. The performances are averaged over the N folds to get
the final metric scores. In our experiments, we set N = 5.
Evaluation metrics. Two evaluation metrics are employed:
CMC curve and MAP.
We still use mean average precision (MAP) as a metric of
performance. MAP is the mean value of the average precision
(AP) scores of the whole queries, which can be formulated as
follows:
MAP =
∑Q
q=1 AP(q)
Q
(1)
AP computes the average value of the precisions along
with the variation of the recall, which is the area under the
precision-recall curve. In practice, the integral is replaced with
a finite sum over all the positions in the ranked sequence
of the retrieved documents. Given a query q, we define an
indicator δ(q, i) = 1 if the i-th retrieved document is positive,
and 0 otherwise. The precision at the kth rank is given by
P (q, k) = 1k
∑k
i=1 δ(q, i). Denote cl(q) =
∑N
i=1 δ(q, i) as
the total number of positive documents in the database, then
the average precision at k is:
AP(q, k) =
1
cl(q)
k∑
i=1
δ(q, i)P (q, i) (2)
Generally, we set k as the volume of the database so that
to omit the second parameter k in Eq. 2 for simplification as
Eq. 1.
MAP is a common metric of retrieval, which can reflect
the overall performance of the methods. However, it lacks the
insights into the details of the retrieval results. To overcome
this shortage, we use an additional metric: cumulative match-
ing characteristics (CMC) curve.
train and database
query
train database
query
(a) Non-extendable retrieval (b) Extendable retrieval 
images
texts
pairwise data
50% categories 50% categories
50% categories
50% categories
50% categories
Fig. 2. Train/test splitting of two retrieval tasks. (a) Non-extendable retrieval:
the training and testing data (query and database) are from the same 50%
classes, the database subset is used for training. (b) Extendable retrieval: it
uses the same training data in traditional retrieval, and uses the data of the
other 50% classes as the testing data (query and database). Classes are best
viewed in color.
CMC curve is a common evaluation metric used in person
re-identification [59], which represents the probability that the
positive results can be found within the top n ranks of the
returned list. No matter how many ground-truth matches are
there in the database, only the first match is counted in the
calculation. Compared to MAP, CMC curve is a fine-grained
metric, which shows the variation of precision with the ranks.
CMC curve is a good complementary metric for MAP.
TABLE I
SUMMARIZATION OF THE BENCHMARK DATASETS
Dataset Media Types Capacity # Categories
Wikipedia image/article 2,866 10
Pascal Sentence image/sentence 1,000 20
NUS-WIDE image/tags 67,994 10
III. EXPERIMENTAL RESULTS
In this section, we evaluate some methods on three bench-
mark datasets under the existing protocol and the new protocol.
These results can serve as the baselines for the future works.
A. Datasets
In our experiments, we employ three datasets: Wikipedia,
Pascal Sentence and NUS-WIDE. We summarize the three
datasets in Table I and provide dataset details as follows:
Wikipedia [10] contains 2,866 image-article pairs, and each
pair is labeled by one of its 10 categories. It has a training
set of 2,173 pairwise data and a testing set of the rest 693
pairs. In our experiments, we separate the database into the
four subsets partially based on its original separation. That is,
we build the database subsets from the original training set,
and build the query subsets from the original testing set.
Pascal Sentence [49] is a subset of Pascal VOC [47], which
contains 1,000 images of 20 categories (50 images for each
category). Each image is described by 5 sentences. In our
experiments, we treat the 5 sentences of an image together
as its corresponding texts. Besides, we use 80% data of each
category to construct the database subsets and use the rest 20%
data to construct the query subsets.
4NUS-WIDE [45] is a dataset that contains 269,648 images
with their associated tags. Each image belongs to at least one
of the 81 categories. In our experiments, we retain the images
belonging to the most 10 categories. Finally, we obtain a set
of 67,994 images. We use 60% data of this set to construct the
database subsets and the rest 40% data to construct the query
subsets.
B. Image and Text Features
For images, we extract the 6th layer (4096D) of Caf-
feNet [62], which is a simplified version of AlexNet [63] and is
pre-trained the 1,000-class ImageNet [64] dataset, as the image
descriptors. For texts, we use the word2vec model pre-trained
on the Google News dataset [65] to represent text documents.
We cluster the whole word vectors into a dictionary and
then encode each text document into a word-frequency vector
(1024D), i.e., the Bag-of-Words (BoW) feature.
C. Baselines
We compare the following real-valued and binary represen-
tations. The real-valued representations include:
• CM: correlation matching [10] employs canonical corre-
lation analysis (CCA) [11] to learn the uniform descrip-
tors.
• SM: semantic matching [10] learns two linear classifiers
that map data into the semantic concept probabilities.
• SCM: semantic correlation matching [10] is the combi-
nation of CM and SM.
• PLS: partial least squares [66] is a method to learn
common subspace to make corresponding data high cor-
related.
• BLM: bilinear model [67] is another common subspace
learning method.
• GMMFA: generalized multiview analysis (GMA) [12]
+ marginal Fisher analysis (MFA) [68] is a supervised
extension of CCA and is used to extend MFA.
• GMLDA: GMA [12] + linear discriminant analysis
(LDA) [69] is the same as GMMFA but is used to extend
LDA.
• CCA3V: three-view canonical correlation analysis [12]
incorporates a third view capturing high-level semantics
that comes from supervised ground-truth labels or unsu-
pervised clustering the tags.
• LCFS: Learning coupled feature spaces [13] learns two
projection matrices to map multimodal data into a com-
mon feature space and imposes `21-norm penalties to
select relevant and discriminative features.
• deep-SM: deep semantic matching [19] uses deep net-
works to replace the linear classifiers in SM.
The binary methods include:
• CVH: cross-view hashing [26] is the extension of spectral
hashing [70] to the cross-media case.
• SCMseq: the sequential learning of semantic correlation
maximization hashing (SCM) [29] aims to make the
distances of the hash codes equal to the similarities of
the label vectors and uses a sequential learning algorithm
to learn the hash codes.
• SCMorth: the orthogonal projection learning of SCM [29]
is the same as SCMseq, but uses an orthogonal projection
learning algorithm to learn the hash codes.
• CMFH: collective matrix factorization hashing [28] is
based on CCA and learns hash codes with latent factor
model from different modalities.
• LSSH: latent semantic sparse hashing [30] is based on
CCA and captures high-level semantic information, i.e.,
sparse coding and matrix factorization for images and
texts respectively.
• SEPHkm: semantics-preserving hashing (SEPH) [27] +
k-means transforms the semantic affinities of the training
data into a probability distribution and approximates
it with to-be-learned hash codes via minimizing the
Kullback-Leibler divergence.
• IMH: inter-media hashing [27] is another extension
method of spectral hashing [70].
• MM-NN: multimodal similarity-preserving hashing [42]
is based on a coupled Siamese neural network.
For the real-valued representations, the CNN and BoW
features described in Section III-B are projected onto a K-
dim subspace, where K denotes the number of training classes.
For the binary representations, the CNN and BoW features are
binarized to 8, 16 and 32 bits for evaluation.
D. Trivial Solution
We compare the trivial solution [56] under the non-
extendable and extendable retrieval settings. In a nutshell, the
trivial solution learns a classifier in the training set. Then,
the classifier assigns a class label to the gallery and query
images/texts. The system thus returns those images/texts of
the same class with the query. Note that, since there are a
number of images/texts predicted into the same class, i.e.,
these images/texts form ties, and we randomly assign them
a rank in the tie.
• TS: trivial solution [56] uses the multi-class logistic
regression to learn classifiers and uses the classification
results as the retrieval results.
• deep-TS: deep trivial solution [56] works in a similar
manner with TS, but uses deep networks to learn the
classifiers. The training process is the same with deep-
SM [19].
We compare TS and deep-TS with both the real-valued and
binary representation methods to evaluate the performance of
these cross-media methods. Note that for NUS-WIDE and
Wikipedia where 10 classes are used for training and testing,
TS and deep-TS only consume less than 4 bits under the new
protocol (5 class for training); for Pascal Sentence with 20
classes, TS and deep-TS only cost less than 5 bits under the
new protocol (10 classes for training).
E. Evaluation on Real-valued Methods
We first present CMC curves and MAP scores obtained by
the real-valued baseline methods detailed in Section III-C. The
results of the trivial solutions (TS and deep-TS) are also drawn.
Note that in the train/test splitting (Fig. 2), we ensure that
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Fig. 3. Evaluation results of real-valued representations on Wikipedia. CMC curves are shown. MAP is shown before the name of each method. (a) and (c)
represent the non-extendable retrieval results, while (b) and (d) are the extendable retrieval results. (a) and (b) denote image-to-text retrieval, while (c) and
(d) denote text-to-image retrieval.
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Fig. 4. Evaluation results of real-valued representations on Pascal Sentence. CMC curves are shown. MAP is shown before the name of each method. Retrieval
modes in (a)(b)(c)(d) are the same with Fig. 3.
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Fig. 5. Evaluation results of real-valued representations on NUS-WIDE. The MAP scores are shown before the names of the methods. Retrieval modes in
(a)(b)(c)(d) are the same with Fig. 3 and Fig. 4.
the non-extendable retrieval and extendable retrieval have the
same number of training classes and roughly the same number
of training samples. So their numbers are directly comparable.
The results on Wikipedia, Pascal Sentence, and NUS-WIDE
are shown in Fig. 3, Fig. 4 and Fig. 5, respectively. From these
results, we arrive at three major conclusions.
(1) The CMC and MAP scores of non-extendable re-
trieval are higher than those of extendable retrieval. For ex-
ample, MAP of semantic matching (SM) [10] decreases from
60.7% (Fig. 3(a)) to 29.4% (Fig. 3(b)), and its rank-1 accuracy
on the CMC curve drops from 56.5% (Fig. 3(a)) to 28.8%
(Fig. 3(b)). A similarly considerable performance drop can be
seen of other methods such as correlation matching (CM) [10],
bilinear model (BLM) [67], etc. This observation is expected
because the distributions of the testing data are more different
from the training data in extendable retrieval. In comparison,
for the non-extendable retrieval, the training and testing data
come from very similar distributions because they share the
same set of classes. We therefore speculate that testing on data
of another domain is a challenging and meaningful task since
the benchmarking methods behave poorly compared to their
performance of non-extendable retrieval. Regarding this point,
we think that transfer learning should be an effective strategy
in the future.
(2) While the trivial solution yields competitive accuracy
under the non-extendable retrieval settings, its advantage
is significantly reduced under the extendable retrieval
settings. For example, MAP rank of deep trivial solution
(deep-TS) [56] drops from 3 (59.8% in Fig. 3(a)) to 8 (23.6%
in Fig. 3(b)). Similarly, trivial solution (TS) [56] drops from
4 (54.5% in Fig. 3(a)) to 7 (25.3% in Fig. 3(b)). The possible
reason is that TS and deep-TS are based on classification and
they fit the class distribution tightly. In extendable retrieval it
is quite possible that the training and testing data come from
very dissimilar class distributions. Then, the learned classifiers
have a big chance to misclassify the testing data. We therefore
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breeds in loosely 
spaced colonies, 
nesting on cliff ledges 
or amongst boulders 
on steep slopes …
Seabirds have made 
numerous adaptations 
to living on and 
feeding in the sea. 
Wing morphology 
has …
The otters form the 
Lutrinae subfamily 
within the mustelids
and the Giant Otter is 
the only member of 
the genus …
Predators of adult 
nuthatches include 
owls and diurnal birds 
of prey (such as 
Sharp-shinned and 
Cooper's Hawks), …
The plumage of an 
adult Bald Eagle is 
evenly brown with a 
white head and tail. 
The tail is moderately 
long and slightly …
The antbirds are a 
group of small to 
medium-sized 
passerines that range 
in size from the large 
Giant Antshrike,  …
Raccoons usually 
mate in a period 
triggered by 
increasing daylight 
between late January 
and mid-March. …
Both sexes reach 
sexual maturity at one 
year of age. The male 
courts the female by 
swimming close to her 
with …
The Variegated 
Fairywren is 14–15 
cm (5.5–6 in) long and 
weighs 6–11 g (0.21–
0.38 oz).Rowley & 
Russell, p. 162 …
The Cattle Egret nests 
in colonies, which are 
often, but not always, 
found around bodies 
of water. The colonies 
are usually …
Once a common sight 
in much of the 
continent, the Bald 
Eagle was severely 
affected in the mid-
20th century by a …
Like all cats, the 
jaguar is an obligate 
carnivore, feeding 
only on meat. It is an 
opportunistic hunter 
and its diet …
Like all fairywrens, the 
Superb Fairywren is 
an active and restless 
feeder, particularly on 
open ground near 
shelter, but also …
Native Americans 
occupied the river 
valleys surrounding 
the Metacomet Ridge 
for at least 10,000 
years. Major tribal …
Grass is the guinea 
pig's natural diet. 
Their molars are 
particularly suited for 
grinding plant matter, 
and grow …
The last taxonomic 
delineation of the 
jaguar subspecies 
was performed by 
Pocock in 1939. 
Based on …
Although slightly 
smaller than gigantic 
relatives like 
''Giganotosaurus'', 
''Acrocanthosaurus'' 
was still among the …
The integument, or 
body covering, of 
''Psittacosaurus'' is 
known from a Chinese 
specimen, which most 
likely …
La Salle's mission had 
remained secret until 
1686 when former 
expedition member 
Denis Thomas, who 
had deserted in …
The plumage of an 
adult Bald Eagle is 
evenly brown with a 
white head and tail. 
The tail is moderately 
long and slightly …
Unlike multicellular 
organisms, increases 
in the size of bacteria 
(cell growth) and their 
reproduction by cell 
division are tightly …
In 1974 Ostrom
published another 
monograph on the 
shoulder of 
''Deinonychus'' in 
which he realized …
As a hadrosaurid, 
''Edmontosaurus'' was 
a large terrestrial 
herbivore. Its teeth 
were continually 
replaced and …
As of April 2008, 38 
species are 
considered by the 
IUCN to be near 
threatened or worse 
and therefore at …
Like all fairywrens, the 
Superb Fairywren is 
an active and restless 
feeder, particularly on 
open ground near 
shelter, but also …
Although ''Triceratops'' 
are commonly 
portrayed as herding 
animals, there is 
currently little 
evidence that they …
According to music 
critic and historian 
Harold C. Schonberg, 
the advent of the 
Industrial Revolution 
brought changes to …
Krill are an important 
element of the food 
chain. Antarctic krill 
feed directly on 
phytoplankton, 
converting the …
The Vishniac family 
fled from Lisbon to 
New York City in 1940, 
arriving on New Year's 
Eve. Vishniac tried for 
days to get a job …
The Brigantes were 
the major Celtic tribe 
in what is now 
Northern England; 
they had a stronghold 
in the locality at a …
At 17:40, ''West 
Bridge''s engine broke 
down once again and 
her crew was unable 
to repair it. ''West 
Bridge'', falling off …
Between 1830 and 
1832 the Mexican 
Congress passed a 
series of laws that 
seemed to 
discriminate …
In March 2004, an 
insurgent group in 
Iraq issued a 
statement saying that 
Zarqawi had been 
killed in April 2003 …
The Dry Island 
bonebed discovered 
by Barnum Brown and 
his crew contains the 
remains of 22 
''Albertosaurus'‘…
Even before he turned 
21-years-old in 363 
BC, Demosthenes 
had already 
demonstrated an 
interest in politics …
Sea otters consume 
over 100 different 
prey species. In most 
of its range, the sea 
otter's diet consists 
almost exclusively …
Ants communicate 
with each other using 
pheromones. These 
chemical signals are 
more developed in 
ants than in other …
Members of the 
nuthatch family live in 
most of North America 
and Europe and 
throughout Asia down 
to the Wallace Line …
It took almost 4 billion 
years from the 
formation of the Earth 
for the Ediacaran
fossils to first appear, 
655 million years …
''The Unforgettable 
Fire'' was released in 
1984. Ambient and 
abstract, it was at the 
time the band's most 
marked change in …
The leading cause of 
death among the 
North Atlantic Right 
Whale, which 
migrates through 
some of the world's …
In 1935, Stebbins was 
offered a genetics 
research position at 
the University of 
California, Berkeley 
working with …
The House Martin has 
a large range, with an 
estimated global 
extent of 10 million 
square kilometres. Its 
European …
Homer's personality 
and comic efficacy lies 
in his frequent bouts 
of stupidity, laziness 
and his explosive 
anger. He has a …
As described in the 
section Ions and the 
forces driving their 
motion, equilibrium or 
reversal potential of 
an ion is the value …
Nuthatches forage 
along tree trunks and 
branches and are 
members of the same 
feeding guild as 
woodpeckers …
Green Tree Frogs are 
very docile. They are 
nocturnal and come 
out in early evenings 
to call (in spring and 
summer) and hunt …
In January 1917, 
three Canadian Corps 
officers accompanied 
other British and 
Dominion officers 
attending a series …
''Amanita muscaria'' 
var. ''formosa'' sensu
Thiers, southern 
Oregon 
Coast''Amanita
muscaria'' is the …
The action potential 
generated at the axon 
hillock propagates as 
a wave along the 
axon.Bullock, Orkland, 
and Grinnell …
The Giant  Otter is an 
apex predator and its 
population status 
reflects the overall 
health of riverine 
ecosystems. It …
Mating starts in late 
autumn and continues 
to the end of winter. 
Little is known about 
mating behaviour or 
breeding grounds …
Less than a week 
after Vera's cub was 
removed from the 
polar bear enclosure, 
the zoo dedicated a 
website to her.  It …
Although his 
command was already 
"written off",Kesselring, 
''The Memoirs of Field 
Marshal Kesselring'', p. 
177 Kesselring …
From the 18th century 
onwards, Shaw and 
Crompton's economy 
was closely tied with 
that of Britain's textile 
manufacture during …
Since his death, 
Baker's reputation has 
steadily increased 
among critics and the 
reading public; and 
his works now have …
James Keenan was 
born in Ravenna, 
Ohio, on April 17, 
1964, the only child of 
Judith Marie and 
Michael Loren …
After the defeat of 
Pope at Second Bull 
Run, President 
Lincoln reluctantly 
returned to the man 
who had mended a …
Encouraged by the St 
Theresa's Hall 
success, Yeats, Lady 
Gregory, Æ , Martyn, 
and John Millington 
Synge founded …
The popularity of the 
novel extended to 
Ukraine, where a 
baroness named 
Ewelina Hańska read 
about Balzac's …
Particularly striking in 
his symphonic poems 
is Liszt's approach to 
musical form.Walker, 
''Weimar'', 308. As 
purely musical …
This boom was 
followed by the 
construction of a park 
system, designed by 
the Olmsted brothers' 
landscaping firm …
To complete her 
contract with 
Paramount Pictures, 
Wong made a string 
of B movies in the late 
1930s. Often …
Despite Cold War 
rhetoric by the West 
espousing a rollback 
of the domination of 
Eastern Europe by the 
USSR, and Soviet …
After the Boston 
Massacre, politics in 
Massachusetts 
entered what is 
sometimes known as 
the "quiet …
In summer 1938, the 
French press praised 
the demeanour and 
charm of the royal 
couple during a 
succesful State …
Because, in Trimmer's 
opinion, there was a 
dearth of good 
educational material 
to use in charity 
schools, she …
For reasons not 
entirely clear, Mack 
ordered Auffenburg
on October 7 to take 
his division of 5,000 
infantry and 400 …
For several months 
after the permanent 
camp was established, 
the colonists took 
short trips to  explore 
their surroundings …
The leading cause of 
death among the 
North Atlantic Right 
Whale, which 
migrates through 
some of the …
The relations between 
family members follow 
two patterns: the 
bonds of marriage 
serve mostly as 
Machiavellian …
As described in the 
section Ions and the 
forces driving their 
motion, equilibrium or 
reversal potential of 
an ion is the value …
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(a) Image-to-text retrieval
The Kakapo is the 
only species of 
flightless parrot in the 
world, and the only 
flightless bird that has 
a lek breeding … deep-SM
non-XTD retrieval
P@18: 0.94
deep-SM
XTD retrieval
P@18: 0.50
query
deep-TS
non-XTD retrieval
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deep-TS
XTD retrieval
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(b) Text-to-image retrieval
Fig. 6. Sample retrieval results of (a) image query 658 and (b) text query 9 on Wikipedia. The query is on the left. The first two rows correspond to the
non-extendable retrieval of deep-SM. The third and fourth rows correspond to the extendable retrieval of deep-SM. The fifth and sixth rows correspond to the
non-extendable retrieval of deep-TS. The last two rows correspond to the extendable retrieval of deep-TS. The performance drop of deep-TS is much larger
from non-extendable retrieval to extendable retrieval and it loses competitive accuracy under the extendable setting.
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(i) Non-XTD retrieval: I→T (32b)
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(k) Non-XTD retrieval: T→I (32b)
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Fig. 7. Evaluation results of binary representations on Wikipedia. CMC curves are shown. MAP is shown before the name of each method. (a)(c)(e)(g)(i)(k)
represent the non-extendable retrieval results, while (b)(d)(f)(h)(j)(l) are the extendable retrieval results. (a)(b)(e)(f)(i)(j) denote image-to-text retrieval, while
(c)(d)(g)(h)(k)(l) denote text-to-image retrieval. (a)(b)(c)(d) are the results of 8-bit hash codes, (e)(f)(g)(h) are the results of 16-bit hash codes and (i)(j)(k)(l)
are the results of 32-bit hash codes.
think that there is no trivial solution in extendable retrieval. In
Fig. 6 we present some sample query results of deep semantic
matching (deep-SM) [19] and deep trivial solution [56] (deep-
TS) in both non-extendable retrieval and extendable retrieval.
The performance drop of deep-TS is much more obvious.
(3) The performance of different methods w.r.t the
CMC curves is not consistent with MAP, but the rank-
1 accuracy is somehow positively related with MAP. For
example, correlation matching (CM) [10] shows the second
best performance w.r.t its CMC curve, but it has the lowest
MAP (21.6% in Fig. 3(a)). The rank-1 accuracy of CM is the
third lowest and is somehow consistent with its MAP. Similar
situation is observed for other methods such as GMLDA [12]
and bilinear model (BLM) [67]. The difference is caused by
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(c) Non-XTD retrieval: T→I (8b)
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(d) XTD retrieval: T→I (8b)
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(e) Non-XTD retrieval: I→T (16b)
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(f) XTD retrieval: I→T (16b)
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(g) Non-XTD retrieval: T→I (16b)
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(h) XTD retrieval: T→I (16b)
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(i) Non-XTD retrieval: I→T (32b)
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(k) Non-XTD retrieval: T→I (32b)
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Fig. 8. Evaluation results of binary representations on Pascal Sentence. CMC curves are shown. MAP is shown before the name of each method. Retrieval
modes in (a)(b)(c)(d)(e)(f)(g)(h)(i)(j)(k)(l) are the same with Fig. 7.
the definition of the two evaluation metrics. MAP is a global
metric and it averages the precision of the whole matches,
its score reflects the distribution of the matching documents
in the returned list. A high MAP can be gotten even if most
matches rank medially in the returned list. However, CMC
curve only counts the first match of each query and reflects
the possibility to find the (first) match at each rank. We think
the two metrics reflect different aspects of performance, which
are complementary to each other.
F. Evaluation on Binary Representations
We evaluate the binary methods with three code lengths: 8,
16 and 32. The experimental results on the three datasets are
illustrated in Figures 7, 8 and 9, respectively. The numbers in
the brackets denote the code lengths.
The findings obtained from the real-valued representations
still hold for the binary cases. Here we add some additional
observations specifically observed for cross-media hashing.
(1) As code length increases, the CMC curves and MAP
both undergo improvement for most methods, and vice
versa. The variations of the CMC curves are coincident with
the changes of the MAP scores between different code lengths.
For example, MAP of multimodal similarity-preserving hash-
ing (MM-NN) [42] improves from 60.8% (Fig. 7(a)) to 62.8%
(Fig. 7(e)), the CMC curve also has improvement in accuracy.
Exceptions exits. For example, MAP of SCMorth [29] drops
from 41.7% (Fig. 7(c)) to 29.3% (Fig. 7(g)) but CMC curve
is improved. A similar situation is observed for other methods
such as inter-media hashing (IMH) [27] and cross-view hash-
ing (CVH) [26]. The reason is that these methods are based
on CCA [11] and produce limited effective bits for the global
accuracy (MAP). We think that a longer code improves the
top-rank accuracy in general.
(2) The CMC curve may serve as a good discriminator
between methods under the cases of similar MAP scores.
The CMC curve can illustrate the differences of performance
even when with equal MAP scores. For example, MAP of
CVH is similar in Figs. 7(g) (21.6%), 7(g) (21.7%) and 7(k)
(21.9%), but the CMC curves are more discriminative. The
reason is that, compared to MAP, CMC curve reflects more
details of the search results. Regard this point, and we think
that CMC curve is a good supplementary metric for MAP.
(3) In most cases, the difference in performance (CMC
and MAP) of various methods is much smaller under
the new protocol. For example, in Fig. 7(b), the difference
of CMC and MAP between the methods is much smaller
compared to Fig. 7(a). Similar situation is observed for both
the real-valued and binary representation methods. This ob-
servation is expected because the discriminative knowledge
learned from the training data cannot be directly transfered
to the testing data under the new protocol. The drops of
8Rank
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
M
at
ch
in
g 
Ra
te
 (%
)
30
40
50
60
70
80
90
100
70.1% MM-NN
65.1% SCMseq
64.1% TS
62.9% deep-TS
50.9% LSSH
47.3% SCMorth
46.4% CMFH
44.8% CVH
43.8% IMH
35.9% SEPHkm
(a) Non-xtd retrieval: I→T (8b)
Rank
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
M
at
ch
in
g 
Ra
te
 (%
)
30
40
50
60
70
80
90
100
43.2% CVH
43.1% CMFH
38.6% SCMseq
38.4% LSSH
38.1% IMH
37.1% deep-TS
37.1% SCMorth
36.5% MM-NN
36.2% TS
35.0% SEPHkm
(b) Extendable retrieval: I→T (8b)
Rank
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
M
at
ch
in
g 
Ra
te
 (%
)
30
40
50
60
70
80
90
100
77.0% MM-NN
71.6% TS
69.7% SCMseq
62.9% deep-TS
48.9% LSSH
48.8% SCMorth
46.2% CMFH
45.6% CVH
43.6% IMH
35.7% SEPHkm
(c) Non-xtd retrieval: T→I (8b)
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(d) Extendable retrieval: T→I (8b)
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(e) Non-xtd retrieval: I→T (16b)
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(g) Non-xtd retrieval: T→I (16b)
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(h) Extendable retrieval: T→I (16b)
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(i) Non-xtd retrieval: I→T (32b)
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(j) Extendable retrieval: I→T (32b)
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(k) Non-xtd retrieval: T→I (32b)
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(l) Extendable retrieval: T→I (32b)
Fig. 9. Evaluation results of binary representations on Pascal Sentence. CMC curves are shown. MAP is shown before the name of each method. Retrieval
modes in (a)(b)(c)(d)(e)(f)(g)(h)(i)(j)(k)(l) are the same with Fig. 7 and Fig. 8.
performance reduce the difference between the methods. We
think the next challenge of cross-media retrieval is to solve
the knowledge transfer problem.
IV. CONCLUSION
This paper introduces a new evaluation protocol and exten-
sive benchmarking results for extendable cross-media retrieval.
The new protocol involves 1) a complete separation of the
training the testing sets and 2) a complete separation of the
training and testing classes. This protocol thus reflects the
extendable settings that have been largely ignored in the cross-
media retrieval community. Through the benchmarking results,
we demonstrate a significant performance drop from the non-
extendable retrieval settings to the extendable retrieval settings.
Moreover, we find that the classification trivial solution works
under the non-extendable retrieval but is less effective in
the extendable retrieval. These observations indicate that the
two evaluation protocols (the existing protocol and the new
protocol) are entirely different, and the practical usage seems
to favor the new protocol through our analysis.
In the future, we point out two critical research directions
apart from the common feature/subspace learning techniques:
First, transfer learning within each dataset should be
proposed. The model trained from a part of dataset is ex-
pected to be effective for another part of data with different
class distribution, both non-extendable retrieval and extendable
retrieval should be evaluated.
Second, generically applicable models that work on
different cross-media datasets are to be investigated. It
is expected that a generic model is trained on a large-scale
training dataset and the learned model is effective in all the
other testing datasets.
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