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COMPUTADORAS Y SISTEMAS DE INFORMACION 
1. Antecedentes 
Las primeras máquinas de calcular fueron los ábacos chinos y 
griegos. Siglos más tarde y basándose en la combinación y 
rotación de ruedas dentadas, Pascal diseñó máquinas de sumar 
y restar y Liebnitz de multiplicar y dividir. Babbage, en 
1882, diseñó una máquina analógica que podia "recordar" 
números para su uso posterior,aunque el escaso desarrollo 
tecnológico de su época le impidió construirla. 
A finales del siglo XIX aparece la tarjeta perforada, 
portadora de información codificada, junto con máquinas 
perforadoras, calculadoras, clasificadoras e impresoras que 
en su mayoría operaban mediante paneles de control que 
dirigían las operaciones por medio de conexiones eléctricas 
que se establecían en ellos. Cada vez que era preciso 
realizar una operación había que sacar el panel de control y 
reordenar sus cables, lo cual limitaba gradualmente la 
flexibilidad y velocidad del sistema. 
A partir de 1940 se empezaron a diseñar y a experimentar 
máquinas con "memoria", que acumulaban datos y los tenían 
disponibles para las operaciones requeridas. Entre esta 
fecha y 1944, la IBM produjo su computadora MARK I con 
circuitos electromecánicos en la que se usaba papel perforado 
con códigos para instruirla en ciertas funciones. 
Hacia esa misma fecha se construyó también el ENIAC 
(Electronic Numérica1 Integrator and Calculator) que, como 
su nombre indica, fue el primer auténtico computador 
electrónico. Tenía 18.000 tubos electrónicos que actuaban 
como interruptores y en 30 segundos podía hacer casi 20 horas 
de cálculo humano. 
En 1945, John von Newmann concibió la idea de construir 
una computadora con un programa completo de instrucciones en 
memoria, con lo cual la máquina se autoinforma. Se lograron 
asimismo dentro de la computadora velocidades de transferencia 
casi tan rápidas como la luz, que precisaban medidas en 
millonésimas de segundo. Por otro lado, al automatizarse los 
nuevos controles o instrucciones que dirigen el procesamiento 
de los datos, es decir los programas, se salvó la dificultad 




1.1 Las generaciones de computadoras eléctrónicas. 
La tecnología ha avanzado cada vez más rápidamente, 
pasando de la primera generación de computadoras - de 
válvulas electrónicas - a la segunda y tercera y aumentando 
progresivamente la velocidad en cáculos, al sustituirse de 
manera creciente los controles manuales por los automáticos. 
Las velocidades de proceso se llegan a medir ahora en 
milmillonésimas de segundo, con lo que la medida del tiempo 
cae fuera de los limites humanos. 
Lo mismo se puede calcular el número ^ con 10.000 
cifras exactas en unos segundos que comprimir la historia de 
20 años de una gran empresa en media hora. En resumen, se 
puede ver la diferencia entre las tres generaciones en el 
Cuadro N°l. 
2. Usos de las computadoras 
Los usos de las computadoras son innumerables. A 
continuación se detallan varios de los más representativos 
en la esfera del desarrollo económico social. 
2.1 Ingeniería y ciencias 
a) Investigación 
b) Cálculos 
c) Procesos industriales 
d) Análisis de sistemas 
e) Modelos 
f) Simulación 








2.3 AdminMiración de empresas 
a) Organización y métodos 
b) Inventarios 
c) Pago dé sueldos 
d) Archivos y control de personal 
e) Pensiones y seguros sociales 




CUADRO N°1 P â g* 3 
Factores técnicos de las tres primeras generaciones de computadoras 
PERIODO ' ' la. GENERACION 
1954 - 1959 
» 2a. GENERACION 
1959 - 1964 
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memoria principal 
Tambor magnético Núcleos magné-
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Características Individuales y Tendencia a la Concepto de 
de máquinas no relacionadas separación de sistema 
máquinas orien 
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solución de 
problemas cien 





da como entrada 
a una sola com-
putadora 
Procesamiento 
local de datos. 




les con entrada 
y salida por 
terminales 
remotos 
Programación Lenguaje de 
máquina y sistemas ensambladores 
Sistemas ensam 









Usos principales Administrativos, Control de in-
comerciales ventarios y de 
producción 
Fuente? J. Kanter, The Computer and the Executive, 




g) Investigación operativa 
h) Mecanización y automatización de la 
administración 
i) Estudio de mercados 
j) Redes de distribución 
2.4 Economía y administración pública 
a) Censos de población 
b) Listas de votantes 
c) Servicios públicos 
d) Control de la información (Planificación del 
trabajo, etc.) 
e) Desarrollo y planificación urbana 
f) Regulación del tránsito, medios de locomoción 
y transportes 
g) Registros de vehículos, patentes, etc. 
h) Sistemas de control, producción y 
distribución de la energía 
i) Indices económicos, balances comerciales, 
análisis de importaciones y exportaciones, 
estadísticas industriales y agrícolas, 
modelos econOmétricos, etc. 
2.5 Salud pública 
a) Administración de hospitales 
b) Registro de pacientes 
c) Estadísticas sanitarias y de accidentes 
d) Planificación de la salud 1 
2.6 Educación 
a) Registros de estudiantes, profesores y 
centros de enseñanza 
b) Control de exámenes (pruebas nacionales, etc.) 
c) Estadísticas escolares 
d) Incorporación de los nuevos adelantos y 
técnicas a la educación 
2.7 Documentac ión 
a) Recuperación de información 
b) Confección de catálogos y directorios 
c) Control de préstamos en bibliotecas 
/3. Definición 
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3. Definición y esquema 
Una computadora es un conjunto de máquinas y sistemas de 
control, conectados entre sí, que sirve para elaborar datos, 
realizar operaciones aritméticas y lógicas y ordenar 
información. Estas tareas se llevan a cabo mediante 
dispositivos de entrada, que recogen los datos y las 
instrucciones necesarias para llevar a cabo la tarea; 
dispositivos lógicos y de cálculo (unidad central de proceso), 
que elaboran y ordenan dichos datos, y dispositivos de salida 
mediante los que se expresan los resultados. También 
intervienen memorias que guardan información no utilizable en 
el momento, y unidades de control que supervisan el correcto 












La sincronización que permite el trabajo armónico de 
las máquinas independientes que forman una computadora no se 
debe a una serie de engranajes, sino al programa que se le 
inserte, lo cual constituye una de las mayores diferencias 
entre la computadora y cualquier otro tipo de máquinas. ün 
programa es un conjunto de instrucciones codificadas para 
que la máquina opere. Las instrucciones entran al computador, 
juntamente con los datos, por, medio de dispositivos físicos 
como los siguientes; 
4. Portadores de información 
4.1 La tarjeta perforada 
El portador básico de información es la tarjeta 
perforada, que es una tarjeta de cartulina especial aislante 
que tiene normalmente 80 columnas y 12 filas en las que 
pueden hacerse perforaciones, lo cual permite como máximo 80 
caracteres de información, ya que en cada columna sólo puede 
aparecer un carácter, siendo la combinación de las filas la 
que configura el código de dicho carácter. Las tarjetas se 
llevan a unas máquinas especiales que las perforan en los 
lugares establecidos por los códigos de cada carácter, 
previamente determinados. Estas perforaciones, al dejar paso 
a la corriente, permiten al computador "leer" o interpretar 
los caracteres que r»e han perforado. 
La información se vierte a ía tai-jeta en campos formados 
por grupos de columnas para cadr?. concepto determinarlo. Por 
ejemplo, un campo llamado TELEFONO constarla de varias 
columnas en cada una de las cuales vendria perforado el 
dSgitü correspondiente a los números telefónicos representados. 
4.2 Otros portadores 
La información puede venir también en cinta de papel 
perforado, en la cual la codificación se hace igualmente 
mediante códigos preestablecidos que son más variados y 
complicados que los de tarjeta. 
La información puede residir asimismo en cintas 
magnéticas, discos magnéticos, celdas de datos y tambores 
magnéticos, dispositivos en los que se estructuran los 
códigos mediante grabaciones magnéticas que el computador es 
capaz de detectar. 
En teoría cabria entrar información mediante cualquier 
sistema que tuviera la posibilidad de representar dos 
estados (perforado, no perforado? punto magnetizado, punto 
no magnetizado; interruptor cerrado, interruptor abierto, 
etc.) qué se pudieran asociar al paso o no paso de corriente. 





5. Dispositivos de entrada 
Los dispositivos que permiten la entrada de esta información 
hacia la memoria del computador para su proceso, son los 
siguientes: 
5.1 Aparatos lectores 
a) Lectora de tarjetas 
Es una unidad con un dispositivo de 
alimentación donde se colocan las tarjetas 
para ser leídas por unas escobillas 
eléctricas o dispositivos fotoeléctricos que 
convierten las perforaciones en información 
electrónica. La lectora de escobillas puede 
alcanzar una velocidad de lectura de 600 a 
mil tarjetas por minuto según el modelo. 
b) Lectora de cinta de papel 
Es otra máquina que interpreta los códigos 
perforados en cinta de papel. Es más 
rápida que la lectora de tarjetas (mil 
caracteres por segundo), pero presenta 
algunas dificultades de tipo técnico. La 
perforación se hace por ejemplo, acoplando 
la cinta de papel a cajas registradoras de 
supermercados, para obtener la información 
de las transacciones del dia. 
c) Unidad de cinta 
Esta unidad sirve tanto de entrada como de 
salida, ya que no sólo interpreta los 
caracteres magnéticos sino que también 
puede grabarlos. 
Las cintas magnéticas varían en tamaño y en 
densidad de grabación por lo que su contenido 
puede variar también. Un contenido de 
información típico, para una cinta magnética 
de 2400 pies de largo y una densidad de 
grabación de 500 caracteres por pulgada, es 
de 14 millones cuatrocientos mil caracteres, 
lo que equivale aproximadamente a 180.000 
tarjetas de datos. Aparte de la ventaja que 
supone manejar un carrete de cinta en vez de 




cuenta que la información de la cinta se puede 
borrar con lo que ésta está en condiciones de 
volver a grabarse, y que la velocidad de 
transferencia de esta unidad a memoria es 
rapidísima (30.000 a 180.000 caracteres por 
segundo). 
La cinta puede ser leída y grabada solamente 
en forma sucesiva, hacia atrás o hacia adelante, 
por lo que constituye un dispositivo llamado 
de acceso secuencial. 
d) Unidad de discos 
Estas unidades también sirven de entrada y 
salida, usando módulos de 6 discos montados 
en un eje central (pack). Las caras superior 
del primer disco e inferior del último no son 
utilizables por 3o que siempre quedan disponi-
bles 10 caras. En cada cara hay 200 pistas 
para caracteres, pudiéndose grabar un máximo 
de 3652 caracteres por pista, lo que da un 
total de 7.250.000 caracteres por cara. Al 
operar con discos se tiene la ventaja de que 
la grabación o lectura se puede hacer 
secuencialmente, como en la cinta, o 
directamente, por lo que esta unidad y otras 
similares se llaman dispositivos de acceso 
directo. Hay módulos de 11 discos que sirven 
no sólo como dispositivos de entrada y salida, 
sino también como memorias de respaldo para 
guardar información que no sea de utilización 
inmediata. 
e) Celdas de datos 
Las celdas de datos son también dispositivos 
de acceso directo de mayor capacidad. 
Poseen 10 celdas intercambiables, cada una 
de las cuales tiene 20 subceldas. Cada 
subcelda tiene 10 bandas magnéticas y cada 
banda magnética 10 pistas. Cada pista puede 
contener 2092 caracteres lo que hace un total 
de almacenamiento de 418.400.000 caracteres. 
f) Tambor magnético 
Es un dispositivo de acceso directo en forma 
de tambor, cuya superficie es susceptible de 




Su superficie está dividida en varias 
particiones (direcciones) - según el modelo 
y el sistema - cada una de las cuales es 
capaz de contener 200 caracteres de información. 
Cada carácter se configura mediante un código 
de 7 dígitos binarios. 
Una capacidad típica para el tambor, es de 
1.000.000 bitios de información. 
Es un dispositivo más lento y voluminoso que 
los anteriores por lo que su uso es poco 
frecuente. 
Estas últimas tres unidades se usan también 
como memoria o almacenamiento secundario 
auxiliar (de respaldo). 
5.2 Procedimiento de lectura o grabación 
La lectura o grabación de estas unidades se hace mediante 
instrucciones que dirigen las operaciones hacia la unidad 
correspondiente donde se encuentra la información, proceso 
que se llama direccionamiento. Hay varios tipos de 
direccionamiento como por ejemplo el número característico 
que da el fabricante a las unidades correspondientes. Estos 
números - unidad 2501 para la lectora de tarjetas, 1403 para 
la impresora, 2400 para las unidades de cinta magnética, 2311 
para la unidad de discos, 2321 para las celdas de datos, etc. 
en el sistema IBM, suelen figurar en alguna parte del programa 
para indicarle al computador el tipo de dispositivo que se va 
a usar. Cuando en las instalaciones existen varios 
dispositivos de un mismo tipo, hay que indicarle al computador 
el dispositivo exacto que se quiere utilizar de entre los 
posibles mediante un código que indica el tipo de dispositivo 
y, si hay más de uno, la posición relativa donde se encuentra. 
6. Memoria principal 
Toda la información debe pasar por la memoria principal o 
unidad de almacenamiento interno de la computadora para su 
elaboración o procesamiento. 
La memoria principal recibe toda la información de los 
dispositivos de entrada y después de procesada, la envía a 




La memoria almacena dos tipos de información; datos e 
instrucciones. Los datos son el tipo de información necesaria 
para solucionar el problema. Las instrucciones son un tipo de 
información codificada que indica cómo resolver el problema. 
6.1 Componentes 
Actualmente casi todos los sistemas de computadoras usan 
memoria de núcleos magnéticos, porque permiten una mayor 
capacidad y rapidez - que son las características principales 
que se desean en una memoria aunque las generaciones 
posteriores utilizarán probablemente otros sistemas más 
completos. 
Los núcleos son pequeños anillos de un material 
ferromagnético de 0.06" de diámetro y 0.025" de espesor, que 
se magnetizan al pasar una corriente de suficiente intensidad 
por dos alambres que los atraviesan. 
La intensidad de la corriente que pasa por cada uno de 
los dos hilos es la mitad de lo que requiere la magnetización, 
por lo que es necesario que dos hilos perpendiculares reciban 
la señal. La dirección de la corriente en los dos hilos 




Por consiguiente los núcleos magnetizables sirven como 
indicadores binarios (bitios). 
Estos núcleos están dispuestos en las intersecciones de 
una red de alambres que forma lo que se llama un Plano de 
núcleos. Plano de memoria o Matriz, de 64 x 64 núcleos, en 
la IBM/360. 
Como para configurar un carácter o un dígito se necesitan 
distintas combinaciones de bitios según los distintos códigos 
con que opera la computadora, harán falta tantos planos de 
núcleos como posiciones necesitemos para configurar él código. 
Por ejemplo, supongamos que vamos a trabajar en un 
código en el que la letra A se representa internamente por 
11000001. Necesitaremos 8 planos de núcleos paralelos, que 
configuran un octeto (byte). 
64 núcleos por plano 
/frara llevar 
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Para llevar la información a memoria y para su posterior 
recuperación, a cada octeto o grupo de octetos determinado se 
le asigna una dirección. Esta dirección es, simplemente, una 
posición correlativa en la que potencialmente puede ir 
cualquier carácter o grupo de caracteres, según el sistema de 
ue se trate. El direccionamiento va desde 0 a nk - 1 
nk = valor máximo de memoria). 
En el sistema IBM/360 existen varios tamaños de memoria, 
pudiéndose agregar memoria a una configuración determinada. 
El tamaño de la memoria se mide en K octetos (K bytes), 
(unidad igual a 1024 octetos) y determina la eficiencia y 
velocidad del sistema. 
La velocidad o tiempo de acceso se define como el tiempo 
que toma un carácter para entrar o salir desde su posición de 
memoria a la unidad de control de la computadora o viceversa. 
Este tiempo se mide en microsegundos ( 1 ms = 10""6 segs.) o 
en nanosegundos ( 1 ns = 10"9 segs.). 
La memoria es el paso intermedio entre las unidades de 
entrada y salida y la unidad central de proceso (UCP). 
7. Unidad central de proceso (UCP) 
Controla y supervisa todo el sistema, aparte de ejecutar las 
operaciones aritméticas y lógicas propiamente tales. 
Para ello cuenta con dos unidades bien diferenciadas: 
la unidad aritmética y lógica y la unidad de control. 
7.1 Unidad aritmética y lógica 
Realiza operaciones aritméticas elementales mediante 
registros o unidades parecidas a contadores, que están 
diseñadas para hacer operaciones en binario. 
Hace operaciones lógicas que permiten tomar decisiones, 
basándose en combinaciones de las tres operaciones elementales 




Operación "AND" ("Y") 
(Cicuito en serie) 
. / l 
A si-j B 
Los dos interruptores 
I y J tienen que estar 
cerrados para que pase 
la corriente. 
Operación "OR" ("0") 
(Circuito en paralelo) 
Uno de los interruptores 
I 6 J tiene que estar 





1 1 0 
0 0 0 
OR 1 0 
1 1 1 
0 1 0 










7.2 Unidad de control 
Actúa no sólo como coordinadora de todas las demás 
unidades de la UCP, sino de todo el sistema. 
Es la unidad encargada de leer las instrucciones que se 
encuentran en memoria, para un proceso dado, y de ejecutarlas. 
8. Unidades de salida 
Aparte de las unidades de cinta, disco, tambor magnético, etc., 
que ya vimos que servían tanto de entrada como de salida, la 
unidad de salida por excelencia es la impresora, que da 
resultados legibles. El tipo más corriente imprime unos 
listados a 1100 líneas por minuto y 132 caracteres por linea. 
También se pueden entregar resultados mediante tarjetas 
perforadas, aunque esta modalidad es muy lenta, mediante 
dispositivos visuales con terminales de rayos catódicos que 
semejan pequeños receptores de televisión, e incluso con 
dispositivos sonoros y orales. 
9. Consola 
La consola sirve para establecer comunicación directa entre 
el operador y la unidad central de proceso, ya que mediante 
ella se mandan y reciben instrucciones e información acerca 
del estado interno del computador y de la ejecución de los 
programas. 
Mediante la consola se le da al computador la indicación 
de cargar el sistema operativo (ver sistemas operativos) o de 
cancelar un programa. 
La consola consiste en un panel de control con luces y 
teclas que sirven para dar y recibir ciertas indicaciones y 
una máquina de escrbir, que es sla parte por donde se comunican 
el operador y la UCP. 
10. Canales 
La transmisión de la información desde la memoria principal a 
las unidades periféricas y viceversa se hace a través de 
canales o cables que permiten acoplar al sistema los equipos 
de entrada y salida y regular el tráfico de la información 
en virtud de sus características especiales. 
Se suele decir que actúan como pequeñas computadoras 
puesto que operan con instrucciones propias, comparten memoria 




En el sistema IBM/360 hay dos tipos de canales: 
10.1 Canal multiplexor 
Para control de dispositivos de baja velocidad (como la 
impresora, lectora, perforadora, etc.). Puede controlar 
varios dispositivos a la vez. 
10.2 Canal selector 
Se usa sólo con dispositivos de alta velocidad, 
admitiendo solamente uno cada vez. Se dice que trabaja en 
modalidad de ráfaga (burst) con velocidades de transmisión 
que van desde 250.000 octetos/seg. a 1.250.000 octetos/seg. 
El canal multiplexor también puede trabajar en modalidad 
de ráfaga. 
En cada canal existe una memoria de capacidad de 1 
octeto que actúa como sincronizador de velocidades y que se 
llama Memoria Tampón (buffer) el cual recibe información a 
velocidad de dispositivo y transfiere a velocidad de memoria 





11. Tipos de computadoras 
Son tantas las marcas y modelos de computadoras que resulta 
imposible enumerarlas. 
En Europa existen cerca de 10 fabricantes de computadoras; 
en el Japón alrededor de 7 y en los Estados Unidos más de 20, 
entre los que se encuentran las empresas gigantes IBM, 
Honeywell, Univac, National, NCR, Burroughs, General Electric, 
etc. 
De todos estos cerca del 80% del mercado mundial está 
en manos de la IBM, por lo cual la mayor parte de los manuales, 
las instrucciones, los libros sobre computación y, en general, 
todo tipo de información de procesamiento de datos se relacio-
nan con esa compañía. 
Cada fabricante tiene sus propios sistemas de máquinas 
y de programas de soporte y cada uno construye distintos 
sistemas y modelos. Incluso dentro de un mismo modelo se 
puede dotar a cada máquina de distintas capacidades conforme 
a las necesidades del usuario. A la combinación particular 
de equipos y sistemas operativos se le llama configuración 
de una computadora• 
Un mismo sistema, como el IBM/360, se ofrece en los 
siguientes modelos y capacidades: 










Como indicamos al principio, lo que pone en movimiento todo 
este conglomerado de máquinas son las instrucciones, mediante 
las cuales se activan los circuitos internos del computador 
para realizar cada función específica. 
/fcor ejemplo 
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Por ejemplo, una instrucción puede ordenar que la 
computadora lea una tarjeta de datos que hay en la unidad 
lectora y la lleve a memoria, con lo que se habrá ejecutado 
una operación de lectura. Otra instrucción puede indicar que 
compare dos cantidades e indique cuál es la mayor o que compare 
dos descriptores e indique si son iguales o diferentes, o que 
imprima lo que tiene en la dirección 300 de memoria. 
A todo un conjunto de instrucciones que formen un proceso 
lógico y ejecutable es a lo que se llama un programa, que tiene 
que estar ccdificado para que la máquina lo entienda. 
En última instancia, la máquina sólo entiende combinaciones 
de indicadores binarios, por lo que es necesario darle todas 
las instrucciones mediante una sucesión de códigos. Además de 
ordenar a la computadora, por ejemplo, que sume el dato A con 
el B y coloque el resultado en C, hay que darle toda la 
información referente al lugar en memoria que ocupan A y B y 
el lugar que ocupará C. 
13. Lenguajes 
Como la programación directa resultaría muy difícil, existen 
lenguajes intermedios o conjuntos de instrucciones simbólicas 
para hacerle más manejable, como los lenguajes ensambladores y 
los de alto nivel. 
Los lenguajes de alto nivel son parecidos al idioma inglés, 
común y, por lo tanto, son más comprensibles y manejables. 
El programador no se tiene que preocupar casi nada del 
funcionamiento interno de la máquina y le basta con aprenderse 
unas reglas de sintaxis relativamente sencillas. 
Estos lenguajes son muy diversos y están orientados hacia 
distintos tipos de problemas, por ejemplo, el PL/1 y el COBOL 
hacia problemas de tipo comercial; el FORTRAN y el ALGOL hacia 
problemas de tipo científico? el GPSS y el MPS, etc. hacia 
problemas de simulación; el KWIC, el KWOC y otros hacia la 
documentación. 
Casi todos estos lenguajes son universales, es decir 
cualquier marca de computadora puede trabajar con ellos. 
Los lenguajes ensambladores, en cambio, son menos parecidos 
al inglés corriente. A veces hay que tener en cuenta el 
direccionamiento en memoria. Su manejo, en general, requiere 
un conocimiento más profundo de las operaciones internas "de la 
computadora. Cada fabricante tiene, además, su propio lenguaje 
ensamblador, por lo que éstos no son de carácter universal. 
/A continuación 
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A continuación se muestra un ejemplo de cono resultaría 
la operación de sumar A con B en distintos tipos de lenguaje: 
De máquina 
01011000001100001100000000000110 01011010001100001100000000001010 01010000001100001100000000001110 
Ensamblador (Assembler IBM/360) 
L 3, A 
A 3, B 
ST 3, C 
Fortran 
C = A + B 
Cobol 
ADD A, B GIVING C 
14. Los compiladores 
Como, en última instancia, la computadora entiende sólo el 
lenguaje de máquina, existen programas traductores, 
incorporados en el sistema para cada lenguaje ensamblador o 
de alto nivel que se utilice. 
Estos traductores se llaman compiladores. Al compilar 
un lenguaje ensamblador se genera una instrucción de máquina 
por cada instrucción en lenguaje ensamblador. 
Al compilar un lenguaje de alto nivel se generan, en 
general, varias instrucciones de máquina por cada una del 
lenguaje. Por ello el procesods un programa consta de dos 






















15. Sistemas operativos 
Un aigtc.r.?. operativo consiste en un conjunto de programas de 
controTr ¿ntre los cuales figuran los compiladores, los 
programas utilitarios, etc., que hace funciones encomendadas 
anteriormente al operador humano, salvo las operaciones 
manuales de montar las cintas, cargar las tarjetas, poner los 
discos y otras análogas. 
El sistema operativo carga automáticamente cada programa 
en el momento en que tiene que utilizarse, lista los posibles 
errores, pasa de un trabajo a otro, automáticamente, etc., con 
lo que se logra aumentar grandemente la rapidez y seguridad 
de las operaciones. 
En general, un sistema operativo está compuesto por 
programas de control, de servicio y de proceso. 
15.1 Programas de control 
Se encargan, principalmente, de activar a los demás 
programas que intervienen en el proceso, de establecer la 
ligazón entre ellos, de manejar y analizar las interrupciones 
debidas a errores de cualquier tipo y de organizar la entrada 
y la salida de información. 
15.2 Programas de servicio 
Se encargan de la conexión, corrección y carga de los 
programas de proceso y de mantener y actualizar las distintas 
bibliotecas de programas que el mismo sistema operativo tiene 
incorporadas. 
15.3 Programas de proceso 
Son los compiladores, los programas utilitarios que 
realizan rutinas frecuentes, como copiar el contenido de una 
cinta en otra, imprimir el contenido de un disco, grabar un 
conjunto de tarjetas en una cinta, ordenar e intercalar, etc., 
y los programas del usuario que, en el momento de cargarse, 
pasan a formar parte del sistema operativo, ya que son 
tratados como datos del compilador. Estos sistemas 
operativos son elaborados por los propios fabricantes y 
vendidos por separado. 
Se presentan en forma de rutinas (operaciones 
normalizadas a las que se acude con frecuencia) grabadas en 
disco o en cinta, a partir de las cuales cada usuario se 




Dependiendo de la capacidad y del sistema, el fabricante 
entrega un cierto número de esas rutinas y, en el momento de 
instalar el computador, el usuario borra o agrega las rutinas 
pertinentes. Por ejemplo, a una empresa que sólo trabaje con 
programas de sueldos y nunca vaya a hacer trabajos científicos, 
le convendría borrar el compilador de Fortran, que nunca va a 
usar. A esto se le llama generar el sistema. 
Hay varios tipos de sistemas operativos, en cinta 
magnética o en disco - de diferente capacidad operativa - y 
dentro de cada sistema, varias versiones. 
La IBM, por ejemplo, posee los sistemas BOS (Basic 
Operating System); TOS (Tape Operating System); DOS (Disk 
Operating System);OS (Operating System). 
15.4 Funcionamiento de los sistemas operativos 
Veamos ahora como actúan estos sistemas en la práctica: 
Al empezar una serie dada de trabajos con un sistema 
determinado, lo primero que se hace es montar el conjunto 
(pack) de discos en que reside el sistema y, mediante un 
procedimiento más o menos mecánico, cargar una parte mínima 
de éste en memoria. Esta parte es suficiente para tomar el 
control a partir de ese momento y se encargará de llevar a 
memoria la parte del sistema que se necesite en un momento 
dado y de devolverla cuando no se necesite. De esta manera 
queda garantizado el máximo de control con el mínimo 
requisito de memoria. Mediante las tarjetas de control que 
elabora el programador se van dando instrucciones al sistema 
para que éste vaya ejecutando automáticamente todas las 
etapas del proceso, (ver gráfico N°l.) 
16. Formas de trabajo en computadora 
16.1 Trabajo en tanda (batch Processing) 
Cuando se procesan trabajos uno tras otro se ponen los 
programas de los usuarios uno a continuación de otro, 
mediante adecuadas tarjetas de control, y el sistema procesa 
totalmente cada uno, por orden de llegada, hasta su ejecución 
completa o su cancelación por errores en la compilación o 
ejecución. 
16.2 Multiprogramación 
Este sistema permite que varios trabajos distintos se 
procesen al mismo tiempo y no uno tras otro como ocurre con 
los trabajos en tanda (batch processincr) . En realidad la 
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un programa a Xa vez, pero eX computador admite todos Xos 
programas de una vez y estabiece un orden de prioridades, 
aprovechando los mementos en Xos que Xos programas principales 
requieren operaciones de entrada y saXida (que son atendidas 
por Xos canaXes) tiempo durante el cuaX Xa UCP queda Xibre 
para atender y procesar otros programas de menor prioridad. 
Para Xa muXtiprogramación hace faita, en primer Xugar, un 
sistema operativo capaz de manejarla y una capacidad de 
memoria suficiente, además de Xas consiguientes instrucciones 
para ios programas de controX. 
X6.3 Arriendo de Xa computadora sin operador 
(bXock time) 
En Xas dos modalidades anteriores eX usuario entrega su 
programa y sus instrucciones a Xa empresa de servicios y 
ellos se encargan de hacer todo eX trabajo de tipo manuaX como 
eX montaje de Xas cintas, discos, operación de Xa consoXa, 
controX deX correcto funcionamiento mecánico de Xas unidades, 
etc. 
En esta modaXidad de arriendo (bXock time) se Xe entrega 
Xa computadora aX usuario y éi se encarga de manejarXa. 
X7. Organización de Xa información 
Los datos, ccrao se ha indicado, vienen normalmente en campos 
que pueden estar en una tarjeta, cinta magnética, discos, o 
cuaXquier otro portador de información. 
X7.X Registro Xógico 
Los campos de datos no vienen separados arbitrariamente, 
sino que forman un conjunto conexo de información ai que se 
XXama registro Xógico. Este registro, que puede contener uno 
o muchos campos, forma una unidad de información superior. 
Ejemplos: 
a) Registro de identidad personaXs 
N°de Identifi j Nombre 
cación ! 
Dirección Profesión 
b) Registro de un Xibros 
# Control TituXo Autor Fecha Edición Precio 
/Los campos 
CIADES/WG . 1/L. 6 
Pág. 24 
Los campos de éste último caso (# Control, Titulo, etc.) 
forman el registro lógico correspondiente a un libro. 
Es preciso distinguir entre registro lógico (que contiene 
una unidad de información) y registro fisico (que es el 
portador de la información). 
17.2 Registro físico 
Los registros físicos son portadores físicos de información. 
No siempre se da el caso de que haya un registro lógico en 
cada registro fisico. 
Por ejemplo, si la información relativa a un individuo 
o a un libro, etc. no cabe en una sola tarjeta, tendríamos 




K (cada tarjeta) 






Sif por el contrario, se pudieran tener dos unidades de información en una sola tarjeta, tendríamos el caso de un 
registro físico con varios registros lógicos. 
Registro lógicojRegistro lógico 
de A . de B . 
/ 
/ / / 
DATOS DE DATOS DE A B 
V 
Registro físico (1 sola tarjeta) 
17.3 Registros bloqueados 
La cinta graba a medida que le llega la información y 
para esto tiene que adquirir una velocidad adecuada» Por lo 
tanto, cuando le llega una orden de grabación (o de lectura), 
se empieza a poner en movimiento y no efectúa la acción hasta 
que adquiere la velocidad precisa, lo cual origina espacios 
sin grabar de 3/4" entre registro y registro, que son un 
desperdicio muy grande en relación a lo grabado: 
DECELERA ACELERA 
3/8" 3/8" 1 y 





Para evitar estas grandes pérdidas se suelen grabar los 
registros bloqueados, grabando varios registros como si fueran 
uno solo, es decir, formando un registro físico con varios 
registros lógicos. 
B L O Q U E 
y N ^  
* 
* 
REG. 1 REG. 2 REG. 3 REG. ' 4 N S 
\ s-
1 REGISTRO FISICO » 4 REGISTROS LOGICOS 
El número de registros que figuran en un bloque se llama 
factor de bloqueo. En el ejemplo anterior el factor de 
bloqueo seria igual a 4. 
Los registros pueden ser de longitud fija o variable y 
el factor de bloqueo pu?*de variar en los distintos archivos, 
pero, en todo caso, el sistema se encarga automáticamente de 
procesar cada registro en forma separada una vez que se le 
da la longitud de registro y la longitud de bloqueo. 
17.4 Archivos 
Un archivo es un conjunto de registros, ordenados o no. 
En tareas de programación se emplean los siguientes tres 
tipos más importantes? 
17.4.1 Archivo secuencial puro 
Es aquel en el cual hay que pasar por todos los 
registros anteriores para leer o procesar un 
registro determinado, como, por ejemplo, los 
registros grabados en cinta o perforados en tar 
jetas. La lectora de tarjetas o las cabezas 
lectograbadoras de la cinta tienen que ir leyendo 
los registros secuencialmente. 
17.4.2 Archivo de acceso directo 
Son los archivos que se encuentran en dispositivos 
que permiten el acceso directo a un registro dado 
sin tener necesidad de pasar por los anteriores, 
como, por ejemplo, los archivos en discos, celda 




17.4.3 Archivo secuencia! indizado 
Reúne las ventajas del secuencial, ya que sus 
registros se encuentran ordenados, y del de acceso 
directo, puesto que se puede recuperar un registro 
directamente mediante los campos clave que llevan 
los registros del archivo. Los registros están 
ordenados por algún concepto determinado. El 
sistema se encarga de confeccionar Indices que en 
el momento de la recuperación le sirven para 
encontrar el registro que se desea. 
18. Diagramas y tablas de decisiones 
Un diagrama es un modelo o una representación esquemática y 
lógica de la solución de un problema determinado mediante 
ciertos símbolos. 
Los diagramas pueden diseñarse desde el punto de vista 
de las máquinas que intervienen en el proceso (o sistema) o 
desde el punto de vista de las instrucciones necesarias para 
resolver un problema. En este último caso el diagrama está 
más o menos detallado según la complejidad del problema 
(diagrama de bloque o diagrama de flujo). 
D I A G R A M A S 
MAQUINA 
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Para reogramas (diagramas de flujo) 






Las tablas de decisiones presentan las diversas 
alternativas lógicas de una determinada acción a seguir bajo 
diversas combinaciones de condiciones, lo cual permite al 
analista o programador considerar todas las facetas de un 
problema y seguir una decisión eficaz. La finalidad primordial 
de dicha tabla consiste en disponer y presentar la lógica de 
un sistema de tal manera que no quede nada sin cubrir y que 
pueda captarse con facilidad. 
19. Análisis de sistemas 
El análisis de sistemas se basa en una serie de técnicas muy 
variadas, que van desde la recopilación de datos hasta la 
simulación, destinadas a hacer un estudio de viabilidad o a 
aumentar la eficiencia de un sistema determinado. 
Cuando los problemas que se desea resolver son de tal 
magnitud que afectan a la mayor parte de la institución o de 
la empresa, el análisis de sistemas permite obtener y analizar 
toda la información necesaria para tomar decisiones como las 
siguientes: 
No hacer ningún cambio en el sistema 
Hacer ligeras modificaciones en el sistema 
Cambiar completamente el sistema 
En la actualidad, casi siempre que se habla de análisis 
de sistema se piensa en las computadoras ya que el análisis 
suele emplearse para determinar si es factible cambiar un 
sistema contable o administrativo de tipo manual o mecánico 
por otro sistema que opere mediante computadoras electrónicas. 
El análisis de sistemas determina cuáles son los canales 
y el recorrido de la información dentro del sistema, quiénes 
intervienen en el proceso, qué volumen de datos ha de 
manejarse, dónde se forman los estrangulamientos, qué 
relaciones existen entre los distintos procesos, con qué tipos 
de archivos se trabaja, etc. Una vez recogida y analizada 
dicha información, se procede a determinar si verdaderamente 
hace falta emplear una computadora, ya quepuede darse el caso 
de que se aumente la eficiencia del sistema con una simple 
reorganización de sus mecanismos y procesos. 
El análisis de sistemas es imprescindible cuando se 
piensa en adquirir una computadora, pues existe el peligro, 
ampliamente reconocido ahora en los Estados Unidos, de 
adquirir computadoras que no respondan a las necesidades 
reales de las empresas o instituciones, y el de la pérdida 
de recursos humanos y materiales ocasionado por no usar 




a que los usuarios desconocen realmente las posibilidades y 
las limitaciones de las computadoras. Hay que evaluar 
exactamente lo que significa el uso de la computadora en 
términos de gastos de funcionamiento y de rendimiento práctico. 
Se ha comprobado que aproximadamente un tercio del costo total 
de una computadora lo absorben realmente los equipos y las 
máquinas, en tanto que los dos tercios restantes han de 
destinarse a análisis de sistemas, programación, depuración, 
preparación y ejecución de los programas. 
Siempre que se decida cambiar un sistema por otro en el 
que se vaya a usar una computadora, hay que empezar por 
diseñar de nuevo el sistema, ya que si la influencia de la 
computadora va a ser grande (y debe serlo para su mejor 
aprovechamiento), puede afectar a toda la empresa o institución. 
El diseño del nuevo sistema deberá ser la conclusión lógica 
del análisis dol sistema anterior. Debe procurarse que la 
mayor parte de las operaciones que hay que realizar pasen por 
la computadora, lo que obligará a una redistribución del 
personal, que a su vez podría modificar otros sectores del 
sistema. Es necesario evitar a toda costa los estrangula-
mientos. Si desde un punto de vista económico es malo detener 
las actividades laboralos, parar, por otro lado, el trabajo 
de la computadora resulta catastrófico. 
El diseño del sistema conduce lógicamente al diseño de 
los archivos que se van a utilizar. En está etapa hs.y que 
preceder con gran cuidado, puesto que un buen diseño puede 
simplificar mucho la programación en una etapa posterior. 
Hay que determinar cómo, cuándo y para qué se van a utilizar 
dichos archivos, asi como también si se van a guardar en 
disco o en cinta y si van a usarse o no métodos de control 
de errores. 
Una vez diseñado el sistema, se puede proceder a 
confeccionar un diagrama que lo represente, parecido a un 
*eograma o diagrama de flujo, en el que cada símbolo 
representa un proceso. 
En resumen, se podría decir que los análisis de sistemas 
se basan ens 1/ 
a) Recopilación de los datos 
b) Análisis de los datos 
c) Diseño del sistema (con inclusión de programación 
y pruebas) 
1/ F. Robinson, C.R. Clough, D.S. Hamilton & R. Winter 
Oriel Press. - Systems Analysis in libraries en 




d) Ejecución del sistema 
e) Evaluación del sistema 
Se podría recomendar el uso de una computadora cuando: 
a) Las operaciones se hacen muchas veces b) El sistema opera con archivos muy grandes c) Se requieren cálculos muy complejos 
20. Aplicaciones de la computadora a la documentación 
La investigación documentaría y la recuperación de información 
y de documentación por métodos electrónicos está adquiriendo 
creciente importancia para manejar los datos que precisan las 
ciencias naturales y humanas y las actividades tecnológicas. 
Según J.B. Wiesnev y W.A. Rosenblith 2/, en la 
investigación documentaría intervienen los factores siguientes: 
a) Fundamentos matemáticos 
i) Teoría de las probabilidades, da la 
información y de los juegos. 
ii) Análisis numérico, análisis combinatorio. 
iii) Lógica matemática. 
b) Procesos de comunicación. 
i) Sistemas amorfos. 
ii) Tratamiento de información, cálculo 
automático, autómatas, telecomunicaciones, 
servo-mecanismos y control. 
c) Sistemas vivientes 
i) Lingüística, neurofisiologia, psicología 
experimental, comportamiento de grupos. 
Aquí nos vamos a ocupar primordialmente de los mecanismos 
que conducen al almacenado y recuperación de documentos 
mediante sistemas en computadoras. 
2 / V é a s e J. Lasso de la Vega, Manual de Documentación 




En general, un sistema de recuperación de información 
bibliográficas 
- Almacena información bibliográfica 
Usa descriptores o palabras clave para la 
descripción y acceso del contenido 
Debe minimizar el tiempo de búsqueda entre los 
enormes volúmenes disponibles 
Debe dar el máximo de información con el mínimo 
de esfuerzo y duplicación 
Produce índices bibliográficos como método 
principal de recuperación 
Debe tomar en cuenta las zonas de contacto 
existentes entre distintas especialidades 
Debe tratar de ser, en lo posible, compatible con 
otros sistemas de recuperación de información 
para facilitar el intercambio de datos. 
Se puede añadir que, debido a la gran cantidad de datos 
que deben manejar los sistemas de recuperación bibliográfica 
y a la exigencia de la rapidez de dicha recuperación éstos: 
Deben estar orientados hacia el adecuado proceso 
mecánico o electrónico que pueda llegar hasta 
aquellos sistemas más complejos que constan de 
muchos programas de procesamiento, archivos 
residentes en discos y cintas magnéticas, 
programas de respaldo y corrección de errores, 
y acceso mediante terminales de rayos catódicos. 
Para elaborar un sistema de información y documentación 
hace falta ante todo analizar el sistema al que se pretende 
llegar y estudiar los recursos de que se dispone. Un sistema 
de este tipo debe tender hacia la integración con otros 
sistemas análogos, por lo que es muy importante tener en 
cuenta los equipos y sistemas de las entidades correspondientes 
y, al mismo tiempo, evaluar los propios recursos, todo lo 
cual hace muy difícil establecer de antemano qué tipo de 
sistema conviene en cada caso. 
La FAO, la OIT, la OIEA, la OMS, la UNESCO, la UTI, la 
UNCTAD, la ONUDI, la Biblioteca Dag Hammarsjold de las 
Naciones Unidas y otras organizaciones internacionales que 
han establecido sistemas de recuperación de diversos tipos 
se encuentran con que uno de sus más graves problemas es el 
de la incompatibilidad entre los mismos. 
Otro problema importante que obstaculiza el desarrollo 
y las aplicaciones de los sistemas de recuperación es la 
falta de conocimientos que acerca de la elaboración 




desean implantar estos sistemas. Antes de empezar siquiera 
a pensar en el sistema que se desea, conviene llevar a cabo 
una labor de formación profesional en las nuevas técnicas 
que impone la metodología moderna, procurando que los 
programadores y analistas más estrechamente vinculados al 
campo científico y económico aprendan los métodos de 
documentación e información. 
Se describen a continuación dos ejemplos de sistemas de 
recuperación de información de organismos internacionales. 3/ 
21. Estudio de los programas de la QCDE 
El estudio del sistema de la OCDE se hizo a partir del 
análisis de una cinta magnética con una serie de programas 
no operativos, pero que configuraban el sistema. Esta cinta 
magnética fue grabada en una IBM/360 modelo 30, sin rótulos, 
de una densidad de grabación de 800 octetos por pulgada, 
desbloqueada, con 80 caracteres por registro, la cual fué 
enviada al CLADES como un principio de colaboración entre 
las dos instituciones. 
El sistema se basa, principalmente, en la creación de 
un diccionario de descriptores mediante un archivo secuencial 
indisado que se crea a partir de un archivo de descriptores 
en cinta magnética? la creación de una serie de índices, 
iisí.ados y archivos invertidos, clasificados por orden 
alfabético y un número de referencia o por materias, según 
el caso. 
Contiene una serié de programas para la preparación de 
la información de entrada y para su corrección posterior. 
En general, el propósito de los programas es almacenar 
en memoria las sinopsis de los documentos analizados mediante 
la Lista Común de Descriptores (LCD), para su posterior 
recuperación. 
Como entradas principales empleas 
Un archivo de sinopsis codificadas según 
instrucciones de uso de la LCD. Asume la entrada 
en papel perforado aunque se podría usar cinta 
magnética o tarjetas con ligeros cambios. 
3/ Véase un amplio examen de éste tema en A.M. Henderson, 
Electronic data processing in the United Nations family 





Un archivo de descriptores a partir del cual se 
puede crear un diccionario selectivo de descrip-
tores que correspondan al campo de la sinopsis 
de prueba, archivo que luego se copia en cinta 
y se usa como entrada para crear el diccionario. 
Para obtener resultados el sistema emplea varios programas 
que listan boletines e Índices en inglés y en francés. 
La mayoría de los programas están en COBOL, aunque hay 
varios en ASSEMBLER. Operan en una computadora IBM/360 modelo 
30, con el sistema operativo DOS (Disk Operating System), y 
tienen una asignación de memoria de 64K. También se opera con 
un terminal que facilita las operaciones en forma conversacional 
(conversational mode). 
22. Estudio de los programas de la OIT 
El sistema de la OIT se desarrolló paulatinamente a partir 
de un sistema que operaba con máquinas electromecánicas que 
manejaban exclusivamente tarjetas perforadas. 
En la actualidad, después de 7 años, ejecuta todos los 
procesos en computadora con casi todos sus archivos en disco, 
permitiendo el acceso a ellos mediante terminales remotas 
conectadas al computador. 
El sistema se llama ISIS (Integrated Set of Information 
Systems) y consta de tres sistemas principales independientes: 
a) Sistema de control de información bibliográfica 
b) Sistema de control de publicaciones periódicas 
c) Sistema de préstamos 
Cada uno de estos sistemas está compuesto por módulos que 
representan operaciones manuales o realizadas mediante 
computadora. 
Dentro del sistema de control de publicaciones periódicas 
hay un subsistema de circulación de revistas, responsable por 
el mantenimiento, actualización e impresión de las listas de 
circulación. 
También existe un sistema de evaluación y control que en 
general permite determinar la eficiencia de las búsquedas y 




El sistema opera sobre una base de datos de 40.000 
registros bibliográficos que contienen descripciones de los 
documentos? fecha, autor, título, idioma, etc., asi como 
una sinopsis en el lenguaje de origen. La sinopsis se 
divide en dos sectores, separados por un guión, el primero 
de los cuales contiene descriptores del contenido principal 
del documento y el segundo, descriptores de temas menos 
importantes. 
El diccionario de descriptores contiene unos 1200 
términos. Diariamente se incluyen en el sistema ISIS unos 
30 o 40 documentos. De cada documento se hace una descripción 
bibliográfica y un resumen analítico a base de descriptores 
marcados para su uso en computadora. Las entradas dan lugar 
a un boletín, descriptivo semanal, tarjetas para el fichero 
de la biblioteca y tarjetas perforadas para la computadora. 
Los datos de tarjeta pasan a los discos y cintas 
magnéticas para actualizar los archivos que darán lugar a la 
confección de Índices, catálogos, bibliografías, etc.-
Las búsquedas propiamente tales para la recuperación del 
documento por materias se hacen mediante combinaciones 
booleanas "AND", "OR", "N0T" de conjuntos de descriptores o 
elementos. Por ejemplos 
Si un usuario desea saber los documentos en inglés 
existentes en la biblioteca,sobre trabajadoras francesas ó 
alemanas, la fórmula de búsqueda es la siguientes 
( (A * B ) + c) + D 
FRANCIA ss A 
ALEMANIA = B 
TRABAJADORA = c 
# ING es D 
y los signos + y * representan las operaciones lógicas AND 
y OR respectivamente. 
El sistema opera principalmente con los siguientes 
archivos? 
Maestro 






Es un archivo que permite la conexion de un registro con 
su posición real en el disco mediante el número de serie, 
lo cual permite la recuperación directa del registro por 
medio de dicho número. 
Invertido 
Que permite la recuperación de los registros por 
distintos campos. 
Archivo de préstamos 
Es un archivo que contiene los préstamos que se han 
hecho. 
Archivo de publicaciones periódicas 
Que contiene todos los registros de publicaciones 
periódicas. 
Hay otros archivos que contienen otra información 
pertinente al sistema de "control de publicaciones periódicas 
y al sistema de préstamos, aparte de los consiguientes 
archivos para actualización (normalmente en tarjetas) y de 
respaldo. 
Estos archivos están en disco o en cinta. Los archivos 
en disco están en unidades 2314 y las cintas tienen una 
densidad de grabación de 1600 octetos por pulgada con 9 pistas 
y código EBCDIC. En resumen, hay 5 archivos de acceso directo, 
8 archivos organizados en forma secuencial indizada y 7 de 
acceso secuencial. 
En total existen 15 programas de recuperación, 8 programas 
de generación de índices, 8 programas de teleproceso, 5 
subrutinas utilitarias, 5 programas especiales para el sistema 
de préstamos y 4 programas para el proceso del subsistema de 
circulación de revistas. 
Estos programas están escritos en lenguaje Assembler y 
diseñados para procesarse en una,IBM/360 (modelo 30 o mayor) 
bajo control del sistema operativo DOS. Los programas que 
operan en terminales deben tener una asignación de memoria 
mayor o igual a 20K octetos. 
El alto nivel alcanzado por la OIT en el desarrollo de 
su sistema le ha permitido hacer también estudios analíticos 
para verificar la precisión y efectividad de sus módulos, lo 
que la capacita para determinar coeficientes de recuperación 
y precisión de la búsqueda y obtener porcentajes de los 
documentos pertinentes relacionados con la misma a fin de 




Según la OIT, las búsquedas bibliográficas son rápidas 
y baratas. El mayor costo de la recuperación electrónica de 
información bibliográfica consiste en la preparación de los 
materiales, como, por ejemplo, clasificación, preparación 
de Índices, confección de listas de descriptores, programación, 
pruebas, etc. 
Se estima que para mediados de 1971 habüS intercambio 
de cintas, con sistemas compatibles, entre la OIT, la OCDE, 
la PAO, la ONUDI, la UNESCO y la UNCTAD que permitirá manejar 
una gama de datos más amplia y evitará la duplicación en 
campos de interés mutuo. 
En ginebra, con participación de las Naciones Unidas, 
la OIT y otras organizaciones internacionales, se está 
estableciendo una central de procesamiento de la que se 
derivarán grandes ventajas económicas. 
23. Provecto de sistema CLADES 
Teniendo en cuenta lo anteriormente expuesto se ha elaborado 
un proyecto de sistema de recuperación de información para 
el CLADES, cuyos objetivos principales son la econcmia, la 
sencillez y su inmediata aplicación, junto con la mayor 
eficacia posible. 
Los sistemas de recuperación de la OCDE y de la OIT, ya 
estudiados, poseen terminales para la relación con el usuario. 
El sistema CLADES, en su etapa inicial, ofrecerá diccionarios 
y traducción al inglés de descriptores, índices bibliográficos, 
servicios de distribución selectiva de la información y otros 
análogos. 
El diseño del sistema es de carácter general y básico. 
Se proyecta como un núcleo alrededor del cual se iri 
formando, en el futuro, un sistema más complejo. Este núcleo 
está formado por una serie de módulos, relativamente 
independientes, compuestos de varios programas o procesos 
capaces de actuar independientemente o en conexión con el 
resto del sistema mediante ligeras modificaciones . El hecho 
de la relativa independencia de los módulos hace que se 
permitan cambios y se facilite su expansión con la repercusión 
mínima en el resto del sistema. 
Las pruebas que se han hecho se basan en los documentos 
de la CEPAL y de ía biblioteca de referencia del CLADES 
empleándose la computadora IBM/360 modelo 40 de la Universidad 
de Chile. Agradecemos la eficaz y generosa ayuda que nos ha 
prestado el señor René Peralta, Director del Centro de 
Computación de la Universidad de Chile con su consejo y 





Los programas se han hec^o en lenguaje PL/1, entre otras 
razones para que sean compatibles con el sistema PRIS de la 
Sede, que usa el mismo lenguaje. El PL/1 por otra parte 
ofrece facilidades para manejar la información y permite el 
control de la memoria por parte del programador, lo cual 
redunda en una mayor eficacia. Sin embargo no existe todavía 
ningún lenguaje de tipo general que permita el cómodo manejo 
de la información y de la documentación de una manera eficaz. 
En este campo los problemas son esencialmente distintos de 
los que surgen en las aplicaciones científicas o comerciales, 
por lo cual existe una cierta anarquía en el uso de lenguajes 
de programación en cuanto a la documentación se refiere. Se 
están usando Assembler, COBOL, PL/1, e incluso FORTRAN y ALGOL, 
de acuerdo, al parecer, con los conocimientos de los 
programadores de cada institución. Aunque siempre es posible 
adaptar un sistema a otros lenguajes, convendría normalizar 
el uso de uno determinado o incluso crear uno nuevo 
básicamente orientado hacia la documentación. Existen 
algunos de este tipo como el LISP y el SNOBOL. 
23.1 Primer módulo 
Se comenzó por la confección y prueba de un archivo 
secuencial indizado que contenía una serie de descriptores 
del ámbito económico y social, con su correspondiente traduc-
ción al inglés. 
Este módulo no sólo sirve para la comprobación posterior 
de descriptores válidos en otros módulos subsiguientes, sino 
también como traductor simultáneo a descriptores en inglés. 
Se creó el archivo por orden alfabético en español quedando 
este descriptor como campo clave de recuperación. 
Al pasarlo por el programa SORT el archivo puede crearsa 
con el campo clave en inglés para la recuperación desde dicho 
idioma. 
El módulo consta de dos etapas? la de creación del 
archivo secuencial indizado y la de recuperación, la cual ce 
puede llevar a cabo de dos maneras distintas: 
a) Independientemente 
Haciendo que el mismo programa lea por tarjeta 
la clave (descriptor) que se desea recuperar, con 
lo que confecciona un listado donde aparece el 
descriptor deseado con su correspondiente 




b) En relación con otros módulos 
Con ligeras modificaciones al programa, que 
pueden establecer la conexión de este módulo con 
otro que por algún motivo necesite conocer la 




















Por motivos técnicos, el archivo secuencial indizado 
tiene que formarse por orden alfabético, pero la recuperación 
se puede hacer en cualquier orden, ya que precisamente la 
organización secuencial indizada permite la recuperación 
directa mediante el campo clave. Si se intenta recuperar un 
descriptor no existente, el programa lo indica con un mensaje. 
23.2 Segundo módulo 
Este módulo consiste en el diseño de campos y de ciases 
de tarjetas para recoger la información pertinente al registro 
del documento. Una vez confeccionados los registros de prueba, 
se procede a la perforación de las tarjetas y a su pasada por 
un programa de corrección de errores y de validación de la 
información. Esto permite verificar la consistencia y 
vigencia de la información asi cono controlar los errores 
debidos a perforación, secuencia, etc., que invalidarían 
procesos posteriores. 
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23.3 Tercer módulo 
El tercer módulo se basa en la aplicación del KWIC 4/. 
El KWIC es un sistema de recuperación bibliográfica, que 
consiste en cuatro programas básicos, escritos en PL/1 y 
actúa bajo el control del sistema operativo OS (Operating 
System) en una asignación mínima de memoria de 44K. Para 
los listados que confecciona el KWIC usa también el programa 
incorporado SORT además de programas utilitarios del OS y dos 
subrutinas en lenguaje Assembler. 
Por medio de códigos, el sistema se encarga de confeccionar 
los índices y listados que se le pidan de acuerdo con el 
siguiente diagrama: 
4 / P . L . White KWIC/360 - Keyword in context indexing program 
for the IBM system/360. 
IBM (U.K.) St. Ann's House Parsonage Green Wilmslow 
Cheshire - 1968 
/Para ello 
CLADES/VíG. 1/L. 6 
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Para ello utiliza los programas siguientes: 
KWICA 
Se usa para elaborar la información de entrada. Lee las 
tarjetas, hace verificación de secuencia y puede 








De autores (autor y titulo) 
De descriptores (descriptor y titulo) 
KWIC (Keywork in context) 
KWOC (Keywork out of context) 
Programa de mantenimiento y actualización del archivo 
bibliográfico. También sirve para hacer un listado 
selectivo del archivo bibliográfico de acuerdo con 
distintas opciones. 
KWICC 
Mantenimiento e impresión selectiva de archivos de 
índices KWOC. 
KWICD 
Mantenimiento e impresión selectiva de archivos de 
índices K?tfIC. 
El KWIC permite llevar estadísticas de frecuencia de las 
palabras que se determinen. 














23.4 Cuarto módulo 
Este módulo es el que recuperará los documentos por su 
contenido. Constará de varias partes, unas manuales y otras 
de proceso electrónico, y se seguirán de cerca los métodos 
de búsqueda de la OIT, que ofrecen varias ventajas como, por 
ejemplo, la confección de fórmulas lógicas de búsqueda que 






Como se pretende dar máximas facilidades al usuario, no 
se le exigirá que aprenda códigos ni fórmulas. El usuario 
podrá pedir los documentos que le interesen en cualquier 
idioma que los documentalistas entiendan. Una vez que se 
sepa lo que le interesa al usuario, se procederá a configurar 
la fórmula de búsqueda más adecuada. 
En la fórmula se decidirá, sobre una base experimental, 
si se van a usar los descriptores o si se emplearán códigos 
que utilicen menos memoria. 
Inmediatamente después se procede a la perforación de la 
fórmula de búsqueda y a verificar, por comparación con el 
diccionario, si existen los descriptores de dicha fórmula. 
También se puede pasar por un programa que controle los 
errores y compruebe el funcionamiento de aquélla. 
Conviene esperar algún tiempo, cuya duración se 
determinará también experimentalmente, para confeccionar un 
archivo de búsquedas. Aunque evidentemente este método no 
es muy rápido, resulta, en cambio, muy económico y, conforme 
el volúmen de datos vaya creciendo se podrá pensar en cambiar 
este módulo por una operación con archivos de acceso directo 
o incluso con terminales remotas. 
23.5 Quinto módulo 
Este módulo es una consecuencia del anterior. Consistirá 
en los listados de documentos recuperados por las fórmulas de 
búsquedas. Operará con el archivo C2 que contiene las búsquedas 
de los usuarios, debidamente comprobadas y depuradas, y con el 
archivo Cl, que contiene el archivo bibliográfico con las 
sinopsis. Las fórmulas de búsqueda rastrearán la sinopsis de 
cada documento para ver si sus descriptores se ajustan al 
objetivo de las mismas. En caso positivo, se listará dicho 
documento y en caso negativo se pasará a otro registro hasta 





Lo dicho para el cuarto módulo es también válido aquí. 
Conforme dicte la experiencia y exija el volúmen de datos 
este módulo se podrá transformar "para su proceso en acceso 
directo. 
23.6 Conclusiones 
Este proyecto cubre así con un costo mínimo las primeras 
necesidades de los usuarios y suministra las bases para su 
desarrollo. 
Si el usuario quisiera saber los títulos o autores 
existentes se aplicaría el tercer módulo y, si necesitara 
una recuperación de materias, se utilizaría el quinto. Si, 
por el contrario, fuera un listado de descriptores lo que 
deseara, se usaría el primer módulo. El segundo y el cuarto 
sirven para la preparación de la información. 
La tendencia general de todo el sistema será la de ir 
aumentando el volúmen de datos, así como la eficacia y la 
rapidez, pasando paulatinamente a archivos de acceso directo, 
aunque, como el uso de estos últimos implica un costo mayor, 
habrá que procurar el equilibrio entre el número de documentos 
que se vayan a almacenar o a recuperar y el dispositivo que 
se emplee. 
Por el momento no hay posibilidad de usar terminales 
remotos. Cuando se instale en el CLADES un terminal se 
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Lectora de tarjeta 
Lenguaje de máquina 

























Nano segundo 10 segundos 
No (operador lógico) 
Núcleo magnético 






Posición de memoria 
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Procesamiento de datos 












































Tiempo de acceso 
Transistor 





Cathode ray tube 
- U -
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