The statistics of gray level differences have been successfully used in a number of texture analysis studies. In this paper we propose to use signed gray level differences and their multidimensional distributions for texture description. The present approach has important advantages compared to earlier related approaches based on gray level cooccurrence matrices or histograms of absolute gray level differences. Experiments with a difficult texture classification problem show that our approach provides a very good and robust classification performance in comparison to the mainstream paradigms such as cooccurrence matrices, Gaussian Markov Random Fields, or Gabor filtering.
INTRODUCTION
Texture analysis is important in many applications of computer image analysis for classification or segmentation of images based on local spatial variations of intensity or color. A wide variety of measures for discriminating textures have been proposed [4, 5, 11, 14, 17] .
A class of simple image properties. that can be used for texture analysis are the first-order statistics of local property values, i.e., the means, variances etc. In particular, a class of local properties based on absolute differences between pairs of gray levels or average gray levels has performed well; for example in the comparative studies of Weszka et al. [18] and Conners and Harlow [3] , in the application study of Siew et al. [12] , and in the analysis of texture anisotropy by Chetverikov [2] .
Usually different kinds of measures are derived from difference histograms, such as contrast, angular second moment, entropy, mean, and inverse difference moment. Whole distributions of gray level differences were used by Unser [15] .
He considered the approximation of a second order distribution by a product of sum and difference histograms as an alternative to the usual cooccurrence matrices. Experiments with Brodatz's [1] textures showed that the sum and difference histograms jointly performed about as well as the cooccurrence matrices. Difference histograms appeared to be much more powerful than sum histograms and performed, even on their own, about as well as cooccurrence matrices.
Ojala et al. [8] introduced some new spatial operators for texture classification and conducted a comparative study of various texture measures with nonparametric classification based on distributions of single features or joint pairs of features. Their experiments showed that a very good texture discrimination can be obtained by simple texture measures, like absolute gray level differences and local binary patterns.
The analysis of several cooccurring pixel values may improve texture discrimination, but the exponential growth of histogram size becomes a problem. Valkealahti and Oja [16] developed methods for reducing the size of multidimensional cooccurrence histograms, obtaining higher classification accuracies with reduced multidimensional histograms than with channel histograms and with wavelet packet signatures.
In this work we propose to use signed gray level differences, instead of absolute differences, and their multidimensional distributions for texture description, together with the earlier introduced Local Binary Pattern (LBP) operator which can be regarded as a simplification of signed differences. Section 2 describes the method and demonstrates its advantages over earlier related approaches: • in comparison to gray level cooccurrences, signed differences describe texture in a more compact and efficient form • signed differences are not affected by changes in mean luminance • in comparison to (multidimensional) absolute differences, signed differences provide more information about image texture and consequently are much more powerful
We evaluate the performance of signed differences with a difficult classification problem involving 32 Brodatz textures. For comparison purposes, results for multidimensional cooccurrence histograms and absolute difference histograms, as well for Gaussian Markov Random Field model and Gabor filtering are presented.
SIGNED GRAY-LEVEL DIFFERENCE HISTOGRAMS
In this section we demonstrate the advantages of signed gray-level differences over the traditional gray-level cooccurrences. As an example, we model the dependence between successive pixels in a monochrome texture image having G gray levels. The joint probability distribution of gray levels of successive pixels is denoted by p(g 0 ,g 1 ), g 0 ,g 1 =0,1,...,G-1. The two-dimensional gray-level histograms estimating p(g 0 ,g 1 ) , that is, the cooccurrence matrices, are very popular descriptors of texture. Without losing information, the gray level g 0 can be subtracted from g 1 giving distribution p(g 0 ,g 1 -g 0 ). Assuming that g 0 is independent of the difference g 1 -g 0 , the distribution can be factorized
Although an exact independence is not warranted in practice, the factorized distribution may still approximate the joint distribution accurately. Fig. 1a shows the average of distributions p(g 0 ,g 1 -g 0 ) computed from the 32 natural textures used in the texture classification experiments in Section 3. Fig. 1b shows the average error between p(g 0 , g 1 -g 0 ) and p(g 0 )p(g 1 -g 0 ). The average error is rather small in proportion to the average distribution, hence for this example the assumption of independence seems quite reasonable.
Cooccurring differences provide more information about local interpixel dependencies than the one-dimensional difference distribution p(g 1 -g 0 ). The present study evaluates the classification performance of two-, four-, and eightdimensional difference distributions. Computing cooccurring differences within 3x3-pixel subimages, we estimate distributions Even though signed differences are not affected by changes in mean luminance, great care should be taken to ensure that gray scale properties remain constant throughout the analysis procedure. This requirement applies to most well-known paradigms, e.g. cooccurrence matrices are by definition very sensitive to all changes in the gray scale. For this reason histogram equalization or normalization of the gray scale, either global or local, is often used prior feature extraction.
Quantization of the multidimensional difference space with vector quantization
Multidimensional difference distributions are advantageous over multidimensional gray-level cooccurrence distributions for the same reason as described above. The volume of the difference space equals (2G-1) k , where k=2,4,8, corresponding to the distribution we are estimating. If we would straightforwardly describe the difference space with a kdimensional histogram, we would obtain, even with modest values of G, very large histograms that are computationally expensive and suspect to statistical unreliability.
Instead of reducing G, for example, with simple requantization of each coordinate, we partition the k-dimensional difference space using vector quantization, which in terms of classification accuracy has been shown to be superior [9, 16] . For this purpose we employ a codebook of N kdimensional codewords, which have indices n=0,1,...,N-1. The codebook is trained with the optimized LVQ1 training algorithm [6] , by selecting 100 random vectors from each of the 1024 samples in the training set (see Section 3 for a detailed description on how the image data is divided into training and testing sets). The small black and white rectangles in Fig. 2a correspond to the locations of the codewords, when the difference space of p 2 is quantized with a codebook of 384 codewords.
We describe the difference information of a texture sample with a difference histogram. The mapping from the difference space to a difference histogram is straightforward. Given a particular k-dimensional difference vector, the index of the nearest codeword corresponds to the bin index in the difference histogram. In other words, a codebook of N codewords produces a histogram of N bins. The difference histogram of a texture sample is obtained by searching the nearest codeword to each vector present in the sample, and incrementing the bin denoted by the index of this nearest codeword. The difference histogram of a 64x64 texture sample is illustrated in Fig. 2b . 
Resembling texture transforms have been proposed in the past. Ojala et al. [8] suggested DIFFX/DIFFY, which corresponded to the joint distribution of absolute gray level differences in horizontal and vertical directions. In other words, the only difference to p 2 is that absolute gray-level differences were used instead of signed differences.
To realize the importance of this difference consider the following. Assuming d x and d y are the signed differences of adjacent gray levels in horizontal and vertical directions, we have four distinct pairs of signs of d x and d y corresponding to four different texture patterns, that is {sgn(d x ),sgn(d y )} = {(+,+), (+,-), (-,+),(-,-)}. Whereas DIFFX/DIFFY interprets these four patterns to be identical, p 2 treats them as distinct patterns, consequently providing more information about local image texture. This obvious advantage of signed gray level differences over absolute differences will be verified quantitatively in the classification experiments.
Important simplification: Local Binary Pattern (LBP)
Ojala et al. [8] also proposed the Local Binary Pattern (LBP) operator, which is a simplification of p 8 . In LBP the signs of the eight differences are recorded into an 8-bit number:
It is obvious that LBP contains less textural information than p 8 . The motivation in using LBP instead of p 8 is twofolded: LBP's gray scale invariance and computational simplicity. Effectively, whereas signed differences measure both the spatial organization (pattern) and the contrast (amount) of local image texture, with LBP we intentionally focus only on spatial structure and discard contrast as it depends on the gray scale.
LBP is by definition invariant against any monotonic transformation of the gray scale, i.e. as long as the order of pixel values stays the same, the output of the LBP operator remains constant. This makes LBP very attractive in situations where the gray scale is subject to changes due to e.g. varying illumination conditions which often have to be coped with in many applications, for example in visual inspection. Computational simplicity is another obvious advantage, as there is no need for the quantization of the feature space or other time consuming computations, but the easily calculated 8-bit LBP numbers are simply accumulated into a histogram of 256 bins. This results in a very straightforward and efficient implementation, which may come handy in time critical applications.
CLASSIFICATION EXPERIMENTS

Image data
The 32 Brodatz [1] textures used in the experiments are shown in Fig. 3 . The images are 256x256 pixels in size and they have 256 gray levels. Each image was divided into 16 disjoint 64x64 samples, which were independently histogram-equalized to remove luminance differences between textures. To make the classification problem more challenging and generic, three additional samples were generated from each sample: a sample rotated by 90 degrees, a 64x64 scaled sample obtained from the 45x45 pixels in the middle of the 'original' sample, and a sample that was both rotated and scaled. Consequently, the classification problem involved a total of 2048 samples, 64 samples in each of the 32 texture categories [16] .
Classification principle
The performance of a particular classifier was evaluated with ten different randomly chosen training and test sets. The texture classifier was trained by randomly choosing, in each texture class, eight 'original' samples, together with the corresponding 24 transformed samples, as models. The other half of the data, eight 'original' samples and the corresponding 24 transformed samples in each texture class, was used for testing the classifier. In the classification phase a test sample S was assigned to the class of the model M that maximized the log-likelihood measure where S n and M n correspond to the sample and model probabilities of bin n, respectively. 
Experimental results
We estimated distributions p 2 , p 4 , and p 8 , by partitioning the difference space with a codebook of 384 codewords. The codebook was trained with the standard optimized LVQ1 training algorithm, by selecting 100 random vectors from each of the 1024 samples in the training set. In other words, 102400 training vectors in total were presented to the codebook. As a rule of thumb, statistics literature often sugggests 10 entries per bin for a histogram to be statistically reliable. Therefore, we chose to use a codebook of 384 codewords, for it produces difference histograms of 384 bins, which corresponds nicely to roughly 10 entries per bin, given the effective sample size of 62 2 (the one pixel border is excluded in the computation of differences).
To demonstrate the advantages of signed gray level differences over the traditional gray level cooccurrences, we repeated the experiment using following distributions, Cooccurrence distribution H 3 corresponds to p 2 , H 5 to p 4 and H 9 to p 8 , meaning they utilize the same interpixel information as the corresponding difference histogram. Other factors of the experiment remained exactly the same, i.e. a codebook of 384 codewords was used to partition the cooccurrence space etc.
To demonstrate the superiority of signed gray level differences over absolute gray level differences, we repeated the experiment estimating distributions all other factors of the experiment remaining exactly the same. Note that p 2 abs corresponds to the DIFFX/DIFFY operator proposed by Ojala et al. [8] .
Average classification accuracies over ten experiments are listed in Table 1 for each method. Corresponding standard deviation of the ten scores is given in parentheses.
We see that each signed difference histogram outperforms its corresponding cooccurrence matrix. This owns to the fact that signed differences provide a more compact presentation of interpixel relationships. The differences fall mainlywithin a narrower range than the gray levels, due to the high correlation between gray levels of adjacent pixels.
Further, we observe that for example with p 2 abs an average accuracy of 85.3% (std.dev. of 0.8%) is achieved, hence treating the four different signed patterns the same results in a significant loss in classification accuracy in this problem. LBP, p 8 's simplification, produces an average accuracy of 91.2% (std.dev. of 0.7%), hence discarding the contrast of the local image texture is penalized with about 5% loss in the average classification accuracy. The gray scale invariance of LBP has no impact as the gray scale properties of the texture images are strictly controlled.
COMPARISON TO GMRF AND GABOR FEATURES
We tackled the classification problem also with the Gaussian Markov Random Field (GMRF) and the Gabor features, which are widely regarded as the state-of-the-art methods in texture analysis. For feature computation we used implementations that are publicly available in the WWW. The implementation of the GMRF features was obtained from the MeasTex site, which is a framework for measuring the performance of texture classification algorithms, providing large image databases and source codes of standard paradigms [13] . For the Gabor features we used two different approaches, the generic design provided at the MeasTex site and the 'optimized' filter design of Manjunath and Ma [7] .
The MeasTex GMRF features were computed using the standard symmetric masks, and all models from the 1st order to the 7th were attempted. Additionally, the features of all seven models were combined into one large set of 73 GMRF features (row 'all' in Table 2 ).
The Gabor filter design at the MeasTex site includes three different wavelengths (2, 4, and 8 pixels) and four different orientations (0, 45, 90, and 135 degrees), providing a filter bank of 12 filters. The width of the Gaussian window was set to wavelength/2. The filter design strategy of Manjunath and Ma [7] is to reduce the redundancy in the representation by ensuring that the half-peak magnitude supports of the filter responses cover the frequency spectrum in a desired manner. We used their filter parameters (four scales, six orientations, and the lower and upper center frequencies of interest were set to 0.05 and 0.4, respectively), which produced a filter bank of 24 filters. In order to explore the effect of the spatial support of the filter designs all odd filter sizes from 3x3 to 19x19 pixels were attempted. In the classification we used both the mean and the mean and the standard deviation of the magnitude of the filtered images together as texture features. Hence a particular filter size produced 12 (mean) and 24 (mean and deviation) features for the MeasTex design and 24 (mean) and 48 (mean and deviation) features for the Manjunath and Ma's design. A common approach is to use only the mean, but as we observe from the experimental results, employing also the standard deviation improves the classification accuracy. Again, the features obtained with the nine different mask sizes were combined into large sets of 108/216 (MeasTex) and 216/432 (Manjunath & Ma) features (row 'all' in Table  3 ).
Both the multivariate Gaussian discriminant and the 3-NN classifier were used for classification. When the 3-NN classifier was used, the features were normalized to have unit variance. The results reported in Tables 2 and 3 are for the Gaussian discriminant as it provided slightly better performance. Because the GMRF and Gabor features extracted with a particular model or filter design are fairly correlated, the best classification accuracy is not necessarily obtained by using all features simultaneously, due to the curse of dimensionality. To maximize classification accuracy a stepwise search for best feature combinations was performed, including both forward and backward selection of features.
Since feature selection was optimized with respect to the classification accuracy on the test data, the results obtained can be slightly biased.
The poor results for individual GMRF models indicate that they are not suitable for this problem, mainly due to the crude normalization of the gray scale. A subset including on average 13-14 features from the combined feature set provides a decent average accuracy of 90.0% (std.dev. of 1.1%). The results for Gabor features are more interesting. We observe that the 'optimized' filter design of Manjunath and Ma does indeed better than the MeasTex's generic design and is also less sensitive to changes in spatial support. It is difficult to say to which exent the better performance attributes to the larger number of filters in the Manjunath and Ma's design, though. Interestingly, in their design the best average accuracy is achieved with the smallest spatial filter size of 3x3 pixels. With this small kernel the filters mostly detect primitives such as edges and lines occurring at a particular orientation and scale, less frequency information. Our results raise the question if too large filters (e.g. 17x17) are often used by default, considering that a larger filter is computationally more expensive, as well.
As expected, using the deviation of the magnitude of the filtered images in addition to the mean improves classification accuracy, especially in the case of the MeasTex's design. This is easy to understand as the magnitude distribution of several filtered images may have identical mean, but not necessarily identical deviation. The utilization of the magnitude distribution can be extended further to using the complete distribution instead of some parameters computed from it as is done by Puzicha et al. [10] , for example.
Regarding feature selection, the best result is obtained on average with 9 (mean) and 11 (mean and deviation) features for the MeasTex design, and with 11 (mean) and 12 (mean and deviation) features for the Manjunath and Ma's design. In the case of the combined feature sets the best subset determined by the stepwise search algorithm contained on average with just 13 or 14 features. This demonstrates the redundancy of these features. The results for the large combined feature sets show that using several filter sizes simultaneously improves the classification accuracy somewhat over individual filter banks. However, it is difficult to judge whether the small improvement justifies the increase in computational overhead. In comparison to signed differences none of the filter combinations can quite match the accuracy of operator p 8 . The best subsets of the combined set of 432 features of the Manjunath and Ma's design are closest with an average of 95.9% (std.dev. of 0.9%), but it goes without saying that there is no comparison in the computational complexity of these two approaches.
CONCLUSIONS
In this paper we proposed a method based on distributions of signed gray level differences for texture discrimination. As cooccurring differences provide more information of local interpixel dependencies, we propose to use joint two-, four-and eight dimensional differences. In comparison to traditional cooccurrence matrices the multidimensional histograms of signed differences provide a more compact texture description and are not affected by changes in mean luminance. In comparison to earlier used absolute differences signed differences contain by definition more information about local image texture.
Signed differences are very powerful if the gray scale properties of the image data are strictly defined. If complete gray scale invariance or computational simplicity are desirable properties, the LBP (Local Binary Pattern) operator should be considered. LBP is a simplification of the eight-dimensional signed difference operator p 8 , being by definition invariant against any monotonic changes in the gray scale. LBP is also cheaper in terms of computational cost, as it requires no a priori quantization of the feature space.
Despite its theoretical simplicity our approach is very powerful as the experimental results demonstrated. Even though we used only one spatial scale of 3x3 pixels to compute the signed differences, the results compare favorably to those of two mainstream paradigms, Gaussian markov Random Fields and Gabor filtering.
In order to improve our method we are currently working on incorporating multiple spatial scales in the presentation and developing a powerful rotation-invariant modification.
