In this paper we give a functional representation of the free -generated De Morgan quasilattice with two binary and one unary operations. Namely, we define the concept of super-De Morgan function and prove that the free De Morgan quasilattice with two binary and one unary operations on free generators is isomorphic to the De Morgan quasilattice of super-De Morgan functions of variables.
Introduction and preliminaries
It is well known that the free Boolean algebra on free generators is isomorphic to the Boolean algebra of Boolean functions of variables ( [7, 13, 17, 55] ). The free bounded distributive lattice on free generators is isomorphic to the lattice of monotone Boolean functions of variables ( [7, 13, 17, 55] ). In the papers [42, 43] we have introduced the concept of De Morgan function and proved that the free De Morgan algebra on free generators is isomorphic to the De Morgan algebra of De Morgan functions of variables. This is a solution of the problem posed by B.I. Plotkin (also see [44, 49, 50] ). In the paper [46] we have proved the completeness theorem for De Morgan functions.
Now let us define De Morgan algebras (lattices).
An algebra (Q; {+ · ¯}) with two binary and one unary operations is called a De Morgan algebra (lattice) if (Q; {+ ·}) is a distributive lattice and the algebra (Q; {+ · ¯}) satisfies the following identities:
= ( ) ( [3, 6, 7, 9, 20, 21, 29, 30, 37, 38, 41, 45, 52, 54] ). For example, the standard fuzzy algebra F = ((0 1); ( ) ( ) 1 − ) is a De Morgan algebra.
Apart from mathematical logic ( [2, 4, 8, 15, 16, 22, 26, 28] ) and algebra, De Morgan algebras (and De Morgan bisemilattices) have applications in multi-valued simulations of digital circuits too ( [10, 11] ).
For a definition of free algebras of a given variety see [17, 18, 53, 55] .
For the second order formulae (and the second order languages) see [12, 24, 25] . Let us recall that a hyperidentity [19, 31, 32] (or ∀(∀)-identity) is a second-order formula of the following form:
where ω 1 , ω 2 are words (terms) in the alphabet of functional variables X 1 X and object variables 1 . However hyperidentities are usually presented without universal quantifiers:
Here ω 1 and ω 2 are called second order terms or hyperterms. The hyperidentity ω 1 = ω 2 is said to be satisfied in the algebra (Q Σ) if this equality holds whenever every functional variable X is replaced by an arbitrary operation of the corresponding arity from Σ (a possibility of such replacement is supposed) and every object variable is replaced by an arbitrary element from Q. This concept first was considered in [5] for algebras with binary quasigroup operations.
A class V of algebras is said to satisfy a certain hyperidentity, if this hyperidentity is satisfied in any algebra of that class. In this case the hyperidentity is called a hyperidentity of the class V . The set of all hyperidentities of the given class V is called the ∀(∀)-theory or hyperequational theory of the class V and it is denoted by H V . If the class V consists of one algebra A then instead of H {A} we write simply H A.
Varieties of varieties are characterized by hyperidentities ( [56] ). The hyperequational theory of V is a part of its second order theory. The importance of investigations of the second order formulae (languages) for applied mathematics was first noted by L. Henkin, A.I. Maltsev, A. Church, S. Kleene, A. Tarski ( [12, 24, 25] ).
For example, in the term algebra of any Boolean algebra the following hyperidentity is satisfied:
for any positive integer . For the two-element Boolean algebra this hyperidentity means the equivalence of the corresponding two switching circuits.
If A = Q; Σ is an algebra and |A| is the arity of the operation A ∈ Σ, then the set
is called the arithmetic type of algebra A. A T -algebra is an algebra with arithmetic type T . An element of the T -algebra of words is called a T -word.
The hyperidentity 1 = 2 is called a T -hyperidentity, if 1 , 2 are T -words.
Let L be a system of T -hyperidentities. Denote by M T L the class of all T -algebras each of which satisfies all Thyperidentities from L. The class of T -algebras N is called a hypervariety of T -algebras if there exists a system of
In this case the class of T -algebras N is called the hypervariety of T -algebras defined by the system of T -hyperidentities L. Similarly, a variety of algebras is called a hypervariety if it is defined by hyperidentities [36] .
The concept of a hyperidentity is closely related to the category of algebras with bihomomorphisms ( ψ ) : (Q; Σ) ⇒ (Q ; Σ ) as morphisms (see [31, 32] ), where : Q → Q ,ψ : Σ → Σ , and the mappingψ preserves the arity of operations and for every A ∈ Σ, |A| = , 1 ∈ Q the following equality is valid:
This category we denote by A . (For applications of this morphisms (category) in cryptology see [1] .) Identical relations of this category are hyperidentities in the following sense: let U(X) be the T -algebra of words and let A = (Q; Σ) be an arbitrary T -algebra. The T -hyperidentity 1 = 2 holds in the T -algebra A iff the equality ( 1 ) 
which operate component-wise. For applications of superproducts see [33, 39, 51] .
Every T -hyperidentity is a T -hyperidentity for every set of positive integers T ⊇ T . It is obvious that if
is a consequence of L in the meaning of T -hyperidentities, then ω 1 = ω 2 is a consequence of L in the meaning of T -hyperidentities, for T ⊇ T .
The concept of the base of a system of T -hyperidentities and the concept of equivalency of two systems of T -hyperidentities are defined in the ordinary way. The hyperequational theory L has a finite base of hyperidentities, if there exists a finite subset
The proofs of the following results appear in the papers [34-36, 40, 41] .
Theorem 1.1.
The variety of lattices satisfies the following hyperidentities:
And conversely, every hyperidentity of the variety of lattices is a consequence of the hyperidentities: (1), (2), (3), (4).
Theorem 1.2.
The variety of modular lattices satisfies the following hyperidentities: (1), (2) , (3), (4) and
And conversely, every hyperidentity of the variety of modular lattices is a consequence of the hyperidentities: (1), (2), (3), (4), (5).
Theorem 1.3.
The variety of distributive lattices satisfies the following hyperidentities: (1), (2), (3) and
And conversely, every hyperidentity of the variety of distributive lattices is a consequence of the hyperidentities: (1), (2), (3), (6).
Theorem 1.4.
The variety of Boolean algebras satisfies the following hyperidentities: (1), (2), (3), (6) and
And conversely, every hyperidentity of the variety of Boolean algebras is a consequence of the hyperidentities: (1), (2), (3), (6), (7), (8), (9) .
All hyperidentities of the variety of Boolean algebras are consequences of one of its hyperidentities, i.e. the hyperequational theory of the variety of Boolean algebras is one-based.
Theorem 1.5.
The variety of De Morgan algebras satisfies the following hyperidentities:
(1), (2), (3), (6), (7) and
And conversely, every hyperidentity of the variety of De Morgan algebras is a consequence of the hyperidentities: (1), (2), (3), (6), (7), (10), (11), (12), (13), (14) .
The hyperequational theory of the variety of De Morgan algebras is not one-based.
For some applications of lattice-hyperidentities see [27, 30] . For hyperidentities of term algebras see [14, 23] .
Definition 1.6 ([47, 48]).
An algebra A = (Q; Σ) is called a De Morgan quasilattice if it satisfies all hyperidentities of the variety of De Morgan algebras.
For example, the superproduct of any two De Morgan algebras is a De Morgan quasilattice with four binary operations.
Note that from the hyperidentity (10) of De Morgan algebras it follows that any De Morgan quasilattice has a unique unary operation, which is usually denoted by¯.
For a set T ⊆ N = {0 1 2 } a De Morgan T -quasilattice is a De Morgan quasilattice with arithmetic type T .
Lemma 1.7 ([47]).

If a De Morgan quasilattice A = (Q; Σ) is subdirectly irreducible then there are at most two binary operations in the set Σ.
In [47] a structure theorem for De Morgan quasilattices with two binary operations is proved. Let us give the definition of De Morgan sum introduced in [47] to formulate that structure result.
Definition 1.8 ([47]).
Let A = (Q Ω ∪ {F }) be an algebra with a unary operation F . Let (Q Ω) ∈ I be subalgebras of the algebra A, and 6) For any -ary operation A ∈ Ω ( ≥ 2) and for any 1 ∈ Q we have:
where ∈ Q , ∈ I = 1 , 0 = 1 + + ; 7) For any ∈ Q we have:
where ∈ Q (cf. [40] ).
Theorem 1.9 ([47]).
An algebra A = (Q {+ · ¯}) with two binary operations + · and one unary operation¯is a De Morgan quasilattice iff it is a De Morgan algebra or De Morgan sum of De Morgan algebras.
Note that there exists a De Morgan quasilattice with two binary operations which is not a De Morgan algebra. For example, let A = (Q; + · ¯ ) be a (non-trivial) De Morgan algebra and take the superproduct A A. Now we consider its reduct B = (Q × Q; {∨ · ¯}), where ∨ = (+ ·) · = (· ·) ¯= (¯ ¯). Clearly, this is a De Morgan quasilattice with two binary operations. But it is not a De Morgan algebra since the absorption law is not valid in that algebra.
Auxiliary results
The T -hypervariety of De Morgan T -quasilattices, where T = {1 2}, is denoted by QD. Theorem 1.5 implies that this hypervariety can be axiomatized by finite number of hyperidentities.
As it was noted above, from the hyperidentity X ( ) = Y ( ) of De Morgan algebras it follows that any De Morgan quasilattice has a unique unary operation, which we will denote by¯.
Denote by QD (2 2 
Corollary 2.2 ([48]).
The set of all identities of the given class V of algebras is called the equational theory of the class V and it is denoted by E V . If the class V consists of one algebra A then instead of E {A} we write simply E A.
Denote E = D × D. We will identify the diagonal subset ∆ = {(0 0) (1 1) ( ) ( )} with the set D (we identify ( ) with ). And thus we will consider the set D as a subset of E.
Let us prove the following lemma. The second part is proved in the same way, we only need to notice that in this case also the identities τ 1 1 = τ 1 2 and τ 2 1 = τ 2 2 hold in the algebra 4.
Super-De Morgan functions
Let us start with the definition of De Morgan functions introduced in [42] .
Recall that D = {0 1} and the algebra 4 = (D; {+ · ¯}) is a De Morgan algebra. . To see this, first notice that Condition (3) means that if we switch the value of one variable of from 0 to or from to 1 and if the value of function is not then it can remain the same or switch to . Clearly this is also true in the case when we switch the values of some variables of from 0 to or from to 1. From Condition (2) it follows that the same argument will also be true if we replace by and by . We mean that if we switch the values of some variables from 0 to or from to 1 and if the value of function is not then it can remain the same or switch to . And this argument implies that if we switch the values of some variables from to 0 or from 1 to and if the value of function is not then it can remain the same or switch to (we can easily prove this by contradiction). For instance, let us prove that if we switch the values of some variables from to 0 and if the value of function is not then it can remain the same or switch to . Obviously, it is sufficient to prove this for the case when we switch only the value of one variable. We proceed to the proof by contradiction. Suppose α β ∈ D and β is obtained from α by switching a component of α from to 0 and also (α) = and (β) / ∈ { (α)}. Then α is obtained from β by switching one of the components of β from 0 to .
And as (β) = then (α) = (β) or (α) = (as we stated above). But (α) = (β) and so (α) = .
And finally if we switch the values of some variables from to and if the value of function is not then it can remain the same or switch to . To see this we can first switch the values of variables from to 1 and then switch them from 1 to .
Now all mentioned facts show that a De Morgan function preserves the order relation ρ.
Let (P; ≤) be a partially ordered set. A subset A ⊆ P is called an antichain [17] if any two different elements of A are not comparable with respect to the order ≤.
We can define the componentwise order of inclusion ⊆ on the set 2
And thus we turn that set into a partially ordered set. Below we will use antichains of that poset.
De Morgan functions can be represented in disjunctive normal form. Namely, for any De Morgan function of variables there exists a unique antichain S ⊆ 2
Here for S = Ø we set ( And finally note that De Morgan functions are precisely the term functions of the De Morgan algebra 4. For the proof of these results see [43] .
Recall that E = D × D. We define the operations + · ∨ ∧ ¯on the set E as follows. For 1 1 2 2 ∈ D we set:
where the operations on the right hand side are the operations of the De Morgan algebra 4. ; {∨ · ¯}).
Clearly these sets are antichains. We denote the De Morgan functions corresponding to these antichains by I and U respectively, i.e.
It is easy to see that for any nonconstant De Morgan function the following equalities hold:
And so we conclude that for any super-De Morgan function the following equality is true:
Now from the representation of De Morgan functions in DNF we conclude that for any super-De Morgan function :
(that are uniquely determined by the function ) with 
Now let us prove the main result of our paper. Proof. Let F = (Q; {∨ · ¯ 0 1}) be a De Morgan quasilattice and µ : ∆ → Q be a mapping. We prove that there exists a unique homomorphism ν :
Theorem 3.3 (Functional representation theorem).
→ F with ν| ∆ = µ. As we saw above, any element ∈ can be presented in the form 
Therefore ν is a homomorphism. The uniqueness of ν is evident.
This condition means that is uniquely determined by its restriction on the set D (which is a super-De Morgan function). Equality (17) is equivalent to the following:
Now we can write the equality (17) in the following way: Now the functional representation theorem can be proved in the same way as in Section 3, i.e. the algebra ( ; {∨ · ¯}) is the free -generated De Morgan quasilattice freely generated by the projections. Hence, the algebra ( ; {∨ · ¯}) is isomorphic to the algebra ( ; {∨ · ¯}).
