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Abstract
This thesis presents the calculation of optimum solar panel orientation for Gauteng
Province by adapting known sky transparency models to actual irradiance data.
Solar irradiance losses in the atmosphere are traditionally quantified by the Linke
turbidity factor. This study analyses the global irradiance measured in Gauteng
and attempts to reproduce the data in terms of irradiance models, such as Aras
et al (2006) model, Tsubo et al (2003) model, Scharmer and Greif (2000) model
and the Slob Algorithm (2006) model. Some of these models were adapted for local
atmospheric conditions, except for the Aras et al (2006) model and the Scharmer
and Greif (2000) model. The irradiance energy yields of a solar panel were mod-
elled taking into account orientation, season, time of day, and atmospheric losses.
The analysis models the irradiance using the Linke turbidity factor. This considers
the estimation of the direct component and the diffuse component, which are then
summed with an effort to match the measured irradiance and modelled irradiance
yield. The Linke turbidities determined in this manner are then compared with cor-
responding values given in an online solar irradiance calculation tool called PVGIS.
Parameters related to solar electricity were calculated, such as total irradiance for a
horizontal surface, average beam and diffuse components of the total irradiance, and
average energy yields of fixed PV modules to maximize energy output. Several equa-
tions are presented: Aras et al (2006) model (2.11) and Tsubo et al (2003) model
(2.12) which are used to decompose measured global horizontal irradiance to give
direct and diffuse irradiance components, Scharmer and Greif (2000) model (2.17
to 2.20) which give diffuse component in terms of Linke turbidity factor and Slob
algorithm (2006) model which give diffuse component as a linear equation (2.21)
and quadratic equation (3.1) fitted to diffuse component from Aras et al (2006)
and Tsubo et al (2003) models. In the Slob algorithm (2006) model, the diffuse
component is represented by the product of the cosine of the zenith angle and the
Linke turbidity factor. The performance of the Scharmer and Greif (2000) and Slob
Algorithm (2006) models from both Aras et al (2006) and Tsubo et al (2003) models
were analysed graphically and statistically with recognised methods, that are, Mean
Bias Error (MBE) and Root Mean Square Error (RMSE). The study has indicated
that the highest energy output was found at the tilt angles of 25◦, 18◦, and 0◦ on
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18 and 27 September, and 22 November 2015 and 50◦, 24◦ and 0◦ on 20 June, 21
September and 20 December 2016, respectively. The average optimum tilt angle
obtained was 20±0.3◦ for 3 days in 2015 and 20±0.3◦ for 3 days in 2016 and these
were through Aras et al (2006) model results, while the optimum average tilt angle
obtained through the Tsubo et al (2003) model was found to be 20±0.3◦ in 2015
and 20±0.2◦ in 2016 for the Scharmer and Greif (2000) model and 21.5±0.4◦ in 2015
and 21.5±0.3◦ in 2016 for the Slob algorithm model. The results established by the
models of Scharmer and Greif (2000) and Slob algorithm (2006) through Aras et
al (2006) model and Tsubo et al (2003) model indicated small differences between
their optimum average tilt angles. However, they are nearly equal to each other.
The result suggests that the tilt angle of 20±0.3◦ is regarded as the appropriate
placement angle for optimal periodic energy production at the chosen site.
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Introduction
Ground level solar irradiance is the chief factor in determining the effectiveness
of photovoltaic systems for electricity generation and solar heating devices. The
irradiance depends on geographical position, described by the longitude, latitude
and altitude, and also on atmospheric conditions, such as the water vapour content,
atmospheric composition, particulate matter (aerosols) and clouds [1, 2]. Many of
these result in a reduction in the received solar energy. Since irradiance signifies
the amount of solar rays that are intercepted by the panel of a unit area (W/m2)
[3], such facts may be helpful during modelling of the overall energy yield by a PV
panel for a specific time and site.
Since solar irradiance is a prime source for renewable energy technologies, it can
contribute to meeting the current energy demand and simultaneously lessen the
emissions related to coal power generation. Renewable energy is rapidly becoming
a priority of the international community to meet the current and future energy
requirements for domestic and industrial use. South Africa has one of the greatest
solar energy resources as compared to other countries in the world [4, 5]. The current
major sources of energy available for electricity production in South Africa include
coal, nuclear power, hydropower, wind and solar.
As stated above, South Africa is fortunate in that it is well endowed with non-
depletable renewable energy sources, notably solar energy as well as very high sky
clearness levels, even in the winter months [6]. The country has an average of
more than 2500 hours of sunlight annually and average direct solar irradiation levels
reaching 4.5 to 6.5 kWh/m2 per day, placing it in the top three in the world [7].
The prospects of evolving electricity production from renewable sources in South
Africa, especially wind, solar, biomass and small-scale hydro, has been acknowledged
[8]. To enable the best effective use of the country’s plentiful renewable resources,
the South African government has introduced appropriate policies, particularly the
Integrated Resource Plan (IRP) 2010, which outlines the growth for renewable power
1
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production [8]. The aim of the IRP 2010 was the determination of the long-term
electricity demand and also to show ways in which this demand could be met with
respect to generation and scheduling [7].
Solar power is one of the major unlimited and complimentary renewable sources in
the world. Given its availability in nearly all parts of the country, solar power is now
widely accepted as a potentially major energy source [9]. In addition, solar energy
has the advantage of being environmentally friendly because it does not pollute the
surroundings or produce any hazardous waste. Moreover, as of May 2013 there was
a photovoltaic (PV) production sector with yearly panel assembling capacity adding
up to 630 MW in South Africa [10, 11]. Solar data and resource mapping are being
established to encourage the usage of solar energy in the country and to enhance the
value of satellite-derived solar data available for the area. In determining the solar
resource available for PV, global horizontal irradiance data should be considered,
given that PV is sensitive to both direct and diffuse irradiance components [12].
The distinction between the two components of global horizontal solar irradiance
becomes important during the evaluation of the yield for solar energy generating
technology considered at a particular site [12]. As shown on the map in Figure 1.1,
the total yearly average global horizontal irradiance in South Africa demonstrated
that the country has excellent potential of using PV systems [13].
Figure 1.1: South Africa map indicating the total yearly average global hori-
zontal irradiance (www.solargis.info/pvplanner).
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Given its geographic location and high global irradiation, South Africa has good
potential for the utilization of ground based solar energy, especially in the Northern
Cape [14]. Photovoltaics have been the fastest growing of the renewable energy
sources in recent years. However, the past high cost of solar PV has generally hin-
dered its affordability with its counterpart energy sources [15] and it is vital that the
percentage of energy yielded per proposed station is maximised. This would ideally
be achieved by mounting the PV solar panel at angles facing to the Sun’s rays.
Long-term testing of sites under consideration is not always practical, so decisions
regarding the location and configuration of proposed solar power stations are often
based on available solar irradiation maps such as the one shown in Figure 1.1.
The commissioning of a regional network of solar monitoring stations has introduced
a new resource for solar irradiance data in the country [16]. This new resource is
known as the Southern African Universities Radiometric Network (SAURAN) [16].
Its purpose is mainly to make available long-term data of solar irradiance in locations
with high potential favourable for the placement of solar energy technologies. A PV
panel fixed at a tilt angle that is similar to the site’s latitude, in conjunction with
the azimuth angle that is north-facing (in the Southern hemisphere), is normally
expected to collect the maximum possible radiant energy [10, 17]. However, in this
case of photovoltaics, the situation is more complex, as the Sun in summer is closer
to the Earth as compared to winter in Southern hemisphere [18]. So to intercept
maximum irradiance throughout the year, the panel angle of tilt would need seasonal
adjustment.
A solar panel is a photovoltaic array or a collection of solar cells used to generate
electricity. Its energy-generating efficiency is a function of both the direct solar
beam, as well as the diffuse component, which consists of reflected and scattered
sunlight, that is, skylight radiation received by the panel. Power signifies that
portion of radiation that is incident on the panel surface and this has intensity at a
spectrum of wavelength, which eventually gets converted into power output by the
device [12]. These radiation components are in turn dependent on the atmospheric
composition, and their effect is highly influenced by the panel orientation, as well
as its angle of tilt with the horizontal surface [19]. With the increasing use of
solar power generation, there is a growing need to optimize the output energy of
these devices. Gauteng province in South Africa has seen a growth in domestic and
utility solar panel instalments, and this study proposes to analyse the optimal angle
of these.
The alignment of the photovoltaic panels in relation to the Sun directly influences
their energy yields [20]. Hence, its essential to optimally orientate the panels in
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the direction of the Sun so that their production increases. Optimum tilt angle is
expressed by the inclination which increases the level of captured solar irradiance
when panels are mounted on a horizontal plane [20]. This angle is influenced by the
site’s latitude and the day of the year [21]. Both the tilt angle and orientation can
be attained by means of a correct tracking system that trails the Sun’s trajectory
[22]. However, tracking systems are expensive and need high maintenance. Incorrect
positioning of the PV panel leads to a loss in energy output and poor returns on
investment [23]. It can be articulated by the fact that the optimum tilt and the
direction at which the panel is orientated affect directly the solar irradiance that
strikes the PV panel surface [24].
The optimum tilt angle for a PV panel, in the Southern Hemisphere, is generally
expected to be facing due north [19, 25, 26, 27, 28]. The tilt angle for panels located
in the Southern Hemisphere could be increased slightly in winter and decreased
slightly in summer [28]. Broadly speaking, PV panels perform best at tilt angles
which are similar to or less than the site’s latitude of where the study is conducted
[29]. Optimal tilt angle recommendations made for a PV panel in preceding works
include latitude (φ) suggested by Heywood (1971) [30], Yellot (1973) [31] and Chin-
nery (1979) [32], (φ ± 15◦) by Duffie and Beckman (1991) [33], where φ represents
the site latitude, and the two seasons are categorised in terms of two signs. The
positive sign is corresponding to a greater tilt which represents winter tilt, while the
negative sign corresponds to smaller tilt for summer [33].
Data of incoming solar radiation for Gauteng province is restricted to a few mea-
surement stations, and often only consists of readings over an hour on a horizontal
surface, encompassing the entire wavelength spectrum. The challenge is to model
the temporal characteristics of the irradiance, which would permit the derivation of
very accurate information on how the solar energy system performs [34].
Understanding of the temporal distribution of the direct and diffuse fraction of the
incident radiation is thus required to determine accurately the energy yield over the
Gauteng province. Solar irradiance research is essential in providing information
and knowledge regarding the optimum tilt angle and expected energy yields to de-
velopers of photovoltaic solar power systems, whether the scale of these is domestic,
medium or a full solar power station. Usually, each specified location and meteoro-
logical condition has a vital role to play when the PV systems yield calculation is
needed [26]. Hence, Webber and Winkler (2014) [26] emphasised that being able to
evaluate the impacts of these factors will assist in determining the economic viability
of a proposed installation and the optimal design, and estimation of the system’s
performance.
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1.1 Aims and objectives of the study
This study aims to provide researchers, the photovoltaic industry and even the
general public with information on how panels should be tilted in order to increase
energy collection in Gauteng during clear-sky conditions, when coming to using a
sample of six days. The chosen days have shown seasonal patterns when coming to
the Linke turbidity factors. The interesting thing was to see the influence of TLK on
solar irradiance around winter, spring and summer. Regarding TLK , Sethabane and
Winkler (2011) [35] explained that it varies by season and does not change much over
a month. Also learnt from Power et al (2001) [36], was that the absorption of global
irradiance by aerosol in South Africa has not changed considering that atmospheric
turbidity in the country has generally been stable with no evidence of any long term
changes. The uncertainty observed in the calculations of the average optimum tilt
angle may arise from the fact that few sample data have been considered. Hence,
there is likely to be some discrepancy between what has been estimated and what can
be produced by an experimental measurement or when using large sample of data
points. The basic idea behind the project was to test whether the various models
applied will provide adequate fits to these measured global horizontal irradiance,
with the wider investigation rather envisaged for future studies. Clouds directly
affect the optimum tilt angles of the solar panels because they may allow only a
small fraction of radiation to reach the panel surface and also create obscurity by
stopping the radiation downwards [37]. Hence, cloudy days were not considered in
this work.
The research also aims to quantify energy losses resulting from deviations from the
most efficient panel alignment. This study proposed to test the use of measured
global horizontal irradiance data to find the Linke turbidity factor, which in turn
determines the optimum use of irradiance in Gauteng clear-sky conditions. The
study aimed to compare and contrast irradiance methods by using the measured
daily global horizontal solar irradiance data in Gauteng. It aimed to apply the
decomposition and diffuse solar irradiance models in a clear-sky condition for the
atmosphere over the province [34].
Other than more obvious factors, i.e. latitude and altitude above sea level, the major
variable affecting radiation transfer through the atmosphere in otherwise clear con-
ditions is the composition and concentration of aerosols [38, 39]. Aerosol pollution
attenuates sunlight and significantly reduces surface solar radiation suitable for PV
electricity generation [40]. In particular, this study sought to understand how local
atmospheric turbidity affects the ground irradiance by scattering or absorbing light
[41]. This will help in identifying an accurate relationship between the turbidity fac-
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tors, the solar irradiance components and the effective energy yield of a solar power
generating device in different seasons and locations. The research investigated the
influence of turbidity, Rayleigh optical thickness, air masses and solar altitude or
zenith parameters.
1.2 Problem statement or hypothesis
Atmospheric composition modifies the solar irradiance received on the Earth’s sur-
face. Although solar irradiance data are now available for many sites, difficulties
are encountered in using these data for solar power generation estimates as they
consist primarily of total (global) radiation only and information of the direct and
the diffuse components are usually needed independently [34]. The relationships
between the direct and diffuse solar irradiance are only approximately known in
South African conditions. Solar irradiance relies on various parameters, that are,
latitude and altitude, location, season, day, time, and atmospheric water vapour
concentration [1, 42].
The atmospheric turbidity calculations were important for the determination of
optimal solar system design alignment. When designing solar energy generation
systems, it is crucial to consider both the quantity and the temporal distribution
of solar radiation at a location [43]. Another factor that has a significant effect on
solar radiation intercepted by a panel surface is the geometric arrangement, with
regards to the tilt angle and orientation that needs to be directed perpendicular to
the Sun, in order to increase the global captured irradiance [44].
This project proposed to use the existing decomposition models in the determination
of the direct and diffuse solar irradiance for cloud-free conditions in Gauteng with
the purpose of understanding how local atmospheric composition changes affect the
performance of solar panels. Since total and diffuse irradiance values for shorter
intervals than an hour are important for research and engineering applications [34],
the project is aiming to apply the Aras et al (2006) model, Tsubo et al (2003)
model, Scharmer and Greif (2000) model and Slob Algorithm (2006) model to predict
the diffuse irradiance component which was then added to the direct component
and finally compared with the measured total irradiance. The Scharmer and Greif
(2000) and Slob Algorithm (2006) models integrated the dependence of irradiance
on parameters such as the Linke turbidity, Rayleigh optical thickness, air masses
and solar altitude or zenith parameters.
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1.3 Motivation of the study
South Africa is one of the countries most gifted with solar irradiation [35]. The
ability to optimally use this resource would help the country in being able to meet
energy demands as well as being able to lessen emissions related to coal power
generation. Furthermore, solar power is easily accessible everywhere in South Africa.
With the recent massive expansion of solar power generation, the need for accurately
quantifying and understanding solar irradiation has never been greater [35].
Information on local solar irradiance together with the spectral dependence are im-
portant in designing optimal solar power generating systems. The optimal database
would be extensive measurements at the site in question. Yet, the insufficient radia-
tion measuring stations gives rise to the importance of using suitable solar radiation
models. As the direct or beam irradiance component is usually dominant, promi-
nence is frequently laid on the estimation of the beam component [45]. The study
used the four proposed models to calculate the beam and sky components on the ba-
sis of other freely measured quantities. It modelled the direct and diffuse irradiance
components from the global irradiance.
Estimation of the diffuse and direct normal irradiance on a horizontal surface are
desired for PV hardware system designs, including factors like solar panel tilt, panel
dimension, and day lighting applications [34]. The examination of PV energy system
design usually starts with the predictions of its performance on a cloud-free day [34].
Much of this study centres on the evaluation and interpretation of the direct, diffuse
and total solar irradiance. The knowledge of atmospheric transmittance is required
for the derivation processes of the surface solar irradiance components [43]. Solar
irradiance levels are important for solar power generating systems as the compre-
hensive performance for a PV system needs information on the variation of solar
irradiance [46, 47, 48, 49, 50, 51]. The study determined the relationships between
the direct and diffuse components for Gauteng clear-sky conditions, based on a site
in Randburg.
Knowledge of the temporal solar irradiance distribution is required for a diversity
of applications including: atmospheric physics, health physics, building design and
energy technology [24]. The direct or beam radiation is vital in the prediction for
the effective irradiance on solar concentrators [52]. As spectral measurements are
not available for the considered location, solar irradiance models using the Linke
turbidity factor as the transfer model are applied to produce the needed data [53].
The Scharmer and Greif (2000) model and Slob Algorithm (2006) model were finally
compared with available global horizontal solar irradiance data, and were used to
determine the optimal alignment. By comparing the modelled with the measured
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global horizontal irradiance was to verify the models capability of estimating irra-
diance data and also to see if the models used can reproduced the irradiance that
fits the measured for Gauteng cloud-free days, which rise the confidence level of the
model. The study investigated factors (i.e. the Linke turbidity factor, airmass and
dust) that account for the weakening of solar irradiance.
1.4 Thesis outline
This dissertation is arranged in such a way that Chapter 1 gives a summary on
the data of incoming solar irradiance state in Gauteng. Furthermore, within the
chapter, the aims and objectives of the study were provided, and then followed by
the problem statement and the motivation behind the study. Chapter 2 will only
focus on the theoretical background. Chapter 3 will examine the methods of how the
model was implemented to calculate the Linke turbidity factor and solar irradiance.
Chapter 4 will analyse the results. Chapter 5 will focus on analysis and discussion
and Chapter 6 will be the conclusion, followed by the References and Appendix A.
Chapter 2
Theoretical background
2.1 Introduction
Since South Africa is rich in renewable energy resources, it stands a special chance
of profiting from the greener development route [54]. Therefore, the nation has
shown a rising commitment to sustainable development, mainly in renewable solar
energy. Good solar radiation data is vital to optimise the usage of solar energy,
especially for photovoltaic systems [55, 56]. Most measuring stations produce only
global horizontal solar radiation datasets, yet, for various applications, diffuse and
direct components are essential. Due to this fact, several models were established
to correlate the diffuse component with clearness index [34, 57].
Photovoltaic solar energy collectors are irradiated by both direct and sky irradiance.
The sky irradiance component can in fact become stronger than the direct beam,
even in clear conditions, if panels are fixed and the beams incidence angle becomes
large [12]. From the above, it is evident that the PV panel will collect further energy,
if it is facing the Sun directly, that is when the Sun is upright above the position of
the panel surface [28].
In 1975, Kern and Harris [58] did a study where their primary focus was the de-
termination of the optimum tilt angle of the stationary PV panel around South
African locations, such as Pretoria, Durban and Cape Town. The study hoped to
present the optimum tilt angle from the use of the weather data, latitude and the
nature of the energy demand in the country [58]. In that study, they used daily
measurements of averaged horizontal irradiance collected from 1954 by the South
African Weather Bureau [58]. More recently, Bekker (2007) [59] used the standard-
ised measurements collected by South African Weather Services (SAWS), with the
hope of finding the PV panels optimum tilt angle for various places of South Africa.
The SAWS measurement were used because they were the main body of horizontal
irradiance measurement between 1983 to 1993 in South Africa [59]. The collected
9
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datasets encompassed the global and diffuse horizontal irradiance [59]. Matshoge
and Sebitosi (2010) [60] also used the Meteonorm software to identify both the opti-
mum tilt angle and the direction of the orientation for the PV panels around South
Africa. Their study included factors like wind speed and direction which could
make the solar panels cooler [60]. However, this was found to be irrelevant to solar
collector technologies [60].
Varying the tilt angle of a solar panel during the year through its daily and monthly
optimum values is not practical [61]. Hence, this study is aiming to calculate the
best tilt angle for the chosen days of the year 2015 and 2016.
Photovoltaic (PV) panels usually use silicon to transform the solar irradiance directly
into electrical energy [62]. Inside of each cell, there are layers of semi-conducting
material, so that, when light is intercepted on these cells, it generates an electric
field across the layers, causing the current to flow [63]. The intensity of solar ir-
radiance will determine the amount of electrical power each cell will generate [64].
An extended service life of more than 20 years and usually long guarantee periods
make this modern technology increasingly attractive [65]. With proper electronics,
PV systems can be grid connected or stand-alone, where they can be employed for
lighting, information technology power supply and other mechanical work. This
resource can be incorporated into buildings or other components of both city and
rural infrastructure. In South Africa, PV has mainly been used for off-grid (both
rural and urban) applications [66]. While panel efficiency and spectral dependence
are important factors, for this project these two factors are never treated. The study
focuses on the dependence of maximum global irradiance to the panel tilt angle.
This chapter summarises the literature on solar radiation, some decomposition mod-
els to calculate solar radiation on a horizontal surface that have been utilised in
previous studies, the Linke turbidity factor and the calculation of the optimum tilt
angles. However, the optimum tilt angle calculation remains the primary focus in
this study.
2.2 Modelling of the potential solar irradiance
Scientific and Engineering research has shown that deployment of solar energy sys-
tems can be improved by using of accurate terrestrial solar irradiance data in con-
juction with the derived models. However, accurate assessment of solar energy at
the Earths surface remains a challenge, owing to spatial, temporal and angular vari-
ability. These variations highlighted the importance of localized solar irradiance
measurements and models [43]. The modelling of the cloud-free irradiance com-
ponents of solar radiation is important in numerous usages of solar energy. Few
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models of varying complexity have been suggested in the literature, ranging from
simple empirical formulae to highly sophisticated special codes [67].
However, at present there is no definitive model that has been found that has been
optimised for South Africa, especially in Gauteng clear-sky conditions. The study
aimed to test four diffuse models, namely the Aras et al (2006), Tsubo et al (2003),
Scharmer and Greif (2000) and Slob Algorithm (2006) models, on a one-minute
interval measurements. The first purpose is to use the Aras et al (2006) and Tsubo
et al (2003) models to find the diffuse irradiance component that will be used to get
the direct normal component so that the Linke turbidity factor can be estimated.
In order to predict solar irradiance, this study explained solar position and extrater-
restrial irradiance component models first, which are known for all clear-sky models.
The study will adopt a standard extraterrestrial irradiance spectrum and then sub-
ject it to the reduction through some basic modelling of the atmosphere by using the
TLK factor for specific day of the year, the site altitude, and atmospheric composi-
tion. A calculation model to determine the Linke turbidity factor will be presented
beginning with the measured data of daily global horizontal solar irradiance. For a
given location, the calculation of direct and diffuse irradiance components on clear
days when using the Linke turbidity factor (TLK) information is useful, especially
for adopted solar radiation clear-sky models [68].
The Linke turbidity factor (TLK) signifies the required number of clear dry atmo-
spheres which are responsible for the absorption and scattering of extraterrestrial
irradiance due to the atmosphere without any particulate matter [69]. Based on the
aforementioned methods, it will be possible to provide highly realistic predictions of
the global irradiance on a clear day at specific sites. This study will examine models
for the clear-sky to estimate the direct and diffuse horizontal irradiance components.
It does suggest and applies a procedure for approximating the daily Linke turbid-
ity factors on clear-sky days, when using global horizontal irradiance and, after the
Linke turbidity factors are determined, they will then be utilised for calculating the
direct and diffuse irradiance components.
The direct and diffuse horizontal radiation components obtained from the Scharmer
and Greif (2000) and the Slob Algorithm (2006) models were converted into that of
the tilted surface by using the isotropic model, which was first proposed by Liu and
Jordan (1961) [70]. Hence, from the converted radiation, the optimum tilt angles
were calculated.
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2.2.1 Solar position
The position in which the Sun is located in the atmosphere has a strong influence
on the level of irradiance relative to the observer at a particular position on the
ground surface [71]. The information regarding these geometrical factors defining
the position of the Sun as observed from the ground surface is significant when
knowledge of solar radiation for a particular site and period are needed. There are
several fundamental geometrical parameters desired to define the locus of the Sun
at a particular place of the Earth where solar irradiance is of interest [71, 72, 73].
The Sun position is given by angles referred to as the solar zenith (θZ) and azimuth
angle (γs) and they depend on the time of day, latitude and longitude [71]. The
solar time (Tsolar) correlates the location of the Sun with regard to the viewer and
depends on the longitude at which it is estimated [74]. It can be calculated from
the standard time by using Equation (2.1).
Tsolar(mins) = Tlocal(mins) + 4(mins/deg)× (LongSM − Longlocal) + EOT (mins)
(2.1)
[74], where Tlocal is the actual time on the clock (standard time) relative to 00:00
(for example, 2:20 = 140 mins) and it is not different through the entire time zone,
Longlocal is the longitudinal position of the viewer in terms of degrees, LongSM is
the longitude for the standard meridian for the viewer’s time zone and is given by
LongSM = 15
◦ × (Longlocal/15◦)round to integer. It is expressed by means of degrees
and EOT (mins) represents the equation of time and is approximately given by
EOT ≈ 9.78 sin(2x)− 7.53 cos(x)− 1.5 sin(x), (2.2)
where x is expressed by x = 360/365[n− 81 + (hours− 12)/24] and n repesents the
repective day number of the year [75]. The solar declination angle (σ) is the angle
between the equatorial plane and the line linking the central axis of the Earth’s
sphere to the central axis of the solar disc, north being positive, and is expressed in
degrees. It can be approximated by Equation (2.3) [76],
σ = 23.45◦ sin
(
360◦(284 + n)
365
)
, (2.3)
where (n) represents the respective day number of the year starting from the 1st
January (i.e. n=1) and where 31st December is n= 365. The solar position θZ and
γs can be computed from the solar declination angle, latitude and longitude using
the following equations:
θZ = cos
−1[cos(φ) cos(σ) cos(ω) + sin(φ) sin(σ)], (2.4)
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where φ is the latitude of the site of observation (defined as the angle representing
if the site is on the north or south of the equator [76], north being positive and is
expressed in degrees), σ is the solar declination expressed by Equation (2.3), and
ω is the solar hour angle (defined as an angular displacement of the Sun, east or
west of the local meridian at 15 degrees per hour, being negative in the morning
and positive in the afternoon) in degrees [49, 77]. It is expressed as follows:
ω(deg) =
(number of minutes past midnight, Tsolar)− 720(mins)
4(mins/deg)
, (2.5)
where Tsolar is the solar time expressed by Equation (2.1). The solar angles from the
zenith are between 0◦ and 90◦ and angles above 90◦ indicate the Sun is below the
horizon. This does not consider refraction effects. As sunlight propagates through
the atmosphere, it becomes deflected and the Sun looks higher in the sky than
indicated by simple geometrical estimations. Hence, the sunrise and sunset times
derived from ωsr,ss = cos
−1(− tanφ tanσ) are only approximate. The solar azimuth
angle (γs) indicates the angle which is formed when the Sun is projected in the
horizontal surface and starting from north south while increasing in the clockwise
direction [71]. This angle is represented by the negative sign when it is in the east
of south direction and positive sign while it is in the west of south [71]. It is given
by the following equation:
γs = sign(ω)| cos−1
[
cos(θZ) sin(φ)− sin(σ)
sin(θZ) cos(φ)
]
| (2.6)
The solar altitude angle (often referred to as solar elevation angle) (αs) is the angle
between the horizontal and the line to the Sun and is calculated as a function of
time of day, expressed in degrees, using Equation (2.7).
αs = 90
◦ − θZ , (2.7)
where θZ is expressed by Equation (2.4). Furthermore, the position of the Sun in
the sky for a particular time of the year and during any time of the day can be
determined if the (θZ) and (γs) solar angles are known.
2.2.2 Extraterrestrial irradiance
To better comprehend the solar resource for energy production, it is necessary to
have a clear understanding of the spectral and temporal features of the irradiance
arriving at the Earth’s surface. There are small fluctuations in the radiation given
out by the Sun due to the solar cycle and the elliptical basis of the Earth’s orbit
CHAPTER 2. THEORETICAL BACKGROUND 14
around the Sun [71]. Variability also occurs because of atmospheric scattering (by
air, water, and dust) or atmospheric absorption (by ozone, water and carbon dioxide)
caused by changing aerosol concentrations [71]. The spectral irradiance reaching
the Earth at the outer edges of the atmosphere closely follows the Planck radiation
law, that is, the effective blackbody temperature of the Sun can be defined as the
temperature resulting from a blackbody which is radiating a similar amount of
energy per unit surface area as the Sun [71]. The effective blackbody temperature
of the Sun is T (≈ 5523 K) with the maximum emission in the visible region close
to 500 nm [71, 78]. The radiation given off by the Sun is nearly constant and the
intensity of this radiation can be characterized by an averaged solar constant [79].
The solar irradiance spectrum is expressed by the spectral distribution of the in-
cident flux on the surface of the Earth [80]. It spans the ultraviolet, visible and
the near-infrared parts and peaks in the visible region [80]. Figure 2.1 depicts the
solar radiation spectrum. It shows the energy of solar radiation for various wave-
lengths at the outer edges of the atmosphere (coloured yellow) and at sea level (red).
Also shown is the blackbody spectrum for 5250◦C, which is close to the theoretical
spectrum of solar radiation.
Figure 2.1: The solar radiation spectrum (sourced from [81]).
Extraterrestrial irradiance is explained in terms of the Sun intensity at the top
of the Earth’s atmosphere [71]. It fluctuates over the year due to the Earth-Sun
distance variation throughout the year resulting from the Earth’s elliptical orbit
[71]. Observations of variations in the Earth-Sun orbital distance makes it feasible
to determine the value of extraterrestrial irradiance on a given day of the year. The
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average irradiance on top of the atmosphere can be approximated by Equation (2.8).
I0 ≈ ISC [1 + 0.033 cos
(
360◦n
365
)
], (2.8)
where n is the day number and ISC ≈ 1367 W/m2 is the solar constant [45, 82]
(which is defined as the level at which solar radiation strikes a panel surface normal
to Sun’s rays, in free space, at the Earth’s mean distance from the Sun [34, 83]).
The eccentricity of the elliptical orbit is fairly small. As a result, the solar irradiance
at the outer edges of the Earth’s atmosphere varies by about ± 3.3% with respect
to the shown mean value of 1367 W/m2 [79, 84].
The maximum value of extraterrestrial solar irradiance is achieved for the minimum
distance between the Earth and Sun at perihelion on 4 January while the minimum
value corresponds to aphelion on 4 July [85].
2.2.3 Ground level solar irradiance
Irradiation data for a specific location are often available in the form of global and
diffuse horizontal solar irradiance values [59]. The global irradiance is the photons
that indeed reach a horizontal surface once the attenuation processes have taken
effect [72] in the atmosphere. Accessible global horizontal solar irradiance can be
directly measured with a pyranometer [86]. Nonetheless, it is usually required to
recognise the extent of beam and diffuse irradiance components for the purpose of
solar panel instalments on a large scale [87, 88]. The amount of global solar irra-
diance becomes affected, as it propagates through the atmosphere, by the pathway
distance, the clearness of the sky, and the extent and the variety of atmospheric
composition [72]. As shown in Figure 2.2, while part of the arriving irradiance is
reflected off clouds, atmosphere and the surface, some gets absorbed by the atmo-
sphere and clouds, and some penetrates into the Earth’s surface [1]. Larger aerosol
compositions in the atmosphere undergo interaction and absorption with some of
the radiation, but they also scatter light back into space, which causes the Earth to
warm in response [71, 72].
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Figure 2.2: The behaviour of incoming solar radiation (sourced from
www.physicalgeography.net/fundamentals/7f.html).
The variation of atmospheric conditions (such as, clouds, dust, and pollutants) fur-
ther modifies the intensity of solar irradiance throughout a year and even a day.
Atmospheric circumstances not only decrease the amount of irradiance arriving at
the horizontal surface, but also influence the irradiance distribution by weakening
the arriving light through attenuation processes and changing its spectrum [89]. Al-
though global solar irradiance data give a holistic view of solar energy potential on a
large scale, nearby relevant features, that is, the surrounding terrain may consider-
ably impact this potential of solar energy at a particular place [43]. The photovoltaic
modules are very sensitive to shading (e.g. tree branch and bird dropping), which
reduces the amount of radiation that is arriving at the PV panels [23]. This sug-
gests the importance of installing solar panels in spaces where they will be free from
shadow or obstructions.
Therefore, the panel surface must be kept free from dirt, so that it increases the
capturing of solar irradiance [90]. Sulaiman et al (2011) [91] suggested that the
reduction of energy output of the solar panel can be attributed to dust deposition
and also any formation of dust particles on the surface of a panel must be of great
concern. Thus, it will be important to remove such, so that the panel can perform
maximally. Furthermore, Xiao et al (2007) [92] emphasised that shading from trees,
dirt and bird droppings has a greater effect on the reduction of energy output of
a solar panel. Besides these stated factors, parameters such as humidity, dust and
wind speed have a greater effect on the solar panels performance, and should be
taken into consideration when designing them [90]. PV panels which are tilted with
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larger tilt angles will allow fewer dust particles to accumulate on their surfaces, and
thus leading to smaller transmittance drops [93].
2.2.3.1 Components of solar irradiance
In solar renewable energy, the incoming solar irradiance is considered as the most
significant aspect. It consists of beam and diffuse irradiance components that have
varying optical characteristics when hitting the panel surface [94, 95]. The beam or
direct irradiance propagates straight from the Sun’s disc to a panel surface, and its
emissions can be tracked from the direction of the Sun and then used to determine
solar geometrical angles [87]. The levels of beam irradiance arriving directly at the
panel surface can be affected by these angles. In order to raise the solar irradiance
captured by the panel surface area, the beam component can be concentrated di-
rectly to the panel surface [87]. As the atmosphere becomes clear, the intensity of
the beam irradiance increases [96]. Beam solar irradiance is measurable by direct or
indirect techniques. With the direct technique, usually a pyrheliometer is used in
measuring the beam irradiance at normal incidence angle. However, pyrheliometers
are expensive [97] and only few stations owned them.
With the indirect technique, beam irradiance is ascertained by subtracting diffuse
irradiance from global irradiance [98]. Usually this is done when global and diffuse
irradiance measurements are concurrently collected in the same place. However,
in this study, the diffuse irradiance was estimated from other parameters. Direct
irradiance may be as high as 1000 W/m2 or even higher during clear-sky days, yet as
little as 0 W/m2 if it is cloudy. Nonetheless, solar irradiance undergoes absorption,
scattering and reflection as it propagates through atmospheric matter [99]. The
process of scattering provides more diffuse solar irradiance component of global
solar irradiance [100]. The scattering of the solar irradiance is larger at low solar
angles compared to high solar angles, because the beam traverses a longer path in
the atmosphere.
The diffuse irradiance component emanates entirely from the sky vault and it cannot
be concentrated. It is usually measured with a pyranometer which can be fitted
with an occulting disc or shadow ring [87]. The occulting disk provides more precise
measurements. Nonetheless, this instrument needs a more luxurious Sun-tracking
scheme [96]. In this regard, measurements of diffuse irradiance are frequently taken
with a pyranometer using a stationary ring in the east-west axis [97]. This ring
stops direct irradiance and a lesser quantity of diffuse irradiance reaches the sensor,
and this results in marginally lower readings of diffuse irradiance [97].
The sum of direct and diffuse solar irradiance components on the Earth’s horizontal
surface is called global horizontal solar irradiance (Gh) [101]. The solar irradiance
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that arrives at the horizontal surface consists of a direct normal component (Bh)
from the direction of the Sun and a diffuse component (Dh) from all other directions
[101]. The three components (those are, direct (Bh), diffuse (Dh) and global (Gh))
horizontal solar irradiance on the Earth’s surface are related through Equation (2.9).
Gh = Bh +Dh = BN cos θZ +Dh (2.9)
where θZ is the solar zenith angle defined by Equation (2.4). Re-arranging this
Equation, the component of direct normal irradiance will be given by Equation
(2.10).
BN = (Gh −Dh)/ cos θZ (2.10)
Figure 2.3 illustrate the components of global solar irradiance:
Figure 2.3: The global solar irradiance components.
In this study, diffuse horizontal irradiance was estimated from the clearness index,
global irradiance and the Linke turbidity factor. The position of the Sun in the sky
gives no indication of the level of diffuse irradiance, and the quantity of diffuse solar
energy directly received by a specified panel surface is dependent on the section of
the sky observed by the surface [96]. The power of diffuse irradiance drops with the
increasing clarity of the atmosphere. It may reach a value of 200 W/m2 during a
cloudy day, yet a low value of 50 W/m2 during a clear-sky day, restricted to the site
[87]. Additionally, the output power of many solar panels drops with an increasing
portion of diffuse irradiance [102].
It is challenging to precisely determine the diffuse irradiance by using simple parame-
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terisation techniques that are applied when calculating the direct normal irradiance,
as its spatial distribution is usually unidentified and depends on time [103]. Diffuse
irradiance is sometimes approximated by three components; a circumsolar disk, hor-
izontal band just above the horizon and the remaining sky dome [104]. Figure 2.4
illustrates the subcomponents of diffuse solar irradiance:
Figure 2.4: The subcomponents of diffuse solar irradiance (sourced from [104]).
Note that this is just one of the many models proposed. It is, however, probably the
most popular one and it is called the Perez model [105]. The Perez diffuse irradiance
model has been shown to perform better when compared with other models for a vast
number of locations around the world [105, 106, 107]. Despite some refinements, the
model is still defined by applying basic model assumptions. The circumsolar irradi-
ance results from small angle forward scattering of solar irradiance by atmospheric
particles [108]. The horizontal band is concentrated near the horizon and is most
prominent during cloud-free skies [104]. Numerous models have been suggested to
evaluate the diffuse horizontal irradiance component, of which not all considered
these three diffuse components [103]. Diffuse irradiance is also reliant on the Linke
turbidity factor [109]. The higher the turbidity, the greater the attenuation of the
solar irradiance by the atmosphere, and hence the higher the diffuse component and
the smaller the beam component [109].
Reflected irradiance is governed by the global irradiance and the reflectivity of the
Earth’s surface, that gives rise to the albedo [89]. Albedo is the fraction of the
surface-reflected irradiance to the ground-incident irradiance and it is generally ap-
proximated as 0.3 on average on the Earth’s surface [24, 110]. Reflected irradiance is
reflected from the ground and other objects and it is usually quite low and difficult
to estimate, so it has been omitted in this work. It is very challenging to calculate
global irradiance components during cloudy conditions [72]. Under cloud-free condi-
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tions, the information of the solar geometry and particulate matter (aerosols) in the
atmosphere can lead to a reasonably accurate estimate of these components [72].
To obtain the direct and diffuse irradiance components from the datasets of global
solar irradiance, several graphical and computational techniques were suggested by
several researchers [57, 99, 111], but the associated parameters are not suited to
universal application. This project deals with the analysis of measured global solar
irradiance data and then empirical mathematical relations are derived therefrom,
which are generalised for computing the direct and the diffuse solar irradiance com-
ponents in Gauteng.
For places where the diffuse solar irradiance is unavailable, many researchers have
presented empirical calculations to approximate the daily average diffuse horizontal
irradiance by using the diffuse fraction (Dh/Gh), which is related to the daily average
clearness index (KT ) [112, 113, 114]. The values of the diffuse fraction (Dh/Gh) lie
between zero and unity, depending on atmospheric conditions, where unity indicates
heavily overcast conditions [115]. The clearness index (KT = Gh/I0) is expressed
as the ratio of global daily irradiance and the extraterrestrial irradiance incident on
a horizontal surface on the day considered [34, 52]. Models using a clearness index
remain the most popular choice for approximating daily diffuse irradiance [98].
Liu and Jordan (1960) [34] conducted a study to establish a correlation between
daily diffuse and global irradiance during cloud-free days along a horizontal surface,
in which datasets of 98 sites in the United States and Canada were considered. The
correlation was also focusing on the clearness index [34]. In another study, Boland et
al (2001) [57] focused on computing the long-term average hourly and daily diffuse
irradiance over a range of cloudiness days. The findings were that the hourly diffuse
fraction was not entirely dependent on the clearness index [57]. Du¨rr et al (2004)
[116] established a method by which global incoming radiation was decomposed
into the diffuse and the direct component in the Automatic Partial Cloud Amount
Detection Algorithm (APCADA) project. In this study, the direct solar irradiance
was estimated by subtracting the calculated diffuse component from the measured
global horizontal irradiance [116, 117].
On the other hand, few correlations have focused on the direct horizontal solar ir-
radiance estimation. The most common way of finding the direct horizontal solar
irradiance is by subtracting the diffuse from global irradiance [98]. It was reported
that the methods of subtracting the diffuse from the global components are signif-
icantly uncertain [98]. For viability studies and effective employment of fixed solar
PV systems, it is desirable to precisely calculate the level of monthly average daily
direct solar irradiance existing in a specified location.
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2.3 Aras et al (2006) model
In view of the limited information available from the data, since diffuse measure-
ments are unavailable at Sinetech and only global data is available, the linear Equa-
tion (2.11) developed by Aras et al [118] in 2006, was adopted to calculate the
daily average diffuse horizontal solar irradiance in Turkey’s Central Anatolia Re-
gion, where many provinces were included. Although Turkey (Central Anatolia)
is in the northern hemisphere with a lower altitude than Gauteng, the model was
applied and then proved to be acceptable after performing several tests in the es-
timation of minute average daily diffuse solar irradiance for the chosen Gauteng
location as shown in Tables 4.1 to 4.6:
Dh
Gh
= 0.331− 0.2333KT (2.11)
The model described the monthly average daily diffuse solar irradiance using the
measured global solar irradiance and the clearness index (KT ) [118]. The monthly
average daily diffuse solar irradiance was not so different from the one-minute res-
olution data. More importantly, the present model proposed by the Aras et al
(2006) (Equation 2.11) does not require the clearness index to be classified into
sub-intervals, which then allowed for greater flexibility for altering the relationship
to accommodate location differences, since it was tested in different locations with
different altitudes in Turkey [118]. The Aras et al (2006) model with its coefficients
as presented, is applicable for Gauteng and it estimated the diffuse irradiance on a
horizontal surface to within 5% error.
2.4 Tsubo et al (2003) model
The following adopted Equation (2.12) was obtained from the study done by Tsubo
et al [119] in 2003 for a Pretoria location. The simple linear threshold equation
was chosen because it serves as a representative of all the Southern African weather
stations. However, the climatic conditions of the chosen location are considered to
be the same as that of Pretoria and the difference lies at the altitudes above sea
level. Pretoria has a slightly lower altitude than Randburg. Although the diffuse
irradiance model tended to be latitude dependent, the model could be divided into
climate rather than latitude zones. A used piecewise linear correlation between
the diffuse fraction and the clearness index for the chosen location is shown by the
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following equation:
Dh
Gh
=

0.935 if 0.00 ≤ KT ≤ 0.173
1.132− 1.308KT if 0.173 ≤ KT ≤ 0.753
0.160 if 0.753 < KT ≤ 1.00
(2.12)
[119]. The Tsubo et al (2003) model given by Equation (2.12) requires the clearness
index to be classified into sub-intervals, and the linear equation was sufficient to ac-
count for the relationship between Dh/Gh and KT . The calculation for the clearness
index assumes that the terrain surrounding the site is a perfect horizontal surface,
meaning the incoming solar irradiance is unhindered by topographical structures.
2.5 Processes that modify the incoming solar ir-
radiance
When a monochromatic solar radiation beam penetrates through the atmosphere,
it becomes attenuated by molecules and particles [99, 120]. The degree of scattering
process that takes place is reliant on the wavelength of the incident radiation and the
size of the particle or gas molecule [71]. A scattering process is one through which
irradiance is enforced to depart from its original path due to non-uniformities (such
as, molecules and dust particles) [89]. The latter is governed by the Rayleigh and
Mie scattering processes [89, 121]. The process in which solar irradiance is absorbed
by molecules over the Earth’s atmosphere leads to the reduction of the available
solar irradiance at the horizontal surface [89, 121]. The presence of larger particles
in the air, such as water droplets and dust, also play a vital role in the reduction of
solar irradiance after the interaction has occurred [122].
The Rayleigh scattering is more pronounced when particles have a smaller dimension
than the wavelength of the incident radiation [123]. One of its properties is that
the radiation intensity scattered by means of air molecules in a particular path is
inversely related to the fourth power of the wavelength (λ−4) [89]. Hence, shorter-
wavelength radiation is scattered far more than longer-wavelength radiation (that
is, the shorter wavelength blue light is scattered more than red light and this is why
the sky is blue) [89]. The Sun appears reddish at sunrise and sunset, and this is due
to the longer path it traverses through the atmosphere. As it propagates through
the atmosphere, a higher proportion of light with shorter wavelength gets scattered
[71]. The beam irradiance has a greater proportion of longer wavelength light (that
is, red light).
On the other hand, Mie scattering is more pronounced when the dimension of the
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scattering particle is around the same size as the wavelength of the radiation, and
is frequently caused by aerosols through the atmosphere [123]. Mie scattering may
also be caused by water droplets and ice crystals. In the wavelength range of 300
nm to 2000 nm, Mie scattering shows a much smaller wavelength dependence as
compared to Rayleigh scattering [89]. It frequently dominates in the lower part of the
atmosphere, where bigger particles are present and is mostly in the forward direction
[49]. Though the total amount of Rayleigh scattering is entirely dependent on air
mass [124], Mie scattering substantially relies on confined environments, particularly
on atmospheric pollution and cloudiness [89, 123]. Mie scattering has a strong
forward-directed pattern. However, scattering does not transform radiation energy,
but it weakens beam irradiance.
Table 2.1: The distinction between the two explained scattering processes.
Characteristics Rayleigh scattering Mie scattering
Particle size: << wavelength (air molecules) ≥ wavelength (aerosols)
dependence on wavelength: λ−4 wavelength selective process weak dependence on λ
general scattering form: (figure below) (figure below)
Figure 2.5: The general scattering of the Rayleigh and Mie scattering processes
(sourced from [125]).
There exists a direct relationship between solar radiation that reaches the horizon-
tal surface, the relative optical airmass and Rayleigh optical thickness, and this is
expressed by the Linke turbidity factor.
2.6 Linke turbidity factor
The Linke turbidity factor (TLK) quantifies the concentration of particles that reduce
incoming irradiance in cloud-free environments. It is expressed in terms of the
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number of clear dry atmospheres needed to produce the observed scattering and
absorption, and was introduced in 1922 [126] to quantify atmospheric aerosol [122].
It is a common factor used to model the atmospheric attenuation of solar irradiance
in cloud-free conditions. It may be expressed as follows:
TLK = −
(
1
δR ma
)
ln
(
BN
I0
)
, (2.13)
[126], where δR is the Rayleigh optical thickness of a water and aerosol free at-
mosphere (clear and dry atmosphere), ma is the relative optical airmass (which is
defined as the relative distance the solar radiation covers as it penetrates the atmo-
sphere until it reaches the Earth’s surface [127]), BN is the direct normal irradiance
defined by Equation (2.10), and I0 represents extraterrestrial irradiance defined by
Equation (2.8).
It is important to determine the quantity and properties of the particles that reduce
the incoming irradiance, in order to accurately estimate the solar irradiance in clear-
sky conditions. (Equation 2.13) shows that a higher turbidity leads to less direct
radiation at the Earth’s surface. Linke was the first to suggest that the quantity TLK
would be reasonably independent of the air mass for a polluted atmosphere [128].
This has in fact proved to be true and TLK has been employed as a useful measure of
atmospheric turbidity. The least value of TLK could be is 1, which can be attained
during clean and dry atmosphere, whereas the highest value tends towards infinity,
when the sky is very turbid [35, 129]. The Linke factor is in many environments
greater in summer than in winter because of the amount of water vapour in the air
[130]. However, this could be site-specific because in South Africa turbidity appears
to be higher in spring after the end of winter dry seasons [35]. The Linke turbidity
factor assists us to quantify this information. In actual fact, the Linke turbidity
factor was recommended by the International Radiation Conference of Davos in
1956 for meteorological use, especially in areas where the available measurements
are merely total or global solar irradiance, that is, no filtered datasets [131].
The haze and water vapour causes reduction of the solar irradiance in a different
manner as compared to the pure air (molecules) [120]. Their differences results
from their dependence on wavelength as the two reduction processes contribute to a
daily variation of the turbidity factor, even if the water vapour and haze content are
unchanged during the day. This type of variation is commonly known as a virtual
variation and it differs for individual water vapour and haze contents [131]. With
the use of Equation (2.13), the Linke turbidity factors can be estimated in a given
location for which global daily irradiance (Gh) on the horizontal surface is measured.
In our case, BN will be substituted by (Gh −Dh)/ cos θZ [68]. The Linke turbidity
factor shows strong changes in space and time depending on the geographical and
CHAPTER 2. THEORETICAL BACKGROUND 25
atmospheric conditions. The Linke turbidity values constantly rise with the level
of industrialisation and urbanisation [60]. The manifestation of aerosols lead to the
turbid atmospheres [132] and the prediction of this type of turbidity is significant for
the monitoring of atmospheric pollution with respect to the conditions of Gauteng.
The short-term variation of the Linke turbidity factor depends on the local condi-
tions (that is, temperature, wind speed, wind direction, humidity and visibility) and
on the climate of the site [133, 134]. These climatic influences affecting the Rand-
burg site are vital in understanding the variations of the Linke turbidity factor. The
temperature of the site during the study period could reach as higher as 26 ◦C. The
prevailing wind also blows the dust in the area, leading to an increase in pollution in
the atmosphere. It is also believed that the wind direction and speed are responsible
for the Linke turbidity factor temporal variation [134, 135].
The humidity is the measure of water vapour content and is expressed in percentages
[115]. Visibility is widely defined as the degree of clearness of the atmosphere [136]
and is expressed in kilometers. Traditionally, this quantity has been expressed as
a function of distance from an object that is necessary to produce a minimum
contrast between that object and some appropriate background. Visibility is said to
be affected by the light scattering which contributes mostly to the light extinction in
the ambient atmosphere [137]. The increases of mean daily TLK values from winter
to summer is generally associated with an increase of temperature, wind speed and
a decrease in relative humidity [134]. According to Peterson et al (1981) [138], for
greater visibilities the turbidity change is small.
In this study, the visibility data, wind speed and direction, and temperature, to-
gether with relative humidity, have been retrieved from the ”timeanddate” website
[139] for the chosen days. They were only used in the discussion to check their
influence on the TLK factor variation for each of the chosen days.
2.6.1 Relative optical air mass
Relative optical air mass is the relative distance that the solar radiation covers as
it penetrates the atmosphere until it reaches on the Earth’s surface and is given by
ma = sec θZ only when the Earth’s curvature and refraction are ignored, but the
formulation becomes complex when both the Earth’s curvature and refraction are
considered [127]. Its value is dependent on the solar zenith angle (θZ) [127]. This
simplest formula adequately approximates the airmass for all zenith angles less than
85◦ [127]. Figure 2.6 illustrates the reliance of air mass on the zenith angle [109].
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Figure 2.6: The reliance of relative air mass on the zenith angle.
As the solar zenith angle increases, the relative optical air mass increases [109]. If
the pathlength is shorter, less absorption and scattering will take place in the at-
mosphere. The Rayleigh optical thickness (δR) is a function used in solar energy
research to determine the fraction of solar light able to transverse the atmosphere.
Rayleigh optical thickness is dependent on air mass due to the shifting of the optical
center of gravity of the radiation with changing of ma. The optical center of gravity
is expressed as a point such that if a particle of mass and the weighted average is
conceived to be suspended from that point, when released from rest and allowed
to move freely in all directions around that point, the particle thus suspended will
remain stationary and preserve its original position, no matter what its initial ori-
entation relative to the ground was [140, 141]. However, the center of gravity can be
found in practice by the intersecting all the vertical lines passing through the points
of suspension of the particle when it remains in equilibrium and when is free to
move around the point of suspension [141]. As the air mass increases, the Rayleigh
optical thickness decreases [142].
Sometimes cold air masses have the lowest turbidity, whereas hot air masses have
the highest turbidity [124]. In this study, the Linke turbidity factor was calculated
with the use of a classical method based on the Kasten and Young formula [143]
for the optical air mass and the improved Kasten formula for the Rayleigh optical
thickness as shown by Equation (2.14) and (2.15).
δR1(Standard) =
1
[9.4 + 0.9ma]
(2.14)
and
δR2(Adjusted) =
1
[a0 + a1ma − a2ma2 + a3ma3 − a4ma4] (2.15)
[127, 129], and where constants a0, a1, a2, a3 and a4 are 6.6296, 1.7513, 0.1202, 0.0065
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and 0.00013, respectively. In this study, δR1 (Equation (2.14)) and δR2 (Equation
(2.15)) are called Standard and Adjusted models of Rayleigh optical thicknesses,
respectively. The coefficients for these models of Rayleigh optical thickness are
general to all locations. The values of air mass and Rayleigh optical thickness in
clean dry atmospheres must be well-known so that the Linke turbidity factor can
be determined [127].
Figure 2.7 illustrates the behaviour of Rayleigh optical thickness (δR) against air
mass (ma).
Figure 2.7: The dependence of relative air mass on the Rayleigh optical thickness
for two scenarios described above.
2.7 Direct or beam solar irradiance model
Since it is not easy to replicate an atmosphere without particulate matter in nature,
a model of atmosphere must be determined [135]. The major attenuating compo-
nents of direct irradiance that must be included in a model atmosphere are molecular
scattering and absorption and scattering by water vapour [144]. Once the direct so-
lar irradiance incident on a horizontal surface has been determined for the model
atmosphere, several methods can be used. The Linke turbidity factor [126] is one of
those method. The direct solar irradiance through a clean, dust-free atmosphere is
a product of the atmospheric transmissions due to water vapour absorption, water
vapour scattering and Rayleigh scattering [145]. Water vapour absorption and scat-
tering depends on the level of precipitable water in the atmosphere and the air mass
(ma), and the Rayleigh scattering depends only on air mass. In 1954, Houghton
model [145] ignored the effects of ozone absorption and the correction for the Earth-
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Sun distance. In this study, the direct model associated with the Linke turbidity
factor will be approximated by:
Bh = I0 cos θZ exp (−TLK δR ma) (2.16)
[132, 146], where TLK is the Linke turbidity factor, δR is the Rayleigh optical thick-
ness of a water and aerosol-free atmosphere (clear and dry atmosphere), ma is the
relative optical airmass, Bh is the horizontal direct or beam irradiance (W/m
2), θZ
is the solar zenith angle given by Equation (2.4) and I0 is extraterrestrial irradiance
defined by Equation (2.8).
2.8 Scharmer and Greif model
When the clear atmosphere becomes very turbid, diffuse irradiance rises, whereas the
beam or direct irradiance drops [72]. This clear-free model was developed through
the European Solar Radiation Atlas (ESRA) framework [72]. Under cloud-free con-
ditions, this particular model consists of global horizontal irradiance which is sepa-
rated into direct and diffuse irradiance components. Both components are calculated
on the basis of the Linke turbidity factor that explains if the atmosphere is turbid or
not, the scattering and absorption of the direct beam as shown by Equation (2.16)
and the generation of the diffuse fraction as shown by Equation (2.17) [147].
This study has also adopted the Scharmer and Greif (2000) model [72] for the diffuse
irradiance component (Dh) equation on a horizontal surface which is estimated by
the product of the extraterrestrial irradiance (I0), a diffuse transmission function
Tn(TLK) which is reliant on the Linke turbidity factor (TLK), and a diffuse solar
altitude function (Fd) which depends on the solar elevation angle (αs) and is given
by Equation (2.17):
Dh = I0Tn(TLK)Fd(αs) (2.17)
[60], where Tn(TLK) is a dimensionless fraction on a horizontal surface with the Sun
upright above head and is expressed by:
Tn(TLK) = −0.015843 + 0.030543TLK + 0.0003797T 2LK , (2.18)
and the solar altitude function Fd(αs) is evaluated by
Fd(αs) = A1 + A2 sinαs + A3 sin
2 αs, (2.19)
where A1, A2 and A3 are the coefficients which depends only on the Linke turbid-
ity values and αs is the solar altitude angle obtained from Equation (2.7). These
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coefficients are given by the following formulas:
A′1 = 0.26463− 0.061581× TLK + 0.0031408× T 2LK
A1 =
{
0.0022
Tn(TLK)
if A′1Tn(TLK) < 0.0022
A1 = A
′
1 if A
′
1Tn(TLK) ≥ 0.0022
A2 = 2.04020 + 0.018945× TLK − 0.011161× T 2LK
A3 = −1.3025 + 0.039231× TLK + 0.0085079× T 2LK . (2.20)
The coefficients on Equations (2.18) and (2.19) are specific to Europe, however they
proved to be applicable for Gauteng location as well.
2.9 The Slob algorithm model
This study also adopted a variant of the Slob algorithm model, which estimates
the diffuse irradiance component from the product of the solar zenith angle and the
Linke turbidity factor in cloud-free environments on a horizontal surface [148, 149].
The Slob algorithm is expressed by using the following general equation:
Dh1 = X + Y cos θZTLK , (2.21)
where X and Y are the coefficients found from a linear regression fit for diffuse
solar irradiance components for the six days datasets obtained using the Aras et al
(2006) model (2.11) and the Tsubo et al (2003) model (2.12). In this study, new
coefficients for this model have been developed to estimate solar irradiance over
Gauteng. The way in which the new coefficients were obtained is well explained in
Section 3.8 and 3.9. This model was valid for Linke turbidity factors less than 12.5
[149]. The formula was derived by making an assumption that the diffuse component
is directly proportional to the product of cos θZTLK as X and Y goes to zero and
unity, respectively. The slope (Y ) and intercept (X) of the linear regression should
be one or zero for clear sky [150].
2.10 Physics of photovoltaic (PV) cells
Photovoltaic panels (PV) are devices designed from semiconductor materials that
alter directly the Sun’s rays intercepted on their surface into electrical energy [18,
151]. These solar panels use semiconductor materials like Silicon (Si) (the by far most
common), Cadmium Telluride (CdTe) or Copper Indium Gallium Selenide [152].
The working of a PV panel is on the basis of the photovoltaic effect [23, 62]. This
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effect implies that, when radiation strikes the PV material, the absorbed photons
generate electricity [81]. When a photon of sufficient energy strikes an electron in
its outer shell (valence electrons), it may impart enough energy to migrate from its
position on the atom. With its established energy, the electron is capable of leaving
its usual position relative to a sole atom in the semiconductor for becoming part
of the electric charge transfer in a circuit [153]. Meanwhile a hole is generated as
a result of electrons liberated from an atom. The positive hole can move almost
as freely about the device structure as a free electron in the conduction band, as
electrons from neighbouring atoms switch partners [62].
The PV cell has special electrical properties composed of an intergrated electric field
which gives the required voltage to drive the electric charge through an external load
[154]. However, the output energy created by a PV device is not only reliant on the
available solar energy, but also on how well the device or solar cell converts sun-
light into valuable electrical energy [62].The PV panel cells are usually constructed
with the p-n junction, which consists of a central depletion region and two lateral
quasineutral zones [154]. It is designed to allow electron-hole couples to be created
in the junction as a result of the incident light [155]. Figure 2.8 illustrates a p-n
junction. In this setup, as soon as the radiant energy is applied, there is always a
flow of electric charges from the n-type side to the p-type side and in the process
holes are created [62]. The electron and holes migration leads to the creation of
charge imbalance by exposing ionised charges on both sides.
Figure 2.8: Typical PV connections for a n-type and p-type solar cell (sourced
from [62]).
These devices perform optimally when the wavelength of the incident radiation
corresponds to the wavelength characteristic of the gap among the outermost and
conduction energy shells of the material with which photovoltaic cells were con-
structed [152]. The spectral response of a PV device is a vital characteristic used in
determining the device material and junction quality during cell analysis [156]. The
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ideal spectral response is restricted especially at longer wavelengths due to semicon-
ductors inability to absorb photons with energies lower than the band gap energy
[152]. Energy higher than the band gap energy is not considered useful for the solar
cell and instead it is subjected for the heating of panels [157]. However, the failure
of using all the incoming radiation at higher energies and absorption of low energy
photons represents a substantial power loss in solar cells composed of an individual
p-n junction [81].
The highest energy output that a PV device can create varies depending on the
strength of the solar spectrum intercepted per unit area of a panel and on the
incidence angle of a light beam [158]. This variation can occur throughout the
day or year [158]. The energy generation for the PV panel can be influenced by
means of atmospheric situations relative to the installation location [159]. Several
solar irradiance components and atmospheric conditions are elucidated in various
studies, yet the variability of the spectrum is mostly ignored [159, 160]. The effect
of the spectral distribution on PV modules energy generation changes on a monthly
basis [158].
The most popular choice of solar cell is the Silicon (Si) based PV cell, because it is
cheaper and longer lasting than non-silicon based cells [153]. PV cell modules with
crystalline technology are the most efficient of those available in the market. These
are designed in many shapes, with a thickness between 0.2 mm to 0.3 mm [153].
Polycrystalline technology module structure resembles the monocrystalline, but in
order to increase the overall module efficiency, larger square cells should be used
[161].
The PV modules are affected by various factors during the conversion caused mainly
by climatic conditions which affect the total irradiation, and also from the fabrication
and electrical specification of the PV modules [153]. The PV panel’s performance
is inversely proportional to the temperature, that is, as the temperature drops, the
PV output increases [162]. Therefore, when designing a PV system, the concern
must not only be of the maximum, minimum and average local temperatures at a
specific site, but must also be based on the consideration of the materials the PV
panel is constructed from [153, 162].
2.11 Tilt angle and orientation of solar panel
The panel tilt angle (β) is expressed as the angle between the horizontal and the
panel array surface and for PV arrays this angle affects the possible collectible
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irradiance [163]. In most South African locations, it is often chosen close to
β ≈ 25◦ (2.22)
The Sun’s rays are to be direct or undirect onto the panel collector surface. The PV
panel can be revolved by a tracking system [164], but tracking systems are costlier
than stationary systems, so it cannot be used for every system economically [71].
Even without tracking, improved efficiency may be obtained by adjusting panels
either monthly or seasonally, based on the requirements of the installer. This angle
is estimated by using a method of searching for a tilt angle that has yielded the
maximum possible energy values for a specified period of time [103, 165].
Figure 2.9 illustrates the geometrical correlations pertaining to a plane of any ori-
entation with respect to the Earth at a given time and the arriving solar irradiance.
Figure 2.9: Basic illustration of incoming solar irradiance, where θZ is zenith
angle (Equation 2.4), γs is azimuth angle (Equation 2.6) and αs is elevation angle
(Equation 2.7), and β is the tilt angle, in the Southern hemisphere.
The Sun’s apparent position is expressed in terms of zenith and azimuth angles [71,
166]. The two angles are explained and shown earlier in Subsection 2.2.1. As the
zenith angle increases, the light travels through a longer path of the atmosphere
as compared to when the Sun is right overhead. Thus, all clear-sky models require
geometric inputs which are explaining the solar zenith angles throughout the entire
year [167].
The level of radiation that is captured by a solar panel is affected mostly by the
panel’s tilt angle and orientation [29, 168, 169]. The optimum tilt angle is reliant on
the site climatic circumstances, site latitude, and the period of its use [170]. Accord-
ing to Bird and Riordan (1984) [171] the aspect which may cause the solar panel
tilt angle to be less than the latitude angle is that not only all irradiance that the
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PV panel receives is direct component; the other component, such as diffuse irradi-
ance, is also collected. Chang (2008) [172] suggested that, for the direct component,
the latitude angle is correct if there is only direct component making up a greater
percentage of the total global solar irradiance received and the optimal tilt angle
becomes much smaller. This is more likely to occur in locations that have a greater
proportion of cloud cover or have high levels of pollution [172]. Hence, a different
location with less cloud cover or levels of pollution may have its unique optimal tilt
angle for annual use solar PV arrays.
It is generally assumed that in the Southern hemisphere, PV panels function bet-
ter with their angle tilted due north while in the Northern hemisphere are facing
due south [28, 173], depending on latitude of the site. In previous research, Lewis
(1987) [174], Elkassaby (1988) [175] and Soulayman (1991) [25] have suggested that
the optimal tilt angles can be represented in terms of local weather conditions for
the monthly, seasonal and yearly times. For PV panels located in the Southern
hemisphere, the tilt angle could be increased slightly from June to August and de-
creased slightly from November to December. Figure 2.10 illustrates the PV array
orientation.
Figure 2.10: The PV array orientation (sourced from
https://www.tes.com/lessons/nce-05-solar-radiation-angle).
In order for a panel to capture the most radiant energy, its normal surface vector
should always be aligned through the same path as the beam radiation from the Sun
[18]. However, doing this can be challenging when using stationary PV panels. In
winter months the tilt angle must be higher, as the Sun is lower in winter [171]. The
lower angles or no tilt for fixed panels provide a bigger portion of irradiation during
the summer months [176]. Several investigators have established that the average
annual optimum tilt angle is slightly lower or higher than the geographical latitude
[17, 59, 177]. Yadav et al (2013) [163] and Idowu et al (2013) [178] concluded in
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their studies that, solar panels are best performing when positioned at tilt angles
that are almost similar to the latitudinal angle of where the study is conducted. In
other words, for the chosen Gauteng location, with a latitude of 26.1◦S, the panels
are expected to perform best while positioned northwards at an angle which is close
to 26.1◦ to the horizontal, so that it captures a maximum amount of radiation and
yields maximum energy output in return.
Several studies have been done in South Africa, where the optimum tilt angle and
the direction of the panel alignment have been investigated, but these studies have
limitations, as indicated by Le Roux (2016) [177]. As with other locations around
the world, the study focused on numerical solar radiation models, measurements or
even both. Le Roux (2016) [177] found that for all locations considered in the study,
it would be favourable to position the panel surface at a tilt angle of 30◦ due north.
It was also demonstrated that orientating the panels at a tilt angle of 30◦ would
certify that the yearly energy yield is closer to 98% of the maximum achievable
energy yield for a fixed installation [177]. Le Roux (2016) [177] emphasised that,
even if the panel is tilted to 20◦ instead of 30◦ due north, the generated energy output
will still be within the required amount of 98%. Sˆu´ri et al (2012) [179] applied a
procedure using mathematical solar models to calculate the average energy output
for both fixed and tracking solar collectors in South Africa. Asowata et al (2012)
[168] applied an experimental procedure of determining the optimum tilt angles for
fixed panels, only for winter months, using PV panels at varying orientations in the
Vaal Triangle, South Africa.
2.11.1 Optimal tilt angle calculation
The following procedure was considered during the computation of the optimal tilt
angle for stationary PV panels which are designed to be used in a particular location.
For a given the panel tilt angle (β) and the panel azimuth (γp), the panel inclination
relative to the solar beam θ is then given by
cos(θ) = sin(θZ) cos(γs − γp) sin(β) + cos(θZ) cos(β) (2.23)
[26], where θZ and γs are the solar zenith and azimuth angle defined in Subsection
2.2.1. In this study, the azimuth angle (γp) of the panel was taken as zero, as this
model is symmetrical around due north. The optimal fixed tilt angle was found by
calculating the sum of GT for each day while gradually varying the panel zenith
angle and the same computations were repeated using other tilt angles, up to a
point where the sum of GT reaches its maximum value [180]. GT represents the
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instantaneous radiative power hitting the solar panel [181]. GT was calculated using
the equation:
GT = BhRb +DhRd (2.24)
[180], where Rb = (cos θ/ cos θZ) is given by the fraction of daily irradiance of a tilted
versus a horizontal surface and Rd denotes the fraction of the average daily diffuse
irradiance accumulated per unit area of a tilted versus a horizontal surface [182]. In
this study, the distribution of the sky diffuse radiation was considered as isotropic.
In this case the diffuse component received by the tilted surface can be shown to
be given by Rd = (1 + cos β)/2 [180, 183]. Due to its simplicity and accuracy, this
method has been widely used.
The second term in Equation (2.24) characterizes the diffuse irradiance in cloud-free
conditions which gets attenuated before it reaches the horizontal surface through the
atmosphere [18]. When the pathlength is longer through the atmosphere, the atmo-
spheric effects become greater. This will then lead to an improvement of the diffuse
irradiance component and will lower the direct component [181]. This asymmetry
is always due to the small difference that occurs from the phase angle between the
declination angle and the extraterrestrial irradiance [18].
Chapter 3
Methodology
3.1 Dataset
The study proposes to analyse global irradiance in the Gauteng clear-sky environ-
ment to determine the local Linke turbidity factor and then use it to estimate the
global horizontal solar irradiance components. Measurements of the global irradi-
ance data were provided for six days during 2015 and 2016, collected by Sinetech in
Randburg (latitude 26◦5′11′′S and longitude 27◦58′28′′E). The site is an urban and
light industrial area which might experience moderate smog from traffic activities,
particularly during the morning and afternoon rush hour. These measurements were
collected at intervals of 15 minutes on an ongoing basis from sunrise to sunset.
As indicated by Romero et al [184], it only takes the Sun four minutes to cover a dis-
tance of a single degree. Hence, the time interval of four minutes was regarded as the
lowest valuable time step needed to give meaningful calculations [184]. Conversely,
an interval of one minute was used in this study, so that adequately correct results
can be obtained, particularly in the approximations of sunrise and sunset times.
Irradiance data were interpolated for every minute in order to calculate the Linke
turbidity factors, which led to greater improvements of calculations and increased
the data points on a graph. The most commonly used interpolation functional forms
are polynomial functions, rational functions and trigonometric functions [185]. How-
ever, this study used linear interpolation due to its simplicity (which is a means of
curve fitting with straight lines to create extra data required points for a series of
discrete known points [185]). Global horizontal solar irradiance data for the dates
18 September (n=261), 27 September (n=270), and 22 November (n=326) 2015,
and 20 June (n=172), 21 September (n=265) and 20 December (n=355) 2016 are
used in this work. Each season is represented (i.e. 20 June is winter, 3 days (18, 21
and 27 September) for spring and 22 November and 20 December are for summer),
except for Autumn and winter in 2015 and Autumn in 2016.
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For the days considered in this study, the values of the day number (n), solar dec-
lination angle (σ), equation of time (EOT ), noon time, Sunrise, Sunset, and solar
time are noted in Table 3.1. It is observed that the equation of time together with
the declination angle of the Sun are not changing much from 2015 to 2016.
Table 3.1: The daily average solar declination (σ), equation of time (EOT ),
noon time, Sunrise, Sunset and true solar time for the chosen days (n) of the year
2015 and 2016.
Date n σ(◦) EOT Noon time Sunrise time Sunset time Solar time
(mins) (mins)
20 Jun 16 172 23.40 −1.66 12 : 09 : 04 6 : 54 : 34 17 : 24 : 45 723.40
18 Sep 15 261 1.91 6.60 12 : 02 : 18 6 : 02 : 20 18 : 02 : 16 724.90
21 Sep 16 265 0.45 7.04 12 : 00 : 58 5 : 58 : 09 18 : 03 : 47 725.50
27 Sep 15 270 −1.59 8.86 11 : 59 : 08 5 : 52 : 19 18 : 05 : 58 728.40
22 Nov 15 326 −20.10 13.90 11 : 54 : 01 5 : 08 : 41 18 : 39 : 20 726.00
20 Dec 16 355 −23.40 2.27 12 : 05 : 44 5 : 12 : 33 18 : 58 : 54 587.80
Figure 3.1 shows the panels on the roof of Sinetech in Randburg.
Figure 3.1: Solar panels at data collection site.
Since climate does not change in consecutive years, it is acceptable to use the three
days from each year to form a sample of six days in a typical year. The chosen
days have shown seasonal patterns when coming to the Linke turbidity factors.
The interesting thing was to see the influence of TLK on solar irradiance around
winter, spring and summer time. The uncertainty observed in the calculations of
the average optimum tilt angle arise from the fact that few sample data points have
been considered. The uncertainties observed were within ±5◦ as this can be viewed
on Tables 4.33 and 4.37. Hence, there is likely to be some discrepancy between
what has been estimated and what can be produced by an experiment or when
using large sample of data points. Regarding TLK , Sethabane and Winkler (2011)
[35]explained that it varies by season and does not change much over a month. It
is possible to estimate the Linke turbidity factor, the global horizontal irradiance
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components, the optimal tilt angle and maximum energy yields using a sample of six
days because of there is a small variation of solar irradiance within a year. Also, the
annual average absorption of global solar irradiance by aerosol in South Africa has
not changed since the atmospheric turbidity in the country has mostly been constant
with no indication of any long-term changes in current times [36]. Three days for
each year were then averaged using the mean averaging with a goal of getting the
annual representation of the tilt angle.
The study also tries to look at the accessible data available at the University of
Pretoria’s SAURAN station, which is situated about 50 kilometers away from the
chosen site. An hourly average data of global horizontal irradiance, direct normal ir-
radiance and diffuse horizontal irradiance measured using a Kipp and Zonen CMP11
was readily available and retrieved from the SAURAN website [186]. This data was
for the date of 18 September 2015 and it was used for the calculations of the opti-
mal tilt angle, the Linke turbidity factor and also in the decomposition of the global
horizontal irradiance into its direct and diffuse components using the Aras et al
(2006) model. The Linke turbidity factors found directly from the data were used in
the Scharmer and Grief and the Slob algorithm models to estimate their irradiance
components. The SAURAN data results were not presented in detail as that one of
Sinetech (Randburg), because the idea was to check if the four irradiance models
used can also be able to perform well when applied with data from another site of
Gauteng. The results yielded were consistent with the ones obtained when using the
data from Randburg. Figure 3.2 shows the average irradiance data from SAURAN
website for 18 September 2015.
Figure 3.2: An example of the measured global solar irradiance (Gmeas), diffuse
horizontal irradiance (Dh) and direct normal irradiance (BN ) components for 18
September 2015. The graphs are smooth curves which show that the day was
cloud-free.
Table 3.2 specifies the meteorological parameters, such as the wind data, humidity,
visibility and temperature, which were retrieved from the “timeanddate” website
[139], and were then used to explain their effects on the Linke turbidity factor.
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Table 3.2: The climate parameters, that are, wind speed, visibility, wind direc-
tion, humidity and temperature are shown for the respective days of 2015 and
2016. Drift means that there was a passing cloud, scatter means scattered and
broken clouds.
Date Time Weather Wind speed Wind direction Humidity Visibility Temperature
(km/h) % km (◦C)
20 Jun 08h00 sunny 9 NNW 44 20 14
11h00 sunny 28 NNW 26 26 18
14h00 sunny 24 N 22 30 20
17h00 sunny 19 N 27 40 18
18 Sep 08h00 sunny 11 NW 48 10 16
11h00 sunny 17 NW 21 20 23
14h00 sunny 19 NW 14 40 25
17h00 haze 24 NW 12 30 26
21 Sep 08h00 sunny 13 N 52 20 17
11h00 haze 13 N 28 20 17
14h00 sunny 13 NW 28 20 24
17h00 sunny 10 NW 26 20 23
27 Sep 08h00 sunny 13 NNE 36 30 18
11h00 drift 24 NNE 30 30 23
14h00 sunny 19 NNE 24 30 26
17h00 sunny 15 NNE 21 28 26
22 Nov 08h00 drift 32 SSW 23 50 14
11h00 haze 24 SSW 13 30 20
14h00 sunny 11 SE 9 60 21
17h00 sunny 9 SE 9 50 23
20 Dec 08h00 haze 9 NE 84 20 16
11h00 scatter 9 NE 57 30 22
14h00 broken 10 SSE 57 30 22
In most locations, only datasets of the global solar irradiance (Gh) are available.
However, for several applications direct (Bh) and diffuse (Dh) components are also
required. A set of decomposition models has been established, so that the global
solar irradiance can be separated into its respective components (that are, the direct
and diffuse components) [34]. To achieve this, many variables like the clearness
index, solar zenith angle, air mass, Rayleigh optical thickness and the Linke turbidity
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factor are taken into consideration. In this chapter, several models have been selected
and then used for calculations.
3.2 Computational analysis
This study has considered a NOAA solar model to predict the relative Sun’s position
at a given time of any day using the latitudinal and longitudinal coordinates of the
chosen site in Gauteng. The NOAA is an acronym which stands for National Oceanic
and Atmospheric Administration and the United States Department of Commerce,
which established the NOAA solar calculation spreadsheet [187].
While the data collection system operates according to standard or local time, with-
out considering the established time zones, the NOAA solar calculation spreadsheet
is designed in such a way that calculations are on the basis of solar times. The data
collection site is east of Greenwich Meridian, so the time zone used in this study was
+2 hours. NOAA considered a very accurate empirical expression used by Meeus
[188] to calculate the solar time and position. The formula suggested by Spencer
[84] was used to calculate solar time as it uses information about the day of the
year, as expressed by Equation (2.2).
With the use of respective day number (n) on the NOAA solar calculation spread-
sheet, the sunrise and sunset times for a particular site were approximated by using
the coordinates of the location and also the date of the day. The NOAA approxi-
mated sunrise and sunset times were confirmed to be within a minute of the ones
obtained from at least one available online site of a calender of sunrise and sunset
times [189]. In the literature, it is stated that the used Meeus astronomical expres-
sion was validated for the dates of 1901 to 2099, as a result of estimates employed
within the Julian day calculation [190]. The proposed model includes finding the
position of the Sun, zenith (θZ) and azimuth (γs), in Universal Time Coordinates
(UTC) which is the normalised time equal for every site around the globe, using the
NOAA approach for 2015 and 2016 data.
With only global horizontal irradiance measurements [190], it becomes difficult when
attempting to identify the times of sunrise and sunset. However, in this study, the
times specified by NOAA were matched with the measurements, just to check if
the data approaches 0 W/m2, and also to verify any occurrence of shift between
day and night periods. This approach was an easy way of finding the times sunrise
and sunset, and its precision is dependent on the atmospheric circumstances within
a day, since an overcast or turbid day the solar irradiance value tends to decrease
compared to a similar time on a clear day. This was a correction for the fact that the
instrument time is not always synchronised with the real time. The misalignment
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would be due to incorrect tie on the data recording computer. The effect is corrected
by introducing a time shift based on the extrapolated sunrise and sunset times.
As the study focuses on the solar irradiance cloud-free models, it is presumed that
the validation of the clear periods may only have global horizontal solar irradiance
data. A plot of global horizontal solar irradiance versus time curve during cloud-free
environments is a smoothly varying daily curve, with values varying from 0 to its
maximum relative irradiance [75]. To classify if the global horizontal solar irradiance
data was collected during clear-sky or cloudy days, profiles of the measured data
were drawn and examined to check if they resulted in a smooth curve. The proposed
criterion of plotting a smooth curve was applied to an entire chosen day. Hence, any
cloud free model will give the overall profile of a smooth curve that is anticipated in
every cloud-free day for a specified site. However, for the 20 December 2016 data,
the analysis was done from morning until 14h00 because the sky became cloudy in
the afternoon.
In this adopted model, the extraterrestrial solar irradiance (I0) corrected for the
Earth-Sun distance, and global solar irradiance (Gh), are considered as input in
estimating the Linke turbidity factors for a site. The global solar irradiance was
used as an input to calculate the Linke turbidity factors in this adopted model and
it represented all the sunlight intensity combining both components (that are, direct
and diffuse horizontal irradiance).
The Linke turbidity factor was calculated using Equation (2.13) with the use of
standard and adjusted models of Rayleigh optical thickness defined by Equation
(2.14) and (2.15), respectively. For the computation of the direction of the beam,
the position of the Sun with respect to the observer’s horizontal surface for the
representative site at any given time was determined. This was achieved by deter-
mining the equatorial coordinates, which are the solar declination (σ) together with
the solar hour angle (ω) of the Sun’s position. For the declination calculation using
equation (2.3), only the day number of the year (n), was used in the equation. For
the hour angle (ω) calculation, solar time was calculated first.
Solar time was calculated with the use of the standard time (Tlocal) as expressed in
Equation (2.1), respective day number (n) of the year, and the longitude (Llocal)
of the site. The position of the Sun with respect to the observer’s location on a
horizontal surface was determined, taking into account the latitude (φ). The levels
of solar irradiance delivered on the PV surface which is mounted on the horizontal
plane were calculated, with consideration of the solar zenith, azimuth and altitude or
elevation angles. With regard to the position of the Sun, these angles (solar zenith,
azimuth and altitude) were calculated accurately using Equations (2.4), (2.6), and
(2.7), respectively, as described in Subsection 2.2.1.
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In some studies, it is commonly stated that handling of the diffuse irradiance com-
ponent seems to be not as straightforward as that of the direct irradiance component
[105]. However, the diffuse irradiance component was calculated using the first-step
procedure that consists of estimating the clearness index (KT ) values, followed by
defining the diffuse fraction (Dh/Gh) as predicted by one variable KT not to be
more than 1/3 [132] of the global irradiance. In 1960, Liu and Jordan [34] published
a study where they were investigating the relationship between the clearness index
and the diffuse fraction. This is essential because the turbidity is regarded as an
index used in comparing the cloud-free atmospheric conditions.
The examination of the relationship concerning the two parameters (that are, clear-
ness index and diffuse fraction) is needed for numerous aims [34]. It is proposed to
have a one predictor variable (KT ) model for South African situations as models
developed elsewhere may not be appropriate for local situations. This leads to a
suggestion that a model with one more predictor variable rather than KT will be
a useful model at a given location. Since no diffuse irradiance measurements were
available, it was thought that the study rather employ universal diffuse models with
similar constants in order to approximate the diffuse irradiance components. Such
a model may possibly be suitable for various atmospheric conditions.
After clearness index values were made available, the diffuse solar irradiance com-
ponent was calculated by means of the so-called decomposition models (2.11) [118]
and (2.12) [119]. For the chosen site, the so-called decomposition models were used
to estimate both the diffuse fraction and its irradiance component, when there is
availability of global horizontal irradiance measurements. Since no measurements
of diffuse solar irradiance were taken, four models were applied so that the diffuse
irradiance component can be estimated and made available, namely, the Aras et
al (2016) model [118], the Tsubo et al (2003) model [119], the Scharmer and Greif
model [72] and the Slob Algorithm model [149]. In the first two (Aras and Tsubo)
models, the diffuse fraction (Dh/Gh) is represented by the clearness index (KT ) [118,
119]. In the other two (Scharmer & Greif and Slob Algorithm) models, the diffuse
irradiance relies on the Linke turbidity factor and zenith angle.
3.3 Diffuse irradiance estimation from the Aras
et al (2006) model
From the Aras et al (2006) model (2.11) [118], the diffuse (Dh) irradiance was
estimated, followed by the computation of the direct (Bh) irradiance component
on a minute-by-minute basis using Equation (2.9). The direct normal irradiance
component (BN) is evaluated using Equation (2.10).
CHAPTER 3. METHODOLOGY 43
Figure 3.3 depicts the daily averaged measured global solar irradiance, modelled
direct and diffuse horizontal irradiance components in Gauteng location for the
respective days of 2015 and 2016.
(a) 18 September 2015 data (b) 27 September 2015 data
(c) 22 November 2015 data (d) 20 June 2016 data
(e) 21 September 2016 data (f) 20 December 2016 data
Figure 3.3: An example of the measured global solar irradiance (Gmeas), mod-
elled diffuse (Dh) (with Aras model) and direct (Bh) irradiance components. The
graphs are smooth curves which show that the days were cloud-free.
3.4 Linke turbidity factor calculation
The TLK values can be calculated by Equation (2.13) in every locality where global
daily irradiance (Gh) is measured or where direct normal irradiance (BN) is esti-
mated (or measured) [68]. In this work, the estimated direct normal irradiance (BN),
extraterrestrial irradiance (I0) defined by Equation (2.8), airmass (ma) and Rayleigh
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optical thickness described by Equations (2.14) (denoted as Standard model) and
(2.15) (denoted as Adjusted model) were used as an input to calculate the TLK fac-
tors. The Linke turbidity factors obtained in this manner were then compared with
the ones obtained from the online solar irradiance calculation tool known as PVGIS.
The Photovoltaic Geographical Information System (PVGIS) is a widely used web
application for the calculation of solar irradiance [191]. This web application is
available for both Europe and Africa, and it is intended to provide an outline of
solar irradiance and PV performance data (such as, the Linke turbidity factor, ratio
of diffuse to global irradiance, and optimum inclination angle of the surface, etc.)
in terms of graphs, tables and maps for every location [192]. The PVGIS works
in a manner that it allows its users to choose the site of interest by entering the
latitudinal and longitudinal coordinates on their designated slots or by typing the
name of the site of interests [193]. The main advantage of this web application
is that it is freely available and it can be run on any computer with an internet
connection [193]. Once the Linke turbidity values of the atmosphere were known,
they were then used to calculate the global solar irradiance components using the
Scharmer and Greif model and the Slob algorithm described in Sections 2.8 and 2.9.
An illustration of Randburg’s location on the PVGIS map in Figure 3.4.
Figure 3.4: Photovoltaic Geographical Information System (PVGIS) map.
(Sourced from re.jrc.ec.europa.eu/pvgis/apps4/pvest.php?map=africa)
3.5 Diffuse irradiance estimation from the Tsubo
et al (2003) model
Using Equation (2.12) the diffuse (Dh) irradiance was estimated. The procedure
explained in Section 3.3 was followed to get the direct normal irradiance component.
Figure 3.5 depicts the daily averaged measured global solar irradiance, modelled
direct and diffuse horizontal irradiance components in the Gauteng location for the
respective days of 2015 and 2016:
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(a) 18 September 2015 data (b) 27 September 2015 data
(c) 22 November 2015 data (d) 20 June 2016 data
(e) 21 September 2016 data (f) 20 December 2016 data
Figure 3.5: An example of the measured global solar irradiance (Gmeas), esti-
mated diffuse (Dh) (with Tsubo model) and direct (Bh) irradiance components.
The graphs are smooth curves which show that the days were cloud-free.
The TLK values were found the same way as explained in Section 3.4 and then
compared with the ones obtained from PVGIS. Once the Linke turbidity values of
the atmosphere obtained from Tsubo et al (2003) model were known, they were
then used to calculate the global solar irradiance components using the Scharmer
and Greif model and the Slob algorithm model described in Sections 2.8 and 2.9.
3.6 Beam irradiance estimation
The starting point for the beam or direct component irradiance modelling for the
horizontal surface is by using the solar constant (1367 W/m2), which is adjusted
for the Earth’s orbit eccentricity needed for the extraterrestrial irradiance (I0) ap-
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proximates, as indicated by Equation (2.8), and the attenuation by a cloud free
atmosphere using the Linke turbidity factors and Rayleigh optical thickness at a
given air mass as shown by Equation (2.13) [132, 146]. Equation (2.16) was used to
estimate the direct irradiance component (Bh) associated with the TLK factor from
the global horizontal irradiance measurements.
3.7 Scharmer and Greif model diffuse irradiance
estimation
For this model, the diffuse component obtained from Equation (2.17) was added to
the direct or beam component obtained from the Aras et al (2006) model (Equation
2.16) to get the global horizontal irradiance. The Kasten Rayleigh optical thicknesses
parametrisation together with the Linke turbidity factor were used in the finding
of the direct irradiance component [127, 129]. The diffuse irradiance calculations
require knowledge of the Linke turbidity factor. The model tested and adopted in
this study appeared to be reliable as the modelled global horizontal irradiance match
the measurements, as shown in Figures 4.15 and 4.16.
The testing of the model was done by determining the change in the result brought
about by modifying the coefficients of Equations (2.18) and (2.20) by 1/2 and 2/3.
The coefficients were first changed by 1/2 and then followed by 2/3. The results have
proven that changing the original coefficients do not improve the matching of the
model and the measured data. What it does is to lower the global horizontal solar
irradiance as shown in Figure 3.6. Hence, the original coefficients of the model were
adopted as there are and they have proven to be suitable for the Gauteng clear-sky
environment. Figure 3.6 is an example of what was done before the adoption of the
model in this study.
Figure 3.6: The measured global horizontal irradiance (Gmeas), Global
(Gh1(std)) irradiance using original coefficients, Gh2(1/2) irradiance with coef-
ficients changed by 1/2, and Gh3(2/3) with coefficients changed by 2/3.
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In this work, a daily global horizontal or total (direct + diffuse) irradiance associated
with the Linke turbidity factors obtained from the standard and adjusted models of
Rayleigh optical thicknesses are presented, and the validation of the model was done
using the measurements. To be precise, the analysis attempts to produce the dif-
fuse irradiance component (Dh) and the measured global horizontal irradiance data
through the use of Equation (2.17). Finally, the irradiance values are estimated for
every interval (one minute to be precise). They are averaged to give daily irradiance
values. The two estimated components of global irradiance were summed, so that
the global horizontal solar irradiance is generated, which was then compared with
the measurements.
3.8 The Slob algorithm using the Aras et al (2006)
model
Figure 3.7 illustrates a plot of diffuse irradiance (obtained using the Aras et al (2006)
model (2.11)) against the product of cos θZTLK .
Figure 3.7: The plot of diffuse irradiance versus the product of cosine of the
zenith angle and Linke turbidity factor. The curve is one, it is just the nature
of the data due to the low values of the cosine of the zenith and Linke turbidity
when plotted against the diffuse irradiance.
In this work, a linear regression fit was done using a plot of diffuse irradiance against
the product of cos θZTLK . The product of cos θZTLK will be represented by the letter
f throughout this thesis. For the 18 September 2015 data, Figure 3.7 was regressed
and resulted in Dh1 = 34.51f+27.66 and R
2=0.935 as shown in Figure 3.8 (a), where
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Dh1 represents a diffuse component from the linear regression, f = cos θZTLK and
TLK , and 27.66 W/m
2 and 34.51 W/m2 are the X and Y coefficients, respectively.
The coefficient of determination, R2, is used to indicate how reasonable the resultant
fit matches the original data points [9]. The correlation R2 equal to unity indicates
a perfect fit.
The same procedure was followed when regressing the data for other chosen days.
Since the Slob algorithm model is a linear fit, the study proposed an idea of applying
the quadratic fit on the curve of diffuse irradiance against the product of cos θZTLK .
This quadratic fit is not the original Slob model. However, Slob Algorithm model
results were improved with the use of a quadratic function of the form:
Dh2 = af
2 + bf + c (3.1)
The quadratic fit (Equation 3.1) shows that the Slob algorithm performs better
than the linear fit during most of the chosen days. This can be explained in terms
of the matching between the linear fit and the quadratic fit with the data points,
the coefficient of determination (R2), is more than 95% for quadratic fittings, except
for 22 November 2015 with the standard model and 20 June 2016 with the adjusted
model as shown in Table 3.3. Figure 3.8 illustrates linear and quadratic fittings of
the standard and adjusted models for the 18 September 2015 data.
(a) Slob standard model (b) Slob adjusted model
Figure 3.8: Illustration of accuracy between the estimated diffuse components
Dh1 from linear fit (LF) and Dh2 from quadratic fit (QF) for 18 September 2015
data.
The linear and quadratic fittings for other days can be viewed in Appendix A.3. The
quadratic (Dh2) regression for both the standard and adjusted models has improved
the correlation compared to the linear (Dh1) regression, except for 21 September in
the adjusted model where the correlation coefficient remains the same.
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Table 3.3: Correlation values (R2) for standard (Std.) and adjusted (Adj.) Slob
Algorithm model from linear (Dh1) and quadratic (Dh2) fittings for 18 September,
27 September and 22 November 2015 and 20 June, 21 September and 20 December
2016 data.
Date 18 Sep 27 Sep 22 Nov 20 Jun 21 Sep 20 Dec
model Fit R2 R2 R2 R2 R2 R2
Std. Dh1 0.9345 0.9518 0.8449 0.9567 0.9816 0.9479
Dh2 0.9957 0.9885 0.9373 0.9640 0.9976 0.9963
Adj. Dh1 0.891 0.9604 0.9575 0.7239 0.9816 0.9600
Dh2 0.9887 0.9772 0.9601 0.9434 0.9816 0.9952
The difference between the standard (Std.) and adjusted (Adj.) models are in
the use of TLK obtained from standard and adjusted optical Rayleigh thicknesses
as expressed by Equations (2.14) and (2.15), respectively. After the direct (from
Equation (2.16)) and diffuse components were calculated, they were then added to
give the global solar irradiance, which was then compared with the measured global
horizontal solar irradiance data as shown in Figures 4.19 to 4.22 on Section 4.6.
3.9 The Slob algorithm using the Tsubo et al (2003)
model
The procedure used in Section 3.8 was repeated with the use of the diffuse compo-
nent described by the Tsubo et al (2003) model (2.12) for 2015 and 2016 datasets.
The resulting coefficients of determination for both linear and quadratic fittings of
standard and adjusted models are shown on their respective Figures 3.9.
(a) Slob standard model (b) Slob adjusted model
Figure 3.9: Illustration of accuracy between the estimated diffuse components
Dh1 from linear fit (LF) and Dh2 from quadratic fit (QF) for 18 September 2015
data.
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The linear and quadratic fittings for other days can be viewed in Appendix A.4.
Table 3.4 summarises all the correlation coefficients for parameters used in the linear
and quadratic fittings.
Table 3.4: Correlation values (R2) for standard (Std.) and adjusted (Adj.) Slob
Algorithm model from linear (Dh1) and quadratic (Dh2) fittings for 18 September,
27 September and 22 November 2015 and 20 June, 21 September and 20 December
2016 data.
Date 18 Sep 27 Sep 22 Nov 20 Jun 21 Sep 20 Dec
model Fit R2 R2 R2 R2 R2 R2
Std. Dh1 0.9877 0.9849 0.9583 0.9610 0.9976 0.9927
Dh2 0.9969 0.9874 0.9643 0.9611 0.9984 0.9929
Adj. Dh1 0.8527 0.9823 0.9575 0.4718 0.9840 0.9921
Dh2 0.9939 0.9823 0.9601 0.9434 0.9957 0.9921
Looking at the correlation values in Table 3.4, one can conclude that the overall
performance of the Standard model is better than that of the Adjusted model. The
correlation values for 18 September 2015 linear fit and the 20 June 2016 linear
and quadratic fits in the Adjusted model were below the confidence level of 95%.
The confidence level was found by just multiplying the value of R2 by 100%. The
quadratic fit did improve the results when compared with the linear regression equa-
tion as shown by the coefficient of determination, except for 27 September and 20
December in the adjusted models. Such improvement is confirmed by the statistical
confidence level of 95%.
After the calculations of the direct (from Equation (2.16)) and diffuse components,
they were then added to give the global solar irradiance which was then compared
with the measured global horizontal solar irradiance data as shown in Figures 4.23
to 4.26 on Section 4.7.
3.10 Mean Bias Error (MBE) and Root Mean
Square Error (RMSE)
To compare a model or database with the observed values, statistical methods are
commonly used. In this work, two well-known approaches were applied, namely the
Mean Bias Error (MBE) and Root Mean Square Error (RMSE) [2]. The latter are
used in evaluating the absolute irradiance model accuracy and have been precisely
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defined [2]. The time varying errors are all analysed for every minute of every hour,
and were averaged in the same hour, through the entire days.
The MBE describes the overall bias of a model and its value should be small. Hoff et
al [194] suggested that the MBE in relation to the available energy is a good method
of measuring relative error. This approach was used during the current analysis. A
percentage error between ±10% is considered satisfactory [195]. Always, if this
value is negative, the model underestimates compared to the observed values and
percentage error. It is expressed by Equation (3.2). The RMSE is a good indicator
of how accurate the model estimates the measured values [194] and it is given by
Equation (3.3). The model performs best for the smallest possible values of RMSE.
A large RMSE of positive value suggests that the calculated value deviates more
from the measured one, whereas a zero value indicates a condition where everything
is perfect [194]. The MBE and RMSE are given by Equations (3.2) and (3.3),
respectively.
MBE(%) =
∑N
i=1(G(model)i −G(meas)i)∑N
i=1G(meas)i
× 100 (3.2)
and
RMSE(%) =
√
(1/N)
∑N
i=1(G(model)i −G(meas)i)2
(1/N)
∑N
i=1G(meas)i
× 100 (3.3)
[2], where G(model)i is the estimated value from a model, G(meas)i corresponds to the
measured value and N represents the number of values used in the series.
3.11 Calculation of Optimal tilt angle
In this thesis, the overall approach of determining the optimum tilt angle was done
by using a method of searching for a tilt angle that has yielded the maximum possible
energy values at a specified period of time. When using the NOAA model, variations
of global solar radiation in the chosen days with time interval of one minute was
determined for a horizontal surface. Equation (2.24) was used in the conversion of
the global horizontal irradiance components to global tilted solar radiation [18]. The
optimal fixed tilt angle was found by calculating the sum of GT for each day while
gradually varying the panel tilt angle and the same computations were repeated
using other tilt angles, up to a point where the sum of GT reaches its maximum
value [180].
The GT was calculated using Equation (2.24). The tilt angle was varied from 0
◦
to 70◦ with an increment of 2◦ while recording the maximum energy yields. For a
fixed solar panel, the tilt angle must be set at the average optimum angle where
the maximum average energy yield was obtained from all the total days used in
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the study. The average resulting solar energy yields from the Scharmer and Greif
(2000) and the Slob Algorithm (2006) standard models for 2015 and 2016 were
plotted against the tilt angle and then fitted with a polynomial of degree 3. The
average energy yields (GT ) and tilt angle (β) were presented with the uncertainty
which were found by differentiating the polynomial function with respect to tilt
angle (β). After taking the derivatives, it was then equated to zero in order to solve
for β and two solutions were obtained. The two real solutions of β were substituted
back into the original polynomial function in order to estimate GT . A solution of β
that has yielded a negative GT was ignored, because the idea is to find the maximum
energy yield. For example, on 18 September when using the Scharmer and Greif
standard model, the average energy yield was found as follows:
GT (β) = 3× 10−6β3 − 0.0036β2 + 0.177β + 23.009
dGT
dβ
=
9
1000000
β2 − 0.0072β + 0.177 = 0
β = 774.6
orβ = 25.39
GT (25.39) = 3× 10−6(25.39)3 − 0.0036(25.39)2 + 0.177(25.39) + 23.009
= 25.23
(3.4)
In this calculation, a solution of β=774.6 has yielded a negative value GT and
it was ignored in the estimation of maximum energy yield and their associated
uncertainties. A solution of β=25.39◦ that has yielded a maximum energy of 25.23
W/m2 was then compared with the value of GT=25.22 W/m
2 obtained at β=25◦
as shown in Table 4.31. The uncertainty was estimated by finding the difference
between the two values of GT as follows:
Uncertainty(%) =
25.23− 25.22
25.22
× 100
= 0.04
(3.5)
The same procedure was repeated for other chosen days. These uncertainty values
are not indicated on Tables 4.31, 4.32, 4.35 and 4.36, but are only indicated on text.
Chapter 4
Results
4.1 Solar position
Solar position was calculated for all relevant times for the dates 18 and 27 September
and 22 November 2015 and 20 June, 21 September and 20 December 2016, respec-
tively. The major parameters are listed in Table 3.1. The noon time for each sample
day is specified in column 4. The solar angles from zenith are between 0◦ and 90◦
and angles above 90◦ indicate that the Sun is below the horizon. In the morning,
an hour angle (ω) is denoted by the negative sign, whereas in the afternoon it is
expressed by the positive sign [49]. The azimuth angle is 0◦ to +180◦ during the
morning and −180◦ to 0◦ during the afternoon as shown in Figure 4.1. The curves
of zenith, azimuth and hour angles for 20 June 2016 correspond to the shortest day,
while the ones for 20 December 2016 correspond to the longest day.
Figure 4.1 depicts the Sun position in relation to solar zenith (θZ), azimuth (γs) and
hour angles (ω) for chosen dates and location (Randburg).
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(a) Sun position for 18 September 2015 (b) Sun position for 27 September 2015
(c) Sun position for 22 November 2015 (d) Sun position for 20 June 2016
(e) Sun position for 21 September 2016 (f) Sun position for 20 December 2016
Figure 4.1: The Sun’s position as function of the solar zenith angle, azimuth
angle and hour angle for the chosen days of the year 2015 and 2016 for Gauteng
location.
The mathematical equations presented within the study are appropriate for cal-
culating the Sun’s positions accurate to less than 1◦ (e.g. 0.2◦). By appropriate
calculation and adopted model, the solar path for any geographical site can be
tracked [196].
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4.2 Daily averaged Linke turbidity factor calcu-
lated using the Aras et al (2006) model
An extraterrestrial solar irradiance (I0) corrected for the Earth-Sun distance on the
chosen days were determined using Equation (2.8) and found to be 1357.2 W/m2 (18
Sep), 1364.1 W/m2 (27 Sep), 1402.3 W/m2 (22 Nov), 1322.6 W/m2 (20 Jun), 1360.2
W/m2 (21 Sep) and 1411.4 W/m2 (20 Dec), respectively. These extraterrestial solar
irradiance (I0) values were used for the calculations of the TLK .
Tables 4.1 to 4.6 summarise the values of the clearness index (KT ), diffuse fraction
(Dh/Gh), diffuse irradiance (Dh) from the Aras et al (2006) model (Equation 2.11),
direct normal irradiance (BN), relative optical airmass (ma), standard (δR1) and
adjusted (δR2) Rayleigh optical thicknesses and Linke turbidity factors (TLK) for
2015 and 2016 data.
Table 4.1: Daily averaged Linke turbidity factors calculated from both the
standard and adjusted Rayleigh optical thickness for 18 September 2015 data.
Tlocal KT Dh/Gh Dh BN ma δR1 TLK δR2 TLK
(hour) (W/m2) (W/m2) (Std.) (Std.) (Adj.) (Adj.)
7:00 0.19 0.29 71.5 551.1 3.25 0.081 3.49 0.089 3.17
8:00 0.35 0.25 117.1 672.2 1.93 0.090 4.08 0.104 3.51
9:00 0.49 0.22 143.9 756.2 1.45 0.093 4.32 0.112 3.60
10:00 0.59 0.19 154.4 790.9 1.24 0.095 4.59 0.116 3.77
11:00 0.63 0.18 157.5 804.7 1.15 0.096 4.75 0.118 3.87
12:00 0.64 0.18 157.6 808.1 1.14 0.096 4.72 0.117 3.84
13:00 0.59 0.19 154.5 788.1 1.23 0.095 4.65 0.116 3.81
14:00 0.48 0.22 143.3 738.8 1.43 0.094 4.54 0.112 3.78
15:00 0.35 0.25 118.4 669.7 1.88 0.090 4.18 0.105 3.59
16:00 0.20 0.28 75.8 569.9 3.10 0.082 3.48 0.091 3.15
17:00 0.06 0.32 25.5 459.4 13.56 0.054 2.17 0.057 1.48
Average 0.38 0.24 115.3 691.7 2.85 0.088 4.09 0.103 3.41
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Table 4.2: Daily averaged Linke turbidity factors calculated from both the
standard and adjusted Rayleigh optical thickness for 27 September 2015 data.
Tlocal KT Dh/Gh Dh BN ma δR1 TLK δR2 TLK
(hour) (W/m2) (W/m2) (Std.) (Std.) (Adj.) (Adj.)
7:00 0.19 0.29 73.7 512.6 2.90 0.083 4.13 0.093 3.72
8:00 0.35 0.25 118.1 634.9 1.80 0.091 4.70 0.106 4.02
9:00 0.48 0.22 143.6 710.7 1.38 0.094 5.02 0.113 4.17
10:00 0.57 0.20 154.2 747.5 1.19 0.095 5.29 0.117 4.33
11:00 0.62 0.19 157.5 760.8 1.11 0.096 5.47 0.119 4.43
12:00 0.61 0.18 157.1 753.5 1.11 0.096 5.55 0.119 4.50
13:00 0.56 0.20 152.4 721.9 1.20 0.095 5.58 0.117 4.56
14:00 0.46 0.22 139.4 670.3 1.14 0.094 5.44 0.113 4.52
15:00 0.31 0.26 109.9 573.9 1.83 0.091 5.26 0.106 4.51
16:00 0.16 0.29 64.8 445.0 2.95 0.083 4.66 0.092 4.20
17:00 0.04 0.32 19.2 292.3 10.24 0.058 3.28 0.065 3.03
Average 0.39 0.24 117.2 568.1 2.44 0.089 4.94 0.105 4.18
Table 4.3: Daily averaged Linke turbidity factors calculated from both the
standard and adjusted Rayleigh optical thickness for 22 November 2015 data.
Tlocal KT Dh/Gh Dh BN ma δR1 TLK δR2 TLK
(hour) (W/m2) (W/m2) (Std.) (Std.) (Adj.) (Adj.)
7:00 0.33 0.25 116.8 689.7 2.06 0.089 3.83 0.102 3.33
8:00 0.45 0.23 141.0 791.2 1.65 0.092 3.81 0.109 3.22
9:00 0.66 0.18 163.4 916.8 1.20 0.095 3.70 0.117 3.02
10:00 0.76 0.15 163.5 966.5 1.07 0.097 3.61 0.119 2.92
11:00 0.81 0.14 161.0 992.5 1.01 0.097 3.52 0.121 2.83
12:00 0.81 0.14 161.1 997.8 1.02 0.097 3.45 0.121 2.77
13:00 0.76 0.15 163.6 980.3 1.09 0.096 3.41 0.119 2.76
14:00 0.66 0.18 163.4 946.4 1.25 0.095 3.32 0.116 2.73
15:00 0.52 0.21 152.1 891.5 1.56 0.093 3.14 0.109 2.64
16:00 0.35 0.25 120.7 805.9 2.26 0.088 2.83 0.099 2.48
17:00 0.16 0.29 65.0 656.4 4.55 0.075 2.34 0.080 2.18
Average 0.57 0.20 142.9 875.9 1.70 0.092 3.36 0.110 2.81
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Table 4.4: Daily averaged Linke turbidity factors calculated from both the
standard and adjusted Rayleigh optical thickness for 20 June 2016 data.
Tlocal KT Dh/Gh Dh BN ma δR1 TLK δR2 TLK
(hour) (W/m2) (W/m2) (Std.) (Std.) (Adj.) (Adj.)
7:00 0.08 0.31 33.3 475.9 6.97 0.064 2.35 0.068 2.23
8:00 0.19 0.29 72.2 604.2 3.45 0.080 2.89 0.088 2.65
9:00 0.32 0.26 107.3 679.7 2.21 0.088 3.45 0.100 3.02
10:00 0.41 0.23 128.4 735.8 1.76 0.091 3.67 0.107 3.13
11:00 0.47 0.22 137.9 765.7 1.58 0.092 3.75 0.109 3.16
12:00 0.47 0.22 137.9 755.6 1.55 0.093 3.89 0.110 3.27
13:00 0.42 0.23 129.6 717.2 1.68 0.092 3.98 0.108 3.38
14:00 0.32 0.26 109.0 640.4 2.03 0.089 4.03 0.103 3.49
15:00 0.20 0.28 74.2 530.2 2.90 0.083 3.82 0.092 3.44
16:00 0.07 0.32 28.0 338.7 6.73 0.066 3.35 0.070 3.15
17:00 0.01 0.33 4.4 190.1 21.59 0.036 2.67 0.045 2.24
Average 0.27 0.27 87.5 584.9 4.77 0.079 3.44 0.091 3.10
Table 4.5: Daily averaged Linke turbidity factors calculated from both the
standard and adjusted Rayleigh optical thickness for 21 September 2016 data.
Tlocal KT Dh/Gh Dh BN ma δR1 TLK δR2 TLK
(hour) (W/m2) (W/m2) (Std.) (Std.) (Adj.) (Adj.)
7:00 0.16 0.29 64.4 460.9 3.10 0.082 4.34 0.091 3.93
8:00 0.33 0.25 114.2 626.0 1.87 0.090 4.61 0.105 3.96
9:00 0.49 0.22 143.7 737.3 1.42 0.094 4.60 0.112 3.83
10:00 0.60 0.19 155.7 803.5 1.22 0.095 4.54 0.116 3.72
11:00 0.66 0.18 159.0 840.8 1.13 0.096 4.43 0.118 3.60
12:00 0.66 0.18 159.0 838.7 1.13 0.096 4.46 0.118 3.62
13:00 0.60 0.19 156.0 806.9 1.21 0.095 4.51 0.116 3.70
14:00 0.49 0.22 143.9 736.8 1.42 0.094 4.62 0.113 3.85
15:00 0.34 0.25 115.7 634.9 1.86 0.090 4.56 0.105 3.91
16:00 0.18 0.29 68.4 487.7 3.04 0.083 4.17 0.091 3.77
17:00 0.04 0.32 16.3 224.2 10.58 0.057 3.82 0.080 3.47
Average 0.41 0.23 117.8 654.3 2.54 0.088 4.42 0.106 3.76
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Table 4.6: Daily averaged Linke turbidity factors calculated from both the
standard and adjusted Rayleigh optical thickness for 20 December 2016 data.
Tlocal KT Dh/Gh Dh BN ma δR1 TLK δR2 TLK
(hour) (W/m2) (W/m2) (Std.) (Std.) (Adj.) (Adj.)
7:00 0.28 0.27 104.8 618.2 2.16 0.088 4.37 0.101 3.81
8:00 0.44 0.23 141.5 727.5 1.52 0.093 4.69 0.111 3.94
9:00 0.58 0.19 159.5 803.1 1.23 0.095 4.82 0.116 3.95
10:00 0.68 0.17 165.3 859.7 1.08 0.096 4.76 0.119 3.85
11:00 0.74 0.16 165.3 894.9 1.01 0.097 4.64 0.121 3.73
12:00 0.76 0.15 164.9 908.7 1.00 0.097 4.50 0.121 3.62
13:00 0.71 0.16 165.6 895.7 1.06 0.096 4.43 0.119 3.58
14:00 0.61 0.19 161.8 832.6 1.19 0.095 4.68 0.117 3.82
15:00 0.49 0.22 149.9 794.1 1.46 0.093 4.25 0.112 3.55
Average 0.56 0.19 153.2 814.9 1.30 0.095 4.50 0.115 3.76
In Table 4.3 (22 November), the clearness index between 11h00 and 12h00 was found
as 0.81. Also, when this clearness index value is above 0.80, Loutzenhiser et al (2007)
[197] suggested that, “there was an unexpected situation of no atmosphere but high
transmissivity”. From Tables 4.1 to 4.6, it is worthy to note that an increased
clearness index (KT ) increases the diffuse irradiance (Dh). This behaviour can be
illustrated using Figure 4.2 for the 18 September 2015 and 21 September 2016 data.
(a) 18 September 2015 (b) 21 September 2016
Figure 4.2: Results of the diffuse irradiance versus clearness index curve with
2015 and 2016 data calculated with the Aras et al (2006) model (2.11).
Note in Tables 4.1 to 4.6, that as expected the diffuse fraction (Dh/Gh) is low
since the data was collected in cloud-free conditions. However, the average daily
diffuse fractions are high on all days as shown in Tables 4.1 to 4.6. This is in
agreement with the study done by Tongwane et al (2018) [198], which suggested
that during the winter and spring, the diffuse portion estimates rise, indicating that
incorporating seasonal atmospheric conditions is essential when modelling global
irradiance components. It is worth mentioning that there is a decreasing trend of
the diffuse fraction (Dh/Gh) from the morning until noon and then increasing from
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noon onwards. This trend is well known according to Berrizbeitia (2017) [199],
especially for high latitude locations.
Due to Equation (2.13), the TLK values depend on the air mass, which varies steadily
during the day, since air mass depends on the zenith angle [146, 200, 201]. In the
case of the Rayleigh optical thickness, δR1 values are smaller compared to the values
obtained with δR2. This variation can be observed in Tables 4.1 to 4.6. From Tables
4.1 to 4.5 together with Table 3.2, it is clear that the rapid drop of turbidity around
17h00 could be due to the location of the Sun in relation with sources of pollution
such as construction activities or particulate matter and also due to wind direction
[135]. For all the chosen days, the wind speed and direction did not remain the
same for more than three hours at a time as shown in Table 3.2. The increase
in wind speed corresponds to the stabilization of turbidity factor [138, 202, 203].
This indicates that the aerosol or dust particles are likely of local origin and that
the decrease is due to a build-up of aerosol before the stronger winds are able to
disperse the particulate matter [135]. Determining the value of the speed at which
the wind is blowing would assist in explaining this kind of behaviour [135]. From
Table 3.2, it is noted that as the wind speed increases from morning to afternoon,
TLK also increases. This rise in wind speed increases the amount of dust particles in
the atmosphere. Conversely, as the wind speed decreases, the Linke turbidity values
decreases. This was noted from 14h00 onwards, except for 20 December. The large
variations that can occur from day to day indicate that the wind and wind speed
may have a major influence [202].
The TLK values were calculated for each chosen day for both 2015 and 2016 datasets.
The TLK values vary from 3.36 on 22 November to 4.94 on 27 September when using
the standard model, and from 2.81 on 22 November to 4.18 on 27 September, when
using the adjusted model. On 27 September, the wind was blowing on north north
east (NNE), whereas on 22 November it was blowing from south south west (SSW)
and then changed to the south easterly (SE) direction as shown in Table 3.2. There
is a clearly noticeable daily variation of the turbidity factors.
The calculated Linke turbidity values for the years 2015 and 2016 are shown in
Figures 4.3 to 4.8. Note that Figure 4.8 was drawn from 7h00 to 14h20 due to cloud
cover.
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Figure 4.3: Daily Linke turbidity factor versus solar time for 18 September
2015.
Figure 4.4: Daily Linke turbidity factor versus solar time for 27 September
2015.
Figure 4.5: Daily Linke turbidity factor versus solar time for 22 November 2015.
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Figure 4.6: Daily Linke turbidity factor versus solar time for 20 June 2016.
Figure 4.7: Daily Linke turbidity factor versus solar time for 21 September
2016.
Figure 4.8: Daily Linke turbidity factor versus solar time for 20 December 2016.
Table 4.7 shows the comparisons between the Linke turbidity factor obtained using
the Aras et al (2006) model and the ones obtained from the online PVGIS database.
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Table 4.7: Average airmass Linke turbidities for the Randburg 2015 and 2016
measurements and derived through PVGIS. This is for the Aras et al (2006)
model. The ∆TLK indicate the differences between the estimated and the PVGIS
values.
Day of year 18 Sep 27 Sep 22 Nov 20 Jun 21 Sep 20 Dec
n 261 270 326 172 265 355
TLK (Std. model) 4.1 4.9 3.4 3.4 4.4 4.5
TLK (PVGIS) 3.8 3.8 3.0 3.2 4.5 3.4
∆TLK 0.3 1.1 0.4 0.2 −0.1 1.1
TLK (Adj. model) 3.4 4.2 2.8 3.1 3.8 3.8
∆TLK −0.4 0.4 −0.2 −0.1 −0.7 0.4
Table 4.8 present the Linke turbidity factors calculated using the SAURAN hourly
averaged global horizontal irradiance which was first decomposed to its components
through the Aras et al (2006) model. The Linke turbidity values obtained this way
appeared on average to be comparable to the ones obtained when using the data
from Sinetech as shown in Table 4.1. Also they are comparable to the ones obtained
from the PVGIS.
Table 4.8: Daily averaged Linke turbidity factors calculated from both the
standard and adjusted Rayleigh optical thickness for 18 September 2015 SAURAN
data.
Tlocal KT Dh/Gh Dh BN ma δR1 TLK δR2 TLK
(hour) (W/m2) (W/m2) (Std.) (Std.) (Adj.) (Adj.)
7:00 0.12 0.30 46.9 330.9 3.25 0.081 5.44 0.089 4.96
8:00 0.28 0.27 99.1 523.6 1.93 0.090 5.50 0.104 4.74
9:00 0.43 0.23 134.5 655.3 1.45 0.093 5.36 0.112 4.47
10:00 0.56 0.20 151.8 750.2 1.24 0.095 5.03 0.116 4.13
11:00 0.64 0.18 157.8 818.3 1.15 0.096 4.60 0.118 3.74
12:00 0.67 0.17 158.8 857.6 1.14 0.096 4.19 0.117 3.41
13:00 0.64 0.18 157.9 875.8 1.23 0.095 3.76 0.116 3.08
14:00 0.57 0.20 153.4 892.5 1.43 0.094 3.15 0.112 2.62
15:00 0.46 0.22 139.4 864.2 1.88 0.090 2.42 0.105 2.08
16:00 0.31 0.26 107.3 816.6 3.10 0.082 1.61 0.091 1.45
17:00 0.10 0.31 32.1 710.3 13.56 0.054 1.01 0.057 1.10
Average 0.43 0.23 121.8 735.9 2.85 0.088 3.82 0.103 3.25
The Linke turbidity factor calculated directly from the SAURAN direct normal
irradiance were found to be 4.01 for standard model and 3.41 for adjusted model
of the Rayleigh optical thickness on a daily averaged. Table 4.9 shows the Linke
turbidity values for standard and adjusted models obtained while using the direct
normal irradiance directly. Note in Table 4.9 that the SAURAN hourly averaged
direct normal irradiance for Pretoria on the 18 September 2015 was on average
maximum (884.5 W/m2) at 14:00, whereas the one obtained from the Aras model
when using the Randburg data was on average maximum (808.1 W/m2) at 12:00 as
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Table 4.9: Daily averaged Linke turbidity factors calculated directly from the
direct normal irradiance using standard and adjusted Rayleigh optical thickness
for 18 September 2015 SAURAN data.
Tlocal BN TLK TLK
(hour) (W/m2) (Std.) (Adj.)
7:00 170.7 8.04 7.31
8:00 541.2 5.33 4.59
9:00 718.2 4.72 3.92
10:00 788.6 4.61 3.78
11:00 852.1 4.23 3.43
12:00 868.4 4.07 3.31
13:00 872.4 3.79 3.10
14:00 884.5 3.21 2.67
15:00 872.5 2.64 2.26
16:00 818.4 2.06 1.86
17:00 700.9 1.37 1.26
Average 735.3 4.01 3.41
shown in Table 4.1. This difference according to Gevers (2015) [204] is because the
lower values are a proof that data models work on averages than specific criteria
regarding the possible application and that data can be an over- and under-estimate
the actual values. The difference in the direct irradiance is also due to the constant
variations in the atmospheric conditions around the two sites.
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4.3 Daily averaged Linke turbidity factors calcu-
lated using the Tsubo et al (2003) model
Tables 4.10 to 4.15 summarise the values of the day number (n), clearness index
(KT ), diffuse fraction (Dh/Gh), diffuse irradiance (Dh) from the Tsubo et al (2003)
model (2.12), direct normal irradiance (BN), relative optical airmass (ma), standard
(δR1) and adjusted (δR2) Rayleigh optical thicknesses and Linke turbidity factors TLK
for 2015 and 2016 data.
Table 4.10: Daily averaged Linke turbidity factors calculated from both the
standard and adjusted Rayleigh optical thickness for 18 September 2015 data.
Tlocal KT Dh/Gh Dh BN ma δR1 TLK δR2 TLK
(hour) (W/m2) (W/m2) (Std.) (Std.) (Adj.) (Adj.)
7:00 0.18 0.89 39.6 646.9 3.29 0.081 2.84 0.089 2.59
8:00 0.34 0.68 74.8 751.6 1.94 0.090 3.41 0.104 2.94
9:00 0.49 0.49 106.2 809.8 1.46 0.093 3.80 0.112 3.17
10:00 0.58 0.37 126.9 824.9 1.24 0.095 4.23 0.116 3.47
11:00 0.63 0.31 137.3 827.4 1.15 0.096 4.50 0.118 3.66
12:00 0.64 0.30 138.3 830.5 1.14 0.096 4.48 0.118 3.64
13:00 0.59 0.36 127.8 821.6 1.23 0.095 4.30 0.116 3.53
14:00 0.49 0.49 106.2 793.4 1.43 0.094 4.02 0.112 3.35
15:00 0.36 0.67 77.1 749.6 1.87 0.090 3.53 0.105 3.03
16:00 0.20 0.87 43.5 670.5 3.06 0.082 2.86 0.091 2.58
17:00 0.01 0.94 20.5 580.6 13.50 0.049 1.93 0.052 1.46
Average 0.41 0.58 90.7 755.2 3.02 0.087 4.09 0.103 3.04
Table 4.11: Daily averaged Linke turbidity factors calculated from both the
standard and adjusted Rayleigh optical thickness for 27 September 2015 data.
Tlocal KT Dh/Gh Dh BN ma δR1 TLK δR2 TLK
(hour) (W/m2) (W/m2) (Std.) (Std.) (Adj.) (Adj.)
7:00 0.19 0.88 41.2 602.0 2.91 0.083 3.44 0.093 3.10
8:00 0.35 0.68 75.6 709.1 1.81 0.091 4.01 0.106 3.43
9:00 0.48 0.50 105.1 763.1 1.39 0.094 3.80 0.113 3.71
10:00 0.57 0.38 125.0 781.8 1.19 0.095 4.47 0.117 3.99
11:00 0.62 0.33 134.7 785.9 1.11 0.096 4.89 0.119 4.18
12:00 0.61 0.33 133.6 779.9 1.11 0.096 5.16 0.119 4.24
13:00 0.56 0.40 121.4 759.8 1.19 0.095 5.23 0.117 4.19
14:00 0.46 0.53 99.9 726.7 1.39 0.094 4.83 0.113 4.01
15:00 0.32 0.72 69.3 650.7 1.82 0.091 4.52 0.106 3.87
16:00 0.17 0.90 36.2 530.3 2.92 0.083 3.96 0.092 3.57
17:00 0.04 0.94 9.3 368.5 13.20 0.056 2.73 0.061 1.77
Average 0.40 0.57 86.5 677.9 2.73 0.089 4.40 0.105 3.64
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Table 4.12: Daily averaged Linke turbidity factors calculated from both the
standard and adjusted Rayleigh optical thickness for 22 November 2015 data.
Tlocal KT Dh/Gh Dh BN ma δR1 TLK δR2 TLK
(hour) (W/m2) (W/m2) (Std.) (Std.) (Adj.) (Adj.)
7:00 0.33 0.70 73.9 784.9 2.06 0.089 3.18 0.102 2.76
8:00 0.51 0.46 114.8 886.5 1.48 0.093 3.33 0.111 2.79
9:00 0.66 0.27 148.1 934.9 1.21 0.095 3.53 0.117 2.89
10:00 0.76 0.16 170.8 958.3 1.07 0.097 3.69 0.119 2.98
11:00 0.81 0.16 182.5 970.5 1.01 0.097 3.75 0.121 3.01
12:00 0.81 0.16 182.5 975.8 1.02 0.096 3.67 0.120 2.95
13:00 0.76 0.16 170.7 973.5 1.09 0.096 3.49 0.119 2.82
14:00 0.66 0.27 148.4 966.3 1.24 0.095 3.16 0.116 2.59
15:00 0.52 0.45 116.9 948.3 1.56 0.093 2.73 0.110 2.29
16:00 0.35 0.67 78.5 903.5 2.24 0.088 2.26 0.100 1.98
17:00 0.16 0.90 36.6 782.8 4.47 0.075 1.82 0.081 1.69
Average 0.58 0.40 129.4 916.8 1.68 0.092 3.15 0.111 2.88
Table 4.13: Daily averaged Linke turbidity factors calculated from both the
standard and adjusted Rayleigh optical thickness for 20 June 2016 data.
Tlocal KT Dh/Gh Dh BN ma δR1 TLK δR2 TLK
(hour) (W/m2) (W/m2) (Std.) (Std.) (Adj.) (Adj.)
7:00 0.05 0.94 11.5 548.0 11.70 0.051 1.64 0.053 1.57
8:00 0.19 0.88 40.2 710.1 3.49 0.080 2.28 0.087 2.09
9:00 0.31 0.72 66.5 767.6 2.22 0.088 2.81 0.100 2.46
10:00 0.41 0.59 87.5 806.7 1.76 0.091 3.09 0.107 2.64
11:00 0.47 0.52 99.7 825.6 1.58 0.092 3.23 0.110 2.72
12:00 0.47 0.51 99.9 815.2 1.55 0.093 3.36 0.110 2.83
13:00 0.42 0.58 89.5 785.9 1.67 0.092 3.39 0.108 2.88
14:00 0.33 0.71 68.9 723.7 2.02 0.089 3.36 0.103 2.91
15:00 0.20 0.87 42.4 624.5 2.88 0.084 3.15 0.093 2.84
16:00 0.07 0.94 14.8 420.4 6.56 0.067 2.84 0.071 2.67
17:00 0.01 0.94 2.4 210.5 17.00 0.041 2.69 0.044 2.47
Average 0.27 0.75 56.7 658.0 4.77 0.079 2.89 0.090 2.55
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Table 4.14: Daily averaged Linke turbidity factors calculated from both the
standard and adjusted Rayleigh optical thickness for 21 September 2016 data.
Tlocal KT Dh/Gh Dh BN ma δR1 TLK δR2 TLK
(hour) (W/m2) (W/m2) (Std.) (Std.) (Adj.) (Adj.)
7:00 0.16 0.90 35.3 545.0 3.12 0.082 3.65 0.091 3.31
8:00 0.33 0.70 72.0 701.5 1.88 0.090 3.92 0.105 3.37
9:00 0.49 0.50 105.9 789.5 1.43 0.094 4.08 0.112 3.40
10:00 0.60 0.35 130.4 833.4 1.22 0.095 4.22 0.116 3.46
11:00 0.66 0.26 144.3 857.4 1.13 0.096 4.25 0.118 3.45
12:00 0.66 0.27 144.2 855.6 1.13 0.096 4.27 0.118 3.47
13:00 0.61 0.34 131.8 837.3 1.21 0.095 4.20 0.117 3.44
14:00 0.49 0.49 107.2 791.0 1.41 0.094 4.10 0.113 3.41
15:00 0.34 0.68 74.6 713.8 1.85 0.090 3.88 0.105 3.32
16:00 0.18 0.89 38.7 579.5 3.00 0.083 3.49 0.092 3.16
17:00 0.03 0.94 10.7 86.9 11.30 0.052 3.57 0.042 2.82
Average 0.41 0.57 90.5 690.1 2.61 0.088 3.97 0.103 3.33
Table 4.15: Daily averaged Linke turbidity factors calculated from both the
standard and adjusted Rayleigh optical thickness for 20 December 2016 data.
Tlocal KT Dh/Gh Dh BN ma δR1 TLK δR2 TLK
(hour) (W/m2) (W/m2) (Std.) (Std.) (Adj.) (Adj.)
7:00 0.28 0.76 63.4 705.2 2.17 0.088 3.66 0.101 3.20
8:00 0.44 0.56 99.1 790.6 1.53 0.093 4.10 0.111 3.44
9:00 0.58 0.38 130.2 838.8 1.23 0.095 4.45 0.116 3.64
10:00 0.68 0.24 153.6 871.6 1.08 0.096 4.62 0.119 3.74
11:00 0.74 0.17 167.6 892.1 1.01 0.097 4.67 0.120 3.75
12:00 0.76 0.16 170.7 903.0 1.00 0.097 4.57 0.121 3.67
13:00 0.72 0.20 161.6 900.2 1.06 0.096 4.39 0.120 3.54
14:00 0.61 0.33 137.7 861.4 1.19 0.095 4.38 0.117 3.58
15:00 0.49 0.48 112.4 851.3 1.45 0.093 3.76 0.112 3.13
Average 0.59 0.36 132.9 846.0 1.30 0.094 4.29 0.115 3.52
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The calculated Linke turbidity factors for the year 2015 and 2016 are shown in
Figures 4.9 to 4.14. Note that the Figure 4.8 was drawn from 7h00 to 14h20 due to
cloud cover.
Figure 4.9: Daily Linke turbidity factor versus solar time for 18 September
2015.
Figure 4.10: Daily Linke turbidity factor versus solar time for 27 September
2015.
Figure 4.11: Daily Linke turbidity factor versus solar time for 22 November
2015.
CHAPTER 4. RESULTS 68
Figure 4.12: Daily Linke turbidity factor versus solar time for 20 June 2016.
Figure 4.13: Daily Linke turbidity factor versus solar time for 21 September
2016.
Figure 4.14: Daily Linke turbidity factor versus solar time for 20 December
2016.
Table 4.16 shows the comparisons between the Linke turbidity factor obtained using
the Tsubo et al (2003) model and the ones obtained from the online PVGIS database.
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Table 4.16: Average airmass Linke turbidities for the Randburg 2015 and 2016
measurements and derived through PVGIS. This is for the Tsubo et al (2003)
model. The ∆TLK indicate the differences between the estimated and the PVGIS
values.
Day of year 18 Sep 27 Sep 22 Nov 20 Jun 21 Sep 20 Dec
n 261 270 326 172 265 355
TLK (Std. model) 4.1 4.4 3.2 2.9 4.0 4.3
TLK (PVGIS) 3.8 3.8 3.0 3.2 4.5 3.4
∆TLK 0.3 0.6 0.2 −0.3 −0.5 0.9
TLK (Adj. model) 3.0 3.6 2.9 2.6 3.3 3.5
∆TLK −0.8 −0.2 −0.1 −0.6 −1.2 0.1
4.4 Averaged performance evaluation of the Scharmer
and Greif model when using the Aras et al
(2006) model
For comparison purposes, the following subscripts Gm1 and Gm2 are used here to
represent the global horizontal solar irradiance obtained using the Scharmer and
Greif standard and adjusted models, respectively. For the diffuse representation,
Dh was obtained from the Aras et al (2006) model (2.11), Dh1 and Dh2 are diffuse
irradiance components obtained from the Scharmer and Greif standard and adjusted
models and Bh represents the direct horizontal component.
The following Tables 4.17 and 4.18, show the MBE and RMSE for the estimated
(Gm1 & Gm2) and measured (Gmeas) global irradiance for each day considered based
on one minute resolution. From here and later Gmeas refers to the Gh. It is observed
that MBE and RMSE results are not deviating much, except in Table 4.17, where
MBE of 8.85% for 27 September 2015 approaches close to its limit with the corre-
sponding RMSE of 9.38%. The reason for this deviation was due to that the Linke
turbidity factor fluctuates during the day as indicated on Tables 4.1 to 4.6.
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Table 4.17: The averaged performance evaluation using MBE and RMSE error
parameters of the proposed Scharmer and Greif standard model for the respective
days of 2015 and 2016. This was for the Aras et al (2006) model.
Date & Day number Scharmer and Greif standard model
n Dh Dh1 Bh Gmeas Gm1 MBE RMSE
(W/m2) (W/m2) (W/m2) (W/m2) (W/m2) (%) (%)
20 Jun (172) 87.5 93.1 292.8 387.5 385.9 −0.42 3.10
18 Sep (261) 115.3 128.0 418.8 532.6 546.8 2.66 3.05
21 Sep (265) 117.8 134.5 420.3 531.8 554.8 4.32 4.52
27 Sep (270) 117.2 153.3 391.1 500.1 544.4 8.85 9.38
22 Nov (326) 142.9 107.4 575.9 703.5 683.3 −2.89 3.93
20 Dec (355) 153.2 157.0 591.2 724.3 748.2 3.30 3.42
Table 4.18: The averaged performance evaluation using MBE and RMSE error
parameters of the proposed Scharmer and Greif adjusted model for the respective
days of 2015 and 2016. This was for the Aras et al (2006) model.
Date & Day number Scharmer and Greif adjusted model
n Dh Dh2 Bh Gmeas Gm2 MBE RMSE
(W/m2) (W/m2) (W/m2) (W/m2) (W/m2) (%) (%)
20 Jun (172) 87.5 81.1 292.8 387.5 373.9 −3.51 5.73
18 Sep (261) 115.3 107.0 418.8 532.6 525.8 −1.29 2.96
21 Sep (265) 117.8 112.6 420.3 531.8 532.9 0.15 3.80
27 Sep (270) 117.2 139.7 391.1 500.1 530.8 6.13 4.35
22 Nov (326) 142.9 87.3 575.9 703.5 663.2 −5.72 6.88
20 Dec (355) 153.2 127.1 591.2 724.3 718.3 −0.83 2.12
The results of the measured and modelled global solar irradiance using the Scharmer
and Greif standard and adjusted models for 2015 data are shown in Figure 4.15.
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(a) Global irradiances and Bh for 18
September 2015
(b) Diffuse irradiances for 18 September
2015
(c) Global irradiances and Bh for 27
September 2015
(d) Diffuse irradiances for 27 September
2015
(e) Global irradiances and Bh for 22
November 2015
(f) Diffuse irradiances for 22 November
2015
Figure 4.15: Results of the Scharmer and Greif (S & G) standard (Std.) and
adjusted (Adj.) model-measurements inter-comparison. The global Gmeas (mea-
sured), Gm1 (Std.), and Gm2 (Adj.) and direct (Bh), and diffuse (Dh) from the
Aras et al (2006) model (2.11), Dh1 (Std.) and Dh2 (Adj.) irradiances with 2015
data.
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The results of the measured and modelled global solar irradiance using the Scharmer
and Greif standard and adjusted models for 2016 data are shown in Figure 4.16.
(a) Global irradiances and Bh for 20
June 2016
(b) Diffuse irradiances for 20 June 2016
(c) Global irradiances and Bh for 21
September 2016
(d) Diffuse irradiances for 21 September
2016
(e) Global irradiances and Bh for 20 De-
cember 2016
(f) Diffuse irradiances for 20 December
2016
Figure 4.16: Results of the Scharmer and Greif (S & G) standard (Std.) and
adjusted (Adj.) model-measurements inter-comparison. The global Gmeas (mea-
sured), Gm1 (Std.), and Gm2 (Adj.) and direct (Bh), and diffuse (Dh) from the
Aras et al (2006) model (2.11), Dh1 (Std.) and Dh2 (Adj.) irradiances with 2016
data.
Table 4.19 show the MBE and RMSE for the estimated (Gm1) and measured (Gmeas)
global irradiance for the day considered based on the SAURAN data. It is observed
that MBE and RMSE results are not deviating much, except where MBE of -7.39%
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for adjusted model approaches close to its limit with the corresponding RMSE of
4.62%. The reason for this deviation was due to that the Linke turbidity factor
fluctuates during the day as indicated on Tables 4.1 to 4.6 and 4.8.
Table 4.19: The averaged performance evaluation using MBE and RMSE error
parameters of the proposed Scharmer and Greif standard and adjusted model for
18 September 2015 SAURAN data. This was for the Aras et al (2006) model.
Models Scharmer and Greif model
models Dh Dh1 Bh Gmeas Gm1 MBE RMSE
(W/m2) (W/m2) (W/m2) (W/m2) (W/m2) (%) (%)
Standard 116.9 117.6 443.5 560.4 561.1 0.124 9.07
Adjusted 116.9 103.7 443.5 560.4 547.2 −7.39 4.62
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4.5 Averaged performance evaluation of the Scharmer
and Greif model when using the Tsubo et al
(2003) model (2.12)
Table 4.20: The averaged performance evaluation using MBE and RMSE error
parameters of the proposed Scharmer and Greif standard model for the respective
days of 2015 and 2016. This was for the Tsubo et al (2003) model.
Date & Day number Scharmer and Greif standard model
n Dh Dh1 Bh Gmeas Gm1 MBE RMSE
(W/m2) (W/m2) (W/m2) (W/m2) (W/m2) (%) (%)
20 Jun (172) 56.7 80.8 328.1 387.5 408.9 4.04 5.53
18 Sep (261) 90.7 113.8 447.4 532.6 561.2 5.36 5.57
21 Sep (265) 90.5 121.0 446.7 531.8 567.7 6.75 7.06
27 Sep (270) 86.5 141.3 428.9 500.1 570.2 14.02 12.10
22 Nov (326) 129.4 100.6 590.9 703.5 691.5 −1.69 3.77
20 Dec (355) 132.9 136.1 540.5 724.3 676.6 −6.59 6.84
Table 4.21: The averaged performance evaluation using MBE and RMSE error
parameters of the proposed Scharmer and Greif adjusted model for the respective
days of 2015 and 2016. This was for the Tsubo et al (2003) model.
Date & Day number Scharmer and Greif adjusted model
n Dh Dh2 Bh Gmeas Gm2 MBE RMSE
(W/m2) (W/m2) (W/m2) (W/m2) (W/m2) (%) (%)
20 Jun (172) 56.7 67.3 328.1 387.5 395.4 2.04 3.66
18 Sep (261) 90.7 94.1 447.4 532.6 541.5 1.66 2.39
21 Sep (265) 90.5 100.9 446.7 531.8 547.6 2.97 4.86
27 Sep (270) 86.5 117.2 428.9 500.1 546.1 9.20 7.26
22 Nov (326) 129.4 81.0 590.9 703.5 671.9 −4.48 6.53
20 Dec (355) 132.9 111.2 540.5 724.3 651.7 −10.28 5.50
The results of the measured and modelled global solar irradiance using the Scharmer
and Greif standard and adjusted models for 2015 data are shown in Figure 4.17.
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(a) Global irradiances and Bh for 18
September 2015
(b) Diffuse irradiances for 18 September
2015
(c) Global irradiances and Bh for 27
September 2015
(d) Diffuse irradiances for 27 September
2015
(e) Global irradiances and Bh for 22
November 2015
(f) Diffuse irradiances for 22 November
2015
Figure 4.17: Results of the Scharmer and Greif (S & G) standard (Std.) and
adjusted (Adj.) model-measurements inter-comparison. The global Gmeas (mea-
sured), Gm1 (Std.), and Gm2 (Adj.) and direct (Bh), and diffuse (Dh) from the
Tsubo et al (2003) model (2.12), Dh1 (Std.) and Dh2 (Adj.) irradiances with
2015 data.
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The results of the measured and modelled global solar irradiance using the Scharmer
and Greif standard and adjusted models for 2016 data are shown in Figure 4.18.
(a) Global irradiances and Bh for 20
June 2016
(b) Diffuse irradiances for 20 June 2016
(c) Global irradiances and Bh for 21
September 2016
(d) Diffuse irradiances for 21 September
2016
(e) Global irradiances and Bh for 20 De-
cember 2016
(f) Diffuse irradiances for 20 December
2016
Figure 4.18: Results of the Scharmer and Greif (S & G) standard (Std.) and
adjusted (Adj.) model-measurements inter-comparison. The global Gmeas (mea-
sured), Gm1 (Std.), and Gm2 (Adj.) and direct (Bh), and diffuse (Dh) from the
Tsubo et al (2003) model (2.12), Dh1 (Std.) and Dh2 (Adj.) irradiances with
2016 data.
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4.6 Averaged performance evaluation of the Slob
Algorithm model when using the Aras et al
(2006) model
The following Tables 4.22 to 4.25 present the results of the Slob Algorithm standard
and adjusted linear and quadratic fitting models, where Bh represents the direct
horizontal component and Dh represents the diffuse irradiance resulting from the
Aras et al (2006) model (2.11), Dh1 and Dh2 resulted from the linear and quadratic
fittings, respectively. The negative sign on the MBE is indicating that there is an
underestimation between the measured (Gmeas) and estimated (Gm1 & Gm2) values.
From here and later Gmeas refers to Gh. It is noticed in all cases that the MBE
shows very reasonable results. It is slightly high (that is, −3.12%) for the 20 June
2016 data as shown in Table 4.24, when using the Slob Algorithm adjusted linear
fit model.
It is observed that the Slob Algorithm standard (LF) model performed better on 21
September with a RMSE of 1.27% as shown in table 4.22. For the standard (QF)
model in Table 4.23, the best RMSE of 0.41% is observed on 20 December with
the corresponding MBE of −0.0002%. For the adjusted (LF) and (QF) models,
the RMSE were found to be 1.00% for 21 September and 0.74% for 18 September
as shown in Table 4.24 and 4.25. However, these results illustrate a high level of
convergence between the measured and modelled values.
Table 4.22: The averaged performance evaluation using MBE and RMSE error
parameters of the proposed Slob Algorithm standard Linear Fit (LF) model for
the respective days of 2015 and 2016. This was for the Aras et al (2006) model.
Date & Day number Slob Algorithm standard (LF) model
n Dh Dh1 Bh Gmeas Gm1 MBE RMSE
(W/m2) (W/m2) (W/m2) (W/m2) (W/m2) (%) (%)
20 Jun (172) 87.5 94.2 292.8 387.5 387.1 −0.10 2.42
18 Sep (261) 115.3 113.8 418.8 532.6 532.6 0.007 2.34
21 Sep (265) 117.8 111.8 420.3 531.8 533.3 0.001 1.27
27 Sep (270) 117.2 109.0 391.1 500.1 500.1 0.0001 2.17
22 Nov (326) 142.9 127.6 575.9 703.5 703.5 −0.0004 2.72
20 Dec (355) 153.2 133.1 591.2 724.3 724.3 0.0002 1.53
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Table 4.23: The averaged performance evaluation using MBE and RMSE error
parameters of the proposed Slob Algorithm standard Quadratic Fit (QF) model
for the respective days of 2015 and 2016. This was for the Aras et al (2006)
model.
Date & Day number Slob Algorithm standard (QF) model
n Dh Dh2 Bh Gmeas Gm2 MBE RMSE
(W/m2) (W/m2) (W/m2) (W/m2) (W/m2) (%) (%)
20 Jun (172) 87.5 94.5 292.8 387.5 387.4 −0.026 2.24
18 Sep (261) 115.3 113.4 418.8 532.6 532.2 −0.086 0.61
21 Sep (265) 117.8 111.8 420.3 531.8 533.3 −0.0039 0.49
27 Sep (270) 117.2 109.0 391.1 500.1 500.1 0.0002 1.09
22 Nov (326) 142.9 127.6 575.9 703.5 703.5 0.0011 1.73
20 Dec (355) 153.2 133.1 591.2 724.3 724.3 −0.0002 0.41
Table 4.24: The averaged performance evaluation using MBE and RMSE error
parameters of the proposed Slob Algorithm adjusted Linear Fit (LF) model for
the respective days of 2015 and 2016. This was for the Aras et al (2006) model.
Date & Day number Slob Algorithm adjusted (LF) model
n Dh Dh1 Bh Gmeas Gm1 MBE RMSE
(W/m2) (W/m2) (W/m2) (W/m2) (W/m2) (%) (%)
20 Jun (172) 87.5 82.6 292.8 387.5 375.4 −3.12 7.55
18 Sep (261) 115.3 113.5 418.8 532.6 532.2 0.009 2.09
21 Sep (265) 117.8 112.7 420.3 531.8 533.6 0.043 1.00
27 Sep (270) 117.2 109.1 391.1 500.1 500.7 0.014 1.96
22 Nov (326) 142.9 127.6 575.9 703.5 703.4 −0.0043 2.60
20 Dec (355) 153.2 133.1 591.2 724.3 724.3 0.0001 4.89
Table 4.25: The averaged performance evaluation using MBE and RMSE error
parameters of the proposed Slob Algorithm adjusted Quadratic Fit (QF) model
for the respective days of 2015 and 2016. This was for the Aras et al (2006)
model.
Date & Day number Slob Algorithm adjusted (QF) model
n Dh Dh2 Bh Gmeas Gm2 MBE RMSE
(W/m2) (W/m2) (W/m2) (W/m2) (W/m2) (%) (%)
20 Jun (172) 87.5 95.3 292.8 387.5 389.6 0.191 5.26
18 Sep (261) 115.3 113.9 418.8 532.6 532.7 0.0001 0.74
21 Sep (265) 117.8 112.7 420.3 531.8 533.6 0.043 1.00
27 Sep (270) 117.2 111.7 391.1 500.1 502.4 0.674 1.32
22 Nov (326) 142.9 127.6 575.9 703.5 703.5 0.0008 1.85
20 Dec (355) 153.2 133.1 591.2 724.3 724.3 0.0002 4.40
Table 4.26 show the MBE and RMSE for the estimated (Gm1) and measured (Gmeas)
global irradiance for the day considered based on the SAURAN data.
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Table 4.26: The averaged performance evaluation using MBE and RMSE error
parameters of the proposed Slob algorithm standard model for 18 September 2015
SAURAN data. This was for the Aras et al (2006) model.
Models Slob algorithm model
models Dh Dh2 Bh Gmeas Gm1 MBE RMSE
(W/m2) (W/m2) (W/m2) (W/m2) (W/m2) (%) (%)
Slob (Std. LF) 116.9 109.2 443.5 560.4 552.7 −1.37 6.68
Slob (Adj. LF) 116.9 108.6 443.5 560.4 552.1 −1.50 6.99
The results of the measured and modelled global solar irradiance using the Slob
Algorithm standard model for 2015 data are shown in Figure 4.19.
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(a) Global irradiances and Bh for 18
September 2015
(b) Diffuse irradiances for 18 September
2015
(c) Global irradiances and Bh for 27
September 2015
(d) Diffuse irradiances for 27 September
2015
(e) Global irradiances and Bh for 22
November 2015
(f) Diffuse irradiances for 22 November
2015
Figure 4.19: Results of the Slob Algorithm standard (Std.) model-
measurements inter-comparison. The global Gmeas (measured), Gm1 (LF), and
Gm2 (QF) and direct (Bh), and diffuse (Dh) Equation (2.11), Dh1 (LF) and Dh2
(QF) irradiances with 2015 data.
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The results of the measured and modelled global solar irradiance using the Slob
Algorithm standard model for 2016 data are shown in Figure 4.20.
(a) Global irradiances and Bh for 20
June 2016
(b) Diffuse irradiances for 20 June 2016
(c) Global irradiances and Bh for 21
September 2016
(d) Diffuse irradiances for 21 September
2016
(e) Global irradiances and Bh for 20 De-
cember 2016
(f) Diffuse irradiances for 20 December
2016
Figure 4.20: Results of the Slob Algorithm standard (Std.) model-
measurements inter-comparison. The global Gmeas (measured), Gm1 (LF), and
Gm2 (QF) and direct (Bh), and diffuse (Dh) Equation (2.11), Dh1 (LF) and Dh2
(QF) irradiances with 2016 data.
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The results of the measured and modelled global solar irradiance using the Slob
Algorithm adjusted model for 2015 data are shown in Figure 4.21.
(a) Global irradiances and Bh for 18
September 2015
(b) Diffuse irradiances for 18 September
2015
(c) Global irradiances and Bh for 27
September 2015
(d) Diffuse irradiances for 27 September
2015
(e) Global irradiances and Bh for 22
November 2015
(f) Diffuse irradiances for 22 November
2015
Figure 4.21: Results of the Slob Algorithm adjusted (Adj.) model-
measurements inter-comparison. The global Gmeas (measured), Gm1 (LF), and
Gm2 (QF) and direct (Bh), and diffuse (Dh) Equation (2.11), Dh1 (LF) and Dh2
(QF) irradiances with 2015 data.
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The results of the measured and modelled global solar irradiance using the Slob
Algorithm adjusted model for 2016 data are shown in Figure 4.22.
(a) Global irradiances and Bh for 20
June 2016
(b) Diffuse irradiances for 20 June 2016
(c) Global irradiances and Bh for 21
September 2016
(d) Diffuse irradiances for 21 September
2016
(e) Global irradiances and Bh for 20 De-
cember 2016
(f) Diffuse irradiances for 20 December
2016
Figure 4.22: Results of the Slob Algorithm adjusted (Adj.) model-
measurements inter-comparison. The global Gmeas (measured), Gm1 (LF), and
Gm2 (QF) and direct (Bh), and diffuse (Dh) Equation (2.11), Dh1 (LF) and Dh2
(QF) irradiances with 2016 data.
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4.7 Averaged performance evaluation of the Slob
Algorithm model when using the Tsubo et al
(2003) model
Table 4.27: The averaged performance evaluation using MBE and RMSE error
parameters of the proposed Slob Algorithm standard Linear Fit (LF) model for
the respective days of 2015 and 2016. This was for the Tsubo et al (2003) model.
Date & Day number Slob Algorithm standard (LF) model
n Dh Dh1 Bh Gmeas Gm1 MBE RMSE
(W/m2) (W/m2) (W/m2) (W/m2) (W/m2) (%) (%)
20 Jun (172) 56.7 82.0 328.1 387.5 387.4 −0.026 1.84
18 Sep (261) 90.7 85.2 447.4 532.6 532.6 0.002 0.95
21 Sep (265) 90.5 85.3 446.7 531.8 533.3 0.288 0.46
27 Sep (270) 86.5 82.2 428.9 500.1 500.1 −0.002 1.11
22 Nov (326) 129.4 112.6 590.9 703.5 703.5 −0.006 1.72
20 Dec (355) 132.9 102.0 540.5 724.3 642.5 −11.30 3.67
Table 4.28: The averaged performance evaluation using MBE and RMSE error
parameters of the proposed Slob Algorithm standard Quadratic Fit (QF) model
for the respective days of 2015 and 2016. This was for the Tsubo et al (2003)
model.
Date & Day number Slob Algorithm standard (QF) model
n Dh Dh2 Bh Gmeas Gm2 MBE RMSE
(W/m2) (W/m2) (W/m2) (W/m2) (W/m2) (%) (%)
20 Jun (172) 56.7 61.9 328.1 387.5 387.4 −0.026 1.83
18 Sep (261) 90.7 85.2 447.4 532.6 532.6 0.004 0.47
21 Sep (265) 90.5 85.3 446.7 531.8 533.3 0.288 0.38
27 Sep (270) 86.5 80.0 428.9 500.1 500.1 −0.002 1.02
22 Nov (326) 129.4 112.6 590.9 703.5 703.5 −0.006 1.60
20 Dec (355) 132.9 102.1 540.5 724.3 642.6 −11.29 3.67
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Table 4.29: The averaged performance evaluation using MBE and RMSE error
parameters of the proposed Slob Algorithm adjusted Linear Fit (LF) model for
the respective days of 2015 and 2016. This was for the Tsubo et al (2003) model.
Date & Day number Slob Algorithm adjusted (LF) model
n Dh Dh1 Bh Gmeas Gm1 MBE RMSE
(W/m2) (W/m2) (W/m2) (W/m2) (W/m2) (%) (%)
20 Jun (172) 56.7 60.6 328.1 387.5 387.7 0.052 4.54
18 Sep (261) 90.7 84.6 447.4 532.6 532.0 −0.113 1.27
21 Sep (265) 90.5 86.2 446.7 531.8 533.6 0.331 0.77
27 Sep (270) 86.5 82.4 428.9 500.1 500.9 0.150 1.12
22 Nov (326) 129.4 112.6 590.9 703.5 703.5 −0.006 1.74
20 Dec (355) 132.9 102.3 540.5 724.3 642.7 −11.27 3.98
Table 4.30: The averaged performance evaluation using MBE and RMSE error
parameters of the proposed Slob Algorithm adjusted Quadratic Fit (QF) model
for the respective days of 2015 and 2016. This was for the Tsubo et al (2003)
model.
Date & Day number Slob Algorithm adjusted (QF) model
n Dh Dh2 Bh Gmeas Gm2 MBE RMSE
(W/m2) (W/m2) (W/m2) (W/m2) (W/m2) (%) (%)
20 Jun (172) 56.7 60.6 328.1 387.5 389.7 0.056 3.23
18 Sep (261) 90.7 85.2 447.4 532.6 532.6 0.0001 0.63
21 Sep (265) 90.5 86.0 446.7 531.8 533.4 0.303 0.61
27 Sep (270) 86.5 80.2 428.9 500.1 500.9 0.150 1.12
22 Nov (326) 129.4 112.6 590.9 703.5 703.5 −0.006 1.69
20 Dec (355) 132.9 102.2 540.5 724.3 642.7 −11.26 3.98
The results of the measured and modelled global solar irradiance using the Slob
Algorithm standard model for 2015 data are shown in Figure 4.23.
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(a) Global irradiances and Bh for 18
September 2015
(b) Diffuse irradiances for 18 September
2015
(c) Global irradiances and Bh for 27
September 2016
(d) Diffuse irradiances for 27 September
2015
(e) Global irradiances and Bh for 22
November 2015
(f) Diffuse irradiances for 22 November
2015
Figure 4.23: Results of the Slob Algorithm standard (Std.) model-
measurements inter-comparison. The global Gmeas (measured), Gm1 (LF), and
Gm2 (QF) and direct (Bh), and diffuse (Dh) equation (2.12), Dh1 (LF) and Dh2
(QF) irradiances with 2015 data.
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The results of the measured and modelled global solar irradiance using the Slob
Algorithm standard model for 2016 data are shown in Figure 4.24.
(a) Global irradiances and Bh for 20
June 2016
(b) Diffuse irradiances for 20 June 2016
(c) Global irradiances and Bh for 21
September 2016
(d) Diffuse irradiances for 21 September
2016
(e) Global irradiances and Bh for 20 De-
cember 2016
(f) Diffuse irradiances for 20 December
2016
Figure 4.24: Results of the Slob Algorithm standard (Std.) model-
measurements inter-comparison. The global Gmeas (measured), Gm1 (LF), and
Gm2 (QF) and direct (Bh), and diffuse (Dh) equation (2.12), Dh1 (LF) and Dh2
(QF) irradiances with 2016 data.
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The results of the measured and modelled global solar irradiance using the Slob
Algorithm adjusted model for 2015 data are shown in Figure 4.25.
(a) Global irradiances and Bh for 18
September 2015
(b) Diffuse irradiances for 18 September
2015
(c) Global irradiances and Bh for 27
September 2015
(d) Diffuse irradiances for 27 September
2015
(e) Global irradiances and Bh for 22
November 2015
(f) Diffuse irradiances for 22 November
2015
Figure 4.25: Results of the Slob Algorithm adjusted (Adj.) model-
measurements inter-comparison. The global Gmeas (measured), Gm1 (LF), and
Gm2 (QF) and direct (Bh), and diffuse (Dh) equation (2.12), Dh1 (LF) and Dh2
(QF) irradiances with 2015 data.
CHAPTER 4. RESULTS 89
The results of the measured and modelled global solar irradiance using the Slob
Algorithm adjusted model for 2016 data are shown in Figure 4.26.
(a) Global irradiances and Bh for 20
June 2016
(b) Diffuse irradiances for 20 June 2016
(c) Global irradiances and Bh for 21
September 2016
(d) Diffuse irradiances for 21 September
2016
(e) Global irradiances and Bh for 20 De-
cember 2016
(f) Diffuse irradiances for 20 December
2016
Figure 4.26: Results of the Slob Algorithm adjusted (Adj.) model-
measurements inter-comparison. The global Gmeas (measured), Gm1 (LF), and
Gm2 (QF) and direct (Bh), and diffuse (Dh) equation (2.12), Dh1 (LF) and Dh2
(QF) irradiances with 2016 data.
CHAPTER 4. RESULTS 90
4.8 The comparisons of Scharmer and Greif and
Slob Algorithm models using the Aras et al
(2006) model
For comparison purposes, the following subscripts Gm1, Dh1, Gm2, Dh2, Gm3, Dh3
and Dh are used, where Gm1 and Dh1 indicate the global irradiance and the diffuse
irradiance for the Scharmer and Greif models, Gm2 and Dh2 are the global and
diffuse irradiance for the Slob linear fit model, Gm3 and Dh3 represent the global
and diffuse irradiance for the Slob quadratic fit model and diffuse irradiance (Dh)
was obtained from the Aras et al (2006) model (2.11) and Bh represents the direct
horizontal component. From here and later Gmeas refers to Gh.
The results of inter-comparisons of the Scharmer and Greif (S & G) and the Slob
algorithm standard (Std.) models for the measured and modelled global, direct and
diffuse solar irradiance for 2015 data are shown in Figure 4.27.
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(a) Global irradiances and Bh for 18
September 2015
(b) Diffuse irradiances for 18 September
2015
(c) Global irradiances and Bh for 27
September 2015
(d) Diffuse irradiances for 27 September
2015
(e) Global irradiances and Bh for 22
November 2015
(f) Diffuse irradiances for 22 November
2015
Figure 4.27: Results of the Scharmer and Greif (S & G) and the Slob Algo-
rithm standard (Std.) model-measurements inter-comparison. The global Gmeas
(measured), Gm1 (S & G), Gm2 (Slob LF), Gm3 (Slob QF), and direct (Bh), and
diffuse (Dh) from the Aras et al (2006) model (2.11), Dh1 (S & G), Dh2 (Slob
LF) and Dh3 (Slob QF) irradiances with 2015 data.
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The results of inter-comparisons of the Scharmer and Greif (S & G) and the Slob
algorithm standard (Std.) models for the measured and modelled global, direct and
diffuse solar irradiance for 2016 data are shown in Figure 4.28.
(a) Global irradiances and Bh for 20
June 2016 (b) Diffuse irradiances for 20 June 2016
(c) Global irradiances and Bh for 21
September 2016
(d) Diffuse irradiances for 21 September
2016
(e) Global irradiances and Bh for 20 De-
cember 2016
(f) Diffuse irradiances for 20 December
2016
Figure 4.28: Results of the Scharmer and Greif (S & G) and the Slob Algo-
rithm standard (Std.) model-measurements intercomparison. The global Gmeas
(measured), Gm1 (S & G), Gm2 (Slob LF), Gm3 (Slob QF), and direct (Bh), and
diffuse (Dh) from the Aras et al (2006) model (2.11), Dh1 (S & G), Dh2 (Slob
LF) and Dh3 (Slob QF) irradiances with 2016 data.
CHAPTER 4. RESULTS 93
The results of inter-comparisons of the Scharmer and Greif (S & G) and the Slob
algorithm adjusted (Adj.) models for the measured and modelled global, direct and
diffuse solar irradiance for 2015 data are shown in Figure 4.29.
(a) Global irradiances and Bh for 18
September 2015
(b) Diffuse irradiances for 18 September
2015
(c) Global irradiances and Bh for 27
September 2015
(d) Diffuse irradiances for 27 September
2015
(e) Global irradiances and Bh for 22
November 2015
(f) Diffuse irradiances for 22 November
2015
Figure 4.29: Results of the Scharmer and Greif (S & G) and the Slob Algo-
rithm adjusted (Adj.) models-measurements inter-comparison. The global Gmeas
(measured), Gm1 (S & G), Gm2 (Slob LF), Gm3 (Slob QF), and direct (Bh), and
diffuse (Dh) from the Aras et al (2006) model (2.11), Dh1 (S & G), Dh2 (Slob
LF) and Dh3 (Slob QF) irradiances with 2015 data.
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The results of inter-comparisons of the Scharmer and Greif (S & G) and the Slob
algorithm adjusted models for the measured and modelled global, direct and diffuse
solar irradiance for 2016 data are shown in Figure 4.30.
(a) Global irradiances and Bh for 20
June 2016
(b) Diffuse irradiances for 20 June 2016
(c) Global irradiances and Bh for 21
September 2016
(d) Diffuse irradiances for 21 September
2016
(e) Global irradiances and Bh for 20 De-
cember 2016
(f) Diffuse irradiances for 20 December
2016
Figure 4.30: Results of the Scharmer and Greif (S & G) and the Slob Algo-
rithm adjusted (Adj.) models-measurements inter-comparison. The global Gmeas
(measured), Gm1 (S & G), Gm2 (Slob LF), Gm3 (Slob QF), and direct (Bh), and
diffuse (Dh) from the Aras et al (2006) model (2.11), Dh1 (S & G), Dh2 (Slob
LF) and Dh3 (Slob QF) irradiances with 2016 data.
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4.9 The comparisons of Scharmer and Greif and
Slob Algorithm models using the Tsubo et al
(2003) model
For comparison purposes, the following subscripts Gm1, Dh1, Gm2, Dh2, Gm3, Dh3
and Dh are used, where Gm1 and Dh1 indicate the global irradiance and the diffuse
irradiance for the Scharmer and Greif models, Gm2 and Dh2 are the global and
diffuse irradiance for the Slob linear fit model, Gm3 and Dh3 represent the global
and diffuse irradiance for the Slob quadratic fit model and diffuse irradiance (Dh)
was obtained from the Tsubo et al (2003) model (2.12) and Bh represents the direct
horizontal component. From here and later Gmeas refers to Gh.
The results of inter-comparisons of the Scharmer and Greif (S & G) and the Slob
algorithm standard (Std.) models for the measured and modelled global, direct and
diffuse solar irradiance for 2015 data are shown in Figure 4.31.
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(a) Global irradiances and Bh for 18
September 2015
(b) Diffuse irradiances for 18 September
2015
(c) Global irradiances and Bh for 27
September 2015
(d) Diffuse irradiances for 27 September
2015
(e) Global irradiances and Bh for 22
November 2015
(f) Diffuse irradiances for 22 November
2015
Figure 4.31: Results of the Scharmer and Greif (S & G) and the Slob Algo-
rithm standard (Std.) model-measurements inter-comparison. The global Gmeas
(measured), Gm1 (S & G), Gm2 (Slob LF), Gm3 (Slob QF), and direct (Bh), and
diffuse (Dh) from the Tsubo et al (2003) model (2.12), Dh1 (S & G), Dh2 (Slob
LF) and Dh3 (Slob QF) irradiances with 2015 data.
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The results of inter-comparisons of the Scharmer and Greif (S & G) and the Slob
algorithm standard (Std.) models for the measured and modelled global, direct and
diffuse solar irradiance for 2016 data are shown in Figure 4.32.
(a) Global irradiances and Bh for 20
June 2016
(b) Diffuse irradiances for 20 June 2016
(c) Global irradiances and Bh for 21
September 2016
(d) Diffuse irradiances for 21 September
2016
(e) Global irradiances and Bh for 20 De-
cember 2016
(f) Diffuse irradiances for 20 December
2016
Figure 4.32: Results of the Scharmer and Greif (S & G) and the Slob Algo-
rithm standard (Std.) model-measurements intercomparison. The global Gmeas
(measured), Gm1 (S & G), Gm2 (Slob LF), Gm3 (Slob QF), and direct (Bh), and
diffuse (Dh) from Tsubo et al (2003) model (2.12), Dh1 (S & G), Dh2 (Slob LF)
and Dh3 (Slob QF) irradiances with 2016 data.
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The results of inter-comparisons of the Scharmer and Greif (S & G) and the Slob
algorithm adjusted (Adj.) models for the measured and modelled global, direct and
diffuse solar irradiance for 2015 data are shown in Figure 4.33.
(a) Global irradiances and Bh for 18
September 2015
(b) Diffuse irradiances for 18 September
2015
(c) Global irradiances and Bh for 27
September 2015
(d) Diffuse irradiances for 27 September
2015
(e) Global irradiances and Bh for 22
November 2015
(f) Diffuse irradiances for 22 November
2015
Figure 4.33: Results of the Scharmer and Greif (S & G) and the Slob Algo-
rithm adjusted (Adj.) models-measurements intercomparison. The global Gmeas
(measured), Gm1 (S & G), Gm2 (Slob LF), Gm3 (Slob QF), and direct (Bh), and
diffuse (Dh) from the Tsubo et al (2003) model (2.12), Dh1 (S & G), Dh2 (Slob
LF) and Dh3 (Slob QF) irradiances with 2015 data.
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The results of inter-comparisons of the Scharmer and Greif (S & G) and the Slob
algorithm adjusted models for the measured and modelled global, direct and diffuse
solar irradiance for 2016 data are shown in Figure 4.34.
(a) Global irradiances and Bh for 20
June 2016
(b) Diffuse irradiances for 20 June 2016
(c) Global irradiances and Bh for 21
September 2016
(d) Diffuse irradiances for 21 September
2016
(e) Global irradiances and Bh for 20 De-
cember 2016
(f) Diffuse irradiances for 20 December
2016
Figure 4.34: Results of the Scharmer and Greif (S & G) and the Slob Algo-
rithm adjusted (Adj.) models-measurements intercomparison. The global Gmeas
(measured), Gm1 (S & G), Gm2 (Slob LF), Gm3 (Slob QF), and direct (Bh), and
diffuse (Dh) from the Tsubo et al (2003) model (2.12), Dh1 (S & G), Dh2 (Slob
LF) and Dh3 (Slob QF) irradiances with 2016 data.
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4.10 Optimum tilt angle determination from both
the Scharmer and Greif model and Slob al-
gorithm model when using the Aras et al
(2006) model
According to the values in Tables 4.31 and 4.32, the two major results are introduced,
namely; the optimum tilt angle and the maximum energy yield.
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Table 4.31: The maximum energy yield per day (GT ) (MJ/m
2) received by
tilt angles (β) of panels facing due north from the Scharmer and Greif standard
model when using Aras et al (2006) model for 2015 and 2016 datasets. The GTave
(MJ/m2) is the average energy yield of the three columns with an inclusion of the
data of 20 June in 2015 and doubled data for 21 September in 2016.
β Scharmer and Greif standard model
β 18 Sep 27 Sep 22 Nov GTave 20 Jun 21 Sep 20 Dec GTave
(n=261) (n=270) (n=326) (n=172) (n=265) (n=355)
0◦ 23.03 30.18 32.02 24.79 13.92 23.42 31.18 22.99
2◦ 23.36 30.43 31.95 25.04 14.43 23.72 31.07 23.24
5◦ 23.80 30.74 31.78 25.38 15.18 24.12 30.83 23.56
8◦ 24.18 30.99 31.54 25.65 15.90 24.46 30.52 23.84
10◦ 24.40 31.12 31.33 25.80 16.35 24.66 30.27 23.99
13◦ 24.69 31.26 30.96 25.98 17.00 24.90 29.83 24.16
15◦ 24.85 31.32 30.66 26.06 17.40 25.03 29.50 24.24
18◦ 25.03 31.35 30.16 26.13 17.98 25.17 28.94 24.32
20◦ 25.12 31.33 29.78 26.14 18.34 25.23 28.54 24.34
23◦ 25.20 31.24 29.14 26.11 18.84 25.27 27.86 24.31
25◦ 25.22 31.14 28.68 26.05 19.15 25.27 27.38 24.27
28◦ 25.20 30.94 27.93 25.91 19.57 25.20 26.60 24.14
30◦ 25.15 30.78 27.39 25.79 19.82 25.13 26.04 24.03
33◦ 25.03 30.47 26.52 25.55 20.16 24.96 25.16 23.81
35◦ 24.91 30.22 25.90 25.35 20.36 24.82 24.53 23.63
38◦ 24.69 29.81 24.93 25.01 20.61 24.56 23.55 23.32
40◦ 24.50 29.49 24.24 24.75 20.75 24.35 22.86 23.08
43◦ 24.18 28.97 23.17 24.31 20.92 23.98 21.79 22.67
45◦ 23.93 28.59 22.42 23.99 21.00 23.71 21.04 22.37
48◦ 23.50 27.96 21.25 23.45 21.08 23.25 19.89 21.87
50◦ 23.19 27.51 20.44 23.06 21.11 22.91 19.09 21.51
53◦ 22.67 26.79 19.19 22.44 21.10 22.36 17.86 20.92
55◦ 22.30 26.28 18.33 21.99 20.06 21.96 17.02 20.50
58◦ 21.69 25.47 17.00 21.28 20.96 21.32 15.73 19.83
60◦ 21.26 24.90 16.09 20.78 20.87 20.86 14.84 19.36
63◦ 20.56 24.00 14.70 19.99 20.68 20.14 13.50 18.62
65◦ 20.07 23.38 13.75 19.43 20.53 19.63 12.58 18.09
68◦ 19.30 22.41 12.31 18.57 20.26 18.83 11.19 17.28
70◦ 18.76 21.73 11.33 17.97 20.05 18.27 10.25 16.71
From Tables 4.31 and 4.32 one can notice that the 2015 data has no winter day,
whereas the 2016 data has. However, both these years have no data for autumn. For
determination of the average energy yield (GTave) and its corresponding optimum
tilt angle (βOPT ) for 2015, an assumption was made that one of the spring days be
used for autumn, since the autumn and spring energy yields do not vary much, and
also that the 2016 winter day be included in the averaging yield of 2015. When
calculating the average energy yield (GTave) for 2016, the spring data was doubled
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Table 4.32: The maximum energy yield per day (GT ) (MJ/m
2) received by tilt
angles (β) of panels facing due north from the Slob Algorithm standard model
when using Aras et al (2006) model for 2015 and 2016 datasets. The GTave
(MJ/m2) is the average energy yield of the three columns with an inclusion of the
data of 20 June in 2015 and doubled data for 21 September in 2016.
β Slob Algorithm standard model
β 18 Sep 27 Sep 22 Nov GTave 20 Jun 21 Sep 20 Dec GTave
(n=261) (n=270) (n=326) (n=172) (n=265) (n=355)
0◦ 22.44 26.35 32.96 23.93 13.96 22.46 30.02 22.23
2◦ 22.76 26.60 32.90 24.19 14.48 22.76 29.91 22.48
5◦ 23.20 26.92 32.73 24.52 15.23 23.17 29.67 22.81
8◦ 23.59 27.18 32.48 24.80 15.94 23.51 29.36 23.08
10◦ 23.81 27.32 32.27 24.95 16.39 23.71 29.12 23.23
13◦ 24.10 27.48 31.89 25.13 17.04 23.96 28.69 23.41
15◦ 24.26 27.55 31.59 25.21 17.45 24.09 28.36 23.50
18◦ 24.45 27.61 31.08 25.29 18.02 24.24 27.81 23.58
20◦ 24.54 27.61 30.69 25.31 18.38 24.31 27.41 23.60
23◦ 24.63 27.56 30.05 25.28 18.88 24.36 26.75 23.59
25◦ 24.65 27.49 29.58 25.23 19.19 24.36 26.27 23.55
28◦ 24.64 27.34 28.82 25.10 19.61 24.30 25.51 23.43
30◦ 24.60 27.20 28.27 24.98 19.86 24.24 24.96 23.33
33◦ 24.48 26.94 27.39 24.75 20.20 24.09 24.09 23.12
35◦ 24.37 26.74 26.76 24.57 20.40 23.95 23.48 22.95
38◦ 24.15 26.38 25.77 24.24 20.65 23.70 22.51 22.64
40◦ 23.98 26.11 25.08 23.99 20.79 23.50 21.84 22.41
43◦ 23.66 25.65 23.99 23.57 20.96 23.15 20.78 22.01
45◦ 23.42 25.32 23.23 23.25 21.04 22.89 20.05 21.72
48◦ 23.01 24.76 22.04 22.73 21.12 22.45 18.92 21.24
50◦ 22.70 24.37 21.22 22.36 21.14 22.12 18.14 20.88
53◦ 22.20 23.72 19.94 21.75 21.13 21.59 16.93 20.31
55◦ 21.83 23.27 19.07 21.32 21.09 21.21 16.11 19.91
58◦ 21.23 22.54 17.72 20.62 20.99 20.59 14.84 19.25
60◦ 20.81 22.03 16.80 20.14 20.90 20.15 13.97 18.79
63◦ 20.13 21.22 15.39 19.36 20.71 19.44 12.65 18.06
65◦ 19.65 20.65 14.43 18.82 20.56 18.95 11.76 17.56
68◦ 18.89 19.77 12.96 17.98 20.29 18.17 10.39 16.76
70◦ 18.36 19.16 11.97 17.39 20.07 17.63 9.474 16.20
in order to mimic the autumn day. The results with this assumption yielded the
optimum tilt angle value of 20◦ and it was the same for the respective years of
2015 and 2016, as indicated in Table 4.31 and 4.32, respectively. Therefore, 20◦
is an optimal tilt angle for the chosen site. The findings also revealed that there
is a variation of the optimum tilt angle with the day number (n) according to the
triangular cosine function [61]. The triangular cosine function helps in explaining the
daily variation of the optimum tilt angle for the respective calendar days [61]. The
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functions are frequently used and easily generated periodic functions in electronics
[205]. They are defined as the functions with period 2pi defined on the range of
negative to positive infinity.
In Table 4.31, the maximum energy yields were observed at an optimum tilt angle
of 25◦ on 18 September, 18◦ on 27 September and 0◦ on 22 November 2015 and 50◦
on 20 June, ranging from 23◦-25◦ on 21 September and 0◦ on 20 December 2016,
with their corresponding maximum energy yields of 25.22±0.04 MJ/m2, 31.35±0.03
MJ/m2 and 32.02±0.03 MJ/m2, and 21.11±0.50 MJ/m2, 25.27±0.08 MJ/m2 and
31.18±0.20 MJ/m2 as indicated in bold.
According to Table 4.32, the maximum energy yields were observed at an optimum
tilt angle of 25◦ on 18 September, ranging from 18◦-20◦ on 27 September and 0◦
on 22 November 2015 and 50◦ on 20 June, ranging from 23◦-25◦ on 21 September
and 0◦ on 20 December 2016, with their corresponding maximum energy yields of
24.65±0.08 MJ/m2, 27.61±0.04 MJ/m2 and 32.96±0.03 MJ/m2, and 21.14±0.40
MJ/m2, 24.36±0.04 MJ/m2 and 30.02±0.20 MJ/m2, respectively. The range on 21
and 27 September was due to having the maximum energy yield occurring at those
two angles, but they were averaged in order to get a single optimal angle and a
maximum energy yield for that particular day as shown in Table 4.33. The Slob
Algorithm standard model shows that different optimum tilt angles were observed
on 27 September 2015 and 21 September 2016. The two models used in this study
showed the same optimum tilt angles on 22 November 2015, on 20 June and 20
December 2016, respectively.
The Scharmer and Greif standard model indicated that no unique optimal tilt an-
gles were observed on 21 September 2016. By no unique optimal tilt angle means
that the maximum energy yield has occurred in two angles which were then aver-
aged in Table optimum to get the single optimal tilt angle. It simply means that
the optimum angle is between these two values of 25.27±0.08 MJ/m2 as shown
in Table 4.31, whereas for the Slob algorithm standard model, the unique optimal
angles were observed on 27 September 2015 and 21 September 2016, as shown in
Table 4.32. This was due to the values of 27.61±0.04 MJ/m2 on 27 September
and 24.36±0.04 MJ/m2 on 21 September. This may also be due to the daily vari-
ation of the irradiance as the tilt angle (β) was increased by 2◦ when searching
for the maximum average energy yield, however small. It is shown in Table 4.31
that the maximum yields were found in the following order of size: the highest
is on 22 November (32.02±0.03 MJ/m2), 27 September (31.35±0.03 MJ/m2), 20
December (31.18±0.20 MJ/m2), 21 September (25.27±0.08 MJ/m2), 18 September
(25.22±0.04 MJ/m2), and 20 June (21.11±0.50 MJ/m2), respectively. The aver-
aged maximum energy yields when using the Scharmer and Greif standard model
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for the chosen days, was at 20◦ (26.14±0.02 MJ/m2) in 2015 and 20◦ (24.34±0.03
MJ/m2) in 2016, whereas for the Slob algorithm maximum energy yields for the
chosen days was at 20◦ (25.31±0.03 MJ/m2) in 2015 and 20◦ (23.60±0.02 MJ/m2)
in 2016, respectively.
Figure 4.35 illustrates the average daily total solar irradiance resulting from different
models at Randburg for a PV panel orientated due north while the tilt angle was
changed from 0◦ to 70◦ with increments of 2◦:
(a) Scharmer and Greif standard model
for 2015
(b) Scharmer and Greif standard model
for 2016
(c) Slob Algorithm standard model for
2015
(d) Slob Algorithm standard model for
2016
Figure 4.35: Daily average hourly solar irradiance availability of tilted surfaces
from the Scharmer and Greif (S & G Std.) and the Slob Algorithm (Slob Std.)
standard models for 2015 and 2016 data. The results were fitted with the polyno-
mial of degree three indicated by a solid line superimposed with the dashed line
to determine the peak value and the percentage error.
Figure 4.35 illustrates the examination of the dependence of the total energy received
against the tilt angle and this was done to verify if such a relation does exist. The
resultant coefficients of determination (R2) were obtained at 100% confidence levels.
The results demonstrate that the optimum energy yield of PV panel could be found
from the tilt angle using the coefficients of a polynomial of degree three. Taking the
derivatives of these polynomial functions and then equating them to zero as shown
by Equation (3.4) in Section 3.11 has led to the findings of the peak value and the
errors in the average solar energy yield.
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The values in Table 4.33 indicate the optimal tilt angles for different days with
their corresponding energy yields from both the Scharmer and Greif and the Slob
Algorithm standard models for 2015 and 2016.
Table 4.33: The optimum tilt angles (βOPT ) for the respective considered days
of 2015 and 2016 resulting from the Scharmer and Greif and the Slob Algorithm
standard models for the Aras et al (2006) model.
Date & Day number S & G Std. Slob Std.
n βOPT (
◦) GTave βOPT (◦) GTave
18 Sep (261) 25±0.02 25.22±0.04 25±0.01 24.65±0.08
27 Sep (270) 18±0.04 31.35±0.03 19±0.00 27.61±0.04
22 Nov (326) 0±1.50 31.02±0.03 0±1.40 32.96±0.03
average 20±0.3 26.14±0.02 20±0.3 25.31±0.03
20 Jun (172) 50±0.01 21.11±0.47 50±0.01 21.14±0.43
21 Sep (265) 24±0.04 25.27±0.08 24±0.01 24.36±0.04
20 Dec (355) 0±4.25 31.18±0.22 0±4.34 30.02±0.23
average 20±0.3 24.34±0.03 20±0.5 23.60±0.02
The results indicate the importance of optimum tilt angle in the determination of
the expected energy yield and the real time output power. Regarding 20 December
(n=355) 2016, the predicted maximum energy yields may be lower than what they
should be. This is due to the fact that the data was only considered until 14h30
since the atmosphere was not cloud free in the afternoon. This data for 20 December
was used because it has revealed some interesting characteristics of TLK throughout
the considered hours. Table 4.33 indicates that when the tilt angle is small, such as
0◦, the solar module produces more energy in summer than in winter. A zero tilt
angle indicates that the panel surface is aimed towards the zenith. Conversely, if
the tilt angle is 50◦ or more, PV produces more energy in winter than in summer
season. The percentage errors are small, which indicates that the peak value of the
solar energy yields were at the correct optimum tilt.
Table 4.34 indicate that the optimal tilt angle was obtained at 25◦ with maxi-
mum energy yield of 26.06±0.08 MJ/m2 when using the SAURAN data with the
Scharmer and Grief standard model and at 26.5◦ MJ/m2 with maximum energy
yield of 25.73±0.04 when using the Slob algorithm standard models through the
Aras et al (2006) model. However, when the SAURAN data was applied directly to
Equation (2.24), the optimal tilt angle was obtained at 30◦ with maximum energy
yield of 37.84±0.05 MJ/m2. The optimal tilt angle obtained by the Scharmer and
Greif and Slob algorithm standard model are consistent with the ones obtained when
using the data from Sinetech. The optimal tilt angle obtained with the data directly
gave an angle which is consistent with the study done by Le Roux (2016) [61] which
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demonstrated that 30◦ is the optimal tilt angle that can yield a maximum annual
energy yield. The results obtained when using the SAURAN data are confirming
that the models applied are applicable to Gauteng clear-sky condition because the
results are showing same trends as those obtained when using the Sinetech data.
Table 4.34: The maximum energy yield per day (GT ) (MJ/m
2) received by
tilt angles (β) of panels facing due north from the Scharmer and Greif and Slob
algorithm standard model when using Aras et al (2006) model for 18 September
2015 SAURAN data. The fourth column is representing the maximum energy
yields obtained directly when using SAURAN data on Equation (2.24).
β Scharmer and Greif and Slob algorithm standard models
β Scharmer and Greif model Slob model SAURAN
0◦ 23.63 23.29 33.04
2◦ 23.99 23.64 33.64
5◦ 24.46 24.12 34.48
8◦ 24.88 24.54 35.23
10◦ 25.12 24.78 35.57
13◦ 25.44 25.10 36.27
15◦ 25.61 25.27 36.62
18◦ 25.82 25.48 37.06
20◦ 25.92 25.59 37.29
23◦ 26.02 25.69 37.57
25◦ 26.06 25.73 37.70
28◦ 26.05 25.73 37.82
30◦ 26.01 25.69 37.84
33◦ 25.78 25.47 37.78
35◦ 25.50 25.26 37.70
38◦ 25.40 25.08 37.49
40◦ 25.06 24.76 37.29
43◦ 24.80 24.51 36.92
45◦ 24.38 24.09 36.61
48◦ 24.06 23.77 36.09
50◦ 23.53 23.25 35.68
53◦ 23.15 22.88 34.99
55◦ 22.52 22.26 34.48
58◦ 22.08 21.82 33.64
60◦ 21.36 21.11 33.04
63◦ 20.86 20.62 32.06
65◦ 20.06 19.83 31.36
68◦ 19.50 19.27 30.24
70◦ 18.96 18.65 29.45
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4.11 Optimum tilt angle determination from both
the Scharmer and Greif model and Slob al-
gorithm model when using the Tsubo et al
(2003) model
Tables 4.35 and 4.36 are the results obtained when using the Tsubo et al (2003)
model (2.12) for calculation of the daily optimum tilt angle determination. From
Table 4.35, one can notice that 2015 and 2016 data yielded the same optimum tilt
angle of 20◦ with the corresponding average energy yield (GTave) of 26.71 MJ/m2
and 25.07 MJ/m2, respectively, whereas in Table 4.36 the Slob Algorithm model has
obtained an optimal tilt angle at a range of 20◦ to 23◦ for both 2015 and 2016. On
average the optimal tilt angle for this model was 21.5◦.
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Table 4.35: The maximum energy yield per day (GT ) (MJ/m
2) received by
tilt angles (β) of panels facing due north from the Scharmer and Greif standard
model when using Tsubo et al (2003) model for 2015 and 2016 datasets. The
GTave (MJ/m
2) is the average energy yield of the three columns with an inclusion
of the data of 20 June in 2015 and doubled data for 21 September in 2016.
β Scharmer and Greif standard model
β 18 Sep 27 Sep 22 Nov GTave 20 Jun 21 Sep 20 Dec GTave
(n=261) (n=270) (n=326) (n=172) (n=265) (n=355)
0◦ 23.64 30.10 32.41 25.17 14.54 23.97 31.70 23.55
2◦ 23.99 30.36 32.32 25.45 15.12 24.29 31.57 23.82
5◦ 24.46 30.71 32.13 25.82 15.97 24.72 31.30 24.18
8◦ 24.84 31.98 31.86 26.11 16.77 25.08 30.96 24.47
10◦ 25.12 31.13 31.63 26.42 17.28 25.29 30.69 24.76
13◦ 25.43 31.29 31.23 26.49 18.02 25.56 30.22 24.84
15◦ 25.60 31.36 30.91 26.59 18.48 25.70 29.87 24.94
18◦ 25.80 31.40 30.37 26.68 19.14 25.86 29.28 25.04
20◦ 25.91 31.39 29.97 26.71 19.55 25.93 28.85 25.07
23◦ 26.00 31.32 29.31 26.69 20.12 25.98 28.14 25.06
25◦ 26.03 31.23 28.82 26.64 20.47 25.98 27.63 25.02
28◦ 26.02 31.05 28.04 26.52 20.96 25.92 26.80 24.90
30◦ 25.98 30.88 27.47 26.40 21.26 25.85 26.22 24.80
33◦ 25.86 30.58 26.57 26.17 21.66 25.69 25.29 24.58
35◦ 25.75 30.34 25.93 25.98 21.89 25.54 24.64 24.40
38◦ 25.52 29.93 24.92 25.64 22.19 25.28 23.61 24.09
40◦ 25.34 29.62 24.21 25.39 22.37 25.06 22.89 23.85
43◦ 25.01 29.10 23.09 24.94 22.57 24.69 21.77 23.43
45◦ 24.76 28.71 22.32 24.62 22.68 24.41 21.00 23.13
48◦ 24.32 28.09 21.11 24.08 22.79 23.94 19.80 22.62
50◦ 24.00 27.63 20.28 23.69 22.84 23.59 18.97 22.25
53◦ 23.47 26.91 18.99 23.06 22.85 23.03 17.69 21.65
55◦ 23.08 26.39 18.10 22.60 22.83 22.62 16.82 21.22
58◦ 22.45 25.57 16.74 21.89 22.74 21.96 15.48 20.54
60◦ 22.01 24.99 15.81 21.37 22.66 21.49 14.56 20.05
63◦ 21.29 24.08 14.38 20.56 22.48 20.74 13.17 19.28
65◦ 20.78 23.45 13.41 19.99 22.32 20.21 12.22 18.74
68◦ 19.98 22.46 11.93 19.11 22.05 19.38 10.78 17.90
70◦ 19.41 21.77 10.93 18.49 21.83 18.80 9.814 17.31
Again, from Table 4.35 and 4.36, one can notice that the 2015 data has no repre-
sentative winter day, whereas the 2016 data has. However, both these years have
no data for autumn. An assumption proposed in Section 4.10 was followed here,
so that the average energy yield (GTave) with its corresponding optimum tilt angle
(βOPT ) for the respective days of 2015 and 2016 are determined.
At this juncture, one can point out that the optimum tilt angle of the PV panel
is very sensitive to the variation of the position of the Sun in the respective days
of the year. When this angle is changed from 0◦ to 70◦ with increments of 2◦, the
optimum PV tilt angle is found to be ranging between 0◦ (in December) and 53◦ (in
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Table 4.36: The maximum energy yield per day (GT ) (MJ/m
2) received by tilt
angles (β) of panels facing due north from the Slob Algorithm standard model
when using Tsubo et al (2003) model for 2015 and 2016 datasets. The GTave
(MJ/m2) is the average energy yield of the three columns with an inclusion of the
data of 20 June in 2015 and doubled data for 21 September 2016.
β Slob Algorithm standard model
β 18 Sep 27 Sep 22 Nov GTave 20 Jun 21 Sep 20 Dec GTave
(n=261) (n=270) (n=326) (n=172) (n=265) (n=355)
0◦ 22.44 25.01 32.96 23.62 13.97 22.46 30.11 22.25
2◦ 22.78 25.36 32.88 23.89 14.55 22.78 29.97 22.52
5◦ 23.26 25.71 32.69 24.27 15.40 23.21 29.71 22.88
8◦ 23.68 26.00 32.42 24.58 16.21 23.58 29.37 23.19
10◦ 23.92 26.16 32.19 24.76 16.77 23.80 29.11 23.37
13◦ 24.24 26.35 31.78 24.96 17.46 24.07 28.65 23.56
15◦ 24.42 26.44 31.46 25.06 17.92 24.22 28.30 23.67
18◦ 24.63 26.52 30.92 25.16 18.58 24.39 27.72 23.77
20◦ 24.74 26.54 30.51 25.20 19.00 24.47 27.30 23.81
23◦ 24.85 26.52 29.84 25.20 19.57 24.53 26.60 23.81
25◦ 24.89 26.47 29.35 25.16 19.93 24.54 26.10 23.78
28◦ 24.89 26.34 28.56 25.06 20.43 24.50 25.30 23.68
30◦ 24.86 26.22 27.99 24.95 20.73 24.44 24.73 23.59
33◦ 24.76 25.98 27.08 24.74 21.13 24.30 23.82 23.39
35◦ 24.66 25.79 26.44 24.26 21.37 24.17 23.18 23.22
38◦ 24.45 25.46 25.42 24.24 21.69 23.93 22.18 22.93
40◦ 24.28 25.20 24.70 24.01 21.86 23.73 21.48 22.70
43◦ 23.97 24.77 23.58 23.60 22.08 23.39 20.39 22.31
45◦ 23.73 24.44 22.80 23.29 22.20 23.13 19.63 22.02
48◦ 23.32 23.91 21.58 22.78 22.32 22.68 18.46 21.54
50◦ 23.01 23.52 20.74 22.41 22.37 22.36 17.66 21.19
53◦ 22.51 22.90 19.44 21.81 22.40 21.82 16.41 20.61
55◦ 22.14 22.45 18.54 21.38 22.38 21.43 15.56 20.20
58◦ 21.54 21.74 17.17 20.69 22.31 20.80 14.25 19.54
60◦ 21.10 21.24 16.23 20.20 22.23 20.36 13.37 19.08
63◦ 20.41 20.44 14.79 19.43 22.06 19.64 12.01 18.34
65◦ 19.93 19.89 13.81 18.89 21.92 19.14 11.09 17.82
68◦ 19.15 19.02 12.31 18.04 21.66 18.35 9.687 17.01
70◦ 18.61 18.41 11.30 17.44 21.45 17.79 8.742 14.44
June) throughout. The results are in agreement with the fact that in the Southern
Hemisphere, the Sun appears at its peak elevation above the sky at summer solstice
(21 December) while the noontime Sun is lowest during the winter solstice (21 June)
[171].
The values in Table 4.37 indicate the optimal tilt angles for different days with
their corresponding energy yields from both the Scharmer and Greif and the Slob
Algorithm models for 2015 and 2016 data.
Figure 4.36 illustrates the average daily total solar irradiance resulted from different
models at Randburg for a PV panel orientated due north while tilt angle was changed
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Table 4.37: The optimum tilt angles (βOPT ) for the respective considered days
of 2015 and 2016 resulting from the Scharmer and Greif and Slob Algorithm
standard models for the Tsubo et al (2003) model.
Date & Day number S & G Std. Slob Std.
n βOPT (
◦) GTave βOPT (◦) GTave
18 Sep (261) 25±0.03 26.03±0.08 26.5±0.04 24.89±0.04
27 Sep (270) 18±0.01 31.40±0.03 20±0.02 26.54±0.08
22 Nov (326) 0±2.17 32.41±0.03 0±2.21 32.96±0.03
average 2015 20±0.3 26.71±0.03 21.5±0.4 25.20±0.04
20 Jun (172) 53±0.01 22.85±0.18 53±0.02 22.40±0.63
21 Sep (265) 24±0.01 25.98±0.04 25±0.02 24.54±0.04
20 Dec (355) 0±4.92 31.70±0.32 0±5.00 30.11±0.33
average 2016 20±0.2 25.07±0.02 21.5±0.3 23.81±0.03
from 0◦ to 70◦ with increments of 2◦:
(a) Scharmer and Greif standard model
for 2015
(b) Slob Algorithm standard model for
2015
(c) Scharmer and Greif standard model
for 2016
(d) Slob Algorithm standard model for
2016
Figure 4.36: Daily average hourly solar irradiance availability of tilted surfaces
from the Scharmer and Greif (S & G Std.) and the Slob Algorithm (Slob Std.)
standard models for 2015 and 2016 data. The results were fitted with the polyno-
mial of degree three indicated by a solid line superimposed with the dashed line
to determine the peak value and the percentage error.
Chapter 5
Analysis and discussion
5.1 Introduction
In this chapter, the equations or models described in the earlier chapters that were
used for calculating the Linke turbidity factor, the total daily average global hor-
izontal solar irradiance and the optimum tilt angle of the PV panels are analysed
and discussed.
5.2 The Linke turbidity factor analysis
The TLK values calculated with the Aras et al (2006) model are listed in Table 4.7,
in conjunction with the values obtained for the chosen site from the online PVGIS
database [191]. It is noticed that the TLK factors obtained using Rayleigh optical
thickness values using the standard model (Equation (2.14)) are higher than those
obtained using the adjusted model (Equation (2.15)) as shown in Figures 4.3, 4.4,
4.5, 4.6, 4.7 and 4.8. The optical Rayleigh thickness has an important influence
on the computation of the Linke turbidity factors, as shown when δR increases,
TLK in Equation (2.13) decreases and vice versa. It was found that the Linke
turbidity values calculated with the adjusted model are more appropriate, as the
plots in Figures 4.3 to 4.8 displays less curvature and are smoother than the ones
obtained using the standard model. The smaller curvature is due to that there is
less particulate matter in the atmosphere clear-sky conditions. This is because if
particulate matters are presence in the atmosphere, they reduce all transfer processes
of solar radiation penetrating the atmosphere leading to the loss of solar input, which
in turn results in small values of TLK [206].
Short spikes in the Linke turbidity factor curves are most probably caused by thin
drifting clouds or could also be local dust events, smoke pockets or haze [206]. The
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essential causes of these short spikes in the turbidity curves are generally from the
transportation of aerosols or dust particles in the atmosphere [207]. In general, Table
4.7 shows that the two approaches (Standard and Adjusted model) have produced
similar behaviour of the TLK for the respective years of 2015 and 2016. Both give
smaller TLK values for the winter date (20 June), compared to the spring dates
(18, 21 and 27 September) and summer dates (22 November and 20 December).
These results have exhibited the seasonal trend observed in previous work [12, 35],
which highlighted that for the Highveld region of South Africa there is an increase
of turbidity towards the end of winter dry season. It is also noticed that the TLK
values obtained for spring are high, but closer to those of the summer and winter
values. However, the TLK factors estimated by the proposed models remain lower
compared to those values obtained from the online PVGIS database, except for 27
September and 20 December, as shown in Table 4.7, when using the adjusted model.
For the standard model, the underestimation is only observed on September 21.
The daily average Linke turbidity factor obtained using both standard and adjusted
models are smooths and evenly distributes ranging from 1.9 to 4.2 and 1.8 to 3.5 on
20 June, with average values of 3.4 and 3.1, as indicated in Table 4.4 of Section 4.2.
It is shown that the maximum TLK is attained between 13h00 and 14h00. It also
increases between 15h00 and 17h00, with the standard model, and with the adjusted
model it decreases between 15h00 and 16h00 and then decreases at 17h00. Owing
to the fact that the chosen site is urban and industrialised [208], traffic activities
rising in the afternoon could load the additional finer particles in the atmosphere
[133].
The visibility data, wind speed and direction, and temperature together with relative
humidity data in Table 3.2 were retrieved from the “timeanddate” website [139]
for the chosen days of the study. A decrease of TLK values on 20 June might
be attributed to the fact that temperatures and visibility vary directly with the
diurnal turbidity cycle in winter [138] and also may result from a decrease in relative
humidity in the area, since most Gauteng locations are cold and dry in the winter
months. In winter (20 June), the wind moved at a speed of 9 km/h from the direction
of north north west (NNW) between 7h00 and 12h00 and then changed direction
between 12h00 and 18h00 to the north with a speed of 21 km/h. The influence of
wind induces the suspension of aerosols or dust particles and also increases turbidity.
In general, northerly winds dominate the winter months [203].
During this winter time (20 June), average turbidities gradually increase as wind
speed decreases. Although average turbidity does change with speed, it is empha-
sised with the large variability of the direction of the wind. It is remarkable that the
morning turbidity increase arises in spite of the result of increasing air temperature
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to decreased relative humidity, which, in turn lead to decreases in aerosol size. The
higher atmospheric turbidity during winter could be related to the low specific hu-
midity. Conversely, higher turbidity in summer relates to the high specific humidity
as seen within the specified season [209]. These values were less certain, smaller
than the values derived from online PVGIS, as shown in Table 4.7. This may be
explained by the fact that this study has omitted some data from exceptionally tur-
bid days [35]. The PVGIS only averages the Linke values for all days of the month,
whereas this thesis only looked at the chosen days, however the results fit a pattern.
The standard and adjusted models show bias errors of 0.2 and −0.1, respectively.
The negative bias is an indication of the underestimation of the model. This may
suggest that, although one of these data sets refers to a particular day (20 June
2016), the satellite-based turbidity estimates and the method used in this work are
compatible, at least in conditions applicable to Gauteng. The local winter (20 June)
average turbidities lead to the conclusion that the average monthly values may be
higher than the ones obtained using the proposed model with the measurements of
global horizontal solar irradiance.
In Figure 4.3, the morning TLK values range from 2.9 to 4.9 for the standard model
and 2.6 to 3.9 for the adjusted model. It is noted that TLK values remain unchanged
during certain hours (i.e. between 8h00 to 9h00) of the morning and decline from
midday until late afternoon. Moreover, such a trend may be due to afternoon evap-
oration which allows the mixing of aerosols and their gaseous particles at higher alti-
tudes, and warmer temperatures which may speed aerosol forming reactions within
the atmosphere [138, 210]. The prevailing winds in September, after the dry winter
season, play a vital role of carrying moisture or solid particles from distant sources,
which lead to the daily variation of turbidity [133]. For 18 September, the daily
averaged TLK values were found to be 4.1 for the standard model and 3.4 for the
adjusted model. The one obtained from the online PVGIS database was 3.8 as
indicated in Table 4.7. This led to a bias error of 0.3 and −0.4 for the standard
and adjusted models respectively. The results also hold for 27 September, except
that the daily average TLK values resulting from both standard and adjusted models
are 4.9 and 4.2 respectively, with their corresponding bias errors of 1.1 and 0.4, as
shown in Table 4.7. The same trend was observed for the TLK values of 21 Septem-
ber 2016, as indicated in Figure 4.7, where the daily averages are 4.4 and 3.8 with
the corresponding bias errors of −0.1 and −0.7.
The results for the September days reveal that the Linke turbidity factor is char-
acterized by a similar evolution for all the days chosen in this study as it increases
from morning to afternoon, as can be observed in Tables 4.1 to 4.6 and Figures 4.3
to 4.8. The higher values in September compared to other days are suspected to be
associated with biomass fires which are common towards the end of the winter dry
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season, leading to enhanced aerosol concentrations over the whole Southern African
subcontinent [35].
On 27 September, the Linke turbidity factor results indicated that the prolonged
unidirectional winds can affect a particular area by increasing turbidity [138, 203].
On this day, the area was experiencing the north north east (NNE) winds with a
speed of 24 km/h between 7h00 and 12h00 and then with a speed of 17 km/h. The
increase of visibility was observed during this day (varying from 20 km between 7h00
and 8h00, 30 km between 8h00 to 14h00, and 28 km between 14h00 and 17h00, with
the development of haze around these hours) might have been contributed to the
highest turbidity obtained. Hence, turbidity in the chosen location is also strongly
influenced by west winds or north westerly winds, from inland Botswana. The results
show that large-scale turbidity forms with the changes in seasonal prevailing winds
[203].
Some of the variations in TLK over the day can be attributed to the diurnal turbidity
cycle which occur due to the effect of the local surrounding terrain and also to the
position of the Sun with respect to the position of the panel [211]. This variation
of the turbidity appears to be resulting from solar angle changes rather than at-
tenuation by atmospheric aerosols [138]. According to Randerson (1973) [211], the
daily turbidity variation may be explained by two factors; that each cell inside the
panel device may not be giving a linear response to changes in the light intensity
and also that the relative optical air mass increases as the wavelength of the incident
radiation changes. It has been suggested by Peterson et al (1981) [138] that an error
resulting from the instrument’s large aperture and its inability to account properly
for directly forward scattered radiation could have caused a diurnal variation. How-
ever, in this study most of the factors contributing to the diurnal variation may
include pollutant emissions from dust and human activities. It is worth mentioning
that the morning turbidity increase arises in spite of the increase in air temperature,
which decreases relative humidity [203]. This will then lead to a decrease in aerosol
size and the attenuated light scattering. Adam et al (2008) [212] found that during
day time hours, usually between 8h00 to 15h00, the atmosphere becomes unsta-
ble. Nonetheless, the concentration of dust particles decreases as the atmosphere
becomes less unstable, which leads to increase in TLK [212]. One can mention that
this, rather than hourly aerosol changes, might be the reason for the TLK variations.
Moreover, turbidity variation is mostly due to pollutant emissions, some biogenic
hydrocarbon emissions and most human activities have daytime maxima [213].
In Figure 4.5, the TLK values for 22 November vary constantly upward from morning
and downward towards afternoon for both standard and adjusted models. The
maximum values of TLK were attained between 14h00 and 15h00, when using the
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standard model and between 15h00 and 16h00 for the adjusted model, as illustrated
in Figure 4.5. November 2015 was characterized by high temperatures and by a small
amount of rainfall, which then led to a decrease in TLK values. The daily averaged
TLK values were found to be 3.3 and 2.8 for the standard and the adjusted model
respectively. It is of interest to notice that the hourly average values of TLK for
22 November are varying constantly from morning towards afternoon as a function
of airmass when using both standard and adjusted models. These results mean
that the atmosphere on this particular day was almost perfectly free from scattering
particles and that the atmosphere was stable [206]. This can be influenced by
moisture content and even a seasonal difference in airmass [57] and it then forms
an additional experimental confirmation of the theory of Rayleigh scattering [214,
215]. The same trend was also observed for 20 December 2016 as shown in Figure
4.8. The TLK factor has a tendency of changing with airmass even if conditions
of the atmosphere remains unchanged [215]. The possible reasons for this can be
that the daily variation of the turbidity factor increases with time (as TLK varies
throughout the day), with varying airmass characteristics and natural factors like
solar radiation, as well as anthropogenic factors [138].
On December 20, an early morning turbidity increase can be observed. This increase
could be caused by a relative decreasing air humidity (87% to 57%) with the rise of
temperature from 16◦C to 20◦C on this day. The significant rise in surface tempera-
ture promotes the upward convection tides of hot air, which transport aerosols while
making the atmosphere turbid and resulting in higher TLK [216] values. The relative
humidity changes are correlated with the variations in aerosol size [138]. However,
a diurnal cycle of turbidity, according to El-Shazly (1996) [217], can be caused by
elevation of dust particles emanating from well-established vertical mixing of dust
contents in the inferior part of the atmosphere during hot afternoon temperature
conditions. Furthermore, in Randburg the daily atmospheric turbidity has shown
a decrease towards sunset, except for 20 December. Such behaviour is reasonable
when looking at the overall climatic patterns of the study area, which are described
by higher afternoon temperatures [217]. Several factors, such as pollutant emis-
sions and human activities, could have caused a real diurnal atmospheric turbidity
variation [211].
Figures 4.3 to 4.8 show the diurnal variation of daily TLK values for the chosen
dates of the year 2015 and 2016 and also illustrate higher values of TLK in the
afternoon than those of morning. Higher afternoon and lower morning values are a
confirmation of the diurnal cycle of an urban environment [202]. Higher turbidity
factors also result from the dry conditions [138]. Satellite database models of the
solar irradiance enable the estimation of the average turbidity through the use of
the PVGIS package [191]. When comparing the PVGIS monthly averages for the
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chosen site to the values shown in Table 4.7, it is found that they are almost similar,
with the slightly lower or higher overall average being explained by the fact that
the study has only considered data for a particular day of the month, whereas the
PVGIS used all days of the month to average the Linke turbidities [35]. So PVGIS
might have included the days where there was more pollution whereas this study
may have omitted such turbid days. The variables such as day of the year and solar
zenith angle may also affect the turbidity of the atmosphere [57].
When the Tsubo et al (2003) model (2.12) was tested, it resulted in lower values of
TLK , which led the diffuse solar irradiance components to decrease and the direct
irradiance components to increase as shown in Section 4.3. Tables 4.10 to 4.15 in
Section 4.3 summarise the results of the daily Linke turbidity factors TLK for 2015
and 2016 data.
For the 2015 and 2016 data set, Table 4.16 shows the average daily Linke turbidities
and deviations about the PVGIS values. It is notable that that both PVGIS and the
modelled TLK values agree up to a point on 22 November, where TLK is highest with
the standard model and lowest with the adjusted model. It confirms that these TLK
calculations are consistent with the PVGIS values. The largest deviation of −1.2
occurs on 21 September and the smallest deviation of 0.1 occurs on 20 December
when using the adjusted model.
The Tsubo et al (2003) model (2.12) has estimated the values of TLK for the chosen
days to be close to the ones from the PVGIS as shown in Table 4.16. Overall the
average TLK values obtained by this model are lower than those estimated with the
use of diffuse irradiance expressed by the Aras et al (2006) model (2.11). The TLK
values obtained using the Tsubo et al (2003) model (2.11) are shown in Figures 4.9
to 4.14 in Section 4.3. The results confirm that the TLK values are highest in spring
and summer days through noon hours, while the highest values for all other hours
are on summer days, due to the high variation in the airmass from winter to summer
[128].
5.3 Scharmer and Greif solar irradiance standard
and adjusted models analysis
Tables 4.17 and 4.18 indicate the calculated model errors for each chosen day of
2015 and 2016. For winter (20 June), the overall MBE for the standard model was
found to be −0.42% with the corresponding RMSE of 3.10% and for the adjusted
model it was found to be −3.51% with the corresponding RMSE of 5.73%. It seems
reasonable that there will be an error in a fit to a curve for the data. However, some
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of the literature emphasises that these types of errors could occur when the Sun is
at the horizon, that is during early morning and late afternoon and usually if the
detector is not perfectly aligned [218]. The misalignment would be due to incorrect
time on the data recording computer. The effect is corrected by introducing a time
shift based on the extrapolated sunrise and sunset times.
For 20 June 2016, the model performance tends to under-predict the values of global
irradiance as indicated by the negative MBE for the day for both standard and
adjusted models. Usually, this is expected in situations where the original coefficients
of the model are adopted as they are and have never been modified to suit the local
data [219]. The Scharmer and Greif model depends on TLK , which is specific to the
location and otherwise the dependence is in general on solar altitude function as
shown by Equation (2.17). The diffuse irradiance components were less certain for
the standard and adjusted models.
The diffuse irradiance values are influenced by the low values of TLK found on
this particular day. It is a fact that the increase of turbidity in the atmosphere,
raises the amount of the scattered radiation, which then leads to the decrease of
beam irradiance and the increase of diffuse irradiance [146]. At high zenith angles
and turbidity, there is a higher chance for diffuse irradiance to increase, and this
is because incoming radiation suffers attenuation as it penetrates the atmosphere
through extensive distances [220]. The process of scattering from the atmosphere
provides more diffuse solar irradiance component of global solar irradiance [100].
The model validation was done by using curves irradiance representing measure-
ments and calculated results from the models for the 2015 and 2016 datasets. Fig-
ures 4.15 (a) to (f) indicates that the global modelled irradiance values are matching
with the measurements performed at Randburg for clear-sky conditions. However,
Figures 4.15 (a) and (c) for 18 September and 27 September 2015 indicate that the
global solar irradiance (Gm1(Std.)) is slightly higher than the measured data around
the noon time for both dates.
For 22 November 2015 data, the global solar irradiance model tends to be lower than
measured for both standard and adjusted models and this resulted from the lower
diffuse components, as indicated in Figures 4.15 (e) and (f) when using the Aras et
al (2006) model. This mismatch is shown by the fact that the plotted measured and
calculated global irradiance curves are not superimposed on each other.
From the Scharmer and Greif model associated with TLK values obtained with the
Tsubo et al (2003) model (2.12), it was noticed that the values of the diffuse irra-
diance component increase slightly and as a result the calculated global irradiance
is no longer comparable to the measured one. The same behaviour was observed
for the spring dates (18 and 27 September) of 2015 as shown in Figures 4.17 (a) to
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(f) in Section 4.5 when using Tsubo et al (2003) model, whereas for summer day
(22 November) the model tends to lower the global solar irradiance for both stan-
dard and the adjusted model around noon time, as a result of low relative diffuse
irradiance contribution to the global irradiance, as shown in Figures 4.17 (e) and
(f).
For the 2016 data, the Aras et al (2006) model appeared to agree with the measured
as shown in Figures 4.16 (a) to (f), from both the standard and adjusted models.
Except for the fact that in Figure 4.16 (a) which are the winter (20 June) data,
the Aras et al (2006) model tends to slightly underestimate both the standard and
adjusted global solar irradiance from 9h00 until 14h30.
The Scharmer and Greif adjusted model of the Aras et al (2006) model has improved
the results for both diffuse and global solar irradiance components when compared
with the standard model. The same trend was observed from the model using the
Tsubo et al (2003) model (2.12), as shown in Figures 4.18 (a) to (f) in Section 4.5.
The Scharmer and Greif standard and adjusted models were found to be suitable
for representing the clear-sky model for the chosen days as the MBE values are
less than ±10%. However, it overestimated the global solar irradiance in spring
(27 September 2015) for the standard model with the averaged MBE of 8.85% and
RMSE of 9.38% and underestimated in summer (22 November) for the adjusted
model with the averaged MBE of −5.72% and RMSE of 6.88%, as shown in Tables
4.17 and 4.18. The TLK values used in the Scharmer and Greif adjusted model have
caused the area under the curve to be similar to that of the measured irradiance
curve for daily global solar irradiance. Although measurement and calculated values
of the global horizontal solar irradiance were equated through Gh = Bh + Dh, the
corresponding values of global irradiance does not mean they are the same for each
hourly average, as illustrated in Figures 4.15, 4.16, 4.17 and 4.18. For the Scharmer
and Greif standard model obtained from the Tsubo et al (2003) model, it was noted
that on 27 September the MBE and RMSE values were above ±10%. These values
show that the model has over-predicting the estimated global irradiance data as
shown in Tables 4.20 and 4.21.
It can be noted from Figures 4.15 (c) and (d) in Section 4.4 for the spring (27
September) data that the model Gm1(Std) is not accurately matching the measured
(Gmeas) values from 8h00 onwards. Such observations are seen with the diffuse
irradiance estimated using the Aras et al (2006) model that is not matching well
with the calculated diffuse (Dh1 (Std)) and Dh2(Adj) irradiances.
Hence, the adjusted model has caused the modelled global solar irradiance (Gm2(Adj.))
to be superimposing in the morning and being closer in the afternoon, as shown in
Figures 4.15 (c) and (d). This is consistent with the exception that, when the atmo-
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sphere is clearer, a smaller portion of the solar radiation gets scattered [111]. This
means that the TLK values used are correct because they tend to bring the model and
measured global solar irradiance closer to each other. By definition, Equation (2.13)
may not be considered correct, if the TLK values it produces fail to make the mod-
elled match the measured hourly total irradiance [146]. The discrepancy between
the modelled and measured total irradiance is highly influenced by the weakness of
the diffuse radiation function of the Scharmer and Greif model in representing local
clear-sky diffuse radiation [146].
5.4 Slob Algorithm solar irradiance model analy-
sis
The TLK values calculated from the Aras et al (2006) model and the Tsubo et
al (2003) model were integrated into the Slob Algorithm model proposed here to
compute the global solar irradiance components. The Slob Algorithm model not
only provides the accurate daily global solar irradiance, but also improved curves of
the hourly beam and diffuse irradiance components [149]. This is because it is a fit to
the Aras et al (2006) diffuse component, and then adding the fit to the Bh obtained
by subtracting the Aras et al (2006) diffuse irradiance from the global measured
irradiance produces a close match to global horizontal measured irradiance (Gmeas).
In this model, the results were obtained from linear fitting (LF) and then improved
by applying quadratic fitting (QF). The very low percentage of the MBE and RMSE
values shown on Tables 4.22 to 4.25, are indicating that the modelled irradiance is
in reasonable accordance with the measurements. The negative MBE values are an
indication that the proposed model slightly underestimates the global irradiance.
It is observed from Table 4.22 for the linear fitting that, in winter (20 June) and
summer (22 November), the model underestimated the global solar irradiance. The
variation of the statistical values which have resulted in the determined coefficients
of the model are shown in Figures 3.8, A.6, A.7, A.8, A.9 and A.10 of Section 3.8
and Appendix A.3. The positive sign means that, for a given TLK , there is a higher
diffuse fraction. This can be articulated if the large variation is associated with an
observation on clear days with lots of particulate matter in the atmosphere, but
when the Sun is not obscured by them, and under such instances a high level of
diffuse irradiance may arise [221].
The quadratic fitting underestimated the model by a very small amount for winter
(20 June), spring (18 and 21 September), and summer (20 December), as shown in
Table 4.23. The linear fitting for the adjusted model has yielded the underestimation
of the model for the same dates as the standard model linear fit, as shown in Table
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4.24. However, the quadratic fitting has shown overestimation for all chosen days,
as in Table 4.25. It was noted for the diffuse (Dh1(LF)) hourly values that the
larger differences between diffuse Aras et al (2006) model (Dh) and computed values
(Dh1(LF) and Dh2(QF)) towards early morning and later afternoon appears to be
systematic as shown in Figures 4.19 to 4.22.
Figures 4.19 to 4.22 (a) to (f) indicate that the global horizontal irradiance values are
in agreement because they fits well with the measurements performed at the Gauteng
location for clear-sky conditions. Furthermore, the diffuse irradiance from the Aras
et al (2006) model was highly comparable with the diffuse irradiance resulting from
the quadratic fit (Dh2(QF ) and less matching with the linear fit (Dh1(LF )) diffuse
irradiance. Even though the measured and modelled daily global irradiance values
are similar through Gh = Bh +Dh, the corresponding values of global irradiance are
not necessarily the same for each hour, as illustrated in the figures.
Figures 3.8 (a) to (b) show that the quadratic regression has improved upon the
coefficient of determination when compared to the linear regression fit. However,
the coefficient of determination for parameters used in linear and quadratic fits are
statistically significant (as shown in Table 3.3) [222], as confirmed by the statistical
confidence level of 95%. The adjusted linear regression model for 18 September has
the coefficient of determination of less than 95%. A 95% confidence level means
that the correlation coefficient of these stated models is above 0.95, as shown in
Table 3.3. The same procedure was repeated for the remaining days, as shown by
Figures A.6 to A.10 in Appendix A.3. For standard model, it is notable that on
21 September the model has wider confidence intervals for predictions of the new
coefficients suitable for local data. The linear and quadratic fittings for the Tsubo et
al (2003) model (2.12) are shown in Figure 3.9 in Section 3.9 and also in Appendix
A.4.
In comparison of the variation between the global horizontal solar irradiance from
the Slob (Std. & Adj.) model and the measured irradiance data, the quadratic
fitting (QF) models seem to yield more accurate results than the linear fitting (LF)
models [223]. The quadratic fitting has improved the diffuse component compared
to the linear fit, as shown by Dh2 and Gm2 in Figures 4.19, 4.20, 4.21 and 4.22.
Hence, the quadratic relationship has better matched the modelled global irradiance
(Gm2) and the measured data. This is consistent with the suggestion that if the
atmosphere is stable and clear, a smaller portion of the radiation gets scattered
[108]. An interesting observation for winter (20 June) is that the amount of available
diffuse irradiance decreases during the winter months in Gauteng but with increased
clearness indices, as shown by Figure 4.20 which concurs with the results of Moodaly
(2008) [224].
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The Slob Algorithm model when using the Tsubo et al (2003) model (2.12) has shown
some improved results when compared to that of Aras et al (2006) model, which is
due to the low values of TLK obtained when using this model. Such behaviour can
be shown in Figures 4.23 to 4.26 (a) to (f) in Section 4.7. However, this model has
shown some agreement with the measured global solar irradiance and the modelled
diffuse and global solar irradiance performed for clear-sky conditions. This trend
has resulted from the low Linke turbidity values yielded by the Tsubo et al (2003)
model, which then resulted in low diffuse components, as shown in Tables 4.10 to
4.15 in Section 4.3. These TLK values bring the modelled and measured irradiances
closer to each other as shown in Figures 4.23 to 4.26 (a) to (f).
5.5 Comparison between Scharmer and Greif and
Slob Algorithm models analysis
The comparison between the Scharmer and Greif and Slob Algorithm models illus-
trates that the shape of the irradiance profile for the standard model is behaving
similar to the adjusted model, and the change of diffuse irradiance and direct irra-
diance are well explained by the TLK function. As for both models (Scharmer and
Greif and Slob Algorithm) their diffuse components are related to the TLK factor.
The two models have in common the equation for direct irradiance given by Equa-
tion (2.16). Consequently, the comparison is confined to the diffuse component and
the Linke turbidity factors used. For model validation, diurnal measurements of
global horizontal solar irradiance were used, as shown in Figures 4.27 and 4.28 for
the standard models and Figures 4.29 and 4.30 for the adjusted models for the 2015
and 2016 datasets.
The results obtained showed that both Scharmer and Greif and Slob Algorithm
models are comparable for the global solar irradiance, but when it comes to the
diffuse irradiance there are some noticeable differences (that is, diffuse irradiance in
Figures 4.27 (d) and (f), 4.28 (d) and (f), 4.29 (d) and (f) and 4.30 (a) and (f)).
These differences are detectable, especially for the Scharmer and Greif diffuse model
(Dh1(S & G)) and slightly for the Slob Algorithm diffuse linear model (Dh2(LF)).
However, the Scharmer and Greif standard model gives more global (Gm1 (S & G))
solar irradiance for 27 September (8.85%) and less for 22 November 2015 (5.72%) as
shown in Figures 4.27 (c) and (e), whereas the Slob Algorithm standard from both
linear and quadratic fits gives values closer to the measured data. For winter (20
June), spring (21 September) and summer (20 December) 2016, the two models are
behaving almost similar to each other as the curves of Gm1 (S & G), Gm2 (Slob LF),
Gm3 (Slob QF) and Gmeas are superimposed. From the adjusted model depicted in
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Figures 4.29 (a) to (f), it is observed that the models tend to agree with each other,
except for 22 November, for which the global and diffuse solar irradiance from the
Scharmer and Greif model underestimated the irradiance.
For winter (20 June), the Slob algorithm adjusted model from the quadratic fit Gm3
(Slob QF) are matching the measured data, whereas the global irradiance resulting
from the Scharmer and Greif (Gm1 (S & G)) and Slob linear fit (Gm2 (Slob LF))
are giving less irradiance from 8h00 to 14h00, as shown in Figure 4.30 (a). It was
noticed that the distinction between the two models is not great when the Linke
turbidity factors are small (20 June), whereas when the TLK values become larger
the difference becomes much higher (27 September). During the morning and late
afternoon for the winter (20 June) month more diffuse irradiance is obtained from
the Scharmer and Greif (Dh1 (S & G)) model and the Slob linear fit (Dh2 (Slob LF)).
This was observed when the two models were compared with the diffuse (Dh) Aras
et al (2006) model, since it was considered as a reference for comparison reasons.
The diffuse irradiance rises while the beam irradiance drops, and this is because
the beam irradiance travels longer distances to reach the horizontal surface and it
suffers attenuation during its propagation when penetrating the atmosphere [164].
In Figure 4.30 (b), the discrepancy between the diffuse irradiance from the Aras et
al (2006) model (Dh), the Scharmer and Greif (Dh1(S & G)) and the Slob Algorithm
diffuse modelled (Dh2(Slob LF)) when using the adjusted model irradiance around
9h00 to 15h00 was caused by the low coefficients (shown in Figure A.8 (b)) of this
model and by the TLK values used.
Therefore, for spring (21 September) and summer (20 December) the Scharmer and
Greif adjusted model is the one underestimating the measured global irradiance,
as shown in Figures 4.30 (c) to (f). One can note that the Scharmer and Greif
and Slob Algorithm model for both standard and adjusted TLK models never give
above ±10% of the MBE and RMSE values. It is proposed that the Slob Algorithm
resulting from the quadratic fit is the most appropriate of the three models. It is
suggested that the low uncertainty is because the Slob quadratic fitting is a good
fit to the Aras et al (2006) model. Both the standard and adjusted Scharmer and
Greif model and the Slob Algorithm model have been useful in computing the diffuse
irradiance components using the TLK factors obtained through the Aras et al (2006)
and Tsubo et al (2003) models, but Slob (QF) model is better.
5.6 Optimum tilt angle analysis
A panel tilt angle can vary a lot during the course of the year depending on its
time of use. In the southern hemisphere, the Sun in summer is farther away in
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the sky relative to the ground than in winter [18]. As a result the lower tilt angles
are highly favourable in summer and, conversely, larger tilts are preferred in winter
[176, 225]. From Tables 4.31, 4.32, 4.35 and 4.36, it is confirmed that the output
energy yield depends on the tilt angle. When the tilt angle is 0◦ due north in summer
(22November and 20 December), the PV module is expected to produce more energy
yield in summer than in winter (20 June), and this is because the PV modules are
placed almost horizontally. The incident irradiation is nearly perpendicular around
noon in the summer time, whereas the tilt angle is steeper during winter (20 June)
[153]. This tilt angle is optimal when the needed energy in summer is more than in
winter. Conversely, when tilt angle is large, such as 50◦ due north or more in June,
the PV module produces more energy in winter than in summer. This tilt angle is
preferable when the output energy from a PV system is needed in winter more than
in summer [153].
Figures 4.35 (a) to (d) indicate the optimum tilt angles of a fixed panel for both
the Scharmer and Greif standard model and the Slob algorithm standard model,
when using 2015 and 2016 data, respectively. It is clear from Figures 4.35 (a) to (d)
that solar energy yield is a definite function of tilt angle. Further increase of the tilt
angle on a horizontal surface may result in decreasing the solar energy yield [226], as
illustrated in Figures 4.35. For 18 September, the optimum tilt angle resulting from
the Scharmer and Greif standard model is 25◦ due north with its corresponding solar
irradiance yields of 25.22±0.04 MJ/m2 per day, whereas the Slob algorithm model
indicates the optimum tilt angle of 25◦ with its respective total solar irradiance yield
of 24.65±0.08 MJ/m2 per day. The optimum tilt angle in spring (27 September) is
18◦ and 19◦, as indicated by both the Scharmer and Greif and the Slob algorithm
standard models, with the total daily energy yield at these angles of 31.35±0.03
MJ/m2 per day and 27.61±0.04 MJ/m2 per day, respectively. These results agrees
with the results from other studies, for example, Tiwari et al [227], which confirmed
that the optimum tilt angles obtained during spring are within the value of the
latitudinal angle of the area.
Pertaining to solar panel azimuth, Rowland et al (2011) [176], Siraki et al (2012)
[228] and Jafarkazeni et al (2013) [225] established that for harvesting the maximum
amount of solar energy from the Sun, particularly for the northern hemisphere, an
azimuth of due south is considered as the best panel orientation, whereas opposite
is the case for the southern hemisphere. The optimal tilt angle together with the
direction in which PV panels are aligned are essential factors to consider so that
best results can be attained [176, 225, 228]. Solar panels positioned southwards or
a few degrees east or west of north will indisputably result in a smaller amount of
optimal yields [29]. Hence, placing PV panels in the northwards direction would
improvise the greatest likely Sun exposure available [29].
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For winter (20 June), the optimum tilt angle resulting from the Scharmer and Greif
standard model is 50◦ due north and the total daily solar irradiance intercepted by
the panel on this angle is 21.11±0.5 MJ/m2 per day. The Slob algorithm standard
model produces the same optimum tilt angle. The low solar irradiance data obtained
from winter (20 June) for all models is because of the short day length in winter
[229]. The optimum tilt angle on 21 September is 24◦ due north, as indicated by
both Scharmer and Greif and Slob algorithm standard models with the total daily
energy yield at these angles of 25.27±0.08 MJ/m2 per day and 24.36±0.04 MJ/m2
per day, respectively. On 20 December 2016, the optimum tilt angles for both the
Scharmer and Greif and the Slob algorithm standard models were found to be 0◦
due north with the corresponding energy yields of 31.18±0.2 MJ/m2 and 30.02±0.2
MJ/m2. The optimum tilt angle results are in agreement with other studies e.g.
Webber et al [26], done for De Aar (latitude 30.7◦S and longitude 24.0◦E), where
the maximum tilt angle in winter was 52.6◦ due north and for summer was 4.4◦ due
south. This confirms that higher tilt is most favourable in winter and lower tilt in
summer.
The results from the Tsubo et al (2003) model (2.12) gives daily tilt angle results
which are more or less the same as the ones obtained when using the Aras et al (2006)
model (2.11) for the Scharmer and Greif and Slob algorithm standard models for
the years 2015 and 2016, as shown in Table 4.37 of Section 4.11, except for winter
(20 June), when the optimum tilt angle was established at 53◦ for both models.
Table 4.33 shows the daily average tilt angles as well as the corresponding irradiance
yields obtained using the Aras et al (2006) model. As per the preceding results, the
optimal tilt angle was found to be 50◦ on 20 June. The results indicate that the
optimum tilt angle is 0◦ for summer days, while it varies between 18◦ and 25◦ for
spring days. The optimal tilt angle of the PV panels changes seasonally, which is
due to that the Sun is closer to the Earth in summer than in winter [176, 225].
Higher panel tilts are most favourable in winter, and perhaps there are lower values
of turbidity in winter with higher albedo and the horizontal surface may even be
brighter than the sky [230]. The albedo of the nearby terrain affects the gain,
particularly when PV panels are at higher tilted angles, but the effect is small [231].
In reality, just after sunset and before sunrise light still exists in the sky and some
solar energy can be captured by the solar panel. The results broadly agree with
the study of Soltrain done in South Africa [232], where azimuth was due north, and
the maximum energy gained was found at a tilt angle of 53.5◦ in June, while in
December the gain was found at an angle of 6.5◦.
As seen from Tables 4.33 and 4.37, the daily average total solar irradiance estimated
at daily optimal tilt angle emerge as highest for summer (22 November) for both
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the Scharmer and Greif and the Slob Algorithm standard models. For analysis
purposes, the two Tables 4.33 and 4.37 were combined in Table 5.1 to focus on
the average seasonal or yearly optimum tilt angles and their corresponding yield
values. The values in Table 5.1 indicate the optimal tilt angles for different days
with their corresponding energy yields from both the Scharmer and Greif and the
Slob Algorithm standard models for 2015 and 2016 data. Table 5.1 highlights that
20◦ is the optimal tilt angle for the chosen site. Therefore, four averaged optimum
Table 5.1: The average optimum tilt angles (βOPT ) for the respective considered
days of 2015 and 2016 resulting from the Scharmer and Greif and the Slob Algo-
rithm standard models obtained through diffuse irradiance (Dh) from the Aras
et al (2006) model (2.11) and the Tsubo et al (2003) model (2.12).
models S & G Std. Slob Std.
Dh βOPT (
◦) GTave βOPT (◦) GTave
Aras Eq.2.11 (2015) 20±0.30 26.14±0.02 20±0.30 25.31±0.03
Tsubo Eq.2.12 (2015) 20±0.30 26.71±0.03 21.5±0.40 25.20±0.04
Aras Eq.2.11 (2016) 20±0.30 24.34±0.03 20±0.50 23.60±0.02
Tsubo Eq.2.12 (2016) 20±0.20 25.06±0.18 21.5±0.30 23.81±0.03
tilt angles are obtained for the Scharmer and Greif and the Slob Algorithm standard
models for the year 2015 and 2016. From Table 5.1, the total solar energy yield and
optimum tilt angle are almost equal for 2015 and 2016 in both the standard Scharmer
and Greif model and the Slob Algorithm model when using both the Aras et al (2006)
(2.11) and the Tsubo et al (2003) (2.12) models. The optimum tilt angles shown
in Table 5.1 are less than the latitudinal angle of the chosen location. The results
concur with a suggestion made by Bird and Riordan (1984) [171] that solar panel
tilt can be less than the latitude of a site because not all irradiance that PV receives
is direct irradiance, but also a diffuse component is collected. Also, the results
concur with what Chang (2008) [172] suggested that for the direct component, the
use of the latitude angle is correct only if the diffuse and reflected components make
up a small percentage of the total global solar irradiance received and the optimal
tilt angle becomes smaller. This is likely to occur in locations that have a greater
proportion of cloud cover or have high levels of pollution [172].
Table 5.1 provides optimum tilt angles that are consistent with the ones obtained
by Le Roux (2016) [177] through a study done in South Africa, which indicated that
a fixed panel can be orientated at a tilt of 20◦ instead of 30◦ while facing north.
Table 5.1 optimum angles broadly agree with the outcomes from the study done
by Asowata et al (2012) [168] around Vaal Triangle, South Africa. The prelimi-
nary results of the experimental measurements shown that between 26◦ and 36◦ tilt
CHAPTER 5. ANALYSIS AND DISCUSSION 126
angles, the maximum power output could be harvested during winter time around
South Africa [168]. Note that the Tsubo et al (2003) model (2.12) when using Slob
algorithm models provides slightly higher yearly optimum angles for both 2015 and
2016. These results of optimum tilt angles are not far apart from each other and
they are within the value of the most widely used tilt angle of 25◦ around Gauteng
for use throughout the year [232]. Soltrain (2010) [232] suggested that this ideal an-
gle of 25◦ is for use throughout Johannesburg, because it is just close to the latitude
of the location which is 26.2◦ south.
Note from Table 5.1 that 2015 optimum tilt angles are less than those of 2016. This
is due to the fact that 2015 data has no days which result in higher tilt angles (that
is, 20 June), which can then cause the average tilt value to be higher. Both models
estimated optimal tilt angles with errors less than 0.5◦. Table 5.1 is indicating that
20◦ is the optimal tilt angle for the chosen site.
The average solar energy yields resulting from the Scharmer and Greif and the Slob
Algorithm standard models for 2015 and 2016 are also plotted with their polynomial
fittings of degree three in Figure 5.1, as the angle of tilt was changed from 0◦ to
70◦ with increments of 2◦. These analyses were basically conducted to relate the
dependence of the total average energy yield with the tilt angle. The corresponding
coefficients of determination (R2) are obtained at 100% confidence levels. The results
display that the optimal energy of a PV panel with the optimal tilt angle are simply
determined using the coefficients of a polynomial of degree three. The other study
done by Muna (2015) [28], found that the solar irradiance yields for a PV panel may
well be established with a tilt angle using the coefficients of a linear fit.
(a) Standard models for 2015 data (b) Standard model for 2016
Figure 5.1: Annual solar irradiance yields in the chosen site for 2015 and 2016
data as tilt angle changes from 0◦ to 70◦ with increments of 2◦.
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If a panel is fixed at a winter angle, for example 50◦ north, it means the energy
output will be fairly efficient in winter. On the other hand, for spring and summer,
the efficiency will be lower because during these seasons the Sun travels a longer path
through the sky, and a stationary panel cannot collect as much of the solar radiation.
In addition, for September and summer the predicted energy yields are lower due
to wind speed which affects the panel temperature since the forced convection does
not occur for the panel around this time. Hence, the panel temperature becomes
higher while the output and energy yields become lower [153]. This indicates the
significance of considering the optimal alignment and the direction at which the
panels are focusing when mounting them in the area of solar energies [176, 225].
The total solar energy yield can be gained or lost if the panels are positioned at
their annual or seasonal tilt angle, as compared to when their daily tilt angles are
used [22, 180]. The loss of almost 16.6% on 27 September, 18.4% on 22 November,
3.7% on 21 September, and 21.9% on 20 December was observed in energy yields for
optimal average tilt angle as compared to daily tilt angles, as shown in Table 4.31,
when using the Scharmer and Greif standard model. However, there was a gain of
3.6% on 18 September and 15.3% on 20 June for the Scharmer and Greif standard
model. For the Slob Algorithm standard model the gain was 2.7% on 18 September
and 11.6% on 20 June and the reduction was 8.3% on 27 September, 23.2% on 22
November, 3.1% on 21 September and 21.4% on 20 December as shown in Table
4.32. The same observations were noted when using the Tsubo et al (2003) model
in Scharmer and Greif (2000) and the Slob algorithm models, as shown in Tables
4.35 and 4.36. It is no doubt that the panels can be positioned at their daily tilt
angle during the course of the year, but doing so may result in the reduction of the
total energy yields when positioning the panels at their optimum average tilt angle
instead of their daily angles [180].
In Figure 5.1, for both 2015 and 2016 datasets, the Scharmer and Greif (2000) stan-
dard model has resulted in a higher energy yield as compared to the Slob Algorithm
(2006) standard model. Since the two models have used similar Linke turbidity
factors, the difference is due to their nature of diffuse function. The differences in
the intercepts of the polynomial regression are due to the differences in the optimal
tilt angle suggested by the two models.
Chapter 6
Conclusion
Calculations of the Linke turbidity factors were done using the classical method
based on the Kasten and Young formula [143] for the optical air mass and the
improved Kasten formula for the Rayleigh optical thickness. It was noticed that
the TLK factors obtained using Rayleigh optical thickness values using the standard
model (Equation (2.14)) are higher than those obtained using the adjusted model
(Equation (2.15)). It was also found that the Linke turbidity values calculated with
the adjusted model are more appropriate as compared to the ones obtained using the
standard model. The preference for the adjusted model was mainly on the basis that
it gives TLK values that are smaller but approximately equal to the ones provided by
the PVGIS. The results are in accordance with the corresponding results identified
by online solar irradiance calculation tool called PVGIS.
Moreover, the presented results of TLK factors are comparable to the results of the
study done by Sethabane and Winkler (2011) [35], which used the data recorded over
Soweto and found that the TLK values obtained using the adjusted model were more
appropriate. The obtaining of some more precise theoretical results will require
a more accurate choice of the Rayleigh optical thicknesses. In the same manner,
atmospheric constituents of a chosen location must be taken into consideration in
conjunction with the effect of urbanised surroundings. It was found that the daily
average Linke turbidity factor obtained using both standard and adjusted models
smooths and evenly distributes from morning until afternoon. The trend of increase
in the morning and decrease in the afternoon in TLK can be associated with the
diurnal variation which caused minimum TLK values in the morning and maximum
in the afternoon, and it is attributed to the fact that higher traffic activities are
observed during the day. The rise of TLK values serves as a hint that the pollution
level is increasing due to industrial and traffic activities around the site. The higher
turbidity in spring (September) was also noted in this study. The adjusted and
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standard models of the Rayleigh optical thickness has made it possible to estimate
daily TLK values from a minute measurement of global irradiance.
The results of the Scharmer and Greif and the Slob Algorithm standard and adjusted
models applied here for the clear-sky conditions over Gauteng have been found to be
in accordance with the measurements. However, there were few instances where the
match was not perfect. The Scharmer and Greif standard and adjusted models could
have worked much better if the adopted coefficients of the solar altitude function
given by Equation (2.19) were modified to suit the local data [233]. Trying to
modify the coefficients of Equation (2.18) and (2.20) for the Scharmer and Greif
(2000) model by 1/2 and 2/3 before adopting the original ones led to the decrease
in global horizontal irradiance when compared with the measured (Gmeas). The
original coefficients of the model gave results of global solar irradiance which were
closer to the measured data.
For the Slob Algorithm model, the diffuse irradiance versus the product of cos θZTLK
curves indicated that the quadratic relationship is the best fit for the diffuse irra-
diance results. The diffuse irradiance rises due to increase of the TLK factor. The
Slob Algorithm standard and adjusted quadratic fit models provide good fits to the
Aras et al (2006) and Tsubo et al (2003) models in this study, and the MBE values
for the Slob models were within the acceptable range of ±10% when using the Aras
et al (2006) model. The Slob model tends to over- or under-estimate the global irra-
diance, when compared with the measurements. The results of both the Scharmer
and Greif and the Slob Algorithm standard and adjusted models demonstrate the
quality of the model as supported by the small values of RMSE. Also note that the
algorithm applied within this work may not perform as reasonably as it is presented
here, when applied to a different situation. This is because the algorithm is sen-
sitive to different conditions, such as different climates and atmospheric pollution.
However, with some adjustment, preferably done with reliable data from the chosen
site of interest, one can obtain reasonable results as the ones presented here. This
research has highlighted the need to try to develop better irradiance models for clear-
sky conditions as well as better diffuse irradiance models for calculating the solar
irradiance components. TLK calculation and verification, and δR parameterisation
are a key issue for further improvements in modelling performance.
The study has indicated that varying the tilt angle will affect directly the energy
output of a PV panel. It is shown in this study that the maximum energy yield in
summer is at a lower tilt angle of 0◦, whereas the PV system can receive the maxi-
mum energy yield in winter at a higher tilt angle of 50◦. The uncertainty observed
in the calculations of the average optimum tilt angle arised from the assumptions
made. Hence, there is likely to be some discrepancy between what has been esti-
CHAPTER 6. CONCLUSION 130
mated and what can be produced by an experiment. In this study, the optimum tilt
angle is given by βOPT ≈ φ - 6◦, where φ denotes site latitude. Tilt angle recom-
mendations are not exactly accurate, and they are just an approximation [171], this
can be confirmed by the results found in this study, since they are not the same as
the latitude of the site. There seems to be a similar relationship between the results
obtained here compared with several results from different researchers (for example,
Le Roux (2016) [177], Webber et al (2014) [26] and Asowata et al (2012) [168]). The
maximum energy yield for the solar panel is reliant on the tilted angle and on the
direction at which it is aligned. Incorrect alignment of the solar panel would result
in maximum energy yield loss and may lead to a poor yield on investment.
It is by virtue of the above findings that for a fixed solar panel, it is useful to identify
both optimal alignment angle and the direction that will lead to maximum energy
yield for every season. It is advantageous to fix the PV solar panel to these angles.
The results also indicate that the output power of PV panels will be improved as a
result of adjusting the tilt angle.
Models proposed here must be treated as a dependable and efficient means of giving
detailed temporal patterns of incoming solar irradiance for studies of various atmo-
spheric conditions, such as clear-sky and turbid conditions. The rising solar energy
use in South Africa and abroad will necessitate careful consideration of the incoming
solar irradiation, together with its spatial and temporal distribution. Solar energy
researchers must try to expand further information on advanced approaches and
models as well as data archives for the exploitation of solar radiation in PV appli-
cations. Although this work has considered only six clear days for 2015 and 2016, it
provided an approach suitable for the solar energy planning which can be followed
by policy makers and solar technology users. SAURAN results for the 18 September
2015 also confirm similar results as obtained using the data from Randburg and thus
ensure that the models used are reliable.
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Appendix A
Appendix A
A.1 Sample calculations of instantaneous solar an-
gles
Primary angles
Latitude (φ) = −26.1 degrees
Longitude (Longlocal) = 28.0 degrees
Longitude of Standard Meriadian (LongSM)= 30.0 degrees
18 September calculations
(a) Tlocal= 7h00 = 420 mins (Standard time in minutes relative from 12h00)
1. Day number (n)= 261
2. Declination angle (σ◦) (equation sourced from [76]):
σ = 23.45◦ × sin
(
360◦(n+ 284)
365
)
(A.1)
3. Equation of time (EOT ) (mins) (equation sourced from [75]):
EOT = 9.87 sin(2x)− 7.53 cos(x)− 1.5 sin(x)
(A.2)
and where x (◦) was obtained from:
x = (
360
365
)
(
n− 81 + (Tlocal − 12)
24
)
(A.3)
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4.True solar time (Tsolar) (mins) (equation sourced from [74]):
Tsolar = Tlocal(mins) + 4(
mins
deg
)(LongSM − Longlocal) + EOT (mins)
(A.4)
5.Hour angle (ω) (degrees) (equation sourced from [49, 77]):
ω =
(number of minutes past midnight, Tsolar)− 720(mins)
4(mins/deg)
,
(A.5)
, hence ω is negative in the morning.
6. Solar zenith angle (θZ) (degrees) (equation sourced from [76]):
θZ = cos
−1 [cos(σ) cos(ω) cos(φ) + sin(σ) sin(φ)]
(A.6)
7. Elevation or altitude angle (αs) (degrees) (equation sourced from [76]):
αs = 90− θZ
(A.7)
8. Sunrise or sunset time (ωsr,ss) (degrees) (equation sourced from [76]):
ωs = cos
−1 [− tan(σ) tan(φ)]
(A.8)
∴ sunrise time (ωsr) is negative in the morning.
9. (Sunrise, AST) (hours) (equation sourced from [49, 77]):
(Sunrise, AST ) = 720 (mins) + ωs (deg)× (4mins
deg
)
(A.9)
10. Solar azimuth angle (γs) (degrees) (equation sourced from [71]):
γs = sign(ω)| cos−1
[
cos(θZ) sin(φ)− sin(σ)
sin(θZ) cos(φ)
]
|
(A.10)
APPENDIX A. APPENDIX A 152
A.2 Sunrise and sunset times for Sinetech solar
company in Randburg
The Sunrise and Sunset times calendar tables are sourced from ”www.sunrise-
sunset.org/calendar”.
Figure A.1: Sunrise and sunset times for Randburg in September 2015.
Figure A.2: Sunrise and sunset times for Randburg in November 2015.
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Figure A.3: Sunrise and sunset times for Randburg in June 2016.
Figure A.4: Sunrise and sunset times for Randburg in September 2016.
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Figure A.5: Sunrise and sunset times for Randburg in December 2016.
A.3 Linear and quadratic fittings of the 2015 and
2016 data resulting from the Aras et al (2006)
model (2.11)
(a) Slob standard model (b) Slob adjusted model
Figure A.6: The diffuse components Dh1 from linear fit (LF) and Dh2 from
quadratic fit (QF) for 27 September 2015 data.
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(a) Slob standard model (b) Slob adjusted model
Figure A.7: The diffuse components Dh1 from linear fit (LF) and Dh2 from
quadratic fit (QF) for 22 November 2015 data.
(a) Slob standard model (b) Slob adjusted model
Figure A.8: The diffuse components Dh1 from linear fit (LF) and Dh2 from
quadratic fit (QF) for 20 June 2016 data.
(a) Slob standard model (b) Slob adjusted model
Figure A.9: The diffuse components Dh1 from linear fit (LF) and Dh2 from
quadratic fit (QF) for 21 September 2016 data.
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(a) Slob standard model (b) Slob adjusted model
Figure A.10: The diffuse components Dh1 from linear fit (LF) and Dh2 from
quadratic fit (QF) for 20 December 2016 data.
A.4 Linear and quadratic fittings of the 2015 and
2016 data resulting from the Tsubo et al (2003)
model (2.12)
(a) Slob standard model (b) Slob adjusted model
Figure A.11: The diffuse components Dh1 from linear fit (LF) and Dh2 from
quadratic fit (QF) for 27 September 2015 data.
(a) Slob standard model (b) Slob adjusted model
Figure A.12: The diffuse components Dh1 from linear fit (LF) and Dh2 from
quadratic fit (QF) for 22 November 2015 data.
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(a) Slob standard model (b) Slob adjusted model
Figure A.13: The diffuse components Dh1 from linear fit (LF) and Dh2 from
quadratic fit (QF) for 20 June 2016 data.
(a) Slob standard model (b) Slob adjusted model
Figure A.14: The diffuse components Dh1 from linear fit (LF) and Dh2 from
quadratic fit (QF) for 21 September 2016 data.
(a) Slob standard model (b) Slob adjusted model
Figure A.15: The diffuse components Dh1 from linear fit (LF) and Dh2 from
quadratic fit (QF) for 20 December 2016 data.
