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PRIMES IN ARITHMETIC PROGRESSIONS TO LARGE
MODULI II: WELL-FACTORABLE ESTIMATES
JAMES MAYNARD
Abstract. We establish new mean value theorems for primes of size x in arith-
metic progressions to moduli as large as x3/5−ǫ when summed with suitably
well-factorable weights. This extends well-known work of Bombieri, Fried-
lander and Iwaniec, who handled moduli of size at most x4/7−ǫ. This has
consequences for the level of distribution for sieve weights coming from the
linear sieve.
1. Introduction
The Bombieri-Vinogradov Theorem [1, 17] states that for every A > 0 and B =
B(A) sufficiently large in terms of A we have
(1.1)
∑
q≤x1/2/(log x)B
sup
(a,q)=1
∣∣∣π(x; q, a)− π(x)
φ(q)
∣∣∣≪A x
(log x)A
,
where π(x) is the number of primes less than x, and π(x; q, a) is the number of
primes less than x congruent to a (mod q). This implies that primes of size x are
roughly equidistributed in residue classes to moduli of size up to x1/2−ǫ, on average
over the moduli. For many applications in analytic number theory (particularly
sieve methods) this estimate is very important, and serves as an adequate substitute
for the Generalized Riemann Hypothesis (which would imply a similar statement
for each individual arithmetic progression).
We believe that one should be able to improve (1.1) to allow for larger moduli, but
unfortunately we do not know how to establish (1.1) with the summation extended
to q ≤ x1/2+δ for any fixed δ > 0. The Elliott-Halberstam Conjecture [7] is the
strongest statement of this type, and asserts that for any ǫ, A > 0
(1.2)
∑
q≤x1−ǫ
sup
(a,q)=1
∣∣∣π(x; q, a) − π(x)
φ(q)
∣∣∣≪ǫ,A x
(log x)A
.
Quantitatively stronger variants of (1.1) such as (1.2) would naturally give quanti-
tatively stronger estimates of various quantities in analytic number theory relying
on (1.1).
In many applications, particularly those coming from sieve methods, one does not
quite need to have the full strength of an estimate of the type (1.1). It is often
sufficient to measure the difference between π(x; q, a) and π(x)/φ(q) only for a
fixed bounded integer a (such as a = 1 or a = 2) rather than taking the worst
residue class in each arithmetic progression. Moreover, it is also often sufficient
to measure the difference between π(x; q, a) and π(x)/φ(q) with ‘well-factorable’
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weights (which naturally appear in sieve problems) rather than absolute values.
With these technical weakenings we can produce estimates analogous to (1.1) which
involve moduli larger than x1/2. Formally, we define ‘well-factorable’ weights as
follows.
Definition 1 (Well factorable). Let Q ∈ R. We say a sequence λq is well fac-
torable of level Q if, for any choice of factorization Q = Q1Q2 with Q1, Q2 ≥ 1,
there exist two sequences γ
(1)
q1 , γ
(2)
q2 such that:
(1) |γ
(1)
q1 |, |γ
(2)
q2 | ≤ 1 for all q1, q2.
(2) γ
(i)
q is supported on 1 ≤ q ≤ Qi for i ∈ {1, 2}.
(3) We have
λq =
∑
q=q1q2
γ(1)q1 γ
(2)
q2 .
The following celebrated result of Bombieri-Friedlander-Iwaniec [2, Theorem 10]
then gives a bound allowing for moduli as large as x4/7−ǫ in this setting.
Theorem A (Bombieri, Friedlander, Iwaniec). Let a ∈ Z and A, ǫ > 0. Let λq be
a sequence which is well-factorable of level Q ≤ x4/7−ǫ. Then we have∑
q≤Q
(q,a)=1
λq
(
π(x; q, a) −
π(x)
φ(q)
)
≪a,A,ǫ
x
(log x)A
.
In this paper we consider weights satisfying a slightly stronger condition of being
‘triply well factorable’. For these weights we can improve on the range of moduli.
Definition 2 (Triply well factorable). Let Q ∈ R. We say a sequence λq is triply
well factorable of level Q if, for any choice of factorization Q = Q1Q2Q3 with
Q1, Q2, Q3 ≥ 1, there exist three sequences γ
(1)
q1 , γ
(2)
q2 , γ
(3)
q3 such that:
(1) |γ
(1)
q1 |, |γ
(2)
q2 |, |γ
(3)
q3 | ≤ 1 for all q1, q2, q3.
(2) γ
(i)
q is supported on 1 ≤ q ≤ Qi for i ∈ {1, 2, 3}.
(3) We have
λq =
∑
q=q1q2q3
γ(1)q1 γ
(2)
q2 γ
(3)
q3 .
With this definition, we are able to state our main result.
Theorem 1.1. Let a ∈ Z and A, ǫ > 0. Let λq be triply well factorable of level
Q ≤ x3/5−ǫ. Then we have∑
q≤Q
(a,q)=1
λq
(
π(x; q, a) −
π(x)
φ(q)
)
≪a,A,ǫ
x
(log x)A
.
The main point of this theorem is the quantitative improvement over Theorem A
allowing us to handle moduli as large as x3/5−ǫ (instead of x4/7−ǫ). Theorem 1.1
has the disadvantage that it has a stronger requirement that the weights be triply
well factorable rather than merely well-factorable, but we expect that Theorem 1.1
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(or the ideas underlying it) will enable us to obtain quantitative improvements to
several problems in analytic number theory where the best estimates currently rely
on Theorem A.
It appears that handling moduli of size x3/5−ǫ is the limit of the current method. In
particular, there appears to be no further benefit of imposing stronger constraints
on the coefficients such as being ‘quadruply well factorable’.
As mentioned above, the main applications of such results come when using sieves.
Standard sieve weights are not well-factorable (and so not triply well factorable),
but Iwaniec [14] showed that a slight variant of the upper bound β-sieve weights of
levelD (which produces essentially identical results to the standard β-sieve weights)
is a linear combination of sequences which are well-factorable of level D provided
β ≥ 1. In particular, Theorem A applies to the factorable variant of the upper
bound sieve weights for the linear (β = 1) sieve, for example.
The factorable variant of the β-sieve weights of level D are a linear combination
of triply well factorable sequences of level D provided β ≥ 2, and so Theorem 1.1
automatically applies to these weights. Unfortunately it is the linear (β = 1) sieve
weights which are most important for many applications, and these are not triply
well factorable of level D (despite essentially being well-factorable). Despite this,
the linear sieve weights have good factorization properties, and turns out that linear
sieve weights of level x7/12 are very close to being triply well factorable of level x3/5.
In particular, we have the following result.
Theorem 1.2. Let a ∈ Z and A, ǫ > 0. Let λ+d be the well-factorable upper bound
sieve weights for the linear sieve of level D ≤ x7/12−ǫ. Then we have∑
q≤x7/12−ǫ
(q,a)=1
λ+q
(
π(x; q, a)−
π(x)
φ(q)
)
≪a,A,ǫ
x
(log x)A
.
This enables us to get good savings for the error term weighted by the linear sieve
for larger moduli than was previously known. In particular, Theorem 1.2 extends
the range of moduli we are able to handle from the from the Bombieri-Friedlander-
Iwaniec result [2, Theorem 10] handling moduli of size x4/7−ǫ to dealing with moduli
of size x7/12−ǫ.
It is likely Theorem 1.2 directly improves several results based on sieves. It doesn’t
directly improve upon estimates such as the upper bound for the number of twin
primes, but we expect the underlying methods to give a suitable improvement for
several such applications when combined with technique such as Chen’s switching
principle or Harman’s sieve (see [12, 4, 8, 9, 18]). We intend to address this and
related results in future work. Moreover, we expect that there are other upper
bound sieves closely related to the linear sieve which are much closer to triply well
factorable, and so we expect technical variants of Theorem 1.2 adapted to these
sieve weights to give additional improvements.
Remark. Drappeau [6] proved equidistribution for smooth numbers in arithmetic
progressions to moduli x3/5−ǫ. The advantage of flexible factorizations of smooth
numbers allows one to use the most efficient estimates on convolutions (but one
has to overcome additional difficulties in secondary main terms). Since our work
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essentially reduces to the original estimates of Bombieri–Friedlander–Iwaniec in
these cases, it provides no benefit in this setting, but partially explains why we have
the same limitiation of x3/5−ǫ.
2. Proof outline
The proof of Theorem 1.1 is a generalization of the method used to prove The-
orem A, and essentially includes the proof of Theorem A as a special case. As
with previous approaches, we use a combinatorial decomposition for the primes
(Heath-Brown’s identity) to reduce the problem to estimating bilinear quantities in
arithmetic progressions. By Fourier expansion and several intermediate manipula-
tions this reduces to estimating certain multidimensional exponential sums, which
are ultimately bounded using the work of Deshouillers-Iwaniec [5] coming from the
spectral theory of automorphic forms via the Kuznetsov trace formula.
To obtain an improvement over the previous works we exploit the additional flexi-
bility of factorizations of the moduli to benefit from the fact that now the weights
can be factored into three pieces rather than two. This gives us enough room to
balance the sums appearing from diagonal and off-diagonal terms perfectly in a
wide range.
More specifically, let us recall the main ideas behind Theorem A. A combinatorial
decomposition leaves us to estimate for various ranges of N,M,Q,R∑
q∼Q
γq
∑
r∼R
λr
∑
m∼M
βm
∑
n∼N
αn
(
1nm≡a (mod qr) −
1(nm,qr)=1
φ(qr)
)
,
for essentially arbitrary 1-bounded sequences γq, λr, βm, αn. Applying Cauchy-
Schwarz in the m, q variables and then Fourier expanding the m-summation and
using Bezout’s identity reduces this to bounding something like∑
q∼Q
∑
n1,n2∼N
n1≡n2 (mod q)
αn1αn2
∑
r1,r2∼R
λr1λr2
∑
h∼H
e
(ahn2qr1(n1 − n2)
n1r2
)
,
where H ≈ NQR2/x. Writing n1 − n2 = qf and switching the q-summation to an
f -summation, then applying Cauchy-Schwarz in the n1, n2, f, r2 variables leaves us
to bound ∑
f∼N/Q
∑
n1,n2∼N
n1≡n2 (mod f)
∑
r2∼R
∣∣∣ ∑
r1∼R
γr1
∑
h∼H
e
(ahfr1n2
n1r2
)∣∣∣2.
Bombieri-Friedlander-Iwaniec then drop the congruence condition on n1, n2, com-
bine n1, r2 into a new variable c and then estimate the resulting exponential sums
via the bounds of Deshouillers-Iwaniec. This involves applying the Kuznetsov trace
formula for the congruence subgroup Γ0(r1r
′
1). This is a large level (of size R
2),
which means that the resulting bounds deteriorate rapidly with R. We make use
of the fact that if the moduli factorize suitably, then we can reduce this level at the
cost of worsening the diagonal terms slightly.
In particular, if the above λr coefficients were of the form κs ⋆ νt, then instead we
could apply the final Cauchy-Schwarz in f , n1, n2, r2 and s1, leaving us instead to
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bound ∑
f∼N/Q
∑
n1,n2∼N
n1≡n2 (mod f)
∑
r2∼R
∑
s1∼S
∣∣∣∑
t1∼T
νt1
∑
h∼H
e
(ahfs1t1n2
n1r2
)∣∣∣2.
(Here ST ≈ R). Here we have increased the diagonal contribution by a factor S,
but now the level of the relevant congruence subgroup has dropped from R2 to T 2.
By dropping the congruence condition, combining c = n1r2 and d = n2s1, we can
then apply the Deshouillers-Iwaniec estimates in a more efficient manner, giving
an additional saving over the previous approach in all the important regimes. This
ultimately allows us to handle moduli as large as x3/5−ǫ in Theorem 1.1. On its
own this approach doesn’t quite cover all relevant ranges for N , but combining it
with known estimates for the divisor function in arithmetic progressions (based on
the Weil bound) allows us to cover the remaining ranges.
We view the main interest of Theorem 1.1 and Theorem 1.2 as their applicability
to sieve problems. It is therefore unfortunate that Theorem 1.1 doesn’t apply
directly to the (well-factorable variant of the) linear sieve weights. To overcome
this limitation, it is therefore necessary for us to exploit the fact that our main
technical result on convolutions (Proposition 8.2) actually gives a stronger estimate
than what is captured by Theorem 1.1. Moreover, it is necessary to study the precise
construction of the linear sieve weights to show that they enjoy good factorization
properties. Indeed, we recall the support set for the upper bound linear sieve
weights of level D is
D+(D) =
{
p1 · · · pr : p1 ≥ p2 ≥ · · · ≥ pr, p1 · · · p2jp
3
2j+1 ≤ D for 0 ≤ j < r/2
}
.
If p1 · · · pr is close to D, we must have the most of the pi’s are very small, and so
the weights are supported on very well factorable numbers. It is only really the
largest few prime factors pi which obstruct finding factors in given ranges, and so
by explicitly handling them we can exploit this structure much more fully.
Proposition 9.1 is a technical combinatorial proposition showing that the the linear
sieve weights enjoy rather stronger factorization properties that simply what is
captured through being well-factorable. Although these are not sufficient for triple
well-factorability, they are sufficient for our more technical conditions coming from
Proposition 8.2. This ultimately leads to Theorem 1.2.
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4. Notation
We will use the Vinogradov ≪ and ≫ asymptotic notation, and the big oh O(·)
and o(·) asymptotic notation. f ≍ g will denote the conditions f ≪ g and g ≪ f
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both hold. Dependence on a parameter will be denoted by a subscript. We will
view a (the residue class (mod q)) as a fixed positive integer throughout the paper,
and any constants implied by asymptotic notation will be allowed to depend on a
from this point onwards. Similarly, throughout the paper, we will let ǫ be a single
fixed small real number; ǫ = 10−100 would probably suffice. Any bounds in our
asymptotic notation will also be allowed to depend on ǫ.
The letter p will always be reserved to denote a prime number. We use φ to
denote the Euler totient function, e(x) := e2πix the complex exponential, τk(n) the
k-fold divisor function, µ(n) the Mo¨bius function. We let P−(n), P+(n) denote
the smallest and largest prime factors of n respectively, and f̂ denote the Fourier
transform of f over R - i.e. f̂(ξ) =
∫∞
−∞
f(t)e(−ξt)dt. We use 1 to denote the
indicator function of a statement. For example,
1n≡a (mod q) =
{
1, if n ≡ a (mod q),
0, otherwise.
For (n, q) = 1, we will use n to denote the inverse of the integer n modulo q; the
modulus will be clear from the context. For example, we may write e(an/q) - here
n is interpreted as the integer m ∈ {0, . . . , q − 1} such that mn ≡ 1 (mod q).
Occasionally we will also use λ to denote complex conjugation; the distinction of
the usage should be clear from the context. For a complex sequence αn1,...,nk , ‖α‖2
will denote the ℓ2 norm ‖α‖2 = (
∑
n1,...,nk
|αn1,...,nk |
2)1/2.
Summations assumed to be over all positive integers unless noted otherwise. We
use the notation n ∼ N to denote the conditions N < n ≤ 2N .
We will let z0 := x
1/(log log x)3 and y0 := x
1/ log log x two parameters depending on
x, which we will think of as a large quantity. We will let ψ0 : R → R denote a
fixed smooth function supported on [1/2, 5/2] which is identically equal to 1 on the
interval [1, 2] and satisfies the derivative bounds ‖ψ
(j)
0 ‖∞ ≪ (4
jj!)2 for all j ≥ 0.
(See [3, Page 368, Corollary] for the construction of such a function.)
We will repeatedly make use of the following condition.
Definition 3 (Siegel-Walfisz condition). We say that a complex sequence αn sat-
isfies the Siegel-Walfisz condition if for every d ≥ 1, q ≥ 1 and (a, q) = 1 and
every A > 1 we have
(4.1)
∣∣∣ ∑
n∼N
n≡a (mod q)
(n,d)=1
αn −
1
φ(q)
∑
n∼N
(n,dq)=1
αn
∣∣∣≪A Nτ(d)O(1)
(logN)A
.
We note that αn satisfies the Siegel-Walfisz condition if αn = 1 or if αn = µ(n).
5. Proof of Theorem 1.1
In this section we establish Theorem 1.1 assuming two propositions, namely Propo-
sition 5.1 and Proposition 5.2, given below.
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Proposition 5.1 (Well-factorable Type II estimate). Let λq be triply well factorable
of level Q ≤ x3/5−10ǫ, let NM ≍ x with
xǫ ≤ N ≤ x2/5.
Let αn, βm be complex sequences such that |αn|, |βn| ≤ τ(n)B0 and αn satisfies the
Siegel-Walfisz condition (4.1) and is supported on P−(n) ≥ z0. Then we have that
for every choice of A > 0 and every interval I ⊆ [x, 2x]∑
q≤Q
λq
∑
n∼N
αn
∑
m∼M
mn∈I
βm
(
1nm≡a (mod q) −
1(nm,q)=1
φ(q)
)
≪A,B0
x
(log x)A
.
Proposition 5.1 is our key new ingredient behind the proof, and will be established
in Section 8.
Proposition 5.2 (Divisor function in arithmetic progressions). Let N1, N2 ≥ x
3ǫ
and N1N2M ≍ x and
Q ≤
( x
M
)2/3−3ǫ
.
Let I ⊂ [x, 2x] be an interval, and let αm a complex sequence with |αm| ≤ τ(m)B0 .
Then we have that for every A > 0∑
q∼Q
∣∣∣ ∑
n1∼N1
P−(n)≥z0
∑
n2∼N2
P−(n)≥z0
∑
m∼M
mn1n2∈I
αm
(
1mn1n2≡a (mod q)−
1(mn1n2,q)=1
φ(q)
)∣∣∣≪A,B0 x(log x)A .
Moreover, the same result holds when the summand is multiplied by logn1.
Proposition 5.2 is essentially a known result (due to independent unpublished work
of Selberg and Hooley, but following quickly from the Weil bound for Kloosterman
sums), but for concreteness we give a proof in Section 7.
Finally, we require a suitable combinatorial decomposition of the primes.
Lemma 5.3 (Heath-Brown identity). Let k ≥ 1 and n ≤ 2x. Then we have
Λ(n) =
k∑
j=1
(−1)j
(
k
j
) ∑
n=n1···njm1···mj
m1,...,mj≤2x
1/k
µ(m1) · · ·µ(mj) logn1.
Proof. See [13]. 
Lemma 5.4 (Consequence of the fundamental lemma of the sieve). Let q, t, x ≥ 2
satisfy qxǫ ≤ t and let (b, q) = 1. Recall z0 = x
1/(log log x)3 . Then we have∑
n≤t
n≡b (mod q)
P−(n)≥z0
1 =
1
φ(q)
∑
n≤t
P−(n)≥z0
1 +OA
( t
q(log x)A
)
.
Proof. This is an immediate consequence of the fundamental lemma of sieve meth-
ods - see, for example, [11, Theorem 6.12]. 
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Proof of Theorem 1.1 assuming Proposition 5.1 and 5.2. By partial summation (not-
ing that prime powers contribute negligibly and retaining the conditon P−(n) ≥ z0),
it suffices to show that for all t ∈ [x, 2x]∑
q≤x3/5−ǫ
λq
∑
x≤n≤t
P−(n)≥z0
Λ(n)
(
1n≡a (mod q) −
1(n,q)=1
φ(q)
)
≪A
x
(log x)A
.
We now apply Lemma 5.3 with k = 3 to expand Λ(n) into various subsums, and put
each variable into one of O(log6 x) dyadic intervals. Thus it suffices to show that for
all choices of N1, N2, N3,M1,M2,M3 with M1M2M3N1N2N3 ≍ x and Mi ≤ x1/3
we have∑
q≤x3/5−ǫ
λq
∑
m1,m2,m3,n1,n2,n3
ni∼Ni ∀i
mi∼Mi ∀i
x≤n≤t
P−(ni),P
−(mi)≥z0 ∀i
µ(m1)µ(m2)µ(m3)(log n1)
(
1n≡a (mod q) −
1(n,q)=1
φ(q)
)
≪A
x
(log x)A+6
,
where we have written n = n1n2n3m1m2m3 in the expression above for convenience.
By grouping all but one variable together, Proposition 5.1 gives this if any of
the Ni or Mi lie in the interval [x
ǫ, x2/5], and so we may assume all are either
smaller than xǫ or larger than x2/5. Since Mi ≤ x1/3 ≤ x2/5, we may assume that
M1,M2,M3 ≤ xǫ. There can be at most two of the Ni’s which are larger than x2/5
since M1M2M3N1N2N3 ≍ x.
If only one of the Ni’s are greater than x
2/5 then they must be of size≫ x1−5ǫ > xǫq,
and so the result is trivial by summing over this variable first and using Lemma
5.4.
If two of the Ni’s are larger than x
2/5 and all the other variables are less than xǫ,
then the result follows immediately from Proposition 5.2. This gives the result. 
To complete the proof of Theorem 1.1, we are left to establish Propositions 5.1 and
5.2, which we will ultimately do in Sections 8 and 7 respectively.
6. Preparatory lemmas
Lemma 6.1 (Divisor function bounds). Let |b| < x − y and y ≥ qxǫ. Then we
have ∑
x−y≤n≤x
n≡a (mod q)
τ(n)Cτ(n − b)C ≪
y
q
(τ(q) log x)OC(1).
Proof. This follows from Shiu’s Theorem [16], and is given in [15, Lemma 7.7]. 
Lemma 6.2 (Separation of variables from inequalities). Let Q1Q2 ≤ x1−ǫ. Let
N1, . . . , Nr ≥ z0 satisfy N1 · · ·Nr ≍ x. Let αn1,...,nr be a complex sequence with
|αn1,...,nr | ≤ (τ(n1) · · · τ(nr))
B0 . Then, for any choice of A > 0 there is a constant
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C = C(A,B0, r) and intervals I1, . . . , Ir with Ij ⊆ [Pj , 2Pj] of length ≤ Pj(log x)−C
such that∑
q1∼Q1
∑
q2∼Q2
(q1q2,a)=1
∣∣∣ ∑∗
n1,...,nr
ni∼Ni∀i
αn1,...,nrSn1···nr
∣∣∣
≪r
x
(log x)A
+ (log x)rC
∑
q1∼Q1
∑
q2∼Q2
(q1q2,a)=1
∣∣∣ ∑
n1,...,nr
ni∈Ii∀i
αn1,...,nrSn1···nr
∣∣∣.
Here
∑∗
means that the summation is restricted to O(1) inequalities of the form
nα11 · · ·n
αr
r ≤ B for some constants α1, . . . αr and some quantity B. The implied
constant may depend on all such exponents αi, but none of the quantities B.
Proof. This is [15, Lemma 7.10]. 
Lemma 6.3 (Poisson Summation). Let C > 0 and f : R→ R be a smooth function
which is supported on [−10, 10] and satisfies ‖f (j)‖∞ ≪j (log x)
jC for all j ≥ 0,
and let M, q ≤ x. Then we have∑
m≡a (mod q)
f
(m
M
)
=
M
q
f̂(0) +
M
q
∑
1≤|h|≤H
f̂
(hM
q
)
e
(ah
q
)
+OC(x
−100),
for any choice of H > qxǫ/M .
Proof. This follows from [15, Lemma 12.4]. 
Lemma 6.4 (Summation with coprimality constraint). Let C > 0 and f : R→ R
be a smooth function which is supported on [−10, 10] and satisfies ‖f (j)‖∞ ≪j
(log x)jC for all j ≥ 0. Then we have∑
(m,q)=1
f
(m
M
)
=
φ(q)
q
M +O(τ(q)(log x)2C).
Proof. This is [15, Lemma 12.6]. 
Lemma 6.5. Let C,B > 0 be constants and let αn be a sequence satisfing the
Siegel-Walfisz condition (4.1), supported on n ≤ 2x with P−(n) ≥ z0 = x1/(log log x)
3
and satisfying |αn| ≤ τ(n)B . Then 1τ(n)≤(logx)Cαn also satisfies the Siegel-Walfisz
condition.
Proof. This is [15, Lemma 12.7]. 
Lemma 6.6 (Most moduli have small square-full part). Let γb, cq be complex se-
quences satisfying |γb|, |cb| ≤ τ(b)B0 and recall z0 := x1/(log log x)
3
. Let sq(n) denote
the square-full part of n. (i.e. sq(n) =
∏
p:p2|n p
νp(n)). Then for every A > 0 we
have that ∑
q∼Q
sq(q)≥z0
cq
∑
b≤B
γb
(
1b≡a (mod q) −
1(b,q)=1
φ(q)
)
≪A,B0
x
(log x)A
.
Proof. This is [15, Lemma 12.9]. 
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Lemma 6.7 (Most moduli have small z0-smooth part). Let Q < x
1−ǫ. Let γb, cq
be complex sequences with |γb|, |cb| ≤ τ(n)B0 and recall z0 := x1/(log log x)
3
and
y0 := x
1/ log log x. Let sm(n; z) denote the z-smooth part of n. (i.e. sm(n; z) =∏
p≤z p
νp(n)). Then for every A > 0 we have that∑
q∼Q
sm(q;z0)≥y0
cq
∑
b≤x
γb
(
1b≡a (mod q) −
1(b,q)=1
φ(q)
)
≪A,B0
x
(log x)A
.
Proof. This is [15, Lemma 12.10]. 
Proposition 6.8 (Reduction to exponential sums). Let αn, βm, γq,d, λq,d,r be com-
plex sequences with |αn|, |βn| ≤ τ(n)B0 and |γq,d| ≤ τ(qd)B0 and |λq,d,r| ≤ τ(qdr)B0 .
Let αn and λq,d,r be supported on integers with P
−(n) ≥ z0 and P−(r) ≥ z0, and
let αn satisfy the Siegel-Walfisz condition (4.1). Let
S :=
∑
d∼D
(d,a)=1
∑
q∼Q
(q,a)=1
∑
r∼R
(r,a)=1
λq,d,rγq,d
∑
m∼M
βm
∑
n∼N
αn
(
1mn≡a (mod qrd)−
1(mn,qrd)=1
φ(qrd)
)
.
Let A > 0 and C = C(A,B0) be sufficiently large in terms of A,B0, and let N,M
satisfy
N > QD(log x)C , M > (log x)C .
Then we have
|S | ≪A,B0
x
(log x)A
+MD1/2Q1/2(log x)OB0 (1)
(
|E1|
1/2 + |E2|
1/2
)
,
where
E1 :=
∑
q
(q,a)=1
∑
d∼D
(d,a)=1
∑
r1,r2∼R
(r1r2,a)=1
ψ0
( q
Q
)λq,d,r1λq,d,r2
φ(qdr2)qdr1
∑
n1,n2∼N
(n1,qdr1)=1
(n2,qdr2)=1
αn1αn2
×
∑
1≤|h|≤H1
ψ̂0
( hM
qdr1
)
e
(ahn1
qdr1
)
,
E2 :=
∑
q
(q,a)=1
ψ0
( q
Q
) ∑
d∼D
(d,a)=1
∑
r1,r2∼R
(r1,ar2)=1
(r2,aqdr1)=1
λq,d,r1λq,d,r2
qdr1r2
∑
n1,n2∼N
n1≡n2 (mod qd)
(n1,n2qdr1)=1
(n2,n1qdr2)=1
|n1−n2|≥N/(log x)
C
αn1αn2
×
∑
1≤|h|≤H2
ψ̂0
( hM
qdr1r2
)
e
(ahn1r2
qdr1
+
ahn2qdr1
r2
)
,
H1 :=
QDR
M
log5 x,
H2 :=
QDR2
M
log5 x.
Proof. This is [15, Proposition 13.4] with E = 1. 
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Lemma 6.9 (Simplification of exponential sum). Let N,M,Q,R ≤ x with NM ≍ x
and
QR < x2/3,(6.1)
QR2 < Mx1−2ǫ.(6.2)
Let λq,r and αn be complex sequences supported on P
−(n), P−(r) ≥ z0 with |λq,r | ≤
τ(qr)B0 and |αn| ≤ τ(n)B0 . Let H :=
QR2
M log
5 x and let
E :=
∑
(q,a)=1
ψ0
( q
Q
) ∑
r1,r2∼R
(r1,ar2)=1
(r2,aqr2)=1
λq,r1λq,r2
qr1r2
∑
n1,n2∼N
n1≡n2 (mod q)
(n1,n2qr1)=1
(n2,n1qr2)=1
|n1−n2|≥N/(logx)
C
αn1αn2
×
∑
1≤|h|≤H
ψ̂0
( hM
qr1r2
)
e
(ahn1r2
qr1
+
ahn2qr1
r2
)
.
Then we have (uniformly in C)
E ≪B0 exp((log log x)
5) sup
H′≤H
Q′≤2Q
R1,R2≤2R
|E ′|+
N2
Qxǫ
,
where
E ′ =
∑
Q≤q≤Q′
(q,a)=1
∑
R≤r1≤R1
R≤r2≤R2
(r1ar2)=1
(r2,aqr1)=1
λq,r1λq,r2
qr1r2
∑
n1,n2∼N
n1≡n2 (mod q)
(n1,qr1n2)=1
(n2,qr2n1)=1
(n1r2,n2)∈N
|n1−n2|≥N/(logx)
C
αn1αn2
∑
1≤|h|≤H′
e
(ahn2qr1(n1 − n2)
n1r2
)
,
and N is a set with the property that if (a, b) ∈ N and (a′, b′) ∈ N then we have
gcd(a, b′) = gcd(a′, b) = 1.
Proof. This is [15, Lemma 13.5]. 
Lemma 6.10 (Second exponential sum estimate). Let
DRN3/2 < x1−2ǫ,(6.3)
QDR < x1−2ǫ.(6.4)
Let αn, λd,r be complex sequences with |λd,r|, |αn| ≤ xo(1). Let H1 := NQDR(log x)5/x
and let
B˜ :=
∑
q
(q,a)=1
∑
d∼D
(d,a)=1
∑
r1,r2∼R
(r1r2,a)=1
ψ0
( q
Q
) λd,r1λd,r2
φ(qdr2)qdr1
∑
n1,n2∼N
(n1,qdr1)=1
(n2,qdr2)=1
αn1αn2
∑
1≤|h|≤H1
ψ̂0
( hM
qdr1
)
e
(ahn1
qdr1
)
Then we have
B˜ ≪
N2
QDxǫ
.
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Proof. This follows from the same argument used to prove [15, Lemma 17.3]. 
Lemma 6.11 (Reduction to smoothed sums). Let N ≥ xǫ and z ≤ z0 and let αm,
cq be 1-bounded complex sequences.
Imagine that for every choice of N ′, D,A,C > 0 with N ′D ≍ N and D ≤ y0, and
every smooth function f supported on [1/2, 5/2] satisfying f (j) ≪j (log x)Cj, and
for every 1-bounded complex sequence βd we have the estimate∑
q∼Q
cq
∑
m∼M
αm
∑
d∼D
βd
∑
n′
f
( n′
N ′
)(
1mn′d≡a (mod q) −
1(mn′d,q)=1
φ(q)
)
≪A,C
x
(log x)A
.
Then for any B > 0 and every interval I ⊆ [N, 2N ] we have∑
q∼Q
cq
∑
m∼M
αm
∑
n∈I
P−(n)>z
(
1mn≡a (mod q) −
1(mn,q)=1
φ(q)
)
≪B
x
(log x)B
.
Proof. This is [15, Lemma 18.2]. 
Lemma 6.12 (Deshouillers-Iwaniec estimate). Let bn,r,s be a 1-bounded sequence
and R,S,N,D,C ≪ xO(1). Let g(c, d) = g0(c/C, d/D) where g0 is a smooth func-
tion supported on [1/2, 5/2]× [1/2, 5/2]. Then we have∑
r∼R
∑
s∼S
(r,s)=1
∑
n∼N
bn,r,s
∑
d∼D
∑
c∼C
(rd,sc)=1
g(c, d)e
(ndr
cs
)
≪g0 x
ǫ
(∑
r∼R
∑
s∼S
∑
n∼N
|bn,r,s|
2
)1/2
J .
where
J 2 = CS(RS +N)(C +DR) + C2DS
√
(RS +N)R+D2NR.
Proof. This is [5, Theorem 12] (correcting a minor typo in the last term of J 2). 
7. Double divisor function estimates
In this section we establish Proposition 5.2, which is a quick consequence of the Weil
bound and the fundamental lemma of sieves. Although well-known, we give a full
argument for completeness (it might also help the reader motivate [15, Section 19]
on the triple divisor function). These estimates are not a bottleneck for our results,
and in fact several much stronger results could be used here (see, for example [10]).
Lemma 7.1 (Smoothed divisor function estimate). Let N1, N2,M,Q ≥ 1 satisfy
x2ǫ ≤ N1 ≤ N2, N1N2M ≍ x and
Q ≤
x2/3−2ǫ
M2/3
.
Let ψ1 and ψ2 be smooth functions supported on [1/2, 5/2] satisfying ψ
(j)
1 , ψ
(j)
2 ≪j
(log x)jC and let αm be a 1-bounded complex sequence. Let
K := sup
(a,q)=1
q∼Q
∣∣∣ ∑
m∼M
αm
∑
n1,n2
ψ1
( n1
N1
)
ψ2
( n2
N2
)(
1mn1n2≡a (mod q) −
1(mn1n2,q)=1
φ(q)
)∣∣∣.
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Then we have
K ≪C
x1−ǫ
Q
.
(It is unimportant for this paper that Proposition 5.2 holds pointwise for q and
uniformly over all (a, q) = 1, but the proof is no harder.)
Proof. Let the supremum occur at a and q. We have that K = K2 −K1, where
K1 :=
1
φ(q)
∑
m∼M
(m,q)=1
αm
∑
n1,n2
(mn1n2,q)=1
ψ1
( n1
N1
)
ψ2
( n2
N2
)
,
K2 :=
∑
m∼M
(m,q)=1
αm
∑
(n2,q)=1
ψ2
( n2
N2
) ∑
n1
n1≡amn2 (mod q)
ψ1
( n1
N1
)
.
By Lemma 6.4, since N1 ≤ N2 we have∑
n1,n2
(mn1n2,q)=1
ψ1
( n1
N1
)
ψ2
( n2
N2
)
=
φ(q)2
q2
N1N2ψ̂1(0)ψ̂2(0) +O(N2x
o(1)).
This implies that
K1 = KMT +O
(x1+o(1)
QN1
)
,
where
KMT := N1N2ψ̂1(0)ψ̂2(0)
φ(q)
q2
∑
m∼M
(m,q)=1
αm.
By Lemma 6.3 we have that for H1 := x
ǫQ/N1∑
n1
n1≡amn2 (mod q)
ψ1
( n1
N1
)
=
N1
q
ψ̂(0)+
N1
q
∑
1≤|h1|≤H1
ψ̂1
(h1N1
q
)
e
(ah1mn2
q
)
+O(x−10).
The final term makes a negligible contribution to K2. By Lemma 6.4, the first term
contributes to K2 a total
N1ψ̂1(0)
q
∑
m∼M
(m,q)=1
αm
∑
(n2,q)=1
ψ2
( n2
N2
)
= KMT +O
(x1+o(1)
QN2
)
.
Finally, by another application of Lemma 6.3 we have∑
(n2,q)=1
ψ2
( n2
N2
)
e
(ah1mn2
q
)
=
N2
q
ψ̂2(0)
∑
(b,q)=1
e
(ah1mb
q
)
+
N2
q
∑
1≤|h2|≤H2
ψ̂2
(h2N2
q
) ∑
(b,q)=1
e
(ah1mb+ h2b
q
)
+O(x−10).
The inner sum in the first term is a Ramanujan sum and so of size O((h1, q)). The
inner sum in the second term is a Kloosterman sum, and so of sizeO(q1/2+o(1)(h1, h2, q)).
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The final term contributes a negligible amount. Thus we see that these terms con-
tribute a total
≪
N1N2
Q2
∑
m∼M
∑
1≤|h1|≤H1
(h1, q) +
xo(1)N1N2
Q3/2
∑
m∼M
∑
1≤|h1|≤H1
1≤|h2|≤H2
(h1, h2, q)
≪
xo(1)N1N2MH1
Q2
+
xo(1)N1N2MH1H2
Q3/2
≪
x1+o(1)
QN1
+ xo(1)MQ1/2.
Putting this together, we obtain
K ≪
x1+o(1)
QN1
+ xo(1)MQ1/2.
This gives the result provided
x2ǫ ≤ N1,(7.1)
Q ≤
x2/3−2ǫ
M2/3
.(7.2)
This gives the result. 
Proof of Proposition 5.2. First we note that by Lemma 6.1 and the trivial bound,
those m with |αm| ≥ (log x)C contribute a total ≪ x(log x)OB0 (1)−C . This is
negligible if C = C(A,B0) is large enough so, by dividing through by (log x)
C and
considering A+ C in place of A, it suffices to show the result when |αm| ≤ 1.
We apply Lemma 6.2 to remove the condition mn1n2 ∈ I. Thus it suffices to show
for every B > 0 and every choice of interval IM ⊆ [M, 2M ], I1 ⊆ [N1, 2N1] and
I2 ⊆ [N2, 2N2] that we have∑
q∼Q
∣∣∣ ∑
n1∈I1
P−(n)≥z0
∑
n2∈I2
P−(n)≥z0
∑
m∈IM
αm
(
1mn1n2≡a (mod q) −
1(mn1n2,q)=1
φ(q)
)∣∣∣≪B x
(log x)B
.
We now remove the absolute values by inserting 1-bounded coefficients cq. By two
applications of Lemma 6.11 with z = z0, then see that it is sufficient to show that
for every A,C > 0, every choice of smooth functions f1, f2 supported on [1/2, 5/2]
with f
(j)
i ≪j (log x)
Cj and for every 1-bounded sequence βd1,d2 and for every choice
of D1, D2, N
′
1, N
′
2 with D1, D2 ≤ y0 and N
′
1D1 ≍ N1, N
′
2D2 ≍ N2 we have that∑
q∼Q
cq
∑
d1∼D1
d2∼D2
βd1,d2
∑
n′
1
,n′
2
f1
( n′1
N ′1
)
f2
( n′2
N ′2
)
×
∑
m∈IM
αm
(
1mn′
1
n′
2
d1d2≡a (mod q) −
1(mn′
1
n′
2
d1d2,q)=1
φ(q)
)
≪A,C
x
(log x)A
.
Grouping together m, d1, d2, we see that Lemma 7.1 now gives the result, recalling
that D1, D2 ≤ y0 = xo(1) so N ′1 = N1x
−o(1) ≥ x2ǫ and N ′2 = N2x
−o(1) ≥ x2ǫ and
Q ≤ x2/3−3ǫ/M2/3 ≤ x2/3−2ǫ/(D1D2M)
2/3.
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An identical argument works if the summand is multiplied by logn1, since this just
slightly adjusts the smooth functions appearing. 
8. Well-factorable estimates
In this section we establish Proposition 5.1, which is the key result behind Theorem
1.1. This can be viewed as a refinement of [2, Theorem 1]. Indeed, Proposition 5.1
essentially includes [2, Theorem 1] as the special case R = 1. The key advantage
in our setup is to make use of the additional flexibility afforded by having a third
factor available when manipulating the exponential sums. The argument does not
have a specific regime when it is weakest; the critical case for Theorem 1.1 is the
whole range x1/10 ≤ N ≤ x1/3. (The terms with N ≤ x1/10 or N > x1/3 can be
handled by a combination of the result for N ∈ [x1/10, x1/3] and Proposition 5.2.)
Lemma 8.1 (Well-factorable exponential sum estimate). Let Q′ ≤ 2Q, H ′ ≤
xo(1)QR2S2/M , NM ≍ x and
N2R2S < x1−7ǫ,(8.1)
N2R3S4Q < x2−14ǫ,(8.2)
NR2S5Q < x2−14ǫ.(8.3)
Let γr, λs, αn be 1-bounded complex coefficients, and let
W :=
∑
Q≤q≤Q′
(q,a)=1
∑
r1,r2∼R
∑
s1,s2∼S
(r1s1,ar2s2)=1
(r2s2,aqdr1s1)=1
r1s1≤B1
r2s2≤B2
γr1λs1γr2λs2
r1r2s1s2q
∑
n1,n2∼N
n1≡n2 (mod qd)
(n1,n2qdr1s1)=1
(n2,n1qdr2s2)=1
(n1r2s2,n2)∈N
|n1−n2|≥N/(logx)
C
αn1αn2
×
∑
1≤|h|≤H′
e
(ah(n1 − n2)n2r1s1dq
n1r2s2
)
for some (d, a) = 1 where N is a set with the property that if (a, b) ∈ N and
(a′, b′) ∈ N then gcd(a, b′) = gcd(a′, b) = 1.
Then we have
W ≪
N2
Qxǫ
.
Proof. We first make a change of variables. Since we have n1 ≡ n2 (mod qd), we
let fdq = n1 − n2 for some integer |f | ≤ 2N/dQ ≤ 2N/Q, and we wish to replace
q with (n1 − n2)/df . We see that
(n1 − n2)dq = f (mod n1r2s2).
Thus the exponential simplifies to
e
(ahfr1s1n2
n1r2s2
)
.
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The conditions (n1, n2) = 1 and n1 ≡ n2 (mod dq) automatically imply (n1n2, dq) =
1, and so we find
W =
∑
1≤|f |≤2N/Q
∑
r1,r2∼R
(r1r2,a)=1
∑
s2∼S
(r2s2,adr1)=1
r2s2≤B2
∑′
n1,n2∼N
n1≡n2 (mod df)
γr1γr2λs2df
r1r2s2(n1 − n2)
×
∑
s1∼S
(s1,an1r2s2)=1
r1s1≤B1
λs1
s1
∑
1≤|h|≤H′
αn1αn2e
(ahfr1s1n2
n1r2s2
)
.
Here we have used
∑′
to denote that fact that we have suppressed the conditions
(n1, n2r1s1) = 1, (n2, n1r2s2) = 1, (n1r2s2, n2) ∈ N ,
|n1 − n2| ≥ N/(log x)
C , ((n1 − n2)/df, ar2s2) = 1, Qdf ≤ n1 − n2 ≤ Q
′df.
We first remove the dependency between r1 and s1 from the constraint r1s1 ≤ B1
by noting
1r1s1≤B1 =
∫ 1
0
( ∑
j≤B1/r1
e(−jθ)
)
e(s1θ)dθ
=
∫ 1
0
cr1,θmin
(B1
R
, |θ|−1
)
e(s1θ)dθ
for some 1-bounded coefficients cr1,θ. Thus
W =
∫ 1
0
min
(B1
R
, |θ|−1
)
W2(θ)dθ ≪ (log x) sup
θ
|W2(θ)|,
where W2 = W2(θ) is given by
W2 :=
∑
1≤|f |≤2N/Q
∑
r1,r2∼R
(r1r2,a)=1
∑
s2∼S
(r2s2,adr1)=1
r2s2≤B2
∑′
n1,n2∼N
n1≡n2 (mod df)
γr1cr1,θγr2λs2df
r1r2s2(n1 − n2)
×
∑
s1∼S
(s1,an1r2s2)=1
e(s1θ)λs1
s1
∑
1≤|h|≤H′
αn1αn2e
(ahfr1s1n2
n1r2s2
)
.
In order to show W ≪ N2/(Qxǫ) we see it is sufficient to show W2 ≪ N
2/(Qx2ǫ).
We now apply Cauchy-Schwarz in the f , n1, n2, r1, r2 and s2 variables. This gives
W2 ≪
NRS1/2(log x)2
QR2S2
W
1/2
3 ,
where
W3 :=
∑
1≤|f |≤2N/Q
∑
n1,n2∼N
n1≡n2 (mod df)
∑
r1,r2∼R
×
∑
s2∼S
(n2r1,n1r2s2)=1
∣∣∣ ∑
s1∼S
(s1,an1r2s2)=1
∑
1<|h|≤H′
λ′s1e
(ahfr1s1n2
n1r2s2
)∣∣∣2,
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and where
λ′s :=
S
s
λse(sθ)
are 1-bounded coefficients. Note that we have dropped many of the constraints on
the summation for an upper bound. In order to show that W2 ≪ N2/(Qx2ǫ) we
see it is sufficient to show that W3 ≪ N2R2S3/x5ǫ. We first drop the congruence
condition on n1, n2 (mod df) for an upper bound, and then we combine n2r1 into
a single variable b and n1r2s2 into a single variable c. Using the divisor bound to
control the number of representations of c and b, and inserting a smooth majorant,
this gives
W3 ≤ x
o(1) sup
B≪NR
C≪NRS
F≪N/Q
W4,
where
W4 :=
∑
b
∑
c
(b,c)=1
g(b, c)
∑
f∼F
∣∣∣ ∑
s1∼S
(s1,ac)=1
∑
1<|h|≤H′
λ′s1e
(ahfbs1
c
)∣∣∣2
g(b, c) := ψ0
( b
B
)
ψ0
( c
C
)
.
In order to show W3 ≪ N2R2S3/x5ǫ, it is sufficient to show that
(8.4) W4 ≪
N2R2S3
x6ǫ
.
We expand the square and swap the order of summation, giving
W4 =
∑
s1,s2∼S
(s1s2,a)=1
∑
1<|h1|,|h2|≤H′
λ′s1λ
′
s2
∑
b
∑
f∼F
∑
c
(c,bs1s2)=1
g(b, c)e
(
afℓ
bs1s2
c
)
,
where
ℓ = h1s1 − h2s2.
We now split the sum according to whether ℓ = 0 or not.
W4 = Wℓ=0 + Wℓ 6=0.
To show (8.4) it is sufficient to show
(8.5) Wℓ=0 ≪
N2R2S3
x6ǫ
and Wℓ 6=0 ≪
N2R2S3
x6ǫ
.
We first consider Wℓ=0, and so terms with h1s1 = h2s2. Given h1, s1 there are at
most xo(1) choices of h2, s2, and so at most x
o(1)HS choices of h1, h2, s1, s2. Thus
we see that
Wℓ=0 ≪ x
o(1)HSBFC ≪ xo(1)
R2S2Q
M
· S ·NR ·
N
Q
·NRS
≪
N4R4S4
x1−ǫ
.
This gives an acceptably small contribution for (8.5) provided
N4R4S4
x1−ǫ
≪
N2R2S3
x6ǫ
,
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which rearranges to
(8.6) N2R2S ≪ x1−7ǫ.
We now consider Wℓ 6=0. We let y = af(h1s1 − h2s2) ≪ xo(1)NR2S3/M and z =
s1s2 ≪ S2. Putting these variables in dyadic intervals and using the symmetry
between y and −y, we see that
Wℓ 6=0 ≪ log x
∑
z∼Z
∑
y∼Y
bz,y
∣∣∣∑
b
∑
c
(c,zb)=1
g(b, c)e
(yzb
c
)∣∣∣,
where Z ≍ S2, Y ≪ xo(1)NR2S3/M and
bz,y =
∑
s1,s2∼S
∑
1≤|h1|,|h2|≤H′
∑
f∼F
s1s2=z
af(h1s1−h2s2)=y
1.
By Lemma 6.12 we have that
(8.7) Wℓ 6=0 ≪ x
ǫ
(∑
z∼Z
∑
y∼Y
b2z,y
)1/2
J ,
where
(8.8) J 2 ≪ C(Z + Y )(C +BZ) + C2B
√
(Z + Y )Z +B2Y Z.
We first consider the bz,y terms. We note that given a choice of z, y there are x
o(1)
choices of s1, s2, k, f with z = s1s2 and y = akf by the divisor bound. Thus by
Cauchy-Schwarz, we see that∑
z∼Z
∑
y∼Y
b2z,y =
∑
z∼Z
∑
y∼Y
( ∑
s1,s2∼S
s1s2=z
∑
f∼F
∑
k
akf=y
∑
1≤|h1|,|h2|≪H
h1s1−h2s2=k
1
)2
≪ xo(1)
∑
s1,s2∼S
∑
f∼F
∑
k
( ∑
1≤|h1|,|h2|≪H
h1s1−h2s2=k
1
)2
≪ xo(1)F
∑
s1,s2∼S
∑
1≤|h1|,|h
′
1|,|h2|,|h
′
2|≪H
(h1−h
′
1)s1=(h2−h
′
2)s2
1
We consider the inner sum. If (h1 − h′1)s1 = 0 = (h2 − h
′
2)s2 we must have
h1 = h
′
1, h2 = h
′
2, so there are O(H
2S2) choices h1, h
′
1, h2, h
′
2, s1, s2. If instead
(h1 − h′1)s1 = (h2 − h
′
2)s2 6= 0 there are O(HS) choices of t = (h1 − h
′
1)s1 6= 0.
Given a choice of t, there are xo(1) choices of s1, s2, h1 − h′1, h2 − h
′
2. Thus there
are O(H3S) choices h1, h
′
1, h2, h
′
2, s1, s2 with (h1 − h
′
1)s1 = (h2 − h
′
2)s2 6= 0. Thus∑
z∼Z
∑
y∼Y
b2z,y ≪ x
o(1)N
Q
(H2S2 +H3S)
≪ xǫ
(NR4S6Q
M2
+
NR6S7Q2
M3
)
.
In particular, since we are assuming that N2R2S < x1−ǫ ≤ MN and N > Q, we
have
M > R2SN > R2SQ.
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Thus this simplifies to give
(8.9)
∑
z∼Z
∑
y∼Y
b2z,y ≪ x
ǫNR
4S6Q
M2
.
We now consider J . Since the bound (8.8) is increasing and polynomial in
C,B,Z, Y , the maximal value is at most xo(1) times the value when C = NRS,
Z = S2, Y = NR2S3/M and B = NR, and so it suffices to consider this case. We
note that our bound M > R2SN from (8.6) then implies that that Z > Y , and so,
noting that BZ > C and C2BZ > B2Y Z, this simplifies our bound for J to
J 2 ≪ xo(1)(CBZ2 + C2BZ +B2Y Z)
≪ xǫ(CBZ2 + C2BZ)
= xǫN2R2S5 + xǫN3R3S4.(8.10)
Putting together (8.7), (8.9) and (8.10), we obtain
Wℓ 6=0 ≪ x
ǫ
(
xǫ
NR4S6Q
M2
)1/2(
xǫN2R2S5 + xǫN3R3S4
)1/2
≪ x2ǫ
(N3R6S11Q
M2
+
N4R7S10Q
M2
)1/2
.
Thus we obtain (8.5) if
N3R6S11Q+N4R7S10Q < x−14ǫN4R4S6M2.
recalling NM ≍ x, we see that this occurs if we have
NR2S5Q < x2−14ǫ,(8.11)
N2R3S4Q < x2−14ǫ.(8.12)
This gives the result. 
Proposition 8.2 (Well-factorable estimate for convolutions). Let NM ≍ x and
Q1, Q2, Q3 satisfy
Q1 <
N
xǫ
,
N2Q2Q
2
3 < x
1−8ǫ,
N2Q1Q
4
2Q
3
3 < x
2−15ǫ,
NQ1Q
5
2Q
2
3 < x
2−15ǫ.
Let αn, βm be 1-bounded complex sequences such that αn satisfies the Siegel-Walfisz
condition (4.1) and αn is supported on n with all prime factors bigger than z0 =
x1/(log log x)
3
. Let γq1 , λq2 , νq3 be 1-bounded complex coefficients supported on (qi, a) =
1 for i ∈ {1, 2, 3}. Let
∆(q) :=
∑
n∼N
αn
∑
m∼M
βm
(
1nm≡a (mod q) −
1(nm,q)=1
φ(q)
)
.
Then for every A > 0 we have∑
q1∼Q1
∑
q2∼Q2
∑
q3∼Q3
γq1λq2νq3∆(q1q2q3)≪A
x
(log x)A
.
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Proof. First we factor q2 = q
′
2q
′′
2 and q3 = q
′
3q
′′
3 where P
−(q′2), P
−(q′3) > z0 ≥
P+(q′′2 ), P
+(q′′3 ) into parts with large and small prime factors. By putting these in
dyadic intervals, we see that it suffices to show for every A > 0 and every choice of
Q′2Q
′′
2 ≍ Q2, Q
′
3Q
′′
3 ≍ Q3 that∑
q1∼Q1
∑
q′2∼Q
′
2
P−(q′2)>z0
∑
q′′2∼Q
′′
2
P+(q′′2 )≤z0
∑
q′3∼Q
′
3
P−(q′3)≥z0
∑
q′′3∼Q
′′
3
P+(q′′3 )≤z0
γq1λq′2q′′2 νq′3q′′3 ∆(q1q
′
2q
′′
2 q
′
3q
′′
3 )≪A
x
(log x)A
.
By Lemma 6.7 we have the result unless Q′′2 , Q
′′
3 ≤ y0 = x
1/ log log x. We let d = q′′2 q
′′
3
and define
λq,d,r := 1P−(r)>z0
∑
q′′2 q
′′
3 =d
q1∼Q1
q′′2∼Q
′′
2
q′′3∼Q
′′
3
P+(q′′2 q
′′
3 )≤z0
∑
q′2q
′
3=r
q′2∼Q
′
2
q′3∼Q
′
3
λq′
2
q′′
2
νq′
3
q′′
3
.
We note that λq,d,r doesn’t depend on q. With this definition we see it suffices to
show that for every A > 0 and every choice of D,R with DR ≍ Q2Q3 and D ≤ y20
we have that ∑
q∼Q1
∑
d∼D
∑
r∼R
γqλq,d,r∆(qdr)≪A
x
(log x)A
.
We now apply Proposition 6.8 (we may apply this since N > Q1x
ǫ > Q1D(log x)
C
and N < x1−ǫ by assumption of the lemma). This shows that it suffices to show
that
|E1|+ |E2| ≪
N2
DQ1y0
,
where
E1 :=
∑
q
(q,a)=1
∑
d∼D
(d,a)=1
∑
r1,r2∼R
(r1r2,a)=1
ψ0
( q
Q1
)λq,d,r1λq,d,r2
φ(qdr2)qdr1
∑
n1,n2∼N
(n1,qdr1)=1
(n2,qdr2)=1
αn1αn2
×
∑
1≤|h|≤H1
ψ̂0
( hM
qdr1
)
e
(ahn1
qdr1
)
,
E2 :=
∑
q
(q,a)=1
ψ0
( q
Q1
) ∑
d∼D
(d,a)=1
∑
r1,r2∼R
(r1,ar2)=1
(r2,aqdr1)=1
λq,d,r1λq,d,r2
qdr1r2
∑
n1,n2∼N
n1≡n2 (mod qd)
(n1,n2qdr1)=1
(n2,n1qdr2)=1
|n1−n2|≥N/(logx)
C
αn1αn2
×
∑
1≤|h|≤H2
ψ̂0
( hM
qdr1r2
)
e
(ahn1r2
qdr1
+
ahn2qdr1
r2
)
,
H1 :=
QDR
M
log5 x,
H2 :=
QDR2
M
log5 x.
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Since λq,d,r is independent of q, we may apply Lemma 6.10 to conclude that
E1 ≪
N2
Q1Dxǫ
,
provided we have
DRN3/2 < x1−2ǫ,(8.13)
Q1DR < x
1−2ǫ.(8.14)
These are both implied by the conditions of the lemma, recalling that DR ≍ Q2Q3.
Thus it suffices to bound E2. Since D ≤ y20 = x
o(1), it suffices to show
E3 ≪
N2
Q1xǫ/10
,
for each d ≤ y20 , where E3 = E3(d) is given by
E3 :=
∑
(q,a)=1
ψ0
( q
Q1
) ∑
r1,r2∼R
(r1,ar2)=1
(r2,aqdr1)=1
λq,d,r1λq,d,r2
qr1r2
∑
n1,n2∼N
n1≡n2 (mod qd)
(n1,n2qdr1)=1
(n2,n1qdr2)=1
|n1−n2|≥N/(logx)
C
αn1αn2
×
∑
1≤|h|≤H2
ψ̂0
( hM
qdr1r2
)
e
(ahn1r2
qdr1
+
ahn2qdr1
r2
)
.
Since λq,d,r is independent of q and we treat each d separately, we may suppress the
q, d dependence by writing λr in place of λq,d,r. We now apply Lemma 6.9. This
shows it suffices to show that
E ′ ≪
N2
Q1xǫ/2
,
where
E ′ :=
∑
Q1≤q≤Q
′
1
(q,a)=1
∑
R≤r1≤R1
R≤r2≤R2
(r1,ar2)=1
(r2,aqdr1)=1
λr1λr2
qdr1r2
∑
n1,n2∼N
n1≡n2 (mod qd)
(n1,qdr1n2)=1
(n2,qdr2n1)=1
(n1r2,n2)∈N
αn1αn2
∑
1≤|h|≤H′
e
(ahn2qdr1(n1 − n2)
n1r2
)
,
and where Q′1 ≤ 2Q1 and R1, R2 ≤ 2R and H
′ ≤ H2.
We recall the definition of λq,d,r and expand it as a sum. Since d is fixed, there are
xo(1) possible choices of q′′2 , q
′′
3 . Fixing one such choice, we then see E
′ is precisely
of the form considered in Lemma 8.1. This then gives the result, provided
Q1 <
N
xǫ
,
N2Q′2Q
′
3
2 < x1−7ǫ,
N2Q1Q
′
2
4Q′3
3 < x2−14ǫ,
NQ1Q
′
2
5Q′3
2 < x2−14ǫ.
Since Q′2 ≤ Q2 and Q
′
3 ≤ Q3, these bounds follow from the assumptions of the
lemma. 
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Proof of Proposition 5.1. First we note that by Lemma 6.1 the set of n,m with
max(|αn|, |βm|) ≥ (log x)C and nm ≡ a (mod q) has size ≪ x(log x)OB0 (1)−C/q, so
these terms contribute negligibly if C = C(A,B0) is large enough. Thus, by dividing
through by (log x)2C and considering A+ 2C in place of A, it suffices to show the
result when all the sequences are 1-bounded. (αn still satisfies (4.1) by Lemma
6.5.) The result follows from the Bombieri-Vinogradov Theorem if Q ≤ x1/2−ǫ, so
we may assume that Q ∈ [x1/2−ǫ, x3/5−10ǫ].
We use Lemma 6.2 to remove the condition nm ∈ I, and see suffices to show for
B = B(A) sufficiently large in terms of A
(8.15)
∑
q≤x3/5−ǫ
λq
∑
n∈IN
αn
∑
m∈IM
βm
(
1nm≡a (mod q) −
1(nm,q)=1
φ(q)
)
≪B
x
(log x)B
uniformly over all intervals IN ⊆ [N, 2N ] and IM ⊆ [M, 2M ].
Let us define for xǫ ≤ N ≤ x2/5
Q1 :=
N
xǫ
, Q2 :=
Q
x2/5−ǫ
, Q3 :=
x2/5
N
.
We note that Q1Q2Q3 = Q and Q1, Q2, Q3 ≥ 1. Since λq is triply well factorable
of level Q, we can write
(8.16) λq =
∑
q1q2q3=q
γ(1)q1 γ
(2)
q2 γ
(3)
q3 ,
for some 1-bounded sequences γ(1), γ(2), γ(3) with γ
(i)
q supported on q ≤ Qi for
i ∈ {1, 2, 3}.
We now substitute (8.16) into (8.15) and put each of q1, q2, q3 into one of O(log
3 x)
dyadic intervals (Q′1, 2Q
′
1], (Q
′
2, 2Q
′
2] and (Q
′
3, 2Q
′
3] respectively. Since Q
′
1 ≤ Q1,
Q′2 ≤ Q2 and Q
′
3 ≤ Q3 and Q1Q2Q3 = Q ≤ x
3/5−10ǫ we have
Q′1 ≤
N
xǫ
,
N2Q′2Q
′
3
2 ≤ Qx2/5+ǫ < x1−7ǫ,
N2Q′1Q
′
2
4Q′3
3 ≤
Q4
x2/5−3ǫ
< x2−14ǫ,
NQ′1Q
′
2
5Q′3
2 ≤
Q5
x6/5−4ǫ
< x2−14ǫ.
Thus, we see that Proposition 8.2 now gives the result. 
We have now established both Proposition 5.2 and Proposition 5.1, and so com-
pleted the proof of Theorem 1.1.
9. Proof of Theorem 1.2
First we recall some details of the construction of sieve weights associated to the
linear sieve. We refer the reader to [14] or [11, Chapter 12.7] for more details. The
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standard upper bound sieve weights λ+d for the linear sieve of level D are given by
λ+d :=
{
µ(d), d ∈ D+(D),
0, otherwise,
where
D+(D) :=
{
p1 · · · pr : p1 ≥ p2 ≥ · · · ≥ pr, p1 · · · p2jp
3
2j+1 ≤ D for 0 ≤ j < r/2
}
.
Moreover, we recall the variant λ˜+d of these sieve weights where one does not distin-
guish between the sizes of primes pj ∈ [Dj , D
1+η
j ] with Dj > x
ǫ for some small con-
stant η > 0. (i.e. if d = p1 · · · pr with pj ∈ [Dj , D
1+η
j ] andD1 ≥ · · · ≥ Dr ≥ x
ǫ, then
λ˜+d = (−1)
r if D1 ≥ · · · ≥ Dr and D1 · · ·D2jD32j+1 ≤ D
1/(1+η) for all 0 ≤ j < r/2,
and otherwise λ˜+d = 0.) This variant is a well-factorable function in the sense that
for any choice of D1D2 = D we can write λ˜
+ =
∑
1≤j≤ǫ−1 α
(j) ⋆β(j) where α
(j)
n is a
sequence supported on n ≤ D1 and β
(j)
m is supported on m ≤ D2. The construction
of the sequence λ˜+d follows from the fact that if d ∈ D
+(D) and D = D1D2 then
d = d1d2 with d1 ≤ D1 and d2 ≤ D2. This produces essentially the same results
as the original weights when combined with a fundamental lemma type sieve to
remove prime factors less than xǫ.
In view of Proposition 8.2 and Proposition 5.2, in order to prove Theorem 1.2 it
suffices to construct a similar variant λ̂+d such that for every N ∈ [x
ǫ, x1/3+ǫ] we
can write λ̂+d =
∑
1≤j≤ǫ−1 α
(j) ⋆ β(j) ⋆ γ(j) with α
(j)
n supported on n ≤ D1 and β
(j)
n
supported on n ≤ D2 and γ
(j)
n supported on n ≤ D3 for some choice of D1, D2, D3
satisfying
D1 <
N
xǫ
, N2D2D
2
3 < x
1−8ǫ, N2D1D
4
2D
3
3 < x
2−15ǫ, ND1D
5
2D
2
3 < x
2−15ǫ.
An identical argument to the construction of λ˜+d shows that we can construct such
a sequence λ̂+d if every d ∈ D
+(D) can be written as d = d1d2d3 with d1 ≤ D1,
d2 ≤ D2 and d3 ≤ D3 satisfying the above constraints. Thus, in order to prove
Theorem 1.2 it suffices to establish the following result.
Proposition 9.1 (Factorization of elements of D+(D)). Let 0 < δ < 1/1000 and let
D = x7/12−50δ, x2δ ≤ N ≤ x1/3+δ/2 and d ∈ D+(D). Then there is a factorization
d = d1d2d3 such that
d1 ≤
N
xδ
,
N2d2d
2
3 ≤ x
1−δ,
N2d1d
4
2d
3
3 ≤ x
2−δ,
Nd1d
5
2d
2
3 ≤ x
2−δ.
Proof. Let d = p1 · · · pr ∈ D
+. We split the argument into several cases depending
on the size of the factors.
Case 1: p1 ≥ D
2/x1−3δ.
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LetD1 := Nx
−δ, d2 := D2 := p1 andD3 := Dx
δ/(Np1). We note thatD1, D2, D3 ≥
1 from our bounds on N and p31 ≤ D. Since p2 ≤ p1 ≤ D
1/3 and D1D3 = D/p1
we see that p22 ≤ D1D3, so either p2 ≤ D1 or p2 ≤ D3. Moreover, we see that
since p1 · · · pj−1p2j ≤ D for all j ≤ r, we have that p
2
j ≤ D1D3/(p2 · · · pj−1) for all
j ≥ 3. Thus, by considering p2, p3, . . . in turn, we can greedily form products d1
and d3 with d1 ≤ D1 and d3 ≤ D3 and d1d3 = p2 · · · pr. We now see that since
D2/x1−δ ≤ p1 ≤ D1/3, we have
d1 ≤ D1 ≤
N
xδ
,
N2d2d
2
3 ≤ N
2D2D
2
3 ≤ x
2δD2/p1 < x
1−δ,
N2d1d
4
2d
3
3 ≤ N
2D1D
4
2D
3
3 ≤ x
2δD3p1 < x
2−δ,
Nd1d
5
2d
2
3 ≤ ND1D
5
2D
2
3 ≤ x
δD2p31 < x
2−δ,
so this factorization satisfies the conditions.
Case 2: p2p3 ≥ D2/x1−3δ.
This is similar to the case above. Without loss of generality we may assume we are
not in Case 1, so p1, p2, p3, p4 < D
2/x1−3δ. We now set D1 := Nx
−2δ, d2 := D2 :=
p2p3 and D3 := x
2δD/(Np2p3). Note that
p2p3 ≤ p
1/3
2 (p1p2p
3
3)
1/3 ≤
D2/3
x1/3−δ
D1/3 =
D
x1/3−δ
.
In particular, D1, D2, D3 ≥ 1 and we have that D1D3 = D/p2p3 ≥ x1/3−δ. Thus
p21 < D
4/x2−6δ < x1/3−δ ≤ D1D3, and p
2
4 ≤ D1D3/p1 since p1p2p3p
2
4 ≤ D. More-
over, for j ≥ 5 we have p1 · · · pj−1p2j ≤ D, so p
2
j ≤ D1D3/(p1p4 . . . pj−1). We can
greedily form products d1 ≤ D1 and d3 ≤ D3 out of p1p4 · · · pr, by considering each
prime in turn. We now see that since D2/x1−3δ ≤ p2p3 < x1/4, we have
d1 ≤ D1 ≤
N
xδ
,
N2d2d
2
3 ≤ N
2D2D
2
3 ≤ x
2δD2/(p2p3) ≤ x
1−δ,
N2d1d
4
2d
3
3 ≤ N
2D1D
4
2D
3
3 ≤ x
2δD3p2p3 ≤ x
2−δ,
Nd1d
5
2d
2
3ND1D
5
2D
2
3 ≤ x
δD2(p2p3)
3 ≤ x2−δ,
so this gives a suitable factorization.
Case 3: p1p4 ≥ D2/x1−3δ.
We may assume we are not in Case 1 or 2. In particular max(p1, p2p3) < D
2/x1−3δ,
so p1p4 ≤ p1(p2p3)1/2 < D3/x3/2−9δ/2 < D/x1/3−δ/2, and the argument is com-
pletely analogous to the case above, choosing D1 := Nx
−2δ, d2 := D2 := p1p4 and
D3 := x
2δD/(Np1p4), using the fact that D
2/x1−3δ ≤ p1p4 < x1/4.
Case 4: p1p4 < D
2/x1−3δ and p2p3 < D
2/x1−3δ.
We set D1 := Nx
−δ, D2 := D
2/x1−3δ and D3 := x
1−2δ/(DN), noting that these
are all at least 1. We see that one of D1 or D3 is also at least D
2/x1−3δ, since
their product is x1−3δ/D > x9/24 > D4/x2−6δ. We now wish to greedily form
products d1 ≤ D1, d2 ≤ D2 and d3 ≤ D3 by considering primes in turn. We start
with d2 = p1p4 < D2 and either d1 = 1 and d3 = p2p3 or d1 = p2p3 and d3 = 1
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depending on whether p2p3 > D1 or not. We now greedily form a sequence, where
at the jth step we replace one of the di with dipj provided dipj < Di (the choice
of i ∈ {1, 2, 3} does not matter if there are multiple possibilities with dipj < Di),
and we start with j = 5. We stop if either we have included our final prime pr in
one of the di, or there is a stage j when pjd1 > D1, pjd2 > D2 and pjd3 > D3. If
we stop because we have exhausted all our primes, then we see that we have found
d1 ≤ D1, d2 ≤ D2 and d3 ≤ D3 such that d1d2d3 = p1 · · · pr. It is then easy to
verify that
d1 ≤ D1 ≤
N
xδ
,
N2d2d
2
3 ≤ N
2D2D
2
3 ≤ x
1−δ,
N2d1d
4
2d
3
3 ≤ N
2D1D
4
2D
3
3 ≤
D5
x1−5δ
< x2−δ,
Nd1d
5
2d
2
3 ≤ ND1D
5
2D
2
3 ≤
D8
x3−10δ
< x2−δ.
Thus we just need to consider the situation when at some stage j we have pjd1 >
D1, pjd2 > D2 and pjd3 > D3. We see that this must first occur when j is
even, since for odd j we have p3j ≤ D/(p1 · · · pj−1) = D1D2D3/(d1d2d3) and so
pj ≤ max(D1/d1, D2/d2, D3/d3). We must also have j ≥ 6 since j > 4 and is even.
This implies (pj)
7 ≤ p1 · · · p4p35 ≤ D, so pj ≤ D
1/7 ≤ x1/12−6δ.
We now set d′2 := d2pj and D
′
2 := D2x
1/12−6δ, so that D2 ≤ d′2 ≤ D
′
2. We set
D′3 := D2D3/d
′
2. For all ℓ > j we have p
2
ℓ < D1D
′
3/(d1d3pj+1 · · · pℓ−1), so we can
greedily make products d′1 ≤ D1 and d
′
3 ≤ D
′
3 with d
′
1d
′
3 = d1d3pj+1 · · · pr. In
particular, we then have d = d′1d
′
2d
′
3. We then verify
d′1 ≤ D1 ≤
N
xδ
,
N2d′2(d
′
3)
2 ≤ N2d′2(D
′
3)
2 =
N2D22D
2
3
d′2
≤ N2D2D
2
3 = x
1−δ,
N2d′1(d
′
2)
4(d′3)
3 ≤ N2D1(d
′
2)
4(D′3)
3 ≤ N2D1D
4
2D
3
3x
1/12−6δ ≤
D5
x11/12+δ
< x2−δ,
Nd′1(d
′
2)
5(d′3)
2 ≤ N2D1(d
′
2)
5(D′3)
2 ≤ N2D1D
5
2D
2
3x
1/4−18δ ≤
D8
x11/4+8δ
≤ x2−δ.
We have now covered all cases, and so completed the proof of Proposition 9.1. 
Remark. By considering the situation when N = x1/3, p1 ≈ p2 ≈ D2/7, p3 ≈ p4 ≈
D1/7, and pj for j ≥ 5 are small but satisfy p1 · · · pr ≈ D, we see that Proposition
9.1 cannot be extended to D = x7/12+δ unless we impose further restrictions on N
or the pi.
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