The Brockett integrator is a 3-dimensional system with a non-holonomic constraint and the non-holonomic constraint makes the stabilization and control of the system challenging. The 3-dimensional non-holonomic integrator can be generalized in more than one way and this work looks into the time-optimal control of the generalized Brockett integrator which evolves on R m × Skew m (R). The problem has been cast in Hamiltonian framework and the Pontryagin's Maximum Principle has been used to obtain candidate control inputs for the time-optimal state transfer. The existence of solution to optimal control problem has been proved and a complete procedure is presented to achieve the state transfer in a time-optimal way. Abnormal extremals are shown to correspond to a stationary curve on the cotangent bundle which proves the non-existence of the abnormal extremals. Simulation results, which have been performed in MATLAB, are presented and the simulation results validate the results obtained theoretically.
INTRODUCTION
One of the most intriguing example of a system with nonholonomic constraint that is of utmost interest to the control engineers is that of the non-holonomic integrator, which is also known as Brockett integrator. The system is of importance because it is closely related to the current-fed induction motor, Heisenberg flywheel and a variety of robotic and mobile non-holonomic systems. Mathematically, the Brockett integrator can be expressed asẋ 1 = u 1 x 2 = u 2 x 3 = x 1 u 2 − x 2 u 1 (1) where u i are controls. See Brockett [1981] .
The last equation is the constraint and a non-integrable one. The non-holonomicity of the constraint can be easily proved by Frobenius' theorem (for Frobenius' theorem see Boothby [2003] ).
The non-holonomic integrator can be generalized or extended in several ways. This is the main subject of Brockett, Dai [1993] , in which mainly two ideas for the generalization of the three dimensional case are considered. One is to enlarge both the number of controls and the dimension of the state space. The second general possibility considered in Brockett, Dai [1993] is to enlarge the state space in order to account for higher non-linear effects, where controllability is achieved by taking higher order Lie brackets and eventually enlarging also the number of controls used.
In this paper, first the problem of time-optimal control has been defined. Then in the next section the Hamiltonian has been defined for the generalized Brockett integrator. Then the existence of solution to the optimal control problem has been proved using the Filipov's theorem. In the next section, the complete procedure for the timeoptimal state transfer has been given. Next, the abnormal extremals have been proved to correspond to a stationary point on the co-tangent bundle generating geometrically irrelevant solutions. Finally, simulation results have been presented and they perfectly validate the results obtained theoretically.
GENERALIZED BROCKETT INTEGRATOR
In this work the generalized model that has been considered is obtained from the 3-dim Brockett integrator by increasing the number of controls and the dimension of the state space. The model obtained by generalizing in this way isẋ
where x and u(t) are curves in R m , with m > 2. The vectorial function u(t) is the control of the system and is assumed to be measurable. The superscript T denotes matrix transposition and Z is a m × m skew-symmetric matrix. This problem has also been discussed in Brockett [1981] . In this work, the time-optimal control of this generalized Brockett integrator has been considered.
Problem Statement :Given the system of equation (2) and a > 0, steer the state trajectory from (0, 0, ···, 0, 0 m×m ) to (0, 0, · · ·, 0, P m×m ) (where P m×m = [a ij ] such that a ij = −a ji ), subject to |u i (t)| ≤ 1, such that the time in reaching the final state is minimum.
The configuration manifold of the generalized Brockett integrator is Q = R m × Skew m (R), where Skew m (R) is the space of (m × m) real skew-symmetric matrices. Hence the dimension of the manifold is (m +
. Since the matrix corresponding to Z is skewsymmetric, study of the upper triangular part of [Z] gives all the necessary information. So if the states of the upper triangular part are driven to the desired state, the states of the lower triangular part will be driven automatically to their desired value. Motivated by this fact, the problem is analyzed on R
The Hamiltonian
From (2) the state equations are given bẏ
The hamiltonian, which is defined on the cotangent bundle of the configuration manifold, is defined as
where ξ are the costate variables, f u (x) are the velocity vectors and ·, · is the usual inner product on R n . Hence the hamiltonian is
The Hamilton's equations of motion are
where h u (ξ, x) is the hamiltonian of the system and J = 0 I n −I n 0 (I n is n × n identity matrix).
So, when casted in hamiltonian framework, the equations of motion for the Brockett integrator becomesẋ
Existence of solution
For studying optimal control problems, the state space of the system is extended by one dimension by appending the cost as the new state variable. Once this is done, any optimal control problem can be reduced to the study of the attainable sets of the extended state space. It can be easily proved that the trajectories of the extended system that correspond to the optimal trajectories of the original system, come to the boundary of the attainable set of the extended system (see Sachkov, Agrachev [2004] ). Hence, the existence of solution to the optimal control problem can be guaranteed by proving the reachable set to be compact. The sufficient conditions for the compactness of the attainable set is given by Filipov's theorem (see Sachkov, Agrachev [2004] ). Theorem 2.1. The solution to the optimal control problem for the generalized Brockett integrator always exists.
Proof . The control parameters u i for the generalized Brockett integrator are such that |u i | ≤ 1. Hence the set of control parameters are compact. If f u (x) = 0, then u i = 0. Hence, in this case all the x i 's remain stationary, that is, constant. Similarly,ż ij = 0 and hence Z is also constant. Hence, for f u (x) = 0, the state trajectory is just a fixed point in R m × Skew m (R). Let the fixed point be P = (p 1 , p 2 , ···, p m , P M ), where P M is a constant matrix in Skew m (R). Filipov's theorem demands the existence of a compact subset K of configuration manifold Q, such that f u (x) = 0 for x / ∈ K, u ∈ U , where U is the space of permissible control inputs. Choose a subset K such that
compact and since the space of skew-symmetric matrices is Hausdorff, every constant matrix in Skew m (R) is compact (since every point set in a Hausdorff space is compact. See Munkres [1975] ). Hence, K is compact (since product of compact sets is compact. See Munkres [1975] ).
Again, the velocity sets can be easily shown to be convex. Hence, by Filipov's theorem, solution to the optimal control problem exists.
Time-optimal state transfer
In this section a complete procedure has been presented to achieve the given state transfer in a time optimal way. Let, ν be the costate variable corresponding to the cost. For normal extremals, ν is normalized to −1. Since time is being minimized here, the hamiltonian of the extended system is Preprints of the 18th IFAC World Congress Milano (Italy) August 28 -September 2, 2011
The candidate control inputs for time-optimal state transfer of the generalized Brockett integrator are
This can be easily deduced by applying Pontryagin's maximum principle to the hamiltonian of the system. For a more general class of systems see Kirk [2004] .
Suppose, just z ij is to be driven from 0 to some p > 0 in a time-optimal way. So, when z ij reaches p, x i and x j should return to zero. The initial position of x i and x j is zero. Again, u i = ±1 and u j = ±1. Proposition 2.2. The given state transfer can be achieved in a time-optimal way using any one of the following control sequences :
(10) where the first co-ordinate is u i and second co-ordinate is u j . The number of switchings is three and the time required to reach the final state is 2 √ p and the time interval between consecutive switchings is
Proof . (Only idea of proof is given due to page limitations).
Since the z ij co-ordinate is independent of x i and x j coordinate, the state trajectory is projected on the x i − x j plane and is analyzed on this plane. It can be easily shown that when the projected trajectories move along the lines x i = ±x j , z ij remains constant. Moreover, on the x i − x j plane, the trajectories should originate from the origin and should come back to the origin at the end of the state transfer. This structure is exploited to prove the proposition. Now, not only just one z ij can be driven time-optimally to p > 0 in a particular time interval, but more than one state can be driven simultaneously using various combinations of the candidate control inputs. Proposition 2.3. For m odd, (m = 2n+1), at most ( m C 2 − n 2 ) can be driven in a time-optimal way and for m even, (m = 2n), at most ( m C 2 − n(n − 1)) states can be driven in a time-optimal way.
Proof . Suppose z ij (not both i and j are odd or even at the same time) is to be driven in a time-optimal way to p > 0. This can be done by using any one of the control sequences given in (10). Suppose,
(1, 1) → (−1, 1) → (−1, −1) → (1, −1) is used. At the same time interval, z i(i+1) can be driven in a time-optimal way to p by using the sequence (1, −1) → (1, 1) → (−1, 1) → (−1, −1) Similarly, in the same time interval, z (i+1)(i+2) can be driven to p by using (−1, −1) → (1, −1) → (1, 1) → (−1, 1) Again, z (i−1)i can also be driven to p in the same time interval by using (1, 1) → (−1, 1) → (−1, −1) → (1, −1) z (i−2)(i−1) can also be driven to p in the same time interval using the sequence (−1, 1) → (−1, −1) → (1, −1) → (1, 1) This is the only scheme which drives z (i−2)(i−1) , z (i−1)i , z i(i+1) and z (i+1)(i+2) all at the same time to p in a time-optimal way. Moreover, this is the best that can be achieved using the permissible candidate control inputs. Now,
(z 26 , z 2(10) , z 6(10) , · · ·) (z 37 , z 3(11) , z 7(11) , · · ·) (z 48 , z 4(12) , z 8(12) , · · ·) remain at zero.
Hence, all the z ij such that both i and j are either odd or both are even remain at zero. Let m be odd (m = 2n + 1). So, number of odd integers present in (1, 2 · ··, (2n + 1)) is (n + 1) and number of even integers present in (1, 2 · ··, (2n + 1)) is n. Hence, number of z ij such that both i and j are odd is n(n + 1) 2 and number of z ij such that both i and j are even is n(n − 1) 2 So, number of states that remain at zero is n(n + 1) 2 + n(n − 1) 2 = n 2 Again, let m be even (m = 2n). Then number of odd integers is n and number of even integers is n. Hence, number of z ij that do change is n(n − 1) 2 + n(n − 1) 2 = n(n − 1)
Now, if we want to drive those z ij , such that i and j are either both odd or both even, then also we have to Preprints of the 18th IFAC World Congress Milano (Italy) August 28 -September 2, 2011 adopt a similar scheme and then again the number of states that remain at zero remains the same. Hence, in all cases the number of states that remain at zero is either n 2 or n(n − 1), depending on whether m is odd or even respectively.
With the adopted scheme, some of the states go to zero. But not all the other states go to p > 0. Some of them go to −p. The exact number of states that go to −p is given by the following proposition. Proposition 2.4. If, m = 4n + 1, 2n
2 states go to −p. If, m = 4n + 2, 2n 2 + n states go to −p. If, m = 4n + 3, 2n 2 + 2n states go to −p. If, m = 4n + 4, 2n 2 + 3n + 1 states go to −p.
Proof . Suppose the state z 12 is driven to p > 0 using (1, 1) → (−1, 1) → (−1, −1) → (1, −1) Then, using the control sequence scheme proposed earlier, or, q = 4r + 4, where r ≥ 0. Hence, knowing the states z 12 , z 13 , z 14 , z 23 , z 24 , z 34 , all the other states can be calculated. Using the above fact, the upper triangular part of the second row becomes
The number of states that go to −p in the first two rows is n, that in the next four rows is (n − 1), that in the next four rows is (n − 2) and so on. Hence, the total number of states that go to −p is 2n + 4(n − 1) + 4(n − 2) + · · · + 4(n − (n − 1)) = 2n 2 (17) Doing similar calculations, the other cases are proved easily.
Remark 2.5. In all the above proofs, one particular control sequence has been chosen and that has been used to prove the results. But, even if we start with any other control sequence that drive z ij to p > 0, then also we will get the same results because u i = u i+4 and hence things repeat. So, the above propositions always hold once we apply the control sequences given by (10). Lemma 2.6. If, m = 4n + 1, (
Proof . For, m = 4n + 1,
Hence, from proposition (2.3), 4n 2 states go to zero and from proposition (2.4), 2n
2 states go to −p. Hence,
2 ) states go to p. Similarly, the other cases are proved. Theorem 2.7. The desired final state is reached in time m C 2 × 2 √ p, where
Proof . The transfer of the states z ij 's are only considered, because the x i 's go to zero at the end of each transfer of z ij to p or −p. Using the pre-described scheme, when some z ij is driven to p, some of the states go to p, some go to −p and others remain at zero.
Let, m = 4n + 1. In this case, when some z ij is driven to p, ( 4n+1 C 2 − 6n 2 ) states go to p, 2n 2 states go to −p and 4n 2 states remain at zero. The final values of the states z ij 's after the application of the first set of control inputs which drive ( 4n+1 C 2 − 6n 2 ) states to p are :
Now, there are (4n + 1) inputs such that u i = u i+4 . Hence, the total number of input combinations are (4n + 1)! (n + 1)!n!n!n! Any of these control sequence is such that ( 4n+1 C 2 − 6n 2 ) states go to p, 2n 2 states go to −p and 4n 2 states remain at zero. The next control sequence is chosen such that the change in the states are the following :
The next control sequence is such that the change in the states are given by :
This process is repeated m C 2 times so that at the end of these m C 2 steps, all the z ij go to
where a is the final value of each z ij .
The total number of steps are m C 2 , that is 4n+1 C 2 and at each step, some z ij go from np to (n + 1)p. Hence, from proposition (2.2), the time required in each step is 2 √ p.
Hence the total time is m C 2 × 2 √ p.
The other cases can be proves similarly.
The minimality of the time required for state transfer can be proved easily using proposition (2.2) and using elementary calculus for finding the minima of a function.
Abnormal extremals
The state space of the system is extended by appending the cost as a new state and the attainable set of this extended system is studied. Hence the new configuration space is R × Q where
The co-state variable corresponding to the new state variable y is ν. The case when ν = 0 is known as abnormal extremal, otherwise it is known as normal extremal. In case of normal extremals, since the pair (ν, ξ) can be multiplied by any number, ν is normalized to −1. Proposition 2.8. In case of abnormal extremals,
Proof . In case of abnormal extremals, ν = 0. So the Hamiltonian is
Let, if possible, each of
x m−1 ) be not equal to zero. Now, the Hamiltonian should be a maximum. So, the maximized Hamiltonian is
Again, for time optimal control, the maximised Hamiltonian should be zero. But this cannot happen because of the assumption that
are not equal to zero, which contradicts the Pontryagin's maximum principle. So our assumption is wrong. Hence, each of
Theorem 2.9. Abnormal extremals do not exist for the generalized Brockett integrator. The above set of equations are true for all u i = ±1. Let, in one case all u i = 1. Then the first equation of (22) 
SIMULATION
We take m = 3 and a = 8. So, p = 4. From theorem (2.7), z 12 , z 13 and z 23 reach a in time t = 12 and x 1 , x 2 and x 3 go to zero at time t = 12. As the following figures depict, at time t = 12, all the x i 's go to zero, while the z ij 's go to a = 8. The switching times also match as predicted by the theorems. 
