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We show that the transition between a ETH phase and a many-body localized phase is marked by the different
finite size scaling behaviour of the decay of the Loschmidt Echo and its temporal fluctuations - after a quantum
quench - in the infinite time limit, despite the fact that the finite time behaviour of such quantities is dramatically
different approach the MBL phase, so that temporal fluctuations cannot be inferred from the infinite time average
of the Loschmidt Echo. We also show the different scrambling powers of ETH and MBL Hamiltonians as a
probe to the different approaches to equilibrium.
Introduction.— Many-body localization (MBL) is a phe-
nomenon occurring in some interacting quantum many-body
systems in presence of a critical value of strong disorder which
drives the transition from a generic thermalizing phase. In
recent years, MBL has received an enormous attention [3, 6–
8, 10–14, 25] due to its extremely rich and novel phenomenol-
ogy. MBL is characterized by a lack of thermalization and
even equilibration, logarithmic growth of entanglement, loga-
rithmic light cone for the spreading of correlations, area law
for the entanglement in high-energy eigenstates, quasi-local
conserved quantities of motion, without being integrable sys-
tems. Indeed, integrable systems do equilibrate, typically to
the generalized Gibbs ensemble, whereas the slow dynamics
induced by MBL Hamiltonians keeps the system away from
equilibrium.
In this paper we set out to describe the behavior of MBL
systems away from equilibrium after a quantum quench by
studying the temporal fluctuations of observables. Equili-
bration is indeed ensued when such fluctuations vanish in
the thermodynamic limit. The amount of fluctuations in any
observable is ruled by the amount of revivals in the wave-
function, that is measured by the Loschmidt Echo (LE)[1, 9],
namely the overlap of the initial wave-function with that at a
later time. This overlap is part of a number of fidelity mea-
sures that have been capable of detecting and study in detail
quantum phase transitions. We show that the MBL transi-
tion being mainly a dynamical phenomenon, is well under-
stood by LE and fidelity measures, and that the critical value
for disorder can be detected by such measures. To this end,
we study the away from equilibrium behavior of the disor-
dered Heisenberg spin-1/2 chain after a quantum quench. In
the weak disorder regime, the system is non-integrable and
it does thermalize through the mechanism of eigenstate ther-
malization hypothesis’ (ETH)[4, 5], namely the fact that the
highly excited states of the Hamiltonian yield thermal expec-
tation values for most local observables. Increasing disorder
will not make the system integrable, however, for a critical
value of the disorder a transition happens to MBL. The ETH
hypothesis breaks down, and even the diagonal ensemble will
not return thermal expectation values. This ensemble should
in any case reproduce the behaviour of observables in the
long time regime after (non thermal) equilibration has hap-
pened. However, if local observables have strong time fluc-
tuations, this means that even locally the system is still away
from equilibrium. In order to study this behaviour, we re-
sort to fidelity. We define fidelity between two quantum states
ρ and σ as F(ρ, σ) = Tr√ρ1/2σρ1/2 which reduces to the
overlap of wave functions in the case of pure quantum states
ρ = ∣ψ⟩ ⟨ψ∣ , σ = ∣ϕ⟩ ⟨ϕ∣. Previous work [13, 15] has investi-
gated the MBL transition using fidelity and Loschimidt Echo
(LE). In [13] the fidelity between two ground states shows
that both Anderson localization and MBL feature orthogo-
nality catastrophe in the ground state. In [15], it is shown a
power-law decay with time for the LE after a sudden quench
with a completely factorized state as initial state. In this work,
we are interested in locating the MBL transition point and de-
scribing the fate of temporal fluctuations over long times. We
take seriously the idea that the slow dynamics is the signature
of the dynamical phase transition to MBL and thus expect the
transition to be marked by the different long time fluctuations.
The Loschmidt Echo L(t) is defined as the square of the
fidelity F between the initial state ρ(0) and its time evolu-
tion ρ(t), for pure states, F(∣ψ(0)⟩ , ∣ψ(t)⟩) = ∣ ⟨ψ(0)∣ψ(t)⟩ ∣,
which is the square root of L(t). This quantity is involved in
Equilibration because of the inverse participation ratio IPRq .
Indeed, given a wave function ∣ψ⟩ = ∑nCn ∣n⟩, the inverse
participation ratio is defined by IPRq = ∑n ∣Cn∣2q[15]. For
q = 2 this is just the infinite time average of LE[1]. In the
Anderson localization transition, the average over realizations
of IPRq scales[15][17][18]⟨IPRq⟩ ∼ D−(q−1)Dq (1)
where D is the dimension of the space we focus on. Dq is
an indicator determining whether or not the state is localized.
In the localized phase Dq = 0, in the ergodic phase Dq = d,
where d is the system dimension.
The infinite time average of LE gives an upper bound for
the temporal fluctuation of an observable A. Under the non-
resonant assumption, which says En − Em = Ek − El if and
only if n = m,k = l or n = k,m = l, the following result
holds[19][20]
∆A2 ≤ ∥A∥2L(t)∞ = ∥A∥2 ⋅ IPR2 (2)
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2As the norm of a local observable is O(1), a small IPR2
compresses the temporal fluctuation of a local observable.
In the Anderson localization situation, the IPR2 → 0 when
L → ∞ in the thermalized phase. But the localized phase
gives Dq = 0, resulting in a constant IPR2, a local observable
still fluctuates in the thermodynamical limit L→∞.
We examine the size scaling of IPRq in the MBL phase
transition. The IPRq is computed from an initial state being
an exact eigenstate of H in the middle of the spectrum, while
its participation is computed in the basis of the eigenstates of a
Hamiltonian H ′ where the couplings hi have been quenched
to a random slightly different value. So this is the scenario
of a small quantum quench. The size scaling shows similar
behavior with the Anderson localization transition, with large
Dq in the ETH phase and small Dq in the MBL phase. The
difference in Dq between the two phase shows the phase tran-
sition critical point. Notice that these fluctuations are bound
in the limit of infinite time average. As we shall see, in this
limit LE decays exponentially with the system size L both in
the ETH and the MBL phase, resulting in zero fluctuations.
However, here the infinite time limit is misleading. We need
to consider finite times T to average over, and finite sizes L.
We show that the scaling of the fluctuations with both L,T
results in a fast equilibration for the ETH phase and a survival
of time fluctuations for the MBL phase. In other words, the
order of limits counts and if one takes first the thermodynamic
limit the MBL dynamics is non-equilibrating.
Model.— The Hamiltonian for the isotropic Heisenberg
spin-1/2 model is
H = L∑
i=1J (σ⃗i ⋅ σ⃗i+1) + Γσxi + hiσzi (3)
We set J = 1. We introduce a small constant field Γ = 0.1
along the x direction to break the conservation of the total an-
gular momentum Sz[21]. Disorder is in the random couplings
hi indipendently uniformly distributed in the interval [−h,h].
Periodic boundary conditions are assumed in the following
unless specifically notified. If the total angular momentum Sz
is conserved, in the Sz = 0 sector the systems featuers MBL
transition at h = hc ≈ 3.5± 1.0[22]. Breaking Sz conservation
by Γ results in a critical point hc ≈ 3.3[21].
We compute by exact diagonalization the behavior of fi-
delity the initial state and the state at time t by quenching the
Hamiltonian fromH(h⃗) toH(h⃗′), where h⃗′ = h⃗+ ⃗δhi and ⃗δhi
is a random vector whose components lie in the small interva[−0.1,0.1]. In our scheme, the initial state ∣ψ0⟩ is chosen to be
the highly excited eigenstate of Hamiltonian H(h⃗), with en-
ergy 0, which is exactly in the middle of the energy spectrum
in this model.
Fidelity in the infinite time limit.– Here, we want to show
that the study of LE and its temporal fluctuations in the infi-
nite time limit marks the MBL transition. We compute the
fidelity both as an overlap of the total wave-function ψ(t)
with the initial state ψ(0), but also as the overlap of the
marginal states on a subsystem. The subsystem is defined as
FIG. 1. Time average of subsystem fidelity with different initial dis-
order h. Red dots for L = 10, black dots for L = 12. In both cases,
the data points are averaged over 500 realizations. The time interval
is [0,108]
follows: we choose the last m spin sites of the total L spin
sites as our subsystem, which is labeled as B, the remain-
ing part is labeled as A, thus the state of the subsystem B is
ρB(t) = TrA(∣ψ(t)⟩ ⟨ψ(t)∣). The fidelity between the ρB(0)
and ρB(t) then reads F(t) = Tr√ρB(0)1/2ρB(t)ρB(0)1/2.
For every value of h, we calculate its time average over a time
T = 108 for each realization and then average it over different
realizations. In Fig:1 we have chosenm = L/2 and plotted the
behaviour of the average fidelity with h. The behaviors with
the disorder strength are completely different in the two sides
of the critical point hc ≈ 3.1. It keeps almost invariant when
the disorder strength is smaller than hc, but then it grows with
the disorder strength past the critical point hc. As we can see
from Fig.1, however, the value hc ≈ 3.1 cannot detected ac-
curately. This is due to small subsystem size. It is anyway
interesting to see that a qualitative different behavior can be
seen on the subsystem overlap. So let us move to consider the
overlap of the full wave function, namely the Loschmidt EchoL(t) = ∣ ⟨ψ(0)∣e−iH(h′)t∣ψ(0)⟩ ∣2
= ∣∑
n
∣Cn∣2e−iEnt∣2
=∑
n
∣Cn∣4 + ∑
n≠m ∣Cn∣2∣Cm∣2e−i(En−Em)t
(4)
where Cα = ⟨ψ(0)∣n⟩, ∣n⟩ is the n-th eigenstate of H(h′).
Because of disorder, the assumption of the non-resonant con-
dition holds[19]. and the infinite time average of LE becomes
L(t)∞ =∑
n
∣Cn∣4 (5)
Moreover, the infinite time average of temporal fluctuations
reads
∆L(t)2∞ = (L(t) −L(t)∞)2∞
= (∑
n
∣Cn∣4)2 −∑
n
∣Cn∣8 (6)
We compute these quantities as a function of the disorder
strentgh h and see that they both show different behaviors in
3the ETH phase and MBL phase. Fig2:2(a) shows the infinite
temporal average of the Loschmidt Echo. In the ETH phase
the average LE is small and independent of disorder strength.
However, at the transition is increases dramatically and then
keeps growing with disorder strength in the MBL phase. In
panel Fig2:6, the temporal fluctuations show a similar behav-
ior. A critical point at hc ≈ 3.1 ± .3 can be located to mark
the phase transition. The data points are averaged over 10000
realizations for L = 9, 10000 realizations for L = 10, 1000
realizations for L = 11,12, 500 realizations for L = 13.
(a) (b)
FIG. 2. (a)Infinite temporal average of Loschmidt Echo with differ-
ent initial h for system size L = 9 ∼ 13. (b)Temporal fluctuation of
Loschmidt Echo with different initial h for system size L = 9 ∼ 13
At this point, we are interested in how the above quanti-
ties scale with system size deep in the ETH and MBL phases.
In Fig:(3) we show ⟨IPR2⟩ and log2 ⟨IPR2⟩ scaling with the
system size L. In Fig:3(a), we see the finite size scaling in the
ETH phase(h = 0.5 < hc) while Fig:3(b) shows the ⟨IPR2⟩
scaling with the system size in the MBL phase(h = 6.5 > hc).
The logarithmic quantities allow us to find a different scal-
(a) (b)
FIG. 3. IPR2 scaling with the system size. (a) ⟨IPR2⟩ vs system
size L for h = 0.5 (b) ⟨IPR2⟩ vs L for h = 6.5,
ing behavior. We are interested in both the average ⟨IPR2⟩ in
logarithmic scale and the scaling behavior of ⟨log2(IPR2)⟩.
In the ETH phase, with h = 0.5 we observe an exponen-
tial decay of these quantities. Referring to Fig:4(a), blue
dots represent the logarithm of ⟨IPR2⟩ for different system
sizes L while red dots show the scaling behavior with L of⟨log2(IPR2)⟩. As the figure shows, the two lines almost co-
incide with each other, and the difference get smaller when
the system size grows. Also the MBL phase features an ex-
ponential decay, though with a different exponent. Fig:4(b)
shows the log2 ⟨IPR2⟩ and the ⟨log2(IPR2)⟩ scaling behav-
ior in the MBL phase. As we can see, exponent is much
smaller than that in the ETH phase. Moreover, the differ-
ence between the two quantities is much larger in the MBL
phase, and the difference gets larger as the system size in-
creases. From Fig:4(a)4(b), we find that the log2 ⟨IPR2⟩ and
(a) (b)
FIG. 4. (a)Blue dots: log2 ⟨IPR2⟩ vs L for h = 0.5. Red dots:⟨log2(IPR2)⟩ vs L for h = 0.5.(b) Blue dots: log2 ⟨IPR2⟩ vs L for
h = 6.5. Red dots: ⟨log2(IPR2)⟩ vs L for h = 6.5.
the ⟨log2(IPR2)⟩ decays linearly with the system size, which
means the scaling behavior of the ⟨IPR2⟩ in MBL phase tran-
sition gives similar result in the Anderson transition, which
decays exponentially with the system size L. By fitting these
two lines, we find two decaying exponents α1, α2, satisfy-
ing log2 ⟨IPR2⟩ ∼ −α1L and ⟨log2(IPR2)⟩ ∼ −α2L. At this
point, we investigate the behavior of the exponents α1 and α2
with the strentgh disorder h. We see that this marks the MBL
transition as well. Fig:5(a)5(b) shows how α1 and α2 scales
with the disorder strength h. Both α1 and α2 grows slightly in
the ETH phase, but after a critical point hc ≈ 2.9 ± .3, α1 and
α2 drop linearly with the increasing disorder strength. The
transition from a slightly growing exponent to a linear decay
exponent is an important feature showing the MBL phase tran-
sition. In the thermal dynamic limit, this will result in a sigu-
larity at hc ≈ 2.9. We note that the critical point is slightly
smaller than that obtained in the previous section. In [24],
it is also found that IPR of initial factorized states can de-
tect the transition point. We remark that the (small) quantum
quench scenario investigated here is a physical situation more
amenable to experimental observation.
Equilibration at finite times.— From the observation above,
we find the infinite time average of LE decays exponentially
with the system size L. Although it decays much slower in the
MBL phase, the exponential decaying law proves that the in-
finite temporal fluctuation of a local observable is very small
in the thermodynamic limit. However, infinite time can be
misleading if the actual time for equilibration grows very fast
with system size. In the following, we show that the equili-
bration time grows exponentially with the system size in the
MBL phase while it is upper bounded by a constant time in
the ETH phase. In this section, we quench from initial ran-
dom product states ∣ψ(0)⟩ = ⊗Ni=1(αi ∣0⟩i + βi ∣1⟩i). With this
4(a) (b)
FIG. 5. (a)α1 vs disorder strength h. (b)α2 vs disorder strength h all
the data point are realized over 500 realizations for each h forL = 13,
1000 realizations for L = 11,12, 10000 realizations for L = 9,10
setting, we can prove that ⟨L⟩ ≤ (2/3)L averaging on infinite
time (see Appendix). However, to study the behavior at finite
times, let us first focus on the dynamics of the local observ-
able s σz1 . We define σ
z
1(t) = ⟨ψ(t)∣σz1 ∣ψ(t)⟩ and ⟨σz1(t)⟩ is
the average of σz1(t) over the realizations of initial conditions
and Hamiltonians. Here, we average the ⟨σz1(t)2⟩. A theoret-
ical analysis shows that ⟨σz1(0)2⟩ = 1/3 (see Appendix). So
we shift the initial point of the ⟨σz1(t)2⟩ curve to 1/3. Fig:6(a)
and 6(b) show how the time evolution of ⟨σz1(t)2⟩. We de-
(a) (b)
FIG. 6. (a) Time evolution of ⟨σz1(t)2⟩ in the MBL phase with h =
6.5 for system size 8,10,12 (b) Time evolution of ⟨σz1(t)2⟩ in the
ETH phase with h = 0.5 for system size 8,10,12. The data are
averaged over 1000 realizations for L = 12, 2000 realizations for
L = 10,8.
fine the equilibration time T ⋆ in terms of time fluctuations.
Such that for a given small standard  = 5 × 10−7, for almost
all t > T ⋆, ∣σz1(t)2 − σz1(t)2∣2 < . To locate the exact equi-
libration time, we smooth the curves and shift the equilibra-
tion value to zero, by the way, we square each data point to
get higher smoothness. Fig:7 shows how local observable σz1
reaches to equilibration in the MBL phase for different system
sizes. The scaling behavior of T ⋆(L) is shown in Fig:8. It is
the how logT ⋆ scales with the system size L. Linear fitting
shows that T ⋆(L) ∼ expL.
In the ETH phase, things are very different. Fig:9 shows
how the T ⋆(L) scales with the system size. We set  = 5×10−7
to locate the equilibration time. As Fig:10 shows, the equili-
bration time does not scale with the system size L. Despite
FIG. 7. Equilibration time scaling with the system size in the MBL
phase, the curves are averaged over 2000 realizations for L = 7 − 10
, 1000 realizations for L = 11,12, 500 realzaitons for L = 13, 400
realzaitons for L = 14
FIG. 8. scaling behavior of local observable equilibration time
log(T ⋆) with the system size L in the MBL phase with h = 6.5.
the difference in the system size, the equilibration time does
not change, which is a constant ∼ 102.
The analysis of infinite time fluctuations in terms of
Loschmidt Echo and IPR is very telling in the ETH phase,
because even on reasonable observation times equilibration is
reached together with all the features that one can compute
from the infinite time average. Instead, in the MBL phase, the
equilibration time grows exponentially with the system size,
so time fluctuations can be large in reasonable (polynomial
in L ) observation times. So not only the equilibrium behav-
ior is different in terms of the scaling of the exponents α1, α2
between ETH and MBL. The fact that equilibrium cannot in
practice be observed in the MBL phase needs to be taken in
consideration.
Scrambling power.— Here, we show that the two dynam-
ical phases are also distinguished in therms of their scram-
bling powers. We define scrambling as the phenomenon such
that, if two states are completely distinguishable, i.e., orthog-
onal, they become completely undistinguishable on a sub-
ystem. The time T ∗ for the scrambling to ensue is called
scrambling time[2]. In this work, we use a slightly differ-
5FIG. 9. Equilibration time scaling with the system size in the ETH
phase. The system size are 7-14 respectively. For system size 7-10,
each curve is averaged over 2000 realizations. For system size 11
and 12, each curve is averaged over 1000 realizations. For system
size 13, it is averaged over 500 realizations. For system size 14, it is
averaged over 400 realizations.
FIG. 10. scaling behavior of local observable equilibration time
log(T ⋆) with the system size L in the ETH phase with h = 0.5.
ent definition of scrambling time. We define the scrambling
time in terms of the time necessary to reach the maximum
possible scrambling that the evolution at hand is capable of
producing. The scrambling protocol we used is the follow-
ing: we choose two random product states that are orthogo-
nal to each other ∣ψ(0)⟩ and ∣φ(0)⟩. We also require the two
random product states to have similar energy. In our model,
the energy of a state ranges approximately from −LJ to LJ
which is of the order O(L). We choose δ = 0.1 such that∣Eφ − Eψ ∣ < δ.Then, we let the two random product states
evolve under our hamiltonian as ∣ψ(t)⟩ = exp(−iHt) ∣ψ(0)⟩
and ∣φ(t)⟩ = exp(−iHt) ∣φ(0)⟩ and calculate the correspond-
ing reduced density matrices ψA(t) = TrB ∣ψ(t)⟩ ⟨ψ(t)∣ and
φA(t) = TrB ∣φ(t)⟩ ⟨φ(t)∣, where the subsystem A is taken
to be half of the spin chain. We measure the distinguisha-
bility of the partial states at the time t by the trace distance
d(φ,ψ) = 1
2
√(φ − ψ)(φ − ψ)†, averaging over 50 realiza-
tions of initial states and disorder for a chain with L = 14
spins and 100 realizations for chains with L = 12,10,8 spins.
The scrambling time T ⋆ is defined, given a small enough
positive , as the time T ∗ such that for almost all t > T ⋆,∣d(φ(t), ψ(t)) − d(φ(t), ψ(t)∣ <  = 5 × 10−7. In the ETH
phase, see Fig.11 and Fig.12, we see that the logarithmic
scrambling time is upper bounded by a constant.
FIG. 11. Time evolution of the trace distance for the H with h = 0.5
deep in the ETH phase. the y-axial shows the trace distance, the
x-axial is time. The data are averaged over 1000 realizations for
L = 8,10,12, 500 realizations for L = 14
FIG. 12. logarithmic scrambling time log(T⋆) scaling with the sys-
tem size in the ETH phase with h = 0.5
The MBL phase behaves dynamically in a dramatically dif-
ferent way also in terms of its scrambling power. Let us
now see the time evolution of the trace distance and the fi-
nite size scaling of the scrambling time in the MBL phase. As
shown in Fig:14, the logarithm of scrambling time behaves
like logT ⋆ ∝ L in the MBL phase.
Conclusions.— In this paper, we study the dynamics after a
quantum quench in both the ETH and the MBL phase. The dy-
namical behaviour is investigated using the Loschmidt Echo
and its temporal fluctuations on both the full system and in a
subsystem. Both methods give a critical point for the MBL
transition around hc ∼ 3 ± .3, which is compatible with other
known estimates. We remark that, given the fact that the sys-
tem is relaxing slowly in most of its local observables, the
infinite time average of the Loschmidt Echo does not charac-
6FIG. 13. Time evolution of the trace distance h = 6.5, the y-axial
shows the trace distance, the x-axial is time. The data are averaged
over 1000 realizations for L = 8,10,12, 500 realizations for L = 14
FIG. 14. logarithmic scrambling time log(T ⋆) scaling with the sys-
tem size in the MBL phase with h = 6.5
terize the size of fluctuations in reasonable times. As it was
very recently shown, these do damp as a power law instead,
which is obtained by computing the Loschmidt Echo on finite
time scales, see [26] However, it is remarkable that the scal-
ing of such temporal fluctuations even in the infinite time limit
serves as a order parameter for the MBL transition. Finally,
we show that the scrambling power of the MBL phase is dra-
matically different from that of the ETH phase, as result of its
slow dynamics.
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APPENDIX
proof of the statement that ⟨σz1(0)2⟩ = 1/3
The initial random product states are generated with the fol-
lowing steps[23].
1. Choose two random variables α,β ∈ C whose real and
imaginary part satisfy Gaussian distribution.
2. Construct a normalized vector
1√∣α∣2 + ∣β∣2 (αβ)
3. Tensor product L times for system size equals L.
Thus
∣ψ(0)⟩ = ⊗Li=1(αi ∣0⟩ + βi ∣1⟩) (7)
where ∣αi∣2 + ∣βi∣2 = 1
σz1(0) = ⟨ψ(0)∣σz1 ∣ψ(0)⟩ = ∣α1∣2 − ∣β1∣2 (8)
⟨σz1(0)2⟩ = ⟨(∣α1∣2 − ∣β1∣2)2⟩ = ⟨4∣α1∣4 − 4∣α1∣2 + 1⟩ (9)
In the following part we calculate the value of ⟨∣α1∣2⟩ and⟨∣α1∣4⟩
We write α1 and β1 as x1 + iy1 and x2 + iy2
⟨∣α1∣2⟩ =∫ ∞−∞ dx1dx2dy1dy2 x21 + y21x21 + y21 + x22 + y22 p(x1)
p(x2)p(y1)p(y2) = 1
2
⟨∣α1∣4⟩ =∫ ∞−∞ dx1dx2dy1dy2 (x21 + y21)2(x21 + y21 + x22 + y22)2 p(x1)
p(x2)p(y1)p(y2) = 1
3
Where p(x) = 1√
2piσ
exp(− x2
2σ2
)
Thus ⟨σz1(0)2⟩ = 1/3.
proof of the statement that ⟨L⟩ ≤ (2/3)L with random product
initial states
∣k⟩c denotes the computational basis, ∣n⟩E is the energy
eigenstate.
We write the energy eigenstate as the linear combination of
computational basis.
∣n⟩E = C(n)k ∣k⟩c (10)
where ∑2Lk=1 ∣C(n)k ∣2 = 1.
∣ψ(0)⟩ = α1α2 . . . αL ∣00 . . .0⟩ + ⋅ ⋅ ⋅ = 2L∑
k=1Pk ∣k⟩c (11)
Thus
⟨L⟩ = 2L∑
n=1 ∣ ⟨n∣ψ(0)⟩ ∣4
= 2L∑
n=1
2L∑
r,s,t,q=1 ⟨C(n)⋆r C(n)⋆s C(n)t C(n)q ⟩ ⟨PrPsP⋆tP⋆q⟩
(12)
The average⟨C(n)r ⟩ = 0, ⟨Pk⟩ = 0, ⟨∣Pk ∣2⟩ = (1/2)L, ⟨∣Pk ∣4⟩ = (1/3)L.
Each term is non-vanishing if and only if r = s, t = q. Thus
⟨L⟩ = 2L∑
n=1
⎛⎝ 2
L∑
r=1 ∣C(n)r ∣4⎞⎠(13)
L + 2L∑
n=1
⎛⎝2
L∑
r≠t ∣C(n)r ∣2∣C(n)t ∣2⎞⎠(14)
L
= 2L∑
n=1
⎛⎝ 2
L∑
r=1 ∣C(n)r ∣4⎞⎠(13)
L + 2L∑
n=1(1 −∑s ∣C(n)s ∣4)(14)
L
≤ 2L [(1
3
)L − (1
4
)L] + 2L(1
4
)L = (2/3)L
(13)
