We consider a simple linear regression model that accommodates situations where both the dependent and the independent variables are interval censored. We obtain maximum likelihood estimators of its parameters and compare their performance with that of estimators derived under ordinary linear regression models. We also develop prediction intervals for the response and illustrate the results with data from an audiometric study designed to evaluate the possibility of prediction of behavioural thresholds from physiological thresholds.
Introduction
The normal development of speech and language depends on the integrity of the auditory system among other factors. Infant neuronal connections development and strengthening depend on the stimuli received by the nervous system in the first years of life. Therefore, lack of hearing stimuli due to hearing loss may compromise the normal development of the auditory system and consequently, the normal development of speech and language. 1 To avoid this, diagnostic procedures of early infant hearing loss and treatment are highly recommended.
Diagnostic tests of hearing loss are classified as behavioural, electro-acoustic or electro-physiological. Behavioural tests require a conscious and subjective response to hearing stimuli. For pure tone audiometry (PTA) tests, a pure tone (an artificial sound) generated at a pre-established frequency and controlled intensity (loudness) is delivered by earphones to one ear at a time and the subject being submitted to the test is asked to raise his hand when the sound is heard. The minimum intensity required to hear the pure tone is the behavioural threshold for that tone frequency; this method is considered the gold standard.
Electro-acoustic and electro-physiological tests are objective and may be carried out with sedated or sleeping subjects. An example of the latter is the audiometry by steady state auditory response (ASSR) test where electrodes are placed in the subject's skull and a pure tone at a pre-established frequency and intensity level is delivered by earphones in a modulated form, generating a sound constructed with two frequencies: the pure tone frequency and the corresponding modulation frequency. Using spectral analysis of the electrical signals received by the electrodes, it is possible to evaluate whether they have the same frequency of modulation and in this case, we say that there is a response to the pure tone at the specified intensity level (for details, see Lins and Picton 2 ). The minimum intensity level with response is the electro-physiological threshold. Objective tests are important because they may be used to predict behavioural results from infants (assuming that the relation between the thresholds is not age related). Furthermore, they may be conducted at both ears simultaneously, reducing testing time.
We consider a study designed to predict the behavioural threshold (PTA) from the electro-physiological threshold (ASSR) conducted at the Clı´nica de Fonoaudiologia da Faculdade de Odontologia de Bauru (FOB) and the Centro de Pesquisas Audiolo´gicas do Hospital de Reabilitac¸a˜o de Anomalias Craniofaciais (CPA-HRAC), Universidade de Sa˜o Paulo, Brazil. Both tests were applied to 48 volunteers (25 male and 23 female) aged 7 to 30 years with different levels of hearing loss (23% with no or mild, 23% with moderate and 54% with severe or profound hearing loss in the right ear and 20%, 17% and 63%, respectively, in the left ear). Details may be obtained in Duarte et al. 3 PTA thresholds were obtained for pure tones of 0.5, 1.0, 2.0 and 4.0 kHz for both ears with the first ear selected randomly. ASSR thresholds were measured with the same pure tones in both ears simultaneously for cases where the intensity was less than or equal to 80 dbHL. 2 Because the equipment does not allow simultaneous ASSR measurements above this limit, they were obtained in one ear at a time following the PTA ear order.
Thresholds for both tests were obtained using a procedure that results in interval censored values. Beginning with an intensity level determined by otorhinolaryngologists and phonoaudiologists after anamnesis, a pure tone (modulated pure tone for ASSR) was emitted in an acoustic and electrically isolated cabin. In case of a positive response (raised hand for PTA), the intensity level was lowered by 10 dBHL until there was no response; then, the intensity level was raised by 5 dBHL until a response was attained. The minimum intensity level with a positive response was considered as the threshold.
The data for the left ear (4.0 kHz) are displayed in Table 1 . The missing values correspond to children who woke up during the test and did not return to complete the measurements. The associated scatter plot (displayed in Figure 1 Right censored values occur because each test has maximum intensity levels for pure tones in frequencies of 0.5, 1.0, 2.0 and 4.0 kHz, given respectively by 115, 120, 115, 115 dBHL for PTA and by 117, 121, 119, 118 dBHL for ASSR. Examples of such censored values occur for the subjects with infinite right upper limits in the intervals displayed in Table 1 . They also happen because intensity levels used when performing the ASSR test can become high enough to produce discomfort. An example is subject 29 in Table 1 of the Supplementary Material (Appendix A). Left censored data may also occur because intensity levels of both tests are restricted to a minimum of 0 dBHL. An example is subject 41 in Table 1 of the Supplementary Material (Appendix A). One of the objectives of the study is to predict the PTA thresholds using the ASSR thresholds. If the PTA and ASSR thresholds were not censored, we could use the simple linear regression model
where and are model parameters, Y i and X i , respectively, represent the i-th subject PTA and ASSR thresholds, and " i , i ¼ 1, . . . , n are independent random variables following a N 0, 2 À Á distribution. Because of censoring, this model could lead to bias. Parametric models in which just the dependent variable is censored have been proposed by many authors, among which we mention Glasser, 4 Klein and Moeschberger, 5 Schmee and Hahn, 6 Aitkin, 7 Chatterjee and McLeish, 8 Hass and Jacangelo, 9 Sharma et al. 10 and Thompson and Nelson. 11 Under such models, estimators may be obtained by maximizing the likelihood
where Although conceptually different from a linear regression with a censored dependent variable, the following model proposed by Tobin 12 could also be useful in such cases
The main difference here is that the dependent variable is not actually censored but limited to some value, i.e. it has a positive probability of assuming the limiting value. As an example of a limited dependent variable, Amemiya 13 mentions ''the household expenditure on major durable goods for a given year which may be zero until the household income exceeds a certain level.''
The objective of these studies is to find estimators of the linear regression model parameters with right, left or interval censored dependent variable considering Gaussian errors. A different situation emerges when the independent variable is censored. Lachenbruch et al.
14 considered a simple linear regression model with a Type I censored independent variable; these authors proposed the substitution of the censored values 15 investigated a linear regression model with two independent variables following a bivariate normal distribution in which one of the components was censored. They compared (i) the ordinary least squares (LS) estimator based on all data and treating the censored values as if they were not censored, (ii) the LS estimator using only observations with no censoring (partial LS), (iii) two substitution methods in which the censored values were replaced by their expected values and (iv) the full maximum likelihood (ML) estimator, and concluded that both the partial LS and ML approaches resulted in at most, negligible bias. Furthermore, they showed that minor bias was transmitted to the estimation of the coefficient of the uncensored independent variable.
Gomez et al. 16 considered a linear regression model with a discrete censored independent variable and used the EM algorithm (see Dempster et al. 17 for example) to estimate the parameters. Based on a simulation study, they concluded that the proposed method produced better estimates of the model parameters than a competitor based on the substitution of censored values by midinterval values.
We extend some of these results to the case of a simple linear regression model in which both the independent and dependent variables are interval censored. In particular, we compare LS estimators using data as if they were not censored with ML estimators, propose a residual analysis and obtain prediction intervals.
We describe the model in Section 2 and apply it to the audiometric data in Section 3, comparing the results to those obtained by simple linear regression models ignoring censoring; we also suggest diagnostic tools and propose prediction intervals. We present a simulation study in Section 4 and discuss the results in Section 5.
The model
We consider model (1) with the additional assumption that the X i are independent and identically distributed as 
. . , n denote the lower and upper censoring limits for Y i and X i , respectively. We also assume that the density function of Y i conditioned on X i ¼ x and the density of X i are given, respectively, by
and
so that the likelihood may be expressed as
where
the observed values of Y inf i , Y sup i , X inf i and X sup i , for i ¼ 1, . . . , n, respectively. The ML estimates ML may be obtained via the Newton-Raphson algorithm applied to the log-likelihood function
The score function _ l ð Þ and the Hessian matrix € l ð Þ required to implement the Newton-Raphson algorithm are specified in the Supplemental Material (Appendix C). The Maple 17 18 code used to carry out the computations is given in Supplemental Material (Appendix D).
Analysis of the audiometric data
Both the simple linear regression model disregarding censoring (equation (1)) and the proposed censoring corrected model (equations (5) to (7)) were fitted to the data for each tone frequency and each ear. Results are summarized in Table 2 .
In general, the intercept estimates ð Þ are larger for the censoring corrected models than for the simple linear regression models while the slope estimates are smaller, although in either case, the differences are not large. A plot of both fitted models for the left ear and 4.0 kHz tone frequency is presented in Figure 1 .
To evaluate the homoskedasticity assumption, we considered residual plots of the standardized midpoint residuals e Ã i = ML À Á against the predicted midpoint valuesŷ mp,i À Á where
y mp,i is the midpoint of y inf i , y sup i À Ã , x mp,i is the midpoint of x inf i , x sup i À Ã , ML , ML and ML are the ML estimates of , and , respectively, and
Note that left and right censored values are not considered in this setup.
The residual plots suggested that the homoskedasticity assumption could be accepted for these data. The plot for the left ear and 4.0 kHz tone frequency data is presented in Figure 2 .
To investigate normality assumption, we first defined the standardized censored residuals lower and upper limits as and
A graphical representation of the terms f 1 i , f 2 i , f 3 i and f4 i based on an example with x inf i , x sup i À Ã ¼ 60, 65 ð and Figure 3 . When both (x and y) are right censored or left censored, it is not possible to define the limits for the censored residuals. Using the limits of the standardized censored residuals, we obtained the corresponding empirical distribution using the method proposed by Turnbull 19 and constructed Gaussian Q-Q plots. No evidence against the Gaussian assumption were detected in these plots. The Q-Q plot for the left ear and 4.0 kHz tone frequency is displayed in Figure 2 of the Supplemental Material (Appendix B).
The 95% prediction interval for a new value Y h given that the explanatory variable lies in a specified interval,
ð Þmay be defined as (LL h , UL h ) where
with
z 0,975 denoting the 97.5% quantile of the standard normal distribution,
denoting the estimated covariance matrix of ML and ML . 
Simulation
We consider a simulation study to compare the performance of the proposed model with simple linear regression disregarding censoring. Setting ¼ À15, ¼ 1, ¼ 20 and x ¼ 30 in equation (1), for each combination of n ¼ 50, 100, 500 f gand x ¼ 0, 30, 60, 90, 117 f g , we obtained 500 samples according to the following steps.
. The bias of LS, LS* and ML estimators of , and , defined as
where^ j is the estimate of a parameter based on a sample of size n, along with the respective standard deviations are displayed in Table 3 for sample sizes n ¼ 50, 100 and 500. The ML estimators are slightly biased for samples of size n ¼ 50, but unbiased for samples of sizes n ¼ 100 and n ¼ 500. The LS* estimators, on the other hand, are biased in all cases, positively for when the x values are closer to 0 and negatively when the x values are closer to 117. The inverse occurs when estimating . For the extreme cases x ¼ 0 and x ¼ 117, the bias was larger. The variances of the LS* estimators of and are less than those of the corresponding ML estimators, except when x ¼ 117. The variability of the LS* estimator of was constant for all values of x and in almost all cases, less than the variability of the ML estimator, as expected. Boxplots corresponding to the simulation estimates of , and for a sample size n ¼ 50 are presented in Figures 3 to 5 in the Supplemental Material (Appendix B). The estimate labelled ''ML with correction'' in Figure 5 (Appendix B) corresponds to the ML of corrected by the factor n/(n-2) as in standard simple linear regression models and is practically unbiased.
Conclusion
The simulation results suggest that use of simple linear regression model disregarding censoring could lead to bias especially when the major portion of data are left or right censored, e.g. cases when x ¼ 0 and x ¼ 117 in the audiometric example. As an attempt to explain this, consider e.g. x ¼ 0. Using a simple linear regression for the observed values (disregarding censoring) is the same as registering all pairs in the set Q ¼ x, y ð Þjx 5 0, y 5 0 È É as (0, 0), attaching more weight to this point and consequently displacing the regression line towards it. This justifies the larger values obtained for the LS* estimator of and for the smaller values obtained for the LS* estimator of . This may also explain the small differences between the parameter estimates obtained by fitting both models to the data that motivated the study.
Although the proposed model seems to generate unbiased estimators, more investigation is needed to generalize the results. In particular, authors like Duarte et al., 3 Ozdek et al. 20 or Chou et al. 21 showed that the relationship between PTA and ASSR thresholds is stronger when hearing loss is more severe. Given that the majority of ( patients in the study under investigation have severe or profound hearing loss, we believe that our results would not change considerably if the proposed model included different parameters for patients falling in the no/mild or moderate categories. However, this is a topic requiring additional investigation. Moreover, our model diagnostics were limited to plots of the standardized midpoint residuals equation (9) and Q-Q plots to investigate the normality assumption. Alternative diagnostic tools based on the residuals proposed by Topp and Gomez 22 and normality tests proposed by Ren 23 should be investigated. An additional topic requiring further research is the behaviour of the ML estimators when the censoring intervals are not disjoint. In fact, when performing the simulations, we found biased results when x ¼ 117. After debugging the program, we observed that some cases were simulated based on the interval (115, þ 1) and others on (117, þ 1) suggesting that the presence of overlapping censored intervals could lead to bias.
