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Abstract
The business value of Enterprise Systems (ES), and in general large software implementations, has been
extensively debated in both the popular press and in the academic literature for over three decades.
Organizations have invested heavily in Enterprise Systems (and related infrastructure), presumably expecting
positive outcomes to the organization. Some studies have reported large productivity improvements and
substantial benefits from Enterprise Systems, while others have reported that Enterprise Systems have not had
any bottom-line improvements. This paper discusses preliminary findings from a study of evaluating ES
success in 27 organizations in Queensland, Australia. Two surveys, an exploratory survey followed by a
confirmatory survey, were conducted and data from four hundred and fifty four respondents was analyzed. An
a priori model of ES success with five constructs and forty-two sub-constructs was tested. Validation of the
model constructs through exploratory factor analysis identified four dimensions of ES success.
Keywords: Enterprise systems, enterprise resource planning, ES success

Introduction
Information Systems (IS) investments are under increasing scrutiny and pressure to justify their value and contribution to
productivity, quality and competitiveness of the organization. Assessing the value of IS is consistently reported by organizational
executives throughout the world as a key issue (Ball and Harris, 1982; Brancheu and Wetherbe, 1987; Dickson, Leitheiser, Nechis,
Wetherbe, 1984). Evidence on the success of IS has been mixed. Some studies have shown positive impacts of IS in organizations
(e.g. Barua and Lee, 1997; Barua, Kriebel, Mukhopadhyay, 1991; Brynjolfsson and Hitt, 1996; Lehr and Lichtenberg, 1999;
Mukherjee, 2001), while others have shown nil or detrimental impacts (e.g. Brynjolfsson and Yang, 1996; Cameron and Quinn,
1988; Wilson, 1993). The success of large IS, particularly Enterprise Systems (ES), are arguably difficult to measure (e.g. Baer,
1999; Davis, 1999; Deloitte Consulting, 2000; Knowles, Fotos, Henry, 2000; Sedera, Rosemann, Gable, 2001). An ES generate
substantial tangible and intangible benefits and the systems entail many users ranging from top executives to data entry operators,
many applications that span the organization, and a diversity of capabilities and functionality. Thus measuring ES success is a
complex is a complex endeavor.
This paper presents preliminary findings of a study designed to identify impacts and ultimately develop a comprehensive model
for measuring success of Enterprise Systems. The study was conducted across 27 organizations in Queensland, Australia that
had implemented SAP during the second half of the 1990s. ES success measures are first empirically identified, through an
exploratory survey, and then measured, through a confirmatory survey. An a priori model for measuring ES success is then
proposed and tested to derive a final model. The paper proceeds as follows. First, Enterprise Systems (ES) are defined; outlining
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how these systems are different to a stand-alone IS, describing how ES systems have proliferated, and presenting a brief synopsis
of the current status of ES systems generally. Next, the dual-survey research methodology is described, followed by discussion
on the research findings. The paper concludes with a summary and an outlook to future directions for the research.

Enterprise Systems (ES)
Enterprise Systems encompass a wide range of software products supporting day-to-day business operations and decision-making.
ES serves many industries and numerous organizational areas in an integrated fashion, attempting to automate operations,
including supply chain management, inventory control, manufacturing scheduling, sales support, customer relationship
management, financial and cost accounting, human resources and many other functions and processes in organizations. While
most organizations, prior to ES, already had information systems that addressed much of this functionality, ES systems provide
a standardized, integrated process-focused environment that is difficult to attain and viably maintain, with stand-alone, custombuilt software systems. Particularly due to its process-orientation, the ES system’s ability to disseminate information in real-time
can substantially improve management and decision making (e.g. O’Leary, 2000; Klaus, Rosemann, Gable, 2000; Bingi, Sharma,
Godla, 1999; Parr, Shaks, Darke, 1999; Ross and Vitale, 1999). Despite the positive motivations for ES adoption, there exists
much controversy surrounding the success of these systems (e.g. Bingi et al., 1999; Calogero, 2000; Gable, Scott, Davenport,
1998; Chung and Snyder, 1999).

Research Methodology
The study design followed the full research cycle proposed by Mackenzie and House (1979), employing a two-phased approach
to data collection. First, a qualitative, open, and exploratory survey aimed to inventory the range of organizational experiences
of ES. A confirmatory survey was then conducted to quantify the measures identified in the exploratory round. Figure 1 depicts
the dual-survey approach followed in this study.

The Exploratory Survey
The study was first introduced to the Queensland State Government agencies in August 2001 at a special ‘benefits realization’
interest group gathering. The initial survey round was sent in September 2001. The survey was non-anonymous and had three
main sections. The first section requested respondents’ demographics (i.e. Name, Position, Number of years with the current
agency, years with the Queensland Government) and a brief description of their involvement with SAP R/3 system. The second
section sought to identify specific impacts associated with their SAP system.1 One hundred and thirty seven responses were
received, citing a total of 485 citations (i.e. averaging 3.6/respondent). In the third section respondents were asked to list any past,
in-progress or pending initiatives for increasing positive impacts from the SAP system as well as any suggestions on further
possible improvements. One hundred and thirty-seven responses were received, citing a total of 485 citations (i.e. mean of 3.6
citations per respondent). The “open” format of the exploratory survey yielded a large amount of qualitative, unstructured, nonnumeric data. Thus, the synthesis of this morass of evidence into a useful framework of success measures and constructs was a
critical and complex stage of the study. The objectives of this exercise were to yield a framework that is 1) generalizable beyond
the current study, and 2) meaningful to study participants in the study context. The literature suggests two main approaches for
data coding and synthesis: 1) ‘bottom-up’, data driven, open coding approach or 2) ‘top-down’, structured coding, framework
approach. The top-down approach employs a deductive research approach and begins with a logical framework/model to
categorize the responses. The bottom-up approach is an inductive research approach starting with the data in hand that is arranged
into a logical classification. Given the relative advantages and disadvantages of these approaches, it was decided that the top-down
approach first be attempted, and that a bottom-up approach only be adopted given poor fit of the data with candidate frameworks
(Critique of both approaches are in Sedera, Gable, Palmer, 2002; Chan, Gable, Smythe, and Timbrell, 2000).

1
Though some time had passed since initial implementation and the situation had become more settled, we were loath to ask any questions that
probe levels of ‘success’ directly. We positioned the study as one of ‘impacts’ rather than ‘levels of success’, feeling this more likely to elicit
objective responses rather than emotional party-line responses.
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Figure 1. The Research Design
Several frameworks and models including MIT 90s IT impacts framework (Scott Morton, 1990; Allen and Scott Morton, 1992),
Balanced Scorecard (Kaplan and Norton, 1992, 1996, 2000), IS function performance evaluation framework (Saunders and Jones,
1992), IS assessment selection model (Myers, Kappelman, Prybutok, 1998) and ES benefits framework (Shang and Seddon, 2000)
were examined and tested to identify the most suitable framework to be used in the data synthesis process of the research.
An attempt was made to map the first-round survey ‘citations’ into both the Delone and McLean IS success model (1992) –
supplemented with the Myers et al (1997), as well as into the Shang and Seddon ERP benefits framework (2000). The synthesis
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process identified the constructs and underlying measures of the Delone and McLean (1992) model and the associated measures
from Myers et al (1997), as the most suitable taxonomy of ES success. On this basis, the Delone and McLean constructs, and
measures, served as the basis of the starting ES success model.
The Delone and McLean (1992) IS success model is one of the most comprehensive and widely cited (Heo and Han, 2002; Myers
et al., 1997). Delone and McLean, based on the work of Shannon and Weaver (1949) and Mason (1978), proposed an interrelated
set of six constructs of IS measurement; (1) System Quality, (2) Information Quality, (3) Use, (4) User Satisfaction, (5) Individual
Impact, and (6) Organizational Impact. The constructs/ measures of the Delone and McLean model provided a holistic view across
the organization – from top managers’ view to the data entry officers’ – and provided detailed categorization of success
dimensions. Furthermore, the mutually exclusiveness of the measures provided better synthesis of the results in the Delone and
McLean model, compared to the Shang and Seddon ERP benefits framework.2
In addition to identifying new measures specific to the ES context, the mapping exercise facilitated to the exclusion of any
extraneous measures. In order to avoid individual judgment errors, three academics and two senior business analysts from
Queensland Government conducted the mapping exercise. Final revisions were agreed at an expert workshop.
Based on analysis of data from the exploratory study and on relevant literature, the a priori model of ES success in Figure 2 is
proposed. Unlike the original Delone and McLean model, the a priori model is a measurement model for assessing ES success
using five independent dimensions (constructs); System Quality, Information Quality, Satisfaction, Individual Impact and
Organizational Impact. These dimensions are posited to be correlated and additive measures of the same multidimensional
phenomenon, namely ES success. The a priori model includes 42 sub-constructs that measure the five dimensions (Appendix A
lists the sub-constructs of the a priori model). A further, major deviation from the Delone and McLean model, is the exclusion
of the ‘Use’ dimension.3 As Delone and McLean (1992) point out “usage, either perceived or actual is only pertinent when such
use is not mandatory” (p 68). Use of the ES system in Queensland Government, however, is mandatory.

SQ

U
II

IQ

OI

US

IS Success model (Delone and McLean, 1992)

Literature review and
exploratory survey analysis

Success

SQ

IQ

US

II

OI

Proposed a priori model

Figure 2. ES Impacts Measurement Model

2

Reasons for dropping the Shang and Seddon (2000) ERP benefits framework include: overlaps between the constructs and measures,
framework’s limited emphasis on top manager’s view – not holistic view and the emphasis on organizational performance.
3

Seddon (1997) argue that the underlying construct IS researchers have been trying to gauge is Usefulness, not Usage. The ES system under
investigation is mandatory for all users, and thus changes advocated by Seddon (1997) are acknowledged. However, we argue that the
Usefulness of a system derives from such factors as, the quality of the system, quality of information, and satisfaction of users. We therefore
argue that Usefulness is not an independent construct, but rather a surrogate measure of system quality, information quality and satisfaction.
On the basis of this argument, Usefulness is excluded from the a priori model.
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The Confirmatory Survey
The purpose of the confirmatory survey was to test the a priori model (see figure 24). A survey instrument was designed that
operationalized the five constructs and the 42 measures. Where possible, question items for specific measures were drawn from
or adapted from previously validated instruments.
As suggested by Bailey and Pearson (1983) and Ives et al., (1983), each measure is represented by a single item. All survey data
except respondent’s name and name of the respondent’s department were mandatory. Items were measured on a seven point likert
scale with the end values (1) ‘Strongly disagree’ and (7) ‘Strongly Agree’, and the middle value (4) ‘Neutral’. Dissemination of
the survey instrument was completed through (i) a Web survey facility, and (ii) MS Word instrument attached to email. Objective,
quantitative and demographic data, such as the number of SAP user licenses for each agency, SAP version, number of employees,
and other systems used (if any), were gathered separately from other sources (such as system documentation and interviews).
Similar to the exploratory study phase of the study, all Queensland Government agencies (Departments) with live SAP systems
were targeted yielding a total of 317 valid responses.

Instrument Validation
In Management Information Systems (MIS) research, measurement of constructs is neither simple nor straightforward (Straub,
1989). Bias towards the expected outcomes, inaccuracies of measures, length of the instrument, research method utilized are some
aspects where the researcher needs to think through in designing and validating an instrument5 (Ives et al., 1983; Cook and
Campbell, 1979; Coombs, 1964). The following section describes the rigorous instrument validation and model building process
in this study.

Content Validity
Cronbach (1971) and Kerlinger (1964) suggest that an instrument is valid ‘in content’, if that (instrument) (i) has drawn
representative questions from a universal pool, and (ii) has been subjected to a thorough review by experts until a formal
consensus is reached. Prior studies of information systems success and related instruments were thoroughly and carefully
analyzed, with many instrument items being based on prior validated instruments.6 To comply with the second aspect of content
validity, a series of expert workshops (with leading academics and industry representatives in the study domain) were conducted
and amendments were made to the instrument items.7

Construct Validity
Construct validity testing assesses whether the selected measures are true indicators of the phenomenon of interest (Cronbach,
1971; Campbell & Fiske, 1959). Construct validity of an instrument can be assessed through multitrait-multimethod (MTMM)
techniques (Campbell and Fiske, 1959) or techniques such as confirmatory or principal component factor analysis (Long, 1983;
Nunnally, 1967).8 The survey items (Appendix A) were factor analyzed using principal component extraction and orthogonal
(Varimax) rotation. There were no missing values as all respondents answered all questions. The final factor solution is depicted
in Table 1 with loadings less than .3 suppressed.9 The factor solution explained 65% of the model variance. As predicted,
Individual Impact, Organizational Impact and Information Quality loaded as predicted. However, Systems Quality and Satisfaction
loaded together, yielding a new factor named System Quality Satisfaction.

4

SQ – System Quality, IQ – Information Quality, U – Use, US – User Satisfaction, II – Individual Impact, OI – Organizational Impact.

5

External Validity, which deals with persons, settings, and times to which the findings can be generalized, is not discussed in this paper.

6

Due to space limitations of this paper, detailed discussion on this cross-referencing of past instrument items is excluded. Note that final
instrument items are reflected in Appendix A.
7

Detailed outcomes of the expert workshops can be obtained from the contact author.

8

Concurrent and predictive validity are generally considered to be subsumed in construct validity and thus will not be discussed in this paper.

9

Items without a loading on any factor greater than .5 were dropped.
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Table 1. Final Factor Solution

Reliability
The notion of reliability of a measure refers to its consistency. Internal Reliability is particularly important in connection with
multiple-item scales. It raises the question of whether each scale is measuring a single idea and hence whether the items that make
up the scales are internally consistent. The most widely used measure of reliability is Cronbach’s alpha. Study alpha values for
all of the dimensions (II=0.9397, OI=0.9204. IQ=0.8895, SQ=0.8224. SA=0.9180) are high, indicating strong reliability.

Contributions of the Research
Lack of research and literature on the success of ES systems is the main driver of this research. To date, ES literature has focused
mostly on areas such as implementation issues, critical implementation success factors, and product testimonials; and only a very
few have rigorously evaluated the impacts that these systems have on organizations and their overall success. Even the meager
2003 — Ninth Americas Conference on Information Systems
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literature available on ES success has a range of limitations. Most existing studies are biased in that they report only the ‘positive
impacts’ (benefits) of ES systems, and mostly only from the perspective of a single organizational level. Furthermore, they are
often conducted only across a very small number of organizations, making the generalizability of study results questionable (e.g.
Dolmetsch, Huber, Fleisch, Osterle, 1998; McAfee, 1999; Gibson, Holland, Light, 1999; Westerman, Cotteleer, Austin, Nolan,
1999; Shang and Seddon, 2000). The validated study survey instrument can be adapted to measure success of ES in similar
circumstances. Benbasat (1989) states that the existence of such validated instruments allows the IS field to be more proactive,
and to expedite research activities without repeating the instrument derivation process.
IT/IS studies conducted over the years have attempted to quantify the overall success of IT/IS by analyzing data collected only
at very high levels. Studies in this area have mainly concentrated on the Economy, Industry, and Firm levels, and have largely
ignored the IT application or process levels (e.g. Belcher and Watson, 1993; Chan, 2000; Mukhopadhyay et al., 1995;
Pinsonneault and Kraemer, 1993; Rosemann and Wiese, 1999). The importance of analyzing IT/IS success from the perspectives
of multiple levels within organizations has been discussed among academics for several decades. This study looks at ES success
from multiple perspectives from multiple stakeholder groups (Strategic Users, Operational Users, Process owner, and
Technical staff), focusing on the ES application.
Delone and McLean (1992) suggest that the dimensions (constructs) and measures should be systematically selected in order
to develop a comprehensive measurement model/instrument, while considering contingencies. Furthermore, one needs to validate
measurement constructs and measures in the study context before employing them in a success assessment. Most studies in this
arena include little discussion on the selection of constructs and measures employed. This study employed two survey rounds (i.e.
exploratory and confirmatory) completing the full research cycle proposed by completing the full research cycle proposed by
Mackenzie and House (1979). The exploratory survey identified ES-specific salient success factors and justified their inclusion
in the confirmatory survey instrument.
The exploratory survey (supplemented by a comprehensive literature review) identified forty-two measures (sub-constructs) of
ES success to be included in the subsequent confirmatory survey. The 42 measures constitute perhaps the most comprehensive
ES measurement instrument validated yet. While a limited number of IS success evaluation studies have employed all
constructs suggested by Delone and McLean (1992), it is unclear whether these have employed appropriate sub-constructs to
measure the constructs.

Conclusion and Outlook
This paper has presented preliminary model for measuring ES success. Data analysis is ongoing, and may yield alternative
interpretations. A full scientific research cycle including an exploratory and a confirmatory survey was conducted and data was
analyzed. The exploratory phase of the study was completed in order to understand the context of the study, identify new measures
relevant to the context and to qualify the existing measures to the research context. The main emphasis of the study was to test
the a prior model, using the confirmatory survey data. Information received from 317 respondents from 27 Australian public
sector organizations. Responses were analyzed to statistically validate the constructs and measures employed in the survey
instrument. The exploratory factor analysis identified 4 dimensions of success and their measures. Furthermore, the criterion
validity and reliability of items were also tested and findings were presented. Further analysis will be done to test the a priori
model using advanced statistical methods and tests will be done in relation to the 4 respondent cohorts (i.e. Operational users,
Strategic users, Technical Staff and Process Owners) and organizational characteristics (i.e. size, budget, ES version).
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Appendix A
ES SUCCESS

SQ

•
•
•
•
•
•
•
•
•
•
•
•
•
•
•

System Quality
Data accuracy
Data currency
Database contents
Ease of use
Ease of learning
Access
User
requirements
System features
System accuracy
Flexibility
Reliability
Efficiency
Sophistication
Integration
Customization

IQ

•
•
•
•
•
•
•
•
•
•

Information Quality
Importance
Availability
Usability
Understandability
Relevance
Format
Content Accuracy
Conciseness
Timeliness
Uniqueness

II

SA

Satisfaction**
Information **
Systems **
Overall **
Knowledge
management **
• Enjoyment
•
•
•
•

Individual Impact
Learning
Awareness/Recall
Decision making
effectiveness
• Individual
productivity
•
•
•

OI

Organization Impact
• Organizational
costs
• Staff requirements
• Overall
productivity
• Product/service
quality
• Business Process
Change
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