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Abstract
The dynamical properties of the gauge theory of Born-Infeld type action, which
is expected as the high-energy effective theory, are investigated by adding a complex
scalar field to this gauge system. Especially the Coleman-Weinberg mechanism is
addressed in this theory.
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1. Introduction
A non-linear form of gauge field action, the Born-Infeld (BI) type, has been ob-
tained from string theory [1], and it is recently attracting many attentions as an
effective action of D-brane [2],[3] in order to study the non-perturbative aspect of
string theory. Even if we do not relate the BI action directly to the D-branes, this
action is interesting as a high-energy form of the gauge action. The reason that BI
action can be regarded as the high-energy form is that it includes the low-energy
form, FµνF
µν , in the lowest order of series expansions of BI action with respect to
α′, which is the mass-scale of the order of (Planck Mass)−2.
Gauge fields had played an important role in the various theories, and they are
cleared through many analyses in terms of the low-energy action, FµνF
µν . The
results obtained up to now are of course valid in the low-energy region. And we
might expect that these results are also being valid in the high-energy region.
However we must use the BI action in order to see whether the dynamics at low-
energy is still valid at very high energy, near the Planck mass-scale, or not.
Our purpose here is to examine the validity of the Coleman-Weinberg mecha-
nism in the high-energy region where the BI action should be used. The analysis
is parallel to [4]; Consider the gauge system with a complex scalar field, and cal-
culate the effective potential of the scalar field taking into account of the radiative
correction in order to see the spontaneous breakdown of the gauge symmetry. In
this calculation, we introduce several auxiliary fields to keep the non-linearity of
the gauge action. This technique would be useful to see the duality problem of the
corresponding D-brane action.
2. Born-Infeld action
There might be two equivalent ways to obtain the BI gauge action. One way [5]
is based on the BRST invariance of the super-string theory where the boundary
states are introduced in order to calculate the loop corrections of string. This
method is also useful to obtain the D-brane action [2],
The other way is the path-integral method given in [1]. We briefly review
this method. The general form of the effective action, which is obtained from the
interacting system of open and closed strings, is written as follows,
Seff(Aµ) =
∑
χ=1,0,···
eσχ
∫
dgabdx
µe−I2−I1 , (2.1)
2
I2 =
1
4πα′
∫
M
d2z
√
ggab∂ax
µ∂bx
µ, (2.2)
I1 =
∫
∂M
dtix˙µAµ, (2.3)
where χ denotes the Euler number, and the background of the closed string is taken
as Gµν = δµν and other fields are zero. As for the open string, only the gauge fields
Aµ are retained. This action can be calculated for the various number of χ or the
genus, and the BI action is obtained for the disc amplitude (χ = 1) by assuming
constant Fµν .
The path integral is performed for xµ by separating it to the center of mass
of the string yµ and the fluctuation ξµ, xµ = yµ + ξµ. The essential part of the
integration is the one of ξµ on the boundary ∂M of the world surface. In performing
this integration, the important point is the following expansion of the boundary
action,
∫
dtξ˙µAµ(y + ξ) =
1
2
Fµν(y)
∫
dtξ˙µξν +
1
3
∂λFµν(y)
∫
dtξ˙µξνξλ + · · · . (2.4)
Then we obtain the gaussian form for ξ if we assume Fµν = constant, and the
integration can be performed exactly. The result is obtained as follows,
Seff(Aµ) = g
−2
0 α
′−d/2
∫
ddy
√
det(G+ 2πα′F ) , (2.5)
where Gµν = δµν , g0 = e
−σ/2 and d denotes the space-time dimension.
For the one-loop amplitude (χ = 0), urtra-violet divergence proportional to the
disc-amplitude appears, and it could be absorbed into the coupling constant, g0,
in the tree amplitude.
In this way, we obtain the BI action from string theory. It should be noticed
that this action can be expanded by the series of α′, and we obtain the low-energy
effective action, FµνF
µν , when the higher order terms of α′ are neglected. While
these terms become important at high energy, and they must be summed up. The
higher order terms of α′ also appear if we do not restrict to the case of Fµν =
constant. In this case, the terms of higher power of ξ in (2.4) remain, and we
obtain the α′ series which are different from the one coming from the expansion
of BI action. So the BI action can be considered as a special sum of the α′ series
expansion, and this form becomes exact for constant Fµν . However we notice that
the BI action is the lowest part with respect to the string coupling constant g0. Here
we concentrate on the small g0 region, then the above BI action can be regarded
as an effective action of a gauge theory at high energy. In this paper, we use it in
the analysis below by assuming that Fµν is slowly varying.
3
3. Effective potential of charged scalar field
In this section, we discuss Coleman-Weinberg mechanism in string induced action
coupled with a massless charged scalar fields. The Euclidean action is given as
Sd =
∫
ddxL(x), (3.1)
where the Lagrangian density is given by
L(x) =
√
det(δµν + 2πα′Fµν) +
1
2
| Dµϕ |2 +λ(| ϕ |2)2, (3.2)
Fµν = ∂µAν − ∂νAµ,
Dµ = ∂µ − ieAµ.
Here, we assume the d-dimensional space-time to have Euclidean signature. We
have two small coupling constants λ and e. We now add the Lagrange multiplier
Λµν term
Sd =
∫
ddx[
√
det(δµν + 2πα′F˜µν) +
1
2
| Dµϕ |2 +λ(| ϕ |2)2 + 1
2
iΛµν(F˜µν − 2∂µAν)],
(3.3)
where Λµν is antisymmetric, Λµν = −Λνµ. The terms, which include the field Am,
are expressed as
−iΛµν∂µAν+1
2
| (∂µ−igAµ)ϕ |2 P¯ (1)µνρσ +
1
2
γ2(P¯ (2)+P¯ (1))µνρσ
=
1
2
e2 | ϕ |2 [Aµ + i
e2 | ϕ |2{(∂nΛ
νµ) +
1
2
e(ϕ†∂µϕ− ∂µϕ†ϕ)}]2
+
1
2e2 | ϕ |2{(∂νΛ
νµ) +
e
2
(ϕ†∂µϕ− ∂µϕ†ϕ)}2 + 1
2
| ∂µϕ |2 . (3.4)
Substituting these terms into the action and integrating Am, we have
Sd =
∫
ddx[
√
det(δµν + 2πα′F˜µν) +
1
2
iΛµνF˜µν
+
1
2e2 | ϕ |2{(∂νΛ
νµ) +
e
2
(ϕ†∂µϕ− ∂µϕ†ϕ)}2 + 1
2
| ∂µϕ |2 +λ(| ϕ |2)2]. (3.5)
The BI part is rewritten with the help of an auxiliary scalar field v:
exp(−
∫
ddx
√
det(δµν + 2πα′F˜µν))
=
∫
Dvexp{−
∫
ddx[
1
2v2
(det(δµν + 2πα
′F˜µν)) +
1
2
v2]}. (3.6)
4
Here, det(δµν + 2πα
′F˜µν) is expressed as
det(δµν + 2πα
′F˜µν) = 1 +
1
2
(2πα′)2F˜ 2µν , for d = 2, 3 (3.7)
= 1 +
1
2
(2πα′)2F˜ 2µν + (
1
2
(2πα′)2εijkF˜0iF˜
jk)2, for d = 4 (3.8)
where i, j, k = 1 ∼ 3.
3.1 d = 4
In the case of d = 4, third term of eq.(3.8) makes the integration about the fields
F˜mn difficult. However, if we take α
′ as an expansion parameter, third term of
eq.(3.8) is higher order, α′4. We can thus neglect the third term of eq.(3.8) for
small α′. 1 Then, the action is
S4 =
∫
d4x[(F˜µν +
iv
2
Λµν)2 +
1
4
v2(Λµν)2 +
1
2v2
+
1
2
v2
+
1
2e2 | ϕ |2{(∂νΛ
νµ) +
e
2
(ϕ†∂µϕ− ∂µϕ†ϕ)}2 + 1
2
| ∂µϕ |2 +λ(| ϕ |2)2], (3.9)
where we used the transformation F˜µν → vpiα′ F˜µν . Performing the gaussian func-
tional integral about F˜µν , we obtain the following Lagrangian density,
L˜(x) = 1
4
v2(Λµν)2 +
1
2v2
+
1
2
v2 +
1
2e2 | ϕ |2{(∂νΛ
νµ) +
e
2
(ϕ†∂µϕ− ∂µϕ†ϕ)}2
+
1
2
| ∂µϕ |2 +λ(| ϕ |2)2. (3.10)
We will here organize perturbation theory in the form of loop expansion, and
derive the effective potential with respect to ϕc. Perturbing around the classical
field ϕc, we define a shifted field as follows:
δϕ = ϕ− ϕc, (3.11)
where we assume that ϕc has a real value. Then, the terms with respect to ϕ in
eq.(3.10) are expanded as
1
2e2 | ϕ |2{(∂νΛ
νµ) +
e
2
(ϕ†∂µϕ− ∂µϕ†ϕ)}2 + 1
2
| ∂µϕ |2 +λ(| ϕ |2)2
1It is possible to consider that this term is removed by assuming εijkF˜0iF˜
jk = 0. If one define
electric fields Ei = F˜0i and magnetic fields Hi = εijkF˜
jk/2, this means ~E · ~H = 0.
5
=
1
2e2 | ϕc |2 (∂νΛ
νµ)2 +
1
4
e2{−4ϕ2c(∂µϕ2)2 + · · ·}
+
1
2
{(∂µϕ1)2 + (∂µϕ2)2}+ λ{ϕ4c + 6ϕ2c(ϕ21 +
2
3
ϕcϕ1) + 2ϕ
2
cϕ
2
2 + · · ·}, (3.12)
where ϕ1,2 is defined by
δϕ = ϕ1 + iϕ2, (3.13)
and we used the relation, Λµν = −Λνµ, in this expansion. Then, the effective action
has the form
Γ4(ϕc) = −ln
∫
DδϕDδϕ†DvDΛexp{−
∫
d4xL˜(ϕc + δϕ)}. (3.14)
Substituting the Lagrangian density (3.10) into eq.(3.14) and expanding L˜(ϕc+δϕ)
with respect to δϕ, the effective action is given as
Γ4(ϕc) = −ln
∫
Dϕ1Dϕ2DvDΛexp[−
∫
d4x{1
4
v2(Λµν)2 +
1
2v2
+
1
2
v2
+
1
2e2 | ϕc |2 (∂νΛ
νµ)2 +
1
2
ϕ¯1(−∂2µ + 12λϕ2c)ϕ¯1 + ϕ4c + 2λϕ2cϕ22}]. (3.15)
Here, we took only the terms corresponding to the one-loop contribution. After
integrating ϕ1 and ϕ2, we obtain
Γ4(ϕc) = −ln
∫
DvDΛexp{−
∫
d4x[
1
4
v2(Λµν)2+
1
2e2 | ϕc |2 (∂νΛ
νµ)2+
1
2v2
+
1
2
v2+λϕ4c
+
(12λϕ2c)
2
64π2
(ln
12λϕ2c
M2
− 1)]}, (3.16)
where M is some number with the dimensions of a mass. Instead of Λµν , we define
new fields by
Λ¯µν =
1
| eϕc |Λ
µν , (3.17)
then the action is rewritten as
Γ4(ϕc) = −ln
∫
Dϕ1Dϕ2DvDΛexp{−
∫
d4x[
1
4
γ2(Λ¯µν)2+
1
2
(∂νΛ¯
νµ)2+
1
2v2
+
1
2
v2+λϕ4c
+
(12λϕ2c)
2
64π2
[ln
12λϕ2c
M2
− 1]}, (3.18)
where the parameter is defined as
γ =| eϕcv | . (3.19)
The first and second terms of eq.(3.18) are expressed as
1
4
γ2(Λ¯µν)2 +
1
2
(∂νΛ¯
νµ)2 =
1
2
Λ¯µνDµνρσΛ¯
ρσ, (3.20)
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where Dµνρσ is defined by the projection operators, P¯
(1)
µνρσ and P¯
(2)
µνρσ as follows:
Dµνρσ = −1
2
∂2P¯ (1)µνρσ +
1
2
γ2(P¯ (2) + P¯ (1))µνρσ, (3.21)
where
P¯ (2)µνρσ =
1
2
(θµρθνσ − θµσθνρ), (3.22)
P¯ (1)µνρσ =
1
2
(θµρωνσ − θµσωνρ − θνρωµσ + θνσωµρ), (3.23)
θµν = δµν − ∂µ∂ν/∂2, (3.24)
ωµν = ∂µ∂ν/∂
2. (3.25)
Integrating the field Λ¯µν , we obtain the effective action,
Γ4(ϕc) = −ln
∫
Dvexp{−
∫
d4xU4(ϕc, v)}, (3.26)
U4 =
3γ4
64π2
[ln
γ2
M2
− 1] + 1
2v2
+
1
2
v2 + λϕ4c
+
(12λϕ2c)
2
64π2
[ln
12λϕ2c
M2
− a], (3.27)
where M is some number with the mass-dimension, and a is some number depend-
ing on a renormalization scheme. Here, we assumed that γ is slowly varying in the
integration Λ¯µν . If we assume that λ is smaller than e4, we can neglect the λ and
λ2 terms in eq.(3.27). Then the potential can be written as
U4(u, v) =
1
2v2
+
1
2
v2 +
3u2v4
64π2
[ln
v2u
M2
− 1], (3.28)
where the parameter u is defined by u = e2ϕ2c . Let us now forcus on the minimum
of the potential U4(u, v) on the u − v plane. The minimum point (um, vm) is
determined by the following conditions
∂U4
∂ϕc
∣∣∣∣∣
u=um,v=vm
= 0,
∂U4
∂v
∣∣∣∣∣
u=um,v=vm
= 0. (3.29)
From the above equations, the potential U4(u, v) has a minimum at vm = 1.0 and
um = e
1/2M2. Let us now see the potential U4 as functions of u and v. Fig.1 shows
the potential surface of U4 . In Fig.2, we can see that U4 has a minimum near
v = 1.0.
Fig.1, Fig.2
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It is difficult to integrate the auxiliary scalar field v in eq.(3.26), while we can
integrate v approximately by replacing it in the potential U4 by its saddle point
value vs which is determined by
∂U4
∂v
∣∣∣∣∣
v=vs
= − 1
v3s
+ vs +
3uv3s
16π2
[ln
v2su
M2
− 1
2
] = 0. (3.30)
Fig.3 shows the curve of the saddle point. The value vs on the saddle point has a
peak near u = 6 and it decreases with increasing u.
Fig.3
Then, we can see that the saddle point (solid curve) intersects with the line of
v = 1 just at the minimum point (um, vm) of the potential U4. Thus, the effective
potential is derived as
V4(ϕc) =
1
2v2s
+
1
2
v2s +
3u2v4s
64π2
[ln
v2su
M2
− 1], (3.31)
which has a minimum at (um,vm), then the gauge symmetry is spontaneously
broken. Here we notice that the effective potential is a funtion of ϕc only since vs
is represented by ϕc from eq.(3.30).
We show the effective potential as a function of u in Fig.4.
Fig.4
If one takes v = 1.0 in eq.(3.6) and the fourth order term of α′ can be neglected
in eq.(3.8), then the BI action has simply the form, FµνF
µν , which corresponds to
the conventional action of a gauge theory. Then, the potential U4(v = 1) is simply
the Coleman-Weinberg potential [4]. We now compare V4(ϕc) with the potential
U4(v = 1). We cannot find difference between both potentials for 0 ≤ u ≤ um, while
for u > um the potential V4(ϕc) gradually increases comparing with U4(v = 1),
and the difference is clear there. Thus, the higher order terms in the expansions
of the BI action decrease the potential comparing with the conventional Coleman-
Weinberg potential for u > um, that is, V4(ϕc) << U4(v = 1), while both potentials
take the same minimum at the same point um. We can see that this point, which
the saddle point intersects with the line of v=1, is just the minimum point of V4(ϕc).
Thus, we can see that the minimum of V4(ϕc) coincides with one of U4(v = 1), then
the vacuum state would not change even if the BI action is used.
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3.2 d = 2 and 3
Let us next discuss the cases of d = 2 and 3. Following the same procedure as
d = 4 case, the effective action is given as
Γd(ϕc) = −ln
∫
Dvexp{−
∫
ddxUd}, (3.32)
U2 =
1
2v2
+
1
2
v2 − uv
2
16π
[ln
uv2
M2
− 1], (3.33)
U3 =
1
2v2
+
1
2
v2 − u
3/2v3
3
√
2π
. (3.34)
Here, we comment on the integration of Λµν in the case of d = 2 and 3. For
d = 2, only one component of Λµν is dynamical variable. Then we can write it as,
Λµν(x) = ǫµνb(x), and its quadratic part in the action is given by
−b[∂2 − 1
2
v2(gϕc)
2]b.
In the case of d = 3, three components are dynamical variables and they are
denoted by Bµ, where Λ
µν(x) = ǫµνλBλ(x). And their quadratic part is obtained
as,
−Bµ
{
[∂2 − 2v2(gϕc)2]θµν − 1
2
v2(gϕc)
2ωµν
}
Bν ,
where θµν and ωµν are given in (3.24) and (3.25) respectively. Except for these
points, the procedure of d = 4 case is available.
Next, we show the results of the numerical analysis. Fig.5 shows the potential
surface of U2(u, v). It has a saddle. We show the curve of the saddle points in
Fig.6.
Fig.5, Fig.6
This curve increases with increasing u for large u(> 3) contrary to the previous
case of d = 4 shown in Fig.3. This can be easily understood from the sign of the
third term of RHS in eq.(3.33). The corresponding part of V4 has the opposite sign.
In the case of d = 3, the qualitative feature is similar to the case of d = 2 as seen
from Fig.5. However, the logarithmic term does not appear since the dimension is
odd.
The effective potentials in d = 2 and 3 on the saddle point are
V2(ϕc) =
1
2v2s
+
1
2
v2s −
uv2s
16π
[ln
uv2s
M2
− 1], (3.35)
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V3(ϕc) =
1
2v2s
+
1
2
v2s −
u3/2v3s
3
√
2π
. (3.36)
The effective potential for d = 2 is shown in Fig.7.
Fig.7
This effective potential has no minimum but a maximum. Therefore, the symmetry
is not spontaneously broken in the cases of d = 2 and 3. For d = 2, no continuous
symmetry breaking is consistent with the Coleman’s theorem [6].
4 Summary
We have examined the effective potential of a scalar field coupled with the gauge
field whose action is supposed to be a high-energy form, i.e. the BI action. The
BI action includes a series of α′ expansion, so it is highly nonlinear with respect to
the gauge fields. However the minimum of the effective potential for d=4 coincides
with the one obtained at low-energy where the form of the action of the gauge field
is given by FµνF
µν . Further, the maxima of the effective potential for d = 2, 3 are
also the same with that of low-energy one. This result is correct within the one-loop
approximation with respect to the gauge coupling constant, and the characteristic
properties of adopting the BI action will appear at higher orders of the gauge
coupling constant. While all the gauge coupling constants would be asymptotic
free, then they would be small at high energy. Then we could say that the low-
energy properties of the quantum effect of gauge fields would not be changed even
at high energy.
The above conclusion is useful when we consider an inflation model at very
early stage of the universe since we can use the Coleman- Weinberg effective po-
tential even there. The next problem is the consideration of the higher-order effect
with respect to the string coupling constant g0. Recently, many attempts in this
direction are tried from the viewpoint of the duality. This is the beyond of our
present work, and we will give it somewhere else.
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Figure caption
Fig.1 A three-dimensional plot of potential U4.
Fig.2 Counter map of potential U4.
Fig.3 Curve (solid line) of saddle point in (u, v) plane for d = 4.
Fig.4 Effective potential V4(ϕc) (solid line) on the saddle point and U4(v = 1)
(dotted line).
Fig.5 Three-dimensional plot of potentials (a)U2 and (b)U3, and the counter map
of potentials (c)U2 and (d)U3.
Fig.6 Curve of saddle point in (u, v) plane for d = 2.
Fig.7 Effective potential V2(ϕc) on the saddle point.
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