High resolution Fabry-Perot fringe spacing measurements are used to determine the group index dispersion of TE and TM polarized modes in single quantum well InGaAs/AlGaAs/GaAs graded index separate confinement heterostructure waveguides. The TE mode data, over a ϳ175 nm range below the quantum well band gap, is compared with model calculations of guided mode dispersion using existing empirical formulas for the index dispersion of Al x Ga 1Ϫx As and GaAs, and different phenomenological expressions for the TE index dispersion of the InGaAs quantum well. A satisfactory fit is obtained when the quantum well is modeled as a two-dimensional set of equal strength oscillators with a constant density of states, plus a single 1S excitonic level.
I. INTRODUCTION
The refractive index and the group refractive index of guided modes in semiconductor heterostructure waveguides are key parameters that affect the design and operation of most optoelectronic devices. Several techniques have been reported for measuring these quantities 1-7 but most of these are limited in the spectral range over which they can be easily applied. The literature is replete with models for calculating refractive indices for guided modes in semiconductor waveguides [8] [9] [10] [11] but when comparisons with experiment are provided, they are usually restricted to a single wavelength, or a very narrow region of the spectrum. Such comparisons typically do not provide stringent tests of the model calculations, because the experimental uncertainties involved in identifying the composition and physical dimensions of heterostructure waveguides are large, especially those containing quantum well layers, and because of the approximations used to estimate the wavelength-dependent refractive indices of the host alloys. [12] [13] [14] This is more of a problem when quantum wells are involved, since there are no empirical formulas available to estimate the wavelength-and alloydependent contributions of these layers to the guide's refractive index.
In this paper we present TE and TM polarized group refractive index, n g , measurements of single quantum well InGaAs/GaAs/AlGaAs graded index ͑GRIN͒ waveguides over a 175 nm bandwidth just below the absorption edge. The data exhibit sufficient dispersion ͑approximately 10% change in n g over the range measured͒ to enable relatively stringent tests of models used to estimate the contribution of the InGaAs quantum well to the overall mode dispersion. We show that refractive index models 15 for bulk InGaAs cannot provide a satisfactory explanation of the experimental data, but that a relatively simple two-dimensional ͑2D͒ multipleoscillator model can be used to fit the TE mode data.
II. EXPERIMENT

A. Measurement system
The experiment consists of coupling a broadband light source into a length of planar waveguide material with cleaved facets, and coupling the transmitted light into a high resolution spectrometer. Figure 1 presents a schematic of the system.
The filament of a 150 W quartz-halogen bulb is imaged onto one end of a 4 m core, single-mode, glass optical fiber. Light is coupled from the fiber into the waveguide by means of two identical, diffraction limited, short-focal-length lenses. The minimum spot size attainable is approximately 5 m at a wavelength of 1 m.
To image the output facet of the waveguide ͑or the focused spot from L2 with no sample present͒ a similar but shorter focal-length lens is used: its diffraction limit is 2.5 m at a wavelength of 1 m. The charge-coupled device camera is used as a system diagnostic in optimizing the input coupling into the waveguide as well as to ensure that the light being collected from L3 is from the guiding region of the sample.
The sample can be tilted off normal incidence as in Fig.  2 . Some of the light that hits the input facet gets coupled into the guide, some gets reflected backwards, and the remainder is refracted into the sample away from the guide. The end result is that the guided light and the refracted light propagating through the bulk material are spatially separated when they reach the output facet. Thus, the nonguided signal can be discriminated against by using a variable slit aligned along the waveguide as a spatial filter, as shown in Fig. 1 . The slit is placed in a location where the image is greatly magnified so that a slit width of 2 mm corresponds to a 12 m sliver on the output facet.
The polarizer just before the spatial filter allows for the independent measurement of the TE and TM modes of the guide. The light that gets past the spatial filter is input to the spectrometer. The spectrometer used is a BOMEM DA8 Fourier transform interferometer fitted with an InGaAs dea͒ Electronic mail: vighen@physics.ubc.ca tector. The system is capable of resolution better than 1 cm Ϫ1 , which is required to resolve the Fabry-Perot fringes in the transmission spectra from guides approximately 300 m in length.
B. Sample description
Several different samples have been studied with this system. To illustrate the utility of this approach, we will restrict ourselves to a detailed discussion of results obtained from a waveguide grown by molecular beam epitaxy. It is a graded index separate confinement heterostructure ͑GRINSCH͒ with a single strained In 0.23 Ga 0.77 As quantum well 7 nm wide.
The GRINSCH laser structure was grown by solid source molecular beam epitaxy on a nϩ doped GaAs substrate oriented 4°off ͑100͒ towards ͑111͒. The as-received substrate was ozone oxidized and the oxide thermally desorbed at 621°C under an As 2 flux in the molecular beam epitaxy ͑MBE͒ chamber. The growth was carried out with As 2 and consisted of the following layers: a 600 nm GaAs buffer layer Si doped at 2ϫ10 18 cm Ϫ3 grown at 600°C; a 100 nm n-doped (2ϫ10 18 cm Ϫ3 ) Al x Ga 1Ϫx As transition layer graded from xϭ0.10 to xϭ0.60 with a substrate temperature ramp from 610 to 680°C; 800 nm of an n-doped (2ϫ10 18 cm Ϫ3 ) Al 0.6 Ga 0.4 As cladding layer with doping terminated after 600 nm; a 110 nm undoped Al x Ga 1Ϫx As graded from xϭ0.6 to xϭ0.10, with a temperature ramp to 580°C beginning at xϭ0.4; a 30 nm undoped GaAs spacer layer with a temperature ramp from 580 to 520°C; a 7 nm undoped In 0.23 Ga 0.77 As quantum well grown at 520°C; a 30 nm undoped GaAs spacer layer with a temperature ramp to 580°C; a 110 nm undoped Al x Ga 1Ϫx As graded from xϭ0.10 to xϭ0.60 with a temperature ramp reaching 680°C midway through the layer at xϭ0.40; an 800 nm Al 0.6 Ga 0.4 As cladding layer p-type doping with carbon (2ϫ10 18 cm Ϫ3 ) beginning after deposition of 200 nm of undoped cladding; a 100 nm p-type (2ϫ10 18 cm Ϫ3°C ) Al x Ga 1Ϫx As graded from xϭ0.6 to xϭ0.10 with a temperature ramp from 680 to 600°C; a 140 nm p-type GaAs contact layer with carbon dopant concentration graded from 0.2 to 1 ϫ 10 19 cm Ϫ3 grown at 600°C. The growth was carried out in a modified VG V80H MBE system with substrate rotation at 10 rpm. The oxide desorption and film surface morphology were measured by laser light scattering 16 during growth; the carbon doping was carried out with a carbon filament source. 17 The temperature was monitored by diffuse reflectance spectroscopy, 18 and found to be stable within a few degrees at constant heater power without active feedback on the heater power. The quantum well structure showed a photoluminescence emission peak at 952 nm at room temperature.
The structure is intended for use as a semiconductor laser and, as such, is highly doped on either side of the central GRIN regions up to approximately 340 nm away from the quantum well. The structure was initially grown with a 140 nm GaAs region on the surface. This was etched down to approximately 30 nm in order to eliminate any guided modes in that top region which might provide unwanted signal in measurements of the central guiding region. A diagram of the final structure, based on the MBE calibrations is given in Fig. 3 .
C. Fitting procedure
The total transmitted intensity of a source coupled through a waveguide of length L via a single transverse guided mode with an effective index of refraction, n(k), is given by
where kϭ1/, n(k) is the ͑dispersive͒ index of refraction of the medium, is the free-space wavelength of the light, and G is a factor to account for the coupling geometry, which we assume is a relatively slowly varying function of k. The transmitted intensity exhibits maxima when ␦ϭ2m or n(k max )k max ϭm/2L. The spacing between adjacent fringes is The quantity in parentheses is the group index of refraction, n g (k), of the guided mode. The guided-mode group index of refraction can, therefore, be obtained by measuring ⌬k as a function of k, for a given L. Figure 4 shows a normalized TM transmission spectrum ͑circles͒ over a small range of wave numbers from which we see that a resolution of 1 cm Ϫ1 is sufficient to accurately estimate ⌬k.
The solid line in Fig. 4 shows the function,
fit to this small range of fringes in order to accurately estimate the fringe spacing, and hence deduce n g at k, defined as the central value of k in Fig. 4 . In each of these fits, repeated several hundreds of times across the entire spectral range of the data, A, rЈ, and were freely varied to obtain the best possible estimate of the fringe spacing. L was measured in a scanning electron microscope to be Lϭ(385Ϯ1)m.
III. ANALYSIS A. Waveguide modeling
Model calculations of guided mode refractive indices in nonmagnetic waveguides usually involve solving the macroscopic Maxwell equations for a particular geometric arrangement of layers, using a set of constitutive relations ͑suscep-tibilities͒ to relate the macroscopic polarization to the macroscopic electric field within regions of a given crystal structure. The problem is completely specified by imposing the continuity of the tangential fields and their normal derivatives at all interfaces, and by requiring outgoing-wave solutions. For a planar geometry containing layers with a continuously varying alloy composition, this approach can still provide accurate results by approximating the continuously varying refractive index by a discrete series of thinner layers, each with a refractive index equal to the average index at that position in the actual graded structure. This conventional approach, even without discretization of graded regions, is only an approximation to the actual microscopic solution of the Maxwell equations. It ignores local field effects that may be important when dealing with ultrathin layers such as quantum wells, in which the electronic wave functions exhibit strong modulation over the extent of the quantum well.
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B. Material indices of refraction (bulk layers)
Regardless of the method used to solve the Maxwell equations, calculations of waveguide dispersion also require accurate knowledge of the wavelength-dependent refractive indices ͑dispersion in the constitutive relations͒ for each of the materials incorporated in the structure. For thick layers where quantum effects on the electronic states can be neglected, and in graded regions where the change in composition is small over similarly large length scales, the bulk refractive indices of the constituent materials can be used. In the present structure this requires knowledge of the refractive index of Al x Ga 1Ϫx As in the range 930 nm Ͻ Ͻ 1170 nm, for 0рxϽ0.6. Adachi [12] [13] [14] has developed a series of increasingly comprehensive oscillator models for computing the index of refraction as a function of both wavelength and AlGaAs composition. These models incorporate a number of parameters for which Adachi has done a fit to the available experimental data on bulk material. We have used the version presented in Ref. 12 .
We note that this model represents a compromise in terms of providing reasonably accurate values over a range of alloy composition. The values for xϭ0 ͑pure GaAs͒ are not as accurate as those given by another empirical model developed specifically for GaAs. 20 Since the pure GaAs layers in our sample constitute a significant portion of the core of the waveguide, we have used the latter model 20 for them. 
C. Material indices of refraction (quantum well layer)
Different methods for incorporating the effects of the InGaAs quantum well on the waveguide dispersion can be classified in terms of their complexity. The simplest and crudest approximation is to assume the InGaAs layer has the same wavelength-dependent refractive index as bulk InGaAs of the same composition.
Bulk model
A model for bulk In x Ga 1Ϫx As is proposed in Ref. 15 . It gives the refractive index as a function of the indium mole fraction, x and the energy of the radiation, E.
This approach is doomed to failure in the vicinity of the absorption edge, which is increased by ϳ80 meV in a 7 nm quantum well by effects of quantum confinement on the electronic wave functions near the band extrema. If the alloy composition is adjusted in the model to shift the band gap by the quantum confinement factor, we show below that it is still impossible to obtain a reasonable description of the measured group index dispersion.
Two-dimensional model
A more general method of incorporating the twodimensional ͑2D͒ nature of the resonant term in the quantum well refractive index is to adopt a 2D many-oscillator approach 21 in which the dielectric constant is given by
In principle, this expression can incorporate many microscopically based features of quantum well electronic structure through appropriate choices of the energy levels, E nn Ј (k), and the associated oscillator strengths, A nn Ј (k), and polarization damping terms, ⌫ nn Ј (k), where n,nЈ refer to the band indices and k is the in-plane wave vector of the state. For the purpose of comparing the model calculations with the experimental data, we will show that there is no point going beyond a simplification of Eq. ͑4͒ in which the electronic excitations consist of a single excitonic level at an energy E b below the band gap energy, and an energyindependent density of oscillators with resonant frequencies starting at the band edge and extending to higher energies. This already introduces six independent parameters, E g ,E b ,A x ,A bb ,⌫ x , and ⌫ bb , which are sufficient to provide a fit to the experimental data that would not likely improve with the introduction of additional parameters. This model can be expected to give a reasonable approximation to the InGaAs dielectric constant for TE polarization, but it cannot be used for the TM polarization. This is because the InGaAs is compressionally strained, and hence the heavy-hole valence band is at a considerably higher energy than the lighthole valence band, and there is very little mixing of the lightand heavy-hole bands away from the Brillouin zone center.
Due to the dipole selection rules for quantum well absorption, 22 this means that, to a good approximation, the oscillator strength for TE polarized light is the same for all heavy-hole continuum states ͑as assumed in our simplified model͒. In contrast, the oscillator strength for TM polarized radiation near the band edge is due entirely to band mixing, and it therefore increases with increasing energy away from the band edge. We, therefore, restrict ourselves to a quantitative comparison of the experiment and model calculations for TE polarized light.
Upon carrying out the 2D integration arising from Eq. ͑4͒ the result can be expressed as the sum of three terms,
where the first term groups all of the nonresonant contributions and is assumed to be frequency independent over the range of interest, the second term is the resonant contribution from the band-to-band transitions within the quantum well, and the third term is due to the exciton.
D. Fitting to the group index data
For the planar geometry of our samples the macroscopic Maxwell equations can be solved by a transfer matrix method 8 to obtain the wavelength-dependent propagation constants for the TE and TM polarized guided modes. The dispersion of the constituent materials was accounted for by using the empirical results for GaAs from Ref. 20 , for AlGaAs from Ref. 12 , and using Eq. ͑6͒ for the InGaAs quantum well. The group index was then obtained by numerically differentiating the guided mode dispersion. It was found that the uncertainty in the measurement of the cavity length, L, of Ϯ1 m gives rise to a systematic shift of the entire experimental group index curve by approximately Ϯ0.01. We, therefore, incorporated an extra parameter, ␦n g , into our theoretical model for the group index dispersion. This corresponds, in effect, to fitting to the shape and scale of the group index dispersion. Using a fitting routine based on MINUIT, a multiparameter fit to the TE polarized dispersion data was performed with the eight variable parameters mentioned above, namely, ⑀ b ,A bb ,⌫ bb ,E g ,A x ,⌫ x ,E b , and ␦n g . The only constraint placed on the automated fitting routine was that the value of E b lie in the range 0ϽE b Ͻ20 meV. Figure 5 shows the TE and TM polarized ͑circles and squares, respectively͒ dispersion of the group refractive index measured on the InGaAs quantum well GRINSCH waveguide sample described above. Note that the scatter in the data can be as low as 0.3%. This is not a fundamental limit: higher precision data could be obtained by averaging more spectra. Far below the band gap energy of 10 500 cm Ϫ1 , the two polarizations exhibit similar dispersion, with a nearly fixed offset. The TE polarized index increases rap-idly just below the band gap energy, while the TM polarized index exhibits a weaker dispersion, shifted to higher energies. This is a direct reflection of the large heavy-hole-lighthole splitting in the valence band of the strained InGaAs quantum well, and the fact that dipole transitions from the higher heavy-hole valence band are only weakly allowed, away from the Brillouin zone center, for TM polarized radiation. The strong dispersion in the immediate vicinity of the band gap for TE polarized light must therefore be caused by the InGaAs quantum well.
E. Results
The solid line in Fig. 5 depicts the best fit to the TE polarized dispersion data obtained following the procedure in Sec. III D, with the full expression given in Eq. ͑6͒ for the quantum well dielectric constant. Table I summarizes the  corresponding parameter values. The model result for the TE group index based on only the band-to-band contributions to the quantum well dielectric constant is shown as the dotted line in Fig. 5 . It was obtained by calculating the group index using the parameters in Table  I , but with A x ϭ0 in Eq. ͑6͒. The dashed-dotted line in Fig.  5 shows the best fit that could be obtained using the bulk expression for the InGaAs dielectric constant, from Ref. 15 , allowing the In concentration to vary to mimic the effects of quantum confinement.
Not surprisingly, the bulk model for the InGaAs layer clearly cannot be used to provide an acceptable description of the waveguide dispersion. The 2D band-to-band transitions provide a much better description of the dispersion over the majority of the spectral range for which data was obtained. The fit was not sensitive to the excitonic term except very near the band edge ͑see the inset to Fig. 5͒ . The band gap parameter agrees well with the band gap energy of 10 500 cm Ϫ1 ͑ϭ1.30 eV͒ estimated from photoluminescence and photoconductivity measurements on the same material. The damping parameters are consistent with dephasing due to LO phonon scattering in the quantum well. 23 The ratio of A x to A bb can be related to the effective Bohr radius of the exciton as,
where m e , and m hh are the effective masses of the electron and hole, respectively, derived from a band structure calculation of the conduction and heavy-hole band in the quantum well. Using our fit parameters, this yields an effective Bohr radius of ϳ54 nm, which is significantly larger than the approximate value, 7.1 nm expected for an undoped, 2D quantum well in zero electric field. This relatively large Bohr radius is qualitatively consistent with the relatively small exciton binding energy obtained from the fit ͑Ϸ5 meV compared to the 2D limit of Ϸ16 meV͒, but quantitative analysis of these excitonic parameters is not appropriate given the small number of data points affected by the excitonic term in Eq. ͑6͒ ͑see the inset to Fig. 5͒ . More data closer to the band edge would be needed to extract more reliable excitonic parameters. A more quantitative analysis of these parameters is not warranted given the approximations implicit in the model. In particular, Coulomb enhancement of the continuum ͑the Sommerfeld correction͒, and effects due to inhomogeneous broadening are completely ignored. Both of these are known to have a significant influence on the absorption and emission spectra of quantum wells.
The important point of the present work is that this 2D dielectric function model provides a much better fit to the data than do existing three-dimensional ͑3D͒ models, and it corresponds more closely to the actual physical system.
Referring again to Fig. 5 , the lower group index calculated for the TM mode using the same material parameters as for the TE mode ͑dashed line͒, is due to the reduced confinement factor for the TM guided mode ͑it spreads further from the core than the TE mode, and, therefore, feels a lower effective index͒. As discussed above, the 2D interband electronic susceptibility of the InGaAs quantum well is weaker for TM polarized radiation due to a large heavy-hole/lighthole splitting. This qualitatively explains the fact that the FIG. 5 . Experimental data and fit to group index with band-to-band and excitonic terms for the permittivity of the quantum well. The circles and squares represent the experimentally measured values for the TE and TM values, respectively. The solid and dashed curves are the values from the model for the TE and TM mode, respectively, and the dotted line depicts the model value for the TE mode without the excitonic term in Eq. ͑6͒. The inset shows a magnification of the near-resonance portion of the experimental and model curves for the TE mode. The dot-dashed line represents the model fit using the bulk expression for the quantum well index ͑Ref. 15͒. measured TM mode dispersion is lower than that calculated using the TE polarized susceptibility for the InGaAs layer's contribution to the guided mode index.
IV. CONCLUSION
We have determined the group refractive index of the TE and TM modes in a GRINSCH laser waveguide structure with a single quantum well from the Fabry-Perot fringe spacings in the transmission spectrum of the waveguide over a broad, ϳ175 nm bandwidth. The dispersion in the index of refraction of the quantum well layer dominates the group index dispersion of the TE polarized mode near the band edge. We have demonstrated the inadequacy of adapting 3D models for the refractive index of the quantum well and have shown that a relatively simple 2D model can be used to both provide a better quantitative fit to the TE dispersion data, as well as to qualitatively account for the difference in the TE and TM dispersion near the band edge.
