Abstract-In this paper, we consider the achievable sum-rate/distortion tradeoff for the Gaussian central estimation officer (CEO) problem with a scalar source having arbitrary memory. We describe how the arbitrary memory problem can be fully characterized by using known results for the vector CEO problem, and then we formulate the variational problem of minimizing the sum-rate subject to a distortion constraint. To solve the problem, we extend the conventional Lagrange method and show that if the solution exists, it should consist of a zero part and a non-zero part, where the non-zero part is determined by solving a set of Euler equations. By calculating the second variation of the min-sum-rate problem, a sufficient condition is also found that can be used to determine if the necessary solution results in the minimal sum rate. The special case of two terminals is examined in detail, and it is shown that an analytical solution is possible in this case. Analysis and discussion with examples are provided to illustrate the theoretical results. The general solution obtained in this paper is shown to be compatible with the previous results for cases such as the problem of rate evaluation for sources without memory.
I. INTRODUCTION
W IRELESS sensor networks have been the subject of active research for the past decade, and they find many uses in civil, industrial, commercial, and military applications. Such networks are often used for distributed sensing, in which geographically distributed sensors make measurements or local estimates and forward them to a fusion center, which conducts further processing to extract useful information from the data.
In practice, the local measurements are typically quantized prior to transmission, and there is clearly a trade-off between the level of quantization (or equivalently the sensors' transmission rates) and the final estimation accuracy. With knowledge of the required accuracy and the statistical characteristics of the source and noise, the fusion center can optimally determine the sensors' individual transmission rates and feed this information back to the sensors in order to efficiently use the available computing and communication resources.
This type of system is equivalent to indirect multiterminal source coding, first studied in [1] and referred to as the central estimation officer (CEO) problem. In contrast to the direct multiterminal source coding problem [2] , where sensors separately measure different but correlated sources and the fusion center attempts to rebuild every source as accurately as possible subject to a sum-rate constraint, each of the sensors in the CEO problem receives a noisy observation of the same source, which is later reconstructed at the fusion center. In order to characterize the rate region for the CEO problem with a Gaussian source, Yamamoto and Itoh first studied the problem in [3] for the two-terminal case, and later it was also discussed independently by Flynn and Gray in [4] . The rate region of the CEO problem was completely characterized for a memoryless Gaussian scalar source with an arbitrary number of observers in [5] - [7] . As an extension to the scalar problem, the CEO model with a vector source was also considered in [8] - [10] .
In recent years, researchers have further attempted to extend the CEO problem in various ways. Pandya et al. generalized the Gaussian CEO problem to the case of a Gaussian vector source where the observation is a noise-corrupted linear transformation of the source signal, and derived an upper bound on the sum rate [11] . Compared to [11] , Oohama's model in [12] is more general, allowing the dimension of the source and observation vectors to be different. In addition, [12] provides explicit inner and outer bounds for the rate-distortion region, as well as a sufficient condition under which the lower and upper bounds are equal. This result was later improved on by Yang and Xiong [13] , who provided a new outer bound using the entropy power inequality for a class of generalized Gaussian CEO problems, together with two sufficient conditions for equality between the outer and inner regions.
The end-to-end rate-distortion performance for different types of source-to-destination communication networks has also been considered. Xiao and Luo [14] discussed the multiterminal source and channel coding problem where quantized observations are sent through an orthogonal multiple access channel to a fusion center, and showed that separate source 0018-9448 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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and channel coding strictly outperforms the use of uncoded transmissions. A variant of the traditional CEO problem was studied in [15] where two terminals observe the same source and deliver noisy measurements to a remote destination through an intermediate relay node. A lower bound on the sum rate was found, and the achievable rates for two special strategies, compute-and-forward and compress-and-forward, were also derived. Kochman et al. [16] discussed a joint source-channel coding scheme called rematch-and-forward for the scenario where a Gaussian parallel relay network lies between the source and the remote fusion center. Initiated by the proposal of designs based on generalized coset codes in [17] by Pradhan and Ramchandran, practical coding schemes for the CEO problem also have attracted attention in recent years. While the code design in [17] can be used to arbitrarily allocate rates among source encoders in the achievable rate-distortion region, the gap between its performance and the theoretical limit is still somewhat large. Yang et al. [18] proposed a high-performance asymmetric coding scheme for the CEO problem which is based on trelliscoded quantization followed by LDPC channel coding, and they showed the resulting code rate is very close to the theoretical bound for a Gaussian source. In [19] , they extended the code design to attain the entire rate region through source splitting and channel code partitioning.
Except for a brief discussion in [20] , previous studies all assume the sample sequence generated by the source is memoryless. In this paper, we study the achievable sum-rate problem for a Gaussian scalar source with arbitrary memory. First, we describe the system model for a source with memory and we characterize the problem using known results for the vector CEO problem. We then formulate the sum-rate calculation as a variational calculus problem with a distortion constraint, and show how to find a necessary condition which the solution to the problem must satisfy. Furthermore, we provide a sufficient condition for determining if the necessary solution achieves the minimal sum rate. A discussion of how to compute the rate-distortion curve is then included, and we note that the solution is compatible with previous findings in ratedistortion theory, which supports the validity of our results. For the special case of a system with two sensor nodes, we derive an analytic expression for the solution to the sum-rate problem and provide further examples to illustrate the theoretical results provided by the necessary and sufficient conditions. The rest of the paper is organized as follows. In Section II, we describe the system model and the necessary background and preliminary theorems found in previous work. In Section III, we formulate the sum-rate optimization problem for the L-terminal source coding case. In Section IV and Section V, we present our main results. Section IV provides the necessary condition which can be used to find the solution to the sum-rate problem, while Section V derives the sufficient condition that can be used to check the optimality of the solution obtained in Section IV. Analyses and discussions of our theoretical results can also be found in Section V. Section VI focuses on the two-terminal case, for which we derive an analytic solution and present some representative examples. Section VII then summarizes the paper. 
II. SYSTEM MODEL AND PRELIMINARIES
The indirect multiterminal source coding problem, or the so-called CEO problem, refers to separate lossy encoding and joint decoding for multiple noise-corrupted observations of a single data source. A block diagram model for the L-terminal CEO problem is illustrated in Fig. 1 .
The fusion center is interested in recovering the real-valued discrete-time source sequence x(t), t = 0, ±1, . . . , where every x(t) is a Gaussian random variable. Without loss of generality, we can take the mean value of x(t) to be zero for all t. The source sequence is assumed to be a stationary stochastic process with arbitrary memory; i.e., in contrast to an i.i.d. Gaussian source, the power spectral density (PSD) of x(t), denoted by x (ω), is not necessarily constant over frequency. We use v i (t) to indicate the measurement noise (or local estimation error) at sensor node i , and we assume it is a real-valued zero-mean Gaussian process and i.i.d. in time. The observation at sensor i is given by y i (t) = x(t) + v i (t), andx(t) is the estimate of x(t) obtained at the fusion center. The error process is defined asx(t) = x(t) −x(t). Naturally, the more accuracy required in recovering the source sequence x(t), the higher the source coding rate has to be at the L terminals. We are interested in studying the trade-off between the final fusion error and the sum source coding rate in the Berger-Tung achievable rate sense [7] .
A. Berger-Tung Inner Bound and Sum Rate
In this section, we describe the calculation of the BergerTung achievable sum rate for a scalar Gaussian source with arbitrary memory. We use the method introduced in [21] to evaluate the Berger-Tung achievable sum rate, R(D), for a given target distortion D. Instead of directly calculating the sum rate for an infinitely long Gaussian source sequence with arbitrary memory, we begin with the evaluation of the achievable sum rate, R n (D), for a Gaussian source word x = (x(1), . . . , x(n)) and the corresponding reconstructed wordx = (x(1), . . . ,x(n)) with the distor-
Letting the size of the source word x go to infinity, we then have
Similarly, the distortion constraint becomes E{(x(t) −x(t)) 2 } ≤ D due to the stationarity of the source process.
For completeness, we briefly introduce the evaluation of the Berger-Tung sum rate for the problem of limited-size vectors. Let y i , i = 1, . . . , L denote the noise-corrupted observation vectors at the sensor nodes. From the discussion above we know that all y i are also Gaussian distributed. Based on [7] - [9] , if there exist auxiliary random vectors w i , i = 1, . . . , L such that w i → y i → x, y {i} c , w {i} c forms a Markov chain for all i , and if the distortion between x andx is no greater than D, the Berger-Tung achievable rate region is the convex hull of
where I L = {1, . . . , L}. Thus, the minimal sum rate is
The Gaussianity of y i and w i results in [10] R n (D) = min
where C y , C w , and C yw are the covariance matrices of vectors
It is easy to show that C y , C w , and C yw are all block-symmetric matrices, and that each of their sub-blocks is Toeplitz. Throughout the paper, all logarithms are assumed to take the natural base, and thus rates are always measured in nats.
B. Extension of the Toeplitz Distribution Theorem
In [21] , evaluation of the rate-distortion function for the point-to-point problem relies on the Toeplitz distribution theorem [22] . Due to the block structure of the mutual information matrices in (3), we need to apply an extension [23] of the Toeplitz distribution theorem to our problem, as discussed next.
Let T denote a c × c block matrix with n × n Toeplitz submatrix blocks, i.e., (1) . . .
If T is also Hermitian, then from [23, Th. 3] we have
where F is an arbitrary function, λ k for k = 1, . . . , cn and λ u for u = 1, . . . , c are respectively the eigenvalues of T and (ω), and
. . .
In the next section, we will see how letting the size of the word x go to infinity can help us obtain a closed-form expression for the mutual information and the distortion, and hence the problem formulation can be fully derived.
III. PROBLEM FORMULATION
In this section, we provide a full formulation of our problem. In order to calculate the mutual information, we appeal to the extension of the Toeplitz distribution theorem described above. We also describe the optimal estimator structure and the corresponding mean squared error (MSE), which is needed to define the distortion constraint. Finally we will see that the rate evaluation is an infinite-dimensional variational problem.
A. Mutual Information
The calculation of mutual information is based on (3) and (4). We first assign the log function to F in (4), and then let the size of the matrices in (3) go to infinity so that the extension of the Toeplitz distribution theorem can be applied. After applying (4) to (3), we get the expression of the sum rate for the source-with-memory problem:
where and
are the auto-and cross-PSDs of the corresponding stochastic processes.
To further evaluate the mutual information expression of (5), we need to use the concept of forward test channels [24] . Assuming the outputs of the dequantizers at the fusion center,
. . , L are also Gaussian, we can write the whole system in the forward test channel form [21] :
where * represents convolution, a i (t), i = 1, . . . , L are variable real-valued functions to be determined, and z i (t), i = 1, . . . , L represent quantization noise processes, which are assumed to be i.i.d. in time and independent from all y i (t). The forward test channels are depicted in Fig. 2 . Unlike problems with memoryless sources, convolution is required here instead of simple multiplication. Given (6), the auto-and cross-PSD functions are given by:
where i and j take values in I L , A i (ω) is the discrete time Fourier transform of a i (t), and A * i (ω) is its conjugate. Plugging (7) into (5) and after a long series of mathematical manipulations, we can simplify (5) to the following expression:
where
and z i (ω) is the PSD of z i (t). The sum rate is now parameterized in terms of the unknown functions
m i (ω), i = 1, . . . , L, from which all A i (ω) can be found.
B. MSE and Optimal Estimator
For memoryless sources, minimizing the MSE between x(t) andx(t) can be achieved by means of a simple estimator. Our problem involving sources with arbitrary memory is more complicated, since we need to estimate an entire stochastic process using multiple infinite-length sequences as the input. The estimator will have the form:
where h i (t) for i = 1, . . . , L are optimal infinite-length filters.
the discrete-time Fourier transform of h i (t), and xw i (ω) is the cross-PSD for x(t) and w i (t).
At first glance, it appears we may need to find an explicit expression for H i (ω), i = 1, . . . , L in order to connect the MSE solution with the sum-rate criterion in (8) . The optimal estimator should satisfy the frequency domain Wiener-Hopf equations [25] :
. Fortunately, we do not need to solve (11) . We simply need an expression for
, which can be found as follows:
where (a) follows from (11), (b) uses the fact that the determinant of a scalar is the scalar itself, and (c) follows from the matrix determinant lemma [26] .
Plugging (12) back into (10), we end up with the final MSE expression in terms of the unknown functions
C. Full Formulation
With the above derivations, we can now give the full formulation of the minimum sum-rate problem. Assuming that the rate is minimized when the distortion target is achieved with equality, the rate evaluation problem is given by:
This is a functional optimization problem and can be tackled via the calculus of variations.
IV. NECESSARY CONDITION
In this section we derive a necessary condition that the solution to the sum-rate problem (14)- (16) must satisfy. As we have seen in Section III, the optimization in its final form is a constrained variational problem. In fact it can be regarded as an isoperimetric problem with additional inequality constraints. The following theorem shows that in our formulation the solution consists of a term that is zero together with a non-zero term that is determined by solving a set of Euler equations. It is well known in the theory of the calculus of variations that solving the Euler equations results in a necessary condition. 
the solution u i should consist of two parts: ψ i and a function no less than ψ i . The latter can be obtained through solving the Euler equations with Lagrange multiplier λ:
f u i − d dω f u i + λ g u i − d dω g u i = 0, i = 1 . .
. , n. (20)
Proof: See Appendix A. We can apply Theorem 1 to the sum-rate problem (14)- (16), where the corresponding functions and the upper and lower bounds of integration are
We note that in our problem the functions f and g do not depend on the derivatives of u 1 , . . . , u n , which means the Euler equations are not differential equations as often encountered in variational problems. This fact eases the solving of the Euler equations, which are
Problem (14)- (16) can also be formulated in another way, where the objective is to minimize the distortion (15) for a target sum rate (14) equal to a given R. Based on the proof for Theorem 1, we find that the two formulations are essentially the same with the trivial difference that the Lagrange multiplier in the dual problem becomes 1/λ.
V. SUFFICIENT CONDITION
In this section we find a sufficient condition for problem (14)- (16) to have a local minimum. To exploit the sufficient condition, we can first use Theorem 1 in Section IV to obtain a solution based on the necessary condition, and then use the sufficient condition discussed in this section to check if the solution minimizes the sum rate.
As a first step, we prove the following lemma.
Lemma 2 (Degenerate Isoperimetric Problem):
Let u i , i = 1, . . . , n be functions of ω. For the following functional optimization problem to have a local minimum at (u 1 , . . . , u n ),
the sufficient condition is
and λ is the associated Lagrange multiplier.
Proof: See Appendix B. Lemma 2 is referred to as a degenerate isoperimetric problem because the derivatives of u 1 , . . . , u n are explicitly excluded in (22) and (23), which is appropriate for our minimum sum-rate problem. Using Lemma 2, we can further obtain the following theorem, which is directly applicable to problem (14)- (16) . 
Theorem 3 (Degenerate isoperimetric problem with additional inequality constraints): Let u i and ψ i , i = 1, . . . , n be functions of ω. For the following functional optimization problem,
holds; 2) for a given i , if the Euler equation
The problem in Theorem 3 is a degenerate isoperimetric problem with additional inequality constraints, because it is merely the same problem described in Theorem 1 but enhanced with further requirements on u i .
A. Analysis and Discussion
1) Global Optimality: Theorem 3 only guarantees the existence of a locally optimal solution. Since functional (14) is not convex, a given local minimum is not guaranteed to be a global minimum. Thus we cannot safely claim that solving the equations in (21) will lead to the true Berger-Tung achievable sum rate, even if the sufficiency of the solution is verified by Theorem 3. However, since the number of potential solutions is usually limited, theoretically it is possible to exhaustively calculate all rates associated with the corresponding solutions, and then choose the smallest of these as the global minimum achievable sum rate.
2) Evaluation of the Achievable Sum-Rate Function: To calculate the achievable sum rate as a function of the distortion D, one would normally substitute the solution to (21) into (15), and then solve it to get the value of λ. With knowledge of λ,
can be determined and then used in (14) to completely determine the achievable rate R. An alternative approach, similar to that explained in [21] , is to first pick a value for λ, then use it in (21) to get m 1 (ω), . . . , m L (ω), which are further substituted into (14) and (15) to get the corresponding sum rate R and distortion D. The entire achievable rate-distortion curve can be found in this fashion.
VI. SPECIAL CASE -TWO TERMINALS
In this section we first discuss the problem formulation and corresponding solution for a special case where the number of terminals is L = 2. Then some examples are given to illustrate the theoretical results obtained in previous sections. By numerically evaluating the sufficient condition in Section V, we also show that our solution is sufficient for a first-order Gauss-Markov source process.
A. Formulation and Solution
In [27] , a special case where there are only two terminals in the system was considered. The optimal Wiener filters can be explicitly obtained in this case:
and the minimum sum-rate problem becomes
Note that A i and all 's are functions of ω, which has simply been dropped to save space. While it is difficult to obtain a closed-form solution to (14)- (16) for the general L-terminal case, an analytical solution is possible when L = 2. In this case, n = 2, u i = m i and ψ i = 0, and we can directly apply Theorem 1. Due to the fact that there are no derivatives of i (ω) in the integrand of the objective function, the Euler equations turn out to be merely algebraic rather than differential equations. After eliminating the infeasible solutions to these equations, we end up with the solution shown in (36)- (38), as shown at the bottom of this page. Here the Lagrange multiplier λ should be carefully picked so that (33) is fulfilled.
1) Compatibility With Known Results:
The equivalence between our problem formulation and that in [7] can be shown via a simple notation change to the functional optimization problem in (14)- (16) . Our formulation is for sources with memory, so the corresponding power spectral densities and intermediate functions are all functions of ω. For memoryless sources, these functions are constant in the ω-domain, and the formulation can be simplified as
If we substitute the distortion constraint into the objective function, we end up with
In the formulation of [7] , the sum rate is given by
where log + (x) is defined as max(0, log(x)). With the following notational changes, x ↔ σ 2 X , m i ↔ μ 2 i , and
, we can clearly see the equivalence between (39)-(41) and (42). With the constraints in (39)-(41), log + can be re-written as log.
It is also straightforward to show that in the memoryless source case, our general solution reduces to that obtained, for example, in [5] , though the verification process is lengthy. We use L = 2 as an example. In this case we can directly calculate the Lagrange multiplier:
We can then substitute the expression for λ into (36) and (37) and further into the objective function of (39). We assume that the noise levels are equal at the observers, i.e., v 1 = v 2 = v . After a long series of mathematical steps, the sum rate is obtained as
which is the same as the sum rate expression in [5] for L = 2. It is also possible to directly verify the equivalence with the L = 3 case, although it is somewhat more cumbersome to do so. The calculation for the general L-terminal case is very difficult due to the complexity of the analytic form of the solution; in particular, the expression for m i becomes more complicated and thus more difficult to calculate as L grows, and thus so does the expression for the sum rate.
(38) Fig. 3 . Achievable sum rate versus target distortion (first-order Gauss-Markov processes).
B. Examples
The form of the solution for some special source processes is discussed below.
1) First-Order Gauss-Markov Process:
A scalar discretetime first-order Gauss-Markov process can be recursively defined as
where u(t) ∼ N (0, σ 2 ) is the driving noise. The autocorrelation function of this process is known to be
where |ρ| should be less than 1 or otherwise the process is not stationary. The corresponding PSD is
(45) Fig. 3 shows the rate-distortion curves that result from our solution for the three values ρ = 0, 0.4, and 0.8. The power of the source process is fixed at 1, and the noise power at both sensors is 0.01 (when the noise power is equal at both sensors, we refer to this as the "symmetric" case). As expected, the rate requirement decreases as the correlation increases. We also show the PSDs of the source process, x (ω), and the error process, x (ω), in Fig. 4 for a target distortion level D = 0.7 when ρ = 0.8. In this case m 1 (ω) is equal to m 2 (ω).
PSDs for an asymmetric noise case where the variance of the noise at sensor 2 is increased to 0.0135 are also provided. Fig. 5 shows the PSDs of x (ω). In this case, the solution yields m 2 (ω) = 0, and thus sensor node 2 has no contribution to the final estimation performance, and is simply switched off. From Figs. 4 and 5 we can see that for first-order GaussMarkov processes, optimal performance is achieved by using most of the rate to preserve the information in the central area of the source spectrum; there is no need to reconstruct portions of the source process whose information is contained in the off-center areas of the spectrum, which make relatively little contribution to the overall MSE.
2) Band-Limited Gaussian Process: In the second example, the source is a band-limited Gaussian process obtained by passing white Gaussian noise through a fourth-order Butterworth low-pass filter. The power of the unfiltered source process is equal to 1 and the noise power at each sensor is 0.01 for the symmetric noise case. The rate-distortion curves derived from our analysis are shown in Fig. 6 for low-pass cut-off frequencies ω c = 0.4π, 0.6π, and 0.8π. Fig. 7 shows the PSDs of the source process, x (ω), and the error process,
x (ω), for the symmetric case, where the target distortion level D is 0.2 and the cut-off frequency is ω c = 0.6π.
For the asymmetric noise case, where the noise variance at sensor 2 is increased to 0.0135, Fig. 8 shows the PSDs of x (ω) and x (ω). As in the previous case, m 2 (ω) is equal to zero and sensor node 2 is switched off. 
C. Sufficiency Verification
Here we use Theorem 3 to numerically verify that the solution obtained through Theorem 1 is also sufficient for the first-order Gauss-Markov source. Only a numerical verification is feasible due to the complexity of matrix Z in Theorem 3 when (45) is substituted in. For the two-terminal case, (28) is a 2 × 2 matrix, and we plot its eigenvalues as a function of ω in Fig. 9 for the parameter settings used for Fig. 4 . We can see that the two eigenvalues are always positive, and thus that the matrix (28) is always positive-definite. Based on Theorem 3, we know that the solution is not only necessary but also sufficient. In addition, due to the fact that there is only one solution obtained through the use of Theorem 1 for the first-order Gauss-Markov case, we know the solution corresponds to the true achievable Berger-Tung sum rate for the given parameters. 
VII. CONCLUSIONS
In this paper, we have characterized the sum rate for the Gaussian CEO problem with a scalar source having arbitrary memory. We formulated the sum-rate calculation as a variational calculus problem with a distortion constraint, and extended the conventional Lagrange method to show that if a solution exists, it should satisfy a set of Euler equations. A sufficient condition was also found that can be used to check if the necessary solution actually results in the minimal sum rate. Analysis and discussions with examples were provided to illustrate the theoretical results. 
and
It is clear that solving this problem for z i is equivalent to finding the optimal u i . The recast problem is an isoperimetric problem, which can be solved by using the method of Lagrange multipliers. Letting λ denote the multiplier, we have the Lagrangian as 
Calculating the derivative of the Lagrangian with respect to z i for all i and setting them to zero yields
Since
equation (51) becomes 
APPENDIX B PROOF OF LEMMA 2
We shall prove Lemma 2 by calculating the second variation of (25) . As indicated in [28] , if the second variation is strongly positive in a neighborhood of (u 1 , . . . , u n ) , then (25) has a local minimum at (u 1 , . . . , u n ) . (ω, u 1 , . . . , u n ) + λg(ω, u 1 , . . . , u n ) (h 1 , . . . , h n ) . The selection of (h 1 , . . . , h n ) is arbitrary as long as at least one of the h i is not identically zero in ω. We want to calculate the second variation of J (u 1 + h 1 , . . . , u n + h n ), which can be done using Taylor's formula. After a series of mathematical simplifications, the second variation of J can be written as 
The integrand of the second variation is a quadratic form in (h 1 , . . . , h n ). Since the selection of (h 1 , . . . , h n ) is arbitrary, the requirement that δ 2 J (u 1 , . . . , u n ) is strongly positive is equivalent to requiring that Z(u 1 , . . . , u n ) is positive-definite. So the sufficient condition is Z(u 1 , . . . , u n ) 0.
Due to the fact that (25) does not contain the derivatives of u i , i = 1, . . . , n, in this sufficiency proof we do not require h i , i = 1, . . . , n to be continuously differentiable. So the local minimum guaranteed by Lemma 2 is not only a weak minimum but also a strong minimum [28] .
