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Abstract
In this paper we describe the crystal graph of an irreducible module of highest weight NΛ0 of
Uq(ŝl(n)), where N ∈ N and Λ0 is a fundamental weight, in terms of N-tuples of coloured Young
diagrams. This description differs from that given by Jimbo, Misra, Miwa and Okado, and allows us
to obtain an explicit set of inequalities defining the cone whose lattice points give the image of one
of the Kashiwara embeddings.
 2003 Elsevier Inc. All rights reserved.
Introduction
Crystal bases, which have been used to study the representation theory of the quantized
universal enveloping algebra Uq(g) of a symmetrizable Kac–Moody Lie algebra g, were
introduced by Kashiwara in 1990, and since then have been the subject of extensive study.
They can be thought of as “bases” of Uq(g)-modules at “q = 0”, and can be “lifted” to
bases, called global bases, of these modules.
Let (L(λ),B(λ)) denote the crystal base of V (λ) (the irreducible Uq(g)-module of
highest weight λ), w an element of the Weyl group and uwλ an extremal vector of weight
wλ of V (λ). Littelmann [8] conjectured the existence of a subset Bw(λ) of B(λ) such that
U+q (g)uwλ ∩L(λ)
U+q (g)uwλ ∩ qL(λ)
=
∑
b∈Bw(λ)
Qb,
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In [5], Kashiwara proved this conjecture in general by showing the existence of a subset
Bw(λ) of B(λ) such that
U+q (g)uwλ =
∑
b∈Bw(λ)
Q(q)Gλ(b),
where {Gλ(b): b ∈B(λ)} is the (lower) global base of V (λ).
He also showed that for some sequences ι = . . . , i1, i0 of elements of the index set of
the simple roots (see 1.8(7)), B(∞), the crystal associated to U−q (g) is (isomorphic to) the
connected component of Zι containing . . .00, where
Zι := {. . . a1a0: ak is an ik-coloured integer, and ak = 0 if k
 0}
is the crystal defined in 1.4(v). In this introduction we identify B(∞) with this component.
There exists a full embedding of crystals τλ :B(λ) ↪→ B(∞)⊗ Tλ (see 1.7) such that if
w = ril · · · ri0 is a reduced expression, then Bw(λ)
τλ
↪→ Bw(∞)⊗ Tλ, where
Bw(∞) := {. . . a1a0 ∈B(∞): ak = 0 if k > l}.
In [13], B(∞) was shown to be the set of lattice points of a cone whose defining
inequalities can be generated by applying certain operators to a given set of inequalities.
The inequalities defining this cone were obtained for g of rank 2 in [5], and for the finite-
dimensional Lie algebras in [1] and [9] (for a particular sequence ι). In this paper, we obtain
an explicit formulation of these inequalities (see Theorem 5.8) for g of type A(1)n−1 (also for
a particular ι).
In Theorem 2.2, we show that if g is affine (or of finite type) and ι is appropriately
chosen, B(∞) = {. . . a1a0c¯: c¯ ∈ B(∞,g′) and . . . a1a0 0¯ ∈ B(∞)} where g′ is a Lie
algebra of lower rank than that of g and 0 := 0 . . .0 ∈ B(∞,g′).
Since the B(∞)’s for the finite-dimensional Lie algebras were described in [1] and [9],
this theorem reduces the problem of describing B(∞) for affine g to that of describing its
subset {. . . a1a00¯: . . . a1a00¯ ∈ B(∞)}.
Since τNΛi (B(NΛi))= {. . .a1a00¯⊗ tNΛi : . . . a1a00¯ ∈ B(∞) and a0 N} (see Lemma
2.3), in order to describe B(∞), we would like to have an explicit description of B(NΛi)
and an explicit description of how the map τNΛi acts on it.
In [2], B(NΛ0) was explicitly described for g of type A(1)n−1 as N -tuples of coloured
Young diagrams.
Let ι = . . . ,0,1, . . . , n− 1,0,1, . . . , n− 1,0, ι′, where ι′ is appropriately chosen (see
1.8(7)) so that
B(NΛ0)
τNΛ0
↪→ {. . . a1 a0 0¯⊗ tNΛ0 : . . . a1 a0 0¯ ∈ B(∞)}.
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0 (n− 1) 2(n− 1) · · ·
1 (n− 1)+ 1 2(n− 1)+ 1
2 (n− 1)+ 2 2(n− 1)+ 2
3 (n− 1)+ 3 2(n− 1)+ 3 · · ·
...
...
...
then Y
τΛ0→ . . . a1 a0 0¯⊗ tΛ0, where ak is the number of k’s in the array which are enclosed
by Y . (See Corollary 4.18.)
For example, let n= 2. Then, if the number in a box of Y ∈ B(Λ0) denotes the colour
of that box,
Y=
0 1 2 0
2 0
1 2
→ . . .0010212110¯⊗ tΛ0,
since, when we superimpose Y on the array above, we obtain
0 2 4 6 8 . . .
1 3 5 7 9
2 4 6 8 10
3 5 7 9 11 . . .
...
...
For N > 1, however, the map τNΛ0 is not easily computed from the description of
B(NΛ0) given in [2].
In 3.5 and 3.6, following the ideas in [2], we endow YN , the set of N -tuples of coloured
Young diagrams, with other crystal structures for other orders of the set {1, . . . ,N} ×N×
(−N) such that if the order is as defined in 3.7, the crystal structure on YN coincides with
that defined in [2].
If the order is as defined in 4.1, we prove in Theorem 4.8 that the connected component
of YN containing the N -tuple of empty Young diagrams is equal to the set BN defined in
4.3.
In Theorem 4.14, we show that the map
Φ :BN ↪→ Zι ⊗ Tλ
defined by
(Y1, . . . , YN) → . . . a1a0 0¯⊗ tNΛ0 ,
where ak =∑Nj=1 (the number of k’s in the array which are enclosed by Yj ), is a full
embedding of crystals.
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description of B(NΛ0) as N -tuples of Young diagrams, which is different from that given
in [2]. If we identify BN with B(NΛ0), then Φ = τNΛ0 (see Corollary 4.18).
In Section 4, we use our description of B(NΛ0) as BN, and the fact that with this
description τNΛ0 = Φ, to explicitly find the inequalities defining the image of τNΛ0
(Theorem 5.7). This, together with our results from Section 2 and a result in [1] and [9]
(see Appendix A), gives us an explicit description of B(∞) (Theorem 5.8).
1. Preliminaries
In this section we set up the notation and state the definitions and known results which
will be needed in the following sections. Most of the definitions and results stated here are
due to Kashiwara and can be found in [4,5] and [6].
1.1. Let g be a symmetrizable Kac–Moody Lie algebra over Q, {hi : i ∈ I } the set of
simple coroots, {αi : i ∈ I } the set of simple roots, and P and P ∗ as in Section 1 of [4].
The quantized universal enveloping algebra of g, Uq(g), is a Hopf algebra over the field
of rational functions of an indeterminate q generated by the set {ei, fi , q(h): i ∈ I and
h ∈ P ∗} subject to some relations (see, for example, 1.1.14–1.1.18 in [4]).
1.2. For λ ∈ P+ := {λ ∈ P : 〈hi, λ〉 0}, let V (λ) denote the irreducible Uq(g)-module
of highest weight λ with highest weight vector uλ and U−q (g) := the subalgebra of
Uq(g) generated by {fi : i ∈ I }. It is known that there exists a surjective U−q (g)-module
homomorphism πλ :U−q (g)→ V (λ) such that 1→ uλ.
Let (L(∞),B(∞)) and (L(λ),B(λ)) denote the crystal bases of U−q (g) and V (λ),
respectively (see [4]). (We will denote 1 + qL(∞) by u∞ and B(∞) by B(∞,g) if we
need to emphasize with which algebra we are dealing.) In [4], Kashiwara shows that
πλ(L(∞))= L(λ), (1)
π¯λ :B(∞)\ker(π¯λ)→ B(λ) is a bijection,
where π¯λ(u+ qL(∞)) := πλ(u)+ qL(λ), (2)
f˜i ◦ π¯λ = π¯λ ◦ f˜i for all i ∈ I, and (3)
if b ∈ B(∞) with π¯λ(b) = 0, then e˜i (π¯λ(b))= π¯λ(e˜i(b)) for all i ∈ I, (4)
where f˜i and e˜i are Kashiwara’s operators (see [4]).
1.3. A crystal is defined to be a set B together with maps wt :B → P,εi, ϕi :B →
Z∪ {−∞}, and e˜i , f˜i : B→B ∪ {0} for i ∈ I, satisfying for b ∈ B and i ∈ I :
(i) ϕi(b)= εi(b)+ 〈hi,wt(b)〉,
(ii) if e˜i (b) = 0, εi(e˜i(b))= εi(b)− 1 and wt(e˜i(b))=wt(b)+ αi,
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(iv) for b1 and b2 ∈ B, b2 = f˜i (b1) iff e˜i (b2)= b1,
(v) if ϕi(b)=−∞, then e˜i (b)= f˜i (b)= 0.
The crystal graph of B is a graph whose set of vertices is B and whose edges are
defined by: if b1 and b2 ∈B with f˜i (b1)= b2 for some i ∈ I, there is a directed i-coloured
(or i-labeled) edge from b1 to b2, i.e., b1 i→ b2.
1.4. Examples
We will be dealing with the following examples of crystals in the later sections.
(i) For λ ∈ P+, B(λ) together with Kashiwara’s operators f˜i and e˜i , and the maps wt, εi
and ϕi defined by wt(b) := µ if b ∈B(λ)µ, εi(b) :=max{n: e˜ni (b) = 0}, and ϕi(b) :=
max{n: f˜ ni (b) = 0} is a crystal.
(ii) B(∞) together with Kashiwara’s operators f˜i and e˜i , and the maps wt, εi and ϕi
defined by wt(b) := µ if b ∈ B(∞)µ, εi(b) := max{n: e˜ni (b) = 0}, and ϕi(b) :=
εi(b)+ 〈hi,wt(b)〉 is a crystal.
(iii) For λ ∈ P, define Tλ := {tλ}, wt(tλ) = λ, εi(tλ) = ϕi(tλ) = −∞, and e˜i (tλ) =
f˜i (tλ)= 0 for i ∈ I. Then Tλ is a crystal.
(iv) For i ∈ I, one can define a crystal structure on Z as follows: wt(n) := −nαi,
εj (n) :=
{
n if j = i,
−∞ if j ∈ I\{i}, ϕj (n) :=
{−n if j = i,
−∞ if j ∈ I\{i},
e˜j (n) :=
{
n− 1 if j = i,
0 if j ∈ I\{i}, f˜j (n) :=
{
n+ 1 if j = i,
0 if j ∈ I\{i}.
We denote the resulting crystal by Zi and call it the crystal of i-coloured integers.
(v) For ι = . . . , i2, i1, a sequence (possibly finite) of elements of I, one can define
a crystal structure on Zι := {. . . , b2, b1: bk ∈ Zik for all k} as follows: let j ∈
J = {1,2, . . .}, i ∈ I and b = . . . , b2, b1 ∈ Zι, and define aji(b) := εi(bj ) −∑
l>j 〈hi,wt(bl)〉 (note: for j 
 0, aji(b) = 0), wt(b) :=
∑
j∈J wt(bj ), εi(b) :=
maxj∈J {aji(b)}, ϕi(b) := εi(b)+ 〈hi,wt(b)〉,
e˜i (b) :=

. . . , bk+1, e˜i(bk), bk−1, . . . , b1 if εi(b) > 0, aki(b) > aνi(b)
for all ν > k
and aki(b) aνi(b)
for all 1 ν  k; and
0 if εi(b)= 0,
f˜i (b) := . . . , bk+1, f˜i (bk), bk−1, . . . , b1 if aki(b) aνi(b) for all ν  k
and aki(b) > aνi(b) for all 1 ν < k.
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e˜i (bb′)=
{
e˜i (b)b′ if ϕi(b) εi(b′),
be˜i (b′) if ϕi(b) < εi(b′),
f˜i (bb′)=
{
f˜i (b)b′ if ϕi(b) > εi(b′),
bf˜i (b′) if ϕi(b) εi(b′).
1.5. If B1 and B2 are two crystals, the tensor product of B1 and B2 is defined by
B1 ⊗ B2 := {b1 ⊗ b2: b1 ∈ B1 and b2 ∈ B2}, wt(b1 ⊗ b2) = wt(b1) + wt(b2), for i ∈ I,
εi(b1 ⊗ b2) = max{εi(b1), εi(b2) − 〈hi,wt(b1)〉}, ϕi(b1 ⊗ b2) = max{ϕi(b2), ϕi(b1) +
〈hi,wt(b2)〉},
e˜i(b1 ⊗ b2)=
{
e˜i (b1)⊗ b2 if ϕi(b1) εi(b2),
b1 ⊗ e˜i (b2) if ϕi(b1) < εi(b2), (5)
f˜i (b1 ⊗ b2)=
{
f˜i (b1)⊗ b2 if ϕi(b1) > εi(b2),
b1 ⊗ f˜i (b2) if ϕi(b1) εi(b2).
(6)
The category whose objects are crystals and morphisms are as defined above is shown in
[5] to be a tensor category.
1.6. If B1 and B2 are two crystals, a morphism from B1 to B2 is a map Ψ :B1 ∪ {0}→
B2 ∪ {0} such that Ψ (0)= 0 and for b ∈ B1 such that Ψ (b) ∈ B2, and i ∈ I, the following
are satisfied:
wt
(
Ψ (b)
)=wt(b), εi(Ψ (b))= εi(b), and ϕi(Ψ (b))= ϕi(b),
if Ψ
(
e˜i (b)
) ∈B2, then Ψ (e˜i (b))= e˜i(Ψ (b)),
if Ψ
(
f˜i(b)
) ∈ B2, then Ψ (f˜i (b))= f˜i(Ψ (b)).
Let Ψ :B1 ∪ {0} → B2 ∪ {0} be a morphism of crystals. Ψ is called an embedding if
Ψ is injective. In this case B1 is called a subcrystal of B2. Ψ is called an isomorphism if
there exists a crystal morphism Φ :B2 ∪ {0} → B1 ∪ {0} such that Φ ◦ Ψ = idB1∪{0} and
Ψ ◦Φ = idB2∪{0} (id := the identity map.) Ψ is called strict if Ψ |B1 commutes with all e˜i ’s
and f˜i ’s, for i ∈ I. And if Ψ is an embedding, Ψ is called full if Ψ |B1 commutes with all
e˜i ’s, for i ∈ I.
Note. The composition and the tensor product of two full (strict) embeddings of crystals is
again a full (respectively strict) embedding. Also, Ψ is an isomorphism if and only if Ψ is
injective and surjective, and Ψ |B1 commutes with all e˜i ’s and f˜i ’s for i ∈ I .
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such that π¯λ(b) ∈ B(λ) (see 1.2(2)), τλ(π¯λ(b)) = b ⊗ tλ. This map can be shown to be a
full embedding of crystals whose image is
{b⊗ tλ ∈B(∞)⊗ Tλ: εi(b∗) 〈hi, λ〉 ∀i ∈ I }
(see Proposition 8.2 in [6].)
1.8. Define the antiautomorphism ∗ :Uq(g)→ Uq(g) by, for i ∈ I and h ∈ P, e∗i = ei,
f ∗i = fi and (q(h))∗ = q(−h). It is shown in [4] and [5] that (L(∞))∗ = L(∞) and
(B(∞))∗ = B(∞), respectively.
For i ∈ I , the map Ψi :B(∞) ↪→ B(∞) ⊗ Zi is defined (see [5, Theorem 2.2.1]) as
follows: for b ∈ B(∞), we have that b∗ ∈ B(∞). Let m be such that e˜mi (b∗) = 0 and
e˜m+1i (b∗)= 0. Now let b0 ∈B(∞) be such that e˜mi (b∗)= b∗0, then Ψi(b) := b0 ⊗m. In [5],
this map is shown to be a strict embedding of crystals.
For i1, . . . , ij ∈ I , define
Ψij ···i1 :=
(
Ψij ⊗ idZij−1⊗···⊗Zi1
) ◦ · · · ◦ (Ψi2 ⊗ idZi1 ) ◦Ψi1 .
If ι= . . . , i2, i1 is a sequence of elements of I satisfying
for each i ∈ I, {j : ij = i} is infinite (7)
(or if g is finite-dimensional and w0 = ri1 · · · ril is a reduced expression of the longest word
w0 of the Weyl group of g, we may take ι= i1, i2, . . . , il (see [3, 6.1.15])), then for each
b ∈ B(∞), there exists a j such that
Ψij ···i2 i1(b) ∈ {u∞}⊗Zij ⊗ · · · ⊗Zi1 .
Using this, one obtains the Kashiwara embedding (see [5])
Ψι :B(∞) ↪→ Zι,
which maps u∞ to . . . ,0,0. Here Zι is the crystal defined in 1.4. (Note that Zι is
isomorphic to a subset of lim−→k B(∞)⊗Bik ⊗ · · · ⊗Bi1 .)
From the definition of the crystal structure on Zι, Lemma 1.3.6 in [5], and the fact that
for all j , Ψij ···i2 i1 are strict embeddings of crystals, it follows that Ψι is a strict embedding
of crystals.
2. The image of the Kashiwara embedding
In this section we show that if g is affine (or of finite type), i ∈ I , and g′ is the finite-
dimensional Lie algebra whose Dynkin diagram is the Dynkin diagram of g with the ith
node removed, and if ι and ι′ are appropriately chosen (see 2.2), then Ψι(B(∞,g)) can be
described by Ψι′(B(∞,g′)) and the images of (Ψι ⊗ idNΛ0) ◦ τNΛ0 (see 2.2 and 2.3).
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S ⊆ {u∞⊗ . . . , a2, a1 ∈ {u∞}⊗Bι: ak  0 for all k}. Then S = ImΨι if and only if
(i) u∞⊗ . . . ,0,0 ∈ S;
(ii) for all j ∈ I , f˜j S ⊆ S; and
(iii) for all j ∈ I , e˜j S ⊆ S ∪ {0}.
Proof. Suppose S = ImΨι. Then (i) u∞ ⊗ . . . ,0,0 = Ψι(u∞) ∈ S, (ii) and (iii) are true
since Ψ is a strict embedding of crystals.
Now suppose (i)–(iii) are true. Then by (i) and (ii),
ImΨι = {f˜k1 · · · f˜ks (u∞ ⊗ . . . ,0,0): k1, . . . , ks ∈ I } ⊆ S.
To show that S ⊆ ImΨι, we use induction on the height of the weight of an element of S.
Let s ∈ S. If wt(s)= 0, then s = u∞⊗ 0 ∈ ImΨι. If wt(s) = 0, s = u∞⊗ . . . ,0, ak, . . . , a1
for some a1, . . . , ak ∈ N, ak = 0. Then εik (s)  ak > 0 = ϕik (u∞). Hence e˜ik s = u∞ ⊗
e˜ik (. . . ,0, ak, . . . , a1) ∈ S by (iii). By induction, e˜ik s ∈ ImΨι. So s = f˜ik e˜ik s ∈ ImΨι. ✷
Theorem 2.2. Let g and g′ be as above. Let ι′ = jl, . . . , j2, j1 be a sequence of elements
of I\{i} satisfying 1.8(7) for g′ and ι′′ = . . . , i2, i1 a sequence of elements of I such that
ι= . . . , i2, i1, jl, . . . , j1 satisfies 1.8(7) for g, then
Im(Ψι)= {bb′: b ∈ Zι′′ , b0¯ ∈ Im(Ψι) and b′ ∈ Im(Ψι′)},
where 0¯ denotes 0, . . . ,0,0 ∈ Zι′ .
Proof. Let S be the set on the right of the above equality. We show (i), (ii), (iii) of
Lemma 2.1. Clearly . . . ,0,0 ∈ S. So (i) is true.
Let b ∈ Zι′′ , and b′ ∈ Zι′ be such that b0¯ ∈ Im(Ψι) and b′ ∈ Im(Ψι′). So bb′ ∈ S. We
need to show that f˜j (bb′) ∈ S.
f˜j (bb′)
{
f˜j (b)b′ if ϕj (b) > εj (b′),
bf˜j (b′) if ϕj (b) εj (b′).
(See note in 1.4(v).)
If ϕj (b) > εj(b′), then ϕj (b) > εj(0¯) since
εj (b′)
{
=−∞= εj (0¯) if j = i,
 0= εj (0¯) if j = i.
(8)
Hence f˜j (b)0¯= f˜j (b0¯) ∈ Im(Ψι) and f˜j (bb′) ∈ S.
If ϕj (b) εj (b′) and j = i, then f˜j (b′) ∈ Im(Ψι′). Hence f˜j (bb′) ∈ S and (ii) is true.
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e˜j (bb′)=
{
e˜j (b)b′ if ϕj (b) εj (b′),
be˜j (b′) if ϕj (b) < εj (b′).
(See note in 1.4(v).)
If ϕj (b)  εj (b′), by (8) above ϕj (b)  εj (0¯). So e˜j (b0¯) = (e˜j (b))0¯. If 0 =
εj (b), e˜j (bb′)= 0 and if 0 < εj (b), e˜j (b)0¯ = e˜j (b0¯) ∈ ImΨι (since e˜j (ImΨι)⊆ ImΨι ∪
{0}). So e˜j (bb′) ∈ S ∪ {0}.
If ϕj (b) < εj (b′), j = i (since otherwise εj (b′) = −∞). Since e˜j (b0¯) ∈ ImΨι ∪
{0}, and since be˜j (0¯) /∈ ImΨι ∪ {0}, e˜j (b 0¯) = (e˜j (b))0¯. So ϕj (b)  εj (0¯) = 0. Thus
since 0  ϕj (b) < εj(b′), e˜j (b′) ∈ ImΨι′ . So e˜j (bb′) ∈ S and (iii) is true. Hence S =
ImΨι. ✷
Note that for certain sequences, the image of the Kashiwara embedding has been
explicitly described for the finite-dimensional Lie algebras (see [1] and [9] or Appendix A
for g of type An); hence for affine g, we will have a description of the image of Ψι if we
can describe the elements of the set {b ∈ Zι′′ : b0¯ ∈ ImΨι}. The next lemma will be used in
the following sections to find a description of one of the Kashiwara embeddings for affine
g of type A.
Lemma 2.3. Let the notation be as in the previous theorem, then
{a ∈ Zι′′ : a0¯ ∈ ImΨι}
= {a ∈ Zι′′ : a0¯⊗ tNΛi ∈ Im((Ψι ⊗ idNΛi ) ◦ τNΛi ) for some N ∈N},
where idNΛi denotes the identity function on TNΛi .
Proof. ImτNΛi = {b⊗ tNΛi ∈ B(∞)⊗ TNΛi : εj (b∗) 〈hj ,NΛi〉 =Nδij for all j ∈ I }
(see 1.7). For b ∈ B(∞), εj (b∗)  Nδij if and only if Ψι(b) = . . . , k0¯, for k  N. It
follows that Im((Ψι ⊗ idNΛi ) ◦ τNΛi )= {. . . , k0¯⊗ tNΛi : k N and . . . , k0¯ ∈ ImΨι}. ✷
The following lemma tells us how the images of some Ψι’s are related.
Lemma 2.4 (see Proposition 4.1(b) in [11]). Let i, j, j1, . . . , jl, i1, i2, . . . ∈ I . If 〈αi , hj 〉 =
−1, ι := (. . . , i1, i, j, i, jl, . . . , j1) and ι′ := (. . . , i1, j, i, j, jl, . . . , j1), then
ImΨι′ =
{
X,min(c, b− a), a+ c,max(a, b− c),Y : X ∈ Z(...,i2,i1), Y ∈ Zjl ,...,j1 , and
X,a,b, c,Y ∈ ImΨι
}
. (9)
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In this and the next sections, g = ŝl(n), and the notation is as in Section 2.1 of [2].
Hence I = {0, . . . , n− 1} and Λ0 ∈ P is such that 〈Λ0, hi〉 = δ0i for all i ∈ I.
In [10], Misra and Miwa give a description of B(Λ0), for a fundamental weight Λ0 of
Uq(ŝl(n)), as a subset of Young diagrams. Using this description, we can view B(NΛ0),
for N ∈ N, as a subset of YN , the set of N -tuples of Young diagrams, by using the fact
that B(NΛ0) is the connected component of B(Λ0)⊗ · · ·⊗B(Λ0) (N -factors) containing
uΛ0 ⊗ · · · ⊗ uΛ0 . A different description of B(NΛ0) as a subset of N -tuples of Young
diagrams is given in [2], where the action of e˜i and f˜i , for i ∈ I, is determined by a given
order on {1, . . . ,N} ×N× (−N) (see 3.11).
In this section, we review the definitions in [2] and show that for an order on
{1, . . . ,N} ×N× (−N) satisfying the conditions in 3.5, we can endow YN with a crystal
structure which
(i) coincides with that defined in [2] if the order is as defined in 3.7,
(ii) coincides with that of Y1 ⊗ · · · ⊗Y1 (here we identify YN with Y1 ⊗ · · · ⊗Y1) if the
order is as defined in 3.8, and
(iii) gives us a new description of B(NΛ0) as a subset of YN if the order is as defined
in 4.1.
Definition 3.1. A Young diagram Y is a sequence {yk}k0 such that
(i) yk ∈ Z,
(ii) yk  yk+1 for all k, and
(iii) yk = 0 for all k
 0.
(In [2], Y is called an extended Young diagram of charge 0.)
The empty Young diagram will be denoted by φ, i.e., φ = (0,0, . . .).
We colour the (x, y)-plane as follows: the “box” {(x, y): k, k′ ∈ Z, k−1 < x  k, k′ <
y  k′ + 1} is coloured i where i ∈ {0, . . . , n− 1} and k+ k′ ≡ i mod n. Then the diagram
Y = {yk}k0 is represented in the coloured (x, y)-plane by the coloured region defined by
{(x, y): k  x  k + 1, 0 y  yk for some k ∈N}.
For N ∈N, define
YN = {Y= (Y1, . . . , YN): for 1 r N, Yr is a Young diagram}.
(In [2], {Y= (Y1, . . . , YN) ∈ YN : Y1 ⊇ · · · ⊇ YN } is denoted by Y(NΛ0).)
Example 3.1.1. Let n = 3, N = 2, and Y = ((−4,−2,−1,0,0, . . .), (−2,−1,−1,0,
0, . . .)).
Y :=

0 1 2
2 0
1
0
,
0 1 2
2
 .
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for some r ∈ {1,2, . . . ,N} and k ∈ N, Y is said to have a concave (convex) corner at site
(r, k + 1, yr(k+1)) ((r, k + 1, yrk), respectively). Also for r ∈ {1,2, . . . ,N}, Y is said to
have a concave corner at site (r,0, yr0). A corner at site (r, k, y) is called an i-coloured
corner if i ∈ I with i ≡ k + y mod n.
Example 3.2.1. If Y is as in 3.1.1, Y has 0-coloured concave corners at sites (1,3,0),
(2,3,0), and (2,1,−1), 0-coloured convex corners at sites (1,2,−2) and (1,1,−4),
1-coloured concave corners at sites (1,2,−1) and (2,0,−2), no 1-coloured convex
corners, 2-coloured concave corners at sites (1,1,−2) and (1,0,−4), and 2-coloured
convex corners at sites (1,3,−1), (2,3,−1) and (2,1,−2).
3.3. Let σ = (σ1, . . . , σm) where m ∈N and for 1 l m, σl ∈ {0,1}. Define J (σ) as
follows: let J = {1, . . . ,m}.
(i) If there exists r < s such that (σr , σs)= (0,1) and r ′ /∈ J for r < r ′ < s, replace J by
J\{r, s} and repeat this step;
(ii) otherwise let J (σ)= J .
Let J (σ) = {j1, . . . , jt } with j1 < · · · < jt . Define σJ (σ) := (σj1 , . . . , σjt ) (= (1 . . .1,
0 . . .0)). Let t0(σ ) ∈ J (σ) ∪ {m+ 1} be the largest element of J (σ) ∪ {m+ 1} such that
σl = 1 for all l ∈ J (σ) with l < t0(σ ), and let t1(σ ) ∈ J (σ) ∪ {0} be the smallest element
of J (σ)∪ {0} such that σl = 0 for all l ∈ J (σ) with l > t1(σ ).
Now define
f˜ (σ ) :=
{
(σ1, σ2, . . . , σt0(σ )−1,1, σt0(σ )+1, . . . , σm) if t0(σ ) =m+ 1,
0 if t0(σ )=m+ 1,
e˜(σ ) :=
{
(σ1, σ2, . . . , σt1(σ )−1,0, σt1(σ )+1, . . . , σm) if t1(σ ) = 0,
0 if t1(σ )= 0.
Example 3.3.1. Let σ = (1,1,0,0,1,1,0,0,1). Then J (σ)= {1,2,7}, σJ (σ ) = (1,1,0),
t0(σ )= 7, t1(σ )= 2, f˜ (σ )= (1,1,0,0,1,1,1,0,1), and e˜(σ )= (1,0,0,0,1,1,0,0,1).
3.4. For i ∈ I and Y = (Y1, . . . , YN) ∈ YN with Yr = {yrk}k0, for 1 r N , let Y(i)
= (Y ′1, . . . , Y ′N), where for 1 r N , Y ′r = {y ′rk}k0, and for k  0,
y ′rk =
{
yrk + 1 if yrk < yr(k+1) and yrk + k + 1≡ i mod n,
yrk otherwise,
i.e., Y(i) is obtained from Y by removing all of its i-coloured convex corners.
3.5. Let > be an order on {1, . . . ,N}×N× (−N) such for each Y ∈ YN, the sites of the
i-coloured concave corners of Y(i) are totally ordered (see 3.7, 3.8, and 4.1 for examples).
(Note: an order on all of {1, . . . ,N} ×N× (−N) is not necessary. All that is needed is a
total order on the i-coloured concave corners of Y(i).)
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coincide with the e˜i and f˜i acting on Y(NΛ0)⊆ YN given in [2].
Let Y= (Y1, . . . , YN) ∈ YN with Yr = {yrk}k0 for 1 r N .
Suppose Y(i) has m concave i-coloured corners and let their sites be (r1, k1, y ′r1k1) >
(r2, k2, y ′r2k2) > · · · > (rm, km,y ′rmkm). Define σi(Y) or simply σ(Y) = (σ1, . . . , σm),
where for 1 l m,
σl =
{
0 if Y has a concave corner at site (rl, kl, y ′rlkl ),
1 if Y has a convex corner at site (rl, kl + 1, yrlkl )= (rl, kl + 1, y ′rlkl − 1).
(Here σ(Y) = ( ) if m = 0.) Then Y is uniquely determined by Y(i) and σ(Y) and we
write Y= (Y(i), σ (Y)). Define
f˜i (Y)=
{(
Y(i), f˜
(
σ(Y)
))
if f˜
(
σ(Y)
) = 0,
0 if f˜
(
σ(Y)
)= 0
and
e˜i (Y)=
{(
Y(i), e˜
(
σ(Y)
))
if e˜
(
σ(Y)
) = 0,
0 if e˜
(
σ(Y)
)= 0.
So if f˜i (Y) = 0 (respectively e˜i (Y) = 0), then f˜i (Y) (respectively e˜i (Y)) is obtained
from Y by adding (respectively removing) an i-coloured box. (See Examples 3.7.1, 3.8.1,
and 4.1.1.)
Now define maps wt :YN → P , for i ∈ I, εi :YN → Z and ϕi :YN → Z as follows:
for Y ∈ YN as in 3.4, wt(Y) = NΛ0 −∑n−1j=0 wjαj , where wj = #{p ∈ Z : for some r ∈{1, . . . ,N} and k ∈ N, yrk < p  0 and p + k ≡ j mod n}, i.e., wj = # of j -coloured
boxes in Y, εi(Y) = max{p ∈ N: e˜pi (Y) = 0}, and ϕi(Y) = εi(Y) + 〈hi,wt(Y)〉. Note
ϕi(Y)= # of 1’s in J (σ(Y))+〈hi,wt(Y)〉 = # of 0’s in J (σ(Y))=max{p ∈N: f˜ pi (Y) =
0}. (The third equality can be shown by induction on the height of the weight of Y.)
The following proposition follows from these definitions.
Proposition 3.6. YN with wt, εi, e˜i , f˜i for i ∈ I as defined in 3.5 is a crystal.
Example 3.7 [2]. For N ∈N, define the order > on {1, . . . ,N} ×N× (−N) as follows:
(r, k, y) > (r ′, k′, y ′) iff k + y > k′ + y ′ or k + y = k′ + y ′ and r < r ′,
then the crystal structure on Y(NΛ0) defined in [2] coincides with that of Proposition 3.6.
Example 3.7.1 (n= 3, N = 2).
Let Y =
 0 1 2 02 0 1
1 2 0
,
0 1 2
2
 and > be as in 3.7.
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 0 1 22 0 1
1 2
,
0 1 2
2
 and the sites of the 0-coloured
corners of Y(0) are (1,3,0) > (2,3,0) > (1,2,−2) > (2,1,−1) > (1,0,−3). So σ0(Y)=
(1,0,1,0,0),
f˜0(Y)=
 0 1 2 02 0 1
1 2 0
,
0 1 2
2 0
 , and
e˜0(Y)=
 0 1 22 0 1
1 2 0
,
0 1 2
2
 .
Example 3.8 (Tensor product). For N ∈N, define the order > on {1, . . . ,N} ×N× (−N)
as follows:
(r, k, y) > (r ′, k′, y ′) iff r < r ′ or r = r ′ and k  k′.
Note that if N = 1, i ∈ I and Y ∈ Y1, the ordering of the sites of the i-concave corners of
Y given in 3.7 and in this subsection is the same.
Proposition. The map defined by
YN ∪ {0} :→ Y1 ⊗ · · · ⊗Y1 ∪ {0},
(Y1, . . . , YN) : → Y1 ⊗ · · · ⊗ YN and
0 : → 0
is an isomorphism of crystals.
(Here the crystal structure of YN and Y1 is as defined in 3.5 with > as defined at the
beginning of this subsection; and the crystal structure on Y1 ⊗ · · · ⊗ Y1 is as defined in
1.5.)
Proof. Let Y = (Y1, . . . , YN) ∈ Y. Then wt(Y) = wt(Y1 ⊗ · · · ⊗ YN). To show that this
map preserves εi and that it commutes with f˜i and e˜i , we use induction on N .
If N = 1, we are done. So assume N > 1. Let i ∈ I . Then εi(Y1, . . . , YN) =
# of 1’s in J (σ(Y1)) + max{0,# of 1’s in J (σ(Y2, . . . , YN)) − # of 0’s in J (σ(Y1))} =
εi(Y1) + max{0, εi((Y2, . . . , YN)) − ϕi(Y1)} = max{εi(Y1), εi(Y2 ⊗ · · · ⊗ YN) −
〈hi,wt(Y1)〉} = εi(Y1 ⊗ · · · ⊗ YN).
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
(
f˜i (Y1), Y2, . . . , YN
)
if # of 0’s in J (σ(Y1)) >
# of 1’s in J (σ(Y2, . . . , YN)),(
Y1, f˜i (Y2, . . . , YN)
)
if # of 0’s in J (σ(Y1))
# of 1’s in J (σ(Y2, . . . , YN))
and # of 0’s in J (σ(Y2, . . . , YN)) > 0,
0 otherwise,
=

(
f˜i (Y1), Y2, . . . , YN
)
if ϕi(Y1) > εi(Y2, . . . , YN ),(
Y1, f˜i (Y2, . . . , YN)
)
if ϕi(Y1) εi(Y2, . . . , YN)
and ϕi(Y2, . . . , YN ) > 0,
0 otherwise.
So by induction and the definition of the tensor product, f˜i (Y1, . . . , YN) → f˜i (Y1 ⊗
· · · ⊗ YN).
The proof that e˜i (Y1, . . . , YN) → e˜i (Y1 ⊗ · · · ⊗ YN) is similar. ✷
Example 3.8.1. Let Y be as in 3.7.1 and > be as in 3.8. Then the sites of the 0-coloured
corners of Y(0) are (1,3,0) > (1,2,−2) > (1,0,−3) > (2,3,0) > (2,1,−1). So σ0(Y)=
(1,1,0,0,0),
f˜0(Y)=

0 1 2 0
2 0 1
1 2 0
0
,
0 1 2
2
 , and
e˜0(Y)=
 0 1 2 02 0 1
1 2
,
0 1 2
2
 .
4. A new description of B(NΛ0) by sequences of coloured Young diagrams
We have seen in the previous section that B(NΛ0) can be described as a subset of
YN (see [2, Proposition 3.12]) with the crystal structure given by the order > in 3.7,
and it can also be viewed as the connected component of B(Λ0) ⊗ · · · ⊗ B(Λ0) ⊆
Y1 ⊗ · · · ⊗ Y1  YN (YN with the crystal structure given by > in 3.8) containing the
highest weight vector of weight NΛ0. In this section, we define a third order > on
{1, . . . ,N} × N × (−N) which we will show gives us a third description of B(NΛ0) as
a subset of YN .
With this third description, the image of an element of B(NΛ0) under the map
(Ψι ⊗ idNΛ0) ◦ τNΛ0 is easily computed if ι is as in 4.9 and we use this in the next section
to describe the image of this map.
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Fig. 1. (n= 3, N = 2.) The number beside the dot representing (r, k, y) ∈ {1, . . . ,N}×N× (−N) is (n−1)k−y.
4.1. For N ∈N, define the order on {1, . . . ,N} ×N× (−N) as follows:
(r, k, y) > (r ′, k′, y ′) iff (n− 1)(k− k′)− (y − y ′) > 0
or (n− 1)(k− k′)− (y − y ′)= 0 and r < r ′
or (n− 1)(k− k′)− (y − y ′)= 0, r = r ′ and k > k′.
(See Fig. 1.)
For the remaining sections (unless otherwise specified), YN will denote the crystal
defined in 3.6 with this order.
Example 4.1.1. Let Y be as in 3.7.1 and > be as in 4.1. Then the sites of the 0-
coloured corners of Y(0) are (1,3,0) > (1,2,−2) > (2,3,0) > (1,0,−3) > (2,1,−1).
So σ0(Y)= (1,1,0,0,0),
f˜0(Y)=
 0 1 2 02 0 1
1 2 0
,
0 1 2 0
2
 , and
e˜0(Y)=
 0 1 2 02 0 1
1 2
,
0 1 2
2
 .
Definitions 4.2. Let i ∈ I and j ∈N. We say that (r, k,−j + (n− 1)k) lies on the j th-stair
for any r ∈ {1, . . . ,N} and 0  k  " j
n−1# (see Fig. 1—the dots labelled j lie on the j th
stair), and we say that (r, k, i− jn+ (n−1)k) lies on the j th i-stair for any r ∈ {1, . . . ,N}
and 0  k  " jn−i
n−1 # (see Fig. 1— the dots labelled by 3 lie on the 1st 0-stair and those
labelled by 5 lie on the 2nd 1-stair.)
Let Y ∈ YN and i ∈ I . Then σ(Y) = (. . . , λ1, λ0) where for j  0, λj is the part of
σ(Y) corresponding to the concave i-coloured corners of Y(i) which have sites lying on
the j th i-stair. (Note λ0 is empty if i = 0; and for some l, λj is empty for all j > l.)
For y ∈ −N, define
S(y) :=
(
y, y + (n− 1), y + 2(n− 1), . . . , y +
⌊ −y
n− 1
⌋
(n− 1),0,0, . . .
)
and
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(
y + (n− 2), y + (n− 2), y + 2(n− 2), y + 2(n− 2), . . . ,
y +
⌊ −y
n− 2
⌋
(n− 2), y +
⌊ −y
n− 2
⌋
(n− 2),0,0, . . .
)
.
Definition 4.3. Let BN := {Y = (Y1, . . . , YN) ∈ YN : Yj = {yjk}k0, 1  j  N and Y
satisfies (i), (ii) and (iii) below}.
(i) yjk + (n− 1) yj (k+1)  yjk for all k  0 and for all 1 j N − 1;
(ii) Y1 ⊇ · · · ⊇ YN (i.e., yrk  yr+1 k for all k ∈N and 1 r < N );
(iii) for each r, s ∈ {1, . . . ,N} with r < s and k ∈ N, there exists an a(r, s, k,Y) ∈ Nk
(we write a(r, s, k) for a(r, s, k,Y) if Y is understood) such that
(iii.a) for k  b  a(r, s, k), yrk + (n− 1)(b − k)  ysb; i.e., the subtableaux of Ys
formed from its kth to a(r, s, k)th columns is contained in S(yrk) (see 4.2);
(iii.b) for b  1, yrk + (n − 1)(a(r, s, k)− k) + (n − 2)b  ys(a(r,s,k)+2b); i.e., the
subtableaux of Ys formed from its (a(r, s, k)+ 1)st to last columns contains
S¯(yrk + (n− 1)(a(r, s, k)− k)).
Example 4.3.1. Let
Y1 =
 0 1 2 02 0 1
1 2 0
,
0 1 2
2
 , Y2 =
 0 1 22 0 1
1 2 0
,
0 1 2
2
 ,
Y3 =
 0 1 22 ,
0 1 2
2 0 1
1 2 0
 , and
Y4 =

0 1 2 0
2 0 1
1 2
0
,
0 1 2 0
2 0 1
 .
Then Y1 ∈ B2, but 4.3(i), (ii), and (iii) are not satisfied by Y2, Y3, and Y4, respectively.
We will show that BN is a crystal isomorphic to B(NΛ0) (see Theorem 4.17). To show
that BN is a crystal we need the following three lemmas.
Lemma 4.4. Let i ∈ I and Y = (Y1, Y2, . . . , YN) ∈ BN . If σ(Y)= (. . . , λ1, λ0) where for
j  0, λj is as defined in 4.2, then λj = (1, . . . ,1,0, . . . ,0) (possibly empty).
Proof. For j  0, let λj = (λj1, . . . , λjN ), where for 1 r N , λjr = part of λj coming
from the j th i-stair of Yr . By 4.3(i), λjr = (1, . . . ,1,0, . . . ,0) (possibly empty). We now
show that if for some r ∈ {1, . . . ,N}, λjr has a zero, then for all s > r , λjs = (0, . . . ,0)
(possibly empty).
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coloured corner corresponding to a zero in λjr , and (t ′ + 1, yst ′) the site of the convex
i-coloured corner corresponding to a one in λjs . By 4.3(i) and (ii), t < t ′, and by 4.3(iii.a)
and (iii.b), since yst ′ = yrt + (n − 1)(t ′ − t) − 1 < yrt + (n − 1)(t ′ − t), we have
ys(t ′+1)  yst ′. This is a contradiction since Ys has a convex corner at site (t ′, yst ′). ✷
Example 4.4.1. Let i = 0 and Y1, Y2, Y3, and Y4 be as in 4.3.1. If Y = Y1, Y2, Y3, or
Y4, and λ2 is the part of σ(Y) coming from the 2nd 0-stair, then λ2 = (1,1,0), (0,1,0),
(0,0,1) or (1,0,1), respectively.
Lemma 4.5. For m  1, let S = {Y = (Y1, . . . , YN): Yj = {yjk}k0, 1  j  N and Y
satisfies 4.3(i), (ii), (iii.a) and (iii.b′) below}.
(iii.b′) yrk + (n− 1)(a(r, s, k)− k)+ (n− 2) ys(a+2).
Then BN = S .
Lemma 4.6. Let Y = (Y1, . . . , YN) ∈ BN , i ∈ I and σ(Y) = (λl, . . . , λ0) where for
0 j  l, λj = (λj1, . . . , λjN ) and for 1 r N , λjr is the part of σ(Y) corresponding
to the j th i-stair of Yr . If there exists an r > 1 and a j  1 such that λjr contains a zero,
then for all 1 s < r , λ(j−1)s = (0, . . . ,0) (possibly empty). (Hence if λ(j−1)s is not empty,
λj−1 = (0, . . . ,0) or λj = (1, . . . ,1) (possibly empty).)
Proof. Suppose that λ(j−1)s contains a 1 for some 1 s < r . Let (r, k, yrk) be the site of
the concave corner of Yr corresponding to a zero in λjr and (s, h + 1, ysh) be the site of
the convex corner of Ys corresponding to a 1 in λ(j−1)s . Then yrk = ysh+ (n−1)(k−h)−
(n− 1).
By 4.3(i) and (ii), for 1 h′  h, yrh  ysh  ysh′  ysh − (n− 1)(h− h′), and hence
k > h 0.
Since ysh+ (n− 1)(k− h− 1)= yrk > yr(k−1), k − 1 > a(s, r, h).
Let a := a(s, r, h).
yrk  yr(2k−a−2) (by 4.3(i), since k  a + 2)
= yr(a+2b), where b = k − (a + 1) 1
 ysh+ (n− 1)(a − h)+ (n− 2)b (by 4.3(iii.b))
= ysh+ (n− 1)(k− h− 1)− b < ysh+ (n− 1)(k − h− 1)= yrk.
This is a contradiction. ✷
Theorem 4.7. BN is a crystal.
Proof. It suffices to show that (a) f˜i (S)⊆ S ∪ {0} and (b) e˜i (S)⊆ S ∪ {0}.
(a) Let Y = (Y1, . . . , YN) ∈ BN, Yj = {yjk}k0 for 1  j  N, and i ∈ I. Suppose
f˜i (Y) = 0. Then there exists an s ∈ {1, . . . ,N} such that f˜i (Y)= (Y1, . . . , f˜i (Ys), . . . , YN)
and a k ∈N such that Ys has a concave i-coloured corner at site (s, k, ysk) and f˜i (Ys) has a
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there exists a j such that the concave corner at site (s, k, ysk) is on the j th i-stair of Ys,
and the first 0 in λj = (1, . . . ,1,0, . . . ,0) (λj as defined in 4.2) corresponds to this corner.
We now show (i) of 4.3 is satisfied by f˜i (Y).
If ysk+(n−1)= ys(k+1), there would be a concave corner in Ys at site (s, k+1, ys(k+1))
and this corner would contribute a 0 to λj appearing before the 0 corresponding to the
concave corner at site (s, k, ysk). This is a contradiction. So ysk+ (n− 1) = ys(k+1) and (i)
in 4.3 imply that ysk − 1+ (n− 1) ys(k+1). Also if k > 0, ysk − 1  ys(k−1). So (i) of
4.3 is satisfied by f˜i (Y).
To show that (ii) of 4.3 is satisfied by f˜i (Y), we need to show that if s > 1, f˜i (Ys)⊆
Ys−1. If y(s−1)k = ysk, then either k = 0 or y(s−1)(k−1)  ys(k−1) < ysk = y(s−1)k. Hence,
Ys−1 would have a concave i-coloured corner at site (s − 1, k, ysk) = (s − 1, k, y(s−1)k)
and this corner would contribute a 0 to λj appearing before the 0 corresponding to the
concave corner at site (s, k, ysk). This is a contradiction. So y(s−1)k = ysk and (ii) of 4.3
imply ysk − 1 y(s−1)k. Thus f˜i (Ys)⊆ Ys−1.
We now show (iii) of 4.3 is satisfied by f˜i (Y).
Let r ∈ {1, . . . ,N} be such that r > s, and let a := a(s, r, k,Y). Then by (iii) of 4.3,
ysk + (n− 1)(b− k) yrb for all k  b  a and (11)
ysk + (n− 1)(a− k)+ (n− 2)b yr(a+2b) for all b 1. (12)
So we have for all b 1,
ysk − 1+ (n− 1)(a + 1− k)+ (n− 2)b
= ysk + (n− 1)(a − k)+ (n− 2)(b+ 1)
 yr(a+2(b+1)), by (11)
 yr(a+1+2b), by (i) of 4.3. (13)
If (ysk − 1) + (n − 1)(a + 1 − k) = yr(a+1), this together with (11) and (13) imply
a(s, r, k, f˜i(Y)) := a + 1. Otherwise,
(ysk − 1)+ (n− 1)(a + 1− k) > yr(a+1), (14)
since
ysk − 1+ (n− 1)(a + 1− k)= ysk + (n− 1)(a − k)+ (n− 2)
 yr(a+2), by (11)
 yr(a+1).
If yr(a+2) = ysk + (n − 1)(a − k) + (n − 2), using (14) we get that yr(a+2) > yr(a+1).
So Yr would have an ith-coloured concave corner at site (r, a + 2, yr(a+2)) which
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λj+1 = (1, . . . ,1,0, . . . ,0), and by Lemma 4.6, there are no 1’s in σ(Y) between the 0’s
corresponding to the concave corners of Y at sites (r, a + 2, yr(a+2)) and (s, k, ysk). This
is a contradiction. Hence, using (12), we get that yr(a+2)  (ysk − 1)+ (n− 1)(a − k)+
(n− 2). This, together with (11) and Lemma 4.5, imply a(s, r, k, f˜i(Y)) := a.
Now let r ∈ {1, . . . ,N} be such that r < s, k′ ∈N and a := a(r, s, k′). Then by 4.3(iii),
yrk′ + (n− 1)(b− k′) ysb for all k′  b  a and
yrk′ + (n− 1)(a − k′)+ (n− 2)b ys(a+2b) for all b  1.
So if k > a or k < k′, a(r, s, k′, f˜i (Y)) = a. So assume k′  k  a. We suppose that
yrk′ + (n− 1)(k− k′)= ysk and obtain a contradiction. If k′ > 0, then
yr(k′−1) + (n− 1)
(
k − 2− (k′ − 1))+ (n− 2)
= yr(k′−1) + (n− 1)(k − k′)− 1
 yrk′ + (n− 1)(k − k′)− 1< ysk.
Hence,
yr(k′−1) + (n− 1)(k− k′)= yr(k′−1) + (n− 1)
(
k − 1− (k′ − 1))
 ys(k−1) < ysk = yrk′ + (n− 1)(k− k′).
So either k′ = 0 or yr(k′−1) < yrk′ . In either case, there is a concave i-coloured corner
in Yr at site (r, k′, yrk′), and this corner contributes a 0 to λj which appears to the
left of the 0 corresponding to (s, k, ysk) in λj . This is a contradiction; therefore yrk′ +
(n− 1)(k − k′)  ysk − 1 and a(r, s, k′, f˜i (Y)) = a. So 4.3(iii) is satisfied by f˜i (Y) and
therefore f˜i (Y) ∈ BN.
(b) Let Y = (Y1, . . . , YN) ∈ BN, Yj = {yjk}k0 for 1  j  N, and i ∈ I. Suppose
e˜i (Y) = 0. Then there exists an s ∈ {1, . . . ,N} such that e˜i (Y)= (Y1, . . . , e˜i(Ys), . . . , YN)
and a k ∈ N such that Ys has a convex i-coloured corner at site (s, k + 1, ysk) and e˜i (Ys)
has a concave i-coloured corner at site (s, k, ysk + 1). Note that ys(k+1) > ysk. Then there
exists a j such that the convex corner at site (s, k+ 1, ysk) is on the (j + 1)st i-stair of Ys,
and the last 1 in λj = (1, . . . ,1,0, . . . ,0) (λj as defined in 4.2) corresponds to this corner.
4.3(i) is satisfied by e˜i (Y) since ysk + 1  ys(k+1) and if k > 0, ysk + 1  ys(k−1) +
(n− 1), otherwise ysk = ys(k−1)+ (n− 1) and there would be a convex corner in Ys at site
(s, k, ys(k−1)) contributing a 1 to λj appearing to the right of the 1 corresponding to the
convex corner at site (s, k + 1, ysk).
To show 4.3(ii) is satisfied by e˜i (Y), we need to show that if s < N, e˜i (Ys)⊇ Ys+1. If
ysk = y(s+1)k, then y(s+1)(k+1)  ys(k+1) > ysk = y(s+1)k. So there is a convex corner at
site ((s + 1), k + 1, y(s+1)k) on the (j + 1)st i-stair which contributes a 1 to λj appearing
to the right of the 1 from the convex corner of Ys at site (s, k+ 1, ysk). This is not possible,
so by 4.3(ii) and ysk = y(s+1)k, ysk + 1 y(s+1)k and e˜i (Ys)⊇ Ys+1.
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Let r ∈ {1, . . . ,N} be such that r > s. Let a := a(s, r, k,Y). Then for k  b  a,
ysk + (n − 1)(b − k)  yrb and for b  1, ysk + (n − 1)(a − k) + (n − 2)b  yr(a+2b).
If for k  b  a, ysk + (n− 1)(b− k) < yrb, a(s, r, k, e˜i(Y))= a. So assume there exists
a k  b0  a such that ysk + (n− 1)(b0 − k)= yrb0 . Choose the smallest such b0. Then
ysk + 1+ (n− 1)(b− k) yrb for all k  b b0 − 1 and ysk + 1+ (n− 1)(b0 − 1− k)+
(n−2)= yrb0  yr(b0+1), otherwise yrb0 < yr(b0+1), and there would be a convex corner on
the j th i-stair of Yr at site (r, b0+1, yrb0) corresponding to a 1 appearing to the right of the
1 from the corner at site (s, k+1, ysk). So by 4.5, ysk+1+(n−1)(b0−1−k)+(n−2)b
yr(b0−1+2b) for all b 1. Hence a(s, r, k, e˜i(Y)) := b0 − 1.
Now let r ∈ {1, . . . ,N} be such that r < s, k′ ∈N and a := a(r, s, k′,Y). Then
yrk′ + (n− 1)(b− k′) ysb for k′  b  a and (15)
yrk′ + (n− 1)(a − k′)+ (n− 2)b ys(a+2b) for b  1. (16)
So if k  a, a(r, s, k′, e˜i(Y)) = a. So assume k > a. If k = a + 2, by Lemma 4.5,
a(r, s, k′, e˜i(Y)) = a. So let k = a + 2. If yrk′ + (n − 1)(a − k′) + (n − 2) > ysk ,
a(r, s, k′, e˜i(Y))= a (use 4.5). So assume yrk′ + (n− 1)(a − k′)+ (n− 2)= ysk .
yr(k′+1) +
(
a − (k′ + 1))(n− 1)
 yrk′ + (n− 1)+ (a − k′ − 1)(n− 1) (by 4.3(i))
= yrk′ + (a − k′)(n− 1) ysa by (15).
yr(k′+1) +
(
a + 2− (k′ + 1))(n− 1)
= yr(k′+1) + (a + 1− k′)(n− 1)
> yrk′ + (a − k′)(n− 1)+ (n− 2)
= ysk = ys(a+2).
Hence, yr(k′+1) + (n − 1)(a + 1 − (k′ + 1)) + (n − 2)  ys(a+3) = ys(k+1) > ysk =
yrk′ + (n− 1)(a − k′)+ (n− 2).
So yr(k′+1) > yrk′ , and there is a convex corner in Yr at site (r, k′ + 1, yrk′) =
(r, k′ +1, ysk+ (n−1)(a−k′)+ (n−2)) which contributes a 1 in λ(j−1)r . By Lemma 4.6,
there are no zeroes in σ(Y) between the 1’s from the convex corners at sites (s, k+ 1, ysk)
and (r, k′ + 1, yrk′). This is a contradiction. Hence 4.3(iii) is satisfied by e˜i (Y) and
e˜i (Y) ∈ BN . ✷
Corollary 4.8. Let T = {f˜i1 · · · f˜im(φ, . . . , φ) = 0: i1, . . . , im ∈ I }. Then BN = T .
Proof. We have that
(a) (φ, . . . , φ) ∈ BN ,
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(c) e˜i (BN)⊆ BN ∪ {0}.
Then (a) and (b) imply T ⊆ BN . To show that BN ⊆ T , we use induction on the
height of the weight of an element of S. Let Y = (Y1, . . . , YN) ∈ BN . If wt(Y) = 0,
then (Y1, . . . , YN) = (φ,φ, . . . , φ) ∈ T . If wt(Y) = 0, let Y1 = (y10, . . . , y1l,0,0, . . .)
with y1l = 0. Then Y1 has a convex corner at site (l + 1, y1l) of some colour, say i .
Then σi(Y) = (1, . . .). So e˜i (Y) = 0. By (c), e˜i (Y) ∈ BN . By induction, e˜i (Y) ∈ T , and
0 =Y= f˜i (e˜i(Y)) ∈ T . ✷
Definitions 4.9. Let ι′ = jm, . . . , j2, j1 be a sequence of elements of I\{0} such that
rjm · · · rj1 is a reduced expression of the longest word of the Weyl group of sl(n) and
let ι= . . . ,1, . . . , n− 1,0,1, . . . , n− 1,0, ι′. We will denote by 0 the element 0, . . . ,0,0
of Zι′ .
Define the map Φ :BN ∪ {0}→ Zι ⊗ TNΛ0 ∪ {0} as follows:
For Y = (Y1, . . . , YN) ∈ BN with Yr = {yrk}k0, 1  r N , Φ(Y) := . . . , a2, a1, a0,0⊗
tNΛ0 where for s ∈N,
as := as(Y) := #
{
(r, k): 0 k 
⌊
s
n− 1
⌋
and yrk <−s + k(n− 1)
}
= # of boxes in Y whose upper left hand corner lies on the sth stair
(and Φ(0)= 0).
We will show that Φ is a full embedding of crystals (see Theorem 4.14) and that if we
identify BN with B(NΛ0) (see Theorem 4.17), Φ = (Ψι ⊗ idNΛ0) ◦ τNΛ0 (see Corollary
4.18).
The following examples show that Φ is not a crystal morphism if > is as in 3.7 or 3.8.
Example 4.9.1. Let n= 3. If > is as in 3.7, then
(φ, φ)
f˜0−→
(
0 , φ
)
f˜2−→
(
0
2 , φ
)
f˜1−→
(
0 1
2 , φ
)
f˜1−→
 0 12
1
, φ
 f˜0−→
 0 12 0
1
, φ
 f˜0−→
 0 12 0
1
, 0
 and
(φ, φ)
f˜0−→
(
0 , φ
)
f˜0−→
(
0 , 0
)
f˜1−→
(
0 1 , 0
)
f˜1−→
(
0 1 , 0 1
)
f˜2−→
(
0 1 2 , 0 1
)
f˜2−→
(
0 1 2 , 0 1 2
)
.
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(φ, φ)
f˜0−→
(
0 , φ
)
f˜2−→
(
0
2 , φ
)
f˜1−→
(
0 1
2 , φ
)
f˜1−→
 0 12
1
, φ
 f˜0−→
 0 12 0
1
, φ
 f˜0−→

0 1
2 0
1
0
, φ
 and
(φ, φ)
f˜0−→
(
0 , φ
)
f˜0−→
(
0 , 0
)
f˜1−→
(
0 1 , 0
)
f˜1−→
(
0 1 , 0 1
)
f˜2−→
(
0 1 2 , 0 1
)
f˜2−→
(
0 1 2
2 , 0 1
)
.
If > is as in 4.1, then
(φ, φ)
f˜0−→
(
0 , φ
)
f˜2−→
(
0
2 , φ
)
f˜1−→
(
0 1
2 , φ
)
f˜1−→
 0 12
1
, φ
 f˜0−→
 0 12 0
1
, φ
 f˜0−→

0 1
2 0
1
0
, φ
 and
(φ, φ)
f˜0−→
(
0 , φ
)
f˜0−→
(
0 , 0
)
f˜1−→
(
0 1 , 0
)
f˜1−→
(
0 1 , 0 1
)
f˜2−→
(
0 1 2 , 0 1
)
f˜2−→
(
0 1 2 , 0 1 2
)
.
We have that
Φ

0 1
2 0
1
0
, φ
= . . .0022110⊗ t2Λ0,
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(
0 1 2 , 0 1 2
)
= . . .00202020⊗ t2Λ0,
Φ
 0 12 0
1
, 0
= . . .0012120⊗ t2Λ0,
Φ
(
0 1 2
2
, 0 1
)
= . . .00102120⊗ t2Λ0,
f˜ 22 f˜
2
1 f˜
2
0 (. . .000⊗ t2Λ0)= . . .00202020⊗ t2Λ0,
f˜ 20 f˜
2
1 f˜2f˜0(. . .000⊗ t2Λ0)= . . .0022110⊗ t2Λ0 .
So if > is as in 3.7 or 3.8, Φ is not a crystal morphism.
To show that Φ is a crystal morphism if > is as in 4.1, we first show how the action of
e˜i and f˜i on Y ∈ BN can be described by the as(Y)’s, s ∈N (see 4.12 and 4.13 ). We will
need the following lemmas.
Lemma 4.10. Let σ = (σ1, . . . , σm) where m ∈ N and for 1  t  m, σt ∈ {0,1}. For
1 t m, define
ωt :=
{1 if σt = 1,
−1 if σt = 0.
Then
(i) σJ (σ) = (1, . . . ,1) (possibly empty) if and only if ∑mj=t ωj  0 for all 1  t  m.
(Note, in this case ∑mj=1 ωj = # of 1’s in σJ (σ).)
(ii) σJ (σ) = (0, . . . ,0) (possibly empty) if and only if ∑tj=1 ωj  0 for all 1  t  m.
(Note, in this case −∑mj=1 ωj = # of 0’s in σJ (σ).)
(Here J (σ) is as defined in 3.3.)
Lemma 4.11. Let σ = (σ1, . . . , σm) where m ∈ N and for 1  t  m, σt ∈ {0,1}. For
1 t m, define
ωt :=
{1 if σt = 1,
−1 if σt = 0.
Define ∑0 := 0 and ∑t :=∑tj=1 ωj , for 1 t m. Then
(i) ∑t0(σ )−1 ∑t for all 0  t < t0(σ )− 1 and ∑t0(σ )−1 >∑t for all t0(σ )  t m,
and
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(Here J (σ), t0(σ ), and t1(σ ) are as defined in 3.3.)
Proof.
(i) σJ ((σ1,...,σt0(σ )−1)) = (1, . . . ,1) and σJ ((σt0(σ )+1,...,σm)) = (0, . . . ,0). So by Lemma 4.10,∑t0(σ )−1
j=t ωj  0 for all 1 t  t0(σ )− 1, and
∑t
j=t0(σ )+1ωj  0 for all t0(σ )+ 1
t  m. Hence for 0  t < t0(σ ) − 1, ∑t0(σ )−1−∑t = ∑t0(σ )−1j=t+1 ωj  0 and for
t0(σ ) t m,
∑
t −
∑
t0(σ )−1 =
∑t
j=t0(σ ) ωj =
∑t
j=t0(σ )+1ωj + (−1) < 0.(ii) σJ ((σ1,...,σt1(σ )−1)) = (1, . . . ,1) and σJ ((σt1(σ )+1,...,σm)) = (0, . . . ,0). So by Lemma 4.10,∑t1(σ )−1
j=t ωj  0 for all 1 t  t1(σ )− 1, and
∑t
j=t1(σ )+1ωj  0 for all t1(σ )+ 1
t  m. Hence for all t1(σ )  t  m,
∑
t −
∑
t1(σ )
=∑tj=t1(σ )+1 ωj  0 and for all
0 t  t1(σ )− 1, ∑t1(σ )−∑t =∑t1(σ )j=t+1 ωj =∑t1(σ )−1j=t+1 ωj + 1> 0. ✷
Example 4.11.1. Let σ be as in 3.3.1. Then
∑
0 = 0,
∑
1 = 1,
∑
2 = 2,
∑
3 = 1,
∑
4 = 0,∑
5 = 1,
∑
6 = 2,
∑
7 = 1,
∑
8 = 0,
∑
9 = 1; hence by the above lemma, t0(σ ) =
7 and t1(σ )= 2.
Lemma 4.12. Let i ∈ I , Y ∈ BN and σ(Y) = (λl, . . . , λ1, λ0) where for 0  j  l, λj is
defined as in 4.2. For j  0, let 1j = # of 1’s in λj , 1−1 := 0, and 0j = # of 0’s in λj ; and
for k −1, define Ak :=∑lj=k 1j − 0j+1 (Note 0l+1 := 0).
Then for t ∈ [−1, l], f˜i (Y)=
{
(Y(i), (λl, . . . , f˜ (λt ), . . . , λ0)) if t >−1,
0 if t =−1
⇐⇒ At Ak for all k  t and At > Ak for all − 1 k < t,
and for t ∈ [0, l + 1], e˜i(Y)=
{
(Y(i), (λl, . . . , e˜(λt ), . . . , λ0)) if t < l + 1,
0 if t = l + 1
⇐⇒ At > Ak for all k > t and At Ak for all 0 k  t .
Proof. By Lemma 4.4, for 0 j  l, λj = (1, . . . ,1,0, . . . ,0) (possibly empty). Applying
Lemma 4.11 to σ(Y), we see that if e˜i (Y) = 0 (f˜i(Y) = 0), t1(σ (Y)) (respectively
t0(σ (Y))) corresponds to the rightmost 1 (respectively 0) appearing in one of the λj ’s.
The result then follows by this lemma. ✷
Example 4.12.1. Let n= 3, N = 2 and
Y =

0 1 2 0
2 0 1
1 2 0
0
,
0 1 2
2
 .
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(k,−(s+ 1)+ k(n− 1))
(k+ 1,−(s + n− 1)+ (k+ 1)(n− 1))

(a) (b) (c) (d) (e) (f)
Fig. 2.
If i = 0, then σ(Y) = (λ2, λ1, λ0) where λ0 = ( ), λ1 = (1,0), and λ2 = (1,1,0); and
A−1 = 1, A0 = 1, A1 = 2, A2 = 2, A3 = 0,
f˜0(Y)=

0 1 2 0
2 0 1
1 2 0
0
,
0 1 2
2 0
 and
e˜0(Y)=

0 1 2 0
2 0 1
1 2
0
,
0 1 2
2
 .
Lemma 4.13. Let the notation be as in Lemma 4.12, as, f or s ∈ N, as in 4.9 and as := 0
if −n < s < 0. Then, for i ∈ I, j ∈N, and s =−i + jn,
as − as+1 − as+n−1 + as+n = 1j − 0j+1.
Proof. Let Y = {yk}k0 ∈ B1 and define RY := {(x, y) ∈ R × R: k  x  k + 1,
y  yk for some k ∈ N} ∪ (R0 × R). Then if RY intersected with the region depicted
in Fig. 2(a) is equal to the region depicted in (a), (b), (c), (d), (e), or (f), this part of RY
contributes a 0,−1,0,0,1, or 0, respectively to as − as+1 − as+n−1 + as+n. ✷
Theorem 4.14. The map Φ :BN ∪{0}→ Zι⊗TNΛ0 ∪{0} defined in 4.9 is a full embedding
of crystals. Furthermore, if Y ∈ BN , Φ(Y)= . . . , a1, a0,0⊗ tNΛ0 and i ∈ I ,
f˜i
(
Φ(Y)
)= f˜i(. . . , a1, a0),0⊗ tNΛ0 ⇐⇒ f˜i (Y) = 0,
and in this case Φ(f˜i(Y))= f˜i (Φ(Y)).
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. . . , a1, a0, 0⊗ tNΛ0 . Then by Lemmas 4.12, 4.13, and the definition of the crystal structure
on Zι ⊗ TNΛ0 , if (λl, . . . , λ0) is as in Lemma 4.12,
lle˜i
(
Φ(Y)
)= {0,
. . . , (a−i+tn − 1), . . . , a2, a1,0⊗ tNΛ0
⇐⇒ e˜i (Y)=
{
0,(
Y(i), (λl, . . . , e˜(λt ), . . . , λ0)
)
.
So Φi(e˜i(Y))= e˜i (Φ(Y)).
Now assume that f˜i (Φ(Y)) = f˜i (. . . , a2, a1),0 ⊗ tNΛ0 . Then again by Lemmas 4.12,
4.13, and the definition of the crystal structure on Zι ⊗ TNΛ0 , if (λl, . . . , λ0) is as in
Lemma 4.12,
f˜i
(
Φ(Y)
)= . . . , (a−i+tn + 1), . . . , a2, a1,0⊗ tNΛ0
⇐⇒ f˜i (Y)=
(
Y(i), (λl, . . . , f˜i (λt ), . . . , λ0)
)
⇐⇒ f˜i (Y) = 0.
So Φ(f˜i(Y))= f˜i (Φ(Y)).
We now show that Φ is injective. Let Y1 and Y2 ∈ BN such that Φ(Y1) = Φ(Y2) =
. . . , a2, a1, 0 ⊗ tNΛ0 . If wt(Φ(Y1)) = NΛ0, then Φ(Y1) = . . . ,0,0,0 ⊗ tNΛ0 . So Y1 =
Y2 = (φ,φ, . . . , φ). If wt(Φ(Y1)) = NΛ0, there exists an ak > 0 such that Φ(Y1) =
. . . , ak, . . . , a2, a1,0 ⊗ tNΛ0 . Choose the biggest such k and let j be the colour of ak.
Then
εj (. . . , ak, . . . , a2, a1,0⊗ tNΛ0 ) εj (ak)= ak > 0.
So e˜j (Φ(Y1)) = 0, and Φ(e˜j (Y1)) = e˜j (Φ(Y1)) = e˜j (Φ(Y2)) = Φ(e˜j (Y2)) = 0. Since
wt(e˜j (Y1)) = wt(Y1) + αj , by induction we have that e˜j (Y1) = e˜j (Y2) = 0. Hence
Y1 =Y2.
Now let Y ∈ BN . Then wt(Y)=wt(Φ(Y)) by definition (see 3.5, 4.9 and 1.4). Let i ∈ I .
Then
εi(Y) :=max
{
p ∈N: e˜pi (Y) = 0
} (by definition)
= max{p ∈N: e˜pi (Φ(Y)) = 0} (since e˜i commutes with Φ and Φ is injective)
= εi
(
Φ(Y)
) (see 1.4). ✷
Theorem 4.15. If ι is as in 4.9, then ImΦ = Im(Ψι ⊗ idNΛ0) ◦ τNΛ0 .
Proof. Recall (see 2.3) that
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{
. . . , a,0⊗ tNΛ0 : a N and
. . . , a,0⊗ tNΛ0 = f˜i1 · · · f˜im (. . . ,0,0,0⊗ tNΛ0)
for some i1, . . . , im ∈ I
}
.
By Corollary 4.8, the definition of Φ , and the fact that Φ is a morphism of crystals,
ImΦ ⊆ Im(Ψι ⊗ idNΛ0) ◦ τNΛ0 .
Now let b ∈ Im(Ψι ⊗ idNΛ0 ) ◦ τNΛ0 . If wt(b) = NΛ0, b = . . . ,0,0,0 ⊗ tNΛ0 =
Φ((φ, . . . , φ)). So assume wt(b) = NΛ0. Then there exists i ∈ I such that 0 = e˜ib ∈
Im(Ψι ⊗ idNΛ0) ◦ τNΛ0 . By induction, there exists Y ∈ BN such that Φ(Y) = e˜ib.
Since f˜i (e˜ib) = b = . . . , a1, a0,0 ⊗ tNΛ0 , by Theorem 4.14, b = f˜i (Φ(Y)) = Φ(f˜iY) ∈
ImΦ. ✷
Lemma 4.16. Let Ψ :B1 ∪ {0}→ B2 ∪ {0} be a full embedding of crystals, then for i ∈ I
and b ∈B1, f˜i (b)= 0 iff f˜i (Ψ (b)) /∈ ImΨ \{0}.
Proof. If f˜i (Ψ (b)) = Ψ (b′), for some b′ ∈ B1, then Ψ (b) = e˜i (Ψ (b′)) = Ψ (e˜i(b′)). So
b= e˜i (b′) since Ψ is injective. Hence b′ = f˜i (b) = 0.
If f˜i (b) = 0,Ψ (f˜i (b)) = 0 since Ψ is an embedding. Since Ψ is a morphism,
f˜i (Ψ (b))= Ψ (f˜i(b)) ∈ ImΨ \{0}. ✷
Theorem 4.17. BN  B(NΛ0) as crystals.
Proof. Let τ := (Ψι ⊗ idNΛ0) ◦ τNΛ0 : B(NΛ0)→ Zι ⊗ TNΛ0 , and γ = τ−1|ImΦ ◦ Φ :
BN → B(NΛ0). (Note, Theorem 4.15 says that Im τ = ImΦ .) Then γ is 1–1 and onto
and it preserves εi, φi , and wt. To show that γ is an isomorphism of crystals, it suffices
to show that γ commutes with e˜i and f˜i for all i ∈ I . Since τNΛ0 is a full embedding
of crystals and Ψι ⊗ idNΛ0 is a strict embedding of crystals, τ commutes with all e˜i ’s,
i ∈ I . By Theorem 4.14, Φ commutes with all e˜i ’s, i ∈ I . Hence for all i ∈ I , e˜i ◦ γ =
e˜i ◦ τ−1 ◦Φ = τ−1 ◦ e˜i ◦Φ = τ−1 ◦Φ ◦ e˜i = γ ◦ e˜i . Now we show that γ commutes with
f˜i for i ∈ I . Let Y ∈ BN . We consider two cases.
If f˜i (Y) = 0,
f˜i
(
γ (Y)
)= f˜i(γ (e˜i(f˜i (Y)))) since f˜i (Y) = 0
= f˜i e˜iγ
(
f˜i (Y)
)
= γ (f˜i (Y)), since γ (f˜i (Y)) = 0.
Now suppose that f˜i (Y) = 0. Since Φ is a full embedding (see Theorem 4.14), by
Lemma 4.16, f˜iΦ(Y) /∈ ImΦ\{0}. By Theorem 4.15, ImΦ = Im τ , hence
f˜i (τ (τ
−1(Φ(Y))))= f˜iΦ(Y) /∈ Imτ.
Since τ is a full embedding, again by Lemma 4.16, f˜i τ−1Φ(Y) = 0. Hence f˜i (γ (Y)) =
0= γ f˜i (Y). ✷
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Φ ◦ γ−1 = (Ψι ⊗ idNΛ0) ◦ τNΛ0 .
Corollary 4.19. Let ι′′ = . . . i2i1 = . . . (n− 1)01 . . . (n− 1)0 and w = ril · · · ri1 , then
Bw(NΛ0) {Y= (Y1, . . . , YN) ∈ BN : Yr ⊆ S(−l), for 1 r N}.
See 4.2 for the definition of S(−l).
Proof. Let ι and ι′ be as in 4.9, τ and γ be as in Theorem 4.17, w′ := rjm · · · rj1 and
b ∈ B(∞) such that π¯NΛ0(b) = 0.
π¯NΛ0(b) ∈Bw(NΛ0)
⇐⇒ Ψι(b)= . . . a1a0 0¯ and b ∈ Bw(∞)
(see Proposition 3.3.1 in [5])
⇐⇒ Ψι(b)= . . . a1a0 0¯ and b∗ ∈Bw−1(∞) (see Proposition 3.2.5 in [5])
⇐⇒ Ψι(b)= . . . a1a0 0¯ and b∗ ∈B(ww′)−1(∞) (see Proposition 3.2.5 in [5])
⇐⇒ Ψι(b)= . . . a1a0 0¯ and ak = 0 if k > l
⇐⇒ τ (π¯NΛ0(b))= . . . a1a0 0¯⊗ tNΛ0 and ak = 0 if k > l
⇐⇒ Φ(γ−1((π¯NΛ0(b))))= . . . a1a0 0¯⊗ tNΛ0 and ak = 0 if k > l
⇐⇒ γ−1((π¯NΛ0(b)))= (Y1, . . . , YN ) ∈ BN such that Yr ⊆ S(−l),
for 1 r N. ✷
5. A set of inequalities describing B(NΛ0) and B(∞)
In [13] and [12], the authors prove that for a sequence ι of elements of I satisfying
certain conditions, the images of Ψι and Ψι ⊗ idλ ◦ τλ, for λ ∈ P+, can be described by a
set of inequalities generated by applying certain operators to a given set of inequalities.
In this section, we use our results from Section 4 to explicitly find the inequalities
defining the image ofΨι⊗ idNΛ0 ◦ τNΛ0 for a particular sequence ι (see Theorem 5.7). This
together with our results from Section 2 and a result from [1] (or [9]) (see the appendix),
gives us a description of the image of Ψι for a particular ι (see Theorem 5.8).
5.1. Definitions and notation
In what follows, A(k; r; i0, . . . , ir ) :=∑rs=1(a(k−s)(n−1)+∑s−1j=0 ij − a(k−s)(n−1)+∑sj=0 ij )+ (k − r)a(k−r−1)(n−1)+∑rj=0 ij − (k − r − 1)a(k−r)(n−1)+∑rj=0 ij .
For N ∈N, let
A. Premat / Journal of Algebra 267 (2003) 673–724 701SN :=
{{al}l0: for all l ∈N al ∈N, for l
 0 al = 0,
and {al} satisfies (17)–(20)
}
,
a0 N, (17)
ak(n−1)+i  ak(n−1)+i−1 if k ∈N and i ∈ I\{0, n− 1}, (18)
ak(n−1)+i 
1
k
ak(n−1)−1 + a(k−1)(n−1)+i if k ∈N1 and i ∈ I\{n− 1}, (19)
ak(n−1)+i  ak(n−1)−1 +A(k; r; i0, . . . , ir )
if k ∈N2, r ∈N such that 1 r  k − 1, i = i0, i1, . . . , ir ∈N,
i0 + i1 < (n− 2), and ij + ij+1 < (n− 1) for 1 j  r − 1. (20)
Let ι and 0 be as in 4.9 and define
BN := {. . . , a1, a0,0⊗ tNΛ0 ∈ Zι ⊗ TNΛ0 : {al}l0 ∈ SN }.
We will show that Φ(BN)= BN where BN and Φ are as defined in 4.3 and 4.9.
Lemma 5.2. Let BN be as in 5.1, then for all j ∈ I, e˜j (BN)⊂ BN ∪ {0}.
Proof. Let a = {al}l0 := . . . , a1, a0 ∈ SN, b = {al}l0,0 ⊗ tNΛ0 , and j ∈ I. Assume
e˜j (b) = 0. Then e˜j (b)= e˜j ({al}l0,0)⊗ tNΛ0 (recall that εj (tNΛ0)=−∞).
If j = 0, e˜j ({al}l0, 0)= e˜j ({al}l0),0 since ε0(0)=−∞.
If 1 j  n− 2, by (18) aj  aj−1 and if j = n− 1 by (19), aj  aj−1 + a0. In either
case, e˜j ({al}l0,0)= (e˜j ({al}l0)),0.
Let l ∈N be such that e˜j (. . . , al, . . . , a1, a0)= . . . , al−1, . . . , a1, a0. Then for all t ∈N,
t∑
s=0
(−al+ns + al+1+ns + al+(n−1)+ns − al+n+ns) < 0. (21)
In particular
al > al+1 + al+(n−1) − al+n. (22)
We now show that a′ := . . . , al − 1, . . . , a1, a0 ∈ SN , i.e., al − 1 ∈ N and a′ satisfies
(17)–(20). Let k ∈N and i ∈ I\{n− 1} be such that l = i + k(n− 1).
To show that al − 1 ∈N, we consider two cases.
If i = n− 2, by (22) and (18), we get
al − 1 al+1 + al+(n−1) − al+n  al+1  0. (23)
If i = n− 2, by (22) and (19), we get
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k + 2a(k+2)(n−1)−1
= k + 1
k + 2a(k+1)(n−1)+(n−2)  0. (24)
So in either case al − 1 ∈N.
To show that (18) is satisfied by a′ all we need is to show that if i = n−2, al+1  al−1.
This was done above (see (23)).
We now show that (19) is satisfied by a′. Again we consider two cases. If i = n− 2, by
(22) and (19), we have that
al+(n−1)  al+n − al+1 + (al − 1) 1
k + 1a(k+1)(n−1)−1 + (al − 1).
If i = n− 2, we need to show that
al+(n−1) 
(
1
k + 1 + 1
)
(al − 1)
which was done above (see (24)), and that if 0 j  n− 3,
a(k+1)(n−1)+j 
1
k + 1 (ak(n−1)+(n−2)− 1)+ ak(n−1)+j .
We have that
ak(n−1)+(n−2)− 1 al+1 + al+(n−1) − al+n  (k + 1)a(k+1)(n−1)+j − (k + 1)ak(n−1)+j .
The first inequality follows from (22) and the last one by (20) with k replaced by
k + 2, i = i0 = 0, i1 = j, and r = 1.
To show that a′ satisfies (20) we first show that if i = n− 2, r ∈ N such that 1  r 
k, i0 = i ′, i1, . . . , ir ∈ N, i0 + i1 < (n− 2), and is + is+1 < (n− 1) for 1  s  r − 1,
then
a(k+1)(n−1)+i′  (ak(n−1)+(n−2)− 1)+A(k + 1; r; i0, . . . , ir ) (25)
Let i ′0 := 0, i ′1 := i ′, and for 1  s  r, i ′s+1 := is . Then k + 2 ∈ N2, 1  r + 1 
k+ 1, i ′0 + i ′1 = i ′ < (n− 2) and for 1 s  r, i ′s + i ′s+1 < (n− 1). Thus since a satisfies
(20),
a(k+2)(n−1)  a(k+1)(n−1)+(n−2)+A(k + 2; r + 1; i ′0, . . . , i ′r ), (26)
So we have, by (22) and (26),
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 a(k+1)(n−1)+ a(k+1)(n−1)+(n−2)− a(k+2)(n−1)+A(k + 1; r; i0, . . . , ir )
= a(k+1)(n−1)+i′ − a(k+2)(n−1)+ a(k+1)(n−1)+(n−2)+A
(
k + 2; r + 1; i ′0, . . . , i ′r
)
 a(k+1)(n−1)+i′.
And hence inequality (25) is satisfied.
Secondly, we need to show that if for some k′ ∈ N2, 1  r  k′ − 1, i0 =
i ′, i1, . . . , ir ∈ N such that i0 + i1 < (n − 2) and ij + ij+1 < (n − 1) for 1  j  r − 1,
there exists an s0 such that 1  s0  r, is0  1 and l = k(n − 1) + i = (k′ − s0)(n − 1)
+∑s0−1j=0 ij , then
ak′(n−1)+i′  ak′(n−1)−1 +A(k′; r; i0, . . . , ir )− 1, (27)
We consider three cases
Case A. First assume that s0 > 1 and that there exists t ∈ N such that 2  s0 − 2t ( s0)
and
i(s0−2t )−2 + i(s0−2t )−1 + 1 <
{
n− 1 if s0 − 2t > 2,
n− 2 if s0 − 2t = 2.
Let t1 be the smallest such t . Below we will need that
is0−2t  1 for all 0 t  t1. (28)
We prove this by induction on t . If t = 0, is0  1 was assumed. So assume that t > 0. Then
is0−2(t−1)  1 and since is0−2(t−1) + is0−2(t−1)−1 < n − 1, we have that is0−2(t−1)−1 <
n− 2. So is0−2(t−1)−2 + is0−2(t−1)−1 = n− 2 implies is0−2t  1. And we have (28).
We will also need that
(
k′ − (s0 − 2t)
)
(n− 1)+
s0−2t−1∑
j=0
ij = l + tn for all 0 t  t1. (29)
Again we prove this by induction on t . If t = 0, we are done since l = (k′ − s0)(n − 1)
+∑s0−1j=0 ij . So assume that t > 0. Then we have that
(
k′ − (s0 − 2t)
)
(n− 1)+
s0−2t−1∑
j=0
ij
= (k′ − (s0 − 2(t − 1)))(n− 1)+ 2(n− 1)+ s0−2(t−1)−1∑ ij − (is0−2t + is0−2t+1)
j=0
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= l + (t − 1)n+ 2(n− 1)− (n− 2), by the minimality of t1
= l + tn.
So we have (29).
Now for 0 j  r, define
i ′j =

ij − 1 if j = s0 − 2t and 0 t  t1,
ij + 1 if j = s0 − 2t − 1 and 0 t  t1,
ij otherwise.
Then i ′j ∈ N for all 0  j  r (see (28)), i ′0 + i ′1 < n − 2 and i ′j + i ′j+1 < n − 1 for
1 j  r − 1. Note that
i ′s0−2t1−2 + i ′s0−2t1−1 <
{
n− 1 if s0 − 2t1 > 2,
n− 2 if s0 − 2t1 = 2.
We have
s0∑
s=s0−2t1−1
(
a
(k′−s)(n−1)+∑s−1j=0 i′j − a(k′−s)(n−1)+∑sj=0 i′j
)
=
t1∑
t=0
((
al+tn+1 − al+(t+1)n
)
+
(
−a
(k′−(s0−2t ))(n−1)+
∑s0−2t
j=0 ij
+ a
(k′−(s0−2t−1))(n−1)+∑(s0−2t)−2j=0 ij
))
<
t1∑
t=0
((
al+tn− al+(n−1)+tn
)
+
(
−a
(k′−(s0−2t ))(n−1)+∑s0−2tj=0 ij + a(k′−(s0−2t−1))(n−1)+∑(s0−2t)−2j=0 ij
))
=
s0∑
s=s0−2t1−1
(
a
(k′−s)(n−1)+∑s−1j=0 ij − a(k′−s)(n−1)+∑sj=0 ij
)
. (30)
In the last inequality, we used (21).
By (20), we have the first inequality below and by (30), we have the last inequality
below. Hence,
ak′(n−1)+i′  ak′(n−1)−1 +A
(
k′; r; i ′0, . . . , i ′r
)
< ak′(n−1)−1 +A
(
k′; r; i0, . . . , ir
)
and (27) is satisfied.
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i(s0−2t )−2 + i(s0−2t )−1 =
{
n− 2 if s0 − 2t > 2,
n− 3 if s0 − 2t = 2.
Let t1 be the largest t such that 2 s0 − 2t . So s0 − 2t1 = 2 or 3.
Subcase B1 s0 − 2t1 = 3. As before (see proofs of (28) and (29)), it can be shown that
is0−2t  1 for all 0 t  t1 + 1 (31)
and that
(
k′ − (s0 − 2t)
)
(n− 1)+
s0−2t−1∑
j=0
ij = l + tn for all 0 t  t1 + 1. (32)
Now for 0 j  r, define
i ′j =

ij − 1 if j = s0 − 2t and 0 t  t1 + 1,
ij + 1 if j = s0 − 2t − 1 and 0 t  t1 + 1,
ij otherwise.
(Note i ′0 = i0 + 1 = i ′ + 1, i ′1 = i1 − 1, . . . .) Then i ′j ∈ N for all 0  j  r (see (31)),
i ′0 + i ′1 < n− 2 and i ′j + i ′j+1 < n− 1 for 1 j  r − 1.
We have,
ak′(n−1)+i′ − ak′(n−1)+i′+1 +
s0∑
s=1
(
a
(k′−s)(n−1)+∑s−1j=0 i′j − a(k′−s)(n−1)+∑sj=0 i′j
)
=
t1+1∑
t=0
(
(al+tn+1 − al+(t+1)n)
+
(
−a
(k′−(s0−2t ))(n−1)+∑s0−2tj=0 ij + a(k′−(s0−2t−1))(n−1)+i0+∑(s0−2t)−2j=1 ij
))
<
t1+1∑
t=0
(
(al+tn− al+(n−1)+tn)
+
(
−a
(k′−(s0−2t ))(n−1)+
∑s0−2t
j=0 ij
+ a
(k′−(s0−2t−1))(n−1)+i0+∑(s0−2t)−2j=1 ij
))
=
s0∑
s=1
(
a
(k′−s)(n−1)+∑s−1j=0 ij − a(k′−s)(n−1)+∑sj=0 ij
)
. (33)
(Note if t = t1 + 1, s0 − 2t − 1= 0.) In the last inequality, we used (21.)
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ak′(n−1)+i′+1 A(k′; r; i ′0, . . . , i ′r ).
Hence by this inequality and (33),
ak′(n−1)+i′  ak′(n−1)−1 + ak′(n−1)+i′ − ak′(n−1)+i′+1 +A(k′; r; i ′0, . . . , i ′r )
< ak′(n−1)−1 +A(k′; r; i0, . . . , ir )
and (27) is satisfied.
Subcase B2 s0 − 2t1 = 2. As before (see proofs of (28) and (29)), it can be shown that
is0−2t  1 for all 0 t  t1, (34)(
k′ − (s0 − 2t)
)
(n− 1)+
s0−2t−1∑
j=0
ij = l + tn for all 0 t  t1 (35)
and that
k′(n− 1)= l + (t1 + 1)n+ 1. (36)
Now for 0 j  r + 1, define
i ′j =

0 if j = 0,
i ′ if j = 1,
ij−1 − 1 if j − 1= s0 − 2t and 0 t  t1,
ij−1 + 1 if j − 1= s0 − 2t − 1 and 0 t  t1,
ij−1 otherwise.
Then i ′j ∈N for all 0 j  r (see (34)), i ′0 + i ′1 = i ′ < n− 2, i ′1 + i ′2 = i ′ + i1 + 1 < n− 1
and i ′j + i ′j+1 < n− 1 for 2 j  r.
We have,
s0∑
s=1
(
a
(k′−s)(n−1)+∑s−1j=0 i′j+1 − a(k′−s)(n−1)+∑sj=0 i′j+1
)
=
t1∑
t=0
(
(al+tn+1 − al+(t+1)n)
+
(
−a
(k′−(s −2t ))(n−1)+∑s0−2t i + a(k′−(s −2t−1))(n−1)+∑(s0−2t)−2 i
))0 j=0 j 0 j=0 j
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t1∑
t=0
(
(al+tn− al+(n−1)+tn)
+
(
−a
(k′−(s0−2t ))(n−1)+
∑s0−2t
j=0 ij
+ a
(k′−(s0−2t−1))(n−1)+∑(s0−2t)−2j=0 ij
))
+ al+(t1+1)n − al+(t1+1)n+1 − al+(t1+1)n+(n−1) + al+(t1+2)n
=
s0∑
s=1
(
a
(k′−s)(n−1)+∑s−1j=0 ij − a(k′−s)(n−1)+∑sj=0 ij
)
+ ak′(n−1)−1 − ak′(n−1) − a(k′+1)(n−1)−1 + a(k′+1)(n−1). (37)
In the last inequality we used (21) and in the second to last equality we used (36). By (20),
we have
a(k′+1)(n−1)  a(k′+1)(n−1)−1 + ak′(n−1) − ak′(n−1)+i′
+
r+1∑
s=2
(
a
(k′+1−s)(n−1)+∑s−1j=0 i′j − a(k′+1−s)(n−1)+∑sj=0 i′j
)
+ ((k′ + 1)− (r + 1))a
((k′+1)−(r+1)−1)(n−1)+∑r+1j=0 i′j
+ ((k′ + 1)− (r + 1)− 1)a
((k′+1)−(r+1))(n−1)+∑r+1j=0 i′j .
Hence by this inequality and (37),
ak′(n−1)+i′ < ak′(n−1)−1 +A
(
k′; r; i0, . . . , ir
)
and (27) is satisfied.
Case C. Now assume that s0 = 1, then i ′ + 1 = i0 + 1  i0 + i1 < n− 2. Hence by (22)
and (20),
ak′(n−1)+i′  (a(k′−1)(n−1)+i′ − 1)− a(k′−1)(n−1)+i′+1 + ak′(n−1)+i′+1
 (a(k′−1)(n−1)+i′ − 1)+ ak′(n−1)−1 − a(k′−1)(n−1)+i′+i1
+
r∑
s=2
(
a
(k′−s)(n−1)+∑s−1j=0 ij − a(k′−s)(n−1)+∑sj=0 ij
)
+ (k′ − r)a(k′−r−1)(n−1)+∑rj=0 ij − (k′ − r − 1)a(k′−r)(n−1)+∑rj=0 ij
and (27) is satisfied.
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r  k′ −1, i0 = i ′, i1, . . . , ir ∈N such that i0+ i1 < (n−2) and ij + ij+1 < (n−1) for 1
j  r − 1, and l = k(n− 1)+ i = (k′ − r − 1)(n− 1)+∑rj=0 ij , then
ak′(n−1)+i′  ak′(n−1)−1 +A(k′; r; i0, . . . , ir )− (k′ − r). (38)
We consider five cases
Case A ir = n− 2. Note r > 1 since i0 + i1 < n− 2. Then by (20),
ak′(n−1)+i′  ak′(n−1)−1 +A(k′; r − 1; i0, . . . ir−1)
 ak′(n−1)−1 +
r−1∑
s=1
(
a
(k′−s)(n−1)+∑s−1j=0 ij − a(k′−s)(n−1)+∑sj=0 ij
)
+ a
(k′−r)(n−1)+∑r−1j=0
+ (k′ − r)
((
a(k′−r−1)(n−1)+∑rj=0 ij − 1
)
− a(k′−r)(n−1)+∑rj=0 ij
)
, by (22)
= ak′(n−1)−1 +A(k′; r; i0, . . . , ir )− (k′ − r)
and (38) is satisfied.
Case B r = 1 and ir = n − 3. Note that i0 = i ′ = 0 and l = (k′ − 2)(n − 1) + (n − 3).
By (20),
a(k′+1)(n−1)  a(k′+1)(n−1)−1 + ak′(n−1) − ak′(n−1) + a(k′−1)(n−1) − a(k′−1)(n−1)+i1+1
+ (k′ − 1)a(k′−2)(n−1)+i1+1 − (k′ − 2)a(k′−1)(n−1)+i1+1.
So we have
ak′(n−1)  ak′(n−1)−1 + a(k′−1)(n−1) + al+1 − 2al+n+ al+n+1 + al+2n−1 − al+2n
+ (k′ − 2)(al+1 − al+n)
 ak′(n−1)−1 + a(k′−1)(n−1) + (al − 1)− al+(n−1)
+ (k′ − 2)((al − 1)− al+(n−1)), by (21) and (22)
= ak′(n−1)−1 + a(k′−1)(n−1) − a(k′−1)(n−1)+(n−3)
+ (k′ − 1)(al − 1)− (k′ − 2)a(k′−1)(n−1)+(n−3)
and (38) is satisfied.
For the rest of the proof, we assume that
ir <
{
n− 2 if r > 1,
n− 3 if r = 1. (39)
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ak′(n−1)+i′  ak′(n−1)−1 +
r−1∑
s=1
(
a
(k′−s)(n−1)+∑s−1j=0 ij − a(k′−s)(n−1)+∑sj=0 ij
)
+ a
(k′−r)(n−1)+∑r−1j=0 ij − a(k′−r)(n−1)+∑rj=0 ij+1
+ (k′ − r)a(k′−r−1)(n−1)+∑rj=0 ij+1 − (k′ − r − 1)a(k′−r)(n−1)+∑rj=0 ij+1
< ak′(n−1)−1 +A(k′; r; i0, . . . , ir )− (k′ − r) (by (22))
and (38) is satisfied.
So for the rest of the proof, we will assume that
ir + ir−1 =
{
n− 2 if r > 1,
n− 3 if r = 1. (40)
Case D. Assume (39), (40) and that there exists t ∈N such that 2 (r+1)−2t ( (r+1))
and
i((r+1)−2t )−2 + i((r+1)−2t )−1 + 1 <
{
n− 1 if (r + 1)− 2t > 2,
n− 2 if (r + 1)− 2t = 2.
Let t1 be the smallest such t . Below we will need that
i(r+1)−2t  1 for all 1 t  t1. (41)
Note that (39) and (40) imply that i(r+1)−2 = ir−1  1. The rest of the proof is similar to
the proof of (28).
We will also need that
(
k′ − ((r + 1)− 2t))(n− 1)+ (r+1)−2t−1∑
j=0
ij = l + tn for all 0 t  t1. (42)
The proof of this is identical to the proof of (29) with s0 replaced by r + 1.
Now for 0 j  r, define
i ′j =

ij − 1 if j = (r + 1)− 2t and 1 t  t1,
ij + 1 if j = (r + 1)− 2t − 1 and 0 t  t1,
ij otherwise.
Then i ′j ∈ N for all 0  j  r (see (41)), i ′0 + i ′1 < n − 2 and i ′j + i ′j+1 < n − 1 for
1 j  r − 1. Note that
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{
n− 1 if (r + 1)− 2t1 > 2,
n− 2 if (r + 1)− 2t1 = 2.
We have
r∑
s=(r+1)−2t1−1
(
a
(k′−s)(n−1)+∑s−1j=0 i′j − a(k′−s)(n−1)+∑sj=0 i′j
)
+ (k′ − r)a(k′−r−1)(n−1)+∑rj=0 i′j + (k′ − r − 1)a(k′−r)(n−1)+∑rj=0 i′j
=
t1∑
t=1
(
al+tn+1 − al+(t+1)n
)− al+n + al+1
+
t1∑
t=1
(
−a
(k′−((r+1)−2t ))(n−1)+∑(r+1)−2tj=0 ij + a(k′−((r+1)−2t−1))(n−1)+∑((r+1)−2t)−2j=0 ij
)
+ a
(k′−r)(n−1)+∑r−1j=0 ij + (k′ − r − 1)(al+1 − al+n)
<
t1∑
t=1
(
al+tn− al+(n−1)+tn
)− al+n−1 + (al − 1)
+
t1∑
t=1
(
−a
(k′−((r+1)−2t ))(n−1)+∑(r+1)−2tj=0 ij + a(k′−((r+1)−2t−1))(n−1)+∑((r+1)−2t)−2j=0 ij
)
+ a
(k′−r)(n−1)+∑r−1j=0 ij + (k′ − r − 1)
(
(al − 1)− al+(n−1)
)
=
r∑
s=(r+1)−2t1−1
(
a
(k′−s)(n−1)+∑s−1j=0 ij − a(k′−s)(n−1)+∑sj=0 ij
)
+ (k′ − r)
(
a(k′−r−1)(n−1)+∑rj=0 ij − 1
)
− (k′ − r − 1)a(k′−r)(n−1)+∑rj=0 ij . (43)
In the last inequality, we used (21).
By (20), we have the first inequality below and by (43), we have the last inequality
below. Hence,
ak′(n−1)+i′  ak′(n−1)−1 +A
(
k′; r; i ′0, . . . , i ′r
)
 ak′(n−1)−1 +
r∑
s=1
(
a
(k′−s)(n−1)+∑s−1j=0 ij − a(k′−s)(n−1)+∑sj=0 ij
)
+ (k′ − r)
(
a(k′−r−1)(n−1)+∑rj=0 ij − 1
)
+ (k′ − r − 1)a(k′−r)(n−1)+∑rj=0 ij
= ak′(n−1)−1 +A(k′; r; i0, . . . , ir )− (k′ − r)
and (38) is satisfied.
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i((r+1)−2t )−2 + i((r+1)−2t )−1 =
{
n− 2 if (r + 1)− 2t > 2,
n− 3 if (r + 1)− 2t = 2.
Let t1 be the largest t such that 2 (r + 1)− 2t . So (r + 1)− 2t1 = 2 or 3.
Subcase E1 (r + 1)− 2t1 = 3. As before (see proofs of (41) and (29)), it can be shown
that
i(r+1)−2t  1 for all 1 t  t1 + 1 and that (44)(
k′ − ((r + 1)− 2t))(n− 1)+ (r+1)−2t−1∑
j=0
ij = l + tn for all 1 t  t1 + 1. (45)
Now for 0 j  r, define
i ′j =
{
ij − 1 if j = (r + 1)− 2t and 1 t  t1 + 1,
ij + 1 if j = (r + 1)− 2t − 1 and 0 t  t1 + 1.
(Note i ′0 = i0 + 1 = i ′ + 1, i ′1 = i1 − 1, . . . .) Then i ′j ∈ N for all 0  j  r (see (44)),
i ′0 + i ′1 < n− 2 and i ′j + i ′j+1 < n− 1 for 1 j  r − 1.
We have,
ak′(n−1)+i′ − ak′(n−1)+i′+1 +A(k′; r; i ′0, . . . , i ′r )
=
t1+1∑
t=1
(
al+tn+1 − al+(t+1)n
)− al+n + al+1
+
t1+1∑
t=1
(
−a
(k′−((r+1)−2t ))(n−1)+∑(r+1)−2tj=0 ij
+ a
(k′−((r+1)−2t−1))(n−1)+i0+∑((r+1)−2t)−2j=1 ij
)
+ a
(k′−r)(n−1)+∑r−1j=0 ij + (k′ − r − 1)(al+1 − al+n)

t1+1∑
t=1
(
al+tn − al+(n−1)+tn
)− al+n−1 + (al − 1)
+
t1+1∑
t=1
(
−a
(k′−((r+1)−2t ))(n−1)+∑(r+1)−2tj=0 ij
+ a
(k′−((r+1)−2t−1))(n−1)+i +∑((r+1)−2t)−2 i
)0 j=1 j
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(k′−r)(n−1)+∑r−1j=0 ij + (k′ − r − 1)
(
(al − 1)− al+n−1
)
=A(k′; r; i0, . . . , ir )− (k′ − r). (46)
In the last inequality, we used (21).
By (20), we have
ak′(n−1)+i′+1  ak′(n−1)−1 +A(k′; r; i ′0, . . . , i ′r ).
Hence by this inequality and (46),
ak′(n−1)+i′  ak′(n−1)−1 + ak′(n−1)+i′ − ak′(n−1)+i′+1 +A(k′; r; i ′0, . . . , i ′r )
 ak′(n−1)−1 +A(k′; r; i0, . . . , ir )− (k′ − r)
and (38) is satisfied.
Subcase E2 (r + 1)− 2t1 = 2. As before (see proofs of (41) and (29)), it can be shown
that
i(r+1)−2t  1 for all 1 t  t1, (47)(
k′ − ((r + 1)− 2t))(n− 1)+ (r+1)−2t−1∑
j=0
ij = l + tn for all 0 t  t1 (48)
and that
k′(n− 1)= l + (t1 + 1)n+ 1. (49)
Now for 0 j  r + 1, define
i ′j =

0 if j = 0,
i ′ if j = 1,
ij−1 − 1 if j − 1= (r + 1)− 2t and 1 t  t1,
ij−1 + 1 if j − 1= (r + 1)− 2t − 1 and 0 t  t1.
Then i ′j ∈N for all 0 j  r (see (47)), i ′0 + i ′1 = i ′ < n− 2, i ′1 + i ′2 = i ′ + i1 + 1 < n− 1
and i ′j + i ′j+1 < n− 1 for 2 j  r.
We have,
r∑
s=1
(
a
(k′−s)(n−1)+∑s−1j=0 i′j+1 − a(k′−s)(n−1)+∑sj=0 i′j+1
)
+ (k′ − r)a(k′−r−1)(n−1)+∑r i +1 − (k′ − r − 1)a(k′−r)(n−1)+∑r i +1j=0 j j=0 j
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t1∑
t=1
(
−a
(k′−((r+1)−2t ))(n−1)+∑(r+1)−2tj=0 ij + a(k′−((r+1)−2t−1))(n−1)+∑((r+1)−2t)−2j=0 ij
)
+ a
(k′−r)(n−1)+∑r−1j=0 ij +
t1∑
t=1
(al+tn+1 − al+(t+1)n)− al+n + al+1
+ (k′ − r − 1)(al+1 − al+n)

t1∑
t=1
(
−a
(k′−((r+1)−2t ))(n−1)+∑(r+1)−2tj=0 ij + a(k′−((r+1)−2t−1))(n−1)+∑((r+1)−2t)−2j=0 ij
)
+ a
(k′−r)(n−1)+∑r−1j=0 ij +
t1∑
t=1
(al+tn− al+(n−1)+tn)− al+n−1 + (al − 1)
+ al+(t1+1)n − al+(t1+1)n+1 − al+(t1+1)n+(n−1) + al+(t1+2)n
+ (k′ − r − 1)((al − 1)− al+n−1) by (21) and (22). (50)
In the last inequality we used (21) and in the last equality we used (49).
By (20), we have
a(k′+1)(n−1)  a(k′+1)(n−1)−1 +A(k′ + 1; r + 1; i ′0, . . . , i ′r+1).
Hence by this inequality and (50),
ak′(n−1)+i′  ak′(n−1) + a(k′+1)(n−1)−1 − a(k′+1)(n−1)
+
r∑
s=1
(
a(k′−s)(n−1)+∑sj=1 i′j − a(k′−s)(n−1)+∑s+1j=1 i′j
)
+ (k′ − r)a(k′−r−1)(n−1)+∑rj=0 ij+1 − (k′ − r − 1)a(k′−r)(n−1)+∑rj=0 ij+1
 ak′(n−1)−1 +
r∑
s=1
(
a
(k′−s)(n−1)+∑s−1j=0 ij − a(k′−s)(n−1)+∑sj=0 ij
)
+ (k′ − r)(a(k′−r−1)(n−1)+∑rj=0 ij − 1)+ (k′ − r − 1)a(k′−r)(n−1)+∑rj=0 ij
= ak′(n−1)−1 +A(k′; r; i0, . . . , ir )− (k′ − r)
and (38) is satisfied. ✷
Corollary 5.3. BN ⊆Φ(BN).
Proof. Let a = {as}s0 ∈ SN . We use induction on ∑s0 as to show that b = a,0 ⊗
tNΛ0 ∈ Φ(BN). If
∑
s0 as = 0, since as ∈ N for all s, then as = 0 for all s, so b =
Φ((φ, . . . , φ)) ∈Φ(BN). If ∑s0 as = 0, let a = . . . ,0, al, . . . , a0 with al = 0 then, there
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e˜k(b) ∈ BN . By induction, e˜k(b) ∈Φ(BN). So b= f˜k(e˜k(b)) ∈Φ(BN). ✷
We now show that Φ(BN)⊆ BN . We need the following lemma.
Lemma 5.4. Let k ∈ N1, r ∈ N such that 1  r  k − 1, k0 = k, k1, . . . , kr ∈ N,
i = i0, . . . , ir ∈ I\{n−1} such that for 1 s  r , (ks−1−1)(n−1)+ is−1 ks(n−1)+ is ,
and c ∈N1 such that c k − r .
If Y = {yt }t0 ∈ B1 and for s  0, as is defined as in 4.9, then
r∑
s=1
(
a(ks−1−1)(n−1)+is−1 − aks(n−1)+is
)+ ca(kr−1)(n−1)+ir − (c− 1)akr(n−1)+ir
 #{t: t = k − 1 and yk−1 <−i}.
Proof.
Note 1: for all 1 s  r, ks−1 − 1 ks .
Note 2: for all 1 s  r , (k−1)− s < ks−1−1. (Proof: if s = 1, k−2< k−1. Assume
s > 1; then (k − 1)− s = (k − 1)− (s − 1)− 1 < ks−2 − 1− 1 ks−1 − 1.)
r∑
s=1
(
a(ks−1−1)(n−1)+is−1 − aks(n−1)+is
)+ ca(c−1)(n−1)+ir − (c− 1)akr (n−1)+ir
=
r∑
s=1
(
#
{
t: 0 t  (ks−1 − 1) and yt <
(
t − (ks−1 − 1)
)
(n− 1)− is−1
}
− #{t: 0 t  ks and yt < (t − ks)(n− 1)− is}
)
+ c a(kr−1)(n−1)+ir − (c− 1) akr (n−1)+ir
=
r−1∑
s=1
(
#
{
t: 0 t  k − 1− s and yt <
(
t − (ks−1 − 1)
)
(n− 1)− is−1
}
− #{t: 0 t  k − 1− s and yt < (t − ks)(n− 1)− is}
)
+ #{t: 0 t  k − 1− r and yt < (t − (kr−1 − 1))(n− 1)− ir−1}
− #{t: 0 t  k − 1− r and yt < (t − kr)(n− 1)− ir }
+
r∑
s=1
(
#
{
t: k − s  t  (ks−1 − 1) and yt <
(
t − (ks−1 − 1)
)
(n− 1)− is−1
}
− #{t: k − s  t  ks and yt < (t − ks)(n− 1)− is}
)
+ ca(kr−1)(n−1)+ir − (c− 1) akr(n−1)+ir
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{
t: 0 t  k − 1− r and yt <
(
t − (kr−1 − 1)
)
(n− 1)− ir−1
}
− #{t: 0 t  k − 1− r and yt < (t − kr)(n− 1)− ir }
+ #{t: t = k − 1 and yt <−i}
+
r−1∑
s=1
(
#
{
t: k − s − 1 t  ks − 1 and yt <
(
t − (ks − 1)
)
(n− 1)− is
}
− #{t: k − s  t  ks and yt < (t − ks)(n− 1)− is}
)
− #{t: k − r  t  kr and yt < (t − kr )(n− 1)− ir }
+ c#{t: 0 t  kr − 1 and yt < (t − (kr − 1))(n− 1)− ir}
− (c− 1)#{t: 0 t  kr and yt < (t − kr)(n− 1)− ir};
(here we have used the fact that (ks−1 − 1)(n− 1)+ is−1  ks(n− 1)+ is; )
= #{t: t = k − 1 and yt <−i}
+
r−1∑
s=1
(
#{t: k − s  t  ks and yt−1 < (t − ks)(n− 1)− is}
− #{t: k − s  t  ks and yt < (t − ks)(n− 1)− is}
)
+ c#{t: 0 t  kr − 1 and yt < (t − (kr − 1))(n− 1)− ir}
− c#{t: 1 t  kr and yt < (t − kr)(n− 1)− ir}
− c#{t: t = 0 and y0 < (t − kr)(n− 1)− ir}
+ #{t: 0 t  k − 1− r and yt < (t − (kr−1 − 1))(n− 1)− ir−1}
 #{t: t = k − 1 and yt <−i}
+ c(#{t: 1 t  kr and yt−1 < (t − kr)(n− 1)− ir}
− #{t: 1 t  kr and yt < (t − kr)(n− 1)− ir}
)
− c#{t: t = 0 and y0 < (t − kr)(n− 1)− ir}
+ #{t: 0 t  k − 1− r and yt < (t − (kr−1 − 1))(n− 1)− ir−1}
 #{t: t = k − 1 and yt <−i} − c#{t : t = 0 and y0 < (t − kr)(n− 1)− ir}
+ #{t: 0 t  k − 1− r and yt < (t − (kr−1 − 1))(n− 1)− ir−1}
 #{t: t = k − 1 and yk−1 <−i}.
The last inequality is true since by 4.3(i), if y0 <−kr(n− 1)− ir , then for all t ∈N,
yt  t (n− 1)+ y0 < (t − kr)(n− 1)− ir 
(
t − (kr−1 − 1)
)
(n− 1)− ir−1;
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#
{
t: 0 t  k − 1− r and yt <
(
t − (kr−1 − 1)
)
(n− 1)− ir−1
}= k − r  c. ✷
Lemma 5.5. If Y ∈ B1 and for s  0, as is as defined in 4.9, then {as}s0 ∈ S1.
Proof. Let Y= {yk}k0. For k ∈N and i ∈ I\{n− 1},
ak(n−1)+i = #{s: 0 s  k and ys < (s − k)(n− 1)− i}.
(1) a0  1.
(2) For k ∈N and 0 i  n− 3,
ak(n−1)+i+1 := #{s: 0 s  k and ys < (s − k)(n− 1)− i − 1}
= #{s: 0 s  k and ys < (s − k)(n− 1)− i}
− #{s: 0 s  k and ys = (s − k)(n− 1)− i − 1}
 ak(n−1)+i .
(3) For k ∈N1 and i ∈ I\{n− 1},
ak(n−1)+i := #{s: 0 s  k and ys < (s − k)(n− 1)− i}
= #{s: 0 s  k − 1 and ys+1 < (s − (k − 1))(n− 1)− i}
+ #{s: s = 0 and y0 <−k(n− 1)− i}
 a(k−1)(n−1)+i + #{s: s = 0 and y0 <−k(n− 1)− i} by 4.3(i)
 a(k−1)(n−1)+i + 1
k
ak(n−1)−1.
The last inequality is true since if y0 <−k(n− 1)− i , by 4.3(i), for all s ∈N,
ys  s(n− 1)+ y0  (s − k)(n− 1)+ 1;
and hence
ak(n−1)−1 = #{s: 0 s  k − 1 and ys < (s − k)(n− 1)+ 1} = k.
(4) For k ∈N1, 1 r  k − 1, i0 = i ∈ I\{n− 1}, i1, . . . , ir ∈N,
ak(n−1)+i = #{s: 0 s  (k − 1) and ys < (s − k)(n− 1)− i}
+ #{s: s = k and yk <−i}
 a(k−1)(n−1)+(n−2)+ #{s: s = k and yk <−i}
since − (n− 2)−(n− 1)− i
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 ak(n−1)−1 +A(k; r; i0, . . . , ir ), by Lemma 5.4. ✷
Corollary 5.6. Φ(BN)⊆ BN for N ∈N.
Proof. If Y = (Y1, . . . , YN) ∈ BN , then for 1  j  N , Yj ∈ B1, and for s ∈ N, as(Y) =∑N
j=1 as(Yj ). By Lemma 5.5, for 1 j N , {as(Yj )}s0 ∈ S1. Hence {as(Y)}s0 ∈ SN .
The corollary now follows from the definition of Φ and the definition of BN . ✷
Theorem 5.7. Φ(BN) = BN for N ∈ N. Hence if ι is as in 4.9, then (Ψι ⊗ idNΛ0) ◦
τNΛ0(B(NΛ0))= BN for N ∈N.
Proof. (Corollaries 5.3 and 5.6 and Theorem 4.15.) ✷
Theorem 5.8. Let ι′ = n − 1, . . . ,2,1, n − 1, . . . ,2, . . . , n − 1, n − 2, n − 1 and ι =
. . . ,0,1, . . . , n− 1,0,1, . . . , n− 1,0, ι′.
Then the image of Ψι is the set of all elements of the form
. . . a2a1a0a1(n−1) . . . a12a11a2(n−1) . . . a22 . . . a(n−2)(n−1)a(n−2)(n−2)a(n−1)(n−1)
such that
0 ak(n−1)  ak(n−2)  · · · akk for 1 k  n− 1,
ak(n−1)+i  ak(n−1)+i−1 if k ∈N and i ∈ I\{0, n− 1},
ak(n−1)+i 
1
k
ak(n−1)−1 + a(k−1)(n−1)+i if k ∈N1 and i ∈ I\{n− 1},
ak(n−1)+i  ak(n−1)−1 +A(k; r; i0, . . . , ir )
if k ∈N2, r ∈N such that 1 r  k − 1, i = i0, i1, . . . , ir ∈N,
i0 + i1 < (n− 2), and ij + ij+1 < (n− 1) for 1 j  r − 1.
Proof. Theorem 2.2, Lemma 2.3, Theorem 5.7 and Corollary A.4. ✷
5.9. In this subsection, we show that every inequality in (18) is needed to define SN (for
N  1).
Let k ∈N and i ∈ I\{0, n− 1}. For s ∈N define
ys :=
{−i − 1 if 0 s  k,0 otherwise.
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at =
{
1 if t = k′′(n− 1)+ j for 0 k′′  k and 0 j  i,
0 otherwise.
By Lemma 5.5, {at }t0 ∈ S1 ⊆ SN , i.e., {at }t0 satisfies (17)–(20).
For t ∈N, define
a′t :=
{
at − 1 if t = k(n− 1)+ i − 1,
at otherwise.
Note that since ak(n−1)+i−1 = 1, a′t ∈ N for all t ∈ N. We will show that {a′t}t0 satisfies
all of the inequalities in (18)–(20) except for
a′k(n−1)+i  a′k(n−1)+i−1. (51)
The only inequality in (18) in which a′k(n−1)+i−1 appears in the right-hand side is
(51), so all of the other inequalities are satisfied by {a′t }t0. Since a′k(n−1)+i = 1 and
a′k(n−1)+i−1 = 0, (51) is not satisfied.
Since a′(k+1)(n−1)+i−1 = 0, then
a′(k+1)(n−1)+i−1 
1
k + 1a
′
(k+1)(n−1)−1 + a′k(n−1)+i−1.
This is the only inequality in (19) in which a′k(n−1)+i−1 appears in the right-hand side;
hence all of the inequalities in (19) are satisfied by {a′t}t0.
Now let k′ ∈ N2, 1  r  k′ − 1 and i0, i1, . . . , ir ∈ N with i0 + i1 < n − 2 and
ij + ij+1 < n−1 if 1 j  r−1. Suppose k(n−1)+ i−1= (k′ − s0)(n−1)+∑s0−1j=0 ij
for some 1 s0  r + 1. Then
k(n− 1)+ i = (k′ − s0)(n− 1)+
s0−1∑
j=0
ij + 1
 (k′ − s0)(n− 1)+ (s0 − 1)(n− 1)+ i0 + 1
 (k′ − 1)(n− 1)+ (n− 2) < k′(n− 1) k′(n− 1)+ i0.
Hence a′
k′(n−1)+i0 = ak′(n−1)+i0 = 0.
If s0 = 1, a(k′−1)(n−1)+i0 = 1, and if 2  s0  r + 1, a(k′−s0)(n−1)+∑s0−1j=0 ij −
a
(k′−s0+1)(n−1)+
∑s0−1
j−0 ij
= 1 − 0 = 1. Also, for all 1  s  r , −a(k′−s)(n−1)+∑sj=0 ij +
a(k′−(s+1))(n−1)+∑s i  0. So in either case,j=0 j
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= a(k′−1)(n−1)+i0 +
r−1∑
s=1
(
−a(k′−s)(n−1)+∑sj=0 ij + a(k′−(s+1))(n−1)+∑sj=0 ij
)
+ (k′ − r)
(
a(k′−r−1)(n−1)+∑rj=0 ij − a(k′−r)(n−1)+∑rj=0 ij
)
 1.
Thus {a′t}t0 satisfies (20).
5.10. In this subsection, we show that every inequality in (19) is needed to define SN
(N  1). Let k ∈N1 and i ∈ I\{n− 1}. For s ∈N, define
ys =

−(k− 1)(n− 1)− i − 1 if s = 0,
(s − k)(n− 1)− i − 1 if 1 s  k,
0 otherwise.
Then Y := {ys}s0 ∈ B1. If at = at(Y ), t ∈N, is as defined in 4.9, then
at =

⌊
t
n−1
⌋+ 1 if 0 t  (k − 1)(n− 1)+ i,⌊
t
n−1
⌋
if (k − 1)(n− 1)+ i < t  k(n− 1)+ i,
0 otherwise.
By Lemma 5.5, {at }t0 ∈ S1, i.e., {at}t0 satisfies (17)–(20). For t ∈N, define
a′t =
{
at − 1 if t = (k− 1)(n− 1)+ i,
at otherwise.
Note that a′t ∈N for all t , since a(k−1)(n−1)+i = k  1.
We will show that {a′t}t0 satisfies all of the inequalities in (18)–(20) except for
a′k(n−1)+i 
1
k
a′k(n−1)−1 + a′(k−1)(n−1)+i. (52)
If i = n− 2, then
a′k(n−1)−1 = a(k−1)(n−1)+(n−2) = k − 1.
If i = n− 2, then
a′k(n−1)−1 = a′(k−1)(n−1)+(n−2)= a(k−1)(n−1)+(n−2)− 1= k − 1.
Also,
a′k(n−1)+i = k and a′(k−1)(n−1)+i = k − 1.
So in either case, (52) is not satisfied.
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Hence
a′k(n−1)+j 
1
k
ak(n−1)−1 + a′(k−1)(n−1)+j .
So the only inequality in (19) which is not satisfied by {a′t }t0 is (52).
Now if i  n − 3, a′(k−1)(n−1)+i+1 = k − 1 and a′(k−1)(n−1)+i = k − 1. So all of the
inequalities in (18) are satisfied by {a′t}t0.
Now let k′ ∈ N2, 1  r  k′ − 1 and i0, i1, . . . , ir ∈ N with i0 + i1 < n − 2 and
ij + ij+1 < (n− 1) if 1 j  r − 1. We want to show that
a′k′(n−1)+i  a′k′(n−1)−1 +
r∑
s=1
(
a′
(k′−s)(n−1)+∑s−1j=0 ij − a′(k′−s)(n−1)+∑sj=1 ij
)
+ (k′ − r)a′
(k′−r−1)(n−1)+∑rj=0 ij + (k′ − r − 1)a′(k′−r)(n−1)+∑rj=0 ij .
(53)
We consider three cases.
Case 1 (k− 1)(n− 1)+ i= k′(n− 1)− 1. Then k′ = k and i = n− 2. Hence a′k(n−1)+i0 =
ak(n−1)+i0 = k and a′k′(n−1)−1 = k − 1. By Lemma 5.4,
r∑
s=1
(
a′
(k′−s)(n−1)+∑s−1j=0 ij − a′(k′−s)(n−1)+∑sj=0 ij
)
+ (k′ − r)a′
(k′−r−1)(n−1)+∑rj=0 ij − (k′ − r − 1)a′(k′−r)(n−1)+∑rj=0 ij
=A(k′; r; i0, . . . , ir ) #{t : t = k − 1 and yk−1 <−i} = 1.
Hence (53) is satisfied.
Case 2 (k−1)(n−1)+ i= (k′ −1)(n−1)+ i0. Then k = k′ and i0 = i . So ak′(n−1)+i0 = k
and a′
k′(n−1)−1 = k − 1. So to get (53), we need to show that
r∑
s=1
(
a′
(k−s)(n−1)+∑s−1j=0 ij − a′(k−s)(n−1)+∑sj=1 ij
)
+ (k − r)a′
(k−r−1)(n−1)+∑r i − (k− r − 1)a′(k−r−1)(n−1)+∑r i  1. (54)j=0 j j=0 j
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columns of Y. So Y ′ = {y ′s}s0, where
y ′s =

−(k− 1)(n− 1)− i if s = 0 or 1,
(s − k)(n− 1)− i − 1 if 2 s  k,
0 otherwise.
Then Y ′ ∈ B1 and if a′′t := at (Y ′) for t ∈N is as defined in 4.9,
a′′t =

⌊
t
n−1
⌋+ 1 if 0 t < (k − 1)(n− 1)+ i,⌊
t
n−1
⌋
if (k − 1)(n− 1)+ i  t < k(n− 1)+ i,
k − 1 if t = k(n− 1)+ i,
0 otherwise.
Note that if 0 t < k(n− 1)+ i , a′′t = a′t , and that for all 1 s  r ,
(k − s)(n− 1)+
s−1∑
j=0
ij < k(n− 1)+ i.
Hence by Lemma 5.4,
r∑
s=1
(
a′
(k−s)(n−1)+∑s−1j=0 ij − a′(k−s)(n−1)+∑sj=0 ij
)
+ (k − r)a′
(k−r−1)(n−1)+∑rj=0 ij − (k − r − 1)a′(k−1)(n−1)+∑rj=0 ij
 #{t: t = k − 1 and y ′k−1 <−i} 1.
Hence (54) and (53) are satisfied.
Case 3 (k − 1)(n− 1)+ i = (k′ − s0)(n− 1)+∑s0−1j=0 ij for some 2 s0  r + 1.
If 0 s  s0 − 2,
k(n− 1)+ i = (k′ − s0 + 1)(n− 1)+
s0−1∑
j=0
ij
= (k′ − s)(n− 1)+
s−1∑
j=0
ij − (s0 − s − 1)(n− 1)+
s0−1∑
j=s
ij
< (k′ − s)(n− 1)+
s−1∑
ij  (k′ − s)(n− 1)+
s∑
ij .j=0 j=0
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k′(n−1)+i0 = a′k′(n−1)−1 = a′(k′−s)(n−1)+∑s−1j=0 ij = a′(k′−s)(n−1)+∑sj=0 ij , for all
1 s  s0 − 2.
So we need to show that
r∑
s=s0−1
(
a′
(k′−s)(n−1)+∑s−1j=0 ij − a′(k′−s)(n−1)+∑sj=0 ij
)
+ (k′ − r)a′
(k′−r−1)(n−1)+∑rj=0 ij − (k′ − r − 1)a′(k′−r)(n−1)+∑rj=0 ij  0. (55)
Subcase 3A. Suppose s0  r . Let k′′ ∈N and i ′′ ∈ I\{n−1} be such that (k′ − (s0−1))×
(n − 1)+∑s0−2j=0 ij = k(n − 1)+ i − is0−1 = k′′(n − 1)+ i ′′. (Note k′′  k′ − s0 + 1 
k′ − r + 1 2.) If is0−1  i , then k′′ = k, i ′′ = i − is0−1, and yk′′ = yk =−i− 1 <−i ′′. If
is0−1 > i , then k′′ = k− 1, i ′′ = (n− 1)+ i− is0−1, and yk′′ = yk−1 =−(n− 1)− i− 1<
−i ′′. So in either case, #{t: t = k′′ and yk′′−1 <−i ′′} = 1. By Lemma 5.4,
r∑
s=s0−1
(
a
(k′−s)(n−1)+∑s−1j=0 ij − a(k′−s)(n−1)+∑sj=0 ij
)
+ (k′ − r)a(k′−r−1)(n−1)+∑rj=0 ij − (k′ − r − 1)a(k′−r)(n−1)+∑rj=0 ij  1,
and (55) and (53) are satisfied.
Subcase 3B. Suppose s0 = r + 1. Since (k − 1)(n − 1) + i < k(n − 1) + i − ir 
k(n− 1)+ i ,
a′
(k′−r)(n−1)+∑r−1j=0 ij = a′k(n−1)+i−ir =
{
k − 1 if ir > i,
k if ir  i.
Then
a′
(k′−r)(n−1)+∑r−1j=0 ij + (k′ − r)
(
a′
(k′−r−1)(n−1)+∑rj=0 ij − a′(k′−r)(n−1)+∑rj=0 ij
)
=
{
k − 1+ (k′ − r)(k − 1− k) if ir > i,
k + (k′ − r)(k − 1− k) if ir  i
=
{
k − 1− (k′ − r) if ir > i,
k − (k′ − r) if ir  i
 0,
since (k′ − r)(n− 1)+∑rj=0 ij = k(n− 1)+ i implies k′ − r  k and if ir > i , k′ − r < k.
So (55) and (53) are satisfied.
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In [1] and [9], the authors prove that if g is of type An−1 and ι = (n − 1, . . . ,2,1,
n− 1, . . . ,2, . . . , n− 1, n− 2, n− 1), the image of Ψι is the set of all elements of the form
a1(n−1) . . . a12a11a2(n−1) . . . a22 . . . a(n−2)(n−1)a(n−2)(n−2)a(n−1)(n−1) (56)
such that
0 ak(n−1)  ak(n−2)  · · · akk for 1 k  n− 1. (57)
In this appendix, we use our results from section 2 to give an alternative proof of this
result.
A.1. Let g = sln, n  2 and I = {1,2, . . . , n − 1}. In [7], it is shown that the crystal
graph of B(Λ1) is given by 1
1−→ 2 2−→ · · · n−2−→ n− 1 n−1−→ n and that if we view
B(NΛ1) as a subset of B(Λ1)⊗ · · · ⊗B(Λ1) (N times), then
B(NΛ1)=
{
a1 ⊗ · · · ⊗ aN : for 1 j N, aj ∈N and n a1  · · · aN  1
}
.
Lemma A.2. Define the map Φ :B(NΛ1)→ Zι ⊗ TNΛ1 by, for n a1  · · · aN  1,
Φ
(
a1 ⊗ · · · ⊗ aN
)= cn−1, . . . , c1,0⊗ tNΛ1
where for 1 k  n− 1, ck := #{t : at > k}, and 0= 0, . . . ,0.
Then Φ = (Ψι ⊗ idNΛ1) ◦ τNΛ1 .
Proof. Let b = a1 ⊗· · ·⊗ aN ∈B(NΛ1). Then wt(b)=∑Nj=1 wt( aj )=∑Nj=1(Λ1 −∑
1k<aj αk)=NΛ1 −
∑N
j=1
∑
1k<aj αk =NΛ1 −
∑n−1
k=1 ckαk. Hence (Ψι ⊗ idNΛ1) ◦
τNΛ1(b) = Φ(b), since Φ(b) is the only element in the image of (Ψι ⊗ idNΛ1) ◦ τNΛ1
whose weight is equal to that of b. ✷
Lemma A.3. ImΦ = {cn−1, . . . , c1,0 ⊗ tNΛ1 : for 1  j  n − 1, cj ∈ N and N  c1 
· · · cn−1  0}.
Proof. Let S be the set in the right-hand side of the above equality. Let n  a1  · · · 
aN  1. If T is the Young diagram with a1 boxes in the first column, a2 boxes in the
second column, . . . , and aN boxes in the N th column, then for 1 j  n− 1,
cj := #{t: at > j } = # of columns in T which have > j boxes
= # of boxes in the (j + 1)st row of T .
Hence N  c1  c2  · · · cn−1  0, and ImΦ ⊆ S.
724 A. Premat / Journal of Algebra 267 (2003) 673–724Now let N  c1  c2  · · · cn−1  0. If T is the Young diagram with N boxes in the
1st row, c1 boxes in the 2nd row, . . . , and cn−1 boxes in the nth row, and, for 1 t N,
at :=# of boxes in the t th column of T , then n a1  · · · aN  1 and for 1 j  n−1,
cj = # of boxes in the (j + 1)st row of T
= # of columns in T which have > j boxes= #{t : at > j }.
Hence Φ( a1 ⊗ · · · ⊗ aN ) = u∞ ⊗ bn−1(−cn−1) ⊗ · · · ⊗ b1(−c1) ⊗ 0¯ ⊗ tNΛ1 and
S ⊆ ImΦ. ✷
Corollary A.4 [1]. ImΨι is the set of all elements of the form in (56) which satisfy (57).
Proof. (Induction, Theorem 2.2, Lemmas 2.3, A.3, and A.2.) ✷
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