Abstract. Based on conservation laws for surface layer integrals for minimizers of causal variational principles, it is shown how jet spaces can be endowed with an almost-complex structure. We analyze under which conditions the almost-complex structure can be integrated to a canonical complex structure. Combined with the scalar product expressed by a surface layer integral, we obtain a complex Hilbert space (h, .|. ). The Euler-Lagrange equations of the causal variational principle describe a nonlinear norm-preserving time evolution on h. Rewriting multilinear operators on h as linear operators on corresponding tensor products, we obtain a linear norm-preserving time evolution on bosonic Fock spaces. The so-called holomorphic approximation is introduced, in which the dynamics is described by a unitary time evolution on the bosonic Fock space. The error of this approximation is quantified. Our constructions explain why and under which assumptions critical points of causal variational principles give rise to a second-quantized, unitary dynamics on Fock spaces.
Introduction
The purpose of this paper is to work out the connection between two mathematical concepts which at first sight might seem unrelated: causal variational principles and bosonic Fock spaces. Bosonic Fock spaces are complex Hilbert spaces which arise in the mathematical formulation of many-particle quantum systems. The dynamics of such systems is described by a unitary time evolution on the Fock space. More precisely, 1) where the Hamiltonian H is a symmetric operator on the Fock space (F, .|. F ). Causal variational principles, on the other hand, were introduced in [6] as a mathematical generalization of the causal action principle, being the analytical core of the physical theory of causal fermion systems (see the textbook [8] or the physical introduction [12] ). In general terms, given a manifold F together with a non-negative function L : F×F → R + 0 , in a causal variational principle one minimizes the action S given by
under variations of the measure ρ on F, keeping the total volume ρ(F) fixed (for the precise mathematical setup see Section 2.1 below). Working with measures on a manifold, there is a-priori no Hilbert space structure, making the connection to bosonic Fock spaces far from obvious. Here we make use of two key observations: First, variations of the measure ρ can be described by so-called jets consisting of scalar functions and vector fields in space-time M := supp ρ (see [14] or Section 2.2 below, where supp denotes the support of the measure ρ). The resulting jet spaces are real vector spaces. The second observation is that on the jet spaces one can introduce bilinear forms which have the structure of so-called surface layer integrals
where (· · · ) stands for a differential operator formed of the jets. A surface layer integral generalizes the concept of a surface integral over ∂Ω to the setting of causal fermion systems (for the general idea see [13, Section 2.3] ). Moreover, as a consequence of the Euler-Lagrange (EL) equations corresponding to the causal variational principle, there are jet spaces for which the surface layer integrals do not depend on the choice of the set Ω (see [13, 14, 15] or the summary in Section 2.4 below).
Starting from these structures, we here analyze how to introduce complex structures on jet spaces. The result of this analysis is a complex Hilbert space of jets (h, .|. ) (see (3.22) and Sections 3.4-3.7), having the property that the corresponding norm w of a jet w is preserved under the time evolution (see Theorems 3.3 and 5.1). Next, we rewrite the nonlinear dynamics as described by the EL equations corresponding to the causal variational principle in terms of a linear dynamics on a suitable tensor product. More precisely, the time evolution is not an operator on the bosonic Fock space F := ⊕ ∞ n=0 h n , but it is a linear norm-preserving operator on the tensor product of F with its dual space F * (see Theorems 4.9 and 4.10). Moreover, we derive an approximate dynamics, the so-called holomorphic approximation, described by a unitary time evolution on F of the form (1.1) (see Theorem 5.2 and Definition 5.3). The error of the holomorphic approximation is quantified by working out the corrections (see Theorems 5.4 and 5.6), and it is discussed in which situations these corrections are small (see Section 7) .
The paper is organized as follows. In Section 2 we give the necessary background on causal variational principles. In Section 3 we specify how to describe a scattering process in Minkowski space. Moreover, the conservation laws for surface layer integrals are adapted to this setting, and the freedom in choosing complex structures are analyzed. In Section 4, the Fock space description is introduced. After recalling the basics on Fock spaces (Section 4.1), we first consider the case that the time evolution is compatible with the complex structure (as is made precise by the notion of holomorphic connections; see Definition 3.4) . In this case, expanding the nonlinear dynamics as described by the EL equations of the causal variational principle in a perturbation series and rewriting the resulting p-multilinear operators as linear operators on the p-fold tensor product, we obtain a unitary time evolution on the Fock space F := ⊕ ∞ n=0 h n (Section 4.2). In the general case that the time evolution is not compatible with the complex structure, we obtain instead a norm-preserving complex-linear time evolution on F * ⊗ F (Section 4.3). Section 5 is devoted to the holomorphic approximation, being an approximation of the time evolution on F * ⊗ F by a unitary time evolution on F. In preparation, we need to analyze the conservation laws and the complex structure at intermediate times (Sections 5.1 and 5.2). Then the holomorphic approximation is introduced (Section 5.3) and its corrections are worked out (Section 5.4). In Section 6 we illustrate our constructions by explaining the analogies and differences with classical field theory in the example of φ 4 -theory in Minkowski space. Finally, in Section 7 it is discussed under which assumptions on the interaction the holomorphic approximation is justified.
We close with two remarks. First, we point out that we here restrict attention to bosonic Fock spaces; the additional constructions giving rise to fermionic Fock spaces will be developed separately in [5] . Second, we note that the connection between causal variational principles and Fock spaces was first established in [7] , however only for causal fermion systems and based on the classical equations obtained in the continuum limit (a limiting case giving an interaction via classical bosonic fields in Minkowski space worked out in detail in [8] ). In contrast to this work, we here work directly with the EL equations corresponding to the causal variational principle. Moreover, we work intimately with the conservation laws for surface layer integrals as derived in [13, 14, 15] . In this way, the constructions in the present paper give a more general and more fundamental connection to bosonic Fock spaces.
Preliminaries

Causal Variational Principles in the Non-Compact Setting.
We consider causal variational principles in the non-compact setting as introduced in [14, Section 2] . Thus we let F be a (possibly non-compact) smooth manifold of dimension m ≥ 1 and ρ a (positive) Borel measure on F (the universal measure). Moreover, we are given a non-negative function L : F × F → R + 0 (the Lagrangian) with the following properties: (i) L is symmetric: L(x, y) = L(y, x) for all x, y ∈ F.
(ii) L is lower semi-continuous, i.e. for all sequences x n → x and y n ′ → y, L(x, y) ≤ lim inf n,n ′ →∞ L(x n , y n ′ ) .
The causal variational principle is to minimize the action
under variations of the measure ρ, keeping the total volume ρ(F) fixed (volume constraint).
If the total volume ρ(F) is finite, one minimizes (2.1) over all regular Borel measures with the same total volume. If the total volume ρ(F) is infinite, however, it is not obvious how to implement the volume constraint, making it necessary to proceed as follows. We need the following additional assumptions: (iii) The measure ρ is locally finite (meaning that any x ∈ F has an open neighborhood U with ρ(U ) < ∞). (iv) The function L(x, .) is ρ-integrable for all x ∈ F, giving a lower semi-continuous and bounded function on F. Given a regular Borel measure ρ on F, we then vary over all regular Borel measuresρ with ρ − ρ (F) < ∞ and ρ − ρ (F) = 0 (where |.| denotes the total variation of a measure). These variations of the causal action are well-defined. It is shown in [14, Lemma 2.3 ] that a minimizer (or similarly a critical point of the causal variational principle) satisfies Euler-Lagrange (EL) equations stating that for a suitable value of the parameter ν > 0, the lower semi-continuous function ℓ :
is minimal and vanishes on space-time M := supp ρ,
For further details we refer to [14, Section 2].
2.2.
The Weak Euler-Lagrange Equations. The EL equations (2.2) are nonlocal in the sense that they make a statement on ℓ even for points x ∈ F which are far away from space-time M . It turns out that for the applications we have in mind, it is preferable to evaluate the EL equations locally in a neighborhood of M . This leads to the weak EL equations introduced in [14, Section 4] . We here give a slightly less general version of these equations which is sufficient for our purposes. In order to explain how the weak EL equations come about, we begin with the simplified situation that the function ℓ is smooth. In this case, the minimality of ℓ implies that the derivative of ℓ vanishes on M , i.e. ℓ| M ≡ 0 and
(where Dℓ(p) : T p F → R is the derivative). In order to combine these two equations in a compact form, it is convenient to consider a pair u := (a, u) consisting of a real-valued function a on M and a vector field u on T F along M , and to denote the combination of multiplication of directional derivative by
Then the equations (2.3) imply that ∇ u ℓ(x) vanishes for all x ∈ M . The pair u = (a, u) is referred to as a jet.
In the general lower-continuous setting, one must be careful because the directional derivative D u ℓ in (2.4) does not need not exist. Our method for dealing with this problem is to restrict attention to vector fields for which the directional derivative is well-defined. Moreover, we must specify the regularity assumptions on a and u. To begin with, we always assume that a and u are smooth in the sense that they have a smooth extension to the manifold F. Thus the jet u should be an element of the jet space
5) where C ∞ (M, R) and Γ(M, T F) denote the space of real-valued functions and vector fields on M which admit a smooth extension to F, respectively. We remark that the question on whether a function or vector field on M can be extended smoothly to F is rather subtle. The needed conditions are made precise by Whitney's extension theorem (see for example the more recent account in [4] ). Here we do not enter the details of these conditions, but use them as implicit assumptions entering our definition (2.5).
Clearly, the fact that a jet u is smooth does not imply that the functions ℓ or L are differentiable in the direction of u. This must be ensured by additional conditions which are satisfied by suitable subspaces of J ρ which we now introduce. First, we let Γ diff ρ be those vector fields for which the directional derivative of the function ℓ exists,
This gives rise to the jet space
For the jets in J diff ρ , the combination of multiplication and directional derivative in (2.4) is well-defined. We choose a linear subspace J test ρ ⊂ J diff ρ with the property that its scalar and vector components are both vector spaces, 
The purpose for introducing J test is that it gives the freedom to restrict attention to the portion of information in the EL equations which is relevant for the application in mind. For example, if one is interested only in the macroscopic dynamics, one can choose J test to be composed of jets which are all nearly constant on the microscopic scale, having the effect that irrelevant microscopic fluctuations of ℓ are disregarded in (2.6).
Next, we introduce the jet spaces J ℓ ρ , where ℓ ∈ N ∪ {∞} can be thought of as the order of differentiability if the derivatives act simultaneously on both arguments of the Lagrangian: Definition 2.1. For any ℓ ∈ N 0 ∪ {∞}, the jet space J ℓ ρ ⊂ J ρ is defined as the vector space of test jets with the following properties:
(i) For all y ∈ M and all x in an open neighborhood of M , in suitable charts around x and y the directional derivatives
exist for all p ∈ {1, . . . , ℓ} and all v 1 , . . . , v p ∈ J ℓ ρ . (ii) Integrating the expression (2.7) in y over M with respect to the measure ρ, the resulting function (defined on an open neighborhood of M ) is continuously differentiable in the direction of every jet u ∈ J test ρ . Finally, we introduce the space of dual jets (J test ρ ) * . To this end, we denote the continuous global one-jets taking values in the cotangent bundle restricted to M by
We let (J test ρ ) * be the quotient space
where ., . denotes the dual pairing of T * x F and T x F. Here we take equivalence classes simply because it is convenient to disregard dual jets which are trivial on J test ρ .
The Nonlinear Solution Space.
In what follows, we shall be concerned with families of measures which satisfy the weak EL equations. In order to obtain these families of solutions, we want to vary a given measure ρ (typically a solution of the weak EL equations) without changing its general structure. To this end, we multiply ρ by a weight function and apply a diffeomorphism, i.e.
where F ∈ C ∞ (M, F) and f ∈ C ∞ (F, R + ) are smooth mappings (as defined before (2.5)). We now consider a set of such measures which all satisfy the weak EL equations, B ⊂ ρ of the form (2.8) (2.6) holds for ν > 0 (2.9) (note that the Lagrange parameter ν is not fixed; this will be important for the constructions in Section 3.3). In the smooth setting, B can be given the structure of a Fréchet manifold (see [14, Section 3 and Appendix A]). Here we do not assume smoothness, but work instead in the lower semi-continuous setting introduced in [14, Section 4] . Nevertheless, it might be helpful for the reader to visualize B as a manifold, to identify jets with scalar functions and vector fields, conserved quantities with differential forms on B, and so on. For this reason, we always mention how our objects can be understood geometrically in the smooth setting.
A variation of the measure (2.8) is described by a family (f τ , F τ ) with τ ∈ (−δ, δ) and δ > 0. Infinitesimally, the variation is again described by a jet
The condition that the weak EL equations (2.6) should be preserved by the variation gives rise to the linearized field equations
We denote the vector space of all solutions of the linearized field equations by J lin ρ ⊂ J ρ . In the smooth setting, J lin ρ can be identified with the tangent space T ρ B. 2.4. Conservation Laws for Surface Layer Integrals. Let ρ ∈ B be a critical measure. Then, as shown in [14, 15] , there are various conservation laws for surface layer integrals. We now collect those surface layer integrals and conservation laws which are of relevance for our constructions. Given a compact subset Ω ⊂ M := supp ρ and for any jets u, v ∈ J 
The existence theory for Green's operators in the general context of causal variational principles is developed in [2] . In what follows, we always assume that the bilinear form defined by (2.11) is nondegenerate. This assumption requires a brief explanation. A-priori, this bilinear form may be degenerate (thus it would be more appropriate to call it a "presymplectic form"). In this case, our strategy is to choose J test so small that the restriction of the symplectic form to (
will be non-degenerate. This procedure also justifies the name "symplectic form." Particular examples where the symplectic form will be degenerate are systems involving gauge symmetries. In these examples, the choice of J test involves a gauge-fixing procedure or the choice of a specific gauge.
2.5. The Perturbation Map and its Linearization. The perturbation expansion developed in [10] provides a method for constructing critical measures from a linearized solution. Formally, the result of this construction gives rise to the so-called perturbation map
where U is an open neighborhood of the origin (the reason why this equation is only formal is that the perturbation expansion is not known to converge). Clearly, the operator P ρ depends on the choice of the Green's operators.
In differential geometric language, the mapping P ρ can be regarded as a local chart of B in a neighborhood of ρ. We use the notatioñ
Always working with measures of the form (2.8), we can identify the measureρ with the functions (f, F ). Then the linearization of P ρ maps linearized solutions to linearized solutions, i.e.
(where DP ρ | w is the derivative at w defined as a linear mapping; here the statement that the image of this operator lies in the space of "nice jets"
is a technical assumption needed for the perturbative treatment). In [10] explicit formulas for the perturbation map are derived to every order in perturbation theory. In order to keep the notation as simple as possible, here we write the perturbation expansion symbolically as 14) where the expansion is performed in local coordinates on F. The coefficients of the expansions have the properties that P
ρ is the identity and that
is p-multilinear and symmetric .
By differentiating, we obtain
The second derivatives of P give rise to the interacting Green's operators. Moreover, according to the formulas in [10, Section 4.3] , the first terms of the perturbation expansion (2.14) are given by
showing that the quadratic terms are precisely the expressions appearing in the conservation law (2.12). We next consider the family of critical points P ρ (w + τ u). Expanding in powers of τ again gives a linearized solution and the Green's operator, but now for the interacting measure,
(again the objects with tilde refer to the interacting measureρ). Comparing with the Taylor expansion of P ρ at w, we conclude that
This formula is useful for bringing the conservation law (2.12) into a simpler and more useful form (see Section 3.3).
Description of a Scattering Process
We now explain how to describe a physical scattering process. We have the situation in mind that the interaction takes place in a finite time interval, whereas before and after this time interval, the dynamics is linear. In order to model this situation, we first explain how linear systems are described mathematically (Section 3.1). A scattering process will then be modelled by a measure which at large positive and large negative times behaves like a linear system (Section 3.2). After adapting the conservation lws to such scattering systems (Section 3.3) , we analyze the question how the jet spaces can be endowed with almost-complex and complex structures (Section 3.4-3.7).
3.1. Linear Systems in Minkowski Space. Let ρ ∈ B be a critical measure. Describing the system as a linear system is the approximation where all second and higher orders in the perturbation expansion are neglected, i.e. in suitable charts,
In other words, B is identified locally with J test ρ ∩ J lin ρ . This gives B in a neighborhood of ρ the structure of a vector space. This vector space structure also gives rise to a canonical connection ∇ on B. Moreover, we assume that the linearized solutions have no scalar component, i.e. J
(where Γ(M, T F) again denotes the smooth vector fields on F along M ). This assumption is justified in view of the calculations in [9] , where all physical fields are described by so-called bosonic and fermionic jets, being solutions of the linearized field equations which all have no scalar component. The above assumptions greatly simplify the structure of the conserved surface layer integrals in Section 2.4: First, the terms involving the Green's operators in (2.12) vanish (because P (2) ρ and therefore also S∆[u, v] vanishes). Moreover, the integrals over Ω in (2.10) and (2.12) vanish (because they only involve the scalar components of u or v). We thus obtain the following conserved surface layer integrals:
Here by conserved we mean first of all that these surface layer integrals vanish for any compact subset Ω ⊂ M . Moreover, considering a limiting process where the set Ω exhausts the region between two non-compact hypersurfaces, one gets surface layer integrals which are in general non-zero but are independent of the choice of the hypersurface. This limiting procedure is described in [14, Section 1] (see [14, Figure 1] ). Clearly, this construction makes it necessary to assume that there is a notion of asymptotic past and future and that the jets have suitable decay properties Figure 1 . A scattering system with retarded perturbation expansion.
at spatial infinity. These assumptions are made precise in [2] . Moreover, in the setting of causal fermion systems, they are subsumed abstractly in the notion of a timeoriented causal fermion system as introduced in [5] . For brevity, we do not enter these constructions here but instead refer the interested reader to [2, 5] .
We remark that in the smooth setting, the symplectic form is the exterior derivative of γ ρ (for details see the proof of [14, Lemma 3.4] ). Moreover, the inner product (., .) ρ is the symmetrized covariant derivative of γ ρ . In what follows, we always assume that the bilinear form (., .) ρ is positive definite and thus defines a scalar product. This assumption has been justified in Minkowski space in [9] .
In order to make the setting more concrete, we now assume that the measure ρ describes a linear perturbation of Minkowski space. To this end, we let ρ vac be a critical measure formed of regularized Dirac seas in Minkowski space (for example as constructed in [8, Section 1.2]). We always identify points of M vac := supp ρ vac with corresponding points of Minkowski space M. We assume that
Under this assumption, the conserved surface layer integrals can be written in a simpler form: As shown in [9] , the symplectic form and the surface layer inner product were computed to be non-trivial; they diverge in the limit δ ց 0 of the order ∼ δ −4 (see [9, eqns (1.3)-(1.6)]; here δ denotes a length scale of the ultraviolet regularization). Moreover, the calculations in [13, Section 5] show that the one-form γ ρvac vanishes to the order ∼ δ −4 . By a first order expansion in w we thus obtain
where the bilinear forms (., .) and σ(., .) without index always refer to the vacuum measure ρ vac .
Scattering Systems in Minkowski Space.
A scattering system is defined as an interacting systemρ which asymptotically for large negative and for large positive times goes over to linear system ρ in and ρ out , respectively (see Figure 1 ). Thus we assume that there is a critical measureρ as well as two linear systems ρ in and ρ out as well as injections
Moreover, we assume thatρ is time-oriented (for details see again [2, 5] ) and that the images ι in (M in ) and ι out (M out ) contain the asymptotic past and future ofM , respectively. Furthermore, we assume that the mappings ι in and ι out are close to the identity. For brevity, we do not quantify what "small" means. For our purposes, it suffices to have the intuitive picture that ρ in and ρ out should be "good approximations" toρ in the respective asymptotic ends. For the sake of concreteness, we now make further assumptions. First, we assume thatρ is an interacting system in Minkowski space. To this end, we let ρ vac be a critical measure formed of regularized Dirac seas in Minkowski space (for example as constructed in [8, Section 1.2]). We always identify points of M vac with corresponding points of Minkowski space M. We assume that the asymptotic measures are obtained simply by restricting the vacuum measure to the asymptotic regions and perturbing linearly, i.e. (see again Figure 1 )
(this means that both ι in and ι out in (3.7) simplify to the inclusion map). Moreover, we assume thatρ can be obtained from ρ vac perturbatively, i.e.
ρvac in the Minkowski vacuum. For ease in notation, P without an index always refers to a perturbation of the vacuum measure ρ vac .
The multiplication by a characteristic functions in (3.8) requires a brief explanation. At first sight, this operation might seem problematic because multiplying a critical measure by a characteristic function does not yield a critical measure. However, the EL equations will be violated only in a boundary layer around the surfaces t = t in and t = t out , respectively. In order not to distract from the main construction, we here simply disregard such boundary effects.
In order to further simplify the situation further, we shall restrict attention the situation that the perturbation expansion is performed purely with retarded Green's operators. This means that the interaction changes the system only towards the future. As a consequence, the linearized solution w coincides with the incoming jet w in . Likewise, the outgoing jet w out is obtained as the sum of all the jets of the perturbation expansion, i.e.
(where we again use the notation (2.14) and work in charts on F). For clarity, we point out that working with a retarded time evolution merely is a technical simplification which makes it possible to identify the incoming jets with the linear perturbations. But one could work with other choices of Green's operators as well without changing any of our results.
3.3. Conservation Laws for Scattering Systems. We now consider the conservation laws for surface layer integrals for scattering systems. In contrast to the linear system in Section 3.1, we now need to take into account the scalar components of the jets. This implies that in (2.10) and (2.12) the integrals over Ω
and
come into play. As a consequence of these so-called volume terms, the surface layer integrals are in general not conserved. We now explain how to deal with this difficulty. We first note that, since the scalar components of the jets vanish for linear systems (see (3.1)), the scalar components will be localized inside the time strip t in < t < t out . As in the usual description of a scattering process in quantum field theory, we here restrict attention to the scattering states, but disregard the dynamics inside the scattering region (we remark that the states and surface layer integrals for intermediate times will be analyzed in Section 5.1). With this in mind, it suffices to compute the surface layer integrals at times t in and t out . Consequently, the volume terms in (3.10) involve integrals over the time strip t in < t < t out . Next, due to finite propagation speed (as is made precise for causal variational principles in [2] ), it suffices to consider the physical system in a compact spatial region. Therefore, we may restrict attention to a subregionM eff of our space-time as shown in Figure 2 . This leads us to replaceρ by the measureρ
Exactly as explained after (3.8), the measureρ eff will in general not be critical due to boundary effects. However, since the boundary moves to spatial infinity in the infinite volume limit, we here simply disregard these boundary effects and work withρ eff as a critical point of the causal action.
Next, we multiply the measure by a constant κ > 0,
The resulting measure is again critical if the Lagrange multiplier ν is transformed according to ν → ν κ .
Infinitesimally, the above rescaling is described by the constant scalar jet
This jet changes the first volume term in (3.10) by
Therefore, by an infinitesimal rescaling of the form (3.11) we can change the volume term arbitrarily. In the limit when the volume of the considered spatial volume tends to infinity, the right side of (3.13) becomes arbitrarily large. This means that the volume term can be changed at will even by an arbitrarily small infinitesimal rescaling of the universal measure. We now explain how the above rescaling (3.11) can be used to bring the conservation laws for linearized solutions into a useful form. To this end, we begin with the conservation law (2.10) and use that in the asymptotic regions, the surface layer integral goes over to the functional γ in (3.2). Moreover, for linear perturbations of Minkowski space the functional γ can be written in the form (3.5), where w is the linear perturbation in the respective region. Using (3.9), we thus obtain
This formula can be written in a shorter form using the notation (3.9) together with the fact that the linearization of P maps the corresponding linearized solutions to each other (2.13). We thus obtain the conservation law
where | out in denotes the difference of the surface layer integrals evaluated in the two asymptotic regions. Now it is most useful to adapt the volume term with the above rescaling method such as to compensate the term involving the symplectic form, i.e.
More precisely, this rescaling method corresponds to the transformation
with v according to (3.12) , where the parameter ε tends to zero if the volume ofM eff tends to infinity. We thus obtain the following result:
Lemma 3.1. For scattering systems and after arranging (3.15) by the rescaling (3.11), the following conservation law holds for any
The other conservation laws can be obtained in a straightforward manner from (2.11) and by differentiating (3.16): Theorem 3.2. For scattering systems and after arranging (3.15) by the rescaling (3.11), the following conservation laws hold for any u, v, w ∈ J
Writing the conservation laws in this form has the advantage that all inner products and all jets are defined with respect to the vacuum measure ρ vac . We also remark that the conservation law (3.18) agrees with (2.12) if we prescribe the volume terms as described after (3.14) and express the interacting Green's operator according to (2.16) in terms of the second derivative of P. We finally integrate (3.16) to obtain a non-linear conservation law:
For scattering systems and after arranging (3.15) by the rescaling (3.11), the following conservation law holds for any
Proof. We let (ρ τ ) τ ∈([0,1] be the family of critical measures
where w ∈ J lin ρ describes the incoming scattering state. Then for τ = 0, the equation (3.19) holds trivially because P(w) = 0. Therefore,
where in the last step we used the product rule, the symmetry of the scalar product and the chain rule. Applying (3.16) gives the result.
3.4. The Complex Structure of Linear Systems. Our next goal is to endow the jet spaces with a complex structure. As these constructions, which are based on the conservation laws of Theorem 3.2, are somewhat subtle, we first give the construction for linear systems. This case is obtained from Theorem 3.2 by assuming that P(w) = w is the identity map. We thus obtain the conservation laws
where the bilinear forms are given by (3.3) and (3.4) with ρ = ρ vac (and we again omit the subscript ρ vac ). For clarity, we first give the basic construction and discuss the involved assumptions afterward (after (3.21) below). We assume that (., .) is positive semi-definite. Then dividing out the null space and forming the completion, we obtain a real Hilbert space denoted by h R . Next, we assume that σ is a bounded bilinear functional on this Hilbert space). Then we can represent it relative to the scalar product by
where T is a uniquely determined bounded operator on h R . Since the symplectic form is anti-symmetric and the scalar product is symmetric, it is obvious that
(where the adjoint is taken relative to the scalar product (., .)). Finally, we assume that T is invertible. Then setting
defines a complex structure on the real Hilbert space h R . The above assumptions are justified by the fact they are satisfied for the surface layer integrals in Minkowski space. Indeed, as shown in [9] , the bilinear form (.|.) is positive semi-definite. As explained at the end of Section 2.4, we choose the the jet space J test such that σ is non-degenerate. By choosing J test even smaller if necessary (for example by restricting attention to the bosonic and fermionic jets as analyzed in [9] ), we can arrange that the symplectic form is bounded relative to the scalar product (3.20) and that the resulting bounded operator T is invertible.
We next complexify the vector space J test ∩ J lin and denote its complexification by J C . It splits into a direct sum of the holomorphic and anti-holomorphic subspaces, i.e.
where we set
We also complexify the scalar product (., .) to a sesquilinear form denoted by
This scalar product gives rise to a Hilbert space structure. In order to work out the similarities and differences to quantum theory, it is best to form the Hilbert space as the completion of the holomorphic subspace, i.e.
We denote the induced scalar product on h again by (.|.). Then (h, (.|.)) is a complex Hilbert space.
Complex Connections and the Holomorphic Perturbation Expansion.
We now turn attention to the scattering system described by the measureρ. Since this system goes over to linear systems asymptotically, we can use the construction of the previous section to obtain complex structures asymptotically. The main complication is that, due to the second summand in (3.18), the scalar product (., .) is not conserved, i.e. (u, v) = (ũ,ṽ) in general , (where againũ := DP| w u and similarly for v). As a consequence, also the operator T as defined by (3.20) in the two asymptotic regions will in general be different. The same will be true for the resulting complex structures.
A more geometric way of understanding this non-uniqueness is to observe that the conservation law (3.18) was obtained by taking second derivatives of the nonlinear conservation law in (3.19) . Thinking again of the nonlinear solution space B in (2.9) as a Fréchet manifold, these second derivatives correspond to second derivatives performed in the chart P. However, such second derivatives are not defined invariantly, but they depend on the choice of the chart. More concretely, for scattering systems we could have chosen the perturbation map working purely with advanced (instead of retarded) Green's operators. This would have given risen to a different chart, implying that also the conservation law in (3.18) would be different. Regarded in this way, the natural way to overcome the problem is to choose a connection ∇ on B, and to work with covariant derivatives instead of partial derivatives. This leads us to set
where in the last line we wrote the covariant derivative in the chart P with "Christoffel symbols" Γ. Since the resulting bilinear form should be symmetric, the connection must be torsion-free, i.e.
As is the case in the classical differential geometric setting, the equation (3.23) is invariant and thus does not depend on the choice of charts or Green's operators. The representation (3.24), however, does depend on the chart. For example, writing it for the perturbation map with advanced Green's operators would give rise to different Christoffel symbols.
Clearly, this method raises the question how to choose the connection. Before analyzing this question in detail in Sections 3.6 and 3.7, we now give a few further constructions. We thus assume that a connection ∇ on B is given. Modifying the construction for linear systems (3.20) and (3.21),
we obtain an almost-complex structure on J test ρ ∩ J liñ ρ . We again complexify the vector space J test ρ ∩ J liñ ρ and denote its complexification by J C ρ . It splits into a direct sum of the holomorphic and anti-holomorphic subspaces, i.e.
We also complexify the scalar product (., .)ρ to a sesquilinear form denoted by
Here we need to assume that (.|.)ρ is positive semi-definite, and that the resulting operatorT is bounded and invertible. This poses implicit conditions on the admissible choices of the connection ∇.
We point out that the operatorT is defined independently of the choice of surface layers. It can be computed in both asymptotic regions. For clarity, we denote these operators by T in and T out , respectively. The fact that these operators are defined invariantly means that they are compatible with the linearized time evolution, i.e.
where
However, one must keep in mind that the scalar product (., .)ρ, and therefore also the operatorT , have different forms in the asymptotic regions. Indeed, from (3.24) one sees that
According to (3.25) , this also modifies the form ofT (note that, according to (3.17), the symplectic form σ has the same form in both asymptotic regions). In particular, the scalar product in the outgoing region, and consequently also T out , are not computable from the knowledge of the outgoing linearized jetsũ andṽ. Instead, one must know the history of the scattering process. A more geometric way of understanding this fact is that the transformation law of the Christoffel symbols depends on the scattering process. This becomes clearer if one writes (3.28) as
with the transformed Christoffel symbols
showing that the interaction as described by D 2 P| w enters the transformation of the Christoffel symbols. Next, it is instructive to write (3.26) as
Applying the functional calculus, we obtain a similar relation for the operators Γ in and Γ out . We thus obtain
This means that the linearized time evolution preserves the complex structure. The equation can be interpreted in analogy to the Cauchy-Riemann equation as stating that the derivative of P maps the holomorphic subspaces to each other. Unfortunately, the last equation is of no use for the perturbative treatment, because expanding (3.29) in powers of the coupling constant λ, the operators χ hol in and χ hol out also need to be expanded, leading to a complicated mixing of the holomorphic and anti-holomorphic components. This complication can be avoided if the almost-complex structure can be integrated to give rise to a complex structure. This motivates the following definition.
Definition 3.4. ∇ is a holomorphic connection if the almost-complex structureJ defined in (3.25) is a complex structure.
We finally explain the implication of a holomorphic connection. Thus suppose that B admits a holomorphic connection (the problem of existence will be considered in Section 3.7 below). Then, as in complex geometry, one can choose holomorphic and anti-holomorphic coordinates. Working in such a complex chart, the operator J reduces to complex conjugation. This means in our language that there is a chart P : J test ∩ J lin → B (no longer retarded, but involving a specific combination of different Green's operators) such that the operator J is constant, i.e.
As a consequence, in (3.29) one can omit the indices "in" and "out,"
In contrast to (3.29), this equation can be evaluated order by order in perturbation theory such as to obtain the following result:
Theorem 3.5. (holomorphic perturbation expansion) Suppose that P is a perturbation expansion compatible with a complex structure induced by a holomorphic connection on B. Then P preserves the complex structure to every order in perturbation theory, i.e. for all p ∈ N and all w ∈ J test ∩ J lin ,
Proof. Multiplying (3.30) by χ hol and using that χ hol is idempotent, we obtain
Substituting the perturbation series (2.15), the contribution ∼ λ p−1 gives
We now set u = w and choose w as Since α can be chosen arbitrarily, the contributions must vanish to every order q. Since the combinatorial factors on the left and right are different unless q = 0, it follows that
This gives the result. The operatorT should be determined by its properties, which we now collect. Since the complex structure at time t should depend only on the state at time t, but should be independent of the history of the physical system, the operatorT must have the same form in the two asymptotic regions, i.e. T in = T out (where we consider both ρ in and ρ out as linear perturbations of the same vacuum measure ρ vac ). Using (3.26), we can write this condition asT U = UT . (3.34) Thus we seek for an operatorT which commutes with the linearized time evolution U . Moreover, the operatorT must be chosen such that it is invertible and such that the inner product defined by (3.33) is positive semi-definite. The question is if an operator T with the above properties exists and, if yes, if it is unique.
For clarity and technical simplicity, we begin with the case that J test is finitedimensional and treat the infinite-dimensional situation afterward. Then on the complexification J C , the symplectic form gives rise to an indefinite inner product,
(the bar indicates that we extend σ to a sesquilinear form on J C ). The fact that U is a symplectomorphism implies that U is a unitary operator on the indefinite inner product space (J C , <.|.>). The relation (3.34) implies that the operatorsT and U must have the same invariant subspaces. Moreover, the positivity requirement on the inner product (3.33) yields that the invariant subspaces of U must be definite eigenspaces, and that the corresponding eigenvalues of the operator −iT must be positive if the eigenspace is positive definite, whereas they must be negative if the eigenspace is negative definite. We conclude that in the formulation with indefinite inner product spaces, the above questions have a simple answer:
Proposition 3.6. Assume that J test is finite-dimensional. There is an operator T satisfying (3.34) with the property that the inner product (., .)ρ defined by (3.33) is positive definite if and only if the operator U on (J C , <.|.>) is diagonalizable and has a pseudo-orthonormal eigenvector basis, i.e.
The operator −iT can be chosen as any invertible symmetric operator on (J C , <.|.>) which commutes with U and whose positive and negative eigenvalues correspond to positive and negative definite eigenspaces, respectively.
Before going on, we remark that in the non-interacting situation, the spectral decomposition (3.36) can be understood as follows. In this situation, it was shown in [9] that the positive and negative definite subspaces of (J, <., .>) reproduce the usual frequency splitting. Moreover, in this setting the time evolution operator can be written as U = e −i(tout−t in )H with a Hamiltonian H, whose positive and negative spectral subspaces are the subspaces of positive and negative frequencies, respectively. Therefore, the Hamiltonian has definite eigenspaces. Applying the functional calculus, we conclude that also the operator U is diagonalizable and has definite invariant subspaces, giving (3.36).
Applying the functional calculus (3.25) to the operator −iT , the positive eigenvalues become plus one, whereas the negative eigenvalues becomes minus one. We thus obtain a unique operator J: Proposition 3.7. Under the assumptions of Proposition 3.6, there is a unique almostcomplex structure given by
We finally explain how our findings can be generalized to the infinite-dimensional setting. In this case, the indefinite inner product (3.35) gives rise to the structure of a Krein space (K, <.|.>) (see for example [1] ; as the scalar product generating the Krein space topology one can simply take the surface layer scalar product in (2.12)). The linearized time evolution operator U is a unitary operator on this Krein space. The conditions specified in Proposition 3.6 are generalized by the condition that the Krein space should have an orthogonal decomposition into two invariant subspaces of U ,
where K + is a positive and K − a negative definite subspace of K. The operator J, (3.37), generalizes to
Keeping in mind that a unitary operator on a Krein space does not need to have a spectral decomposition, the decomposition into indefinite invariant subspaces (3.38) poses a strong constraint for the existence of a canonical almost-complex structure.
3.7.
Conditions for a Canonical Complex Structure. We now explore if the canonical almost-complex structure introduced in the previous section gives rise to a complex structure. We again begin in the finite-dimensional setting. We assume that the conditions in Proposition 3.6 are satisfied. In order to further simplify the setting, we strengthen these conditions further by assuming that all eigenspaces of U are definite (these assumptions will be discussed below). We choose contours Γ + and Γ − which enclose the eigenvalues corresponding to the positive definite respectively negative definite eigenspaces in counter-clockwise orientation. Then the operators
are projection operators in (K, <.|.>) onto the invariant definite subspaces K ± of U . The operator J in (3.37) can be written as
Proposition 3.8. Assume that J test is finite-dimensional and that all eigenspaces of U are definite. Then the almost-complex structure of Proposition 3.7 gives rise to a complex structure if and only if for all w ∈ J test ∩ J lin the following implication holds,
Here we again used the notation (3.36), and D 2 P| w is the quadratic correction to the linearized dynamics from t in to t out .
Proof. The subspaces J hol ρ ⊂ J C define a distribution on B. Our goal is to verify if this this distribution is integrable. This is the case if and only if for any holomorphic sections u hol and v hol also their commutator is holomorphic.
We first simplify this condition by showing that for any u, v ∈ J hol ρ , it suffices to check the condition [u hol , v hol ](w) ∈ J hol ρ for arbitrarily chosen sections u hol and v hol with u hol (w) = u and v hol (w) = v. Indeed, other holomorphic sectionsû hol andv hol withû hol (w) = u andv hol (w) = v can be written aŝ
with two holomorphic sections ∆u hol and ∆v hol and two scalar functions f and g which vanish at w. A direct computation shows that the commutators [û hol ,v hol ] and [u hol , v hol ] differ at w by a vector in J hol ρ (in fact, this vector is a linear combination of ∆u hol and ∆v hol ). Therefore, the condition [u hol , v hol ](w) ∈ J hol ρ is satisfied if and only if [û hol ,v hol ](w) ∈ J hol ρ . The latter commutator condition can be verified as follows. We again work in the chart given by P. According to Proposition 3.6, the vectors in J hol ρ are spanned by positive definite eigenvectors of U . Therefore, by linearity we may assume that the holomorphic tangent vectors u and v are positive definite eigenvectors of U corresponding to eigenvalues µ and ν (which may coincide). In order to obtain corresponding holomorphic sections, we apply the projection operator Π + ,
valid for allw in a neighborhood of w. Now we can differentiate in the direction of v hol ,
where in the last step we used that U u = λu. Antisymmetrizing in u and v gives the commutator,
This commutator lies in J hol if and only if
All the eigenvalues of the operator Π − U lie outside the contour Γ + . Therefore, we can compute the contour integral, taking into account only the poles at λ = µ and λ = ν. A short computation gives the equation
Using the resolvent identity, we obtain the equivalent condition
This equation is obviously equivalent to the implication (3.39).
We close with a few remarks. First, the construction could be generalized to the infinite-dimensional setting by assuming that K again has an orthogonal decomposition (3.38) into definite invariant eigenspaces of U , and that that the spectrum of U on these invariant subspaces is separated by a spectral gap in the complex plane, i.e.
Under these assumptions, the spectral decomposition (3.36) can be generalized using the spectral theorem for bounded operators in Hilbert spaces. Moreover, the above contour integrals are again well-defined, and the computation in the proof of Proposition 3.8 again applies. We next explain whether the condition (3.39) is satisfied in physically interesting examples. This condition is indeed satisfied in the Minkowski vacuum. Namely, in this case the holomorphic jets are composed of positive frequencies. Using that the product of two functions of positive frequencies is again positive and that the Green's operator preserves four-momentum, one finds that the operator D 2 P| 0 (φ ℓ , φ ℓ ′ ) is again formed of positive frequencies, so that its projection to the negative frequencies vanishes. However, the condition (3.39) does not seem to hold as soon as w is non-zero. The reason is that w in general will involve positive and negative frequencies, implying that D 2 P| w (φ ℓ , φ ℓ ′ ) will be composed of mixtures of positive and negative frequencies. As a consequence, the implication (3.39) will be violated. More generally, this consideration shows that the condition (3.39) is very strong and seems to be violated for most interacting systems of physical interest.
We finally discuss the condition in Proposition 3.8 that all eigenspaces of U must be definite (and similarly in the infinite-dimensional setting that (3.40) holds). If this condition is violated, then the perturbation expansion performed in the proof of Proposition 3.8 is more subtle because even arbitrarily small perturbations can destroy the definiteness of the eigenspaces. Besides this technical complication, the argument in the proof of Proposition 3.8 still goes through, showing that in most physical applications, there will be no canonical complex structure.
Linear Dynamics on the Bosonic Fock Space
From the condition (3.39) in Proposition 3.8 we concluded that in most physically interesting examples, there will be no canonical holomorphic connection which would make it possible to perform a holomorphic perturbation expansion (see Theorem 3.5). But the condition (3.39) is satisfied in the Minkowski vacuum, indicating that in the applications, the holomorphic perturbation expansion should be valid up to small error terms which "mix" the holomorphic and anti-holomorphic jets. In this section, we shall make this intuitive picture mathematically precise. It turns out that this analysis can be carried out most conveniently in the bosonic Fock space formalism. This has two advantages: First, the nonlinear dynamics can be reformulated with linear operators on the Fock space. Second, the bra and ket states entering the complex scalar product on the Fock space will correspond directly to the holomorphic and anti-holomorphic components.
Preliminaries on Bosonic Fock Spaces.
We let (h, .|. ) be a separable complex Hilbert space (the one-particle space). We let h n = h ⊗ · · · ⊗ h be the n-fold tensor product, endowed with the natural scalar product
We denote total symmetrization by an index s, i.e.
where S n denotes the group of all permutations. The totally symmetric tensors form a closed subspace denoted by F n := (h n ) s ⊂ h n . The bosonic Fock space (F, , ., F ) is the direct sum of the n-particle spaces,
In order to describe the Fock states more explicitly, we choose an orthonormal basis (φ ℓ ) ℓ=1,...,N with N ∈ N ∪ {∞}. For ease in notation, we set
Given a finite number of pairs (ℓ i , p i ) with i = 1, . . . , m and ℓ 1 < ℓ 2 < · · · < ℓ m , we form the Fock space vectors
always denotes the number of particles. According to (4.1), the resulting vectors are orthogonal unless all the ℓ i and p i coincide. Moreover, by construction of the tensor product, the vectors of the form (4.2) are dense in F. In order to determine their normalization, we compute
where the indices j 1 , . . . , j p 1 +···+pm count all the vectors in Φ with multiplicities. We get zero unless the vectors in the tensor product coincide pairwise, in which case we get one. We thus obtain
We next introduce the annihilation and creation operators and derive their commutation relations. For a vector ψ ∈ h of the one-particle space, we introduce the creation operator a † (φ) by
with complex constants c n which will be specified below. Clearly, a † (φ) extends uniquely to a mapping from F to F. The annihilation operator a(φ) is defined as the adjoint of the creation operator,
(here the star denotes the adjoint with respect to the Fock space scalar product .|. F ; the bar φ indicates that the complex conjugate of φ enters). We now apply these operators to vectors of the form (4.2). First of all, by definition (4.3),
Likewise, the annihilation operator reduces the power of φ ℓ 1 , i.e.
with a complex prefactor d (which may depend on p 1 , . . . , p m ). In order to determine this prefactor, we compute the following scalar product,
On the other hand, computing the same scalar product using the right side of (4.4), we obtain
The prefactor d can be read of by comparing (4.5) and (4.6). Substituting the result into (4.4), we obtain
Using (4.3) and (4.7), we can compute products of the annihilation and creation operators, like for example
The complex coefficients c n introduced in (4.3) can be chosen arbitrarily. The following choice is most convenient and agrees with common conventions in physics: First, since (4.8) and (4.9) only involve the absolute values of the c n , there is no point in choosing these coefficients to be complex (indeed, a phase in c n merely corresponds to introducing irrelevant relative phases between the subspaces of different particle numbers). Second, the denominators n and n + 1 in (4.8) and (4.9) are unpractical in longer computations. This leads us to choose
Our findings are summarized as follows:
Lemma 4.1. Introducing the annihilation and creation operators by
the following relations hold for any k = 1, . . . , m:
Proof. The relations (4.11)-(4.13) follow immediately from (4.8) and (4.10). Likewise, (4.8) and (4.9) give rise to the commutation relation
Moreover, it is obvious that the operators a(φ ℓ k ) and a(φ ℓ l ) commute if k = l. Writing these relations in a basis-independent form gives (4.14).
In view of (4.13), the operator a † (φ) a(φ) is also referred to as the number operator. The relations (4.14) are the usual canonical commutation relations.
The Holomorphic Perturbation Map as a Linear Operator on F.
In order to apply the bosonic Fock space formalism to causal variational principles, we again consider the Hilbert space of holomorphic jets (h, .|. ) as defined in (3.22) . Applying the Fock space construction of Section 4, we obtain the corresponding Fock space (F, .|. F ). As a preparation for rewriting the perturbation map in the Fock space formalism, we begin with the situation of Theorem 3.5 in which there is a holomorphic perturbation expansion. Then the holomorphic component of P gives rise to a nonlinear operator from h to h which has a perturbation expansion,
where the operators N (p) are multilinear and symmetric. Here the vector z ∈ h is to be considered as the holomorphic component of w, i.e.
To any z ∈ h we want to associate a corresponding unperturbed Fock state Υ(z). In order for being able to rewrite the non-linear perturbation map as a linear operator on the Fock space, it is important that Υ(z) involves all tensor powers of z. We make the ansatz
with complex coefficients C n to be determined below. Our goal is to construct a linear operator L : F → F with the property that
Applying (4.12) to (4.17), we obtain
Therefore, it seems most convenient to choose
because we then obtain the simple relation
Next, using (4.11), we get
where D denotes the directional derivative. We thus obtain the compact formula
The relations (4.19) and (4.20) are very useful for computations, as we now explain. To begin with, the operator Υ(z) can be expressed with an exponential acting on the Fock vacuum. Proof. Clearly, the Fock vacuum can be written as |0 F = Υ(0). Using the exponential series and applying (4.20) iteratively, we obtain exp a(z)
where in the last step we used the Taylor formula.
Definition 4.3.
A product of creation and annihilation operators is Wick ordered by bringing all creation operators to the left and all annihilation operators to the right. We denote Wick ordered products by putting colons : · · · : around them.
In the next theorem, we also use the annihilation operator a without an argument, to be understood as follows. The operator a(φ) associates to every φ ∈ h a linear operator on the Fock space. Thus for any two Fock vectors Φ,Φ ∈ F, we obtain the linear functional
The Fréchet-Riesz theorem allows us to identify this functional with a unique vec-
In this way, the operator a gives rise to an operator
which with a slight abuse of notation we again denote by a. It is defined by the relation
The above relations can be summarized alternatively by the relation
where both sides of the equations are operators on F. Proof. Iterating (4.20) similar as the proof of Lemma 4.2, we obtain
where in ( * ) we applied the equation (4.22) backwards for
z) .
It remains to write the arguments z of the operator N (p) in terms of field operators.
To this end, we iterate (4.19) to obtain
Therefore, we may replace each argument z by an operator a acting on Υ(z). In order to make sure that these operators really act on Υ(z), we must Wick order all operator products. This gives the result.
This proof can be summarized in a more compact form as follows:
In the remainder of this section, we work out how the conservation laws in Section 3.3 carry over to the Fock space formulation. We begin with a preparatory lemma.
Proof. For clarity, we give two alternative proofs. First, using (4.17) and (4.18), we obtain
where in ( * ) we used (4.1). The second proof uses the formula of Lemma 4.2,
where we used that we only get a contribution if as many particles are created as are annihilated. We now iteratively commute the annihilation operators to the right, where they give zero when acting on the vacuum state. There are n! terms (because the first factor a is commuted n times, the second factor a is commuted n − 1 times, etc.). According to (4.14), every commutation gives a scalar product. We thus obtain
This concludes the second proof.
We now reformulate Theorem 3.3 in the Fock space language:
Proof. First, using that the operator Γ is anti-symmetric,
and similarly (w|w) = z|z /2 (where we again used the notation (4.16) as well as the assumption that the perturbation expansion is holomorphic). Therefore, the conservation law of Theorem 3.3 implies that
Lemma 4.5 yields
Applying Theorem 4.4 gives the result.
The relation (4.23) is clearly satisfied if L is a unitary operator on F. However, it is not obvious if, conversely, (4.23) also implies the unitary of L, because in (4.23) we are only allowed to take the expectation value for Fock vectors of the form Υ(z) with holomorphic one-particle vectors z = χ hol w. But unitarity can be obtained with the following method:
Lemma 4.7. (polarization lemma) Assume that an operator A on the Fock space F satisfies the relation
Then A vanishes.
Proof. Given p, q ≥ 0, we now choose w in generalization of (3.32) as
with vectors v hol ℓ ∈ h and phases α ℓ ∈ R. Since the phases can be chosen independently, the contributions with any combination of the phases vanish separately. In particular, it follows that
Since p and q as well as the vectors v hol ℓ ∈ h can be chosen arbitrarily, the result follows.
Applying this polarization lemma to the Theorem 4.6 gives the following result: Corollary 4.8. In the setting of a holomorphic perturbation expansion, the linear operator L introduced in Theorem 4.4 is a unitary operator on F.
4.3.
The Perturbation Map as a Linear Operator on F * ⊗ F. In Section 3.7 we concluded that in most physical situations there is no canonical complex structure. We now explain how to handle this general situation. Since there is no canonical complex structure to our disposal, we simply work in the scattering regions with the complex structures of the linear systems (see Section 3.4). This is a canonical choice. But we must keep into account that the linearized time evolution is not compatible with the complex structures, meaning that holomorphic ingoing jets are mapped to linear combinations of holomorphic and anti-holomorphic outgoing jets. Likewise, the perturbation map mixes holomorphic and anti-holomorphic parts. The resulting situation is described most conveniently as follows. Similar to (4.16), we now denote the holomorphic and anti-holomorphic components of w by z = χ hol w and z = χ ah w .
Similar to (4.15) we now introduce the operator N by
One method of dealing with the anti-holomorphic component would be to enlarge the Fock space F by including the anti-holomorphic component (i.e. F could be chosen as the bosonic Fock space generated by J C instead of J hol ). However, this method would have the shortcoming that the polarization lemma (Lemma 4.7) would no longer apply, because both the bra and ket states would involve both holomorphic and antiholomorphic components. As a consequence, we would no longer get operator equations on the Fock space. This is the reason why we prefer to work again with the holomorphic Fock space. The anti-holomorphic contributions give rise to mixing of the bra and ket state, as we now describe.
It is convenient to simplify our notation as follows. We let (φ i ) be an orthonormal basis of h. We write
Then the anti-commutation relations (4.14) become
Next, we write (4.24) in components by setting
Using (4.19), we can obtain the components of z by acting with the annihilation operators on Υ(z),
In the case q = 0 of a holomorphic expansion, this makes it possible to rewrite the linear operator of Theorem 4.4 as
where similar to Einstein's summation convention we sum over all Hilbert space indices which appear twice. In the case q = 0, the indices j 1 , . . . , j q also need to be contracted with annihilation operators. However, we cannot work with an operator acting on Υ(z), because this only gives holomorphic vectors. Our method for obtaining anti-holomorphic vectors is to let annihilation operators act on a bra vector. For example,
where · · · stands for any other Fock space operators. For notational clarity, we regard the bra vector as a vector in the dual of the Fock space and write
Moreover, we introduce the operators a i and a † i as the operators a i respectively a † i acting on the dual space, i.e.
Next, we introduce Wick ordering for operators acting on F * ⊗ F in three steps: In the first step, the field operators act on the bra respectively ket states as explained above. In the second step, all the field operators acting on ket states are Wick ordered in the usual way by writing annihilation operators to the right. In the third and last step, all the field operators acting on bra states are Wick ordered as usual. We again denote Wick ordering by : · · · :. Using Wick ordering, the operators in (4.25) can be written anywhere, for example
Here one must only keep in mind that the operators acting on the bra state are complex conjugated, and that complex conjugation makes upper indices to lower indices and vice versa. With this notation, Theorem 4.4 can be extended to the non-holomorphic setting as follows:
linearizes the perturbation map in the sense that
The fact that (4.26) involves the operators a gives rise to complicated "mixing" of the bra and ket states in the dynamics. Similar to Theorem 4.6, the conservation law for nonlinear jets in Theorem 3.3 also gives rise to a corresponding conservation law for the linear time evolution L. In order to get a consistent notation, it is preferable to state this result referring to observables and expectation values. Exactly as in quantum field theory, an observable O is a symmetric linear operator on F. The expectation value of an observable with respect to a state Φ| ⊗ |Φ F ∈ F * ⊗ F is denoted by
(4.27)
In particular, the scalar product on F is recovered as the expectation value of the identity, 1 1 Φ| ⊗ |Φ F := Φ|Φ F .
Theorem 4.10. For any z ∈ J hol ⊂ h,
Applying Theorem 4.9 gives the result.
To summarize our findings, in contrast to the setting of quantum field theory, the system is not described by a Fock state, but by a pair of two Fock vectors (one in F and one in F * ). Likewise, the time evolution operator is not an operator on F, but an operator on F * × F. The conservation law for the nonlinear jets of Theorem 3.3 now implies that the Fock norm is conserved under the time evolution (4.28). Nevertheless, since both the bra and ket states on the left of (4.28) involve both holomorphic and anti-holomorphic components, time evolution cannot be described by a unitary operator on F.
The Holomorphic Approximation
In Theorem 4.4 we saw that the perturbation map gives rise to a complicated mixing of the holomorphic and anti-holomorphic components of the jets. In order to analyze this mixing in more detail, we now rewrite the dynamics as described by the perturbation map as an approximate holomorphic dynamics with a specific error. The method is to track the jets while time evolves from t min to t max in small consecutive time intervals. In each time step, we approximate the dynamics by "projecting onto" the holomorphic component. We refer to the resulting dynamics as the holomorphic approximation.
5.1.
Treating the Volume Terms in the Time Evolution. The conservation law for the nonlinear jets derived in Theorem 3.3 was essential in the Fock space description because it gave rise to the conservation of the Fock space norm (see Theorem 4.10). So far, this conservation law was derived only for the in-and outgoing scattering states. We now explain how this conservation law can be arranged to hold even for intermediate times. To this end, we return to the setting of a scattering system of Section 3.3, but now we consider the dynamics only up to an intermediate time t ∈ (t min , t max ) which may lie inside the scattering region (see Figure 3) . We now allow the parameter κ used in the rescaling (3.11) to depend on t, ρ eff → κ(t)ρ eff . Clearly, in the interaction region, the formula (3.5) no longer applies. But nevertheless, the identity (3.14) still holds on the time interval [t in , t], up to higher order corrections, i.e.
+ (higher orders in λ) .
Since the volume term does not depend on w, employing a perturbation ansatz for the scalar component of u, one can arrange order by order in λ that the right side of (5.2) vanishes,
Moreover, similar as explained after (3.13), the scalar component of u tends to zero if t in → −∞. In other words, the conservation law (5.3) can be arranged with an arbitrarily small scalar component of u.
Integrating ( As an application, we can also extend the linear time evolution of L on F * ⊗ F as described in Theorem 4.9 to intermediate times. We thus obtain linear operators
with the properties
(where we again used the notation (4.27)).
5.2.
A Complex Structure in the Time Evolution. In order to obtain a complex structure on the jet spaces at an intermediate time t, we need to introduce a symplectic form at time t, making it possible to use again the construction of Section 3.4. We recall that the conservation law (2.11) gives rise to a canonical symplectic form on the space of linearized solutions,
where σ is again the surface layer integral (3.3). However, this conservation law is not helpful here, because the compatibility with the conserved scalar product (5.4) makes it necessary to introduce a symplectic form on the nonlinear jets. An additional difficulty is that the considerations in Section 3.7 showed that we cannot expect a complex structure which is preserved by the time evolution. Our method for making do is to simply use the surface layer integral (3.3) for the nonlinear jets at time t, σ P(u), P(v)
This symplectic form is well-defined and canonical, but it depends on time and is not preserved by the nonlinear dynamics.
Having both a scalar product (5.4) and a symplectic form (5.6) to our disposal, we can again use the construction of Section 3.4 to obtain a complex structure on the nonlinear jets at time t (the holomorphic components of the nonlinear jets give a complex chart on the nonlinear solution space; this is why we have indeed a complex and not merely an almost-complex structure). We again point out that, since this complex structure depends on time, the time evolution will mix the holomorphic and anti-holomorphic components.
5.3.
A Unitary Time Evolution in the Holomorphic Approximation. We next consider the evolution of the system in a small time step from t to t + ∆t (by letting ∆t → 0, we will later recover the the infinitesimal time evolution). We work with the nonlinear jets, which we now denote bŷ
Then the conservation law of Theorem 5.1 can be written as ŵ(t),ŵ(t) does not depend on t .
We again complexify and denote the holomorphic component of the nonlinear jet by
Then (5.7) gives rise to a corresponding conservation law for the holomorphic component, z(t)|z(t) does not depend on t .
Similar to (4.24), we write the time evolution from t to t + ∆t as χ hol ŵ(t + ∆t) −ŵ(t) =: ∆N w(t)) = ∆N 1 w(t) + ∆N 2 w(t), w(t) .
We here omit the higher orders for two reasons: First for notational convenience, noting that the higher orders could be treated in a straightforward way. Second, the higher orders are irrelevant in the physical applications if ∆t is chosen sufficiently small (for example, the coupling term in the Hamiltonian of QED is described by a quadratic term in the jets formed of a product of a bosonic and a fermionic jet). Again Definition 5.3. The holomorphic approximation is defined as the unitary time evolution generated by the Hamiltonian H, i.e.
Denoting the holomorphic time evolution by S is motivated by the fact that the operator S(t out , t in ) can be identified with the usual scattering operator of quantum field theory.
5.4.
Corrections to the Holomorphic Approximation. We now give a systematic procedure for describing the error of the holomorphic approximation. On the time step from t to t + ∆t, the error of the holomorphic approximation is given by E(t)∆t, where the error term E(t) is the operator
(5.13)
For finite times, the error can be obtained by integrating this expression in a Dyson series:
Theorem 5.4. (corrections to holomorphic approximation) Denoting the holomorphic time evolution on F * × F by V (t), i.e.
F , the dynamics described by L, (5.9), can be written as
(5.14)
Proof. In order to compare the exact dynamics L(t) with the approximate dynamics V (t), we go to the interaction picture, taking V (t) as the "free" dynamics. Thus setting
the dynamics in the interaction picture is
This equation can be written in a shorter form as We finally rewrite this result in terms of the effect on observables. Our construction is based on the following observation:
Proof. As in the proof of Theorem 5.4, we again work in the interaction picture (5.15) and set
Using again (5.16), we obtain
This relation can again be iterated. Transforming back to the Schrödinger picture gives the result.
The corrections in Theorem 5.4 as well as the formula in Theorem 5.6 will be explained and discussed in Section 7.
Comparison with Classical φ 4 -Theory
We now illustrate our constructions by comparing the obtained structures with those of classical field theory. In order to work in a concrete example, we consider the classical φ 4 -theory in Minkowski space. As we shall see, the conserved quantities of classical field theory and the resulting bilinear forms bear a striking similarity to the structures found for causal variational principles. But there are also major differences, which indeed make it impossible to apply most of our constructions to classical field theory.
6.1. Preliminaries. We introduce classical φ 4 -theory in the Lagrangian formulation. We consider the Lagrangian L
where φ is a real-valued scalar field. Integrating the Lagrangian over Minkowski spacetime (M, g) gives the action S,
Considering critical points of the action, one obtains the Euler-Lagrange (EL) equations
(where = ∂ 2 t − ∆ R 3 is the wave operator). According to Noether's theorem, the symmetries of the Lagrangian correspond to conserved quantities. In particular, the symmetry under time translations gives rise to the conserved classical energy E,
Given smooth and compactly supported initial data (φ, ∂ t φ)| t in ∈ C ∞ 0 (R 3 , R 2 ) at some initial time t in , the Cauchy problem for the nonlinear wave equation (6.1) is locally well-posed. Due to finite propagation speed, the solution has spatially compact support in the sense that it has compact support at any later time. Moreover, the solution exists globally and is smooth for sufficiently small initial data. With our goal of getting a simple explicit example, it suffices to restrict attention to a finite-dimensional manifold B ⊂ C ∞ sc (M, R) of global solutions of the nonlinear wave equation, which are all smooth and have spatially compact support. Then for any base point ψ ∈ B, the tangent space T ψ B ⊂ C ∞ sc (M, R) is formed of a finite-dimensional subspace of solutions of the linearized field equations
On T ψ B, one has the following structures: First, the symplectic form defined by
is time independent. This can be verified either explicitly by differentiating with respect to T , using (6.3) and integrating by parts, or else more abstractly by considering the boundary terms arising in the variation of the action in a finite time interval (see for example [3, §2.3] ). Next, taking a functional derivative of the energy (6.2), one gets the conserved quantity
By taking another functional derivative, one gets an inner product on the linearized solutions. However, the form of this inner product depends on time, as we now explain in detail: We consider a two-parameter family φ r,s of solutions of the Cauchy problem defined by the initial conditions
. Then the first derivatives give rise to linearized solutionsχ := ∂ r ψ r,s | t=t in andφ := ∂ s ψ r,s | t=t in . We then introduce their energy inner product by (χ,φ) ψ := ∂ r ∂ s E ψ r,s r=s=0
The integral in (6.7) has the standard form of an energy, being an integral over an energy density. It coincides with the energy corresponding to the effective Lagrangian
However, the corresponding energy is conserved only if the resulting potential ψ 2 is time-independent. In the general time-dependent setting, however, the energy corresponding to (6.8) is not conserved, explaining the appearance of the additional term I ψ in (6.7). In order to compute ∂ r ∂ s ψ r,s , we differentiate (6.1) and (6.6) to obtain the Cauchy problem
The solution of this Cauchy problem can be expressed with the help of Green's operators by
where S ψ is the retarded Green's operator of the linearized wave equation, i.e.
Extending the linearized solutions by zero to times t < t in , the y-integration can be carried out over all of Minkowski space. Introducing the operator notation
and using (6.9) in (6.7) gives the formula
At initial time t in , the summand (6.11) vanishes, so that we obtain the form of the energy as suggested from (6.8). Since λ > 0, the bilinear form (., .) ψ is positive definite at time t in and thus defines a scalar product. As a consequence of (6.11), the inner product (., .) ψ is independent of T . We note that, more abstractly, (., .) ψ can be understood as the symmetrized covariant derivative of I ψ on B with a connection which is flat at time t in . This is very similar to the structures on the jet spaces in the previous sections. However, there are also differences, mainly related to the fact that the rescaling of the measure considered in Sections 3.3 and 5.1 (see (3.11) and (5.1)) does not have a correspondence to classical field theory. More precisely, the analogy and differences are as follows:
(1) The conservation of the energy E bears some similarity with the nonlinear conservation law of Theorems 3.3 and 5.1. However, the physical interpretation is different, because (P(w), P(w)) is to be regarded as a probability, not an energy. Nevertheless, from the mathematical or formal point of view, these conservation laws are analogous in being positive functionals on the space of nonlinear solutions. (2) The conservation of I ψ , being the functional derivative of E, is similar to the conservation laws (3.16) and (5.3). (3) The conserved symplectic form σ ψ corresponds precisely to the symplectic form in Theorems 3.2 and (2.11). (4) The scalar product (., .) ψ on linearized solutions can be regarded as the analog of the expression (P(w), D 2 P| w (u, v)) in (3.18). The volume term (6.11) plays a similar role as the second summand in (3.18). The main difference between the structures in classical field theory and those of causal variational principles is that, in contrast to the bilinear form (P(w), P(w)), the energy E is not quadratic in φ and thus does not gives rise to a scalar product on the solution space. More precisely, E is quadratic only if no interaction is present, in which case we obtain the corresponding scalar product (χ,φ) = t=T χφ + (∇χ) · (∇φ) d 3 x .
In particular, there is a well-defined scalar product on the incoming and outgoing scattering states. Using the constructions in Section 3.4, the symplectic form gives rise to a canonical complex structure on the asymptotic states. However, there is no scalar product at intermediate times, making it impossible to apply the constructions in Section 5. We regard this shortcoming as a major structural difference between classical field theory and causal variational principles. This shortcoming of classical field theory also shows that causal variational principles are distinguished by providing precisely the structures needed for a probabilistic interpretation and a formulation in terms of bosonic Fock spaces.
Validity and Limitations of the Holomorphic Approximation
In the holomorphic approximation, the dynamics of minimizers of causal variational principles can be described by a unitary time evolution on a bosonic Fock space (see Definition 5.3), giving a close connection to quantum field theory. When working out physical applications, it is important to justify the holomorphic approximation. Moreover, the errors of this approximations are of major interest because they should give predictions for physical corrections to standard quantum field theory. With this in mind, we conclude this paper with a discussion of the holomorphic approximation and its corrections.
We first recall that for non-interacting systems, there is a canonical complex structure which is preserved by the time evolution (see Section 3.1). As a consequence, the holomorphic approximation is exact (as is also obvious from Theorem 5.4, keeping in mind that for linear systems the error E(t) in (5.13) vanishes). The question whether the holomorphic approximation is also exact for interacting systems is equivalent to asking for the existence of a holomorphic connection (see Definition 3.4). The answer to this question depends on the form of the interaction (see Propositions 3.6 and 3.7), making it necessary to analyze the specific system in detail. As explained in Section 3.6, we expect that in most physical applications, no holomorphic connections will exist. In this case, the unitary time evolution merely is an approximation. In order to justify this approximation, we need to analyze the correction terms as worked out in Theorems 5.4 and 5.6.
Before discussing these corrections, for clarity we point out that the corrections to the unitary time evolution do not imply that the probabilistic interpretation breaks down. Instead, the corrections lead to a mixing of the bra-and ket-state, as is made precise by the operator E(t) in (5.13). But this mixing preserves the norm on F * ⊗ F. Therefore, normalizing by Φ|Φ F = 1, the expectation value O( Φ| ⊗ |Φ F ) defined in (4.27) really has a sensible interpretation as the expectation value of a measurement by the observable O. In other words, the corrections to the unitary time evolution are compatible with the probabilistic interpretation of quantum states.
We now explain the results of Theorems 5.4 and 5.6 in detail. The operator E(t) in (5.13) describes a mixing of the holomorphic and anti-holomorphic components of the jets. In other words, E(t) mixes components of the bra-and ket-states of the Fock space F. According to (5.14) , the time evolution of this error is described by a Dyson series on F * ⊗F. Since E(t) preserves the norm, the error becomes apparent only if the expectation value with an observable O is performed. This is quantified in Theorem 5.6 by iterated commutators involving O. These iterated commutators in Theorem 5.6 give a good intuitive understanding of the corrections to the holomorphic approximation, as we now explain. We consider the situation that we perform a measurement at time t out . In this case, the field operators in the commutators in Theorem 5.6 enter at a time τ in the interaction region, whereas the observable O enters at time t out . As a consequence, the time evolution operators S in Theorem 5.6 must span at least the time t out − τ . This opens the possibility that the error terms become small due to decoherence effects. For simplicity, we first explain this effect for the contribution of first order t t in S(t, τ ) C S(τ, t) O S(t, τ ) S(τ, t) dτ .
Assume that the commutator at time τ involves a phase factor which oscillates rapidly in τ . Then the τ -integral becomes small, implying that the error is no longer detectable at time t. For the higher order corrections, this decoherence effect is even stronger, because the iterated commutators of order p involve operators at different times τ 1 , τ 2 , . . . , τ p , giving more possibilities for destructive interference of phase factors.
In order to justify the holomorphic approximation, one must make this qualitative argument mathematically precise, and one must quantify it including estimates of the error terms. Here two effects specific to causal variational principles seem to be essential: The first effect is that a minimizing measure ρ of a causal variational principle need not be diffeomorphic to Minkowski space or to a space-time manifold. Instead, it could consist of many components. This so-called fragmentation of ρ as introduced in [10, Section 5] (see also [11, Section 5] ) implies that the formula for O ′ in Theorem 3.34 involves additional sums over the subsystems. This gives more freedom for phase factors to appear. The second effect appears more specifically for the causal action principle for causal fermion systems (see the textbook [8] and the references therein). In this setting, the manifold F is formed of linear operators on a Hilbert space. The vectors in this Hilbert space can be represented by wave functions in spacetime M := supp ρ (the so-called physical wave functions; see [8, §1.1.4] ). Likewise, the jets can be expressed by variations of these wave functions (see [8, §1.4 .1] and [9] ). Modifying the phases of these wave functions gives a simple way of obtaining the abovementioned decoherence effects. This so-called microscopic mixing of wave functions was introduced in [7] for causal fermion systems formed of Dirac wave functions.
Clearly, the systematic study of these effects goes beyond the scope of the present paper. It will be carried out separately in [5] .
