Preface Volume 60 by Russo, Claudio V.
Electronic Notes in Theoretical Computer Science
www.elsevier.com/locate/entcs
Preface
Volume 60
Claudio V. Russo
Abstract
The programming language Standard ML is an amalgam of two, largely orthogonal, languages.
The Core language expresses details of algorithms and data structures. The Modules language
expresses the modular architecture of a software system. Both languages are statically typed,
with their static and dynamic semantics speciﬁed by a formal deﬁnition.
Over the past decade, Standard ML Modules has been the source of inspiration for much re-
search into the type-theoretic foundations of modules languages. Despite these eﬀorts, a proper
type-theoretic understanding of its static semantics has remained elusive. In this thesis, we use
Type Theory as a guideline to reformulate the unconventional static semantics of Modules, pro-
viding a basis for useful extensions to the Modules language.
Our starting point is a stylised presentation of the existing static semantics of Modules, pa-
rameterised by an arbitrary Core language. We claim that the type-theoretic concepts underlying
Modules are type parameterisation, type quantiﬁcation and subtyping. We substantiate this claim
by giving a provably equivalent semantics with an alternative, more type-theoretic presentation. In
particular, we show that the notion of type generativity corresponds to existential quantiﬁcation
over types. In contrast to previous accounts, our analysis does not involve ﬁrst-order dependent
types.
Our ﬁrst extension generalises Modules to higher-order, allowing modules to take parameterised
modules as arguments, and return them as results. We go beyond previous proposals for higher-
order Modules by supporting a notion of type generativity. We give a sound and complete algorithm
for type-checking higher-order Modules. Our second extension permits modules to be treated as
ﬁrst-class citizens of an ML-like Core language, greatly extending the range of computations on
modules. Each extension arises from a natural generalisation of our type-theoretic semantics.
This thesis also addresses two pragmatic concerns. First, we propose a simple approach to the
separate compilation of Modules, which is adequate in practice but has theoretical limitations. We
suggest a modiﬁed syntax and semantics that alleviates these limitations. Second, we study the
type inference problem posed by uniting our extensions to higher-order and ﬁrst-class modules
with an implicitly-typed, ML-like Core language. We present a hybrid type inference algorithm
that integrates the classical algorithm for ML with the type-checking algorithm for Modules.
This monograph is derived, with only minor typographical revisions, from my University of
Edinburgh doctoral thesis, examined in 1998. For better or worse, I decided to leave the main
body of the work unchanged and to exclude any account of subsequent related research. However,
I have added an epilogue, not contained in the thesis, that relates the thesis to my more recent
work on elaborating and implementing the proposed extensions to Modules in Moscow ML, a
widely used Standard ML compiler. I hope the reader will ﬁnd this additional material of interest
too.
Claudio V. Russo,
Microsoft Research Ltd.
7JJ Thomson Avenue
Cambridge CB3 0FB
1571-0661/$ – see front matter c©
10.1016/S1571-0661(05)82620-9
2 Volume • Number
United Kingdom
October, 2003
