One objective of systems biology is to create predictive, quantitative models of the transcriptional regulation networks that govern numerous cellular processes. Gene expression measurements, as provided by microarrays, are commonly used in studies that attempt to infer the regulation underlying these processes. At present, most gene expression models that have been derived from microarray data are based in discrete-time, which have limited applicability to common biological data sets, and may impede the integration of gene expression models with other models of biological processes that are formulated as ordinary differential equations (ODEs). To overcome these difficulties, a continuous-time approach for process identification to identify gene expression models based in ODEs was developed. The approach utilizes the modulating functions method of parameter identification. The method was applied to three simulated systems: (1) a linear gene expression model, (2) an autoregulatory gene expression model, and (3) simulated microarray data from a nonlinear transcriptional network. In general, the approach was well suited for identifying models of gene expression dynamics, capable of accurately identifying parameters for small numbers of data samples in the presence of modest experimental noise. Additionally, numerous insights about gene expression modeling were revealed by the case studies.
INTRODUCTION
A FUNDAMENTAL GOAL OF SYSTEMS BIOLOGY is to understand quantitatively the logic and behavior of the transcriptional regulatory networks that govern diverse cellular functions. This process involves both the construction and analysis of system-wide quantitative models of gene expression dynamics. These models of gene expression dynamics describe how inputs (e.g., transcription factor [TF] levels, perturbations) influence transcriptional outputs (mRNA levels of various genes) over time. The present work is concerned with a key step in the process of constructing these models: the estimation of their parameters. This process is referred to in the present work as the identification of the models, rather than modeling, to make refer-2000). The advantages of the modulating functions approach, in addition to the fact that parameter identification is accomplished by linear regression, are that it removes any need for approximating derivatives from data, and there is no requirement for uniformly sampled data. Disadvantages of the modulating functions approach are that it cannot be used to estimate parameters for all nonlinear model types, and for some nonlinear models, it cannot guarantee bias-free estimates (Niethammer et al., 2001) . In the present work, the Hartley modulating function (HMF) approach (Patra and Unbehauen, 1995) is employed. The HMF approach is advantageous over other modulating function approaches in that HMFs are entirely real valued (Unbehauen and Rao, 1998) , which can give greater computational efficiency.
In the present work, the HMF method is used to identify several gene expression models from simulated data. Details about the implementation of the HMF method are provided in the online supplementary material. In the first section, the essential elements of modulating functions are illustrated with a simple linear gene expression system. In the second section, a more complex nonlinear model for an autoregulatory gene, capable of multiple steady states, is considered. In the final section, a case study in identifying gene expression models from microarray data using data generated by a previously described transcriptional network simulator (Zak et al., 2001 is presented. The examples demonstrate that the HMF method is well suited for identifying models from gene expression data.
Before proceeding it must be noted that the problem of simultaneously identifying network structure and network parameters is not the focus of the present work. For the problem of network structure identification, the reader is referred to techniques in promoter bioinformatics (for example, Tavazoie et al., 1999; Vadigepalli et al., 2003) and genome-wide location analysis (Ren et al., 2000) .
APPLICATIONS

Linear gene expression model
In the present section, the problem of identifying the parameters a and d, given a time course of x(t) and u(t), is considered for the following simple linear gene expression model:
where x(t) is the mRNA level over time, a 3 u(t) is the transcription rate of x, a is the transcription rate constant, u(t) is the activity of a TF that binds to the promoter of the gene, and d is the linear degradation rate constant for the transcript. The first step is to multiply both sides of equation 1 by the known modulating function, f m (t), and integrate from t 5 0 (the first time of the measurements) to t 5 T (the final measurement time):
By applying integration by parts and requiring that the modulating function be differentiable and have the property: f m (0) 5 f m (T) 5 0, equation 2 is simplified to:
In equation 3, the derivative has been shifted from the data (x(t)) to the known smooth function, f m (t), thereby avoiding the need to estimate derivatives from the data. By using M different modulating functions, a linear expression for the parameters a and d is constructed that can be solved by linear regression:
where:
The integrals in equation 5 can be evaluated using one of several techniques for numerical quadrature (Heath, 1997) . The particular quadrature approach employed in the present work, as well as the approach taken to select M, is discussed in the online supplementary material. Unlike discrete-time formalisms, the data does not need to be sampled uniformly for the parameters to be estimated. In fact, for the simple model above, u(t) and x(t) do not even need to be obtained at the same time points. This flexibility with respect to sampling makes the modulating functions approach especially suitable for biological problems. The system in equation 1 was used to explore how the accuracy of the identification results from the HMF method depend on the number of samples and experimental noise. A step input in u(t) from u 5 0 to u 5 10 at t 5 1 min was used to excite the system, and the nominal parameter values were a 5 5 min 2 and d 5 1 min 21 . There were five time points for x(t) and u(t), from t 5 0 to t 5 50 min, sampled asynchronously (exponential, with a minimum inter-sample time of 1 min). The accuracy of the identification was quantified by u norm , the summed squared relative error in the parameter estimates (online supplementary material). To simulate the experimental noise in microarray data, the log-normal multiplicative model for noise given by Rocke and Durbin (2001) was used. The HMF method was benchmarked against a method that identified the parameters through direct estimation (DE) of the derivatives from the data. Figure la shows the results as the number of samples is varied from 3 to 10, demonstrating clearly that, within a realistic range of samples, the parameter estimates from the HMF method are more accurate than those obtained by DE. Figure 1b shows the results for the two methods as a function of experimental noise (5 samples, exponential sampling). Median values of u norm 6 one median absolute deviation of the median (MAD) obtained from 200 Monte Carlo runs are plotted against increasing noise magnitude, s h . MAD was used because it provides an outlier-insensitive measure of spread in the data (Huber, 1981) . For a wide range of noise levels, the HMF method gave more accurate estimates of the parameter values than DE, with less variability. It ZAK ET AL. should be noted that when the estimates of a and d were considered independently, the variability was comparable for the two methods. At levels of noise similar to that observed in actual microarray studies (s h , 0.224), the DE parameter estimates were more favorable than those obtained from HMF. At this high level of noise, however, there was substantial error in the parameter estimates from both methods.
These results indicate that the HMF method may provide accurate parameter estimates for low numbers of samples and a wide range of experimental noise levels. At high levels of noise, such as that typically observed in microarray data, parameter identification through direct estimation of derivatives may actually be favorable, although the parameter estimates will be coarse. To obtain accurate parameter estimates from microarray data, it may be necessary to combine the HMF method with averaging over replicated measurements. The online supplementary material contains all of the details for the computations performed in this example, as well as an additional example that demonstrates how asynchronous sampling can be preferable to uniform sampling for this system.
Autoregulatory gene expression model
The modulating functions approach is extensible to systems that are more complex than equation 1. One example is the bistable autoregulatory circuit described by Smolen and colleagues (1998) . Their model describes a TF that forms a homodimer and then activates its own transcription, with the maximal rate of transcription being influenced by its degree of phosphorylation. The objectives in studying this system were to demonstrate how the HMF method can be used to identify complex nonlinear models of gene expression and to explore how the accuracy of the parameter identification depends on the number of samples, the type of input used to excite the system, and the magnitude of measurement noise.
The Smolen model is given by:
where y(t) is the TF concentration, a 3 v(t) is the maximal rate of transcription, v(t) is the extent of phosphorylation of the TF (the external input), b is the dissociation constant of the TF dimer from its promoter, c is the linear degradation rate constant of the TF, and d is the basal synthesis rate of the TF. This system is interesting because, depending on the parameter values, it can be toggled between insensitive and excitable steady states by varying v(t) (Smolen et al., 1998) . In the present work, the nominal parameter values used are those given by Smolen and colleagues (a 5 10 min 21 , b 5 10 concentration 2 , c 5 1 min 21 ,
Using the modulating functions approach, the system in equation 6 was converted to a form similar to equation 4, allowing the parameters to be estimated using linear regression:
where the Y and X terms involve numerical quadrature and are similar to those in equation 5 (complete derivation given in the online supplementary material). Using equation 7 and the HMF method, the impact of varying the number of samples on the accuracy of the parameter identification was explored. The input consisted of two pulses, with the first driving the system from its insensitive steady state to its excitable steady state, and the second providing further excitation. Results of the parameter identification for 20, 50, and 100 samples are shown in Figures 2a, 2b , and 2c, respectively (uniform sampling, x(t) 5 y(t) 2 y(0), u(t) 5 v(t) 2 v(0)). With as few as 20 samples, the general bistable character of the system is captured, although there is significant overshoot in the response to the first pulse, and the error in the parameter estimates is significant (u norm 5 2.37). Increasing the number of samples to 50 only slightly reduces the overshoot, but the parameter estimates are greatly improved (u norm 5 0.12). Finally, increasing the number of samples to 100 gives excellent parameter estimates and captures the system dynamics very well. This example demonstrates how, for the more complex gene expression model in equation 6, there can be significant disagreement between the observed and predicted behavior, even when there is reasonably good agreement between the estimated and actual parameter values.
It also demonstrates how a greater number of samples is required to obtain accurate parameter estimates as compared to the simpler model (equation 1).
Equation 7 and the HMF method were also used to explore how the accuracy of the parameter identification was influenced by experimental noise and the type of input (v(t)) used to excite the system (number of samples fixed at 50). The log-normal noise model was applied as above. Three different inputs were considered. Two of the inputs were 10-min pulses, with one being strong enough to drive the system to the higher steady state (super-threshold pulse), and one too weak to do so (sub-threshold pulse). The third was the double pulse input from the previous example. Median values from 50 Monte Carlo runs are shown in Figure 3 , where it is clear that parameter identification accuracy is sensitive to both the input and the amount of noise in the data. For the sub-threshold pulse, the parameter identification results were the least sensitive to noise, but were generally poor (u norm , 3.4, where u norm 5 4 roughly corresponds to 100% error in the parameter estimates for this system). The single pulse that drove the system to the higher steady state was highly sensitive to noise, giving accurate parameter estimates for only very low noise levels. The double pulse input gave accurate parameter estimates for the widest noise range. Beyond s h , 0.05, however, the parameter estimates became worse than those obtained using the sub-threshold pulse. None of the inputs gave accurate parameter estimates for the experimentally-identified level of noise in microarray data (s h 5 0.224), indicating that the noise in microarray data may be a significant impediment to its use in deriving complex models of transcriptional regulation. Rather, alternative sources of gene expression data, ZAK ET AL. . Solid line, x 0 (t); dashed line, x E (t); dashed-dotted line, u 0 (t) 3 5. The smallest number of samples captures the essential bistable nature of the system, but displays significant overshoot and inaccurate parameter estimates. At 50 samples, the parameter estimates are reasonably accurate, but the system still displays overshoot. At 100 samples, the parameter estimates are highly accurate, and the dynamics of the system are captured.
such as that used in (Ronen et al., 2002) , may be required. The results for the sub-threshold and double pulse inputs are also suggestive of previous results from the literature that showed that complex inputs are required for accurate system identification (Kauffman et al., 2003) and that simpler inputs can be favorable at significant levels of noise .
Identifying gene expression models from microarray data
There are several aspects of microarray data and transcriptional regulation that make the problem of identifying dynamic gene expression models from microarray data particularly interesting. As has already been discussed in the present work, microarray time series often consist of a small number of asynchronously sampled data points that are corrupted by significant amounts of noise. In addition, it must be recognized that that the time scale on which any mRNA level may respond to changes in transcription is determined by that mRNA's half-life (Hargrove and Schmidt, 1989) . Also, TF mRNAs do not directly interact with their target genes. At the very least, translation of the TF must occur first, which introduces a delay. Finally, TFs may influence transcription rates of their target genes in a manner that depends nonlinearly on the active TF concentration, with the transcriptional regulation of a single gene being governed by the coordinate activity of multiple TFs. In the present section, a model structure for gene expression is developed that, when combined with the HMF approach to model identification, begins to address many of the above issues. This model structure is applied to a case study using simulated microarray data generated from a previously described transcriptional network simulator (Zak et al., 2001 .
Model structure. The simplest formulation for a gene expression model is similar to equation 1 and is readily identified using the HMF approach: 
where e is the first order degradation rate constant for the intermediate state p. By differentiating the top expression in equation 9, and solving for p and its derivative in terms of x(t), the derivatives of x(t), and u(t), the following expression is obtained:
The parameters in equation 10 can be readily identified using the HMF approach given x(t) and u(t).
The introduction of the lag between TF mRNA levels and the effect of the TF on the transcription rates of its target genes could also have been accomplished with a discrete delay, a technique that has been employed in several models of gene expression (Smolen et al., 1998; Lema et al., 2000) . Techniques have been developed to estimate such discrete delay systems using the modulating functions approach (Balestrino et al., 2000) . It is the opinion of the present authors, however, that the type of delay introduced in equation 9 is more realistic because it is more closely related to one of biophysical processes that is responsible for the delay: translation (first order) of transcript into protein. Should the delay in equation 9 not be sufficient to describe the data, due to the presence of other intermediate biochemical steps in addition to translation, it is possible to include a longer delay by adding more intermediate states.
The final step is to define a functional form for the nonlinearity f(). Given that increasing concentration of active TF generally has a saturating effect on the transcription rate of its target genes, a natural functional form is: (u(0) ). Three values of K are considered in the present work, corresponding to approximate linearity (K 5 10), weak nonlinearity (K 5 0.5), and strong nonlinearity (K 5 0.1). A plot of g(u) for the three values of K is given in Figure 4 .
FIG. 4. g(u)
versus u for three different values of K. As K is increased, the extent of the nonlinearity is decreased. K 5 10 corresponds to approximate linearity, K 5 0.5 corresponds to weak nonlinearity, and K 5 0.1 corresponds to strong nonlinearity.
The approach to identifying gene expression models from microarray data proposed in the present work can now be summarized:
i. Collect microarray time course data for TFs and their target genes. ii. Scale the TF microarray data as u(t) and scale the target gene microarray data as x(t) (online supplementary material) to give the scaled experimental data x 0 (t) and u 0 (t). iii. Identification of the parameters a and d in the delay-free model (equation 8) and identification of parameters a, (d 1 e), and (ed) for the model with delay (equation 10) using the HMF method for all three values of K (a total of six sets of parameters are estimated). iv. For cases where mRNA half-life data is already available, the parameter d for the models is estimated by d 5 ln(2)/t 1/2 , where t 1/2 is the mRNA half-life. In this case, only parameter a is estimated in the delay free model, and only parameters a and e are estimated in the delay model. v. For all six models, the sum of squared errors (SSE) between the scaled microarray data for the target genes, x 0 (t) and the expression data predicted using the modeling results (assuming that u(t) varies linearly between samples) is calculated: SSE(model) 5n
The delay-nonlinearity combination that gives the smallest SSE(model) is selected. The SSE(model) for this combination is retained as a measure of how well the best model could describe the data.
vi. Additionally, the SSE between x 0 (t) and c(u(t) 2 u (0)) is calculated, where c minimizes:
gives an estimate of how correlated x 0 (t) and u 0 (t) are that is useful in evaluating the identification results.
Simulated microarray data. The convenience of using simulated genetic regulatory networks to test and benchmark gene network modeling techniques has been recognized by several authors (Wahde and Hertz, 2000; Zak et al., 2001 Zak et al., , 2003 Smith et al., 2002) . In the present section, a simulated genetic regulatory network is used to explore the approach to identifying gene expression models from microarray data outlined above. The simulator has been described previously (Zak et al., 2001 . It is a 10-gene network with a receptor that responds to ligand input, with transcription rates that depend nonlinearly on TF levels, and biochemical delays between the appearance of TF transcripts and functional TFs. It is described mathematically by 44 coupled nonlinear ODEs. Additional information about the model is provided in the online supplementary material. The response of the network to a pulse of ligand was used as the source of simulated microarray data. Ten data points (exponentially sampled, minimum inter-sample time of 3 min) up to 24 h after the injection of ligand were compiled.
Representative results are shown in Figure 5 , where C and E have been modeled as targets of the transcriptional repressor D. The agreement between the simulation data and the predicted models was excel- lent (SSE(model) DC 5 0.027, SSE(model) DE 5 0.032), although this is expected given that C and E are targets of D in the actual underlying simulator network. Interestingly, the best fit model for regulation of C by D was strongly nonlinear (K 5 0.1), while the best fit model for regulation of E by D was approximately linear (K 5 10). For both cases, the delay-free model outperformed the delayed model.
Another set of results is shown for gene B in Figure 6 . B has been modeled as a target of the TFs F, C, A, or D. In the true underlying network, B is a target of A and F. B was modeled reasonably well as a target of its true regulator F (SSE(model) FB 5 0.19, linear, delay-free model), poorly modeled as a target of C (that does not regulate it in the model) (SSE(model) CB 5 1.89, weakly nonlinear, delayed model) and poorly modeled as a target of its other true regulator A (SSE(model) AB 5 2.0, linear, delayed model). The poor results for A may be due to the fact that B is actually a target of both A and F in the underlying network, and modeling it as a target of either TF individually may not be sufficient. They may be also due to the fact that there are additional protein-protein interactions between A and B in the simulator that are not accounted for in the model structure. Interestingly, B is best modeled as a target of D, a gene that is coregulated with B (D is also a target of F) (SSE(model) DB 5 0.004, linear, delay-free model). The fact that B was more successfully modeled as a target of a co-regulated gene than the correct TF provides a message of caution for gene network identification studies in which the network structure is not known a priori. When the structure is not known, care must be taken to avoid confusing correlation with causation. The ZAK ET AL. correlation between D and B was also revealed by SSE(correlation) DB , which is also much smaller than the SSE(model) for either of the true regulators (SSE(correlation) DB 5 0.07).
In the final example, H was modeled as a target of G (its true regulator), C, D, or F. Surprisingly, H is modeled well as a target of G (SSE(model) GH 5 0.002, strongly nonlinear, delayed model), as a target of C (the upstream regulator of G) (SSE(model) CH 5 0.002, weakly nonlinear, delayed model), as a target of D (SSE(model) DH 5 0.006, linear, delayed model), or as a target of F (SSE(model) FH 5 0.01, strongly nonlinear, delayed model). Interestingly, the delayed model structure gave the best results for all combinations. If this were an experimental system, and no data in addition to the microarray data were available, it would be impossible to determine which TF actually regulates H. A figure with these results is provided in the online supplementary material (www.dki.tju.edu/dbi/publications/omics03).
DISCUSSION
In the present work, an argument was made for the use of continuous-time identification methods, particularly the Hartley modulating functions (HMF) method, for the identification of dynamic models of gene expression. The HMF method was applied to three example gene expression modeling problems of varying complexity, demonstrating the method's applicability and providing insights into the specific systems.
Using the simplest gene expression model, it was demonstrated that the HMF approach is well suited for parameter identification from asynchronous data. It was also observed that the HMF method may provide accurate parameter identification from a few samples and over a range of noise levels. At high levels of noise, comparable to that observed in microarray data, however, the preferred method for parameter identification may be through direct estimation of derivatives, although the parameter estimates will be coarse. Accurate parameter estimates from microarray data can be obtained using the HMF method, however, by reducing experimental noise through averaging over replicated measurements and other means. In the online supplementary material, it also was demonstrated how asynchronous sampling can lead to improved process identification, even though it makes discrete-time modeling difficult.
It was demonstrated, using the bistable autoregulatory gene expression model, how the HMF method is readily applicable to more complex models of transcriptional regulation. It was also shown how, for the more complex model, more samples must be collected for accurate parameter estimation. Additionally, more complex perturbations are required to excite the system, a result that parallels those observed in another study (Kauffman et al., 2003) . This result was only applicable to the case of moderate noise, however, as a simpler input was preferable in cases of extreme noise, a result also paralleled by previous results . These requirements may preclude microarray data from being a sole data source to identify such complex models. Alternative types of gene expression data, such as that obtained in Ronen et al. (2002) , may be required.
Using a network simulator, it was observed that the HMF method can be used to identify gene expression models using data of the type that is obtained in microarray studies. Without information that may constrain possible networks in addition to gene expression, however, it may be impossible to determine which TFs actually regulate each gene. The expression profiles of some downstream genes can be equally well modeled as targets of numerous transcription factors (TFs) in the system, making it impossible, without additional information, to uncover the true underlying network. Additional information could come in the form of additional time courses, with different dynamic responses, promoter bioinformatics (Tavazoie et al., 1999; Vadigepalli et al., 2003) , or alternative experimental techniques such as genome-wide location analysis (Ren et al., 2000) . The results also have shown that flexibility in model structure is important for gene expression modeling. Even though the true underlying network contained delays and nonlinearities, whether or not there were delays or nonlinearities in the model that best explained the data was dependent on the TF-target gene combination.
The successes or failures of the gene expression model identification techniques considered in the present work may or may not be attributed to the particular functional forms chosen and the data considered. The ability of the continuous-time HMF approach to identify models from asynchronously sampled data that is very common in biology, however, is a feature of the approach itself. The results of this modeling GENE EXPRESSION MODEL IDENTIFICATION approach may readily be integrated with models of upstream signaling networks that are formulated as ODEs. Similarly, the approach can be adapted to include efforts for inferring network structures through promoter bioinformatics (Tavazoie et al., 1999; Vadigepalli et al., 2003) , or approaches that attempt to infer network connectivity through imposing constraints on interconnections (Yeung et al., 2002) . Given the ability of the approach to integrate existing models of related cellular processes and varied analysis methods, it can play an important role in integrative environments like BioSPICE.
The present techniques fit well with the work of several other BioSPICE investigators. The autoregulatory gene results are directly relevant to efforts in the Byrne and Collins labs, which have an interest in nonlinear dynamical models of gene expression (Smolen et al., 2000; Isaacs et al., 2003) . The ODE gene expression models of the present work parallel the hybrid approaches the Kumar and Rubin labs use to model prokaryotic genetic regulation. The dynamic microarray-based modeling approaches described above are complementary to the Liao lab's efforts in combining microarray data and operon information (Sabatti et al., 2002) with Bayesian techniques to predict prokaryotic genetic regulatory networks, and to the Collins lab's efforts in predicting genetic regulatory networks using gene expression data and steady state models (Gardner et al., 2003) . The present modeling approaches may also be used with the dynamic gene expression data from the Jett lab to generate hypothesis about the regulation underlying host responses to pathogens. Finally, the modeling approaches of the present work may be used to link the core circadian clock models emerging from the Bryne lab and Jewett, Weaver, and collaborators (Forger et al., 1999; Smolen et al., 2001 ) with emerging circadian gene expression profiles in Drosophila (Etter and Ramaswami, 2002) and mouse (Delaunay and Laudet, 2002) into models that predict how the core clock regulates downstream genes and ultimately drives circadian changes in physiology.
Future work will involve the extension of the modeling approach to include genes that are targets of more than one transcription factor, and evaluation of additional nonlinear functional forms that describe how target gene transcription rates depend on TF concentration.
