In a series of recent papers, researchers in finance have developed nonparametric methods for estimating the drift and diffusion functions of continuous time stochastic processes. Stanton (1997) pioneered a method based on the theory of weak approximations of the expectations of functions of stochastic processes. His methodological innovation was to estimate the expectations using kernel regression methods, and then invert them in order to recover the drift and diffusion functions of the underlying processes. The method has been applied to the problem of estimating univariate continuous time models of the term structure. More recently, Boudoukh et al. (1998) extended the estimator to the problem of estimating multivariate term structure models. Although different in important respects, the method developed by Ait-Sahalia (1996) is related to the Stanton and BRSW estimators in that it also relies on nonparametric techniques and is also applied to the problem of pricing interest rate derivative securities.
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One of the more provocative conclusions reached by Ait-Sahalia (1996) , Stanton (1997) , and Boudoukh et al. (1998) is that the short rate drift appears to be nonlinear. This conclusion is at odds with the rest of the term structure literature, because in virtually all previous work, the short rate is modeled with a linear drift. In part to investigate the robustness of this result, Pritsker (1998) and Chapman and Pearson (1999) look at the properties of the Stanton and Ait-Sahalia estimators in finite samples. In both of these papers, the authors concluded that the nonlinearity result is not robust, and could be an artifact of the finite sample properties of the estimator. However, the authors do not formally test this hypothesis.
In this paper, I study the finite sample properties of the BRSW estimator for multifactor models.
2 Monte Carlo simulations of data from the stochastic volatility model of Andersen and Lund (1997a) are used to examine how closely the estimator fits the known drift and diffusion functions. The Andersen and Lund (1997a) model is used because it provides a reasonably good fit to Treasury data, although in their final analysis the authors reject the model using a chi-squared test.
I first focus on the problem of kernel bandwidth selection. Because the asymptotically optimal bandwidths are functions of the derivatives of the unknown joint density of the data generating process, I use a grid-search technique to find the bandwidths that minimize a sum of squared errors criterion. I find that, even with the optimal bandwidths, the estimator exhibits a high degree of bias with forty years of data simulated at weekly frequency. However, the sampling variance of the estimator is high, so that from a hy-pothesis testing point of view, the biases are likely to be irrelevant.
The performance of the BRSW estimator is also analyzed under model misspecification. The results show that if one uses the BRSW estimator to fit a misspecified model in which irrelevant arguments of the drift and diffusion functions are included, the efficiency of the estimator decreases markedly. Somewhat more surprising is the result that including irrelevant conditioning variables introduces additional bias in the estimates. The additional biases are a result of adding dimensions along which biases from truncation and correlated residuals can affect the estimator.
These biases and inefficiencies highlight that, while nonparametric estimators might free one from the need to specify the particular functional forms for the various estimands, one still must correctly specify the arguments of the functions (and thus the correct set of conditioning variables in the kernel regressions). In other words, nonparametric estimators do not obviate issues of specification; rather, such issues are removed to a higher level of generality.
My main conclusion is that the BRSW estimator, and related kernel regression methods, are primarily useful as diagnostic tools when used in the context of term structure modeling. Given the problems associated with bandwidth selection when the data are autocorrelated, and given the problems of calculating reliable standard errors for kernel regression estimators, it is more productive to use the kernel regression methods to test if a given parametric specification is an adequate description of the data. In other words, the more general kernel regression estimator can be used to try and "pick up" nonlinearities in the data that a parametric model might miss. An important advantage of this approach is that the finite sample distributions of test statistics based on the BRSW estimator can be bootstrapped under the null hypothesis that the parametric model is the "true" data generating process. Thus, one can produce quantiles for the hypothesis test statistics that are robust against finite sample biases in the BRSW estimator. I demonstrate this by applying the BRSW estimator to test the Andersen and Lund (1997a) model of the term structure. The results of the hypothesis tests show that the biases of the BRSW estimator do not fully explain the differences between the estimates obtained under the BRSW estimator and the parametric estimator. There appear to be significant nonlinearities in the evolution of the short rate that the parametric model cannot capture. This paper is organized as follows. In the next section, I examine the dynamic behavior of the Andersen and Lund (1997a) stochastic volatility model, which is used in the Monte Carlo simulations in the following sec-tions. Section II discusses the BRSW estimator and kernel regression, and contains the main results on fitting the Andersen and Lund (1997a) model. Section III discusses the performance of the estimator in the context of model misspecification. Section IV presents the results of hypothesis tests on the Andersen and Lund (1997a) model, and the final section concludes.
I Dynamic Behavior of the Stochastic Volatility Model
In this section, I discuss the calculation of weak solutions of the Andersen and Lund (1997a) model (henceforth, the "AL model"). An interesting feature of the AL model is that it fails to satisfy the conditions sufficient to guarantee the existence of a unique solution, raising questions about the stability of the system, as well as questions about the existence of a stationary density. Maintaining the assumption that the system has a solution, I use a weak numeric solution algorithm and an extension of the Kolmogorov-Smirnov test to determine whether or not the transition densities of the system converge at long trajectories. From the results, we can conclude that the system has a stationary density at the parameters considered. The specification of the AL model is given as:
where W 1 and W 2 are independent standard Wiener processes. The set of sufficient conditions for the existence of a solution to this system includes the conditions that the drift and diffusion functions satisfy Lipschitz and growth conditions (see Karatzas and Shreve (1991) and AitSahalia (1996) for different formulations of the conditions). The specification of the diffusion function of the interest rate process (1) causes the system to violate the growth condition. The relevant condition is given by:
This condition must apply uniformly in t, meaning that the constant k must apply for all t simultaneously. It is easy to show that there is no k that satisfies condition (3). For any k, let log σ 2 = r, so that σ 2 = e r . Substituting, we have:
The left-hand side of (5) clearly diverges as r → ∞, showing that the growth condition is violated by the model. In essence, the model fails to satisfy the growth condition because the diffusion function in the interest rate process involves an exponential transformation of the volatility state variable.
To make the exponential transform in the interest rate diffusion explicit, rewrite the AL model in the following equivalent form 3 :
Because it fails to satisfy the growth condition, there might not be a unique Ito process in 2 that satisfies (6) -(7). In practice, it's difficult to use numeric methods to verify the existence of a unique solution. I assume that a solution exists, and instead focus on the dynamic stability of the system. For certain parameterizations of the drift and diffusion functions, the model will exhibit explosive behavior, and thus fail to have a stationary density. Determining whether or not the model is explosive is a problem to which we can apply a numeric solution algorithm. Kloeden and Platen (1995) . The simplest method is the Euler scheme, which has a degree of accuracy that is inversely proportional to the length of the time step ∆. The following set of recursive formulae show how to generate values of r and σ:
where η 1,t and η 2,t are independent standard normal deviates, and r 0 and σ 2 0 are given. Where necessary, I'll user andσ to indicate values of r and σ computed from the discrete system in (8) and (9).
Understanding the dynamic behavior of the AL model, as well as evaluating the nonparametric estimator in the next section, both boil down to computing the expectations of different functions of the state variables r and σ:
where f (·) is a smooth function. Kloeden and Platen (1995) prove that the expectation of f (·), calculated at (r T ,σ T ), converges to the true expectation as ∆ → 0: lim
By choosing
we can use the Euler scheme to compute the moments of transition densities of the AL model. It is useful to first consider whether or not the transition densities appear to be converging in location and scale. To do so, I use Monte Carlo simulations to generate moments of the transition densities of the model. 
I simulate 1,000 batches of 100 trajectories. The last point of each trajectory is saved, forming a batch of 100 draws from the transition density defined by the starting point and the length of the trajectories. I compute the mean and variance of each batch of saved points. Thus, at the end of a run, we have 1,000 independent draws of the first two moments of each of the 25 transition densities. Eight such runs are completed, the first with trajectories one year in length, the second with five year trajectories, and so on for ten, twenty, thirty, forty, fifty, and finally sixty year trajectories. The parameters employed are shown in table I, and ∆ = 1 52
.
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Table II displays univariate statistics for the pooled data (N = 25, 000), with which we can perform some unscientific "eyeball tests" for convergence. If the null hypothesis of convergence is correct, the moments of the transition densities should converge to the moments of the stationary density. The means should converge as follows:
lim
Examining the values in the second column (labeled 'Mean') of (14) at around thirty years, and then bounces around within a narrow confidence interval. The volatility mean converges quite rapidly and very precisely to the value in (15), reflecting the higher degree of mean reversion in the volatility drift function.
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The second moments should converge approximately as follows:
The approximate value for the second moment of r is calculated as the variance of the stationary density of a square-root process:
with σ fixed at e θ . The variance is given by
. The approximate value for the second moment of σ is calculated as the stationary variance of a constant diffusion process:
The variance of this process is given by
. From column seven of table II, it appears that the variances (Var[·] values) are converging to neighborhoods of the values in (16) and (17). In the case of the interest rate process, we would probably reject the null hypothesis that the variance is equal to the value in (16), even for the sixty year trajectories. Of course, this is because the process is not really the square-root process that we used to compute the variance. For the volatility process, we would probably accept the null hypothesis that the variance is equal to the value in (17). The means of Var[σ · ] are close to the value in (17), and the standard deviation around the means is relatively large. The variance of the volatility process converges to the value in (17), while the variance of the interest rate process does not converge to (16), because the dependence between the interest rate and volatility processes is expressed in the diffusion function of the interest rate process. The volatility process does in fact evolve like the Vasicek process that we used to compute the variance in (17).
While the transition densities appear to be converging in the first two moments, they still might have different distribution functions. Moreover, it's hard to assess joint significance using table II. Assuming that a solution to the system exists, we would like to show that the system is stationary, defined to mean that the transition densities converge to a common density with finite moments, as the length of the time interval increases:
for r 0 ∈ ++ and σ 0 ∈ , and where π(r T , σ T |r 0 , σ 0 ) is the transition density between times 0 and T , and π(r, σ) is the stationary density. If we use the discrete system in (8)- (9) to make draws from the transition densities defined by different starting points (r 0 , σ 0 ) and time intervals [0, T ] , and these densities exhibit convergence as T increases, then we can interpret this as evidence supporting our hypothesis that the system has a stationary density at the parameter values in table I.
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To rigorously test for convergence in distribution when the true distribution is unknown, we can use an adaptation of the Kolmogorov-Smirnov (KS) test for bivariate densities, due to Fasano and Franceschini (1987) . The one dimensional KS test statistic is based on the maximum value of the absolute difference between two cumulative distribution functions. A direct generalization of this statistic to higher dimensions is not possible because cumulative probability is not well defined in more than one dimension. However, an analogous statistic can be based on the integrated probabilities in each the four natural quadrants at a given point (r i , σ i ). The analog to the KS statistic is the maximum difference over the data points and over the quadrants of the integrated probabilities. In essence, the algorithm for computing the statistic searches through the data for the point at which the difference in the proportions of data in one of the four natural quadrants formed by the point is maximized. Fasano and Franceschini (1987) work out an approximation to the probability of realizing the observed maximum difference in proportions, under the null hypothesis that the two densities are identical.
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The transition densities of the discrete system in (8)- (9) converge to the transition densities of the continuous-time system at rate √ ∆ (see Kloeden and Platen (1995) or Brandt and Santa-Clara (1999) for proofs). Thus, the discrete system can be used to draw random samples from transition densities that closely approximate the densities of the continuous-time system. To carry out the convergence test, I use two starting values that are widely apart on the (r, σ) plane. The points that I use are:
The points are two standard deviations away from the long-run means of the processes, and four standard deviations from one another. (8)- (9) to simulate 20,000 trajectories, saving the last point on each trajectory. The two sets of points form large samples of the two transition densities. The bivariate KS test is applied to the two samples to test whether or not they are drawn from identical distributions. I repeat this exercise for trajectories of lengths between one and forty years. The parameterization of the system and the length of the time step are the same as before.
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Table III displays the results. The first column gives the trajectory lengths in years. The second and third columns display the bivariate KS test statistic and the approximate p-value, respectively. From the results, we can conclude that the two distribution functions become indistinguishable after forty years. The approximation to the p-value becomes imprecise for values above 0.2. However, given the large sample sizes, and the results from table II, we can conclude with a high degree of confidence that the system does in fact have a stationary density.
The length of time at which the transition densities appear to converge is consistent with the behavior of the system reported in Andersen and Lund (1997a) . In order to simulate draws from the stationary density, Andersen and Lund (1997a) ran the Euler simulator for approximately thirty-eight years. The authors found that using longer trajectories had no significant effects on their results. Their results are consistent with the finding here that the distributions converge at trajectories of around forty years in length.
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To sum up, it is reasonable to conclude that, at the parameter values considered here, the AL model is stable and has a stationary density. Both of these features are prerequisites for the consistency of the BRSW estimator, and we will make use of some of the results in table II in what follows. In the next section, we turn to considering the behavior of the BRSW estimator in finite samples.
II Nonparametric Estimation
Assume that the term structure is determined by two state variables, the short rate r and the volatility of the short rate σ:
where W r,t and W σ,t are independent Wiener processes, and suppose that we observe data generated from these processes at discrete time intervals of length ∆. The Euler method of the previous section is one way to relate our discrete observations to the drift and diffusion functions of the continuoustime processes. The Euler discretization for this system is given by:
where, as before, η r and η σ are independent standard normal deviates. It's easy to see that the observations in equations (24) and (25) satisfy the following relationships:
where O(∆) means terms for which it is true that lim ∆→0
O(∆) ∆
< ∞, and F t denotes the information set at time t. The methodological innovation of Boudoukh et al. (1998) is to note that, if we compute estimates of the first and second conditional moments on the left hand sides of equations (26) - (29), we will have estimates of the drift and diffusion functions accurate to O(∆).
In order to estimate the conditional moments in equations (26)- (29) with minimal a priori structure on the drift and diffusion functions, a kernel regression method is used. First, we define a grid of interest rate and volatility values at which to estimate the conditional moments. Then, at each grid value (r i , σ j ), the estimates of the conditional moments are computed as follows:
where W (t) is the Nadaraya-Watson product weight function:
and
is the Gaussian kernel, and i, j = 1, 2, . . . , N. The smoothing parameters h i,j , or "bandwidths," are the way one trades off bias against variance in the fit. Large bandwidths reduce local variation, but increase bias. Small bandwidths fit local phenomena, at the cost of increased variance.
Theoretic results for kernel regression estimators show that the optimal bandwidths will be proportional to T − 1 6 . However, the constant of proportionality is a complicated function of the joint density and its derivatives, the function to be estimated and its derivatives, the bandwidths, and the properties of the kernel function. Since under the AL model the joint density function is not known, it is not possible to derive a closed-form expression for the optimal bandwidth. Instead, one must rely on numerical procedures. I conduct a search over a grid of bandwidth values in order to arrive at an optimal bandwidth for data generated by the AL model using the Euler approximations.
12 For the interest rate drift function, I search over scaling factors φ r = 1, 2, 4, 6, 8, 10, 12 for the bandwidth φ rσr T − 1 6 that minimizes the sum of squared errors (SSE), computed as the sum over the estimation grid of the squared deviations of the estimated surface from the true surface. For the interest rate diffusion, I search over a 7 × 7 grid of integer scaling factors φ r and φ σ to find the bandwidth vector (φ rσr , φ σσσ )T − 1 6 that minimizes the SSE. For the volatility process functions, I search for scaling factors in the same way as for the interest rate functions. Table IV displays the optimal scaling factors and the associated SSEs.
The results in table IV show that, for the drift functions, the more highly autocorrelated interest rate data require relatively more smoothing. This is because a wider bandwidth leads to more cancellation of biases, and the biases tend to be more serious with more highly autocorrelated data, as will be discussed shortly. The large SSE on α σ reflects a high degree of bias at extreme values of σ. If along the volatility dimension the solution grid were restricted to values in the range (−4.9, −6.8), for example, the SSE on α σ would be two orders of magnitude smaller.
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In the following discussion, I report pointwise averages for fits of the drift and diffusion functions over a 25 × 25 grid of equally-spaced values on the square defined by 14 :
The pointwise averages are computed over 1000 simulations from the AL model. The "true" functions are parameterized using the values shown in table I in the previous section. The simulated data are drawn at a weekly frequency, with twenty-five inter-week draws. 15 Each trajectory is forty years in length. I run off fifty years of data before drawing simulated values, in view of the results from the previous section.
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Figures 1 and 2 display the fitted and true surfaces, as well as 95% pointwise confidence surfaces, for the fits obtained using the bandwidth scaling factors in table IV. In general, the fitted surfaces exhibit significant biases near the boundaries of the data, but the sampling variances are so high that the biases are likely to be irrelevant from the point of view of hypothesis testing. Only in a few small regions do the true surfaces "break through" the 95% confidence region. The quality of the fits is in general better for the volatility process, reflecting the higher degree of mean reversion for this process.
As discussed in Chapman and Pearson (1999) , two effects induce bias in the estimated surfaces. Near the boundaries of the data, the kernel function is truncated, and since it is symmetric, this skews the weights toward the center of the data. This can have predictable effects on the estimates. Taking the interest rate drift as an example, near the lower boundary of r, the weights will be biased toward higher values of r where the observed drifts tend to be less positive, or even negative. This biases the estimates near the lower boundary downward. The opposite is true for high values of r. Similar reasoning follows along the volatility dimension, because the volatility process is also mean-reverting.
The second form of bias results from the correlation of the residuals with the regressors near the edges of the data. The nonparametric regression model for the drifts is given by:
where the ·,t+∆ are disturbances. Unbiased estimation requires that:
Bias arises because, in fact, the nonparametric estimator works with a finite data set for which (39) and (40) don't necessarily hold at the boundaries of the data. For example, at the data point where:
it must be the case that:
In other words, at the upper boundary of the observations on r, the residual in equation (37) must be negative, and ceterus paribus this causes downward bias in the point estimate of the drift function of the interest rate process. Moreover, to the extent that the residuals r and σ are correlated, bias will also be induced in the drift of the volatility process. This form of bias does not affect the diffusion estimates, because the sign of (r t+∆ − r t ) 2 is always positive.
Returning to figures 1 and 2, we see that, for high interest rates, the interest rate drift function estimate is biased upward, indicating that the effect of truncation bias is dominant. The opposite pattern holds for the estimates of the volatility drift function. The estimates of the diffusion function of the interest rate exhibit complicated patterns of bias, as illustrated in the lower panel of figure 1 . This is because the interest rate diffusion is a function of both state variables, and in addition, the interest rate data are highly persistent. The function is well estimated at the center of the data, but toward the corners of the surface, significant biases are in evidence. Looking at the lower panel of figure 2 , we find that the surface is estimated with much less bias.
It is useful to compute numerical measures of error, both for diagnostic purposes and as a prelude to the test statistics used below. I compute three error measures, based on the L 1 , L 2 and L ∞ norms. To "estimate" the L 1 norm, I use the simple formulâ
where i and j run over the solution grid,f i,j denotes the estimated function value at (r i , σ j ), and f i,j denotes the true value. 17 The L 2 norm is similar, except that we "integrate" the squared errors over the solution surface:
Finally, inspired by the Kolmogorov-Smirnov test of the previous section, I compute an estimate of the L ∞ norm: Examining the results in table V, we see that the measuresL 1 andL 2 are driven by extreme errors. This can be deduced from the fact that theL ∞ measure tends to be large relative to theL 1 measure. The error measures for β r and β σ underscore the success of the kernel method for estimating diffusion functions. In both cases, theL 1 andL 2 measures are at least an order of magnitude smaller than the corresponding measures on the drift functions. The relatively large values of the error measures on α σ highlights the influence of the choice of the solution set on the estimator, noted earlier.
The inefficiency of the estimator can be measured by integrating the region between the upper and lower 95% confidence surfaces. The measure that I compute is given by:
wheref (+) denotes a point on the upper surface, andf (−) on the lower surface. Thus, a larger value for EFF indicates greater inefficiency, the confidence surfaces being farther apart. 
III Misspecification
The estimates in the previous section were computed for the unrealistic case where we assumed a priori knowledge of the arguments to the drift and diffusion functions, and could thus use the correct conditioning variables in the kernel regressions. In other words, we estimated the following system:
in which all the arguments coincide with the arguments of the corresponding functions in the AL model. Suppose we were to estimate the more general system in (22)-(23). In this case, the drift functions and the diffusion function of the volatility process are misspecified. The drift function for the interest rate process depends only on the level of the interest rate, as shown in (47), but under the more general model we will condition on the levels of the interest rate and volatility. Similarly, for the volatility drift, we'll condition on both state variables when in fact the drift only depends on the level of volatility, as shown in (48). The volatility diffusion will be highly misspecified. For this function, we condition on both state variables when in fact the diffusion is constant. It is interesting to look at how these forms of misspecification affect the estimator.
Figures 3 and 4 display the various estimated surfaces. Introducing irrelevant conditioning variables introduces additional biases in the estimates due to the correlations in the residuals at the data boundaries, as discussed above. Starting with the top panel of figure 3 , the surface has a distinct slope along the volatility dimension for high values of r. For low values of r, the surface also has a non-zero slope along the σ axis, although it is less pronounced.
Comparing the top panel of figure 4 to the top panel of figure 2 , we see that for the volatility drift, the irrelevant conditioning information leads mainly to a loss of efficiency. There is only slight evidence of increased bias. The results for the volatility diffusion function are similar. Table VII shows the error measures for the correct and misspecified fits. In general, the errors increase, although there are some important exceptions. For α r , both theL 1 andL 2 measures improve under the misspecified model, showing that the introduction of the irrelevant conditioning variable facilitated additional bias cancellations. The diffusion function β r is correctly specified under both models and thus the error measures don't change. For the volatility process, the irrelevant conditioning information significantly worsens the fit for both the drift and diffusion functions. In sum, the results here and above show that irrelevant conditioning information has an ambiguous effect on the magnitude and sign of bias.
As we would expect, the inclusion of irrelevant conditioning variables results in greater inefficiency. Table VIII displays the inefficiency measure given by equation (46) for the misspecified model. Comparing these values to the values in table VI, we see that the value of EFF is in general greater under the misspecified model. The efficiency loss is greatest for the volatility diffusion, where we have introduced two irrelevant variables. The value of EFF jumps from 54.4 to 90.0. The value of EFF for β r doesn't change because in both cases we've estimated the function with both conditioning variables.
The main points to take away from the results of this section and the previous section are that the kernel regression estimator has significant finite sample biases, but that the variance of the estimator is high enough that there is reason to doubt that the biases are relevant for hypothesis testing. In a real-data situation, of course, one can't know the sampling variance, or the degree of bias in the estimator. In light of these facts, a question that plays to the strengths of the kernel estimator is to ask if the estimator produces estimates of the drift and diffusion functions that are statistically distinguishable from a known parametric estimator. In other words, does the more general kernel estimator "pick up" anything in the data that the parametric estimator might be missing? In this context, Monte Carlo methods can be used to bootstrap the finite-sample distributions of statistics based on the nonparametric estimator.
IV Hypothesis Tests
In this section, I use Treasury bill data to test the hypothesis that the BRSW estimator produces estimated surfaces that are statistically indistinguishable from the surfaces implied by the estimates in table I. The test proceeds in two stages. First, the quantiles of three different test statistics for the BRSW estimator are bootstrapped under the null hypothesis that the AL model is the true data generating process. Second, the BRSW estimator is applied to the Treasury data, and the values of the test statistics are computed. Finally, the values of the test statistics computed for the Treasury data are compared to the bootstrapped quantiles.
The Treasury data used to proxy the riskless short rate are the same data that are used by Andersen and Lund (1997a) . I use the three-month Treasury-bill yield, at weekly (Wednesday) frequency from 1962-1999. 18 The data are obtained from the H.15 release of the Federal Reserve System. I convert the series from a bank discount basis to an investment basis prior to analysis, and Tuesday values are substituted for Wednesday values when the Wednesday value is missing.
I also make use of data on the slope of the term structure. The data used to form the slope of the term structure are the same data used in Boudoukh et al. (1998) . I use the yields on Treasury securities at constant, ten-year maturities, again from the H.15 release. The slope of the term structure is computed as the difference between the ten-year rate and the three-month rate.
The slope of the term structure is used in the estimation procedure because the volatility process is not directly observable. Estimates of the volatilities are obtained by first fitting the level and slope data using the BRSW estimator, and using the estimates of the interest rate diffusion function from this first stage to compute the implied volatilities. The three-month rates and implied volatilities are used in the estimation of the functions of the "true" processes.
19 In the first stage, I estimate β r (r t , S t ) from the following system:
where S t is the slope of the term structure at time t. The estimateβ r (r, S) is then used to infer the volatility process observations. An observation s t is obtained by plugging in (interpolating where necessary) the observed values (r t , S t ) to obtainβ r (r t , S t ) = s t . 20 Finally, to make the volatility process consistent with the AL model, I make the transformation σ t = ln(s 2 t /r t ). The series of implied σ values has the same unconditional mean as the volatility process estimated by Andersen and Lund (1997a) . The estimated unconditional mean for the AL model is reported in table I as −6.3599. The unconditional mean of the volatility values inferred using the BRSW estimator and observations on the level and slope of the term structure is −6.3557. It is reassuring that two estimators agree on this parameter.
Using the Monte Carlo methods of the previous section, I bootstrap the distribution of three different statistics, under the null hypothesis that the AL model is the "true" data generating process. The test statistics are the mean squared error (MSE), mean absolute error (MAE) and maximum absolute deviation (MAD), defined as follows:
whereL 1 ,L 2 andL ∞ are defined in equations (43)- (45) in the previous section, and δ(r, σ) is a "trimming function" used to reduce the effect of boundary biases on the statistics. I used δ(·) to trim the solution grid to a 21 × 21 square, thus removing the outer two rings of data. The quantiles of the statistics are found by compiling the values of the statistics for 1,000 simulated draws from the AL model using the Euler method of the previous section. Table IX displays the 90% and 95% quantiles for the three statistics. If the null hypothesis is true, when we apply the BRSW estimator to the Treasury data and compute the statistics on the resulting estimated surfaces, we should obtain values for the statistics that fall into the middle of the bootstrapped distributions. If the null hypothesis is false, the statistics will fall into the upper tails of the distributions, and we can conclude that the kernel estimator is "picking up" something in the data that is missed by the parametric estimator.
The distributions of the test statistics are computed under the misspecified model; this allows the for the best chance of picking up something in the data that the parametric model might miss. For each function and each statistic, I search over an 18 × 18 grid for the pair of integer scaling values (φ r , φ σ ) that produce bandwidths (φ rσr ,φ σσσ )T − 1 6 that minimize the statistic in question. This approach finds the bandwidth values that minimize the statistics for the model that maximizes the likelihood of finding significant differences between the nonparametric and parametric estimates. The statistic-minimizing bandwidths are shown in table X. Figures 5 and 6 display the fitted surfaces for the bandwidth values that minimize the MSE criterion, as well as the surfaces under the AL model.
The observed statistics are displayed in table XI. Except for the interest rate drift function, the null hypothesis is rejected at the 95% level for each function and statistic. For the interest rate drift function (α r ), the 90 th quantiles are 0.000048, 0.0057 and 0.013 for the MSE, MAE, and MAD statistics, respectively. From table XI, we see that the observed statistics are 0.000033, 0.0049, and 0.0089, respectively -all less than the associated quantile values and thus within the 90% acceptance region. For the interest rate diffusion (β r ), we see that the observed statistic values are greater than the 95% quantiles for each statistic, indicating rejection of the hypothesis that the Treasury data are drawn from the distribution implied by the AL model. Similarly, the observed statistics for the volatility process functions (α σ and β σ ) indicate rejection of the null hypothesis.
In sum, the results support the conclusion that the Treasury data are not generated by the AL model. However, the results do not support the conclusion of nonlinearities in the interest rate drift function. The results indicate that the interest rate diffusion and the volatility process drift and diffusion functions exhibit nonlinearities that are not captured by the AL model.
It is important to emphasize that these hypothesis test results are robust against any residual kernel biases that may be present in the estimates, because we have bootstrapped the finite sample distributions of the statistics under the null hypothesis that the parametric model is the true data generating process. The quantiles that are reported in table IX are thus "corrected" for kernel bias by the bootstrap.
V Conclusion
In this essay, I used Monte Carlo simulations from the Andersen and Lund (1997a) stochastic volatility model of interest rates to study the finite sample properties of the BRSW estimator. The estimator exhibited complicated patterns of bias and a high sampling variance. The introduction of irrelevant conditioning information resulted in increased inefficiency in all cases, and increased bias in most cases. I tested whether the BRSW estimates were statistically distinguishable from the parametric estimates, and found that the BRSW estimator indeed appeared to be picking up dynamics in the data that the parametric estimator missed.
As part of this research, I worked out a method to test whether or not a system of stochastic differential equations is stationary. The algorithm that I used for performing the test involved the first-order Euler discretization scheme for simulating trajectories from the model, and an extension of the Kolmogorov-Smirnov test. As mentioned earlier, it would be useful to extend the bivariate Kolmogorov-Smirnov test to the case of k-samples. It is possible that the k-sample generalization can be derived much the same way that the univariate k-sample KS test is derived from its two sample analogue. While the full k-sample bivariate statistic would be computationally burdensome to calculate, the wide range of applications for which it would be useful would seem to justify its development.
In the econometrics literature, and in the research pipeline, there are many different estimators for the drift and diffusion functions of continuous time stochastic processes. For example, one can turn to the efficient method of moments estimator of Gallant and Tauchen (1996) or the simulated likelihood method of Brandt and Santa-Clara (1999) . It would be useful to compare the finite sample properties of these estimators against a common benchmark, such as the maximum likelihood estimator for a model in which the transition densities are known in closed form. To date, little work has been done to understand the relative performance of the different estimators.
The algorithm is efficient, driving a Sun Ultrasparc with three processors to around 80% of maximum efficiency in terms of cpu utilization. Over a solution grid with 144 points, using 2,080 data points, the algorithm computed 4,000 iterations of the BRSW estimator for the AL model in approximately eleven minutes. When the number of data points was increased to 208,000, the program drove the machine to nearly maximum efficiency, and ran in one hour, forty minutes. 4. It is important to keep in mind our maintained hypothesis that the system has a unique solution. We might conclude that the system is stationary, but if our maintained hypothesis is in error, the transition densities could be converging to the stationary density of a different system! This is similar to the problems that can arise when solving a partial differential equation with a finite difference algorithm that is inconsistent. However, as we'll see below, the transition densities appear to converge, and there is no evidence of convergence to the "wrong" density.
5. In private communications, the authors indicated that the parameters reported in Andersen and Lund (1997a) reflect rescalings of the diffusion function. The parameter values in table I are from Andersen and Lund (1997b) , in which the authors correct the values for the rescaling. In tests similar to those reported here, I found that the system was borderline stationary, perhaps even nonstationary, at the values actually published in Andersen and Lund (1997a) .
6. The standard deviations are reported at zero due to rounding. In reality they are on the order of 10 −14 . The tight standard deviations reflect the use of the antithetic variance reduction technique.
7. Unlike the standard one dimensional KS test statistic, the bivariate statistic is slightly distribution-dependent. In future work, I plan to study the test statistic a little more closely. For more information on the test statistic, see the paper cited in the text and Press, Teukolsky, Vetterling and Flannery (1994) .
8. Picking points farther out in the tails of the distribution will bias the test toward finding convergence at longer trajectories. On the other hand, from the results in table II, we can make some assessment of the probability of observing the points that are chosen for the test. One should pick points far enough out in the tails so that the probability of observing points that could generate different results is very low, but not so far out that the test becomes computationally infeasible.
9. It would be useful to have a k-sample bivariate Kolmogorov-Smirnov test, with which one could simultaneously test the convergence of bivariate transition densities defined by a surface of k starting points. To my knowledge, no such test has been developed.
10. It's unclear how the efficient method of moments estimator used in Andersen and Lund (1997a) , or other simulation estimators, are affected when the first draws of simulated trajectories are not drawn from the stationary density of the process. To my knowledge, a formal study of the issue has not been completed. In related work, Brandt and SantaClara (1999) report that fixing the first observation has little effect on the simulated maximum likelihood estimator that they develop, but the extent to which this finding generalizes to other estimators is unknown. Of course, the effects must be limited in a large sample, simply because the effect of any single observation on the likelihood function will be limited. In the main, it is a small sample issue.
11. When no confusion will arise, in what follows I omit the arguments to the drift and diffusion functions. They are to be understood.
12. The cross-validation approach to bandwidth selection is not useful for highly autocorrelated data. See Härdle (1990) for a short discussion, and Pritsker (1998) for a more in-depth discussion of the problems.
13. The solution grid was chosen to be consistent with the hypothesis tests in section four.
14. The set of valid (r, σ) values is defined by the observed Treasury bill data in section four. The set contains all of the observed data points.
15. The inter-week draws ensure that, during the simulations, the discretized process for the interest rate never takes on negative values.
In addition, with the inter-week draws, the data are simulated at a degree of accuracy that is greater than the accuracy of the nonparametric estimator. Thus, the accuracy of the weak solution does not bound the accuracy of the estimator.
16. A parallel kernel estimator is used in order to manage the computational load. The parallel kernel estimator is discussed in the appendix.
17. To be precise, one ought to compute the L 1 norm using a quadrature integration method or the like, especially if the function surfaces exhibit radical gradients. Because our surfaces are very well-behaved, the simple formulas used here suffice for our purposes.
18. Andersen and Lund (1997a) use data for the period from 1954-1995; in all other respects the series are the same.
19. See Duffie and Kan (1996) for a discussion.
20. To estimate the interest rate diffusion, I used bandwidths (σ r ,σ σ )T Andersen and Lund (1997b) . The stochastic system is given by: batches of 100 trajectories are simulated. The last point of each trajectory is saved, forming a batch of 100 draws from the transition density defined by the starting point and the length of the trajectory. The mean and variance of each batch of saved points is then computed. At the end of a run, the procedure produces 1,000 independent draws of the first two moments of each of the 25 transition densities. Eight such runs are completed, the first with trajectories one year in length, the second with five year trajectories, and so on for ten, twenty, thirty, forty, fifty, and finally sixty year trajectories. In the 
wheref i,j denotes the kernel estimate at point i, j on the solution grid, and f denotes the true value.
FunctionL 1L2L∞ α r 1.744913e-02 2.799722e+00 9.110867e-03 β r 4.321830e-03 9.906933e-01 1.201149e-02 α σ 4.221677e-01 1.005452e+01 1.003910e-01 β σ 9.791103e-03 2.473750e+00 3.958000e-03 
FunctionL 1L2L∞ α r 1.718060e-02 2.773228e+00 9.949927e-03 β r 4.321830e-03 9.906933e-01 1.201149e-02 α σ 5.777287e-01 1.257005e+01 1.707380e-01 β σ 3.256718e-02 4.120876e+00 1.014200e-02 
whereL 1 ,L 2 andL ∞ are defined as: 
