Geometric four-point parabolic interpolation by Bajc, Tjaša
UNIVERZA V LJUBLJANI
FAKULTETA ZA MATEMATIKO IN FIZIKO
Matematika  1. stopnja
Tja²a Bajc
Geometrijska interpolacija ²tirih to£k s paraboli£no krivuljo
Delo diplomskega seminarja




2. Geometrijska interpolacija 4
3. Interpolacija z Lagrangeevimi baznimi polinomi 17
4. Hermitov primer 21
5. Aproksimacije 24
Slovar strokovnih izrazov 27
Literatura 27
Geometrijska interpolacija ²tirih to£k s paraboli£no krivuljo
Povzetek
V delu diplomskega seminarja bomo obravnavali interpolacijo ²tirih to£k v ravnini s
parametri£no podano paraboli£no krivuljo. Dokazali bomo izrek, ki povezuje ²tevilo
interpolacijskih krivulj skozi dane to£ke z obliko lika, katerega ogli²£a so te to£ke, in
opisali prakti£no konstrukcijo interpolacijske krivulje na primerih. Istega problema
se bomo lotili ²e s pomo£jo kubi£nih Lagrangeevih baznih polinomov, ki jim bomo
s pravilno izbiro prostih parametrov zniºali stopnjo in tako dobili paraboli£no kri-
vuljo. Obravnavali bomo Hermitov problem, torej problem interpolacije dveh to£k
in tangentnih vektorjev v teh to£kah s paraboli£no krivuljo, nazadnje pa bomo nu-
meri£no izra£unali red konvergence pri aproksimaciji parametri£no podanih krivulj
s paraboli£nimi krivuljami.
Geometric four-point parabolic interpolation
Abstract
In this thesis we present the solution to four-point parabolic interpolation problem.
The theorem that shows how the number of interpolation curves is related to the
shape of the quadrilateral that has the given points as its vertices is proven and
the construction of the interpolant in some practical examples is described. The
same problem is solved again with a dierent approach, that is with cubic Lagrange
polynomials. We nd such parameters that lower the interpolant's degree to obtain
a parabolic curve. Furthermore, the Hermite's problem is discussed, where we nd a
parabolic interpolant for two points and two tangent vectors. Lastly, we numerically
calculate the convergence rate for approximation of parametrically given curves with
parabolic curves.
Math. Subj. Class. (2010): 65D05, 65D17
Klju£ne besede: paraboli£na krivulja, interpolacija, Vandermondova matrika, La-
grangeevi polinomi
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1. Uvod
Obravnavali bomo naslednji problem. Imamo ²tiri to£ke v ravnini. Zanima nas,
kdaj lahko skoznje potegnemo paraboli£no krivuljo, to je parametri£no polinom-
sko krivuljo stopnje dve, oziroma koliko je takih krivulj. Na primer, £e so to£ke
kolinearne, take prave paraboli£ne krivulje o£itno ne bomo na²li. Kaj pa v ostalih
primerih? Izkaºe se, da je dovolj opazovati ²tirikotnik, katerega ogli²£a so dane to£ke.
Pokazali bomo, da ogli²£a konveksnega ²tirikotnika, ki ni trapez, lahko interpoliramo
z natanko dvema paraboli£nima krivuljama, ogli²£a trapeza, ki ni paralelogram, pa
z natanko eno paraboli£no krivuljo. V preostalih primerih ²tirih to£k ne moremo
interpolirati s paraboli£no krivuljo.
Poleg geometrijskega pristopa, ki smo ga na kratko povzeli zgoraj, se interpolacije
lahko lotimo tudi z Lagrangeevimi baznimi polinomi. Vemo, da lahko ²tiri to£ke ve-
dno interpoliramo s kubi£no krivuljo. Denirali bomo Lagrangeeve polinome stopnje
tri in dolo£ili pogoje za proste parametre tako, da bo vodilni koecient interpola-
cijskega polinoma enak 0. Tako bomo dobili interpolacijsko polinomsko krivuljo
stopnje dve, torej paraboli£no krivuljo.
V nadaljevanju si bomo ogledali ²e Hermitov problem. Namesto ²tirih to£k bomo
opazovali le dve, v katerih pa bomo poleg vrednosti predpisali tudi smer tangentnega
vektorja. Poiskali bomo interpolacijsko krivuljo, ki bo zado²£ala danim pogojem.
Hermitov problem lahko posplo²imo na ve£ to£k in obravnavamo zlepke, ki jih do-
bimo z interpolacijo posameznih parov to£k. Zlepek, ki ga dobimo na tak na£in, je
geometrijsko zvezna krivulja, ki interpolira dane to£ke.
Nazadnje bomo obravnavali aproksimacijo parametri£no podanih krivulj s pa-
raboli£nimi krivuljami na splo²no. Denirali bomo razdaljo med parametri£nima
krivuljama in opazovali konvergenco. Neformalno, opazovali bomo, kako hitro se
paraboli£na krivulja pribliºuje dani parametri£ni krivulji, ko aproksimiramo vedno
manj²i del£ek krivulje. Tabelirali bomo nekaj vrednosti in iz njih numeri£no izra-
£unali red konvergence. Izkaºe se, da je v primeru aproksimacije s paraboli£nimi
krivuljami red konvergence enak ²tiri, £esar pa formalno ne bomo dokazali.
2. Geometrijska interpolacija
V prvem razdelku se bomo interpolacijskega problema lotili geometrijsko. Za dane
²tiri to£ke v ravnini bomo iskali paraboli£no krivuljo, ki jih interpolira. Paraboli£no
krivuljo bomo denirali kot mnoºico to£k v ravnini preko anih matrik, opisali bomo
kvadrati£no parametrizacijo paraboli£ne krivulje in jo eksplicitno izra£unali. Uvedli
bomo baricentri£ne koordinate, navedli nekaj lastnosti in na koncu dokazali izrek,
ki povezuje obstoj interpolacijske krivulje z obliko ²tirikotnika, katerega ogli²£a so
dane to£ke. Konkretneje, dokazali bomo, da ogli²£ paralelograma ali konkavnega lika
ne moremo interpolirati s paraboli£no krivuljo, ogli²£a trapeza lahko interpoliramo
z natanko eno paraboli£no krivuljo, ogli²£a konveksnega ²trirkotnika, ki ni trapez,
pa z dvema takima krivuljama. Razdelek bomo zaklju£ili s primerom konkretne
interpolacijske naloge. V razdelku sledimo [1].
Za za£etek denirajmo nekaj pojmov, ki jih bomo potrebovali v nadaljevanju.







Matriko A imenujemo ana matrika.
Lema 2.2. Inverzna matrika ane matrike je ana matrika.
Dokaz. Iz denicije 2.1 vemo, da je ana matrika obrnljiva. Preveriti moramo torej
le ²e, ali je zadnji stolpec inverzne matrike enak [0, 0, 1]T . Ozna£imo iskano inverzno
matriko z X =
⎡⎣x1 x2 x3x4 x5 x6
x7 x8 x9
⎤⎦ . Ta matrika naj zado²£a ena£bi AX = I, kjer je A
ana matrika, I ∈ R3×3 pa identiteta. Iz matri£ne ena£be⎡⎣a1 a2 0a3 a4 0
λ1 λ2 1
⎤⎦⎡⎣x1 x2 x3x4 x5 x6
x7 x8 x9
⎤⎦ =
⎡⎣1 0 00 1 0
0 0 1
⎤⎦
dobimo za x3 in x6 naslednji ena£bi
a1x3 + a2x6 = 0
a3x3 + a4x6 = 0,






Izraz v oklepaju je enak determinanti zgornje leve podmatrike matrike A, za katero
iz denicije 2.1 vemo, da je razli£na od ni£. Sledi x6 = 0, x3 = 0 in tudi x9 = 1,
s £imer smo pokazali, da matrika X zado²£a vsem zahtevam iz denicije 2.1 in je
torej ana matrika. 
Preko anih matrik vpeljemo ekvivalen£no relacijo na mnoºici realnih simetri£nih
3× 3 matrik.
Denicija 2.3. Matriki B in C sta ano podobni, £e obstaja ana matrika A, da
velja B = ACAT . Da sta matriki ano podobni, ozna£imo z B ≈ C.
Denicija 2.4. Denirajmo matriko
D =
⎡⎣0 0 10 −2 0
1 0 0
⎤⎦
in podmnoºico realnih simetri£nih 3× 3 matrik
P = {B;B ≈ dD, d ̸= 0}.
Paraboli£na krivulja je mnoºica to£k v ravnini, ki jo lahko podamo kot
(1) CB = {(x, y); (x, y, 1)B(x, y, 1)T = 0}
za neki B ∈ P.
e je matrika B enaka D, je mnoºica CB kar CB = {(x, y);x = y2}. Paraboli£no
krivuljo lahko podamo v implicitni obliki kot v (1) ali pa v parametri£ni obliki.
Denirajmo kvadrati£no parametrizacijo paraboli£ne krivulje, podane s CB.
Denicija 2.5. Naj bodo p(t), q(t) in r(t) ≡ 1 linearno neodvisni polinomi stopnje
najve£ dve. e za neki B ∈ P velja
CB = {(x, y); (x, y, 1)B(x, y, 1)T = 0} = {(p(t), q(t)); t ∈ R},
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pravimo, da je preslikava t ↦→ (p(t), q(t)) kvadrati£na parametrizacija paraboli£ne
krivulje CB. Raz²irjena kvadrati£na parametrizacija te krivulje je preslikava t ↦→
(p(t), q(t), r(t)).
Poglejmo, kako bi parametri£no krivuljo zapisali v standardni bazi t2, t, 1. Najprej
bomo denirali matriko koecientov, ki povezuje kvadrati£no parametrizacijo in za-
pis v standardni bazi, nato pa bomo pokazali, da lahko vsako paraboli£no krivuljo
zapi²emo v kvadrati£ni parametrizaciji.
Denicija 2.6. Naj bodo p(t), q(t) in r(t) ≡ 1 linearno neodvisni polinomi stopnje
najve£ dve. Matrika koecientov K ∈ R3×3 je taka matrika, da velja (p(t), q(t), 1) =
(t2, t, 1)K.
Trditev 2.7. Naj bodo p(t), q(t) in r(t) ≡ 1 linearno neodvisni polinomi stopnje
najve£ dve, K matrika koecientov in B ∈ P. Tedaj velja
• K je ana matrika,
• (p(t), q(t), r(t)) je raz²irjena kvadrati£na parametrizacija za CB natanko te-
daj, ko velja KBKT = dD za neki neni£elni d.
Dokaz. MatrikaK je nesingularna, ker so p(t), q(t) in r(t) linearno neodvisni. Zadnja
komponenta vektorja (p(t), q(t), r(t)) je 1, torej mora biti zadnji stolpec matrike K
enak (0, 0, 1)T . Sledi, da je matrika K ana. Za dokaz druge to£ke trditve se
spomnimo denicije kvadrati£ne parametrizacije. Velja
0 = (p(t), q(t), 1)B(p(t), q(t), 1)T
= (t2, t, 1)KBKT (t2, t, 1)T .
Ozna£imo KBKT =
⎡⎣a b db c e
d e f
⎤⎦ . Tedaj je
0 = (t2, t, 1)
⎡⎣a b db c e
d e f
⎤⎦ (t2, t, 1)T
= at4 + 2bt3 + (c+ 2d)t2 + 2et+ f.
Ta enakost velja natanko tedaj, ko je a = b = e = f = 0 in c = −2d. Tedaj je
matrika KBKT oblike ⎡⎣0 0 d0 −2d 0
d 0 0
⎤⎦ = dD. 
Trditev 2.7 ima dve koristni posledici. Najprej bomo dokazali, da lahko vsako
paraboli£no krivuljo parametriziramo s kvadrati£no parametrizacijo, kasneje pa ²e,
da razli£ni matriki iz mnoºice P ne porodita nujno razli£nih paraboli£nih krivulj.
Posledica 2.8. Vsaka paraboli£na krivulja CB, B ∈ P, ima raz²irjeno kvadrati£no
parametrizacijo.
Dokaz. Spomnimo se, da smo paraboli£no krivuljo denirali kot
CB = {(x, y); (x, y, 1)B(x, y, 1)T = 0},
kjer je matrika B = AdDAT za neko ano matriko A in neni£eln skalar d. Mnoºica
anih matrik je po lemi 2.2 zaprta za invertiranje, torej je tudi A−1 ana matrika
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in velja A−1BA−T = dD. Po trditvi 2.7 kvadrati£na polinoma p in q, dolo£ena z
(p(t), q(t), 1) = (t2, t, 1)A−1, dolo£ata raz²irjeno kvadrati£no parametrizacijo. 
Posledica 2.9. Naj bosta matriki B in B̃ elementa mnoºice P. Enakost CB = CB̃
velja natanko tedaj, ko velja B = dB̃, d ̸= 0.
Dokaz. e velja B = dB̃, je o£itno
CB = {(x, y); (x, y, 1)B(x, y, 1)T = 0}
= {(x, y); (x, y, 1)dB̃(x, y, 1)T = 0}
= {(x, y); (x, y, 1)B̃(x, y, 1)T = 0}
= CB̃.
Predpostavimo sedaj CB = CB̃. Naj bo B = AdDA
T in (p(t), q(t), 1) = (t2, t, 1)A−1
kvadrati£na parametrizacija za CB. Tedaj velja
0 = (p(t), q(t), 1)B̃(p(t), q(t), 1)T = (t2, t, 1)A−1B̃A−T (t2, t, 1)T
za vsak t ∈ R. Iz dokaza trditve 2.7 sledi, da mora biti A−1B̃A−T = d̃D za neki




B, kar zaklju£uje dokaz. 
Interpolacije ²tirih to£k s paraboli£no krivuljo se bomo lotili na naslednji na£in.
Najprej bomo obravnavali tri to£ke in jih interpolirali. Izkazalo se bo, da v tem
primeru dobimo druºino parametri£no podanih paraboli£nih krivulj, torej, da inter-
polacijska krivulja ²e ni enoli£no dolo£ena. Nato bomo med krivuljami iz te druºine
poiskali tisto krivuljo, ki bo potekala tudi skozi £etrto to£ko, £e bo seveda taka kri-
vulja obstajala. Zato se najprej vpra²ajmo, ali lahko vsako trojico razli£nih to£k
interpoliramo s paraboli£no krivuljo. Odgovor je negativen, saj ºe hiter razmislek ali
enostavna skica pokaºe, da kolinearnih to£k ne moremo interpolirati s paraboli£no
krivuljo, denirano v (1). Oglejmo si dokaz te trditve.
Trditev 2.10. Razli£nih kolinearnih to£k T0, T1, T2 ne moremo interpolirati s para-
boli£no krivuljo.
Dokaz. Vsako paraboli£no krivuljo lahko parametriziramo s (t2, t, 1)K za neko ano
matriko K. Izberimo tri razli£ne vrednosti parametra t in jih ozna£imo s t0, t1
in t2. Iz njih dobimo tri linearno neodvisne trojice vrednosti (t2i , ti, 1), i = 0, 1, 2.
Linearno neodvisnost preverimo s pomo£jo determinante. Denirajmo matriko V ,
katere vrstice so dobljene trojice to£k, torej
V =
⎡⎣t20 t0 1t21 t1 1
t22 t2 1
⎤⎦ .
Determinanta te matrike je neni£elna, ker je detV = (t1 − t0)(t2 − t0)(t1 − t2) ̸= 0,
saj smo izbrali razli£ne vrednosti t0, t1 in t2. Ko vsako od teh trojic pomnoºimo
z matriko K, dobimo tri to£ke na paraboli, ki so gotovo nekolinearne, ker je K
ana matrika. Pokazali smo, da za nobene tri vrednosti parametra t ne dobimo
kolinearnih to£k, torej ne moremo najti paraboli£ne krivulje, ki bi potekala skozi
kolinearne to£ke. 
Naj bodo T0, T1, T2 tri nekolinearne to£ke v ravnini . I²£emo paraboli£no krivuljo
(p, q), ki bo pri nekih parametrih t0, t1, t2 interpolirala dane to£ke, to je
T0 = (p(t0), q(t0)), T1 = (p(t1), q(t1)), T2 = (p(t2), q(t2)).
7
Brez ²kode za splo²nost lahko postavimo t0 = 0, t2 = 1 in ozna£imo t1 = α. Polinoma
p in q lahko dobimo z re²evanjem sistema ena£b
(2) T0 = (p(0), q(0)), T1 = (p(α), q(α)), T2 = (p(1), q(1)),
to je, linearnega sistema ²estih ena£b za ²est neznank (koecienti polinomov p in
q). Sistem (2) je re²ljiv za katerokoli ²tevilo α iz R \ {0, 1}, saj je matrika sistema
matrika V iz dokaza trditve 2.10, za katero smo ºe pokazali, da je obrnljiva. Zaradi
urejenosti parametrov t0 = 0, t1 = α in t2 = 1 se omejimo na α ∈ (0, 1). Izbira
α = 0 ali α = 1 o£itno nima smisla, saj bi glede na sistem (2) to pomenilo, da mora
krivulja (p, q) pri neki vrednosti parametra t potekati skozi dve razli£ni to£ki, kar
pa je nemogo£e.
Problem interpolacije ²tirih to£k lahko torej prevedemo na iskanje take vrednosti
parametra α, da bo krivulja, ki jo dolo£ata polinoma p in q, potekala tudi skozi
dano £etrto to£ko. e najdemo tak²en α, najdemo krivuljo, ki interpolira vse ²tiri
dane to£ke v ravnini. Opazimo lahko, da dobimo pri druga£ni vrednosti α drugo
Slika 1. Razli£ne paraboli£ne krivulje skozi izbrane tri to£ke: £rna
(α = 0,2), zelena (α = 0,3), modra (α = 0,6) in vijoli£asta (α = 0,7).
interpolacijsko krivuljo. Dokler vrednosti parametra α ne ksiramo, imamo torej
druºino paraboli£nih krivulj, ki so sicer razli£nih oblik, a vse potekajo skozi to£ke
T0, T1 in T2, kot vidimo na sliki 1.
Pokazali bomo, da lahko kvadrati£no parametrizacijo (p(t), q(t), 1) dobimo tudi
druga£e kot z dejanskim re²evanjem sistema (2). Pred tem denirajmo ²e Vander-
mondovo matriko za na² primer, torej za parametre t0 = 0, t1 = α in t2 = 1, in
konguracijsko matriko za dane to£ke.
Denicija 2.11. Za realno ²tevilo α deniramo Vandermondovo matriko V (α),
V (α) =




Za to£ke T0, T1, T2 v ravnini deniramo konguracijsko matriko




Opomba 2.12. Inverz Vandermondove matrike v eksplicitni obliki je
V (α)−1 =








Trditev 2.13. Naj bodo T0, T1, T2 nekolinearne to£ke. Kvadrati£na parametrizacija
Φα(t;T0, T1, T2) krivulje, ki zado²£a sistemu (2), je podana z naslednjim predpisom:
Φα(t;T0, T1, T2) = (p(t), q(t), 1) = (t
2, t, 1)V (α)−1R(T0, T1, T2).
Dokaz. Ozna£imo najprej T0 = (x0, y0), T1 = (x1, y1), T2 = (x2, y2). Ra£unamo
Φα(t;T0, T1, T2) = (t
2, t, 1)V (α)−1R(T0, T1, T2)
= (t2, t, 1)













⎡⎣t2(α− 1)− t(α2 − 1) + α(α− 1)t2 − t
αt(α− t)
⎤⎦T ⎡⎣x0 y0 1x1 y1 1
x2 y2 1
⎤⎦ .
Ko rezultat uredimo, dobimo naslednje:
Φα(t;T0, T1, T2) =














Preverimo, da polinom p ustreza trditvi, torej da interpolira prve koordinate to£k
T0, T1, T2. Izra£unamo
p(0) = x0,





























+ x0 = x2.
Analogno velja za polinom q, torej smo res na²li kvadrati£no parametrizacijo inter-
polacijske krivulje. 
Spomnimo se denicije paraboli£ne krivulje 2.4. V deniciji nastopi matrika B iz
mnoºice P. Povedali smo tudi, da ima vsaka tako denirana krivulja kvadrati£no
parametrizacijo (p(t), q(t), 1). Trditev 2.13 nam da parametrizacijo krivulje, ki po-
teka skozi to£ke T0, T1 in T2. Katera pa je tista matrika B iz denicije 2.4, ki porodi
to krivuljo? Z drugimi besedami  katero matriko bi morali vzeti v deniciji 2.4,
da bi dobili isto krivuljo, kot jo podaja parametrizacija (p(t), q(t), 1)? O£itno bo ta
matrika odvisna tudi od vrednosti parametra α, zato jo bomo ozna£ili z Bα.
9
Trditev 2.14. Naj bo Φα(t;T0, T1, T2) raz²irjena kvadrati£na parametrizacija para-
boli£ne krivulje CBα, ki poteka skozi to£ke T0, T1 in T2. Potem je matrika Bα podana
z naslednjim predpisom
Bα = R(T0, T1, T2)
−1Aα(R(T0, T1, T2)
−1)T ,
kjer je Aα = V (α)DV (α)T , R(T0, T1, T2) pa je konguracijska matrika za dane to£ke.
Opomba 2.15. Matriko Aα enostavno izra£unamo in zapi²emo eksplicitno z
Aα =
⎡⎣ 0 α2 1α2 0 (α− 1)2
1 (α− 1)2 0
⎤⎦ .
Dokaz trditve 2.14. Matriko Bα lahko zapi²emo kot Y DY T za neko matriko Y . V
dokazu trditve 2.7 smo zapisali, da je matrika koecientov parametrizacije v tem
primeru Y −1. Poiskati moramo torej matriko koecientov za krivuljo, ki jo podaja
parametrizacija Φα(t;T0, T1, T2), inverz te matrike pa bo iskani Y . Matrika koecien-
tov vsebuje v prvem stolpcu koeciente polinoma p, v drugem koeciente polinoma
q, tretji stolpec pa je (0, 0, 1)T . Iz predpisa za parametrizacijo v trditvi 2.13 pre-
beremo, da bo iskana matrika koecientov enaka V (α)−1R(T0, T1, T2). Vidimo, da
smo dobili iskani predpis za matriko Bα, saj je
Bα = (V (α)
−1R(T0, T1, T2))
−1D((V (α)−1R(T0, T1, T2))
−1)T
= R(T0, T1, T2))
−1V (α)DV (α)T (R(T0, T1, T2)
−1)T
= R(T0, T1, T2)
−1Aα(R(T0, T1, T2)
−1)T . 
Denirajmo mnoºico vseh paraboli£nih krivulj, ki potekajo skozi dane tri to£ke.
V nadaljevanju bomo poiskali bijekcijo med to mnoºico in mnoºico R \ {0, 1}.
Denicija 2.16. Za nekolinearne to£ke T0, T1, T2 naj bo B(T0, T1, T2) mnoºica vseh
paraboli£nih krivulj, ki potekajo skozi te to£ke.
Naslednja trditev pokaºe, da obstaja bijekcija med zgoraj denirano mnoºico
B(T0, T1, T2) in mnoºico R \ {0, 1}, torej, da za drug α dobimo druga£no para-
metrizacijo, kot smo neformalno napisali ºe na strani 8.
Trditev 2.17. Za nekolinearne to£ke T0, T1, T2 je preslikava, ki vrednosti α priredi
paraboli£no krivuljo CBα, bijekcija med R \ {0, 1} in mnoºico B(T0, T1, T2).
Dokaz. Injektivnost bomo dokazali s protislovjem. Recimo torej, da CBα in CBβ
podajata isto mnoºico to£k in torej isto paraboli£no krivuljo. Po posledici 2.9 velja
to natanko tedaj, ko je Bα = dBβ za d ̸= 0. Iz denicij v trditvi 2.14 vidimo, da
je to ekvivalentno pogoju Aα = dAβ, saj je matrika R(T0, T1, T2) pri obeh krivuljah
enaka. To je moºno le za α = β in d = 1, s £imer smo pri²li do protislovja.
Surjektivnost sledi iz posledice 2.8, ki pove, da ima vsaka paraboli£na krivulja
kvadrati£no parametrizacijo. Naj bo Ψ parametrizacija in naj bodo u0, u1 in u2
take vrednosti, da velja Ψ(ui) = (Ti, 1), i = 0, 1, 2. Izberimo α = u1−u0u2−u0 . Zaradi
enoli£nosti re²itve sistema (2) velja Φα(t) = Ψ(u0 + (u2 − u0)t). 
Na za£etku razdelka smo napovedali izrek, ki bo povezal obliko ²tirikotnika z
obstojem paraboli£ne krivulje, ki interpolira njegova ogli²£a. Ker je pomembna
oblika ²tirikotnika, bi ºeleli nekako opisati relativni poloºaj £etrte to£ke glede na
prve tri. Na primer, ºeleli bi na enostaven na£in preveriti, ali recimo leºi £etrta to£ka
znotraj ali zunaj trikotnika, katerega ogli²£a so prve tri to£ke. Iz tega bomo lahko
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sklepali o konveksnosti ali konkavnosti lika. Vpeljimo torej baricentri£ne koordinate
to£ke T3 glede na to£ke T0, T1 in T2.
Denicija 2.18. Za dane nekolinearne to£ke T0, T1, T2 deniramo vektor baricen-




bi(Ti, 1) = bR(T0, T1, T2).
Vidimo, da lahko vektor b izrazimo kot (T3, 1)R(T0, T1, T2)−1. Nekaj lastnosti tako
deniranega vektorja b podaja spodnja trditev.
Trditev 2.19. Za zgoraj deniran b velja b0 + b1 + b2 = 1 in bi = 0 natanko tedaj,
ko leºi to£ka T3 na isti premici kot to£ki Tj in Tk, {i, j, k} = {0, 1, 2}.
Dokaz. Prvi del trditve, torej, da je vsota baricentri£nih koordinat enaka 1, sledi iz
denicije 2.18. Ker je zadnji stolpec matrike R(T0, T1, T2) enak (1, 1, 1)T , je tretja
komponenta produkta bR(T0, T1, T2) ravno vsota b0+ b1+ b2. Dovolj je dokazati, da
velja b0 = 0 in b2 = 1 − b1 natanko tedaj, ko to£ka T3 leºi na isti premici kot to£ki
T1 in T2. Vektor b je v tem primeru enak (0, b1, 1 − b1). Premica, ki poteka skozi
to£ki T1 in T2, je v parametri£ni obliki podana z ena£bo
p(λ) = (1− λ)T1 + λT2, λ ∈ R.
Vidimo, da je
(p(1− b1), 1) = b1(T1, 1) + (1− b1)(T2, 1) = (0, b1, 1− b1)R(T0, T1, T2).
To£ka T3 torej res leºi na premici skozi T1 in T2 natanko takrat, ko je b = (0, b1, 1−
b1). 
Ozna£imo sedaj s T = {T0, T1, T2, T3} nabor ²tirih to£k v ravnini, od katerih
nobene tri niso kolinearne. Take to£ke so ogli²£a konveksnega ²tirikotnika, £e no-
bena to£ka Ti ni v konveksni ogrinja£i preostalih treh to£k, torej znotraj trikotnika,
katerega ogli²£a so preostale tri to£ke.
Slika 2. Ko dodamo £etrto to£ko T3, dobimo tri nove trikotnike, ki
smo jih razli£no obarvali.
Opomba 2.20. Posamezne baricentri£ne koordinate to£ke T3 glede na to£ke T0, T1
in T2 imajo tudi geometrijski pomen. Na sliki 2 vidimo tri trikotnike, ki imajo eno
ogli²£e v £etrti to£ki T3, preostali dve ogli²£i vsakega od teh trikotnikov pa sta dve
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od prvih treh to£k. Prva koordinata b0 je razmerje med predzna£eno plo²£ino triko-
tnika z ogli²£i v to£kah T3, T1 in T2 ter predzna£eno plo²£ino trikotnika z ogli²£i v
prvih treh to£kah T0, T1 in T2, za drugi dve koordinati pa velja analogno. Spomnimo
se, da za trikotnik z ogli²£i v to£kah A,B,C velja, da je njegova predzna£ena plo-
²£ina enaka 1
2
detR(A,B,C), kjer je R(A,B,C) konguracijska matrika, denirana
v 2.11. Predzna£ena plo²£ina trikotnika je pozitivna, £e je trikotnik ABC pozitivno
orientiran. Na primer: Za trikotnik na sliki 2 velja, da je detR(T0, T1, T2) > 0 in













Iz baricentri£nih koordinat £etrte to£ke T3 lahko ugotovimo, ali je ²tirikotnik z
ogli²£i v to£kah T0, T1, T2 in T3 konveksen ali konkaven, kot pove naslednja trditev.
Trditev 2.21. To£ke iz T so ogli²£a konveksnega ²tirikotnika natanko tedaj, ko velja
b0b1b2 < 0, kjer so b0, b1, b2 baricentri£ne koordinate to£ke T3 glede na to£ke T0, T1
in T2.
Dokaz. V skladu z razmislekom v opombi 2.20 lahko nari²emo skico, kot jo vidimo
na sliki 3. V vsakem obmo£ju, omejenim z nosilkami stranic trikotnika T0T1T2, smo
ozna£ili predznake posameznih baricentri£nih koordinat, ki bi jih priredili to£ki T3,
£e bi se nahajala v posameznem obmo£ju. Na primer, v belo obarvanem obmo£ju
Slika 3. e se £etrta to£ka nahaja v katerem od sivo obarvanih ob-
mo£ji, tvorijo dane ²tiri to£ke konkaven lik.
na desni strani slike je prva baricentri£na koordinata negativna, druga in tretja pa
sta pozitivni, kar smo ozna£ili s simbolom (-,+,+). Iz skice vidimo, da konveksen
lik dobimo natanko tedaj, ko se T3 nahaja v katerem od belo obarvanih obmo£ji, to
pa so natanko obmo£ja, kjer je produkt b0b1b2 negativen. 
Povejmo ²e, kako lahko iz baricentri£nih koordinat sklepamo, kak²en ²tirikotnik
podajajo dane ²tiri to£ke. Recimo najprej, da sta dve od baricentri£nih koordinat
enaki 1, tretja pa −1. Kot v opombi 2.20 sklepamo, da so potem plo²£ine vseh
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treh obarvanih trikotnikov na sliki 2 enake plo²£ini trikotnika T0T1T2. To je moºno
natanko tedaj, ko so dane to£ke ogli²£a paralelograma, saj so v tem primeru plo²£ine
vseh ²trih trikotnikov enake polovici plo²£ine paralelograma.
e je natanko ena od baricentri£nih koordinat enaka 1, so dane to£ke ogli²£a
trapeza. V to nas prepri£a naslednji razmislek. Recimo, da sta to£ki T3 in T0
kraji²£i ene od vzporednih stranic trapeza, to£ki T1 in T2 pa kraji²£i druge vzporedne
stranice. V tem primeru je b0 = 1, saj imata trikotnika T0T1T2 in T3T1T2 enako
plo²£ino. Za druga£no razporeditev to£k razmislimo analogno.
e nobena od baricentri£nih koordinat ni enaka 1, imamo ali konkaven lik ali pa
konveksen lik, ki ni niti trapez niti paralelogram. V tem primeru si pomagamo z
razmislekom o predznaku produkta b0b1b2 iz dokaza trditve 2.21.
Sedaj lahko zapi²emo glavni izrek prvega razdelka.
Izrek 2.22. Naj bo T = {T0, T1, T2, T3} nabor ²tirih to£k v ravnini, od katerih nobene
tri niso kolinearne.
i) e so to£ke iz T ogli²£a konkavnega ²tirikotnika, danih to£k ne moremo inter-
polirati s paraboli£no krivuljo.
ii) e so to£ke iz T ogli²£a paralelograma, danih to£k ne moremo interpolirati s
paraboli£no krivuljo.
iii) e so to£ke iz T ogli²£a trapeza, ki ni paralelogram, lahko dane to£ke interpoli-
ramo z natanko eno paraboli£no krivuljo.
iv) e so to£ke iz T ogli²£a konveksnega ²tirikotnika, ki ni trapez, lahko dane to£ke
interpoliramo z natanko dvema paraboli£nima krivuljama.
Dokaz. Najprej bomo poiskali druºino interpolacijskih krivulj za prve tri to£ke T0, T1
in T2, ki smo jo ozna£ili z B(T0, T1, T2). Zaenkrat je parameter α ²e prost. Spomnimo
se matrik Aα in Bα iz trditve 2.14. etrta to£ka T3 leºi na neki paraboli£ni krivulji
iz mnoºice B(T0, T1, T2) natanko tedaj, ko obstaja tak α ∈ R \ {0, 1}, da to£ka T3
leºi na CBα . Po deniciji 1 to£ka leºi na paraboli£ni krivulji natanko tedaj, ko velja
0 = (T3, 1)Bα(T3, 1)
T
= (T3, 1)R(T0, T1, T2)
−1 Aα (R(T0, T1, T2)
−1)T (T3, 1)
T
= (b0, b1, b2)Aα(b0, b1, b2)
T
= (b0, b1, b2)
⎡⎣ 0 α2 1α2 0 (α− 1)2
1 (α− 1)2 0
⎤⎦ (b0, b1, b2)T
= α2b1(b0 + b2)− 2αb1b2 + b2(b0 + b1).(3)
Dobili smo kvadratno ena£bo za α, katere diskriminanta je
D = 4b21b
2
2 − 4b1b2(b0 + b2)(b0 + b1)
= 4b1b2(b1b2 − (1− b1)(1− b2))
= 4b1b2(b1b2 − 1 + b1 + b2 − b1b2)
= −4b0b1b2.
Upo²tevali smo, da velja b0 + b1 + b2 = 1. Produkt b0b1b2 je razli£en od ni£, saj
nobene tri to£ke niso kolinearne. Obravnavajmo sedaj re²itve ena£be (3) glede na
to, koliko baricentri£nih koordinat to£ke T3 je enakih 1.
Najprej naj bosta dva od b0, b1, b2 enaka 1, tretji pa −1. Preverimo vsako od
moºnosti. Za b0 = −1 dobimo re²itev α = 0, za b1 = −1 dobimo α(1−α) = 0, torej
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je α = 0 ali α = 1, za b2 = −1 pa dobimo re²itev α = 1. V nobenem od primerov se
torej to£k ne da interpolirati s paraboli£no krivuljo. Kot smo zapisali pred izrekom
2.22, so tedaj to£ke ogli²£a paralelograma.
Sedaj naj bo natanko ena od baricentri£nih koordinat enaka 1. Drugi dve se v
tem primeru razlikujeta le za predznak. Teoreti£no bi bilo moºno, da bi bili obe
enaki 0, a smo v izreku predpostavili, da nobene tri od ²tirih to£k niso kolinearne.
Iz trditve 2.19 vemo, da pri takih ²tirih to£kah ne more biti nobena od baricentri£nih
koordinat enaka 0. Spet pora£unamo vse tri moºnosti in dobimo naslednje rezultate:








• £e je b2 = 1, je re²itev α = 2b0+1 =
2
1−b1 .
Vidimo, da v vseh primerih dobimo natanko eno re²itev, torej natanko eno interpo-
lacijsko krivuljo. Pokazali smo ºe, da so take to£ke ogli²£a trapeza.
e so vse vrednosti parametrov b0, b1, b2 razli£ne od 1, to£ke iz T niso ogli²£a
trapeza. Iz trditve 2.21 sledi, da so to£ke iz T ogli²£a konveksnega ²tirikotnika
natanko tedaj, ko je b0b1b2 < 0, kar pomeni, da je diskriminanta ena£be (3) strogo







V tem primeru lahko to£ke iz T interpoliramo z dvema razli£nima paraboli£nima
krivuljama. Podobno kot pri dokazovanju injektivnosti v dokazu trditve 2.17 hitro
vidimo, da bosta razli£na α1 in α2 nujno porodila taki matriki Bα1 in Bα2 , da bosta
pripadajo£i paraboli£ni krivulji razli£ni.
Ena£ba (3) nima re²itve, £e je njena diskriminanta negativna. Kot zgoraj je to
natanko tedaj, ko so to£ke iz T ogli²£a konkavnega ²tirikotnika. 
Konkreten interpolacijski problem re²imo tako, da izra£unamo vektor b iz trditve
2.19, iz njegovih komponent pa izra£unamo ustrezen α kot v dokazu zgoraj. Para-
metrizacijo krivulje, torej polinoma p in q, smo eksplicitno zapisali v dokazu trditve
2.13, za implicitno obliko paraboli£ne krivulje CBα pa izra£unamo ²e matriki Aα in
Bα iz denicije 2.14.
Primer 2.23. Dane so to£ke T0 = (0, 2), T1 = (−1,−1) in T2 = (3,−1). Tem
to£kam dodamo ²e £etrto to£ko T3, ki jo bomo za vsakega od primerov dolo£ili
sproti. Iz zgornjega izreka sledi, da dobljenih ²tirih to£k ne bo mogo£e interpolirati
s paraboli£no krivuljo v primeru, da bodo tvorile konkaven lik ali paralelogram.
Na sliki 4 smo prvim trem to£kam dodali to£ko (1, 0) in tako dobili konkaven lik,
na sliki 5 pa to£ko (4, 2) in dobili paralelogram. V nobenem primeru ogli²£ ne
moremo interpolirati s paraboli£no krivuljo. Na sliki 6 smo danim trem to£kam
dodali to£ko (−1/2,−3/2). Skupaj s prej²njimi to£kami tvori ogli²£a trapeza in
zato obstaja natanko ena paraboli£na krivulja (p(t), q(t)), ki jih interpolira. Na
sliki je narisan del krivulje za vrednosti t med 0 in 1. Za to£ke na sliki 6 velja
(p(0), q(0)) = (0, 2) = T0 in (p(1), q(1)) = (3,−1) = T2. Kaj pa parameter α, za
katerega velja (p(α), q(α)) = (−1, 0) = T1? Izkaºe se, da je za to£ke T0, T1 in T2
vektor baricentri£nih koordinat b iz trditve 2.19 enak (−1/6, 1, 1/6). Iz dokaza izreka
2.22 preberemo, da je α = b0+1
2
= 5/12. S pomo£jo trditve 2.13 pa lahko zapi²emo
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Slika 4. Ogli²£a konkavnega lika, ki jih ne moremo interpolirati s
paraboli£no krivuljo.
Slika 5. Ogli²£a paralelograma, ki jih ne moremo interpolirati s pa-
raboli£no krivuljo.
























































Slika 6. Ogli²£a trapeza interpolira natanko ena paraboli£na krivulja.
Paraboli£no krivuljo smo uvodoma denirali kot mnoºico to£k v ravnini preko ma-
trike Bα. Oglejmo si ²e, kako izgleda v na²em primeru ta matrika, ki jo dobimo kar
iz denicije 2.14:
B5/12 = R(T0, T1, T2)
−1 A5/12 (R(T0, T1, T2)
−1)T
=
⎡⎣ 0 −1/4 1/41/3 −1/4 −1
1/3 1/2 1/6
⎤⎦⎡⎣ 0 25/144 125/144 0 49/144
1 49/144 0






⎡⎣−49 63 11263 −81 16
112 16 260
⎤⎦ .
Interpolacijska paraboli£na krivulja za ogli²£a trapeza T0 = (0, 2), T1 = (−1,−1),
T2 = (3,−1) in T3 = (−1/2,−3/2) je torej CB5/12 = {(x, y); (x, y, 1)B5/12(x, y, 1)T =
0}. Njena kvadrati£na parametrizacija je (p(t), q(t), 1), kjer sta p in q polinoma,
zapisana v (5) in (6). Obravnavajmo ²e primer, ko smo to£kam T0, T1 in T2 do-
dali to£ko (4, 0) in tako dobili konveksen lik, ki ni trapez ali paralelogram. V tem
primeru dobimo dve paraboli£ni krivulji, ki ju vidimo na sliki 7. Vektor baricen-






). Parametra α1 in α2, ki dolo£ata obe
interpolacijski paraboli£ni krivulji, dobimo iz ena£be (4). Podobno kot prej bi lahko
izra£unali pripadajo£i matriki. Pri tisti paraboli, ki ima teme v spodnjem delu slike,
je bil izra£unani parameter α pribliºno 0,2 in zato pripadajo£a krivulja interpolira
to£ke v takem vrstnem redu, kot smo jih podali z matriko R(T0, T1, T2). Pri drugi
paraboli, torej tisti, ki ima teme v desnem delu slike, pa bi sklepali, da je bil α ve£ji
od 1, zato je krivulja najprej interpolirala prvo, £etrto in tretjo to£ko, nato pa ²ele
drugo. Parameter ima v tem primeru vrednost α .= 1,4. ♦
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Slika 7. Ogli²£a konveksnega lika interpolirata dve paraboli£ni krivulji.
V primeru konveksnega lika smo dobili dve krivulji zato, ker nismo strogo pred-
pisali vrstnega reda, v katerem naj krivulja interpolira to£ke. e zahtevamo, da
krivulja poteka skozi dane to£ke v to£no dolo£enem vrstnem redu, problem postane
teºji. Izkaºe se, da v tem primeru vedno dobimo kve£jemu eno interpolacijsko kri-
vuljo, kot bomo pokazali v naslednjem razdelku.
3. Interpolacija z Lagrangeevimi baznimi polinomi
V tem razdelku si bomo ogledali re²itev interpolacijskega problema na bolj al-
gebrai£en na£in. Vemo, da lahko ²tiri to£ke interpoliramo s kubi£no krivuljo. In-
terpolacijsko krivuljo bomo zapisali z Lagrangeevimi baznimi polinomi, kar bo eno-
stavneje, kot £e bi delali v standardni bazi. Nato bomo re²evali sistem ena£b, ki ga
dobimo, ko vodilni koecient polinoma v Lagrangeevi bazi izena£imo z ni£, s £imer
zniºamo stopnjo s tri na dve. Denirajmo najprej interpolacijski problem.
Za dane to£ke Ti v ravnini, i = 0, 1, 2, 3, i²£emo paraboli£no krivuljo p : [0, 1] →
R2, da bo veljalo
p(ti) = Ti, i = 0, 1, 2, 3.
Dodatno zahtevamo, da so parametri urejeni, torej t0 < t1 < t2 < t3. Brez ²kode
za splo²nost lahko postavimo t0 = 0 in t3 = 1.
Denirajmo Lagrangeeve bazne polinome najprej v splo²nem, kasneje pa bomo
konkretno zapisali tiste, ki jih bomo potrebovali pri re²evanju na²ega problema,
torej polinome stopnje tri.







, i = 0, 1, . . . , n.
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Lagrangeevi bazni polinomi so vsi stopnje n. Poleg tega zanje velja
(7) ℓi,n(tj) = δij.




Lema 3.2. Lagrangeevi bazni polinomi tvorijo raz£lenitev enote.
Dokaz. Denirajmo polinom ℓ(t) :=
∑n
i=0 ℓi,n(t)−1 in poi²£imo ni£le tega polinoma.
Uporabimo lastnost (7) in opazimo, da ima polinom ℓ ni£le v vseh ti, i = 0, . . . , n,
torej ima n + 1 ni£el. Ker je polinom ℓ vsota polinomov stopnje n, je tudi sam
stopnje n. Sledi, da je ℓ ≡ 0, s £imer smo dokazali lemo. 
Oglejmo si polinome ℓ0,3(t), ℓ1,3(t), ℓ2,3(t) in ℓ3,3(t), ki so baza za prostor kubi£nih
polinomov:
ℓ0,3(t) =
(t− t1)(t− t2)(t− t3)
(t0 − t1)(t0 − t2)(t0 − t3)
,
ℓ1,3(t) =
(t− t0)(t− t2)(t− t2)
(t1 − t0)(t1 − t2)(t1 − t3)
,
ℓ2,3(t) =
(t− t0)(t− t1)(t− t3)
(t2 − t0)(t2 − t1)(t2 − t3)
,
ℓ3,3(t) =
(t− t0)(t− t1)(t− t2)
(t3 − t0)(t3 − t1)(t3 − t2)
.





kjer so Ai ∈ R2 neznani koecienti.
Hitro lahko vidimo, kaj so koecienti Ai pri interpolacijski krivulji. Uvodoma smo








od koder sledi, da so iskani koecienti kar to£ke, ki jih interpoliramo. Interpolacijsko





Spomnimo, da so polinomi ℓi,n stopnje tri. Ker i²£emo paraboli£no krivuljo, mora









za neznana parametra t1 in t2, ena£bi pa dobimo iz komponent (9), saj so Ti to£ke
v ravnini.
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Za preglednej²e ra£unanje bomo sproti vpeljali nekaj novih koli£in. Najprej de-
nirajmo polinom ω(t) = (t − t0)(t − t1)(t − t2)(t − t3). Opazimo, da je vrednost



















Zgornji polinom je enak konstanti, zato je vodilni koecient gotovo enak ni£, kar























Preden nadaljujemo, vpeljimo ²e nekaj oznak. Vektor razlike to£k Ti+1 in Ti bomo
ozna£ili z ∆Ti, torej ∆Ti := Ti+1 − Ti. Veljajo naslednje zveze:
T1 − T0 = ∆T0,
T2 − T0 = T2 − T1 + T1 + T0 = ∆T1 +∆T0,
T3 − T0 = T3 − T2 + T2 − T0 = ∆T2 +∆T1 +∆T0.





































Zaradi jasnosti bomo vsako od vsot ω0 in ω1 se²teli posebej. Pri tem bomo upo²te-
vali, da je t0 = 0 in t3 = 1. Pora£unajmo prvo vsoto
ω0 =
1
t1(t1 − t2)(t1 − 1)
+
1





t22 − t2 − t21 + t1 + t1t2(t1 − t2)
t1t2(t1 − 1)(t2 − 1)(t1 − t2)
=
(t2 − t1)(t2 + t1)− t2 + t1 + t1t2(t1 − t2)
t1t2(t1 − 1)(t2 − 1)(t1 − t2)
=
(t1 − t2)(t1 − 1)(t2 − 1)





Drugo vsoto izra£unamo podobno
ω1 =
1





t1 − 1 + t22 − t1t2
t2(t1 − 1)(t2 − 1)(t2 − t1)
=
t1(1− t2)− 1 + t22
t2(t1 − 1)(t2 − 1)(t2 − t1)
=
(t2 − 1)(−t1 + t2 + 1)
t2(t1 − 1)(t2 − 1)(t2 − t1)
=
1− t1 + t2
t2(t1 − 1)(t2 − t1)
.




1− t1 + t2





Pomnoºimo zgornjo ena£bo tako, da se znebimo ulomkov. Dobimo
(14) (t1− 1)(t2− 1)(t2− t1)∆T0+ t1(t2− 1)(1− t1+ t2)∆T1+ t1t2(t2− t1)∆T2 = 0.
Predpostavimo, da sta vektorja ∆T0 in ∆T2 nekolinearna. Ena£bo (14) bomo vek-
torsko pomnoºili prvi£ z ∆T0 in drugi£ z ∆T2, s £imer bomo dobili dve ena£bi.
Opomba 3.3. Ker ra£unamo s to£kami v ravnini, imamo pri vektorskem produktu
v mislih planarni vektorski produkt. Za A = (a1, a2) in B = (b1, b2) je
A×B =
⏐⏐⏐⏐a1 a2b1 b2
⏐⏐⏐⏐ = a1b2 − a2b1.
Ozna£imo ²e γij = ∆Ti × ∆Tj. Opazimo, da je γii = ∆Ti × ∆Ti = 0. Velja
tudi, da je za nekolinearna ∆Ti in ∆Tj produkt γij neni£eln. Mnoºenje ena£be (14)
vektorsko z ∆T0 nam da
(15) t1(t2 − 1)(1− t1 + t2)γ01 + t1t2(t2 − t1)γ02 = 0,
mnoºenje z ∆T2 pa
(16) (t1 − 1)(t2 − 1)(t2 − t1)γ02 + t1(t2 − 1)(1− t1 + t2)γ12 = 0.
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Opazimo, da sta si prvi £len v (15) in drugi £len v (16) podobna, zato bomo ena£bo
(15) pomnoºili z γ12 in ena£bo (16) z γ02, nato pa ju bomo od²teli. Dobimo
0 = t1t2(t2 − t1)γ02γ12 − (1− t1)(1− t2)(t2 − t1)γ02γ01
= (t2 − t1)γ02(t1t2γ12 − (1− t1)(1− t2)γ01).
Zaradi nekolinearnosti γ02 ne more biti enak ni£. Parametra t1 in t2 ne moreta biti
enaka, saj mora interpolacijska krivulja interpolirati ²tiri razli£ne to£ke. Ostane nam
torej ena£ba
(17) t1t2γ12 − (1− t1)(1− t2)γ01 = 0.
Iz nje izrazimo parameter t1,
t1 =
(1− t2)γ01
t2γ12 + (1− t2)γ01
.
Zaenkrat je t2 ²e neznan. Ko ga izra£unamo, lahko preverimo, ali je slu£ajno enak
γ01
γ01−γ02 . V tem primeru bi bil namre£ imenovalec v zgornjem ulomku enak 0. V
skladu z ena£bo (17) bi moral biti v tem primeru t1 enak 0, kar pomeni, da inter-
polacijski problem ne bi bil re²ljiv. Sicer pa dobljeno izraºavo t1 vstavimo v (15) in
dobimo naslednjo kvadratno ena£bo za t2:
(γ01 + γ02)(γ01 − γ12)t22 − 2γ01(γ01 + γ02)t2 + γ01(γ01 + γ12 + γ02) = 0.
Z upo²tevanjem formul za re²itev kvadratne ena£be dobimo izraºavo obeh parame-




γ01(γ01 + γ02)γ12(γ02 + γ12)





γ01(γ01 + γ02)γ12(γ02 + γ12)
(γ01 − γ12)(γ02 + γ12)
.
Koli£ino pod korenom ozna£imo z G, torej G := γ01(γ01 + γ02)γ12(γ02 + γ12). Veljati
mora G ≥ 0 in 0 < t1 < t2 < 1, kot smo zahtevali na za£etku razdelka. e ºelimo, da
bo t2 > t1, mora biti njuna razlika pozitivna. Podobno mora biti pozitivna razlika
1 − t2. Z obravnavanjem teh neena£b bi dobili geometrijske pogoje za podatke, ki
zagotavljajo obstoj re²itev.
4. Hermitov primer
V tem razdelku bomo obravnavali problem interpolacije dveh to£k s paraboli£no
krivuljo, poleg tega pa bomo v teh dveh to£kah predpisali smer tangentnih vektorjev.
Poiskali bomo pogoje, ki jim morata zado²£ati vektorja, da bo imel interpolacijski
problem re²itev. Dokazali bomo izrek, ki povezuje obstoj interpolacijske krivulje
s kolinearnostjo predpisanih tangentnih vektorjev in vektorja razlike med danima
to£kama ter s predznaki planarnih vektorskih produktov teh treh vektorjev.
Za dani razli£ni to£ki T0 in T1 v ravnini in dani smeri d0,d1, ∥d0∥ = ∥d1∥ = 1,
ºelimo najti paraboli£no krivuljo p : [0, 1] → R2, da bo veljalo








Zadnji dve ena£bi bi lahko formulirali tudi tako, da bi zahtevali
p′(0) = d0d0, p
′(1) = d1d1,
za zaenkrat ²e nedolo£ena skalarja d0, d1, ki pa morata biti pozitivna. Podobno kot
v prej²njem poglavju bomo zapisali interpolacijsko krivuljo stopnje tri in dolo£ili
taka skalarja d0 in d1, da bo vodilni koecient enak ni£. Na ta na£in bomo dobili
paraboli£no krivuljo. Interpolacijsko krivuljo zapi²emo s pomo£jo deljenih diferenc
[3, 10. poglavje, str. 265]:
p(t) = p(0) + t[0, 0]p+ t2[0, 0, 1]p+ t2(t− 1)[0, 0, 1, 1]p
= T0 + td0d0 + t
2(T1 − T0 − d0d0) + t2(t− 1)(d0d0 + d1d1 − 2(T1 − T0)).(20)
Ker ºelimo uni£iti koecient pri t3, moramo re²iti ena£bo
(21) d0d0 + d1d1 − 2(T1 − T0) = 0.
Ta ena£ba podaja sistem dveh linearnih ena£b za neznana d0 in d1. Pogoje za obstoj
re²itev podaja naslednji izrek.
Izrek 4.1. Regularna paraboli£na krivulja p : [0, 1] → R2, ki zado²£a pogojem iz
(18) in (19), kjer sta T0 in T1 to£ki, d0 in d1 pa smeri v ravnini, obstaja natanko
tedaj, ko je izpolnjen eden od pogojev:
(1) Vektorji d0,d1 in ∆T0 = T1−T0 so paroma nekolinearni, predznaki ∆T0×d0,
d1 × d0 in d1 ×∆T0 so enaki.
(2) Vektorji d0,d1 in ∆T0 = T1 − T0 so kolinearni in imajo isto smer kot ∆T0.
V tem primeru se paraboli£na krivulja izrodi v premico.
Opomba 4.2. Kot vemo, je krivulja regularna, £e je njen odvod povsod neni£eln.
Dokaz izreka 4.1. Ena£bo (21) podobno kot v prej²njem poglavju najprej pomnoºi-
mo vektorsko z d0 in nato ²e z d1. Dobimo dve ena£bi
d1d1 × d0 = 2∆T0 × d0, d0d0 × d1 = 2∆T0 × d1,








Vektorji d0,d1 in ∆T0 morajo biti paroma nekolinearni, da so vsi vektorski produkti,
ki nastopajo v (22) neni£elni. Spomnimo se ²e, da velja a × b = −(b × a). Vidimo
lahko, da bosta oba skalarja d0, d1 pozitivna natanko tedaj, ko bodo predznaki∆T0×
d0, d1×d0 in d1×∆T0 enaki. V tem primeru bo obstajala re²itev interpolacijskega
problema v skladu s prvo to£ko izreka.
Kaj pa, £e so vektorji d0,d1 in ∆T0 kolinearni? Obravnavajmo najprej primer, ko
vsi trije kaºejo v isto smer. Naj bo torej d0 = d1 in ∆T0 = ∥∆T0∥d0. Tedaj ena£bo
(21) prepi²emo v
(d0 + d1 − 2∥∆T0∥)d0 = 0.
Vsaka izbira d0 in d1, ki zado²£ata d0 + d1 = 2∥∆T0∥, nam da re²itev. Izberemo
d0 = ∥∆T0∥ = d1 in vidimo, da se krivulja izrodi v premico, saj v ena£bi (21) poleg
kubi£nega odpade tudi kvadrati£ni £len, ker je
T1 − T0 − d0d0 = ∆T0 − d0d0 = (∥∆T0∥ − d0)d0 = 0.
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Kaj pa, £e so vektorji d0,d1 in ∆T0 kolinearni in kaºejo v isto smer, ampak ne velja,
da so d0, d1 in ∥∆T0∥ vsi enaki? Tedaj lahko d0 napi²emo kot 2∥∆T0∥ − d1 in to
izraºavo vstavimo v ena£bo (21). Kubi£ni £len spet odpade, ostane pa naslednje
(23) p(t) = T0 + t(2∥∆T0∥ − d1)d0 + t2(d1 − ∥∆T0∥)d0.
eprav v ena£bi (23) nastopa t2, gre za parametrizacijo premice s smernim vektorjem
d0. Preverimo ²e, da v drugih primerih ne dobimo re²itve. Naj bodo d0,d1 in ∆T0
²e zmeraj paroma kolinearni, a naj sedaj velja d1 = −d0 in ∆T0 = ∥∆T0∥d0. Brez
²kode za splo²nost vzemimo kar T0 = (0, 0),d0 = (1, 0) in d1 = (−1, 0). Tedaj iz
ena£be (21) dobimo
d0 − d1 = 2∥∆T0∥
d1 = d0 − 2∥∆T0∥.
Zahtevali smo, da sta skalarja d0 in d1 pozitivna, torej mora biti d0 > 2∥∆T0∥.
Krivulja, ki je podana v (20), je torej enaka
p(t) = T0 + td0d0 + t
2(T1 − t0 − do) + t2(∥∆T0∥ − d0)d0
= (td0 + t
2(∥∆T0∥ − d0))d0.
Da bi bila krivulja p regularna, mora biti njen odvod za t ∈ [0, 1] neni£eln. Oglejmo
si torej odvod p:
p′(t) = (d0 + 2t(∥∆T0∥ − d0))d0.
Ozna£imo s τ vrednost parametra t, pri kateri je zgornji odvod enak 0, torej τ =
−d0
2(∥∆T0∥−d0) . Ker smo zahtevali d0 > 2∥∆T0∥, je τ pozitiven, saj sta ²tevec in imeno-




d0 < 2d0 − 2∥∆T0∥
−d0 < −2∥∆T0∥
d0 > 2∥∆T0∥.
Ker smo dobili ravno to, kar smo zahtevali ºe zgoraj, za£etna neenakost drºi, saj smo
pri ra£unanju na vsakem koraku ohranili ekvivalentno neena£bo. Ugotovili smo, da
je τ ve£ji od 0 in manj²i od 1, kar pomeni, da krivulja p na [0, 1] ni regularna. Tudi
v ostalih primerih, ko bi bili d0,d1 in ∆T0 kolinearni oziroma bi bila kolinearna dva
od vektorjev, ne obstaja interpolacijska krivulja. e bi recimo veljalo, da sta d0 in
∆T0 kolinearna, d0 in d1 pa ne, bi dobili naslednji pogoj
(d0 ± 2∥∆T0∥)d0 + d1d1 = 0.
e zgornjo ena£bo vektorsko pomnoºimo z d0, prvi £len odpade, ostane pa
d1d1 × d0 = 0,
iz £esar sledi d1 = 0, kar ni dopustna re²itev. 
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5. Aproksimacije
Nazadnje si oglejmo prakti£no uporabo interpolacije s paraboli£nimi krivuljami.
Recimo, da imamo parametri£no podano krivuljo, na primer lemniskato ali spiralo, ki
bi jo ºeleli aproksimirati. Kako se lotimo problema? Na krivulji izberemo ²tiri to£ke
in jih interpoliramo s parametri£no podano paraboli£no krvuljo, nato pa pogledamo,
kako dobra je aproksimacija. Pri£akovali bi, da bo aproksimacija vedno bolj²a, ko
bodo to£ke bliºje skupaj, torej ko bomo aproksimirali manj²i del£ek krivulje. Za ta
namen bomo denirali metriko, ki meri razdalje med parametri£nima krivuljama,
s pomo£jo te metrike pa bomo ocenili tudi hitrost konvegence. Denicijo metrike
povzemamo po [2], kjer najdemo tudi dokaz, da izbrana denicija ustreza zahtevam
za metriko.
Za£nimo z nekaj denicijami. eprav veljajo za splo²nej²e prostore Rd, se bomo
omejili na ravnino R2.
Denicija 5.1. Regularna parametrizacija f je preslikava iz intervala I1 = [a, b] v
R2, za katero velja f′(t) ̸= 0 za vse t ∈ I1.
Regularna reparametrizacija preslikave f : I1 → R2 je taka regularna parametri-
zacija g : I2 → R2, da velja g(φ(t)) = f(t) za neko funkcijo φ. Za φ mora veljati,
da je zvezno odvedljiva, strogo nara²£ajo£a in φ(I1) = I2. Funkcijo φ imenujemo
regularna reparametrizacijska funkcija.
Reparametrizacije f torej dobimo tako, da preslikavo f komponiramo z nara²£ajo£o
funkcijo. Povedali smo ºe, da bi ºeleli na neki na£in izmeriti razdaljo med dvema
parametri£nima krivuljama, ki sta med drugim lahko denirani na disjunktnih in-
tervalih. Uporabimo lahko kar obi£ajno Hausdorovo metriko med mnoºicama to£k,
ki ju krivulji predstavljata. Spomnimo se denicije te metrike.















kjer je ∥·∥ neka vektorska norma v R2.
Denirajmo sedaj ²e parametri£no razdaljo med krivuljama. Te razdalje v praksi
ne ra£unamo, saj bi morali izra£unali inmum po vseh moºnih reparametrizacijah
krivulje, kar pa je nemogo£e, saj ima krivulja neskon£no reparametrizacij.
Denicija 5.3. Parametri£na razdalja med krivuljama f : I1 → R2 in g : I2 → R2
je denirana kot





kjer je ∥·∥ neka vektorska norma v R2, inmum pa ra£unamo po vseh reparametri-
zacijah preslikave f.
Opomba 5.4. Denicija 5.3 je simetri£na glede na f in g, saj je




∥f(ψ(s))− g(s)∥ = dP (g, f).
Parametri£no razdaljo med krivuljama lahko vedno navzgor ocenimo tako, da
izberemo neko konkretno raparametrizacijsko funkcijo. To je zelo koristno opaºanje,
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ki ga bomo uporabili v nadaljevanju za izra£un reda konvergence. Formalno lahko
zapi²emo:
(24) dP (f,g) ≤ max
t∈I1
∥f(t)− g(φ(t))∥
za neko reparametrizacijsko funkcijo φ. Oglejmo si sedaj, kako se bomo lotili izra-
£una reda aproksimacije. Seveda bodo na²i aproksimandi ph paraboli£ne krivulje.
Recimo, da imamo neko parametri£no podano krivuljo f : [a, b] → R2. Izberemo
h, 0 < h < b − a, ter parametre ξ0 = a < ξ1 < ξ2 < ξ3 = a + h. Izra£unamo
to£ke Ti = f(ξi), i = 0, 1, 2, 3, na krivulji f in skoznje potegnemo paraboli£no kri-
vuljo ph, katere konstrukcijo smo opisali v prvem razdelku. O izbiri parametrov
ξi, i = 0, 1, 2, 3 bomo ve£ povedali kasneje. Postopek lahko sedaj ponovimo z nekim
k < h. Tako zaporedje aproksimacij vse manj²ih delov krivulje f imenujemo apro-
ksimacijska shema. Za dano aproksimacijsko shemo denirajmo red aproksimacije,
ki pove, kako hitro se manj²a napaka pri aproksimaciji, ko aproksimiramo vedno
manj²e dele krivulje.
Denicija 5.5. Naj bo Sh aproksimacijska shema, ki parametri£ni krivulji f :
[a, b] → R2 priredi aproksimacijo ph na intervalu [a, a + h] za vsak h < b − a.
Pravimo, da ima shema Sh red aproksimacije r, £e velja neenakost
dP (f,ph) ≤ Chr
za nek C ∈ R, ki ni odvisen od h.
Ko imamo parametri£no podano paraboli£no krivuljo ph, ki aproksimira f, lahko
izmerimo njuno razdaljo dP (f,ph), ki smo jo denirali v 5.3. Ozna£imo to razdaljo
z eh. Predpostavimo sedaj, da velja
(25) eh ≈ Chr,
kjer je r iskani red konvergence, C pa neko realno ²tevilo. e sedaj interval, na
katerem smo aproksimirali f, nekoliko zmanj²amo, lahko opazujemo le interval [a, a+
k] za k < h. Tudi za ek velja (25), zato lahko red r izra£unamo iz dveh meritev












Ker imamo konkretni krivulji, lahko njuno parametri£no razdaljo ocenimo z
dP (f,ph) ≤ max
ξ∈[a,a+h]
∥f(ξ)− ph(φ(ξ))∥,
kjer je φ : [a, a+ h] → [0, 1] regularna reparametrizacijska funkcija, ki zado²£a
φ(a) = 0, φ(ξ1) = t1, φ(ξ2) = t2, φ(a+ h) = 1.
Za t1 in t2 velja p(t1) = T1 in p(t2) = T2. Za funkcijo φ lahko vzamemo kar
npr. interpolacijski polinom stopnje 3.








Nismo ²e povedali, kako izberemo ²tiri to£ke na krivulji f, ki nam dajo aproksi-
mand ph. Moºnih izbir je seveda ve£, v na²em primeru pa bomo interval, na katerem
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aproksimiramo f, na vsakem koraku enostavno razdelili na tri enake dele, torej bomo





Oglejmo si sedaj nekaj primerov, kjer bomo r izra£unali iz desetih meritev. Za£eli
bomo z nekim izbranim h in oprazovali interval [0, h], potem pa bomo po vrsti vzeli
0,9 · h, 0,8 · h, . . . , 0,1 · h. Na vsakem koraku bomo uporabili razdaljo s trenutnega
in predhodnega koraka. Rezultate bomo zbrali v tabeli, kjer bomo vrednosti zaradi
bolj²e preglednosti zaokroºili na ²est decimalk. Pri ra£unanju smo sicer uporabili
ve£ decimalk.
Primer 5.6. Za prvi primer vzemimo kroºni lok, torej f(t) = (sin t, cos t). Aproksi-




1,570796 4,59 · 10−2 /
1,413717 3,14 · 10−2 3,592458
1,256637 2,04 · 10−2 3,678502
1,099557 1,23 · 10−2 3,752556
0,942478 6,86 · 10−3 3,815810
0,785398 3,39 · 10−3 3,869073
0,628319 1,41 · 10−3 3,912891
0,471239 4,54 · 10−4 3,947629
0,314159 9,07 · 10−5 3,973522
0,157080 5,71 · 10−6 3,990721
Tabela 1. Aproksimacija £etrtine kroºnega loka.
♦
Primer 5.7. Sedaj poskusimo aproksimirati lemniskato. To je krivulja, ki po obliki














1,047198 2,88 · 10−2 /
0,942478 2,21 · 10−2 2,487052
0,837758 1,61 · 10−2 2,714272
0,733038 1,09 · 10−2 2,932652
0,628319 6,70 · 10−3 3,143974
0,523599 3,64 · 10−3 3,346613
0,418879 1,65 · 10−3 3,535916
0,314159 5,70 · 10−4 3,704623
0,209440 1,20 · 10−4 3,843639
0,104720 7,79 · 10−6 3,943399
Tabela 2. Aproksimacija dela lemniskate.
♦
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Iz primerov 5.6 in 5.7 vidimo, da gredo pribliºki za red aproksimacije v obeh prime-
rih o£itno proti 4. Napake se hitro manj²ajo, tako da sklepamo, da so aproksimacije
dobre. Seveda pa tabelirane vrednosti ²e ne dokazujejo, da je red aproksimacije pri
aproksimacijami s paraboli£nimi krivuljami res enak 4, ampak so lahko motivacija
za nadaljni ²tudij obravnavanega podro£ja matematike.
Slovar strokovnih izrazov
ane congruence ana podobnost
coecient matrix matrika koecientov
conguration matrix konguracijska matrika
interpolation interpolacija
parabolic curve paraboli£na krivulja




[1] M. A. Lachance in A. J. Schwartz, Four point parabolic interpolation, Comput. Aided Geom.
Design 8 (1991) 143149.
[2] T. Lyche in K. Mørken, A metric for parametric approximation, v: Curves and surfaces II
(ur. P. J. Laurent, A. Le Méhauté in L. L. Schumaker), A K Peters, Boston, 1991, str. 19.
[3] B. Plestenjak, Raz²irjen uvod v numeri£ne metode, Matematika  zika 52, DMFA  zaloºni-
²tvo, Ljubljana, 2015.
27
