INTRODUCTION
In all what follows we consider finite, weighted partially ordered sets (P, v), i.e. finite posets P for which there is a function v: P~IR+\{0}, where IR+ ={a E IR: a ;;.O}. We always suppose that we have probabilistical weights, i.e. LpeP v(p) = 1, if it is not noted otherwise. Each weight v on P can be extended to a measure on P by v(S) = Lpes v(p ), if S ~ P.
A representation of the poset P (and of the weighted poset (P, v )) is a function where the infimum is extended over all representations x of (P, v). 2 The representation x of (P, v) is called optimal if u ( P, v) = u;. For example, in Figure   1 there is given the Hasse diagram of a poset (using v= 1/10) with a representation K. Engel assigned. Recall that the Hasse diagram of a poset is the directed graph whose vertices are the elements of the poset and whose (upwards) directed edges are the pairs ( p, p') for which p <( p' (we have p <( p' if p < p' and if p < p" ~p' implies p' = p"). The expected value and variance of the given representation equal 13/8 and 7I 16, respectively. Later we will see that this representation is optimal. For two weighted posets ( P, v) and (Q, w)
we define the (direct) product (P, v) x ( Q, w) to be the set of all pairs ( p, q), p E P, q E Q, with the order given by (p, q) ~(p', q') iff p ~p' and q ~q' and the weight v x w given by (v x w)((p, q)) = v(p)w(q). Let (P, v)" = (P, v) X··· X (P, v). n-times At last let d(P, v) be the maximum weight of an antichain (Sperner family) in (P, v), i.e. let
where the maximum is extended over all antichains A of P. In the case of identically weighted posets (P, v), i.e. v = 1/IPI, V. B. Alekseev [2] proved. THEOREM 1. If P is not an antichain, then
This result suggests to study optimal representations of weighted posets (P, v). For identically weighted posets Alekseev [2] proved the existence of optimal representations and gave explicitly and implicitly two equivalent conditions for a representation to be optimal. Thereby he used difficult combinatorial arguments and, for the equivalence proof, the not easily provable Theorem 1. We shall apply quadratic programming, linear programming and flow methods to investigate optimal representations (see Sections 2 and 3). Then we will note interesting connections to well-known results in the Sperner theory (see Sections 4 and 5). We consider weighted posets for two reasons. Firstly, we will see that one can compute the variance of identically weighted posets if one computes the variance of in general smaller weighted posets (see Section 5), secondly we prove Theorem 1 for arbitrary weighted posets (P, v) (see Section 6).
EXISTENCE AND UNIQUENESS OF THE OPTIMAL REPRESENTATION
Let P = {p~> ... , pd. In the following we associate to each function x: P ~IR a vector 
where c is a constant and z (i.e. also y) is a representation. Thus we may restrict ourselves to representations with given expected value, and we may suppose the existence of some representation y of (P, v) with expected value J..t. Further it is easy to see that there is a number R such that (2) for all representations x of (P, v) with J..tx = J.L and lx(p)I> R for some pEP. But the continuous objective function xTVx-J.L 2 attains its infimum on the compact set {x: -Ax,;;; -1, VTX=J.L, lx;i.;;R(i=1, ... ,k)} which is by (2) also an infimum on {x:-Ax.;;-1, vTx = J.L}. Thus the proof of the existence is complete. To prove the uniqueness assume x andy are distinct optimal representations with expected value J..t· Then also z = (x + y )/2 is a representation with expected value J..t. But which contradicts the assumption that x is an optimal representation. This completes the proof. REMARK 1. Quadratic programming algorithms as the algorithms of Beale and Wolfe (see [19, pp. 65 ff]) can be taken to construct optimal representations. PROOF. By the Theorem of Kuhn and Tucker (see [19, pp. 61 ff] or [20, pp. 131 f])
OPTIMALITY CONDITIONS AND A PRODUCT THEOREM
x is a solution of (1), i.e. x is an optimal representation of (P, v ), iff there is a vector f' such that the following conditions are satisfied.
-Ax,;;; -1, j=1, ... , m,
[(-Ax+ 1)j is the jth component of the vector -Ax+ 1.] Inequality (4) is satisfied since xis a representation by supposition. Obviously, we may omit the factor 2 in (3) and thus have
If we interpret f' as a flow on P [note (6) ], the ith row of (3') reads In Figure 2 there is given a representations flow for our example introduced in Figure  1 . Thus the representation given in the first figure is really optimal. Let Ax be the incidence matrix of Px, i.e. Ax can be obtained from A by omitting all rows in A which correspond to an edge e E E(P)\E(Px). Further let l)(Px) = {h: Axh ;;-,. 0, O,;;; h,;;; 1}.
PROOF. From Theorem 3 it follows that x is optimal iff there is a vector f such that i.e. iff the linear program (7) has a solution. The dual problem of (7) is (8) By duality (see [19, p. 37] ), (7) has a solution iff (8)' has one. If there is a g such that Ax g ~0 and xT(V-vvT)g < 0, then ( 8) has not a solution since we can multiply g by an arbitrary positive scalar. If otherwise, Axg ~0 implies xT(V-vvT)g ~0, then (8) has the solution g = 0. We obtained, xis optimal iff Axg ~0 implies xT(V-vvT)g ~0. Obviously, for any vector g there are positive real numbers a, {3 and a vector h with 0,; h,; 1 such that g=ah-fJ.
Let 'i5(P) be the set of all order filters of P. If xis a representation of (P, v) and FE 'i5(P), then let THEOREM 4. Let x be a representation of (P, v ). x is optimal iff JLx(F);:. f.Lx for all
PROOF. We associate to each order filter FE 'iS(Px) its characteristic vector F =
Obviously, FE~( Px) for all FE '15( Px). If x is optimal, we obtain from Lemma 1 that
The matrix Ax is totally unimodular (i.e. every square submatrix has determinant ±1 or 0), because Ax is the incidence matrix of a directed graph (see [ 4, p. 128] or [16] ). By a result of Hoffman and Kruskal [16] all vertices of the polyhedron ~(Px) have integer, i.e. 0, !-coordinates, thus all vertices of ~(Px) are characteristic vectors of order filters. Since each element h of the polyhedron ~(Px) is a convex combination of its vertices, for h ¥-0 there are coefficients aF ~0 such that h = LFEI\'(Pxl aFF. Thus
Also, if h = 0, then xT(V-vvT)h = 0. Now, xis optimal by Lemma 1.
THEOREM 5. Let x, y, and z be optimal representations of (P, v ), ( Q, w), and (P, v) x (Q, w ), respectively. Further let JLz = JLx + JLy· Then z( (p, q)) = x(p) + y( q) for all pEP, q E Q, and it holds that
PROOF. If we define z' by z'((p,q))=x(p)+y(q), we must prove z=z'. Obviously, z' is a representation of ( P, v) x ( Q, w) and ( P x Q) z' = Px x Py. Further, it is true that
Then by Theorem 3 ((p, q) )-JLz.).
Hence, h is a representation flow on (Px Q)z·, and z' is optimal by Theorem 3. The statement about the variances is now an easy consequence. W;_ 1 W;+~> i = 1, ... , r(P) -1, then this result can be obtained more easily from the 'product theorem' of Harper [14] , Hsieh and K.leitman [17] and a 'local limit theorem' of Gnedenko [10, pp. 233 ff] (see [6] ). It is known that in normal posets maximum antichains are given by all elements of some fixed rank (see, for instance, [12] ). Since such rariked posets for which the rank function is an optimal representation can be regarded as generalized normal posets by Corollary 1, it arises the question: Is it true that in such generalized normal posets maximum antichains are given by all elements of some fixed rank? This is unfortunately not so which can be seen by the counterexample with a representation flow given in Figure 3 .
We say, the ranked poset P satisfies the symmetric matching condition, if W; = Wp-i for all i, and if the elements of N; and Np-i can be ordered such that N; ={st. ... , sw,},
From Theorem 4 we derive CoROLLARY 3. If the poset P satisfies the symmetric matching condition, then the rank function is an optimal representation of P. REMARK 4. The symmetric matching condition holds for symmetric chain orders and more generally for Peck posets (the definitions can be found, for instance, in [13] and [5] ). REMARK 5. The symmetric matching condition is not preserved by product in general which can be seen by the counterexample given in Figure 4 . X I FIGURE 4. REMARK 6. In [5] we proved using the Ahlswede-Daykin inequality [1] that in distributive lattices the rank function is an optimal representation. But this is not true in general for modular lattices and for posets satisfying the condition T, i.e. for posets in which for all k there exists a collection of disjoint chains which each intersect each of the k largest levels and which cover the kth largest level (see the counterexample of Stahl and Winkler [23] given in Figure 5 -the order filter generated by the element a does not satisfy the condition of Theorem 4). 
FLow MoRPHISMS
The notion of the normality can be extended to the case of arbitrary weights. The weighted and ranked poset ( P, v) is called normal, if there is a so-called normalized flow h on P such that v(p) Ph= v(NP)' for all pEP being not maximal,
where NP denotes the level containing p.
Applying the Maxflow-Mincut Theorem of Ford and Fulkerson (see [9] or [4, pp. 131 f]) to the poset induced on neighbouring levels of P, one easily obtains that ( P, v) is normal iff the following so-called normalized matching condition (first studied by Graham and Harper [11] ) is satisfied: where R(A) ={p E Ni+ 1 : p ~p' for some p' E A}. Now let (P, v) and (Q, w) be weighted posets. A mapping cp:
is normal and has rank 1 for all q, q' E Q with q <( q'.
Flow morphisms were introduced and first studied (in a more general concept) by Harper in [15] . THEOREM 7. Let x andy be optimal representations of ( P, v) and (Q, w), respectively, and let 1-Lx = 1-Lr If there is a flow morphism cp from (P, v) onto (Q, w), then x( p) = y( cp( p)) for all p E ·P, and it holds that u 2 ( P, v) = u 2 ( Q, w).
PRooF. If we define the function z on P by z(p)=y(cp(p)), we must prove z=x. Obviously, z is a representation of P and
We will show that there is a representation flow f on P., and by Theorems 2 and 3 it
Obviously, cp is a flow morphism from ( P., v) onto ( Qy, w). For e = ( q <( q') E E ( QY) let h. be a normalized flow on the poset induced on cp-1 (q) u cp-1 (q'). If Fn(z) is the distribution function of g"' we obtain from (10)
Wn(An) = Fn C.rn:(P, v))-Fn (-2v'n:(P, vJ.
Since 7J has a finite third moment (Pis finite), by a theorem of Cramer-Essen [10, p. 211], it holds, uniformly relative to z,
where 1 fz e-' 212 dt l/>(z) = -.,ff7T -00 and c is a constant. From (11) and (12) and we derive Wn(An) = l/>cv'n:(P, v)) -l/J( 2v'n:(P, v)) +o(.Jn)· By Taylor's formula we have
This completes the proof.
To prove Theorem 1 it remains to show that
For that we need the following lemma. Here and only here we admit weights which are not necessarily probabilistical and which can be zero on some elements. 
Let t/f:E(Qn)~E(P) be defined by t/l((t'<(t))=(pi<(pj), where t',t,pi, and pj are as above. For s = (s 1 , ••• , sn) E Pn let a;(s) be the number of elements Pi which occur in s(i=1, ... ,k).
Let cp: Pn ~ Qn be defined by cp(s) = (a 1 (s) , ... , ak(s)). Obviously, cp is a flow morphism from Pn onto Qn. Let z be an optimal representation of ( Qn, un) with /J-z = 0. We obtain from (9) and Theorem 7 k z((t 1 , ••• , tk)) = L tixi.
By a theorem of Harper [15, p. 171 ] (see also [8] ) we have (14) Obviously,
Now let Qn, be partitioned into the levels
Obviously, t E B~ and t <£. t' (in Qn) imply t E B~+ 1 • Let f be a representation flow on (Px, v) 
teQ,.. : tEQn :
Because of (9), (13) and the definition of (Qn, un)
Because of (14), (15) , (17) Further let .A~o .•• , An be independent random variables which are distributed as A and let ?n = .A 1 + · · ·+An· Obviously, L v(sl) · · · v(sn) = P(l?n-V;nl > r).
sEPn:
la,(s)-v,nl> T By the exponential estimation for the binomial distribution (see [22, p. 324]) we have for large n and some constant c P(l?n-V;nl > T) ~2 e-cln 2 n= o(Jn.).
PROOF.
We will prove that, uniformly relative totE Gn, !fn(t)~ un(t)o(l/v'n). Then all is done, since then !fn(Gn)~un(Gn)o(1/v'n)~o(l/v'n). If !ln(t)=O, we have not to prove anything. Thus let !fn (t) > 0. Then -( Un(e-)) !ln(t)=un(t)-Ig(e)un(e )=un(t) 1-Ig(e) un(e+) ·
Here and in the following all sums extend over e E E (On,) with e+ = t, i.e. over all pairs 
Since t E Gn, we obtain from (16) that (21) if n is sufficiently large. Further, since t E Gn,
Since we have only k (i.e. finite many) numbers V; > 0, the right estimations are uniformly relative totE Gn. From (19)-(23) we obtain
If e = (t' <( t), then g( e)= f( ( p; <( pj) )/[by definition. AcKNOWLEDGEMENT I would like to thank the referee for his helpful comments.
