Abstract. The construction of a surface model from range data may be undertaken at any point in a continuum of scales that re ects the level of detail of the resulting model. This continuum relates the construction parameters to the scale of the model. We propose methods to dynamically reprocess range data at di erent scales. The construction result from a single scale is automatically evaluated, causing reconstruction at a di erent scale when user-de ned criteria are not met. We demonstrate our methods in constructing a planar b-rep space envelope (a scene representation) for over 400 range images. The experiments demonstrate the ability to construct 100% valid models, with the scale of detail within speci ed requirements.
Introduction
In the context of classical solid modeling, Mantyla states \...we need a representation that encodes the in nite point set of a given object] in a nite amount of computer storage..." (pg. 56, 20] ). In this quote, the perspective of the problem is that of a human drafting a computer representation of some object. In automating the modeling process, the problem instead takes as input a nite point set 1 . The task is to produce a smaller data set (in the form of a model) which retains the important features of the data in a manner conducive to answering geometric questions about the data. To some degree, the relative importance of each of these three aspects is dependent upon the task to be performed using the model. 1 In current computer vision research, the range camera dominates as the sensor which can automatically acquire 3D point sets. Therefore, \point set" in this context is synonymous with \range image". Images from many types of range cameras are appropriate, including laser radar, structured light, defocus and stereo { any camera which produces a raster of 3D measurements.
For instance, in a model to be used for collision avoidance, shape details are not important, while support for quick responses within some geometric tolerance is essential. Conversely, for visualization, shape details are often essential, while support for geometric operations may be limited (consider, for instance, a wireframe model, in which no surface equations are available).
Static vision is concerned with obtaining useful information from a single image. Active or purposive vision 5] is concerned with how to use the results from a previously processed image to help guide in acquiring and processing the next image. Scale-space processing 19] is concerned with obtaining more than one set of results for a single image, by processing the image with di erent threshold and parameter values (e.g., at di erent resolutions). Traditionally, the results are tracked across scales, and then somehow combined into a nal result. The scale-space was originally envisioned in response to the detection-versus-localization problem as it relates to gradients. In this work, we describe an approach that is similar to the scale-space methodology, but in which multiple scales are pursued for a di erent goal. We propose processing at di erent scales as an intermediary to static and active vision, where the results obtained from processing a single image are used to determine if further processing of the same image at a di erent scale is warranted (or necessary). For this to happen, some automated method of deciding the worth of the results is necessary, so that automatic re-processing at a di erent scale is possible.
In surface model construction from imagery, there are two high-level questions which may be addressed to determine if re-processing at a di erent scale is desirable. First, it is optimistic to assume that an automated process will always build valid surface models 2 at a certain scale of \detail", such as the minimum surface and edge size to be modeled. The success of the model building process may be ascertained by checking the validity of the surface model. Therefore it is possible to process an image with the intent of building a surface model at a certain scale, discover whether or not the process was successful, and if not, try again at a di erent scale. Second, the intended application for the surface model may desire or require some tolerances upon the model. For instance, if speed of interaction is important, the model should generally have a smaller number of surfaces. In other cases, for instance in inspection or visualization, high accuracy or detail may be necessary. Thus it is possible to build a model using a certain set of parameters and thresholds, discover whether the resulting model accuracy is within tolerances, and if not, re-process the image using a new set of parameters. We dub this single-image active process as dynamic-scale model building.
In this work, we rst present the aspects of model building at di erent scales that have appeared in previous literature, and show how the concept of scale may be used to relate the \mesh" and \b-rep" construction paradigms. We describe a set of criteria to characterize a constructed surface model's location in a scale continuum, the model level of detail. The results of three experiments are then presented, conducted using over 400 range images, to demonstrate the utility of multiple scales in automated surface model construction.
2 Surface representations in a scale continuum Two main paradigms can be found in the literature on automated surface model construction from range imagery:
1. In the surface adjacency graph (SAG) paradigm, the range data is rst segmented into regions which correspond to surface patches. The geometry of the model is the surface equations t to the sets of points in the regions. The boundaries of each region are examined to determine the relationship type between the two neighboring regions: crease edge (meeting at a common edge), jump edge (meeting at a discontinuity caused by occlusion), or none. In all these works, the convention has been to refer to the surface model as a boundary representation (b-rep). The nature of the input data (i.e., the scenes imaged) supports modeling by relatively large surface patches, having planar or simple quadratic equations. The SAG paradigm assumes that some (or all) of the imaged scene may be modeled by unique descriptors (i.e., commonly recognized surface patches). Thus to a large degree, all the models produced in 3, 7, 13, 16, 21, 22, 28] are viewpoint independent (i.e., there is an obvious one-to-one correlation between scene surfaces and model surfaces, which would persist from neighboring viewpoints). B-reps generally model the image on the order of less than 1 2 % the size of the original data 3 .
2. In the mesh paradigm, a triangular-patch surface model is constructed from the range data. The geometries of the patches are controlled by the selection or computation of the vertices. In a model constructed from a single image, the topology of the triangular patches is taken from the topology of the raster (pixel locations) of the range points. Models may then be combined from separate views to form a complete model of an object, as in 2, 8, 26, 27] . Data may also be combined from multiple views as unordered 3D point sets, before building a model, as in 4, 6, 12, 17, 25] .
In all these works, the convention has been to refer to the surface model as a mesh. The nature of the input data (i.e., the scenes imaged) does not support modeling by large surface patches with simple equations. Instead, a relatively larger set of triangular patches is used to approximate the complex shape. Thus, all the models produced in 2, 4, 6, 8, 12, 17, 25, 26, 27] are viewpoint dependent (i.e., from a slightly di erent viewpoint, one could not expect the same model surfaces to represent the same scene surfaces). Meshes generally model the image on the order of 5%-10% the size of the original data.
Other than the nature of the input data used for experimentation, and the relative size of the constructed surface models, the SAG (b-rep) and mesh paradigms produce essentially the same type of representation. The models are composed of faces, or surface patches, which meet at common edges and vertices. The face equations (geometry) and relationships between the faces (topology) describe the surface model. We therefore assert that the terms b-rep, mesh, and surface model are all similar, having only di erent connotations resulting from their use in the literature. The di erences may be summarized as a tradeo between the number of faces used in the model versus the retention of detail (or accuracy of the faces in modeling the data). In 2], a similar idea was proposed in constructing surface models using the mesh paradigm. Their hierarchical surface representation o ers a tradeo between the number of triangular faces and the maximum distance between data points and triangular faces. In 18], a similar idea was proposed in visualizing complex mesh models progressively, from coarse to ne. In this work, we extend the idea to encompass models constructed using the SAG paradigm. In essence, most of the b-reps and meshes presented as results in the literature may be thought of as residing towards opposite ends of the scale continuum of surface models.
One last point: When constructing a model from a single image, the mesh paradigm guarantees a valid model, by de nition. This is not true for the SAG paradigm, as presented in 13] . When constructing a model from multiple images, both paradigms must be controlled to guarantee a valid model. This may be witnessed for the mesh paradigm in one of the results presented in 6]. One strength of dynamic-scale model construction is that di erent scales may be utilized to help achieve model validity.
Surface Model Characteristics
In order to dynamically change scales, some model attributes must be developed which re ect the concept of detail. In this work a method is presented to characterize a surface model using three criteria:
1. validity { The validity of a polyhedral surface model may be checked for according to the following rules, adapted from ( 23] , pg. 454). In order for the model to be valid, it must satisfy the following criteria:
(a) Each face must have at least three edges.
(b) Each edge must have precisely two vertices.
(c) Each edge must belong to precisely two faces.
(d) Each vertex in a face must belong to precisely two of the face's edges.
(e) Each vertex must be unique.
(f) All vertices belonging to a face must solve the same plane equation.
(g) Edges must be either disjoint or intersect at a common vertex.
(h) Faces must be either disjoint or intersect at a common edge or vertex.
The implementation for most of these tests is straightforward. The details of the implementation of testing for edge and surface intersections may be found in 24]. None of the other criteria is de ned if the model is invalid.
2. number of surfaces { The number of surfaces in a model is important because many operations upon a model are time-dependent in the number of surfaces, such as testing for surface and edge intersections.
3. model residual { The model residual describes how well the model ts the data. The residual of a single data point to a single model face is calculated as the distance between the data point and the closest point on the model face. The residual from each point to each real surface is computed, keeping the smallest residual for each point. The model residual is then computed as the average of these distances for all points 4 . The details of an implementation for computing this model residual may be found in 15].
Experiments
The images used for experimentation in this work are summarized in Table 1 . Over 400 images were tested. The images were taken from four di erent range cameras, two of the laser radar variety (built by Odetics, Inc. , we presented a set of algorithms to construct a space envelope model from a range image. The algorithms require as input a range image, a planar patch segmentation, and values for thirteen control parameters. Although no single parameter controls the scale of the constructed model, some parameters do have greater e ect than others. After some preliminary experimentation, we discovered that three parameters were found to have the greatest impact, su cient for a ecting the scale of the constructed model: MinRegionPixels, Compactness, and MinEdgeLength. In the input segmentation given to the model builder, only regions with at least MinRegionPixels are modeled (others are deleted, and their areas essentially lled in by surrounding surfaces). Additionally, the regions may be at maximum Compactness in shape, where a circle is the ideal (lowest possible value). Boundaries between regions must be at least MinEdgeLength pixel-sides in length, in order to yield an edge in the model. In general, these parameters describe a lower limit on the "coarseness" of allowed surfaces: MinRegionPixels controls the size, Compactness controls the shape, and MinEdgeLength controls the connectivity. Table 2 .
Planar b-rep space envelopes were constructed from all the images described in Table 1 , using each of these ve sets of parameters. Table 3 lists the number of valid models constructed using each of the parameter sets for each of the image sets. Figure 1 presents the plots of the average number of real surfaces versus model residuals for each set of parameters, for each of the image sets. In all four cases, the tradeo between the two model characteristics is evident. Also, the relationship between changing between these parameter sets, and moving in the scale continuum, is established. range total set #1 set #2 set #3 set #4 set #5 camera images very-ne ne medium coarse very-coarse  Odetics  323  281  295  298  287  259  Perceptron 40  33  37  37  36  40  ABW  40  33  31  31  35  40  K2T  40  34  38  36  36  39   Table 3 : Number of valid models built using each parameter set, for each image set. Figure 2 , using the ve parameter sets. Figure 2 shows an example K2T image. Figure 3 shows the space envelopes constructed using each of the ve parameter sets. The trend of a reduction in the number of surfaces, versus an increased model residual, as the parameter sets change, is evident. One of the main points of this work is that dynamically changing the scale allows greater success in automatic valid model construction. This can only truly be appreciated by seeing larger numbers of results. All of the images and input segmentations may be viewed at http://marathon.csee.usf.edu/range/DataBase.html. The site also contains the code which constructs the space envelopes, and the code which computes the model characteristics reported in this work. range total set #1 set #2 set #3 set #4 set #5 camera images very-ne ne medium coarse very-coarse  Odetics  323  281  29  12  1  -Perceptron 40  33  5  2  --ABW  40  33  3  3  1  -K2T  40  34  4 2 -- Table 4 : Number of valid models constructed at each scale for which no valid model was obtained at a ner scale, for each image set.
Experiment #2: Obtaining 100% valid models
The purpose of the second experiment is to demonstrate the value of re-processing an image at a di erent scale (i.e., using a di erent parameter set) upon failure to build a valid model. The validity of each model is tested automatically according to the tests outlined in Section 3.
In this experiment, the following approach was taken: attempt to build a valid model at the very-ne scale. If this fails, keep trying at the next coarser scale, until successful. Table 4 lists how many models were constructed at each scale, for each image set. At the nest scale, 381 443 = 86% valid models were constructed. By using the second nest scale as a go-to in case of failure at the nest scale, 381+41 443 = 95% valid models were constructed. Incorporating the third and fourth nest scales brings the totals to 99.5% and 100% valid models, respectively. This experiment demonstrates how dynamic scale changing may be used to overcome potential weaknesses of the model building process. Although the model building process may not be 100% successful at any single scale, the active movement to di erent scales does result in a much higher success rate.
Experiment #3: Obtaining models within tolerances
The purpose of the third experiment is to demonstrate the potential of dynamic scale changing to construct models within given tolerances. In this experiment, the goal was to produce the coarsest valid model which has a residual less than X. The approach taken was as follows: attempt to build a valid model at the very-coarse scale. If this fails, or if the model's residual is greater than X, then keep trying at the next ner scale, until the conditions hold. range total set #5 set #4 set #3 set #2 set #1 no camera images very-coarse coarse medium ne very-ne model  Odetics  323  41  141  86  29  13  13  Perceptron 40  11  15  11  3  --ABW  40  5  21  8  3  2  1  K2T  40  12  18  9 1 -- Table 5 : Number of valid models constructed at each scale with a residual less than X (see text), for which no valid model with the required residual was obtained at a coarser scale, for each image set.
For demonstration, the values for X were selected as the mid-points of the spans of residuals displayed in Figure 1 . For the Odetics imagery, X = 4:5. For the Perceptron imagery, X = 7:0. For the ABW imagery, X = 2:5. For the K2T imagery, X = 0:8. Table 5 lists how many models were constructed at each scale, for each image set. For every image set, the largest number of models were constructed at the coarse scale (using parameter set #4). This coincides with the values picked for the maximum residual X, which may be seen to lie closest to the coarse points in the scale continuums in Figure 1 . However, also for every image set, a portion of the successfully constructed models met the residual requirement at the very-coarse scale. Another portion of the images required model construction at the medium, ne, or very-ne scale, before meeting the residual requirement. For 13 of the 323 Odetics images, and for 1 of the 40 ABW images, no model was successfully constructed, which also met the residual requirement, at any of the ve scales.
This experiment demonstrates how dynamic scale changing may be used to control the model building process (selecting parameter values), in an attempt to meet given tolerances. The active movement among scales produces models which meet the given criteria more closely than is possible at any single scale.
Discussion
We propose that a scale continuum may be used to bridge the automated mesh construction literature and the automated b-rep construction literature. The scale continuum may be viewed as a complexity-versus-detail modeling tradeo . For a given application, the initial selection of model building parameters may be adjusted to re ect the desired average output model properties.
The advantages of dynamic-scale model construction may also be realized in the active processing of a single image, without human intervention. Two such experiments were demonstrated in this work. In the rst experiment, our model builder dynamically changed scales to produce 100% valid models from 443 range images, where only 85% valid models were obtained at a single scale. In the second experiment, our model builder dynamically changed scales to produce models more tightly constrained by a given tolerance.
An interesting direction for future work would be to examine rebuilding portions of the model, rather than the entire model. For instance, some portions of a model may have too high a residual for a speci c task, while other portions may be within tolerances. The unacceptable areas could also be used to direct further active sensing and exploration. For instance, the SAG paradigm could be used for an initial model construction, quickly producing an extremely coarse surface model. The local residuals could then be examined for areas in which to apply the mesh paradigm, incrementally re ning the model. This would also yield knowledge of which portions of the model are viewpoint-independent.
In 10], a retro range image was produced for display by ray tracing upon the constructed superquadric model. This idea could be augmented by a comparison of the original range image to the retro range image, in relation to the scale continuum. The tradeo would be the level of \compression" (size or complexity of model) versus the level of range image degradation.
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