Presented here is a characterization of aberration in medical ultrasound imaging. The characterization is optimal in the sense of maximizing the expected energy in a modified beamformer output of the received acoustic backscatter. Aberration correction based on this characterization takes the form of an aberration correction filter. The situation considered is frequently found in applications when imaging organs through a body wall: aberration is introduced in a layer close to the transducer, and acoustic backscatter from a scattering region behind the body wall is measured at the transducer surface. The scattering region consists of scatterers randomly distributed with very short correlation length compared to the acoustic wavelength of the transmit pulse. The scatterer distribution is therefore assumed to be ␦ correlated. This paper shows how maximizing the expected energy in a modified beamformer output signal naturally leads to eigenfunctions of a Fredholm integral operator, where the associated kernel function is a spatial correlation function of the received stochastic signal. Aberration characterization and aberration correction are presented for simulated data constructed to mimic aberration introduced by the abdominal wall. The results compare well with what is obtainable using data from a simulated point source.
I. INTRODUCTION
An ultrasound image is formed as a map of the intensity of the reflected sound pulse from different spatial locations. By focusing the transmitted sound pulse at a specific location, the intensity of the transmitted field is highest around the focal point. The reflected signal then largely originates from this region. A limitation is therefore imposed on the image resolution by the size of the focal zone. The smallest obtainable size is limited by diffraction.
In medical ultrasound imaging, the transmitted pulse typically travels through the body wall before arriving at the intended focal point. The body wall consists of a heterogeneous configuration of muscular, fatty, and connective tissue. The result of propagation through a medium with variable speed of sound is degradation of the initial geometric focus beam by a widening of the focal zone. The transmitted pulse is then said to be aberrated. Experimental studies [1] [2] [3] [4] [5] and simulations 6, 7 show that this aberration can significantly reduce the image resolution.
Several different approaches have been suggested to reduce the effect of the aberration. These are mostly based on either a time-reversal mirror 8 or a time delay filter. 9 To use the time-reversal mirror, a well-defined point scatterer is needed in order to focus the signal at a point. This limits its applicability in clinical situations. Time delay ͑and amplitude͒ filters rely on the ability to estimate filter coefficients. When the received signal is from a single, known point reflector, this is mostly a trivial task; time delay and amplitude fluctuations may be observed directly in the signal. 10 For scattering from a stochastic medium, the filter must be estimated from the stochastic properties of the received signal. If the scattering medium is ␦ correlated, the resulting received signal is approximately a Gaussian process. 11 By considering scattering from a limited depth interval, the process may be assumed to be stationary and have zero mean. Since all information about a Gaussian process may be expressed in terms of its mean and its covariance function, it is reasonable to base a characterization of the aberration on the covariance function. Various algorithms for doing this are available. 12 This paper considers the characterization of aberration based on measurements of acoustic backscatter from a stochastic distribution of scatterers, as depicted in Fig. 1 . The aberration is introduced in a layer close to the transducer and is, therefore, modeled using an infinitesimal aberrating layer on the transducer surface. This layer is called a generalized frequency dependent screen 10, 11 or simply a generalized screen. The received signal is scattering from a region with within the support of a deterministic scattering object. 13 The eigenfunctions associated with high eigenvalues will focus on regions with high scattering intensity. In the case of deterministic, well-separated point scatterers, each with a unique scattering intensity, an eigenfunction of the scattering operator corresponds to a diffraction-limited focusing on one of the scatterers. 13 The corresponding eigenvalue will, in this case, reflect the intensity of the respective point scatterer. Furthermore, it has been shown that under these circumstances, an iterative application of the time-reversal mirror will converge to a diffraction limited focusing on the point scatterer with strongest intensity. 14 This paper shows how a similar analysis may be performed on stochastic backscatter signals. The main difference from previous work done in Refs. 13 and 14 is that the focal region does not contain any distinguished scatterers. However, the initially transmitted aberrated pulse will have higher amplitude in certain regions, partly due to the geometric focusing and partly due to the aberration. The aberration correction method presented is shown to focus on regions where the initially transmitted pulse has high amplitude. The location of the focal point is, therefore, determined by the aberration. The size of the focal region, however, will be close to that of an unaberrated, diffraction limited transmit beam.
The starting point for the aberration characterization is the intuitive notion of adjusting the receive signal so that, on average, it is as coherent as possible. This leads to a characterization of the aberration consistent with the generalized screen model. The paper is organized in the following way. A short review of first-order scattering is given in Sec. II A. Then a model for the stochastic signal received at the transducer is discussed in Sec. II B. A formulation for maximizing the energy in the received signal is developed in Sec. II B 1. The connection between this energy formulation and aberration characterization is discussed in Sec. II B 2. The simulated data are described in Sec. III. Results are presented in Sec. IV. Discussion and concluding remarks are given in Secs. V and VI, respectively.
II. THEORY

A. First-order scattering
The theory of first-order scattering is thoroughly covered in the literature, 11, 15 and is briefly included here for completeness and to set the notation.
Lagrangian coordinates are particularly well suited for a description of the propagation of an ultrasonic pulse as seen in medical ultrasound imaging. 16 For simplicity, both nonlinear and dissipative terms have been neglected. Conservation of mass, conservation of inertia, and a compressibility relation produce a linear wave equation for the Lagrangian pressure,
Here, (r) and (r) are the material density and compressibility at equilibrium, i.e., they are not time dependent. Following Ref. 18 , introduction of an adjusted pressure p ϭ p/ͱ simplifies the following:
where ⌽ϭͱٌ 2 (1/ͱ). In the following, the adjusted pressure will be denoted p.
In soft tissue, e.g., muscle, fat, and blood, the density and compressibility ranges from 950 to 1070 kg/m 3 and 350 to 500ϫ10
Ϫ12 Pa Ϫ1 respectively. 16 It is therefore appropriate to express the material parameters and as
where 0 and 0 are constant background values, and 1 and 1 represent deviation from these background values with a small nondimensional factor ␥. A reasonable value for ␥ in this case is 0.1. This suggests looking for a perturbation solution 19 of Eq. ͑1͒ of the form
Let c 1 (r) be given from . Note also that ⌽ will be O(␥). Let therefore ⌽(r)ϭ␥⌽ 1 (r). Using these definitions, Eq. ͑1͒ may be written as
to first order in ␥. A perturbation solution is found from
Now p 0 is the solution of the wave equation in a homogeneous medium, and p 1 represents a first-order correction term introduced by the inhomogeneities, i.e., first-order scattering. When transmitting an initial pulse from the transducer, and receiving the acoustic backscatter from an inho- mogeneous medium, the backscatter will be approximately p 1 . This is known as the Born approximation of the scattered signal.
In the frequency domain, the problem will be formulated as
Thus, p 1 on the transducer is found from p 0 by means of the appropriate Green's function 20 g,
Calculations presented in this paper are obtained using the Green's function for the Helmholtz equation in R 3 ,
g͑r, ͒ϭ e
Ϫi͉r͉/c 0 4͉r͉ .
Throughout this paper, r denotes a coordinate in the scattering region, and is a coordinate on the transducer surface.
B. Modeling of the received scattered signal
The situation studied here is one where all aberration takes place in a region close to the transducer, while all measured scattering emerges from a region close to the focal point. This is a situation typical for medical ultrasound imaging. The body wall, consisting of a heterogeneous mixture of fat, muscle, and connective tissue, produces considerable distortion of the propagating pulse, while the organs inside the body have very little impact to this effect.
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Instead of dealing with 1 , 1 , and c 1 directly, let ⌿ be an appropriate scattering distribution. For simplicity, ⌿(r,) is assumed to be a spatial point process for each frequency , such that the ''covariance function'' R ⌿ is proportional to the Dirac ␦ function,
Here E͓•͔ is the expectation operator, 2 is the intensity of the point process 21 at frequency , and ⍀ is the scattering region.
A common assumption is that the aberration introduced by the body wall is the same for all locations within the focal zone. This is valid as long as the focal zone is narrow enough, i.e., located within what is referred to as the isoplanatic patch or region. 11 Using this assumption, propagation through the body wall may be modeled by propagating through a homogeneous medium and then applying a filter. The received signal p r is thus obtained from the scattered signal p 1 as
The function s, which accounts for the aberration, is denoted generalized screen. The time-reversal argument implies that transmitting a pulse p (,) through the aberrating layer, the beam pattern in the focal zone will be as if the pulse s(,)p (,) was transmitted through a homogeneous medium.
As the aberration is mainly introduced by tissue structures in the body wall, it does not change over the time scale of the imaging process. Therefore, keeping the body wall fixed relative to the transducer, scattering from within a given isoplanatic region will have undergone the same aberration. The function s() is therefore the same for all realizations.
In the rest of this paper, all computations will be performed in the temporal frequency domain, unless otherwise stated. Explicit dependence of in quantities like pressure pulses, screens, and scatterer distributions is therefore omitted. Hence, the field p 0 (r), for a transmitted pulse p , geometrically focused at r f , is given as
where L()ϭs()l(), and l() is the apodization function used on transmit. Here T indicates that integration is done over the transducer surface. Applying the Fraunhofer approximation, valid for large f numbers, the transmitted field is given by
͑5͒
where e r ϭr/͉r͉ and L denotes the spatial Fourier transform of L obtained when L is extended by zero outside the transducer aperture. The pressure in the far field is, therefore, approximately a spherical wave modified by the Fourier transform of the product of the screen and the transducer apodization.
The scattered pressure field p 1 at a coordinate on the transducer is now calculated using Eq. ͑4͒ as
The Fraunhofer approximation then gives the received signal at the transducer surface as
The term expi͉Ϫr f ͉/c 0 /4͉r f ͉ represents geometric curvature of this signal, and is customarily removed before further processing. The measured signal is thus defined as
The corresponding ͑spatial͒ covariance function for a frequency is given as
Here use has been made of the fact that the scatterer distribution is ␦ correlated. Strictly speaking, it is the timedependent received signal at each transducer element which is a zero-mean Gaussian stochastic process. Thus, Eq. ͑7͒ is really the cross spectrum between the received signal at coordinates 1 and 2 as a function of . However, for the purpose of this paper, it is more convenient to consider the cross spectrum as a function of 1 and 2 for a fixed frequency . This is therefore denoted the covariance function for the received signal at frequency .
Eigenfunction formulation for random signals
Let p m () be the measured signal at location on the transducer surface. This is now assumed to be a second-order random field ͑as a function of space for each frequency͒. Let x be a complex L 2 function with norm 1, and define the stochastic linear functional L x as
where T indicates integration over the transducer aperture. Then
Physically, L x p m may be interpreted as a modified beamformer output signal. The quantity ʈL x p m ʈ 2 is the variance of the signal, i.e., the expected energy of the modified beamformer output.
Define the positive semidefinite linear operator A as
The operator A is Hermitian and compact with kernel function R p m . Therefore, all eigenvalues are real and nonnegative, eigenfunctions belonging to distinct eigenvalues are orthogonal and there exists a largest eigenvalue. 22 It follows that the expected energy of the modified beamformer output signal is maximized when x is an eigenfunction of A associated with the largest eigenvalue.
The eigenvalues and their corresponding eigenfunctions may be ordered according to the magnitude of the eigenvalues. The eigenfunction associated with the largest eigenvalue, denoted 1 , is then referred to as x 1 and so on.
Focusing properties
In order to investigate further the properties of the eigenfunctions of the operator A defined in Eq. ͑8͒, consider
Using R p m from Eq. ͑7͒ and defining ␣(r) to be
this may be expressed as ͗Ax,x͘ϭ
Furthermore, transmitting the pulse x()p , geometrically focused at r f , will have the far-field approximation
This expression assumes that no apodization is used on transmit for the corrected pulse, i.e., l()ϭ1 when compared to Eq. ͑5͒. Thus, correcting the transmitted pulse using the eigenfunction x 1 as an aberration correction filter, will focus the transmitted energy according to the initially transmitted field p 0 , in order to maximize Eq. ͑10͒. Note that there is a separate eigenvalue problem to be solved for each frequency. Consider first the extreme case when ͉p 0 (r)͉ϭ1, i.e., the transmitted field insonifies the whole scattering region with equal intensity. Assume also that the scattering region is cylindrical with height d and radius R ͑see Fig. 1͒ . Noting that ␣(r) is independent of the distance from the transducer along the focal axis, then ͗Ax,x͘ϭ
where
and J 1 is the Bessel function of first kind. In the current situation /c 0 ͉r f ͉ϳ10 5 . As a consequence of this, ⌳ ϳ␦(͉ 1 Ϫ 2 ͉). The largest possible value ͗Ax,x͘ is therefore obtained if ͉x͉ 2 is proportional to ͉s͉ 2 . The amplitude of the eigenfunction x 1 thus matches that of s. A shift of the corrected focus will not influence the eigenvalue, as long as the focus is kept within the scattering region. The phase is therefore not determined.
In
The maximum for this expression is obtained if x is proportional to s. Thus, the eigenfunction x 1 will be proportional to the screen. In the general case, which lies somewhere between these two extremes, it is difficult to find a direct relationship between the screen x 1 and s. Let 1/͉r͉ be approximated by 1/͉r f ͉ in the region where p 0 (r) is significantly different from zero, i.e., the region which contributes to the integral in Eq. ͑10͒. Combining Eqs. ͑10͒ and ͑11͒ yields ͗Ax,xͩ͘
The intensity of the transmit signal using x 1 as a correction filter will, therefore, be focused into areas where the intensity of p 0 (r) was high.
It is worth noting that there is an upper bound for the largest eigenvalue since
Furthermore,
where ␤͑͒ϭs͑͒x͑͒,
Maximum for ʈ p cor ʈ 4 2 is attained when the phase of ␤ is zero, i.e., the phase of x is equal to that of s. Inequality ͑12͒ is, however, an equality if ͉p cor (r)͉ is proportional to ͉p 0 (r)͉. An iterative correction process is therefore suggested, where the eigenfunction associated with the largest eigenvalue is used to transmit a corrected pulse. The scattering of this corrected transmit pulse has a correlation function which then is used to find a new eigenfunction. By repeating this process, no further improvement is possible only if inequality ͑12͒ is satisfied as an equality, and ʈ p cor ʈ 4 2 attains its maximum.
A net prism effect of the body wall manifests itself as a shift of the actual focal point from the intended location of r f to the location r 0 ͑see Fig. 2͒ . However, due to reciprocity, scattering from r 0 will appear as if emerging from r f , when observed at the transducer. 11 Therefore, scattering from a uniform distribution of scattering will always appear to emerge from a location around r f . A consequence of this is that observations of the screen s based on such random scattering data do not contain information about the shift from r f to r 0 , i. Therefore, a linear term ͑as a function of ͒ in the phase of the correction filter is related to a shift of the focal point away from r 0 . As there is no way to identify a shift from r 0 to r f based on the available random scattering data, no distinction will be made here between s and s. Thus far, most of the calculations have been performed assuming everything is within an isoplanatic region. The idea of maximizing the expected energy of the received signal makes physical sense without this assumption. Intuitively, maximizing the energy will align the aberrated wave front, thus countering the aberration experienced in the receive signal. Furthermore, studies have concluded that the isoplanatic assumption is justified in practical situations of interest.
e., what is observed is not s() but a different screen s(). The phase of s() does not contain a linear component as a function of
, ͵ T arg͕s͑ ͖͒ dϭ ͵ T arg ͭ s͑ ͒exp ͩ Ϫi c 0 r 0 • ͉r f ͉ ͪͮ dϭ0.
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III. METHOD
The simulated ultrasound measurements were created using ABERSIM, a simulation package with routines for simulating forward propagation of an acoustic wave field 24 and aberration of the ultrasonic pulse. 10 In this study, only linear effects without absorption were studied. All simulations were conducted in two dimensions ͑2D͒. This does not alter the fundamental results, as a similar theory may be developed 
A transmit pulse with center frequency of 2.5 MHz and a geometric focal point at a depth of 6.0 cm was transmitted from a 2.0-cm-wide transducer. The f number of the simulations is therefore approximately 3.0. Aberration was introduced in a 2.0-cm-thick aberrating layer close to the transducer. The acoustic scattering was produced by a d ϭ3.0-cm-thick scattering region. The scattering region extended symmetrically about the focal plane; between ranges 4.5 and 7.5 cm from the transducer. The width of the scattering region was Rϭ5 cm to either side of r f ͑see Fig. 1͒ . It consisted of a spatially uniform distribution of point scatterers, approximately 1600 scatterers per square centimeter. Each point scatterer was independently assigned a scattering intensity from a Gaussian distribution. In accordance with Eq. ͑3͒, the scattering was simulated as proportional to 2 . Uncorrelated realizations of the backscatter signal were obtained by replacing the set of point scatterers from one simulation to the next. In order to estimate the required spatial correlation functions, 20 uncorrelated realizations of the acoustic backscatter were used.
Two different aberrators were utilized in this study; a weak aberrator, and a strong aberrator. A detailed description of them is given by Måsøy et al., 10 where they are referred to as w6 and s6, respectively. The weak aberrator produced arrival time fluctuations with a rms value of 49.8 ns and a correlation length of 6.4 mm. The corresponding energy level fluctuations had a rms value of 3.1 dB with a 3.6 mm correlation length. The strong aberrator produced arrival time fluctuations with a rms value of 53.7 ns and a correlation length of 5.8 mm. The corresponding energy level fluctuations had a rms value of 4.1 dB with 1.4 mm correlation length. These aberrators were created to produce aberration exhibiting similar characteristics to that of published measurements. Måsøy showed that almost ideal aberration correction was obtained for both aberrators using a time delay and amplitude correction filter. This filter was obtained by identifying the wave front from a known point source, and is an approximation of the screen s by making the phase a linear function of frequency.
The fact that a point source correction filter was found to work well, motivates the use of this as a reference in the current study. However, in order for this to be comparable to a correction filter based random scattering, the point source was placed in the real focal point of the transmit beam r 0 , and not in the intended focal point r f ͑see the discussion at the end of Sec. II B 2͒. It further motivates looking for a time delay and amplitude correction filter only, instead of solving the eigenvalue problems for each frequency and performing aberration correction using a general filter.
IV. RESULTS
In the following, eigenvalues and their corresponding eigenfunctions are ordered according to the magnitude of the eigenvalues. The eigenfunction associated with the largest eigenvalue is then referred to as the first eigenfunction, and so on.
A transmit pulse was created being the sum of three pulses u 1 , u 2 , and u 3 . These pulses had focal points r f , 0.4 mm to the left of r f , and 0.4 mm to the right of r f , respectively. No aberration was used for the transmitted beam, thus p 0 consisted of three diffraction-limited lobes with different peak values. Aberration was introduced using the weak aberrator for the scattered signal. The three first eigenfunctions were then used to compute time delay and amplitude characterizations of the aberration. The time delay and amplitude screens were used to correct the transmit signal. Figure 3 shows the result with relative transmit amplitudes 1.0, 0.75, and 0.5 for u 1 , u 2 , and u 3 , respectively. Time delay and amplitude estimates from the first eigenfunction are very similar to the reference, although an additional apodization is included in the estimate. The corresponding corrected beam profiles are shown in Fig. 4 . It is evident that each eigenfunction focuses on a location with high initial transmit amplitude. The strength of these maxima is associated with the respective eigenvalue.
A transmit pulse with a single focal point r f was then transmitted through the weak aberrator, producing an aberrated beam profile. Figure 5 displays the results using the first eigenfunction for correction. Again, in agreement with Eq. ͑10͒, using the first eigenfunction focuses the transmit signal onto maxima for the amplitude of the initial transmit signal.
Figures 6 and 7 display the estimation and correction results using a transmit pulse with a single focal point and the strong aberrator on both transmit and receive. In this case, the first eigenfunction does a good job of gathering the beam in a narrow focus, but causes a shifted focal point. However, using the second eigenfunction recovers the correct focal point. Note that the linear term in the phase is   FIG. 3. Characterizations of the aberration. The transmit pulse had three distinct, diffraction limited focal points ͑not aberrated͒. The acoustic backscatter was aberrated by the weak aberrator. Time delay and amplitude characterization was obtained from the covariance function estimated at the center frequency ͑solid line͒ and compared to a reference obtained from point source simulations ͑dash-dot line͒. Top: time delays estimated from the first, second, and third eigenfunctions ͑left to right͒. Bottom: amplitude fluctuations estimated from the first, second, and third eigenfunctions ͑left to right͒. Relative magnitude of the eigenvalues were: 1, 0.8, and 0.5. A linear term corresponding to a steering of Ϫ1.4°, Ϫ16.5°, and 4.9°͑left to right͒ was removed from the time delays before presentation.
larger for the first eigenfunction than for the second eigenfunction.
In accordance with the theory, these simulations show that eigenfunctions associated with a reasonably large eigenvalue have focusing properties. Furthermore, the linear contribution to the eigenfunction phase is related to a shift of the focal point relative to the focal point of a transmit beam with ideal correction.
In order to improve the tightness of the focus while minimizing the shift of the focal point caused by the aberration correction, a modification of the iterative approach would be to choose among the eigenfunctions associated with reasonably large eigenvalues, the one with the smallest linear contribution to the phase. Iteration should be repeated until one eigenvalue is dominant. Figure 8 shows how consistently choosing the eigenfunction associated with a large eigenvalue but with the smallest linear term in the screen phase will result in improved focusing.
V. DISCUSSION
The beam profiles obtained from corrected transmit pulses in Fig. 4 show that the first two eigenfunctions will focus the transmit pulse at maxima for the initial transmit pulse. The corresponding eigenvalues are 1.0 and 0.8, respectively. Therefore they will both result in a reasonable focusing, but at different locations. The third eigenfunction is associated with a smaller eigenvalue ͑0.5͒, and hence does not produce the same degree of focusing when used as an aberration correction filter. The same trend is also apparent in Fig. 7 for the strong aberration. However, the corrected pulse here shows a more marked split into two relatively large lobes. This is due to the severe aberration also having two more or less equal lobes.
When comparing the estimated time delays and amplitudes to their respective references, there is relatively good agreement for the first eigenfunction in the simulations using the weak aberrator and for the second eigenfunction in the simulations using the strong aberrator. The amplitude of the eigenfunction does, however, include an additional apodization compared to the reference. Apodization is commonly used to reduce the sidelobe levels at the expense of broadening the main lobe. In the presence of aberration, however, apodization may well produce increased aberration instead of reduced sidelobe levels. As the eigenfunction will produce a corrected transmit pulse which focuses the energy according to Eq. ͑10͒, the appropriate apodization will be part of the eigenfunction itself. No additional apodization is therefore necessary, and may indeed alter the transmit pulse sufficiently for the eigenfunction not to be a good correction filter. For the strong aberrator, the first eigenfunction produces a corrected beam profile with a maximum which does not coincide with the maximum of the reference. The second eigenfunction does recover the correct maximum. The eigenfunction which produces a shifted focus also has a linear term in the phase, corresponding to a larger steering angle. However, even the second eigenfunction has a significant linear term, although it is smaller than for the first eigenfunction. This is due to the fact that asymmetric sidelobes will contribute to an effective shift of the center of mass for the beam profile. It is tempting, although not necessarily correct to assume that removing the linear slope observed in the phase estimate will recover the correct focal point. Again this is because the filter has been constructed to focus transmit energy according to a specific criterion. Altering the filter may invalidate these properties. That being said, when the steering angle is small, the isoplanatic assumption justifies removing the slope. Subsequent eigenfunctions will have corresponding eigenvalues which are smaller, and do not concentrate the beam to the same extent when used for aberration correction. They are, therefore, not as compelling for focusing purposes. In addition, the linear phase will be highly influenced by asymmetric sidelobes, making it difficult to predict their actual focal point.
Using the argument about the linear component of the eigenfunction phase, an eigenfunction with minimal linear term of the phase will concentrate the corrected pulse around the same location as the initial pulse. It will, therefore, not add significantly to the translation of the focal point. However, the focusing will be weaker for smaller eigenvalues. As a result a trade-off will have to be made, depending on if a narrow focus is desired or if a correctly located focus is more important. An iterative procedure will improve the focus. This is demonstrated in Fig. 8 .
The aberration correction technique presented here is based on an energy maximization, and hence will focus the signal according to Eq. ͑10͒. The focusing properties are therefore preserved even for strong aberration.
The focus of this paper has been to show how eigenfunctions may be applied as aberration correction filters in order to improve the transmit focus for ultrasound imaging. It is obvious, however, that aberration correction also needs to be applied on the receive signal in order to form a good image. By construction, using the eigenfunction associated with the largest eigenvalue will produce the highest expected energy in the beamformer output of any aberration correction filters for the given receive signal. As the image is formed from the envelope of this beamformer output, the filter therefore maximizes what has been referred to as speckle brightness. 25 Zhao and Trahey 26 have suggested using speckle brightness as an image quality factor. Using this measure, the eigenfunction will not only produce an improved transmit focus, but also result in an optimal ultrasound image, when applied for aberration correction on the received signal.
VI. CONCLUSION
Theoretical considerations of the far-field scattering pattern suggest that eigenfunctions associated with large eigenvalues of a Fredholm integral operator possess the desired focusing properties when used as an aberration correction filter. The kernel function of this operator is the covariance function of the received stochastic backscatter. In the limiting case, where the transmitted pulse is reflected from only the focal point, the operator will have only one nonzero eigenvalue, and the corresponding eigenfunction will coincide with the generalized screen model for the aberration. This is analogous to the focusing properties of eigenfunctions investigated in Refs. 13 and 14.
Scattering simulations have been presented to illustrate this property. The degree of aberration correction obtained depends on the size of the corresponding eigenvalue relative to the others.
A linear term in the phase of the eigenfunction indicates that the focal point of the corrected pulse will be shifted relative to the initially transmitted pulse. This will therefore contribute to a shift of the corrected focal point away from the intended focal point. Allowing the use of eigenfunctions with a lower eigenvalue makes it possible to reduce this movement by selecting an eigenfunction with a small linear term. This comes at the expense of the focus quality of the corrected transmit pulse. An iterative approach where the eigenfunction with smallest linear term is used in each step, will recover the lost degree of focusing, and thus give an optimal focus recovery.
