Localiser des sources d'incohérence spécifiques sans les calculer toutes by Gregoire, Eric et al.
Localiser des sources d’incohe´rence spe´cifiques sans les
calculer toutes
Eric Gregoire, Bertrand Mazure, Ce´dric Piette
To cite this version:
Eric Gregoire, Bertrand Mazure, Ce´dric Piette. Localiser des sources d’incohe´rence spe´cifiques
sans les calculer toutes. Actes des Cinquie`mes Journe´es Francophones de Programmation par
Contraintes, Orle´ans, juin 2009, Jun 2009, France. pp.95-105, 2009. <hal-00390920>
HAL Id: hal-00390920
https://hal.archives-ouvertes.fr/hal-00390920
Submitted on 3 Jun 2009
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
Actes JFPC 2009
Localiser des sources d’incohe´rence spe´cifiques
sans les calculer toutes
E´ric Gre´goire Bertrand Mazure Ce´dric Piette
Universite´ Lille-Nord de France, Artois, F-62307 Lens
CRIL, F-62307 Lens
CNRS UMR 8188, F-62307 Lens
{gregoire,mazure,piette}@cril.fr
Re´sume´
Cet article pose le proble`me suivant : e´tant donne´
un sous-ensemble Γ d’une formule CNF Σ, Γ prend-il
part aux sources de l’incohe´rence de Σ ? Pour re´pondre a`
cette question, une approche originale permettant de ve´-
rifier si Γ chevauche au moins une sous-formule minimale
incohe´rente (MUS) de Σ est pre´sente´e. De plus, si la re´-
ponse est positive, un tel MUS est calcule´ et retourne´.
Cette technique re´-exprime le proble`me dans un cadre ou`
les clauses de Σ sont regroupe´es en clusters qui sont ma-
nipule´s comme les entite´s atomiques de la formule. Les
clusters sont ensuite progressivement affine´s selon leur
niveau de conflits mutuels, et les plus prometteurs sont
se´lectionne´s et divise´s, permettant d’e´laguer les clauses
inutiles jusqu’a` ce que la quantite´ de ressources alloue´es
soit e´puise´e ou jusqu’a` ce qu’une solution soit retourne´e.
La viabilite´ et l’utilite´ de cette approche sont e´value´es
empiriquement.
1 Introduction
Ces dernie`res anne´es, de nombreuses e´tudes se sont
concentre´es sur l’explication de l’incohe´rence d’une
instance SAT, fournie a` travers des ensembles mini-
maux de clauses conflictuelles. En effet, bien que cer-
tains solveurs (e.g. [5, 1]) puissent fournir une trace
de la preuve d’incohe´rence calcule´e, celle-ci n’est pas
toujours suffisante car elle ne garantit pas que l’en-
semble de clauses retourne´ devienne cohe´rent avec la
suppression de n’importe lequel de ses membres. Par
conse´quent, plusieurs contributions re´centes ont porte´
sur la localisation de sous-ensembles minimalement in-
cohe´rents de clauses (MUS pourMinimal Unsatisfiable
Subformula) d’instances SAT incohe´rentes ([11, 21],
consulter [10] pour une vue d’ensemble re´cente des
diffe´rentes techniques). En terme de complexite´ dans
le pire des cas, le calcul des MUS posent plusieurs
proble`mes majeurs. Tout d’abord, une formule CNF
contenant n clauses peut posse´der jusqu’a` C
n/2
n MUS
dans le pire cas. Ensuite, ve´rifier si une formule don-
ne´e appartient ou non a` l’ensemble des MUS d’une
CNF Σ est un proble`me Σp
2
-difficile [4]. Toutefois, des
approches pour localiser un MUS viables dans de nom-
breuses circonstances ont e´te´ propose´es [22, 9]. En
outre, dans le but de circonvenir a` la possible explosion
combinatoire du nombre de MUS d’une formule CNF,
des variantes au proble`me de l’extraction exhaustive
des MUS ont e´te´ propose´e, comme celui de concept de
couverture inconsistante, repre´sentant un ensemble de
causes minimales et non corre´le´es de l’incohe´rence [9].
Enfin, des algorithmes pour calculer l’ensemble com-
plet des MUS de Σ ont e´galement e´te´ propose´s et se
montrent efficaces, au moins pour certains proble`mes
ne posse´dant pas un trop grand nombre de MUS.
Quand un utilisateur est face a` une instance SAT
incohe´rente Σ, il peut avoir certaines croyances a` pro-
pos d’un sous-ensemble de clauses Γ potentiellement
en cause dans l’un des conflits de Σ. Dans ce cadre,
il peut de´sirer ve´rifier si ses croyances sont fonde´es et
si Γ participe effectivement a` l’incohe´rence de Σ. En
dehors de la situation ou` Σ \ Γ est satisfiable pour la-
quelle la re´ponse est e´vidente, c’est une requeˆte qui
est calculatoirement lourde, tout particulie`rement si
l’utilisateur de´sire obtenir une explication sous forme
d’un MUS contenant des informations de Γ. En fait,
les techniques actuelles ne permettent pas de re´pondre
a` une requeˆte comme celle-ci sans calculer l’ensemble
des MUS de Σ.
Nous proposons dans ce papier une approche origi-
nale pour re´pondre a` ce proble`me, sans calculer tous
les MUS de Σ. Pour circonvenir a` la tre`s haute com-
plexite´ dans le pire cas (du moins, dans une certaine
mesure) de cette requeˆte, le proble`me est exprime´ dans
un cadre a` gros grains ou` des clusters de clauses de Σ
sont forme´s, puis conside´re´s comme les e´le´ments de
base de la formule et examine´s selon leur niveau de
conflits mutuels. Le cadre est ensuite progressivement
raffine´ en divisant les clusters les plus prometteurs et
en e´laguant ceux qui ont e´te´ prouve´s inutiles jusqu’a` ce
que la quantite´ de ressources alloue´es soit e´puise´e ou
jusqu’a` ce qu’une solution soit retourne´e. Notons que
le niveau de conflits mutuels entre clusters est mesure´
graˆce a` une forme de valeur de Shapley [20], ce´le`bre
dans la communaute´ de la the´orie des jeux.
Le papier est organise´ comme suit. Dans la section
suivante, les pre´liminaires formels sont donne´s, ainsi
que les de´finitions de base, certaines proprie´te´s sur
les MUS et la de´finition de la mesure d’incohe´rence
de Shapley. Les principes ge´ne´raux de l’approche sont
de´crits en section 3. Le sche´ma de notre algorithme
est de´taille´ en section 4, tandis que des re´sultats expe´-
rimentaux sont fournis et discute´s en section 5. Cer-
tains travaux connexes sont ensuite de´crits avant de
conclure par des pistes de recherche que nous pensons
prometteuses.
2 Pre´liminaires logiques, MUS et mesure
de Shapley
2.1 Pre´liminaires logiques et SAT
Soit L le langage propositionnel standard, de´fini
inductivement de manie`re usuelle a` partir d’un en-
semble P de symboles propositionnels (repre´sente´s par
des lettres minuscules a, b, c, etc.), les constantes boo-
le´ennes ⊤ et ⊥, et les connecteurs standard ¬, ∧, ∨,
⇒ et ⇔. Une instance SAT est une formule proposi-
tionelle sous forme CNF, c’est-a`-dire une conjonction
(repre´sente´e par un ensemble) de clauses, ou` une clause
est une disjonction (repre´sente´e par un ensemble) de
litte´raux, un litte´ral e´tant une variable propositionelle
ou sa ne´gation. Dans la suite, les lettres grecques ma-
juscules comme ∆,Γ, etc. seront utilise´es pour repre´-
senter des ensembles de clauses, les lettres grecques
minuscules telles que α, β, γ etc. pour repre´senter des
clauses.
SAT est le proble`me de de´cision NP-complet qui
consiste a` ve´rifier si une CNF est satisfiable, c’est-a`-
dire si elle admet au moins un mode`le. Par la suite,
nous utiliserons indiffe´remment les termes satisfiable
(resp. insatisfiable) et cohe´rent (resp. incohe´rent). En
outre, tout au long de ce papier, nous supposons que Σ
est une instance SAT incohe´rente et Γ est un ensemble
a
¬b
¬a ∨ b ¬a ∨ c ∨ d
¬d
b ∨ ¬c
¬d ∨ e
a ∨ ¬c ∨ ¬e
Fig. 1 – MUS de l’Exemple 1.
de clauses tel que Γ ⊂ Σ.
2.2 MUS d’une instance SAT
Un MUS d’une instance SAT insatisfiable Σ est un
sous-ensemble de clauses de Σ qui ne peut eˆtre rendu
plus petit sans restaurer sa cohe´rence. Un MUS repre´-
sente par conse´quent une cause minimale de l’incohe´-
rence, exprime´e sous forme de clauses conflictuelles.
De´finition 1 Un ensemble de clauses Γ est un sous-
ensemble minimalement incohe´rent (MUS pour Mini-
mally Unsatisfiable Subformula) de Σ ssi :
1. Γ ⊆ Σ
2. Γ est insatisfiable
3. ∀∆ ⊂ Γ, ∆ est satisfiable.
L’exemple suivant illustre le fait que deux MUS
peuvent se chevaucher l’un l’autre.
Exemple 1 Soit Σ = {¬d ∨ e, b ∨ ¬c, ¬d, ¬a ∨
b, a, a∨¬c∨¬e, ¬a∨c∨d, ¬b}. Σ est insatisfiable et
contient 2 MUS {a, ¬a∨b, ¬b} et {b∨¬c, ¬d, a, ¬a∨
c ∨ d, ¬b} repre´sente´s en Figure 1.
Cet exemple illustre e´galement les diffe´rents roˆles
que peut jouer une clause par rapport a` l’incohe´rence
d’une instance SAT Σ. Suivant la cate´gorisation
propose´e dans [16], une clause est dite ne´cessaire si
celle-ci apparaˆıt dans tous les MUS de Σ. Supprimer
une telle clause de Σ en restaure la satisfiabilite´.
Les clauses potentiellement ne´cessaires de Σ appar-
tiennent a` au moins l’un de ses MUS, mais pas a`
tous. Retirer l’une de ces clauses ne suffit pas a`
restaurer la cohe´rence de l’instance SAT, mais elles
peuvent devenir ne´cessaires avec la suppression de
clauses approprie´es. Les clauses n’appartenant a`
aucune de ces 2 cate´gories (c’est-a`-dire n’appartenant
a` aucun MUS) sont appele´es non ne´cessaires. Retirer
n’importe quel combinaison de ces clauses ne permet
en aucun cas de restaurer la satisfiabilite´ de Σ. Assez
clairement, une instance SAT incohe´rente ne contient
pas toujours de clauses ne´cessaires, puisque celle-ci
peut contenir 2 MUS ne se chevauchant pas.
Exemple 1 (suite) Les 2 clauses  a  et  ¬b 
sont ne´cessaires par rapport Σ,  ¬d ∨ e  et
 a ∨ ¬c ∨ ¬e  sont non ne´cessaires, tandis que les
autres clauses de Σ sont potentiellement ne´cessaires.
De nombreuses techniques ont e´te´ propose´es pour la
localisation d’un MUS au sein d’une CNF incohe´rente
[10]. Cependant, ces approches ne peuvent a priori pas
tenir compte de conditions stipulant que le MUS cal-
cule´ doit contenir certaines clauses. En conse´quence,
dans le but de calculer une source de conflits spe´ci-
fique, la seule solution consiste en l’utilisation d’outils
tels que [17, 8] qui retourne l’ensemble complet des
MUS de Σ. Notons que les plus efficaces de ces ap-
proches extraient les sous-formules maximales satis-
fiables (MSS pour Maximal Satisfiable Subsets) de Σ
[17] de la formule comme e´tape pre´liminaire, et en de´-
rivent par ensemble intersectant celui des MUS. Ainsi,
ces techniques sont difficilement viables en pratique
quand des formules de grande taille sont conside´re´es,
meˆme si le nombre de MUS de celles-ci est relativement
petit par rapport au nombre de clauses de la CNF.
2.3 Mesure d’incohe´rence de Shapley
Il existe de nombreuses e´tudes visant a` mesurer les
diffe´rents niveaux d’incohe´rence d’un ensemble de for-
mules. Dans la suite de ce papier, nous utiliserons une
forme de mesure de Shapley [20] pre´sente´e dans [12].
La mesure d’incohe´rence de Shapley d’une clause α
dans une instance SAT Σ fournit un score base´ sur
le nombre de MUS de Σ contenant α, ainsi que sur
la taille de chacun de ces MUS, ce qui permet de te-
nir e´galement compte de  l’importance  de chaque
clause dans chaque source d’incohe´rence.
De´finition 2 [12] Soient Σ une instance SAT et α ∈
Σ. Soit ∪MUSΣ l’ensemble des MUS de Σ. La mesure
d’incohe´rence MI de α dans Σ, note´e MI (Σ, α), est
de´finie comme :
MI (Σ, α) =
∑
{∆t.q.∆∈∪MUSΣ et α∈∆}
1
|∆|
Les proprie´te´s d’une telle mesure sont e´tudie´es dans
[12]. L’ide´e ge´ne´rale est qu’une clause apparaissant
dans de nombreux conflits va obtenir un score impor-
tant, alors qu’une clause contenue dans un  grand 
MUS aura un plus faible score qu’une autre clause
contenue dans un MUS plus petit.
Exemple 2 En conside´rant la CNF Σ de l’Exemple
1, on a :
– MI (Σ,¬a ∨ b) = 1
3
– MI (Σ, b ∨ ¬c) = 1
5
– MI (Σ,¬d ∨ e) = 0
– MI (Σ, a) = MI (Σ,¬b) = 1
3
+ 1
5
= 8
15
.
Dans la suite de ce papier, cette mesure sera e´ten-
due pour caracte´riser les niveaux de conflits entre des
formules conjonctives.
3 Principes ge´ne´raux de l’approche
3.1 De´finition du proble`me
On dit qu’un ensemble de clauses boole´ennes Γ par-
ticipe effectivement a` l’incohe´rence d’une instance SAT
Σ si Γ contient au moins une clause qui appartient a`
au moins un MUS de Σ, c’est-a`-dire une clause qui
est ne´cessaire ou potentiellement ne´cessaire par rap-
port a` l’incohe´rence de Σ. Dans ce cas, notre but est
de fournir l’un des MUS de Σ chevauchant Γ. Plus
formellement :
De´finition 3 Soient ∪MUSΣ l’ensemble des MUS d’un
ensemble de clauses boole´ennes Σ et Γ un sous-
ensemble de Σ. Γ participe a` l’incohe´rence de Σ ssi
∃α ∈ Γ,∃∆ ∈ ∪MUSΣ t.q. α ∈ ∆.
De manie`re e´vidente, si Γ contient au moins une
clause ne´cessaire (par rapport a` Σ), alors elle parti-
cipe effectivement a` son incohe´rence. Dans ce cas spe´-
cifique, ve´rifier sa participation ne ne´cessite au plus
que k appels a` un solveur SAT, ou` k est le nombre de
clauses de Γ, puisqu’il existe α ∈ Σ ∩ Γ t.q. Σ \ {α}
soit satisfiable. De plus, dans ce cas tout MUS de Σ
chevauche Γ et fournit une solution a` notre proble`me.
Cependant, dans le cas ge´ne´ral, Γ ne contient pas ne´-
cessairement une telle clause, rendant le proble`me du
calcul d’un MUS contenant l’une de ces clauses parti-
culie`res plus difficile.
3.2 Utilisation des clusters pour simplifier le pro-
ble`me
Pour circonvenir a` la forte complexite´ du proble`me
de l’extraction d’un MUS spe´cifique, nous avons re-
cours a` une strate´gie consistant a` partitioner Σ en un
nombre pre´de´fini de m sous-ensembles, appele´s clus-
ters, comme e´tape pre´liminaire.
De´finition 4 Soit Σ une formule CNF. Un m-
clustering de clauses Π de Σ est une partition de Σ
en m sous-ensembles Πj(j ∈ [1..m]). Πj est appele´ le
je`me cluster de Σ (par rapport au clustering Π de Σ).
Pour des raisons pratiques, nous utiliserons la no-
tation Πj pour repre´senter a` la fois l’ensemble des
clauses formant le je`me cluster de Σ et la formule faite
de la conjonction de ces clauses. De plus, l’union en-
sembliste de clusters repre´sentera la conjonction des
clauses qu’ils contiennent.
Les clauses contenues au sein d’un meˆme cluster sont
conside´re´es conjonctivement pour devenir une formule
vue comme une entite´ indivisible au sein de Σ. Les
clauses de Γ sont traite´es de la meˆme manie`re. Le pro-
ble`me initial est donc e´leve´ a` un niveau d’abstraction
moins fin, consistant a` tester la fac¸on dont la formule Γ
prend place dans l’incohe´rence de Σ, maintenant com-
pose´e de m sous-formules atomiques.
3.3 Des MUS aux MUSC
Le proble`me que nous traitons ici est donc rele´gue´
a` un cadre ou` l’incohe´rence est analyse´e a` travers des
clusters de clauses. Le concept de MUS doit donc eˆtre
adapte´ en conse´quence, donnant naissance au concept
d’ensemble minimalement incohe´rent de clusters pour
un clustering Π (note´ MUSCΠ pour Minimally Unsa-
tisfiable Set of Clusters) de Σ.
De´finition 5 Soient Σ une formule CNF et Π un m-
clustering de clauses de Σ. Un ensemble minimalement
incohe´rent de clusters pour Π (note´ MUSCΠ ) MΠ de
Σ est un ensemble de clusters t.q. :
1. MΠ ⊆ Π
2. MΠ est insatisfiable
3. ∀Φ ∈MΠ, MΠ \ {Φ} est satisfiable
L’ensemble des MUSCΠ de Σ est note´ ∪MUSCΠ .
Le concept  classique  de MUS est une instancia-
tion particulie`re de celui de MUSC, ou` chaque cluster
est en fait une simple clause. Par conse´quent, les MUS
repre´sentent le niveau d’abstraction le plus fin pour ex-
pliquer l’incohe´rence de Σ, tandis que celui de MUSC
permet la de´couverte d’explication de l’incohe´rence a`
gros grains.
Conside´rons les clauses dont la participation a` l’in-
cohe´rence d’une instance SAT Σ veut eˆtre e´tablie.
Quand de telles clauses apparaissent dans un MUSCΠ
de Σ (pour n’importe quel clustering Π), elles parti-
cipent e´galement a` l’incohe´rence de Σ quand le pro-
ble`me est traite´ a` des niveaux d’abstraction infe´rieurs,
c’est-a`-dire au niveau des clauses. Plus formellement :
Proposition 1 Soient Σ une instance SAT, Π un m-
clustering de Σ et MΠ un MUSCΠ de Σ. Si Πi ∈MΠ,
alors ∃α ∈ Πi,∃Ψ ∈ ∪MUSΣ t.q. α ∈ Ψ.
a
b ∨ d
¬a
c ∨ ¬d
¬f ∨ d
¬e ∨ ¬f
a ∨ ¬c ∨ d
¬b ∨ ¬e
a ∨ d
b ∨ ¬c
f
¬b ∨ ¬c
b ∨ d ∨ f
e
Ê
Ë
Ì
Í
Î
Fig. 2 – MUS de la CNF Σ de l’Exemple 3.
Une telle transformation de ce proble`me posse`de des
caracte´ristiques inte´ressantes, d’un point de vue calcu-
latoire. Celles-ci seront exploite´es dans notre approche.
Cependant il n’y a pas de miracle : comme le proble`me
est une simplification du proble`me initial, certaines
sources d’incohe´rence peuvent disparaˆıtre. Toutefois,
cette simplification reste tout a` fait compatible avec
notre but initial et un algorithme correct et complet
(dans le sens ou` il retourne un MUS de Σ chevauchant
Γ s’il en existe un) est propose´.
Exemple 3 Soit Σ une instance SAT compose´e de 14
clauses, telle qu’illustre´e en Figure 2. Ces 14 clauses
forment 9 MUS. Par exemple, prouver que les clauses
 ¬a  et  c ∨ ¬d  participent effectivement a` l’in-
cohe´rence de Σ ne´cessite dans le pire cas l’extraction
de l’ensemble exhaustif des MUS de cette CNF. Re-
groupons maintenant les clauses en 5 clusters, de la
fac¸on de´peinte en Figure 2. A` ce niveau d’abstraction,
on ne compte que 3 MUSCΠ , qui sont M1 = {Ê,Ì},
M2 = {Ë,Ì,Í} et M3 = {Ë,Í,Î}, en utilisant les
e´tiquettes des clusters de la Figure. Ce clustering li-
mite donc le nombre d’entite´s en contradiction tout
en prouvant qu’au moins l’une des clauses  ¬a  ou
 c ∨ ¬d  appartient a` un MUS de Σ.
Cet exemple illustre l’inte´reˆt de grouper les clauses
en clusters, permettant d’e´viter le calcul de tous les
MUS pour re´pondre a` la requeˆte de l’existence d’un
MUS spe´cifique. Cependant, si certaines clauses grou-
pe´es en un certain clustering n’apparaissent dans au-
cun MUSC, ceci ne signifie pas ne´cessairement qu’elles
ne participent pas a` l’incohe´rence de la CNF au niveau
des clauses.
Proposition 2 Soient Σ une instance SAT et Π un
n-clustering de Σ. Si ∃Πi ∈ Π,∃ une clause α ∈ Πi,∃
un MUS Ψ ∈ MUSΣ t.q. α ∈ Ψ, alors Πi n’apparaˆıt
pas ne´cessairement dans un MUSCΠ de Σ.
Exemple 4 Soit Σ = {¬c,¬a, b∨ c, a,¬b}. Σ posse`de
2 MUS : MUS1
Σ
= {¬a, a} et MUS2
Σ
= {¬b, b∨ c,¬c}.
Conside´rons maintenant le 3-clustering Π de Σ t.q.
Π1 = {¬b, a}, Π2 = {¬a, b ∨ c} et Π3 = {¬c}. Nous
obtenons :
Π1 Π2 Π3
MUS1
Σ
a ¬a
MUS2
Σ
¬b b ∨ c ¬c
A` ce niveau d’abstraction, le seul MUSCΠ est
{Π1,Π2}, capturant MUS
1
Σ
. Cependant, MUS2
Σ
n’est
pas repre´sente´ dans cet unique MUSCΠ , puisque ses
clauses sont divise´es dans chaque cluster de Π. En par-
ticulier, ce clustering ne permet pas de conclure quant
a` la participation effective de  ¬c  dans l’incohe´-
rence de Σ.
Il existe donc un phe´nome`ne de  subsumption 
entre les causes de l’incohe´rence quand les clauses sont
regroupe´es en clusters. D’un coˆte´, le nombre de sources
d’incohe´rence de Σ de´croˆıt en conse´quence (ce qui est
notre but) et une approche adapte´e peut tirer parti des
MUSC pour se focaliser sur les plus prometteurs. D’un
autre coˆte´, il faut s’assurer que l’information qui nous
inte´resse sur l’incohe´rence de Σ ne soit pas cache´e par
le clustering, rendant notre but de calculer un MUS
spe´cifique impossible a` atteindre, bien qu’un tel MUS
existe. Dans une certaine mesure, cet exemple illustre
e´galement que la fac¸on dont les clusters sont forme´s
(et les MUS disse´mine´s en leur sein) influe de manie`re
cruciale sur l’efficacite´ d’une telle approche.
3.4 Mesurer les conflits graˆce aux MUSC
La mesure d’incohe´rence de Shapley de´crite en
section 2.3 ne´cessite d’eˆtre adapte´e aux clusters de
clauses, maintenant conside´re´s comme e´le´ments ato-
miques d’une instance SAT.
De´finition 6 Soient Σ une instance SAT et Π un
m-clustering de Σ. La mesure d’incohe´rence MI d’un
cluster Πi de Π est de´finie comme suit :
MI (Πi) =
∑
{M |M∈∪MUSCΠ et Πi∈M}
1
|M |
Une fois l’ensemble des MUSC extrait, cette mesure
peut eˆtre obtenue en temps polynomial.
Exemple 5 Soient Σ l’instance SAT et Π le cluste-
ring de l’Exemple 3. On a :
– MI (Π1) = 1/2
– MI (Π2) = MI (Π4) = 2× 1/3 = 2/3
– MI (Π3) = 1/2 + 1/3 = 5/6
– MI (Π5) = 1/3
Le cluster posse´dant le score le plus important est
Π3. Ceci est en partie duˆ au fait que Π3 appartient
a` 2 MUSCΠ . Π2 et Π4 appartiennent e´galement a` 2
MUSCΠ , mais chacun d’eux ne repre´sente que le tiers
des 2 sources d’incohe´rence, alors que Π3 est implique´
dans un MUSCΠ compose´ de seulement 2 clusters. Le
roˆle de Π3 est donc important dans ce conflit, et son
score est ponde´re´ en conse´quence.
3.5 Initialiser le processus
Dans le but de former un clustering initial, une heu-
ristique peu couˆteuse en ressources est utilise´e. Celle-ci
fournit un score a` chaque clause de Σ en fonction de
sa probabilite´ d’appartenance a` au moins un MUS de
la CNF. Cette heuristique est base´e sur une recherche
locale et le concept de clause critique qui permet de
prendre en compte un voisinage partiel pertinent de
chaque interpre´tation parcourue [9].
Σ est divise´ en m clusters de la manie`re suivante.
Les |Σ\Γ|m clauses de Σ \ Γ qui ont les scores les plus
importants prennent (probablement) part a` un grand
nombre de conflits et leur pre´sence dans Σ peut eˆtre la
cause de nombreux MUS. Celles-ci sont donc rassem-
ble´es pour former un cluster Π1. Ensuite, les autres
clauses de Σ \ Γ sont e´galement trie´es par rapport a`
leur score et groupe´es de la meˆme manie`re, pour obte-
nir les m− 1 clusters de Π et fournir un m-clustering
de Σ \ Γ. Les clauses de Γ sont alors ajoute´es pour
avoir un (m+1)e`me cluster, note´ ΠΓ. En conse´quence,
un m+ 1-clustering de Σ est obtenu.
3.6 Analyser les conflits au niveau des clusters
Chaque cluster est donc interpre´te´ comme une for-
mule conjonctive et l’inte´raction entre ces entite´s est
analyse´e en terme (d’ensembles) de clusters mutuelle-
ment contradictoires. Cette analyse de conflits a pour
but d’e´laguer le proble`me en rejetant les clusters qui
ne sont pas contradictoires avec Γ, et en se concen-
trant sur ceux qui sont au contraire les plus en conflit
avec Γ. L’ensemble exhaustif des MUSC de ce cluste-
ring (i.e. ∪MUSCΠ ) est donc calcule´ et on est alors face
a` l’une des trois situations suivantes :
1. Incohe´rence globale : une forme d’incohe´rence glo-
bale survient au niveau des clusters quand pour
chaque Πi (i ∈ [1..m]) du m-clustering Π, Π \ Πi
est cohe´rent. Une telle situation se produit quand
au moins une clause de chaque cluster est ne´-
cessaire pour former un conflit. Le clustering ne
fournit alors aucune information re´ellement per-
tinente. Le parame`tre m (repre´sentant le nombre
de clusters) est alors incre´mente´ pour obtenir un
clustering plus fin. Notons que cette situation ne
requiert pas e´norme´mement de ressources pour
eˆtre ve´rifie´e, puisque que ce clustering ne contient
qu’un seul MUSC et un nombre line´raire d’en-
sembles satisfiables de clusters.
2. Γ apparaˆıt dans au moins conflit : certains conflits
locaux ont e´te´ de´tecte´s entre les clusters, et au
moins l’un d’entre eux contient ΠΓ. Plus pre´ci-
se´ment, ∃M ∈ ∪MUSCΠ t.q. ΠΓ ∈ M . Dans ce
cas, l’ide´e est de se concentrer sur un seul MUSC
puisqu’il implique que certaines clauses de Γ sont
ne´cessairement en conflit avec d’autres, contenues
dans les clusters de ce MUSC. En conse´quence,
l’ensemble courant de clauses peut eˆtre e´lague´ en
supprimant toutes les clauses n’apparaissant pas
dans ce MUSC particulier contenant ΠΓ.
3. Γ n’apparaˆıt dans aucun conflit : certains conflits
entre clusters ont e´te´ identifie´s mais aucun d’entre
eux ne comprend le cluster compose´ des clauses de
Γ. Plus pre´cise´ment, ∄M ∈ ∪MUSCΠ t.q. ΠΓ ∈M .
Dans une telle situation, un raffinement appa-
raˆıt ne´cessaire. Plutoˆt qu’un rede´coupage ge´ne´-
ral (cf. situation d’incohe´rence globale), nous pou-
vons ici be´ne´ficier d’informations importantes sur
les sources de conflits. En effet, les sources de
conflits e´tant ici locales, il nous est possible de se´-
lectionner les clusters les plus conflictuels en utili-
sant la mesure de Shapley de´crite pre´ce´demment.
Ainsi, un nombre pre´de´termine´ de clusters ayant
les scores de Shapley les plus importants sont divi-
se´s, selon l’intuition que ceux-ci cachent de nom-
breuses autres sources d’incohe´rence, dans l’espoir
d’en de´couvrir une impliquant Γ.
3.7 Ite´ration et fin du processus
Le clustering est donc modifie´ selon l’une des 3 situa-
tions pre´sente´es ci-dessus, permettant d’augmenter le
nombre de clusters, les diviser et se concentrer sur les
sous-ensembles de Σ les plus prometteurs. Comme ce
processus est ite´re´, nous obtenons en temps fini un |Σ|-
clustering (chaque cluster est en fait une seule clause),
correspondant au calcul  classique  de MUS, sur un
nombre re´duit de clauses de Σ. En pratique, quand la
taille du MUSC comprenant Γ devient de taille raison-
nable pour envisager un calcul exhaustif, celui-ci est
effectue´. L’un des attraits de cette approche est son
caracte`re any-time : apre`s qu’une certaine quantite´ de
ressources soit e´puise´e, celle-ci peut fournir la solution
courante, c’est-a`-dire la sous-formule de Σ courante,
en conflict avec Γ.
La technique que nous proposons, base´e sur ces
ide´es, est de´crite dans la section suivante et est illus-
tre´e dans l’algorithme 1.
4 Algorithme principal
Dans cette section, nous de´crivons l’algorithme prin-
cipal de l’approche propose´e. Pour des raisons pra-
tiques, certains cas spe´cifiques ge´re´s dans notre imple´-
mentation (par exemple les situations ou` Γ est incohe´-
rent ou Σ est cohe´rent) ne sont pas de´crites. Notre
pre´sentation n’inclut pas non plus le pre´traitement
syntaxique qui consiste a` supprimer les occurences de
clauses identiques dans Σ, sauf une (celle appartenant
a` Γ si une telle clause existe), permettant de re´duire
exponentiellement le nombre de MUS de la CNF. Il
est important de traiter de telles situations pour e´vi-
ter des cas pathologiques, mais celles-ci sont simples a`
imple´menter et ne pre´sentent que peu d’inte´reˆt algo-
rithmique. L’algorithme se re´fe`re e´galement a` la tech-
nique HYCAM [8] qui calcule l’ensemble des MUS d’une
instance SAT. En pratique, une nouvelle version de
HYCAM capable de ge´rer les clusters de clauses a e´te´
imple´mente´e et utilise´e dans les e´tudes empiriques.
De´taillons les diffe´rentes e´tapes de l’approche de´-
crite dans l’Algorithme 1. Cette technique prend en
entre´e une CNF Σ et l’un de ses sous-ensembles Γ. De
plus, elle ne´cessite l’entre´e de 3 parame`tres entiers qui
sont m, inc et s.
Tout d’abord, une recherche locale est exe´cute´e pour
fournir un score heuristique aux clauses suivant la
contrainte que chacune exerce au sein de Σ. Plus pre´ci-
se´ment, les scores de chaque clause sont tout d’abord
mis a` 0. Durant le processus de recherche locale, les
scores des clauses critiques [9] par rapport a` l’inter-
pre´tation courante sont incre´mente´s (cf. fonction sco-
reClause pour plus de de´tails).
Les clauses sont ensuite groupe´es en un cluste-
ring Π (ligne 3), via l’appel de la fonction cluster-
Clauses. Cette fonction consiste a` faire la conjonction
des clauses ayant les scores les plus importants dans un
premier cluster, les clauses restantes ayant les scores
maximum dans un deuxie`me cluster, etc. jusqu’a` ce
que m clusters soient forme´s. Puis, la version modi-
fie´e de HYCAM, note´e HYCAM* (ligne 4) est appele´e pour
calculer l’ensemble des MUSC de Π.
A` pre´sent, l’ensemble ∪MUSCΠ a e´te´ calcule´ et plu-
sieurs cas sont a` conside´rer. Soit Π est globalement in-
cohe´rent (lignes 9-10) : a` ce niveau, aucune information
ne peut eˆtre extraite pour trouver un sous-ensemble
de clauses conflictuelles impliquant Γ, le clustering est
donc raffine´ en ajoutant inc clusters supple´mentaires
(dans l’algorithme, ceci est effectue´ a` travers un ap-
pel re´cursif a` look4MUS). Dans le cas contraire, nous
Algorithme 1 : L’algorithme look4MUS.
Donne´es :
Σ : une CNF
Γ : une CNF t.q. Γ ⊂ Σ
m : taille du clustering initial
inc : incre´ment du clustering (incohe´rence globale)
s : nombre de clusters a` diviser (incohe´rence locale)
Re´sultat : Un MUS de Σ chevauchant Γ si un tel MUS existe, sinon ∅
de´but1
SΣ ←− scoreClauses(Σ) ;2
Π←− clusterClauses(Σ \ Γ, SΣ, m) ∪{Γ} ;3
∪MUSCΠ ←− HYCAM*(Π) ;4
si Π est un |Σ|-clustering alors5
si ∃M ∈ ∪MUSCΠ t.q. Γ ⊆M alors retourner M ;6
sinon retourner ∅ ;7
sinon8
si ∀Πi ∈ Π,Σ \Πi est satisfiable alors9
// incohe´rence globale
retourner look4MUS(Σ, Γ, m+ inc, inc, s) ;10
sinon11
tant que ∄M ∈ ∪MUSCΠ t.q. Γ ∈M faire12
// incohe´rence locale
Π′ ←− ∅ ;13
pour j ∈ [1..s] faire14
Πbest ←− ∅ ;15
pour chaque Πi ∈ Π t.q. Π 6= Γ faire16
si MI(Πi,∪MUSCΠ )>MI(Πbest ,∪MUSCΠ ) alors Πbest ←− Πi ;17
Π←− Π \Πbest ;18
Π′ ←− Π′ ∪ clusterClauses(Πbest , SΣ, 2) ;19
Π←− Π ∪Π′ ;20
∪MUSCΠ ←− HYCAM*(Π) ;21
MΓ ←− selectOneMUSC(∪MUSCΠ ,Γ) ;22
retourner look4MUS(MΓ, Γ, m, inc, s) ;23
fin24
sommes en pre´sence d’une incohe´rence locale. Tant que
Γ n’est implique´ dans aucun MUSCΠ (lignes 12-21),
les s clusters les plus conflictuels (par rapport a` la
mesure d’incohe´rence de Shapley de la fonction MI)
sont divise´s en deux parties dans le but de re´ve`ler une
source d’incohe´rence impliquant Γ. Quand de telles
incohe´rences locales sont de´couvertes, un MUSC MΓ
contenant Γ est se´lectionne´ (fonction selectOneMUSC,
qui retourne le MUSC contenant le moins de clauses
possible). Le processus continue en ne conside´rant que
la CNFMΓ, qui est une sous-formule de Σ qui contient
un MUS impliquant Γ.
A` moins que le temps de calcul imparti soit e´puise´,
l’algorithme ne peut stopper qu’aux lignes 6 et 7,
quand chaque cluster est en fait une simple clause (|Σ|-
clustering). A` ce point, un appel  classique  a` HY-
CAM est effectue´, fournissant des MUS (les  MUSC 
ligne 6 sont en fait des MUS puisque chaque cluster
est une clause) contenant de l’information de Γ, ou
prouvant que de tels MUS n’existe pas. Dans notre
imple´mentation, nous n’attendons pas ne´cessairement
qu’un |Σ|-clustering soit atteint pour utiliser la proce´-
dure classique ; quand le nombre de clusters est suf-
fisamment proche du nombre de clauses (i.e. quand
m < 2 × |Σ|), alors la proce´dure se termine par un
appel a` HYCAM. De plus, l’imple´mentation posse`de une
caracte´ristique any-time, dans le sens ou` elle fournit
la dernie`re sous-formule calcule´e quand la quantite´ de
ressources alloue´es a` cette taˆche est e´puise´e.
Fonction scoreClauses
Donne´es : Σ : une CNF
Re´sultat : Un vecteur de scores pour chaque
clause de Σ
de´but1
pour chaque c ∈ Σ faire2
SΣ(c)←− 0;3
I ←− une affectation ale´atoire pour chaque4
variable de Σ ;
tant que le nombre de flip imparti n’est pas5
de´passe´ faire
pour chaque c ∈ Σ faire6
si c est critique p/r a` I dans Σ alors7
SΣ(c) + + ;8
I ←− I ′ t.q. I et I ′ diffe`rent d’une seule9
valeur de ve´rite´ ;
retourner SΣ ;10
fin11
Fonction clusterClauses
Donne´es : Σ : une CNF, SΣ : un vecteur de
scores, m : la taille du clustering
Re´sultat : Un m-clustering de Σ
de´but1
Π←− ∅ ;2
pour i ∈ [1..m− 1] faire3
Πi ←− les (
|Σ|
m ) clauses de Σ ayant les plus4
hauts scores ;
Π←− Π ∪ {Πi} ;5
Σ←− Σ \Πi ;6
Π←− Π ∪ {Σ} ;7
retourner Π ;8
fin9
5 Re´sultats expe´rimentaux
Une imple´mentation en C de l’algorithme pre´sente´ a
e´te´ re´alise´e. Comme cas d’e´tude, les valeurs suivantes
ont e´te´ se´lectionne´es comme parame`tres m = 30,
inc = 10 et s = m
10
. Cette imple´mentation a e´te´
exe´cute´e sur de nombreux benchmarks provenant de
http://www.satcompetition.org. Toutes nos expe´-
rimentations ont e´te´ conduites sur des processeurs In-
tel Xeon 3GHz sous Linux CentOS 4.1. (kernel 2.6.9)
avec une limite de me´moire RAM de 2 Go.
Pour chaque instance SAT teste´e, nous essayons de
prouver que les clauses apparaissant en 1e`re, 3e`me,
5e`me et 7e`me position de son fichier au format DI-
MACS participent effectivement a` l’incohe´rence de la
CNF, et d’extraire un MUS contenant au moins l’une
Fonction selectOneMUSC
Donne´es : ∪MUSCΠ : l’ensemble des MUSC p/r
Π, Γ : une CNF
Re´sultat : Un MUSC de ∪MUSCΠ contenant Γ
de´but1
MΓ ←− Π ;2
pour chaque M t.q. M ∈ ∪MUSCΠ faire3
si Γ ⊆M et |M | < |MΓ| alors4
MΓ ←−M ;5
retourner MΓ ;6
fin7
Fonction MI
Donne´es : Πi : un e´le´ment du clustering Π,
∪MUSCΠ : l’ensemble des MUSCΠ
Re´sultat : La mesure d’incohe´rence de Πi p/r Π
de´but1
mi ←− 0 ;2
pour chaque MUSCΠ ∈ ∪MUSCΠ faire3
si Πi ∈ MUSCΠ alors4
mi ←− mi + 1|MUSCΠ| ;5
retourner mi ;6
fin7
de ces clauses. Un e´chantillon des re´sultats obtenus
est reporte´ en Table 1 avec pour chaque instance, la
taille en nombre de clauses du MUS extrait (#claMUS )
et le temps en secondes. Ces re´sultats permettent de
constater que l’approche est capable de localiser des
MUS spe´cifiques pour des CNF de taille conse´quente.
Notons de plus que l’ensemble exhaustif des MSS (et
donc des MUS) ne peut eˆtre extrait en temps raison-
nable ni par CAMUS [17] ni par HYCAM [8], pour la plu-
part de ces proble`mes. Aucune approche jusqu’a` pre´-
sent ne permet donc d’extraire une source d’incohe´-
rence contenant exactement telle ou telle information.
Notre technique permet au contraire de re´pondre a`
cette question de la participation de clauses spe´cifiques
dans l’incohe´rence des formules teste´es.
Grouper les clauses en cluster dans le but de  dissi-
muler  des sources d’incohe´rence, et se concentrer sur
les clusters impliquant les clauses de´sire´es se montre
particulie`rement viable en pratique. En effet, cette
strate´gie permet de re´duire de manie`re drastique l’ef-
fort calculatoire en limitant l’explosion combinatoire
du nombre de sources d’incohe´rence. Par exemple,
les proble`mes dp05u04 et dp06u05 (qui encodent le
ce´le`bre proble`me du dˆıner des philosophes dans le
cadre du bounded model checking) posse`de un si grand
nombre de MUS qu’il est impossible de les calculer
nom #var #cla #claMUS temps
1dlx . . .bp f 776 3725 1440 705
bf0432-007 1040 3668 1223 119
bf1355-075 2180 6778 151 22
bf1355-638 2177 6768 154 21
bf2670-001 1393 3434 134 8
dp05u04 1571 3902 820 1254
dp06u05 2359 6053 1105 2508
ezfact16 1 193 1113 319 28
ezfact16 2 193 1113 365 43
ezfact16 3 193 1113 297 31
ezfact16 10 193 1113 415 54
Tab. 1 – Extraire un MUS of Σ chevauchant Γ :
quelques re´sultats expe´rimentaux
tous (voire meˆme de les lister) avec la technologie ac-
tuelle. look4MUS re´ussit au contraire a` extraire l’une
des sources d’incohe´rence voulues – sans les extraire
toutes – en un temps de calcul tre`s raisonnable (en-
viron respectivement 20 et 42 minutes). La situation
est similaire pour les autres CNF. Sur la famille d’ins-
tances ezfact16_* (factorisation de circuits), une ex-
plication impliquant des clauses particulie`res peut eˆtre
extraite en moins d’une 1 minute alors que les ap-
proches exhaustives montrent leurs limites sur de tels
proble`mes. Ne´anmoins, les proble`mes conside´re´s dans
la Table 1 sont loin des proble`mes de tre`s grande taille
(plusieurs dizaines de milliers de clauses) que peuvent
re´soudre les meilleurs solveurs SAT actuels. Notons
tout de meˆme que sur certains de ces proble`mes dif-
ficiles, notre technique est parvenue a` ite´rer plusieurs
fois, permettant de retourner en temps raisonnable une
sous-formule conflictuelle avec Γ, graˆce a` son caracte`re
any-time.
6 Travaux connexes
Les approches existantes pour extraire un MUS ou
en faire l’approximation ont e´te´ de´crites dans les sec-
tions pre´ce´dentes. Soulignons ici que le travail pre´sente´
dans ce papier induit une forme d’abstraction pour re´-
duire le couˆt calculatoire du proble`me initial. De plus,
via l’aspect any-time de cette technique, elle peut eˆtre
utilise´e comme une strate´gie d’approximation. De la
meˆme manie`re, un grand nombre de techniques d’abs-
traction et d’approximation ont e´te´ propose´es pour
traiter divers proble`mes lie´s a` la logique propositio-
nelle. Nous pre´sentons ici quelques unes d’entre elles.
Le papier se´minal de l’approximation sous res-
sources limite´es de l’infe´rence en logique propositio-
nelle est [19]. Une autre approximation, ou` chaque
e´tape de calcul peut eˆtre de´cide´e en temps polynomial,
a e´te´ propose´e dans le cadre clausal dans [2, 3], et plus
tard e´tendue a` l’ensemble de la logique classique dans
[6]. Pour un survol des techniques d’approximation,
nous renvoyons le lecteur a` [7]. Notons enfin que l’ap-
proximation de raisonnement dans les syste`mes a` base
de connaissances a e´galement e´te´ un sujet tre`s e´tudie´
(voir par exemple [14, 13]).
Pour finir, l’ide´e de grouper les clauses en clusters
a de´ja` e´te´ utilise´e dans le contexte de contraintes de
haut niveau code´e sous forme de clauses [17]. De plus,
il apparaˆıt que les cas ou` aucune clause de Γ ne parti-
cipe a` l’incohe´rence sont les pires pour notre approche.
Toutefois, si Γ est compose´e exclusivement de clauses
non ne´cessaires, alors cette sous-formule peut eˆtre sa-
tisfaite par une autarky [15], qui est de´finie comme une
interpre´tation partielle qui satisfait toutes les clauses
ayant au moins un litte´ral affecte´. Un algorithme a
re´cemment e´te´ propose´ pour calculer des autarkys en
modifiant la CNF et en conside´rant un proble`me d’op-
timisation [18].
7 Conclusions et travaux futurs
Dans ce papier, une technique originale permettant
de ve´rifier si un ensemble de clauses chevauche au
moins une sous-formule minimale incohe´rente d’une
formule CNF a e´te´ de´crite. Un tel proble`me peut se
montrer tre`s utile quand l’utilisateur de´sire restaurer
la cohe´rence d’une telle formule et posse`de (ou peut
obtenir) certaines informations a` propos des clauses
en conflit de la CNF.
L’approche propose´e se montre plus efficace que les
approches existantes de plusieurs ordres de grandeur,
graˆce a` son paradigme d’abstraction et de reformula-
tion. Elle ne ne´cessite en particulier pas l’extraction
de tous les MUS de l’instance. Un autre attrait de la
technique est son caracte`re any-time, permettant de
produire des solutions plus grossie`res si les ressources
qui lui sont alloue´es sont limite´es.
Les pistes de recherche lie´es a` cette approche in-
cluent la prise en compte de plusieurs variantes du
cadre de travail. Par exemple, l’un des points cruciaux
de l’approche repose sur la fac¸on dont les clauses sont
regroupe´es en clusters. Bien que notre heuristique ba-
se´e sur la recherche locale et le concept de clause cri-
tique se soit montre´e tre`s fructueuse en pratique, il
pourrait eˆtre inte´ressant de re´fle´chir a` de nouveaux
regroupements tenant compte de diffe´rentes formes
d’interaction entre les clauses. De plus, cette e´tude
se concentre sur le cas boole´en classique, ou` chaque
clause a la meˆme importance que les autres. L’utilisa-
teur peut cependant avoir certaines pre´fe´rences quali-
tative ou quantitative a` propos des informations conte-
nues dans Σ. Dans ce cas, il pre´fe`rera extraire le MUSC
qui correspond le mieux a` ses pre´fe´rences. Nous pre´-
voyons d’e´tudier l’extension de notre approche a` ce
cadre.
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