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Forbidden Configurations, Discrepancy and Determinants 
R. P. ANSTEE 
An m x n matrix A is said to have hereditary discrepancy d if the maximum over submatrices 
B of A of the minimum over(-!, +!)-vectors x of IIBxll= is d. If A is integral and has no 
repeated rows then we show that m is bounded by a polynomial in n for fixed d. This improves 
a result of Lovasz and Vesztergombi for fixed d. Let A be an m x n matrix with no repeated 
rows and with each square submatrix having determinant {0, ±1, ±2, ... , ±k}. Then m is 
bounded by a polynomial in n for fixed k. This extends a result of Heller for totally unimodular 
matrices. (A result of Kung combined with results of J. Lee provides a much better bound.) 
Both bounds follow from repeated applications of the forbidden configuration theorem of 
Sauer, Perles and Shelah, which states that an m x n (0, I)-matrix with no repeated rows and 
no 2kxk submatrix of all (0, 1 )-rows on k columns has m at most (k ". 1 ) + (k ". 2 ) + · · · + (~). 
INTRODUCTION 
In this paper some applications of configuration theorems, in particular of a basic 
result of Sauer, Perles and Shelah, are considered. We say that a matrix A has no 
configuration B if no submatrix of A is a row and column permutation of B. Let Sk be 
the 2k x k (0, 1)-matrix of all possible (0, 1)-rows on k columns. Call a matrix simple if 
it has no repeated rows. A (p, q, r ···)-matrix has entries drawn from {p, q, r, .. .}. 
THEOREM 1.1 (Sauer [9], Perles and Shelah [10]). Let A be an m x n simple 
(0, 1)-matrix. Assume that A has no configuration Sk. Then 
m ~ ( n ) + ( n ) + ... + (n). (1.1)k-1 k-2 0 
Denote by s(n, k) the bound on min (1.1). Note that m and s(n, k) are O(nk- 1) for 
k fixed; in other words, for fixed k the bound is polynomial in n. Also note that the 
bound has been shown by Fiiredi and Quinn [3] to be best possible even when we 
replace Sk by the (7) x k (0, 1)-matrix of all rows of 11's. 
One natural application of this bound is to two well known classes of matrices. Let 
Ck denote the k X k vertex-edge incidence matrix of a cycle of length k. Then a 
(0, 1)-matrix A is balanced (respectively, totally balanced) if it has no configuration Ck 
for k odd, k;;;:. 3 (resp. all k;;;:. 3). In both cases C3 is forbidden, and hence we may 
invoke the bound for S3 since S3 has C3 as a configuration. Thus, by Theorem 1.1, if A 
is an m x n simple balanced or totally balanced matrix then m ~ s(n, 3). This bound 
turns out to be best possible [1]. 
We wish to apply Theorem 1.1 in two different settings. 
In Section 2 we consider an m x n simple integral matrix A with bounded hereditary 
discrepancy. This extremal problem was introduced by Lovasz and Vesztergombi [8]. 
The discrepancy of a matrix A is 
disc(A) = min IIAxll"' (1.2) 
(-~.+~)-vectorx 
and the hereditary discrepancy of A is 
herdisc(A) = max disc(B). (1.3) 
B submatrix of A 
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Let f(n, d) denote the maximum value for m. Lovasz and Vesztergombi obtain 
excellent bounds ford growing with n, namely 
(1.4) 
where r is the usual gamma function. 
We are able to show that for a fixed d, f(n, d) is bounded by a polynomial inn, in 
particular, f(n, d) is O(n7d 2 +3d). 
In Section 3 we consider an m x n simple matrix A all of the square submatrices of 
which have determinants {0, ±1, ±2, ... , ±k}. We obtain, for fixed k, a bound on m 
that is polynomial inn. A result of J. Kung [6], combined with results of Jon Lee [7], 
provides, an asymptotically sharp bound of O(n2) for fixed (but arbitrary) k, so our 
results for these restricted determinant matrices are weaker. 
The interest in the results of this paper lies mostly in the success of applying the 
'elementary' bound of Theorem 1.1 to matrices with more than two different entries. 
The bounds obtained appear to be far from best possible (for the discrepancy case, 
Lovasz and Vesztergombi conjectured a bound O(n4d)). 
2. MATRICES WITH PRESCRIBED HEREDITARY DISCREPANCY 
Recall the definition of hereditary discrepancy given in the introduction. Our main 
result is the following: 
THEOREM 2.1. Let d be a positive multiple of !. Let A be an m X n simple integral 
matrix with herdisc(A) ~d. Then m is O(n?d'+3d) or, more precisely, 
2d d 
m ~ n 2s(n, 4d- 2c + 3) n (s, (n, 4d- 2c + 3))2• (2.1) 
c=d+l c=l 
Throughout this section, assume that d is a positive multiple of !. By taking B of 
(1.3) to be just one column, we deduce the following: 
REMARK 2.2. The entries of an integral matrix of hereditary discrepancy at most 
d belong to {-2d, -2d + 1, ... , 2d}. 
LEMMA 2.3. Let A be an integral matrix on n columns with herdisc(A) ~ d and 
entries in {-c, -c + 1, ... , c}. Let A' be the (a, c)-matrix formed from A by replacing 
entries not equal to c by symbol a. Then A' has at most s(n, 4d- 2c + 3) distinct rows. 
PROOF. Let l = 2d- c + 1 and let C be the ((21 j 1) + ('f!l) + · · · + e1{j 1)) X (21 + 
1) matrix consisting of all (a, c)-rows with at most l a's. If A' has Cas a configuration, 
then consider the submatrix B of A giving rise to C. Consider herdisc(B). For any 
(-!, +!)-vector x of length 21 + 1, one entry will be in the majority. Let that entry be 
+t without loss of generality. Thus for some row a of B the +!'sin x will match the 
c's in a and the -!'swill match the entries in a, not c. Thus the inner product a· xis 
at least (c + l)/2. Thus, by the choice of l, herdisc(B) > d, a contradiction. We 
conclude that A' has no configuration C, and so the bound holds by Theorem 1.1, since 
C is a configuration in S1 when we replace entries equal to c by 0 and entries equal to a 
~1. D 
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For c large enough we can obtain more. 
LEMMA 2.4. Let c >d. Let A be a matrix on n columns with herdisc(A),;;;, d and 
entries in {-c, -c + 1, ... , c}. Let A' be the (-c, a, c)-matrix formed from A by 
replacing entries not equal to -c or c by symbol a. Then A' has at most 2s(n, 4d- 2c + 
3) distinct rows. 
PROOF. We note that A has no configurations 
-c],-c (2.2)[
-c c 
since each has discrepancy 2c/2 = c >d. Thus two different (c, -c)-rows of the same 
size are the negatives of each other. 
Let A" be the matrix obtained from A' by replacing entries equal to c or -c by 
symbol b. Let I be 2d - c + 1 and let C be the 
( (2/: 1) + e~~ll) + ... + cz; 1)) X (2/ + 1) 
matrix of all (a, b)-rows with at most I a's. Assume that A has a submatrix B giving rise 
to a configuration C in A". Let a- be the (-c, c)-row of B (giving rise to a row of b's). 
Then the forbidden configurations (2.2) force any other row of B to agree totally with 
a- or totally with -a- on the entries -c and c. Note that multiplying selected rows and 
colums of A by -1 does not affect the hereditary discrepancy. Thus, by multiplying 
appropriate rows of B by -1, we may assume that each row of B agrees with a- on the 
entries -c and c. Now, multiplying appropriate columns of B by -1, we may assume 
that a- is the vector of c's. Employing the arguments of Lemma 2.3, we deduce 
herqisc(B) > d, and thus we conclude that A" has no configuration C. By Theorem 1.1, 
A" has at most s(n, 4d- 2c + 3) distinct rows. 
Each row of A" gives rise to at most two distinct (-c, a, c)-rows of A' because of the 
forbidden configurations (2.2). The result now follows. D 
PROOF OF THEOREM 2.1. We apply Lemmas 2.3 and 2.4 repeatedly. To use Lemma 
2.3, assume that d ;;.I. Let A_1 be a (-1, 0)-matrix one columns with herdisc(A),;;;, d. 
Using Lemma 2.3 with c = 1, A= -A-v we deduce that A_1 has at most s(e, 4d + 1) 
distinct rows. Let A 1 be a ( -1, 0, I)-matrix on f columns with herdisc(A 1),;;;, d. Let A~ 
be the matrix obtained from A 1 by replacing entries not equal to 1 by symbol a. Then 
by Lemma 2.3 with c = 1, A= A~, we deduce that A~ has at most s(f, 4d + 1) distinct 
rows. Now, by previous remarks, a row in A~ with ea's gives rise to at most 
s(e, 4d + 1) distinct rows. Noting that e ,;;;,f and thus s(e, 4d + 1) ,;;;,s(f, 4d + 1), we 
deduce that A 1 has at most (s(f, 4d + 1))2 distinct rows. 
Continue this argument alternately adding -2, +2, -3, ... , -d, +d and by applying 
Lemma 2.3 each time. Thus we deduce that an m x n simple (-d, -d + 1, ... , d)­
matrix A with herdisc(A) ,;;;, d has m at most 
d 
N = TI (s(n, 4d- 2c + 3))2. (2.3) 
c=l 
Now consider c = d + 1 (the case d =! would begin here). Let Ac be a ( -c, -c + 
1, ... , c)-matrix with herdisc(Ac),;;;, d and let A~ be the ( -c, a, c)-matrix obtained 
from Ac by replacing entries not equal to -cor c by symbol a. Using Lemma 2.4, A' 
has at most 2s(n, 4d- 2c + 3) times N distinct rows. We now repeat this argument with 
c =d + 2, d + 3, ... , 2d to obtain the bound. D 
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A few comments are relevant. Lovasz and Vesztergombi conjectured that the actual 
bound in Theorem 2.1 should yield m being O(n4d), or more precisely s(n, 4d + 1), 
which they proved to be a lower bound. We are far from this bound. The exact bound 
is available ford=!, in which case the bound of (3.1) is n2 + n + 1. This also would 
follow from a result of Ghouila-Houri [3], who showed that herdisc(A).;;! for A 
integral implies that A is totally unimodular and vice versa. Then the result of Heller 
[5] (Theorem 3.1) yields the bound. 
3. MATRICES WITH PRESCRIBED SUBDETERMINANTS 
A matrix A is totally unimodular if every square submatrix has determinant {0, ±1}. 
We immediately deduce that A is a ( -1, 0, 1)-matrix. The following result was proven 
in 1957. 
THEOREM 3.1 (Heller [5]). Let A be an m X n totally unimodular simple matrix. 
Then m .;; n 2 + n + 1. 0 
This bound is readily seen to be best possible by taking all possible ( -1, 0, 1)-rows 
with at most one 1 and at most one -1. A proof using forbidden submatrices has been 
given by Bixby and Cunningham [2]. We mention a more general problem. Define a 
matrix A to be totally k-modular if every square submatrix has determinant 
{0, ±1, ±2, ... , ±k}. The entries of such a matrix belong to {0, ±1, ±2, ... , ±k}. 
THEOREM 3.2. Let A be an m X n totally k-modular simple matrix. Then m is O(nt), 
where 
k lk + 1J Lv'ki2J lk + 1J t=2:- + 2: -, (3.1) 
c=l C c=l C 
(t.;; 2k(1 +log k)) or, in terms of the bound of Theorem 1.1, 
k ( lk+1J ) Lvki2J ( ( lk+1J ))/m.;; Q2s n, -c- + 1 Q s n, -c- + 1 2. (3.2) 
We know that the bound of (3.2) is not best possible, but we are pleased that the 
bound is polynomial in n for fixed k using our simple tools. By a personal 
communication, Jon Lee indicated that the result of J. Kung [6] providing bounds for 
dyadic matrices (subdeterminants 0, ±1, ±2, ±22 , ••• , ±2r) applies to totally k­
modular matrices by Proposition 3.1 of Jon Lee [7], to obtain a sharp asymptotic 
bound of O(n2). We prove our weaker result, using an elementary determinental 
identity. Let ln denote then X n matrix of 1's, let In denote then X n identity matrix, 
and let diag(d1, d2 , ••• , dn) be the n X n diagonal matrix with ith diagonal entry d;. 
LEMMA 3.3. Lett> 1 and let An= t(Jn- In)+ diag(d1 , d2 , .•• , dn)· Then, subject to 
the constraints n ~ 3 and -t.;; d;.;; t- 1 for 1.;; i.;; n, the absolute value of det(An) will 
be minimized when d1 = d2 = · · · = dn = t- 1, in which case ldet(A)I = nt- 1. 
PROOF. Let An= t(ln- In)+ diag(dv d2 , ••• , dn), where -t.;; d;.;; t- 1 for 1.;; i.;; 
n. We prove the result by induction on n, proving the slightly stronger result: 
{ ~nt -1 n odd, (3.3)det(An) .;; -(nt ~ 1), n even. 
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Our inductive hypothesis will be that det(An_1);;;. 0 for n- 1 odd and det(An_1)::;;;; 0 for 
n - 1 even, which follows from (3.3) for n ;;;. 4 and requires an easy computation for 
n = 3. Let: 
Bn = t(Jn- In)+ diag(d1 + E, d2, d3, ... , dn), e;;;oO, (3.4)
Cn-1 = t(Jn-1- /n-1) + diag(d2, d3, ... , dn). 
Then we deduce that det(An) = det(Bn)- e det(Cn_1). Applying induction to Cn_1 to 
obtain the sign of det(Cn_1) we deduce that 
nodd, (3.5) 
n even. 
We apply the inequality (3.5) until all the diagonal entries of An are t- 1 and obtain 
(3.3) and the result. 0 
This result quickly yields forbidden configurations in totally k-modular matrices. 
Arguments similar to those in Section 2 provide the bound of Theorem 3.2. 
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