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Abstract—Massive multiple-input multiple-output (MIMO)
can improve the overall system performance significantly. Mas-
sive MIMO systems, however, may require a large number of
radio frequency (RF) chains that could cause high cost and power
consumption issues. One of promising approaches to resolve these
issues is using low-resolution analog-to-digital converters (ADCs)
at base stations. Channel estimation becomes a difficult task
by using low-resolution ADCs though. This paper addresses the
channel estimation problem for massive MIMO systems using
one-bit ADCs when the channels are spatially and temporally
correlated. Based on the Bussgang decomposition, which re-
formulates a non-linear one-bit quantization to a statistically
equivalent linear operator, the Kalman filter is used to estimate
the spatially and temporally correlated channel by assuming
the quantized noise follows a Gaussian distribution. Numerical
results show that the proposed technique can improve the
channel estimation quality significantly by properly exploiting
the spatial and temporal correlations of channels.
Index Terms—massive MIMO, channel estimation, one-bit
ADC, spatio-temporal correlation
I. INTRODUCTION
Massive multiple-input multiple-output (MIMO) systems
are a key approach for 5G wireless communication systems
[1]–[4]. Using large-scale antennas in base station (BS) can
reduce inter-user interference by simple linear processing with
accurate channel state information at the BS and increase
reliability by the channel hardening effect [1].
Due to a large number of antennas, however, massive
MIMO may suffer from high implementation cost and power
consumption. It is possible to resolve these issues by using
low-resolution analog-to-digital converters (ADCs) since the
ADC power consumption exponentially increases with its
resolution level [5]. Recent work has revealed that massive
MIMO using low-resolution ADCs can support multiple users
transmitting high-order modulation symbols [6]–[9].
Successful symbol detection, however, requires accurate
channel state information at the BS. Because low-resolution
ADCs heavily quantize received signals, the channel esti-
mation becomes an extremely difficult task. There has been
some recent work to tackle this problem. A near maximum
likelihood channel estimator based on convex optimization
was proposed in [7], and a joint channel and data estimator
was developed in [10]. To reduce the channel estimation
complexity, the generalized approximate message passing
algorithm was exploited in [11], while the hybrid architectures
was considered in [12] for channel estimation. All the previous
work, however, has not considered the temporal correlation,
which is inherent in all communication channels.
In this paper, we develop a novel channel estimator, which
exploits both the spatial and temporal correlations of channels,
for massive MIMO using one-bit ADCs. We first replace
the non-linear one-bit quantizer to the linear operator by
the Bussgang decomposition [13]. Then after approximating
the statistically equivalent quantization noise as a Gaussian
noise with the same mean and covariance matrix, we adopt
the Kalman filter to exploit the temporal correlation and
perform successive channel estimation [14]. The numerical
results show that a normalized mean square error (NMSE) is
decreased as the time slot increases. Moreover, as channels
are more correlated, i.e., the spatial and temporal correlation
coefficients are large, it is possible to estimate the channels
more accurately.
The rest of paper is organized as follows. In Section II,
we describe a system model using one-bit ADCs. In Section
III, we explain the single-shot channel estimator with the
Bussgang decomposition [15], then we propose the successive
channel estimator with the Bussang decomposition and the
Kalman filter. In Section IV, we evaluate the achievable rate
of the successive channel estimator. In Section V, we provide
numerical results to evaluate the proposed channel estimator,
and the conclusions follows in Section VI.
Notation: Lower and upper boldface letters represent col-
umn vectors and matrices, respectively. AT , A∗, and AH
denotes the transpose, conjugate, and conjugate transpose of
the matrix A, respectively. E{·} denotes the expectation and
Re{·}, Im{·} denotes the real part and imaginary part of the
variable, respectively. 0m is used for the m×1 all zero vector,
and Im denotes the m × m identity matrix. ⊗ denotes the
Kronecker product. diag(·) returns the diagonal matrix. Cm×n
and Rm×n represent the set of all m × n complex and real
matrices, respectively. |·| denotes amplitude of the scalar and
‖·‖ denotes the ℓ2-norm of the vector. CN (m,σ2) denotes the
complex normal distribution with mean m and variance σ2.
II. SYSTEM MODEL
In Fig. 1, we consider a MIMO system withM BS antennas
and K single-antenna users. Each antenna is equipped with
Fig. 1: Massive MIMO systems with one-bit ADCs. Each RF
chain has two one-bit ADCs for the real and imaginary parts,
respectively, followed by the baseband processing
two one-bit ADCs for the real and imaginary parts, respec-
tively. We assume the block-fading channel has a coherence
time of T . At the i-th fading block, the received signal at the
BS is given by
yi =
√
ρHisi + ni (1)
where ρ is the transmit SNR, Hi = [hi,1,hi,2, ...,hi,K ] is the
M × K channel, hi,k is the channel between the k-th user
and the BS in i-th fading block, si is the transmitted signal,
and ni ∼ CN (0M , IM ) is the noise. To model the spatially
and temporally correlated channels, we assume hi,k follows
the first-order Gauss-Markov process according to
h0,k = R
1
2
k g0,k,
hi,k = ηkhi−1,k +
√
1− η2kR
1
2
k gi,k, i ≥ 1 (2)
where Rk = E{hi,khHi,k} is the spatial correlation matrix,
0 ≤ ηk ≤ 1 is the temporal correlation coefficient, and gi,k ∼
CN (0M , IM ) is the innovation process.
The quantized signal with the one-bit ADCs is
ri = Q(yi) = Q(√ρHisi + ni) (3)
where Q(·) is the one-bit quantization function as Q(·) =
1√
2
(sign(Re{·}) + j sign(Im{·})).
III. CHANNEL ESTIMATION USING ONE-BIT ADCS
In this section, we first explain the conventional approach
of signal-shot channel estimation without exploiting the tem-
poral correlation of channels [15]. Then, we propose a new
successive channel estimation technique for massive MIMO
using one-bit ADCs exploiting the temporal correlation.
A. Single-Shot Channel Estimator
In this subsection, we drop the time slot index i since the
signal-shot channel estimation does not exploit any temporal
correlation. For the BS to estimate the channel, K users
simultaneously transmit their pilot sequences of τ symbols
to the BS,
Y =
√
ρHΦT +N (4)
where Y ∈ CM×τ is the receive signal, ρ is the pilot
transmit power, H = [h1,h2, ...,hK ] is the M ×K channel,
Φ ∈ Cτ×K is the pilot matrix and N ∼ CN (0M , IM ) is
the Gaussian noise. We assume that all pilot sequences are
column-wise orthogonal, i.e. ΦTΦ∗ = τIK . For simplicity,
we vectorize the receive signal as
vec(Y) = y = Φ¯h+ n (5)
where Φ¯ = (Φ ⊗ √ρIM ), n = vec(N), and h = vec(H).
Note that the correlation matrix R = E{hhH} is written as,
R =


R1 · · · 0 0
... R2 · · · 0
0
...
. . .
...
0 0 · · · RK

 (6)
assuming each user experiences an independent spatial corre-
lation. The quantized signal with one-bit ADCs is represented
as
r = Q(y). (7)
The previous channel estimators with one-bit ADCs in [7],
[10], [11] have high complexity due to the non-linear quanti-
zation of one-bit ADCs. The simple, yet effective, method is to
use the Bussgang decomposition [13]. We review the channel
estimator using the Bussgang decomposition proposed in [15]
because our channel estimator exploiting the temporal channel
correlation relies on the techniques developed in [15].
The Bussgang decomposition for one-bit quantizer is ob-
tained by
r = Q(y) = Ay + q (8)
where A is the linear operator and q is the statistically
equivalent quantization noise [15]. The linear operator A is
obtained by
A = argmin
A∈CMτ×Mτ
E
{‖r−Ay‖2}
= argmin
A∈CMτ×Mτ
(
Cr −CryAH −ACyr +ACyAH
)
= argmin
A∈CMτ×Mτ
Λ(A) (9)
where Cyr is the cross-covariance matrix between the receive
signal y and the quantized signal r, Cr is the auto-covariance
matrix of r, and Cy is the auto-covariance matrix of y. The
derivative of Λ(A) with respect to AH is
∂Λ(A)
∂AH
= −CHyr +ACy = 0
A = CHyrC
−1
y , (10)
and Cyr is given by [15]
Cyr =
√
2
π
Cy diag(Cy)
− 1
2 . (11)
The matrix A is
A = CHyrC
−1
y =
(√
2
π
Cy diag(Cy)
−1/2
)H
C−1y
=
√
2
π
diag(Cy)
− 1
2
=
√
2
π
diag
(
Φ¯RΦ¯
H
+ IMτ
)− 1
2
(a)
=
√
2
π
diag(KρR+ IMτ )
− 1
2 . (12)
In (12), (a) is because the diagonal terms of Φ¯Φ¯
H
is equal
to Kρ. Using (5) and (8), r is represented as
r = Q(y) = Φ˜h+ n˜ (13)
where Φ˜ = AΦ¯ ∈ CMτ×MK , n˜ = An+ q ∈ CMτ×1.
Based on the Bussgang decomposition, we can construct the
LMMSE estimator, which is referred as Bussgang LMMSE
(BLMMSE) channel estimator [15]:
hˆ
BLM
= ChrC
−1
r r =
(
ChΦ˜
H
+Chq
)
C−1r r (14)
where Chr is the cross-covariance matrix between h and r.
The proof of (14) is the same approach to obtain A in (10).
Cr is given by the arcsin law [16], which yields
Cr =
2
π
(
arcsin
(
Σ−1/2y Re{Cy}Σ−1/2y
)
+ j arcsin
(
Σ−1/2y Im{Cy}Σ−1/2y
))
(15)
where Σy = diag(Cy). Since q is uncorrelated with h [15],
the BLMMSE channel estimator of (14) can be expressed as
hˆ
BLM
= ChΦ˜
H
C−1r r. (16)
We define the normalized mean squared error (NMSE) of the
BLMMSE estimator as
NMSEBLM =
1
MK
E
{∥∥∥hˆBLM − h∥∥∥2
2
}
=
1
MK
tr
(
Ch −ChΦ˜HC−1r Φ˜CHh
)
. (17)
B. Proposed Successive Channel Estimator
The proposed successive channel estimation technique that
exploits the temporal channel correlation is based on the
Bussgang decomposition, which is discussed in the previous
subsection, and the Kalman filtering.1 To develop the proposed
channel estimator, we first reformulate the channel model in
(2) using vectorized notations as
h0 = R
1
2g
0
,
hi = ηhi−1 + ζR
1
2 g
i
, i ≥ 1 (18)
1Note that we explicitly indicate the time slot index i since the proposed
channel estimator exploits the temporal correlation.
Algorithm 1 Channel Estimation Based on Kalman Filter
1: Initialization:
hˆ0|−1 = 0MK , M0|−1 = R = E
{
h0h
H
0
}
2: Prediction:
hˆi|i−1 = ηhˆi−1|i−1
3: Minimum prediction MSE matrix (MK ×MK):
Mi|i−1 = ηMi−1|i−1η
H + ζRζH
4: Kalman gain matrix (MK ×Mτ ):
Ki =Mi|i−1Φ˜
H
i
(
Cnˇi + Φ˜iMi|i−1Φ˜
H
i
)−1
5: Correction:
hˆi|i = hˆi|i−1 +Ki
(
ri − Φ˜ihˆi|i−1
)
6: Minimum MSE matrix (MK ×MK):
Mi|i =
(
IMK −KiΦ˜i
)
Mi|i−1
where g
i
is the vectorized version of innovation process,
which is represented as
g
i
=
[
gTi,1,g
T
i,2, ...,g
T
i,K
]T
, i ≥ 0. (19)
Note that the temporal correlation matrices η and ζ in (18)
are given by
η = diag(η1, η2, ..., ηK)⊗ IM ,
ζ = diag(ζ1, ζ2, ..., ζK)⊗ IM (20)
where ηk is the temporal correlation coefficient of k-th user
and ζk =
√
1− η2k.
We have the same step as in Section III-A as the quantized
signal is
ri = Q(yi). (21)
The received signal with the Bussgang decomposition is
ri = Q(yi) = Aiyi + qi (22)
whereAi is the linear operator and qi is the statistically equiv-
alent quantization noise. The receive signal can be represented
as
ri = Φ˜ihi + n˜i (23)
where Φ˜i = AiΦ¯i ∈ CMτ×MK , n˜i = Aini + qi ∈ CMτ×1.
The Kalman filter works when the noise is Gaussian dis-
tributed [14]; however, the effective noise n˜i in (23) is not
Gaussian. To over come this issue, we replace n˜i with nˇi
that follows the Gaussian distribution with zero mean and the
covariance matrix Cn˜i , which is the covariance matrix of the
effective noise n˜i. We define a new receive signal rˇi,
rˇi = Φ˜ihi + nˇi (24)
Rk = E
{
log2
(
1 +
ρd,i|wTi,kAd,ihˆi,k|2
ρd,i
∑K
j 6=k |wTi,kAd,ihˆi,j |2 + ρd,i
∑K
j=1 |wTi,kAd,iǫi,j |2 + ‖wTi,kAd,i‖2 +wTi,kCqd,iw∗i,k
)}
(29)
where nˇi ∼ CN (0Mτ ,Cn˜i). The channel estimation based
on the Kalman filter is summarized in Algorithm 1. Note that
in Algorithm 1, R in Step 1 is defined in (6), ri in Step 5 is
the quantized signal in (21), not the approximated rˇi in (24).
Remark: The Gaussian approximation of the quantized
noise may result in inaccurate tracking of channels. This effect
becomes prominent especially in high SNR regime, which is
shown in Fig. 4 in Section V. When SNR is high, the noise
ni in (1) becomes negligible and the effective noise n˜i in
(23) is dictated by the quantization process only, which would
deviate from the Gaussian approximation further. If SNR is
low, the effective noise n˜i becomes more like a Gaussian
process, which makes the Kalman filtering perform well.
IV. UPLINK DATA TRANSMISSION
In the data transmission stage, the K users transmit data
symbols to the BS. In the i-th time slot, the received signal
at the BS can be represented as
rd,i = Q(yd,i) = Q(√ρd,iHisi + nd,i)
=
√
ρd,iAd,iHisi +Ad,ind,i + qd,i (25)
where si is the transmit data symbol vector satisfying
E{|si,k|2} = 1, and the subscript d represents the data trans-
mission. The linear operator for the Bussgang decomposition
in (25) is given by
Ad,i =
√
2
π
diag(Cyd,i)
− 1
2
(a)≃
√
2
π
√
1
Kρd,i + 1
IM . (26)
In (26), we can approximate the matrix Ad,i by (a) with a
proper spatial correlation matrix satisfying
∑
i λi = M , where
λi is the i-th eigenvalue of Rk, as in [15]. The post-processed
signal after receive combining is given by
sˆi =W
T
i rd,i
=
√
ρd,iW
T
i Ad,i(Hˆisi + Eisi) +W
T
i Ad,ind,i +W
T
i qd,i
(27)
where Wi is the receive combiner, Hˆi = unvec(hˆi) is
the estimated channel matrix, and Ei = Hi − Hˆi is the
channel estimation error matrix. The k-th element of sˆi can
be expressed as
sˆi,k =
√
ρd,iw
T
i,kAd,ihˆi,ksi,k +
√
ρd,iw
T
i,k
K∑
j 6=k
Ad,ihˆi,jsi,j
+
√
ρd,iw
T
i,k
K∑
j=1
Ad,iǫi,jsi,j +w
T
i,kAd,ind,i +w
T
i,kqd,i
(28)
where wi,k, hˆi,k and ǫi,k are the k-th columns of Wi, Hˆi,
and Ei, respectively.
By treating the quantization noise qd,i as a Gaussian noise
as in [17], we can find a lower bound on the achievable rate
of the k-th user in (29). The covariance matrix of qd,i can be
represented as
Cqd,i = Crd,i −Ad,iCyd,iAHd,i
=
2
π
(arcsin(X) + jarcsin(Y)) − 2
π
(X+ jY)
(a)≃ (1− 2/π)IM , (30)
where we define
X = Σ−1/2yd,i Re{Cyd,i}Σ−1/2yd,i ,Y = Σ−1/2yd,i Im{Cyd,i}Σ−1/2yd,i .
(31)
In (30), Crd,i can be obtained using the arcsin law in (15),
and (a) is from the low SNR approximation as in [15]. The
achievable sum-rate is given by
R =
K∑
k=1
Rk. (32)
Although any receive combiner is possible, we adopt the zero-
forcing (ZF) combiner, which is given by
WTi,ZF = (Hˆ
H
i Hˆi)
−1HˆHi , (33)
for numerical studies.
V. NUMERICAL RESULT
In this section, we perform Monte-Carlo simulation to
verify the proposed channel estimator. We use the NMSE as
the performance metric,
NMSE =
1
MK
E
{∥∥∥hˆ− h∥∥∥2
2
}
(34)
where hˆ is the estimated channel. We define the pilot sequence
Φ from the discrete Fourier transform (DFT) matrix and
choose K columns of τ×τ DFT matrix to get pilot sequence.
We adopt the exponential model for the spatial correlation
matrix Rk:
Rk =


1 rk · · · rM−1k
r∗k 1 · · ·
...
...
...
. . .
...
r
∗(M−1)
k · · · · · · 1

 (35)
where2 rk = re
jθk (0 < r < 1, 0 < θk < 2π). For the
temporal correlation, we adopt Jakes’ model, which given
ηk = J0(2πfDt) where J0(·) denotes the 0-th order Bessel
2We assume all users have the same r (since it is a function of the BS
antenna spacing) while each user experiences an independent phase θk .
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Fig. 2: The NMSE comparison according to time slot with
different values of the spatial correlation coefficient r when
M = 128, K = 4, τ = 20, ηk = 0.9881 and SNR = −5 dB.
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User 3 (η3 = 0.967)
User 4 (η4 = 0.988)
Fig. 3: The NMSE comparison according to time slot with
user-dependent temporal correlations. M = 128, K = 4, τ =
20, r = 0.9, and SNR = −5 dB. The temporal correlation
coefficients η are 0.872, 0.936, 0.967, and 0.988 for each user.
function, fD = vfc/c is the Doppler frequency with the user
speed v, the carrier frequency fc, and the speed of light c,
and t is the channel instantiation interval [18].
In Fig. 2, we compare the NMSE with respect to the time
slot for r = 0.6 or r = 0.9 when SNR = −5 dB. We
set the number of BS antennas M = 128, the number of
users K = 4, and the number of training symbols τ = 20.
The temporal correlation coefficient is ηk = 0.9881 (which
corresponds to v = 3km/h). We denote NMSE(hi) as the
NMSE performance of proposed technique at the i-th time
slot. Also, we denote NMSE(R) = 1MK tr(Mi|i) as the
theoretical NMSE of Kalman filter with the Gaussian noise,
not the true quantization noise where Mi|i is the minimum
MSE matrix defined in Step 6 of Algorithm 1. We also plot
the BLMMSE only proposed in [15], which is the NMSE
of the single-shot channel estimation explained in Section
III-A. In Fig. 2, the NMSE of proposed channel estimator
outperforms the BLMMSE only case with the time slot. The
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NMSE(h5)
NMSE(h10)
NMSE(h20)
NMSE(R)
Fig. 4: The NMSE comparison according to SNR with differ-
ent values of time slot i when M = 128, K = 4, τ = 20,
ηk = 0.9881, and r = 0.6.
estimation performance of proposed technique becomes better
when channels are more spatially correlated.
In Fig. 3, we compare the NMSE for each user when
they experience user-dependent temporal fading. We set r =
0.9 and the temporal correlation coefficient of each user
as η = 0.872, 0.936, 0.967, and 0.988 (which correspond
to vk = 10km/h, 7km/h, 5km/h, and 3km/h). All other
parameters are the same as in Fig. 2. The figure shows that
the proposed channel estimator works for the user-dependent
temporal fading as well while the users experiencing more
temporal correlation benefit more from the proposed estimator.
In Fig. 4, we compare the NMSE with respect to SNR with
different values of the time slot index i. We set the temporal
correlation coefficient ηk = 0.9881 and the spatial correlation
coefficient r = 0.6. All other parameter are the same as in
Fig. 2. The proposed channel estimator has low NMSE with
larger time slot index i. In high SNR regime, we verify that
the one-bit ADCs quantizer has almost 5 dB loss with respect
to NMSE(R) where the loss comes from the Gaussian model
mismatch as explained in Remark in Section III-B. In low
SNR regime, NMSE(hi) is almost similar to NMSE(R) after
10 successive estimations.
In Figs. 5 and 6, we compare the achievable sum-rate
according to the time slot with different temporal correlations
when M = 64, K = 4, τ = 10 and SNR = 0 and 10 dB.
We also plot the BLMMSE only case. The achievable sum-
rate of proposed successive channel estimator outperforms the
BLMMSE only case as the time slot increases. The achievable
sum-rate of proposed channel estimator increases with larger
temporal correlation and SNR values.
VI. CONCLUSION
In this paper, we proposed a channel estimation tech-
nique for spatially and temporally correlated channels in
massive MIMO systems with one-bit ADCs. We exploited the
Bussgang decomposition, which reformulates the non-linear
function to statistically equivalent linear function, and the
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Fig. 5: The achievable rate comparison according to time slot
with different values of temporal correlations when M = 64,
K = 4, τ = 10, r = 0.6, and SNR = 0 dB.
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Fig. 6: The achievable rate comparison according to time slot
with different values of temporal correlations when M = 64,
K = 4, τ = 10, r = 0.6, and SNR = 10 dB.
Kalman filter to estimate the channel by replacing the quan-
tization noise to statistically equivalent Gaussian noise. The
performance of proposed channel estimator has a substantial
gain compared to the previous technique in [15], especially in
low SNR regime. Also we verified that more accurate channel
estimation is possible when channels are highly correlated in
time and space.
Possible future work includes deriving the fundamental per-
formance limit of the proposed technique and implementing
a dithering process to improve the performance in high SNR
regimes [19].
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