Visual psychophysicists, who study object, color, and light perception, have a demand for software that produces complex but, at the same time, physically accurate stimuli for their experiments. The number of computer graphic packages that simulate the physical interaction of light and surfaces is limited, and mostly they require the purchase of a license. RADIANCE (Ward, 1994) , however, is freely available and popular in the visual perception community, making it a prime candidate. We have shown previously that RADIANCE's simulation accuracy is greatly improved when color is coded by spectra, rather than by the originally envisaged RGB triplets (Ruppertsberg & Bloj, 2006) . Here, we present a method for spectral rendering with RADIANCE to generate hyperspectral images that can be converted to XYZ images (CIE 1931 system) and then to machine-dependent RGB images. Generating XYZ stimuli has the added advantage of making stimulus images independent of display devices and, thereby, facilitating the process of reproducing results across different labs. Materials associated with this article may be downloaded from www.psychonomic.org.
The human visual system is confronted with the 2-D image of the world projected onto the retina. This complex 2-D pattern of light is the result of scene illumination, the surface reflectance properties of objects, and their spatial configuration. If we want to understand how the visual system analyzes these complex but naturalistic patterns, our stimuli need to reflect this complexity accurately; otherwise, the validity of the results may be limited. Psychophysical (Bloj, Kersten, & Hurlbert, 1999; Gilchrist & Jacobsen, 1984) and computational (Funt & Drew, 1993; Nayar, Ikeuchi, & Kanade, 1991) studies, for example, have postulated that a particular illumination phenomenon-mutual illumination-may provide cues for color and shape perception. Mutual illumination arises from light reflected between surfaces, and it has been shown that the representation of an object's color in a rendering program with three or any small number of discrete samples will lead to an underestimation of the intensity of mutual illumination (Shafer, 1992) , unless all the participating surfaces and lights have flat spectra or if only one of them is not flat (see , for a more detailed explanation). To create accurate complex naturalistic stimuli, and not just photorealistic pictures, scientists need a rendering tool that is relatively easy to implement and, preferably, low cost.
RADIANCE (Ward, 1994) , a physically based, freely available rendering package, has been used in the computer graphics, architectural, and lighting communities for some time. It is quickly becoming the image generation package of choice for the visual perception community when studying light and surface perception in complex 3-D scenes Boyaci, Maloney, & Hersh, 2003; Delahunt & Brainard, 2004a , 2004b Doerschner et al., 2004; Fleming, Dror, & Adelson, 2003; Fleming, Torralba, & Adelson, 2004; Yang & Maloney, 2001; Yang & Shevell, 2003) . RADIANCE simulates the physical interaction of light and surfaces by using a backward raytracing algorithm. This means that light is followed from the point of measurement into the scene and back to the light source. However, the color properties of light and surfaces are not represented by descriptors with a physical unit, but by RGB values. On the other hand, the numerical values held in a RADIANCE image are radiance values (unit: Watt/ steradian -m2). Here, we present a method of using RA-DIANCE with color descriptors in physical units--namely, radiance values--to generate hyperspectral images that can be converted to XYZ images (CIE 1931 system) and then to machine-dependent RGB images. We have shown previously that this spectral-rendering method improves the simulation accuracy (Ruppertsberg & Bloj, 2006) . This article is not intended to give an introduction to RADIANCE, which can be found elsewhere (Ward Larson & Shakespeare, 1998 ; www radiance-online.org), but will focus on the implementation of spectral rendering in RADIANCE.
Getting Started
RADIANCE is an open-source code (radsite.lbl.gov/ radiance/index.html) and runs on a UNIX-based operating system (for an introduction to UNIX commands and the like, see www.ee.surrey.acuk/teachingfUnix/ index.html). The spectral-rendering method we present is based on shell scripts, and the image manipulation stage on MATLAB scripts under Windows. We used RADI-ANCE Version 3.5 on Red Hat Linux Version 8 (corn-M. Bloj 
Color in RADIANCE
Color in RADIANCE is thought to be represented by RGB triplets, which are diffuse reflectance values under an equal-energy light source (white light). If RGB values are used as color descriptors, RADIANCE will output RGB values, which can be smaller than 0 and larger than 1. To compute luminance values from RADIANCE's RGB values, the following formula is applied (Ward Larson & Shakespeare, 1998) :
which is derived from the CIE XYZ-to-RGB conversion matrix based on the ideal (implemented) monitor. The CIE chromaticity coordinates for this ideal monitor's primaries and white point are If RGB values are larger than 1 or smaller than 0, the color displayed on a monitor may have little to do with the actual calculated color of the image, since clipping will have set these values tp 1 or 0, respectively.
If, instead of RGB values, (physical) radiance values are,used as color des4riptors, RADIANCE's output will be radiance values. These can be interpreted as waveband averages for the corresponding waveband (see Figure 1 ): The R value will be the average of the red waveband (e.g., 600-700 nm), the G value will be the average for the green waveband (500-600 nm), and the B value will be the aver-age for the blue waveband (400-500 nm). If the average for the red waveband were 0.6, for the green 0.3, and for the blue 0.2, the corresponding RGB-like coding [0.6 0.3 0.2] would mean that the wavebands run now from 700 to 400 from left to right.
Depending on how we code color, the output of RA-DIANCE has to be interpreted accordingly. If we code color in RGB triplets, RADIANCE's three value per pixel output corresponds to the RGB color signal of that pixel. If we code color by radiance values, the resulting three values per pixel output from RADIANCE is interpreted as a three-waveband approximation of the color signal in radiance [W/(sr • m2)], as presented in Figure 1 .
N-Step Rendering
For the color descriptors based on radiance values, we implement an N-step algorithm. The idea behind N-stepping is an approximation of the original signal (in our case, energy over wavelength) by N steps, where N can be any integer >0. The spectrum is divided into N consecutive, equally spaced wavebands, and the average value for each of the wavebands from the original signal is calculated. Figure 2 shows a surface reflectance function (original signal) and a three-step approximation in gray. The triplet shows the average values of the three consecutive wavebands ([380-510 nm], [515-645 nm], and [650-780 nm]) in BGR order. These three values are then used as the color descriptor in RADIANCE-that is, [0.46 0.27 0.15] in RGB order (see the comment above).
For N = 9, the spectrum is divided into nine wavebands, and nine average values are calculated (dashed line in Figure 2) . To implement a nine-step approximation in RADI-ANCE, three images need to be rendered, each image accounting fora different part of the spectrum; that is, Image 1 will account for [380-510 nm], Image 2 for [515-645 nm], and Image 3 for [650-780 nm] (see also Figure 3 ).
The maximum value for N is determined by the sampling resolution of the original signal. If, for example, we sampled the original signal from 380 to 780 nm in 5-nm Wavelength (nm) steps, the maximum value for N would be 81, in which case 27 images needed to be rendered for the scene.
The principle of this algorithm is related to hyperspectral imaging, in which one image is taken for each waveband, resulting in J images for a scene, where J is the number of wavebands. Together, these J images carry the full spectral information for each single pixel in the image. To make the hyperspectral image displayable on a monitor, the information of the J images has to be collapsed into a standard three-channel RGB image by convolving the spectral signature of each pixel with the x, y, and z matching functions. This yields X, Y, and Z tristimulus values for each pixel, which can then be converted to RGB with a conversion matrix T. T is a 3 X 3 matrix that depends on the monitor's primaries at maximum intensity (for a description of how to obtain this matrix, see Foley, van Dam, Feiner, & Hughes, 1992, and Travis, 1991, among others) . Multiplying the XYZ tristimulus values by T yields RGB values. 
A Scene in RADIANCE: Implementation Example for N = 9
To spectrally render a scene in RADIANCE using the N-step algorithm, we provide a shell script that generates binary output files, which in turn can be read by a MAT-LAB function and can be converted to an XYZ image. We present example files for N = 9, but the script can easily be adapted to any required number. We assume that readers are able to generate the necessary text files.
A scene set up is described in a "* . all" file in RA-DIANCE, which includes objects and light sources. Our example scene, example . all, shows a three-walled room with a floor containing a box, a ball, and a cone that is illuminated by a spotlight on the top left (see Archived Materials, below). The scene file describes the location and orientation of the objects and light sources in the scene. The object files describe the physical dimensions of the object and also contain the name of the object's color. This name has to correspond to a color name in the material files (for N = 9, we have three material files). The material files con- The light source myl ight . rad contains the physical dimensions and parameters of the spotlight. To describe a light source in RADIANCE, we use a "* . ies" file (see chap. 8 in Ward Larson & Shakespeare, 1998) , which is converted into a" . rad" file (with ies2rad). The color of the light source is described by providing the -c parameter of the ies2rad program with three radiance values (unless it is white). As with the material files, which describe the color of the objects, we need light color files that account for the color of the light when stepping through different wavebands. For the order of values, the same logic as that for the material files applies. The light color files contain only the waveband triplets computed from the spectrum of the reflectance standard under the particular light. For N = 9, we need three light color files. See Archived Materials for examples of Light Color Files (lightcol 1, light-col2, and lightcol3).
To spectrally render the scene with nine wavebands, the shell script "mksc" (see Archived Materials) will execute the loop three times (= number of material files). Each time it will read in a new light color file, generate a new myl ight . rad file, render the scene, view it from a specifiedviewpoint, andconvertthe image to abinary file andsave it The top panel in Figure 4 gives a graphical representation of the processes in mks c; fields in gray indicate files that the user has to provide. Using the call ". /mksc example,' the script will generate three files called example_1. bin, example_2 .bin, and example_3 .bin, Formore than nine steps, more material and light color files have to be gen -e r a t e d , a n d t h e s c r i p t n e e d s t o be amended accordingly (the array "matfiles" needs to be increased). For a more detailed discussion of how many wavebands are needed for obtaining good results, see Ruppertsberg and Bloj (2006) .
Turning Binary Files Into a Hyperspectral Image
With a MATLAB function, bin2hyper.m (see Archived Materials; see also Figure 4 , bottom panel), we can read in the binary files generated by RADIANCE and turn them into one hyperspectral image (in this case, 256 X 256 X 9). By applying color matching functions, the hyperspectral image can be converted into an XYZ image (256 X 256 X 3) and, finally, into an RGB image. Note that the resulting RGB image may contain values smaller than 0 and larger than 1, which means that the color values are outside the range of the display device.
Although it is possible to simulate any scene in RADI-ANCE accurately, it does not follow that the scene can be displayed accurately on a display device. For an accurate display of the scene, the values in the scene must fall within the gamut of the display, the display must be calibrated, and, potentially, the resolution of the graphics card needs to be considered.
The method described here is similar to the one used by Yang and Maloney (2001) and it should be noted that Delahunt and Brainard's (2004b) algorithm is analogous to the one presented here. However, Delahunt and Brainard (2004b) rendered monochromatic images by setting all three channels to the same value (R = G = B). Thus, for a given waveband approximation with N steps, N images also will be rendered, and not just N/3, which makes their approach less efficient.
Conclusion
To create accurate complex naturalistic stimuli, RADI-ANCE, a physically based, freely available rendering package, can be implemented as a spectral-rendering program. This increases rendering accuracy, is easy to implement, and, since the software is open source, is very low cost. By giving a detailed description of the implementation and by providing example files and a shell-script to automate this process, we are confident in making this method more accessible. Generating XYZ stimuli has the added advantage of making stimulus images independent of display devices (e.g., it is well known that the output intensity of one display device diminishes over time and this, therefore, affects the conversion matrix) and, thereby, facilitating the process of reproducing results across different labs.
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