Introduction

38
Very Long Baseline Interferometry (VLBI) is a unique technique among 39 space-geodetic techniques due to its capability to determine all Earth Ori-40 entation Parameters (EOP) simultaneously. These parameters provide the 41 orientation of the Earth in an inertial reference system. One of the parame-the underlying geodynamical behaviour of the Earth system. Thus, also UT1 48 as a parameter is connected to various geophysical phenomena, in particular 49 via the exchange of angular momentum between the atmosphere, geophysical 50 fluids, and the solid earth (Barnes et al., 1983) . Thus, high-frequency signals 51 in UT1 can be used to study these geophysical excitations and the under-52 lying geodynamical phenomena (Brzeziński, 2012) . Moreover, the impact of Furthermore, timely UT1 estimates from VLBI are crucial for space-57 geodetic techniques such as Global Satellite Navigation Systems (GNSS).
58
GNSS are only capable of accessing UT1 via its time derivative, usually de- 
75
depends on the VLBI processing chain. Namely, the time it takes to correlate 76 the observed data to produce databases, which are subsequently analysed 77 by various VLBI analysis packages in order to obtain the UT1 estimates. ibration can be computed, the ambiguities have to be resolved on each band.
95
Any unresolved ambiguities in the observed group delays will propagate into 96 the UT1 estimates.
97
There are multiple available VLBI software packages which can be used 98 4 to estimate geodetic parameters from VLBI observations. These include e.g. 
109
The standard approach for parameter estimation in all software packages 110 mentioned above is the method of least-squares adjustment (Koch, 1999) 
111
(i.e. L2-norm minimisation). In this paper, as an alternative approach to 112 the L2-norm, we implement parameter estimation based on the L1-norm and 113 apply it to the analysis of the INT sessions in the ambiguity resolving step.
114
Furthermore, we evaluate alternative weighting strategies for both the L1-115 and L2-norm ambiguity estimation. Compared to the L2-norm, the L1-norm 116 should be more robust in the presence of outliers. We investigate whether The objective functions for both the L1-and L2-norm minimisations can 123 be derived from the general expression for a p-norm, which is given by
(1) 
133
where v is a vector containing the residuals for n observations, p is a 134 vector containing the associated weights for the observations, and P is an 135 n obs × n obs matrix in which the diagonal contains the weights for the obser-
136
vations and the off-diagonal elements the possible correlation terms.
137
In the following subsections, first the standard L2-norm minimisation 
L2-norm minimisation
141
A detailed description of the L2-norm minimisation can be found in e.g.
142
Koch (1999) . Generally, the L2-norm minimisation is done according to the given by The L1-norm minimisation, which is discussed in detail in e.g. Koch 
179
This will reduce the problem to that of a linear programming. These vectors 180 are now given by
183 184
where a condition u i or w i = 0 holds for the residual vector components.
185
Now given the conditions in Equation 7a, Equation 2 can be written as
187
subject to the conditions in Equation 7b,
189
The objective function can now be written as
191 subject to variance of the L2-norm is proportional to σ 2 /n, where n is the sample size.
212
Even though the L2-norm is efficient, its disadvantage is its sensitivity to 
279
In each iteration step the residuals are computed and if they are larger 280 than 50 % of the ambiguity spacing on that band, the corresponding ob- investigated using three different approaches, which are described in Table 1 . 
288
Indicators for successfully resolved ambiguities
295
In order to assess whether the ambiguities have indeed been successfully 296 resolved, we need to define criteria, that capture the effect of the ambiguity 297 estimation.
298
Since any unresolved ambiguities will propagate into the estimated pa- 
Results
326
The impact of using the L1-norm in the ambiguity estimation was exam-
327
ined by investigating the criteria described in Section 3.2. In order to focus 328 on the sessions which produced meaningful UT1-UTC estimates w.r. Table 3 .
340
The results in Table 2 show that the RMS and WRMS values of the 
344
The noteworthy conclusion is that the L1-norm gives a larger number of of good sessions using the W1, W2, and W3 weightings, respectively. The mean RMS and WRMS of the post-fit residuals presented in Table 3 351
350
show that the L1-norm gives on average a better fit after the ambiguity 
354
The number of iterations that it takes for the ambiguity estimation to only L1, or only L2 results.
376
To investigate the sessions that fail with either the L1-or L2-norm ap- proaches, we consider subsets from all the sessions that resulted in good cause instability, which the L1-norm approach is able to handle better.
420
Next, we investigate the extent to which the added sessions obtained values for the L2-norm in Subset-1 are slightly larger.
439
Overall, the greatest contribution of the L1-norm approach is the number 440 of added sessions, which increase the time resolution of the UT1-UTC series,
441
rather than the overall accuracy.
442
When we investigate the set of sessions, which pass the outlier filtering For the L2-norm the different weighting options behaved more uniformly.
472
However, slow convergence does not necessarily lead to bad quality of the 473 results. Using the W1 weighting, the L1-norm iteration counts were signif-
474
icantly larger compared to those of the L2-norm. However, the L1-norm 475 using the W1 weighting (i.e. equally weighted) produced the biggest increase 476 in good quality UT1-UTC estimates.
477
