Depth at homogeneous or weakly-textured image areas is difficult to obtain because such image areas suffer the well-known correspondence problem. In this paper, we propose a voting model that predicts the depth at such image areas from the depth of bounding edge-like structures. The depth at edge-like structures is computed using a feature-based stereo algorithm, and is used to vote for the depth of homogeneous image areas. We show the results of our ongoing work on different scenarios.
Introduction
Extraction of 3D structure from 2D images is realized by utilizing a set of inverse problems that include structure from motion, stereo vision, shape from shading, linear perspective, texture gradients and occlusion [3] . These cues can be classified as pictorial, or monocular, (such as shading, utilization of texture gradients or linear perspective) and multi-view (like stereo and structure from motion). Depth cues which make use of multiple views require correspondences between different 2D views of the scene. In contrast, pictorial cues use statistical and geometrical relations in one image to make statements about the underlying 3D structure. Many surfaces have only weak texture or no texture at all, and as a consequence, the correspondence problem is very hard or not at all resolvable for these surfaces. Nevertheless, humans are able to reconstruct 3D information for these surfaces, too. Existing psychophysical experiments (see, e.g., [2, 4] ) and computational theories (see, e.g., [1, 6, 26] ) suggest that in the human visual system, an interpolation process is realized that starting with the local analysis of edges, corners and textures, computes depth also in areas where correspondences cannot easily be found. In this paper, we are interested in prediction of depth at homogeneous image patches (called monos in this paper) from the depth of the edges in the scene using a voting model. We start by creating a representation of the input stereo images in terms of local image patches corresponding to edge-like structures and monos (as introduced in [15] and section 2, and described in detail in [16] ). The depth at edge-like patches is extracted using feature-based stereo computation between the two images (using the method introduced in [22] ). The depth that is extracted at the bounding edge-like patches of a mono using stereo votes for its depth. We would like to distinguish depth prediction from surface interpolation because surface interpolation assumes that there is already a dense depth map of the scene available in order to be able to estimate the 3D orientation at points (see, e.g., [6, 7, 8, 18, 19, 25, 26] ) whereas our understanding of depth prediction makes use of only 3D line-orientations at edge-segments which are computed using a feature-based stereo proposed in [22] . A typical scenario that our model is designed for is shown in figure 1 where an input stereo pair and the stereo data (computed using [22] ) are displayed. We see that computed stereo information has strong outliers which prohibit a surface interpolation method as it is not possible to differentiate between the outliers and the reliable stereo information. Moreover, the stereo information that should be reliable at the edges of the road turn out not to share a common surface nor the same 3D line (see figure 1(c) ). Applying a surface interpolation method on such input data is expected to lead to a wrong road surface prediction. In this paper, we will show that our depth prediction method is able to cope with such strong outliers.
Related studies
It is fair to count the early works of Grimson [6] as the pioneers of surface interpolation. In [6] , Grimson proposed fitting square Laplacian functionals to surface orientations at existing 3D points utilizing a surface consistency constraint called 'no news is good news'. The constraint argues that if two image points do not have a contrast difference in-between, then they can be assumed to be on the same 3D surface (see [11] for a quantification of this assumption). This work is extended in [7] with use of shading information. [6, 7] assume that surface information is available, and the input 3D points are dense enough for second order differentiation. In [1] , surface orientation at homogeneous image areas is recovered by interpreting line drawings. Lines are classified as extremal or discontinuity by making use of the junction labels and global relations like symmetry and parallellism. They assume that (1) extremal points (the boundaries of the objects) in an image correspond to surface orientations which are normal to the image curve and the line of sight, and that (2) discontinuities (lines other than extremal points) lead to surface orientations which are normal to space curve. The underlying assumptions of [1] are that (1) a clean contour of the scene is provided, and that (2) the object is separated from the background. Moreover, the results provided in [11] suggest that it may not be a good idea to assume that edges correspond to only certain types of surface orientations. [21, 24, 27, 28] are similar to [1] as far as our paper is concerned. In [8] , 3D points with surface orientation are interpolated using a perceptual constraint called co-surfacity which produces a 3D association field (which is called Diabolo field by the authors) similar to the association field used in 2D perceptual contour grouping studies. If the points do not have 3D orientation, they estimate the 3D orientation first and then apply the surface interpolation step. In [18, 19] , it is argued that stereo matching and surface interpolation should not be sequential but rather simultaneous. For this, they employ the following steps: (1) Normalized-cross correlation and edge-based stereo are computed. (2) The disparities are combined and disparities corresponding to inliers, surfaces and surface discontinuities are marked using tensor voting. (3) Surfaces are extracted using marching cubes approach. At this stage, surfaces are over the boundaries. (4) At the last step, over-boundary surfaces are trimmed. They assume sphere as their surface model when interpolating surface orientations. Our method is similar to shape from silhouette methods which try to estimate the 3D information from the occluding edges of a single object (see, e.g., [13, 20] ). As put forward in [20] , these methods are limitted to spherical objects, and the underlying principles are valid only for occluding edges. In [25, 26] , stereo is computed at different scales, and instead of collapsing the results of these different scales into a single layer of disparity estimation and then applying surface interpolation, surface interpolation is applied separately for each scale and the results are combined. Our work is different from the above mentioned worksin that:
• Our approach does not assume that the input stereo points are dense enough to compute their 3D orientation (this is why the authors of this paper prefer to distinguish between depth prediction and surface interpolation). Instead, our method relies on the 3D line-orientations of the edge segments which are extracted using a feature-based stereo algorithm (proposed in [22] ).
• We employ a voting method like [18, 19] but is different, allowing long-range interactions in empty image areas, in order to predict both the depth and the surface orientation.
The paper is organized as follows: In section 2, we introduce how the images are represented in terms of local image patches. Section 3 describes the 2D and 3D relations between the local image patches that are utilized in the depth prediction process. Section 4 gives the outline of how the depth prediction is performed. In section 5, the results are presented and discussed. Finally, in section 6, the paper is concluded.
Visual Features
The visual features we utilize (called primitives in the rest of the paper) are local, multi-modal feature descriptors that were intoduced in [15] . They are semantically and geometrically meaningful descriptions of local patches, motivated by the hyper-columnar structures in V1 ( [9] ). An edge-like primitive can be formulated as:
where x is the image position of the primitive; θ is the 2D orientation; ω represents the contrast transition; (c l , c m , c r ) is the representation of the color, corresponding to the left (c l ), the middle (c m ) and the right side (c r ) of the primitive; and, f is the optical flow extracted using Nagel-Enkelmann optic flow algorithm. As the underlying structure of an homogeneous image patch is different from that of an edge-like patch, a different representation is needed for homogeneous image structures (called monos in this paper):
where x is the image position, and c is the color of the mono. See [17] for more information about these modalities and their extraction. Figure 2 shows extracted primitives for an example scene. π e is a 2D feature which can be used to find correspondences in a stereo framework to create 3D primitives (as introduced in [14, 23] ) with the following formulation:
where X is the 3D position; Θ is the 3D orientation; Ω is the phase (i.e., contrast transition); and, (c l , c m , c r ) is the representation of the color, corresponding to the left (c l ), the middle (c m ) and the right side (c r ) of the 3D primitive.
In this paper, we estimate the 3D representation Π m of monos which stereo fails to compute:
where X and c are as in equation 2, and n is the orientation (i.e., normal) of the plane that locally represents the mono.
Relations between Primitives
Sparse and symbolic nature of primitives allows the following relations to be defined on them. For more information about relations of primitives, see [10] . Primitive :
Figure 3: Illustration of the primitive extraction process from a video sequence. The 2D-primitives extracted from the input image (a) (see section 2), and finally the 3D-primitives reconstructed from the stereo-matches as described as described in [23] . [23] . (e) The reconstructed 3D entities. Note that the structure reconstructed is quite far from the cameras, leading to a certain imprecision in the reconstruction of the 3D-primitives. A simple scheme addressing this problem is described in [23] . 
Co-planarity
Two 3D edge primitives Π e i and Π e j are co-planar iff their orientation vectors lie on the same plane, i.e.:
where v ij is defined as the vector (X i − X j ); t i and t j denote the vectors defined by the 3D orientations Θ i and Θ j , respectively; and, proj u (a) is defined as:
The co-planarity relation is illustrated in Fig. 4 .
Linear dependence
Two 3D primitives Π e i and Π e j are linearly dependent iff the three lines which are defined by (1) the 3D orientation of Π e i , (2) the 3D orientation of Π e j and (3) v ij are identical. Due to uncertainty in the 3D reconstruction process, in this work, the linear dependence of two spatial primitives Π e i and Π e j is computed using their 2D projections π e i and π e j . We define the linear dependence of two 2D primitives π e i and π e j as:
where t i and t j are the vectors defined by the orientations θ i and θ j , respectively; and, T h is a threshold.
Co-colority
Two 3D primitives Π e i and Π e j are co-color iff their parts that face each other have the same color. In the same way as linear dependence, co-colority of two spatial primitives Π e i and Π e j is computed using their 2D projections π e i and π e j . We define the co-colority of two 2D primitives π e i and π e j as:
where c i and c j are the RGB representation of the colors of the parts of the primitives π e i and π e j that face each other; and, d c (c i , c j ) is Euclidean distance between RGB values of the colors c i and c j . Co-colority between an edge primitive π e and and a mono primitive π m , and between two monos can be defined similarly (not shown here). In Fig. 6 , a pair of co-color and not co-color primitives are shown.
π j π i π k Figure 6 : Co-colority of three 2D primitives π e i , π e j and π k . In this example, π e i and π e j are cocolor, so are π e i and π e k ; however, π e j and π e k are not cocolor.
Formulation of the model
For the prediction of the depth at monos, we developed a voting model. In a voting model, there are a set of voters that state their opinion about a certain event e. A voting model combines these votes in a reasonable way to make a decision about the event e. In the depth prediction problem, the event e to be voted about is the depth and the 3D orientation of a mono π m , and the voters are the edge primitives {π e i } (for i = 1, ..., N E ) that bound the mono. In this paper, we are interested in the predictions of pairs of π e i s, which are denoted by P j for j = 1, ..., N P . While forming a pair P j from two edges π e i and π e k from the set of the bounding edges of a mono π m , we have the following restrictions:
1. π e i and π e k should share the same color with the mono π m (i.e., the following relations should hold: coc(π e i , π e k ) and coc(π e i , π m )). 3. π e i and π e k should not be linearly dependent so that they can define only one plane (i.e., ¬ lin(π e i , π e k )).
The 3D primitives Π
In figure 7 , such restrictions are illustrated for an example mono and a set of edge primitives that bound it. The primitives π e j and π e m are on the same line (i.e., they are linearly dependent), and they define infinitely many planes. As for primitives π e l and π e k , they cannot define a plane as they are not on the same plane, nor do they share the same color. The vote v i by a pair P j can be parametrized by:
where n is the normal of the mono π m , and z is its depth relative to the plane defined by P i . Each v i has an associated reliability or probability r i . They denote how likely the vote is based on the believes of pair P i . It can be modeled as a function of the distance of the mono π m to the intersection point IP :
r i can be weighted by the confidences of the elements of the pair P i that reflect their quality. Finding the bounding edges of a mono π m requires making searches in a set of directions d i , i = 1...N d for the edge primitives. In each direction d i , starting from a minimum distance R min , the search is performed upto a distance of R max in discrete steps s j , j = 1...N s . If an edge primitive π e is found in direction d i in the neighborhood Ω of a step s j , π e is added to the list of bounding edges and the search continues with the next direction. The above mentioned method for finding the bounding edge primitives will lead to an incomplete and sparse boundary detection (see figure 8 ) because the search is performed only in a set of discrete directions. This can be improved by making use of the contour grouping information; when an edge primitive π e is found in a direction d i at step s j , if π e is part of a group G, then all the edge primitives in G can be added to the list of bounding edges (see [23] for information about the grouping method we employ in this paper). Grouping information can lead to more complete and dense boundary finding as shown in figure 8(a) ; however, for certain objects, it may lead to worse results due to low contrast edges (see figure 8(b) ).
Bounding edges of a mono

The vote of a pair of edge primitives on a mono π m
A pair P i of two edge primitives π e j and π e k with two corresponding 3D edge primitives Π e j and Π e k , which are co-planar, co-color and linearly independent, defines a plane p with 3D normal n and position X. The vote v l of Π e j and Π e k is computed by the intersection of the plane p with the ray l that goes through the mono, π m , and the focus of the camera (see figure 9 ). The ray l is computed using the following formula ( [5] , pg41):
wherex is the homogeneous position of π m ; P andp are respectively the 3x3 and the 3x1 sub-parts of the 3x4 projection matrix P m so that P m = [Pp]; and, λ is an arbitrary number. By using two different values for λ, two different points on ray l are extracted which then are used to compute the ray l. Because the ray l is unique for a mono π m , all the votes processed for the mono π m will be on ray l. This property can be exploited for clustering the votes as discussed in section 4.3
Combining the votes
The votes can be integrated using different ways to estimate the 3D representation Π m of a 2D mono π m :
• Weighted averaging:
where C is a normalization constant.
• Clustering:
Weighted averaging is prone to outliers which can be overcome by utilizing the set of clusters in the votes. Let us denote the clusters by c i for i = 1, ...N c . Then, one integration scheme would be to take the cluster that has the highest average reliability:
where r i is the reliability (i.e., confidence) associated to the vote v i .
An alternative can use the most crowded cluster:
It is also possible to combine the number of votes and the average reliability of a cluster for making a decision.
As mentioned above, weighted averaging is prone to outliers but is fast. Clustering the votes can filter outliers whereas is slow. Moreover, clustering is an ill-posed problem, and most of the time, it is not trivial to determine the number of clusters from the data points that will be clustered.
In this paper, we implemented (1) a histogram-based clustering where the number of bins is fixed, and the best cluster is considered to be the bin with the most number of elements, and (2) a clustering algorithm where the number of clusters is determined automatically by making use of a cluster-regularity measure and maximizing this measure iteratively.
(1) is a simple but fast approach whereas (2) is considerably slower due to the iterative-clustering step. Suprisingly, our investigations showed that (1) and (2) produce almost identical results (the comparative results are not provided in this paper). For this reason, we have adopted (1) as the clustering method for the rest of the paper.
Combining the predictions using area information
3D surfaces project as areas into 2D images. Although one surface may project as many areas in the 2D image, it can be claimed that the image points in an image area are part of the same 3D surface[SK: This assumption does not always hold. I need to elaborate.]. Figure 10 shows the predictions of a surface. Due to strong outliers in the stereo computation, depth predictions are scattered around the surface that they are supposed to represent. We show that it is possible to segment the 2D image into areas based on intensity similarity and combine the predictions in areas to get a cleaner and more complete surface prediction. We segment an input image I into areas A i , i = 1, .., N A using co-colority (see section 3) between primitives utilizing a simple region-growing method; the areas are grown until the image boundary or an edge-like primitive is hit. Figure 11 shows the segmentation of one of the images from figure 1.
In this paper, we assume that each A i has a corresponding surface S i defined as follows:
Such a surface model allows a wide range of surfaces to be represented, including spherical, ellipsoid, quadratic, hyperbolic, conic, cylinderic and planar surfaces. S i is estimated from the predictions in A i by solving for the coefficients using a least-squares method. As there are nine coefficients, such a method requires at least nine predictions to be available in area A i . For the predictions shown in figure 10 , the following surface is estimated which is shown in figure 12 using a sparse sampling (only non-zero coefficients are shown): S 0 in equation 16 is mainly a planar surface with small quadratic coefficients caused by outliers.
Having an estimated S i for an area A i , it is possible to correct the mono predictions using the estimated surface S i : Let X n be the intersection of the surface S i with the ray that goes through π m and the camera, and n n be the surface normal at this point (defined by n n = (δS i /δ x , δS i /δ y , δS i /δ z ) ). X n and n n are respectively the corrected position and the orientation of mono Π m . Corrected 3D monos for the example scene is shown in figure 13 . Comparison with the initial predictions which are shown in figure 10 concludes that (1) outliers are corrected with the extracted surface representation, and (2) orientations and positions are qualitatively better.
Results
The test cases include kitchen scenarios and road scenarios which are intended for PACO+ and Drivsco projects, respectively. The results of our model is shown for a few examples in figures 14, 15, 16, 17 and 18. The results show that inspite of limited 3D information from feature-based stereo which may contain strong outliers in some of the scenes (as shown in figure 1), our result is able to predict the surfaces.
Conclusion
In this paper, we introduced a voting model that estimates the depth at homogeneous or weakly-textured image patches (called monos) from the depth of the bounding edge-like structures. The depth at edge-like structures is computed using a feature-based stereo algorithm [22] , and is used to vote for the depth of a mono, which otherwise is not possible to compute easily due to the correspondence problem. The method presented in this paper is an ongoing work. In the future, the reliability of each vote will be replaced by the statistics collected from chromatic range data (see [12] ). Moreover, comprehensive comparison as well as possible combination with dense stereo methods are going to be investigated.
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