This paper proposes a systematic formulation of inverse optimal control (IOC) law based on a rather straightforward reduction of control Lyapunov function (CLF), applicable to a class of second-order nonlinear systems affine in the input. This method exploits the additional design degrees of freedom resulting from the non-uniqueness of the state dependent coefficient (SDC) formulation, which is widely used in pseudo-linear control techniques. The applicability of the proposed approach necessitates an apparently effortless SDC formulation satisfying an SDC matrix criterion in terms of the structure and characteristics of the state matrix, A(x). Subsequently, a sufficient condition for the global asymptotic stability (g.a.s) of the closed-loop system is established. The SDC formulations conforming to the sufficient condition ensure the existence and determination of a smooth radially unbounded polynomial CLF of the form V(x) = x T P(x)x, while offering a benevolent choice for the gain matrix P(x), in the CLF. The direct relationship between the gain matrix P(x) and state weighing matrix Q(x) ensures optimization of an equivalent s(x) = x T Q(x)x. This feature enables one to rightfully choose the gain matrix P(x) as per the performance requisites of the system. Finally, the application of the proposed methodology for the speed control of a permanent magnet synchronous motor validates the efficacy and design flexibility of the methodology.
Introduction
Nonlinear optimal control is one of the most relevant and challenging control problems which have a predominant space all throughout the progression of control theory till date. However, the solution to this classical problem is impeded by the need to solve the Hamiltonian-Jacobi-Bellman (HJB) equation, which turns out to be an infeasible task in most cases. As an alternative, the concept of inverse optimal control (IOC) was introduced by Kalman (1964) , which realizes the optimal solution without having to solve the HJB equation and thus finds implicit scope in the field of both applications as well as research.
In fact, IOC can be viewed as an approach rather than a methodology that perceives the optimal control problem from the converse direction. In the control Lyapunov function (CLF) based approach of IOC, firstly a stabilizing control law is designed and then the performance measure optimized by this control law is deduced (Ornelas-Tellez and Sanchez, 2013) . The existence of CLF implies stabilizability and every CLF can be considered as a cost function (Primbs et al., 1999) . Thus, the distinguishing aspect of this approach is that the performance measure corresponding to the stabilizing feedback control is determined posteriori. Sontag (1983) introduced the universal formula, which was a milestone in feedback stabilization. Zhang et al. (2014) proposed a CLF-based method for the design of stabilizing homogeneous controllers. Formulation of CLF leading to the design of an optimal feedback controller for typical classes of systems have been discussed in literature (Freeman and Kokotovic, 1995; Freeman and Primbs, 1996; Galloway, 2015; Shamma and Cloutier, 2003; Yang and Lee, 2012) . Further, CLF-based IOC design has been attempted for typical nonlinear systems with known CLFs (Horri et al., 2012; Vega and Alzate, 2008) . However, the most challenging aspect of IOC via CLF is the determination of CLF itself, as there exists no explicit technique for the determination of CLF for general nonlinear systems.
The state dependent Riccati equation (SDRE) approach is a powerful and systematic tool that yields a suboptimal solution to the nonlinear optimal control problem. However, lack of formal proof in regard to the stability properties of SDRE controlled systems, in general, is still an open issue (Cloutier, 1997) . There are meager and restrictive results on the stability properties of SDRE controlled systems (Erdem and Allyne, 2004; Shamma and Cloutier, 2003) . In fact, Erdem and Allyne (2004) have presented the most remarkable results on the analytical conditions for the global asymptotic stability (g.a.s) leading to a closed-form solution to the nonlinear optimal control problem. However, this approach is limited to a class of nonlinear second-order canonical systems subject to certain conditions. The current work may be regarded as an extension of the results outlined by Erdem and Allyne (2004) , covering not only a broader class of nonlinear systems inclusive of the canonical systems but also n th order systems with state dependency confined only to two states. This work is motivated by the pseudo-linear state dependent coefficient (SDC) formulation popular in SDRE and other extended linearization approaches, which involve factorization of the system dynamics into state dependent state matrix and input matrix respectively, yielding additional design degrees of freedom. The fundamental objective of this work is to establish the sufficient conditions to be fulfilled by the SDC formulation, for the existence of a stabilizing IOC law. The additional design degrees of freedom on account of the flexibility in SDC parameterization is exploited to structure the SDC formulation to meet these conditions. Apparently, this work proposes an analytical solution to the nonlinear optimal control of SDC factored input affine systems. The proposed approach besides being simple and less restrictive offers a wide choice for the posteriori determined performance measures which could be optimized by the equivalent IOC laws while complying with global asymptotic stability.
The rest of the contents are organized as follows. Firstly, a brief description of the flexibility of system representation in SDC form is presented. The next section deals with the concept of global asymptotic stabilization of input affine systems and consists of a brief review of the conditions for g.a.s presented by Erdem and Alleyne (2004) , followed by a preface to stabilization via IOC, its features and capabilities. Next, the IOC via SDC problem formulation is presented. Then the proposed IOC approach, based on the SDC factorization, leading to the systematic reduction of CLF for second-order nonlinear systems is presented. Finally, numerical examples including the speed control of PMSM demonstrates the design flexibility of the proposed IOC approach.
Flexibility of SDC formulation
Consider the following continuous time, nonlinear system of the form,
where x 2 < n , u 2 < m are the state and control vectors, respectively, and f : < n ! < n , g : < n ! < m are smooth functions of the states. The nonlinear dynamics can be represented in SDC form as (Beeler, 2004 )
This pseudo-linear formulation is not unique; instead infinite possible formulations exist in the multivariable case. This, in turn, bestows immense flexibility of design, unlike most other nonlinear control methodologies. Let A 1 (x) and A 2 (x) be two possible state matrix formulations such that
corresponds to an infinite number of SDC formulations for a given multi-variable system. Therefore, with (q + 1) different parameterizations, r will be of dimension q and A(x, r) will be of the form (Cloutier, 1997) A(x, r) = (1 À r q )A q + 1 (x)
This flexibility of representing the system in SDC form is adequately exploited for the systematic reduction of IOC law, as per the methodology proposed in this paper.
Global asymptotic stabilization of input affine nonlinear systems
As already mentioned, popular nonlinear optimal control methodologies like SDRE, which is the nonlinear counterpart of LQR control, provide near optimal solution but with meager results on stability. The most prominent result, to the author's knowledge, that outlines the criterion for g.a.s of SDC factored input affine systems, leading to the closed-loop system dynamics in analytical form was proposed by Erdem and Alleyne (2004) . This is summarized below.
Review of Erdem and Alleyne's criterion for global asymptotic stability
Consider a second-order system in canonical form given by
factored in SDC form as
Theorem 1 that follows encompasses the criterion for g.a.s established by Erdem and Alleyne (2004) . Essentially, the following assumptions (i)-(iii) are made:
(i) a 12 (x) and a 22 (x) are well defined 8x 6 ¼ 0 and finite
Theorem 1: For the SDC factored system (6) under Assumptions (i)-(iii), if the performance measure
renders the closed loop system g.a.s. Though the criterion guarantees g.a.s while ensuring a certain level of design flexibility on account of the rational function relating the ratio of state and control weighing matrix entries q 1 (x) and r(x) respectively as given in (7), it is confined only to the canonical form of second order systems given by (6).
IOC, based on the principle of state feedback stabilization, is considered an alternative solution to the nonlinear optimal control problem. In the next section, the concept IOC is revisited from the perspective of SDC factored system dynamics.
IOC via SDC formulation
Definitions. In the context of SDC matrix formulation, the following technical definitions are introduced.
Definition 2: Consider a smooth p.d radially unbounded CLF
Here, the gain matrix P(x) is a state-dependent p.d diagonal matrix as per Definition 1, namely
SDC form approach to the IOC problem. In this section, the IOC problem formulation viewed from the perspective of SDC representation is presented. Consider a control affine nonlinear dynamic system in SDC form given in (2). As contrary to the conventional optimal control approach, the basis of IOC lies in determining a stabilizing feedback control u(x) that achieves g.a.s of the origin while optimizing an infinite time performance measure of the form
wherein s(x) = x T Q(x)x is the state performance measure and u T R(x)u is the control performance measure, R(x) and Q(x) are the state dependent control weighing and state weighing matrices, respectively. Now, R(x) is such that it is a diagonal state dependent p.d matrix with p.d R(0) and Q(x) is a diagonal state dependent p.s.d matrix such that s(x) = x T Q(x)x ø 0 8x 2 < 2 , s 0 ð Þ = 0. The positive definiteness of R(0) ensures the existence of a continuous feedback control law. Considering a CLF V (x) in (8), the Hamiltonian, H for the infinite time formulation is (Ornelas-Tellez et al., 2014)
where
Nevertheless, the necessary condition to be satisfied by the feedback optimal control law is (Effimov, 2009)
that is
Thus
is such that it asymptotically stabilizes the origin of the system (2) by ensuring negative definiteness of _ V (x), that is
Substituting for ∂V (x)=∂x in u = u(x) Ã , the HJB equation (12) becomes
Setting K(x) = (P(x) + 1=2x T P x (x)) and using
The state performance measure s(x) optimized by the stabilizing control law (13) is thus deduced posteriori. However, it is to be noted that even in the domain of IOC, the most advantageous facet is that of facilitating the provision for predefining the control performance measure.
In summary, knowing the CLF, the stabilizing feedback control law (13) can be deduced. Further, this control law is shown to optimize a corresponding performance measure. Hence the criteria for g.a.s as well as optimality are simultaneously met without having to solve the HJB equation. However, it is well known that the determination of CLF for a general nonlinear system is far from systematic or straightforward; even the existence of one cannot be assured in the general sense. Thus, the solution to the problem of IOC via CLF certainly demands a methodology for the construction of CLF, applicable at least for a class of nonlinear systems. The next section focuses on the theoretical and mathematical developments for the systematic reduction of CLF.
Main result
In this section, firstly a necessary and then a sufficient condition, with regard to the SDC formulation, for the existence of a stabilizing IOC law via the proposed approach, is established. It is worth mentioning that the proposed IOC approach can be also perceived as a sufficient condition for the existence and determination of CLF, for systems that can be factored into conforming SDC formulations. The approach is applicable to second order nonlinear systems, reducible to SDC form with typical, yet not stringent properties.
IOC via SDC formulation
From (14) it follows that negative definiteness of _ V (x) can be guaranteed by ensuring negative definiteness of
T to be p.d, an amicable criterion for the negative definiteness of _ V (x) would be to ensure negative semidefiniteness of Q 1 (x), which implies stability of the corresponding autonomous system in the global sense. Hence, firstly the necessary condition, in the context of the proposed SDC formulation-based IOC approach, for the global stability of the autonomous system (or negative (semi) definiteness of Q 1 (x)) is presented in Theorem 2. This reduces to the feasibility of expressing the state matrix, A(x) in a rather straightforward SDC form, which satisfies certain conditions in terms of its structure and entries as well. In the subsequent stage, a sufficient condition for g.a.s is also established, which is stated in Theorem 3.
The matrix Q 1 (x) in (18) has A(x) and K(x) of the form, Theorem 2: The necessary condition for the global stability of the unforced system _ x = f(x), reduces to the determination of a feasible SDC formulation _ x = A(x)x with the state matrix A(x) satisfying the following criteria, wherein all a ij (x) : < 2 ! <; i = 1, 2; j = 1, 2 are C 1 , and
Fulfillment of this SDC matrix criterion is essential for the negative semidefiniteness of _ V (x) = x T Q 1 (x)x of the unforced system. In the case of the forced system (2) under Assumption 1, x T Q 1 (x)x ł 0 guarantees negative definiteness of _ V (x) of the feedback system given in (18). Though the case of negative definiteness of Q 1 (x) is all the more acceptable, negative semidefiniteness of Q 1 (x) is a more readily achievable criterion in many cases.
Proof: Substituting for A(x) and K(x) from (19)
wherein K(x) is assumed to embody the properties outlined in Definition 1 for a state-dependent p.d matrix. In order to ensure negative semidefiniteness of Q 1 (x), the leading principal minors should alternate in sign with
Here, k 11 (x) is non-negative in any case, which implies
The next principle minor, meaning the determinant of Q 1 (x), should be non-negative. Therefore
Setting the determinant of K(x) as D K (x) = k 11 (x)k 22 (x) and rearranging (23) gives
Since RHS of (23) is non-negative, a 22 (x) must be necessarily non-positive. Thus a 11 (x) and a 22 (x) have to be non-positive according to (22) and (25), respectively. This is stated in condition (i) of Theorem 2. Dividing (24) throughout by k 22 (x) 2 and taking k(x) = k 11 (x)=k 22 (x), (24) becomes
Certainly, k(x) . 0 8x i 6 ¼ 0, i = 1, 2: Although in cases where k 22 (0) = 0 or both k 11 (0) = 0 and k 22 (0) = 0 for x i = 0 such that k(x) is not defined, the inequality (24) holds ensuring negative semidefiniteness of Q 1 (x). Now (26) resembles the general equation of a parabola of the form
However, k(x) ø 0 and since it is required that y k (x) ł 0, the region of interest curtails corresponding to the fourth quadrant in case of the parabola considered. Again, it is worth noting that y k (x) is not a parabola, since a 11 (x), a 12 (x), a 21 (x) and a 22 (x) are all state dependent; instead the plot of y k (x) against the x 1 À x 2 plane will be a three-dimensional surface lying on or below the x 1 À x 2 plane. Here, a comparison with the equation of a parabola is drawn just to ameliorate the proof and analysis pertaining to the conditions for the negative semidefiniteness of Q 1 (x) and bears no geometrical relationship with the surface corresponding to y k (x): Now solving y k (x) = 0 yields
Both roots are non-negative functions of the states. It is already established that a 11 (x), a 22 (x) ł 0 in (22) and (25), respectively. Therefore from (28), it is required that D A (x) ø 0, thereby finishing the proof of Theorem 2. The necessary conditions established in Theorem 2 can be achieved by suitable construction of feedback control such that the feedback system matrix satisfies the requisite criteria. This leads to the following Corollary, which states a generalized criterion, necessary for the g.a.s of feedback systems.
Corollary 1: Under Assumption 1, the necessary conditions (i) and (ii) of Theorem 2 for the g.a.s of the forced input affine system (2) with state-dependent feedback system matrix A(x) : < 2 ! < 2 3 2 can be met by an appropriate selection of
, 2 of the feedback system satisfy the following conditions.
(ii) The determinant ofÂ(x), DÂðxÞ . 0 where DÂðxÞ is a function of the states.
Proof: The proof can be completed by proceeding similar to that of Theorem 2. Thus, Theorem 2 deals with the necessary condition, in terms of the proposed SDC formulation-based approach, for the existence of a n.d _ V (x). Next, the condition for the existence of a p.d radially unbounded CLF corresponding to the deduced n.d _ V (x) follows in Theorem 3. In other words, if the given nonlinear system can be expressed in an SDC form with state matrix A(x) meeting the SDC matrix criterion expressed in Theorem 2 (or Corollary 1 in case of feedback systems), then the sufficient condition for g.a.s follows in Theorem 3.
Theorem 3: If the state matrix formulation A(x), in compliance with the criteria set forth in Theorem 2, is such that there exists at least a single function k s (x) belonging to the family of rational functions k G (x) of the form (31), bounded by the functions defined by (30) for e = 0 and 1, respectively; that is,
renders the closed loop system g.a.s and optimizes the performance measure s(x), depending on the choice of K(x) which holds the aforesaid ratio, k s (x).
(ii) There exists a proper p.d radially unbounded polynomial CLF corresponding to each k s (x) given by
Remarks:
(i) If the system matrix, A(x), is parameterized with a 12 (x) identically equal to zero, then a choice of k(x) ø a 2 21 (x)=4D A (x) ensures negative (semi) definiteness of Q 1 (x) with neither a 11 (x) nor a 22 (x) identically equal to zero.
(ii) If A(x), has a 21 (x) to be identically equal to zero, then k(x) ł 4D A (x)=a 2 12 (x) is the acceptable choice of k(x), that ensures negative (semi) definiteness of Q 1 (x) with neither a 11 (x) nor a 22 (x) identically equal to zero. (iii) If both a 12 (x) and a 21 (x) are identically equal to zero, then any choice of p.d K(x) is acceptable. (iv) If either or both of a 11 (x) and a 22 (x) are equal to zero, then the only choice of k(x) that ensures negative semidefiniteness of Q 1 (x) is k(x) = Àa 21 (x)=a 12 (x), asserting that sgn(a 12 (x):a 12 (x)) =À 1.
(v) The case of a 11 (x)a 22 (x) = a 12 (x)a 21 (x)=2 stands out to be a forbidden SDC parameterization.
In fact, the methodology is not limited to homogeneous or even polynomial systems as such, provided there exists any
Proof: Solving for y k (x) = 0 yields the roots given by (28). (It is to be noted that, in case k 22 (x 1 , 0) = 0 then the function k(x) is unbounded for x 2 = 0, x 1 6 ¼ 0. However, this does not hinder the negative (semi) definiteness of x T Q 1 x as x T Q 1 (x)x = 2a 11 k 11 x 2 1 ł 08x 1 2 <, x 2 = 0.) Now for k(x), in the range defined by the roots, expressed as (28) implies y k (x) ł 0. This is shown by substituting for k(x) (30) in (26), which gives
Thus the existence of an SDC formulation A(x) satisfying the matrix criteria established in Theorem 2 implies the existence of a set of rational functions bounded by k(x) (30) for e = 0, 1, for which x T Q 1 x is n.(s)d and thereby _ V (x)\0 under Assumption 1. Now, if k s (x) belongs to the family k G (x), this underlines the existence of a proper p.d radially unbounded polynomial CLF V (x) and hence g.a.s. To prove this, consider a general polynomial CLF expressed in the form
with gain matrix P(x) of the form
rearranged as
such that p 11 (x) and p 22 (x 2 ) are considered to be even polynomial functions, with p 22 (x 2 ) being a constant or an explicit function of x 2 . It is already known that 
It is seen that since p 11 (x) and p 22 (x 2 ) are even polynomial functions,∂p 11 (x)=∂x 1 , ∂p 22 (x 2 )=∂x 2 are either odd or zero if p 11 (x), p 22 (x) = constant. Hence, x 1 ∂p 11 (x)=∂x 1 , x 2 ∂p 22 (x 2 )= ∂x 2 are even or zero. Similarly, the term x 2 1 ∂p 11 (x)=x 2 ∂x 2 is even or zero and x 2 2 ∂p 22 (x 2 )=x 1 ∂x 1 is zero. Therefore
and
are ensured to be C 1 even functions or constants depending on p 11 (x) and p 22 (x 2 ) and hence guarantees positive definiteness of K(x). Rearranging (39) gives
Solving (41) gives
Next, from (40)
which on integration gives
Again from (40)
Solution to (45) is given by
Equating (42) and (44) gives h 1 (x 2 ) = 0
Thus, for the existence of an equivalent p.d radially unbounded CLF corresponding to a rational function k(x), the following conditions are to be satisfied (i) The rational function k(x) = k1a(x1) + k1b(x) k2a(x2) + k2b(x) should be such that k 1b (x) and k 2b (x) obeys (48).
(ii) The resulting
to constitute a gain matrix P(x) by Definition 2, k 1a (x 1 ), k 2a (x 2 ) and k 2b (x) are supposed to be radially unbounded p.d functions and h 3 2 < ø 0. A broad class of polynomial rational functions that satisfy these conditions can be stated as k G (x) = k g11 (x)=k g22 (x) having
. . .
. . . ; where
w i t h s k 2 < ø 0, n 2 Z ø 0, s 0 = 0 and s lk = s k l k + 1 ð Þ and s mk = s k m k . The equivalent CLF takes the form (34), with gain matrix P(x) in (36) havingâ i = a i =(i + 1) and
corresponds to a state weighing matrix Q(x) (17), namely a performance measure s(x) that would be optimized. On the contrary, control weighing matrix R(x) . 0 8x, is fixed apriori. Thus, the proposed IOC via SDC approach provides for the appropriate selection of control weighing matrix R(x) and feedback matrix K(x), considering competing factors, to synthesize a globally stabilizing state feedback control.
Special cases: ; not all a i and b j = 0; then there exists a CLF with P(x) of the form
Now the steps in the determination of the IOC law can be summarized as:
Step 1: Determine the possible SDC formulations with state matrix A(x) meeting the matrix criteria set in Theorem 2.
Step 2: Determine rational function k(x) (30), corresponding to the state matrix A(x) deduced in Step 1.
Step 3: Determine k s (x) bounded by k(x, e = 0) and k(x, e = 1), that belongs to the family k G (x) given by (31) so that g.a.s can be ensured. Otherwise, the same procedure shall be executed with another SDC formulation.
IOC via SDC formulation versus Erdem and Alleyne's approach: A comparative study (i) Though stabilization via feedback linearization and other methodologies is possible for subclasses of second order input affine systems of the form (2), the distinguishing feature offered by both Erdem and Alleyne's (2004) as well as the proposed IOC-based approaches is that of the enormous flexibility of design. This is on account of the provision to tune Q(x) and R(x) such as to meet close regulation near the origin with minimal expenditure of control effort. Moreover, unlike feedback linearization, these approaches do not involve cancellation of nonlinearities. However, as seen in section 2.1, Erdem and Alleyne's procedure is restricted to second order systems in canonical form (5) only, whereas the proposed methodology of global asymptotic stabilization covers a broader class of second-order nonlinear systems. Now, proceeding with the proposed approach for canonical systems recommends K(x) of the form
, which leads to a stabilizing control (29) that optimizes the state performance measure
which depends on the selection h(x) and, any choice of control performance measure
This ensures an independent and more liberal selection of state and control weighing matrices, in contrast to Erdem and Alleyne's method wherein the elements of the state and control weighing matrices are bound to hold the relationship ffiffiffiffiffiffiffi ffi
b21(x) ; c 2 < . 0 . The distinguishing merits of the proposed criterion for g.a.s are enumerated below:
(i) It is applicable to a broad class of second-order nonlinear systems. (ii) It is applicable to the class of systems in canonical form catered by Erdem and Alleyne's method as well, provided sgn a 12 (x)a 21 (x) ð Þ =À 1 and k(x) = a 21 (x)=a 12 (x) 2 k G (x)(see example 3). (iii) As already seen, in the case of canonical systems, the proposed methodology provides an independent and more liberal selection of Q(x) and R(x). On the other hand, in Erdem and Alleyne's method, the ratios of the state weighing and control weighing matrix are supposed to bear a fixed functional ratio.
Apparently, the proposed approach is applicable to n th order systems with state dependency confined to two states in the SDC factored state matrix A(x) (see example 4).
Examples

Example 1
Consider a non-homogenous system given by
Here, innumerable SDC formulations of the state matrix A(x), complaint with the matrix criteria, established in Theorem 2, can be generalized in the following representation of the system dynamics
and has corresponding k(x) = c k 1 + ux
2 , \0\c k ł 4 (remark ii). With u = 0, the entire range of equivalent k(x) belongs to k G (x). Now an appropriate choice of K(x), such that ratio of diagonal entries belongs to the admissible range of k(x), renders the closed loop system stable.
In this example, B(x)B(x)
2 is n.s.d. In order to ensure negative definiteness of equivalent _ V (x), x T Q 1 (x)x in (18) must be either a n.d function of x or a n.d explicit function of x 1 : Now the synthesis of IOC law based on the proposed methodology, for the two specific SDC formulations corresponding to u = 0 and u = 1, follows (a) Choosing u = 0
and k s (x) = c k =x 2 2 , 0\c k ł 4: Now setting c k = a 0 =b 1 , k s (x) = a 0 =b 1 x 2 2 belongs to k G (x) and K(x) takes the form
The corresponding CLF reduces to
and the resulting stabilizing control
optimizes the performance measure, s(x) with state weighing matrix Q(x) given by
is associated with a CLF of the form (34) and renders _ V (x) n.d while optimizing s(x) (see remark (iii)) with
The equilibrium states of the system are (0, x 2 ), x 2 2 <; therefore, when the state trajectory crosses the X 2 -axis much control effort is required to pull the states to the origin. The privilege of fixing the control weighing matrix apriori is taken advantage of in restraining the high control expenditure (especially the maximum value of control u,max u j j). Meanwhile, satisfactory convergence to the origin is ensured by appropriate selection of K(x), which manifests in the state weighing matrix Q(x).
In Table 1 , three distinct IOC settings corresponding to distinct feasible combinations of R(x) and K(x) constituting the IOC law (29) are listed. Figure 1 depicts the performance of the system under equivalent feedback IOCs for initial condition (2, 2). Table 2 quantifies the performance of the system under the three diverse IOC settings for initial conditions (:5, :5), (2, 2) and (7, 7), where the final time, t f corresponds to the time at which x T x ł 0:01: The IOC law with setting-I shows satisfactory performance for x 0 = (2, 2): While the trajectories starting farther from the origin exhibit close convergence at the cost of excessive control expenditure, closer ones (x 0 = (:5, :5)) are loosely regulated.
With setting II, the control weighing function R 2 (x)'3x 4 2 except for extremely proximal initial conditions where R 2 (x)'2 3 10 À2 , ensuring close convergence to the origin. The sustained initial control effort enables fast convergence, however with a high overall control expenditure. Also, for considerably farther starting points, control effort is limited to max u j j'6, resulting in extended t f : As a consequence of intuitive tuning, an impressive result for an extensive domain of x 0 in terms of control efficacy as well as tight regulation is observed with setting III. With k(x) = 1 an interesting choice of the gain matrix P(x) corresponding to 
Therefore, choosing a 0 = 200 and a c = 10,
This smooth radially unbounded convex CLF is depicted in Figure 2 . Thus, even for k(x) = constant, IOC can be set with state-dependent K(x), adding further to the design flexibility. In short, the proposed IOC via SDC offers an infinite choice for K(x), which can drive the closed-loop system to stability while optimizing corresponding performance measures.
Example 2
Consider the following non-polynomial system
An SDC formulation in agreement with the criteria established in Theorem 2 is given by Table 1 . Three distinct settings constituting the IOC law via SDC formulation. x 0 = (7, 7) 
IOC setting
Here, the rational function k(x) that ensures negative (semi) definiteness of the equivalent _ V (x) of the unforced system (or x T Q 1 (x)x in (18)) is such that (see remark 1)
which do not belong to the rational functiondefined by k G (x), therefore selecting k(x) such that
Figure 3 shows the plot of both the surfaces k 0 (x) and k S (x). Though k 0 (x) satisfy the inequality (69) it does not belong to 
Example 3
Consider a system defined by the following state equation (Erdem, 2001 )
Here, negative semidefiniteness of _ V (x) is ensured with any K(x) 2 K G (x) that bears the ratio of diagonal elements k(x) = k s = Àa 21 (x)=a 12 (x) =1, as stated in remark (iv). Meanwhile, appropriate selection of K(x) in the IOC feedback (29) transforms (71) to the form _ x =Â(x), havinĝ a 22 (x)\08x 2 6 ¼ 0 such thatÂ(x) satisfy the SDC matrix criteria by Corollary 1. Thuŝ
Let k 11 (x) = k 22 (x) . 18x 6 ¼ 0 and R(x) = 1. Now the equivalent IOC law transforms (72) to
Hence, g.a.s is guaranteed on the grounds of La Salle's Invariance Principle. The performance index (6) optimized by the IOC control law has
! and
Thus, the selection of k 22 (x) is critical in perspective of global stabilization. This is demonstrated in Figure 4 by considering three different combinations of k 22 (x) and R(x). The system tends to an oscillatory nature with k 22 (x) = 1. The reason being that the desired matrix becomes equal to [0 1;-1 0] at x = 0: Thus, the system enters into damped oscillations about the equilibrium point at the origin. A high gain feedback of k 22 (x) = 4 damps out the oscillations at the cost of excessive control effort. However, with a state-dependent selection of k 22 (x) = 2:5 + :5 x Example 4: Application for the speed control of permanent magnet synchronous motor Consider the dynamic model of a permanent magnet synchronous motor (PMSM) in the d-q reference frame (Li et al., 2010) as
where i d and i q are the d-axis and q-axis currents, respectively, v d and v q are the d-axis and q-axis voltages, respectively, v is the rotor speed and T l is load torque. The parameters R, L, k m , p n , B and J are the stator resistance, stator inductance, rotor magnetic flux linkage, number of pole pairs, viscous friction coefficient and moment of inertia, respectively. The goal is to design an optimal controller that tracks the speed v to the reference speed v r . For this, the system dynamics is reformed to its error dynamics and then a globally stabilizing IOC control law is synthesized. The d-axis and q-axis current errors and speed error are defined aŝ
where v r is the commanded rotor speed and i qr is the desired q axis current given by
while the desired d-axis current i dr is assumed to be zero. Let the control inputs be composed of u d = u d1 + u d2 and u q = u q1 + u q2 where u d1 and u q1 are the steady state control components required to maintain the PMSM at equilibrium expressed as 
has state dependency in two variables, namely i d and i q , such that state dependence is confined only to the submatrix A 2 ½ given by
Here, the bracketed state variable indicating state dependence is omitted for convenience. Starting with A 2 ½ the necessary conditions (i) and (ii) of Theorem 2 are satisfied, that is, a 11 (x), a 22 (x) =À 170:1\0 and D A (x) = 28934:01 + v 2 . 0. Now, in order to ensure the submatrix Q 1 2
Thus, k(x) = 1 is the only possible ratio of diagonal elements k 11 (x) and for any k 33 (x) = 0:0038k 22 (x). The resulting globally asymptotically stabilizing feedback control is given by 
where r 11 (x) and r 22 (x) are the entries of the predefined control weighing matrix R(x). The state performance measure optimized by (81) is computed using (17) (ii) Load torque T l switches from 1Nm to 2 Nm and back to 1Nm.
Figures 5-7 and Figures 9-11 depict the performance of the three controllers under condition 1 and condition 2, respectively. Figure 8 shows the transition of load torque T l in condition 2. Table 3 compares the performance of the three controllers in terms of speed command tracking, transient behavior and control efforts. Firstly, an SDRE controller designed for a performance measure with Q(x) = 10 3 1550 70 1 ½ and R(x) = 2 400 ½ shows close tracking of commanded speed v r ; however, at the cost of significant control overshoots in both the conditions. Moreover, the suboptimal controller guarantees only local asymptotic stability besides the high computational burden on account of the required online solution to the Riccati equation.
Next, a controller based on the proposed approach (IOC  1) is designed with R(x) = diag 2 400 ½ and K(x) = diag 2 2 0:0076 ½ . Under condition 1, the considerably high magnitude of the control weighing matrix reduces the control overshoots while maintaining satisfactory command tracking withv max = 1:5% and low value of mean square error (M.S.E) of currents, e 2 i = Pî 2 d +î 2 q =n. However, under condition 2, the sudden switching of load torque T l from 1Nm to 2Nm demands a high control effort, which is penalized by the high magnitude of R(x), resulting in slow and reduced control action leading to a significant increase maximum overshoot (v max %) besides the increase in magnitude of M.S.E of currents ( e R(x) counteracts the excessive control overshoots by imposing a high penalty due to transient errors; while during steady state and for all moderate variations R(x)'diag 1 220 ½ imposes a low penalty, ensuring close convergence. This capability is revealed during the transient torque variation defined in condition 2 when the state dependent terms in R(x) limit max u d j j and max u q , while maintaining close tracking of commanded speed and minimal M.S.E of currents.
Conclusion
Here, the enormous flexibility in splitting the given nonlinear system dynamics into SDC form is exploited to deduce a closed form solution to the nonlinear optimal control Figure 8 . Load torque T l transition from 1Nm to 2Nm and back to 1Nm in condition 2. problem. Basically, a sufficient condition for the existence and determination of CLF-based stabilizing IOC feedback(s), is presented. It is shown that the stabilizing control corresponding to each CLF optimizes an equivalent state performance measure s(x). Thus, the proposed IOC via SDC approach offers a liberal choice for the feedback matrix K(x), contributed by the CLFs, which can drive the closedloop system to stability while optimizing corresponding performance measures. This pervasive choice for selection of matrix K(x), may be used to modulate the system performance in terms of its varied attributes and thereby to optimize equivalent 'meaningful performance indices'. Simulation results including the speed control of PMSM have demonstrated the capabilities and efficacy of the proposed IOC methodology.
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