By controlling the vortex core energy, the three-state ferromagnetic Potts model can exhibit two types of topological paradigms, including the quasi-long-range ordered phase and the vortex lattice phase [PRL 116, 097206 (2016)]. Here, by Monte Carlo simulations using an efficient worm algorithm, we show that by controlling the vortex core energy, the antiferromagnetic Potts model can also exhibit the two topological phases, more interestingly, the two topological phases can overlap with each other.
I. INTRODUCTION
The famous Berezinskii-Kosterlitz-Thouless (BKT) transition, firstly found in the two dimensional XY model [1, 2] , is a typical example of classical topological transition, which is not caused by the spontaneous breaking of symmetry. For all the temperatures below the BKT point, the system is critical, with algebraically decaying correlation function, and the critical exponent describing the behaviors of the correlation function varies with the temperature. Such phase is called quasi-long-range ordered (QLRO) phase, which is a typical example of classical topological phase. The excitations in the model include spin waves and vortices, among which the latter plays a key role in the thermodynamic properties of the system. In fact, some models with discrete symmetry of spins, can also have such topological excitations, and consequently the QLRO phase and BKT transition, such as the clock model [3] , the finite-temperature quantum Ising antiferromagnet on triangular lattice [4] , or the classical antiferromagnetic Ising model on multilayer triangular lattice [5] . In addition, those models can also be ordered, and the transition between the ordered phase and the QLRO phase is also called BKT transition.
Besides the aforementioned clock model and Ising model, the three-state antiferromagnetic Potts model (AFP) can also exhibit QLRO and BKT transition. The square-lattice three-state AFP [6] have very similar critical properties as the triangular-lattice antiferromagnetic Ising model, it is also critical at the zero temperature, although the critical exponent η is different. On the multilayer lattice [5, 7] , the symmetry and critical properties of the two models are isomorphic, with emergent U(1) symmetry and QLRO at the intermediate temperature, sandwiched by the low-temperature ordered phase breaking Z 6 symmetry and the high-temperature disordered phase. Similar properties can also be found in the square-lattice AFP with next nearest neighboring ferromagnetic interactions [8] . In Ref. 8 , the vortex excitations and * dingcx@ahut.edu.cn their decisive effect on thermodynamic properties are identified by theoretical analysis; In Refs. 9 and 10, the vortex excitations are directly investigated by numerical simulations.
Recently, by Monte Carlo simulations, Bhattacharya and Ray [11] show that the QLRO phase can also be found in the ferromagnetic three-state Potts model if the vortex excitations are suppressed by controlling the core energy of the vortices. In addition, another classical topological phase, the vortex lattice, can also be found in the model if the vortex excitations are enhanced. This profoundly reveals the nature of the model, indicating the importance of the topological excitations. In current paper, we study the antiferromagnetic Potts model by the similar way, with an efficient worm algorithm. We find that the QLRO phase can always be found in the phase diagram ( Fig.  1 ) no matter the vortex excitation is suppressed or enhanced. Furthermore, we find that the QLRO phase can overlap with the vortex lattice phase; one is on the original lattice and the other is on the dual lattice. As far as we know, the overlap of the two topological phases is reported for the first time. 
II. MODEL AND METHOD
We study the Potts model on the square lattice Λ
where J is the coupling constant of the nearestneighboring Potts spins σ i and σ j , which can take value 0, 1, or 2. The interaction is ferromagnetic one if J = 1, and antiferromagnetic one if J = −1. In current paper, we focus on the antiferromagnetic case. λ is the energy of a vortex ω i ′ , which is defined on the dual lattice Λ ′ . ω i ′ = (∆ ba + ∆ cb + ∆ dc + ∆ ad )/3, with ∆ ba = σ b − σ a , where σ a , σ b , σ c , and σ d are the four Potts spins on the square plaquette in Λ, surrounding the site i ′ anticlockwise. The first term of the Hamiltonian accounts for the pure Potts model, λ can control the vortex excitations of the model. For λ > 0, the vortex excitation is suppressed; for λ < 0, the vortex excitation is enhanced.
To simulate the model effectively by Monte Carlo method is not a trivial work, although the pure Potts model can be efficiently simulated by the Metropolis algorithm or the more efficient cluster algorithms [12] [13] [14] [15] , the general case of model (1) has severe freezing problems in Monte Carlo simulations. As pointed by Ref. 11, the auto correlation is very large for the single spin-flip algorithm. To solve the freezing problem and also the problem of critical slowing down, we formulate a worm algorithm below.
For each pair of nearest neighboring sites i ′ and j ′ on the dual lattice, we define current f i ′ ,j ′ , whose value is determined by the corresponding spins σ i , σ j on the original lattice. When σ i = σ j , the value of f i ′ ,j ′ is +1 if the direction of the arrow linking sites i ′ and j ′ is upward or rightward, conversely, it is -1. The direction of the arrow is determined by the following rule: the left spin σ i of the arrow should be higher than the right spin σ j , with 1 < 2 < 3 < 1. When σ i = σ j , the value of f i ′ ,j ′ is zero, and the linking between i ′ and j ′ is a straight line. Some concrete examples are shown in Fig. 2 (a) . The vortex can also be written as the combination of the current
FIG. 2. (Color online) (a) Definition of the current; (b)
Represent the vortex by current:
The δ function can be rewritten as δ σi,σj = 1 − |f i ′ ,j ′ |, thus the Hamiltonian can be written as
Our worm algorithm is based on H ′ . It should be noted that the correspondence between the current model and the spin model is not one-by-one, there exists some current configurations those have no correspondence in spin configurations, due to the periodic boundary conditions. The computation of physical quantities can only be done in the current configurations which have correspondence in spin configurations. The worm algorithm is described below 1. Randomly choose Ira=Masha in the sites of the dual lattice, randomly choose an updating scheme ⊗ = + or −;
2. Exchange Ira and Masha and set Ira as the moving head of the worm;
3. Randomly choose one of the nearest neighboring sites of Ira as j ′ ;
4. Propose to update the current of bond Ira,
5. Accept the proposed change with probability p = min(1, R = e −∆H/T );
6. If Ira=Masha, exit; otherwise go back to (2). We have compared the efficiency of the worm algorithm to the Metropolis algorithm. Firstly, we test at the low temperature (with T <= 0.5, λ = −2, and L >= 64), we find that for different random seeds, the Metropolis algorithm may give obviously different values of given physical quantity, although each average is over millions of samples and million sweeps are abandoned for thermalization. This means the Metropolis algorithm may be trapped in a local minima of the free energy. The above symptom of freezing problem does not appear in the simulations of the worm algorithm; furthermore, the sweeps for thermalization is much less than the Metropolis algorithm, generally thousands of sweeps is enough. Secondly, at relatively high temperature, Metropolis also works, but the auto correlation time is much larger than the worm algorithm; take the critical point of a BKT transition as example (T = 1.06 and λ = −2), for the large system, the autocorrelation time of Metropolis is hundreds times of worm, as shown in Table I . From the data, we can fit the dynamical exponent of the two algorithms by the formula:
with τ the correlation time and z the dynamical exponent. The fitting gives z Metropolis = 1.9(2) and z worm = 0.3(1), this means the critical slowing down is sharply reduced by the worm algorithm. The sampled quantities include the density of domain wall ρ dm , density of vortices ρ vx , the specific heat C dm and C vx corresponding to the two types of energy, respectively
where T is the temperature. We also sample the staggered magnetization m s , the staggered vortex magnetization m vx , and the Binder ratios Q s and Q vx corresponding to the two types of magnetizations, respectively
where
with s( r) the vector mapped from the Potts spins by the rule s( r) = exp{2πiσ( r)/3}. (x, y) and (x ′ , y ′ ) are the coordinations of sites r and r ′ , respectively. m s can detect the staggered order on the original lattice, while the m vx can detect the vortex lattice order on the dual lattice.
Another important quantity that we sampled is the correlation length ξ ξ = (χ/F − 1)
where k is the "smallest wave vector" of the square lattice along the x direction, i.e., k ≡ (2π/L, 0). The susceptibility χ and the "structure factor" F are
ξ is an important quantity that can identify the type of phase. In the disordered phase ξ/L converges to zero as the system size increases; in the ordered phase it diverges; at a critical phase point it converges to finite nonzero value.
III. RESULTS
In Ref. 11, the ferromagnetic case of model (1) is studied. It is shown that, if λ > 0, the vortex excitations are suppressed, and the low-temperature phase of the system is QLRO; as the temperature increases, the system undergoes a BKT transition. If λ < 0, the vortex excitations are enhanced, which can drives the system to another topological phase: the vortex lattice phase. For the antiferromagnetic case of model (1), we find that both the two types of topological phases can also be found in it. Firstly, for the case of λ > 0, the QLRO is found at the low temperature phase. As shown in Fig. 3 . the specific heat C dm and C vx do not show any singularity; although they have a peak, the peak is smooth, it does not diverge as the system size increases. This is the typical feature of BKT transition. The correlation length ξ and the magnetization m s also show the characters of QLRO; the ratio of the correlation length to system size converges to a finite nonzero value in the QLRO phase, but converges to zero value in the disordered phase, as shown in Fig. 4 (a) . From the figure, we roughly estimate the BKT point to be T c = 0.75(2). The magnetization m s in both the QLRO phase and the disordered phase converges to zero as the system size increases, however, the decaying behaviors are different for the two phases, as shown in Fig. 4 (b) , it decaying algebraically in the QLRO phase but exponentially in the disordered phase. At a given temperature below the BKT point, m s can be fit according to the following formula
where y h is the renormalization exponent of the staggered field, it is related to the critical exponent η with η = 2(1 − y h ) + d; d = 2 is the dimension of the system. By the fitting, we find that in the whole BKT phase, the exponents y h almost keep invariant, which is y h = 1.833(1); such value is consistent with the pure antiferromagnetic Potts model, which is critical at the zero temperature, with exponent η = 1/3. It means that the vortex term in Hamiltonian (1) shifts the critical point from the zero temperature to a finite temperature, and the zero-temperature 'critical point' is enlarged to a 'critical phase' (QLRO phase). This result is understandable, because positive λ suppresses the vortex excitations, higher temperature is needed to excite the vortices. Such BKT transition is not a standard one [1, 2] which has critical exponent η = 1/4 at the BKT point. Now we turn to the case of negative λ, in this case the vortex excitations are enhanced, thus it is natural to see a vortex lattice phase; a snapshot of such phase is shown in Fig. 1 (b) . The plot of staggered vortex magnetization m vx is shown in Fig. 5 (a) ; at the low temperature, m vx is 1, strongly indicates a vortex lattice phase. The transition from the vortex lattice phase to the disordered phase is continuous, as shown in Fig. 5 (b) , there is no singularity of the curves of the internal energy density. It should be noted that, such transition is driven by both the vortex energy and the domain wall energy, as shown in Fig. 6 , both the specific heat C vx and C dm show diverging peaks, although the peak of C dm looks smaller than C vx . The universality class of such transition should be two-dimensional Ising, because it spontaneously breaks the Z 2 symmetry. This can be verified by the behaviors of the Binder ratio. As shown in Fig.  7 (a) , The critical point is T c = 1.210(5), obtained by the crossing point of the Binder ratio; the critical value of the Binder ratio, denoted by Q c vx , and also obtained by the crossing point, is Q c vx ≈ 0.85. Such value is universal, it coincides with that of the two dimensional Ising model, which is 0.856(1) [16] . Furthermore, we do data collapse for the Binder ratio, using critical exponent y t = 1 (which is that of the two dimensional Ising model); as shown in Fig. 7 (b) , all the data points collapse to a single line; this also verified that the transition belongs to the universality of two dimensional Ising model.
The QLRO phase can also be found when λ < 0. As shown in Fig. 8 (a) , the correlation length in the range T <= T ′ c ≈ 1.06(1) converges to a finite nonzero value, indicating such phase is QLRO. The behavior of magnetization m s is similar to the case of λ > 0, as shown in Fig. 8 (b) ; by fitting the data to Eq. The vortex defined in current paper (same to that in Ref. 11) is not exactly the same to that defined in Refs. 9 or 10. In our opinion, the vortices in current paper can be considered as charge ±1/2 excitations, while the vortices defined in Refs. 9 or 10 are excitations with charge zero or ±1, which can be considered as the combination of the vortices with charge ±1/2, as shown in Fig. 9 (a) . In the language of the current, a charge half vortex (defined on the dual lattice) is composed of three pointing in or out arrows (current=±1) and a line without arrow (current=0), such as Fig. 2 (b) . In a microstate of the ideal vortex lattice phase, all the sites of the dual lattice have such configurations, it can be found that every site is occupied by one and only one of the edge with current zero, this is very similar to the full packed dimer model. It is known that the full packed dimer model on the square lattice is in a QLRO phase [17] , thus such mapping gives a theoretical proof that the ideal vortex lattice phase (on the dual lattice) can also be a QLRO phase (on the original lattice). Two neighboring vortices with charge half can compose a vortex with charge zero or charge one; once they compose the charge one vortex, it is impossible for them to compose charge one vortex with other neighbors; such constraint restricts the state space of configurations with charge one vortices. Furthermore, it should be noted that the excitation of such type of charge zero or charge one vortex costs the same energy, thus the ideal vortex lattice phase is a not only a selection of energy but also the selection of entropy.
In the case of λ < 0 (and J < 0), when the temperature is low, the system favors ±1/2 charges, and the charges are in staggered pattern as shown in Fig. 1  (b) , there is almost no ±1 charges which are needed to destroy the QLRO phase. When the temperature is high enough, the system has enough energy to excite enough ±1 charges, then it can enter other phase. It is interesting that before the system enters the disordered phase, it lives in the pure vortex lattice phase (without QLRO) in the temperature range (T ′ c , T c ); such phase is very subtle, as shown in Fig. 5 (a) , the value of the staggered vortex magnetization m vx in this phase is near but not equal to 1, thus certain amount of ±1/2 vortices must be combined to ±1 vortices (see Fig. 9 (b) and (c) ), which can destroy the QLRO phase. However, the ratio of the ±1 vortices should be moderate, or else the system will enter the disordered phase. In Fig. 9 (c) , it is shown that in the vortex lattice phase the density of charge one vortices is very small, and the crossing point of the curves is just the critical point. Such result means that the vortex lattice phase can also be obtained by suppressing the charge one vortices.
IV. CONCLUSION
In conclusion, by means of Monte Carlo simulations with an efficient worm algorithm, we studied the generalized antiferromagnetic Potts model (1) . The model can not only exhibit the QLRO phase and the vortex lattice phase but also the overlap of the two topological phases, which as we know is reported for the first time. These exotic phases are closely related to the vortex excitations of the model. Our findings is helpful for understanding the classical topology of physics.
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