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Abstract
The calculation of the process e+e− → q˜¯˜qg at next-to-leading order in αs
within the Minimal Supersymmetric Standard Model (MSSM) is presented.
Supersymmetry requires the involved squark-squark-gluon gauge coupling α′s
to be equal to the Standard Model gauge coupling αs. Thus the calculation
serves as a building block to establish supersymmetry at future colliders.
Zusammenfassung
In dieser Arbeit wird die Berechnung des Prosesses e+e− → q˜¯˜qg in na¨chstfu¨hren-
der Ordnung in αs im Minimalen Supersymmetrischen Standardmodell (MSSM)
vorgestellt. Supersymmetrie erfordert, daß die in diesen Prozess eingehende
starke Squark-Squark-Gluon Eichkopplung α′s mit der Kopplung αs im Stan-
dardmodell u¨bereinstimmt. Dieser Prozess erlaubt somit einen Test von Su-
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In gauge theories like the Standard Model space-time symmetries and inter-
nal symmetries are independent of each other, i.e. the Lorentz algebra and
the algebra of the inner symmetries commute. It was proven by Coleman
and Mandula [1] that this is the case in any four-dimensional quantum field
theory with non-zero scattering amplitudes. The Coleman-Mandula theorem
can be evaded by introducing fermionic supersymmetry generators Q and Q¯
that obey anticommutation rather than commutation relations. These super-
symmetry generators carry spin 1/2 and transform fermions into bosons and
vice versa. The anticommutator of these generators is a spin-1 vector and
must be proportional to the momentum operator Pµ. Thus supersymmetry
is directly related to the Poincare´ symmetry. Furthermore, local supersym-
metry implies local Poincare´ symmetry and thus gravity.
Since the supersymmetry generators carry spin 1/2, the representations
of the supersymmetry algebra, the supermultiplets, must contain bosonic
and fermionic components. The number of fermionic and bosonic degrees of
freedom in every supermultiplet must be equal.
Supersymmetry links fermions with bosons and vice versa. As a conse-
quence, boson and fermion loops appear always in parallel. Since they come
with opposite sign, large corrections are suppressed. In particular, quadratic
divergences are absent in supersymmetric quantum field theories [2].
In non-supersymmetric theories like the Standard Model this quadratic
corrections are proportional to Λ2UV , where ΛUV is the scale, where new
physics becomes effective. Typically it is assumed that this scale is the
Planck scale MP ≈ 1019 GeV, where quantum gravitational effects become
important, or the grand unification scale MGUT ≈ 1016 GeV, where the gauge
couplings of the Standard Model extrapolated to high energies indicate a
unification.
Thus, while the Higgs mass is of the order of the electroweak scale, radia-
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tive corrections destabilize the hierarchy between this scale and the Planck
respectively GUT scale. This is known as the naturalness problem [3],[4],[5].
Supersymmetry provides a solution to this problem, since the large quadratic
corrections are naturally absent.
It turns out, that none of the Standard Model bosons can be a supersym-
metric partner of one of the Standard Model fermions, because of the different
quantum numbers. Therefore, one has to introduce a new superpartner for
each degree of freedom of the Standard Model. Moreover the Higgs sector of
the Standard Model has to be enlarged by including a second Higgs doublet.
This is necessary in order to provide masses for up- and down-type fermions
and to ensure anomaly cancellation. In this way one arrives at the Minimal
Supersymmetric Standard Model (MSSM) [6],[7],[8].
The MSSM conserves R parity. This is a multiplicative quantum number,
which is related to baryon number B, lepton number L, and spin s by
R = (−1)3(B−L)+2s
The Standard Model particles have R = 1 and their superpartners have
R = −1. The conservation of R parity implies that the superpartner particles
can only be produced in pairs and that the lightest supersymmetric particle
(LSP) is stable.
Despite the fact that the MSSM predicts many new particles in addition
to the Standard Model particles, the interaction strengths between the par-
ticles of the supermultiplets which contain the fermions and the multiplets
which contain the gauge bosons as well as the quartic scalar interactions are
given in terms of the SU(3)C × SU(2)L × U(1)Y gauge couplings. For ex-
ample, the Yukawa interaction between a quark (q), its scalar partner, the
so-called squark (q˜), and the fermionic partner of the gluon, a so-called gluino
(g˜), is governed by the strong gauge coupling constant, gs.
Moreover the MSSM has just the right particle content to ensure that
the evolution of the three gauge couplings can unify at a scale MGUT ≈
2× 1016 GeV.
Because no supersymmetric particle has been experimentally discovered
so far, supersymmetry must be broken. Supersymmetry breaking should
introduce a splitting of the masses within supermultiplets but should not
destroy crucial features of the supersymmetry concept, in particular the can-
cellation of the quadratic divergences in the radiative corrections of the Higgs-
boson mass. This can be achieved by introducing only soft supersymmetry-
breaking Lagrangian terms, i.e. mass terms or interactions with couplings of
positive mass dimension [9].
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In order to stabilize the weak scale, these masses should be below order
1 TeV. As a consequence, the superpartners of the known particles should
be within reach of the ongoing and proposed collider experiments.
To establish supersymmetry there are two major steps necessary after the
discovery of new particles:
• The quantum numbers must be measured to ensure that new discovered
particles and Standard Model particles match the supermultiplets.
• The equality of gauge and Yukawa couplings have to be verified.
In this thesis we focus on the verification of the equality of the gauge and
Yukawa couplings in the SU(3)C gauge sector of the MSSM. In particular
supersymmetry predicts the coupling strengths of the gauge vertices qqg, q˜¯˜qg,
and the Yukawa vertex q¯q˜g˜ to be equal.
These vertices can be investigated experimentally at electron positron
colliders with signatures
(1) e+e− → qq¯g,
(2) e+e− → q˜¯˜qg,
(3) e+e− → q¯˜qg˜
(1.1)
with high accuracy. These processes involve the different vertices already
at tree level. The discovery of the gluon in process (1) in 1979 established
the SU(3)C gauge group in the Standard Model and allowed to measure the
gauge coupling gs [10],[11],[12].
The comparison of the gauge and Yukawa interactions require not only
to measure the cross sections of these 3 processes experimentally but also to
predict the cross sections under the assumption of equal couplings. Thus the
cross sections of these processes (1)-(3) must be calculated and since QCD
corrections are in general large, next-to-leading order NLO calculations of
these processes are desirable.
The NLO calculation to the process (1) within the Standard Model was
performed [13],[14],[15],[16]. The additional MSSM corrections, i.e. gluinos
in internal lines have not yet been implemented; they are suppressed strongly
due to the large gluino mass. The process (3) has just been calculated at
NLO [17]. In this thesis we present the calculation of process (2) which is
the last missing building block in the comparison.
Outline of the thesis
In chapter 2 we give a brief introduction to supersymmetry and the MSSM,
which underlie the whole calculation. In particular the prediction of equal
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gauge and Yukawa couplings is derived as an feature of supersymmetry. The
chapter 3 is divided into the tree level and NLO calculation of the process
e+e− → q˜¯˜qg. In the NLO calculation in section 3.2.1 we present the de-
termination of the virtual corrections, in section 3.2.2 the renormalization
formalism, and in 3.2.4 the real corrections. Since the usual regularization
scheme like dimensional regularization violates supersymmetry, an extra fi-
nite counterterm has to be introduced, given in section 3.2.3. In section 3.3
we present the results of the calculation and compare them at LO and NLO.
The appendices finally give explicit details of the calculation as the Feyn-
man rules in appendix A, the tensor reduction formalism in B, the emerging
divergent scalar integrals are given in C, the relation between the tensor co-
efficient D00 and the scalar integral D
6
0 is derived in appendix D, the renor-
malization constants can be found in E, the dipole functions in context with
the real corrections in F, and the parameterization of the 3 and 4 particle
phase space in G.
Chapter 2
Supersymmetry
The Standard Model provides a remarkably successful description of presently
known phenomena. The experimental high-energy frontier has advanced into
the hundreds of GeV range with no confirmed deviations from Standard
Model predictions and few unambiguous hints of additional structure. Still,
it seems quite clear that the Standard Model will have to be extended to de-
scribe physics at arbitrarily high energies. Certainly a new framework will be
required at the Planck scale MP ≈ 1019 GeV, where quantum gravitational
effects become important.
Despite the great success of the Standard Model there are several reasons
to extend this model. In this thesis we focus on the theory of supersymmetry
introduced for field theory in four dimensions in 1973 by Wess and Zumino
[18]. Beside hints like the unification of gauge symmetries [19],[20],[21],[22],
directly related to the prediction of the weak mixing angle, and the dark
matter problem one of the main motivations for supersymmetry is the hier-
archy problem. Since the hierarchy problem is very useful to introduce many
features of supersymmetry it is briefly described here followed by a glance at
the unification of couplings.
2.1 Hierarchy problem
The electrically neutral part of the Standard Model Higgs field is a complex
scalar H with a classical potential given by
V = µ|H|2 + λ|H|4. (2.1)
The Standard Model requires a non-vanishing vacuum expectation value for





−µ/2λ. The term involving µ is a mass term and determines the
mass of the field H as m2H = µ. Since we know experimentally that 〈H〉 = 174
GeV from measurements of the properties of the weak interactions, it is clear
that m2H is very roughly of order (100 GeV)
2. However, m2H receives enormous
quantum corrections from the virtual effects of every particle which couples,
directly or indirectly, to the Higgs field. For example, from a fermion f with




[−2Λ2UV + 6m2f ln(ΛUV /mf ) + . . .]. (2.2)
Here ΛUV is an ultraviolet momentum cutoff used to regulate the loop inte-
gral; it can be interpreted as the energy scale at which new physics enters
to alter the high-energy behavior of the theory. The ellipses represent terms
which do not get large as ΛUV does. In the Standard Model each of the
leptons and quarks can play the role of f . The problem is that for λf ≈ 1
and ΛUV of order MP this correction to m
2
H is about 30 orders of magnitude
larger than the value of m2H ≈ (100 GeV)2! This large corrections only con-
cern the Higgs scalar boson mass, because quantum corrections to fermion
and gauge boson masses do not have the quadratic sensitivity to Λ2UV found
in (2.2). However the quarks and leptons and the electroweak gauge bosons
of the Standard Model all owe their masses to 〈H〉, so that the entire mass
spectrum of the Standard Model is sensitive to the cutoff ΛUV . Furthermore,
there is a contribution similar to (2.2) from the virtual effects of any arbitrar-
ily heavy particles which might exist. For example a heavy complex scalar
particle S with mass mS which couples to the Higgs with a Lagrangian term




[Λ2UV − 2m2S ln(ΛUV /mS) + . . .]. (2.3)
The systematic cancellation of the large contributions to ∆m2H should be
generated by a symmetry. From the different sign in the fermion loop and the
boson loop (2.2),(2.3) it is obvious that this symmetry must relate fermions
and bosons.
Supersymmetry is the invariance of the Lagrangian under transformations
which mix fermionic and bosonic fields. Supersymmetry postulates for every
fermionic degree of freedom in the Lagrangian a corresponding bosonic degree
and vice versa. The contributions of a fermionic loop and two corresponding





(λS − |λf |2)Λ2UV + . . . . (2.4)
2.2 Supersymmetry algebra 7
If the couplings λS and |λf |2 are equal the quadratically divergent cor-
rections cancel.
2.2 Supersymmetry algebra
The operator Q which generates supersymmetry transformations must be an
anticommuting spinor with
Q |boson〉 = |fermion〉, Q |fermion〉 = |boson〉 (2.5)
The possible forms of such symmetries are highly restricted by the Haag-
Lopuszanski-Sohnius extension of the Coleman-Mandula theorem [1],[23].
For realistic theories describing chiral fermions, i.e. fermions whose left- and
right-handed pieces transform differently under the gauge group and thus
the possibility of parity-violating interactions, this theorem implies that the
generators Q and its conjugate Q¯ must satisfy the algebra
{Qa, Q¯b} = 2 γµabPµ
[P µ, Qa] = 0
[Mµν , Qa] = −Σµνab Qb,
(2.6)
where a and b are spinor indices, P µ is the momentum generator of space-
time translations, Mµν is the generator of Lorentz transformations and the
spin tensor is defined by Σµν = i/4[γµ, γν]. The first equation connects
supersymmetry with spacetime transformations and the last equation says
that supersymmetry transformation generators transform as spinors under
Lorentz transformations.
The single particle states of a supersymmetric theory fall into irreducible
representations of the supersymmetry algebra which are called supermulti-
plets. Each supermultiplet contains both fermion and boson states, called
superpartners. The supersymmetry generators commute with the generators
of gauge transformations. Therefore particles in the same supermultiplet
must also be in the same representation of the gauge group, and so must
have the same electric charge, weak isospin, and color degrees of freedom.
Furthermore in each supermultiplet the number of bosonic and fermionic
degrees of freedom must be equal.
2.3 Chiral- and gauge-supermultiplets
The matter fields in a low-energy supersymmetric model are part of so called
chiral multiplets Φˆ := (Φ, ΨL, F ), where the superfield is indicated by a
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symbol with a caret. In this superfield, Φ and F are complex scalars while ΨL
is a left handed fermion. F is an auxiliary field with no kinetic energy term.
Its equation of motion is purely algebraic; consequently the auxiliary fields
can be expressed in terms of other dynamical fields. The massless gauge fields
are components of a massless real vector supermultiplet Aˆa := (λaL, A
µa, Da),
where a labels the component of the adjoint representation of the gauge
group. In this superfield, λL is a complex left handed spinor, A
µ is the
massless gauge field, and D is a real auxiliary scalar field. The auxiliary
fields F and D ensure that the chiral and matter supermultiplets respectively
contain just equal numbers of bosonic and fermionic degrees of freedom. Off-
shell, the degrees of freedom of the auxiliary fields have to be taken into
account. The fermion field ΨL has 4 degrees of freedom matching the 2 of
each of the complex scalar fields Φ and F . In the vector supermultiplet
the fermionic field λaL counts 4, the gauge field A
µa 3, and the real scalar
filed Da count 1 degree of freedom. On-shell the equation of motion remove
the auxiliary fields. The complex fermion fields now each have 2 degrees
of freedom matching the 2 bosonic ones of the complex scalar Φ and the
massless vector field Aµa on-shell.
2.4 MSSM field content
The Minimal Supersymmetric extension of the Standard Model (MSSM) [6],[7],
[8] contains the particles of the Standard Model extended by the minimal
number of superpartners:
The fermions (quarks and leptons) of the Standard Model are paired with
scalar partners called squarks and sleptons. In order to give masses to up-
and down-type fermions and to avoid triangle anomalies, the Standard Model
Higgs doublet must be replaced by two Higgs doublets and the corresponding
higgsino doublets. The upper part of table 2.1 shows the chiral supermul-
tiplets of the MSSM classified according to their transformation properties
under the Standard Model gauge group SU(3)C×SU(2)L×U(1)Y . An extra
symbol in the second column denotes the supermultiplets. For example Qˆ
stands for the SU(2)L-doublet supermultiplet containing uL, dL and u˜L, d˜L.
The gauge bosons (photon, W±, Z0 and gluon) have fermionic (spin 1/2)
superpartners called photino, wino, zino and gluino. The gauge supermul-
tiplets of the MSSM containing gauge bosons and their superpartners are
summarized in the lower part of table 2.1.
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Chiral supermultiplets Φˆ spin 1/2 spin 0 SU(3)C SU(2)L U(1)Y
quark (q), squark (q˜) Qˆ (uL,dL) (u˜L,d˜L) 3 2
1
6
Uˆ uR u˜R 3¯ 1 −23
Dˆ dR d˜R 3¯ 1
1
3
lepton (l), slepton (l˜) Lˆ (ν,eL) (ν˜,e˜L) 1 2 −12
Eˆ eR e˜R 1 1 1



















d ) 1 2 −12
Gauge supermultiplets Aˆ spin 1 spin 1/2 SU(3)C SU(2)L U(1)Y
gluon (g), gluino (g˜) Gˆ g g˜ 8 1 0
W boson, wino (W˜ ) Wˆ W±, W 0 W˜±, W˜ 0 1 3 0
B boson, bino (B˜) Bˆ B0 B˜0 1 1 0
Table 2.1: Chiral and gauge supermultiplets of the MSSM
2.5 Interactions of the MSSM
Having specified the superfields of the theory, the next step is to construct
the supersymmetric Lagrangian [20],[21],[22]. The fields of the MSSM have
canonical kinetic energy terms








where D is the SU(3)C × SU(2)L × U(1)Y gauge invariant derivative. The
implicit sum over i is over all the fermion fields of the Standard Model, Ψi,
and their scalar partners, Φi, and also over the 2 Higgs doublets with their
fermionic partners. The implicit sum over A is over the SU(3)C , SU(2)L and
U(1)Y gauge fields with their fermionic partners, the gauginos, λA.
The interactions between the chiral and the gauge superfields are com-
pletely specified by the gauge symmetries and by supersymmetry, as are the













where the projectors are defined by PR/L = (1± γ5)/2 and gA is the relevant
gauge coupling constant. Obviously the interaction strengths are given in
terms of the gauge couplings. For example, the Yukawa interaction between
a quark, its scalar partner, the squark, and the gluino is governed by the
strong coupling constant, gs. As can be seen from the last term, the same
coupling determines the quartic squark interaction.
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The most general renormalizable non-gauge interactions for chiral super-
multiplets are determined by a single analytic function of the complex scalar
fields, the superpotential W . The Lagrangian of these interactions is
LW = −1
2
W ijΨiΨj + W
iFi + h.c., (2.9)
where W ij and W i are functions of the boson fields. The requirement of in-


















where M ij is a symmetric mass matrix for the fermion fields, and yijk is a
Yukawa coupling of a scalar Φk and two fermions ΨiΨj, which must be totally
symmetric under interchange of i, j, k.
2.6 Matter-parity
If one introduces the most general superpotential W to describe the non-
gauge interactions of the chiral supermultiplets (2.12) there arise also lepton
and baryon number violating Lagrangian terms. On the other hand there are
very severe experimental constraints on the violation of lepton and baryon
numbers [24], but it is also known from non-perturbative electroweak effects
that lepton and baryon number are violated even though those effects are
negligible for experiments at ordinary energies. Therefore, in the MSSM 1
one adds a new symmetry which has the effect of eliminating the possibility
of baryon and lepton number violating terms in the superpotential, called
matter parity PM [21],[25]. Matter parity is a multiplicatively conserved
quantum number defined as
PM = (−1)3(B−L), (2.13)
1In the Standard Model there are no possible renormalizable Lagrangian terms which
violate the baryon number or the lepton number.
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where B and L are the baryon and the lepton number. The symmetry prin-
ciple is that a term in the Lagrangian is allowed only if the product of PM
of all of the fields in it is +1. The advantage of matter parity is that it can
in principle be an exact symmetry, which B and L themselves cannot. It is
useful to recast matter parity in terms of R-parity, defined for each particle
as
PR = (−1)3(B−L)+2s (2.14)
where s is the spin of the particle. Now, matter parity and R-parity conser-
vation are equivalent, since the factor (−1)2s is equal to +1 for the particles
involved in any interaction vertex in a theory that conserves angular momen-
tum. All the Standard Model particles and the Higgs bosons have R-parity
+1, while all the squark, sleptons, gauginos and higgsinos have R-parity −1.
R-parity odd particles (PR = −1) are called supersymmetric particles or spar-
ticles, and they are distinguished by a tilde. If R-parity is exactly conserved,
there are several direct consequences:
• The lightest sparticle, called the lightest supersymmetric particle or
LSP, must be absolutely stable. If the LSP is electrically neutral, it
interacts only weakly with ordinary matter, and so can be a candidate
for dark matter. [26],[27].
• Each sparticle other than the LSP must eventually decay into an odd
number of LSP’s which can give signatures of missing transversal energy
ET in detectors.
• In collider experiments, sparticles can only be produced in even num-
bers.
Without the matter-parity violating terms we arrive at the superpotential
of the MSSM
LMSSMW = UˆyuQˆHˆu − DˆydQˆHˆd − EˆyeLˆHˆd + µHˆuHˆd, (2.15)
where Qˆ, Lˆ, Uˆ , Dˆ, Eˆ, Hˆu, Hˆd are chiral supermultiplets introduced in ta-
ble 2.1 and the scalar and dimensionless Yukawa-coupling terms yu, yd, ye
are 3× 3-matrices in family space.
2.7 Soft supersymmetry breaking
None of the supersymmetric particles has been discovered. If supersym-
metry were unbroken, then there should be superpartners to every detected
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Standard Model particle with exactly the same mass. From the experimental
point of view this is excluded so supersymmetry must be a broken symmetry.
However unbroken supersymmetry guarantees that the quadratic divergences
in squared scalar masses vanish to all orders in perturbation theory. If bro-
ken supersymmetry is still to provide a solution to the hierarchy problem,
then the relationship between dimensionless couplings (2.4) which hold in
unbroken supersymmetry must be maintained.
In the MSSM the supersymmetry is softly broken. Soft means that no
quadratic divergences to the corrections to the Higgs mass are reintroduced
in order to maintain the hierarchy between the electroweak scale and the
Planck mass scale. This can be done by introducing only soft supersymmetry
breaking terms where the effective Lagrangian can be written in the form
L = LSUSY + Lsoft (2.16)
where LSUSY preserves supersymmetry invariance, and Lsoft violates super-
symmetry but contains only mass terms and couplings with positive mass
dimension. If the largest scale associated with the soft terms is denoted







ln(ΛUV /msoft) + . . .]. (2.17)
Here λ is a dimensionless coupling, and the ellipses stand for terms which
are independent of ΛUV and for higher loop corrections which depend on
ΛUV through powers of logarithms. Since the mass splittings between the
known Standard Model particles and their superpartners are determined by
the parameter msoft, (2.17) gives a rough estimate of the masses of the super-
partners in order not to introduce large corrections and thus not to destroy
the hierarchy between the high and the low scale. Using ∆m2H < (100 GeV)
2,
ΛUV ≈ MP and λ ≈ 1 in (2.17), one finds that roughly at least the lightest
superpartners should not be heavier than about 1 TeV.
The most general soft supersymmetry breaking Lagrangian which is com-









¯˜uauQ˜Hu − ¯˜dadQ˜Hd − ¯˜eaeL˜Hd
]
+ c.c
−Q˜†m2QQ˜− L˜†m2LL˜− ¯˜umu¯2 ¯˜u† − ¯˜dmd¯2¯˜d
† − ¯˜eme¯2¯˜e†
−m2HuH∗uHu −m2HdH∗dHd − (bHuHd) + c.c), (2.18)
2There could be additional terms of the form − 1
2
cjki Φ
∗iΦjΦk + c.c but they are in
general negligibly small and so are not taken into account [28]
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where M3, M2, and M1 are the gluino, wino, and bino mass terms. Each
of au, ad, ae is a complex 3 × 3 matrix in family space. The third line






is also a complex 3 × 3 matrix. Finally, in the last line of (2.18) we have





In contrast to the supersymmetry conserving terms, the soft-breaking
terms in Lsoft introduces many new parameters. In [29] they count 105
masses, phases and mixing angles in the MSSM Lagrangian.
A complete set of Feynman rules for the MSSM deduced from the La-
grangian is given in the review of Haber and Kane [30]. The Feynman rules
needed in this thesis are summarized in appendix A.
2.8 Unification of gauge couplings
In unified field theories there is only one gauge group and hence only one
coupling constant. The simplest example of such a gauge group, containing
the standard model, is SU(5) which is broken down into the standard model
gauge group at the grand unification scale mGUT [31]:
SU(5) −→ SU(3)C × SU(2)L × U(1)Y (2.19)
In a gauge theory, coupling constants scale with energy according to the
renormalization group (RG) equations. If at some scale all couplings meet
this can be interpreted as a hint of unification at this scale.
The evolution of couplings is illustrated in figure 2.1. In this figure the
RG evolution of the inverse couplings α−1i are compared, including two-loop
effects, in the Standard Model and the MSSM. Unlike the Standard Model,
the MSSM has just the right particle content to ensure that the gauge cou-
plings can unify, at a scale mGUT ≈ 2× 1016 GeV.
Vice versa one can predict the weak mixing angle sin2 θW from the con-
straint of unification of the couplings and the known strong coupling and the
electromagnetic fine structure constant. The resulting value at the Z0-pole is
sin2 θSMW (mZ) ≈ 0.207 in the Standard Model and sin2 θMSSMW (mZ) ≈ 0.230
in the MSSM. The experimental value is sin2 θexpW (mZ) = 0.23117± 0.00016
[33] which is in good agreement with the MSSM.
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Figure 2.1: Renormalization Group evolution of the inverse gauge couplings
α−1i (Q) in the Standard Model (dashed lines) and the MSSM (solid lines). In
the MSSM case, α3(mZ) is varied between 0.113 and 0.123, and the sparticle
mass thresholds between 250 GeV and 1 TeV. Two-loop effects are included
[32].
2.9 Gauge and Yukawa couplings in the SUSY
QCD sector
Supersymmetry breaking introduces many unknown parameters. However
the gauge interactions and the Yukawa couplings are completely fixed by
gauge invariance and supersymmetry as already indicated by (2.4). Espe-
cially within the QCD sector which is the subject of this thesis the gauge
and Yukawa coupling constants in the interaction Lagrangian terms which
couple quarks, gluons, squarks, and gluinos have to be equal: The strong
gauge coupling gs determines on the one hand the gauge couplings emerg-
ing in the Lagrangian (2.7) and on the other hand the Yukawa and quar-
tic squark couplings coming from the Lagrangian (2.8). The strong gauge
interactions are obtained by turning derivatives into covariant derivatives,
∂µ → Dµ = ∂µ + igsAaµta in the fermionic term and ∂µ → Dµ = ∂µ + ig′sAaµta
in the bosonic term in (2.7) in a representation of the gauge group with her-
mitian matrices ta where Aµ denotes the gauge field. The Yukawa interaction
between a quark and a squark and a gluino as well as the quartic squark cou-
pling can directly be deduced from (2.8) when we substitute T A → ta and
gA → gˆs. Gauge invariance and supersymmetry constraint this couplings
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from different Lagrangian terms to be equal:
gs = g
′
s = gˆs (2.20)
The equality of gauge and Yukawa couplings in softly broken SUSY is not
restricted to the SU(3)C coupling gs but also must hold for the SU(2)L
and U(1)Y couplings g2 and g1. These SU(2)L and U(1)Y couplings were
investigated in [34] and [35]. Here we focus on the SU(3)C couplings.
When at future colliders new particles are discovered the first task is
to measure masses and quantum numbers like the spin. Figure 2.2 shows
the current status of experimental search for squarks and gluinos from the
Tevatron detectors D0 and CDF. They are looking for signatures, where the
squarks and gluinos decay and according to matter parity end up in form
of the LSP plus additional jets and multileptons, where the LSP escapes
the detector. Thus they expect squarks and gluinos in signatures of jets
and leptons accompanied by missing transverse energy representing the LSP.
The figure shows the excluded regions in the investigated squark-gluino mass
spectrum. In this analysis it was assumed, motivated by supergravity models,
all scalar particle masses to unify to one mass parameter m0 as well as all
gaugino masses to unify to the mass m1/2 at the GUT scale and the neutralino
to be the LSP.
After the discovery of new particles it will be essential to decide whether
these particles belong to a supersymmetric theory and therefore to investigate
the couplings. If the gauge and Yukawa couplings are equal this will give a
direct indication of supersymmetry
In principle the gauge and Yukawa couplings could be analyzed in proton
colliders like the TEVATRON or the LHC. The gauge coupling of the squark-
squark-gluon vertex g′s for instance emerges in the process pp(p¯) → q˜¯˜q X.
The corresponding cross section was already calculated at NLO [36]. But
it is preferable to investigate these couplings in lepton colliders like TESLA
[37] or CLIC [38] because they allow for high precision experiments due to
the well defined initial state. In electron-positron annihilation the processes
involving the three complementary strong gauge and Yukawa couplings gs,
g′s, and gˆs at tree level are shown in figure 2.3.
The tree level calculation of the Standard Model process e+e− → qq¯g
was performed by [39],[40],[41]. The other two processes were performed
in 1983 at tree level without taking into account the Z0-Boson exchange
and neglecting squark and gluino masses [42] and two years later without
these simplifications [43]. The QCD NLO corrections of the Standard Model
process were computed in [13],[14],[15],[16].
There are several reasons to compute the MSSM NLO corrections in the
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Figure 2.2: Exclusion plot of gluino and squark masses. The filled area is the
currently covered region of the CDF-detector at Tevatron.
• Since the equality of the couplings is essential in a supersymmetric
theory it is desirable to investigate this processes to as high accuracy
as possible.
• At tree level there is a large dependence on the renormalization scale.
In NLO a significant reduction of this unphysical scale dependence is
expected.
• The computation of the process e+e− → qq¯g yields large NLO QCD
corrections. Presumably we have corrections of the same order also in
the other two processes.
The MSSM QCD corrections to the process e+e− → q¯˜qg˜ have been finished
in the thesis [17] and the MSSM QCD corrections to the remaining process
e+e− → q˜¯˜qg are presented in the next sections.





















































The process e+e−→ q˜¯˜qg
Before performing the next-to-leading order (NLO) calculation, we confirmed
the tree level calculation, first presented in [42] and [43]. The Feynman
diagrams of this process e+e− → q˜¯˜qg are also the real emission part of the
NLO corrections in αs to the process e
+e− → q˜¯˜q and thus the divergences
in the soft gluon region of phase space belong to the q˜¯˜q final state 1. As a
consequence, we introduce a phase space cut in the minimal gluon energy
Ecutg .
The SUSY-breaking terms (2.18) allow for mixing of all left- and right-
handed squarks and squarks of different flavor. The non-diagonal terms of
the mass matrix are proportional to the corresponding quark mass and thus
the squark mixing is suppressed for the 5 light flavors. In our calculation
we assume no left/right mixing and no flavor mixing. Also we assume mass
degeneracy of all squarks and neglect the masses of the 5 light quarks in inter-
nal loops. This assumptions simplify the calculation considerably. Since we
consider centre-of-mass energies far above the Z0-resonance we also neglect
the width of the Z0-boson.
3.1 Tree level calculation
Figure 3.1 shows the three tree level diagrams contributing to the process
e+e− → q˜¯˜qg.
The matrix element can be written as a lepton current times a hadron
current
M = jL/Rµ Γ
µ
Z , (3.1)
1Soft divergences are discussed in more detail in section 3.2.
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Figure 3.1: Tree level diagrams in the process e+e− −→ q˜¯˜qg. The annihilation
of e+e− into a virtual γ respectively Z0 is not drawn.
where L/R denote the helicity of the squarks 2 and the lepton current contains































and ΓµZ represents the virtual Z-boson decay. In the lepton current Qf with
f = q˜, e denotes the charges of squark and electron in units of the positron
charge (e > 0). v¯γµu and v¯γµγ
5u are the vector respectively axial vector
currents of the electron. The centre-of-mass energy is
√
s and the vector
respectively axial vector couplings for the particle f are
cfV =
If3 − 2Qf sin2 θW
2 cos θW sin θW
cfA =
If3
2 cos θW sin θW
, (3.3)
where If3 is the z-component of the weak isospin of particle f and θW is the
Weinberg angle.
With these abbreviations we can split the calculation into a lepton part
LL/Rµν and a hadron part H
µν, thus the major part of the calculation is the
decay of the Z-boson:
|M |2 = jL/R∗µ jL/Rν Γµ∗Z ΓνZ = LL/Rµν Hµν (3.4)
We choose a system of coordinates in the centre-of-mass of the final state.
With respect to this coordinates, the initial state is described by three Euler
angles α, β, and γ. With the 3-particle phase space factor written in form of






















dα d cos β dγ dx1 dx2,
(3.5)
2The handedness here does not refer to the helicity of the squarks but to that of their
superpartners.
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we can integrate out the angular dependence of the lepton tensor
∫

















where αem = e
2/4pi is the QED fine structure constant. Inserting the flow
factor 1
2s
, averaging over the lepton spins, and calculating the hadron tensor





























where the scaled squark mass z =
2 mq˜√
s
is scaled like the energies and αs =
g2s
4pi
is the SUSY QCD coupling constant. Expressed in scaled energies, energy
conservation is simply x1 + x2 + x3 = 2. The kinematic boundaries are given
by the constraint cos θij = ±1, where θij is the angle between the particles
i and j (appendix G). The soft divergence of the gluon is directly evident
from the denominator of (3.7) in the limit x3 → 0 for which x1/2 → 1.
Finally, the differential cross section (3.7) integrated analytically over the
phase space of the scaled energies x1 and x2 with the constraint x3 > xcut
yields a total cross section:
σtotBorn(e
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3.2 Next to leading order calculation
Before explaining major parts of the calculation of the process e+e− → q˜¯˜qg
at NLO in the strong coupling αs in more detail we give an outline of the
calculation in this section.
The general structure of a QCD cross section at NLO is
σ = σLO + σNLO. (3.10)
The leading order cross section σLO is obtained by integrating the fully dif-






where the Born cross section is
dσBorn = dΦ(m) |MBornm |2 F (m)J (3.12)
and MBornm denotes the Born matrix element to produce m final-state partons,
dΦ(m) denotes the phase space factor. In our calculation the number of final
state particles is m = 3. The function F
(m)
J defines the physical quantity
that will be computed, possibly including the experimental cuts.
At NLO one has to consider the fully differential cross section dσreal with
m + 1 partons in the final state and the one-loop corrections dσvirt to the








While the Born cross section requires to determine the squared Born
matrix elements |MBornm |2, the NLO corrections require on the one hand at
the one-loop level to determine the interference term of the loop matrix el-
ements with the hermitian conjugated Born amplitude ReMBorn†m M
virt
m and
on the other hand to determine the squared amplitude of the real correc-
tions |M realm+1|2. The Born cross section is of O(αs), the interference term
ReMBorn†m M
virt
m as well as the real corrections |M realm+1|2 are of O(α2s).
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In the matrix elements of the virtual corrections M virtm we encounter loops
in form of self energies, vertex corrections and box diagrams. In loop dia-
grams we have to integrate over the loop momentum. Depending on the
number of propagators and the masses of the particles these integrals are
divergent. To handle these divergences we have to regularize these diver-
gent integrations. We use the scheme of dimensional regularization [45], [46],
where the number of space-time dimensions in the calculation is generalized
to D = 4− 2, where  is the regularization parameter.









where µ is an arbitrary mass scale necessary to keep the coupling dimension-
less in D dimensions. For sufficiently small D, any loop-momentum integral
will converge and in the limit  → 0, i.e. D → 4 we get poles (1/n) repre-
senting the divergences.
In general care must be taken to treat the matrix γ5 consistent in D 6= 4
dimensions. In our calculation we can simply use an anticommuting γ5 [47].
The propagators for gauge bosons and fermions as well as the couplings
that contain derivatives generate tensors of the integration momenta in the
numerators of loop integrals. A systematic method to reduce these tensor
integrals to a set of basic scalar integrals is applied here [48],[49],[50]. In
appendix B the reduction formalism is described in detail.
The behavior of the scalar integrals with respect to their divergences can
be summarized as follows: When the number of propagators in a scalar loop
integral is one or two this integrals diverge for large momenta 3, called ultra-
violet (UV) divergence. The 3-point, 4-point, and the derivatives of 2-point
integrals are in general soft and collinear divergent. Soft poles emerge when
a massless particle is exchanged between two on-shell external legs, provided
that the emission of this massless particle does not change the masses of the
emitting particles, collinear poles emerge when a massless particle splits into
2 massless collinear particles and double poles result from integrals contain-
ing soft and collinear singularities. Soft and collinear singularities together
are referred to as infrared (IR) singularities in this thesis. The calculation of
the loop integrals in dσvirt leads to ultraviolet, soft and collinear singularities.
The Lagrangian involves a certain number of free parameters which have
to be determined experimentally. These are chosen such that they have an in-
tuitive physical meaning at tree level (physical mass, couplings), i.e. they are
3The special case of a 2-point integral with vanishing outer momentum and vanishing
masses in the loop particles gives both, infrared and ultraviolet divergences.
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directly related to experimental quantities. This direct relation is destroyed
through higher order corrections. Moreover the parameters of the original La-
grangian, the so-called bare parameters, differ from the corresponding phys-
ical quantities by UV divergent contributions. In renormalizable theories
these divergences cancel exactly the UV divergences in the loop integrals.
In the counterterm approach the UV-divergent bare parameters are ex-
pressed by finite renormalized parameters and divergent renormalization con-
stants, the counterterms. In addition the bare fields have to be replaced by
renormalized fields and counterterms. The finite parts of the counterterms
are fixed through renormalization conditions. These can be chosen arbitrar-
ily, determining the relation between renormalized and physical parameters.
Except for the strong coupling αs we use the on-shell renormalization
scheme where the residue of the propagators are set to one and the fields are
the physical fields. The strong coupling αs is renormalized in the modified
minimal-subtraction scheme (MS) where in addition to the divergences rem-
nants of the regularization procedure are subtracted [51],[52].
The soft and collinear singularities originating from the virtual corrections
are accompanied by analogous singularities arising from the integration over
the phase space of the real corrections. This is directly evident, when we
consider a final-state particle in an arbitrary process. Supposed the final-
state particle with momentum p and mass m emits a massless particle with
momentum k the corresponding propagator is proportional to
1
(p + k)2 −m2 =
1
2k0(p0 − |~p| cos θ) (3.15)
where θ is the angle between the two particles. This propagator becomes
singular in phase space regions k0 → 0 which is called a soft divergence and
for m = 0 in the region θ → 0, called collinear divergence. To handle this
soft and collinear divergences also the dimensional regularization scheme can
be applied [45], [53]. Again in the procedure of regularization a mass scale
µ has to be introduced to keep the number of mass dimensions constant in
D 6= 4 dimensions.
The soft and collinear divergences of the real corrections cancel exactly
the divergences coming from the loop integrations at any order of pertur-
bation theory [54], [55], [56]. This cancellation is an important check of the
calculation. From the experimental point of view soft and collinear emissions
of additional particles can not be separated from the investigated process:
Every detector has a limited energy resolution to detect additional soft parti-
cles and a limited angular resolution to distinguish between a single particle
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and a collinear pair of particles. Thus the theoretical requirement of in-
cluding real soft and collinear particles is consistent with the experimental
situation.
On the one hand analytic calculations of the real cross sections are impos-
sible for all but the simplest quantities because of the involved kinematics
for multi-parton configurations. On the other hand, the use of numerical
methods is far from trivial because real and collinear contributions have to
be integrated separately over different phase-space regions and because of
the analytic continuation in the arbitrary number of space-time dimensions
D.
One solution to this problem is to somehow simplify and extract the
singular parts of the cross section and treat them analytically, the remainder
can then be treated numerically.
In principle there are two general methods: The phase-space slicing method
[14] and the subtraction method [13]. Both methods can be generalized in a
process-independent manner. The key to this process-independence is that
the singular parts of the QCD matrix elements for real emission can be sin-
gled out in a general way by using the factorization properties of soft and
collinear radiation [57]. Owing to this universality, the two methods have led
to general algorithms for NLO QCD calculations.
In the phase space slicing approach the phase space region of the NLO
real process is sliced into soft regions, collinear regions and the remaining
hard region. The diagrams have to be separated in different color structures.
A parameter xcut must be introduced to define the slice regions in phase
space. This parameter is directly related to the threshold soft energy and
the threshold collinear angle separating the regions. In the soft and collinear
regions the divergences can be regularized via dimensional regularization.
The remaining hard phase space region is convergent and may be integrated
in D = 4 dimensions numerically. The independence of the phase space
integration on the slicing parameter xcut has to be checked.
The results obtained this way are correct up to O(xcut), so precise pre-
dictions require small values of xcut. For xcut → 0 parts of the numerical
integration grow like ln(xcut). Consequently, much CPU time is needed to
calculate the singular terms that cancel in the final result anyhow.
These large numerical cancellations are absent in subtraction methods.
In contrast to the slicing method we have a cancellation of soft and collinear
singularities before performing the numerical phase-space integration and no
dependence on any variable xcut. The subtraction method, applied in our
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calculation is the so-called dipole formalism first derived for massless partons
[58] and recently generalized to massive partons [59].














The cross section contribution dσA has to fulfill the properties
• The contribution dσA must be a proper approximation of dσreal such
as to have the same point-wise singular behavior as dσreal itself. Thus
dσA acts as a local counterterm for dσreal and one can safely perform














• dσA has to be analytically integrable (in D dimensions) over the one-
parton subspace leading to the soft and collinear divergences. In this


















Performing the analytical integration
∫
1 dσ
A, one obtains -pole contribu-
tions canceling the divergences in dσvirt. The remainder is finite in the limit
 → 0 and thus defines the integrand of a cross section contribution with
m-parton kinematics that can be integrated numerically in four dimensions.
We arrive at the final NLO cross section adding the two terms in (3.18) and
(3.17)
σNLO = σNLO{m} + σNLO{m+1}. (3.19)
In the dipole formalism the subtraction matrix element dσA is derived
from the soft and collinear factorization theorems for QCD matrix elements.
According to this factorization theorems, the singular behavior of a generic
tree-level matrix element with m + 1 final-state partons has the structure:
|Mm+1(p1, ..., pj, ..., pm+1)|2 soft→ |Mm(p1, ..., pm+1|2 ⊗C J2(pj) (3.20)
|Mm+1(p1, ..., pj, pi, ..., pm+1)|2 collinear→ |Mm(p1, ...pj + pi, ..., pm+1|2 ⊗h Pij
(3.21)
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In the soft limit the momentum pj vanishes and in the collinear limit the
momenta pi and pj become parallel. The contribution Mm on the right-hand
sides denote the tree-level matrix elements to produce m partons and are
obtained from the original m + 1 parton matrix element by removing the
soft parton pj or combining the two collinear partons pi and pj into a single-
parton momentum, respectively. The other contributions on the right hand
sides are the soft and collinear singular contributions. The factor J2(pj) is
the eikonal current for the emission of the soft gluon with momentum pj, and
Pij is the Altarelli-Parisi splitting function. These factors are universal in
the sense that they do not depend on the process but only on the momenta
and quantum numbers of the QCD partons in Mm. In particular, J
2(pj)
depends on the color charges of the partons in Mm, and Pij depends on their
helicities. Because of these color and helicity correlations (3.20) and (3.21)
are not real factorizations and are denoted symbolically by ⊗C and ⊗h.
Owing to their universality, the limiting formulae (3.20), (3.21) can be
used to approximate the matrix element |Mm+1|2 and thus to find a sub-
tracted cross section dσA that matches the real cross section dσreal in all the
singular regions of phase space.
The dipole formalism introduces universal dipole splitting functions Vij
which coincide with the eikonal current and with the Altarelli-Parisi splitting
functions in the soft and collinear limits. Thus the subtraction matrix ele-
ment is given by a single formula that approximates the real matrix element




|Mm({p˜k})|2 ⊗Vij × F mJ ({p˜k}). (3.22)
The set p˜1, ..., p˜m of modified momenta is defined starting from the original
m+1 parton momenta in such a way that the m partons in |Mm|2 are physical,
that is, they are on-shell and energy-momentum conservation is implemented
exactly. Color and helicity correlations are denoted by the symbol ⊗. The
m + 1 particle phase space is denoted by dΦ(m+1). The detailed expressions
for the modified parton momenta p˜k and for the dipole splitting functions
Vij are given in appendix F.
The function F mJ ({p˜k}) defines the physical quantity that will be com-
puted. This quantity has to be a jet observable, that is, it has to be soft and
collinear safe. Thus, in any case where the m + 1-parton configuration is ob-
tained from the m-parton configuration by adding a soft parton or replacing




J → F (m)J . (3.23)
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A in (3.18). This part requires the integration over the dipole phase
space in D dimensions. Having introduced the modified momenta p˜1, ..., p˜m,
for each dipole term in (3.22), the phase space factorizes exactly
dΦ(m+1)(p1, ..., pm+1) = dΦ
(m)(p˜1, ..., p˜m) dφ(pi + pj), (3.24)
where dφ is a single-particle subspace. With help of this phase space factor-
ization the integration of the singular dipole contribution can be completely















dσBorn ⊗ I({p˜k}). (3.25)






dφ(pi + pj)Vij (3.26)
containing all the soft and collinear singularities that are necessary to com-
pensate those in the virtual cross section dσvirt. It is possible to integrate
analytically the dipole splitting functions Vij over the dipole phase space
in D dimensions. This leads to explicit and universal expressions for the
factors I, whose -poles cancel those in the one-loop matrix element. The
explicit expressions for the here investigated process are given in appendix F.
The renormalized virtual corrections together with the real contributions
yield finite NLO corrections. The renormalization scale µ dependence comes
into play through the β function of QCD in the MSSM and the regularization
of virtual and real divergences. The dependence on this scale µ can be
compared between LO and NLO calculation which is expected to decrease
with increasing order.
The algebraic computation from the generation of the matrix elements via
Feynman rules to the tensor reduction is performed with help of the FORM
program [60]. The FORM output is then transformed into C code in which
the whole numerical computation is performed. UV or IR divergent scalar
integrals have to be calculated analytically. The remaining convergent scalar
integrals can be evaluated numerically from the general solutions of these
integrals. They are available in form of a package which can be called from
C-routines [61]. The multi-dimensional integration over the phase space is
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done via the adaptive VEGAS [62] routine which also can be included into
the C-code.
In the next sections the different steps to perform the NLO calculation
are explained in more detail.
3.2.1 Virtual correction
One of the main parts of the NLO calculation is to determine the virtual
corrections, i.e. calculating the interference term between the Born matrix
element and the one-loop matrix elements ReMBorn†Mvirt. The calculation
of the Born matrix element is already presented in section 3.1. The one-loop
diagrams are organized in contributions with loops in the different vertices
and propagators. Since we use the on-shell renormalization scheme no cor-
rections to external lines have to be taken into account. In figure 3.2 all loop
contributions are shown. The blobs represent the different corrections within
the vertices and propagators. The explicit diagrams contained in the blobs




































Figure 3.2: Virtual corrections, where the blobs represent loops. The dia-
grams V1-V7 represent 2-point and 3-point contributions, V8 contains 4-point
contributions. The annihilation of e+e− into a virtual γ respectively Z0 is
not drawn.








Figure 3.3: Examples of the loop-diagrams contained in the blobs in figure 3.2.
The last diagram in the top row is the counterterm of this squark-squark-gluon
loop correction. The second and third row show scalar four-point integrals
contained in the blob. There are additional diagrams not shown here.
Just like in the calculation of the Born matrix element we can decompose
the one-loop matrix element into a lepton tensor and a hadron tensor (3.1).
This allows to focus on the calculation of the Z-boson decay into the final
state particles.
The propagators for gauge bosons and fermions as well as vertices coming
from Lagrangian terms containing derivatives generate tensors of the inte-
gration momenta in the numerator of the loop integrals. Thus we encounter
one-, two-, three-, and four-point integrals up to rank two caused by the
Z-boson and the external gluon. The tensor integrals can systematically be
reduced to basic scalar integrals [48],[49],[50]. The definition of the tensor
integrals as well as the tensor reduction formalism are given in appendix B.
The algebraic computation of all Feynman diagrams as well as the ten-
sor reduction is performed with help of the algebraic program FORM [60].
After applying the tensor reduction we get an expression for the loop matrix
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Since the coefficients ai-di are rather lengthy they are not given here.
All IR respectively UV divergent scalar integrals have to be calculated
analytically to provide the cancellation of divergences. This cancellation
occurs on the one hand through renormalization and on the other hand when
the real corrections are taken into account. The calculation of the scalar
integrals are accomplished via Feynman parametrization of the integrand and
Wick rotation of the integration contour from Minkowski space to Euclidian
space. From the virtual correction term ReMBorn†Mvirt it is evident that in
the one-loop approximation only the real parts of the scalar integrals have
to be calculated.
The four-point integrals D0 usually can be calculated in D = 4 − 2 di-
mensions in dimensional regularization. Alternatively one can use the tensor
reduction formalism to write D0 in form of a linear combination of three-
point integrals C0 and the coefficient D00 of the gµν term in the Lorentz
tensor decomposition (B.5). Since this coefficient D00 is directly related to
the infrared finite four-point scalar integral D60 in D = 6 dimensions [63]
D00 = − 1
2pi
D60, (3.28)
one can express every D0 in a sum of C0, reflecting the singularities of the D0,
and the finite six dimensional scalar integral D60. Formula (3.28) is derived
explicitly in appendix D.
In the loop calculation we encounter six different scalar box integrals. One
of these integrals is infrared convergent and can be evaluated numerically.
The remainder consists of three integrals which can not be obtained from
each other by substituting kinematics in the outer momenta. Two of these
integrals can be found in the literature [64] and the remaining unknown box
integral has to be calculated analytically. All divergent scalar integrals used
in this calculation are listed in appendix C.
All remaining UV and IR convergent scalar integrals are not needed in
analytical form and are taken from the LoopTools package [61].
3.2.2 Renormalization
Renormalization constants
In the renormalization procedure we first have to choose a set of fields and
independent parameters: We use the wave functions of the gluon Aaµ, where
µ and a are the polarization and the color indices, the gluino wave function
A˜a, the quark and squark wave functions Ψ and Ψ˜, the masses of squark
and gluino mq˜, mg˜ and the strong coupling constant gs. In the counterterm
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approach we separate the bare parameters and fields in the Lagrangian into
renormalized parameters and fields and renormalization constants:




µ = (1 + 1/2 δZA) A
a
µ
A˜a 0 = Z
1/2
A˜
A˜aµ = (1 + 1/2 δZA˜) A˜
a
µ
Ψ0 = Z1/2q Ψ = (1 + 1/2 δZΨ) Ψ
Ψ˜0 = Z
1/2
q˜ Ψ˜ = (1 + 1/2 δZΨ˜) Ψ˜
m0q˜ = Zmq˜ mq˜ = mq˜ + δmq˜
m0g˜ = Zmg˜ mg˜ = mg˜ + δmg˜
g0s = Zgs gs = (1 + δgs)gs
(3.29)
The bare parameters, originally emerging in the bare Lagrangian (L0) are
denoted by an index 0. The quantities ZA, ZA˜, Zq and Zq˜ are called the gluon,
the gluino, the quark, and the squark-field renormalization constants, while
Zmq˜ , Zmg˜ , and Zgs are called mass and coupling renormalization constants.
In writing Z = 1 + δZ for the multiplicative renormalization constants we
can split the bare Lagrangian L0 into the renormalized Lagrangian L and
the counterterm Lagrangian δL. L has the same form as L0 but depends
on renormalized parameters and fields instead of unrenormalized ones. δL
contains the counterterms. The corresponding Feynman rules are listed in
Appendix A. The counterterm diagrams have to be added to the loop graphs.
Since we are only interested in one-loop corrections, we neglect terms of order
(δZ)2.
Renormalization conditions
The finite parts of the renormalization constants introduced in the last sec-
tion are fixed by imposing renormalization conditions. The renormalization
conditions which define the renormalized parameters affect physical predic-
tions to finite orders of perturbation theory, while the conditions which define
the renormalized fields are only relevant for Green functions and drop out in
the calculation of S-matrix elements. Nevertheless their use is very conve-
nient in the on-shell scheme. They not only allow to eliminate the explicit
wave function renormalization of the external particles, but also simplify
the explicit form of the renormalization conditions for the physical parame-
ters. In the on-shell scheme all renormalization conditions are formulated for
on mass shell external fields. The field and mass renormalization constants
are fixed using the one-particle irreducible (1PI) two-point functions. For
the coupling renormalization one three-point vertex function involving the
strong coupling is needed. We choose the quark-quark-gluon vertex func-
tion. To formulate the renormalization conditions we need the 1PI two-point
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ΓAAµν (k) = −i(k2gµν − kµkν) −iΣAµν(k) −δZA(k2gµν − kµkν)
gluino (g˜)
= + +
ΓA˜A˜(k) = i(/k −mg˜) +iΣA˜(k) +i(δZA˜(/k −mg˜)− δmg˜)
quark (q)
= + +
Γqq(k) = i/k +iΣq(k) +iδZq/k
squark (q˜)
= + +
Γq˜q˜(k) = i(k2 −m2q˜) +iΣq˜(k) +i(δZq˜(k2 −m2q˜)− δmq˜)
Figure 3.4: 1PI two-point functions to formulate the renormalization condi-
tions. The particle momentum is denoted by k and the polarization index of
the gluon by µ and ν. The selfenergies are denoted by the Σ-terms and the
counterterm diagrams by a cross.
The corresponding propagators are obtained as the inverse of these two-
point functions. In the on-shell scheme the renormalized mass parameters of
the particles are fixed by the requirement that they are equal to the physical
masses, i.e. to the real parts of the poles of the corresponding propagators
which are equivalent to the zeros of the one-particle irreducible two-point
functions. Thus the on-shell renormalization conditions are
Re (ΓAAµν ) 
ν(k)|k2=0 = 0 limk2→0 1k2 ΓAµν ν(k) = −iν(k)
Re (Γqq(k)) u(k)|k2=0 = 0 limk2→0 1/kRe (Γqqµν)u(k) = iu(k)
Re (ΓA˜A˜(k)) u(k)|k2=mg˜ = 0 limk2→m2g˜ 1/k−mg˜ Re (ΓA˜A˜)u(k) = iu(k)
Re (Γq˜q˜(k)) |k2=mq˜ = 0 limk2→m2q˜ 1k2−m2q˜ Re (Γ
q˜q˜) = i,
(3.30)
where ν(k) and u(k) are the usual polarization vectors and Dirac-spinors.






′) = igs ta γµ + iΓˆAqqµ (k, k′) + igs ta γµ(δgs + δZq +
1
2δZA)
Figure 3.5: Three-point function to formulate the renormalization condition
for the strong coupling.
Since in non-abelian gauge theories there exist no Thomson limit to fix
the coupling the on-shell scheme is not valid to fix the strong coupling gs.
Commonly used renormalization schemes are the minimal-subtraction scheme
(MS scheme), where just the divergences are subtracted, or the modified
minimal-subtraction scheme (MS scheme), where in addition remnants of
the regularization procedure are subtracted. In one-loop calculations these
remnants consist of ln(4pi)− γ, where γ is the Euler constant.
Using the 3-point function ΓAqqµ (k, k
′) in figure 3.5, the renormalization
constant of the strong coupling δgs is fixed in the MS-scheme by the condition
just to compensate all UV singularities and corresponding ln(4pi)− γ terms.
Explicit renormalization constants
When we decompose the quark and gluino self-energy Σq(k), ΣA˜(k) into a
vector and a scalar part, develop the self energy of the squark Σq˜(k) around
k2 = m2q˜ , and decompose the self-energy of the gluon Σ
A
µν(k) due to transver-
sality:
Σq(k) = /kΣqV (k
2)





Σq˜(k) = Σq˜(m2q˜) + (k
2 −m2q˜)Σ′q˜(m2q˜)
ΣAµν(k) = (gµν − kµkν/k2) ΣAT (k2)
(3.31)
we arrive at the renormalization constants

























δZA = −Σ′AT (0).
(3.32)
From the calculation of the self-energies we find the explicit renormalization
constants given in appendix E. The mass and wave function renormalization
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constants directly determine the coupling renormalization constants in the
MS scheme, where we compensate just the divergences and ln(4pi)−γ terms
in δgs to keep Γˆ
Aqq
µ (k, k
′) in figure 3.5 finite as  → 0.
From the renormalization constants we get counterterms in form of addi-
tional Feynman diagrams listed also in appendix E.
As discussed in section 3.2.1 we organized the one-loop diagrams in con-
tributions with loops in the different vertices and propagators including the
counterterms. This allows to check on cancellation of UV divergences in each
of these 1PI vertex functions separately. Thus we arrive at virtual corrections
of the form 2 ReMBorn†Mvirt which are free of ultraviolet divergences but
still contain soft and collinear singularities.
3.2.3 Supersymmetry-restoring counterterm
As described in the last section, we applied the dimensional regularization
scheme to regularize ultraviolet, soft, and collinear divergences.
Since gluons have D − 2 and gluinos 2 polarization degrees of freedom,
dimensional regularization introduces a mismatch between the number of
gauge-bosons and gaugino degrees of freedom in D 6= 4 dimensions, i.e. vi-
olates supersymmetry explicitly. In particular, the qq˜g˜ Yukawa coupling gˆs,
which by supersymmetry should coincide with the qqg and q˜q˜g gauge cou-
plings gs and g
′
s, deviates by a finite amount at the one-loop order. Requiring
the physical amplitudes to be independent of the regularization scheme, a
shift between the bare Yukawa and gauge coupling must be introduced in
this scheme [65],












which effectively subtracts the contributions of the false, non-supersymmetric
degrees of freedom; NC and Cf are the Casimir invariants of the SU(3)C
gauge group.
Alternatively one could use the dimensional reduction scheme to avoid the
shift in the Yukawa coupling (3.33) [66],[67]. Dimensional reduction preserves
supersymmetry at least to one-loop order but is mathematically inconsistent
[68]. A consistent regularization scheme with the assumed symmetry prop-
erties is not known.
3.2.4 Real correction
In this section we present the calculation of real cross section dσreal in (3.16).
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In figure 3.6 the diagrams for the NLO real emission part are drawn. This
are contributions to two processes, namely the process (a) with an additional
final state gluon e+e− → q˜¯˜qgg and the process (b) e+e− → q˜¯˜qqq¯ from the
splitting of a gluon into a quark-antiquark pair. Also diagrams with the
same final state but without any divergences are drawn and have in general
to be taken into account. In analogy to the Born and virtual calculation




Only the diagrams 4 and 5 in process (b) in figure 3.6 contain diagrams,
where the virtual Z0 boson couples to the quark. In all other diagrams we
find a coupling of the virtual Z0 to the squark which results in a coupling
structure proportional to cq˜V ± cq˜A for left respectively right handed squarks,
defined in (3.3). This coupling structure is exactly what we find in the Born
and one-loop diagrams. In the diagrams 4 and 5 in process (b) where the
Z0-boson couples to a quark, the matrix elements are not proportional to
this vector plus/minus axial vector part. Furthermore this couplings are
independent of the helicity of the outer squarks which do not couple to the
Z0-boson directly.
To take this into account we split the real matrix element for process
(b) M real(b) into parts which couple to squarks and into the diagrams 4 and
5 which couple to quarks. The latter are further decomposed in vector and
axial-vector parts:





















































where all quantities are introduced in section 3.1. Only the lepton current
jL/Rµ in (3.34) depends on the helicity of the final state squark pair.
When we square the matrix element (3.34) several interference terms van-
ish: The interference terms proportional to Γµ V +Aq˜ Γ
ν A∗





vanish algebraically. The interference term proportional to Γµ V +Aq˜ Γ
ν V ∗
q is
odd under exchange of the momenta of the quarks while the phase space is
even and thus will yield a vanishing phase space integration.
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(a) e+e− → q˜¯˜qgg


































































































Figure 3.6: Feynman diagrams for the real emission of an additional gluon
and the splitting of a gluon into a (massless) quark-antiquark pair and the
corresponding diagrams with the same final state. Diagrams where also the
crossed outer gluons have to be taken into account are double counted.
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In the case where the gluino is heavier than the squark the real correction
diagrams 6-9 of process (b) contain phase space regions where the gluino
becomes resonant. Actually this resonant gluino production with subsequent
decay of this gluino into a quark squark pair belongs to the complementary
process e+e− → q¯˜qg˜ and should not be considered in the real corrections.
From this point of view one should avoid resonant gluino production and
thus could take into account the total width of the gluino Γ(g˜) in these
gluino diagrams and subtract the resonant gluino production cross section.
A disadvantage of this procedure is that the remaining part will depend on
the unknown total width Γ(g˜). To avoid this dependence on an additional
parameter (apart from the masses of the superpartners squark and gluino) we
could also neglect this diagrams which are suppressed outside the resonant
phase space regions anyway. We implemented both, an explicit width of the
gluino, where we used the partial width for the decay into a quark squark
pair at tree level [6],[7],[8]










and alternatively we neglect the diagrams containing the gluino propagator.
Comparing these two approaches we find deviations at the per mil level.
Thus we decide to neglect this gluino diagrams in the further investigations.
With this reflections we arrive at the following squared amplitudes for the
processes (a) and (b):
|M real(a) |2 = jL/Rµ jL/R∗ν ΓµV +Aq˜ ΓνV +A∗q˜ (3.38)
|M real(b) |2 = jL/Rµ jL/R∗ν ΓµV +Aq˜ ΓνV +A∗q˜ + jVµ jV ∗ν ΓµVq ΓνV ∗q + jAµ jA∗ν ΓµAq ΓνA∗q
As mentioned in the context of the Born calculation we require a minimal
gluon energy. Thus we require a minimal gluon energy in the 3 particle phase
space integration Eg > E
cut
g . This cut has also to be implemented properly in
the m+1 final-state of the real corrections. In order to respect the constraint
(3.23) we require the centre-of-mass energy reduced by the energies of the
two squarks to be greater than the minimal energy of the remnant EcutX
√
s− Eq˜ − E¯˜q > EcutX (3.39)
This definition is infrared safe. This remnant X consists of a gluon pair in
process (a) and of a quark pair in process (b).
Experimentally, the cut condition (3.39) requires to tag the final state
squarks. The final-state squarks decay dominantly into a quark plus a su-
perpartner which escapes the detector, leaving behind missing transversal
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energy. Since we have in the final state two squarks it will be very difficult to
tag the squarks and thus to implement the cut condition properly. To evade
this difficulty one should apply a more general cut. For instance with help of
a jet algorithm one could impose the cut condition
√
s−Ejeti −Ejetj > EcutX
for all jet combinations, which implies the infrared safe condition (3.39) and
is experimentally feasible.
However this experimental aspects are beyond the scope of this thesis
and will in addition depend on the technical design of the detector. Thus we
simply apply the theoretically motivated condition (3.39).
The construction of the subtraction cross sections, denoted by dσAa and
dσAb for both processes (a) and (b) according to the formula (3.16) is per-
formed explicitly in terms of the dipole subtraction formalism in appendix
F.
The implementation of the subtraction parts within the real corrections
yields point-wise compensating singular parts and thus the numerical inte-
gration over the 4-particle phase space can be performed. The integration
variables together with its boundaries of the 4-particle phase space are given
in appendix G. Thus we get a finite real correction contribution in the VE-
GAS integration.
According to (3.16) also the integrated cross section
∫
m+1 dσ
A has to be
generated. This integrated cross section reveals the analytic infrared singu-
larities to cancel the singularities in the virtual corrections. The deduction
of the integrated cross section is given in appendix F.
The integrated subtraction cross section factorizes in the Born cross sec-
tion and a remnant containing the infrared divergent part. Since we expect
these divergences to cancel the virtual corrections also the virtual corrections
have to factorize in the Born cross section and a remnant. This infrared di-
vergent remnant factor is also listed in appendix F. The resulting finite
sum of virtual corrections and integrated subtraction cross section can be
integrated numerically over the 3-particle phase space with VEGAS.
In the subtraction procedure there is introduced an arbitrary parameter
κ redistributing non-singular terms between the subtracted and the added
integrated cross section. This parameter κ emerges on the one hand in the
subtraction splitting functions (F.10) and (F.11) and on the other hand in
the integrated subtraction term (F.35). The independence of the sum of
virtual and real corrections on this parameter κ was checked and serves as a
consistency check of the implementation of the dipole formalism.
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3.3 LO and NLO results
After discussing the scale dependence of the strong coupling αs in the MSSM
and the expected scale dependence of the LO and NLO cross sections we
present numerical results of the calculation. Here we present an example of
a general analysis without going into further detail. However the program
code is available to perform a more detailed analysis.
3.3.1 MSSM β-function







− γ + ln(4pi)
)
, (3.40)
where β0 = 3NC − nf in the MSSM. This allows to calculate the Renormal-


















from one scale µ0 to another scale µ. The experimental value of α
QCD
s is
given in a scheme with 5 light quark flavors. In the MSSM we take into
account also the heavy particles like the squarks, gluinos, and the top quark.
Thus the experimental value of αQCDs corresponds to a MSSM scheme with
all heavy particles decoupled. The translation from the light quark scheme



























Figure 3.7 shows a comparison of the total cross section∑
q˜L/R
σ(e+e− → q˜¯˜qX)
at O(αs) and O(α2s) plotted against the centre-of-mass energy
√
s, where, as
indicated before, we require
√
s − Eq˜ − E¯˜q > EcutX with a minimal remnant
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Figure 3.7: Cross section of the LO and NLO result depending on the centre-
of-mass energy
√
s. The masses of squark and gluino are mq˜ = 300 GeV and
mg˜ = 400 GeV.
energy of EcutX = 50 GeV. At O(αs) this is the LO contribution to the process
e+e− → q˜¯˜qg. We assume a squark mass of mq˜ = 300 GeV and a gluino mass
of mg˜ = 400 GeV. These mass values are chosen outside the CDF exclusion
limits. We choose a scale of µ = 1000 GeV. In all cross sections shown in
this section we sum over 5 external flavors and both helicities of the squark.
With respect to the Born cross section we find an enhancement of the cross
section in the peak region of about 22 % with a slightly shifted peak down
to a lower centre-of-mass energy. Above the threshold energy of two squark
masses we get a very large gradient of the NLO cross section caused by the
Coulomb singularity. At very high energies above 2.8 TeV we find negative
corrections.
3.3.3 Scale dependence of the cross section
The cross section can be written
σ = A αs(µ) + B(µ) α
2
s(µ) +O(α3s), (3.44)
where the scale dependence of the coupling αs(µ) and the NLO coefficient
B(µ) are indicated. Obviously the scale dependence of the Born cross section















































EcutX = 10 GeV
EcutX = 100 GeV
LO
NLO
Figure 3.8: Scale dependence of the cross section at LO and NLO for two
different minimal remnant energies EcutX .
is determined by the scaling of αs(µ). Summed to all orders the cross section
is scale independent. The RG equation for the cross section reads µ d
dµ
σ = 0
and with help of the β-function of the MSSM the solution of this equation is







This equation determines the scale dependence of the coefficient B(µ) in
(3.44) and thus together with the scale dependence of the coupling αs(µ)
the scale dependence of the whole cross section σ(µ) at NLO. The scale
dependence of the NLO calculation was checked and fulfills this expected
scale dependence serving as a further important check of the calculation.
In figure 3.8 the scale dependence of the cross section is drawn for masses
of mq˜ = 300 GeV, mg˜ = 400 GeV, a centre-of-mass energy of
√
s = 2000 GeV,
and a reference scale of µ0 = 1000 GeV. The figure shows the scale depen-
dence for two different values of the minimal remnant energy EcutX .
The scale dependence of the Born cross section is fully determined by
the running coupling and proportional to the Born coefficient A in (3.44).
When we change the scale µ from one tenth respectively to a factor of 10
we get deviations of the running coupling of +11.6 % respectively −9.38 %.
Since the Born cross section and thus the coefficient A increases strongly
with decreasing EcutX due to the soft divergence in the limit E
cut
X → 0 we get
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large scale dependences of the absolute value of the cross section with small
EcutX . This scale dependence reduces significantly at NLO to deviations of
about 1 % (3 %) for cut values of EcutX = 10 GeV (100 GeV) when we change
the scale ratio µ/µ0 over two orders of magnitude. Thus the NLO calculation
yields a more reliable result with a reduced theoretical error.
3.3.4 Gluon energy cut
Apart from the masses of squark and gluino an important parameter is the
minimal energy of the remnant EcutX . Figure 3.9 shows the cross section de-
pending on the cut EcutX with a fixed centre-of-mass energy of
√
s = 2000 GeV
and masses of mq˜ = 300 GeV and mg˜ = 400 GeV. The LO (NLO) cross sec-
tion increases from 20.22 fb (23.86 fb) to 89.61 fb (80.81 fb) when we decrease






































































s = 2000 GeV
Figure 3.9: Dependence of the cross section at LO and NLO on the chosen
minimal remnant energy EcutX .
is caused by the dominant contribution proportional to ln(EcutX /
√
s) in the
total Born cross section, obvious in the logarithmic plot. The NLO cross
section shows a still higher dependence on EcutX /
√
s with negative corrections





mines the behavior for small values of EcutX corresponding to high values of√
s. Thus negative corrections for small values EcutX coincide with negative
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corrections for high centre-of-mass energies
√
s as shown in figure 3.7. In a
comparison with experimentally measured cross sections at future colliders
the applied cut EcutX will depend on the experimental resolution.
Conclusion
In supersymmetric theories the gauge and Yukawa couplings have to be equal.








serve as a framework to investigate this sector. Supposed the superpartners
of quarks and gluon have masses below the TeV scale, future colliders will
detect these complementary processes.
From the theoretical point of view it is necessary to predict the corre-
sponding cross sections under the constraint of equal gauge and Yukawa
couplings, thus to be able to verify the equality of the couplings phenomeno-
logically. Since QCD corrections are relatively large a calculation beyond the
tree approximation is desirable.
After confirming the calculation of the process e+e− → q˜¯˜qg at tree level
we present a NLO calculation at O(α2s) in the MSSM. This NLO calculation
divides into major parts: The renormalization procedure of the QCD sector
in the MSSM was discussed in detail yielding a UV finite virtual correction.
Soft and collinear singularities were compensated by the real corrections in
the framework of the dipole subtraction formalism. The problem of dimen-
sional regularization in the context of supersymmetry was accounted for by
introducing an additional finite counterterm.
The cross sections of the LO and NLO calculation were presented as a
function of the centre-of-mass energy. For a squark mass of 300 GeV and a
gluino mass of 400 GeV we find cross sections of the order of several tens
of femtobarn. The absolute value depends strongly on the applied minimal
gluon energy cut, which must be imposed already at tree level to avoid soft
gluons. The NLO calculation gives predictions of the cross section, which are
enhanced in the peak region of roughly 20 % with respect to the LO calcula-
tion. The scale dependence was investigated. We found that for realistic cut
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conditions the scale dependence at NLO is reduced to 3 % in contrast to 20 %
at LO when the scale is varied over two orders of magnitude. Thus the NLO
calculation yields a more reliable result. Together with the complementary
processes these NLO predictions allow for a phenomenological investigation
of the QCD sector of the MSSM at future colliders.
Appendix A
Feynman rules
The Feynman rules of the QCD sector in Feynman gauge of the MSSM are
given in this appendix. Also the vertices which couple the photon or the Z0
boson to the QCD sector are written. Note, in particular the mixed quartic
SU(3)C/SU(2)L × U(1)Y q˜q˜V V vertex.
To take into account the majorana character of the gluinos, there is drawn
an additional fermion flow in the Feynman diagrams [71]. The Dirac algebra
has to be calculated along the fermion flow. In this way of handling fermion
violating Lagrangian’s it is not necessary to find the correct sign of a diagram
via Wick’s theorem.
Additional Feynman rules:
• Over every loop has to be integrated with the measure dDq/(2pi)D where
q is the loop momentum and D is the number of space-time dimensions.
• Closed Loops of anticommuting fields get an additional factor −1.
• A symmetry factor 1/S has to be inserted, where S is the number of
possibilities of mapping the graph onto itself by permutation of lines
and vertices (gluon and gluino loops get a factor 1/2).
Remarks on the Feynman diagrams: The indices of the adjoint representation
of the color gauge group SU(N)C are denoted by the letters a-e, the indices
of the fundamental representation by the letters i-l. ta are the generators and
fabc the structure constants of the color group. Lorentz indices are labeled
with Greek letters.
The momenta (p and q) are always outgoing. In cases where the Feynman
rules depend on the chirality of the squarks this is labeled by L(eft) and
R(ight). The vector and axial-vector couplings are cv =
I3−2Q sin2 θW




2 cos θW sin θW
, where I3 is the z-component of the isospin and Q the
charge of the particle in units of the positron charge. In the quartic squark
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vertex f and f ′ denote the flavor and h, h′ denote the chirality of the squarks.
To get the Feynman rules for the vertices with a photon line instead of a Z0
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Figure A.3: Vertices of the SUSY QCD sector.
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Figure A.4: counterterms of SUSY QCD
Appendix B
Tensor reduction
The propagators for gauge bosons and fermions as well as vertices coming
form Lagrangian terms containing derivatives generate tensors of the integra-
tion momenta in the numerator of the loop integrals. This tensor integrals
can be systematically reduced to basic scalar integrals [48],[49],[50]. Here we
follow closely [50].
The one-loop integrals in D dimensions are classified according to the
number N of propagator factors in the denominator and the number P of
integration momenta in the numerator. For P + D− 2N ≥ 0 these integrals
are UV-divergent.
These divergencies are regularized in dimensional regularization by calcu-
lating the integrals in general dimensions D 6= 4. For renormalizable theories
we have P ≤ N and thus a finite number of divergent integrals.
The general one-loop tensor integral is defined as





qµ1 . . . qµP
D0D1 . . .DN−1
(B.1)
with the denominator factors
D0 = q
2 −m20 + i, Di = (q + pi)2 −m2i + i, i = 1, . . . , N − 1, (B.2)
originating from the propagators in the Feynman diagrams. Furthermore
we introduce pi0 = pi and pij = pi − pj. Obviously the tensor integrals are
invariant under arbitrary permutations of the propagators Di, i 6= 0 and
totally symmetric in the Lorentz indices µk. i is an infinitesimal imaginary
part needed to regulate singularities of the integrand. Its specific choice en-
sures causality. After integration it determines the correct imaginary parts
of the logarithms and dilogarithms. The parameter µ has mass dimension
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and serves to keep the dimension of the integrals fixed for varying D. Con-
ventionally T N is denoted by the Nth character of the alphabet, i.e. T 1 = A,
T 2 = B, . . ., and the scalar integrals carry an index 0.
Lorentz covariance of the integral allows to decompose the tensor integrals
into tensors constructed from the external momenta pi, and the metric tensor
gµν with totally symmetric coefficient functions T
N
i1...iP
. Formally an artificial
momentum p0 is introduced in order to write the terms containing gµν in a
compact way
T Nµ1...µP (p1, . . . , pN−1, m0, . . . , mN−1) =
N−1∑
i1,...,iP =0
T Ni1...iP pi1µ1 . . . piP µP . (B.3)
From this formula the correct gµν terms are recovered by omitting all terms
containing an odd number of p0’s and replacing products of even numbers of
p0’s by the corresponding totally symmetric tensor constructed from the gµν,
e.g.
p0µ1p0µ2 → gµ1µ2
p0µ1p0µ2p0µ3p0µ4 → gµ1µ2gµ3µ4 + gµ1µ3gµ2µ4 + gµ1µ4gµ2µ3 (B.4)
The explicit Lorentz decompositions for the lowest order integrals needed in
this calculation read
Bµ = p1µB1,
Bµν = gµνB00 + p1µp1νB11,
Cµ = p1µC1 + p2µC2,
Cµν = gµνC00 + p1µp1νC11 + p2µp2νC11 + (p1µp2ν + p2µp1ν)C12,
Dµ = p1µD1 + p2µD2 + p3µD3,




Using the Lorentz decomposition of the tensor integrals (B.5) the invariant
functions T Ni1...iP can be iteratively reduced to the scalar integrals T
N
0 . The
product of the integration momentum qµ with an external momentum can




[Dk −D0 − fk], fk = p2k −m2k + m20. (B.6)













qµ1 . . . qmuP−1
D0 . . .Dk−1Dk+1 . . .DN−1
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− qµ1 . . . qµP−1
D1 . . .DN−1
− fk qµ1 . . . qµP−1






T N−1µ1...µP−1(k)− T N−1µ1...µP−1(0)− fkT Nµ1 ...µP−1
]
, (B.7)
where the argument k of the tensor integrals in the last line indicates that the
propagator Dk was canceled. Note that T
N−1
µ1 ...µP−1
(0) has an external momen-
tum in its first propagator. Therefore a shift of the integration momentum
has to be performed in this integral in order to bring it to the form (B.1).
All tensor integrals on the right-hand side of (B.7) have one Lorentz index
less than the original tensor integral. In two of them also one propagator
is eliminated. For P ≥ 2 we obtain one more relation by contracting (B.1)
with gµν and using gµνqµqν = q















qµ1 . . . qmuP−2
D1 . . .DN
+ m20
qµ1 . . . qµP−











Inserting the Lorentz decomposition (B.5) for the tensor integrals T into (B.7)
and (B.8) we obtain a set of linear equations for the corresponding coefficient
functions. This set decomposes naturally into disjoint sets of N−1 equations




p21 p1p2 . . . p1pN−1
p2p1 p
2





pN−1p1 pN−1p2 · · · p2N−1

 (B.9)
exists, these can be solved for the invariant functions T Ni1...iP yielding them in
terms of invariant functions of tensor integrals with fewer indices. In this way
all tensor integrals are expressed iteratively in terms of scalar integrals T L0
with L ≤ N . If the matrix XN−1 becomes singular, the reduction algorithm
breaks down. In our case we have not to deal with a singular matrix XN−1.
The result for the reduction of arbitrary N -point integrals depending
on M ≤ N − 1 linear independent Lorentz vectors in D dimensions for
nonsingular XM is given here. Inserting the Lorentz decomposition of TN
and RNk as well as RN,00






RN,ki1...iP−1pi1µ1 · · · piP−1µP−1 ,






RN,00i1...iP−2pi1µ1 · · · piP−2µP−2 ,
(B.10)
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In this appendix the infrared and ultraviolet divergent scalar integrals are
given. For one loop calculation in the interference term of Born and loop
matrix elements only the real part of the scalar integrals is needed and is
given here. The dimensionally regularized divergent part of this integrals
results in a pole which is defined by  = 4−D
2
where D is the number of space-
time dimensions. To distinguish between infrared divergent and ultraviolet
divergent poles an index denotes the origin of this divergences (UR and IR).
The dilogarithm Li2 emerging in some of these integrals has a cut along
the positive real axis starting at point x = 1 and is numerically evaluated
with help of the series expansion in [72]. In the definitions of the different
scalar integrals the i terms coming from the propagators are suppressed.
The factor C emerging in singular scalar integrals is given by
C = (4pi) Γ(1 + ). (C.1)
The scale µ in the scalar integrals is introduced by the dimensional regular-
ization scheme. The convergent scalar integrals are taken from [61] and are


























[q2 −m20][(q + p)2 −m21]
(C.3)
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q2 + m21 −m20
2(q2 + i)
±







Derivatives of scalar 2-point integrals
B′0(p








B′0(0; 0, 0) = 0 (C.12)
























































(x2 − x22) ln(1− 1x2 )−(x1 − x21) ln(1− 1x1 )
q2(x2 − x1) (C.17)
x1/2 =
q2 + m21 −m20
2(q2 + i)
±


















[q2 −m20][(q + p1)2 −m21][(q + p2)2 −m22]
C0(0, m
2































C0(v, s, 0; 0, 0, 0) (C.20)
= C
1






























































































[q2 −m20][(q + p1)2 −m21][(q + p2)2 −m22][(q + p3)2 −m23]











[q2 −m20][(q + p1)2 −m21][(q + p2)2 −m22][(q + p3)2 −m23]













q1 −m21 + m22
m21(q2 −m21 − s + q1)[
c1 − d0
(c1 − c2)(c1 − n0)(
pi2
6




c1 − xab − Li2
c1 − 1
c1 − xab − Li2
c1





(c2 − c1)(c2 − n0)(
pi2
6




c2 − xab − Li2
c2 − 1
c2 − xab − Li2
c2





(n0 − c1)(n0 − c2)(
pi2
6




n0 − xab − Li2
n0 − 1
n0 − xab − Li2
n0









q1 −m21 + m22
+ ln
n0
n0 − d0 + ln(n0 − xab)
))]
− s− q2 + m
2
2
(m21)(q2 −m21 − s + q1)[
a1 − b0
(a1 − a2)(a1 − n0)(
pi2
6




a1 − xab − Li2
a1 − 1
a1 − xab − Li2
a1





(a2 − a1)(a2 − n0)(
pi2
6




a2 − xab − Li2
a2 − 1
a2 − xab − Li2
a2





(n0 − a1)(n0 − a2)(
pi2
6




n0 − xab − Li2
n0 − 1
n0 − xab − Li2
n0









s + m22 − q2
+ ln
n0
n0 − b0 + ln(n0 − xab)
))]}
a1/2 =
m21 − q2 + s
2m21
±















q2 −m21 − s + q1
b0 =
s










The following two box integrals can be found in the literature [64].
D60(m
2, q23, m










































































































+ (x1 ↔ x2)
D60(m
2, q21, 0, q
2
2, m
2, s; 0, m, m, m) (C.25)
=
pi
2[(1− x3)(1− x1)(1− x2)− zx23]{
(1− x2)(1− x3)(1− x3 − 4z)
×
[
−s(1− x2) D0(m2, q21, 0, q22, m2, s; 0, m, m, m) + C0(m2, q21, m2; 0, m, m)
]
+ [(1− x2)(1− x3)− 2zx3]
60 C Scalar integrals
×
[
(1− x2) C0(m2, 0, q22; 0, m, m)− x3 C0(0, s, q21; m, m, m)
]
+(1− x2) [−x2(1− x3) + 2z(x1 + x2)] C0(q22, s, m2; 0, m, m)
}
,
where the divergent C0(m
2, q21, m
2; 0, m, m) is given by (C.21), all others are
convergent and
D0(m
2, q21, 0, q
2
2, m

















































x1 = 1− (q23 −m2)/s
x2 = 1− (q22 −m2)/s


































Relation of D00 and D
6
0
Usually, all tensor integrals T Nµ1...µP , defined in (B.1), are reduced to scalar in-
tegrals. In particular the tensor integral Dµν is decomposed into the Lorentz
coefficients D00 and Dij (B.5) which are subsequently reduced to scalar inte-
grals D0, C0, B0, and A0. Thus the tensor reduction yields an equation which
expresses D00 in form of scalar integrals. This equation can be rearranged to
express D0 in form of D00 and additional scalar integrals of lower rank.




D00 = − 1
2pi
D60, (D.1)
is derived. With help of this equation we can write every D0 in terms of D
6
0
and further scalar integrals of lower rank. Due to the 6-dimensional momen-
tum integration the D60 scalar integral is IR and UV finite. Furthermore it
is in some special cases much easier to perform the analytical computation
of D60 in D = 6 rather than the corresponding D0 in D = 4− 2 dimensions.








[q2 −m20 + i][(q + p1)2 −m21 + i]
1
[(q + p2)2 −m22 + i][(q + p3)2 −m23 + i]
}
, (D.2)
where we defined C = (2piµ)4−D. Via the Feynman parametrization
1
















62 D Relation of D00 and D
6
0



















[(q + p)2 − p2 + r]4 , (D.4)
where
p = p1 x1 + p2 x2 + p3 x3
r = −m20 (1− x1 − x2 − x3) + (p21 −m21) x1 + (p22 −m22) x3 + (p23 −m23) x3 + i.











[−q2E − p2 + r]4
. (D.5)











[(q + p)2 − p2 + r]4 (D.6)










qµqν − pµqν − pνqµ + pµpν
[(q + p)2 − p2 + r]4 . (D.7)
The Lorentz decomposition of Dµν reads (B.5)




Comparison of the coefficients in (D.7) and (D.8) and contraction with gµν
yield









[q2 − p2 + r]4 (D.9)
and applying a Wick rotation gives









[−q2E − p2 + r]4
. (D.10)








































[−q2E − p2 + r]4
, (D.11)
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[−q2E − p2 + r]4
. (D.12)
Finally the comparison of (D.12) with (D.5) results in
D00 = − 1
2pi
D60. (D.13)





The renormalization constants are defined in section 3.2.2. The strong cou-
pling constant is renormalized in the MS-scheme and all other constants
in the on-shell scheme. We assume massless quarks. The definitions of the








−m2q˜ −m2g˜ + 2A0(mq˜)− 2m2g˜ B0(0, mg˜, mq˜)























− nfB0(0, mq˜, mq˜)− 2NCB0(0, mg˜, mg˜)− 2B0(0, mt, mt)











g˜ + 2(nf − 1)(m2g˜m2q˜ −m4g˜)B′0(m2g˜, mq˜, 0)
+2(m2g˜m
2
q˜ −m4g˜ −m2g˜m2t )B′0(m2g˜, mt, mq˜) + nfA0(mq˜)−NCA0(mg˜)− A0(mt)
−(nf − 1)(m2g˜ + m2q˜)B0(m2g˜, mq˜, 0)− 2NCm2g˜B0(m2g˜, mg˜, 0)









nfA0(mq˜)−NCA0(mg˜)− A0(mt) + (nf − 1)(m2g˜ −m2q˜)B0(m2g˜, mq˜, 0)









− γ + ln(4pi)
]
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Appendix F
Final state infrared singularities
Final state singularities
The explicit formulae for processes with final state real emissions in the
general case of massive partons are given in this section. This formulae are
directly taken from [59].
The different real emission diagrams are organized in dipoles Dij,k which
denote the splitting of a particle i˜j into the particles i and j where k is a









EcutX = 10 GeV










Figure F.1: Dipole splitting function Dij,k for a final state real emission. The
splitting particle is denoted with i˜j and the spectator particle with k.
Dipole splitting functions






Dij,k(p1, ..., pm+1), (F.1)
where the dipoles Dij,k are defined by by the factorization formula
Dij,k(p1, ..., pm+1) = − 1
(pi + pj)2 −m2ij
〈
..., i˜j, ..., k˜
∣∣∣∣∣Tk TijT2ij Vij,k






68 F Final state infrared singularities
The operators Ti describes the emission of a gluon (or gluino) from a parton
i. For a parton i its action onto the color space is defined by
〈c1, ..., ci, ..., cm |Tni | b1, ..., bi, ..., bm〉 = δc1 b1 ...T nci bi...δcm bm , (F.3)
where T nci bi is the color representation of the final-state particle, i.e. T
n
c b =
ifcnb if i is a gluon (or gluino), T
n
c b = t
n
c b if i is a quark or squark and T
n
c b = t
n
c b
if i is an antiquark or antisquark.
In (F.2) the color structure is split off the remaining spin functions Vij,k
defined in (F.8-F.11).












k, Q = pi + pj + pk. (F.4)
The m-parton matrix elements in (F.2) are obtained from the original m+
1-parton matrix element by replacing i and j with the parent parton i˜j in the
splitting i˜j → i + j and by rescaling the momentum of the spectator parton









µ = p˜µij + p˜
µ
k (F.5)


















µ − p˜kµ, (F.6)
where the triangular function
λ(x, y, z) = x2 + y2 + z2 − 2xy − 2yz − 2xz (F.7)
is used.
The splitting functions Vij,k in formula (F.2) are
〈s |Vgq˜,k| s′〉 = 8piαsCf
{
2










∣∣∣Vg¯˜q,k∣∣∣ s′〉 = 〈s |Vgq˜,k| s′〉 (F.9)





















i − z˜mj pνj
]}
(F.10)





1− z˜i(1− yij,k) +
1
















i − z˜mj pνj
]}
(F.11)





are several abbreviations used in the splitting functions: The velocity v˜ij,k











(n = i, j, k, ij) are scaled masses introduced here. The
variables z˜i, z˜j and yij,k are defined by




pipj + pjpk + pipk
. (F.13)
Also we have the definition of z±
z± =
2µ2i + (1− µ2i − µ2j − µ2k) yij,k
2µ2i + µ
2
j + (1− µ2i − µ2j − µ2k) yij,k
(1± vij,i vij,k) (F.14)




[2µ2k + (1− µ2i − µ2j − µ2k)(1− yij,k)]2 − 4µ2k




(1− µ2i − µ2j − µ2k)y2ij,k − 4µ2i µ2j
(1− µ2i − µ2j − µ2k)yij,k + 2µ2i
(F.16)
and z˜mi and z˜
m
j are defined by
z˜mi = z˜i −
1
2




The parameter κ in (F.11) can be chosen freely and only redistributes non-
singular terms between the subtracted and the added cross section in (3.16).
The κ independence of the NLO cross section can serve as a consistency check
of the calculation.




m+1 dσA in (3.16) of the subtraction term integrated over









where the notation dσBorn ⊗ Im means that one has to write down the ex-
pression dσBorn and then replace the corresponding matrix element squared
at the Born level
|Mm|2 = 〈1, ..., m|1, ..., m〉m → 〈1, ..., m|Im|1, ..., m〉m (F.19)
where the insertion operator Im depends on the color charges, momenta and



















































































The Vj kernels depend on the flavor of parton j and on the momenta and
masses of both partons j and k. This functions Vj can be decomposed into a
symmetric part with respect to the interchange of the indices j and k which
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is also singular in four dimensions, or for vanishing masses, V (S), and a part









V(S)j + V (NS)j +O(), (F.27)
where sjk = 2 pjpk. With the abbreviations Q
2







jk, the relative velocity function
vp,q =
√
λ((p + q)2, p2, q2)







√√√√1− vjk + 2µ¯2j/k/(1− µ¯2j − µ¯2k)
1 + vjk + 2µ¯
2
j/k/(1− µ¯2j − µ¯2k)
(F.29)
the expanded kernels are:



















































V(S)(mj = 0, mk = 0) = 1
2
. (F.32)
The explicit form of the non-singular terms depend on the flavor and
masses of the partons j and k:



















ln ρ2 ln(1 + ρ2) + 2Li2(ρ
2)



















− 2 ln sjk
Q2jk
(F.34)
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where κ in (F.35) is again the free parameter already introduced in context
with (F.11).
Explicit subtraction formulae
The subtraction cross section dσA for the process (a) e+e− → q˜(1) ¯˜q(2) g(3) g(4)
consists of the dipoles (F.1):
dσAa = dΦ
4 (D13,2 + D13,4 + D14,2 + D14,3+
D23,1 + D23,4 + D24,1 + D24,3 + D34,1 + D34,2)
(F.37)
while the subtraction cross section for the process (b) e+e− → q˜(1) ¯˜q(2) q(3) q¯(4)
can be written as
dσAb = dΦ
4 (D34,1 + D34,2) , (F.38)























and the other dipoles are permutations of the form 1 ↔ 2 and 3 ↔ 4. In








where the other dipole can be obtained by the permutation 1 ↔ 2. To
generate this dipoles we also need the corresponding three particle final-
state Born matrix element MBorn. In particular we need this matrix element
without performing any tensor contraction T Bornµν , where µ and ν are the
polarization indices of the virtual Z0-boson respectively γ-boson and the
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final-state gluon. The splitting functions Vij,k are explicitly given in (F.8)-
(F.11).
The integrated insertion operator in case of the process e+e− → q˜(1) ¯˜q(2) g(3)













































































V3(s23) + Γ3 + γ3 + K3
] 
 (F.43)
where the Born cross section factorizes completely from this insertion oper-
















− 3 NC ln mq˜
2
s13
− 3 NC ln µ
2
s13
−11 NC − 3 NC ln mq˜
2
s23














up to finite terms. The factor C is defined by C = (4 pi)Γ(1 + ) and v12 =√
1− 4mq˜4/s212. The singular parts cancel exactly the infrared divergences
emerging in the virtual corrections.





e+e− → q˜(p1) ¯˜q(p2) g(p3) (G.1)
with a squark q˜ an anti-squark ¯˜q and a gluon g with momenta p1, p2 and p3








where q is the sum of all final-state momenta. The three-particle phase space






















where we introduce s = q2, the dimensionless quantity z = 2mq˜/
√
s and the
angles α, β, and γ describing the orientation of the final state coordinates.
The boundaries of x2 are given by
x2± =
1
4(1− x1) + z
[





This boundaries are determined by collinear configurations and are shown in
figure G.1 as region I.
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Four-body phase space
The final state particle momenta in the processes
e+e− → q˜(p1) ¯˜q(p2) g(p3) g(p4)
e+e− → q˜(p1) ¯˜q(p2) q(p3) q¯(p4)
with massless quarks q respectively gluons g can be written in the centre-of-
mass system of the two massless particles as














p3 = p10(1, sin θ sin φ, sin θ cos φ, cos θ)
p4 = p20(1,− sin θ sin φ,− sin θ cos φ,− cos θ)









EcutX = 10 GeV














Figure G.1: Dalitz-plot of the three particle phase space (region I) and the
four particle phase space (region I and II).











, θ, φ (G.5)
where q = p1+p2+p3+p4. From this variables we can construct the variables









(1− y − x1), (G.6)
Phase space 77














































where the angles α, β, and γ again describe the orientation of the final state













The boundaries of the variables x1 and x2 are shown in figure G.1 and the
quantities x2± are defined in (G.4).
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