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UNE CONDITION NECESSAIRE POUR LES
SYSTEMES HYPERBOLIQUES
TATSUO NISHITANI
(Reςu le 10 juillet 1987)
1. Introduction
Soit L un operateur differentiel sur C°°(Ω, CN) oύ Ω est un ouvert dans Rd+l
de coordonnees locales x=(xQ,x19 ~ >xd). Soit f(a?)eC°°(il), dt(x)ΦQ dans Ω,
reelle. Nous disons que L est hyperbolique en ά^Ω par rapport a t(x) si les
conditions suivantes sont satisfaites:
(1.1) lim λ"1 <rλ'(*> L(eλt^ u): C°°(Ω, O")-^C~(Ω, C") est surjective en A,
λ-><»
il existe un voisinage ωCΩ de A et une constante 6
(1.2) positive tels que L soit un isomorphisme sur
E
τ
 = {α<ΞC~(ω, CN); v = 0 dans t(x)<t(&)+τ}
pour tout T, I T I <£ .
Nous disons que L est fortement hyperbolique en ^ eΩ par rapport a t(x) si pour
tout operateur Q d'ordre 0 sur C°°(Ω, CN), L+Q est hyperbolique par rapport a
t(x) en St.
Fixons une base de CN et des coordonnees (#, ξ ) dans le fibre cotangent
T*Ω et designons par L(xy ξ) et L^x, ξ) le symbole entier et le symbole principal
de L respectivement:
(1.3) L(x, ξ) = L,(X, ξ)+L0(x) , L,(x, ξ) = Σ Afr) ξj ,
Aj(x), L0(x) etant des matrices carrees d'ordre N et d* elements dans C°°(Ω).
On designe par h(x, ξ) le determinant de L^x, ξ) qui est une fonction sur T*Ω.
Nous etudions des conditions necessaires pour Γhyperbolicite de L en Jt.
Si L est hyperbolique en jfc, alors h(x, ξ) est un polynόme hyperbolique par
rapport a dt(x) pres de ά, c'est-a-dire, les zeros r de h(x, ξ-}-τdt(x)) sont reels
pour tout £eΓ*Ω\0, x etant pres de & (Theoreme de Lax-Mizohata). Par
suite, nous supposerons, dans cette note, Γhyperbolicite de h(x, ξ) par rapport a
dt(x) pres de St.
Quand toutes les caracteristiques pe Γ*Ω\0 de h sont simples, en supposant
(1.1), L est strictement hyperbolique et done fortement hyperbolique en A. Cela
72 T. NlSHITANI
nous amene a nous interesser aux caracteristiques multiples p de h sur St. II
faut remarquer que si L^x, ξ) est symetrique (ou bien symetrisable) pres de ά,
alors L est fortement hyperbolique en it meme dans le cas oύ se trouvent les
caracteristiques multiples sur it. D'ailleurs si h(x, ξ) est eίfectivement hyper-
bolique (pour la definition, voir si-dessous) en chaque caracteristique multiple
sur £, alors L est fortement hyperbolique en it bien que L^x, ξ) n'y soit pas
symetrisable en general (voir [8]). Ces faits nous complique la tache de for-
muler des conditions necessaires pour Γhyperbolicite de L. Dans cette note
nous donnons une condition necessaire simple en caracteristique multiple p
sur it pour que L soit hyperbolique en St.
Notons que pour des systemes a caracteristiques de multiplicite constante,
quelques conditions necessaires sont obtenues, voir [11], [13] et leurs references.
Suivant [3] nous posons
riγ ε\ Γ Y - v K\COT (v £\ l IT COT \(v £\
-L-\x> ς) — L (χ> ς) ^ι(χ, ς)—~" l^D *Ίf\*9 ζ) y
oύ
1 d
2 y=o X} '
d{Lly c°Lύ = Σ {dξ. L! Qxj^°L^—dx. L! dξjC'LJ}
et "L^x, ξ) designe la matrice des cofacteurs de L
λ
(x, ξ). Nous remarquons que
-C(ρ) est independante de choix de coordonnees symplectiques et de base de CN
modulo L^p^T avec T une matrice carree d'ordre ^V. C'est-a-dire, -C(p) est un
element de Hom(C", CN)/L,(p) Hom(CN, CN) (cf. [2], [10]).
Soit Fh(ρ) Γapplication hamiltonienne de A en p (voir [4], [5]) et posons
oύ {ίμ,j} sont des valeurs propres de Fh(ρ) se trouvant sur Γaxe imaginaire
positif, repetees selons leurs multiplicites. On dit que h est effectivement
hyperbolique en p si Fh(p) admet des valeurs propres non nulles reelles.
Formulons maintenant la condition (H) en caracteristique multiple p :
il existe une constante reelle a avec | a \ ^  1 telle qu'on ait
(H) j:(p)+αTr+Λ(p)/=0
dans Hom(C^, C^/L^p) Hom(C^, CH) ,
oύ / designe Γapplication d'identite. Cela est un analogue de la condition
d'lvrii-Petkov-Hormander (voir [4], [5]). Nous remarquons que cette condi-
tion est independante de coordonnees symplectiques locales dans Γ*Ω et de
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base locale de CN, puisque Test aussi Tr+λ(p). Le resultat suivant est enonce
dans [7], [9].
Th6or£me 1.1. Supposons que L soίt hyperbolίque en &^Ω par rapport a
t(x). Si h n'est pas effectivement hyperbolique et le rang de L^ est έgal a N — 1 en
une caractέristique multiple ρ^T*Ω\Q, alors la condition (H) est vέrifiέe en p.
Dans le cas oύ p est une caracteristique double et Fh(ρ) est nilpotente, alors
la condition (H) se reduit a la condition de Levi.
Du theoreme 1.1, il resulte:
Corollaire 1.1. Supposons que L soit fortement hyperbolίque en A par rap-
port a t(x). Alors il existe un voisinage U de & tel que h soit effectivement hyper-
bolique ou bίen le rang de L
λ
 soit auplus N — 2 en chaque caractέristique multiple sur
Γ*C7\0.
REMARQUE 1.1. Dans le cas oύ d=l et par consequent Ύr+h(p)=Q, le
theoreme 1.1 montre que la condition
-C(p) = Q dans Horn (CN, C^/L^p) Horn (CN, CN)
est necessaire pour que L soit hyperbolique en A sous les meme hypotheses que
celles du theoreme 1.1. Ce resultat etait montre par Koutev et Petkov [6].
REMARQUE 1.2. Dans le cas oύ toutes caracteristiques de h sont au plus
doubles, concernant Γinverse de corollaire 1.1, quelques resultats se trouvent
dans [8], [9].
Lemme 1.1. Soit peΓ*Ω\0 une caractέristique de multiplicitέ supέrίeur a
2. Supposons que le range de L
λ
(ρ) soit έgal a N—l. Alors pour que L soit
hyperbolique en ά par rapport a t(x), il est nέcessaίre que
-C(P) = 0
dans Hom(C", CΛΓ)/L1(p) Hom(C^, CN).
Si la multiplicite de p est superieur a 2, on a toujours Tr+Λ(p)=0. Done
dans ce cas-la, le theoreme 1.1 resulte du lemme 1.1. Alors, pour demontrer le
theoreme 1.1, on peut supposer que p soit une caracteristique double.
Dans §3, nous demontrons le theoreme 1.1 et dans §4, on donne une preuve
du lemme 1.1. Dans les sections suivantes, par un changement, si necessaire,
de base de CN et de coordonnees x sur Ω on suppose que
oύ IN est la matrice unite d'ordre N. Aussi on se sert des notations x=^(x0, x'),
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2. Prέliminaires
Considerons le symbole du systeme du premier ordre:
L(*> ξ) = ~ξo+ Σ Afr) ξj+B(x) ,
et soit h(x, ξ) le determinant de L
λ
(x, ξ). Soit, d'autre part, p=(0, 1) e T$Rd+1\Q
une caracteristique de multiplicite r(r^2) de h(x, ξ). Supposons que le rang de
1^ (0, 1) soit N—l. Done, par un changement de coordonnees x, conservant la
premiere composante xQί on peut supposer que ρ=(0, ed) oil ed=(Q, " ,0, 1).
Cela implique
Puisque p est une caracteristique de multiplicite r, il existe N(x), une matrice
carree d'ordre N inversible d'elements C~ prέs de Γorigine telle qu'on ait (par
exemple, voir [12])
(2.1) JV(*)-> Ad(x) N(x) = diag(4(«), G(*))+O(|*|*) (|*|-»0, ft: grand) ,
^4(ίc), G(x) etant matrices carrees d'ordre r et Λ/"— r telles que
r-0 1
0 1
o-1
, detG(0)Φθ.
D'apres Arnold [1], on peut trouver une matrice N(x), C°°, inversible prέs de
Γorigine telle que N(x)~lA(x) N(x) soit de la forme
(2.2) 7(0, 0 +0(1*1*) (M-*0, ft: grand).
.a
r
(x), — ,«
D'autre part il decoule de Γhyperbolicite de h(x, ξ
a
, 0, •••, 0, ξd) pres de ά=0 par
rapport a dx
ΰ
 que (voir [4], [5])
(2.3) aj(x)
a
r
(x),
Desormais nous supposerons que ρ=(Q, ed) et
avec det G(0) Φ 0. On posera
d
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oύ (A{j), (Lij) representant une partition de A, L^ en blocs correspondant k (2.1).
Ici on remarque que
A
u
(x, r) = A
u
(x, ξ")+A(x} ξd+0( |*|*) ξ, ,
AV(X, ξ') = M*> ξ")+G(x) ξd+0( I * I *) fc, ,
A
u
(x, ζ') = A
a
(x, f")+0(l*l*) ξt, AΆ(x, ξ ') = AΆ(x, r
Dans cette section nous travaillons avec des coordonnees et la base de CN
ci-dessus. D'abord nous avons le lemme suivant vu que
L1(p) = diag(7(0,r))G(0)).
Lemme 2.1. Soit C une matrίce carrέe d'ordre N. Pour qu'on ait C=
L
λ
(p)T avec une matrice Ty c'est-ά-dire, C=0 dans Hom(CN, Cjv)/L1(p) Horn
(CN , CN), ilfaut et il suffit que la r-ieme lίgne de C soit nulle.
Lemme 2.2. Soit r ^ 2. Ahrsona
(- 1)-1 det G(0) 9, . a
rl(p) = Qfj det Lfr) = 0 ,
(-1)'- ' det G(0) 8
β/ an(p) = 9{y det L&) = 0 ,
9,,. 8t, det L,(p) = (-I)'"1 det G(0) {9,. 9{y «rl(p)-9ίy «r.u(p) 8,y mrr(p)} .
Preuve. Les deux premieres egalitέs resultent de (2.3) et
A(*. f) = -fβ+^(*. n+diag(^ (*), G
Pour montrer la derniere egalite, nous posons
Σ
c'est-a-dire, /^(Λ:, ξ ) est le determinant de la matrice Lj dont la μ-iέme ligne
est remplacee par les derivees par rapport k ξj. Alors, si /^φr, r — 1, on a
= a,, #(*,«<) i ,..
β
==o,
car w^^Ov, e
rf) wΓ9^, £,/) — O(|ίc|2) pour tout p, q avec ^Φj. Si μ=r— 1 on
voit que
8,, /J-ι(p)=8,y //-^O, ^ ) I Λ=0 = (- 1)-2 dot G(0) 8t, αr_n(p) 8S/ mrr(p)
et si μ=r
== 8,, //(*, O I ,,o = (~ 1Γ1 dέt G(0) 8,, 8ly ^ (p) ,
en eίFet on a m
r/>(^, ^)=O(|Λ:|2) si ^Φr et mp.lq(x, ed)=Spq+O(\x\k) pour tout
2^p^r, l^q^r, 8pq etant le symbole de Kronecker, d'ou la derniere egalite.
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Lemme 2.3. La r-ieme ligne de -C(p) est έgale a
(-!)-> det G(0) (0, .-., 0, {ό
rl(0)+4 ΣJ (9,, 8{, αrl(p)-
=
ou x=ijxι
Preuve. Tout d'abord, on remarque que
<°Lι(p) = diag((c
ιv
), O), clr = (-1)'-' det G(0), ί,, = 0 si (i,j)*(l, r) ,
oύ O designe la matrice carree nulle d'ordre N— r. Alors il est clair que la
r-ieme ligne de L
s
(ρ) "Lfo) est egale a
(-1)-1 det G(0) (0, .-, 0, tf
rl(0)+- Σ3 9xj dξj an(p)}, 0, -, 0) .
Done il suffit de demontrer que la r-ieme ligne de {L19 c°L1}(p) est egale a
(2.4) (- 1)'"1 dot G(0) (0, -, 0, Σ Q
ξj a,_u(p) Qxj mrr(p), 0, -, 0) .
Appliquant le lemme 2.2, il en resulte que
r-ieme ligne de 8
ίy L,(p) Q.fLJ (p) = 0 .
En efFet, (ί, ;)-element de '%(#, ed) est de Γordre O( |^|2) si (t,;)Φ(l, r). Puis,
d'apres (2.3) et lemme 2.2, on voit que r-ieme ligne de d
x
. L
λ
(ρ) d$£°L^ (p) est:
(-1)' det G(0) (0, -.., 0, Q
ξ
. a,_
u
(p) Q
xj mrr(p\ 0, -, 0 ).
Cela montre (2.4).
Maintenant, en posant
L
n
(X, ξ) =
mt
M
m
r
,
on introduit le symbole R:
tfL,
o -,
oύ ~
2 et
 *^ry designe le cofacteur de m
rj de la
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r
matrice L
n
 multiplie par (— l)r~1 en sorte que Σ m>qj ^rj=(— I)'"1 δίr dot Ln et
Λ?" designe la matrice des cofacteurs de M en sorte que MΛΪ=det M. On note
que les elements de R(x, ξ) sont homogenes de degre r— 1 en ξ . On va etudier
./£(#, Z)) definie par
(2.5) K(x, D) = L(x, D) R(x, D), K(x, D) = (J^susaHMisws* .
Lemme 2.4. On voit que
la r-ieme lίgne de J2(p) = (-1)'-\Q9 ..., 0, det G(0) k'rί(p), 0, •-, 0)
oϊi ksri dέsίgne le symbole sous-principal de k
rl(x, D).
Preuve. On designe par <r
r
(&
rl), <rr-ι(krl) les parties homogenes de degre r,
r—1 en ξ respectivement de k
rl(x, ξ), le symbole de krl(x, D). Alors un calcul
symb clique nous donne
(2.6) σ,(*
rl) (x, ξ) = Σ mrj(x, ξ) mrj(x, ξ)+c,(x, ξ)+O(\x\ *) d,(x, ξ) ,
oύ c
r
(x, ξ), d
r
(x, ξ) sont homogenes de degre r en ξ et de plus c
r
(x, ξ) est de
degre au plus r — 2 en ξd. On a de la meme faςon
(2.7) σf .,(*,,) (*, f ) = in(*) «rt(*, f )+cr_i(*. |)+0( I * I ») dr-fr, ξ) ,
oύ Cf^Xy ξ) est de degre au plus r—2 en £
rf. D'autre part on a
8ίy %r(/>) = (- 1) 9δy *r-n(p) > ^n(p) = 1 i
en efFet %;.(p)=0 sij 'Φl, 9X| %//>)= 0 pour tout i,y et dx.mrj(p)=0 pour tout
ί, y si j Φ r. Cela implique
k
 rl(p) = {*rl(0)+^- Σ (9,y 9Sί ffl^(p)-8t/ ίi^-uίp) 8β/ mrr(p))} .Δι / — o
Vu lemme 2.3, on a le resultat.
Lemme 2.5. L£ symbole principal de K2ί(x, D) est de la forme
C(x,ξ)+0(\x\")D(x,ξ)y
oύ C(xy ξ) est une (N—r)xr matrice dont les έlέments sont homogenes de degrέ r,
au plus r — 2, au moins 1 en ξ, ξd, ξ" respectivement.
Preuve. Nous nous rappelons que σ
r
(K21) (x, ξ)= A21(x, ξ") Rn(x, ?)+
(-fo Ix-r+A^x, ξ")+G(x) ξd) R21(x, n+0(|*|») D,(X, ξ) et Rn(x, ξ)=ξri-1Ir
-\-jK
n
(x9 ξ) oύ les elements de Rn(x, ξ) sont de degre au plus r—2 en ξd. Alors
on a le lemme vu la definition de R2ι(xy f).
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Dans ce qui suit, on pose
Lemme 2.6. iSoίί
= ((r-l)/r, 1/2, -, 1/2, 1) .
o/z α tf^££ des constantes rέelles c non nulle
*(y> -n) = *π(λ-v jo,
= (-1Γ1 λ
et
toί+ί-lΓ1 WO) dέt
Lemme 2.7. iSΌ/ί r— 2 et soίent Qf, Qr les formes quadratiques corres-
pondantes aux hessiens en p de h, σ2(Λ21) respectivement. Alors on a
Q(y> *) = -Q(y, 7) dέt G(0), τ^h(P) = Tr+σ2(^21) (P) | dέt G(O) | ,
oil Q(y> 97), Q(y, ΎJ) sont les formes quadratiques Q'(y, 17), Q'(y> η) dont les termes
contenant yd sont supprimέes.
Preuves des lemmes 2.6 et 2.7. Provisoirement dans cette preuve, designons
0 0 O
par K(x, ξ)y L(x, ξ) et R(x, ξ) les symboles principals des K(x, D), L(x, D) et
R(x, D) respectivement. Nous faisons un changement asymptotique de vari-
ables:
Soient K
λ
(x, ξ), L^(x, ξ) et R
λ
(x, ξ) les images de K(y, 97), L(y, η) et R(y, η) par
ce changement de variables. En tenant compte de Γegalite
dέt Kay, rj) = dέt L
λ
(y, η) dέt Λ
λ
( y, ??) ,
il est facile de voir que
(2.8)
s) I G(0) 75
d'apres le Lemme 2.5 et le fait σ
r
(K
a
) (x, ξ')=(A
u
(x, ζ")+O(\x\k)ξd) K'1.
Quant a <r
r
(ίΓ11)λ(j') 5?) nous nous rappelons que σr(Kn) (x, ξ)=Lll(x, ξ) Rn(x, ξ)
+L12(x, ξ') R2i(x, ξ'). Alors il resulte de la definition de Rn(x, ξ) que σ-r(Λyι)=0
Done on a
(2.9)
En eίFet, modulo un terme de degre au plus r— 1 en ξd, on a M(#,
^ det M(x, ξ)=ξ'd 7^+0(1^1) C,(x, ξ) et σ,(kr}) = O( \ x \ ) β. DΌύ
dέt 4,(j,
 9) = (-1)'-' σr(krl\(y, 7) 75W-1J λ'^ -^ det
Λ, ξ ) f ,,=
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D'autre part on a
det R
λ
(y, -n) = λ'fr-1" ^('-1>+O(λΛΓ('-1)s-s/2>) .
Remarquons ici que si r^3, d'apres Γhyperbolicite de h(x, ξ) par rapport a dx
a
pres de A, on a (cf. [4], [5])
det L
λ
(y, r,) = h
κ
(y, η) = h(\~V y
n
 -, λV
 9β> ...) =
C
 '
oύ c=(r!)-1(9rA/9^5) (p). Si / =2, on obtient
(2.11) det L^y, 7) = h
λ
(y, ,) = 0(>, 7) ^ Γ
Alors il en resulte que
<r
r
(kn\(y, V) = (-1Γ1 «X<'-«' ^ (det G(0))-1+0(λ^-^-μs) (At>0)
lorsque r^3. Vu (2.7), on a
d'oύ
ΛπΛίj', 7) = (-I)''1 (dέt G(O))-1 λ^ ίflrt+ί-lΓ1 6
rt(0) dέt G(0)
Ensuite considerons le cas oύ r=2. En posant
on obtient
En meme temps, cela donne
TrV2(621) (p) I det G(0) | = Tr+A(p) .
3. Demonstration du theor^me 1.1
Le demonstration se constitue de construire une solution asymptotique
dependante d'un parametre λ qui contredit une inegalite qui decoule de (1.2),
lorsque λ tend vers Γinfini. Nous cherchrons une solution pour L(x, D) de la
forme
R(x, D) u .
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C'est-k-dire, on construit une solution asymptotique pour K(x, D). Le change-
ment de variables asymptotique dΊvrii et Petkov [5] nous permet de considerer
K(xy D) comme s'il est egal a diag(&21(#, D), Q(x) D2d) oύ Q(x) est une matrice
carree inversible d'ordre N—l. Cela etant mis, la construction de notre solu-
tion se reduit a celle de k21(x, D). Alors on peut suivre le raisonnement de
Hόrmander [4].
Desormais on designe par O(\p) un operateur differentiel matriciel dont les
elements sont des operateurs scalaires a coefficients C°° uniformement bornes dans
C°° lorsque λ tend vers Γinfini apres multipliers par λ~Λ Supposons que h(x, ξ)
ne soit pas effectivement hyperbolique en p=(0, ed)9 alors, vu le lemme 2.7,
k21(x, ξ) n'est non plus effectivement hyperbolique en p. De plus, (2.7) montre
que
Done en suivant le theoreme 1.4.9 de [4] (plutδt la preuve du theoreme 1.5.1
de [4]), on peut trouver un changement de coordonnees conservant la premiere
composante x0 et un changement de variables asymptotique,
K
λ
(y, D) = K(\~*-\ -, \-syd, X^+v» Z)0, -, \s Dd)
tel que k2ίtK(y, D) soit de la forme:
(3.1) k2ίtλ(y, D) = \s{Q"(yDd, D, λ)+*2l(0) Dd+O(λ-*)}
Q°°(y> 7' λ.) etant Γune des formes suivantes (voir p. 141 de [4]):
a) Q.(y, η, λ) = Q'(y', tf
b) Qj(y, r,, λ) = Q'(y', ιj')+2<π0 ^+2^ % L0(y', rj')
c) Q.(y, V, λ) = Q'(y',
 n
')+^+2^ L^y', η')+2\~l ^(cy.+L^, y', ,')) .
reprenant la notation de [4]. Ici on note qu'on peut prendre s aussi grand
qu'on voudra, et pour cet ί assez grand, on peut prendre k grand comme on
veut.
Ensuite nous prenons
Λ - diag ( , IN_2) , Wι = diag (λ*. /„_,) ,
V
λ
 == diag (λ-, λ-2s-#, λ-2-« G(O)-1)
et etudions
Si on pteodp=p(vj), q=q(y^Z convenablement, on a, vu (2.8), (2.9) et (3.1),
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\
',Λ,)-ϊ-o21(y)ίsd-t-: I^Λ-%—' —
+0(λ-*) :
Puis suivant [4], nous prenons £"
λ
 comme
oύ E est une (</+l)x (</+!) matrice constante symetrique satisfaisant
et £^=0, et 9>(j) une fonction, toutes les deux seront determinees suivant [4].
Maintenant on considere
H
κ
 = E? Jt
λ
 l/
λ
 E, = (AH)1SMSW , Ϊ7λ = diag(λ-3, λ-4, λ"4 /„_,)
avec
Π 2^ /? < ^  V1 "λ\^*j.έ*j *^ki ^^ ' * ***
qui signifie que, pour tout entier w, on a
A«-Σλ-'ΛH>(y,Z>) =
y=o
Ici on a evidemment
(3.3) Λ,,
A,, = 0(λ <' Λ-^), fl(ί,
En se servant de notations Λ, J?, c0 dans [4] on a
oύ Λ, Λ sont des operateurs d'ordre 1, Λ: dependant de E et R: dependant de
E et de φ, c0 etant une fonction dependante de E et de φ (voir pp. 144—145 de
[4]). Puisque {?(*,./)} ne dependent pas de s9 on peut prendre s suffisamment
grand qu'on ait
(3.4) Λ-1^0,M9 = A^==0 si ί Φ j .
Nous cherchons une solution asymptotique pour H
κ
 qui est le produit de J£
λ
 et de
»=o
avec ».(y) = Σ cτj
oύ jRy est le vecteur unite dans RN dont la j-ieme composante est egale k 1 et
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σ"(y) sont des fonctions scalaires qui sont a etre determinee. On introduit
& = '(σ", •••, CΓN) >
ft* = (MY, -, MΦ , h = -'(MY, -, Mfl) ,
Vu (3.4) on a
(3.5) #w = X« = o, #» =
Nous allons resoudre Γequation suivante
En egalant le coefficient de λ m a 0, cet equation se reduit a
(3.6) Σ Mϊ"Λ <TI+ ^h(m~p) d p = 0, m = 0, 1, •••,
(3.7) &m— ^ Σh(m-» σ{— ^H(m"p^ &p = 0, m = 0, 1, ••• .
Nous prenous dfl=d 1=0. Ce choix s'adapte a (3.7) d'apres (3.5). Ensuite
nous demontrons que les systemes (3.6), (3.7) se reduisent a une serie d'equa-
tions pour <τϊ( n—0, 1, •••). On pose
et designons par Σ (*5 Jo> Φ">Λ) ^a somme
,-2V x . .
Σ
o
Σ
o
 - Σ
o
Alors vu (3.7) on a par recurrence
„
 Oλ Σ
f
^
(
""
Λ
 ^  = Σ Σ (m pjo, -,Λ) H(m9p9j09 -,Λ-ι)x(3.8) *=<> *=o
;/>,;„, -,jt)H(m,p,j0, •••,;,)*'
pour tout j, ί^O. De (3.5) il resulte que
H(™, P, Jo, , Jt) *'' = ° pour q ^  m—3
pour le choix *°=d 1=0. On definit les operateurs differentiels -{Py*'} par
Σ Σ (m; A Jo, -,λ) H(m,p,j0, •»,;._!) Aw-ι-^' σ{ =
(3.9)
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d'oύ
(3.10) 'Σfr*-*) &* = ΣlV/0 <r?-3~J.
Par consequent, Γequation (3.6) se reduit a Γequation en σϊ (w=0, 1, •••). Rap-
pelons qu'un point essentiel de la preuve du theoreme 1.5.1 de [4] est le fait
que P(/° ne depend pas de m. On Γexaminera.
Lemme 3.1. On a
pW = py'+3> pour k
Preuve. De (3.9) on voit
= Σ Σ (»+l;ί,;
β
, -,Λ) H(m+l,p,j0, ...,;._,) ^ ,^ -y,) σ
ί = 0
+Σ (m+1 AΛ. -.y«-2) H(m+lypyjQ, -,jm-3) &-*-'*'*
Ici il resulte de (3.5) que
// = H(m+ly iii-l, m-2, -, 1) A(1) σ? - 0 .
D'autre part, vu (3.5) on obtient
y=o
Cela implique
(3.11) p^ ) = py+1) pour O^j^m-3,
Maintenant on suppose que
(3.12)
 Pc*) = py>3) pour Λ=</+3,...,i, y^O.
De (3.11) avec m=ί, on a
PO' + D — P(.Oj. ^ •*• j
Cela demontre que
Pf = py+3> pour A=y+3,-,i+l, J^O.
Par recurrence on a le resultat.
Lemme 3.2. // «xύte des opέrateurs dίffέrentiels {Pk} tels qu'on ait: (3.6)
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et (3.7) se rέduit a
(3.13) ΣjΛσf-' = 0, ™ = 0, 1,2, . ,
ά A=M°ι), A=MV, A = MV P/"* precisement, si σϊ (n=0, !,•••) vέrifient (3.13)
a * («=0, 1, ...) ίfcww (3.7) £ί <τϊ (#— 0, 1, •••) satisfont automatiquement a (3.6).
Preuve. D'apres le lemme 3.1 et (3.10), on peut ecrire
= Σ m σf"y = ΣJ'  y=o
oύ on a pose p.=PγL\=pW (j^3). En posant
Γequation (3.6) se reduit a (3.13).
Lα dernier e έtape de lapreuve du thέoreme 1.1.
D'abrod nous nous rappelons qu'on a
Si on suppose qu'on ait:
alors, on peut trouver une matrice E et une function φ(y)> suivant la preuve du
theoreme 1.5.1 dans [4], telles que pour tous entiers z/, μ on ait: Kφ s'annule a
Γordre v en 0, Im(i\2(yd+<Ey,yy/2)+iφ(y)):>C\\ j|2ρres de Γorigine lorsque
y0^0 et (3.13) se resout pour m=Q, 1, •• ,^ avec <τι(0)Φθ modulo O(|^|v).
Done pour tout entier K on peut choisir une somme partielle Σ λ"Λ v
n
(y)—v*\(y)
en sorte que
z;0(0)Φθ, flrλ^^ = 0((λ-1+|y|)«) lorsque X^+lyl-^O.
Ici on note que
tf
λ
 = E? W
κ
 AK
λ
(y, D) W? Γ
λ
 U
χ
 , K,(y, D) = L
λ
(y, D) R
λ
(y, D) ,
Λ
λ
 £:
λ
 = λ'« £'
λ
{/
w
+0(λ-ί)> , (avec
Done la solution asymptotique
pour L
λ
(y, D) montre que L(x, D) ne verifie pas (1.2). Ce qui demontre que la
condition
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est necessaire pour que L soil hyperbolique en ά=0 par rapport k t(x)=x0.
En remplaςant ξ' par — ξ' il en resulte que la condition
aussi necessaire. DΌύ on a
(3.14) -W
Cela est equivalent k dire qu'il existe un nombre reel a avec | a \ ^  1 tel qu'on
ait
k*21(p) det G(0)+a Tr+£21(p) det G(0) = 0 .
En tenant compte de lemmes 2.4 et 2.7, on voit que cette condition est equi-
valente &
la deuxieme ligne de -C(ρ)+a Tτ+h(p) 7=0,
avec un nombre reel a, \a\ ^1. Alors le lemme 2.1 demontre la necessite de
la condition (H).
4. Preuve du lemme 1.1
Dans cette section on designe par L
λ
(y, D), R
λ
(y, D) et K
λ
(y, D) les oper-
ateurs obtenus de L(x, D), R(x, D) et K(x> D) par le changement de variables
asymptotique de la section 2.
Nous suivons le raisonnement d'lvrii et Petkov [5]. En supposant _£(p)=|=
0, nous construisons une solution asymptotique z/
λ
 pour L
λ
 de la forme
qui contredit une inegalite qui dέcoule de (1.2). Prenons
Λ = diag ( Γ°0
LI
0
/r-,
0
!-|
0
o-l
W
κ
 = diag (λβ, 7 .^0 , V
λ
 = diag (\^^y χ-' 7r_1? λ-*
oύ 6 est une constante telle que 0<5<l/r. Nous etudions Γopέrateur
W
κ
 ΛΓ
λ
 X
 λ
 ΓΓ
1
 W? V
κ
 = (ki)l£ί,iSN
Vu (2.8), (2.9) et lemme 2.5, on a
(4.1) fc. X μ, D, λ) = 4-(j, ί>)+λ-'<' « ri}(y, D, λ)
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avec ε(i,j)>0 oύ
&ιCv, D) = (-Ij'-ifcDS+ί-l)'-1 A
Λ
(0) dέt G(0) DΓ1} ,
(
 ' > = s
et les coefficients de r^y, Z), λ) sont bornes dans C°° quand λ->oo. Des lem-
mes 2.1, 2.2 et 2.3, il resulte que _£(p)Φθ est equivalent a 6
rl(0)Φθ, en effet
Alors on peut prendre γ en sorte qu'on ait
cjr+(-iγ-1 ό
rl(0) dέt G(0) = 0 , Im -
Avec cette γ, E
λ
 est donnee par
£
λ
 = exp
Ensuite nous considerons
oύ
TV Hiflσ / χ-(r-2+l/r) χ-r 7 χ -r 7 \
*-^λ —
 Uld>6 V^ > Λ *r-j> A* ^N-r)
Vu (4.1) et (4.2), en prenant s suffisamment grand, nous obtenons
hij(y9 D, λ) = hij(y, D)+λ~1/r A, /^, Z), λ),
oύ les coefficients de hij(y, D, λ) sont bornes dans C°° quand λ->oo. Ici on
note que
(4.3) h
u
(y, D) = (—I)1"1 cry-1 Z)0, hH(yy D) = 1 2^ί^N.
Maintenant nous considerons Γequation suivante
H
x
 Σ v
n
 λ~
Λ/r
 = 0 avec v
n
(y) = Σ <τμ-(y) Rμ-
Cette equation s'ecrit
(E)t {ha σϊ+ Σ KH> σΓ1} = 0 , l^/^ΛΓ, n = 0, 1, 2,-,
f* = l
oύ on a pose σ?=0 si w<0. En posant
σ
j = 0 pour 2^i^N,
on peut resoudre (JE)f avec σι=σι(y')^C^(Rd) oύ σiί^')^! pres de j>'=0.
Nous remarquons que chaque σϊ(j>, λ) (w^ 1) sera obtenu par Γintegration en y0
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et par consequent σ"(y, λ) sont bornees dans C°°([— <£, έ]xRd) quand λ->oo.
Finalement on a
I7
λ
) £
λ
 Σ *„ λ-«* = 0 .
»=0
Si on note que
£
λ
 £
λ
 =
 λ
fr-ι>W » £
λ
 {/Jγ+0(λ-f')} (μ>0) ,
la serie formelle
donne une solution asymptotique pour L
λ
 dont une somme partielle demontre
que (1.2) ne verifie pas.
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