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Abstract
We consider a family of independent real-valued Brownian motions
starting at distinct points and are interested in the description of the
conditional distribution of this family to the event that trajectories
coalesce, which is of probability zero. We develop a general approach
to construct a conditional probability to events of measure zero and
apply it first when the above-mentioned family is finite and then when
the family is infinite. In both cases, it leads us to the distribution of a
modified massive Arratia flow [Kon17b] as the conditional distribution.
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1 Introduction
1.1 A starting problem
The aim of this paper is to answer the following question. What is the
conditional distribution of a finite or infinite family of independent Brown-
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1.1 A starting problem 2
ian motions in R to the event that their paths coalesce? To introduce the
problem, we start our discussion from the simplest case of two independent
Brownian motions X1(t), X2(t), t > 0, with diffusion rates 2 which start at
points x01 < x
0
2 respectively. Define the set consisting of coalescing paths
Coal =
{
(x1, x2) ∈ C([0,∞),R)2 : ∀s > 0, x1(s) = x2(s)implies x1(t) = x2(t) for all t > s
}
.
For X := (X1,X2) we first wonder what the conditional distribution
P [X ∈ ·|X ∈ Coal] (1)
is. Trivially, P [X ∈ Coal] = 0 and consequently, conditional distribution (1)
cannot be well-defined considering {X ∈ Coal} as an isolated event (see
e.g. Borel-Kolmogorov paradox). However, one can make the definition
rigorous considering the set Coal as one fiber of some appropriate map T
and disintegrating the law of the Brownian motion X with respect to the
random element T(X).
It turns out that under some choice of T, the conditional distribution
P [X ∈ ·|X ∈ Coal] coincides with the distribution of the process Y (t) =
(Y1(t), Y2(t)), t > 0, that is a strong solution to the following equation
dY1(t) = 1{t<τ}dW1(t) + 1{t>τ}d
W1(t)+W2(t)
2 ,
dY2(t) = 1{t<τ}dW2(t) + 1{t>τ}d
W1(t)+W2(t)
2 ,
Y1(0) = x
0
1, Y2(0) = x
0
2,
(2)
where τ = inf {t > 0 : Y1(t) = Y2(t)}, and W1(t), W2(t), t > 0, are inde-
pendent Brownian motions in R with diffusion rate 2. In words, Y1 and
Y2 describe the evolution of two Brownian particles starting at x
0
1 and x
0
2,
respectively, and moving independently with diffusion rate 2 until they meet
at time τ . After collision, both particles coalesce into a single Brownian
particle with diffusion rate 1.
In order to justify this, we define the map
T : C[0,∞)2 → C0[0,∞)
as follows
T(x)(t) =
{
x1(τ + t)− x2(τ + t), if τ <∞,
0, if τ =∞, t > 0, (3)
where τ = inf {t > 0 : x1(t) = x2(t)} and C[0,∞) (resp. C0[0,∞)) denotes
the space of continuous real-valued functions on [0,∞) (resp. taking zero
value at 0). It is easily seen that T−1 ({0}) = Coal and T(X) is a standard
Brownian motion.
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There exists a regular conditional probability1 of X given T(X):
p(A, z) = P [X ∈ A|T(X) = z] , A ∈ B (C[0,∞)2) , z ∈ C0[0,∞).
Consequently, we could define
P [X ∈ A|X ∈ Coal] = P [X ∈ A|T(X) = 0] = p(A, 0). (4)
However, the problem is that the regular conditional probability p is uniquely
defined for almost all z with respect to the distribution of T(X). So, the
value of p at a fixed point z0 depends on the choice of a version of p. Hence
the measure ν = p(·, z0) cannot be well-defined. To define p at z0 we either
need to choose a special version of p or make a choice of ν independently
of the version of p. It can be easily done for z0 belonging to the support of
T(X) if the map z 7→ p(·, z) has a continuous version at point z0, as a map
from C0[0,∞) to the space of probability measures on C[0,∞)2 furnished
with the topology of weak convergence, whose value at z0 can be taken as
p(·, z0).
To construct a continuous version of p, one can define Ψ : Coal ×
C0[0,∞) → C[0,∞)2
Ψ(y, z)(t) =
(
y1(t)− z(t− τy)1{t>τy}
y2(t) + z(t− τy)1{t>τy}
)
, t > 0,
where τy := inf{t > 0 : y1(t) = y2(t)} and then prove that p(A, z) =
P [Ψ(Y, z) ∈ A] defines a continuous regular conditional probability of X
given T(X). Moreover,
p(A, 0) = P [Ψ(Y, 0) ∈ A] = P [Y ∈ A] ,
which together with (4) shows that conditional distribution (1) coincides
with the law of Y .
1.2 Description of the main results of the paper
The above example with two particles will be rigorously proved and extended,
first to the case of finitely many initial particles and second to the case of
infinitely many initial particles. All notions mentioned in this paragraph will
be precisely defined in Sections 2 and 3.
Our goal is to show that the conditional distribution of a family of inde-
pendent real-valued Brownian motions to the event of coalescing trajectories
leads to the law of a modified massive Arratia flow (MMAF), investigated
1We will recall the definition of this notion in Definition 2.1 below.
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in [Kon10, Kon14, Kon17b, Kon17a, Mar18, KvR19] and which can be intu-
itively described as follows. Every particle has a mass and moves as a Brown-
ian particle with diffusion rate inversely proportional to its mass. When two
particles meet, they coalesce and form a new particle with the mass equal to
the sum of masses of the colliding particles. The process (Y1, Y2) given by
equation (2) is an example of a MMAF with two particles.
Let us now informally describe the main two results of this paper. The
first one deals with a finite family of independent real-valued Brownian mo-
tions, whereas for the second result we consider a cylindrical Wiener process
in L2[0, 1] as an infinite family of independent Brownian motions. We will
carefully explain in the introduction of Section 5 why the infinite-dimensional
case leads to additional difficulties. In a nutshell, the major reason is related
to the fact that in the finite-dimensional case, strong well-posedness of the
MMAF is well known (e.g. strong well-posedness of equation (2) holds),
whereas in the infinite-dimensional case, the question of uniqueness, in any
form, remains an open problem.
First main result (we refer to Theorem 4.1 for the precise statement).
Let W = (Wk(t))
n
k=1, t > 0, be a family of n independent Brownian motions
starting at x0 = (x0k)
n
k=1 with diffusion rates σ
2 = (σ2k)
n
k=1. Let X =W and
Coal describe the set of coalescing paths. Then there is a map T, similar
to (3), such that
- Coal is the zero-fiber of T, i.e. Coal = T−1({0});
- T(X) is a Brownian motion of dimension n− 1.
- the regular conditional probability p of X given T(X) has a continuous
version at 0;
- the conditional distribution P [X ∈ ·|X ∈ Coal] is described by the
value at 0 of p, which coincides with the distribution of a finite-dimensional
MMAF starting at x0 with diffusion rate σ2.
Second main result (we refer to Theorem 5.10 for the precise state-
ment). We consider Y and W such that
- Yt, t > 0, is a MMAF starting at a strictly increasing function g from
Lp[0, 1] for some p > 2;
- Wt, t > 0, is a cylindrical Wiener process in L2[0, 1] also starting at g;
- Y and W are related by an equation (we refer to (17)) which general-
izes (2) in infinite dimension.
Now we define X = (Y,W ) (and not X = W as in the finite-dimensional
case), because due to the lack of uniqueness, it is not possible to associate
to a given cylindrical Wiener process W a MMAF Y satisfying the infinite-
dimensional form of (2).
5We define Coal and T in the same spirit as in the finite-dimensional
case. In particular, Coal is now seen as a subset of C([0,∞), L2[0, 1]) and
T(X) is a cylindrical Wiener process, identified with a random element in
C[0,∞)N. Also, we construct a regular conditional probability p of X given
T(X), which in general is not continuous at 0. Thus, we define the value at
0 of z 7→ p(·, z) along a sequence {ξn} of processes such that
- ξn = (ξnj )j>1 and ξ
n
j , j > 1, are independent Ornstein-Uhlenbeck pro-
cesses defined by (24);
- for all n, the law of ξn is absolutely continuous with respect to the law
of T(X);
- ξn converges in distribution to 0 in C[0,∞)N.
The main result consists in showing that the value at 0 of z 7→ p(·, z) along
{ξn} coincides with the law of the MMAF Yt, t > 0.
Content of the paper. In order to state precisely the two main results
described above, we need two preliminary sections. In Section 2, we give a
definition of a regular conditional probability and introduce a notion of its
value at a point along a sequence. We also explain how it is related to the
intuitive idea of approximating a set C (like e.g. Coal) by some sequence
{Cε}ε. In Section 3, we recall a definition of a modified massive Arratia flow
and list some its properties. Sections 4 and 5 are devoted to the proof of the
main results which are stated in theorems 4.1 and 5.10, respectively.
2 Conditional distributions
In this section, we first recall the definition of a regular conditional proba-
bility and then explain how we can suitably choose the value of a regular
conditional probability at a point, in order to describe the conditional dis-
tribution of a random variable to a fiber of some map.
2.1 One method of construction of a regular conditional prob-
ability
Let E be a Polish space and F be a metric space. We consider random
elements X and ξ in E and F, respectively. Let also B(E) denote a Borel
σ-algebra on E and P(E) be the space of probability measures on (E,B(E))
endowed with the topology of weak convergence.
Definition 2.1. A function p : B(E) × F → [0, 1] is a regular conditional
probability of X given ξ if
(R1) for every z ∈ F, p(·, z) ∈ P(E);
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(R2) for every A ∈ B(E), z 7→ p(A, z) is measurable;
(R3) for every A ∈ B(E) and B ∈ B(F),
P [X ∈ A, ξ ∈ B] =
∫
B
p(A, z) Pξ(dz),
where Pξ := P ◦ ξ−1 denotes the law of ξ.
Recall the following existence and uniqueness result (see e.g. [Kal02,
Thmeorem 6.3]):
Proposition 2.2. There exists a regular conditional probability of X given ξ.
Moreover, it is unique in the following sense: if p and p′ are regular condi-
tional probabilities of X given ξ, then
P
ξ
[
z ∈ F : p(·, z) = p′(·, z)] = 1.
Now we describe a simple approach to the construction of a regular con-
ditional probability. Let X be a random element in E and ξ = T(X), where
T : E → F is a measurable map. Assume that there exists a quadruple
(G,Ψ, Y, Z) satisfying the following conditions
(P1) G is a measurable space;
(P2) Y and Z are independent random elements in G and F, respectively;
(P3) Ψ : G× F→ E is a measurable map such that T(Ψ(Y,Z)) = Z a.s.;
(P4) X and Ψ(Y,Z) have the same distribution.
The following proposition holds.
Proposition 2.3. Let ξ := T ◦X and (G,Ψ, Y, Z) be a quadruple satisfying
(P1)-(P4). Then p(A, z) := P [Ψ(Y, z) ∈ A], A ∈ B(E), z ∈ F, is a regular
conditional probability of X given ξ.
Proof. Since Ψ is measurable, p satisfies properties (R1) and (R2) of Defini-
tion 2.1. Let us check Property (R3). For every A ∈ B(E) and B ∈ B(F)
P [X ∈ A, ξ ∈ B] = P [X ∈ A, T(X) ∈ B]
(P4)
= P [Ψ(Y,Z) ∈ A, T(Ψ(Y,Z)) ∈ B]
(P3)
= P [Ψ(Y,Z) ∈ A, Z ∈ B] .
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By (P2), Y and Z are independent, so it follows from Fubini’s Theorem that
P [Ψ(Y,Z) ∈ A, Z ∈ B] =
∫
B
P [Ψ(Y, z) ∈ A]PZ(dz)
=
∫
B
p(A, z)PZ(dz).
Furthermore, since X and Ψ(Y,Z) have the same law, ξ = T(X) and Z =
T(Ψ(Y,Z)) have the same law too, so PZ = Pξ. This concludes the proof of
(R3).
Example 2.4. Let us illustrate the above statement on the well-known exam-
ple of the Brownian bridge. In that case, E, F, G, T and Ψ may be defined
as follows:
E = {f ∈ C[0, 1] : f(0) = 0},
F = R,
G = {f ∈ E : f(1) = 0},
T(x) = x(1), x ∈ E,
Ψ(y, z)(t) = y(t) + tz, t ∈ [0, 1], (y, z) ∈ G× F.
Furthermore, let X = {Wt, t ∈ [0, 1]} be a standard Brownian motion, seen
as a random element in E. Then the process Y = {Yt, t ∈ [0, 1]} defined by
Yt := Wt − tW1 and the random variable Z := W1 are independent. More-
over, X = Ψ(Y,Z). So properties (P1)-(P4) hold. Thus, by Proposition 2.3,
p(A, z) = P [Ψ(Y, z) ∈ A] , A ∈ B(E), z ∈ F,
is a regular conditional probability of the Brownian motion X given T(X).
2.2 Choice of a value of regular conditional probability at a
given point
How can we define a conditional distribution of X to the event {ξ = z0},
where z0 is some given point in F? A naive candidate would be p(·, z0). But
by Proposition 2.2, p(·, z) is well-defined only for Pξ-almost every z ∈ F.
Nevertheless, if z0 belongs to the support of P
ξ and if F ∋ z 7→ p(·, z) ∈ P(E)
is continuous at z0 ∈ F, then p(·, z0) should be a good definition.
Example 2.5. In the case of Example 2.4, we note that z 7→ Ψ(y, z) is con-
tinuous on R for each fixed y ∈ G. Hence, the map F ∋ z 7→ p(·, z) ∈ P(E)
is continuous. Since, every point z0 ∈ R belongs to suppPW1 , we can define
P [W ∈ A|W1 = z0] = p(A, z0) = P [{Wt − tW1 + tz0, t ∈ [0, 1]} ∈ A]
for all z0 ∈ R. That distribution is known as being the law of the Brownian
bridge between 0 and z0.
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Let us now explain our approach in the case where p has no continuous
version at z0. In order to motivate it, consider again Example 2.4-2.5 and
take a family of real-valued random variables {ξε, ε > 0} whose distributions
P
ξε have densities
dPξ
ε
dPW1
(z) =
1{|z−z0|<ε}
P [|W1 − z0| < ε] , z ∈ R.
Then ξε
d→ z0, ε→ 0. By continuity of p at z0, for every bounded continuous
function f on R
E
[∫
R
f(x)p(dx, ξε)
]
→
∫
R
f(x)p(dx, z0), ε→ 0. (5)
Remark that due to the absolute continuity Pξ
ε ≪ PW1 , the composition
p′(·, ξε) is well-defined for every version p′ of p and
E
[∫
R
f(x)p′(dx, ξε)
]
= E
[∫
R
f(x)p(dx, ξε)
]
.
Consequently, (5) with p′ in the left hand side instead of p leads to the value
of the continuous version of the regular conditional probability at z0 if it
exists.
Remark 2.6. For that particular choice of ξε, convergence (5) and the equality
E
[∫
R
f(x)p(dx, ξε)
]
=
∫
R
f(x)P [W ∈ dx | |W (1)− z0| < ε]
yield
P [W ∈ · | |W (1)− z0| < ε]→ P [W ∈ · | W (1) = z0] in P(C[0, 1]) as ε→ 0.
Taking into account the above idea, we will give the following definition
of the value of a regular conditional probability at a point. Let Cb(E) denote
the space of bounded continuous functions on E and p : B(E) × F → [0, 1]
be a regular conditional probability of X given ξ. We consider a sequence of
random elements {ξn}n>1 in F which satisfies the following two properties
(B1) for each n > 1, the law of ξn is absolutely continuous with respect to
the law of ξ;
(B2) {ξn}n>1 converges in distribution to z0 in F.
Definition 2.7. A probability measure ν on (E,B(E)) is the value at z0 of
the regular conditional probability p along {ξn} if for every f ∈ Cb(E)
E
[∫
E
f(x)p(dx, ξn)
]
→
∫
E
f(x)ν(dx), n→∞. (6)
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Remark 2.8. According to conditions (B1) and (B2), the left hand side of (6)
is well-defined and is independent of the version of the regular conditional
probability.
By the continuous mapping Theorem, if p has a continuous version at z0,
then ν is the value of this version at z0. It turns out that the inverse state-
ment is also true.
Lemma 2.9. Let F be a Polish space and z0 belongs to the support of P
ξ.
There exists a probability measure ν which is the value at z0 of p along
any sequence {ξn}n>1 satisfying (B1) and (B2) if and only if there exists a
version of p which is continuous at z0 ∈ F. In this case, ν is the value of the
continuous version of p at z0.
We postpone the proof of the lemma to Section A in the appendix.
Definition 2.10. Let X be a random element in E, C be a measurable
subset of E, and T : E → F satisfy C = T−1({z0}) for some z0 ∈ F. A
conditional distribution
P [X ∈ ·|X ∈ C]
of X given X ∈ C is the value of p at z0 along {ξn}n>1, where p is a regular
conditional probability of X given T(X) and {ξn}n>1 is a sequence satisfying
(B1) and (B2) with ξ = T(X).
Remark 2.11. It is important to mention that the conditional distribution
P [X ∈ ·|X ∈ C] depends on both T and the sequence {ξn}n>1 satisfying (B1)
and (B2).
The proposed definition can be also interpreted as a kind of generalization
of the definition of the conditional distribution of X given X ∈ C as the limit
P [X ∈ · |X ∈ C] = lim
ε→0
P [X ∈ · |X ∈ Cε] , (7)
where {Cε}ε is a sequence of subsets of E which somehow converges to C,
and P [X ∈ Cε] > 0 for all ε. Here the limit usually also depends on the
choice of the approximating sequence {Cε}ε. Let us demonstrate that the
conditional distribution defined via limit (7) can be obtained according to
Definition 2.10, if e.g. C is a closed set and Cε is the ε-extension of C, i.e
Cε = {x ∈ E : dE(C, x) < ε} , ε > 0,
where dE denotes the metric on E and dE(C, x) = inf {dE(y, x) : y ∈ C}.
We can take
T(x) := dE(C, x) and ξ := T(X).
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Note that T−1({0}) = C. Assume that 0 ∈ suppPξ, that is, P [ξ < ε] =
P [X ∈ Cε] > 0 for every ε > 0. Let ξε be a random variable on R with
distribution
P [ξε ∈ A] = 1
P [ξ < ε]
∫
A
1{x<ε}P
ξ(dx) = P [ξ ∈ A|X ∈ Cε] , A ∈ B(E).
A simple computation shows that ξ and the family ξε, ε > 0, satisfy condi-
tions (B1), (B2) with z0 = 0 and∫
E
f(x)P [X ∈ dx|X ∈ Cε] = E
[∫
E
f(x)p(dx, ξε)
]
,
where p is the regular conditional probability of X given ξ. So (7) is equiv-
alent to (6).
3 Modified massive Arratia flow
In this section, we are going to recall the notion of the modified massive
Arratia flow and state some properties needed to show that its law appears
as the distribution of a family of Brownian motions conditioning to the event
of coalescing paths.
Let D((0, 1), C[0,∞)) be the space of càdlàg functions from (0, 1) to
C[0,∞), where C[0,∞) = C ([0,∞),R) denotes the space of continuous func-
tions from [0,∞) to R with topology of uniform convergence on compact sets.
Let also g belong to the set L↑2+ that consists of all non-decreasing càdlàg
functions g : (0, 1) → R satisfying ∫ 10 |g(u)|2+εdu <∞ for some ε > 0.
Definition 3.1. A random element Y = {Y (u, t), u ∈ (0, 1), t ∈ [0,∞)}
in the space D((0, 1), C[0,∞)) is called a modified massive Arratia flow (or
shortly MMAF) starting at g if it satisfies the following properties:
(E1) for all u ∈ (0, 1) the process Y (u, ·) is a continuous square-integrable
martingale with respect to the filtration
FYt = σ(Y (u, s), u ∈ (0, 1), s 6 t), t > 0; (8)
(E2) for all u ∈ (0, 1), Y (u, 0) = g(u);
(E3) for all u < v from (0, 1) and t > 0, Y (u, t) 6 Y (v, t);
(E4) for all u, v ∈ (0, 1), the joint quadratic variation of Y (u, ·) and Y (v, ·)
is
〈Y (u, ·),Y (v, ·)〉t =
∫ t
0
1{τu,v6s}
m(u, s)
ds, t > 0,
where m(u, t) = Leb {v : ∃s 6 t, Y (v, s) = Y (u, s)} and τu,v = inf{t :
Y (u, t) = Y (v, t)}.
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Remark 3.2. As it was already noted in Section 1.2, the massive modified
Arratia flow describes the evolution of coalescing particles on the real line
that carry a mass. The initial distribution of particle masses is defined as
the push forward of the Lebesgue measure Leb on [0, 1] under the map g.
In particular, if g is a step function with a finite number of jumps, i.e. it
takes a finite number of pairwise distinct values y0k, k ∈ [n] := {1, . . . , n},
with Leb{g−1({y0k})} =: mk > 0, then the system consists of n diffusion
particles starting at points y0k with masses mk, k ∈ [n]. In that case, Y
can be represented by a continuous process y(t), t > 0, taking values in Rn.
This process will be precisely defined in Section 4.1 and we call it a MMAF
starting at y0 = (y0k)
n
k=1 with masses {mk, k ∈ [n]}.
Remark 3.3. It is known that a MMAF exists if g ∈ L↑2+, see [Kon17a,
Thmeorem 1.1]. However it is not known if properties (E1)− (E4) uniquely
determine the distribution, except the case where g is a step (piecewise con-
stant) function with a finite number of jumps. However, all results obtained
in the present paper deal just with some random element satisfying proper-
ties (E1) − (E4).
Let Lp denote the space of p-integrable functions from [0, 1] to R and
‖ · ‖Lp be the usual norm on Lp. We will consider the MMAF as a process
in time, namely, we set Yt = Y (·, t), t > 0.
Remark 3.4. The process Yt, t > 0, takes values in the subspace L
↑
2 of
L2[0, 1] consisting of functions which have non-decreasing versions. The fact
that E
[‖Yt‖2L2] < ∞ for every t > 0 follows from Lemma B.1 in appendix.
Computations similar to ones in the proof of [KvR19, Lemma 3.1] show that
the process Yt, t > 0, is a continuous L
↑
2-valued martingale with quadratic
variation
〈Y 〉t =
∫ t
0
prYs ds, t > 0, (9)
that is,
(M1) Yt, t > 0, is a continuous L
↑
2-valued process with E
[‖Yt‖2L2] < ∞,
t > 0;
(M2) for every h ∈ L2 the L2-inner product (Yt, h)L2 , t > 0, is a continuous
square integrable martingale with respect to the filtration generated
by Yt, t > 0, that trivially coincides with (FYt )t>0;
(M3) the joint quadratic variation of (Yt, h1)L2 , t > 0, and (Yt, h2)L2 , t > 0,
equals
〈(Y·, h1)L2 , (Y·, h2)L2〉t =
∫ t
0
(prYs h1, h2)L2ds, t > 0,
12
where prf is the orthogonal projection operator in L2 onto the subspace
of σ(f)-measurable functions. In particular,
〈(Y·, h)L2〉t =
∫ t
0
‖prYs h‖2L2ds, t > 0.
We also remark that the inverse statement is true. To formulate it, we
need the following definition.
Definition 3.5. Let St denote the set of non-decreasing step functions f :
[0, 1) → R of the form
f =
n∑
j=1
fj1pij ,
where n > 1, f1 < · · · < fn and {pi1, . . . pin} is an ordered partition of [0, 1)
in half-open intervals of the form pij = [aj , bj). The natural number n is
denoted by N(f) and is by definition finite for every f ∈ St.
Proposition 3.6. Let g ∈ L↑2+, and let Yt, t > 0, be a process starting at
g and satisfying (M1) − (M3). Then there exists a MMAF {Y (u, t), u ∈
(0, 1), t ∈ [0,∞)} such that Yt = Y (·, t) in L2 a.s. for all t > 0. Moreover,
1) trajectories of Y (u, ·), u ∈ (0, 1), coalesce, i.e.
P
[ ∀u, v ∈ (0, 1), ∀s > 0, Y (u, s) = Y (v, s)
implies Y (u, t) = Y (v, t), ∀t > s
]
= 1;
2) for every t > 0 the system of particles, described by Y , contains a finite
number of elements, that is,
P [∀t > 0, Yt ∈ St] = 1.
Proof. The statement directly follows from [Kon17a, Theorem 6.4] and propo-
sitions 2.3 and 6.2 ibid.
According to Remark 3.4 and Proposition 3.6, we may identify the mod-
ified massive Arratia flow {Y (u, t), u ∈ (0, 1), t ∈ [0,∞)} and the L↑2-valued
martingale Yt, t > 0, using both notations for the same object. We will also
always assume that {Y (u, t), u ∈ (0, 1), t ∈ [0,∞)} satisfies properties 1)
and 2) of Proposition 3.6.
Let us recall (see e.g. [GM11, Definition 2.5]) that Wt, t > 0, defined on
(Ω,F , (Ft)t>0,P) is an (Ft)-cylindrical Wiener process (or shortly, cylindrical
Wiener process) in a Hilbert space H if
i) for each t > 0, Wt : H → L2(Ω,F ,P) is a linear map;
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ii) for any h ∈ H, Wt(h), t > 0, is an (Ft)-Brownian motion starting at 0;
iii) for any h1, h2 ∈ H and t > 0, E [Wt(h1)Wt(h2)] = t(h1, h2)H .
We will also say that a cylindrical Wiener process W starts at g ∈ L2, if
W − g is a cylindrical Wiener process according to the definition above.
We finish this section by the following lemma which will play a key role in
the disintegration of the law of a family of Brownian motions. But before we
introduce the following notation. Let ht, t > 0, be a progressively measurable
process in L2 and B be a cylindrical Wiener process. We will denote∫ t
0
hs · dBs :=
∫ t
0
LsdBs.
for Lt = (ht, ·)L2 , t > 0. Let pr⊥f denote the orthogonal projection in L2 onto
the orthogonal complement to the subspace of σ(f)-measurable functions.
Lemma 3.7. Let Yt, t > 0, be a MMAF starting at g. Let Bt, t > 0, be a
cylindrical Wiener process in L2 defined on the same probability space and
independent of Y . Then the process Wt, t > 0, defined by
Wt := Yt +
∫ t
0
pr⊥Ys dBs, t > 0,
2 (10)
is a cylindrical Wiener process in L2 starting at g.
In particular, equality (10) can be rewritten as
Wt(h) := (Yt, h)L2 +
∫ t
0
pr⊥Ys h · dBs, t > 0, h ∈ L2.
Proof. Let (Ft)t>0 be a natural filtration generated by Y and B. It is trivial
that the map Wt : L2 → L2(Ω,F ,P) defined by (10) is linear. Let us check
that (Wt − g)(h), t > 0, is a Brownian motion with diffusion rate ‖h‖2L2 for
any h ∈ L2. Using (M2)− (M3) and the independence of Y and B, we have
that (Wt − g)(h), t > 0, is a continuous (Ft)-martingale with the quadratic
variation
〈(W· − g)(h)〉t =
∫ t
0
‖prYs h‖2L2ds+
∫ t
0
‖pr⊥Ys h‖2L2ds
=
∫ t
0
‖h‖2L2ds = t‖h‖2L2 .
2The process pr⊥Yt , t > 0, does not take values in the space of Hilbert-Schmidt operators
in L2. Therefore, the integral
∫ t
0
pr⊥Ys dBs is not well-defined. Thus, we will define it as a
map from L2 to L2(Ω) determined by h 7→
∫ t
0
pr⊥Ys h · dBs. Considering f ∈ L2 as a map
from L2 to L2(Ω), we always mean the map h 7→ (f, h)L2 .
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Lévy’s characterization of Brownian motion implies that (Wt− g)(h), t > 0,
is a Brownian motion with diffusion rate ‖h‖2L2 . Next, the linearity ofWt−g
and the polarization equality imply that the covariation between (Wt−g)(h1)
and (Wt − g)(h2) equals (h1, h2)L2t for every t > 0 and h1, h2 ∈ L2. It
achieves the proof of the lemma.
4 Conditional distribution for finite number of par-
ticles
In this section, we will consider a finite family of independent Brownian
motions Xk(t), t > 0, k ∈ [n] = {1, . . . , n}, with diffusion rates σ2k, k ∈
[n], respectively, where n > 2 is a fixed integer number. We set X(t) =
(Xk(t))
n
k=1, t > 0, andmk =
1
σ2
k
, k ∈ [n]. Later mk will play a role of particle
masses in the modified massive Arratia flow. Without loss of generality, we
may assume that m1 + · · · +mn = 1 and that the starting positions x0k of
Xk are ordered x
0
1 6 . . . 6 x
0
n. We will consider X = (Xk)
n
k=1 as a random
element of the Polish space
E = C↑[0,∞)n = {x = (xk)nk=1 ∈ C[0,∞) : x1(0) 6 . . . 6 xn(0)} .
Let us also define the set of coalescing functions from E as follows
Coal =
{
x = (xk)
n
k=1 ∈ E :
∀k, l ∈ [n], ∀s > 0, xk(s) = xl(s)
implies xk(t) = xl(t), ∀t > s
}
.
The goal of this section is the computation of the conditional distribution
P [X ∈ ·|X ∈ Coal]. For this purpose we will build a map T from E to a
functional Polish space F such that T−1({0}) = Coal, and find the con-
tinuous version of regular conditional probability of X given T(X). Then
we will show that its value at 0 gives the distribution of the MMAF y(t),
t > 0, starting at x0 = (x0k)
n
k=1 with masses {mk, k ∈ [n]}, which will be
constructed in the next section (see also Remark 3.2). The following theorem
is the main result of this section.
Theorem 4.1. Let y(t), t > 0, be the MMAF starting at x0 = (x0k)
n
k=1 with
masses {mk, k ∈ [n]}. Then for every A ∈ B(E)
P [X ∈ A|X ∈ Coal] = P [y ∈ A] .
4.1 MMAF as a finite particle system
Let x0 = (xk)
n
k=1 and {mk, k ∈ [n]} be as in the previous section. The space
Rn equipped with inner product (a, b)m =
∑n
k=1 akbkmk will be denoted by
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Rnm. We also define a map Ξm : R
n
m → L2 as follows
Ξm(a) =
n∑
k=1
ak1pi0
k
, a = (ak)
n
k=1 ∈ Rnm,
where pi0k =
[∑k−1
j=1 mj,
∑k
j=1mj
)
, k ∈ [n]. It is easy to see that Ξm is a
bijection between Rnm and Ξm(R
n
m) =
{∑n
k=1 ak1pi0k
, a ∈ Rnm
}
. Moreover,
(Ξm(a),Ξm(b))L2 = (a, b)m for all a, b ∈ Rnm.
Consider a MMAF {Y (u, t), u ∈ (0, 1), t ∈ [0,∞)} starting at g =
Ξm(x
0). By Proposition 3.6 and the definition of MMAF, there exists a
unique process y(t) =
(
yk(t)
)n
k=1
, t > 0, such that
Yt = Y (·, t) = Ξm(y(t)), t > 0. (11)
Moreover, it satisfies the following properties
(F1) for all k ∈ [n], the process yk(t), t > 0, is a continuous real-valued
square-integrable martingale with respect to the filtration
F yt = σ(yl(s), s 6 t, l ∈ [n]);
(F2) for all k ∈ [n], yk(0) = x0k;
(F3) for all k < l from [n], yk(t) 6 yl(t);
(F4) for all k, l ∈ [n], the joint quadratic variation of yk and yl is
〈
yk, yl
〉
t
=
∫ t
0
1{yk(s)=yl(s)}
mk(s)
ds, t > 0,
where mk(t) =
∑
l∈pik(t)
ml and pik(t) =
{
l ∈ [n] : yk(t) = yl(t)
}
;
(F5) the coordinate processes coalesce, i.e.
P
[ ∀k, l ∈ [n], ∀s > 0, yk(s) = yl(s)
implies yk(t) = yl(t), ∀t > s
]
= 1.
We also call the process y(t), t > 0, a modified massive Arratia flow. More-
over, this process satisfies the property that almost surely, there is a time
for which the n coordinate processes coalesce to form a single particle.
Lemma 4.2. The process y(t), t > 0, satisfies the following property:
(F6) the number of distinct particles tend to be equal to one, i.e.
P
[∃τ > 0, ∀t > τ, y1(t) = y2(t) = · · · = yn(t)] = 1.
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Remark 4.3. By properties (F3) and (F5), property (F6) is equivalent to
P
[∃τ > 0, y1(τ) = yn(τ)] = 1.
Proof. According to Remark 4.3, we have to prove that almost surely there
exists a time t > 0 such that y1(t) = yn(t). Let us denote η(t) := yn(t)−y1(t),
t > 0, and τ := inf{t > 0 : η(t) = 0}. By (F1) and (F2), η(t), t > 0,
is a continuous F yt -martingale starting at the non-negative point x0n − x01.
Moreover, by (F4), its quadratic variation is equal to
〈η〉t = 〈y1〉t + 〈yn〉t − 2〈y1, yn〉t
=
∫ t
0
1
m1(s)
ds+
∫ t
0
1
mn(s)
ds− 2
∫ t
0
1{τ6s}
m1(s)
ds
=
∫ t∧τ
0
(
1
m1(s)
+
1
mn(s)
)
ds, t > 0,
because m1(s) = mn(s) for each s > τ . Therefore,
d〈η〉t
dt =
1
m1(t)
+ 1
mn(t)
> 2
for all t < τ due to the boundedness of m1(t) and mn(t) from above by
1. Each continuous martingale whose quadratic variation has a derivative
bounded from below by a positive constant reaches zero almost surely, see e.g.
[IW89, Theorem 2.7.2]. Thus, P [τ <∞] = 1, that concludes the proof.
For each a = (ak)
n
k=1 ∈ Rnm, let prma denote the orthogonal projection
operator in Rnm onto the subspace
Rnm(a) := {b = (bk)nk=1 : bk = bl if ak = al, k, l ∈ [n]} .
Remark that dimRnm(a) ∈ [n] counts the number of distinct coordinates of
the vector a. The isometry between Ξm(R
n
m) and R
n
m, equality (11) and
properties (M2), (M3) imply that the process y(t), t > 0, is a continuous
martingale in Rnm with the quadratic variation〈
y
〉
t
=
∫ t
0
prmy(s) ds, t > 0,
that is, for any a ∈ Rnm the process (y(t), a)m, t > 0, is a continuous martin-
gale with quadratic variation
〈
(y , a)m
〉
t
=
∫ t
0
‖prmy(s) a‖2mds, t > 0,
where ‖ · ‖m denotes the norm in Rnm.
Let (prma )
⊥ be the orthogonal projection operator in Rnm onto the orthog-
onal complement Rnm(a)
⊥. The following lemma can be proved similarly as
Lemma 3.7.
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Lemma 4.4. Let B(t), t > 0, be a standard Wiener process in Rnm indepen-
dent of y, i.e. for every a ∈ Rnm the process (B(t), a)m, t > 0, is a Brownian
motion with diffusion rate ‖a‖2m.3 Then
W (t) = y(t) +
∫ t
0
(
prmy(s)
)⊥
dB(s), t > 0,
is a standard Wiener process in Rnm starting at x
0.
4.2 Construction of the map T
We next build a metric space F and a map T : E→ F such that T−1({0}) =
Coal. We fix y ∈ Coal and set τy0 = +∞,
τ
y
k := inf {t > 0 : dimRnm(y(t)) 6 k} , k ∈ [n].
Remark that we construct τyk , k ∈ {0, . . . , n} in nonstandard decreasing
order, i.e. 0 = τyn 6 τ
y
n−1 6 . . . 6 τ
y
1 6 τ
y
0 = +∞. We do this to be
consistent with the infinite-dimensional case studied later in Section 5. Note
that for each k ∈ [n], τyk represents the first time where the number of
particles is less than or equal to k.
There exists a unique permutation py = {py1, . . . , pyn−1} =: {p1, . . . , pn−1}
of [n− 1] such that
• for every k ∈ [n− 1] and small enough ε > 0, ypk(τyk ) = ypk+1(τyk ) and
ypk(τ
y
k − ε) < ypk+1(τyk − ε) if 0 < τyk < +∞;
• for every k ∈ [n− 1] and t > 0, ypk(t) < ypk+1(t) if τyk = +∞;
• for every k ∈ [n− 1], ypk(0) = ypk+1(0) if τyk = 0;
• for every k ∈ [n− 2] and l ∈ [n− 1− k], pk < · · · < pk+l if τyk = · · · =
τ
y
k+l.
We remark that the partition py describes the order of coalescing of paths in
y, namely pk shows that the coordinate functions ypk and ypk+1 coalesce at
time τyk . If a couple of coalescences appears at the same time then we choose
the corresponding pk in the increasing order.
Define the linear subspaces {0} = Hyn ⊆ Hyn−1 ⊆ · · · ⊆ Hy1 as the
following orthogonal complements
H
y
k = {a = (al)nl=1 ∈ Rnm : apl = apl+1, ∀l ∈ {k, . . . , n− 1}}⊥ , k ∈ [n−1].
3Equivalently, the coordinate processes Bk are independent Brownian motions with
diffusion rates σ2k =
1
mk
, respectively. If any assumption are not made on the starting
point of a standard Brownian motion in R or a standard Wiener process in Rnm, we will
assume the process starts at 0.
4.2 Construction of the map T 18
It is easy to see that dimHyk = n− k and
H
y
k = R
n
m
(
y
(
τ
y
k
))⊥
if τyk < τ
y
k−1. (12)
For every k ∈ [n− 1], we take the unique normalized vector eyk ∈ Hyk ⊖Hyk+1
whose first non-zero coordinate is positive, namely
e
y
k =
1√
mpk +mpk+1
(
mpk+1
mpk
εpk −
mpk
mpk+1
εpk+1
)
,
where ε1 = (1, 0, . . . , 0), . . . , εn = (0, . . . , 0, 1) is the canonical basis of R
n.
Then Hyk = span
{
e
y
l , l ∈ {k, . . . , n− 1}
}
for all k ∈ [n− 1].
Remark 4.5. It is not hard to see that such a choice of eyk is measurable,
namely y 7→ eyk is measurable as a map from Coal to Rnm.
Lemma 4.6. For every k ∈ [n − 1] and t > τyk one has (y(t), eyl )m = 0 for
all l ∈ {k, . . . , n− 1}.
Proof. There exists j ∈ [k] such that τyk = · · · = τyj < τyj−1. Then Hyj =
Rnm(y(τ
y
j ))
⊥. Moreover, by the coalescence property, y(t) ∈ Rnm(y(τyj )) for
all t > τyj = τ
y
k . Consequently, for every l ∈ {k, . . . , n − 1} ⊆ {j, . . . , n − 1}
we have (y(t), eyl )m = 0.
Lemma 4.7. For every t > 0 and a ∈ Rnm,(
prmy(t)
)⊥
a =
n−1∑
l=1
1{t>τyl }(a, e
y
l )me
y
l .
Proof. Take k ∈ [n] such that τyk < τyk−1. By equality (12) and the fact that
Rnm(y(τ
y
k )) = R
n
m(y(t)) for τ
y
k 6 t < τ
y
k−1, we deduce that
(
prm
y(t)
)⊥
is the
orthogonal projection operator in Rnm onto H
y
k . Thus for each t ∈ [τyk , τyk−1),(
prmy(t)
)⊥
a =
n−1∑
l=k
(a, eyl )me
y
l .
This implies the statement of the lemma.
For a function x ∈ E = C↑[0,∞)n and y ∈ Coal we introduce the integral∫ t
0
prmy(s) dx(s) =
n∑
k=1
(
prm
y(τy
k
∧t) x(τ
y
k−1 ∧ t)− prmy(τy
k
∧t) x(τ
y
k ∧ t)
)
. (13)
Lemma 4.8. For every x ∈ C↑[0,∞)n, there exists a unique y ∈ Coal such
that
y(t) = x(0) +
∫ t
0
prmy(s) dx(s), t > 0. (14)
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Proof. The function y ∈ Coal can be constructed step by step. First take
σ0 = 0 and y˜
0(t) = x(0), t > 0. Then set
y˜k(t) := y˜k−1(σk−1) + pr
m
y˜k−1(σk−1)
x(t)− prm
y˜k−1(σk−1)
x(σk−1), t > σk−1,
and
σk := inf
{
t > σk−1 : dimR
n
m(y˜
k(t)) < dimRnm(y˜
k−1(σk−1))
}
for all k ∈ [n − 1]. Remark that dimRnm(y˜k(σk)) ∈ [n− k] for each 0 6 k 6
n− 1. We set σn = +∞. The function y can be defined as
y(t) = y˜k(t) for t ∈ [σk−1, σk), k ∈ [n].
By construction, y belongs toCoal, satisfies (14) and is uniquely determined.
Remark 4.9. If x belongs to Coal, then y = x is the unique element of Coal
satisfying equation (14).
Now, we take F := C0[0,∞)n−1 = {h ∈ C[0,∞) : h(0) = 0}n−1 and de-
fine the map T : E → F as follows. For a given x ∈ E = C↑[0,∞)n, let
y ∈ Coal be the unique solution to equation (14) associated with x. Let also
e
y
k, τ
y
k , k ∈ [n−1], be constructed as above. Then define T(x) := (Tk(x))n−1k=1 ,
Tk(x)(t) =
{
(x(t+ τyk ), e
y
k)m, if τ
y
k <∞,
0, if τyk =∞,
t > 0. (15)
Lemma 4.10. The map T : E→ F is well-defined.
Proof. We only need to show that T(x)(0) = 0, i.e. that for each k ∈
[n−1], (x(τyk ), eyk)m = 0. Let us define
∫ t
0
(
prm
y(s)
)⊥
dx(s) similarly as in (13)
replacing prm
y(s) with
(
prm
y(s)
)⊥
. Since for every a, b ∈ Rnm, a = prmb a +
(prmb )
⊥ a, we have for each k ∈ [n]
x(τyk ) = x(0) +
∫ τy
k
0
prmy(s) dx(s) +
∫ τy
k
0
(
prmy(s)
)⊥
dx(s)
= y(τyk ) +
∫ τy
k
0
(
prmy(s)
)⊥
dx(s).
We note that the integral of the right hand side of the latter equality consists
of
(
prm
y(τy
l
)
)⊥
, l ∈ {k + 1, . . . , n − 1}, hence this integral is orthogonal to
e
y
k by Lemma 4.7. By Lemma 4.6, y(τ
y
k ) is also orthogonal to e
y
k. Hence
(x(τyk ), e
y
k)m = 0.
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Lemma 4.11. The pre-image of zero function from F under the map T
coincides with Coal, that is,
T−1({0}) = {x ∈ E : T(x) = 0} = Coal.
Proof. Let x ∈ Coal. Then y(t) = x(t), t > 0, by Remark 4.9. By
Lemma 4.6, if τyk < ∞, (x(t + τyk ), eyk)m = (y(t + τyk ), eyk)m = 0 for all
k ∈ [n− 1]. Hence, T(x) = 0.
We next assume that T(x) = 0. Let y ∈ Coal be the unique solution
to equation (14) associated with x. We take τyk 6 t < τ
y
k−1 for k ∈ [n − 1]
and note that (x(t), eyl )m = 0 for all l ∈ {k, . . . , n − 1}. Consequently, x(t)
is orthogonal to Hyk . Thus, x(t) ∈ Rnm(y(τyk )), by (12). The continuity of x
also implies that x(τyk−1) ∈ Rnm(y(τyk )), k ∈ [n − 1]. So, for t ∈
[
τ
y
k , τ
y
k−1
)
and k ∈ [n− 1]
y(t) = x(0) +
∫ t
0
prmy(s) dx(s)
= x(0) +
n∑
l=k+1
(
prm
y(τy
l
) x(τ
y
l−1)− prmy(τy
l
) x(τ
y
l )
)
+ prm
y(τy
k
) x(t)− prmy(τy
k
) x(τ
y
k ) =
= x(0) +
n∑
l=k+1
(
x(τyl−1)− x(τyl )
)
+ x(t)− x(τyk ) = x(t).
The equality x(t) = y(t) for t ∈ [0, τyn−1) is trivial. This implies that x ∈
Coal.
4.3 Proof of Theorem 4.1
In order to prove Theorem 4.1, we are going to use Proposition 2.3, namely
we will construct a quadruple (G,Ψ, Y, Z) satisfying (P1)-(P4). We take
G = Coal equipped with the induced topology of E. Define Ψ : G×F → E
by
Ψ(y, z)(t) = y(t) +
n−1∑
k=1
1{t>τyk}e
y
k zk(t− τyk ), t > 0, y ∈G, z ∈ F.
Remark 4.12. Obviously, for each fixed y ∈ G, the map z 7→ Ψ(y, z) is
continuous.
Lemma 4.13. For any z ∈ F and y ∈ G with τy1 <∞ one has T(Ψ(y, z)) = z.
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Proof. We take x = Ψ(y, z) and first show that y is the unique solution in
Coal to equation (14) associated with x. Note that x(0) = Ψ(y, z)(0) = y(0).
Then, for t ∈ [τyk , τyk−1),
x(0) +
∫ t
0
prmy(s) dx(s) = y(0) +
n∑
l=k+1
(
prm
y(τy
l
) x(τ
y
l−1)− prmy(τy
l
) x(τ
y
l )
)
+ prm
y(τy
k
) x(t)− prmy(τy
k
) x(τ
y
k ).
Remark that for every s ∈ [τyl , τyl−1)
prm
y(τy
l
) x(s) = pr
m
y(τy
l
)
(
y(s) +
n−1∑
i=1
1{s>τyi }e
y
i zi(s− τyi )
)
= y(s) +
n−1∑
i=l
prm
y(τy
l
) e
y
i zi(s − τyi ).
By Lemma 4.6, prm
y(τy
l
)
e
y
i = 0 for each i ∈ {l, . . . , n−1}. Thus, prmy(τy
l
)
x(s) =
y(s) for every s ∈ [τyl , τyl−1) and due to the continuity of prmy(τy
l
)
, the latter
equality remains true for s = τyl−1. This implies that
x(0) +
∫ t
0
prmy(s) dx(s) = y(0) +
n∑
l=k+1
(
y(τyl−1)− y(τyl )
)
+ y(t)− y(τyk )
= y(t).
Next, since τyk <∞ for all k ∈ [n− 1], we have for t > 0, k ∈ [n− 1](
Ψ(y, z)(t+ τyk ), e
y
k
)
m
=
(
y(t+ τyk ) +
n−1∑
l=1
1{t+τyk>τyl }e
y
l zl(t+ τ
y
k − τyl ), eyk
)
m
=
(
y(t+ τyk ), e
y
k
)
m
+ zk(t) = zk(t),
by Lemma 4.6 and by the orthogonality of (eyl )
n−1
l=1 . Thus, T(Ψ(y, z)) =
z.
Lemma 4.14. Let θ(t), t > 0, be a standard Wiener process in Rnm, and
y(t), t > 0, be a modified massive Arratia flow that satisfies (F1) − (F6)
and is independent of θ. Let also ηk(t), k ∈ [n− 1], be independent standard
Brownian motions in R independent of y. Then
Law
{(
y(t),
∫ t
0
(
prmy(s)
)⊥
dθ(s)
)
, t > 0
}
= Law
{(
y(t),
n−1∑
k=1
1{t>τ yk}e
y
k ηk(t− τ
y
k)
)
, t > 0
}
. (16)
In particular, Ψ(y , η) is a standard Wiener process in Rnm starting at x
0.
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Proof. We first note that the last statement of Lemma 4.14 follows from (16)
and Lemma 4.4. So, we need only to prove equality (16).
We denote θyk(t) = (θ(t), e
y
k)m, t > 0, k ∈ [n − 1], y ∈ Coal. Then using
Lemma 4.7, we have
ξy(t) : =
∫ t
0
(
prmy(s)
)⊥
dθ(s) =
∫ t
0
n−1∑
k=1
1{s>τ yk}e
y
k dθ
y
k(s)
=
n−1∑
k=1
e
y
k
(
θ
y
k(t ∧ τ
y
k)− θ
y
k(τ
y
k)
)
=
n−1∑
k=1
1{t>τ yk}e
y
k
(
θ
y
k(t)− θ
y
k(τ
y
k)
)
for all t > 0.
Take a continuous bounded function G : (C[0,∞)n)2 → R and compute
E
[
G(y , ξy )
]
= E
[
E
[
G(y , ξy )|y]] = E [F (y)] ,
where F (y) = E
[
G(y , ξy)|y = y] = E [G(y, ξy)] and
ξy(t) =
n−1∑
k=1
1{t>τyk}e
y
k(θ
y
k(t)− θyk(τyk )), t > 0,
for y ∈ Coal. This follows from the independence of y and θ. Let us remark
that eyk and τ
y
k , k ∈ [n− 1], are deterministic. So, the family{
1{t>τyk}(θ
y
k(t)− θyk(τyk )), t > 0, k ∈ [n− 1]
}
,
has the same distribution as{
1{t>τyk}ηk(t− τ
y
k ), t > 0, k ∈ [n− 1]
}
.
Hence,
F (y) = E [G (y, ζy)] ,
where
ζy(t) =
n−1∑
k=1
1{t>τyk}e
y
kηk(t− τyk ), t > 0.
By independence of y and ηk, k ∈ [n−1], we deduce as above that E
[
F (y)
]
=
E
[
G(y , ζy)
]
. This implies E
[
G(y , ξy)
]
= E
[
G(y , ζy)
]
.
Proof of Theorem 4.1. By lemmas 4.2 and 4.13, Ψ satisfies (P3). Let Y :
Ω → G, Z : Ω → F independent random elements such that Y = y is a
MMAF satisfying (F1) − (F6) and Z = (ηk)n−1k=1 is a standard Brownian
motion in Rn−1. By Lemma 4.14, Ψ(Y,Z) is a standard Wiener process
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starting at x0, i.e. has the same law as X. Thus the quadruple (G,Ψ, Y, Z)
satisfies (P1)-(P4). Therefore, by Proposition 2.3,
p(A, z) = P [Ψ(Y, z) ∈ A] , A ∈ B(E), z ∈ F,
is a regular conditional probability of X given ξ, with ξ = T(X). Further-
more, T−1({0}) = Coal and the law of ξ is equal to the law of Z, thus
the element z0 = 0 of F belongs to the support of P
ξ, which is the stan-
dard Wiener measure. By Remark 4.12, Ψ is also continuous with respect to
z. Hence, z 7→ p(·, z) is continuous and, according to Lemma 2.9, p(·, 0) is
the value of the regular conditional probability along any direction {ξn}n>1
satisfying (B1), (B2). Therefore, for every A ∈ B(E)
P [X ∈ A|X ∈ Coal] = p(A, 0) = P [Ψ(y , 0) ∈ A] = P [y ∈ A] ,
which concludes the proof of the theorem.
5 Conditional distribution for infinite number of
particles
The aim of the present section is the extension of the result of Theorem 4.1
to the infinite dimensional case. We are going to work with independent
Brownian particles Xt(u), t > 0, labeled by u ∈ [0, 1], and starting at g(u),
where g ∈ L↑2+ is a strictly increasing function. As before, we want to show
that the conditional distribution of X to the event that paths of X coalesce
after meeting coincides with the distribution of the MMAF starting at g.
Since the coalescing of particles leads to the summation of their masses and
slowing their diffusion rates, we must assume that all Brownian particles have
zero masses and hence infinite diffusion rates. Therefore, a good candidate
for such an “infinite family of independent Brownian particles X with infinite
diffusion rates” would be a cylindrical Wiener process in L2. Consequently,
the main goal of this section is to find the conditional distribution of a
cylindrical Wiener process in L2 starting at g to the event that “its paths
coalesce”.
Studying the conditional distribution of a cylindrical Wiener process, one
must deal with three additional difficulties which did not appear in the case
of a finite number of particles. First of all, the cylindrical Wiener process
does not take values in the space L2. Secondly, the analog to equation (14),
which was needed to the construction of the map T, cannot be solved for
infinite dimensional case. And finally, we do not know if the regular condi-
tional probability which we will obtain has a continuous version. The first
and the third difficulties will be overcome by extending the state space and
choosing the value of the regular conditional probability along some direc-
tion, respectively. However, the problem related with the solvability of an
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analog to equation (14) cannot be overcome directly. We even do not know
whether the equation
Yt = g +
∫ t
0
prYs dWs, t > 0, (17)
where W is a cylindrical Wiener process in L2, admits a unique weak solution
that takes values in L↑2. Note that (17) is a stochastic infinite-dimensional
analog of (14).
To be able to find a conditional distribution of a cylindrical Wiener pro-
cess to the set of “coalescing paths”, we will consider X as a pair X = (Y ,W )
of a cylindrical Wiener process W starting at g and a MMAF Y coupled4
by equality (17), and ask about the conditional distribution for the second
component of X . Let the pair X = (Y ,W ) be fixed during the whole section.
The following statement claims that the distribution of X is independent of
the choice of its second component.
Proposition 5.1. Let Wt, t > 0, be an another cylindrical Wiener process
in L2 starting at g such that the pair (Y ,W ) satisfies equation (17). Then
Law(Y ,W ) = Law(Y ,W ). Moreover, there exists a cylindrical Wiener pro-
cess Bt, t > 0, in L2 independent of (Y ,W ) such that for every h ∈ L2
almost surely
Wt(h) = (Yt, h)L2 +
∫ t
0
pr⊥Ys h · dBs, t > 0. (18)
Since the proof of the proposition is technical, we will postpone it to the
end of this section (see Section 5.4).
Remark 5.2. For the definition of the map T in the finite dimensional case
we also worked with a pair (y ,W ) coupled by equation (14). However in that
case, the modified massive Arratia flow y was uniquely determined by the
standard Wiener processW in Rnm, by Lemma 4.8. As we already noted, the
uniqueness of MMAF remains an open problem for general initial condition
g. Therefore, the MMAF Y must be fixed and the distribution of X can only
depend on Y .
5.1 Set of coalescing trajectories
In this section, we will define a set of coalescing paths in the space C([0,∞), L↑2),
denoted by Coal, and build a basis {eYk , k > 0} in L2 generated by the
4For every MMAF Y there exists (probably on an extended probability space) a cylin-
drical Wiener process W such that (17) holds, according to properties (M1)-(M3) from
Remark 3.4 and [GM11, Corollary 2.2]. However, it remains an open problem whether
equation (17) has a strong solution.
5.1 Set of coalescing trajectories 25
MMAF Y similarly as it was done in Section 4. The basis will be needed for
the definition of the random element ξ = T(X) in Section 5.2.
We will define Coal as a set of functions y from C([0,∞), L↑2) which have
a version from D((0, 1), C[0,∞)), denoted also by y, such that
(G1) y0 = g;
(G2) for each t > 0, yt ∈ St;
(G3) for each u, v ∈ (0, 1) and s > 0, ys(u) = ys(v) implies yt(u) = yt(v) for
every t > s;
(G4) the number of steps of the function t 7→ N(yt), t > 0, is a càdlàg non-
increasing integer-valued function with jumps of height one and which
is constant equal to 1 for sufficiently large time.
The function N(yt) denotes a number of distinct values of yt for every t.
Informally speaking, Condition (G4) requires that at every time t at most
one coalescing of two particles can occur, and after some time only one
particle remains. This condition is not necessary but it will simplify our
computations.
We note that, according to Lemma C.2, the set Coal is measurable in
C([0,∞), L↑2). We will also considerCoal as a metric subspace of C([0,∞), L↑2).
Moreover, at the end of this section we will prove that the MMAF belongs
to Coal almost surely.
Let us introduce for every y ∈ Coal the corresponding coalescence times:
τ
y
k := inf{t > 0 : N(yt) 6 k}, k > 0. (19)
Since g is a strictly increasing function, one has that N(g) = +∞, and
therefore, the family {τyk , k > 0} is strictly decreasing for all y ∈ Coal, i.e.
+∞ = τy0 > τy1 > τy2 > · · · > 0,
by Condition (G4).
Now we are going to define the basis {eyk, k > 0}. For each h ∈ L↑2 denote
by L2(h) the subspace of L2 consisting of all σ(h)-measurable functions.
Since yt, t > 0, is an L2-valued continuous function and L2(g) = L2 due to
the strong increase of g, it is easily seen that the closure of
⋃∞
k=1L2(yτyk
)
coincides with L2. Let H
y
k be the orthogonal complement of L2(yτyk
) in L2,
k > 1.
Lemma 5.3. For every y ∈ Coal there exists a unique basis {eyk, k > 1} in
L2 which satisfies the following properties
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1) the family {eyk, k < n} is a basis of L2(yτyn ) for each n > 1;
2) (eyk,1[0,u])L2 > 0 for every u ∈ (0, 1).
Moreover, the family
{
e
y
k, k > n
}
is a basis of Hyn for each n > 1.
Proof. Let us construct the family {eyk, k > 0} explicitly by induction. The
function yτy
1
is constant on [0, 1], thus L2(yτy
1
) = span{1[0,1]}. The only
possible choice for a vector of norm 1 satisfying Condition 1) is ey0 = 1[0,1].
Note that ey0 is a basis of L2(yt) for each t > τ
y
1 , since L2(yt) = L2(yτy1 ) by
the coalescence Property (G3).
Then fix k > 1 and assume that {ey0, . . . , eyk−1} is already constructed
basis of L2(yτy
k
). Since yτy
k+1
is a non-decreasing step function with k + 1
steps, there exists a partition of [0, 1) in ordered intervals I1, . . . , Ik+1 such
that
L2(yt) =
{
k+1∑
l=1
xl1Il , (x1, . . . , xk+1) ∈ Rk+1
}
, t ∈ [τyk+1, τyk ).
At time τyk a coalescence occurs. So, there is i ∈ [k + 1] such that Ii = [a, b)
and Ii+1 = [b, c), with a < b < c, merge to form Ji = Ii∪Ii+1 = [a, c). Thus,
L2(Yτy
k
) =

∑
l∈[k+1]
l 6=i,i+1
xl1Il + xi1Ji, (x1, . . . , xi, xi+2, . . . , xk+1) ∈ Rk
 .
The vector eyk has to be normalized, to belong to L2(yτyk+1
) and to be orthog-
onal to every element of L2(yτy
k
). There are exactly two possibilities:
f =
1√
c− a
(√
c− b
b− a1[a,b) −
√
b− a
c− b1[b,c)
)
(20)
and −f . Only f satisfies Condition 1). So the only possible choice for eyk is
f . Hence the family {ey0 , . . . , eyk} is an orthonormal basis of L2(yτyk+1) and is
unique. Since
⋃∞
k=1 L2(yτyk
) = L2, we get that {eyk, k > 0} form a basis in
L2.
Since for each n > 1, Hyn = L2(yτyn )
⊥, it follows from Property 1) that
{eyl , k > n} is an orthonormal basis of Hyn.
Remark 5.4. The construction of the basis
{
e
y
k, k > 0
}
in the proof of
Lemma 5.3 easily implies that the map Coal ∋ y 7→ eyk ∈ L2 is measur-
able for any k > 0, where Coal is endowed with the induced topology of
C([0,∞), L↑2). Moreover, for every k > 1, eyk can be constructed using only
yt, t 6 τ
y
k .
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Remark 5.5. All results of this section will remain true if g is a general (not
necessarily strictly) increasing function with N(g) = +∞. Then one needs
to work with L2(g) instead of L2 as the state space. The case N(g) < ∞
corresponds to a finite number of particles, which was studied in Section 4.
Lemma 5.6. The process Yt, t > 0, belongs almost surely to Coal.
Proof of Lemma 5.6. According to Proposition 3.6, properties (G1)-(G3) are
satisfied. It remains to check that Y satisfies (G4) almost surely. The mono-
tonicity of N(Yt), t > 0, is a consequence of the coalescence property 1)
in Proposition 3.6. Moreover, the fact that N(Yt) = 1 for t large enough
is equivalent to τY1 < +∞ and the fact that every jump of t 7→ N(Yt) is of
height 1 is equivalent to say that the sequence {τYk }k>1 is strictly decreasing.
Those two facts are proved in Lemma B.2.
5.2 Statement of the main result
The aim of this section is the construction of a random element ξ = T(Y ,W )
and to state that the regular conditional probability of X given ξ leads to the
MMAF. The random element ξ will be constructed similarly as in Section 4,
using the basis eYk and times τ
Y
k , k > 1. According to the definition of τ
y
k , τ
Y
k
are (FYt )-stopping times for all k > 0, where (FYt )t>0 is the complete right-
continuous filtration generated by the MMAF Y . Furthermore, Remark 5.4
yields that eYk is an FYτY
k
-measurable random element in L2. To simplify the
notation, we will write ek and τk instead of e
Y
k and τ
Y
k , respectively.
Formally, ξt, t > 0, will be defined as follows
ξt = Tt(Y ,W ) =
∞∑
k=1
ekWt+τk(ek), t > 0.
Similarly as the cylindrical Wiener proces W , ξ can not be defined as a
random process taking values in L2. Thus, we define ξt as a map from an
Hilbert space L02 := L2 ⊖ span{1[0,1]} to L2(Ω). We set
ξt(h) = Tt(Y ,W )(h) :=
∞∑
k=1
(h, ek)L2Wt+τk(ek), t > 0, h ∈ L02. (21)
Let us first explain why Wt+τk(ek), k > 1, t > 0 is well-defined. It is not
clear at first glance because Wt is a map from L2 into L2(Ω) for each t > 0.
But recall that, by Proposition 5.1, there exists a cylindrical Wiener process
Bt, t > 0, in L2 independent of Y such that
Wt = Yt +
∫ t
0
pr⊥Ys dBs, t > 0.
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Since the process prYt ek, t > 0, is independent of B, we can define for every
k > 1
Wt+τk(ek) = (Yt+τk , ek)L2 +
∫ t+τk
0
1{s>τk}ek · dBs
=
∫ t
0
ek · d(Bs+τk −Bτk), t > 0.
(22)
Here we have used Lemma 5.3 to conclude that pr⊥Ys ek = 1{s>τk}ek and
(Yt+τk , ek) = 0.
Proposition 5.7. For every h ∈ L02 the sum (21) converges almost surely
in C[0,∞). Moreover, ξ is a cylindrical Wiener process in L02 that is inde-
pendent of the MMAF Y .
The proposition will be proved in the Section 5.3.1. Now, we formulate
the main result about the conditional distribution of X = (Y ,W ). As we
already noted, the cylindrical Wiener process W is not a random element in
C([0,∞), L2). Therefore, we need to define an appropriate space E for X .
Let {hj , j > 0} be a fixed orthonormal basis of L2 such that h0 = 1[0,1]. In
particular, {hj , j > 1} is an orthonormal basis of L02. Then we can identify
the cylindrical Wiener process W with the following sequence of independent
Brownian motions
Ŵt =
(
Ŵj(t)
)
j>0
:= (Wt(hj))j>0 , t > 0,
by the relation
Wt(h) =
∞∑
j=0
Ŵj(t)(h, hj)L2 , t > 0, h ∈ L2,
where the series converges in C[0,∞) almost surely for every h ∈ L2. Simi-
larly, we identify ξ with
ξ̂t =
(
ξ̂j(t)
)
j>1
:= (ξt(hj))j>1 , t > 0,
by the relation
ξt(h) =
∞∑
j=1
ξ̂j(t)(h, hj)L2 , t > 0, h ∈ L02.
Note that ξ̂ and Ŵ are related by
ξ̂j(t) =
∞∑
k=1
∞∑
i=1
(ek, hj)L2(ek, hi)L2Ŵi(t+ τk), t > 0, j > 1. (23)
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Trivially, Ŵ and ξ̂ are random elements in C[0,∞)N0 and C[0,∞)N, re-
spectively, where C[0,∞)N0 and C[0,∞)N are Polish spaces (with the metric
generated by the product topology) and N0 = {0, 1, 2, . . . }. Equality (23)
implies that there exists a measurable map
T̂ : C([0,∞), L↑2)× C[0,∞)N0 → C[0,∞)N
such that ξ̂ = T̂(Y , Ŵ ) almost surely.
Remark 5.8. A simple computation shows that almost surely
T̂(Y , Ŵ ) = T(Y ,W )̂.
Let also
Ŷt :=
(
Ŷj(t)
)
j>0
:= ((Yt, hj)L2)j>0 , t > 0.
It is easily seen that
Yt :=
∞∑
j=0
Ŷj(t)hj , t > 0,
where the series converges almost surely in C([0,∞), L2).
We set X̂ =
(
Y , Ŵ
)
, E := C([0,∞), L↑2)×C[0,∞)N0 and F := C[0,∞)N.
Let for each n > 1, ξn := (ξnj )j>1 be a sequence of the Ornstein-Uhlenbeck
processes that are strong solutions to the equations5{
dξnj (t) = −αnj 1{t6n}ξnj (t)dt+ dξ̂j(t),
ξnj (0) = 0,
(24)
where {αnj , n, j > 1} is a family of non-negative real numbers such that
(O1) for every n > 1 the series
∑∞
j=1(α
n
j )
2 < +∞;
(O2) for every j > 1, αnj → +∞ as n→∞.
Remark 5.9. (i) Using Kakutani’s theorem [Kak48, p. 218] and Jensen
inequality, it is easily seen that Condition (O1) guaranties the absolute
continuity of Pξ
n
with respect to Pξ̂ on C[0,∞)N. Hence, Assumption
(B1) of Definition 2.7 is satisfied by the sequence {ξn}n>1.
(ii) Condition (O2) yields the convergence in distribution of {ξn}n>1 to 0
in C[0,∞)N (see Lemma 5.17). Thus Assumption (B2) is also satisfied.
The following theorem is the main result of the present section.
Theorem 5.10. The law of (Y , Ŷ ) is the value at 0 of the regular conditional
probability of X̂ given ξ̂ along the sequence {ξn}n>1.
5We must write the indicator function in the drift of equation (24) to ensure the
absolute continuity of the law of ξnj with respect to the law of the Brownian motion ξ̂j
on C[0,∞). Otherwise, the laws are singular. For instance, without 1{t6n} the process ξ
n
j
would not satisfy the laws of iterated logarithms which is satisfied by ξ̂j .
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5.3 Proof of the main result
The main goal of this section is the proof of Theorem 5.10. We start from
the proof of the fact that ξ is a cylindrical Wiener process in L02 stated in
Proposition 5.7.
5.3.1 Proof of Proposition 5.7
Let us denote
ηk(t) = ηt(ek) := Wt+τk(ek) =
∫ t
0
ek · d(Bs+τk −Bτk), t > 0, k > 1.
Lemma 5.11. The processes ηk, k > 1, are independent standard Brownian
motions that do not depend on the MMAF Y .
Proof. We fix n > 1 and show that the processes Y , ηk, k ∈ [n], are inde-
pendent. Let
F0 : C([0,∞), L↑2)→ R, Fk : C[0,∞) → R, k ∈ [n],
be bounded measurable functions. Using the strong Markov property of
B and the independence of B and Y , we have that B·+τk − Bτk is also
independent of Y . Hence for every y ∈ Coal,
ηt(e
y
k) :=
∫ t
0
e
y
k · d(Bs+τyk −Bτyk ), t > 0, k ∈ [n],
are independent standard Brownian motions which do not depend on Y .
Therefore, we can compute
E
[
F0 (Y )
n∏
k=1
Fk (η(ek))
]
= E
[
E
[
F0 (Y )
n∏
k=1
Fk (η(ek))
∣∣∣∣Y
]]
= E
[
E
[
F0 (y)
n∏
k=1
Fk
(
η(eyk)
)] ∣∣∣∣
y=Y
]
= E
[
E
[
F0 (y)
n∏
k=1
Fk (wk)
] ∣∣∣∣
y=Y
]
= E [F0 (Y )]
n∏
k=1
E [Fk(wk)] = E [F0 (Y )]
n∏
k=1
E [Fk(η(ek))] ,
where wk, k ∈ [n], are independent standard Brownian motions that do not
depend on Y . This completes the proof of the lemma.
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Let h ∈ L02 be fixed. For every y ∈ Coal and n ∈ N we define
M
y,n
t (h) :=
n∑
k=1
(eyk, h)L2ηk(t), t > 0.
By Lemma 5.11, ηk, k > 1, are independent standard Brownian motions,
hence My,nt (h) , t > 0, is a continuous square-integrable martingale with
respect to the filtration (Fηt )t>0 generated by ηk, k > 1, with quadratic
variation
〈My,n(h)〉t =
n∑
k=1
(eyk, h)
2
L2
t, t > 0.
Moreover, for each T > 0 the sequence of processes {My,n(h)}n>1 restricted
to the interval [0, T ] converges in L2(Ω, C[0, T ]). Indeed, for each m < n, by
Doob’s inequality
E
[
max
t∈[0,T ]
|My,nt (h) −My,mt (h)|2
]
= E
 max
t∈[0,T ]
∣∣∣∣∣
n∑
k=m+1
(eyk, h)L2ηk
∣∣∣∣∣
2

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n∑
k=m+1
(eyk, h)
2
L2
T,
The sum
∑n
k=1(e
y
k, h)
2
L2
converges to ‖h‖2L2 because {e
y
k, k > 1} is an
orthonormal basis of L02. Thus, {My,n(h)}n>1 is a Cauchy sequence in
L2(Ω, C[0, T ]), and hence, it converges to a limit denoted by My(h) =∑∞
k=1(e
y
k, h)L2ηk. Trivially, M
y
t (h) can be well-defined for all t > 0, and,
by [CE05, Lemma B.11], Myt (h), t > 0, is a continuous square-integrable
(Fηt )-martingale with quadratic variation 〈My(h)〉t = limn→∞〈My,n(h)〉t =
‖h‖2L2t, t > 0.
Remark that
∑∞
k=1(e
y
k, h)L2ηk is a sum of independent random elements
in C[0, T ]. Hence, by Itô-Nisio’s Theorem 3.1 [IN68], the sequence {My,n(h)}n>1
converges almost surely to My(h) in C[0, T ], and therefore, in C[0,∞). Re-
call that by Lemma 5.11, the sequence {ηk}k>1 is independent of Y , and
by Lemma 5.6, Y belongs to Coal almost surely. Then
∑∞
k=1(ek, h)L2ηk
also converges almost surely in C[0,∞) to a limit that we have called ξ(h).
Indeed,
P
[
∞∑
k=1
(ek, h)L2ηk converges in C[0,∞)
]
= E
[
P
[
∞∑
k=1
(ek, h)L2ηk converges in C[0,∞)
∣∣∣∣Y
]]
= E
[
P
[
∞∑
k=1
(eyk, h)L2ηk converges in C[0,∞)
] ∣∣∣∣
y=Y
]
= 1.
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We next are going to show that ξ is independent of Y . It is enough to
check the independence of the processes Y and {ξ(hi), i ∈ [n]} for every
hi ∈ L02, i ∈ [n], n > 1. But this can be proved similarly as Lemma 5.11.
Let us show that ξ is a cylindrical Wiener process. Obviously, h 7→ ξ(h)
is a linear map. We denote F˜η,Yt = Fηt ∨σ(Y ), t > 0. We need to check that
for every h ∈ L02, ξ(h) is an (F˜η,Yt )-Brownian motion. According to Lévy’s
characterization of Brownian motion [IW89, Theorem II.6.1], it is enough
to show that ξ(h) is a continuous square-integrable (F˜η,Yt )-martingale with
quadratic variation ‖h‖2L2t. So, we take n > 1 and a boundend measurable
function
F : C[0,∞)n × C([0,∞), L2)→ R.
Then using Lemma 5.11 and the fact that My(h) is an (Fηt )-martingale, we
have for every s < t
E[ξt(h)F ((ηk(· ∧ s))nk=1 ,Y )] = E
[
E
[
ξt(h)F ((ηk(· ∧ s))nk=1 ,Y )
∣∣Y ]]
= E
[
E
[
M
y
t (h)F ((ηk(· ∧ s))nk=1 , y)
∣∣∣
y=Y
]]
= E
[
E
[
Mys (h)F ((ηk(· ∧ s))nk=1 , y)
∣∣∣
y=Y
]]
= E [ξs(h)F ((ηk(· ∧ s))nk=1 ,Y )] .
Hence, ξ(h) is an (F˜η,Yt )-martingale. Similarly, one can prove that ξt(h)2 −
‖h‖2L2t, t > 0, is also (F˜
η,Y
t )-martingale. This proves that ξ(h) is a continuous
square-integrable (F˜η,Yt )-martingale with quadratic variation ‖h‖2L2t, t > 0.
The equality E [ξt(h1)ξt(h2)] = t(h1, h2)L2 , t > 0, trivially follows from the
polarization equality and the fact that ξ(h1) and ξ(h2) are martingales with
respect to the same filtration (F˜η,Yt )t>0. Thus, ξ is an (F˜η,Yt )-cylindrical
Wiener process in L02. This finishes the proof of the proposition.
5.3.2 Construction of the regular conditional probability
We will now apply the general method described in Section 2 in order to
construct the conditional probability of X̂ given ξ̂. For this we need to
construct a quadruple (G,Ψ, Y, Z) satisfying (P1)-(P4).
Let Z be a cylindrical Wiener process in L02 that is independent of Y .
We first define
ψ(Y ,Z) := (Y , ϕ(Y ,Z)) ,
where
ϕt(Y ,Z) := Yt +
∞∑
k=1
ek 1{t>τk} Zt−τk(ek), t > 0. (25)
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As for ξ, the series in the right hand side of (25) do not converges in L2.
Consequently, we define ϕt(Y ,Z) as a map from L2 to L2(Ω) determined by
ϕt(Y ,Z)(h) = (Yt, h)L2 +
∞∑
k=1
(ek, h)L21{t>τk}Zt−τk(ek) (26)
for all t > 0 and h ∈ L2. Since Z is independent of ek, k > 1, Zt(ek) is
well-defined e.g. by
Zt(ek) =
∫ t
0
ek · dZs, t > 0.
Moreover, as in the proof of Lemma 5.11, one can show that Z(ek), k > 1,
are independent standard Brownian motions that do not depend on Y .
Proposition 5.12. For each h ∈ L2, the sum in (26) converges almost
surely in C[0,∞). Furthermore, ϕ(Y ,Z) is a cylindrical Wiener process in
L2 starting at g and the law of ψ(Y ,Z) is equal to the law of X = (Y ,W ).
Proof. Let us first show that the sum in (26) converges almost surely in
C[0,∞). Fixing y ∈ Coal and h ∈ L2, we define for every n > 1
R
y,n
t (h) :=
n∑
k=1
(eyk, h)L21{t>τyk}Zt−τyk (ek) , t > 0.
Since Z(ek), k > 1, are independent standard Brownian motions, one can
easily check that Ry,nt (h), t > 0, is a continuous square-integrable martingale
with respect to the filtration generated by Zt−τy
k
(ek), k > 1. As in the
proof of Proposition 5.7, one can show that the sequence of partial sums
{Ry,n(h)}n>1 converges in C[0,∞) almost surely for each y ∈ Coal. By the
independence of Z(ek), k > 1, and Y , one can see that the series
RYt (h) :=
∞∑
k=1
(ek, h)L21{t>τk}Zt−τk(ek), t > 0,
also converges almost surely in C[0,∞).
Next, we claim that there exists a cylindrical Wiener process θt, t > 0,
in L02 independent of Y such that
Wt = Yt +
∫ t
0
pr⊥Ys dθs, t > 0. (27)
Indeed, by Proposition 5.1, there is a cylindrical Wiener process Bt, t >
0, in L2 independent of Y and satisfying equation (18). Taking θ equal
to the restriction of B to the sub-Hilbert space L02, we easily check that
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∫ t
0 pr
⊥
Ys
dθs =
∫ t
0 pr
⊥
Ys
dBs, t > 0, since for all s > 0, pr
⊥
Ys
= prL0
2
◦pr⊥Ys almost
surely. Furthermore, almost surely∫ t
0
pr⊥Ys dθs =
∞∑
k=1
(ek, h)L21{t>τk}(θt(ek)− θτk(ek)), t > 0.
Thus, using the same argument as in the proof of (16), one can check that
Law
{(
Yt,
∫ t
0
pr⊥Ys dθs
)
, t > 0
}
= Law
{(
Yt,
∞∑
k=1
ek1{t>τk}Zt−τk(ek)
)
, t > 0
}
.
This relation and equality (27) yield that the law of X = (Y ,W ) is equal to
the law of ψ(Y ,Z) = (Y , ϕ(Y ,Z)). In particular, ϕ(Y ,Z) is a cylindrical
Wiener process in L2 starting at g.
Proposition 5.13. Let T(ψ(Y ,Z)) be defined by (21) with (Y ,W ) replaced
by ψ(Y ,Z). Then almost surely T(ψ(Y ,Z)) = Z, that is, for every h ∈ L02
almost surely T(ψ(Y ,Z))(h) = Z(h).
Proof. By the continuity of T(ψ(Y ,Z))(h), t > 0, and Z(h), t > 0, (in t), it
is enough to show that for each t > 0 almos surely
Tt(Y , ϕ(Y ,Z))(h) = Zt(h).
By definition (21) of T,
Tt(Y , ϕ(Y ,Z))(h) =
∞∑
k=1
(ek, h)L2 ϕt+τk(Y ,Z) (ek) .
Using definition (26) of ϕ and Lemma 5.3, we have
ϕt+τk(Y ,Z)(ek) = (Yt+τk , ek)L2 +
∞∑
k=1
(el, ek)L21{t+τk>τl}Zt+τk−τl(el)
= 1{t+τk>τk}Zt+τk−τk(ek) = Zt(ek).
Hence, almost surely
Tt(Y , ϕ(Y ,Z))(h) =
∞∑
k=1
(ek, h)L2Zt (ek) = Zt(h),
where the last equality follows from the fact that h ∈ L02 and {ek, k > 1} is
an orthonormal basis of L02.
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Let {hj , j > 0} be the basis of L2 fixed in Section 5.2. Since for every
k > 1
Z·−τk(ek) =
∞∑
i=1
(hi, ek)L2Z·−τk(hi),
where the series converges in C[0,∞) almost surely, we get almost surely
ϕt(Y ,Z)(h) = (Yt, h)L2 +
∞∑
k=1
∞∑
i=1
(ek, h)L2(hi, ek)L21{t>τk}Zt−τk(hi), t > 0.
Hence, there exists a measurable map
ϕ̂ : E→ C[0,∞)N0
such that
ϕ̂(Y , Ẑ) = ϕ(Y ,Z )̂.
Corollary 5.14. Almost surely T̂(Y , ϕ̂(Y , Ẑ)) = Ẑ.
Proof. Using Remark 5.8 and Proposition 5.13, we obtain
T̂
(
Y , ϕ̂
(
Y , Ẑ
))
= T̂
(
Y , ϕ (Y ,Z )̂
)
= T(Y , ϕ (Y ,Z))̂ = T (ψ(Y ,Z))̂ = Ẑ.
We now define G := Coal, Y := Y , Z := Ẑ and the map Ψ : G×F→ E
by
Ψ(y, z) := (y, ϕ̂(y, z)) .
Then, trivially, conditions (P1) and (P2) are satisfied. By Corollary 5.14, we
have T̂ (Ψ(Y,Z)) = Z almost surely, that implies (P3). The fact that X̂ and
Ψ(Y,Z) have the same distribution follows from Proposition 5.12. So, (P4)
also holds. Hence, by Proposition 2.3, the probability kernel p defined by
p(A, z) := P [Ψ(Y , z) ∈ A] = P [(Y , ϕ̂ (Y , z)) ∈ A] (28)
for all A ∈ B(E) and z ∈ F, is a regular conditional probability of X̂ given
T̂(X̂ ).
5.3.3 Value of p along a sequence of Ornstein-Uhlenbeck processes
The last part of the proof of Theorem 5.10 consists in showing that conver-
gence (6) holds for the regular conditional probability p and the sequence
{ξn}n>1 defined by (28) and equation (24), respectively. Let {hj , j > 0} be
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the orthonormal basis of L2 fixed in Section 5.2. Recall that {hj , j > 1} is
an orthonormal basis of L02. For y ∈ Coal we consider
Ψ(y, ξn) = (y, ϕ̂(y, ξn)),
where the map ϕ̂ : E → C[0,∞)N0 was defined in Section 5.3.2. Since for
every n > 1 the law of ξn is absolutely continuous with respect to the law of
ξ̂ (or Ẑ), we have that for almost all y ∈ Coal with respect to the law of Y
ϕ̂j (y, ξ
n) = (y·, hj) +
∞∑
k=1
∞∑
l=1
(eyk, hj)L2(hl, e
y
k)L21{·>τyk}ξ
n
l (· − τyk ) (29)
for each j > 0, where the series converges in C[0,∞) almost surely. Without
loss of generality, we may assume that equality (29) holds for all y ∈ Coal.
Otherwise, we can work with a measurable subset of Coal for which equal-
ity (29) is valid almost surely.
Proposition 5.15. Let ε ∈ (0, 1) and y ∈ Coal be such that the series∑∞
k=1(τ
y
k )
1−ε converges. Then the sequence of processes Ψ(y, ξn), n > 1,
converges in distribution to (y, ŷ) in E = C([0,∞), L↑2) × C[0,∞)N0 , where
ŷ = ((y·, hj)L2)j>0.
Let us fix y ∈ Coal satisfying the assumption of Proposition 5.15. Before
starting the proof, we define for all j > 1
Rnj (t) :=
∞∑
k=1
∞∑
l=1
(eyk, hj)L2(hl, e
y
k)L21{t>τyk}ξ
n
l (t− τyk ), t > 0,
and Rnt := (R
n
j (t))j>0, t > 0. Note that it is sufficient to prove that
Rn
d→ 0 in C[0,∞)N0 , n→∞. (30)
Indeed, this will imply that
Ψ(y, ξn) = (y, ϕ̂(y, ξn)) =
(
y, ŷ + R˜n
)
d→ (y, ŷ) in E,
where R˜n = (0, Rn1 , R
n
2 , . . . ).
Let us first prove some auxiliary lemmas.
Lemma 5.16. For every j, n > 1 and 0 6 s 6 t 6 n,
E
[(
ξnj (t)− ξnj (s)
)2]
6
1
αnj
∧ (t− s), (31)
where 10 := +∞.
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Proof. The covariation of the Ornstein-Uhlenbeck processes ξnj , j, n > 1, is
equal to
cov
(
ξnj (t), ξ
n
j (s)
)
=
e−α
n
j (t−s) − e−αnj (t+s)
2αnj
, 0 6 s 6 t 6 n.
Denoting by x = 1− e−αnj (t−s), a simple computation shows that
E
[(
ξnj (t)− ξnj (s)
)2]
=
2x− x2e−2αnj s
2αnj
6
x
αnj
=
1− e−αnj (t−s)
αnj
.
This yields inequality (31).
Lemma 5.17. The sequence {ξn}n>1 converges in distribution to 0 in C[0,∞)N.
Proof. In order to prove the lemma, we first show that the sequence {ξn}n>1
is tight in C[0,∞)N. This will imply that the sequence {ξn}n>1 is relatively
compact, by Prohorov’s theorem. Then we will show that every (weakly)
convergent subsequence of {ξn}n>1 converges to 0. This will immediately
yield that ξn
d→ 0 in C[0,∞)N.
According to [EK86, Proposition 3.2.4], the tightness of {ξn}n>1 will
follow from the tightness of {ξnj }n>1 in C[0,∞) for every j > 1. So, let j > 1
and T > 0 be fixed. We take 0 6 s 6 t 6 T and, using Lemma 5.16 and the
fact the ξnj is a Gaussian process, one can estimate for n > T
E
[(
ξnj (t)− ξnj (s)
)4]
6 3E
[(
ξnj (t)− ξnj (s)
)2]2
6 3(t− s)2.
Moreover, ξnj (0) = 0. Hence, by the Kolmogorov-Chentsov tightness criterion
(see e.g. [Kal02, Corollary 16.9]), the sequence of processes {ξnj }n>1 restricted
to [0, T ] is tight in C[0, T ]. Since T > 0 was arbitrary, we get that {ξnj }n>1
is tight in C[0,∞). Hence, {ξn}n>1 is tight in C[0,∞)N.
Next, let {ξn}n>1 converges in distribution to ξ0 in C[0,∞)N along a
subsequence N ⊆ N. Then for every t > 0 and j > 1 {ξnj (t)}n>1 converges
in distribution to ξ0j (t) in R along N . But on the other hand,
E
[
(ξnj (t))
2
]
6
t
αnj
→ 0, n→∞,
by Lemma 5.16 and Assumption (O2) in Section 5.2. Hence, ξ0j (t) = 0 almost
surely for all t > 0 and j > 1. Thus, we have obtained that ξ0 = 0, and
therefore, ξn
d→ 0 in C[0,∞)N as n→∞.
To prove that {Rn}n>1 converges to 0, we will use the same argument as
in the proof of Lemma 5.17. So, we start from the tightness of {Rn}.
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Lemma 5.18. Under the assumption of Proposition 5.15, the sequence {Rn}n>0
is tight in C[0,∞)N.
Proof. Again, according to [EK86, Proposition 3.2.4], it is enough to check
that the sequence {Rnj }n>1 is tight in C[0,∞) for every j > 1. So, let j > 1
be fixed. We set
R
n,1
j (t) :=
∞∑
k=1
∞∑
l=1
(eyk, hj)L2(hl, e
y
k)L2ξ
n
l (t), t > 0,
and
R
n,2
j (t) :=
∞∑
k=1
∞∑
l=1
(eyk, hj)L2(hl, e
y
k)L2
(
1{t>τyk}ξ
n
l (t− τyk )− ξnl (t)
)
, t > 0.
Then Rnj = R
n,1
j +R
n,2
j . We will prove the tightness separately for {Rn,1j }n>1
and {Rn,2j }n>1.
Tightness of {Rn,1j }n>1.
Using the fact that {eyk, k > 1} and {hj , j > 1} are bases of L02, a simple
computation shows that almost surely
Γ(ξ̂) :=
∞∑
k=1
∞∑
l=1
(eyk, hj)L2(hl, e
y
k)L2 ξ̂l = ξ̂j .
Due to the absolute continuity of the law of ξn with respect to the law of ξ̂
and the equality Γ(ξn) = Rn,1j , we get that R
n,1
j = ξ
n
j . Hence
R
n,1
j
d→ 0 in C[0,∞), n→∞,
by Lemma 5.17. In particular, {Rn,1j }n>1 is tight in C[0,∞), according to
Prohorov’s theorem.
Tightness of {Rn,2j }n>1.
Step I. For any t > 0 and n > t the vector
V nt :=
∞∑
k=1
∞∑
l=1
e
y
k(e
y
k, hl)L2
(
1{t>τyk}ξ
n
l (t− τyk )− ξnl (t)
)
belongs almost surely to L02 and E
[‖V nt ‖2L2] 6∑∞k=1(t ∧ τyk ) <∞.
Indeed, by Parseval’s equality (with respect to the orthonormal family
{eyk, k > 1}),
‖V nt ‖2L2 =
∞∑
k=1
(
∞∑
l=1
(eyk, hl)L2
(
1{t>τyk}ξ
n
l (t− τyk )− ξnl (t)
))2
.
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Recall that the sequence {ξnl }l>1 is independent. Thus, it follows that
E
[
‖V nt ‖2L2
]
=
∞∑
k=1
∞∑
l=1
(eyk, hl)
2
L2
Enk,l(t), (32)
where
Enk,l(t) = E
[(
1{t>τyk}ξ
n
l (t− τyk )− ξnl (t)
)2]
.
Since ξnl (0) = 0, we have
Enk,l(t) = 1{t>τyk}E
[(
ξnl (t− τyk )− ξnl (t)
)2]
+ 1{t<τyk}E
[
(ξnl (0)− ξnl (t))2
]
.
(33)
By inequality (31), we can deduce that
Enk,l(t) 6 1{t>τyk}τ
y
k + 1{t<τyk}t = t ∧ τ
y
k . (34)
Therefore,
E
[
‖V nt ‖2L2
]
6
∞∑
k=1
∞∑
l=1
(eyk, hl)
2
L2
(t ∧ τyk )
=
∞∑
k=1
‖eyk‖2L2(t ∧ τyk ) =
∞∑
k=1
(t ∧ τyk ),
(35)
by Parseval’s identity (with respect to the orthonormal family {hl, l > 1}).
Moreover,
∑∞
k=1(t∧τyk ) 6 tε
∑∞
k=1(τ
y
k )
1−ε <∞. Therefore, for any t > 0, V nt
belongs to L02 almost surely. In particular, for every t > 0 and n > t the inner
product (V nt , hj)L2 is well-defined, and almost surely R
n,2
j (t) = (V
n
t , hj)L2 .
Step II. Let T > 0. There exists Cy,ε depending on y and ε such that for
all 0 6 s 6 t 6 T and n > T ,
E
[(
R
n,2
j (t)−Rn,2j (s)
)2]
6 Cy,ε(t− s)ε.
Indeed, proceeding as in Step I, we get
E
[
‖V nt − V ns ‖2L2
]
=
∞∑
k=1
∞∑
l=1
(eyk, hl)
2
L2
E
[(
1{t>τyk}ξ
n
l (t− τyk )− ξnl (t)− 1{s>τyk}ξ
n
l (s − τyk ) + ξnl (s)
)2]
6
∞∑
k=1
∞∑
l=1
(eyk, hl)
2
L2
4
(
(t− s) ∧ τyk
)
= 4
∞∑
k=1
(
(t− s) ∧ τyk
)
,
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where the inequality follows as previously from inequality (31). It follows
that
E
[(
R
n,2
j (t)−Rn,2j (s)
)2]
6 E
[
‖V nt − V ns ‖2L2
]
6 4
∞∑
k=1
(
(t− s) ∧ τyk
)
6 4(t− s)ε
∞∑
k=1
(τyk )
1−ε.
By assumption on y, the series
∑∞
k=1(τ
y
k )
1−ε converges, so the proof of Step II
is achieved.
Step III. There exists α > 0, β > 0 and Cy,ε depending on y and ε such
that for all 0 6 s 6 t 6 T and n > T ,
E
[∣∣∣Rn,2j (t)−Rn,2j (s)∣∣∣α] 6 Cy,ε(t− s)1+β.
Indeed, for any s 6 t from [0, T ], Rn,2j (t) −Rn,2j (s) is a random variable
with normal distribution N (0, σ2). By Step II, σ2 6 Cy,ε(t− s)ε. Therefore,
for any p > 1,
E
[∣∣∣Rn,2j (t)−Rn,2j (s)∣∣∣2p] 6 (2p − 1)!! (σ2)p 6 Cp,y,ε(t− s)εp.
The proof of Step III follows by choosing p larger than 1
ε
.
Step IV. By Kolmogorov-Chentsov tightness criterion (see e.g. [Kal02,
Corollary 16.9]), it follows from Step III and the equality Rn,2j (0) = 0, n > 1,
that the sequence of processes {Rn,2j }n>1 restricted to [0, T ] is tight in C[0, T ]
for every T > 0. Hence, {Rn,2j }n>1 is tight in C[0,∞).
Conclusion. As the sum of two tight sequences, the sequence {Rnj }n>1
is tight in C[0,∞) for any j > 1. Since C[0,∞)N is equipped with the
product topology, it follows from [EK86, Proposition 3.2.4] that the sequence
{Rn}n>1 is tight in C[0,∞)N.
Lemma 5.19. For every j > 1 and t > 0, E
[
(Rnj (t))
2
]
→ 0 as n→∞.
Proof. Let j > 1 and t > 0 be fixed. We recall that Rnj = R
n,1
j + R
n,2
j .
Remark that Rn,1j = ξ
n
j almost surely. Thus, using inequality (31), we have
E
[(
R
n,1
j (t)
)2]
= E
[(
ξnj (t)
)2]
6
t
αnj
→ 0, n→∞.
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Due to the equality Rn,2j (t) = (V
n
t , hj)L2 , we can estimate for n > t
E
[(
R
n,2
j (t)
)2]
6 E
[
‖V nt ‖2L2
]
=
∞∑
k=1
∞∑
l=1
(eyk, hl)
2
L2
Enk,l(t).
Recall that estimates (34) and (35) give that
Enk,l(t) 6 t ∧ τyk , k, l > 1,
and
∑∞
k=1
∑∞
l=1(e
y
k, hl)
2
L2
(τk ∧ t) < ∞. Since (33) and (31) imply for every
k, l > 1
0 6 Enk,l(t) 6
1
αnl
→ 0, n→∞,
we have
E
[
‖V nt ‖2L2
]
→ 0, n→∞,
by the dominated convergence theorem.
Consequently,
E
[(
Rnj (t)
)2]
6 2E
[(
R
n,1
j (t)
)2]
+ 2E
[(
R
n,2
j (t)
)2]→ 0, n→∞,
that concludes the proof of the lemma.
Proof of Proposition 5.15. Lemma 5.18 and Prohorov’s theorem yield that
the sequence {Rn}n>1 is relatively compact in C[0,∞)N. To show that the
sequence {Rn}n>1 converges in distribution to 0, it is enough to show that
every its weakly convergence subsequence has the same limit equals 0. Let
Rn
d→ R0 in C[0,∞)N along a subsequence N ⊆ N. Then for every t > 0 and
j > 1, Rnj (t)
d→ R0j (t) in R along N . But by Lemma 5.19, E
[
(Rnj (t))
2
]
→ 0
as n →∞. Hence, R0j (t) = 0 almost surely for every t > 0 and j > 1. This
implies that R0 = 0 and consequently, Rn
d→ 0 in C[0,∞)N as n→∞. The
proof of the proposition is finished.
Proof of Theorem 5.10. Let {ξn}n>1 be as before and p be defined by (28).
For the proof of Theorem 5.10, we need to show that for every f ∈ Cb(E),
E
[∫
E
f(x)p(dx, ξn)
]
→
∫
E
f(x)ν(dx), n→∞,
where ν = p(·, 0) = Law(Y , Ŷ ).
For any f ∈ Cb(E) and z ∈ F, it follows from the definition of p that∫
E
f(x)p(dx, z) = E [f (Ψ(Y , z))] .
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Therefore, by Fubini’s Theorem, we have
E
[∫
E
f(x)p(dx, ξn)
]
= E
[
E [f(Ψ(Y , z))]
∣∣
z=ξn
]
= E
[
E [f(Ψ(y, ξn))]
∣∣
y=Y
]
.
Next, using lemmas 5.6 and B.5, we obtain that Y belongs almsot surely to
Coal and the series
∑∞
k=1(τ
Y
k )
1−ε converges almost surely for each ε ∈ (0, 12).
Therefore, Proposition 5.15 implies that E [f(Ψ(y, ξn))]y=Y converges almost
surely to f(Y , Ŷ ). By the dominated convergence theorem, we finally deduce
that
E
[
E [f(Ψ(y, ξn))]
∣∣
y=Y
]
→ E
[
f(Y , Ŷ )
]
=
∫
E
f(x)ν(dx), n→∞.
This concludes the proof of the theorem.
We remark that the map T̂ was defined up to the set of measure zero
with respect to the law of X̂ . Therefore, we may not talk about the preimage
T−1({0}) because it is not well-defined. However, it turns out that the zero-
fiber of the function z 7→ ϕ(Y , z) coincides almost surely with Coal. We
state this result precisely in the following lemma.
Lemma 5.20. For every y ∈ Coal and z = (zk)k61 ∈ C0[0,∞)N define
similarly to (25)
ϕ(y, z) = yt +
∞∑
k=1
e
y
k1{t>τyk}zk(t− τ
y
k ), t > 0,
if the series converges in C([0,∞), L2). Then for each y ∈ Coal, ϕ(y, z)
belongs to Coal if and only if z = 0.
Proof. It is obvious that ϕ(y, 0) = y ∈ Coal.
We assume now that ϕ(y, z) belongs to Coal and prove that z = 0. Set
γ(y, z) =
∞∑
k=1
e
y
k1{t>τyk}zk(t− τ
y
k ), t > 0,
and show that γ(y, z) = 0. This will immediately imply z = 0.
Step I. Let k > 1 be fixed. By (20), there exist a < b < c such that
e
y
k =
1√
c− a
(√
c− b
b− a1[a,b) −
√
b− a
c− b1[b,c)
)
.
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The goal of this step is to show that ϕτy
k
(y, z)(u) = yτy
k
(u) for every u ∈ [a, c),
in other words, that γτy
k
(y, z) is equal to zero on the interval [a, c).
By the construction of τyk and e
y
k, yτyk
is constant on the interval [a, c).
Furthermore, since ϕ(y, z) ∈ Coal, ϕτy
k
(y, z) belongs to L↑2. Hence, we can
deduce that γτy
k
(y, z) = ϕτy
k
(y, z) − yτy
k
(y, z) is non-decreasing on [a, c), as
a difference of a non-decreasing function and a constant function. Further-
more,
γτy
k
(y, z) =
∞∑
l=k
e
y
l zl(τ
y
k − τyl ) =
∞∑
l=k+1
e
y
l zl(τ
y
k − τyl ),
since zk(0) = 0. Hence, γτy
k
(y, z) belongs to span
{
e
y
l , l > k + 1
}
, whereas
1[a,b) and 1[a,c) both belong to span
{
e
y
l , l 6 k
}
. Indeed, 1[a,c) ∈ L2(yτy
k
) =
span
{
e
y
l , l < k
}
, by Lemma 5.3, and 1[a,b) ∈ span
{
1[a,c), e
y
k
}
. Recall that
{eyl , l > 0} is an orthonormal basis of L2. Thus,(
γτy
k
(y, z),1[a,b)
)
L2
=
(
γτy
k
(y, z),1[a,c)
)
L2
= 0.
So, we can deduce that u 7→ (γτy
k
(y, z),1[a,u))L2 is a convex function on [a, c]
which vanishes at a, b and c. Thus, it is zero everywhere on [a, c]. In particu-
lar, γτy
k
(y, z)(u) = 0 for every u ∈ (a, c). Consequently, ϕτy
k
(y, z)(u) = yτy
k
(u)
for every u ∈ (a, c). The equality also holds for u = a, by the right-continuity
of ϕτy
k
(y, z) and yτy
k
.
Step II. Now let t > 0 be fixed. By Property (G2) of the definition of
Coal in Section 5.1, yt belongs to St, and thus,
yt(u) =
n∑
j=1
yj1[aj ,cj)(u),
for pairwise distinct yj, j ∈ [n]. Fix j ∈ [n]. By coalescence Property (G3),
there exists k > 1 such that u 7→ ys(u) is constant on [aj , cj) for every s > τyk
and non-constant on [aj, cj) for every s < τ
y
k . By Step I, yτyk
= ϕτy
k
(y, z)
on [aj , cj). Thus, ϕτy
k
(y, z) is constant on [aj, cj). By Property (G3) again,
now applied to ϕ(y, z), ϕt(y, z) is constant on [aj , cj) due to t > τ
y
k . As
the difference of two constant functions, γt(y, z) is also constant on [aj , cj).
Moreover, by the construction of γ and Lemma 5.3, γt(y, z) is orthogonal
to L2(yt). Hence γt(y, z) is also orthogonal to 1[aj ,cj). Therefore, we can
conclude that γt(y, z) = 0 on [aj , cj). Since j ∈ [n] and t > 0 were arbitrary,
we deduce that γt(y, z) = 0 on [0, 1) for every t > 0. This finishes the proof
of the lemma.
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We first remark that by the construction of the basis {ek, k > 0} in the proof
of Lemma 5.3, eyk is uniquely defined by y(t ∧ τyk ), t > 0, for every k > 1.
This implies that for every k > 1, the random element ek is FYτk -measurable.
Hence, pr⊥Yt ek = 1{t>τk}ek, t > 0, is a right-continuous (FYt )-adapted process
in L2. We take a cylindrical Wiener process Wt, t > 0, in L2 independent
of (Y ,W ), fix an orthonormal basis {hj , j > 0} in L2 and define for every
k > 0
Bk(t) :=
∫ t
0
1{s<τk}hk · dWs +
∫ t
0
1{s>τk}ek · dWs, t > 0. (36)
Recall that τ0 = +∞, so B0(t) =Wt(h0).
Lemma 5.21. The processes Bk, k > 0, defined by (36), are independent
standard Brownian motions.
Proof. Let (FXt )t>0 be the complete right-continuous filtration generated by
X = (Y ,W ). Then trivially, W is an (FXt )-cylindrical Wiener process. Since
the cylindrical Wiener processW is independent of X , the filtration (FXt ) can
be extended to the complete right-continuous filtration (FX ,Wt )t>0 generated
by X and W . In this case, W and W will be (FX ,Wt )-cylindrical Wiener
processes. Since the L2-valued right-continuous processes 1{t<τk}hk, t > 0,
and 1{t>τk}ek, t > 0, are (FX ,Wt )-adapted, they are (FX ,Wt )-progressively
measurable, and hence, the processes Bk(t), t > 0, k > 0, are (FX ,Wt )-
continuous martingales. We next compute their joint quadratic variations
〈Bk, Bl〉t =
∫ t
0
1{s<τk∧τl}(hk, hl)L2ds
+
∫ t
0
1{s>τk∨τl}(ek, el)L2ds = 1{k=l}t,
for every k, l > 0 and t > 0. By Lévy’s characterization of Brownian mo-
tion [IW89, Theorem II.6.1], Bk, k > 0, are independent (FX ,Wt )-Brownian
motions.
Our next goal is to show that the family of independent Brownian mo-
tions Bk, k > 0, is independent of Y . Before we prove some auxiliary state-
ments.
Lemma 5.22. Let g ∈ St and W be a cylindrical Wiener process. Then
there exists a unique continuous L↑2-valued process Y such that almost surely
Yt = g +
∫ t
0
prYs dW
g
s , t > 0, (37)
where W gt =
∫ t
0 prg dWs, t > 0.
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Proof. Using [Kon17a, Proposition 2.2], we can conclude that almost surely
prg prYs = prY0 prYs = prYs , s > 0. Hence, we get that equation (37) is
equivalent to the equation
Yt = g +
∫ t
0
prYs dWs, t > 0.
In particular, every strong solution to (37) satisfies properties of (M1)-(M3).
By Proposition 3.6, Yt, t > 0, is a MMAF starting at g ∈ St. Following
Section 4.1, there exists a MMAF y(t), t > 0, such that Yt = Ξm(y(t)),
t > 0, for some masses m = {mk, k ∈ [n]} and x0 satisfying g = Ξm(x0). A
simple computation shows that y solves the following equation
y(t) = x0 +
∫ t
0
prmy(s) dη(s), t > 0, (38)
with the standard Brownian motion ηt, t > 0, in R
n
m, satisfying W
g(t) =
Ξm(η(t)), t > 0. Inversely, if y is a strong solution to equation (38), then
Yt = Ξm(y(t)), t > 0, solves (37) with W
g(t) = Ξm(η(t)) and g = Ξm(x
0).
Hence the statement of the lemma directly follows from Lemma 4.8.
For every k > 1 we remark that W kt := Wt+τk −Wτk , t > 0, is a cylindri-
cal Wiener process independent of FXτk . Since prYτk is F
X
τk
-measurable, the
process
ζkt :=
∫ t
0
prYτk
dW ks , t > 0,
is a well-defined continuous L2-valued (FXt+τk)-martingale.
Definition 5.23. Let Gk be the complete σ-algebra generated by X (t∧τk) =
(Yt∧τk ,Wt∧τk ), t > 0, and by ζ
k
t , t > 0.
Lemma 5.24. For every k > 1 the MMAF Y is Gk-measurable as a map
from Ω to C([0,∞), L↑2).
Proof. In order to show the measurability of Y with respect to Gk, it is
enough to show that Yτk+t, t > 0, is uniquely determined by ζ
k and Yτk .
We consider the equation
Zt = Yτk +
∫ t
0
prZs dζ
k
s , t > 0. (39)
Since Yτk belongs to St almost surely and is independent of W
k, equation (39)
has a unique solution taking values in L↑2, by Lemma 5.22. On the other
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hand, by Proposition 3.6, prYt = prYs ◦prYt for every s 6 t, thus
Yt+τk = Yτk +
∫ t+τk
τk
prYs dWs = Yτk +
∫ t
0
prYs+τk
dW ks
= Yτk +
∫ t
0
prYτk
◦prYs+τk dW
k
s = Yτk +
∫ t
0
prYs+τk
dζks , t > 0.
This implies that Zt = Yt+τk , t > 0, and therefore, Yt+τk , t > 0, is uniquely
determined by ζk and Yτk . This implies that Y is Gk-measurable.
Lemma 5.25. Let Wt, t > 0, be a cylindrical Wiener process, g0 ∈ St and
{gl, l ∈ [n]} be an orthonormal family belonging to L2(g0)⊥. Then
Wt(gl) =
∫ t
0
gl · dWs, t > 0, l ∈ [n]
are independent standard Brownian motions that do not depend on
W
g0
t :=
∫ t
0
prg0 dWs, t > 0.
Proof. Let fj, j ∈ [k], be an orthonormal basis of L2(g0). Then the family
{fj, gl, j ∈ [k], l ∈ [n]} is orthonormal. Consequently,W (fj),W (gl), j ∈ [k],
l ∈ [n], are independent Brownian motions. Since
W
g0
t =
k∑
j=1
fjWt(fj), t > 0,
the statement of the lemma holds.
For l > k > 1 we recall that τl 6 τk almost surely and the random element
el is FXτl-measurable. Hence, el is FXτk -measurable due to FXτl ⊆ FXτk . Since
W kt is a cylindrical Wiener process in L2 independent of FXτk , the process
W kt (el) :=
∫ t
0
el · dW ks =
∫ t+τk
τk
el · dWs, t > 0,
is well-defined. It is easily seen that W k(el) = Bl(· + τk) − Bl(τk). In
particular, we have almost surely
W kt (el) = W
l
t+τk−τl
(el)− W lτk−τl(el), t > 0, (40)
for every l > k > 1.
Lemma 5.26. For every k > 1 the processes W k(el), l > k, are independent
and do not depend on Gk. Furthermore, for each l > k, W l·∧τk,l(el) is Gk-
measurable, where τk,l := τk − τl.
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Proof. We first show that Gk, W k(el), l > k, are independent. Let n > k
and m > 1 be fixed. Let hj , j > 0, be an arbitrary orthonormal basis of L2.
We consider bounded measurable functions
F0 : C([0,∞), L↑2)× C([0,∞), L2)× C[0,∞)m → R
and
Fl : C[0,∞) → R, l = k, . . . , n,
Using the independence of W k from FXτk we can compute the following ex-
pectation
E :=E
[
F0
(
Y·∧τk , ζ
k, (W·∧τk(hj))
m
j=1
) n∏
l=k
Fl
(
W k(el)
)]
= E
[
E
[
F0
(
Y·∧τk , ζ
k, (W·∧τk(hj))
m
j=1
) n∏
l=k
Fl
(
W k(el)
) ∣∣∣∣∣FXτk
]]
= E
E[F0 (y, ζy,k, (xj)mj=1) n∏
l=k
Fl
(
W k(eyl )
)] ∣∣∣∣∣ y=Y·∧τk ,
xj=W·∧τk (hj)
 ,
where
ζ
y,k
t =
∫ t
0
pry
τ
y
k
dW ks , t > 0.
By Lemma 5.25, ζy,k, W k(eyl ), l = k, . . . , n, are independent. Thus,
E = E
E [F0 (y, ζy,k, (xj)mj=1)] ∣∣∣∣ y=Y·∧τk ,
xj=W·∧τk (hj)
n∏
l=k
E [Fl (wl)]
∣∣∣∣ y=Y·∧τk ,
xj=W·∧τk (hj)
 ,
where wl, l = k, . . . , n, are standard independent Brownian motions that do
not depend on Y and W . Hence,
E =
n∏
l=k
E [Fl (wl)]E
E [F0 (y, ζy,k, (xj)mj=1)] ∣∣∣∣ y=Y·∧τk ,
xj=W·∧τk (hj)

=
n∏
l=k
E
[
Fl
(
W k(el)
)]
E
[
F0
(
Y·∧τk , ζ
k, (W·∧τk(hj))
m
j=1
)]
,
This implies the independence of W k(el), l > k, and Gk.
We next show that for every l > k, the process W l·∧τk,l(el) is Gk-measurable.
We remark that el and τl are Gk-measurable because they are FYτl -measurable
and FYτl ⊆ FYτk ⊆ Gk. Then the process W lt∧τk,l = W(t∧τk,l)+τl − Wτl , t > 0,
is Gk-measurable, and consequently, W l·∧τk,l(el) is also Gk-measurable. This
finishes the proof of the lemma.
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We define a map Gl : C0[0,∞)2 × [0,∞)→ C0[0,∞) as follows
Gl(x1, x2, r)(t) = x1(t ∧ r) + x2
(
(t− r)+) , t > 0,
where a+ := a ∨ 0. It is easily seen that the map Gl is continuous and
therefore measurable.
Using equality (40), a simple computation shows that for every l > k > 1
almost surely
W l(el) = Gl
(
W l·∧τk,l(el),W
k(el), τk,l
)
, (41)
where τk,l := τk− τl. This equality will be used for the proof of the following
lemma.
Lemma 5.27. The processes Y , W k(ek), k > 1, are independent.
Proof. To prove the lemma we will use the mathematical induction. Let
F0 : C([0,∞), L↑2)→ R and Fl : C[0,∞) → R, l > 1, be bounded measurable
functions. Let n > 2 be fixed. Using lemmas 5.24 and 5.26, we first compute
the following expectation
E [Fn (W
n(en))F0 (Y )] = E
[
E
[
Fn (W
n(en))F0 (Y )
∣∣Gn]]
= E [F0 (Y )E [Fn (W
n(en))]]
= E [F0 (Y )]E [Fn (W
n(en))] .
This implies the independence of Y and W n(en). We next assume that
Y ,W k+1(ek+1), . . . ,W
n(en) are independent. Again, one has:
E
[
F0 (Y )
n∏
l=k
Fl
(
W l(el)
)]
= E
[
E
[
F0 (Y )
n∏
l=k
Fl
(
W l(el)
) ∣∣∣∣Gk
]]
.
Using lemmas 5.24, 5.26 and equality (41), we can compute
E
[
F0 (Y )
n∏
l=k
Fl
(
W l(el)
) ∣∣∣∣Gk
]
= F0 (Y )E
[
n∏
l=k+1
Fl
(
Gl
(
W l·∧τk,l(el),W
k(el), τk,l
))
Fk
(
W k(ek)
) ∣∣∣∣Gk
]
= F0 (Y )E
[
n∏
l=k+1
Fl
(
Gl
(
xl,W
k(el), t
))
Fk
(
W k(ek)
)] ∣∣∣∣xl=W l·∧τk,l(el)
t=τk,l
= F0 (Y )E
[
n∏
l=k+1
Fl
(
W l(el)
) ∣∣∣∣Gk
]
E
[
Fk
(
W k(ek)
)]
.
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Finally, by the induction assumption,
E
[
F0 (Y )
n∏
l=k
Fl
(
W l(el)
)]
= E
[
F0 (Y )
n∏
l=k+1
Fl
(
W l(el)
)]
E
[
Fk
(
W k(ek)
)]
= E [F0 (Y )]
n∏
l=k
E
[
Fl
(
W l(el)
)]
.
Hence, for every n > 2, Y ,W 1(e1), . . . ,W
n(en) are independent. This
implies the statement of the lemma.
Lemma 5.28. Let wi(t), t > 0, i = 1, 2, be independent standard Brownian
motions and r > 0. Then the process
w(t) = Gl(w1, w2, r)
is a Brownian motion.
Proof. The statement of the lemma trivially follows from the fact that w is
a continuous Gaussian process with covariance E [w(s)w(t)] = s ∧ t.
Lemma 5.29. The processes Y , Bk, k > 0, are independent.
Proof. The lemma will be proved similarly to Lemma 5.26. Let wk, k > 1,
denote independent standard Brownian motions independent of Y , W and
W . We first remark that
Bk = Gl
(
W (hk),W
k(ek), τk
)
, k > 1.
Let G0 : C([0,∞), L↑2) → R, Fk : C[0,∞) → R, k > 0, be bounded measur-
able functions. Using the independence of Y , W (h0), W (hk), W
k(ek), k > 1,
which follows from Lemma 5.27, and the measurability of ek, τk, k > 1, with
respect to FY := σ(Y ), we obtain
E
[
G0 (Y )F0 (B0)
n∏
k=1
Fk (Bk)
]
= E
[
G0 (Y )F0 (W (h0))
n∏
k=1
Fk
(
Gl
(
W (hk),W
k(ek), τk
))]
= E
[
G0 (Y )E
[
F0 (W (h0))
n∏
k=1
Fk
(
Gl
(
W (hk),W
k(ek), τk
)) ∣∣∣∣FY
]]
= E
[
G0 (Y )E
[
F0 (W (h0))
n∏
k=1
Fk
(
Gl
(
W (hk),W
k(ek), τ
y
k
))] ∣∣∣∣
y=Y
]
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= E
[
G0 (Y )E [F0 (W (h0))]
n∏
k=1
E [Fk (wk)]
]
= E [G0 (Y )]E [F0 (B0)]
n∏
k=1
E [Fk (Bk)] ,
where we have used Lemma 5.28 to conclude that Gl
(
W (hk),W
k(ek), τ
y
k
)
,
k > 1, is a family of independent standard Brownian motions for every
y ∈ Coal.
To finish the proof of Proposition 5.1, we take
Bt(h) :=
∞∑
k=0
(h, ek)L2Bk(t), h ∈ L2.
Since Bk, k > 0, are independent Brownian motions that do not depend on
Y and hence on ek, k > 1, one can show similarly to the proof of Lemma 5.11
that the series converges in C[0,∞) almost surely for every h ∈ L2, and Bt,
t > 0, is a cylindrical Wiener process in L2.
Moreover, B is independent of Y . Indeed, it is sufficient to show that
for each n > 1 and each h1, . . . , hn in L2, B(h1), . . . , B(hn) are independent
of Y . Indeed, for any bounded and measurable functions F : C[0,∞)n → R
and G : C([0,∞), L↑2)→ R,
E [F (B(h1), . . . , B(hn))G (Y )] = E
[
E
[
F (B(h1), . . . , B(hn))
∣∣FY ]G (Y )]
= E [E [F (w1, . . . , wn)]G (Y )]
= E [F (B(h1), . . . , B(hn))]E [G (Y )] ,
where wl, l ∈ [n], denote independent standard Brownian motions indepen-
dent of Y and B.
Moreover, for each h ∈ L2 almost surely∫ t
0
pr⊥Ys h · dBs =
∞∑
k=1
∫ t
0
(
pr⊥Ys h, ek
)
L2
dBk(s)
=
∞∑
k=1
∫ t
0
1{s>τk}
(
pr⊥Ys h, ek
)
L2
dBk(s)
=
∞∑
k=1
∫ t
0
1{s>τk}
(
pr⊥Ys h, ek
)
L2
dWs(ek)
=
∞∑
k=1
∫ t
0
(
pr⊥Ys h, ek
)
L2
dWs(ek)
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=
∫ t
0
pr⊥Ys h · dWs
=
∫ t
0
h · dWs −
∫ t
0
prYs h · dWs
= Wt(h) − (g, h)L2 − (Yt − g, h)L2 = Wt(h)− (Yt, h)L2
for all t > 0.
If (Y ,W ′) is another coupling satisfying (17), then there exists a cylin-
drical Wiener process B′ starting at g and independent of Y such that
W ′t = Yt +
∫ t
0
pr⊥Ys dB
′
s, t > 0.
Since (Y , B) and (Y , B′) have the same distribution, we can conclude that
(Y ,W ) and (Y ,W ′) have the same distribution too. This finishes the proof
of Proposition 5.1.
A Appendix: Proof of Lemma 2.9
We first recall that the sufficiency of Lemma 2.9 immediately follows from
the continuous mapping theorem.
We next prove the necessity. We first choose a family {fk, k > 1} ⊂
Cb(E) which strongly separate points in E. One can show that such a family
exists since F is separable (see also [BK10, Lemma 2]). By [EK86, Theo-
rem 4.5] (or [BK10, Theorem 6] for weaker assumptions on the space F),
any sequence {µn}n>1 of probability measures on E converges weakly to a
probability measure µ if and only if∫
E
fk(x)µn(dx)→
∫
E
fk(x)µ(dx), n→∞,
for all k > 1.
We define the following sets
Ak,+m =
{
z ∈ F :
∫
E
fk(x)p(dx, z) −
∫
E
ν(dx) >
1
m
}
,
Ak,−m =
{
z ∈ F :
∫
E
ν(dx)−
∫
E
fk(x)p(dx, z) >
1
m
}
for all k > 1 and m > 1. Let also Akm = A
k,+
m ∪Ak,−m .
Lemma A.1. If for every k > 1 and m > 1 there exists δkm > 0 such that
P
ξ
[
Akm ∩Bkm
]
= 0, (42)
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where Bkm is the ball in F with center z0 and radius δ
k
m, then p has a version
continuous at z0. Moreover, it can be taken as
p′(·, z) =
{
p(·, z), if z 6∈ ⋃∞k,m=1 (Akm ∩Bkm) ,
ν, otherwise.
Proof. We first remark that according to (42), p′ = p Pξ-a.e. Next, let
zn → z0 in F as n → ∞. Without loss of generality, we may assume that
zn 6∈
⋃∞
k,m=1
(
Akm ∩Bkm
)
for all n > 1. Let m > 1 and k > 1 be fixed. Then
there exists a number N such that zn ∈ Bkm for all n > N . Consequently,
zn 6∈ Akm, ∀n > N , that yields∣∣∣∣∫
E
fk(x)p(dx, zn)−
∫
E
fk(x)ν(dx)
∣∣∣∣ < 1m
for all n > N . This finishes the proof of the lemma.
We come back to the proof of Lemma 2.9. Let us assume that p has no
version continuous at z0. Then, according to Lemma A.1, there exists k > 1
and m > 1 such that for every δ > 0
P
ξ
[
Akm ∩Bδ
]
> 0,
where Bδ denotes the ball with center z0 and radius δ. For every n > 1, let
ξn be a random variable on E with distribution
P
ξn [A] =
∫
E
qn(z)P
ξ[dz], A ∈ B(E),
where
qn(z) =
1
Pξ
[
A
k,±
m ∩B 1
n
]1
A
k,±
m ∩B 1
n
(z), z ∈ F.
Here Ak,±m = A
k,+
m , if Pξ
[
A
k,+
m ∩B 1
n
]
> 0, and Ak,±m = A
k,−
m , otherwise.
By the construction, Pξ
n ≪ Pξ, n > 1. Moreover, it is easy to see that
ξn → z0 in distribution as n→∞. But
E
[∫
E
fk(x)p(dx, ξ
n)
]
6→
∫
E
fk(x)ν(dx), n→∞.
Indeed, for every n > 1 the random variable takes values on Ak,±m ∩B 1
n
that
is contained in Ak,+m or A
k,−
m . This immediately implies that∣∣∣∣E [∫
E
fk(x)p(dx, ξ
n)
]
−
∫
E
fk(x)ν(dx)
∣∣∣∣ > 1m, n > 1.
We have obtained the contradiction with assumption (6). This finishes the
proof of Lemma 2.9.
53
B Some properties of MMAF
Let Yt, t > 0, be a MMAF starting at g ∈ L↑2+, and the family τyk , k > 1, be
constructed in Section 5.1 for every y ∈ Coal.
Lemma B.1. If ‖g‖L2+ε < ∞ for some ε > 0, then for every T > 0 and
δ ∈
(
0, ε2+ε
)
there exists CT,δ such that
E
[
max
t∈[0,T ]
‖Yt − g‖2+δL2+δ
]
6 CT,δ
(
1 + ‖g‖L2+ε
)
.
Proof. In order to check the estimate, one need to repeat the proof of
[Kon17a, Proposition 4.4] replacing the summation with the integration.
Recall that for every step function f ∈ St, N(f) denotes the number of
steps of f (see Definition 3.5). We write N(f) =∞ for each non-decreasing
càdlàg function f which does not belong to St. Since Y ∈ Coal, we have
that
τYk = inf{t > 0 : N(Yt) 6 k}, k > 0.
The following statement shows that with probability one, each two dif-
ferent particles collide in finite time and two collisions cannot happen at the
same time.
Lemma B.2. For any initial condition g such that N(g) > 2
P
[
∀k < N(g), τYk+1 < τYk
]
= 1 (43)
and
P
[
τY1 < +∞
]
= 1. (44)
Let us first prove the following statement which corresponds to a partic-
ular case of Lemma B.2. For any y ∈ Coal with y0 ∈ St denote
σ1(y) := inf{t > 0 : N(yt) 6 N(y0)− 1};
σ2(y) := inf{t > 0 : N(yt) 6 N(y0)− 2}.
Lemma B.3. Let g ∈ St, N(g) > 3, and Y be a MMAF starting at g. Then
0 < σ1(Y ) < σ2(Y ).
almost surely.
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Proof. By continuity of Yt, t > 0, σ1(Y ) > 0 almost surely. Moreover,
denoting n = N(g), there exist positive numbersm1, . . . ,mn,m1+· · ·+mn =
1, and a process y(t) = (yk(t))
n
k=1 satisfying Yt = Ξm(y(t)), t > 0, and
properties (F1)-(F5). Therefore, on the time interval [0, σ1(Y )], the process
y coincides with a Brownian motion (wk)
n
k=1 in R
n which starts at yk(0) and
whose coordinate processes have diffusion rates 1
mk
, k ∈ [n]. Since the initial
values yk(0), k ∈ [n], are pairwise distinct, the stopping times
δk := inf{t > 0 : wk(t) = wk+1(t)}, k ∈ [n− 1],
are almost surely pairwise distinct. At time σ1(Y ), which coincides with
min(δk, k ∈ [n − 1]), exactly two paths are equal each other almost surely.
Hence, N(Yσ1(Y )) = n− 1 almost surely. By continuity of Y , σ2(Y ) > σ1(Y )
almost surely.
Proof of Lemma B.2. Take r from the set Q+ of (strictly) positive rational
numbers. Note that Y rt := Yt+r, t > 0, is a MMAF starting at Yr due to
the martingale properties of Yt, t > 0 (see Remark 3.4 and Proposition 3.6).
Moreover, almost surely, Y r0 = Yr belongs to St. For each f ∈ St we denote
by Pf the law on (C([0,∞), L↑2),B(C([0,∞), L↑2))) of a MMAF starting at f ,
which is uniquely determined, according to Remark 3.3. By [IW89, Theo-
rem I.3.3] and [Kon17a, Proposition 3.4], for every A ∈ B(C([0,∞), L↑2)) and
B ∈ B(L↑2),
P [Y r ∈ A, Y r0 ∈ B] =
∫
B
Pf(A)µr(df), (45)
where µr denotes the law of Y
r
0 .
In order to prove (43), we first remark that
P
[
∃k < N(g), τYk+1 = τYk
]
6 p1 + p2,
where
p1 := P
[
∀k < N(g), τYk+1 = τYk
]
,
p2 := P
[
∃k < N(g)− 1, τYk+2 < τYk+1 = τYk
]
.
Let us check that p1 = 0 by distinguishing two cases. In the case where
n = N(g) is finite, τYn = 0 and τ
Y
n−1 = σ1(Y ) > 0 almost surely, by
Lemma B.3. Thus, p1 = 0. In the case where N(g) = +∞, the conti-
nuity of Y implies that τYk > 0 almost surely for every k > 1. In that case,
p1 6 P
[
∃r ∈ Q+, ∀k > 1, τYk > r
]
6 P [∃r ∈ Q+, N(Yr) =∞]. But almost
surely, Yr ∈ St for every r > 0, and thus, p1 = 0.
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Moreover,
p2 6 P
[
∃r ∈ Q+, ∃k < N(g) − 1, τYk+2 < r < τYk+1 = τYk
]
6
∑
r∈Q+
P
[
∃k < N(g)− 1, τYk+2 < r < τYk+1 = τYk
]
.
Remark that τYk+2 < r < τ
Y
k+1 = τ
Y
k implies that N(Y
r
0 ) = k + 2 > 3 and
that σ1(Y
r) = τYk+1 − r, σ2(Y r) = τYk − r satisfy σ1(Y r) = σ2(Y r). Thus,
P
[
∃k < N(g)− 1, τYk+2 < r < τYk+1 = τYk
]
6 P [N(Y r0 ) > 3, σ1(Y
r
0 ) = σ2(Y
r
0 )]
=
∫
{f :N(f)>3}
Pf [σ1(Y ) = σ2(Y )]µr(df) = 0,
where we used (45) to get the equality, and Lemma B.3 to obtain the
last inequality. Hence, we can deduce that p2 = 0. This implies that
P
[
∃k < N(g), τYk+1 = τYk
]
= 0, i.e. equality (43) holds true.
Furthermore, note that P
[
τ
Y
1 =∞
]
= P
[
τ
Y 1
1 =∞
]
, where τY
1
1 is defined
similarly as τY1 with Y replaced by Y
1
t = Y1+t, t > 0. Using equality (45),
P
[
τ
Y 1
1 =∞
]
=
∫
St
Pf
[
τ
Y
1 =∞
]
µr(df).
By Lemma 4.2, for each f ∈ St, Pf (τY1 = ∞) = 0. This yields that
P
[
τY1 =∞
]
= 0 and hence equality (44).
Lemma B.4. For every y ∈ Coal, β > 0 and n > 1 one has
∞∑
k=n
(
τ
y
k
)β
= β
∫ τyn
0
(N(yt)− n)tβ−1dt.
Proof. For simplicity of notation we will omit the superscript y in τyk . We
write for m > n
m∑
k=n
τ
β
k =
m−1∑
k=n+1
(k − n)
(
τ
β
k−1 − τβk
)
+ (m+ 1− n)τβm
=
m−1∑
k=n+1
(N(yτk)− n)
(
τ
β
k−1 − τβk
)
+ (N(yτm+1)− n)τβm
=
∫ τn
0
(N(ymt )− n) dtβ = β
∫ τn
0
(N(ymt )− n) tβ−1dt,
where ymt := yt∨τm+1 . Hence, the statement of the lemma follows from the
monotone convergence theorem.
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Lemma B.5. Let Y be a MMAF starting at g ∈ L↑2+. Then for every β > 12 ,∑∞
k=1(τ
Y
k )
β < +∞ almost surely.
Proof. Let g ∈ L2+ε for some ε > 0. In order to prove the lemma, we will
use the estimate
E [N(Yt)] 6
Cε,T√
t
(
1 + ‖g‖L2+ε
)
, t ∈ (0, T ],
from [Kon17a, Remark 4.6], where Cε,T is a constant depending on ε and
T > 0. Take an arbitrary number T > 0 and estimate for β > 12
E
[∫ τY
1
∧T
0
N(Yt)t
β−1dt
]
6
∫ T
0
E [N(Yt)] t
β−1dt
6 Cε,T
(
1 + ‖g‖L2+ε
) ∫ T
0
tβ−
3
2dt < +∞.
This implies that
∫ τY
1
0 N(Yt)t
β−1dt <∞ almost surely. Thus, the statement
of the lemma follows directly from Lemma B.4.
C Measurability of Coal
We recall that the set D((0, 1), C[0,∞)) denotes the space of càdlàg functions
from (0, 1) to C[0,∞) equipped with the Skorokhod distance, which makes
it a Polish space. Set
D↑C := {y ∈ D((0, 1), C[0,∞)) : ∀0 < u < v < 1, xt(u) 6 xt(v) ∀t > 0} .
It is easily seen that D↑C a closed subspace of D((0, 1), C[0,∞)). So, we will
consider D↑C as a Polish subspace of D((0, 1), C[0,∞)). Let
D
↑
2C : =
{
y ∈ D↑C : ∀T ∈ N, ∃K ∈ N, ∃δ ∈ Q+, max
t∈[ 1T ,T ]
‖yt‖L2+δ 6 K
}
∩
{
y ∈ D↑C : ‖yt − y0‖L2 → 0, t→ 0
}
=: D1 ∩D2.
Lemma C.1. For every A ∈ B(D↑C) the set A∩D↑2C is a Borel measurable
subset of CL↑2 := C([0,∞), L↑2).
Proof. First we are going to show that D↑2C is a subset of CL↑2. So, we take
y ∈ D↑2C and check that y is a continuous L2-valued function. The continuity
of y at 0 follows from the definition of D↑2C. Let t > 0 and tn → t as n→∞.
Without loss of generality, we may assume that tn ∈ [ 1T , T ] for some T ∈ N
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and all n > 1. We are going to show that ytn → yt in L2, n → ∞. Let us
note that the sequence {ytn}n>1 is relatively compact, according to [Kon17a,
Lemma 5.1] and the fact that ytn ∈ L↑2, n > 1, are uniformly bounded
in L2+δ-norm. This implies that there exists a subsequence N ⊆ N and
f ∈ L↑2 such that ytn → f in L2 along N . On the other hand, ytn →
yt pointwise, that implies the equality f = yt. Moreover, it yields that
every convergent subsequence of {ytn}n>1 converges to yt in L2. Using the
relatively compactness of {ytn}n>1, we can conclude that ytn → yt in L2 as
n→∞. Thus, y ∈ CL↑2.
Next, we will check that the set D↑2C is measurable in D↑C. We fix t > 0
and make the following observation. For every y ∈ D↑C the real valued func-
tion yt is non-decreasing on (0, 1). This implies that it has at most countable
number of discontinuous points. Hence, by [EK86, Proposition 3.5.3], the
convergence yn → y in D↑C implies the convergence of ynt → yt a.e. (with
respect to the Lebesgue measure on [0, 1]). Using Fatou’s lemma, we get
that the set
Λ(t, f,K, p) :=
{
y ∈ D↑C : ‖yt − f‖Lp 6 K
}
is closed in D↑C (46)
for every K > 0, p > 2 and f ∈ L2. Hence the set
D1 =
∞⋂
T=1
∞⋃
K=1
⋃
δ∈Q+
⋂
t∈[ 1T ,T ]
Λ(t, 0,K, 2 + δ)
is Borel measurable in D↑C. Using the standard argument and (46), one
can check the measurability of D2. So, the set D↑2C = D1 ∩ D2 is Borel
measurable in D↑C.
We claim that the identity map Φ : D↑2C → CL↑2 is Borel measurable.
Indeed, let
BTr (y) :=
{
x ∈ CL↑2 : max
t∈[0,T ]
‖xt − yt‖L2 6 r
}
.
Then the preimage
Φ−1
(
BTr (y)
)
=
⋂
t∈[0,T ]
Λ(t, yt, r, 2)
is a closed set in D↑C, by (46). Since the Borel σ-algebra on CL↑2 is generated
by the family
{
BTr (y), T, r > 0, y ∈ CL↑2
}
, [Kal02, Lemma 1.4] implies that
Φ is a Borel measurable function. Moreover, it is an injective map. So,
using the Kuratowski theorem (see [Par67, Theorem 3.9]) and the fact that
A∩D↑2C ∈ B(D↑C), we obtain that the image Φ(A∩D↑2C) = A∩D↑2C ∈ B(CL↑2)
for every A ∈ B(D↑C).
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Lemma C.2. Let Coal be defined in Section 5.1. Then Coal is a Borel
measurable subset of CL↑2.
Proof. Let CoalD consists of all functions from D
↑C which satisfies condi-
tions (G1)-(G4) of the definition of Coal in Section 5.1. Since every function
f ∈ St has a finite Lp-norm for every p > 2, it is easily seen that
CoalD ∩D↑2C = Coal.
Hence, according to Lemma C.1, the statement of the lemma will immedi-
ately follow from the measurability of CoalD in D
↑C.
We will write CoalD =
⋂4
i=1Gi, where for every i ∈ [4] the set Gi
consists of all functions from D↑C which satisfy Condition (Gi). Then
G1 : =
{
y ∈ D↑C : y0 = g
}
;
G2 : =
{
y ∈ D↑C : ∀t > 0, yt ∈ St
}
;
G3 : =
{
y ∈ D↑C : ∀u, v ∈ (0, 1), ∀s > 0, ys(u) = ys(v)
implies yt(u) = yt(v), ∀t > s
}
;
G4 : =
{
y ∈ D↑C : ∀s > 0, N(ys) = 1 or ∃t > s, N(yt)−N(ys) = 1,
and N(yt), t > 0, is càdlàg and non-increasing
}
,
where N(yt) is a number of distinct values of yt. It is not clear if the sets
Gi, i ∈ [4], are Borel measurable in D↑C. So, we are going to replace them
by another ones for which the measurability will easily follow. We set
G˜2 : =
{
y ∈ D↑C : ∀r ∈ Q+, ∃K ∈ N, N(yt) 6 K, ∀t > r
}
,
G˜3 : =
{
y ∈ D↑C : ∀u, v ∈ (0, 1) ∩Q+, ∀s > 0, ys(u) = ys(v)
implies yt(u) = yt(v), ∀t > s
}
.
Then, the fact that paths of functions y from G3 coalesce implies that G2 ∩
G3 = G˜2 ∩ G3. By the right-continuity of u 7→ yt(u) for every t > 0, we
have G˜2 ∩ G3 = G˜2 ∩ G˜3. Thus, G2 ∩ G3 = G˜2 ∩ G˜3. We remark that for
every y ∈ G˜2 ∩ G˜3, the function N(yt), t > 0, is càdlàg and integer-valued.
Consequently, G˜2 ∩ G˜3 ∩G4 = G˜2 ∩ G˜3 ∩ G˜4, where
G˜4 :=
{
y ∈ D↑C : ∀s ∈ Q+, N(ys) = 1 or ∃t > s, t ∈ Q+, N(ys)−N(yt) = 1
}
.
So, we have obtained that CoalD =
⋂4
i=1 G˜i, where G˜1 := G1.
We next show that G˜i ∈ B(D↑C), i ∈ [4]. The measurability of G˜1 is
trivial. In order to check that the set G˜2 is Borel measurable, we will note
that the set
Γ(t,K) :=
{
y ∈ D↑C : N(yt) 6 K
}
is closed in D↑C. (47)
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Hence, the set
G˜2 =
⋂
r∈Q+
∞⋃
K=1
⋂
t∈[r,∞)
Γ(t,K)
belongs to B(D↑C). By [EK86, Proposition 3.7.1], the measurability of G˜3
will follow from the measurability of the set{
x = (x1, x2) ∈ C[0,∞)2 : ∀s > 0, x1(s) = x2(s)implies x1(t) = x2(t), ∀t > s
}
in C[0,∞)2. But one can easily get it from the fact that the functions
C[0,∞)2 ∋ x 7→ inf {t > 0; x1(t) = x2(t)} ∈ [0,∞),
and
C[0,∞)2 × [0,∞) ∋ (x, s) 7→ x(· ∧ s) ∈ C[0,∞)2
are measurable. It only remains to show that G˜4 ∈ B(D↑C). We remark
that the map D↑C ∋ y 7→ N(yt) ∈ [1,∞] is measurable for every t > 0,
according to (47). Since the set G˜4 is defined via the countably family of
Borel measurable functions y 7→ N(yt), t ∈ Q+, we get that G˜4 ∈ B(D↑C).
This finishes the proof of the lemma.
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