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Abstract—An appealing feature of Network Function Virtu-
alization (NFV) is that in an NFV-based network, a network
function (NF) instance may be placed at any node. This, on
the one hand, offers great flexibility in redundancy allocation to
meet the availability requirements of flows; on the other hand, it
makes the challenge unique and difficult. One particular highlight
is that there is inherent correlation among nodes due to the
structure of the network, implying that special care is needed
for redundancy allocation in NFV-based networks. To this aim,
a novel approach, called CoShare, is proposed. Originally, its
design takes into consideration the effect of network structural
dependency. In addition, to efficiently make use of resources,
CoShare proposes the idea of shared reservation, where multiple
flows may be allowed to share the same reserved backup capacity
at an NF instance. Furthermore, CoShare factors in the hetero-
geneity in nodes, NF instances and availability requirements of
flows in the design. The results from a number of experiments
conducted using realistic network topologies show that CoShare
is able to meet diverse availability requirements in a resource-
efficient manner, requiring less resource overbuild than using the
idea of dedicated reservation commonly adopted for redundancy
allocation in NFV.
I. INTRODUCTION
Network softwarization technologies are driving a transfor-
mation of how networks are designed and operated to deliver
specialized / innovative services and applications. Network
Function Virtualization (NFV) emerges as a key expression of
network softwarization, promising, among others, full network
automation, flexible service provisioning, and cost reduc-
tion [1], and is considered as a key enabler for new generation
communication networks such as 5G [2] where carrier-grade
services are demanded. However, the successful adoption of
NFV in production networks is associated with new challenges
[3]. One of them is to ensure high availability of services
provided by an NFV-based network [4], [5].
The “de-facto” technique for a system to achieve high
availability for its services is through allocation of redundant
/ backup resources to compensate for the failures of primary
ones [6]. In various existing virtualization technologies, re-
dundancy is provided in the form of instance replicas, which
are ready to takeover the service in case the primary instance
fails. Typical solutions such as VMware Fault Tolerance [7]
and the more recent NFV system-level framework [8] envision
the instantiation of a dedicated backup instance, which runs
on a separate node, shall the primary instance fail. However,
such solutions can be resource inefficient as per each NF
at least two instances (one primary and one backup) are
required. In addition, the protection is at the instance or node
level, while the services provided by NFV-based networks are
typically at the tenant of flow level in the form of network
function (NF) chains. Moreover, it has been shown that merely
provisioning primary NF service chains will not be enough to
fulfill high-availability, particular career-grade, requirements
of services [9], [10].
Recently, research has been conducted to investigate how
to meet service availability requirement at the NF chain level
in NFV [11]–[14]. However, as discussed in Sec. VII in
more detail, the existing results are typically obtained under
restrictive setups or assumptions, e.g. hosting backup instances
of a service chain at a same node and dedicated capacity
is reserved at the backup instances. In addition, a unique
characteristic of NFV is that an NF instance may be hosted at
any node in the network. This appealing characteristic offers
additional flexibility in redundancy allocation in NFV, i.e.
to decide where to place the backup instances, in addition
to how to assign backup instances to form backup service
chains for flows [15], [16]. However, the literature focus has
mainly been on the latter, leaving the former particularly
the joint consideration of both little touched. Furthermore, a
fundamental piece of information of any network, which is the
topology or structure of the network, has even less been looked
into, ignoring its potentially significant impact on redundancy
allocation in NFV: The failure of a critical node can cause
difficulty for the other nodes to reach each other [17].
In this paper, a novel redundancy allocation approach for
NFV-based networks, called CoShare, is proposed. The spe-
cific contribution of CoShare is several-fold. First, CoShare
explores the flexibility offered by the unique NFV character-
istic, assigning backup NF instances to nodes meticulously
in order to avoid potential simultaneous unavailability of the
primary and backup service chains due to correlated failures
caused by network structural dependencies. For this purpose,
the information centrality measure called node dependency
index [18], [19] is exploited to identify correlation among
nodes (Cf. Sec. III). The identified correlation information
is made use of in both backup instance placement (§ IV-B)
and assignment (§ V-A). To the best of our knowledge,
CoShare is the first redundancy allocation approach for NFV-
based networks, which takes explicit consideration of network
structure-caused correlation among nodes in the design.
In addition, CoShare proposes to improve resource uti-
lization efficiency by the idea of shared reservation, where
multiple service chains that are not susceptible to simultaneous
service interruption are allowed to share the same reserved
backup capacity at an NF instance. In the literature, the general
idea of sharing backup resources has long been exploited for
backup allocation to improve resource utilization in various
types of networks, e.g. MPLS, IP, and optical mesh net-
works [20]–[24]. However, there is a fundamental difference.
In the traditional network settings, the locations of the backup
resources are typically fixed in the network, while in an NFV-
based network, owing to the flexibility offered by NFV, they
cannot be assumed a priori. In other words, the placement
of backup NF instances can have significant impact on the
decision of how they can be shared, making the problem new
and challenging. Moreover, CoShare takes into account the
availability requirement heterogeneity in redundancy alloca-
tion, together with the node heterogeneity in supporting NFs
and heterogeneity in node and instance availability levels.
In brief, CoShare places backup NF instances and assigns
them to form backup service chains to meet diverse availability
requirements of flows by jointly considering the network
structural dependency-caused impact (Sec. III, Sec. IV-B,
Sec. V-A), the heterogeneity in nodes, instances and avail-
ability requirements (Sec. IV-B, Sec. V-A), and the efficiency
in resource utilization (Sec. V-C).
The remainder of this paper is organized as follows. In
Sec. II, the system model and the redundancy allocation prob-
lem are described. Sec. III introduces the node dependency
index centrality measure and describes how to identify the
network structure-caused correlation among nodes. In Sec. IV,
the idea for placement of backup NF instances is presented.
In Sec. V, the proposed NF instance assignment scheme is
explained. Sec. VI presents the results. The related work is
discussed in Sec. VII. Finally, concluding remarks are made
in Sec. VIII.
II. THE SYSTEM MODEL AND PROBLEM DEFINITION
In this section, we first present the system model, including
the network model and the availability model. Then, we
introduce the redundancy allocation problem and highlight the
associated challenges.
A. Network Model
We consider network services provided by an NFV-based
network to its flows. The network is represented as an undi-
rected graph G(N ,L), where N denotes the set of nodes
and L the set of links. Each flow f has a source (sf ) and
a destination (df ), and has a traffic rate denoted as λf in
packets per second (pps). The flow f is identified by the
source-destination pair (sf , df ), where sf and df are in N .
We call such source and destination nodes “end nodes” in
the remainder and practically assume that the end nodes are
not involved in hosting NF instances. Each of the other nodes
may have multiple CPU cores to host NF instances. An NF
instance can be hosted on any such node that has enough
available resources. Following the literature [25], [26], it is
assumed that a CPU core, if allocated, is dedicated to a single
NF instance.
The network service provided to flow f is represented by an
NF chain
−→
S f , i.e. a set of network functions (S
1
f , S
2
f . . . S
gf
f )
that are performed in the specified order, where gf denotes the
service chain length. An NF instance v requires kv number
of cores and has µv processing capacity (i.e., the amount of
traffic the instance can process per unit time). An NF instance
may process multiple flows whose service chains include the
corresponding NF. It is required that
∑
f∈Fv λf ≤ µv, where
Fv denotes the set of flows processed by this NF instance v.
It is assumed that for each flow, its service chain has already
been implemented using an NFV resource allocation algo-
rithm, e.g. ClusPR [26], where, however, the availability aspect
of the service has not been taken into particular consideration.
We call such a service chain the primary chain of the flow.
B. Availability Model
The network service provided to each flow f has an
availability requirement Arf . For practical consideration, the
effect of the flow’s source and destination nodes is excluded.
In addition, to simplify the representation and analysis, we
focus on the impact of node and NF instance failures on
the availability, and assume that nodes and instances fail
independently. Without loss of generality, we classify flows
according to their availability requirements, and within each
class c, the availability requirement is the same, denoted
as Ac. In the group specification regarding NFV resiliency
requirements [27], the European Telecommunication Standard
Institute (ETSI) defines three levels of service availability. Ac-
cordingly, we assume three classes, if not otherwise specified.
We are interested in meeting the availability requirements
of flows by redundancy, through allocation of additional re-
sources particularly NF instances. More specifically, if the
primary chain cannot provide the requiredArf , backup chain(s)
are created to improve the availability level of the service and
meet the requirement. The service to a flow is considered
available if either the primary or one of the backup service
chains is available.
Let An denote the availability of node n, and Av the
availability of NF instance v. For the primary chain pf of
flow f , we use Apf to denote its availability. For a backup
chain b, its availability, denoted as Abf , is calculated as:
Abf =
gf∏
g=1
Av(g)
∏
n∈N b(f)
An (1)
where N b(f)(⊂ N ) denotes the set of nodes that host NF
instances of the backup chain b, and v(g) the instance on b
for the g-th NF of the service chain.
In case the backup chains and the primary chain are
independent, the overall service availability Af is given by
a parallel combination of the them:
Af = 1− (1−A
p
f )
hf∏
i=1
(1−Abif ) (2)
where hf denotes the number of backup chains used for the
flow.
C. The Redundancy Allocation Problem
For an NFV-based network, the redundancy allocation prob-
lem has three aspects to consider, which are,
• (C1) Deciding the number of backup instance for each
NF: The needed number for each NF depends on the
availability requirements of flows, the availability and
capacity characteristics of both the nodes and the NF
instances, as well as the topology of the network. When
the availability requirements are stringent while nodes
and/or NF instances have low availability figures, more
than one backup chain may have to be allocated [10],
[28].
• (C2) Placing the backup instances: Similarly, the place-
ment of backup instances is also influenced by those
factors. As a highlight, backup instance placement should
not only comply to anti-affinity constraints [4] to avoid
common failure modes, but they should also take into
account node’s resource capabilities: placing a backup
instance in a given node may happen only if the node has
sufficient resources, e.g. CPU cores, to host the backup
instance.
• (C3) Assigning instances to form backup chains for flows:
This concerns the assignment of instances to each flow
to form backup service chains to meet the flow’s avail-
ability requirement, where similar factors also matter. For
instance, a flow can be assigned with backup instances
only if those instances have sufficient resource capacity
to accommodate the flow.
The above discussed three considerations are entangled,
which, together with the special NFV characteristic, i.e. any
node may host instances of any NF, make redundancy alloca-
tion in NFV both unique and challenging. To have a better
overview of the problem and to achieve efficient resource
utilization in redundancy allocation, we formulate it into an
optimization problem as follows:
Given: G(N ,L)
Minimize∀(β,α) Nv(β, α), ∀v ∈ V (3)
Such that Af (β, α) ≥ A
r
f , ∀f
where β and α respectively denote the adopted NF backup
instance placement and assignment strategies, Nv(β, α) de-
notes the number of instances of NF v under placement β and
assignment strategy α, V the set of NFs involved in providing
the services, Af (β, α) the achieved availability for flow f
under these strategies.
For simplicity, only the topology and the availability condi-
tions / constraints are included in (3). In our earlier work [29],
a more complete version of the problem including the con-
straints can be found. In addition, an Integer Linear Program
(ILP) model has been developed in [29] to solve the problem.
However, the complexity of the problem is formidable, since
it is an NP-problem as implied in the formulation (e.g., see
[13], [30] for references). As a consequence, when the network
is large, solving the problem optimally in limited time is
difficult. For this reason, a heuristic approach, called CoShare,
is proposed in this paper to address (C1) – (C3), which is
introduced in Sec. IV and Sec. V.
It is worth highlighting that redundancy allocation for a
backup chain should try to avoid sharing risk of failures with
the primary service chain, i.e, the failure of any of instance or
its hosting node should have minimal impact on the backup
service chain. This is crucial and is also the basis for applying
(1) and (2). However, even though the nodes and instances
may be independent as individual systems, they are inherently
correlated due to network structural dependence: the failure
of one node may cause the unreachability of other nodes if
these nodes have strong network structural dependency with
the failed node (Cf. Sec. III). A novel idea of CoShare is to
explicitly take into account the inherent correlation due to the
network topology in the redundancy allocation problem (3).
III. IDENTIFYING CORRELATION AMONG NODES DUE TO
NETWORK STRUCTURAL DEPENDENCE
A. Network Structural Dependency Measure
The inherent structural dependencies among nodes imply
that the impact of one node’s failure on the services provided
by the network may significantly differ from that of another
node’s failure. To reflect this difference, several measures
quantifying the network structural dependency level have
been proposed in the literature [18], [19]. In the redundancy
allocation problem, a key is to choose proper nodes to place
the backup instances. To this aim, the node dependency index
[18], [19] is adopted.
The node dependency index DI(i|n) measures the average
level of dependency that node i has on node n in connecting
with the other nodes of the network [19]. Specifically,DI(i|n)
is calculated from the path dependency index DI(i → j|n),
which measures the dependency that the path between nodes
i and j has on node n. DI(i→ j|n) is defined as
DI(i→ j|n) ≡
{
Iij − I
−n
ij if A
−n
ij = 1
1 if A−nij = 0,
(4)
with
Iij = 1/dij
where dij denotes the length, e.g. hop count, of the shortest
path between nodes i and j. The binary variableA−nij measures
the reachability of node j from node i, i.e. the availability of
a path from i to j, given that node n has failed: A−nij = 1 if
node i can reach node j after the deactivation of node n and 0
otherwise. The node dependency index is then defined as [19]
1:
DI(i|n) =
1
N − 2
∑
j∈N−n/i6=j
DI(i→ j|n). (5)
1In [19], N−1 is used in the denominator, but since there are only N−2
choices for j ∈ N−n/i 6= j, the more intuitive N − 2 is adopted in (5).
Note that, this change does not affect the ranking result of nodes.
where N−n = N − {n}, i.e. the set of nodes without n.
It can be verified: 0 ≤ DI(i|n) ≤ 1. For the two extreme
cases, DI(i|n) = 0 tells that node i does not experience con-
nectivity problem with removal of node n, while DI(i|n) = 1
implies that node i is unable to connect with the other nodes
after node n’s failure. Fundamentally, a higher DI(i|n) value
indicates higher dependence of node i on node n implied by
the network structure.
Remark: It is intuitive that a longer path with more network
elements on the path is more subject to unavailability that a
shorter path with less elements. This intuition motivates to
use (4) as the basis to measure how the reachability between
two nodes depends on another node. Essentially, DI(i→ j|n)
quantifies the extent that this reachability from i to j is affected
by the failure of node n, and hence the extent that i → j
depends on n. Note that, except for (4), the other ideas of
CoShare do not rely on the specific definition ofDI(i→ j|n),
and hence could be readily ported when other definitions for
DI(i→ j|n) are preferred.
B. Network-Structurally Correlated Nodes
As discussed above, even though individual nodes may fail
independently, such a failure can affect the communication of
other nodes in the network due to the inherent network struc-
tural dependence. From the definition of the node dependency
index, i.e. (5), if node i has a higher-level dependency on node
n, the failure of node n will result in higher difficulty for the
other nodes to reach node i.
We introduce C(n) as the set of critical nodes of node n
which node n highly depends on, where node n is said to
highly depend on node i if DI(n|i) is above a given threshold
tDI :
C(n) = {i|DI(n|i) > tDI , i ∈ N
−n}. (6)
If C(n) is empty, it means that node n is not highly dependent
on the other nodes. For example, in a full mesh network, all
nodes are structurally independent of each other as the failure
of one node does not affect the connectivity among the other
nodes.
It is clear that the network structural dependence relation
between nodes i and n has two directions, i.e. dependence of
i on n and that of n on i, and in general,
DI(i|n) 6= DI(n|i).
As a consequence, to minimize the influence of network
structure caused correlation such that node i can be used to
host backup instances of those NFs on node n, we should avoid
both dependence of i on n, i.e. n /∈ C(i), and dependence of
n on i, i.e. i /∈ C(n). We call this the first-level dependency
among nodes.
It is worth highlighting that, with (6), even if we have i ∈
C(j) and j ∈ C(n), it does not necessarily lead to i ∈ C(n).
On the other hand, if the unavailability of node j is due to
the failure of one of its critical nodes, e.g. i, the other nodes,
e.g. n, that are heavily dependent on j might also become
unavailable. We call this the second-level dependency among
Algorithm 1 Finding network-structurally correlated nodes
Input: G(N ,L), tDI
Output: Bˆn
1: Find C(n) using (6)
2: Insert C(n) to Bˆn
3: for i ∈ N−n do
4: if n ∈ C(i) then
5: Insert i to Bˆn
6: if i ∈ C(n) then
7: for j ∈ N−i do
8: if j ∈ C(i) then
9: Insert j to Bˆn
10: return Bˆn
nodes. An implication of this cascading effect, which may be
extended to further-level dependency, is that, in this case, it
should be avoided to use node i as backup for node n.
Based on the above analysis, Algorithm 1 presents an
algorithm for finding the set of nodes, denoted as Bˆn that is
initially empty, which are network-structurally correlated with
node n. The algorithm starts by finding the set of nodes due
to the first-level dependence on both directions (Lines 1-2 and
Lines 3-5 respectively). Then, nodes that have the second-level
of dependency described above are added (Lines 6-9).
IV. PLACEMENT OF BACKUP NF INSTANCES
To allocate backup service chains to flows to meet their
availability requirements, three decisions have to be made as
discussed in Sec. II-C. Namely, they are: (C1) how many
backup instances to create for each NF, (C2) where, i.e. on
which nodes, to place the backup instances, and (C3) how to
assign instances to form backup service chains for flows. This
section focuses on (C1) and (C2), and the next section on
(C3). Originally, we take network structural dependence into
consideration in them.
A. Estimating Numbers of Backup NF Instances
The number of backup instances for each NF, needed to
satisfy the service availability requirements of flows, is influ-
enced by several factors, such as the availability and length of
the primary chains and the availability and capacity of the NF
instances, in addition to their availability requirements. In ad-
dition, flows with higher availability requirements might need
more than one backup chain while lower service availability
requirements may be fulfilled with only one backup chain [10],
[29], [31]. Further due to the heterogeneity in node availability,
instance availability, and service availability requirements of
flows, finding the numbers of backup NF instances required
is not trivial.
In CoShare, we use the following approach to “roughly”
estimate such numbers. Specifically, we first estimate the
number of backup chains needed to fulfill the availability
requirement of flows in each class, based on which, the number
of needed backup instances is then calculated. For the former,
the estimation assumes that each NF instance is hosted at a
different node and the backup chains and the primary chain
paths are disjoined. Then, the number of needed backup chains
for a flow in class c, denoted as hc, is estimated as:
hc = min
x∈Z+
{x|1− (1 − min
f∈Fc
Apf )(1 − A˜
b
c)
x ≥ Arc} (7)
with
A˜bc = ( min
n∈N b
Anmin
v∈V
Av)
g
where Fc represents the set of flows in class c, A
p
f the
availability of flow f provided by the primary chain, and Arc
the availability requirement for flows in class c. A˜bc may be
interpreted as the availability of a backup chain for a class c
flow, where N b ⊂ N denotes the set of nodes that have the
capacity to host backup NF instances, V the set of NFs, An
the availability of a node n, Av the availability of an instance
of NF v, g the maximum NF chain length of flows in the
availability requirement class c. Since to satisfy the required
availability more than one backup chain may be required, hc
is estimated from (7), taking into account the parallel effect
of these backup chains.
Next, the number of backup instances of each NF v, denoted
as zv, which are needed to fulfill the service availability
requirements of flows, is calculated as
zv =
∑
c
zv(c) (8)
where zv(c) denotes the number of backup instances of NF v
which are needed for flows in class c and is simply estimated
from, assuming that all flows in the class require hc number
of backup chains:
zv(c) = hc⌈
∑
f∈Fc/v∈
−→
S f
λf
µv
⌉. (9)
Note that, the estimation (7) has adopted conservative
assumptions, e.g. NFs of a chain are hosted at different nodes,
to get (7). In comparison with the literature approaches in
[11]–[14], they may instead assume instances for the same
NF chain to be hosted at the same backup node. With the
estimation (8), it can be expected that the estimated numbers of
backup instances are higher than the optimal numbers needed
to fulfill the availability requirements of flows. However, we
highlight that, the numbers from (8) are only “rough” estimates
as the starting point. By setting the objective in assigning
them to form backup chains to be maximizing the utilization
of the backup instances (cf, Sec. V), the actually used and
hence needed numbers of backup instances can be significantly
reduced (cf, Sec. VI-C1).
B. Placement of the Backup Instances
After the numbers of backup instances estimated, CoShare
places them on nodes. The heuristic is presented in Al-
gorithm 2. The placement is made by performing bin-
packing [32] of the NF instances on the nodes, where the
network structural correlation among nodes, the heterogeneity
in the availability level of nodes and NF instances, and in the
availability requirements of flows, and the number of backup
instances for each NF, are particularly taken into consideration.
On the node side for bin-packing, nodes are categorized and
prioritized. Specifically, to avoid simultaneous unavailability
of the primary and backup chains, it is intuitive that the NFs of
a backup chain for a flow should avoid being hosted on those
nodes that are “critically” correlated with the nodes hosting
the primary NF chain of the flow. To this aim, based on the
structural correlation information input, Bˆn, from Algorithm 1,
nodes are categorized into two sets, Q′n(c) and Q
′′
n(c), where
the former represents the set of nodes that are not structure-
critically correlated with the primary nodes of flows in class c,
and the latter the rest. In the placement or bin-packing, as the
intuition indicates, nodes in Q′′n(c) are considered only after
nodes in Q′n(c) have been exhausted (Lines 5 - 8).
In addition, nodes may have different availability levels,
e.g., high-end nodes having 99.9% availability or higher while
low-end nodes having 99% availability or lower. In [29],
it is shown that for the low availability requirement class,
it is more cost-efficient to use the low-end nodes. While
for the medium and high availability requirement classes,
using high-end nodes is preferable as this will lead to the
use of fewer backup instances and nodes. Considering these,
CoShare prioritizes nodes based on their availability levels.
This prioritization is translated into the sorting of node (Lines
3 and 4), before the bin-packing is performed.
On the instance side for bin-packing, prioritization is also
performed. Specifically, the more the backup instances for an
NF type, the higher the priority is given to this NF type.
The underlying intuition is, the estimate (9) implies that more
flows require this NF and its backup instances to achieve
their availability requirements. Hence, giving it priority will
more likely accommodate a higher number of flows [26]. This
prioritization is reflected in sorting the NF instances based on
their numbers (Line 1).
Finally, the placement is completed by bin-packing the
backup instances onto the nodes, based on the priorizations
introduced above. Specifically the top-prioritized node is
checked for its capacity. If it has enough capacity, the NF
instance with the highest priority is placed on it. If not,
the next prioritized node is checked for possible placement
of this instance (Lines 9-21). As a highlight, a node may
have capacity to host multiple NF instances. In such a case,
CoShare diversifies the types of instances placed on the node.
The underlying intuition is that, the backup chain delay is
minimized if all its NFs are hosted on a same node, and
placing instances of different types on one node increases this
chance. This is reflected by Lines 13-15 in Algorithm 2, where
after placing a given NF type on a node, the next NF type
from queue Qv(c) is chosen to be placed on the same node
instead of another instance of the same type. This procedure
is repeated until all the instances are placed or all the backup
resources are utilized.
Algorithm 2 CoShare’s Placement Heuristic
Definitions:
N c ← set of nodes hosting primary instances of class c flows
Q′n(c) ← priority queue of structurally uncorrelated candidate backup nodes
Q′′n(c) ← priority queue of the other candidate backup nodes, i.e., N
−Q′n(c)
Qv(c) ← priority queue of all NF types v to be placed for each class c
zv(c) ← number of instances of NF type v to be placed for class c
Input: G(N ,L), Bˆsn = N
−Bˆn complement of set Bˆn (from Algorithm 1)
Output: Placement of backup instances on nodes
Initialize:
ActiveNode ← null
1: Qv(c) = sort zv(c) in descending order
2: for each class c do
3: Q′n(c) =
⋂
n∈Nc Bˆ
s
n sorted based on node availability
4: Q′′n(c) = N
−Q′n(c) sorted based on node availability
5: if Q′n(c) is not empty then
6: ActiveNode ← top of Q′n(c)
7: else
8: ActiveNode ← top of Q′′n(c)
9: while Qv(c) not empty do
10: v ← NF type from top of Qv(c) with zv(c) > 0
11: while Q′n(c) and Q
′′
n(c) not empty do
12: if ActiveNode has capacity then
13: Place v on the ActiveNode
14: zv(c) = zv(c)− 1
15: v ← next NF type from top of Qv(c)
16: else
17: Remove ActiveNode from Q′n(c) or Q
′′
n(c)
18: if Q′n(c) is not empty then
19: ActiveNode ← top of Q′n(c)
20: else
21: ActiveNode ← top of Q′′n(c)
Fig. 1. Example of finding feasible instance set (Availability requirement:
0.9999; Availability of the primary chain: 0.99)
V. ASSIGNMENT OF NF INSTANCES TO FLOWS
The goal of redundancy allocation in NFV is to achieve
the desired availability levels for flows. To this aim, having
estimated the needed backup instances for each NF and
decided where to place them in Sec. IV, CoShare assigns NF
instances to flows to form backup chains for them so as to
meet their availability requirements, which is the focus of this
section.
A. Feasible NF Instance Set for Assignment
Note that every backup service chain of a flow must include
all the NFs ordered in the same way as the primary service
chain. However, for every NF, it may have multiple instances
in the network. This subsection is devoted to identifying a set
of such instances, called the “feasible set”, which is considered
for the assignment in CoShare. By feasible set, it is meant that
with the backup chain formed by any combination of instances
in the set, the flow’s availability requirement can be met.
It is obvious that any instance without enough capacity to
accommodate the flow should not be included in the feasible
set. In addition, as discussed in Sec. III, an NF instance whose
hosting node has critical structural correlation with a node of
the primary chain (C.f. Algorithm 1) should not be included
in the feasible set either. Let I˜Sg
f
, g = 1, . . . , gf denote the
resultant instance set of each NF Sgf of the flow.
Since each instance and the hosting node have implicit
availability levels, this information can be made use of to
find the feasible set. In particular, for one backup chain, the
best availability range, which can be achieved, is between
(MIN,MAX) which are calculated as
MIN = min
v(g)∈I˜
S
g
f
,∀g
1− (1−Apf )(1 −A
b
f ) (10)
MAX = max
v(g)∈I˜
S
g
f
,∀g
1− (1−Apf )(1 −A
b
f ) (11)
where Abf is found from (1). Note that (1) has two parts:∏gf
g=1 Av(g) that is the availability resulted from the involved
instances v(g), ∀g = 1, . . . , gf , and
∏|N b(f)|
b=1 Ab that is the
availability resulted from the involved hosting nodes N b(f).
When all instances v(g), ∀g = 1, . . . , gf are hosted at different
nodes, Eq. (1) can be re-written as
Abf =
gf∏
g=1
Av(g)An(v(g))
where n(v(g) denotes the node hosting the instance v(g).
Intuitively, when the required availability Arf is smaller than
MIN , this implies that all possible combinations out of I˜Sg
f
,
g = 1, . . . , gf , to form a backup NF chain for the flow are
able to help meet the requirement and hence the set is already
a feasible set. When MIN < Arf < MAX , it means the
required availability cannot be achieved by some combinations
of instances in I˜Sg
f
, g = 1, . . . , gf . In other words, this set is
not a feasible set.
CoShare uses Algorithm 3 to find the feasible set. To illus-
trate the idea, Fig. 1 shows a simple example. In the example,
the considered flow needs a service composed of two NFs,
firewall and load-balancer, and its availability requirement is
0.9999, but the primary service chain only has availability of
0.99. In the network, after excluding those instances without
enough capacity left or whose nodes are network-structurally
correlated with the primary chain nodes, there are still five
candidate instances of each NF hosted at different nodes. After
sorting, their availability levels, AFW+ = AFW · An and
ALB+ = ALB ·An′ , taking into account both node availability
and instance availability, are shown in the figure.
Clearly, the required availability level 0.9999 is within this
(MIN,MAX). An implication is that this requirement can
be met with one backup chain. Another is that, some of the
Algorithm 3 Finding feasible set of NF instances
Definitions:
V ← set of NF instances of type v
Av+ ← Av ∗Ab, where b is the backup host node of NF v ∈ V
Output: set of feasible NF instances {IS1
f
, · · · ,I
S
gf
f
}
1: Sort the instances in V in descending order of Av+
2: Find MIN from the instances that have minAv+ using Eq. (10)
3: Find MAX from the instances that have maxAv+ using Eq. (11)
4: if MIN ≥ Af
f
& |N b(f)| = gf then
5: Insert the instances to the feasible set
6: else
7: while MIN < Af
f
|| |N b(f)| < gf do
8: if MIN ≥ Ar
f
then
9: Insert the instances making minAv+ to the feasible set
10: Replace the instance with the smallest availability
11: Recalculate MIN
12: Insert the instances to the feasible set
instances should not be included in the feasible set. To this
aim, we drop the instance with the lowest availability, which
is the load balancer instance with availability of 0.9, and then
re-calculate MIN as shown in the middle part of Fig. 1
and compare it with the required availability. This process is
repeated until MIN is equal to or higher than the required
availability. All the remaining instances form the feasible set:
Any combination of instances in the set forming the required
NF chain is able to meet the required availability for the flow,
i.e. all assignments using instances from this set to achieve
the required availability are feasible.
In the above discussion and example, the required avail-
ability level is less than MAX . If however this is not true, it
means that one backup chain is not enough to fulfill the service
availability requirement for the flow. In such cases, we update
Apf with MAX in Algorithm 3 when applying (10) and (11),
add the corresponding instances to the assignment and remove
them from the candidate lists, and consider using an additional
backup chain. This process is repeated until the required
availability can be achieved, or there are no enough candidate
instances left to form additional backup chain, implying the
availability requirement is infeasible to achieve.
B. Feasible Backup Chains
Let {IS1
f
, · · · , I
S
gf
f
} denote the feasible NF instance set,
where ISv
f
, v = 1, . . . , gf , represents the set of instances of
network function Svf in the feasible set. Then, the possible
backup chains for the flow are easily obtained as:
(IS1
f
, · · · , I
S
gf
f
) ≡ Rd(f)
∀ ISv
f
∈ ISv
f
, v = 1, . . . , gf , where ISv
f
denotes an instance
of NF Svf . It is easily verified that, the total number of such
possible backup chains is:
|IS1
f
| · · · |I
S
gf
f
|.
Remark: When a specific path from the source sf to the
destination df over the networkG(N ,L) is used to implement
a backup chain, this path must include the instances of this
backup chain in order. To this aim, the approach of mutli-
stage k-shortest paths [26] can be used. Specifically, for the
flow, a multistage graph can be constructed, where the initial
stage, stage 0, is the source, the last stage is the destination and
each stage (v = 1, . . . , gf ) in the middle corresponds to an NF
of the flow’s service chain. All instances in {IS1
f
, · · · , I
S
gf
f
}
are incorporated: The corresponding nodes of instances of Svf
form the v-th stage. A dynamic program can be formed to
find k-shortest paths, based on a cost function, from each node
at every stage to the destination [26]. For instance, when the
considered cost is delay, the resultant paths can be checked and
only back chain compositions that can form paths meeting the
delay requirement will be kept. As a result, the size of Rd(f)
may be reduced.
C. Assignment of NF Instances to Flows
Recall the overall objective of the redundancy allocation
problem, i.e. Objective (3). In Sec. IV-B, the placement strat-
egy used in CoShare has been introduced. In the remaining of
this section, we introduce the assignment strategy of CoShare.
In brief, for each flow f , out of the feasible backup chains,
CoShare assigns to the flow the chain that maximizes the
utilization of resources, so as to minimize the needed resource,
i.e. the numbers of NF instances, in meeting the required
availability level.
1) Backup capacity reservation: Since each flow f has an
arrival rate λf , every backup NF instance assigned to the flow
needs to also reserve λf amount of capacity to the flow. As
a consequence, it is intuitive to reserve the same amount of
resource for every backup chain as for the primary chain.
In particular, dedicated capacity is reserved at every instance
of such a backup chain to account for simultaneous failures
of instances or nodes [10], [11], [33]. We call this approach
dedicated reservation. Here, it is worth highlighting that, even
in this approach, there is sharing at the instance level, i.e.,
the capacity of the instance can be shared by back chains of
multiple flows as long as the capacity constraint allows, i.e.∑
f∈Fv λf ≤ µv , where F
v denotes the set of flows using
this NF instance v on their backup chains.
However, in practice, the probability that multiple indepen-
dent failures occur at the same time is low and planning the
redundancy considering this rare occasion is costly in terms
of resource utilization [34]. Taking this into consideration,
the idea of sharing reserved backup capacity among multiple
flows has long been exploited in backup allocation to improve
resource utilization in different types of networks [21]–[24].
In CoShare, we propose to adopt the same idea to reduce
the needed number of backup NF instances in redundancy
allocation. We call this approach shared reservation,
Specifically, in CoShare, flows with disjoint primary service
paths, referred to as independent flows, are allowed to share
reserved capacity at a backup instance. Let Fv denote the set
of independent flows whose service chains use backup instance
v. Then, in CoShare with shared reservation, the backup NF
instance v will only need to reserve a capacity of maxf∈Fv λf
for all these flows. In comparison, if dedicated reservation is
Fig. 2. Illustration of dedicated reservation (left) v.s. shared reservation
(right): The instance has capacity of 5. Each flow requires capacity of 1.
Flows f1 and f3 are independent.
used, for the same set of flows Fv, the backup instance will
need to reserve a capacity of
∑
f∈Fv
λf for them. In Fig. 2,
an example illustrating the difference in capacity allocation
between NF shared reservation and dedicated reservation is
presented.
2) The assignment heuristic: Note that for each flow, a set
of feasible backup chains, denoted as Rd(f), which together
with the primary service chain can meet the availability
requirement of the flow has been identified in the previous
subsection. Now, the challenge is how to apply the idea of
shared reservation in this special setup, i.e. to choose / assign
backup chain(s) to the flow to meet Objective (3). To this aim,
CoShare utilizes a weight-based approach:
For each chain r ∈ Rd(f), it is given a weight W p(r, f)
calculated as
W (r, f) =
gf∑
j=1
w(vrf,j) (12)
which is the summation of the weight of each instance con-
stituting r, where w(vrf,j) denotes the weight of the instance
of the j-th NF in r for flow f , vrf,j this instance, and gf the
service chain length for flow f .
In (12), the instance weight w(vrf,j) is calculated using:
w(vrf,j) =


gf , f |= fa & f |= SRvrf,j (fa), fa ∈ Dvrf,j∑
fa∈Dvr
f,j
λfa
µvr
f,j
, otherwise.
(13)
where Dv denotes the set of flows that are reserving backup
capacity at instance v, SRv(f) the set of flows that are sharing
the capacity of instance v with flow f , λf the rate of flow f ,
and µv the capacity of instance v. In addition, in (13), |= is
used to represent independence between flows.
The key idea of (13) is as follows. If flow f is independent
with flow fa, i.e. f |= fa, as well as with all the flows that
are sharing capacity of the instance vrf,j with flow fa, i.e.,
f |= SRvrf,j (fa), then it implies that flow f can share reserved
capacity with flow fa at the instance v
r
f,j . In this case, the
instance will be given a weight equal to the service chain
length of the flow, i.e. gf . Otherwise, the instance is given
a weight that is equal to the current utilization level of the
instance.
In CoShare, among all backup chain compositions Rd(f),
the flow f is assigned with the backup chain that has the
maximum chain weight i.e., maxr∈Rd(f)W (r, f). Implied by
(13), this assignment strategy prioritizes assigning flows to
more utilized instances – an intuitive approach to minimize
the needed numbers of instances of each NF in Objective (3).
D. Efficiency and Scalability of CoShare
The assignment heuristic of CoShare ensures giving higher
priority to instances where shared reservation is possible
as proved in Theorem 1. Since shared reservation is more
resource efficient than dedicated reservation, it helps increase
resource efficiency in assigning backup instances to flows to
meet their availability requirements, and consequently reduce
the total needed number of backup instances.
Theorem 1. Consider two backup chain choices r and r′
(∈ Rd(f)). The other conditions are the same, but r has at
least one instance vrf,j on which the flow can share reserved
capacity with other flows, while r′ does not have. Then, r has
a larger chain weight than r′, i.e.,
W (r, f) > W (r
′
, f).
Proof: Refer to Appendix A.
The complexity of CoShare is determined by the three
involved parts, namely network structural analysis (Sec. III),
placement (Sec. IV), and assignment (Sec. V). In network
structural analysis, the computational complexity of finding the
critical node set C(n) for every node n ∈ N is O(N2), from
(6) and (5), so its complexity is O(N3). CoShare’s placement
heuristic performs a bin-packing of backup NF instances on
nodes. The complexity of the algorithm is a function of the
number of instances to be places and the number of candidate
backup host nodes. Specifically, sorting is performed on both
the node side and the instance side, whose complexities are
O(N2) are O(z2v) respectively, where zv is the maximum
number of backup instances (8) that may be involved in the
sorting. Approximating the number of NF instances by the
number of nodes, the placement heuristic has a complexity
O(N2). The assignment of NF instances to form backup
chains for flows has a complexity of O(FNG), where G
denotes the longest service chain length. This is because, for
every flow, the worst case is to search through all the possible
chain compositions and the total number is |IS1
f
| · · · |I
S
gf
f
|
which is upper-bounded by O(NG). Thus, the complexity of
CoShare is O(N3 + N2 + FNG), which is approximately
O(FNG), under practical assumptions F ≥ N and G ≥ 2.
In brief, the complexity of CoShare can be written as a
function of the number of flows that are to be assigned backup
chains, the number of nodes / instances in the network, and
the longest length of service chains, which is summarized as
Theorem 2.
Theorem 2. CoShare has a complexity of O(FNG), where F
is the number of flows, G the longest length of service chains
and N the number of nodes in the network.
VI. RESULTS
This section presents results showing the performance of
the proposed redundancy allocation approach, CoShare. Recall
that, a novel idea of CoShare is to exploit network structural
correlation information in the design. Sec. VI-A is hence
devoted to showing the impact of such correlation. The re-
maining Sec. VI-B – Sec. VI-D focus on introducing the
performance of CoShare where comparisons are also included.
Specifically, a number of experiments are conducted on
two realistic ISP network topologies. In the study, if not
otherwise specified, it is assumed that each node hosts 8
CPU cores and has 16 GB memory, of which half of the
capacity i.e., 4 CPU cores and 8 GB of memory, is used by
the primary NFs and the rest by backup NFs. The primary
NFs’ placement as well as the assignment of primary service
chains to flows is conducted by using ClusPR [26]. Every NF
instance requires one CPU core and 2GB of memory, having
a total NF processing capacity (µv) of 10Mpps. Five types
of NFs are considered (e.g., Firewall, DPI, NAT, IDS, and
Proxy). The source and destination nodes of flows. Three avail-
ability classes are considered, with availability levels 99.9%
(3’9s), 99.99% (4’9s) and 99.999% (5’9s). The availability
requirements required by the flows are randomly generated
corresponding to the three classes. The NF processing capacity
required by each flow f , i.e., λf , is set to 0.5 Mpps. The
length of the service chain for each flow is assumed to
vary in the range of 2 to 4. NFs and the service types in
the chain of each flow are selected randomly out of the
five NFs considered. The availability of the hosting nodes is
assumed to be uniformly distributed between 0.99 − 0.999,
NF instances have an availability between 0.999 − 0.9999,
and the threshold algorithmic parameter tDI is set to 0.5 if not
otherwise specified. If a flow’s availability requirement cannot
be satisfied by the adopted redundancy allocation approach,
it is rejected. All algorithms are run on a Dell workstation
(model number 7910).
A. Impact of Network Structural Correlation
In this subsection, a simple experiment is carried out to
showcase the effect of not considering the network structural
correlation among nodes in the backup instance placement
decision making. The GEANT network topology [35] is
used for this experimental study. The GEANT network is
a pan-European network connecting research and education
institutions consisting of 44 nodes and 136 links. Only node
availability impact is considered. It is assumed that the avail-
ability of each node is 0.999 (3’9s). For each flow, the service
function chain contains two NFs, and the required availability
of the flow is 99.999%. The baseline algorithm from [10]
is used to decide the number of backup instances needed.
According to the baseline algorithm [10], theoretically, one
backup for each of the NFs is enough to meet the 99.999%
(5’9s) availability requirement.
Two backup instance placement strategies are considered.
One does not consider network structural correlation, where
the primary and backup NF host nodes of a chain are randomly
chosen in the network. Another takes the structural correlation
into consideration, where the backup host nodes are chosen
10-6 10-5 10-4 10-3
Flows Unavailability
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Fig. 3. Impact of Network Structural Correlation
from those without critical network structural correlation with
the primary host nodes.
The availabilities of 100 flows are measured by conducting
ten million simulation runs. In each simulation run, the state
of each node, i.e., failed (0) or up (1), is randomly generated
from Bernoulli distribution using the node’s availability. The
unavailability CDF of the 100 flows is shown in Fig. 3.
As can be read from the figure, the strategy taking network
structural correlation into consideration performs significantly
better. Specifically, when network structural correlation is not
considered, about 10% of the flows only have availability of
3’9s or even lower, in contrast to taking it into consideration
where all flows have at least 4’9s availability. In addition,
while only 80% of flows can reach the required 5’9s in the
former, this percentage increases to 90% in the latter.
There are two implications of this experimental study. One
is that the number calculated by the baseline algorithm [10]
may not be enough to meet the availability requirements of
all flows when applied to a real network. Another is that,
the inherent network structural correlation among nodes can
have significant impact on the availabilities of the services, and
hence is a crucial factor that should be taken into consideration
for redundancy allocation.
B. Comparison with Optimal Model
In order to assess the optimality level of CoShare, its
performance is compared with an integer linear program (ILP)
approach called AllAny, which has been proposed to solve
the optimization problem (3) in [29]. The ILP model assumes
dedicated reserved capacity, i.e. dedicated reservaton, at the
backup instances. The GEANT network is also used for this
analysis. Backup chains are allocated for 200 flows whose
primary chains are served by using 23 NF instances, where
every flow has a chain length of 2.
For the comparison, we adopt the concept of resource over-
build, which is a key figure-of-merit in assessing redundancy
capacity efficiency [36], i.e. the extra capacity needed to meet
the service availability objective as a percentage of the capacity
for the service under no redundancy. In this paper, it is defined
to be the ratio of the total number of backup NF instances
actually used to meet the availability requirement to the total
number of primary NF instances.
Fig. 4 shows the placement of the backup instances, i.e.,
the number and type of backup NF instances placed together
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Fig. 4. Placement of backup NF instance by the AllAny model [29], and CoShare using dedicated and shared reservations
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Fig. 5. Per NF utilization of the placed backup NF instances
with their host nodes, obtained using the AllAny model and
CoShare. For CoShare, both shared reservation and dedicated
reservation are considered.
The number of backup instances for each NF which are
created by CoShare with dedicated reservation is the same
as that created by the AllAny model. In total, 23 backup
instances are created by each of the two approaches and
six backup nodes are used to host the instances, i.e., 100%
resource overbuild. The per NF utilization level, which is the
percentage of the NF capacity that is reserved by the flows,
is shown in Fig. 5. Since CoShare intends to maximize the
utilization of NF instances, most of the backup instances are
100% utilized in contrast to the NFs of the AllAny model.
Moreover, with CoShare using shared reservation, only 13
backup NF instances are created and five backup host nodes
are used, which results in only about 56% resource overbuild.
It is worth highlighting that in this example, the AllAny is
solved by using the LP solver, CPLEX, and hence the results
are optimal. However, even for this simple example, it took
more than a dozen minutes to find the optimal solution by
solving the model, due to the NP complexity nature of the
optimization project (3). In contrast, CoShare obtained the
results in less than one second. These showcase that CoShare
is able to get near optimal results in much less time, and when
applying shared reservation, CoShare can achieve higher level
of resource efficiency.
C. Effect of Shared Reservation
We now consider a larger network: The Rocketfuel topology
AS 1221 with 100 nodes and 294 links [37] is adopted. With
the increased numbers of nodes and links, the computation
of the optimal results has increased too much (due to NP-
complexity) to be handled by the adopted workstation. For
this reason, CoShare with dedicated reservation, which has
similar performance as the optimal model shown in the above
example, will be used in the comparison.
1) Resource overbuid: Fig. 6a shows the number of backup
NF instances that are needed to satisfy different levels of
availability by using CoShare with shared and dedicated
reservation. The results shown are average values with 95%
confidence interval over ten simulation runs. In each of the
availability levels, the NF instances are created for 700 flows
having a service chain containing two NFs. In addition, the
resource overbuild for both backup allocation strategies is
illustrated in Fig. 6b. As can be observed, the higher the
availability requirement level the more the number of backup
NF instances required.
Recall that, in the placement phase, CoShare first “roughly”
estimates the number of backup chains for each availability
requirement class and accordingly the number of backup NF
instances, i.e. hc and z(c) in Sec. IV-A, which are possibly
needed. For the three availability levels [0.999, 0.9999, and
0.99999], the corresponding rough estimates are [1, 2, and
3] for hc and [70, 140, and 210] for z(c) respectively. As
discussed in Sec. IV-A, the actually used and hence needed
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Fig. 6. Comparison: Resource overbuild
number of backup instances under CoShare can be expected
to be much lower. This is confirmed by Fig. 6a that shows the
real total numbers of used backup instances under CoShare
with dedicated reservation and shared reservation. Specifically
under CoShare with dedicated reservation, they are [68, 85,
130] for the three availability levels, which are reductions of
2.8%, 39%, and 38% from the rough estimates respectively.
Under CoShare with shared reservation, there are further
reductions of 44%, 64%, and 69%.
Fig. 6b further compares dedicated reservation and shared
reservation using resource overbuild. As shown by the fig-
ure, to fulfill 0.99999 availability, the former requires 178%
resource overbuild, in contrast to the much reduced 93% by
the latter. Similar reduction is found also for the other two
availability classes. Overall, NF shared reservation enables
more efficient utilization of resources with significant decrease
in the required number of backup NF instances.
2) Flow acceptance ratio: In the above experiments, no
flow is rejected, i.e. all flows’ availability requirement can
be met with CoShare, with or without shared reservation. In
the following experiment, we consider 650 flows each with a
service chain consisting of four NFs. Similar to Fig. 6a, Fig. 7a
compares the number of backup NF instances created for
each availability class under dedicated and shared reservation.
It also shows that less instances are needed with shared
reservation.
Additionally, Fig. 7b compares the flow acceptance ratio. As
shown by the figure, the availability requirement of all flows in
the two lower availability classes is satisfied with both shared
and dedicated reservation. However, only about 60% of flows
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Fig. 7. Comparison: Flow acceptance ratio
in the highest availability class can be admitted with their
availability requirement satisfied with dedicated reservation,
in contrast to 100% with shared reservation. This is because
CoShare with dedicated reservation requires a higher number
of backup NF instances than what can be provided by the
available resources in the network. If that number would have
been possible, Fig. 7a would have shown a much higher
reduction by using shared reservation. This again implies that
NF shared reservation enables more resource efficiency which
in turn maximizes the number of flows that can be admitted
to the network.
D. Effect of the Threshold
CoShare has one algorithmic parameter, the threshold tDI ∈
(0, 1), which is used in (6) to help identify the set of critical
nodes due to network structural correlation. As can be ex-
pected from (6), a higher tDI leads to a smaller set. To have a
better overview about the effect of the threshold, experiments
have also been conducted. Figure 8 shows the number of
backup NF instances instantiated for fulfilling the availability
requirement under different threshold values for the case of
Rocketfuel topology with 700 flows. For the threshold value
between 0.2 and 0.9, the same number is found. In fact, with a
closer look, it has been found that the same set of structurally
correlated nodes are resulted from (6) with a threshold value
in this range. However, when the threshold value is too small,
e.g. 0.1, it is observed that all the network nodes are included
in the set. These indicate that the performance of CoShare is
generally robust to the threshold except when a not too small
value is given to it.
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E. Effect of Assignment Order
When multiple flows need to be allocated with redundant
resources to fulfill their availability requirements, they may be
applied with CoShare at arbitrary order. In the rest, the effects
of two specific yet intuitive orders are investigated.
1) Based on availability requirement: In this study, flows
have different availability requirements but the same service
chain length. The flows are assigned with needed backup
instance in the order of their availability requirements, from
high (5’9s) to low (3’9s) or from low to high. 15 sets of
randomly generated 700 flows are considered. Each flow has
a service chain of two NFs, and its availability requirement is
randomly chosen among 3’9s, 4’9s and 5’9s. Fig. 9a compares
the needed number of backup NF instances in fulfilling the
availability requirements of flows in the 5’9s class for each
set. As can be seen from the figure, there is no clear evidence
about which order is better. Similar observation has also been
found for the other two classes. This implies that prioritizing
assignment based on availability requirements has minimal
effect on the performance of CoShare.
2) Based on service chain length: Next, the impact of
ordering based on the flow’s service chain length is assessed:
long to short or short to long. The experiment setup is similar
to above, but the chain length of a flow is randomly chosen be-
tween 2 and 4. Figs. 9b and 9c compare the number of needed
backup NF instances for the 3’9s and 5’9s classes respectively.
As can be observed from these figures, prioritizing flows that
have longer service chain length results in fewer backup NF
instances needed. An underlying reason is that, when a longer
chain flow is prioritized, due to the involvement of more
instances, the chance of finding flows that can share capacity
on some of these backup instance is higher. Nevertheless, the
difference is minor, about 10% or less.
VII. RELATED WORK
Guaranteeing service availability in NFV-enabled networks
represents an important challenge that needs to be addressed to
fully exploit the benefits of NFV [3], [4]. To this aim, there has
been a continuous effort in the recent literature to investigate
and propose resource efficient and scalable algorithms for
resource / redundancy allocation in NFV.
Fan et al. [11] presented an algorithm to minimize the
employed physical resources by protecting the most unreliable
NFs. On similar lines, they extended the work by proposing
methods for allocating backup resources in order to maximize
the number of accommodated service requests while meeting
heterogeneous availability demands [10]. In [31], the authors
studied the suitability of various data center architectures for
resilient NFV service deployments. Ding et al. [38] improved
the design in [11] by proposing a method to select the
most appropriate NFs to protect by exploiting a cost-aware
critical importance measure rather than the least available NFs.
However, these contributions are based on assumptions which
may significantly impact their applicability in more general
setups [28], [31]. Such assumptions include homogeneous
backup nodes, considering only the failure of NFs while
ignoring physical nodes’ failure and vice versa [11], [38], or
assuming NF instances fail independently irrespective of their
placement [10].
In [15], three ILP models are proposed for VNF placement
and service chaining. However, their aim is to protect the
service chains against single node/link, single link, and single
node failures respectively, without taking into account the spe-
cific availability requirement of each service chain. In addition,
the evaluation shows that providing protection against these
scenarios comes with at least twice the amount of resources in
terms of the number of nodes being deployed into the network
[15].
As redundancy can be costly, it is desirable to share re-
dundancy at maximum possible in NFV based networks to
enable more efficient resource utilization as having been done
in traditional networks, e.g. IP/MPLS based [39], [40]. In [14],
a multi-tenancy based approach, which allows a backup NF
instance to be utilized by multiple flows, is proposed, and
it is also demonstrated that the multi-tenancy based approach
outperforms single-tenancy based approaches. However, in the
approach proposed in [14], a backup chain is constrained to
only using NFs hosted on one node, similar to [33]. In [11],
aiming at minimizing the physical resource consumption, a
joint protection scheme is proposed where the sum of re-
sources between two adjacent NFs are allocated for protection.
In [12], shared path protection is used to allocate backup paths
that protect against single link failures. In [13], adjacent NFs
share the resources of a host machine. In all these approaches,
when a backup NF instance is assigned to a flow, dedicated
backup capacity for the flow is reserved, same as in ChoShare
with dedicated reservation.
CoShare is different from these literature works in several
aspects. First, CoShare takes into account the heterogeneity
present in terms of resources at network nodes and NF in-
stances and their availability, in contrast to [28], [31]. Second,
both node failure and NF failure as well as the impact of a
node’s failure on its hosted NFs are considered, different from
[11], [38] and [10]. Third, CoShare aims to meet flow-level
specific availability requirement, different from [15].
Forth, in terms of shared reservation, to enable resource
efficiency, CoShare allows a backup service chain being con-
structed by NF instances placed at different nodes, as opposed
to the approaches studied in [14], [33]. In addition, CoShare
also differs from [11], [13]. Specifically, the shared reser-
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Fig. 9. Effect of prioritization based on availability requirements (a) and service chain length (b) and (c).
vation mechanism employed in CoShare provides protection
to multiple service chains that request the same NFs, rather
than protecting adjacent NFs of the same service chain in
[11], [13]. It is worth highlighting that in all the literature
approaches [11], [13], [14], [33], even though a backup NF
instance may be shared among multiple flows or tenants,
dedicated capacity is reserved for each flow / tenant, the same
as in dedicated reservation discussed in Sec. V-C. In other
words, as in CoShare’s dedicated reservation, resource sharing
in all these approaches is at the instance level. However,
CoShare’s shared reservation additionally allows the sharing
to be made at the flow or service chain level, leading to
improved efficiency in making use of resources. Moreover,
none of the previous works takes into consideration topological
dependencies among network nodes. Since such dependencies
are inherent in the network structure / topology, disregarding
them could lead to the failure of both the primary and the
backup chains at the same time, and consequently affects the
actually delivered availabilities of flows lower than expected
as shown by the example in Sec. VI-A. To this end, CoShare
not only makes another novel contribution but also sheds a
new insight for redundancy allocation in NFV.
VIII. CONCLUSION
In this paper, a novel scheme, called CoShare, is proposed
for redundancy allocation in NFV. An original and crucial idea
of CoShare is to explicitly take into account the inherent net-
work structure - caused correlation / dependence among nodes
in both redundancy placement and assignment. As a result,
CoShare is able to minimize the impact of correlated failures
due to network structural dependence on service availability.
In addition, with network structural dependence information,
CoShare is able to identify flows, whose primary chains are not
correlated due to the network structure. Then CoShare allows
shared reservation among them, i.e. let them share the same
reserved backup capacity at an instance, to improve resource
efficiency without compromising their availability. This forms
another original idea of CoShare. Moreover, CoShare stands
out with supporting diverse flow availability requirements
under heterogeneous nodes and instances in terms of both re-
sources and availability. The experimental results demonstrate
that a redundancy approach without considering network struc-
tural dependence in its design can unfortunately fail to meet
its promised availability. In addition, when backup capacity is
dedicatedly reserved for each flow at a shared NF instance,
the performance of CoShare (with dedicated reservation) is
close to that of the optimal solution, but CoShare is scalable.
Furthermore, with shared reservation, CoShare can reduce the
resource overbuild significantly, e.g. about half or more in
the Rocketfuel topology experiment. These results indicate
that CoShare is appealing for redundancy allocation in NFV.
They also imply the criticality and potential of taking into
account network structural dependence in addressing the NFV
redundancy allocation problem.
APPENDIX A
Proof of Theorem 1: Suppose there is one NF instance
on which flow f can share reserved capacity on in the backup
chain r, then the chain weight will be
W p(r, f) = gf +
gf−1∑
j=1
∑
fa∈Avr
fj
λfa
µvr
fj
. (14)
For the chain r
′
, it has no NF instance on which the flow
can share reserved capacity on, i.e., flow f is not independent
with all the flows in A
vr
′
fj
, ∀j ∈ {1 . . . gf}. Then, chain r
′
will have a weight
W p(r
′
, f) =
gf∑
j=1
∑
fa∈A
vr
′
fj
λfa
µ
vr
′
fj
. (15)
Note that, the NF instances on all the backup chains in
Rd(f) satisfy the NF capacity constraint. Thus,
0 ≤
∑
fa∈A
vr
′
fj
λfa
µ
vr
′
fj
< 1 and, 0 ≤
∑
fa∈Avr
fj
λfa
µvr
fj
< 1.
(16)
Since the service chain length gf ≥ 1 and the other conditions
are the same, we haveW p(r, f) > W p(r
′
, f). When there are
more instances on r where the flow can share reserved backup
capacity, following the same derivation as above, it can be
easily verified that the weight of r will then be even higher.
This concludes the proof.
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