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Abstract—In [12], it was shown that a generalized maximum
likelihood estimation problem on a (canonical) α-power-law
model (M(α)-family) can be solved by solving a system of
linear equations. This was due to an orthogonality relationship
between the M(α)-family and a linear family with respect to the
relative α-entropy (or the Iα-divergence). Relative α-entropy is
a generalization of the usual relative entropy (or the Kullback-
Leibler divergence). M(α)-family is a generalization of the usual
exponential family. In this paper, we first generalize the M(α)-
family including the multivariate, continuous case and show that
the Student-t distributions fall in this family. We then extend the
above stated result of [12] to the general M(α)-family. Finally we
apply this result to the Student-t distribution and find generalized
estimators for its parameters.
I. INTRODUCTION AND PRELIMINARIES
The exponential families of probability distributions are im-
portant in statistics as many important probability distributions
like Binomial, Poission, Gaussian and so on fall in this class.
Let X = (X1, . . . , Xd) be a d-dimensional random vector that
follows a probability distribution pθ, θ ∈ Θ, where Θ is an
open subset of Rk. Suppose also that X1, . . . , Xd are jointly
continuous (or jointly discrete). The family of probability
distributions E = {pθ : θ ∈ Θ} is said to belong to a k-
parameter exponential family if it can be represented in the
following form [9, Eq. (7.7.5)].
pθ(x) =
{
exp[q(x) + Z(θ) + w(θ)T f(x)] if x ∈ S
0 otherwise,
(1)
where S denotes the support of pθ (that is, pθ(x) > 0 for
x ∈ S). Here w := (w1, . . . , ws)T and f := (f1, . . . , fs)T
such that for all i = 1, . . . , s, wi : Θ → R and fi : Rd →
R are some functions, and q : Rd → R is a non-negative
function. Further, Z : Θ → R is a function which makes pθ
a probability distribution and all wi(θ) and Z(θ) are assumed
to be differentiable on Θ.
The exponential family can be thought of as projections of
the Kullback-Leibler (KL) divergence on a set of probability
distributions determined by some linear constraints, called
linear family [4], [5]. Iα-divergence is a generalization of
the KL-divergence and is defined as follows. For probability
distributions p and q on Rd,
Iα(p, q) :=
α
1−α log
∫
p(x)q(x)α−1dx − 11−α log
∫
p(x)αdx
+ log
∫
q(x)αdx,
[15], [16], [13], [8] (also known as relative α-entropy [11],
[12], logarithmic density power divergence [14], projective
power divergence [6], γ-divergence [8], [3]). Here α > 0, α 6=
1, called the order of the divergence. Notice that, Iα coincides
with the KL-divergence as α → 1 [12], [3]. In this sense
Iα-divergence can be regarded as a generalization of KL-
divergence. Iα-divergence also arises in information theory
as redundancy in the mismatched case of guessing (for α < 1)
[15], source coding [12], and in encoding of tasks [2].
Analogous to the fact that the projections of KL-divergence
on linear families yield an exponential family, the projections
of Iα-divergence on linear families yield an α-power-law
family,M(α). A generalM(α)-family can be defined, including
the continuous and multivariate case, as follows.
Definition 1: The family of probability distributions {pθ :
θ ∈ Θ} is said to belong to a k-parameter M(α) family if it
can be written as
pθ(x) =
{
Z(θ)−1
[
q(x)α−1 + w(θ)T f(x)
] 1
α−1 if x ∈ S
0 otherwise,
that is,
pθ(x) = Z(θ)
−1
[
q(x)α−1 + w(θ)T f(x)
] 1
α−1
+
, (2)
with [r]+ := max{r, 0}, for any r ∈ R and the functions
w, f, q and Z are as defined in (1). If the number of wi’s
is equal to that of θi’s and each wi(θ) = θi, such a family
is called canonical1 M(α)-family [12, Def. 8]. This canonical
form of the family arises as a projection of the Iα-divergence
on a linear family of probability distributions [11]. Many well-
known distributions such as Wigner semi-circle distribution,
Wigner parabolic distribution and more interestingly, the
Student-t distributions fall in the class M(α).
1Analogous to the canonical exponential family.
As KL-divergence is closely related to the maximum likeli-
hood estimation (MLE), the Iα-divergence is closely related
to a robustified version of MLE. Indeed, if X1, . . . ,Xn is an
independent and identically distributed (i.i.d.) sample drawn
according to some pθ of a parametric model, Π = {pθ : θ ∈
Θ} and S is the common support of Π (that is, support of
members of Π does not depend on θ), to find the MLE of θ,
one needs to solve the so-called score equation or estimating
equation for θ, given by
1
n
n∑
j=1
s(Xj ; θ) = 0. (3)
Here s(·; θ) := ∇ log pθ(·), called the score function and ∇
stands for gradient with respect to θ. If there is contamination
in the observed sample, one modifies the score equation by
replacing the usual average of the score functions s(Xj ; θ) in
(3) by some weighted average that down-weights the effect
of the outliers. Motivated by the works of Field and Smith
[7] and Windham [17], the following estimating equation was
proposed by Jones et. al. [10]:
1
n
n∑
j=1
pθ(Xj)
α−1s(Xj; θ)
1
n
n∑
j=1
pθ(Xj)α−1
=
∫
pθ(x)
αs(x; θ)dx∫
pθ(x)αdx
, (4)
where α > 1. The above equation was proposed based on the
following intuition. If a sample point x is not compatible to
the true distribution pθ, then pθ(x)
α−1 would be smaller and
thus down-weights the effect of x in the average of the score
functions. The equation is obtained by equating the normalized
empirical weighted average to its hypothetical one (c.f. [1]).
Observe that, (4) does not make sense in terms of robustness
for α < 1. However, it is a valid estimation problem even
for α < 1 as minimization of Iα-divergence for α < 1
corresponds to certain estimation problems in information
theory, such as guessing [16], source coding (see [12, Sec.
II C]) and encoding of tasks [2].
Csisza´r and Shields showed that if Π is a canonical expo-
nential family with finite support S, the MLE (if exists and
unique) is a solution to a system of linear equations [5, Th.
3.3]. This was due to an orthogonality relationship between
the exponential family and a linear family with respect to
the relative entropy. By exploiting the geometry between
Iα-divergence, M
(α)-family and linear family, analogously,
Kumar and Sundaresan showed that if Π is a canonical M(α)-
family with finite support S, then the solution of (4) (if exists
and unique) is same as solution of a system of linear equations
[12, Th. 18 and Th. 21]. In this paper, we solve this problem
for the general M(α)-family by directly solving the estimating
equation. We show that, under some regularity assumptions,
the result continues to hold for general M(α)-family as well.
We then apply this result to find estimators for the student-t
distributions. We assume the following regularity conditions
unless stated otherwise.
(a) All the integrals are well-defined over S with respect to
the Lebesgue measure on Rd in the continuous case and
with respect to the counting measure in discrete case.
(b) For probability distributions pθ, pη ∈ Π, if θ 6= η, then
pθ 6= pη on a set of positive measure.
(c) The support S does not depend on θ. Integration with
respect to x and differentiation with respect to θ can be
interchanged.
II. ESTIMATION ON M(α) FAMILY
In this section, we solve the estimation problems (MLE or
the generalized MLE) associated with the KL-divergence and
Iα-divergence by solving the respective estimating equations.
Theorem 2: The following are true.
(i) The MLE on an exponential family as defined in (1) must
satisfy
∂r[w(θ)]
T
Eθ[f(X)] = ∂r[w(θ)]
T f¯ , r = 1, . . . , k. (5)
(ii) The Jones et. al. estimator on an M(α) family as in
Definition 1 must satisfy
∂r[w(θ)]
T
Eθ[f(X)]
Eθ[q(X)α−1 + w(θ)T f(X)]
=
∂r[w(θ)]
T f¯
qα−1 + w(θ)T f¯
, (6)
r = 1, . . . , k.
Here ∂r denotes the partial derivative with respect to θr,
f¯ := (f¯1, . . . , f¯s)
T , f¯i =
1
n
∑n
j=1 fi(Xj) for i = 1, . . . , s,
and qα−1 := 1n
∑n
j=1 q(Xj)
α−1.
Proof: 1: Consider an i.i.d. sample X1, . . . ,Xn drawn
according to some pθ, where Xi = (X1i, . . . , Xdi)
T , ∀i =
1, . . . , n.
(i) If pθ is in an exponential family as in (1), we have for
r = 1, . . . , k,
∂r[log pθ(x)] = ∂r[Z(θ)] + ∂r[w(θ)]
T f(x).
Eθ[∂r log pθ(X)] = 0, by the regularity condition (c), thus
we have
∂r[Z(θ)] + ∂r[w(θ)]
T
Eθ[f(X)] = 0. (7)
Using (7) in the estimating equation (3), we have (5).
(ii) The estimating equation (4) can be re-written as
1
n
n∑
i=1
pθ(Xi)
α−2∇pθ(Xi)
1
n
n∑
i=1
pθ(Xi)α−1
=
∫
pθ(x)
α−1∇pθ(x)dx∫
pθ(x)αdx
. (8)
Since pθ ∈M(α), from (2) we have
pθ(x)
α−2∂r[pθ(x)]
= Z(θ)1−α
{
Z(θ)−1∂r[Z(θ)][q(x)
α−1 +
w(θ)T f(x)]− 1α−1∂r[w(θ)]T f(x)
}
,
for r = 1, . . . , k. Using this in (8) we get,
Z(θ)−1∂r[Z(θ)]−
1
α−1∂r [w(θ)]
T
[
1
n
n∑
j=1
f(Xj)
]
1
n
n∑
j=1
[q(Xj)α−1+w(θ)Tf(Xj)]
= Z(θ)−1∂r[Z(θ)]−
1
α−1∂r [w(θ)]
T
∫
pθ(x)f(x)dx
∫
pθ(x)αdx
,
which implies (6).
In the following theorem we show that for a regular E or
M
(α)- family, Theorem 2 can be improved further.
Definition 3: If, for an exponential family E (respectively,
M
(α)-family), the following conditions are true, then such a
family is said to be a k-parameter regular exponential family
(respectively, k-parameter regular M(α) family).
(i) Number of wi’s and number of θi’s are equal (s = k),
(ii) 1, w1(·), . . . , wk(·) are functionally independent on Θ,
(iii) f1(·), . . . , fk(·) are functionally independent on S.
Theorem 4: If the families in Theorem 2 are further regular,
then
(i) the MLE on exponential family must satisfy
Eθ[f(X)] = f¯ , (9)
(ii) the Jones et. al. estimator on an M(α)-family must satisfy
Eθ[f(X)]
Eθ[q(X)α−1]
=
f¯
qα−1
. (10)
Proof: 2: Since for a k-parameter regular family, 1,
w1(·), . . . , wk(·) are functionally independent on Θ. This
implies the vectors
(
∂1[wi(θ)], . . . , ∂k[wi(θ)]
)
, i = 1, . . . , k,
are linearly independent for every θ ∈ Θ, because if
k∑
i=1
ci
(
∂1[wi(θ)], . . . , ∂k[wi(θ)]
)
= 0,
for some scalars c1, . . . , ck, then
c1w1(θ) + · · ·+ ckwk(θ) = m,
where m is a constant. Then functional independence of 1,
w1(·), . . . , wk(·) implies that m = c1 = · · · = ck = 0.
(i) (5) can be re-written as
∂r[w(θ)]
T
(
Eθ[f(X)]− f¯
)
= 0. (11)
For any θ ∈ Θ, this is a system of k-homogeneous
equations in k unknowns where the coefficient matrix is
given by
D :=
(
∂i[wj(θ)]
)
k×k
.
As all the columns of D are linearly independent,
the determinant of D is non-zero. Hence (11) implies
Eθ[fi(X)] − f¯i = 0, for i = 1, . . . , k. By the regularity
assumption (b), the estimator must satisfy (10).
(ii) (6) can be re-written as
∂r[w(θ)]
T
[
Eθ[f(X)]
Eθ [q(X)α−1+w(θ)T f(X)]
− f¯
qα−1+w(θ)T f¯
]
= 0.
As the family is regular, the above equation becomes
Eθ[f(X)]
Eθ[q(X)α−1 + w(θ)T f(X)]
− f¯
qα−1 + w(θ)T f¯
= 0,
by a similar argument as in (i). Now,
qα−1 + w(θ)T f¯
= qα−1 + q
α−1+w(θ)T f¯
Eθ [q(X)α−1+w(θ)T f(X)]
w(θ)TEθ[f(X)].
Thus,{
qα−1 + w(θ)T f¯
}{
Eθ[q(X)
α−1 + w(θ)T f(X)]
}
= qα−1 Eθ[q(X)
α−1 + w(θ)T f(X)]
+[qα−1 + w(θ)T f¯ ]w(θ)TEθ[f(X)],
that is,
[qα−1 + w(θ)T f¯ ] Eθ[q(X)
α−1]
= qα−1 Eθ[q(X)
α−1 + w(θ)T f(X)].
This implies
qα−1
Eθ[q(X)α−1]
=
qα−1 + w(θ)T f¯
Eθ[q(X)α−1 + w(θ)T f(X)]
.
Thus the estimator must satisfy (10).
Remark 1: Observe that, Theorem 4 (ii) essentially extends
the result known for a canonical M(α)-family with finite
support [12, Th. 18 and Th. 21].
III. GENERALIZED MAXIMUM LIKELIHOOD ESTIMATION
ON STUDENT-T DISTRIBUTIONS
In this section, we first show that the Student-t distributions
form an M(α)-family and then we apply Theorem 2 to find
the estimator for their parameters.
The d-dimensional Student-t distribution with mean µ :=
(µ1, . . . , µd)
T and a positive-definite covariance matrix Σ :=
(σij)d×d is given by
pθ(x) = Nθ,α
[
1 + bα(x − µ)TΣ−1(x − µ)
] 1
α−1
+
, (12)
where d/(d+2) < α,α 6= 1 and bα = [1−α]/[2α−d(1−α)].
Here ν := [bα+2(1−α)2]/(1−α)2 is the degrees of freedom.
Let Σ−1 := (σij), the inverse of Σ. The normalizing constant
Nθ,α is given by
Nθ,α :=

bd/2α Γ(1/1−α)
Γ([1/1−α]−[d/2])pid/2|Σ|1/2
if α < 1
[−bα]
d/2Γ([α/α−1]+[d/2])
Γ(α/α−1)pid/2|Σ|1/2
if α > 1.
The support of this distribution is given by
S =
{
R
d if α < 1
{x : (x− µ)TΣ−1(x− µ) ≥ −1/bα} if α > 1.
We use the following notations. For a matrix A = (aij)d×d,
Tr(A) := Trace of A =
∑
i
aii, A
−T := (A−1)T ,
Vec(A) := (a11, . . . , a1d, a21, . . . , a2d, . . . , ad1, . . . , add)
T ,
that is, if A is a matrix of order d, then Vec(A) is a d2-
dimensional column vector whose [(i − 1)d + j]-th entry is
aij , for all i, j = 1, . . . , d. For x ∈ S, we can re-write (12) as
pθ(x) = Nθ,α
[
1 + bα{xTΣ−1x− 2µTΣ−1x + µTΣ−1µ}
] 1
α−1
= Nθ,α
[
1 + bα{Tr(Σ−T xxT )− 2(Σ−1µ)T x
+ µTΣ−1µ}] 1α−1
= Nθ,α
[
1 + bα{Vec(Σ−1)TVec(xxT )
− 2(Σ−1µ)T x + µTΣ−1µ}] 1α−1 .
(13)
Comparing (13) with (2), we have Student-t distributions as a
(d2 + d)-parameter M(α)-family, with
θ = (µ,Σ−1), Z(θ)−1 = Nθ,α, q(x) ≡ 1,
w1(θ) = bα(µ
TΣ−1µ), f1(x) = 1,
w2(θ) = −2bα(Σ−1µ)T , f2(x) = x,
w3(θ) = bαVec(Σ
−1)T , f3(x) = Vec(xx
T ).
Since for α < 1, the support S does not depend upon
the parameters, we can apply Theorem 2 (ii) to estimate the
parameters µ and Σ. Let us first calculate the derivative of
each wi(θ) with respect to each parameter.
∂µ[w1(θ)] = 2bα(Σ
−1µ),
∂µ[w2(θ)] = −2bα(Σ−1),
∂µ[w3(θ)] = Od×d2 ,
where Od×d2 is the zero matrix of order d × d2. For i, j =
1, . . . , d
∂σij [w1(θ)] = 2bαµiµj ,
∂σij [w2(θ)] = uij ,
∂σij [w3(θ)] = vij ,
where uij is a d-dimensional row vector whose entries are
zero except the i-th and j-th entries which are (−2bαµj) and
(−2bαµi), respectively. Similarly, vij is a d2-dimensional row
vector whose entries are zero except the [(i− 1)d+ j]-th and
[(j − 1)d+ i]-th which are equal to bα.
Consider now an i.i.d. sample X1, . . . ,Xn according to a pθ
of the form (12), where Xi = (X1i, . . . , Xdi)
T , i = 1, . . . , n.
Define X = (X1, . . . , Xd)
T , where Xi =
1
n
∑n
l=1Xil, for
i = 1, . . . , d, and XXT is the matrix of order d × d whose
(i, j)-th entry is 1n
∑n
l=1XilXjl. Let us denote
Y := 1 + bα[Vec(Σ
−1)TVec(XXT )
−2(Σ−1µ)TX+ µTΣ−1µ].
Using (6), we have the following estimating equations for the
Student-t distributions.
−2bαΣ
−1
Eθ [X]+2bα(Σ
−1µ)
Eθ[Y]
= −2bαΣ
−1X+2bα(Σ
−1µ)
Y
,
2bαµiµj+uijEθ [X]+vijEθ[Vec(XX
T )]
Eθ[Y]
=
2bαµiµj+uijX+vijVec(XXT )
Y
,
for i, j = 1, . . . , d. Since Eθ[X] = µ and Eθ[XiXj ] = σij +
µiµj , the above system reduces to
µ = X, and
1
n
n∑
l=1
XilXjl = µiµj +
Y
Eθ[Y]
σij .
Using these we have
Eθ[Y] = Eθ[1 + bα{Vec(Σ−1)TVec(XXT )
− 2(Σ−1µ)TX+ µTΣ−1µ}]
= 1 + bα{Vec(Σ−1)T [Vec(Σ) + Vec(µµT )]
− 2(Σ−1µ)Tµ+ µTΣ−1µ}
= 1 + bα{Tr(Σ−1Σ) + Tr(Σ−1µµT )− µTΣ−1µ}
= 1 + bα{d+ Tr(µTΣ−1µ)− Tr(µTΣ−1µ)}
= 1 + d · bα, (14)
and
Y = 1 + bα{Vec(Σ−1)TVec(XXT )− 2(Σ−1µ)TX+ µTΣ−1µ}
= 1 + bα{Vec(Σ−1)TVec
(
Y
Eθ[Y]
Σ+ µµT
)
− 2(Σ−1µ)Tµ+ µTΣ−1µ}
= 1 + bα{Vec(Σ−1)TVec
(
Y
Eθ[Y ]
Σ
)
+ Vec(Σ−1)TVec(µµT )− µTΣ−1µ}
= 1 + bα{ YEθ[Y]d+ Tr(Σ
−1µµT )− µTΣ−1µ}
= 1 + d · bα YEθ[Y] . (15)
Equations (14) and (15) together imply Y = Eθ[Y]. Thus the
estimating equations for Student-t distributions become
µ = X, and
1
n
n∑
l=1
XilXjl = µiµj + σij .
Hence the estimators for µ and Σ are
µ̂ = X, and σ̂ij =
1
n
n∑
l=1
XilXjl − µ̂iµ̂j . (16)
These are summarized in the following theorem.
Theorem 5: Let α < 1. The estimator for the mean and
covariance parameters of a Student-t distribution in (12) by
the estimating equation (4) of Jones et. al., are
µ̂ = X, σ̂ij =
1
n
n∑
l=1
(Xil − µ̂i)(Xjl − µ̂j). (17)
Remark 2: It can be shown that as α → 1, the Student-t
distributions coincide with a normal distribution with mean
µ and covariance matrix Σ. Also, for α = 1, the estimating
equation (4) is actually the usual score equation (3) of MLE.
Thus there is a continuity on the α-estimation for α in (0, 1].
The condition that the support S is independent of the pa-
rameters is necessary for Theorem 2. The uniform distribution
in (0, θ), where θ is the unknown parameter, can be expressed
as an exponential family. But the support S of this family
depends on the parameter θ. Also the MLE for θ can not be
obtained by simply solving the estimating equation (5). Here
we present such an example for the Jones et. al. estimation
(4).
Let us consider, for simplicity, the Student-t distributions
with α = 2 and variance σ = 1. Then the pdf is given by
pµ(x) = N2
[
1− (x− µ)
2
5
]
+
, (18)
where N2 = Γ(5/2)/
√
5πΓ(2) = 3/4
√
5 and the support is
given by
S = {x : µ−
√
5 ≤ x ≤ µ+
√
5}
which depends on the unknown parameter µ. Thus we cannot
use Theorem 2 (ii) directly to estimate µ. However, solving the
estimating equation (4) is same as maximizing the following
generalized likelihood function2 for pθ,
L(α)(θ) := αα−1 log
[
1
n
n∑
j=1
pθ(Xj)
α−1
]
− log
[ ∫
pθ(x)
αdx
]
.
(19)
Suppose that X1, . . . , Xn is an i.i.d. sample drawn according
to pµ in (18). Then
L(2)(µ | X1, . . . , Xn)
= 2 log
[
1
n
n∑
i=1
pµ(Xi)1(µ−
√
5 ≤ Xi ≤ µ+
√
5)
]
− log
(
Eµ
[
N2
{
1− (X − µ)
2
5
}])
= 2 log
[
1
n
n∑
i=1
pµ(Xi)1(Xi −
√
5 ≤ µ ≤ Xi +
√
5)
]
− log 4N2
5
, (20)
where 1(·) denotes the indicator function.
The maximizer of L(2)(µ) is same as the maximizer of
ℓ(2)(µ) :=
n∑
i=1
pµ(Xi)1(Xi −
√
5 ≤ µ ≤ Xi +
√
5). (21)
Without loss of generality, let us assume that X1 < X2 <
· · · < Xn. It is clear from (21) that one needs to have the
knowledge of the entire sample to decide the maximizer of
ℓ(2)(µ).
Let us first suppose that (Xn −X1) ≤ 2
√
5. (22)
Then one can choose a µ in [X1 −
√
5, Xn +
√
5] such that
pµ(Xi) > 0 for some i ∈ {1, . . . , n}. Thus, in this case, we
2This coincides with the usual log likelihood function for MLE as α→ 1.
have
ℓ(2)(µ) =

pµ(X1), for µ ∈ [X1 −
√
5, X2 −
√
5]
2∑
i=1
pµ(Xi), for µ ∈ [X2 −
√
5, X3 −
√
5]
...
n−1∑
i=1
pµ(Xi), for µ ∈ [Xn−1 −
√
5, Xn −
√
5]
n∑
i=1
pµ(Xi), for µ ∈ [Xn −
√
5, X1 +
√
5]
n∑
i=2
pµ(Xi), for µ ∈ [X1 +
√
5, X2 +
√
5]
...
n∑
i=n−1
pµ(Xi), for µ ∈ [Xn−2 +
√
5, Xn−1 +
√
5]
pµ(Xn), for µ ∈ [Xn−1 +
√
5, Xn +
√
5]
0 otherwise.
Let X(k) := 1k
∑k
i=1Xi, and X(k) :=
1
n−k
∑n
i=k+1Xi for
k = 1, . . . , n− 1.
The maximizer of ℓ(2)(µ) on [Xk −
√
5, Xk+1 −
√
5] is
µ(k) := median{Xk −
√
5, X(k), Xk+1 −
√
5},
that on [Xn −
√
5, X1 +
√
5] is
µ(n) := median{Xn −
√
5, X,X1 +
√
5},
and on [Xk +
√
5, Xk+1 +
√
5] is
µ(k) := median{Xk +
√
5, X(k), Xk+1 +
√
5},
for k = 1, . . . , n− 1. Let
M := {µ(k), µ(n), µ(k) : k = 1, . . . , n− 1}.
Then the estimator of µ is
µ̂ := arg max
µ∈M
ℓ(2)(µ).
Thus it is clear that µ̂ is not necessarily X . For illustration,
let us suppose that the observed sample is 4.6, 4.7, 6.0, 7.0,
8.2, 8.6, 8.7, 8.8, 8.9, and 9.0. Then Xn −X1 = 9 − 4.6 =
4.4 < 2
√
5, µ(10) = 6.84 and
µ(1) µ(2) µ(3) µ(4) µ(5) µ(6) µ(7) µ(8) µ(9)
2.46 3.76 4.76 5.57 6.1 6.46 6.56 6.66 6.76
µ(1) µ(2) µ(3) µ(4) µ(5) µ(6) µ(7) µ(8) µ(9)
6.94 8.15 8.46 9.24 10.44 10.84 10.94 11.04 11.14
The respective maximum values of ℓ(2)(µ) are given by
3.7N2 and
0.08N2 1.68N2 2.69N2 3.21N2 3.11N2 3.07N2
3.15N2 3.3N2 3.5N2 4.02N2 6.37N2 6.42N2
5.57N2 2.3N2 0.82N2 0.5N2 0.25N2 0.84N2
Thus, the maximum value of ℓ(2)(µ) is 6.42N2 and the
maximizer is µ(3) = 8.46. Hence µ̂ = 8.46, which is not
equal to X = 7.45.
Similarly, if (22) is true excluding one sample, say X1, that
is, if Xn − X2 ≤ 2
√
5, but Xn − X1 > 2
√
5, then we can
follow the same procedure withX2, . . . , Xn to find µ̂. Thus, in
general, if there are k samples such that (22) is true excluding
these k samples, then we can proceed similarly with the rest
(n − k) samples to find µ̂. Finally, when all the samples are
more than 2
√
5 apart from each other, the intervals in (21)
will be disjoint and in this case any sample point can be taken
to be the estimator.
IV. SUMMARY
In this paper we extended the already known projection
theorem of the Iα-divergence to the canonicalM
(α)-family on
the finite alphabet set of [12] to the more general multivariate,
continuous M(α)-family and applied the result to find estima-
tors for the Student-t distributions. In the case when α < 1,
we showed that the estimators are same as the maximum
likelihood estimators of the Gaussian distribution, and can be
obtained by solving the estimating equations (or projection
equations). However, in the case when α > 1, the estimators
cannot be obtained by solving the estimating equations and one
needs to obtain it by maximizing the generalized likelihood
function on a case-by-case basis.
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