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Reconstruction of gene regulatory networks based on experimental data usually relies on statistical evidence, necessitating the
choice of a statistical threshold which deﬁnes a signiﬁcant biological eﬀect. Approaches to this problem found in the literature
range from rigorous multiple testing procedures to ad hoc P-value cut-oﬀ points. However, when the data implies graphical
structure, it should be possible to exploit this feature in the threshold selection process. In this article we propose a procedure
based on this principle. Using coding theory we devise a measure of graphical structure, for example, highly connected nodes or
chain structure. The measure for a particular graph can be compared to that of a random graph and structure inferred on that
basis. By varying the statistical threshold the maximum deviation from random structure can be estimated, and the threshold is
then chosen on that basis. A global test for graph structure follows naturally.
Copyright © 2009 Anthony Almudevar. This is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly
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1.Introduction
The reconstruction of gene regulatory networks using gene
expression data has become an important computational
tool in systems biology. A relationship among a set of genes
can be established either by measuring the eﬀect of the
experimental perturbation of one or more selected genes
on the remaining genes or from the use of measures of
coexpression from observational data. The data is then
incorporated into a suitable mathematical model of gene
regulation. Such models vary in level of detail, but most are
based on a gene graph, in which nodes represent individual
genes, while edges between nodes indicate a regulatory
relationship.
One important issue that arises is the variability of the
data due to biological and technological sources. This leads
to imperfect resolution of gene relationships and the need
for principled statistical methodology with which to assign
statistical signiﬁcance to any inferred feature.
In many models, the existence or absence of an edge in
the gene graph is resolved by a statistical hypothesis test. A
natural ﬁrst step is the ranking of potential edges based on
the strength of the statistical evidence for the existence of
theimpliedregulatoryrelationship.Theintuitiveapproachis
to construct a graph consisting of the highest ranking edges,
deﬁned by a P-value threshold. The choice of threshold may
be ad hoc, typically a conservative signiﬁcance level such as
0.01. A more rigorous approach is to select the threshold
using principles of multiple hypothesis testing (see, e.g.,
[1]), which may yield an estimate of the error rates of edge
classiﬁcation.
There is a fundamental drawback to this approach,
in that the lack of statistical evidence of a regulatory
relationship may be as much a consequence of small sample
size as of biological fact. Under this scenario, we note that
selection of a P-value threshold Pthr = p generates a graph
of, say, Np edges, with Np increasing in p.U n d e ran u l l
hypothesis of no regulatory structure, P-values are randomly
ranked, hence edges will be distributed uniformly, whereas
the edges of a true regulatory network will posses structure
unlikely to arise by chance. Formulated in terms of statistical
hypothesis tests, it should be possible to exploit this evidence
in order to make a more informative choice of Pthr. This
article proposes a method to accomplish this goal.2 EURASIP Journal on Bioinformatics and Systems Biology
2. Problem Formulation
The proposed algorithm is intended to be part of the
following type of analysis based on gene expression data for
N genes.
(S1) Collect gene perturbation data from N experiments
coupledwithcontroldata.Forsimplicity,assumethat
experiment j is a single perturbation of gene j.
(S2) ConstructanN×N matrixD,inwhichelementDijis
ameasureofthestatisticalevidencethatperturbation
of gene j changes the expression level of gene i. This
deﬁnes data matrix D.
(S3) Use the methodology proposed here to determine a
P-value threshold Pthr.
(S4) Conclude that perturbing gene j causes a change in
gene i if and only if Dij ≤ Pthr.
(S5) The perturbation responses implied by step (S4) may
now be used to ﬁt, for example, a Boolean network as
in [2–4].
We assume in (S1)-(S2) that the matrix D is balanced
in the sense that row i and column i refer to the same
gene. The methods proposed here do not rely on this
assumption, although a formal treatment of the general
case will be deferred to future work. Typically, Dij will be
a P-value from a two-sample hypothesis test comparing
the expression levels of genes i obtained from cells sub-
ject to an experimental perturbation of gene j to those
obtained from control (unperturbed) cells. In this case
small values of Dij are interpreted as evidence for the
existence of directed edge j → i. We adopt this convention
below.
It will be useful to introduce some deﬁnitions of directed
gene graphs (see [5]). We say gene a regulates gene b if the
gene expression level of a directly inﬂuences that of gene b.
Thisisdistinctfromtransitiveregulation,inwhichexpression
levels of one gene aﬀect another only through intermediary
genes. For example, if a regulates b and b regulates c, then a
and c are in a transitive regulatory relationship (that would
not exist without b). In an accessibility graph edge a → b
exists if a regulates or transitively regulates b. In contrast,
in an adjacency graph an edge from a to b exists only if
a regulates b. An adjacency graph can be constructed as a
parsimonious representation of an accessibility graph ([5–
7]). It should be noted that a regulatory relationship implied
by a graphical model is relative only to those genes included
and does not rule out the existence of intermediary genes not
observed.
Step(S3)willbebasedonthefollowingidea.Datamatrix
D can generate an estimated accessibility graph Gacc(D,t)b y
constructing an edge j → i if and only if Dij ≤ t. While
t h i si sac r u d ef o r mo fn e t w o r km o d e l ,w em a ys t i l le x p e c t
Gacc(D,t) to contain interesting and measurable structure,
provided that t is eﬃciently chosen. Our intention is to use
this structure to guide the choice of Pthr. The set of edges in
Gacc(D,Pthr)isthenusedtoconstructamoredetailedmodel,
as in step (S5).
Consider a hierarchical sequence of graphs G1,G2,...
obtained by successively adding edges in increasing order
of their P-values. If the data is dominated by statistical
noise, we may expect elements of the sequence to consist of
random graphs generated by uniform distributions of a ﬁxed
number of edges, known as the Erd¨ os-Renyi random graph
model (see, e.g., [8]). Actual cellular networks are believed
to conform more closely to the power-law model, where the
likelihood that a randomly chosen node has d interactions is
proportional to d−τ where 1.5 <τ<2.5( s e e[ 9]). We may
also expect more chain structure (longer paths) than would
occur by chance. This would allow statistical identiﬁcation
of cellular network structure, which can provide auxiliary
information for the selection of Pthr beyond what is nor-
mally available using standard multiple hypothesis testing
methods.
2.1. Conditional Hypothesis Tests. The required elements
of our procedure are (i) a data matrix D (steps (S1)-
(S2)), (ii) a graph score λ which is sensitive to general
graphical structure, and (iii) a distributional model P for
generating graphs under the null hypothesis of no regulatory
relationships. In the following development smaller values of
λ imply greater structure.
2.1.1. Notational Conventions. We will adopt the following
notation. Assume that N is ﬁxed. First, let S1 be the set of
all increasing sequences of positive integers   s = (s1,...,sm)
for which sm = N2.T h e nl e tV be the set of all N-
dimensional vectors of nonnegative integers (which we refer
to as count vectors). Let v denote the sum of the elements
of any v ∈ V. A sequence of vectors   v = (v1,...,vm)f r o m
V,w r i t t e nvi = (vi1,...,viN), is increasing if vij ≤ v(i+1)j
for all 1 ≤ i ≤ m − 1, 1 ≤ j ≤ N, and if (v1,...,vm) ∈
S1.L e tS2 be the set of all such increasing count vector
sequences.
The set of all order N labelled graphs is denoted by G.
Let Gk ⊂ G be the subset of graphs with k edges, and for any
v ∈ V let Gv ⊂ G be the subset of graphs containing vj edges
with parent j.L e tG
−E
k ⊂ Gk, G−E
v ⊂ Gv be the respective
subsetswhichexcludealledgesfromedgesetE.Asequenceof
graphsg1,...,gm fromGiscalledincreasing ifgj isasubgraph
of gj+1,1≤ j ≤ m − 1. We say that an increasing graph
sequence (g1,...,gm) conforms to index sequence   s ∈ S1 and
set E if gi ∈ G−E
si ,f o ra l l1≤ i ≤ m.
2.1.2. Data Matrix. Suppose that we are given an N × N
data matrix D of P-values as described in (S1)–(S5). An
edge j → i m a yb er u l e do u tb ys e t t i n gDij = 1. We will
refer to such an edge as a void edge, with corresponding
void matrix element. For example, this should occur when
the data cannot predict self-regulation implied by edges
i → i. A missing value in D may also represent a void
edge.
Let t1,t2,...,tm be the sequence of all unique values
representedaselementsofD.Thevalueofmvariesaccording
to the number of ties as well as the number of void elements.
We need to deﬁne a system of counts generated by D.EURASIP Journal on Bioinformatics and Systems Biology 3
Set
vij =
N  
k=1
I
 
Dkj ≤ ti
 
, i = 1,...,m, j = 1,...,N,
sk =
N  
i=1
N  
j=1
I
 
Dij ≤ tk
 
, k = 1,...,m,
(1)
where I{E}=1w h e ne v e n tE occurs and is zero otherwise.
We then deﬁne the sequence G(D) = (G1(D),...,Gm(D)),
where Gk(D) = Gacc(D,tk) ∈ G−E
sk . This sequence is
increasing, and consecutive graphs may increase by more
than one edge. We refer to the system of counts S1(D) =
(s1,...,sm)a n dS2(D) = (v1,...,vm), vi = (vi1,...,viN)
which can be interpreted as random objects in sample spaces
S1, S2, respectively. The sequence S1(D) corresponds to the
number of edges of the graphs in G(D); that is, sk is the
number of edges in Gk(D). Similarly, S2(D) corresponds to
the number of edges decomposed by parent node in G(D);
that is, vij is the number of edges in Gi(D)w i t hp a r e n tn o d e
j.
2.1.3.ConditionalInference. Underthesimplestnullhypoth-
esis of no regulatory structure perturbation conditions are
indistinguishable from the control, in which case the P-
values of D are uniformly distributed. A number of consid-
erations then need to be made. The uniform distribution
assumption depends on a correct characterization of the
sampling distribution, which is often problematic in gene
expression assays. In addition, when empirical methods
(permutation or bootstrap methods) are used to estimate P-
values, ties may result which aﬀect graph ordering. Finally,
the deﬁnition of a null model relies on the independence
structure of the data, which must be carefully characterized.
Conditional procedures permit the development of tests
which do not depend on problematic model identiﬁcation,
and have been extensively used in other applications in
statistical genetics.
We will now develop two null models. A conditional
inference procedure is deﬁned by data D,ac o m p o s i t en u l l
hypothesisH0 concerningD,ateststatisticT(D),anancillary
statistic S(D), such that the distribution of T(D) conditional
on S(D) can be characterized, and is the same for all
distributions described by H0.
2.1.4. Null Model 1 (Elementwise Exchangeability). Recall
that a multivariate distribution is exchangeable if it is
invariant under any permutation of its coordinates. This
includes iid distributions, but also those with identical
marginal distributions and permutation invariant depen-
dence structure.
For any g ∈ G let G−E
s [g]b ea l lg r a p h si nG−E
s for which g
is a sub graph.
Deﬁnition 1. For void edges E and sequence   s =
(s1,...,sm) ∈ S1,ar a n d o ms e q u e n c eo fg r a p h s  h =
(h1,...,hm) possesses a null distribution P1(E,  s)i fh1 is
uniformly distributed on G−E
s1 and if hj, conditional on
(h1,...,hj−1), is uniformly distributed on G−E
sj [hj−1], for all
j = 2,...,m.
The sequence   h f o r m saM a r k o vp r o c e s si nw h i c hhj+1 is
obtained from hj by adding sj+1 − sj edges to hj at random,
excluding E. We then deﬁne the null hypothesis:
(H1
0) The distribution of the nonvoid elements of D is
exchangeable.
This leads to the following lemma.
Lemma 1. Under hypothesis H1
0 the distribution of G(D)
conditional on S1(D) is given by P1(E,S1(D)).
Proof. Suppose P(S1(D) =   s) > 0f o rs o m e  s = (s1,...,sm) ∈
S1.F o rk>1s u p p o s eg0 ∈ G−E
sk−1 and g ∈ G−E
sk [g0]. We have
the set equality
 
Gk(D) = g
 
∩
 
S1(D) =   s
 
=
 
Dij<Di j  ∀j −→ i∈g, j
  −→ i
  / ∈g
 
∩
 
S1(D)=  s
 
.
(2)
Let g  ∈ G−E
sk [g0], and suppose g / =g .W em a yd e ﬁ n e
a permutation operator T on the nonvoid elements of D
such that the elements associated with g are mapped onto
the elements associated with g , with element associated
with g0 mapped into themselves. This implies that the
elements not associated with g are mapped into the elements
not associated with g .T h eq u a n t i t yS1(D)i sp e r m u t a t i o n
invariant, and by construction Gk−1(D) = g0 = Gk−1(TD)=
g0 so from (2)w eh a v e
 
Gk(D)=g
 
∩
 
Gk−1(D) = g0
 
∩
 
S1(D)=  s
 
=
 
Gk(TD)=g
  
∩
 
Gk−1(TD)=g0
 
∩
 
S1(TD)=  s
 
.
(3)
By the exchangeability assumption D and TD have identical
distributions, giving
P
  
Gk−1(D) = g0
 
∩S1(D) =   s
 
= P
  
Gk−1(TD)=g0
 
∩S1(TD) =   s
 
,
P
  
Gk(D) = g
  
∩
 
Gk−1(D) = g0
 
∩
 
S1(D) =   s
  
= P
  
Gk(TD) = g
  
∩
 
Gk−1(TD)=g0
 
∩
 
S1(TD) =   s
  
.
(4)
The argument can be adapted to verify that G1(D), condi-
tional on {S1(D) =   s} is uniformly disributed on G−E
sk .B y
combining the above equalities the proof follows.
In the simplest case, the null hypothesis predicts
uniformly distributed and independent P-values among
nonvoid elements of D. In this case by Lemma 1 G(D)
conditioned on S1(D) has distribution P1(E,S1(D)). If the
marginal distributions are continuous, then the probability
of ties is zero, and with probability 1 the elements of S1(D)
increment by one until the void elements are reached. When4 EURASIP Journal on Bioinformatics and Systems Biology
distributions are discrete ties, are possible and S1(D)c a n
be determined directly from the data. It is important to
note that the actual marginal distribution of the elements is
not important, which is a considerable advantage when null
distributions are diﬃcult to estimate accurately.
The testing procedure proposed here is based on simu-
lated sampling from P1(E,S1(D)). There are two straight-
forward ways to do this. First, let D∗ be a random matrix
obtained by a random permutation of the nonvoid elements
of D. We have already argued that S1(D) = S1(D∗). We
also note that the distribution of nonvoid elements of D∗
is exchangeable, hence by Lemma 1 G(D∗) has distribution
P1(E,S1(D)). Alternatively, suppose D∗ is any random
matrix with continuously distributed iid nonvoid elements.
Given any index sequence   s ∈ S1,w ec a nd e ﬁ n eas e q u e n c e
of graphs G∗ = (Gs1(D∗),...,Gsm(D∗)). It is easily veriﬁed
that G∗ has distribution P1(E,  s).
2.1.5. Null Model 2 (Within Column Exchangeability). The
use of P1(E,S1(D)) as a null distribution rests on the
assumption of elementwise exchangeability. A number of
commonly encountered conditions may require alternative
assumptions. For example, the columns of D may be
derived from data obtained from a single high throughput
assay. In this case, the columns may be independent,
but not identically distributed. Furthermore, normalization
procedures and other slide speciﬁc factors may aﬀect any
independence assumptions within a column. We therefore
develop an alternative null model based on within column
exchangeability, which is accomplished by conditioning on
S2(D).
Deﬁnition 2. S u p p o s et h a tw ea r eg i v e nv o i de d g e sE and an
increasing count vector sequence   v = (v1,...,vm) ∈ S2, vi =
(vi1,...,viN). A random sequence of graphs   h = (h1,...,hm)
possesses a null distribution P2(E,   v)i fh1 is uniformly
distributed on G−E
v1 , and if hj conditional on (h1,...,hj−1)i s
uniformly distributed on G−E
vj [hj−1]f o ra l lj = 2,...,m.
Then deﬁne our second null hypothesis:
(H2
0) The columns of D have an exchangeable distribution
among nonvoid elements, and are mutually indepen-
dent.
This leads to the following lemma.
Lemma 2. Under hypothesis H2
0 the distribution of G(D)
conditional on S2(D) is given by P2(E,S2(D)).
Proof. The argument in Lemma 1 may be directly adapted by
using only permutations T which map any element into its
original column.
Following the permutation procedure used to simulate
P1(E,S1(D)), we can simulate P2(E,S2(D)) using indepen-
dent within column permutations of D, resulting in D∗.
By Lemma 2, G(D∗) possesses distribution P2(E,S2(D)). We
note that by construction a graph sequence sampled from
P2(E,S2(D)) also conforms to (E,S1(D)).
2.2. Hypothesis Test Algorithm. S u p p o s et h a tw eh a v ea
sample of graphs H = (h1,...,hR) ∈ GR from a distribution
P,w h i c hi nt u r nd e ﬁ n e sar a n d o mv a r i a b l eλ(h)w i t h
distribution Pλ,w h e r eh is distributed as P.I fP is a
null distribution representing graphs with no signiﬁcant
structure, then the location of λ(g) in the lower tail of Pλ
is evidence of signiﬁcant structure within g.
We will assume that when null hypothesis H1
0 or H2
0
does not hold, this violation is due to the existence of a true
graph g . In this case, all elements of D conform to the null
hypothesis except for any Dij for which j → i ∈ g ,w h i c h
are assumed to have smaller means than would be implied
under the null distribution.
We therefore deﬁne statistics:
q
 
g | H
 
= (R+1 )
−1
⎛
⎝1+
R  
j=1
I
 
λ
 
hj
 
≤ λ
 
g
  
⎞
⎠,
z
 
g | H
 
= σ(H)
−1 
λ
 
g
 
−μ(H)
 
,
(5)
where μ(H)a n dσ(H) are the sample mean and standard
deviation of sample (λ(h1),...,λ(hR)). Then q(g | H) is the
estimated P-value for a test against a null hypothesis that g is
sampled from P,a n dz(g | H) is the associated z-score.
Now suppose that we are given G(D), with S1(D) =
(s1,...,sm), S2(D) = (v1,...,vm). We may generate a random
sample from either P1(E,S1(D)) or P2(E,S2(D)), say   G∗ =
(G
∗
1 ,...,G
∗
R). Set G
∗
i = (gi1,...,gim), from which we extract
sample Hj = (g1j,...,gRj) so that when   G∗ is a random
sample from P1(E,S1(D)) or P2(E,S2(D)), Hj is a uniformly
distributed random sample from G−E
sj or G−E
vj ,r e s p e c t i v e l y .
This leads to the two sequences of statistics:
Q
 
G(D) |   G
∗
 
=
 
q(G1(D) | H1),...,q(Gm(D) | Hm)
 
,
Z
 
G(D) |   G∗
 
= (z(G1(D) | H1),...,z(Gm(D) | Hm)).
(6)
These sequences then form measures of the deviation of
G(D) which can be used to accomplish two tasks. First,
we conjecture that the minimum point of these sequences
will deﬁne a useful threshold Pthr, that is, a point in the
sequence G(D) below which most edges are true positives (a
selected edge in true graph g ), and above which additional
edges are primarily false positives (a selected edge not in
true graph g ). Second, by generating further replications,
we can estimate a global signiﬁcance level for the presence
of network structure. As will be discussed below, examining
the entire range of the sequence G(D)m a yb ep r o b l e m a t i c ,
and so it may be truncated. Let mK = max{i : si ≤ K},w h e r e
S1(D) = (s1,...,sm). Then consider the truncated sequences:
QK
 
G(D) |   G
∗
 
=
 
q(G1(D) | H1),...,q
 
GmK(D) | HmK
  
,
ZK
 
G(D) |   G∗
 
=
 
z(G1(D) | H1),...,z
 
GmK(D) | HmK
  
.
(7)
Thus, all graphs of order K or less are considered. We
ﬁrst devise a statistic W(G(D) |   G∗)w h i c hm e a s u r e sEURASIP Journal on Bioinformatics and Systems Biology 5
statistical diﬀerences of G(D) from the sample   G∗. We then
generate an additional set of R∗ null replications from the
null distribution, denoted by   G∗∗ = (G
∗∗
1 ,...,G
∗∗
R∗ ). An
empirical distribution is formed from the sample W(G
∗∗
1 |
  G∗),...,W(G
∗∗
R∗ |   G∗), from which a signiﬁcance level for
statistic W(G(D) |   G∗)is directlyobtainable. This represents
the desired global signiﬁcance level. We consider the four
choices:
  WK
Q = min
 
QK
 
G(D) |   G∗
  
,
W
K
Q = mean
 
log10
 
QK
 
G(D) |   G∗
   
,
  WK
Z = min
 
ZK
 
G(D) |   G
∗
  
,
W
K
Z = mean
 
ZK
 
G(D) |   G
∗
  
.
(8)
We now summarize the proposed algorithm.
Algorithm A. (1) Construct hierarchical graph sequence
G(D) for data matrix D.
(2) Generate reference sample   G∗ from R replications of
null model P1(E,S1(D)) or P2(E,S1(D)).
(3) Identify threshold Pthr as the minimum point of the
sequence QK(G(D) |   G∗) (or alternatively of ZK(G(D) |
  G∗)).
(4) Generate a new reference sample   G∗∗ from R∗
replications of the null model.
(5) Calculate statistic W(G(D) |   G∗), and determine
its quantile position among replications W(G
∗∗
1 |   G∗),...,
W(G
∗∗
R∗ |   G∗). This gives the global signiﬁcance level for the
presence of graphical structure in the network.
The Algorithm A depends on a score λ which is sensitive
to general forms of regularity. This is discussed in the next
section.
3. Information-Based Scoring for
DirectedGraphs
Information theoretic methods are becoming increasingly
important in bioinformatics (see, e.g., [10]) and have been
recently used in various graphical modelling applications.
Recent examples include [2–4, 11, 12]. This is generally done
using the minimum description length (MDL) principle, [13–
15], which is a general method of inductive inference based
on the idea that a model’s goodness of ﬁt can be objectively
measured by estimating the amount of data compression
that it permits. The work proposed here is not formally an
application of these methods but does share an interest in
coding techniques for graphs.
3.1. Coding-Directed Graphs. T h ep r e s e n to b j e c t i v ei st o
devise a coding algorithm for a directed graph G using
eﬃcient coding principles [16] .T h eo b j e c tt ob ec o d e di s
ﬁrst reduced to a list of elements in a predetermined order
(letters of a text or pixels of an image). Each element is
coded separately into a codeword of binary digits, which
are then concatenated to form one single binary string. It is
important to ensure that each distinct object is converted to
a unique code, and this may be done by ensuring that the
codewords possess the preﬁx property; that is, no codeword is
a preﬁx of another codeword. The simplest such code is the
uniform code.I fa ne l e m e n tt ob ec o d e di so n eo fNtype types,
then each type can be uniquely assigned a binary string of
 log2(Ntype)  bits, and any concatenation of uniform codes
can be uniquely decoded. In the following development we
will forgo the practice of rounding up to the next integer,
since in the context of inference it is more intuitive for the
code length to be a strictly increasing function of Ntype.
In order to code a nonnegative integer using a uniform
code we would have to specify an upper bound Imax, giving
Imax + 1 types, and so a codeword length of  log2(Imax +1 )  
for each integer. If we expect most integers to be signiﬁcantly
smaller than Imax, this would be ineﬃcient. We will therefore
make use of a universal code b(i)p r o p o s e di n[ 17]. One
segment of the code consists of a binary representation of the
integer, with no leading 0’s. The code is preﬁxed by a string
consisting of 0’s equal in length to the binary string followed
b ya1 .T h u s ,b(0) = 1, b(1) = 011, b(2) = 00110, and so on.
In general, we will have code length |b(i)|=1+2 1+log2(i) 
wheni>0,and|b(i)|=1fori = 0.Thiscodeisapreﬁxcode,
with the advantage that no upper bound need be speciﬁed,
a n di tw i l lb em o r ee ﬃcient when smaller integer values are
expected to be most prevalent. In the work which follows, we
omit the rounding operation, and so accept the approximate
code length of b(i)a s
b(i) =
⎧
⎨
⎩
1, i = 0,
3+2log 2(i), i>0.
(9)
Again, it is more natural that b(i) be strictly increasing.
A directed order n g r a p hm a yb er e p r e s e n t e da sa nn ×
n 0-1 adjacency graph (the class of such matrices is denoted
by Mn). An edge from node j to i is indicated by a 1 entry
for row i and column j. Such a matrix may be completely
represented by an ordered list of n subsets of {1,...,n},i n
which the ith subset represents the entries of row i equaling
1. The graph itself may therefore be coded as a concatenation
of n codewords representing the subsets. We assume that the
value of n is available to the decoder.
To code a subset, a uniform code may used, so that any
subset from n labels would be coded using n bits. However,
in the applications considered here, it is often expected that
the size of the subset is considerably smaller than n.A n
alternative strategy is to ﬁrst specify the size k of the subset
and then apply a uniform code to represent all subsets of that
size. This involves concatenating a codeword for k (using the
universal integer code) and a codeword for the subset (using
a uniform code for
  n
k
 
possible subsets). A subset of size k
from m objects will then be assigned a code length of
B0(k,m) = b(k)+log 2
⎛
⎝
m
k
⎞
⎠. (10)
W er e f e rt ot h i sc o d ea sa nsize indexed code, in contrast to
a uniform code. A code for matrix M ∈ Mn is then easily6 EURASIP Journal on Bioinformatics and Systems Biology
constructedbyconcatenatingcodewordsforeachrowsubset,
giving code length
C0(M) =
n  
i=1
B0(ki,n), (11)
where ki is the number of 1 entries in row i. This code is
similar to the one proposed in [11] but assumes that log2(n)
bits are used to code ki,a sr e q u i r e db yau n i f o r mc o d eo nn
integers.
There will be some advantage to considering a modiﬁ-
cation to C0(M). If only a relatively small subset of nodes
possess edges, then we may instead code a submatrix of
M.L e tL(M) be the set of nodes which are part of at least
one edge. Possibly, |L(M)| n, in which case it may be
advantageous to code only the L(M) × L(M)s u b m a t r i xo f
M. But we would also need to code L(M) itself. This object
may be converted to codewords using the size indexed code
and will appear in the code as a header, followed by the
submatrix coded as described above. Thus, the code length
for the L(M) ×L(M) submatrix is
CM(M) = B0(|L(M)|,n)+
 
i∈L(M)
B0(ki,|L(M)|). (12)
3.2. Properties of Graph Codes. We now examine the prop-
erties of the scores. In Algorithm A comparisons of graphs
will be between those with equal numbers of edges. We will
consider an asymptotic scenario in which the size of the
largest subset is bounded by m,w i t hm   n. Applying
Lemma 5 of [18]w em a yw r i t e
C0(M) = NE(M)log2(n)+
⎛
⎝
n  
i=1
b(ki) −log2(ki!)
⎞
⎠+O(1),
(13)
where NE(M) is the number of 1 entries in M (i.e., the
number of edges in the graph). If we now let n →∞ ,
assume that NE(M) grows proportionally with n, and that
the subset sizes remain bounded by m, then C0(M) =
NE(M)log2(n)+O(n). This means that when comparing
graphs M, M  with equal numbers of edges the dominant
terms of C0(M),C0(M ) are equal, since NE(M) = NE(M )
and the comparison will depend on the remaining dominant
term
Ck
0(M) =
n  
i=1
b(ki) − log2(ki!). (14)
We let Zn be the set of all n-dimensional vectors of
nonnegative integers.
Deﬁnition 3. A mapping f : Zn → R, n ≥ 2 is called
stepwise monotone when the following holds. Let   k be any
element of Zn with at least two nonzero elements. Let ki, kj
be any two components of   k for which 1 ≤ ki ≤ kj. Then
let   k  ∈ Zn be equal to   k, except that k
 
i = ki − 1a n d
k
 
j = kj + 1. Then f (  k ) ≤ f(  k), and f is called strictly
stepwise monotone when the inequality can be replaced with
strict inequality.
Note that Ck
0(M) is a function of the vector of subset
sizes   k = (k1,...,kn) .T h es t e p w i s eo p e r a t i o nd e s c r i b e di n
Deﬁnition 3 generates a hierarchy of subset lists based on the
tendency to concentrate larger subset sizes in fewer subsets.
In terms of graphs, the ranking will be based on the tendency
for a ﬁxed number of edges to target a smaller number
of nodes. We now show that Ck
0(M) is strictly stepwise
monotone.
Lemma 3. The mapping Ck
0(M),i n t e r p r e t e da saf u n c t i o n
of the row totals   k = (k1,...,kn) of M, is strictly stepwise
monotone.
Proof. Noting the form of b(i)i n( 9) it is convenient to write
3+2log 2(i) = 1+2log 2(2i). Then from (14)w eh a v e
Ck
0(M) = n+log 2
 
Πki>04k2
i
ki!
 
. (15)
Let   k and   k  be two vectors from Zn as described in
Deﬁnition 3.I fki > 1, the ratio of the product in the second
term of (15)m a yb ew r i t t e na s
Πk 
i>04
 
k
 
i
 2/k
 
i!
Πki>04k2
i /ki!
=
(ki −1)
2 
kj +1
 2
/(ki −1)!
 
kj +1
 
!
k2
i k2
j/ki!kj!
.
(16)
Consider the quantities AL = (ab)
2/(a!b!) and AU = ((a −
1)(b +1 ) )
2/((a − 1)!(b + 1)!), where a,b are any integers for
which 1 ≤ a ≤ b.T h e n( a −1)(b +1)= ab +a −b −1 <a b ,
and (a − 1)!(b +1 ) != a!b!(b +1 ) /(a) >a !b!, from which it
follows AU <A L. Using (16) this inequality may be applied
directly to the second term of (15) to verify the lemma. If
ki = 1, then we have the corresponding ratio:
Πk 
i>04
 
k
 
i
 2/k
 
i!
Πki>04k2
i /ki!
=
 
kj +1
 2
/
 
kj +1
 
!
4k2
j/kj!
=
kj +1
4k2
j
, (17)
which can easily be shown to be less than one for all kj ≥ 1.
The lemma therefore holds for this case as well.
Considerfourgraphsofnnodesconsistingofk = 4edges
containedinthesubgraphsinFigure 1.Denotetherespective
adjacency matrices by MA, MB, MC, MD. It is easily veriﬁed
that C0(MA) <C 0(MB) = C0(MC) = C0(MD). This
leads to two problems. First, we would like MA and MB
to be scored equally. Second, graph (C) clearly has more
interesting structure than (D), but it has the same score. To
address the ﬁrst problem, we may score the transpose of the
adjacency matrices, which gives C0(MA) = C0(MT
B).
Thesecondproblemcanbeaddressedusingthemodiﬁed
score CM.W eh a v e ,f o rﬁ x e dk   n,
CM(MC) = (k +1 )log2(n)+o
 
log2(n)
 
,
CM(MD) = 2klog2(n)+o
 
log2(n)
 
,
C0(MC) = C0(MD) = n+o(n).
(18)EURASIP Journal on Bioinformatics and Systems Biology 7
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Figure 1: Four sample graphs, each of 4 edges.
Thus,forlargeenoughn,CM(MC) <C 0(MC)andCM(MD) <
C0(MD), so that CM will be smaller for MC and MD. Similarly
CM(MC) <C M(MD), so that CM c a nb es e e nt ob es e n s i t i v e
to chain structure, whereas C0 is not. We then adopt the
compound score:
λ = min
 
CM(M),CM
 
MT
  
. (19)
We omit from λ a preﬁx consisting of a ﬁxed number of bits
which will indicate which score was the minimum.
4.Examples
In this section we apply Algorithm A to a set of examples,
ﬁrstasyntheticnetworkbasedonatypicalpathway,thenone
based on yeast genome perturbation experiments.
4.1. Synthetic Network (MAP Kinase). The pathway illus-
trated in Figure 2 represents a known MAP kinase signal
transduction cascade, used in [6] to illustrate a network
model. This pathway possesses 12 genes and 13 edges. We
will add N − 12 spurious genes to the model, allowing N
to vary. The objective is to simulate a data matrix D as
deﬁned in steps (S1)-(S2), which might plausibly summarize
experiments generated by this network. The strategy will
be to ﬁrst demonstrate the methodology on a statistically
favorable case to clarify the objectives. The case will then be
modiﬁed to present a scenario in which statistical noise plays
a more prominent role.
4.1.1. Model Simulation. Let M∗ be the adjacency matrix of
the graph in Figure 2.G e n ej directly regulates i if M
∗
ij =
1. We also expect perturbation of j to aﬀect genes further
downstream; so we say that i and j are in an order k
relationship if there is a path from j to i of k edges, and
no shorter path exists. This holds if the ijth element of the
product (M∗)
k 
is nonzero for k  = k and zero for k  <k .
If i and j are in an order k relationship simulate a normal
random variable with mean μk and variance 1, then let Dij
be the P-value associated with a hypothesis test H0 : μ = 0
against H1 : μ>0. If i and j have no relationship, let Dij be
uniformly distributed.
A model is deﬁned by characteristics μk and N.T os t u d y
a given model the data matrix D is replicated 2500 times as
described above. For each replication we apply Algorithm A,
setting K = 100, R = R∗ = 2500. The compound score λ
of (19) is used. We use the elementwise exchangeable null
hypothesis H1
0.
4.1.2. Algorithm Evaluation. A study of the algorithm
must take into account its dual purpose. We may accept
Gacc(D,Pthr) as an estimated accessibility graph which can
be compared to the true graph. On the other hand, viewed
as a multiple testing procedure, the objective is an eﬃcient
choice of Pthr along a type of error curve, giving the expected
number of true edges as a function of the total number of
edges within graphs of the sequence G(D). The properties
of the error curve deﬁne the accuracy with which a cellular
network can be inferred. Ideally, the error curve increases
with slope 1 until the graph is constructed and then remains
constant.Statisticalvariationforcesdeviationfromthisideal;
so the goal in the selection of Pthr is to identify a position
alongtheerrorcurvesuchthatbelow(orabove)thisposition
most new edges are true (or false) positives.
We now discuss the calculation of the error curve. It
will be convenient to restrict attention to relationships up
to an order k. Suppose that Gk
0 is the true order k graph,
in the sense that it contains edge j → i if and only if i
and j have an order k  ≤ k relationship. In our example,
G1
0 is equivalent to the graph in Figure 2.L e tD  represent
a simulated replicate from the given model, from which we
construct sequence G  = G(D ). Let rk
i be the number of
edges of Gk
0 contained in element g
 
i of G . We will estimate
two forms of the error curve. For the ﬁrst, using replicates
of G  we calculate the sample mean value rk
i of rk
i for each
i = 1,...,K. For the second, for each replicate G  we use the
edge value i  minimizing Z(G  |   G∗), thus identifying Pthr,
then capturing the pairs (i ,rk
i ) to be displayed in the form of
a scatter plot.8 EURASIP Journal on Bioinformatics and Systems Biology
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Figure 2: Sample MAP Kinase network.
4.1.3. Model 1 (Direct Regulation Only). We will ﬁrst con-
sider a simpliﬁed version of the problem, in which order k>
1 regulatory relationships are ignored (μk = 0f o rk>1). We
study models deﬁned by μ1 = 2,3,4 and N = 13,15,...,100
in increments of 5. Each test network is replicated 2500
times. Figure 3 summarizes the achieved global signiﬁcance
for the statistics proposed in (8). In Plot 1 the four statistics
proposed in (8) are applied to the models deﬁned by μ1 = 4
over the proposed range of N. The plot shows the average
attained global signiﬁcance levels on a log scale (base 10).
The horizontal axis represents a signiﬁcance level of 0.05.
Noticeably greater power is demonstrated for statistic   WK
Z ,
andsigniﬁcancelevelsarewellbelowthe0.05valueovermost
of the range of N, demonstrating the ability of the procedure
todetectoverallnetworkstructure.Sensitivitytothestrength
of the statistical evidence is demonstrated in Figure 3, Plot 2,
in which average signiﬁcance levels for models μ1 = 2,3,4
over the proposed range of N are reported. Here we use only
statistic   WK
Z , which will become our default choice.
An interesting feature of these plots is the increase in
power with the increase in the number of spurious genes.
This is the opposite of what is usually expected in gene
discovery but follows from the use of graphical structure
as statistical evidence. The existence of such structure
implies higher connectivity of a smaller subset of genes than
would occur at random. The existence of a larger pool of
unconnected genes should, to some extent, contribute to
the signiﬁcance of graphical discovery, since the existing
structure would be less likely to have occurred by chance.
Of course, the competing eﬀect of false positives usually
associated with multiple hypothesis testing will also exist.
The relative importance of these eﬀects remains to be
analyzed.
A single simulation will illustrate the implementation of
the algorithm. Here we assume N = 60 candidate genes, with
eﬀect size deﬁned by μ1 = 4. The Z-score values Z(G(D) |
  G∗) are shown in Plot 1 of Figure 4. A clear minimum point
is evident at 9 edges. Plot 2 shows the cumulative proportion
of true positives among the edges deﬁning the graphs in the
sequence G(D) (i.e., the number of true edges in Gi(D)b y
edge).Theminimumpointatthe9thedgeisclearlyapointat
which the graph is almost completely constructed, and above
which most new edges will be false positives.
4.1.4. Model 2 (Including Transitive Regulation). We next
include evidence of transitive regulations by simulating
perturbation eﬀects of size (μ1,μ2,μ3,μ4) = (3,2,1,1),with
μk = 0f o rk>4. We will examine speciﬁcally the N = 60
genemodelanduse5000replicates.Theerrorcurveisshown
in Figure 5 (Plot 1) for up to order k = 4 relationships. Note
thattheerrorcurvebasedonselectedminimumpointsyields
slightly higher values. We conjecture that the minimum
selection process introduces greater accuracy (discussion in
the next subsection pertains to this issue). As expected,
both error curves are at ﬁrst of unit slope, up until a point
at which false positives begin to dominate. As emphasized
earlier, the error curve represents an inherent limit of the
accuracy possible under given experimental conditions. The
role of our procedure is therefore to determine a suitable
location along that curve. In Figure 5 (Plot 2), a histogram of
the captured minimum points i  is shown. Interestingly, the
mode of the histogram is located precisely where the error
curve is no longer of unit slope, which is the point we wish
to identify.
4.2. Yeast Genome Expression Data. In [19]as e r i e so fg e n e
deletion and drug experiments are reported, resulting in
a compendium of 300 microarray gene expression proﬁles
on the yeast genome. We extracted 266 genes for whichEURASIP Journal on Bioinformatics and Systems Biology 9
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Figure 3: Global signiﬁcance plots for simulation study. Number of genes N is varied within each plot. Probabilities are given on a base 10
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Figure 4: Properties of sample data set D,f o rN = 60 genes, μ1 = 4. (a): Value of Z-score sequence Z(G(D) |   G∗). Minimum point is
located at edge 9, indicated by dashed line. (b): Cumulative proportion of true positive edges within sequence G(D). There are 13 true edges.
Minimum point of Z(G(D) |   G∗) (Plot 1) is indicated by dashed line.
single deletion experiments were performed. By matching
the responses for those genes a 266 × 266 data matrix D of
perturbation eﬀect P-values was constructed (the P-values
used are those reported in [19]). Algorithm A was applied
using a maximum of K = 1000 edges, using R = R∗ = 500
replications of a null matrix; then Z(G(D) |   G∗)w a s
calculated as above. These replications were supplemented
by an application with settings K = 100, R = R∗ =
5000. We use the element wise exchangeable null hypothesis
H1
0.10 EURASIP Journal on Bioinformatics and Systems Biology
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Figure 6: Values of Z(G(D) |   G∗) for yeast data. Edge ranges 1–1000 and 1–25.
The Z-scores are shown in Figure 6. A signiﬁcant devi-
ation from zero is shown almost immediately and persists
throughout the observed range. The global P-value at 1-2
edges is estimated as 0.0084 and decreases rapidly beyond
this point. Table 1 lists the edges associated with the 10
lowest P-values in D. At this point obvious graph structure
is apparent, as the ﬁrst four edges all have a common
parent tup1. It is interesting to note that the z-score falls
as edges 2 to 4 are added, each of which contains a gene
found in the previous edges. Edge 5, however, introduces
two new genes, at which point the Z-score increases. In
fact, this rule persists up to the 12th edge; that is, the z-
score decreases if and only if at least one gene of a new
edge exists among the previous edges. It also holds among
83%, 74%, and 63% of the ﬁrst 25, 100, and 1000 edges,
respectively.EURASIP Journal on Bioinformatics and Systems Biology 11
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Figure 7: Mean and standard deviation of graph scores for 266 ×266 null perturbation matrix by edge number.
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Figure 8: Estimated accessibility graphs for yeast genome data, using 190 and 300 edges. The choice of 190 genes represents the application
of the Benjamini-Hochberg FDR control procedure.
In this example, the Z-score is clearly able to distin-
guish between edges which contribute to graph structure
and those that do not up to some number of edges.
The application of this principle over a large range of
edges is complicated by the increasingly complex statistical
properties of the graph score, as suggested in Figure 7.
While the mean score increases smoothly, the growth of
the standard deviation is more complicated. We would
e x p e c tt h i st os o m ed e g r e e .T h en u m b e ro fo ﬀspring for
each node would be approximately Poisson distributed
when such numbers are small, but eventually this proba-
bility law will no longer hold when subsets become large
enough. It is therefore problematic to identify interesting
features of the Z-score plot over large ranges of edge
number.
Finally, we make a note comparing multiple testing
procedures (MTPs) and our proposed graph-based proce-
dure. Accepting the P-values reported in [19], two well-
known MTPs were applied to the P-values of matrix
D (see [1] for details). Using the Bonferroni procedure
(FWER = 0.05) 41 P-values are rejected, whereas using the
Benjamini-Hochberg procedure (FDR = 0.05) 190 P-values
arerejected.Figure 8displaystheconnectivitygraphsformed
from the ﬁrst 190 and the ﬁrst 300 edges. All edges point
“downward” in the diagram (arrows are omitted for clarity).
Three exceptions are indicated by dashed lines, which are
bidirectional. The graphs contain no cyclic behavior other
than these edges (a simple simulation experiment conﬁrms
that this level of cyclicity is compatible with the Erd¨ os-Renyi
random graph model).12 EURASIP Journal on Bioinformatics and Systems Biology
Table 1: Graph edges associated with 10 lowest ranking P-values
for yeast data.
P-val Response Perturbed P-val Response Perturbed
Rank Gene Gene Rank Gene Gene
1 hpa3 tup1 6 yer066c-a tup1
2 yor009w tup1 7 rts1 yor015w
3 pau2 tup1 8 yhr022c ssn6
4 yhr022c tup1 9 phd1 tup1
5 ste2 ste12 10 ald5 yer050c
If we accept the 190 edge graph as that resulting from
the application of an MTP, we then note that the proposed
graph-based method results in signiﬁcantly more structural
discovery. The global signiﬁcance level for a graph with 1000
edges can be taken as extremely small from an estimated Z-
score of −95.4. This signiﬁcance level applies to subgraphs
from the sequence G(D). Similarly, additional structure in
the 300 gene graph compared to the 190 gene graph can be
clearly seen. In order to deﬁne a “highly connected gene,” we
simulate random graphs to estimate a distribution of a gene’s
edge order X.F o rN = 190 and N = 300 edges among 266
nodes we have P(X ≥ 4) ≈ 0.006 and P(X ≥ 5) ≈ 0.006.
Thus,wedeﬁneanygenewithatleast4and5edgesas“highly
connected” in the respective graphs. Under these criteria, the
respective graphs contain 33 and 43 such genes. The most
connected gene in the 190 gene graph is tup1w i t h3 8e d g e s .
This gene is also the most connected gene in the 300 gene
graph (46 edges). In general, more highly connected genes
are added between edges 190 and 300, while additional edges
are added to already highly connected genes.
5. Conclusion
A common problem in the statistical analysis of high-
throughput data is the selection of a threshold for statistical
evidence which controls false discovery. Such data is often
used to construct graphical models of gene interactions.
A threshold selection procedure was proposed which is
based on the observed graphical structure implied by a
given threshold. This procedure can be used both for
threshold selection and to estimate a global signiﬁcance
level for graphical structure. The method was demonstrated
on a small simulated network as well as on the “Rosetta
Compendium” [19] of yeast genome expression proﬁles. The
methodology proved to be accurate and computationally
feasible.
Further investigation is warranted in a number of issues.
T h eg r a p h si n v e s t i g a t e dh e r ew e r eu n c o n s t r a i n e dd i r e c t e d
graphs. Application to undirected graphs and directed
acyclic graphs (DAGs) will require more sophisticated graph
simulationalgorithms.Additionally,thelongrangestatistical
b e h a v i o ro ft h ep r o p o s e dg r a p hc o d ei sc o m p l e x .S u c hi s s u e s
will need to be carefully examined before a general threshold
selection technique can be proposed.
A software implementation of the proposed procedures
is available from the author’s web site, in the form of an R
library at http://www.urmc.rochester.edu/biostat/people/
faculty/almudevar.cfm.
Acknowledgment
This work was supported by NIH Grant GM075299.
References
[1] S.Dudoit,J.P.Shaﬀer,andJ.C.Boldrick,“Multiplehypothesis
testing in microarray experiments,” Statistical Science, vol. 18,
no. 1, pp. 71–103, 2003.
[ 2 ]T .E .I d e k e r ,V .T h o r s s o n ,a n dR .M .K a r p ,“ D i s c o v e r yo f
regulatory interactions through perturbation: inference and
experimental design,” in Paciﬁc Symposium on Biocomputing,
pp. 305–316, 2000.
[3] W. Zhao, E. Serpedin, and E. R. Dougherty, “Inferring gene
regulatory networks from time series data using the minimum
description length principle,” Bioinformatics, vol. 22, no. 17,
pp. 2129–2135, 2006.
[4] J. Dougherty, I. Tabus, and J. Astola, “Inference of gene
regulatory networks based on a universal minimum descrip-
tion length,” EURASIP Journal on Bioinformatics and Systems
Biology, vol. 2008, Article ID 482090, 11 pages, 2008.
[5] A. Wagner, “Reconstructing pathways in large genetic net-
works from genetic perturbations,” Journal of Computational
Biology, vol. 11, no. 1, pp. 53–60, 2004.
[6] S. Onami, K. M. Kyoda, M. Morohashi, and H. Kitano, “The
DBRF method for inferring a gene network from large-scale
steady-state gene expression data,” in Foundations of Systems
Biology,H.Kitano,Ed.,pp.59–75,TheMITPress,Cambridge,
Mass, USA, 2001.
[7] A. Wagner, “How to reconstruct a large genetic network
from n gene pertubations in fewer than n2 easy steps,”
Bioinformatics, vol. 17, no. 12, pp. 1183–1197, 2002.
[8] B. Bollobas, Random Graphs,A c a d e m i cP r e s s ,L o n d o n ,U K ,
1985.
[9] A. Wagner, “Estimating coarse gene network structure from
large-scale gene perturbation data,” Genome Research, vol. 12,
no. 2, pp. 309–315, 2002.
[10] J. Rissanen, P. Gr¨ u n w a l d ,J .H e i k k o n e n ,P .M y l l y m ¨ aki, T.
Roos,andJ.Rousu,“Informationtheoreticmethodsforbioin-
formatics,” EURASIP Journal on Bioinformatics and Systems
Biology, vol. 2007, Article ID 79128, 2 pages, 2007.
[11] N. Friedman and M. Goldszmidt, “Learning Bayesian net-
works with local structure,” in Learning in Graphical Models,
M. I. Jordan, Ed., pp. 421–459, The MIT Press, Cambridge,
Mass, USA, 1998.
[12] A.Almudevar,“Agraphicalapproachtorelatednessinference,”
Theoretical Population Biology, vol. 71, no. 2, pp. 213–229,
2007.
[13] J.Rissanen,“Modelingbyshortestdatadescription,”Automat-
ica, vol. 14, no. 5, pp. 465–471, 1978.
[14] P. D. Gr¨ unwald, The Minimum Description Length Principle,
The MIT Press, Cambridge, Mass, USA, 2007.
[15] J. Rissanen, Information and Complexity in Statistical Model-
ing, Springer, New York, NY, USA, 2007.
[16] T. M. Cover and J. A. Thomas, Elements of Information Theory,
Wiley, New York, NY, USA, 1991.
[17] J. Rissanen, “A universal prior for integers and estimation by
minimum description length,” Annals of Statistics, vol. 11, pp.
416–431, 1983.EURASIP Journal on Bioinformatics and Systems Biology 13
[18] A. Almudevar, “Eﬃcient coding of labelled graphs,” in Pro-
ceedings of IEEE Information Theory Workshop (ITW ’07),p p .
523–528, Lake Tahoe, Calif, USA, September 2007.
[19] T. R. Hughes, M. J. Marton, A. R. Jones, et al., “Functional
discovery via a compendium of expression proﬁles,” Cell, vol.
102, no. 1, pp. 109–126, 2000.