Abstract. In this paper we show the existence of stochastic Lagrangian particle trajectory for Leray's solution of 3D Navier-Stokes equations. More precisely, for any Leray's solution u of 3D-NSE and each (s, x) ∈ R + × R 3 , we show the existence of weak solutions to the following SDE, which has a density ρ s,x (t, y) belonging to H 1,p q provided p, q ∈ [1, 2) with
Introduction
Throughout the paper we assume d 2. Consider the following Navier-Stokes equation:
where u = (u 1 , · · · , u d ) is the velocity field of the fluid, ν > 0 is the viscosity constant, and p stands for the pressure. It is well known that for any divergence free vector field ϕ ∈ L 2 (R d ), there exists a divergence free Leray weak solution to 3D-NSEs in the class
(1.1)
In a recent remarkable paper, Buckmaster and Vicol [4] showed that there are infinitely many weak solutions u ∈ C(R + ; L 2 (T 3 )) for 3D-NSEs on the torus. However, it is still not known whether the above Leray solution is unique and smooth, which are in fact famous open problems for a long time.
In this work we are interesting in the following problem: For any Leray solution u, is it possible to construct the stochastic Lagrangian particle trajectory X t = X t (x) associated with the velocity field u? More precisely, for each starting point x, is there a unique solution to the following SDE? dX t = u(t, X t )dt + √ 2νdW t , X 0 = x, (1.2) where W is a d-dimensional standard Brownian motion on some probability space (Ω, F , P). If u is smooth in x, then by Constantin and Iyer's representation [6] (see also [23, 25] ), u can be
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t (x))), where P is the Leray projection and X −1 t (x) is the inverse of stochastic flow x → X t (x), and ∇ t stands for the transpose of Jacobian matrix. By Krylov and Röckner's result [14] , under the following assumption
there is a unique strong solution to SDE (1.2) for any starting point x ∈ R d . Moreover, the unique solution X t (x) is weakly differentiable in x and satisfies (see [7, 22, 27] ):
Unfortunately, Leray's solution does not satisfy (1.3) . Indeed, by (1.1) and Sobolev's embedding (see Lemma 2.1 below),
(1.4)
Notice that the deterministic Lagrangian particle trajectories associated with u have been studied very well (for example, see [17, Chapter 17] and [5] ), which depends on further regularity on Leray's solution. Here we want to solve SDE (1.2) only basing on (1.4) for d = 3.
For given (s, x) ∈ R + × R d , we consider the following SDE in R d starting from x at time s: [14] showed that there is a unique strong solution to SDE (1.5), which extended the main results in [21] and [30] . The strong well-posedness of SDE (1.5) driven by multiplicative Brownian noise was studied in [22, 27] by Zvonkin's transformation introduced in [30] . Moreover, the flow property and weak differentiability of X s,t (x) in x are also obtained therein. When b ∈ H −α,p with α ∈ (0, 1 2 ) and p ∈ (
of SDE (1.5) in the class of semimartingales when b belongs to some generalized Kato's class K d−1 (see also [29] 
Let us explain the difficulty firstly. In order to get the weak existence of SDE (1.5) with singular drifts, a straightforward way is to use Girsanov's transform as in [14] . However, this approach does not work in the case when p d. Let us make a detailed analysis for this point. Let C be the space of all continuous functions from R + to R d , which is endowed with the usual Borel σ-field B(C). All the probability measures over (C, B(C)) is denoted by P(C). Let ω t be the canonical process over C. For t 0, let B t := B t (C) be the natural filtration generated by {ω s : s t}. Let P ∈ P(C) be the classical Wiener measure so that
for the exponential supermartingale
may not hold. Notice that condition (1.7) is somehow equivalent to say that b belongs to some Kato's class (see [1] 
loc . Intuitively, if c d, then the centripetal force is so strong such that the particle can not escape from the origin immediately so that even though a random perturbation is added, there is no solution for SDE (1.8). However, our result below shows that if b ∈ L d/2+ε (R d ) for some ε > 0, then equation (1.5) has at least one semimartingale solution, provided that the negative part of divb satisfies some integrable conditions. We emphasize that Kinzebulatov and Semenov's result in [13] can not be applied to the case
We believe that the divergence condition is necessary for this case. Moreover, the singular time-dependent drift b is not treated in [13] . If it is not possible, it seems hard to directly construct the two-parameter semigroups associated with time-dependent drifts by analytic method.
Before stating our results, we introduce the following notion of martingale solutions.
we call a probability measure P s,x ∈ P(C) a martingale solution of SDE (1.5) with starting point (s, x) if (i) P s,x (ω t = x, t s) = 1, and for each t > s, 
In other words, (C, B(C), P s,x , ω t , W t ) is a weak solution of SDE (1.5).
Our main result is 14) where B τ := σ ω t∧τ , t 0 is the stopping time σ-field. In fact, let τ n be a sequence of decreasing stopping times taking values in T := {k · 2 −n : k, n ∈ N} and converging to τ. For any
) and δ ∈ (0, 1), by the dominated convergence theorem and martingale convergence theorem, we have [24, 26] . Therein, under the assumptions To prove Theorem 1.1, the key point for us is to establish the maximum principle for the following parabolic equation under (1.9):
(1.16)
More precisely, for any α ∈ [0, 1] and q, p ∈ (1, ∞) with
When f ≡ 0, under (1.9) the local maximum principle is proved by Nazarov and Ural'tseva in [15] by using Moser's iteration. We also refer to [11] for the study of elliptic equations with drift
.
Here an open question is that whether we can show (1.11)-(1.13) for all (s, x) ∈ R + × R d , which is closely related to find a continuous solution for PDE (1.16) under (1.9). This paper is organized as follows: In Section 2, we establish the key maximum estimate (1.17) by De Giorgi's method. In fact, we shall show a more general result by allowing b and f being in negative Sobolev spaces, which are not treated in [11, 15] . In Section 3, we prove our main result Theorem 1.1. In Appendix, some properties of certain local Sobolev spaces are given. Throughout this paper we shall use the following conventions:
• We use A B to denote A CB for some unimportant constant C > 0.
• For any ε ∈ (0, 1), we use A εB+ D to denote A εB+C ε D for some constant C ε > 0.
Maximum principle for parabolic equations by De Giorgi's method
We first introduce some spaces, functions and notations for later use:
be the space of all smooth functions with compact supports and
, which is also called distribution space. The duality between
• For α ∈ R and p ∈ [1, ∞], let H α,p be the usual Bessel potential space with norm:
• For α ∈ R and p, q
be the space of spatial-time functions with norm
• Let H α,p q,loc be the space of all functions f :
• For r > 0, we define
•
• We shall simply write
(2.3)
• Let ρ ∈ C ∞ c (B 1 ) with ρ = 1. For ε ∈ (0, 1) and n ∈ N, we shall use the mollifiers:
• For d 2, define
• The following Gagliardo-Nirenberge's interpolation inequality will be used frequently:
2.1. Localization estimates. In this subsection we prove an important localization lemma for later use, which is a consequence of Gagliado-Nirenberge's interpolation inequality and Hölder's inequality. First of all, we have the following interpolation estimates. 
Proof. Define 
Proof. Since α ∈ [0, 1], by relation (2.4), one sees that
Thus by Hölder's inequality and Gagliardo-Nirenberge's inequality (2.5), we have 
and by Hölder's inequality and due to 1 q 
Notice that by η = χ 2 η and (4.2) below,
Substituting this into (2.12) and by Young's inequality, we obtain (2.9).
2.2. Local energy estimate. Throughout this paper we shall always assume
and consider the following PDE in R d+1 : ) and almost all t ∈ R,
(2.14)
Now we prove the following local energy estimate.
9
Lemma 2.4 (Energy estimate). Suppose that for some
where I t (·) := 1 (−∞,t] (·), and
Proof. By taking the Steklov mean of u, without loss of generality we may assume ∂ t u ∈ L 2 2,loc . By (2.14) and smoothing approximation, for any nonnegative ϕ ∈ V loc ∩ L ∞ loc with compact support in Q 2 , we have
and integrating in time variable from −∞ to t, by the integration by parts formula, we have
where Γ t := (−∞, t] × R d and we have used that
Noticing that 18) by the integration by parts formula again, we have
Therefore, by −divb Θ b and smoothing approximation for w, we further have 
, which satisfy 
Hölder's inequality and Lemma 2.1, we have
Γ t (b · ∇u)η 2 w Γ t ( b ε · ∇u)η 2 w + Γ t (b ε · ∇u)η 2 w b ε χ 2
15). Here the reason that for p = d we assume b being time-independent is that in general
lim ε→0 b ε χ 2 d;∞ 0 for b ∈ L ∞ loc (L d loc ), but lim ε→0 b ε χ 2 d = 0 for b ∈ L d loc .
Maximum principle. The following De Giorgi's iteration lemma is well known [11].
Lemma 2.5. Let (a n ) n∈N be a sequence of nonnegative numbers. Suppose that for some C 0 , λ > 1 and ε > 0,
lim n→∞ a n = 0. Now we can show the following local maximum principle for PDE (2.13). 
Theorem 2.1 (Local maximum estimate). Suppose that for some
Proof. Let κ > 0, which will be determined below. For n ∈ N, define
2) be a time-cutoff function so that for some C > 0 and any n ∈ N, ζ
) be a spatial-cutoff function so that for some C > 0 and any n ∈ N, ζ
. Let Ξ η n be defined by (2.16). It is easy to see that for some C > 0 and all n ∈ N,
Notice that
n := w n 1 Γ n r i ;s i w n 1 η n w n+1 0 r i ;s i κ2 −n 1 η n w n+1 0 r i ;s i , which means that
Thus, by η n | Γ n+1 = 1, Hölder's inequality, Lemmas 2.1 and 2.2, we have
(2.21)
Notice Γ 1 = Q 2 . By (2.15) with η = η n and w = w n+1 , for κ f χ 2 −α 3 ,p 3 ;q 3 , we obtain η n w n+1 V 2 n w n+1 1 Γ n r 1 ;s 1 + w n+1 η n r 2 ;s 2 + f χ 2 −α 3 ,p 3 ;q 3 1 η n w n+1 0 r 3 ;s 3 (2.20)
Now we put a n := ℓ
n /κ.
12 By (2.21) and (2.22), we obtain that for some C 0 , ε > 0 and λ > 1,
provided κ f χ 2 −α 3 ,p 3 ;q 3 . Notice that by χ 2 | Γ 1 = 1 and Lemma 2.1, 
The proof is complete. 
by Remark 2.1, we can drop the condition on the divergence of b.
Now we aim to prove the following crucial result.
Theorem 2.2. (Global maximum estimate) Suppose that for some
(2.23) 
Proof. Without loss of generality, we assume T = 1 and
Let χ 1 be as in (2.1) and define for z ∈ R d ,
By translation and (2.15) with η = η z and w = u 
which together with (2.29) yields
Finally, by (2.19) and (2.24), we also have
where B z 1 := {x : |x − z| < 1}. The proof is complete.
2.4.
Existence-uniqueness and stability. In this subsection we prove the existence-uniqueness and stability of weak solutions for PDE (2.13) by using the apriori estimate (2.24). For T > 0 and a function f in R d+1 , we denote Proof. First of all, the uniqueness is a direct consequence of (2.24). We prove the existence by weak convergence method. Let b n (t, x) := b(t, ·) * ρ n (x) and f n (t, x) := f (t, ·) * ρ n (x). By (ii) of Proposition 4.1 in Appendix, we have
It is well known that the following PDE has a unique smooth solution u n ∈ C(R + ; C
By (2.30) and Theorem 2.2, we have
Hence, by the fact that every bounded subset of H 1,2 2 is relatively compact, there is a subsequence
by taking weak limits for equation (2.31), one finds thatū is a weak solution of PDE (2.13). Indeed, it suffices to prove that for any
Let the support of ϕ be contained in Q R for some R > 0. Since b ∈ L 2 2;loc , by (2.32) and Hölder's inequality, we have for some C > 0 independent of k,
On the other hand, since div(bϕ) ∈ H −1,2 2 has compact support, by (2.33) we also have
Thus we obtain the first limit in (2.34). The second limit in (2.34) is direct.
For n ∈ N ∞ , let u n ∈ V ∩ L ∞ be the unique weak solutions of PDE (2.13) associated with coefficients (b n , f n ) with initial value u(0) = 0. Assume that for any ϕ ∈ C c (R d+1 ),
Then it holds that for Lebesgue almost all
(2.37) 15 Now by the change of variables, for any nonnagative
Let τ s be any stopping time less than T . Notice that
By the strong Markov property and (3.3) with α = 0, we have
where C is independent of n. Thus by [29, Lemma 2.7] , we obtain
From this, by Chebyshev's inequality, we derive that for any ε > 0,
Hence, by [19, Theorem 1.3.2] , the law of X n s,· (x) is tight in C. Now we can show the existence of martingale solutions. 
Let P s,x be any accumulation point of (P n s,x ) n∈N , that is, for some subsequence n k , P n k s,x weakly converges to P s,x as k → ∞. By taking weak limits for (3.8) and a standard monotone class method, we obtain (3.7). In order to prove P s,x ∈ M b s,x , it suffices to prove that for any t 1 > t 0 s and f ∈ C 2 c (R d ),
By the standard monotone class method, it is enough to show that for any G ∈ C b (C) being
Note that for each n ∈ N,
We want to take weak limits, where the key point is to show
Assume that supp( f ) ⊂ Q R . By (3.3) with α = 0 and (4.5) in Appendix, we have 10) where χ R | Q R ≡ 1 has compact support. On the other hand, for fixed m ∈ N, since
we also have
which together with (3.10) yields (3.9). The proof is complete.
3.2.
Weak convergence of P n s,x . In this subsection we show that for Lebesgue almost all (s, x), the accumulation point of (P n s,x ) n∈N is unique, which in turn implies that P 
Let Q ⊂ R be the set of all rational numbers and G 0 be a countable dense subset of C
For m ∈ N, we recursively define a countable set G m as follows: (s, x) , (3.14) where
It is well known that
T is the unique weak solution of of PDE (3.11) with b = b n . On the other hand, by Krylov's estimate (3.3), for each s T and x ∈ R d , we have
which together with (3.14) gives (3.12). For fixed T ∈ Q and f ∈ G 0 , by Theorem 2.4 again, there is a Lebesgue null set
T, f . Finally, we just need to take
The proof is complete.
Lemma 3.6. Let N be as in Lemma 3.5 . For fixed (s, x) ∈ N c and any two accumulation points P (1) s,x and P (2) s,x of (P n s,x ) n∈N , P
Proof. Fix (s, x) ∈ N c . For s T ∈ Q and f ∈ G 0 , by (3.13) and taking weak limits for (3.12) along different subsequences for P (i) s,x , i = 1, 2, one finds that
which implies that for all s T ∈ Q and f ∈ G 0 ,
In particular, for all T s and f ∈ G 0 ,
∞ be uniformly bounded and converge to g(t, x) for Lebesgue almost all (t, x). For any (s, x) ∈ N c and T > s, it holds that for each
Proof of Claim: For R > 0, define
By (3.3) with (α, p, q) = (0, d, 4) and the dominated convergence theorem, we have
On the other hand, by SDE (3.2) and (3.3) again, we also have
where C is independent of n. Hence,
which together with (3.17) yields the claim.
Next let s T 1 < T 2 be two rational numbers and
s,x ) k∈N be a subsequence so that (P n k s,x ) k∈N weakly converges to P (1) s,x . By the Markov property, we have for
where the last step is due to (3.13) and the above Claim. Notice that g(s, x) := f 1 (x)u T 2 , f 2 (s, x) ∈ A . Since the right hand side does not depend on the choice of the subsequence n k , we finally obtain that for any rational numbers s T 1 < T 2 and f 1 , f 2 ∈ G 0 , From this, as above we derive that for all f 1 , f 2 ∈ G 0 and T 2 > T 1 s, Thus we obtain (3.15). 21 3.3. Almost surely Markov property. Let N be as in Lemma 3.5. We fix (s, x) ∈ N c so that s,x . Thus for any t 0 ∈ (s, ∞) \ I s,x , and all t 0 < t 1 ∈ Q and f ∈ G 0 , E P s,x f (ω t 1 )|B t 0 = E P t 0 ,ω t 0 f (ω t 1 ) , P s,x − a.s.
By a standard approximation argument, the above equality also holds for all t 1 > t 0 and f ∈ C c (R d ).
Furthermore, to prove Claim 1, it suffices to prove the following claim:
Claim 2: Let t 1 ∈ (s, ∞) ∩ Q and f ∈ G 0 . For fixed m ∈ N, s 1 , · · · , s m ∈ (s, t 1 ) ∩ Q and g 1 , . . . , g m ∈ G 0 , there exists a null set I := I 
