Transformation of the linear difference equation into a system of the
  first order difference equations by Ayzatsky, M. I.
Transformation of the linear difference equation into a 
system of the first order difference equations  
M.I. Ayzatsky1
National Science Center Kharkov Institute of Physics and Technology (NSC KIPT), 
610108, Kharkov, Ukraine 
 
The transformation of the Nth- order linear difference equation into a system of the first 
order difference equations is presented. The proposed transformation gives possibility to get new 
forms of the N-dimensional system of the first order equations that can be useful for analysis of 
the solutions of the Nth- order difference equations. In particular, for the third-order linear 
difference equation the nonlinear second-order difference equation that plays the same role as the 
Riccati equation for second-order linear difference equation is obtained. The new form of the N-
dimensional system of first order equations can be also used for finding the WKB solutions of 
the linear difference equation with coefficients that vary sufficiently slowly with index. 
 
1 Introduction 
It is common knowledge that a difference equation of order   N
1, 1 2, 2 2, 2 1, 1 0,.. 0k N N k k N N k k N k k k k k k ky f y f y f y f y f y f+ − + − − + − + ++ + + + + + + =              (1) 
may be transformed in a standard way to a system of the  first-order difference equations. For 
making such transformation we introduce a number of new variables (see, for example, [
N
1,2]) 
  ( ) 1, 1, 2,...,
i
k k ix y i+ −= = N
k
. (2) 
The difference equation (1) can be rewritten as 
 1k k kX T X F+ = + , (3) 
where , and the companion matrix of  ( ) (1 1, ,..., , ,0,...,0Tk k N k N k k kX x x x F f+ − + −= = )T
⎟
(1) is 
 . (4) 
1, 2, 1, 0,...
1 0 ... 0 0
0 1 ... 0 0
0 0 ... 1 0
N k N k k k
k
f f f f
T
− −− − − −⎛ ⎞⎜ ⎟⎜ ⎟⎜= ⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠
 
In fact, we do not introduce new variables2, we only do re-designations and still work 
with the elements of the same sequence ky .  
There is another kind of transformation that consists in representation of the solution ky  
of the equation (1) as the sum of the  new unknown grid functions. For the case N 2N =  it is 
discussed in [3,4]. By introducing  new unknowns, instead of the one, we can impose (N 1N − ) 
additional conditions. Such approach gives new form of the -dimensional system of first order 
equations, equivalent to the equation 
N
(1). In this note some generalization of the proposed 
transformation [3] is given. Analysis of literature [1,2,5,6,7,8,9,10,11,12,13, 
14,15,16,17,18,19,20] shows that it apparently has not been described earlier.  
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2 In the case of transformation of differential equations we do introduce new variables 
( ) 1 1/ , 1,2,...,i i ix d y dt i N− −= =  
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=∑ .                                                                       (5) 
By introducing  new unknowns N ,n ky  instead of the one ky , we can impose additional 
conditions. These conditions we write in the form 
   
1 1, , ,
1






k n k n k
n
N
k n k n k
n
N


















where  (1 , ) are the arbitrary sequences. , ,m n kg 1n N m N≤ ≤ ≤ ≤ −1
⎟
If 
   1,1, 1,2, 1, ,
1,1, 1,2, 1, ,
1 1 .. 1
...
det 0
... ... ... ...
...
k k N k
N k N k N N k
g g g
g g g− − −
⎛ ⎞⎜ ⎟⎜ ≠⎜⎜ ⎟⎜ ⎟⎝ ⎠
⎟ , (7) 
then the representation (5)-(6) is unique. Indeed, from (5) and (6) we can uniquely find ,n ky  as a 
linear combination of ky . Using (1),(5) and (6) we can write such system of equations 
 
1 , 1 1, , ,
1 1
2 1, , 1 , 1 2, , ,
1 1
1 2, , 1 , 1 1, , ,
1 1
1




k n k n k n k
n n
N N
k n k n k n k n k
n n
N N
k N N n k n k N n k n k
n n
N N N
N n k n k N m k N m n k k n k k
n n m
y y g y
y g y g y
y g y g y





+ − − + + −
= =
−









∑ ∑ ∑ −
1
                  (8) 
In matrix form 
   1 1 1k k k k kM Y H Y F+ + + += + , (9) 
where , , ( )1, 2, ,, ,..., Tk k k N kY y y y= ( )0,0..., Tk kF f= −
 
    (10) 1,1, 1 1,2, 1 1, , 11
1,1, 1 1,2, 1 1, , 1
1 1 .. 1
...
,
... ... ... ...
...
k k N k
k






− + − + − +
⎛ ⎞⎜ ⎟⎜= ⎜⎜ ⎟⎜ ⎟⎝ ⎠
⎟⎟
 3
    (11) 
1,1, 1,2, 1, ,
1
1,1, 1,2, 1, ,
1, 2, ,
...
... ... ... ...
,
...
k k N k
k
N k N k N N k












, , , ,
1
N






⎛= − +⎜⎝ ⎠∑ .                                              (12) 
And finally we have the equation 
   1 1 1 ,k k kY T Y F+ + −= + k  (13) 
where 














= . (14) 
As   are the arbitrary sequences we can try to find such sequences that matrix  
will be a diagonal one. If it can be done, we find the solution of the difference equation 
, ,m n kg kT
(1). 
If we chose , where ( )( ), , mnm n k kg ρ= ( )nkρ  are the solutions of the characteristic equation  
   , (15) 1 2 21, 2, 2, 2 1, 0,.. 0
N N N
k N k k N k k k k k k k kf f f y f fρ ρ ρ ρ ρ− −− − ++ + + + + + =
the new form of the -dimensional system of first order equations N (13) can be used for finding 
the WKB solutions of the linear difference equation with coefficients that vary sufficiently 
slowly with index. For the case of the second-order difference equation it was proved in [4]. 
Bellow, we consider the case of the third-order difference equation and make generalization of 
the WKB solutions to the Nth-order difference equation.  
3 Transformation the third-order linear difference equation 
Let’s represent the solution of the linear third-order equation  
   3 2, 2 1, 1 0, 0k k k k k k k ky f y f y f y f+ + ++ + + + =
k
 (16) 
as the sum of three new functions 
   1, 2, 3,k k ky y y y= + + . (17) 
Additional conditions we write in the form  
   1 1,1, 1, 1,2, 2, 1,3, 3,
2 2,1, 1, 2,2, 2, 2,3, 3
k k k k k k
k k k k k k
y g y g y g y






= + +  (18) 
where  ( ) are the arbitrary sequences and , ,m n kg 1,2; 1,2,3m n= =
   1 1,1, 1 1,2, 1 1,3, 1
2,1, 1 2,2, 1 2,3, 1
1 1 1
0.k k k k
k k k
D g g g
g g g
+ + + +
+ + +
= ≠  (19) 
Making the transformations that are given in section 2, we obtain a system of the first-
order linear difference  equations 
 4
         
( )( ) ( )( ){ }
( ) ( )
( )( )
1, 1 1 1,1, 1, 1
1,1, 1,1, 1 1,1, 2,3, 1 2,2, 1 2,1, 1 2,1, 1,2, 1 1,3, 1
1,
1, 2,3, 1 2,2, 1 1,2, 1 1,3, 1 4,
1,2, 1,2, 1 1,2, 2,3, 1 2,2, 1
2,
k k k k k
k k k k k k k k k
k
k k k k k k
k k k k k
k
y D g y D
g g g g g g g g g
y
x g g g g x
g g g g g g
y
+ + +
+ + + + + +
+ + + +
+ + +
= +
⎡ ⎤− − + − −⎢ ⎥+ ⎢ ⎥+ − + −⎣ ⎦
− − ++ ( )({ }( ) ( )
( )( ) ( )({ }
( )
2,2, 1 2,2, 1,2, 1 1,3, 1
2, 2,3, 1 2,2, 1 1,2, 1 1,3, 1 5,
1,3, 1,3, 1 1,3, 2,3, 1 2,2, 1 2,3, 1 2,3, 1,2, 1 1,3, 1
3,
3, 2,3, 1 2,2, 1 1,2, 1 1,3,
k k k k
k k k k k k
k k k k k k k k k
k
k k k k k
g g g
x g g g g x
g g g g g g g g g
y
x g g g g
+ +
+ + + +
+ + + + + +





+− − +⎢ ⎥⎢ ⎥+ − + −⎣ ⎦
− − + − −+
+ − + −( )
( )
1 6,




f g g+ +







    (20) 
             
( )( ) ( )( ){ }
( ) ( )
( )( )
2, 1 1
1,1, 1,1, 1 1,1, 2,1, 1 2,3, 1 2,1, 1 2,1, 1,3, 1 1,1, 1
1,
1, 2,1, 1 2,3, 1 1,3, 1 1,1, 1 4,
2, 1,2, 1
1,2, 1,2, 1 1,2, 2,1, 1 2,3, 1
2,
k k
k k k k k k k k k
k
k k k k k k
k k k
k k k k k
k
y D
g g g g g g g g g
y
x g g g g x
y g D
g g g g g
y
+ +
+ + + + + +










++ ( )({ }( ) ( )
( )( ) ( )({ }
( )
2,2, 1 2,2, 1,3, 1 1,1, 1
2, 2,1, 1 2,3, 1 1,3, 1 1,1, 1 5,
1,3, 1,3, 1 1,3, 2,1, 1 2,3, 1 2,3, 1 2,3, 1,3, 1 1,1, 1
3,
3, 2,1, 1 2,3, 1 1,3, 1 1,1,
k k k k
k k k k k k
k k k k k k k k k
k
k k k k k
g g g g
x g g g g x
g g g g g g g g g
y
x g g g g
+ +
+ + + +
+ + + + + +
+ + +
⎡ ⎤− − +⎢ ⎥⎢ ⎥+ − −⎣ ⎦





+ − ( )
( )
1 6,











             
( )( ) ( )( ){ }
( ) ( )
( )( ) ( )
3, 1 1
1,1, 1,1, 1 1,1, 2,2, 1 2,1, 1 2,1, 1 2,1, 1,1, 1 1,2, 1
1,
1, 2,2, 1 2,1, 1 1,1, 1 1,2, 1 4,
1,2, 1,2, 1 1,2, 2,2, 1 2,1, 1 2,2, 1 2,2, 1
2,
k k
k k k k k k k k k
k
k k k k k k
k k k k k k k
k
y D
g g g g g g g g g
y
x g g g g x
g g g g g g g g
y
+ +
+ + + + + +
+ + + +
+ + + +
=
⎡ ⎤− − + − − +⎢ ⎥⎢ ⎥+ − + −⎣ ⎦
− − + −+ ( ){ }( ) ( )
( )( ) ( )( ){ }
( )
,1, 1 1,2, 1
2, 2,2, 1 2,1, 1 1,1, 1 1,2, 1 5,
3, 1,3, 1
1,3, 1,3, 1 1,3, 2,2, 1 2,1, 1 2,3, 1 2,3, 1,1, 1 1,2, 1
3,
3, 2,2, 1 2,1, 1 1,1, 1 1,2,
k k
k k k k k k
k k k
k k k k k k k k k
k
k k k k k
g
x g g g g x
y g D
g g g g g g g g g
y
x g g g g
+ +
+ + + +
+
+ + + + + +
+ + + +
⎡ ⎤− +⎢ ⎥⎢ ⎥+ − + −⎣ ⎦
+ +
− − + − −+
+ − + −( )
( )
1 6,




f g g+ +















4, 1,1, 2,1, 2, 2,1, 1, 1,1, 0,
5, 1,2, 2,2, 2, 2,2, 1, 1,2, 0,




k k k k k k k
k k k k k k k







x g g f g f g f
x g g f g f g f




= + + +
= + + +
= + + +
.                                       (23) 
















= = 3                                                         (24) 
where ( )nkρ  are the solutions of the equation 
3 2
2, 1, 0, 0k k k k k kf f fρ ρ ρ+ + + = ,                                                      (25) 
then  and the system , 0, 1,...,6i kx i= = (20) - (22) takes the form 
( )( ) ( ) ( )
( )( ) ( ) ( )
( )
(1) (1) (1) (1) (3) (2) (3) (2) (1) (1)
1, 1 1, 1, 1 1 1 1 1 1 1
(2) (2) 2) (3) (2) (3) (2) (2) (2)
2, 1 1 1 1 1 1 1




k k k k k k k k k k k k k k
k k k k k k k k k k k
k k k k k
y y y D
y D
y
ρ ρ ρ ρ ρ ρ ρ ρ ρ ρ
ρ ρ ρ ρ ρ ρ ρ ρ ρ
ρ ρ ρ ρ ρ
+ + + + + + +
+ + + + + + +
+ +
⎡ ⎤= + − − + − +⎣ ⎦
⎡ ⎤+ − − + − +⎣ ⎦
+ − −( ) ( ) ( )
( )
(2) (3) (2) (3) (3)





k k k k k k
k k k k
D
f D
ρ ρ ρ ρ
ρ ρ
+ + + + +
+ + +
⎡ ⎤+ − +⎣ ⎦
− −
+ +
   (26)     
 
( )( ) ( ) ( )
( )( ) ( ) ( )
( )
(1) (1) (1) (1) (3) (1) (3) (1) (1)
2, 1 1, 1 1 1 1 1 1 1
(2) (2) (2) (2) (1) (3) (1) (3) (2) (2)
2, 2, 1 1 1 1 1 1 1




k k k k k k k k k k k k
k k k k k k k k k k k k k




ρ ρ ρ ρ ρ ρ ρ ρ ρ
ρ ρ ρ ρ ρ ρ ρ ρ ρ ρ
ρ ρ ρ ρ
+ + + + + + + +
+ + + + + +
+ +
⎡ ⎤= − − + − +⎣ ⎦
⎡ ⎤ +
+
+ − − + −
−
+ +⎣ ⎦
+ ( ) ( ) ( )
( )
(3) (1) (3) (3) (3)





k k k k k k
k k k k
D
f D
ρ ρ ρ ρ ρ
ρ ρ
+ + + + +
+ + +
⎡ ⎤− + − + −⎣ ⎦
− −
+
      (27)     
( )( ) ( ) ( )
( )( ) ( ) ( )
( )
(1) (1) (1) (2) (1) (2) (1) (1) (1)
3, 1 1, 1 1 1 1 1 1 1
(2) (2) (2) (2) (1) (2) (1) (2) (2)
2, 1 1 1 1 1 1 1
(3) (3) (3) (3) (
3, 3, 1 1 1
/
/
k k k k k k k k k k k k
k k k k k k k k k k k




ρ ρ ρ ρ ρ ρ ρ ρ ρ
ρ ρ ρ ρ ρ ρ ρ ρ ρ
ρ ρ ρ ρ ρ
+ + + + + + + +
+ + + + + + +
+ + +
⎡ ⎤= − − + − +⎣ ⎦
⎡ ⎤+ − − + − + +⎣ ⎦
+ + − ( ) ( ) ( )
( )
2) (1) (2) (1) (3) (3)





k k k k k k
k k k k
D
f D
ρ ρ ρ ρ ρ
ρ ρ




− + − +⎣ ⎦
− −
−
          (28) 
where ( )( )( )(2) (1) (3) (1) (3) (2)1 1 1 1 1 1k k k k k k kD ρ ρ ρ ρ ρ ρ+ + + + + + += − − − 1 - the Vandermonde determinant.  
If the sequences 0,kf , 1,kf , 2,kf  vary sufficiently slowly with  (k 0, 0 ( )kf f kε= , 
1, 1( )kf f kε= , 2, 2 ( )kf f kε= , 0 1ε≤  ), then the differences ( )( ) ( )1n nk kρ ρ+ −  are the small values 
and we can neglect the non-diagonal terms in the matrix . This gives the WKB approximation  kT
( ) ( ) ( )
( )(3) (2)1 1(1) (1) (1) (1)
1, 1 1, 1, 1 (1) (2) (1) (3)
11 1 1 1
1 1 k k
k k k k k k k k
kk k k k
y y y f
D
ρ ρρ ρ ρ ρ ρ ρ ρ ρ
+ +
+ +
++ + + +
⎡ ⎤ −⎢ ⎥≈ − − + −− −⎢ ⎥⎣ ⎦
,       (29)     
( ) ( ) ( )
( )(1) (3)1(2) (2) (2) (2)
2, 1 2, 2, 1 (2) (3) (2) (1)
11 1 1 1
1 1 k k
k k k k k k k k
kk k k k
y y y f
D
ρ ρρ ρ ρ ρ ρ ρ ρ ρ
+ +
+ +
++ + + +
⎡ ⎤ −⎢ ⎥≈ − − + −− −⎢ ⎥⎣ ⎦
1 ,      (30)     
 6
( ) ( ) ( )
( )(2) (1)1 1(3) (3) (3) (3)
3, 1 3, 3, 1 (3) (1) (3) (2)
11 1 1 1
1 1 k k
k k k k k k k k
kk k k k
y y y f
D
ρ ρρ ρ ρ ρ ρ ρ ρ ρ
+ +
+ +
++ + + +
⎡ ⎤ −⎢ ⎥≈ − − + −− −⎢ ⎥⎣ ⎦
.       (31) 
 
If we choose the sequences  that are the solutions of the following equations  . ,m n kg
( ) ( )
( )
( ) ( )
2
1, 1,1, 2,1, 1,1, 1,1, 1 1,1,
4, 1,1, 2,1, 2, 2,1, 1, 1,1, 0, 1,1, 2,1, 1 2,1,
2
2, 1,2, 2,2, 1,2, 1,2, 1 1,2,




k k k k k k
k k k k k k k k k k k
k k k k k k
k k k k k k k k
x g g g g g
x g g f g f g f g g g
x g g g g g




= − = − −
= + + + = − −
= − = − −
= + + + = − ( )
( ) ( )
( )
1,2, 2,2, 1 2,2,
2
3, 1,3, 2,3, 1,3, 1,3, 1 1,3,





k k k k k k
k k k k k k k k k k k
g g g
x g g g g g





= − = − −
= + + + = − −
                  (32) 
the system (22) takes the form ( )
( )
( )
1,3, 1 1,2, 1
1, 1 1, 1,1,
1
1,1, 1 1,3, 1
2, 1 2, 1,2,
1
1,2, 1 1,1, 1






k k k k
k
k k
k k k k
k
k k
k k k k
k
g g
y y g f
D
g g
y y g f
D
g g














                                              (33)     
From (32) it follows that the sequences   are the three different solutions of the 
system of the first-order nonlinear difference equations 
. ,m n kg
( )
( )
(1) (1) (1) (1)2 (2)
1
(1) (2) (2) (2) (1) (2) (1)
1 2, 1, 0,
0
0
k k k k k
k k k k k k k k k k
p p p p p
p p p f p f p f p p
+
+
− + − =
− + + + + =
.                                          (34) 
This system can be written as the second-order nonlinear difference equation 
(1) (1) (1) (1) (1) (1)
2 1 2, 1 1, 0, 0k k k k k k k k kp p p f p p f p f+ + ++ + + =
1, ,
0
.                                      (35) 
For the third-order linear difference equation (16) the equation (35) (or system (34)) plays 
the same role as the Riccati equation for second-order linear difference equation. 
The functions  are the linear independent ones, and the general solution of 
the homogeneous equation 
,n k n k
k
y g=∏












=∑ ∏ ,n s .                                                    (36) 
There are other forms of system of the first order equations that can be obtained from the 
system (22) by choosing different sequences . . ,m n kg
Finding the WKB solutions of the linear difference equation (16) with coefficients that 
vary sufficiently slowly with index  by finding the three iteration solutions of the equation k (35) 
(compare with [21]) is not a simple procedure. So it seems preferable to use for the third-order 
difference equation the approach that leads us to the WKB equations (29)-(31). 
4 TheWKB approximation for the Nth-order linear difference equation 
Results of the work [4] and the section 3 show that the WKB equations for the N-order 
linear difference equation with coefficients that vary sufficiently slowly with index can be 
obtained by choosing  of sequences ( )( ), , mnm n k kg ρ= , where ( )nkρ  are the solutions of the 
 7
characteristic equation (15) and taking into consideration only diagonal elements of the matrix 
  in the equation   kT
   . (37) 11 1 1 1k k k k kY T Y M H
−
+ + + += = kY
If we chose , the matrix ( )( ), , mnm n k kg ρ= kM  transforms into the Vandermonde matrix and 
we can find its inverse matrix 








1 j N jk i
























k i k m i
m m m N s
σ ρ δ
≤ < < < ≤ =
= −∑ ∏ 1kH, +  for such choice of sequences   
has the form 
, ,m n kg
   . (39) 
(1) (2) ( )
1 (1) 1 (2) 1 ( ) 1
(1) (2) ( )
...





k N N N N
k k k







⎛ ⎞⎜ ⎟⎜= ⎜⎜ ⎟⎜ ⎟⎝ ⎠
−
⎟⎟




+ +  equals 




1,1 ( ) ( )
, 1 , 1, , ,
( ) (1)1 1
1 1
1
1 j N jN N k ii j i j














⎛ ⎞⎜ ⎟⎜ ⎟−≈ = ⎜⎜ ⎟−⎜ ⎟⎝ ⎠
∑ ∑ ∏ ⎟
                                                
.                                      (40)     
These equations are generalization to the case of the of th-order difference equation 




We presented transformations of the linear difference equation into a system of the first 
order difference equations. The proposed transformation gives possibility to get new forms of the 
-dimensional system of first order equations that can be useful for analysis of the solutions of 
the th-order difference equation. In particular, for the third-order linear difference equation 
the nonlinear second-order difference equation that plays the same role as the Riccati equation 
for second-order linear equation is obtained. The new form of the -dimensional system of first 
order equations can be also used for finding the WKB solutions of the linear difference equation 
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