Abstract-This paper develops Lyapunov and converse Lyapunov theorems for semistable nonlinear dynamical systems. Semistability is the property whereby the solutions of a dynamical system converge to (not necessarily isolated) Lyapunov stable equilibrium points determined by the system initial conditions. Specifically, we provide necessary and sufficient conditions for semistability and show that semistability implies the existence of a smooth Lyapunov function that decreases along the dynamical system trajectories such that the Lyapunov function satisfies inequalities involving the distance to the set of equilibria.
I. INTRODUCTION
The aim of this paper is to develop Lyapunov and converse Lyapunov results for semistability. Semistability is the property of a dynamical system whereby its trajectories converge to (not necessarily isolated) Lyapunov stable equilibria. Semistability, rather than asymptotic stability, is the appropriate notion of stability for systems having a continuum of equilibria. Examples of such systems arise in chemical kinetics [1] , adaptive control [2] , compartmental modeling [3] , thermodynamics [4] and, more recently, collaborative control of a network of autonomous agents [5] , [6] . In all these examples, trajectories converge to limit points that depend continuously on the system initial conditions.
It is important to note that semistability is not merely equivalent to asymptotic stability of the set of equilibria. Indeed, it is possible for a trajectory to converge to the set of equilibria without converging to any one equilibrium point as examples in [2] show. Conversely, semistability does not imply that the equilibrium set is asymptotically stable in any accepted sense. This is because stability of sets is defined in terms of distance (especially in case of noncompact sets), and it is possible to construct examples in which the system is semistable, but the domain of semistability contains no ε-neighborhood (defined in terms of the distance) of the (noncompact) equilibrium set, thus ruling out asymptotic stability of the equilibrium set. Hence, semistability and set stability of the equilibrium set are independent notions.
For linear systems, semistability was originally defined in [7] and applied to matrix second-order systems in [8] .
References [2] and [9] extended the notion of semistability to nonlinear systems and gave Lyapunov results for semistability. However, converse Lyapunov results for semistability have not been considered in the literature.
As a property, semistability lies in between Lyapunov stability and asymptotic stability in the sense that an asymptotically stable equilibrium is also semistable, while a semistable equilibrium is also Lyapunov stable. While a converse Lyapunov theorem for Lyapunov stability is possible only with a lower semicontinuous Lyapunov function [10] , converse Lyapunov theory for asymptotic stability is well developed. In particular, Massera [11] proved a converse Lyapunov theorem under the assumption that the vector field f of the nonlinear dynamical system is locally Lipschitz continuous. For locally Lipschitz continuous vector fields, it has been shown that asymptotic stability implies the existence of a smooth (i.e., infinitely differentiable) Lyapunov function.
Kurzweil [12] proved the existence of smooth Lyapunov functions for asymptotic stability under the assumption of f only being continuous. Wilson [13] simplified Kurzweil's technique to give a shorter proof of a converse Lyapunov theorem for asymptotic stability of sets under the assumption that the flow of the dynamical system is unique in both backward and forward time. The authors in [14] filled some gaps in Wilson's proof and extended the results to the case where the existence of a smooth Lyapunov function is global. Recently, the authors in [15] proved a converse Lyapunov theorem for asymptotically stable differential inclusions by assuming that the differential inclusions are bounded.
Unlike converse theorems for Lyapunov stable and asymptotically stable systems where the existence of a lower semicontinuous and a continuous Lyapunov function, respectively, is ensured, converse Lyapunov theorems for semistability have only recently been addressed in the literature. Specifically, the authors in [5] conjectured the existence of a smooth Lyapunov function for a semistable system governed by dynamics that are locally Lipschitz away from the equilibrium set. In this paper, we prove that this conjecture is correct. In Section III, we provide converse results which show that semistability implies the existence of a continuous Lyapunov function that decreases along the dynamical system trajectories such that the Lyapunov function satisfies inequalities involving the distance to the set of equilibria. We begin by reviewing the necessary mathematical preliminaries in the next section.
II. MATHEMATICAL PRELIMINARIES
The notation used in this paper is fairly standard. Specifically, R denotes the set of real numbers, R + denotes the set of nonnegative real numbers, R + denotes the set of positive real numbers, R n denotes the set of n×1 real column vectors, and "•" denotes the composition operator. Furthermore, S denotes the closure of the subset S ⊂ R n . We write · for the Euclidean vector norm, B ε (α), α ∈ R n , ε > 0, for the open ball centered at α with radius ε, dist(p, M) for the smallest distance from a point p to the set M, that is,
inf x∈M p − x , and V (x) for the Fréchet derivative of V at x.
In this paper, we consider nonlinear dynamical systems of the forṁ
where {x ∈ D : f (x) = 0} is nonempty, and
, is the maximal interval of existence for the solution x(·) of (1) . A continuously differentiable function x : I x0 → D is said to be a solution of (1) on the interval I x0 ⊂ R if x satisfies (1) for all t ∈ I x0 . The continuity of f implies that, for every x 0 ∈ D, there exist
A solution x is said to be right maximally defined if x cannot be extended on the right (either uniquely or nonuniquely) to a solution of (1). Here, we assume that for every initial condition x 0 ∈ D, (1) has a unique right maximally defined solution, and this unique solution is defined on [0, ∞). Under these assumptions on f , the solutions of (1) 
Note that a set is invariant if and only if it is positively and negatively invariant.
III. LYAPUNOV AND CONVERSE LYAPUNOV THEOREMS FOR SEMISTABILITY
In this section, we develop necessary and sufficient conditions for semistability. These results extend some of the results in [10] [11] [12] [13] [14] , [16] [17] [18] [19] . Converse Lyapunov theorems for asymptotic stability were extensively studied in [11] , [12] . In particular, Massera [11] proved a converse Lyapunov theorem under the assumption that the vector field f is locally Lipschitz continuous. For locally Lipschitz continuous vector fields, it has been proved that asymptotic stability implies the existence of a smooth (i.e., infinitely differentiable) Lyapunov function. Kurzweil [12] proved the existence of smooth Lyapunov functions for asymptotic stability under the assumption of f only being continuous. Unlike asymptotic stability, Lyapunov stability for autonomous dynamical systems does not imply the existence of a continuous Lyapunov function. However, semistability does imply the existence of a smooth Lyapunov function.
The following definitions and key propositions are necessary for the main results of this section. (1) is semistable if it is Lyapunov stable and there exists an open subset Q of D containing x such that for all initial conditions in Q, the trajectory of (1) converges to a Lyapunov stable equilibrium point, that is, lim t→∞ s(t, x) = y, where y ∈ D is a Lyapunov stable equilibrium point of (1) and x ∈ Q. If, in addition, Q = D = R n , then an equilibrium point x ∈ D of (1) is a globally semistable equilibrium. The system (1) is said to be Lyapunov stable if every equilibrium point of (1) is Lyapunov stable. The system (1) is said to be semistable if every equilibrium point of (1) is semistable. Finally, (1) is said to be globally semistable if (1) is semistable and Q = D = R n .
Definition 3.2:
The domain of semistability is the set of points x 0 ∈ D such that if x(t) is a solution to (1) with
Note that if (1) is semistable, then its domain of semistability contains the set of equilibria in its interior. The following proposition gives a sufficient condition for a trajectory of (1) to converge to a limit. For this result, D c ⊆ D denotes a positively invariant set with respect to (1) so that the orbit O x of (1) 
Next, we present alternative equivalent characterizations of semistability of (1).
Proposition 3.2:
Consider the nonlinear dynamical system G given by (1) . Then following statements are equivalent:
, there exist class K and L functions α(·) and β(·), respectively, and (1) is semistable and let x e ∈ f −1 (0). It follows from Lemma 4.5 of [20] that there exists δ = δ(x e ) > 0 and a
Without loss of generality, we may assume that δ is such that B δ (x e ) is contained in the domain of semistability of (1). Hence, for every
For each ε > 0 and x 0 ∈ B δ (x e ), define T x0 (ε) to be the infimum of T with the property that dist(x(t),
For each x 0 ∈ B δ (x e ), the function T x0 (ε) is nonnegative and nonincreasing in ε, and T x0 (ε) = 0 for sufficiently large ε.
Next, let T (ε)
sup{T x0 (ε) : x 0 ∈ B δ (x e )}. We claim that T is well defined. To show this, consider ε > 0 and x 0 ∈ B δ (x e ). Since dist(s(t, x 0 ), f −1 (0)) < ε for every t > T x0 (ε), it follows from the continuity of s that, for every η > 0, there exists an open neighborhood U of x 0 such that dist(s(t, z), f −1 (0)) < ε for every z ∈ U. Hence, lim sup z→x0 T z (ε) ≤ T x0 (ε) implying that the function x 0 → T x0 (ε) is upper semicontinuous at the arbitrarily 46th IEEE CDC, New Orleans, USA, Dec. [12] [13] [14] 2007 FrC03.1
chosen point x 0 , and hence on B δ (x e ). Since an upper semicontinuous function defined on a compact set achieves its supremum, it follows that T (ε) is well defined. The function T (·) is the pointwise supremum of a collection of nonegative and nonincreasing functions, and is hence nonegative and nonincreasing. Moreover, T (ε) = 0 for every ε > max{α( x 0 − x e ) : x 0 ∈ B δ (x e )}. 
Let ψ(ε)
Next, to show that ii) implies iii), suppose ii) holds and let x e ∈ f −1 (0). Then it follows from Lemma 4.5 of [20] that x e is Lyapunov stable. Choosing x 0 sufficiently close to x e , it follows from the inequality x(t) − x e ≤ α( x 0 − x e ), t ≥ 0, that trajectories of (1) starting sufficiently close to x e are bounded, and hence, the positive limit set of (1) is nonempty. Since lim t→∞ dist(x(t), f −1 (0)) = 0, it follows that the positive limit set is contained in f −1 (0). Now, since every point in f −1 (0) is Lyapunov stable, it follows from Proposition 3.1 that lim t→∞ x(t) = x * , where
is Lyapunov stable. If x * = x e , then it follows using similar arguments as above that there exists a class L functionβ(·) such that dist(x(t), f −1 (0)) ≤ x(t) − x e ≤β(t) for every x 0 satisfying x 0 − x e < δ and
Next, consider the case where x * = x e and let α 1 (·) be a class K function. In this case, note that lim t→∞ dist(x(t), f −1 (0))/α 1 ( x(t)−x e ) = 0, and hence, it follows using similar arguments as above that there exists a class L function β(·) such that dist(x(t), f −1 (0)) ≤ α 1 ( x(t) − x e )β(t), t ≥ 0. Finally, note that α 1 • α is of class K (by Lemma 4.2 of [20] ), and hence, iii) follows immediately.
Finally, to show that iii) implies i), suppose iii) holds and let x e ∈ f −1 (0). Then it follows that α 1 (
• α 2 is of class K (by Lemma 4.2 of [20] ). It now follows from Lemma 4.5 of [20] that x e is Lyapunov stable. Since x e was chosen arbitrarily, it follows that every equilibrium point is Lyapunov stable. Furthermore, lim t→∞ dist(x(t), f −1 (0)) = 0. Choosing x 0 sufficiently close to x e , it follows from the inequality x(t)−x e ≤ α( x 0 −x e ), t ≥ 0, that trajectories of (1) starting sufficiently close to x e are bounded, and hence, the positive limit set of (1) 
If (1) is Lyapunov stable, then (1) is semistable. Proof. Since (1) is Lyapunov stable by assumption, for
Since V z is bounded it follows that the positive limit set of x is nonempty and invariant. Furthermore, it follows from (2) thatV (s(t, x)) ≤ 0, t ≥ 0, and hence, it follows from the Krasovskii-LaSalle invariant set theorem that s(t, x) → M as t → ∞, where M is the largest invariant set contained in the set R = {y ∈ V z : V (y)f (y) = 0}. Note that R = f −1 (0) is invariant, and hence, M = R, which implies that lim t→∞ dist (s(t, x) , f −1 (0)) = 0. Finally, since every point in f −1 (0) is Lyapunov stable, it follows from Proposition 3.1 that lim t→∞ s(t, x) = x * , where x * ∈ f −1 (0) is Lyapunov stable. Hence, by definition, (1) is semistable.
Next, we present a slightly more general theorem for semistability wherein we do not assume that all points iṅ V −1 (0) are Lyapunov stable but rather we assume that all points in the largest invariant subset ofV −1 (0) are Lyapunov stable. (1) is bounded for all x ∈ Q and assume that there exists a continuously differentiable function V : Q → R such that
If every point in the largest invariant subset M of {x ∈ Q : V (x)f (x) = 0} is Lyapunov stable, then (1) is semistable. Proof. Since every solution of (1) is bounded, it follows from the hypotheses on V (·) that, for every x ∈ Q, the positive limit set ω(x) of (1) is nonempty and contained in the largest invariant subset M of {x ∈ Q : V (x)f (x) = 0}. Since every point in M is a Lyapunov stable equilibrium, it follows from Proposition 3.1 that ω(x) contains a single point for every x ∈ Q and lim t→∞ s(t, x) exists for every x ∈ Q. Now, since lim t→∞ s(t, x) ∈ M is Lyapunov stable for every x ∈ Q, semistability is immediate.
Example 3.1:
Consider the nonlinear dynamical system given bẏ
where
To show that (4) and (5) is semistable, consider the Lyapunov
which implies that x 1 = x 2 = α is Lyapunov stable.
Since R consists of equilibrium points, it follows that M = R. Hence, for any
46th IEEE CDC, New Orleans, USA, Dec. [12] [13] [14] 2007 FrC03.1 follows from Theorem 3.2 that x 1 = x 2 = α is semistable for all α ∈ R. Finally, we provide a converse Lyapunov theorem for semistability. For this result, recall that for a given continuous function V : D → R, the upper right Dini derivative of V along the solution of (1) is defined bẏ
It is easy to see thatV (x e ) = 0 for every x e ∈ f −1 (0). Also note that it follows from (7) thatV (x) =V (s (0, x) ). Theorem 3.3: Consider the nonlinear dynamical system (1). Suppose (1) is semistable with the domain of semistability D 0 . Then there exist a smooth nonnegative function V : D 0 → R + and a class K function α(·) such that
) Proof. For any given solution x(t) of (1), the change of time variable from t to τ = t 0
(1 + f (x(s)) )ds results in the dynamical system
wherex(τ ) = x(t). With a slight abuse of notation, let s(t, x), t ≥ 0, denote the solution of (11) starting from x ∈ D 0 . Note that (11) implies that
Next, define the function U :
Note that U (·) is well defined since (11) is semistable. Clearly, (8) holds with V (·) replaced by U (·). Furthermore,
Note that
and let x e lim t→∞s (t, z). Since x e is Lyapunov stable, it follows that there exists an open neighborhood V of x e such that all solutions of (11) in V remain in W λ/2 . Since x e is semistable, it follows that there exists h > 0 such that s(h, z) ∈ V. Consequently,s(h + t, z) ∈ W λ/2 for all t ≥ 0, and hence, it follows that T (z) is well defined.
Next, by continuity of solutions of (11) on compact time intervals, it follows that there exists a neighborhood U of z such that U ∩f −1 (0) = Ø ands(T (z), y) ∈ V for all y ∈ U. Now, it follows from the choice of V thats(T (z) + t, y) ∈ W λ/2 for all t ≥ 0 and y ∈ U. Then, for every t > T (z) and y ∈ U,
Therefore, for each y ∈ U, U (z) − U (y) To show that U (·) is continuous on f −1 (0), consider x e ∈ f −1 (0). Let {x n } ∞ n=1 be a sequence in D 0 \f −1 (0) that converges to x e . Since x e is Lyapunov stable, it follows from Lemma 4.5 of [20] that x(t) ≡ x e is the unique solution to (11) with x 0 = x e . By continuous dependence of solutions s(·, ·) on system initial conditions (Theorem 3.4 of Chapter I of [21] ),s(t, x n ) →s(t, x e ) = x e as n → ∞, t ≥ 0.
Let ε > 0 and note that it follows from ii) of Proposition 3.1 that there exists δ = δ(x e ) > 0 such that, for every solution of (11) in B δ (x e ), there existsT =T (x e , ε) > 0 such thats t (B δ (x e )) ⊂ W ε for all t ≥T . Next, note that there exists a positive integer N 1 such that x n ∈ B δ (x e ) for all n ≥ N 1 . Now, it follows from (13) that 
