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  ملخص الأطروحة
على  حتوائهالاتستعمل  الدوائر التماثلية أو الدوائر المركبة , و تعتبر هذه الدوائر معقدة   إن معظم الوسائل التقنية
من تأكد لل كاةاالمحستعمل عملية ت. قبل تصميم هذه الدوائر الترانزستورو مثل الصمام كأنصاف النواقل  خطيةاللاعناصر 
الدوائر الالكترونية و  كاةامحك مشاكل في عملية الكن يبقى هنو  .صحة عمل الدائرة و لتفادي الخسائر المحتملة بعد الانجاز
 أنظمة رة في حلارزمية المختاالنقاط الفعالة بسبب الخو إيجادهو  كاةاالمحمشكل الرئيسي في عملية ال إن المعقدة, ةصاخ
خطية وهذا باستعمال الطريقة المستمرة, اللا تالمعادلا أنظمة حلوهو ما يخص بحثنا هذا. حيث سنقوم بتسريع  تالمعادلا
 واقع.الكي ادائرة تحمستمرة مما ينتج عنها ال العناصر خطية إلىاللا تعمل هذه الطريقة لتحويل العناصرنسبحيث 
نتقال من معادلة اات الاوهي  على شكل خوارزمية تقوم ب الأخيرالطريقة المستمرة  تم الاعتماد عليها في العقد  إن
 إلىرزمية  تنقسم االخو والمتغير المستمر ويطلق عليه متغير هموتوبي.  باستعمالمجهولة الحلول  أصليةعادلة م إلىحلول 
في القسم الثاني يتم استعمال معالج خاص بالتكهن  ومعادلة هموتوبي  إلىتحويل المعادلة اللاخطية  الأولالقسم  :ماأقس ثلاث
تصحيح المسار نحو الحلول ب في القسم الثالث يتم استعمال معالج خاص, وستعمال طريقة الميل احول مسار الحلول والك ب
 .ستعمال طريقة نيوتناوالك ب
يقوم لالقسم الرابع  بإضافةقمنا حيث بالطريقة المستمرة خطية اللا تالمعادلا أنظمةحل  تسريع نقوم بفي بحثنا هذا 
معالج التصحيح  إنالتصحيح. الخاص ب معالج أ من طرف الفي حالة حدوث خط والك المتغير هموتوبيتحديث خطوات ب
في هذه  اتم تقديمه فالمساهمة التي بواسطة نيوتن هي من الدرجة الثانية, وللتسريع نستعمل نيوتن من الدرجة الثالثة.
 يلي:   ملخصة كما الأطروحة
 .هموتوبيالمتغير إضافة الخطوة الرابعة وهي مراقبة وتحديث خطوات  .1
 رفسن في معالج التصحيح.نيوتن  بدلا من نستعمل نيوتن من الدرجة الثالثة .2
تم بطريقة حديثة حيث يتم تحويل العناصر الالكترونية على شكل نمواج يحتوي على تتكوين معادلة خاصة بالدارة  .3
دات الخاصة بالجهد.و من ثم يمكن المول متعلقة بالتوترات الموجودة في العقد و التيارات المارة عبرالمنابع التغذية 
 .الصيغة العامة للمعادلة المستمرة الخاصة بالدارة  إيجاد
 :س يسهلاام ويندوز يطلق عليه بيامظتطبيق على ن إنشاء .4
  .العناصر على شكل مولدات إنشاء 
 .الهندسيالمخطط أو لطريقة النصية ا بطريقتين ونيةرالالكت الدوائر إنشاء 
 .الالكترونيةتحليل الدوائر  
ح مدى يوضلتتم تلخيصه في إنشاء برنامج حاسوبي الخاصة بالدوائر الالكترونية خطية اللا تالمعادلا أنظمةإن تسريع 
عناصر المركبات الالكترونية   أونمااج  إنشاءعملية التسهيل في  إلى بالإضافةمع النتائج الأخرى.  ةمقارن ايجابيته وفعاليته
    مع سبيس. ةالدوائر الالكترونية مقارنتها في اكامع مح
, سبايس, كاريلوف نيوتن, الثالثة الدرجة من نيوتن,هموتوبي, رافسن نيوتن, اللاخطية المعادلات:  الكلمات المفتاحیة





All technologies used the electrical circuits with integrated components based on 
semiconductor devices such as Diodes, BJTs, MOSFETs…etc, it are nonlinear elements. 
Before construct any circuit, the simulation method should be used to verifying the function 
of  circuit and eliminate of any problem. But there is a problem in the simulation of analog 
circuits or complex circuits in particular case. The problem is finding the operating point; this 
problem depends on the method used by the simulator to solve nonlinear equations. The 
continuous method was frequently used in the last ten years; it is an algorithm which deals 
with the problem of convergence of nonlinear equations using the continuous (homotopy) 
parameter. It is consists of three stages: the first stage was converts the nonlinear equation to 
the homotopy equation; the second uses the prediction process to obtain a good approximation 
of the solution. The last stage based on the correction process which is related on the Newton 
Raphson method. 
In this work, we have proposed a new approach to accelerate the solving of nonlinear 
equations, which can be improve the continuous method by adding a new stage in the control 
of the step length of the continuous parameter.  
The main objectives of this work are: 
1. The adding a new stage (four stage) to the continuous method for controlling the 
step length of the continuous parameter. 
2. We have used the Newton order three in the correction process rather than the 
Newton order two used in the Newton-Raphson method. 
3. We have introduced a new idea to converting the analog elements of the circuit of 
their dependent of voltage or current sources for applying the KCL and the KVL 
laws to obtain the equation of the complex circuit. 
4. We have created new software called PyAMS (Python for Analog and Mixed 
Signals) based on the proposed method in the windows system, which it is defined 
by the following software:  
 Modeling the analog element in the form of dependent source.  
 Create circuits by either the textual or the schema method (CAD).  
 Analysis of circuits.  
The obtain results show that the using a new software based on the proposed method having a 
effectiveness in the our approach. Compared to other methods, this method is more efficient. Our new 
software is faster than the SPICE simulator in analyzing circuits, and offers the modeling of elements 
contrary to SPICE. 
 
Keywords:  Nonlinear equations; Newton Raphson; Homotopy, Newton order three; Newton-







Toutes les technologies utilisent des circuits électriques avec des composants intégrés à 
base de dispositifs semi-conducteurs: Diodes, BJT, MOSFET,... etc., ces dispositifs sont des 
éléments non linéaires. Avant de construire un circuit, la méthode de simulation doit être 
utilisée pour vérifier le fonctionnement de ce circuit et éliminer tout problème. Mais il ya un 
problème dans la simulation des circuits analogiques et des circuits complexes en particulier. 
Le problème est de trouver le point de fonctionnement; Ce problème dépend de la méthode 
utilisée par le simulateur pour résoudre des équations non linéaires. La méthode continue a été 
fréquemment utilisée au cours des dix dernières années; Il s'agit d'un algorithme qui traite du 
problème de convergence des équations non linéaires à l'aide du paramètre continu 
(homotopie). Il se compose de trois étapes: la première étape convertit l'équation non linéaire 
en équation de homotopie; La seconde utilise le processus de prédiction pour obtenir une 
bonne approximation de la solution. La troisième étape est le processus de correction qui est 
basé sur la méthode de Newton Raphson. 
Dans ce travail, nous proposons une nouvelle approche pour accélérer la résolution 
d'équations non linéaires basées sur l'amélioration de la méthode continue en ajoutant une 
nouvelle étape qui est le contrôle de la longueur d'étape du paramètre continu. Les principales 
contributions de notre travail sont: 
1. Ajout de la quatrième étape à la méthode continue pour contrôler la longueur d'étape 
du paramètre continu. 
2. Nous avons utilisé la méthode de Newton d'ordre trois dans le processus de correction 
plutôt que Newton d'ordre deux utilisée dans la méthode de Newton-Raphson. 
3. Nous avons introduit une nouvelle idée qui consiste à convertir les éléments 
analogiques du circuit en leurs sources de tension dépendantes ou en sources de 
courant dépendantes et en appliquant les lois KCL et KVL pour obtenir l'équation du 
circuit. 
4. Nous avons créé un nouveau logiciel appelé PyAMS (Python pour les signaux 
analogiques et mixtes) basé sur la méthode proposée pour le système Windows. Ce 
logiciel a les caractéristiques suivantes: 
• Modélisation de tout élément analogique sous forme de source dépendante. 
• Créer des circuits par la méthode du texte ou du schéma (CAD). 
• Analyse des circuits. 
Les résultats obtenus en utilisant le nouveau logiciel basé sur la méthode proposée ont 
montré l'efficacité de notre approche. Par rapport à d'autres méthodes, notre méthode est plus 
efficace. Notre nouveau logiciel est plus rapide que le simulateur SPICE dans l'analyse des 
circuits, et offre la modélisation des éléments contraire à SPICE. 
 
Mots-clés: Équations non linéaires, Newton Raphson, Homotopie, Newton d'ordre trois, 
Newton-Karylov, Circuits analogiques, SPICE, PyAMS. 
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With the rapid progress of the semiconductor technology, the integrate circuit designs 
become more and more computer-dependent. The practical circuit parameters can’t be 
determined just by the hand calculation results since the minimizing feature size leads to the 
complex parasitic effects and the considerable large number of parameters of the device 
models. However, the increasing circuit scale and complexity also make the CAD (Computer-
Aided Design) in the advanced techniques which it is play a crucial role in current IC designs. 
Nowadays SPICE [1-3] is used for the circuit simulator with most designers familiar. 
Moreover, after more than three decades of running on all sorts of computers around the 
world, after solving critical problems in extremely complex circuits, SPICE can be regarded 
as the defect standard in circuit simulation. It is extensively used in current commercial EDA 
software, such as Virtuoso Spectre, HSPICE, PSpice, LTSpice, and so on [33-36]. The SPICE 
core, they all utilize the Newton-Raphson (NR) iterative algorithm to find the DC operating 
points of nonlinear circuits [6]. 
The method was used for solving systems of equations in complex analog circuits, i.e. 
finding the operating point in complex analog circuits has five main problems in circuit 
simulation by SPICE software [1,6]. The problems are slow convergence, the divergence, the 
cycle phenomena or oscillating, numerical overflew and nearly singular Jacobian. There are 
some techniques were applied in SPICE proposed to overcome the problem of convergence as 
[9-11]:  
 Limiting method was used to solve problem nearly singular Jacobian. 
 Source stepping method and Gmin method were used for good starting of the 
initial guess. 
 Voltage limiting and diode damping method also were used to solve overflow 
problem. 
These techniques: Limiting method, Source stepping method, Gmin method and Diode 





algorithm and generate slow of convergence for fined operating points. The Continuous or 
Homotopy method (see section b) is one algorithm replace of all those techniques, which is 
sampled for integrate in SPICE [16] fasted for fined operating points [12-20].  
b. Motivations and objectives 
In the recent years, new method is named method of Continued or Homotopy [12-20] can 
be suggested to improve the convergence problem or to accelerate the finding of the operating 
point, the Continuous method is based on the three following steps: 
1. Transforming the nonlinear equation to the continuous or homotopy equation in NH 
(Newton Homotopy) form or FPNH (Fixed Point Newton Homotopy) [17,18] or VGNH 
(Variable Gain Newton Homotopy) [19,20]. 
2. The prediction process: estimating the direction of the solution by using one of those 
methods: Euler, Secant [27], Pseudo-Arclength [15] and ODE-Solver [28]. 
3. The correction process: is the iterative method based on Newton-Raphson [15,27]. 
The NH equation can be converted to FPNH or VGNH. The VGNH performance is better 
than the FPNH and NH [19,20], due to its simplicity of implementation in the SPICE 
simulator and its minimized iteration number to get convergence using the algorithm of the 
continuous method. VGNH it’s good in the circuit with BJT elements [19] or MOSFET 
elements [20]. 
In the process of prediction by Euler or Secant [27] is very fast and stable for finding 
estimate the direction also it is better than of  pseudo-arclength [15] and ODE-Solver [28-29], 
because  those two methods using for bifurcation of solution by turning point method [28,29].  
The NR method was used in the correction process is a second-order method [1]. 
The motivate by the previous works, the first objective is to boost the solving of non linear 
systems and to overcome the drawbacks of the previous works; this will be done by 
introducing new method based on improving the continuous method. The second is to build 
new software which can deal with the modeling and the simulation of integrate and circuits; 







In the work of this thesis, we have proposed a new approach to accelerate the solving of 
nonlinear equations can be used to improve the continuous method. The main contributions of 
this work are: 
1. Adding a new stage to the continuous method for control the step length of the 
continuous parameter, it is depends on the correction process; the objective is to 
obtain good direction (approximation) of solving. 
2. We have used new method (NM) which is applied in the Newton order three in the 
correction process rather than the Newton order two used in the Newton-Raphson 
method. Our method was compared with similar iteration methods like the NR 
method, the MW method [63], the MA method [61] and the NG method [76]. 
3. We have introduced a new idea which was converted the analog elements of the 
circuit of their dependent voltage and current sources, and applying the Kirchhoff 
Current Law (KCL) and the Kirchhoff Voltage Law (KVL) to obtain the equation 
of the circuit. 
4. We have created new software called PyAMS (Python for Analog and Mixed 
Signals) based on the proposed method in the windows system, which it is defined 
by the following software:  
 Modeling the analog element in the form of dependent source.  
 Create circuits by either the textual or the schema method (CAD).  
 Analysis of circuits.  
İn order to demonstrate the effectiveness of the proposed method (the continuous method), 
a comparison was used to done with two other methods, there many types of integrated 
circuits are used in problems. Circuit analysis of many universal circuits has been carried out 
to verify the correct functioning of the circuit based on the proposed method. The obtain 
results were used in the new software based on the proposed method have shown the 
effectiveness of our approach where it is about three times faster than the VGNH method 
implemented in the SPICE software.  
Compared to the SPICE software, our new software PyAMS has the following advantages: 
1. It is faster than the SPICE simulator in analyzing circuits. 
2. It offers to simplify the directly modeling of elements contrary to SPICE. 





4. We can create our own library of components. 
5. We can modify the model and the design of the component.  
e. Overview of thesis 
This thesis is divided in four chapters: 
The first chapter discusses the application of the NR algorithm for solving systems of 
nonlinear equations by the SPICE software for converting nonlinear elements (Diode, 
MOSFET, BJT) to linear elements and nonlinear circuits to linear circuits depending on the 
Newton iteration. The aim of converting nonlinear circuits to linear circuits is to simplify the 
solving by the linear method and find the operating point of the circuit. Two examples are 
presented to illustrate the use of the NR by SPICE to convert nonlinear elements (like diodes) 
in a circuit to linear elements (resistor and current source) depending on the Newton iteration. 
This chapter discusses to the structure of NR algorithm in three different algorithms of 
analysis: 
 Quiescent domain (DC operating point analysis or DC simulation). 
 Time domain (transient analysis or TR simulation). 
 Frequency domain (harmonic analysis or AC simulation). 
After that, the problem of convergence by NR on analyzing circuit (The problems are the 
slow convergence, the divergence, the cyclic phenomena or oscillating, numerical overflow 
and the nearly singular Jacobian) and the technical methods applied by SPICE to improve the 
convergence problem to accelerate the solving. 
In the second chapter, we propose a method to accelerate the solving of nonlinear 
equations and to find the operating point in various integrated circuits by constructing the 
global homotopy equation of the analog circuit based on converting the elements in the circuit 
to their equivalent dependent sources. The proposed method was based on four steps. The first 
step is the use of the homotopy method to get a continuous function. The second step consists 
of finding the best direction of the solution by applying the production process; the third is the 
correct process. The fourth and the new added step is the control of the step size to accelerate 
the solution search. A comparison between the proposed method and other methods for five 
types of practical circuits widely used in analog LSI’s are considered in this chapter. These 





software, they are often used as a test circuit: 
 The hybrid voltage reference circuit (HVRef).  
 Six-stage limiting amplifier (6sLA).  
 Operational amplifier (μA741). 
 Wideband amplifier (RCA3040). 
 Basic two-stage operational amplifier (2sOA).  
In the third chapter, we present a new acceleration method for solving systems of nonlinear 
equations; it consists of the use of a Third-Order Newton family with cubic convergence. This 
method was applied to the correction process of the continuous method. This method too was 
employed in our new software PyAMS for analysis analog circuits. To compare the proposed 
method with some other methods: Globally convergent algorithm of NR, Third-order MW, 
third-order MA and Newton-Krylov, a general error of convergence analysis in analog circuits 
and numerical illustrations are given. 
In the final chapter, new software called PyAMS (Python for Analog and Mixed Signals) 
for creating analog elements and designing circuits with analysis based on the Python 
language. The aim work is to simplify the modeling and the programming of analog elements 
and building circuits with analysis. The software depends on converting the analog elements 
(e.g. active elements as Diodes, BJTs, MOSFET, logical Gates… or passive elements as 
Resistors, Capacitors, Inductance…) to dependent sources which will be applied in the circuit, 
then; the circuit will be converted to the general equation which should be solved to be 
applied in the circuit analysis. 
A general conclusion is given, which concludes the work and gives some future 













The Application of the Newton Raphson method by SPICE 
for Circuit Analysis. 
 
I.1. Introduction 
All technologies used the electrical circuits with integrated components based on 
semiconductor devices as Diode, BJT, and MOSFET…etc; these devices are nonlinear 
elements. The build of circuit can be tested by using simulation methods like SPICE 
(Simulation Program with Integrated Circuit Emphasis) to check circuit performance. The 
SPICE simulator was used the Newton Raphson (NR) for solving the nonlinear equations of 
analog circuits to obtain voltage values and currents in the circuit and simplify circuit 
analysis. The NR is the best performance method to find the operating point because it is 
simplified the nonlinear transform elements (Diode, BJT, MOSFET), directly to linear 
elements or nonlinear circuit to linear circuit, the subject of this convert is to simplify of 
circuit equation solve by linear method (LU decomposition), but there are problems in 
convergence. The problems are related to slow convergence, the divergence, the cycle 
phenomena or oscillating, numerical overflew and nearly singular Jacobian, so that, the 
simulator SPICE solve the problems by using a some techniques: Limiting method, Model 
Damping or Gmin stepping, Source Stepping, Voltage Limiting, Diode damping and 
Continuation method. 
The search of the operating point by NR was used for circuits’ analysis in the three modes: 
 Quiescent domain (DC operating point analysis or DC simulation). 
 Time domain (transient analysis or TR simulation). 
 Frequency domain (harmonic analysis or AC simulation). 
In this chapter, the presentation of the NR application by SPICE was composed in the five 
principal parts: (i), the method of solving a system of nonlinear equations by NR algorithm. 
(ii), the system construct of equations for analog circuit. (iii), the application of NR by SPICE. 




(iv), the position NR in algorithms of analyses. (v), the technical methods to eliminate the 
convergences problems. 
I.2. History of SPICE 
The full name of SPICE is “Simulator Program with Integrated Circuit Emphasis” [2,6]. It 
was at the Electronics Research Laboratory of the University of California, Berkeley by Larry 
Nagel with direction from his research advisor, Prof. Donald Pederson [2,32]. Today, SPICE 
is used worldwide as an essential computer-aid for circuit design, which can be simulated of 
prior circuits to their fabrication and predict detailed performance. For more than three 
decades of developing SPICE simulator, there are several widely used of versions SPICE: 
SPICE2, SPICE3, HSPICE, PSPICE and XSPICE [7].  
The first SPICE version is SPICE1 which was largely a derivative of the CANCER 
program [7]. During the early 1970s, Larry Nagel had worked on under Prof. Ronald Rohrer. 
CANCER was an acronym for "Computer Analysis of Nonlinear Circuits, Excluding 
Radiation," a hint to Berkeley's liberalism of 1960s: at these times many circuit simulators 
were developed under the United States Department of Defense contracts that required the 
capability to evaluate the radiation hardness of a circuit. When Nagel's original advisor, Prof. 
Rohrer, left Berkeley, Prof. Pederson became his advisor. Pederson insisted that CANCER, a 
proprietary program, be rewritten enough that restrictions could be removed and the program 
could be put in the public domain. 
The real popularity of SPICE started with SPICE2 in 1975 [7,6]. SPICE2, also coded in 
FORTRAN, it is improve the program with more circuit elements. The variable time step of 
transient analysis using either trapezoidal or Gear integration, the equation formulation can be 
modified by nodal analysis (avoiding the limitations of nodal analysis). An innovative 
FORTRAN-based memory allocation system was developed by another graduate student, 
Ellis Cohen [re]. The last FORTRAN version of SPICE was 2G.6 in 1983. 
SPICE3 was developed by Thomas Quarles (with A. Richard Newton as advisor) in 1989. 
It was written in C with using same netlist syntax [7]. In the superset of SPICE2, including all 
of the analysis types and device models of SPICE2 as well as new features such as improved 
device models, voltage- and current-controlled switches, pole-zero analysis, and a graphical 
postprocessor for viewing simulation. Today, the latest version is SPICE3f5. 
We have to say that the some features which have not been written into SPICE3, including 
the ability to run multiple circuit netlists from a single file, polynomial capacitors and 
inductors due to the hundreds of SPICE2 macromodels available today, because of the large 




installed base of SPICE2-compatible simulators, the lack of backward compatibility is 
probably the overriding reason, SPICE3 has not replaced SPICE2 as the industry-standard 
circuit simulator. 
However, although it may not have all the features of SPICE2, SPICE3 offers several 
technical advantages to SPICE2. SPICE3 was writing in modular C code which is easier to 
change than the FORTRAN of SPICE2. SPICE3 demonstrates superior convergence 
characteristics to the SPICE2 algorithms. In rewriting the SPICE3 device models, several 
SPICE2 errors discover and corrected. As Berkeley continues adding enhancements and 
SPICE2 compatibility to the program, the day will come when SPICE3 will replace SPICE2 
[34]. 
As an early open source program, SPICE was widely distributed and used. It inspired and 
served as a basis for many other circuit simulation programs in academia, in industry, and in 
commercial products. Its ubiquity became such that "SPICE circuit" remains synonymous 
with circuit simulation. SPICE source code was from the beginning distributed by UC 
Berkeley for a nominal charge (to cover the cost of magnetic tape). The license includes an 
acknowledgement clause and distribution restrictions for countries not considered friendly to 
the USA. Nevertheless, Berkeley SPICE continues to influence both commercial and 
academic offshoots of the program. Early commercial versions of SPICE include HSPICE 
(now owned by Synopsys) and PSPICE (now owned by Cadence Design Systems) [35]. The 
academic spinoffs of SPICE include XSPICE [33], developed at Georgia Tech, which added 
mixed analog/digital "code models" for behavioral simulation, and Cider (previously 
CODECS, from UC Berkeley/Oregon State Univ.) which added semiconductor device 
simulation [2]. 
I.3. Newton-Raphson Method 
The NR method is widely used for solving a system of nonlinear equations: 
 𝐹(𝑥) = 0 (1.1) 
where 𝐹:ℝ𝑛 ⟶ℝ𝑛 and 𝑥 ∈ ℝ𝑛.  For F=(f1,f2,…,fn) it vector dependent by variable vector 
x=(x1,x2,..,xn). The NR method for (1.1) is a second-order method [4,5], based on this iterative 
expression: 
 𝑥𝑘+1 = 𝑥𝑘 −
𝐹(𝑥𝑘)
𝐽(𝑥𝑘)
 (1.2)  




where k is the iteration index, 𝑥𝑘 is the current approximate solution and 𝐽(𝑥
𝑘) is the Jacobian 







































In Fig. I.1 sample demonstration to find the solution of nonlinear equation F(x) by NR, The 
function F is shown in on arc and the tangent line is in flash. The iterative process starts with 
an first guess of 𝑥0, then the 𝑥1 is obtained according to Eq. (1.1). After the three steps of 
iteration, the solution 𝑥3  approximates to the real solution x*.  
 
 
Fig. I.1. The successful case for Newton-Raphson method. 
 
An algorithm of NR to solve the system nonlinear equation is given below: 
 
Algorithm I.1: Algorithm NR 
1. Choose 𝑥0 initial approximation and 𝜀𝐹 error of convergence. 
2. Start with k= 0  
3. Calculate 𝑥𝑘+1: 
 𝑥𝑘+1 = 𝑥𝑘 − 𝐹(𝑥𝑘)/𝐽(𝑥𝑘) 
 𝑥𝑘 = 𝑥𝑘+1 
4. If there is no convergence (‖𝐹(𝑥𝑘)‖ > 𝜀𝐹) go to stage 3. 
5. Return the final solution. 
 




I.4. The circuit equation 
The system of equations of analog circuit is presented in the form (1.1), for variant vector x 
presents the voltage in the nods and the current across voltage sources, and for F presents the 
Kirchhoff current law and the Kirchhoff voltage law (KCL and KVL) of the circuit [1,2]. The 
system of equations of analog circuit is presented in this form: 
 𝐹(𝑣1,𝑣2,……..,𝑣𝑛,𝑖1,𝑖2,……….,𝑖𝑚) = [𝑓1, 𝑓2, 𝑓3, … . . , 𝑓𝑛+𝑚] (1.4) 
Where   𝐹:ℝ𝑛+𝑚 ⟶ℝ𝑛+𝑚  For: 
 n: Presents the number of the nodes in circuit. 
 m: Presents the number of voltage sources in circuit. 
 𝑣1,𝑣2,……..,𝑣𝑛: Values of voltages in the n nodes. 
 𝑖1,𝑖2,……….,𝑖𝑚: Values of currents across the m voltage sources. 
 𝑓1, 𝑓2, 𝑓3, … . . , 𝑓𝑛: n equations extracted by application of KVL law in the n nodes. 




Fig. I.2. Example of nonlinear circuit. 
 
 For example, the circuit in Fig I.2 is nonlinear because it has a diode with exponential 
function, to create a system of equations with variants: v1, v2 and current i across the source V, 
It must apply KCL law in the two nodes which presented by f1 and f2 formulas shown in (1.5) 



















 𝐼𝑠 (𝑒𝑥𝑝 (
𝑣1-𝑣2
𝑉𝑇
) − 1) + 𝑖
𝑣2
𝑅










Where Vt and Is are the thermal voltage and the saturation current of the diode, respectively, 
and R and V are constant values of resistors and voltage in a circuit. By applying the NR 
algorithm in the equation (1.5) we get the values of v1 and v2 voltages in the nodes with 
current i across the source V1. 
 
 
Fig. I.3. Example of nonlinear circuit with two diodes. 
 
Second example, the circuit in Fig I.3 is nonlinear with three nodes (n=3) and two voltage 
sources (m=2), to create a system of equations depending on voltages in the nodes (v1,v2,v3) 
and currents (i1, i2) across the sources V1 and V2, it must use  KCL law in the three nodes who 
presented by formulas  f1,  f2 and f3  shown in equation (1.6) and KVL law in voltage sources 
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) − 1) + 𝑖2                                                
𝑣2
𝑅
− 𝐼𝑠 (𝑒𝑥𝑝 (
𝑣1-𝑣3
𝑉𝑇
) − 1) − 𝐼𝑠 (𝑒𝑥𝑝 (
𝑣2-𝑣3
𝑉𝑇
) − 1)         
𝑣1 −𝑉 1                                                                      





I.5. The application of NR by SPICE  
The simulator SPICE used NR to convert nonlinear elements (diode, BJT, MOSFET…etc) 
to linear elements, the subject of this concert is to simplify solving the equation of circuit by 
linear method (LU decomposition) [2,37].  




I.5.1. Diode  
As a two-terminal device with only one distinct operating region, the diode was a natural 
starting point for non-linear simulation. The current model does not include parasitic 
capacitance (not complete model). The 𝑖 − 𝑣 relation describing a diode is the following: 
 𝐼(𝑣) = 𝐼𝑠 (𝑒𝑥𝑝 (
𝑣
𝑉𝑡
) − 1) (1.7)  
For  𝑣 = 𝑣𝑝 − 𝑣𝑛 , where IS is the reverse saturation current and Vt is the thermal voltage. 











 The error committed in the approximation is  𝐼𝑠/𝑉𝑡, which for common diodes is around 
10-12. This is negligible for ordinary applications and allows us to avoid computing the export 
function twice [37]. 
In simulation, we use the NR method to solve circuits with nonlinear elements. The 
method works by linearity the constitutive equations, solving for a new operating point, and 
iterating until convergence. The linear equation around operating point 𝑣𝑘 is: 




By rearranging this equation, we find the i-v relation: 
 𝑖(𝑣𝑘+1) = 𝑖(𝑣𝑘) − 𝑔𝑑
𝑘 𝑣𝑘 + 𝑔𝑑
𝑘 𝑣𝑘+1 (1.10) 
Hence the appropriate companion model for a diode is a conductance 𝑔𝑑
𝑘 in parallel with a 
current source 𝐼𝑒𝑞
𝑘 = 𝑖(𝑣𝑘) − 𝑔𝑑
𝑘 𝑣𝑘, not simply 𝑖(𝑣𝑘), as one might suspect. The result is 
shown in Fig. I.4. 
 
Fig. I.4. The linear of diode model by application of NR. 
 





The next simplest non-linear devices are n-channel of MOSFETs, as no current flow into 
the gate and the non-linear source-to-drain port ids depends on only two voltages, vGS and vDS. 
The model was complicated slightly, however, by the fact that MOSFETs has three distinct 
operating regions. For brevity, we derive only the results for n-channel MOSFETs [3]. Similar 





















(1 +   𝜆  𝑣𝑑𝑠)                                  𝑉𝑡 > 𝑣𝑔𝑑
 (1.11) 
We seek to define a bias current from drain to source that will cause the node voltages to 
evolve by NR iteration, as we did for the diode in the previous subsection. We now use the 
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(1 +   𝜆  𝑣𝑑𝑠)                                  𝑉𝑡 > 𝑣𝑔𝑑
 (1.15) 
Hence the appropriate companion model for a n-channel MOSFET is a conductance 𝑔𝑑𝑠
𝑘  
in parallel with a current source 𝐼𝑒𝑞
𝑘 = 𝑖𝑑𝑠(𝑣𝑑𝑠
𝑘 , 𝑣𝑔𝑠
𝑘 ) − 𝑣𝑑𝑠
𝑘 − 𝑣𝑔𝑠
𝑘  and current source controlled 
by 𝑣𝑔𝑠
𝑘+1 multiplied by 𝑔𝑚
𝑘 . The result is shown in Fig. I.5. 






Fig. I.5. The linear of NMOS model by application of NR. 
 
I.5.3. Bipolar Junction Transistor (BJT)  
Companion models for BJTs are the most complex circuits presented here because current 
flows between all nodes. The model is not quite as unwieldy as it looks, however, because 
there is only one operating region. We start with a simplified, mid-band Gummel-Poon NPN 














) − 1) (1.17) 
 𝑖𝑐𝑒(𝑣𝑏𝑒, 𝑣𝑏𝑐) = 𝐼𝑠𝑒 (𝑒𝑥𝑝 (
𝑣𝑏𝑒
𝑉𝑡
) − 1) − 𝐼𝑠𝑐 (𝑒𝑥𝑝 (
𝑣𝑏𝑐
𝑉𝑡
) − 1) (1.18) 
 
 
Fig. I.6. Mid-Band Gummel-Poon BJT Model [2]. 
 













































In simulation, we use the NR method to solve circuits with nonlinear elements. The 
method works by linearity the constitutive equations, solving for a new operating point, and 
iterating until convergence. The linear equation around operating point 𝑣𝑘 is: 




By rearranging this equation, we find the i-v relation: 
 𝑖𝑏𝑐(𝑣𝑏𝑐
𝑘+1) = 𝑖𝑏𝑐(𝑣𝑏𝑐














𝑘 ) = 𝑖𝑐(𝑣𝑏𝑒
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We obtained current sources and resistors (Fig. I.7): 
 𝐼𝑒𝑞,𝑐
𝑘 = 2 𝑖𝑐(𝑣𝑏𝑒
𝑘 , 𝑣𝑏𝑐




𝑘  (1.28) 
 𝐼𝑒𝑞,𝑏𝑐
𝑘 = 𝑖𝑏𝑐(𝑣𝑏𝑐
𝑘 ) − 𝑔𝑏𝑐
𝑘  𝑣𝑏𝑐
𝑘  (1.29) 
 𝐼𝑒𝑞,𝑏𝑒
𝑘 = 𝑖𝑏𝑒(𝑣𝑏𝑒
𝑘 ) − 𝑔𝑏𝑒
𝑘  𝑣𝑏𝑒
𝑘  (1.30) 
 





Fig. I.7. Linear companion model for NPN of BJT. 
 
I.5.4  Element of storage of energie 
Transient simulation of storage energy element requires companion models to be formed. 




= 𝑓(𝑣) (1.31) 
It used a numerical integration method to convert the nonlinear differential equation to 
nonlinear algebraic equation to simplify solving by NR in index of iteration “k”. There are 
three simple numerical integration methods; it is used in the spice simulator [4]: 
 Forward Euler:  
 𝑓(𝑣𝑡−∆𝑡) = (𝑣𝑡−𝑣𝑡−∆𝑡)/∆𝑡  (1.32) 
 Backward Euler: 
 𝑓(𝑣𝑡) = (𝑣𝑡−𝑣𝑡−∆𝑡)/∆𝑡  (1.33) 
 Trapezoidal: 
 𝑓(𝑣𝑡) = −
∆𝑡
2
𝑓(𝑣𝑡−∆𝑡) + 2(𝑣𝑡 − 𝑣𝑡−∆𝑡)/∆𝑡 (1.34) 
Example of Capacitor, we start with the differential equation relating current to voltage in a 
capacitor: 




By Backward Euler (1.33): 




 𝐼𝑘+1 = 𝐶 (𝑣𝑡
𝑘+1 − 𝑣𝑡−∆𝑡)/∆𝑡  (1.36) 
For k is an index of iteration in NR. 
By equation (1.36), you can replace capacitor model by current source 𝐼𝑐 and resistor 𝑔𝑐 




  (1.37) 
And 
 𝐼𝑐 = −
𝐶 
∆𝑡
 𝑣𝑡−∆𝑡   (1.38) 
 
Fig. I.8. Linear companion model for capacitor. 
 
I.5.5 Example of circuit          
    
Fig. I.9. Example of  circuit : (a)-Nonlinear circuit.   (b)-The linear circuit of (a) by 
NR. 
 
For a simple example, the circuit in Fig I.9.a has a diode which is a nonlinear element, and 
a single unknown value: the voltage “v” at the node. By using NR to replace diode by an 
equivalent resistor 𝑔𝑑
𝑘 and a current source 𝐼𝑒𝑞
𝑘  (those equivalents based on voltage v in index 
k of iteration) which is shown in Fig I.9. By this method we get the linear circuit with new 
value in the node in circuit, 𝑣𝑘+1 is related to k+1 iterate.  










) 𝑣𝑘+1 − 𝐼0 + 𝐼𝑒𝑞
𝑘 = 0 (1.39) 









The equation (1.40) it simplified the solving of nonlinear equation presented by KCL for 
circuit in Fig I.9.a: 






) − 1) − 𝐼𝑜 (1.41) 
To stop iteration of equation (1.40) when ‖F (𝑣𝑘)‖ < 𝜀𝐹  or  ‖𝑣
𝑘+1 − 𝑣𝑘‖ < 𝜀𝑣 , when ɛ is an 
error of stop of convergence by NR algorithm [3]. 
 
Fig. I.10. Example of  circuit : (a)- circuit Nonlinear with dynamique element.                                     
(b)-The linear circuit of (a) by NR. 
 
The circuit above includes dynamic elements (Inductance or Capacitor) and nonlinear 
elements represented in nonlinear system of differential equations, to simplify the solution, it 
must replace dynamic element to a voltage source or current and resistor depends on discrete 
time and Newton iteration index, this replacement was based on rewriting differential 
equation to Backward Euler or Trapezoidal or Gear methods [1,2].  
The equivalents of capacitor are shown in Fig. I.10.a: are a current source 𝐼𝑐
𝑘 and a resistor 𝑔𝑐
𝑘 
depends on setup time and Newton iteration index (Fig I.10.b), for the diode: is a resistor 𝑔𝑑
𝑘 
and current  𝐼𝑒𝑞
𝑘  .  























𝑘+1 − 𝑒(𝑡) = 0
 (1.42) 
We have obtained that the linear system of equations is presented in (1.43) , for solving we 
use LU decomposition method to get the value of voltage in the nodes 𝑣1
𝑘+1
 and  𝑣2
𝑘+1
   and 
the value of current ik+1 across the voltage source at the index of iteration k+1 depends on 𝑔𝑑
𝑘, 
𝐼𝑒𝑞
𝑘  , 𝑔𝑐
𝑘 and 𝐼𝑐



























The equation (1.43) can get directly by law of modified model analyses “MNA”  [5], it 
simplified the solved of system nonlinear differential equations is presented by KCL law of 
the circuit in Fig. II.4.a: 





 𝐼𝑠 (𝑒𝑥𝑝 (
𝑣1−𝑣2
𝑉𝑇














The iteration in (1.43) stopped by the Newton method when‖𝑣1
𝑘+1 − 𝑣1
𝑘‖ < 𝜀𝑣, ‖𝑣2
𝑘+1 −
𝑣2
𝑘‖ < 𝜀𝑣 and ‖𝑖
𝑘+1 − 𝑖𝑘‖ < 𝜀𝑖 or ‖𝐹(𝑣1
𝑘, 𝑣2
𝑘 , 𝑖𝑘)‖ < 𝜀𝐹 for F is Function presented by 
equation (1.44) of the circuit in Fig I.4.a by KCL and KVL laws. And another method to stop 
iteration on converges (which simulator SPICE was based on [4-7]), it uses the convergence 
detection term for voltage and current.  
 
 For voltage: 
 ‖𝑣𝑘+1 − 𝑣𝑘‖ ≤ 𝑟𝑒𝑙𝑡𝑜𝑙 × max(1‖𝑣𝑘+1‖, ‖𝑣𝑘‖) + 𝑣𝑛𝑡𝑜𝑙 (1.45) 
And for current: 
 ‖𝑖𝑘+1 − 𝑖𝑘‖ ≤ 𝑟𝑒𝑙𝑡𝑜𝑙 × max(‖𝑖𝑘+1‖, ‖𝑖𝑘‖) + 𝑎𝑏𝑠𝑡𝑜𝑙 (1.46) 
 




For vntol, abstol and reltol are constant parameters: with the default values abstol=10-12,  
reltol= 10-3, and vntol=10-6. The SPICE is not converted it stopped by condition of limited 
iteration “ITL”[1]. 
I.6. Modified Nodal Analysis  
The system of linear equations of analog circuit was obtained directly by using modified 
nodal analysis method (MNA). The MNA often results in larger systems of equations were 
formulated by modified in KCL and KVL laws and applied to a circuit with only passive 
elements (resistors) and independent current and voltage sources results in a matrix equation 












G: represent the admittance matrix of MNA. 
B, F and R: represents various constitutive equations pertain to voltage sources.  
C and E: are the vectors of the values of current and voltage sources, respectively. 
For example the equation (1.43) of the circuit in Fig.I.10.b: 











 𝐹 = [
1
0























Finally, a system of equations “MNA” (1.47) we can write it in form: 
 𝐹(𝑥) = 𝐴𝑥 − 𝑏 (1.51) 
For 
 𝐴 = [
𝐺 𝐹
𝐵 𝑅
] , 𝑥 = [
𝑣
𝑖








I.7. The structure of  NR algorithm in algorithms of analyses circuits 
The simulation of circuit by SPICE can be analyzed in three different domains [1,2]: 
 Quiescent domain (DC operating point analysis or DC simulation) 
 Time domain (transient analysis or TR simulation) 
 Frequency domain (harmonic analysis or AC simulation) 
In this part, we discuss the structure of the NR algorithm in algorithms of analyses by DC, TR 
and AC of circuit by SPICE.  
The simulator SPICE modified algorithm NR to have good acceleration for solving 
nonlinear circuit, these modifications are presented in Fig. I.11: first, the best initial variable 
vector (v0,i0) or  good approximation variable vector (initial Goss). Second, convert nonlinear 
element to linear element and after that construct modified nodal equation to simplify the 
solving by LU decomposition. Finally, we obtained new variable vector controlling by term of 
convergence (1.45) and (1.46), when converge; it stops iteration and the solution variable 
vector which presented the value of currents and voltages. This algorithm was applied for 
finding an operating point in the circuit (Fig I.11). 
 
 
Fig. I.11. Algorithm of Newton-Raphson [1]. 
The operation point (OP) algorithm presented in Fig. I.12. The derivative equation in these 
algorithm is null [4], for that, the capacitor element is a current source with zero value and 
inductance is a voltage source with zero value, we have obtained that the nonlinear circuit 
without dynamic elements. After that, we use NR algorithm to obtain an operate point in 




circuit. These modes of analyses were applied in TR and AC which to be explained after this 
section. 
 
Fig. I.12. Algorithm of operation point [1] . 
I.7.1. DC Simulation 
The DC Simulator or analyses mode DC examine the work of circuit by steping one 
parameter in a circuit. The algorithm of  DC analyses is presented in Fig I.13: first convert 
nonlinear dynamic circuit to nonlinear resistive circuit by replacing the capacitor to current 
source with zero value and inductance and by voltage source with zero value. Secondly, 
appling NR algorithm [2] to obtain variable vector. for new steping paramater the algorithm 
returned in nonlinear resistive circuit position [2]. 
 
Fig. I.13. Algorithm of DC sweep analysis [1]. 




I.7.2. Transient Simulation 
The TR Simulator or analyses mode TR can be used the nonlinear circuit simulation in the 
time domain, the algorithm of analyses by this mode is presented in Fig. II.14: first, finding 
operating point to have a good approximation or initial variable vector. Second, convert 
dynamic element to resistive and source elements. Finally, we have applied the NR algorithm 
for one setup time; if have not finished in interval time it returns to the second step of time.  
 
Fig. I.14. Time-domain transient analysis [1]. 
I.7.3. AC  analyses 
The AC Simulator was used to simulate circuit in the frequency domain, but the algorithm 
of analyses by this mode is presented in Fig II.15: First, it is get operating point in circuit and 
after that convert nonlinear element to resistive element to obtain a linear dynamic circuit. 
Second, the convert dynamic element to impedance element, finally the circuit was found a 
linear for that we use LU decomposition for solving; this is only for one step of frequency. 
 





Fig. I.15. Small signal analysis [1]. 
I.8. Convergence Problem-Aiding Techniques 
NR algorithm converges well if the initial guess for the operating point is good (Fig I.1). 
For a computer program, it is very difficult to make a good guess for the operating point and 
you can iteration by NR in cant to take one of these problems of convergence (Fig. I.16) [1]: 
(a) The cycle phenomena or oscillating.   
(b) Numerical overflew.  
(c) Divergence.   
(d) Nearly singular Jacobian.   
 





Fig. I.16. The problem of convergence by NR method. 
These four problems can be set in DC analysis of circuits with nonlinear elements. For 
example, the diode has a very steep exponential characteristic function. It can be generated 
the problem of convergence, for example, the limitation problem or numerical overflow by 
diode and oscillation by tunnel diode.  
For that, the convergence of the plain NR algorithm cannot be guaranteed for all practical 
circuits, a number of convergence-aiding methods have been developed. The model damping, 
source stepping, voltage limiting, diode damping, norm reduction, piecewise-linear analysis 
and dogleg method [9][10][11]. 
I.8.1. Limiting method 
The modifications of the NR schemes are based on the limitation of the solution 
vector 𝑥𝑘 for each iteration. 
 𝑥𝑘+1 = 𝑥𝑘 + 𝛼   ∆𝑥𝑘+1    (2.53) 
With  




  ∆𝑥𝑘+1 = 𝑥𝑘+1 − 𝑥𝑘 (2.54) 
One possibility to choose a value for 𝛼 ∈]0,1]   such that 
 ‖𝐹(𝑥𝑘+1)‖ = ‖𝐹(𝑥𝑘 + 𝛼   ∆𝑥𝑘+1)‖ <  𝛾‖𝐹(𝑥𝑘)‖   for  𝛾 < 1     (2.55) 
This is a heuristic and does not ensure global convergence, but it can help solving some of the 
discussed problems. Another possibility is to pick a value 𝛼𝑘  which minimizes the F norm of 
the right hand side vector. This method performs a one-dimensional (line) search into Newton 
direction and guarantees global convergence [4]. 
 
 𝑥𝑘+1 = 𝑥𝑘 + 𝛼𝑘   ∆𝑥𝑘+1    (2.56)  
 
With  𝛼𝑘  which minimizes: 
 ‖𝐹(𝑥𝑘 + 𝛼𝑘   ∆𝑥𝑘+1)‖ (2.57) 
 
The one remaining problem about that line search method for convergence improvement the 
iteration into minimums local, where the Jacobean matrix is singular 𝐽(𝑥)=0 (Fig. II.17.a). 
The damping NR method ''pushes'' the matrix into singularity as depicted in Fig. 1.17.b. 
 
Fig. I.17. (a) Singular Jacobean problem (b) Using  Limiting methods 
 
I.8.2. Model Damping (𝑮𝒎𝒊𝒏 method) 
In model damping, every nonlinear static source in the circuit is shunted with a 
conductance having a value: 
 𝐺 = 10𝑚𝐺𝑚𝑖𝑛 (2.58) 
where Gmin is the minimum conductance in the circuit and m is an integer. Conductance G 
is also added between every node and ground (Fig. I.18) (A popular convergence aiding 




technique which consists only of adding small conductance’s between all nodes and ground 
was called the Gmin stepping method [1][3]). The defaults values for Gmin and m are 10
−12 and 
6, respectively. The user can alter both of the values. The iteration of the DC operating point 
was started with the m given, and after the iteration converges, m was reduced by one. This is 
repeated with until m = 0.  
                            
Fig. I.18. The position of G in circuit.  
 
I.8.3. Source Stepping 
In the source stepping method [9] as presented in Fig I.19, all the voltage sources in the 
circuit are multiplied by a constant  ∈ [0, 1]. When making a DC analysis, the iteration was 
started with =1 (the original circuit). If convergence is not achieved, the constant  was 
decreased to a new iterates was attempted. 
When the iteration converges,  is increased gradually, until =1. The operating point found 
with the previous convergent iteration was used as an initial guess for the next iteration. 
Source stepping method has an easy physical interpretation — the circuit is “powered up” 
gradually by increasing the source voltages. Source stepping is a very efficient method when 
dealing with strongly nonlinear circuits. 
 
 
Fig. I.19. The equivalent of current source and voltage source when 








I.8.4. Voltage Limiting 
Voltage limiting is a simple method for preventing semiconductor components from 
switching on and off repeatedly during the iteration [2]. It can be defining a constant Umax, 
which describes the maximum allowed voltage change between iteration cycles. If the voltage 
change between two iteration cycles exceeds Umax, all the voltages are multiplied with a 
constant β so that the maximum voltage change is Umax, If none of the voltage changes 
exceeds Umax, β = 1: 
 v̂k+1 = vk + β (vk+1-vk) (1.59) 
Where: 
 𝛽 = {
𝑈𝑚𝑎𝑥
‖vk+1-vk‖
                     𝑓𝑜𝑟           ‖vk+1-vk‖ > 𝑈𝑚𝑎𝑥
1                               𝑓𝑜𝑟        ‖vk+1-vk‖ < 𝑈𝑚𝑎𝑥
 (1.60) 
I.8.5. Diode damping 
Diode damping [11] is a convergence improvement method for dealing with the steep 
exponential characteristic curve of diodes. It is closely related to the voltage limiting method. 

















  (1.61) 
Where VT and IS are the thermal voltage and the saturation current of the 
diode, respectively. The new voltage was also calculated from the equation (1.61). 
I.8.6. Continuation method 
Continuation method or Homotopy method is effictivnesse method and replace all last 
techniques [12-31], is attractive for finding DC operating points of nonlinear circuits due to its 
global convergence in principle, if the NR method fails to converge to a solution in SPICE 
simulator [17-31]. 
I.9. Various Continuation (Homotopy) Methods 
As an effective method to overcome the non-convergence or problem of convergence of 
NR method, homotopy methods were regarded as continuous deformation of functions and 
show the promising in resolving the computational difficulties often encountered in 




transistor network simulations. Based on the understanding of this basic concept, we 
introduce homotopy methods as follow.  
To employ a continuation method we embed a “continuation parameter” in the circuit 
nonlinear equations. By setting the parameter to zero, the system is reduced to the one that the 
equations can be solved easily or whose solution is trivial. The solution to this simple problem 
becomes the starting point of a continuation path. The augmented equations are then 
continuously deformed, as the parameter was varied, until they finally describe the originally 
posed difficult problem. In more detail, for example, the nonlinear equation to be solved as: 
 𝐹(𝑥) = 0 (1.62) 
where 𝐹:ℝ𝑛+1 ⟶ℝ𝑛. Let us create a homotopy mapping: 
 𝐻:ℝ𝑛+1 ⟶ℝ𝑛 (1.63) 
Then we solve the equation: 
 𝐻(𝑥, 𝜆) = 0 (1.64) 
While varying the continuous homotopy parameter 𝜆. As an example, a simple homotopy [16] 
is 
 𝐻(𝑥, 𝜆) = 𝜆𝐹(𝑥) + (1 − 𝜆) (𝑥 − 𝑥0) (1.65) 
where 𝜆 ∈ [0,1]is the continuation parameter, 𝑥 ∈ ℝ𝑛, 𝑥0 ∈ ℝ
𝑛, is the starting vector for 
the homotopy paths. This homotopy mapping 𝐻(𝑥, 𝜆) has the following properties:              
𝐻(𝑥0, 0) = 1 starts the continuation and  𝐻(𝑥1, 1) = 𝐹(𝑥1)  ends the continuation.  
The algorithm outline is as follows: First solve the problem.  𝐻(𝑥0, 0), e.g. set 𝜆 = Δ𝜆 =
0.01  and try to solve. 𝐻(𝑥, 𝜆) . If NR converged then increase 𝜆  by Δ𝜆 and double Δ𝜆 =
2 Δ𝜆, otherwise half Δ𝜆 = 0.5 Δ𝜆 and set  𝜆 = 𝜆𝑝𝑟𝑒𝑣 + Δ𝜆 . Repeat this until  𝜆 = 1. 
Algorithm I.3:    Algorithm sample of continuation method. 
1. Choose 𝛥𝜆=0.01 and 𝑥0 
2. Start with λ= 0 , 𝜆𝑝𝑟𝑒𝑣 = 0 and solve H(x,λ) = 0 
3. Step 𝜆 forward: 𝜆 = 𝜆𝑝𝑟𝑒𝑣 + 𝛥𝜆. 




𝑘 , 𝜆1) 




5. If there is no convergence, a half step of 𝛥𝜆,  (𝛥𝜆=0.5 𝛥𝜆),  go to stage 3. 
6. 𝛥𝜆 = 2 𝛥𝜆  and 𝜆𝑝𝑟𝑒𝑣 = 𝜆   
7. 𝑥0 = 𝑥1 
8. If (𝜆 < 1) go to stage 3. 
The several of continuation (Homotopy) Methods were based by homotopy type function 
and solving method. 
I.10. Homotopy function 
There are a four type of homotopy function: the Newton, fixed-point, nonlinear and 
variable gain homotopy functions described in e.g., [6,14,25], it are reviewed and tested with 
different solvers how described after these section. 
I.10.1.  Newton Homotopy 
The Newton Homotopy (NH) is based on the equation: 
 𝐻(𝑥, 𝜆) = 𝐹(𝑥) + (𝜆 − 1) 𝐹(𝑥0) (1.66) 
where an insertion of the parameter λ, and an initial value (random vector) x0 are embedded. 
At λ=0, the starting point of the homotopy path, the added branches contain only a voltage 
source and force the nodal voltages to be equal to the elements x1 of the initial value (random 
vector) x0. When λ=1, the added branches get disconnected from the circuit and the 
augmented circuit reverts to the original circuit [6].   
I.10.2. Fixed Point Homotopy 
The fixed-point homotopy (FPH) was based on the equation [12,13]:  
 𝐻(𝑥, 𝜆) = 𝜆𝐹(𝑥) + (1 − 𝜆) 𝐴(𝑥 − 𝑥0) (1.67) 
where, in addition to the parameter λ is a initial value (random vector) x0 and a new parameter 
(a matrix)  A∈ Rn×Rn are embedded. A random choice of x0 may result in a bifurcation-free 
homotopy path [16]. This homotopy has an interesting circuit interpretation [25]. 
I.10.3. Newton Fixed Point Homotopy 
The Newton fixed-point homotopy (NFPH) is based on the equation of NH and FPH 
[17,18]: 
 𝐻(𝑥, 𝜆) = 𝐹(𝑥) + (𝜆 − 1) 𝐹(𝑥0) + (1 − 𝜆) 𝐴(𝑥 − 𝑥0) (1.68) 




According to the Newton fixed-point homotopy equation, we have gated the calculate 
method: 
   
𝐽𝐻 = 𝐽0 + [(1 − 𝜆)𝐴  𝐹(𝑥0) + 𝐴(𝑥 − 𝑥0)]
𝑅𝐻𝑆𝐻 = 𝑅𝐻𝑆0 + 𝐹(𝑥0) − 𝜆 𝐴 (𝑥 − 𝑥0)     




]                                                  
 (1.69) 
where JH is the Jacobian matrix for homotopy equation, J0 is the Jacobian matrix 
for circuit which have been load during homotopy implementation. x is a vector of [v,i, λ]T, A 
is nonsingular matrix, I is the value of current source in the circuit, E is the value of voltage 
source in the circuit, and RHS is the “Right Hand Side”. 
I.10.4. Nonlinear Homotopy 
The nonlinear homotopy was based on the following equation [14,21]: 
 𝐻(𝑥, 𝜆) = 𝐹(𝑥) + (𝜆 − 1) [𝐹(𝑥0) + ?̃?(𝑥0)] + (1 − 𝜆)?̃?(𝑥) (1.70) 
According to the nonlinear homotopy equation, we have gated the equations: 
 𝐽𝐻 = 𝐽0 + [(1 − 𝜆𝑚 )?̃?𝑥(𝑥𝑚)  𝐹(𝑥0) + 𝐹(𝑥0) − ?̃?(𝑥𝑚)] (1.71) 
 𝑅𝐻𝑆𝐻 = 𝑅𝐻𝑆0 + [𝐹(𝑥0) + ?̃?(𝑥0)] − 𝜆𝑚?̃?𝑥(𝑥𝑚)𝑥𝑚 − [?̃?(𝑥𝑚) − ?̃?𝑥(𝑥𝑚)𝑥𝑚]  (1.72) 
I.10.5. Variable Gain Homotopy 
The variable gain homotopy function is [19]: 
 𝐻( 𝑥, 𝜆)  =  𝐹(𝑥, 𝜆𝛼)  + (1 – 𝜆)𝐴 (𝑥 − 𝑥0) (1.73) 
where α is a vector consisting of forward and reverse current gains, it is used for reduce the 
high gain in the exponential function of transistors and diodes in circuit by the homotopy 
parameter 𝜆. For A is a matrix and it the same form in FPH and FPNH. 
I.10.6. Variable Gain Newton Homotopy  
The VGH (1.73) it has good direction for solving by application continued method. By 
interaction with NH (1.66) we obtained VGNH equation [19,20]: 
 𝐻( 𝑥, 𝜆) =  𝐹(𝑥, 𝜆𝛼) + (1 − 𝜆) 𝐹(𝑥0, 0. 𝛼) + (1 – 𝜆)𝐴 (𝑥 − 𝑥0) (1.74) 
The VGNH is performance then of NH, FPH, FPNH and VGH, because [26]: 




 The auxiliary equation at is closely related to the original nonlinear equation. 
 Since this method is globally convergent for any initial point, we can choose a good 
initial point. 
 Can be easily implemented on SPICE without programming. 
The result of simulation is execute that the comparison between VGNH, FPH and FPNH in 
for circuit with BJT’s elements as shown in Fig I.14 [19,20]. 
 
Fig. I.20. Solution curves for the hybrid voltage reference circuit (HVRef): (a) Circuit 
(b) Solution curves. 
 
 
Fig. I.21. Solution curves for the high gain operational amplifier: (a) Circuit (b) Solution 
curves. 




I.11. Solvers by Continous method 
Other continuous algorithm can be used for solving of homotopy function. 
I.11.1. Predictor corrector  
It simplest way to solve the homotopy equations was used for a continuation solver by just 
stepping the homotopy parameter λ by choosing a setup size  (0<<1) and using 
predictor-corrector algorithms. The predictor function computes a point all the line tangent to 
the homotopy path at the point 𝑥0, and then a corrector algorithm will be executed to get back 
on the solution [28] (see Fig.20.). 
 
Fig. I.22. Predictor-corrector method 
 
More specifically, if (x0, 0) is the current point on the homotopy path, then giving the new 
coordinates based on the tangent vector which will be applied as initial approximation as 
follows: 
 𝑥1
0 = 𝑥0 + 𝛥𝜆?̇?0 (1.75) 
 ?̇?0 = 𝜕𝑥/𝜕𝜆 (1.76) 
After that, the solution x1 of H(x1,λ1) at 1=0+ can be computed by the corrector 









where, 𝐽 = 𝜕𝐻/𝜕𝑥 is the Jacobien function of H and "k" is the iteration index. To ameliorate 
the continuation parameter, it must have a good predictor value or a good tangent value which 
has relationship with the performance step 𝛥𝜆  (see chapter II). 
 





The pseudo-arclength method described in [15] was based on tracing the zero curves; it is 
the turning points the values of 𝜆  and x decreases as the path progresses .by making 𝜆  and x a 
function of a new parameter: the arc length "s". How parameter s trace this method is known 
as the arc length continuation of the homotopy function H(x, λ).  
 
 
Fig. I.23. Graphical interpretation of pseudo-arclength continuation. 
 
The basic idea of the pseudo-arc-length: on suppose we have a solution (x0, λ0) of H(x, λ) =0, 
as well as the direction vector (?̇?0, ?̇?0) of the solution branch for ?̇?0 = 𝜕𝑥0/𝜕𝑠 and ?̇?0 =
𝜕𝜆0/𝜕𝑠. Pseudo-arclength continuation solves the following equations for (x1, λ1): 
 
 {
𝐻(𝑥1, 𝜆1) = 0
(𝑥1 − 𝑥0)
′𝑥0̇ + (𝜆1 − 𝜆0)𝜆0̇ − Δ𝑠 = 0
  (1.78) 
 
Fig. 4 shows a graphical interpretation of the continuation method. Newton's iteration method 
for pseudo-arc-length continuation becomes (for 𝐽𝑥 = 𝜕𝐻/𝜕𝑥  and  𝐽𝜆 = 𝜕𝐻/𝜕𝜆 is jacobien 





















𝑖 − 𝜆0)𝜆0̇ − Δ𝑠
) (1.79) 
 










𝑘   (1.80) 
 
with the new direction vector defined as: 
 
 (


















0 = 𝑥0 + Δ𝑠 ?̇?0
𝜆1
0 = 𝜆0 + Δ𝑠 ?̇?0
  (1.82) 
Note that: 
The Jacobian of the pseudo-arc-length system is nonsingular at a regular solution point. 
• In practice (?̇?1, ?̇?1) can be computed with one extra back-substitution. 
• The orientation of the branch is preserved for if ∆s is sufficiently small. 
• The direction vector must be rescaled, so that indeed ‖?̇?1‖
2 + ?̇?1
2  = 1. 
 
Fig. I.24. Fuses new space (Parameter-independent) pseudo-arclength continuation. 
 
 
Let u = (x, λ) ∈ Rn+1. By λ−x hyperplane in the spice u (Fig. I.17) and unit vector ?̇?0 for the 
direction vector (?̇?0, ?̇?0).  
 
Computation of ?̇? 
 
The good calculate of approximation ?̇?, on obtain a good predictor, i. e. the construction of a 
good initial iterate for correction by Newton iteration at the next point on the path. For 
calculate ?̇? by three methods: 
A. Analytic Computation of ?̇? 








‖?̇?‖ + ‖?̇?‖ = 1
    (1.83) 






  (1.84)       
Where 











By equation (1.84) ?̇? has two possible value (the curve has two tangent vectors pointing in 
opposite directions), a test should be made in order to prevent the algorithm reverse the 
direction on the curve [31].The only thing remaining is to compute the sign of ?̇?¸ this is an 
important thing to do correctly, for if we get the sign wrong, we could recomputed the path in 
the direction we came from, and keeping the sign of ?̇? constant. 
B. Secant Approximation of ?̇?.  
If we have computed two points on the path 𝑢−1 = 𝑢(𝑠−1) and 𝑢0 = 𝑢(𝑠0), we can use the 
approximation 






In (1.87). [31] If one does this, the one must initialize the continuation with two solutions (xi, 
λi),    i=-1,0  of H(x, λ)=0, and then estimate 𝑠0 − 𝑠−1  by 
 𝑠0 − 𝑠−1 = √‖𝑥0 − 𝑥−1‖2 + (𝜆0 − 𝜆−1)2 (1.88) 
When the unit vectors ?̇? have been calculated, the predictor step is taken: 
 𝑢𝑡𝑎𝑛 = 𝑢0 + ?̇? 𝛥𝑠 (1.89) 
If the path is smooth, then the trivial predictor is a first order (in 𝛥𝑠 = 𝑠 − 𝑠0) correct 
approximation to the solution 𝑢(𝑠) and the tangent predictor is second order correct. 
Changing 𝛥𝑠 in response to the curvature of the path for the nonlinear solver performance, 
and effective use of the structure of the problem. We will discuss these issues in the sections 
that follow. 
 
I.11.3. ODE-based method 
The ODE-based method is an algorithm for tracing the zero curve of the homotopy 
function. In the method, the homotopy function was parameterized with respect to the arc 
length of the zero curves. Then, a differential equation generating that trajectory was derived 




and solved. In the ODE-based approach, the zero curve of the homotopy function was treated 
for solution of an ordinary differential equation. The ODE was formed by parameterizing both 
x and λ by the arc length s [28-30]. 
 𝐻(𝑥(𝑠), 𝜆(𝑠)) (1.90) 





From the chain rule, 





 𝐷𝐻(𝑥(𝑠), 𝜆(𝑠)) (1.93) 
Is the Jacobian of the homotopy function; with initial conditions? 






)‖ = 1 (1.94) 
The differential equation (19) was solved. The more detailed description is 
found in [28] and [29]. ODE solver used for finding critical points (limit points 




Fig. I.25. (a) Four-transistor circuit that has nine dc operating points. (b) Homotopy paths for the 
fourteen node voltages of the four-transistor circuit [28,29]. 





The NR iterative method used for solving system of nonlinear equations and applied in 
simulator SPICE to simulate circuit in one of three modes DC, TR and AC. The NR is the 
best numerical method for applying in analyses of circuit because it has an idea to convert 
nonlinear elements (Diode, BJT, MOSFET) and storage of energy elements (capacitor, 
inductor) to linear elements (resistor, voltage source, current source) which were depended on 
Newton iteration, this convert simplify to convert nonlinear circuit to linear circuit, the subject 
of converting for simplified to get system linear of circuit by applied KCL and KVL  or 
directly by MNA and solving by the linear method “LU decomposition”. 
The NR has problems with convergence, the problems are the slow convergence, the 
divergence, the cyclic phenomena or oscillating, numerical overflew and the nearly singular 
Jacobian. There are some techniques applied in SPICE proposed to overcome the problem of 
convergence as:  
 Limiting method used to solve problem nearly singular Jacobian. 
 Source stepping method and Gmin method used to have good starting of the initial guess. 
 Voltage limiting and diode damping method used to solve overflow problem. 
These techniques: Limiting method, Source stepping method, Gmin method and diode 
damping are integrated with NR algorithm. But in this way, it is long algorithm and generate 
slow in convergence to find operating points. The Continuous or Homotopy method is one 
algorithm replace of all those techniques and integrated easily in SPICE and faster to find 
operating points. For that, other good performance methods of continues solver will be 
examined in the next chapter. 
  






Accelerate the Solving of Systems Nonlinear Equations by 
using the Homotopy Method 
 
II.1. Introduction  
This chapter describes a method that can be used to accelerate the solving of nonlinear 
equations and to find the operating point in various integrated circuits by construction of the 
global homotopy equation of the analog circuit. This is done by converting the elements in the 
circuit to their equivalent dependent sources. The proposed method is based on four steps. 
The first step is the use of the homotopy method to get a continuous function. The second step 
consists of finding the best direction of the solution by applying the prediction process; the 
third is the correction process. The fourth and the new added step is the control of the step 
size to accelerate the solution search. In order to demonstrate the effectiveness of the 
proposed method, a comparison was done between the proposed method and other methods 
for five types of practical circuits widely used in analog LSI’s are considered in this chapter. 
These circuits consist of Ebers-Moll BJT which has a big problem of convergence in the 
SPICE software, they are frequently used as a test circuits: 
 The hybrid voltage reference circuit (HVRef).  
 Six-stage limiting amplifier (6sLA).  
 Operational amplifier (μA741). 
 Wideband amplifier (RCA3040). 
 Basic two-stage operational amplifier (2sOA).  
II.2. The continuation method 
The continuation method, proposed in [12-31] and [42-55], is an effective method to solve 
nonlinear circuits. The continuation method is based on three steps: 
1. Construct a continuous function by using the homotopy method.  




2. Find the best direction of the solution by using the Predictor-Corrector. The predictor 
computes the approximation of the solution of homotopy function. To calculate the 
predictor we can use Secant [54] [27] or Euler methods [55][27]. Then, the predicted 
approximate solution is corrected by applying the corrector, e.g., by Newton’s method. 
3. Accelerate the solution search by controlling the step size. 
Based on these three steps, this paper investigates the development of an approach to 
accelerate the solving of nonlinear equations. It also attempts to locate the operating point in 
various analog and integrated circuits by either modeling the analog devices (BJT, diode, 
resistor, etc.) using the homotopy (continuation) parameters or by construct the global 
homotopy equation of the analog circuit. This is done converting the elements in the circuit to 
their equivalent dependent sources. 
II.3. Homotopy function 
Homotopy function is a common method used to solve nonlinear algebraic equations 
systems and can be applied to a large variety of problems [53]. We are most interested in 
solving the zero finding problems: 
 𝐹(𝑥) = 0 (2.1) 
Where, 𝑥 ∈ ℝ𝑛  and 𝐹:ℝ𝑛 ⟶ℝ𝑛 
The Homotopy function 𝐻(𝑥, 𝜆)is based on embedding a parameter 𝜆 into 𝐹(𝑥).As a 
result, an equation of new dimension: 
 𝐻(𝑥, 𝜆) = 0 (2.2) 
Where, 𝜆 ∈ ℝ and 𝐻: ℝ𝑛 ×ℝ⟶ ℝ𝑛. The parameter 𝜆is called the continuation or homotopy 
parameter.  
At present, the most widely used method is the Newton homotopy mapping (NH): 
 𝐻( 𝑥, 𝜆)  =  𝐹(𝑥)  + (1 − 𝜆) 𝐹(𝑥0) (2.3) 
𝑥0 ∈ ℝ
𝑛 is the solution of the homotopy function when 𝜆 = 0. 
According to the homotopy mapping, the solution of the equation 𝐹(𝑥) = 0 can be adopted to 
solve the homotopy equation 𝐻(𝜆, 𝑥) = 0. For any 𝜆 range from 0 to 1, if the homotopy 
equation solution (𝑥, 𝜆)exists, the corresponding curve of (𝑥, 𝜆) starts from (𝑥0, 0 ) and ends 
in the solution (𝑥∗, 1 ). 




Other equation homotopy Variable-Gain Homotopy (VGH) [19][20], Method the equation 
it presents in these form: 
 𝐻( 𝑥, 𝜆)  =  𝐹(𝑥, 𝜆𝛼)  + (1 – 𝜆)𝐴 (𝑥 − 𝑥0) (2.4) 
Where α is a vector consisting of forward and reverse current gains, it using for reduced 
the high gain in the exponential function of transistors and diodes in circuit by the homotopy 
parameter (Fig. II.1.a). The values of the gain matrix A of VGH (2.4), must be the same as the 
values of Gmin in the circuit structure of SPICE [2]. For that the A matrix have a resistive 
element the position value it parallel resistance of the diode element and the diode of the 
internal transistor (see Fig. II.2).   
 
 




Fig. II.2. The position of A element in semi-conductor device when applying VGH equation. 
 
The VGH (2.4) it has good direction for solving by application continued method. By 
integred with NH (2.3) we obtained VGNH equation [20]: 
 𝐻( 𝑥, 𝜆) =  𝐹(𝑥, 𝜆𝛼) + (1 − 𝜆) 𝐹(𝑥0, 0. 𝛼) + (1 – 𝜆)𝐴 (𝑥 − 𝑥0) (2.5) 




The VGNH is performance then of VGH and NH because [19]: 
 The auxiliary equation at is closely related to the original nonlinear equation. 
 Since this method is globally convergent for any initial point, we can choose a good 
initial point. 
 Can be easily implemented on SPICE without programming. 
II.4. Solving the homotopy equation  
The continuation method has widely used in the literature to solve the homotopy eq. (2.2) 
[33-34]. Firstly, the homotopy parameter λ should be adjusted by choosing a step size  
(0<<1), then, the predictor-corrector method (illustrated in Fig. II.3) is used. The predictor 
computes the approximation of the solution by computing a point along the tangent line to the 
homotopy path at the point (𝑥0, 0) using the following formula: 
 𝑥1
0 = 𝑥0 + 𝛥𝜆?̇?0 (2.6) 
Where, 
 ?̇?0 = 𝜕𝑥/𝜕𝜆 (2.7) 
 
 
Fig. II.3. Predictor-corrector method 
 
After that, the solution x1 of H(x1,λ1) at 1=0+can be computed by the corrector 











Where, 𝐽 = 𝜕𝐻/𝜕𝑥 is the Jacobien function of H, "i" is the iteration index and 𝑥1
0 is the initial 
approximation or the initial of gauss calculated by the predictor eq. (2.6). 





In this part, we discuss how to calculate a good prediction value to obtain a good direction 
of correction. There are two methods for calculating prediction: the secant method and the 
Euler method (Fig. II.4). 
 
 
Fig. II.4. Calculating the tangent by the secant method and the Euler method. 
 
The secant prediction is a very simple method based on two previous points of the vector x. 





Euler prediction is a popular method for calculating the prediction tangent. It is based on 







= 0 (2.10) 
Using the equation (2.10), we obtain the tangent equation: 







Numerical analysis is an effective method to calculate the tangent ?̇? in Euler prediction:  
 Replacing (∂H/∂x) by the Jacobian 𝐽,which is calculated by NR algorithm. 
 The derivative (∂H/∂λ) can be presented by the backward difference methods [54].  
Therefore, we obtain a new equation close to the numerical derivation of Euler prediction 
method: 









To have good calculation in the correction process, first, we must find another performance 
direction in the fifth stage of the algorithm (01): 
 𝑑𝑖 = −𝐻(𝑥1
𝑖 , 𝜆1)/𝐽(𝑥1
𝑖 , 𝜆1) (2.13) 
For the Newton step we discuss the convergence using the Armijo rule [1], which is based on 
the Line Search Method for optimization or decreasing in ‖𝐻‖ along the line segment 
[𝑥1
𝑖 , 𝑥1
𝑖+𝑑𝑖], it is based on finding the smallest value  such that: 
 ‖𝐻(𝑥1
𝑖 + 𝑑𝑖 , 𝜆1)‖ < (1 − 𝛼𝑑𝑖)‖𝐻(𝑥1
𝑖 , 𝜆1)‖ (2.14) 
The parameter 𝛼 ∈ [0,1] is a small number intended to make (2.14) as easy as possible 
satisfied to get the new step: 
 𝑥1
𝑖+1 = 𝑥1
𝑖 +  𝑑𝑖 (2.15) 
Notes:  1- The stop iteration of the correction process in analog circuits is the same used in the 
SPICE simulator [4]. 
 2- A good initial approximation 𝑥0 is essential.  This will be discussed below. 
Improving the continuation parameter requires either a good predictor value or a good tangent 
value that has a relationship with the performance step 𝛥𝜆. If there is a problem in the 
convergence in the correction process, a half of the previous step (𝛥𝜆/2) should be used to 
find a new prediction. An algorithm proposed in [55] to solve the homotopy equation is given 
below: 
Algorithm II.1:    Algorithm of predictor and corrector (Alg. 01): 
6. Choose 𝛥𝜆 and 𝑥0 
7. Start with λ= 0 and solve H(x,λ) = 0 
8. Step 𝜆forward:𝜆 = 𝜆 + 𝛥𝜆. 
9. Calculate the predictor:𝑥1
0 = 𝑥0 + 𝛥𝜆?̇?0 





𝑖 , 𝜆1) 
 Use the Line Search Method for optimization. 
11. If there is no convergence, a half step of 𝛥𝜆,  (𝛥𝜆=𝛥𝜆/2),  go to stage 3. 
12. Choose a good step 𝛥𝜆 
13. 𝑥0 = 𝑥1 




14. If 𝜆 < 1, go to stage 3. 
15. Return the final solution. 
 
II.5. New method to control the step size 
In Alg. (01) proposed in [55], the prediction-correction of the homotopy method uses half-
step control strategy. More specifically, the step length is increased by the user if it converges 
rapidly. If not, it will be decreased by a half-step. Other methods such as Asymptotic 
Expansion and Den Heijer& Reinbolt step length adaptationare are discussed for Newton-
Gauss iterations in [53]. Unfortunately, although a half-step is used, the convergence remains 
a problem. To overcome this problem, a new method of choosing a new step size   based 
on an adaptive step length is proposed. The subject of step length adaptation is to eliminate 
the problem of the slow convergence or even the divergence in the correction process. This 
method is mainly based on the performance of the Newton iterations. A simple scheme may 
be that we increase the step length where a few Newton iterations are needed to compute the 
last point; conversely, we decrease the step length when the previous point needs many 
Newton iterations.  
To choose the best adaptive step length, we must know the relationship between the step 
length and the convergence problem in Alg. (01). To do that, we choose the value of  
which can give the convergence in the process of correction (i.e., the NR iteration ‖𝑥𝑖‖ >
𝜀𝑥or‖𝐻(𝑥𝑖, 1)‖ > 𝜀𝐻 , where,𝜀𝑥 and 𝜀𝐻are the errors of the stop iteration in NR method [1]), 
as result of the correction process we get this relation: 
 1 ≥ 1/ (1 +
‖𝐻‖
𝜀𝐻
) > 0 (2.16) 
This value 1/ (1 +
‖𝐻‖
𝜀𝐻
)is close to 0when we have divergence and takes the value 1 in the 
case of the convergence. For that, the adaptive step length must be directly proportional to 
0 and inversely proportional to 1 +
‖𝐻‖
𝜀𝐻
.  It can be given by the following equation: 




1. Where, G is a gain in the interval 1 < 𝐺 < 1/𝜀𝐻. By using the eq. (2.17) we can 
automatically increase or decrease the step length if there is convergence or 
divergence, respectively. However, there is another problem, when we have slowly 




convergence; the eq. (2.17) will not increase the step length (1 + 𝐺‖𝐻‖ ≈ 1). In order 
to correct this, we must use an n-step length. The eq. (2.17) can be then improved to: 
 1 = (
𝑛
1+𝐺‖𝐻‖
)0         𝑓𝑜𝑟   𝑛 > 1 (2.18) 
The new proposed algorithm for this new adaptive step is: 
Algorithm II.2:    Algorithm of update of predictor and corrector (Alg. 02): 
1. Chose 0 ,n, G and xo 
2. Start with λ= 0 , 1 = 0and solve H(x,λ) = 0 
3. Step λ forward =+1. 
4. Calculate the predictor  by Euler method:  
𝑥1 = 𝑥0 + 1?̇?0 




𝑖 + 𝑑𝑖 
6. If there is Convergence by NR: x0=x1. 




8. If λ <1, go to step 3. 
9. Return the final solution. 
 
The difference between Alg.01 and Alg.02 in the new step-length adaptation is seen on the 
circuits modeling using the homotopy method in the simulation section. 
II.6. Modeling of analog elements using the continuous parameter 
In this section, we will look at how to change the structure of an analog element by 
embedding the homotopy parameter to acquire good acceleration in the operating point with 
use the continuation solver (Alg.01,  Alg.02).The continuation solver starts from a linear 
element (𝜆 = 0), and then reverts to the original problem (𝜆 = 1). To do so, we need to create 
a global homotopy equation of analog circuit. It consists of three steps: 
1. Convert any element in the circuit to its equivalent in either a dependent voltage 
sources or a dependent current source in the circuit. . 
2. Create the global equation of the circuit that it has a current source presented by the 
KCL (Kirchhoff’s Current Law) method and a voltage source presented by the MNA 
(Modified Nodal Analysis) method. 




3. Transform the global equation to the homotopy equation.  
II.6.1. Convert any element in the circuit to its equivalent  
In this step, any element should be converted to its equivalent of voltage source or current 
source in the circuit in which their values depend on the voltage in the nodes of the element or 
the current across the voltage sources. 
 Example 1: 
A resistor can be represented by a current source I (Fig. II.5-a), that is dependent on the 
voltage between the node v1 and v2 and expressed by: 




Where, R is the resistance value.  
The resistor can also be represented by a voltage source V (Fig. II.3-b), dependent on the 
voltage between the nodes v1 and v2 and the current i across the source V, it is expressed by: 
 𝑉(𝑖) = 𝑅𝑖 (2.20) 
 
Fig. II.5. The equivalent of resisstor: (a) dependent current source. (b) dependent voltage 
source. 
 
 Example 2: 
The diode can be represented by its equivalent nonlinear current source I, dependent on the 
voltage in the nodes v1 and v2 Fig. II.6. It is given by: 
 𝐼(𝑣1, 𝑣2) = 𝐼𝑠𝑠 (𝑒𝑥𝑝 (
𝑣1−𝑣2
𝑉𝑡
) − 1) (2.21) 
 
Fig. II.6. The equivalent of diode by dependent voltage source. 




 Example 3: 
In this example, we deal with the BJT, which is represented by The Ebers-Moll model [4], 
shown in Fig. II 7-a. For current IR and IF, we have: 
 𝐼𝑅 = 𝐼𝑠𝑒 (𝑒𝑥𝑝 (
𝑉𝑏𝑒
𝑉𝑡𝑒
) − 1) (2.22) 
 𝐼𝐹 = 𝐼𝑠𝑐 (𝑒𝑥𝑝 (
𝑉𝑏𝑐
𝑉𝑡𝑐
) − 1) (2.23) 
The equivalent of the transistor can be represented by two current sources (Fig. II.5-b), 
namely Ic and Ie and is dependent on the voltage in the three nodes vc,vb and ve: 
 𝐼𝑐(𝑣𝑐, 𝑣𝑏 , 𝑣𝑒) = 𝐼𝑠𝑐 (𝑒𝑥𝑝 (
𝑣𝑏−𝑣𝑐
𝑉𝑡𝑐
) − 1) − 𝛼𝑅𝐼𝑠𝑒 (𝑒𝑥𝑝 (
𝑣𝑏−𝑣𝑒
𝑉𝑡𝑒
) − 1) (2.24) 
 𝐼𝑒(𝑣𝑐, 𝑣𝑏 , 𝑣𝑒) = −𝛼𝐹𝐼𝑠𝑐 (𝑒𝑥𝑝 (
𝑣𝑏−𝑣𝑐
𝑉𝑡𝑐
) − 1) − 𝐼𝑠𝑒 (𝑒𝑥𝑝 (
𝑣𝑏−𝑣𝑒
𝑉𝑡𝑒
) − 1) (2.25) 
    
 (a)                                                          (b) 
Fig. II.7. (a) The Ebers-Moll model for an npn BJT.  (b)The equivalent of BJT by dependent 
current source. 
 
 Example 4: 
The capacitor and the inductance are elements of storage of energy, and they are dependent on 
time.  The capacitor is equivalent to a current source I, which is dependent on the voltage in 
the nodes v1 and v2 (Eq. 24 and Fig. II.8-a). The inductance is represented by a source voltage 
dependent on the current across the source (Eq. 25 and Fig. II.8-b). 













(a)                                                          (b) 
Fig. II.8. (a)  The equivalent of capacitor by dependent current source.   (b) The equivalent of 
inductance by dependent voltage source. 
 Example 5: 
The equivalent of the transistor MOSFET (N-Channel), can be represented by current sources 
Id  (Fig. II.9) and is dependent on the voltage in the three nodes vg,vs and vd: 


















(𝑣𝑔 − 𝑣𝑠 − 𝑉𝑇)
2
(1 +   𝐿𝑎𝑚𝑏𝑑𝑎  (𝑣𝑑 − 𝑣𝑠))                                            𝑣𝑑 ≥ 𝑣𝑔 − 𝑉𝑇
  (2.28) 
 
Fig. II.9. The equivalent of NMOS  by dependent current source. 
 
II.6.2. Create the global equation of the circuit  
The subject of converting the circuit elements to their dependent sources is to simplify the 
generation of the global equation of the circuit by application two laws: the KCL law  for the 
dependent current source and MNA law for the dependent voltage source [4]. The result is the 
global equation of the circuit described by the following formula: 
 𝐹(𝑣, 𝑖) = [𝑃𝑖 𝑃𝑣] [
𝑖
𝑣




Where,       
 𝐼(𝑣, 𝑖): The dependent current source. 
 𝑉(𝑣, 𝑖): The dependent voltage source. 




 𝑣: The voltage in the node. 
 𝑖: The current across the voltage source. 
 𝑃𝑖: Position and direction of i in the circuit by 0 and ±1. 
 𝑃𝑣: Position and direction of v in the circuit by 0 and ±1. 
 𝑃𝐼: Position and direction of I in the circuit by 0 and ±1. 
 𝑃𝑉: Position and direction of V in the circuit by 0 and ±1. 
 (𝑣, 𝑖) = (𝑣1, 𝑣2, … . 𝑣𝑛, 𝑖1, 𝑖2, … , 𝑖𝑚). 
Note:  F is the global function where,𝐹:ℝ𝑛+𝑚 ⟶ℝ𝑛+𝑚, n represent the number of nodes in 
the circuit and m the number of voltage sources in the circuit. 
Example of circuit: 
In the circuit illustrated in Fig. II.10-a, by replacing the equivalent of BJTs by their dependent 
current sources and the resistor by the dependent voltage source, the equivalent circuit shown 
in Fig. II.10-b is obtained, the equation system of this circuit uses the KCL and MNA laws in 
the three nodes. 
 
(a)                                                                    (b) 
Fig. II.10. Example of a circuit: a) Simple osillator circuit with BJTs, b) The equivalent of the 
circuit using dependent source 
The expression of the equivalent circuit can be obtained applying the KCL law in the three 
nodes and the MNA laws which is given by: 






𝑓1: 𝑖1 +  𝐼𝑐1(𝑣) −  𝐼𝑐2(𝑣) −  𝐼𝑒2(𝑣)
𝑓2: 𝑖2 +  𝐼𝑐2(𝑣) −  𝐼𝑐1(𝑣) −  𝐼𝑒1(𝑣)
𝑓3: 𝑖1 +  𝑖2 − 𝐼(𝑣)                              
𝑓4: 𝑣1 − 𝑣3 + 𝑉𝑅1(𝑖)                        
𝑓5: 𝑣2 − 𝑣3 + 𝑉𝑅2(𝑖)                      
 (2.30) 




Where,(𝑣, 𝑖) = (𝑣1, 𝑣2, 𝑣3, 𝑖1, 𝑖2), because the number of nodes in the circuit of Fig. II.10-b is 
three, and i1 and i2 are across the two dependent voltage sources VR1 and VR2 respectively. So 
that equation (2.30) can be written as: 
 𝐹(𝑣1, 𝑣2, 𝑣3, 𝑖1, 𝑖2) = (𝑓1, 𝑓2, 𝑓3, 𝑓4, 𝑓5) (2.31) 
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II.6.3. Transform the global equation to the homotopy equation 
Constructing the global equation Eq. (2.27) simplifies the construction of the homotopy 
equation which has the general form of Eq. (2.3), thus we obtain the global homotopy 
equation given by the following formula: 
 𝐻( 𝑣, 𝑖, 𝜆)  =  𝐹(𝑣, 𝑖)  +  (1 − 𝜆) 𝐹(𝑣0, 𝑖0) (2.33) 
To obtain the same step source used in SPICE, we have to add (𝑣0, 𝑖0) = (0,0), the final 
result is: 
 𝐻(𝑣, 𝑖, 𝜆) = [𝑃𝑖 𝑃𝑣] [
𝑖
𝑣
] + [𝑃𝐼 𝑃𝑉] ([
𝐼(𝑣, 𝑖)
𝑉(𝑣, 𝑖)












Eq. (2.35) eliminates the problem of convergence of the circuit applying the method of 
continuous solver. 
Finally, we can compare between Alg.01 and Alg.02 for the acceleration of the solving in 
the circuit represented by Eq. (2.34), which will be detailed in the next section. 
 




II.7. Simulation results 
Simulation results were done using a type of new software created by the author called 
PyAMS (Python Language for Analog and Mixed Signal). The software is written in Python 
language version 2.7, and the graphical user interface is programmed with Delphi XE6. The 
software simplifies the modeling of the elements using their dependent sources and solves the 
homotopy equation of the circuit using Alg2. It can be applied to analyze the circuits. The 
user interface is illustrated in chapter IV . 
To demonstrate the effectiveness of the proposed method: 
Comparison of the proposed algorithm and other methods. Five types of practical circuits 
widely used in analog LSI’s are considered in this comparison. These circuits consist of  
Ebers-Moll BJT and have a convergence issues in the SPICE software, but are frequently used 
as a test circuits [25][54][55]: 
 The hybrid voltage reference circuit (HVRef).  
 Six-stage limiting amplifier (6sLA).  
 Operational amplifier (μA741). 
 Wideband amplifier (RCA3040). 
 Basic two-stage operational amplifier (2sOA).  
The equations of these circuits are realized by the global homotopy equation Eq. (2.34).   
 
Fig. II.11. The HVRef circuit: left) the schematic diagram of the circuit, right) the comparison 
between Alg. 01 and Alg. 02 





Fig. II.12. The 6sLA circuit: left) the schematic diagram of the circuit, right) the comparison 
between Alg. 01 and Alg. 02 
 
Fig. II.13. The μA741 circuit: left) the schematic diagram of the circuit, right) the comparison 
between Alg. 01 and Alg. 02 
 
Fig. II.14. The RCA3040 circuit: left) the circuit, right) the comparison between Alg. 01 and 
Alg.02 
Fig. II.11- II.14 compare the proposed algorithm Alg. 02, and the Alg. 01 proposed in [22]. 




The figure on the left gives the schematic diagram of the circuit realized in PyAMS while the 
figure on the right compares both Alg. 02 is represented with a black line and Alg. 01 with the 
red line. We can count the number of steps λ in the right figure using the points on the lines, 
and it can be observed that the number of iterations used in Alg. 02 is lower than the number 
used in Alg. 01; therefore, Alg. 02, the proposed algorithm, is faster than Alg. (01). 
It can also be noted that the curves in the figure on the right can be obtained using any 
point in the circuit. In the first circuit (Figure II.11), we used the voltage between the 
terminals of resistor R5. In second circuit of Figure II.12, we used the emitter current of 
transistor Q7. In the circuit shown in Figure II.13, the voltage between the terminals of 
resistor R4 is used. Finally, in the fourth circuit of Figure II.14, the emitter current of 
transistor Q2 is used.  
The comparison of the computational efficiency is summarized in the Table II.1. The Table 
gives a comparison between the proposed method (Alg. 02) and two other methods; the first 
method is the VGNH (Variable Gain Newton Homotopy) (2.4) implemented in the SPICE 
software [22] while the second is the method (Alg. 01) proposed in [50].The parameters used 
in Alg. 2 are: G=106, n=1.6 and 0 = 0.08. 
Table. II.1 Comparison of computational efficiency  
Circuit 
Number of steps  𝝀  in: 
VGNH Alg.01 Alg.02 
HVRef 21 15 07 
6sLA 20 26 12 
µA741 28 16 07 
RCA3040 21 15 08 
2sOA 20 15 05 
Average 22 17.4 7.8 
 
Note that for the fifth circuit 2sOA in the Table II.1, the textual description of the circuit 
was used rather than the schematic diagram. 
We can see in the table that the proposed algorithm Alg. 02 is faster than the two methods; the 
method used in SPICE and the one used in [19][20]. From the average line, the proposed 
algorithm Alg. 02 is about three times faster than the VGNH method of SPICE. 
 
 





A method to accelerate the solving of nonlinear equations has been presented. The 
proposed method is based on four steps. The first step is the use of the homotopy method to 
get a continuous function. The second step is applying the continuation parameter solver with 
a modification in the predictor (initial approximation) by using Euler method. The third step is 
predicted approximate solution is corrected by applying the corrector. The last step is the 
control of the new step size to accelerate the solution search. In order to demonstrate the 
effectiveness of the proposed method, new software called PyAMS (Python Language for 
Analog and Mixed Signal) based on the proposed method (Chap. IV). A comparison was done 
between the proposed method and two other methods, and many types of integrated circuits 
were used in the process. Circuit analysis of many universal circuits was carried out to verify 
the correct functioning of the circuit based on the proposed method. Simulation results 
showed the effectiveness of the proposed method. It is approximatly three times faster than 
the VGNH method implemented in the SPICE software.  
  










In the last years use of the continuation method has attracted a big attention for its 
effectiveness to solve nonlinear circuits. 
Continues method based by predictor corrector methods, in corrector it used Newton order 
two. We present in this chapter a new acceleration of solving system nonlinear equation, is a 
Third-Order family of Newton with cubic convergence, which includes; to find operate point 
by application in process of correction in continues method and analyses analog circuit with 
the aid of PyAMS software (Python for analog and mixed signal Ch. IV). A general errors 
analysis of convergence in analog circuits is given, and numerical illustrations are given to 
compare the proposed methods with some other methods: Globally convergent algorithm of 
NR, Third-order and Newton-Krylov. 
III.2. Globally convergent algorithm of NR 
The NR (1.2) is a second-order method [4-5], you can presented in the form: 
 𝑥𝑘+1 = 𝑥𝑘 + 𝑑𝑘 (3.1)  
Where k is the iteration index, 𝑥𝑘 the current approximate solution and 𝑑𝑘 is direction of 
NR:  




Globally convergent algorithm of NR is based by line search method [4]. The line search is 
used to find good direction of solving by minimization of direction 𝑑𝑘 from interval [𝑑𝑘 , 𝑑𝑘/
2j]  for some j ≥ 0. The algorithm of NR with line search direction to solve the system 




nonlinear equation is given below. 
Algorithm III.1: Algorithm NR (update 1) 
1. Choose 𝑥0 initial approximation and 𝜀𝐹 error of convergence. 
2. Start with k= 0  
3. Search direction 𝑑𝑘 = −𝐹(𝑥𝑘)/𝐽(𝑥𝑘) 
4. Calculate trial point   𝑥𝑘+1: 
 𝑥𝑘+1 = 𝑥𝑘 + 𝑑𝑘 
  If  ‖F(𝑥𝑘+1)‖ <  ‖F(𝑥𝑘)‖  then 
𝑥𝑘 = 𝑥𝑘+1  or    𝑘 = 𝑘 + 1 (accept the step)  
else  𝑑𝑘 = 𝑑𝑘/2 goto 4 (reject the step)  
5. If there is no convergence (‖𝐹(x𝑘)‖ > 𝜀𝐹) go to stage 3. 
6. Return the final solution. 
The algorithm is to compute a search direction 𝑑𝑘 which for us will be the Newton 
direction and then test steps of the form λ 𝑑𝑘, with λ = 2
−𝑗 for some j ≥ 0. Until 
F(𝑥𝑘 + λ 𝑑𝑘) satisfies: 
 ‖F(𝑥𝑘 + λ 𝑑𝑘)‖ < (1 − αλ)‖F(𝑥𝑘)‖ (3.3) 
The condition in (3.3) is called sufficient decrease of ‖F‖. The parameter 
𝛼 ∈ (0,1) is a small number and used to make (3.3) as possible to satisfy. We follow the 
recent optimization literature and set α = 10−4 [4]. Once sufficient decrease has been 
obtained we accept the step λ 𝑑𝑘. This strategy, from [4] is called the Armijo rule. The 
algorithm of NR with line search direction by Armijo rule to solve the system nonlinear 
equation is given below. 
 
 Algorithm III.2: Algorithm NR (update 2) 
1. Choose 𝑥0 initial approximation and 𝜀𝐹 error of convergence. 
2. Start with k= 0 and α = 10−4 
3.  λ = 1 
4. Search direction 𝑑𝑘 = −𝐹(𝑥𝑘)/𝐽(𝑥𝑘) 
5. Calculate trial point   𝑥𝑘+1: 
 𝑥𝑘+1 = 𝑥𝑘 + λ 𝑑𝑘 
 if ‖F(𝑥𝑘+1)‖ < (1 − αλ)‖F(𝑥𝑘)‖tℎen   




𝑥𝑘 = 𝑥𝑘+1  𝑜𝑟    𝑘 = 𝑘 + 1 (accept the step)  
else  λ = λ/2 goto 5 (reject the step)  
6. If there is no convergence (‖𝐹(x𝑘)‖ > 𝜀𝐹) go to stage 3. 
7. Return the final solution. 
  
III.3. New iterative method and convergence analysis 
The third Newton order is used in solving of system nonlinear equation and redacts it in 
many forms [61-77] based on M. Darvishi and A. Barati method or MA method [61] which is 
given by this equation: 
 {
𝑦𝑘 = 𝑥𝑘 −
𝐹(𝑥𝑘)
𝐽(𝑥𝑘)







Each iteration in MA needs two evaluations of the vector functions and one evaluation of 
the Jacobian matrix while the order is three. Through the MA we can reduce the 
computational cost of Jacobian matrix, in some cases; the sequences produced by the MA 
converge rapidly than of NR. 
This paper suggests a new global formula constructed from (3.4) which improves and 
accelerate the solving of nonlinear systems of equations and application in analog circuit. 
III.3.1. New family based by MA 
We obtain a new family of modified Newton method by observing formula (3.4), you can 
generate global formula: 
 {
𝑦𝑘 = 𝑥𝑘 −𝑚
𝐹(𝑥𝑘)
𝐽(𝑥𝑘)
          𝑚 ≠ 0
𝑥𝑘+1 = 𝑥𝑘 − 𝐴






Where A and B are two parameters to be determined such that the iterative method defined 
by (3.6) and (3.7) have a three order convergence. In the following, sufficient conditions of 
these parameters have presented by (3.6) and (3.7). 
Theorem. Let 𝑥∗ ∈ 𝐷 be a simple zero of a function 𝐹:𝐷 ⊂ ℝ𝑛 → ℝ𝑛 for an open interval D. 
Assume that F has derivatives up to third order in D and 𝑥0 is sufficiently close to 𝑥
∗. Then 




(𝑚 − 1) + 1 (3.6) 









Where  𝑚 ≠ 0. 
Proof. If 𝑥∗ ∈ 𝐷 be the root and 𝑒𝑘 be the error at k
th iteration, then 𝑒𝑘 = 𝑥𝑘 − 𝑥
∗. Using 
Taylor’s expansion, we have: 
 𝐹(𝑥𝑘) = 𝐹





 𝐹′(𝑥𝑘) = 𝐹







 ,                 𝑛 = 2,3… (3.10) 
Using (3.8), (3.9) and apply them in yk (3.5), we have: 
 𝑦𝑘 = 𝑥
∗ + (1 −𝑚)𝑒𝑘 +𝑚𝐿2𝑒𝑘




Now again by Taylor’s series, we have:- 
 𝐹(𝑦) = 𝐹′(𝑥∗)[(1 − 𝑚)𝑒𝑘 + (𝑚
2 −𝑚 + 1)𝐿2𝑒𝑘
2 − (2𝑚2𝐿2




  (3.12) 
Finally, using (3.8), (3.9),(3.12) and (3.5), we get: 




 𝑉1 = −𝐴 − 𝐵(1 −𝑚) (3.14) 
And 
 𝑉2 = 𝐵(−𝑚
2 −𝑚 + 1) + 𝐴 (3.15) 
To make Eq. (3.13) third order convergence formula it is sufficient to choose 𝐾1  = −1 and 
𝐾2 = 0, therefore, 














 𝑒𝑘+1 = 𝑂(𝑒𝑘
3) (3.18) 
Finally, the order of 𝑒𝑘 is: 
 𝑒𝑘+1 = (2𝐿2
2 + (𝑚 − 1)𝐿3)𝑒𝑘
3 + 𝑂(𝑒𝑘
4) (3.19) 
The proof is complete. 
III.3.2. New family based by MW and MA 






 𝑦𝑘 = 𝑥𝑘 −
𝐹(𝑥𝑘)
𝐽(𝑥𝑘)
                              






                   









   (3.20) 
They proved that it also converges cubically.  
New global formula constructed from (3.20) and (3.5) which improve and accelerate the 






 𝑦𝑘 = 𝑥𝑘 −𝑚
𝐹(𝑥𝑘)
𝐽(𝑥𝑘)
    𝑚 ≠ 0                                   






                                  









             
  (3.21) 
Where A, B and C are three parameters to be determined such that the iterative method 
defined by (3.21) have a three order convergence. In the following, sufficient conditions of 
these parameters have presented by (3.22). 
Theorem.  Let 𝑥∗ ∈ 𝐷 be a simple zero of a function 𝐹:𝐷 ⊂ ℝ𝑛 → ℝ𝑛 for an open interval 
D. Assume that F has derivatives up to third order in D and 𝑥0 is sufficiently close to 𝑥
∗. Then 
the iterative (3.21) is cubically convergent to 𝑥∗ if and only if the parameters satisfy. 












(𝑚 − 1) + 1
𝐶 ∈ ℝ − {1}              
 (3.22) 
Where  𝑚 ≠ 0. 
Proof. If 𝑥∗ ∈ 𝐷 be the root and 𝑒𝑘 be the error at k
th iteration, then 𝑒𝑘 = 𝑥𝑘 − 𝑥
∗. We have: 







Using (3.8), (3.9),(3.12) and (3.23), we have: 
   𝑧𝑘 = 𝑥
∗ + (2𝐿2
2 + (𝑚 − 1)𝐿3)𝑒𝑘
3 + 𝑂(𝑒𝑘
4) (3.24) 
Now again by Taylor’s series, we have: 
 𝐹(𝑧) = 𝐹′(𝑥∗)[(2𝐿2














And you can simplify to: 




Using (3.24), (3.25), (3.26) and (3.27), we have: 
 𝑥𝑘+1 = 𝑥
∗ + (2𝐿2
2 + (𝑚 − 1)𝐿3) − 𝐶(2𝐿2
2 + (𝑚 − 1)𝐿3)𝑒𝑘
3 + 𝑂(𝑒𝑘
4) (3.28) 
Finally, the order of 𝑒𝑘 is three for ∈ ℝ − {1} : 
 𝑒𝑘+1 = (2𝐿2
2 + (𝑚 − 1)𝐿3)𝑒𝑘
3 − 𝐶(2 𝐿2
2 + (𝑚 − 1)𝐿3)𝑒𝑘
3 + 𝑂(𝑒𝑘
4) (3.29) 
The proof is complete. 
Remark: 
1. For m=1 and C=0 in (3.21) we obtain the MA formula [61]. 
2. For m=1 and C=1 in (3.21) we obtain the MW formula [63]. 
3. For C=0 we obtain the global formula (3.5). 
4. For best results of NM (3.21) we use m=0.5 or m=0.75 or m=0.9 for C=1.75. 
 
 




III.4. Globally convergent algorithm of NM 
The algorithm of NM or MA or MW with line search direction 𝑑𝑘to solve the system 
nonlinear equation is given below: 
 
Algorithm III.3: Algorithm of NM 
1. Choose 𝑥0 initial approximation, 𝜀𝐹 error of convergence and parameters C and  m. 








(𝑚 − 1) + 1
             
 
3. Start with k= 0  





















7. Calculate trial point   𝑥𝑘+1: 
 𝑥𝑘+1 = 𝑥𝑘 + 𝑑𝑘 
 if ‖F(𝑥𝑘+1)‖ <  ‖F(𝑥𝑘)‖ then   
𝑥𝑘 = 𝑥𝑘+1  or    k = k + 1 (Accept the step)  
else  𝑑𝑘 = 𝑑𝑘/2 goto 4 (Reject the step)  
8. If there is no convergence (‖𝐹(x𝑘)‖ > 𝜀𝐹) go to stage 4. 
9. Return the final solution. 
III.5. Application 
In this section, simulation results shows the difference between NR (3.1), MA (3.4), MW 
(3.20) and new method NM (3.21), for acceleration of solving systems of equations for analog 
circuits by calculating error of convergence dependent by number of iteration. Also, The 
effectiveness of NM in analyzing circuit.  
The software is used for calculating errors of convergence and analyzing circuit by proposing 
method which is PyAMS software (Python for Analog and Mixed Signal Chap. IV). PyAMS 
is created by the editor to simplify: modeling analog and mixed element, design circuit and 
analyzing circuit.  
PyAMS is programmed by Python 2.7 and Interface graphic by Delphi XE8. 
The simulation result is composed in two parts: the first part error of convergence and 
second part comparison NM with Newton-Krylov [4]. 




III.5.1. Error of convergence 
In this section, simulation results show the difference between NR, MA, MW and new 
method NM (with m=0.5, m=0.75 and m=0.9 for C=1.75) by calculated the error of 
convergence into six types of practical circuits widely used in analog LSI’s: 
 Operational amplifier (μA741). 
 Wideband amplifier (RCA3040). 
 The hybrid voltage reference circuit (HVRef).  
 Schmitt trigger circuit. 
 Operational transconductance amplifier  (OTA). 
 Six-stage limiting amplifier (6sLA).  
The comparison of computational efficiency is presented by convergence or a-norm of 
error by number of iteration (𝑘 → ‖𝐹(𝑣𝑘, 𝑖𝑘)‖ for k is index of iteration):  
 The circuit of µA741 is given in Fig. III.1.a, while the comparison is shown in  Fig. III.1.b.  
 The circuit of RCA3040 is given in Fig. III.2.a, while the comparison is shown in Fig. 
III.2.b.  
 The circuit of HVRef is given in Fig. III.3.a, while the comparison is shown in Fig. III.3.b. 
 The circuit of Schmitt trigger is given in Fig.III.4.a, while the comparison is shown in Fig. 
III.4.b. 
 The circuit of OTA is given in Fig. III.5.a, while the comparison is shown in Fig.III.5.b. 
 The circuit of 6sLA given in Fig. III.6.a, while the comparison is shown in Fig. III.6.b. 
For initial approximation it using continues method (chap. II) and error of stop of 
convergence is 10-14. For the point in the curves of simulation it position of iteration. 
                       
(a)                                                                                              (b) 
Fig. III.1.  Operational amplifier μA741: (a) The circuit (b) Convergence the circuit when 
applying NR ,MA, MW and NM. 




         
(a)                                                                                         (b) 
Fig. III.2.  Wideband Amplifier (RCA3040) : (a) the circuit (b) Convergence the circuit when 
applying NR ,MA, MW and NM. 
                                  
(a)                                                                                              (b) 
Fig. III.3.  The hybrid voltage reference circuit (HVRef): (a) The circuit (b) Convergence the 
circuit when applying NR ,MA, MW and NM. 
                   
(a)                                                                                     (b) 
Fig. III.4.  Schmitt trigger circuit: (a) the circuit (b) convergence the circuit when applying 
NR ,MA, MW and NM. 




      
(a)                                                                                                                  (b) 
Fig. III.5.  Operational transconductance amplifier  (OTA) with outstage : (a) the circuit (b) 
convergence the circuit when applying NR ,MA, MW and NM. 
        
(a)        
                                                                                                            
 
 (b) 
Fig. III.6.  Six-stage limiting amplifier (6sLA): (a) the circuit (b) convergence the circuit 
when applying NR ,MA, MW and NM. 




Simulation results (Fig. III.1, Fig. III.2, Fig. III.3, Fig. III.4, Fig. III.5 and Fig. III.6) show 
that the use of NM (with m=0.5, m=0.75 and m=0.9 for C=1.75) for solving system of 
equation of circuit, it have number of iteration minimum with good convergence then of NR, 
MA and MW. The result for m=0.75 it performance then of m=0.5 and m=0.9 you can set in 
Fig. III.4.b, Fig. III.3.b, Fig. III.7.b and Fig. III.6.b.  
The NR in simulation it ameliorated by line search direction or Armijo rule [4] to hove good 
direction of solving, for MA, MW and NW without line search algorithm. 
III.5.2. Comparison NM with Newton-Krylov 
 Krylov Subspace is iterative methods for sparse linear systems [4] or for solving very 
large system of linear equation [78-112]. The best known Krylov subspace methods are 
the Arnoldi,  Lanczos,  Conjugate gradient ,  IDR(s) (Induced dimension reduction),  
GMRES (generalized minimum residual),  BiCGSTAB (Biconjugate Gradient Stabilized),  
QMR (quasi minimal residual), TFQMR (transpose-free QMR) and MINRES (Minimal 
Residual) methods [4][93][94]. 
In System of equation nonlinear Krylov Space is method to use to approximate the 
Jacobian matrix by function implements (3.30) a Newton-Krylov solver. The basic idea is to 
compute the inverse of the Jacobian with an iterative Krylov method. These methods require 





  (3.30) 
 
Due to the use of iterative matrix inverses, these methods can deal with large nonlinear 
problems. The perfrmance method or the bast method for solving in Krylov subspace is 
Newton-GMRES (NG) [4]. NG it applicated in SPICE by Sandia National Laboratories [72-
77]to create new software for analyzing large circuit by name Xyce « Parallel Electronic 
Simulator », Xyce is designed to run on large-scale parallel computing platforms, though it 
also executes efficiently on a variety of architectures, including single processor workstations. 
As a mature platform for large-scale parallel circuit simulation, Xyce supports standard 
capabilities available from commercial simulators, in addition to a variety of devices and 
models specific to Sandia's needs [79-85]. 
 








    
   (a)                                                              (b) 
    
(c)                                                                 (d) 
 
(e)                                                                  (f) 
Fig. III.7.  Error of convergence the circuits when applying NM (m=0.9)and NG. 




The NM method for (c=1.75 and m=0.9) it performance of NG you can set the comparison 
batwing NM and NG is presented by convergence or a-norm of error by number of iteration 
(𝑘 → ‖𝐹(𝑣𝑘, 𝑖𝑘)‖ for k is index of iteration): 
 The circuit of µA741 is given in Fig. III.1.a, while the comparison is shown in Fig. III.7.a.  
 The circuit of RCA3040 is given in Fig. III.2.a, while the comparison is shown in Fig. 
III.7.b.  
 The circuit of HVRef is given in Fig. III.3.a, while the comparison is shown in Fig. III.7.c. 
 The circuit of Schmitt trigger is given in Fig.3.4.a, while the comparison is shown in Fig. 
3.7.d. 
 The circuit of OTA is given in Fig. III.5.a, while the comparison is shown in Fig. III.7.e. 




 We obtained a new and global modification of Newton’s method presented in (3.21) for 
solving system nonlinear equations for analog circuit with parameter (m) and parameter (C), 
and then the convergence orders of the iterative methods are always three. We can obtain 
efficient iterative methods different from any known schemes by chosen excellent parameter 
(m=0.5 or m=0.75 or m=0.9 for C=1.75) which is better performance than MW. In addition, 
MA performance is better than NR which is used in simulator SPICE. This method applied in 
circuits which have nonlinear elements (BJT, MOSFET, Diode…etc) to accelerate the solving 
and analyzing the circuits. All what was described previously was demonstrated and applied 














New Software for Modeling and Analysis of Analog 
Circuits Based on the Continuous Method 
 
IV.1. Introduction 
In this chapter, new software called Python for Analog and Mixed Signals (PyAMS) for 
creating analog elements and constructing circuits with analysis based on Python language. 
The objective is simplifying the modeling and the programming of analog elements and 
constructing circuits with analysis. The software depends on converting the analog elements 
(e.g. active elements as Diodes, BJTs, MOSFET, logical Gates… or passive elements as 
Resistors, Capacitors, Inductance…) to dependent sources which will be applied in the circuit, 
then; the circuit will be converted to the general equation which should be solved to be 
applied in the circuit analysis. The method of solve for analysis is based by continues method 
with Newton order three. 
IV.2. What difference between SPICE and PyAMS 
In the last years, a lot of software were created for analysis of analog circuits, all this 
software is based on the SPICE method (Simulation Program with Integrated Circuit 
Emphasis) [1][2], for example PSpice, LTSpice, Multisim, Tina…etc, and all these software 
are based on the original Spice3f5 created by the California University, Berkeley. The 
structure of the circuit with analysis in the simulator SPICE is written by the Netlist form (its 
textual description of the names of the analog elements with the position of attachment in the 
circuit and the analysis commands). The types of analysis used by SPICE to verify the correct 
circuit function are [2]: 
 AC analysis ( small-signal or frequency domain analysis) 





 DC analysis (a sequence of nonlinear operating points calculated while sweeping an 
input voltage or current, or a circuit parameter) 
 TR analysis (Transient analysis: time-domain large-signal solution) 
The system of equations applied for analysis that SPICE adopted is written by the MNA 
(Modified Nodal Analysis) method.  The objective of the MNA method is simplifying the 
structure of passive elements, current and voltage sources and active elements in a matrix 
equation which can be solved using linear methods as LU decomposition method [3]. The 
nonlinear elements are converted to linear elements using the Newton Raphson (NR) method.  
Although using the MNA method the convergence remains a problem, for that the SPICE 
adopts some techniques to avoid this problem as the Stepping Source method and the Gmin 
method [2]. VHDL-AMS and Varilog-AMS are languages used to modeling analog, digital 
and Mixed elements, in the last years are integrated with SPICE simulator to simply the 
building of new elements for application in circuits simulation [58][59][60]. 
Although the SPICE has a great utility, it has some drawbacks:  
(i) The elements models are unchangeable and the user can not add a new element 
model, but it modeling by standard models [1].  
(ii) The model who created by VHDL-AMS is not used directly in SPICE it compiling 
first for find errors of description then converting to Netlist form (example: 
Vhdl2Spice[58]) and finaly do SPICE analyzing, the same method for Verilog-
AMS [59]. Sametimes, the model in form nonlinear element it has a problem in 
convergance [60]. 
(iii) The convergence remains a problem in the solution of the matrix equation 
representing the circuit, especially in large complex circuits.  
(iv) The slowness of the circuit analysis due to the slowness on the equation solving [6]. 
This paper has the objective to overcome the mentioned drawbacks and brings some new 
features: 
1. Proposal of new software called Python for Analog and Mixed Signals (PyAMS) for 
creating analog elements and constructing circuits with analysis based on Python 
language. 
2. The user can create new models applicable directly in the circuits. 
3. The software uses the Continuous method based on the homotopy equation to 
accelerate the solution finding. 





4. The fastness in the circuit analysis. 
5. The simplicity in creating sub-models for any compound element. 
6. The choice in constructing circuits using either the textual mode (modeling language) 
or the graphical mode (CAD) description by schematic diagram. 
7. Description of elements based on dependent sources. 
The work is divided into two main parts: the first part is the theoretical background, which 
discusses how to convert an analog element to a dependent source and apply it in the circuit. 
The circuit will be converted to the general equation which should be solved to be applied in 
the circuit analysis. The second part is the programming of the theory part by creating new 
software for circuit analysis (circuit analysis in the one of the three modes DC, TR and AC). 
The software is based on solving the nonlinear circuit using our improved continuous method 
[54]. The method can be summarized as follows: 
 Converting the elements of the circuit to dependent sources to simplify the generation 
of the Global Equation (2.34) of the circuit. 
 Converting the Global Equation to the Homotopy Equation (the continuous equation). 
 Finding the effective starting point in the Homotopy Equation. 
 Using the Predictor Corrector to solve the Homotopy Equation. 
 
IV.3. Theoretical background 
This section puts the background to creating global system of equation of circuit based by 
dependent source and performance method for finding operating point and application in 
analyses, for that this part it composed in three parts: Converting analog element to dependent 
source. Generating global equation. A better method of solving to application in analyzing. 
IV.3.1. The structure of analog element in PyAMS 
Any analog element in PyAMS is presented as a voltage source V (Fig. IV.1.a) or current 
source I (Fig. IV.1.b) depending on the voltage in the nodes v and the current i across the 
voltage sources (Fig. IV.2) [55], where, v=𝑣1,𝑣2,…,𝑣𝑛 and i= 𝑖1,𝑖2,…,𝑖𝑚. V and I are 
functions of the variables v and I, there are divided by direction: 
 V: The output voltage signal. 
 I: The output current signal. 
 v: The input voltage signal. 





 i: The input current signal. 
 
                                                  
(a)                                                        (b) 
Fig. IV.1. Dependent sources: (a) voltage source, (b) current source. 
 
 
Fig. IV.2. Voltage v1, v2, v3 and v4  in the nodes and current i1, i2, i3 and i4 across of voltages 
source. 
 
IV.3.2. The equation of the circuit in PyAMS  
The aim of converting the circuit elements to their dependent sources is to simplify the 
generation of the global equation of the circuit by applying the two Kirchhoff's Laws:  
1. The Kirchhoff Current Law (KCL) law for current [1]: the assumed of dependent current 
source and current across of dependent voltage source in the node equal zero (see example of 
Fig. II.8) and presented by flowing formula: 
 ∑ 𝑑𝐼  𝐼𝑘(𝑣, 𝑖)𝑘 + ∑ 𝑑𝑖  𝑖𝑝𝑝 = 0 (4.1) 
For 𝑑𝐼  is sign (+1 or -1) of direction of dependent current I and 𝑑𝑖  is sign of direction of 
current across in the dependent voltage source. k and p is number of courant in node. 
2. The Kirchhoff Voltage Law (KVL) law for voltage [1]: dependent voltage source equal the 
difference of voltage between and presented by flowing formula: 
 𝑣𝑎 − 𝑣𝑏 − 𝑉(𝑣, 𝑖) = 0 (4.2) 
By eq. (4.1) and (4.2) you can generate equation global of circuit how presented by this 
formula:   





 𝐹(𝑣, 𝑖) = {
∑ 𝑑𝑖  𝑖𝑝 +𝑝 ∑ 𝑑𝐼  𝐼𝑘(𝑣, 𝑖)𝑘
𝑣𝑎 − 𝑣𝑏 − 𝑉(𝑣, 𝑖)
 (4.3) 
For  
 𝐹(𝑣, 𝑖) = 0 (4.4) 
Note:  (𝑣, 𝑖) = (𝑣1, 𝑣2, … . 𝑣𝑛, 𝑖1, 𝑖2, … , 𝑖𝑚). 
F is the global function where, 𝐹:ℝ𝑛+𝑚 ⟶ℝ𝑛+𝑚, n represent the number of nodes in the 
circuit and m the number of voltage sources in the circuit, and we can represent it directly in 
form continues (4.6).  
IV.3.3. Method of finding operating point 
The best method of acceleration in solving of equation system (4.4), it used continuous 
method (Chap. II).  
The continuous method it based on converting equation (4.4) to homotopy equation (4.5) 
and using predictor corrector solver.   
The homotopy function 𝐻(𝑥, 𝜆) is based on embedding a parameter 𝜆 into 𝐹(𝑣, 𝑖). As a result, 
an equation of new dimension: 
 𝐻(𝑣, 𝑖, 𝜆) = 0 (4.5) 
Where, 𝜆 ∈ ℝ and 𝐻: ℝ𝑛+𝑚 ×ℝ⟶ ℝ𝑛+𝑚. The parameter 𝜆 is called the continuation or 
homotopy parameter. At present, the most widely used method is the Newton homotopy 
mapping (NH): 
 𝐻( 𝑣, 𝑖, 𝜆)  =  𝐹(𝑣, 𝑖)  +  (1 − 𝜆) 𝐹(0,0) (4.6) 
According to the homotopy mapping, the solution of the equation 𝐹(0,0) = 0 can be 
adopted to solve the homotopy equation 𝐻(𝑣, 𝑖, 𝜆) = 0. For any 𝜆 range from 0 to 1, if the 
homotopy equation solution (𝑣, 𝑖, 𝜆) exists, the corresponding curve of (𝑣, 𝑖, 𝜆) starts from 
(0,0,0 ) and ends in the solution (𝑣∗, 𝑖∗, 1 ). 
The final form of homotopy equation is: 
 𝐻(𝑣, 𝑖, 𝜆) = {
∑ 𝑑𝑛𝑖𝑛 + ∑ 𝑑𝑛(𝐼(𝑣, 𝑖) + (𝜆 − 1)𝐼(0,0))𝑛
𝑣𝑎 − 𝑣𝑏 − (𝑉(𝑣, 𝑖) + (𝜆 − 1)𝑉(0,0))
 (4.7) 





We obtain the step in the source of current: 
 𝐼(𝑣, 𝑖) + (𝜆 − 1)𝐼(0,0) (4.8) 
And step in the source of voltage: 
 𝑉(𝑣, 𝑖) + (𝜆 − 1)𝑉(0,0) (4.9) 
We apply continues solver of equation (4.8) and (4.9) by stepping  from 0 to 1, we obtain the 
global step of out signal.  
To solve the homotopy equation (4.5), a continuation solver has been used [55]. First, we 
adjust the homotopy parameter λ by choosing a step size  (0<<1), then, we use the 
predictor-corrector (Fig. IV.3). The predictor computes the approximation of solution by 
computing a point along the tangent line to the homotopy path at the point (𝑣0, 𝑖0, 0) using 






















After that, the solution (𝑣1, 𝑖1) of H(𝑣1, 𝑖1,λ1) at 1=0+ can be computed by the corrector 
































 is the Jacobien function of H, "k" is the iteration index and (𝑣1
0, 𝑖1
0) is the 
initial approximation or the initial of gauss calculated by the predictor Eq. (4.10). 






Fig. IV.3. Predictor-corrector method (x =  v ∪ i) 
The equation (4.12) it’s Newton order two to acceleration on using new families of Newton 

























































































(𝑚 − 1) + 1
𝐶 ∈ ℝ − {1}              
   (4.14) 
 
Remark 
5. For m=1 and C=0 represent the MA formula [61]. 
6. For m=1 and C=1 represent the MW formula [63]. 
7. For best method we use m=0.5 or m=0.75 or m=0.9 for C=1.75.  
 
IV.3.4. The algorithms of Analyses of circuit by PyAMS 
In this part we will discuss the application of continues solver with corrector based on the 
Newton order three (4.13) to analyze circuits in four modes: OP, DC, TR and AC analyses.  





a. The OP analyses 
The algorithm of finding operating point by PyAMS for circuit with element presented by 
dependent source is presented in Fig. IV.4:  first start by construct homotopy equation and 
after that initial voltage in the node, current across in the source and homotopy parameter by 
zero value and after that using continues algorithm, finally, we get operating point in circuit 
presented the value of voltages in the nodes and currents across in the sources. Note the 
derivation by time in this mode is zero. This algorithm is using in these analyses: DC, TR and 
AC. 
 
Fig. IV.4. Algorithm OP analyses. 
b. DC analysis 
The DC analysis is based on finding operating point algorithm (Fig. IV.5), this analysis 
used to get the function of circuit by variation one of parameters in circuit (ex. resistor value, 
current value, voltage value, temperature value…). 






Fig. IV.5. Algorithme DC analyses. 
c. Transient Analysis 
The TR analysis is to study the function circuit by time. The algorithm of analysis TR by 
PyAMS is presented in Fig. IV.6:  
- Start to find operating point for time t0=0.  
- Stepping in the time tj=tj-1+t, (the t is called the step size of time).  
- Using the Newton order three for solving (4.13). 




= 𝑓(𝑣) (4.15) 
It used numerical integration method to convert nonlinear differential equations to nonlinear 
algebraic equation to simplify solving by Newton order three. There are three simple 
numerical integration methods; it the same in the spice simulator [3]: 
 Forwared Euler:  
 𝑣𝑗 = 𝑣𝑗−1 + ∆𝑡 𝑓(𝑣𝑗−1) (4.16) 
 Back ward Euler: 
 𝑣𝑗 = 𝑣𝑗−1 + ∆𝑡 𝑓(𝑣𝑗) (4.17) 
 Trapezoidal: 





 𝑣𝑗 = 𝑣𝑗−1 +
∆𝑡
2
(𝑓(𝑣𝑗−1) + 𝑓(𝑣𝑗)) (4.18) 
For ∆𝑡 is step time, it is minimized when have problem of convergence by using 
controlling the step time method, it is the same algorithm used in the SPICE method [2]. 
 
Fig. IV.6. Algorithm nonlinear TR transeit analysis. 
 
d. Small Signal AC Analysis 
The AC analysis is the work of circuit in frequency domain, the algorithm of AC analysis 
is presented in flowchart of Fig. IV.7: First, finding operating point. Second, convert the 
dependent source to resistive element and convert derivative of voltage (4.19) or current 








                    ≡            𝑗𝜔𝑖 (4.20) 
For j is a complex number equal to √−1 . The system equation of circuit is linear, for 
solving it, we apply linear method (LU decomposition). 






Fig. IV.7. Algorithm small signall AC analysis. 
IV.4. The modeling of analog elements and simulation circuit by PyAMS 
PyAMS is a software programmed using Python language and Delphi XE8 IDE. PyAMS 
used to modeling of analog element, construct and analyzing circuits in the following modes: 
DC, TR and AC.  
IV.4.1. Modeling of analog elements by PyAMS 
The modeling of analog elements by PyAMS software is based on:  the name of model, the 
ports, the signals (voltage or current) and parameters. 
The form of any model by PyAMS is presented in the program as follow (program IV.1). 
First, declaration of library. After that, declaration name of element by using class by python 
language. The class decomposed in two function (by using instruction def): __init__ and 
analog. 
Program IV.1: Structure of modeling any analog element by PyAMS 
 





Initial function “__init__” used to declared name of ports in element between brackets and 
after that in this function we declare and initialize the signal and parameter.  
For signal declaration, it is presented by this instruction: Signal (Direction, Type, Porta ,Portb) 
There are four type of signal decomposed by direction and type: 
 The output current signal (dependent current source Fig. IV.8.a) it is presented by 
this method of declaration:  I= Signal (‘current’, ‘out’, Porta ,Portb) 
 The output voltage signal (dependent voltage source Fig. IV.8.b) it is presented by 
this method of declaration: V= Signal (‘voltage’, ‘out’, Porta ,Portb) 
 The input current signal (current across voltage source Fig. IV.9.a) it is presented 
by this method of declaration: i= Signal (‘current’, ‘in’, Porta ,Portb) 
 The input voltage signal (voltage in the node Fig. IV.9.b) it is presented by this 
method of declaration: v= Signal (‘voltage’, ‘out’, Porta) 
 The input voltage signal (voltage in the difference between two nodes Fig. IV.9.c) 
it is presented by this method of declaration: vd= Signal (‘voltage’, ‘out’, Porta 
,Portb) 
 
Fig. IV.8. Direction of out signal for voltage and current in PyAMS Language. 
 
 
Fig. IV.9. Direction of in signal for voltage and current in PyAMS Language. 
Analog function is used for giving relation between output of signals (dependent source V 
and I) with input of signals (voltage node and courante across of voltage source v and i) by 
using: 
 Operation math (+,-,/) or logic(==,!=,>=,<=). 
 Statement condition (if, ifel, else) or boucle (while, for). 
 Function example math function (sin, cos, exp,….). 





 Standard function 
IV.4.2. Examples of models by PyAMS 
In this part we discuss the creation of model passive elements (Resistor and Capacitor), 
active elements (Diode, BJT, MOSFET and OpAmp), transformer nonlinear, port logic 
(AND, OR, NAND, NOR and NOT) and source. 
IV.4.2.1. Resistor 
A resistor can be represented by a current source I (Fig. IV.10), which it is dependent on 
the voltage between the nodes p and n and resistor value, is expressed by law ohm: 





 𝑣 = 𝑣𝑝 − 𝑣𝑛 (4.22) 
Where, R is the resistance value.  
 
Fig. IV.10. The equivalent of resisstor by dependent current source. 
 
The model of resistor is presented in program IV.2. it initialize by two type of signal: the 
first signal is presented by current I across at port p to port n and the second signal is 
presented by difference of tension v between ports p and n. 
The analog function is operation between output current signal I and input voltage signal v 
divide by parameter R to construct law ohm. Note the “self” in program is the name of model 









Program IV.2: Modeling of Resistor by PyAMS. 
 
The resistor can be represented too by a voltage source V (Fig. IV.11) dependent on the 
voltage between the node p and n and the current i across the source V, it is expressed by: 
 𝑉(𝑖) = 𝑅𝑖 (4.23) 
 
Fig. IV.11. The equivalent of resisstor by dependent voltage source. 
The model of resistor by dependent voltage source is presented in program IV.3. It 
initialize by two type of signal: the first signal is presented by current i across at port p to port 
n and the second signal is presented by source tension or signal type out V.  
Program IV.3: Modeling of Resistor by PyAMS (equivalent to voltage source). 
 
IV.4.2.2. Capacitor 
The capacitor is elements of storage of energy, and they are dependent on time. The 
capacitor is equivalent to a current source I dependent on the voltage in the nodes p and n 





(Fig. IV.12), and it is expressed by: 





 𝑣 = 𝑣𝑝 − 𝑣𝑛 (4.25) 
 
Fig. IV.12. The equivalent of capacitor by dependent current source. 
Capacitor model by PyAMS is presented in program IV.4 is implemented in a similar way 
to resistors model (program IV.2). However, these devices have dependencies on time. In this 
case, the right hand side includes a derivative with respect to time in analog function. This is 
implemented with the ddt operator from PyAMS library.  
Program IV.4: Modeling of Capacitor by PyAMS. 
 
IV.4.2.3. Diode 
The diode is nonlinear element and semiconductor device, can be represented by its 
equivalent nonlinear current source I dependent by the voltage in the nodes p and n Fig. 
IV.13, and it is given by: 
 𝐼(𝑣𝑝, 𝑣𝑛) = 𝐼𝑠 (𝑒𝑥𝑝 (
𝑣
𝑉𝑡
) − 1) (4.26) 
For  





 𝑣 = 𝑣𝑝 − 𝑣𝑛 (4.27) 
 
Fig. IV.13. The equivalent of diode by dependent voltage source. 
The model of diode by PyAMS is presented in program 4.5, it has two type of signal: the 
first signal is current I across at p to n and the second signal is difference of voltage v between 
of ports n and p, those two type of signal declared in initial function. 
The mathematical equation between the v voltage and the current I which passes through it is 
as follows in analog function by using equation (4.26). With using by Vt parameter is 
the thermal voltage and Is is the reverse bias saturation current (or scale current). 
Program IV.5: Modeling of Diode by PyAMS. 
 
IV.4.2.4. Bipolar junction transistor BJT 
In this example we deal with the BJT which is represented by The Ebers-Moll model [2] 
Fig. IV.14-a, for current IR and IF we have: 
 𝐼𝑅 = 𝐼𝑠𝑒 (𝑒𝑥𝑝 (
𝑉𝑏𝑒
𝑉𝑡𝑒
) − 1) (4.28) 
 𝐼𝐹 = 𝐼𝑠𝑐 (𝑒𝑥𝑝 (
𝑉𝑏𝑐
𝑉𝑡𝑐
) − 1) (4.29) 
The equivalent of the transistor can be represented by two current sources (Fig. 14-b) Ic and Ie 
and it is dependent on the voltage in the three nodes c, b and e: 





 𝐼𝑐(𝑣𝑐, 𝑣𝑏 , 𝑣𝑒) = 𝐼𝑠𝑐 (𝑒𝑥𝑝 (
𝑣𝑏𝑐
𝑉𝑡𝑐
) − 1) − 𝛼𝑅 𝐼𝑠𝑒 (𝑒𝑥𝑝 (
𝑣𝑏𝑒
𝑉𝑡𝑒
) − 1) (4.30) 
 𝐼𝑒(𝑣𝑐, 𝑣𝑏 , 𝑣𝑒) = −𝛼𝐹𝐼𝑠𝑐 (𝑒𝑥𝑝 (
𝑣𝑏𝑐
𝑉𝑡𝑐
) − 1) − 𝐼𝑠𝑒 (𝑒𝑥𝑝 (
𝑣𝑏𝑒
𝑉𝑡𝑒
) − 1) (4.31) 
For  
 {
𝑣𝑏𝑐 = 𝑣𝑏 − 𝑣𝑐
𝑣𝑏𝑒 = 𝑣𝑏 − 𝑣𝑒
 (4.32) 
                
 (a)                                                          (b) 
Fig. IV.14. (a)The Ebers-Moll model for an npn BJT.  (b)The equivalent of BJT by 
dependent current source. 
 
Program IV.6: Modeling of Ebers-Moll transistor by PyAMS. 
 
BJT of type npn Ebers-Moll transistor can be represented by two current sources (Fig. 
IV.14) Ic and Ie and it is dependent on the voltage in the three nodes or ports c, b and e, see the 
equation (4.30) and (4.31). The model of npn by PyAMS is presented in program IV.6, it has 





two out current signal Ic and Ie and two in voltage signal vbc and vbe. In analog function is 
presented of operation between signals by using equation (4.30) and (4.31). 
IV.4.2.5. Complete model of BJT  
This type of model in Fig. IV.15 is named by Gummel-Poon without substrate [115] the 
program IV.7, it is presented by relation between signal of type currents Ibe, Ice, and Ict 
dependent with the signal type voltages Vbe and Vbc. For the parameters and the signals is 
presented in initial function and for expression is presented in analog function. 
 
Fig. IV.15. Bipolar Transistor npn Model type Gummel-Poon without substrate. 
Program IV.7: Modeling of Gummel-Poon transistor  by PyAMS. 
 
 






In Fig. IV.16. is Gummel-Poon with substrate [1], To program this model (program IV.8) 
based by constructing new nodes cn,bn and en by using instruction NewNode and attached 
with sub model of resistors  (Ra, Rb, Rc), variable capacitors (Cjs, Cjc, Cje) and  sample 
Gummel-Poon (nBJT). In the node s and node cn substrate current based on out signal 
dependent by voltage Vcs in the nodes cn and s. 
 














Program IV.8: Modeling of complete Gummel-Poon transistor  by PyAMS. 
 
Note:  The function SubBlock can be used to confirm the list names of elements linked 
to new models. 
IV.4.2.6. MOSFET 
The equivalent of the transistor MOSFET (N-Chanal), can be represented by current 
source (Fig. VI.17) Id  and it is dependent on the voltage in the three nodes vg,vs and vd: 





















(1 +   𝐿𝑎𝑚𝑏𝑑𝑎  𝑣𝑑𝑠)                        𝑣𝑑𝑠 ≥ 𝑣𝑔𝑠 − 𝑉𝑇
 (4.33)  
 
For  






𝑣𝑑𝑠 = 𝑣𝑑 − 𝑣𝑠





Fig. IV.17. The equivalent of NMOS  by dependent current source 
 
The program of this model is presented in program IV.9; the model is based by out current 
signal Id and two in voltage signal vgs and vds. In analog function is presented of operation 
between signals by using equation (4.33). 
Program IV.9: Modeling of NMOS by PyAMS. 
 
IV.4.2.7. Voltage source 
The program  IV.10 presented of voltage source generated sinusoidal function between the 
nodes a and b with three parameters: Va the amplitude of the generated voltage in volts (V), 
Ph the phase in radine. Fr is the frequency of source in hertz (Hz).  The function RealTime is 
used for return the current simulation time. 
 





Program IV.10: Modeling of source voltage sinusoidal by PyAMS. 
 
IV.4.2.8. Logic gates 
There are five types of logic gates (AND, OR, NOT, NAND, NOR).  In program IV.11 
simple example of gate logic type NAND of CMOS family with two types of in voltage signal  
vina and vinb, and one out voltage signal Vout, with parameters  (Vhl, Vlh, Vh and Vl) 
presented the interval of work of NAND gate. 
Program IV.11: Modeling of NAND Gate by PyAMS. 
 
 
IV.4.3. The functions used by PyAMS language. 
The class is an instruction used for creating object in python language and used for 
creating new model of analog element organized by functions or events: function for 
declaration of signals, parameters and elements, function for operation, function for display or 
command or aiding in analyses. The subject of organized model by functions is to have good 





description. The key of functions in class of element by PyAMS is described in the table 
below: 




Is used for declaring initial parameters and signals. 
analog(self) Is used for operating between signals and parameters by using 
operation logic or math or using statement condition or statement loop. 
Start(self) Is used for modifying parameters or initializing signal value when 
starting analysis. 
Stop(self) Is used to get finale result. 
Memory(self) Is used to memory the result by using list to stock result and when stop 
analyzing, we notice by Stop (self) event. 
Output(self) Is used for visualization value or messages in analysis, for example use 
of print instruction or display in animation elements. 
Input(self) It is for command or variant in parameters or signal value in analysis, 
for example key and switch. 
SubBlock(self) Is used for return elements in circuit which added to model (example 
BJT ) 
Temperature(self) Is used for analysis in mode DC for temperature parameter of one 
element in circuit. 
 
For functions used to operate or return value or display, it is described in the table below: 
 
Table IV.2 The functions for operation. 
Function Application 
Signal() It is signal function used for constructing dependent source or voltage in 
the node or current across of source. 
RealTime() The simulation time function provides an access to current simulation time 
or system function returns a value of time as a real number. 
Temperature() Returns the current simulation temperature in Kelvin. It is presented the 
nominal temperature Tnom in option of simulation. 
Vt() Vt[(temperature_expression)] Returns the thermal voltage at temperature 
expression. If temperature expression is not supplied, the value at the 





current simulation temperature will be returned.The thermal voltage is 
defined as: K.T/q 
Where, K is poltzmann’s constant, T is temperature (defined by 




ACSim() ACSim[(mag, phase)]: The AC stimulus function returns 0 during large-
signal analyses (such as DC and transient) as well as on all small-signal 
analyses the source becomes active and models a source with magnitude 
mag and phase phase:  
Mag e-j phase 
The default magnitude is 1 and the default phase is 0. Phase is given in 
radians. 
ddt() ddt[(Signal)]: it is used for calculating derivative variant of signal by time. 
idt() idt[(Signal)] : is used for calculating integration of signal by time. 
limexp() limexp([Expression]): Limitation in exponential function. 
NewNode() Construct new node in circuit. 
ItDC() Its function is to return the true value when analysis by mode DC.  
ItAC() Its function is to return the true value when analysis by mode AC. 
ItTR() Its function is to return the true value when analysis by mode TR. 
Display() Display [(String)]: it is used to display message in output of software. 
DescParam() DescParam[(Name of parameter, Description of parameter)]: is used for 
description of parameter. 
HelpFile() HelpFile[(File Name)]: is used for attaching the description file with 
model of element. 
 
IV.4.4. Create circuit by PyAMS 
The creation of circuit in PyAMS is based on attachment between models of analog 
element in the ports. This is by two method: textual method or by schema method. 





IV.4.4.1 Create circuit by method of textual 
The creation of circuit by method textual is an attachment between models of analog 
elements by python language.  First, importing the names of models using in circuit, second, 
declare name or reference of model and change name of port in model by name of position of 
attachment in circuit, finally, change parameter. 
For example the program IV.12 describe RLC circuit by textual method, the first four lines 
are the importing name of models used in circuits, after that, the four lines are references of 
model presented the element in circuit (Fig. IV.18): V1, R1, L1 and C1 presented source Vdc, 
Resistor, Inductance and Capacitor. Those models are attached by serial in nodes (‘n1’, ‘n2’, 
‘n3’ and gnd), for gnd or ‘0’ represent the reference of circuit. After that, the changing 
parameter of element which declared in function “__init__” for model. 
Other method, by creating model of circuit (program IV.13), it construct circuit with same 
method of subblock. 
 
Fig. IV.18. Circuit RLC. 
Program IV.12:  Description textual of circuit RLC. 
 
 





Program IV.13: Create circuit RLC by model method. 
 
 
The interface of description textual is shown in Fig. IV.19. It is programmed by Delphi 
XE8, and it is used to compile the structure textual by finding the errors in description of 
model, also find errors of attachment between elements by python language, after that, the 
interface analyze and execute the structure of circuit. 
 
Fig. IV.19. The interface for design of circuit by textual method:  (a) Editeur of  texte. (b) 
Command of : editing, compilation and analyses. (c) Output messages. 





IV.4.4.2 Create circuit by method of schema 
The interface is used to design circuit by method of schema it is presented in Fig. VI.20. it 
is programmed by Delphi XE8. It is used for drawing circuit by adding parts in schematic 
editor and attachment between parts by wires. 
 
Fig. IV.20. The Interface for design circuit by schema method:  (a) List of Parts. (b) Schematic 
editor.  (c) Command of: add wires and parts, compilation and analyzing. (d) Out 
messages. 
The part is symbol present the analog elements drawing by Editor Parts which shown in 
Fig. IV.21.a. The design of part is by add element of drawing: line, arc, rectangle … etc, 
attaching by description model Fig. IV.21.b. 
When compile the schema of circuit, it converted automatically the structure graphic of 
circuit to mode textual in python language to simplify of compiling and analyzing by python 
language. The interface of analyzing is described after this section. 





   
(a)                                                                (b) 
Fig. IV.21. The interface of Editor Part: (a) Drawing part. (b) Sheet for attachment model 
by part description by PyAMS languge. 
IV.4.4.3 Method of analyzing and interface using 
After construct the circuit by one of method textual or schema using command of analyzes 
which is presented by dialog box shown in Fig. IV.22, it has three pages: 
 Page 1: (Fig. IV.22.a) is used to choose the signals or nodes in circuit, to execute in 
output simulation to show or display in wave editor Fig. IV.23.  
 Page 2: (Fig. IV.22.b) is used to choose mode of analysis (mode DC or TR or AC) 
with start point and end point of analysis. The option of analysis in PyAMS is the 
same method of analysis in SPICE. 
 Page 3: (Fig. IV.22.c) is an option of analyzing; it has to choose method of solving, 
method of integration, condition of stop iteration...etc.    
        
(a)                                                     (b)                                                    (c) 
Fig. IV.22. Dialogue of analysis. (a)  Page output signals or nodes. (b) Page of analysis. (c) Page 
of Option. 





After choose the output signals or nodes and option with method of analysis, we execute 
the circuit. The result of output is automatically displayed in wave editor (Fig. IV.23), the 
wave editor simplifies the presenting of result of simulation in schematic editor (Fig. IV.24).  
 
Fig. IV.23. Wave Editor. 
 
Fig. IV.24. The result of simulation presented in schematic editor. 
 
 
IV.5. Example of analysis circuits  
In this part, the application of PyAMS software to analyze some examples of circuit, by 
constructing circuit in mode graphic or mode textual, based on model of library constructed 
before (Resistor, Capacitor, Diode, BJT, NMOS, PMOS, and Source). 





IV.5.1 Simple RC circuit 
The simple RC (resistor-capacitor) circuit is usually the beginner model for evaluating 
electrical analog simulation systems. The following PyAMS text (Program IV.14) presented 
the circuit of Fig. VI.26.a The simulation result (Fig. IV.26.b) is the behavior of in voltage 
signal Vc of a capacitor C1 (C1.Vc) which is charged and in voltage signal Vr of a resistor R1 
(R1.Vr) which is discharge, dependent by time. 




 (a)                                                                        (b) 
Fig. IV.26. (a) Simple RC circuit. (b) Simulation results of RC circuit. 
IV.5.2 MOS Oscillator 
Obviously, an odd number of inverters based by MOS transistor [116](the Fig. IV.27 
presents the inverting value by MOSFET simulation by mode DC) with resistors and 
capacitors with in a chain tend to oscillate. A single inverter is composed by transistor (PMOS 
and NMOS), resistor R1 and capacitor C1. The PyAMS description textually of the inverter is 
presented in following: 





Program IV.15: Create circuit inverter by textual method. 
 
 
                   
(a)                                                                               (b) 
Fig. IV.27. Inverting by NMOS and PMOS: (a) Circuit of inverter (b) Result of analysis in mode 
DC. 
The program IV.16 construct MOS Oscillator based on three inverter Inv1, Inv2 and Inv3 
connected in loop, the Fig. VI.22 presents out result of simulation in the three nodes Out1, 
Out2 and Out3. 
Program IV.16: Textual method of oscillator circuit. 
 







(a)                                                              (b) 
Fig. IV.28. Oscillator circuit: (a) the schema of circuit (b) the result of simulation in mode TR. 
 
IV.5.3 Chua circuit 
The only nonlinear component in the circuit which causes the chaos is Chua’s Diode [117]. It is a 
one-port. Its characteristic can be seen in the following. It generating resistor negative with two values. 
 
 
Fig. IV.29. Diode Chua circuit. 
The following PyAMS text shows the circuit description, and the Schematic description is 











Program IV.15: Create circuit of Diode Chua by mode textual. 
 
 
To verify the function Diode Chua’s we use to analyze in mode DC but in attachment to 
resistor Rd and source Vd. 
We changed the voltage parameter V of source Vd from -10 to 10 we notify the direction of 
out current signal Ir from element Resistor Rd and it is the opposite direction of Vd, or 
generate negative resistor. 






Fig. IV.30. Characteristic of Chua’s Diode 
Program IV.17 represent  the work Chua’s circuit in mode TR analyses , it is connected the 
elements resistors (R1, R2), capacitor (C1, C2) and inducatance L1 with diode chua Nr 
presented in circuit Fig. IV.31 with the result of simulation. 




Fig. IV.31. Resulte of simulation of Chua’s Diode. 
IV.5.4 Modeling a nonlinear transformer 
In this sub section we make study on how to convert equation and formula of nonlinear 
transformer model to model based on PyAMS language. Suppose you want to model the 





effects of nonlinearity in a transformer core. A transformer is schematically depicted in Fig. 
IV.32 [1]. The cross section of the core is denoted by A. L denotes the mean length of the 
magnetic force lines inside the core (dashed line in Fig. IV.32). N1 and N2 denote the number 
of windings in the primary and secondary coils. R1 and R2 are the resistances of the primary 
and secondary windings. 
 
Fig. IV.32. A transformer with two windings [1]. 
The currents in the primary i1 and the secondary winding i2 are sources of magnetization 
resulting in a magnetic field strength in the core given by: 




The corresponding magnetic flux density depends on the material and is generally related 
to H(t) in a nonlinear manner: 
 𝐵(𝑡) = 𝑓(𝐻(𝑡)) (4.36) 












The function f (H) depends on the type of material the core is made of. In this example the 
following characteristic will be used: 
 𝑓(𝐻) = arctan (
𝐻
40
) + 4𝜋 10−7 110 𝐻. (4.38) 
The units of   f(H)  are Vs/m2 and the units for H are A/m. Note that this function does not take 
into account hysteresis. 





The above equations can be described by a model circuit with two electric inputs and an 
internal magnetic circuit, as depicted by Fig. 33. It is electrical model of nonlinear 
transformer [4]. 
 
Fig. IV.33. A nonlinear transformer symbol (left) and the corresponding model (right). 
The fonction H you can presented by new node in the circuit. The value of voltag in the 
node H it genreted by source g dependent by currents acrosse of source  e1 and  source e2 with 
paramater N1, N2 and L: 
self.g+=(self.N1*self.e1.i+ self.N2*self.e2.i)/self.L 
the modefied of unit of g: 
self.g.unit=”A/m” 
the function B you can presanted by source cournent attachment with H and new node dB, the 
source current is f dependent by voltage in the node h, you can presented by these expresion: 
self.f+=atan(self.H/40)+110 *4e-7*pi*self.h 
for the unit of f: 
self.f.unit=”Vs/m^2” 





by inductance in gnd and dB you can genret derivativ of B on L=1, for that you must add 
element how created inductance. The coplete modele of nonlinear transformer it presented by 
thise programe: 
Program IV.18: Modeling of nonlinear transformer by PyAMS. 
 
Now let us look at the response of the transformer when a sinusoidal voltage is applied at 
the primary. Let us take a look at the response when the secondary is open-circuited. Initially 
the correct net class is selected and the load resistance is set to a high value (100 M). This is 
followed by a simulation and plotting of two graphs (B and transformer currents). The 
resulting graphs are depicted in Fig. IV.34. 






Fig. IV.34. Response to sinusoidal voltage at the primary coil of nonlinear transformer. 
IV.6. Circuit analysis by PyAMS 
In this subsection the PyAMS softwar used to analyze some universal circuits as: the five-
stage ring oscillator circuit (Fig. IV.35), the LM741 non-inverting amplifier (Fig. IV.36), 
Phase-shift oscillator circuit (Fig. IV.37), Schmitt trigger circuit (Fig. IV.38), The Peltz 
oscillator circuit (Fig. IV.39), Operational transconductance amplifier (Fig. IV.40), Pulse 
generator circuit (Fig. IV.41) and the stable multivibrator (Fig. IV.42).  
The left figures depict the schematic of the circuit realized by the developed software 
PyAMS while the right figures illustrate the circuit analysis. 
 
(a) (b) 
Fig. IV.35. Five-stage ring oscillator circuit: (a)- the circuit (b)- simulation results of genration of 
osillations in five position of circuit. 







Fig. IV.36. The LM741 non-inverting Amplifier circuit: (a)- the circuit, (b)- the waveforms for 
LM741 input and output 
    
(a) (b) 
 
Fig. IV.37. Phase-shift oscillator circuit: (a)- the circuit (b)-simulation results of osillation in “out” 
of circuit. 
     
(a) (b) 
Fig. IV.38. Schmitt trigger circuit: (a)- the circuit (b)-simulation results of comparator input signal 
presented by output and  curve non-inverting  of schmitt trigger. 






(a)                                                                                                                  (b) 
Fig. IV.39. The Peltz oscillator Circuit: (a)- the circuit, (b)- simulation results. 
 
    
(a)                                                                                                                  (b) 
Fig. IV.40. Operational transconductance amplifier  (OTA): (a)- the circuit (b)-simulation 
results of output current in drin of M1 with M2 and resistor dependent by input voltage. 
  
(a)                                                                                                                (b) 
 
Fig. IV.41. Astable multivibrator circuit: (a)-the circuit  (b)-simulation results of astable 
multivibrator circuit presented in two output. 
 






(a)                                                                               (b) 





PyAMS is new software for modeling of analog and mixed elements with the help of 
Python language and construct circuits and simulating them by analyzing using one of these 
three modes: AC, DC and TR analysis. These methods of analysis used continuous method to 
accelerate the finding of operating point. 
The PyAMS simplify modeling element to voltage or current source dependent by voltage in 
the nodes and current across the source, the modeling of element in PyAMS with python 
language is based on two functions principal: _initi_ function for declaration of signals and 
parameters and analog function for operation between signals. 
The software of PyAMS simplify for the user to construct circuit by using two modes:  
 Textual based on python language  
 Graphic based on design schema of circuit linking wires and parts, (the parts are 
drawing by editor of parts software).  
The effectiveness of working PyAMS software is presented: Modeling analog elements 
(Resistor, Capacitor, Inductor, Diode, BJT, MOSFET, Logic gates and Nonlinear 
Transformer) and analyzing or simulating universal and complex circuits.  
In the future:  
 Amelioration of solving a system of nonlinear differential equations for analyzing 
circuit in real time.  





 Construct animation elements to visualize value of signal type out direction and for 
command the signal type in direction.   
In PyAMS there are two types of signal voltage and current, in the future we will add three 
types of signals: 
1. Signal type digital to construct digital element (ex: gates, flipflop, counter,…etc). 
2. Signal type data digital to construct element based on data (ex: RAM, Controller,…etc). 









Conclusion and Perspectives 
 
Finding the operating points of nonlinear circuits is a key problem in circuit simulation, till 
now, Spice simulator is used to formulate the circuit’s equation by using the MNA method 
and employs the Newton-Raphson (NR) to solve it. The NR is the best numerical method 
applied in circuit analysis due to its principle of converting nonlinear elements to linear 
elements depending on Newton iteration, but the NR method does not always converge to a 
solution, for that, some conditions and techniques developed in SPICE should be used to help 
the convergence of the NR method. These techniques are: Source stepping, Gmin stepping, and 
voltage limiting. 
In our doctorate thesis, we have proposed a new approach to accelerate the solving of 
nonlinear equations based on improving the continuous method. The major contributions of 
our work are: 
1. Adding the fourth stage to the continuous method to control the step length of the 
continuous parameter, it depends on the correction process; the objective is to 
obtain good direction (approximation) of solving. 
2. We have used new method (NM) which applies the Newton order three in the 
correction process rather than the Newton order two used in the Newton-Raphson 
method. Our method employs two parameters (m) and (C). By selection convenient 
parameters (m=0.5 or m=0.75 or m=0.9 for C=1.75). the performance of our 
method was compared with similar iteration methods which demonstrated that our 
method is better than: 
 Newton order three created by M. Waseem (MW) [63].  
 Newton order three created by M. Darvishi and A. Barati  (MA) [61].  
 Newton Raphson (NR) which is used in simulator SPICE [1]. 





3. We have introduced a new idea which is converting the analog elements of the 
circuit to their dependent voltage sources or dependent current sources, and 
applying the Kirchhoff Current Law (KCL) and the Kirchhoff Voltage Law (KVL) 
to obtain the equation of the circuit. 
4. We have created new software called PyAMS (Python for Analog and Mixed 
Signals) for windows system programmed using Delphi XE8 and Python 2.7. It 
employs the proposed method.  This software has the following features:  
 Modeling any analog element in the form of dependent source.  
 Create circuits by either the textual or the schema method (CAD).  
 Analysis of circuits in three modes DC, TR and AC. 
İn order to demonstrate the effectiveness of the proposed method, a comparison was done 
with two other methods, to do so, many types of integrated circuits are used. Circuit analysis 
of many universal circuits has been carried out to verify the correct functioning of the circuit 
based on the proposed method. The obtained results using the new software based on the proposed 
method have shown the effectiveness of our approach where it is about three times faster than the 
VGNH method implemented in the SPICE software.  
Compared to the SPICE software, our new software PyAMS has the following advantages: 
1. It is faster than the SPICE simulator in analyzing circuits, where it is about three 
times faster than the VGNH method implemented in the SPICE software.  
2. It offers the modeling of elements contrary to SPICE, 
3. Create circuits by either the textual or the schema method (CAD), 
4. We can create our own library of components, 
5. We can modify the model and the design of the component.  
Extensions and future work 
Potential future work will focus on: 
 Explore and extend our method to artificial intelligence methods like Neural 
Networks, Fuzzy Logic and Genetic Algorithms, and optimization methods as Ant 
Colony Optimization (ACO), Particle Swarm Optimization and Honey Bee Mating 
Optimization (HBMO). 
 Construct animation elements to visualize the output signal values and to command 





 In PyAMS there are two types of signal voltage and current, we will add three types of 
signals: 
1. Digital Signal to build digital elements (e.g. gates, flip-flops, counters,…etc). 
2. Digital data signal to build elements based on data (e.g. RAM, 
Controller,…etc). 
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