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(b) Cerebral Cortical Maps 
Fig.2.1 Construction of Human Brain [2] 
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Fig.2.2 Brain Hippocampus [44] 
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機能，食欲，睡眠・覚醒，情動などの調節を行うほか，神経分泌系を介して水分，血
圧などの制御も行っている．最後に，脳幹は，(1)上位の脳と脊髄とを結合する，(2)  


























Fig.2.3 Structure of Neuron 
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ニューロン jの出力を yj，ニューロン iがそれを受け取る際の結合定数をWi,jとすると，






































































(a) Resting (b) Firing 
Fig.2.4 Membrane Potential 
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  ( ) ( )∑ −=+
j




の出力を 1，静止状態での出力を 0 とした． 
 
1   for ( ) 0≥txi  (2.2) 



















 さらに，CA3 領野で見られるカオス応答を Fig.2.8 に示す．Fig.2.8(a)-(d)は，それぞ
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(a) Field Potential at four points (b) Magnified View of (a) 
 




Fig.2.6 Rat Hippocampus [46] 
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(b) 10 Potential Responses (b) Attractor (c) 1-Dimmentional Map 
 
 
Fig.2.8 Chaotic Response in Rat Hippocampal CA3 region [34] 
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(a) Branch Neural Network (b) Fully Connected Neural Network 
 
Fig.2.9 Type of Neural Network 
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j yWx ,  (2.3) 












k yWx ,  (2.5) 






























































Fig.2.10 Back Propagation Network 
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∂−= η  
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同一層内のニューロン同士は結合していないが，入力層ニューロンとマップ層ニュー
ロンは全て結合している．また，入力層は d 次元の層となっているが，マップ層は出
力を視覚的に見るため 2 次元に配列されているのが普通で，入力層と同じ d 個の要素
をもつ． 
 まず，入力層とマップ層間の重みベクトルを小さな乱数に設定し，入力層に入力ベ
クトル ui を入力する．そして，マップ層において入力ベクトル u と重みベクトル W
との距離 lを計算し，ljが最小となるニューロンを選択する． 
































Fig.2.11 Network in the Self-Organizing Map 
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ンが Q 個あり，連想関数 F によって L 次元パターン Uq から同じく L 次元パターンの
Oq（ Qq ,,2,1 K= ）が連想される場合を考える． 
 
  ( )UFO =  (2.15) 
 













,  (2.16) 
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( )( )UWffO =  (2.17) 
 (2.18) 
 
(2) Hopfield モデル 
Hopfield モデルは，特に自己想起が可能な相互結合型ニューラルネットワークの 1






( ) ( )∑ −=+
j
ijjii tyWtx θ,1  (2.19) 
+1 for ( ) 0≥txi  (2.20) 





Wi,j = Wj,i (2.21) 
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1 θ  (2.23) 
 
ここで，L 個のニューロンで構成されているネットワークのうち k 番目のニューロン
の出力だけが変化，つまり ykだけが+1 から-1，あるいは-1 から+1 に変化した場合の
エネルギー関数について考える．このとき， ( ) ( )tyty kk −=+1 ， ( ) ( )tyty ii =+1 ( ki ≠ )で
あるため，時刻 t および t+1 のときのエネルギー差は次のように表わされる． 
 







































Fig.2.13 Energy in the Hopfield Model 
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挙げられる．例えば， 2 ( )41421356.1≈ のように「ひとよひとよにひとみごろ」とい
う文句に置き換えると保存しやすいのも，チャンクの一例である． 
イメージ化は，ある単語を覚える際にそのイメージを思い浮かべると覚えやすいよ
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うに，保存する記憶に対して関連する視覚的イメージを同時に保存することをいう．
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spawn in fresh water 
edible
Fig.2.14 Example of Semantic Network Model 
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べ，第 6 章においてこれらをヒューマノイドロボットに応用した結果を示す． 
