We consider the stiffness matrices coming from the Galerkin B-spline isogeometric analysis approximation of classical elliptic problems. By exploiting specific spectral properties compactly described by a symbol, we design efficient multigrid methods for the fast solution of the related linear systems. We prove the optimality of the two-grid methods (in the sense that their convergence rate is independent of the matrix size) for spline degrees up to 3, both in the 1D and 2D case. Despite the theoretical optimality, the convergence rate of the two-grid methods with classical stationary smoothers worsens exponentially when the spline degrees increase. With the aid of the symbol, we provide a theoretical explanation of this exponential worsening and by a proper factorization of the symbol we provide a preconditioned conjugate gradient 'smoother', in the spirit of the multi-iterative strategy, that allows us to obtain a good convergence rate independent both of the matrix size and of the spline degrees. A selected set of numerical experiments confirms the effectiveness of our proposal and the numerical optimality with a uniformly high convergence rate, also for the V-cycle multigrid method and large spline degrees.
being the spline degree in the direction x j , j = 1, . . . , d. In analogy with Finite Difference (FD) and Finite Element (FE) cases, the conditioning grows as m 2/d , where m is the matrix size, d is the dimensionality of the elliptic problem, and 2 is the order of the elliptic operator in (1.1). As expected, the approximation parameters p play a limited role, since they only characterize the constant in the expression O(m 2/d ). The growth of the condition number implies that all classical stationary iterative methods (if convergent) and the Krylov methods are not optimal, in the sense that the number of iterations for reaching a preassigned accuracy ǫ is a function diverging to infinity as the matrix size m tends to infinity. We specify that the notion of optimality for an iterative method is twofold. First, the number of iterations for reaching a preassigned accuracy ǫ must be bounded by a constant c(ǫ) independent of the matrix size: the latter is also known as the optimal convergence rate condition. For stationary iterative methods, it translates into the requirement that the spectral radius of the iteration matrix is bounded by a constant c < 1 independent of the matrix size. Second, when the matrix size goes to infinity, the cost per iteration must be asymptotically of the same order as the cost of multiplying the matrix by a vector.
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In order to design optimal methods, we heavily rely on the spectral and structural information of the coefficient matrices analyzed in detail in [23] . More precisely, the coefficient matrices coming from the IgA approximation to equation (1.1) are
• banded in a d-level sense with partial bandwidths proportional to p j , j = 1, . . . , d; • a low rank correction of a d-level Toeplitz matrix generated by f p and are spectrally distributed as f p . The first item implies that optimal methods should have a total cost which is linear with respect to the matrix size and with a constant proportional to p ∞ . The second item suggests to look for optimal methods in the wide literature of multilevel Toeplitz solvers [27] . Concerning preconditioned Krylov solvers, for d > 1 it has been proved that matrix algebra preconditioners (like circulants, Hartley matrices, matrices associated to trigonometric transforms [27] , etc) cannot be optimal (see [31, 28] and references therein), when there is asymptotic ill-conditioning as in our setting. This restricts us to considering and adapting multigrid methods (V-and W-cycles) of the kind devised in [1, 20] to our case, with the aim of designing optimal iterative solvers. As a first step, we follow (see [19, 32] ) a sort of 'canonical procedure' for creatingbased on the symbol -a two-grid method from which we expect optimal convergence properties. We also refer to [16] for another application in a Discontinuous Galerkin context. The optimality result is proved formally for the two-grid method and some values of p and hence also for the W-cycle k-grid method (with k independent of the matrix size), whereas for the V-cycle the result is numerically observed. When proving the optimality result for the two-grid method, we arrive at a matrix inequality, see (3.8) , which is useful not only in a multigrid setting, but can be also employed in a preconditioning context for designing optimal preconditioners for Krylov-type techniques, in particular for the Conjugate Gradient (CG) method, see the discussion in Section 8.
Despite the m-independence of the convergence rate in the two-grid case, the method is, however, not really satisfactory when p has large entries: we have theoretical optimality, but the spectral radius of the two-grid iteration matrix is close to 1. For instance, in the 1D case the spectral radius of the two-grid iteration matrix tends to 1 exponentially as p increases and a similar phenomenon is observed for any dimensionality d. This catastrophic behavior is due to the analytical properties of the symbol f p and is essentially related to the existence of a subspace of high frequencies associated with very small eigenvalues. Therefore, the considered two-grid and the associated V/W-cycle methods converge very fast in low frequencies but they are slow, for large p, in high frequencies. This fact is nontrivial: it can be understood in terms of the theory of multilevel Toeplitz matrices and is related to interesting analytic features of the symbol. We refer to Section 4 for a theoretical proof of these facts.
In order to address the above intrinsic difficulty, we enrich our two-grid procedure by varying the choice of the smoothers, in the sense of the multi-iterative idea [30] . More precisely, we consider a Preconditioned Conjugate Gradient (PCG) technique for our specific linear algebra problem, designed ad hoc for reducing the error in high frequencies. In fact, the related preconditioner is chosen as the Toeplitz matrix generated by a specific function coming from a factorization of the symbol. This method induces a convergence which is independent of p. Unfortunately, the conditioning of the preconditioned matrix still grows as m 2/d , so that the number of PCG iterations grows as m 1/d , and the error is slowly reduced in the low frequency space.
In other words, we have identified an optimal two-grid procedure and a p-independent PCG technique: the former is especially effective in low frequencies, whereas the latter is very slow in low frequencies but effective in high frequencies. Following [30] , our multi-iterative proposal consists in using few steps of the proposed PCG technique as a smoother in our multigrid method and only at the finest level. The combination of these two techniques with complementary spectral features -one converging well in low frequencies, the other converging well in high frequencies -leads to a global iteration which is optimal and whose convergence speed turns out to be substantially independent of all the relevant parameters.
The relevant literature on fast solvers for IgA linear systems seems to be very recent and quite limited [5, 6, 11, 21, 22] . Even though in some of the contributions (see e.g. [21] ) the bad dependency on the parameter p was observed, there was no understanding that spurious small eigenvalues are present already for p j ≥ 4 and that the related eigenspace largely intersects the high frequencies. The latter phenomenon is indeed unexpected in this context, since high frequency eigenspaces related to small eigenvalues are typical of matrices coming from the approximation of integral operators, like in the setting of blurring models in imaging and signal processing (see e.g. [18] ). Although the combination of multigrid and Krylov methods was already investigated in [22] , in order to obtain a robust solver with a convergence rate independent of p, our approach follows a different strategy using a much simpler PCG inside an elementary geometric multigrid method.
As a matter of fact, the basic ingredients of the techniques used so far are not different from the ones in our proposal: different kinds of preconditioning and various types of multigrid algorithms. However, the novelty of our proposal is that the choice of the ingredients of the global solver (in fact a multi-iterative solver) is guided by the knowledge of the symbol which in turn offers an approximate understanding of the subspaces where the stiffness matrix is ill-conditioned. By exploiting the information given by the symbol, we are able to design a cheap (indeed optimal) solver of multiiterative type, whose convergence speed is independent of all the relevant parameters of the problem: the fineness parameter (related to the size of the matrices), the approximation parameters (i.e. the degrees p), and the dimensionality d.
The paper is organized as follows. In Section 2 we detail the considered model problem; we define d-level τ -matrices and d-level Toeplitz matrices; and we describe the canonical scheme of the two-grid method. Section 3 is devoted to the onedimensional setting, where optimality results are proved and a poor behavior (for increasing p) is observed. Section 4 provides a local Fourier analysis of the two-grid method, which explains why the method does not work satisfactorily for large p. In order to maintain the optimality and to add robustness with respect to p, in Section 5 we introduce a multi-iterative strategy, by using a specialized PCG smoothing. Section 6 deals with extensions of the analysis and of the proposals to the two-dimensional setting. In Section 7 we give a numerical evidence that the proposed V-cycle multigrid algorithm is also optimal and effective in practice. Finally, Section 8 concludes the work, by emphasizing perspectives and open problems. We refer to the twin paper [14] for an extensive numerical testing and comparison of the different kind of fast solvers mentioned above and beyond (two-grid and multigrid methods with different smoothing and size reducing strategies) in accordance with the given spectral analysis.
Preliminaries.
We first present the coefficient matrices coming from the Galerkin B-spline IgA approximation of (1.1) and then we introduce some auxiliary structures, namely d-level Toeplitz and τ matrices, which are used for designing the proposed algorithms and for studying their converge features.
2.1. The d-dimensional problem setting. Our model problem is the elliptic problem (1.1), which can be solved in the weak form as follows:
where a(u, v) := Ω (∇u · ∇v + β · ∇u v + γuv) and F(v) := Ω fv. It is known [10] that there exists a unique solution u of (2.1), the so-called weak solution of (1.1).
In the Galerkin method, we look for an approximation u W of u by choosing a finite dimensional approximation space W ⊂ H 1 0 (Ω) and by solving the following (Galerkin) problem: find u W ∈ W such that
Let dim W = N , and fix a basis {ϕ 1 , . . . , ϕ N } for W. It is known that the problem (2.2) always has a unique solution u W ∈ W, which can be written as u W = N j=1 u j ϕ j and can be computed as follows:
The matrix A is positive definite in the sense that v T Av > 0, ∀v ∈ R N \ {0}. In classical FE methods the approximation space W is usually a space of C 0 piecewise polynomials vanishing on ∂Ω, whereas in the IgA framework W is a spline space with higher continuity, see [12] .
2.2. d-level τ -matrices and d-level Toeplitz matrices. In this paper, for every m ∈ N we denote by S m the unitary discrete sine transform,
, and for every multi-index m : . . . diag
The function g is called the generating function of the τ -family {τ m (g)} m∈N d .
We denote by C c (C) the set of all continuous functions on C with compact support.
The function g is called the generating function of the Toeplitz family {T m (g)} m∈N d . By the Szegö-Tilli theorem [35] , a relation similar to (2.4) holds for
For this reason, g is called the symbol of the Toeplitz family
d . Then, the right-hand sides of (2.4) and (2.5) coincide and g is simultaneously the symbol of {τ m (g)} m∈N d and {T m (g)} m∈N d .
It can also be shown that, if g is a linear d-variate cosine trigonometric polynomial, i.e. g(θ 1 , . . . ,
2.3. Two-grid methods. Given a linear system of dimension m,
we assume to have a convergent stationary iterative method 
m b. The iteration matrix of the above two-grid scheme is
Note that Algorithm 2.3 only considers a single post-smoothing iteration for the sake of simplicity in the presentation of the theoretical analysis according to the framework [29] , but it is clear that one can add a convergent pre-smoother or more smoothing iterations improving the convergence rate of the TGM. The optimality proofs for the two-grid methods, discussed in this paper, heavily rely on Theorem 2.4. For its proof, we refer to [ If X ∈ R m×m is a Symmetric Positive Definite (SPD) matrix, then we denote by · X both the vector-norm and the matrix-norm induced by X, i.e.
where · 2 denotes both the classical 2-norm (the Euclidean norm) and its induced matrix-norm. Moreover, given X, Y ∈ C m×m , we write X ≤ Y if and only if X, Y are both Hermitian and Y − X is nonnegative definite.
Theorem 2.4. Let A m ∈ R m×m be SPD, let S m ∈ R m×m , and let
The condition (a) in Theorem 2.4 is usually referred to as smoothing condition, and the condition (b) as approximation condition. In the following, we discuss the values of the constants a m and b m for specific smoothers and projectors.
When using the Richardson iteration, the smoothing condition can be easily satisfied and the next lemma can be proved in the same way as [29, Theorem 4.4] (with D = I and Q = I/ω).
Lemma 2.5. Let A m ∈ R m×m be SPD, let S m := I − ωA m (ω ∈ R), and assume µ m ≥ ρ(A m ). Then, the smoothing condition (a) in Theorem 2.4 holds if 0 < ω < 2/µ m . Moreover, in this case we also have ρ(S m ) < 1 and the smoothing condition (a) in Theorem 2.4 holds with a m := ω(2 − ωµ m ) > 0.
We now define the projector P m for multi-indices m ∈ N d satisfying certain additional constraints to be seen later. 
By the properties of the Kronecker tensor-product it holds that
which has full rank
and it is the standard d-linear interpolation operator. Let 
and let P m be the full-rank projector given by (2.8). Then, the matrix A m is SPD and the approximation condition (b) in Theorem 2.4 holds with a constant depending only on d, i.e.,
Moreover 
be SPD and let P m be given by (2.8). Let δ m > 0 such that
Then, the approximation condition (b) in Theorem 2.4 holds, i.e., 
By Lemma 2.6 we get
which completes the proof. The next corollary follows immediately from Theorem 2.4 in combination with Lemmas 2.5 and 2.7.
Corollary 2.8. Let I be a set of multi-indices such that
13) holds with δ := inf m∈I δ m > 0, and that 0 < ω < 2/µ. Then,
where a := ω(2 − ωµ) and b d is defined in Lemma 2.6.
Multigrid methods.
In practice, the coarser linear system of the TGM could be too large to be solved directly. Hence, the third step in Algorithm 2.3 is usually replaced by one recursive call obtaining a multigrid (V-cycle) algorithm.
In the case where A m = τ m (z d ) and the projector P m is defined in (2.8), then the coarser matrix is again a τ matrix generated by z d up to a constant scaling. More precisely, fix the multi-indices m 0 := m > m 1 > m 2 > · · · > m l > 0, where the inequalities are component-wise; take at each level the projector P mi ∈ R mi+1×mi ; and define the coefficient matrix at the i-th level as
From the results in [32] (or by direct computation), we know that, if
where r i is a constant, for all coarser levels i = 1, . . . , l.
Finally, we observe that the condition (2.11) is not sufficient to obtain the V-cycle optimality, see [2] . Nevertheless, it can be strengthened as follows (2.14) lim sup
which leads to the V-cycle optimality according to the results in [1] . Unfortunately, Lemma 2.7 does not suffice to extend the optimality proof provided in [1] for matrix algebras to more general matrix structures. This could be a difficult task to be considered in a future research.
3. The 1D setting. In this section we focus on our model problem for d = 1:
In the framework of Galerkin B-spline IgA, we approximate the (weak) solution u of (3.1) in the space W of polynomial splines with maximal smoothness represented in the B-spline basis. More precisely, for p ≥ 1 and n ≥ 2, let
n , for some p ≥ 1 and n ≥ 2, and the corresponding uniform B-spline basis [23, Section 4] . With these choices, we obtain in
where
.
The above matrices have the following properties, see [23] . Lemma 3.1. For every p ≥ 1 and n ≥ 2,
n is SPD and K
n is skew-symmetric and H
The symbol of the sequence
be the cardinal B-spline of degree p over the uniform knot sequence {0, 1, . . . , p + 1}, which is defined recursively as follows [9] :
elsewhere, and
We point out that the 'central' basis functions
Let us denote byφ [p] (t) the second derivative of φ [p] (t) with respect to its argument
and, for
It has been proved in [23, Theorem 12] that, for each fixed p ≥ 1,
Hence, we can say that f p is the symbol of the sequence of matrices
n } n . Note that f p is symmetric on [−π, π], so it is also the symbol of both {τ n+p−2 (f p )} n and {T n+p−2 (f p )} n , see Section 2.2. The symbol f p is independent of β and γ, and possesses the properties collected in Lemma 3.2, see [23, Section 3] . Recall that the modulus of the Fourier transform of the cardinal B-spline φ [p] is given by
The following properties hold for all p ≥ 1 and θ ∈ [−π, π]: The properties in Lemma 3.2 have been proved in [23, Lemma 7 and Remark 2] for p ≥ 2, but it can be checked that they also hold for p = 1. Moreover, we recall from [23] that h p is the symbol of the sequence of matrices {M [p] n } n . Figure 3 .1 shows the graph of f p normalized by its maximum M fp , for p = 1, . . . , 5. The value f p (π)/M fp decreases exponentially to zero as p → ∞, see Table 3. 1. This will be formally proved in Proposition 4.4. From a numerical viewpoint, we can say that, for large p, the normalized symbol f p /M fp possesses two zeros over [0, π]: one at θ = 0 and the other at the corresponding mirror point θ = π. Because of this, and in view of the theoretical results in Section 4 (see Observation 7.2), we expect intrinsic difficulties, in particular a slow (though optimal) convergence rate, when solving for large p a linear system of the form
n u = b by means of the two-grid method described in Section 3.2. Indeed, if z d (θ) is replaced by a function which vanishes both at θ = 0 and θ = π, then the conditions (2.11) cannot be satisfied, independently of the choice of any different function instead of q d (θ). Possible ways to overcome this problem are choosing a different size reduction at the lower level and/or adopting a multi-iterative strategy involving a variation of the smoothers. The first possibility was described in [17] for Toeplitz matrices, whereas the second one has been considered in [30] . Both approaches have been extensively numerically tested in [14] . A specialized multi-iterative strategy turned out to be the only optimal and totally robust solver, so we just focus on this strategy in Section 5.
Symbol-based construction and optimality of the TGM for
n . We now design a specific two-grid method for linear systems with coefficient matrix
n } n is known, we can adopt from [32] a sort of 'canonical two-grid procedure' for which we expect optimal convergence
n as if it were the τ -matrix τ n+p−2 (f p ) or the Toeplitz matrix T n+p−2 (f p ) associated with the symbol f p , and to design a two-grid method that has been proved in [32] to be optimal for both the sequences of τ -matrices and Toeplitz matrices.
Fix p ≥ 1 and consider the sequence of matrices
n : n ∈ I p }, with I p ⊆ {n ≥ 2 : n + p − 2 ≥ 3 odd} an infinite set of indices. Note that we require n + p − 2 to be odd and greater than or equal to 3 in view of the definition of the projector P [p] n , see (3.7). We are looking for an optimal two-grid method for solving
with n ∈ I p and b ∈ R n+p−2 . As smoother we take the relaxed Richardson iteration,
∈ R is a relaxation parameter chosen as a function of p and independent of n. The projector
as defined in (2.8) for d = 1 and m = n + p − 2, is the standard linear interpolation and it should be a good choice, because from Lemma 3.2 we know that θ = 0 is a zero of f p of order 2 and f p (θ) > 0 for all θ ∈ (0, π]. Hence, q 1 (θ) = 1 + cos θ in (2.8) satisfies the conditions (2.11) and if
n were exactly τ n+p−2 (f p ) the TGM optimality follows from Lemma 2.6. Moreover, q 1 (θ) satisfies also the condition (2.14) that leads to the V-cycle optimality for the matrix τ n+p−2 (f p ) according to the results in [2] .
Assuming β = γ = 0, the matrix
n is SPD (see Lemma 3.1). Under such an assumption and under suitable conditions on the relaxation parameter ω
[p] , we now show that for p = 1, 2, 3, our method with iteration matrix T G(S
n )) ≤ c p for all n ∈ I p . We start with elaborating Corollary 2.8 in our context for general p ≥ 1.
Corollary 3.3. Assume that for a certain p ≥ 1 it holds that
Then, for any ω 
Proof. Since K [1] n = τ n−1 (2 − 2 cos θ) for any n ≥ 2, it is obvious that (3.8) holds for p = 1 with δ
[1] = 1. In the case p = 2, we have ∀n ≥ 5,
and one can check that the matrix K [2] n − δ τ n (2 − 2 cos θ) is nonnegative definite for δ = 1/3 and for all n ≥ 5, thanks to the Gershgorin theorems [7] . Since it can be directly verified that K [2] n ≥ (1/3)τ n (2 − 2 cos θ) for n = 2, . . . , 4, we conclude that (3.8) holds for p = 2 with δ
[2] = 1/3. In the case p = 3, we have ∀n ≥ 8, 
We first note that f 3 (θ) = (cos 2 θ + 13 cos θ + 16
Then, by the Gershgorin theorems we find that K [3] n ≥ ε τ n+1 (f 3 ) is met for all n ≥ 8 with ε = 14/31, and so K [3] n ≥ (28/465)τ n+1 (2 − 2 cos θ) holds for all n ≥ 8. A direct verification shows that it also holds for n = 2, . . . , 7.
Remark 3.5. There are at least two reasons why the condition (3.8) is likely to be satisfied for all p ≥ 1.
1. The condition (3.8) would hold if we had
n . Indeed, from Lemma 3.2 it follows that f p (θ) ≥ (4/π 2 ) p (2 − 2 cos θ), and this implies
, because these matrices share the same symbol f p and they differ from each other only by a small-rank correction term.
The matrices K [p]
n and τ n+p−2 (2 − 2 cos θ) are both associated with particular approximations of the elliptic problem (3.1) in the case β = γ = 0. When multiplying (3.8) by (τ n+p−2 (2 − 2 cos θ)) −1/2 on the left and the right, and observing that
we obtain that (3.8) is equivalent to
The inequality (3.9) is certainly satisfied for p = 1 (with δ [1] = 1), and numerical experiments reveal that (3.9) is also satisfied for p = 2, . . . , 6, with the best value
n ) given by δ [2] , * ≈ 0.3333, δ [3] , * ≈ 0.1333, δ [4] , * ≈ 0.0537, δ [5] , * ≈ 0.0177, δ [6] , * ≈ 0.0054. Note that the value δ [p] obtained in Theorem 3.4 coincides with δ [p], * not only for p = 1 but also for p = 2.
Symbol-based (local Fourier) analysis of T G(S [p]
n , P
[p]
n ). In order to simplify the discussion, throughout this section, we assume β = γ = 0 so that
n . By analyzing the spectral symbols involved, we are able to predict the behavior of T G(S
n ). The idea is to think about the matrix K
n ) can be performed. This is equivalent to the classical Local Fourier Analysis (LFA) for multigrid methods as proved in [13] . Nevertheless, this approach is more general since it can be applied also to linear systems that do not arise from an approximation of a partial differential equation.
In order to avoid confusion, we slightly change the notation and we set
with the smoother S
n as in (3.7). We analyze the two-grid scheme (4.1) and provide sharp lower and upper bounds for its spectral radius.
Analysis of T G( S
n ) in the 1D case. The two-grid scheme (4.1) fits into the framework described in [19] and so we can adopt the results given there. Let us define q(θ) := 1 + cos θ, and
The function t p is well-defined and continuous over (0, π/2]; it is also well-defined for θ = 0 by continuous extension, i.e.,
where we used the fact that lim θ→0
fp(θ) = 0. Hence, t p is well-defined and continuous over [0, π/2].
From [19] we know that the eigenvalues of T G( S
n ) are given by
Let us set ρ
n )) and ρ
n , then
The smallest asymptotic spectral radius with respect to ω for which t p ∞ < 1, the formulas (4.4)-(4.5) imply that the method with iteration matrix T G( S
∞ is very close to 1, independently of the choice of ω [p] . Actually, we will prove that ρ Remark 4.1. From (4.3) we deduce that, for every F ∈ C c (C),
Hence, t p is 'almost' the spectral symbol of the sequence { T G( S
n ) : n ∈ I p }; see also the general theory in [34, Section 3.7] . Moreover, it is clear that s p is the symbol of the sequence of smoothers { S
and s p (0) = 1. As a consequence, t p (θ) ∈ (−1, 1) for θ ∈ (0, π/2], being a weighted mean of s p (θ) and s p (π − θ) both belonging to (−1, 1), and also t p (0) = s p (π) ∈ (−1, 1). Thus, t p ∞ < 1. Note that for each value
n , n ∈ I p , are convergent, i.e. ρ( S [p] n ) < 1 for every n ∈ I p . On the contrary, for each value
n for n large enough are not convergent. Remark 4.3. If we had f p (π) = 0 (this is the catastrophic situation in which the symbol f p vanishes in two mirror points, θ = 0 and π − θ = π), then the two-grid scheme with iteration matrix T G( S
n ) would not be optimal because we would have ρ Table 3 .1:
Lower and upper bounds for ρ
Furthermore, in view of Lemma 3.2, it follows that
The
In particular, ρ
It can be checked that
so the lower bound σ n , n ∈ I p , are not convergent at all (see Remark 4.2). Finally, the last column illustrates the lower bound σ [p] given in Proposition 4.5.
The case p = 2 is somewhat peculiar and can be interpreted as a 'case of resonance', since f 2 (π) = f 2 π 2 , see Proposition 4.4. As a consequence, t 2 (0) = t 2 π 2 , the derivative t 
Note that the best asymptotic spectral radius ρ varying p = 1, . . . , 9. Note that the bounds become extremely accurate for increasing p and all quantities approach quickly one. From these results we can formulate the following conjecture:
This conjecture is verified in Table 4 .1 for p = 3, . . . , 9. Actually, supported by additional numerical experiments, we can formulate a stronger conjecture than (4.10), which has been deferred to Appendix B.
Multi-iterative method: multigrid with PCG. Despite its optimality, the basic method T G(S
n ) suffers from a 'pathology': its convergence rate rapidly worsens when p increases. This phenomenon can be explained as follows. Due to the projector P
n ) uses a reduction strategy with reduction factor 2, meaning that the system at the coarse level is of size one half of the system at the fine level. In this way, the mirror point of θ = 0 (i.e. the zero of f p ) is θ = π. When p is large, θ = π is a numerical zero of the normalized symbol f p /M fp (see n ). To overcome this problem, following the multi-iterative idea [30] , we propose to use PCG as smoother, whose preconditioner takes care of dampening the 'high frequencies' corresponding to values of θ near θ = π. A similar strategy has been employed in [8] to deal with a rank deficient projector.
Let β = 0. Under this assumption,
n is SPD (see Lemma 3.1) and the PCG method can be applied to it. For the case β = 0 (not considered here), we simply suggest to replace the PCG method with the Preconditioned GMRES (P-GMRES) method, where we use for P-GMRES the same preconditioner that we are going to devise for PCG, see [14] .
5.1. Two-grid with PCG. As mentioned above, the idea for improving the convergence rate of T G(S
n ) for large p is the following: we substitute, in Algorithm 2.3, the single smoothing iteration by S
[p] n , with a few smoothing iterations (say s [p] iterations) by the PCG method, using the SPD preconditioner T n+p−2 (h p−1 ). Due to the presence of the PCG smoother, the resulting method is no longer a stationary iterative method and hence it is not a two-grid, in the classical sense. However, using an expressive notation, we denote this method by T G((P CG)
n ), where the exponent s [p] simply indicates that we apply s [p] steps of the PCG method and it is assumed that the preconditioner is T n+p−2 (h p−1 ).
We now motivate our choice of the preconditioner T n+p−2 (h p−1 ). First, we recall from Lemma 3.2 that the function h p−1 appears in the factorization of the symbol f p (θ) = (2 − 2 cos θ)h p−1 (θ). Since 2 − 2 cos θ is monotone increasing over [0, π], the factor h p−1 is responsible for the exponential convergence to 0 of f p (π)/M fp (which is proved in Section 4.2). The idea of using the preconditioner T n+p−2 (h p−1 ) as smoother is then a way to 'erase' the numerical zero θ = π of the normalized symbol f p /M fp . Moreover, we notice that such PCG works exactly as a smoother reducing the error in the high frequencies, as requested by an efficient multigrid algorithm for differential operators. In other words, the eigenvalues of the preconditioned matrices T
n behave like a uniform sampling of the standard Finite Difference Laplacian symbol 2 − 2 cos θ for n large enough, as formally stated in the next theorem.
Theorem 5.1. The symbol of the sequences of preconditioned matrices
n } n and {T
n } n is 2 − 2 cos θ, i.e.,
with the matrix X
n being either T
n . Proof. We heavily rely on the results on Generalized Locally Toeplitz (GLT) sequences [33, 34] and the seminal paper by Tilli [36] :
1. each GLT sequence of Hermitian matrices has a symbol, and the eigenvalues of the sequence are spectrally distributed as the symbol; 2. each Toeplitz sequence with Lebesgue integrable symbol is a GLT sequence with the same symbol; 3. the product of GLT sequences is a GLT sequence whose symbol is the product of the symbols, the inverse of a GLT sequence is a GLT sequence as long as the symbol has, at most, a set of zeros of zero Lebesgue measure;
4. if {G n } n is a GLT sequence with symbol f , {E n } n is a sequence of infinitesimal spectral norm with respect to the size n of the matrix, and {R n } n is such that rank(R n )/n is infinitesimal as n tends to infinity, then {G n + E n + R n } n is a GLT sequence with symbol f . We first deal with the pure Hermitian case, i.e. β = 0. From the second item, we know that {T n+p−2 (h p−1 )} n is a GLT sequence with symbol h p−1 . Moreover, due to the fourth item, we infer that {K [p] n } n is a GLT sequence with symbol f p (θ) = (2 − 2 cos θ)h p−1 (θ), because the rank of K [p] n − T n+p−2 (f p ) is bounded by a constant depending on p but independent of n, see [23] . By using again item 4 and the fact that {K [p] n } n is a GLT sequence with symbol f p , we obtain that
n } n is a GLT sequence with the same symbol f p , because the norm of
n is infinitesimal as n tends to infinity. Finally, by invoking items 1 and 3, and by employing a symmetrization trick (X [p] n is not Hermitian, but it is similar to a Hermitian matrix in both cases), the desired results follow.
When β is nonzero, due to the small norm of the non-symmetric term, it is enough to invoke the perturbation arguments in [24] .
We are now ready to give an LFA interpretation:
• the preconditioned matrix is spectrally equivalent to the standard Finite Difference Laplacian with symbol 2 − 2 cos θ;
n takes care of the zero θ = 0, by reconstructing the error e at the coarse level in the subspace generated by the low frequencies, corresponding to values of θ near 0 (note that the polynomial 1 + cos θ associated with P n+1 related to the fineness parameter n + 1 and the spline degree p − 1, see [23] .
V-cycle with PCG.
Inspired by the specialized two-grid method designed in Section 5.1, we now develop an effective V-cycle multigrid method. For the sake of simplicity, we just focus on the case where β = γ = 0, so
n . The finest level is indicated by index 0 and the coarsest level by ℓ [p] n := log 2 (n + p− 1)− 1, assuming that n+ p− 1 is a power of 2. Let K [p] n,i be the matrix at level i and let m
n . In this notation, we have K
n − 1, and K
[p]
n,ℓ
[p] n has dimension 1. In the above expression, n,i . Given the structure of P m 
n . Regarding the smoother, at each coarser level i ≥ 1 we choose the simple Gauss-Seidel smoother. On the other hand, at the finest level i = 0 we apply s [p] smoothing iterations by the PCG method with preconditioner T n+p−2 (h p−1 ). At each level i, we first perform a coarse-grid correction, with one recursive call and then we apply one Gauss-Seidel smoothing iteration (if i ≥ 1) or s [p] smoothing iterations by the proposed PCG (if i = 0).
We point out that the choice of the projector P n were exactly τ m
n,i would be exactly τ m n . Furthermore, Lemma 3.2 ensures that a certain modification of our V-cycle, considered and analyzed in [2] , would be optimal when applied to
n . Finally, we want to motivate why the s
[p] PCG smoothing steps are only used at the finest level. Let M fp,i := max θ f p,i (θ). Referring again to [32, Proposition 2.2 (item 2)], and taking into account also some additional numerical experiments that we performed, it seems that the numerical zero θ = π of f p,0 /M fp,0 disappears for i ≥ 1, and each f p,i /M fp,i , i ≥ 1, only possesses the actual zero θ = 0. Hence, a single smoothing iteration by the simple Gauss-Seidel method is all we need at the coarser levels i ≥ 1.
6. The 2D setting. In this section we focus on our model problem (1.1) in the case d = 2 with Ω = (0, 1) 2 , and we perform the same study as in Section 3. Although the argumentation in the 2D case follows more or less the same pattern as in the 1D case, we will briefly describe it, both for the sake of completeness and for illustrating the strict analogies between the 1D and 2D setting. Given any two functions f, g : [a, b] → R, we denote by f ⊗ g the tensor-product function
We now approximate the weak solution u of (1.1) by means of the approximation space W chosen as a space spanned by tensor-product B-splines. More precisely, we choose W = W 
and the matrices K
n are defined for all p ≥ 1 and n ≥ 2 in Section 3. Remark 6.1. By Lemma 3.1 and by the fact that X ⊗ Y is SPD whenever X, Y are SPD, we know that A [p1,p2] n1,n2 is SPD for all p 1 , p 2 ≥ 1 and n 1 , n 2 ≥ 2, provided that β 1 = β 2 = 0. ν1n,ν2n } n . For p 1 , p 2 ≥ 1 and ν 1 , ν 2 ∈ Q + := {r ∈ Q : r > 0}, we define the function
3) for the definition of h p and f p . From now on we always assume that n ∈ N is chosen such that ν 1 n, ν 2 n ∈ N. Consider the sequence of matrices
with n varying in the set of indices where ν 1 n ≥ 2 and ν 2 n ≥ 2. It was proved in [23,
with N := (ν 1 n + p 1 − 2)(ν 2 n + p 2 − 2), and so f
is the symbol of the sequence {A
. Because of this unpleasant property, the two-grid schemes that we are going to devise for the matrix A ν1n,ν2n are expected to show a bad (though optimal) convergence rate when p 1 , p 2 are large. A possible way to overcome this problem is discussed in Section 6.3 and consists in adopting a multi-iterative strategy involving a specialized PCG smoother, just as we have seen in Section 5 for the 1D case.
Symbol-based construction and optimality of the TGM for
ν1n,ν2n . We now develop a specialized two-grid method for linear systems having A [p1,p2] ν1n,ν2n as matrix. To this end, we are going to follow a recipe analogous to the one in Section 3.2. In particular, we will exploit specific properties of the symbol f (ν1,ν2) p1,p2 in order to choose an appropriate projector. The underlying idea is again to treat A ,ν2) p1,p2 ), and to design a two-grid (multigrid) method that has been proved to be optimal for both the sequences of two-level τ -matrices and Toeplitz matrices in the two-grid case [32] , while the proof of optimality of the V-cycle is known only for multilevel τ -matrices [1] .
Fix p 1 , p 2 ≥ 1, ν 1 , ν 2 ∈ Q + , and consider the sequence of matrices {A
= ∞. Note that we require ν 1 n + p 1 − 2 and ν 2 n + p 2 − 2 to be odd and ≥ 3 in view of the definition of the projector, see (6.5). We are looking for solving A
and b ∈ R (ν1n+p1−2)(ν2n+p2−2) . Like in the 1D setting, we take the relaxed Richardson iteration as smoother,
where ω [p1,p2,ν1,ν2] is the relaxation parameter (independent of n). For the choice of the projector, we exploit certain properties of f (ν1,ν2) p1,p2 , together with the suggestions coming from [20] . From Lemma 6.2 we know that f (ν1,ν2) p1,p2 (0, 0) = 0 and f
2 \{(0, 0)}. Therefore, we look for a bivariate cosine trigonometric polynomial (possibly depending on p 1 , p 2 , ν) that vanishes at the mirror points of (0, 0), i.e. at {(π, 0), (0, π), (π, π)}, and satisfies the conditions (2.11). The simple choice q 2 (θ 1 , θ 2 ) = (1 + cos θ 1 )(1 + cos θ 2 ) satisfies all these requirements for all p 1 and p 2 . Hence, we choose the projector
ν1n,ν2n := U ν2n+p2−2,ν1n+p1−2 τ ν2n+p2−2,ν1n+p1−2 ((1 + cos θ 1 )(1 + cos θ 2 )), as defined in (2.8) for d = 2 and m = (ν 2 n + p 2 − 2,
ν1n,ν2n were τ ν2n+p2−2,ν1n+p1−2 (f (ν1,ν2) p1,p2 ) the projector (6.5) ensures the optimality of the two-grid method [32] and of the V-cycle [1] .
Assuming
ν1n,ν2n is SPD, see Remark 6.1. In the bilinear case p 1 = p 2 = 1, it can be shown that K
). So, the eigenvalues of K [1, 1] ν1n,ν2n are given by f
ν1n , j 2 = 1, . . . , ν 2 n − 1, j 1 = 1, . . . , ν 1 n − 1, and
Therefore, for any choice of ω [1,1,ν1,ν2] ∈ 0, 2/µ [1,1,ν1,ν2] and ν 1 , ν 2 ∈ Q + , the optimality of the method with iteration matrix T G(S [1, 1] ν1n,ν2n , P [1, 1] ν1n,ν2n ) was proved in [32] and that of the V-cycle in [1] . More generally, for 1 ≤ p 1 , p 2 ≤ 3 and ν 1 , ν 2 ∈ Q + , we will show that the two-grid scheme with iteration matrix T G(S
ν1n,ν2n ) and
ν1n,ν2n ). Note that from Lemma 3.1 we know that ∀n ≥ 2,
where we used the fact that, whenever X, Y are normal matrices, X ⊗ Y 2 = X 2 Y 2 and X 2 = ρ(X) ≤ X ∞ . In our 2D context, the condition (2.13) reads as
Since the two-grid optimality follows from Corollary 2.8, in the next theorem we show that the condition (6.6) holds for 1 ≤ p 1 , p 2 ≤ 3.
Then, (6.6) holds with
is specified in Theorem 3.4. Hence, the scheme with iteration matrix T G(S
Hence, for every ν 1 n, ν 2 n ≥ 2 integer, from Theorem 3.4 we deduce
6.3. Multigrid with PCG. With the aim of accelerating the convergence rate of T G(S
ν1n,ν2n ) for large p 1 , p 2 , we propose to substitute in Algorithm 2.3 the single relaxation iteration (step 6) with a few smoothing iterations (say s [p1,p2] iterations) by the PCG method using as preconditioner
We denote the resulting multi-iterative method by T G((P CG) (6.7) . In this section we assume β 1 = β 2 = 0 to ensure that the matrix A [p1,p2] ν1n,ν2n is SPD. If this is not the case, then we could simply replace PCG with P-GMRES and a similar reasoning holds as well.
We now sketch a motivation why (6.7) should be a suitable smoothing preconditioner. Thanks to Lemma 3.2, the symbol f (ν1,ν2) p1,p2 (θ 1 , θ 2 ) can be factored as follows:
is a function 'well-separated' from zero for all θ ∈ [0, π] and all p ≥ 1. This means that r (ν1,ν2)
p1,p2 (θ 1 , θ 2 ) does not have numerical zeros and only presents a zero at θ = 0, which, however, does not create problems to our two-grid schemes, because the projector P ν1n,ν2n takes care of it. Therefore, the function h p2−1 (θ 1 )h p1−1 (θ 2 ) is responsible for the existence of numerical zeros at the edge points (6.3) when p 1 , p 2 are large. Hence, the same function is also responsible for the poor behavior of our two-grid scheme T G(S
ν1n,ν2n ) when p 1 , p 2 are large. The choice of using the PCG method with preconditioner (6.7) as a smoother is made in order to 'erase' the numerical zeros at the edge points (6.3) as summarized in the following result.
Theorem 6.4. The symbol of the sequences of preconditioned matrices
ν1n,ν2n being either T
ν1n,ν2n , and N := (ν 1 n + p 1 − 2)(ν 2 n + p 2 − 2). Theorem 6.4 can be shown by following verbatim the proof of Theorem 5.1. Indeed, no changes have to be considered in the two-dimensional setting (and actually in any d-dimensional setting, see [14] for the formulation in d dimensions).
The proposed preconditioner (6.7) can be interpreted as a small rank perturbation of the (normalized) B-spline mass matrix M
ν1n+1 related to the fineness parameters (ν 1 n + 1, ν 2 n + 1) and the spline degrees (p 1 − 1, p 2 − 1). Last but not the least, the preconditioner (6.7) is effectively solvable: due to the tensor-product structure, the computational cost for solving a linear system with matrix (6.7) is linear in the matrix size (ν 1 n + p 1 − 2)(ν 2 n + p 2 − 2).
The V-cycle can be defined in a similar way as in the 1D case, see Section 5.2. For the sake of simplicity, we focus on a linear system with coefficient matrix K
n,n . The finest level is again indicated by index 0 and the coarsest level by index ℓ
n,n,i be the matrix at level i, whose dimension is (m
n,n,i := 
n )) in the case β = γ = 0, for the specified parameter ω [p] .
n [ω [5] 
n,i ,m
n − 1, is the projector employed at level i, defined by (2.8)
n,i , m
n,i ). Regarding the smoother, at each coarser level i ≥ 1 the simple Gauss-Seidel smoother is used, whereas for the finest level i = 0 we propose to use s [p,p] smoothing iterations by the PCG method with preconditioner (6.7).
Numerical experiments.
In the numerical experiments we use Matlab 7.0 in double precision; the stopping criterion is the scaled residual with 10 −8 tolerance; and the initial guess is the zero vector. We start with addressing the pure Laplacian, in order to show the adherence of the theoretical findings with the numerical results. Then, we consider a 2D problem with non-zero values of β and γ, for demonstrating the effectiveness of the proposed multi-iterative technique illustrated in Section 5 in a more general setting.
7.1. 1D Examples. We fix β = γ = 0, so that
n . 
n )) with n = 2560 (if p is odd) and n = 2561 (if p is even) among all ω ∈ R with at most four nonzero decimal digits after the comma. We note that the choice ω [1] = 1/3 has a theoretical motivation, see Section 4.3. Finally, we computed the spectral radii ρ
n for increasing values of n. In all the considered experiments, the proposed two-grid scheme is optimal. Moreover, when n → ∞, ρ ∞ , which is minimal not for p = 1 but for p = 2. We also observe that ρ ∞ is not really satisfactory. Finally, from some numerical experiments we notice that ρ(K [4] n ) ≈ 1.8372, ∀n ≥ 15. Therefore, for the set of indices I 4 = {81, 161, . . . , 2561} considered in Table 7 .1, the best parameter ω
[4] = 1.2229 produces a non-convergent smoother S [4] 
n ) ≈ 1.2467. This shows that the two-grid scheme can be convergent even when the smoother S n is not and, moreover, ρ
n can attain its minimum at a value of ω [p] for which ρ(S
n ) > 1, according to the multi-iterative idea [30] .
Thanks to the results given in Section 4, we can now interpret some observations about T G(S ∞ , observed in Table 7 .1 for p = 1, . . . , 6, is not surprising: if
n were replaced by τ n+p−2 (f p ), the existence of an asymptotic spectral radius would follow from the analysis in Section 4, see in particular the equation (4.5).
Observation 7.2. Section 4.3 provides the key to understand why the asymptotic spectral radius ρ ∞ exponentially converges to 1 when p → ∞. This 'exponentially poor' behavior is related to the fact that f p (π)/M fp exponentially approaches 0 when p increases (see Figure 3 .1 and Table 3 .1).
Observation 7.3. In Table 7 .1 we have chosen for ω [p] the best value among all ω ∈ R with at most four nonzero decimal digits after the comma. The corresponding asymptotic spectral radius ρ
∞ is then (almost) the best one. The fact that the best ρ ∞ is minimal for p = 2 and not for p = 1 can be explained by means of ∞ . In view of this discussion, we stress that K [p] n is 'more similar' to τ n+p−2 (f p ) when p is small. Indeed, rank(K [p] n − τ n+p−2 (f p )) grows with p, although it is bounded by a constant independent of n.
Observation 7.5. Recall that in Table 7 .1 we experimentally determined the best values ω
[p] for p = 1, . . . , 6 when n = 2560 (if p is odd) and n = 2561 (if p is even).
We now substitute these values in the expression of ρ ∞ (see (4.9) and (B.2) based on our conjecture), which would be the exact expression of ρ
n were replaced by τ n+p−2 (f p ). In this way we obtain ∞ for p = 1, . . . , 6, given in Table 7 .1. In fact, for p = 1, 2 the value is exact; for p = 3, . . . , 6 the difference with the exact value is at most of the order of 10 −3 . Unfortunately, the converse to this observation does not hold: if we use the best ω
[p], * in Table 4 .1 as relaxation parameter for S [p] n in the two-grid algorithm T G(S
∞ is not at all close to ρ
[p], * ∞ for p ≥ 3, and, for p ≥ 4, it is also greater than 1. To show that the numerical behavior observed for T G(S
n ) is common to all classical smoothers, we perform the same test using the relaxed Gauss-Seidel iteration 
n )) in the case β = γ = 0, for the specified parameter ω [p] . n ρ [1] n [ω [1] = 0.9065] ρ [3] n [ω [3] = 0.9483] ρ [5] n [ω [5] as smoother, which will be denoted by S
n . Table 7 .2 illustrates the behavior of
n )). Like in Table 7 .1, the relaxation parameter ω [p] was chosen so as to minimize ρ
n )) with n = 2560 (if p is odd) and n = 2561 (if p is even) among all ω ∈ R with four nonzero decimal digits after the comma. It follows from Table 7 .2 that, except for the particular case p = 2, the use of the GaussSeidel smoother improves the convergence rate of the two-grid. However, we also observe that ρ [p] n presents the same dependence on p as ρ [p] n : the scheme is optimal but its asymptotic convergence rate (if existing) attains its minimum for p = 2 and then worsens as p increases from 2 to 6. It is likely that such a worsening is an intrinsic feature of the problem and is related to the fact that f p (π)/M fp converges exponentially to 0 as p increases.
We also investigated the behavior of the two-grid scheme in the case β = 100 and γ = 1, for p = 1, . . . , 6 and with ω
[p] chosen as in Table 7 .1. Due to the presence of the dominating convection term, it turns out that the scheme is not convergent in this case for small values of n. However, we verified that the method with iteration matrix T G(S [p] n , P
[p] n ) is optimal if the set of indices I p for which we solve (3.5) does not contain small values of n. In addition, for large n the value of ρ [p] n is almost the same as the corresponding value in Table 7 .1. This is not at all surprising because
n plus a matrix whose infinity norm tends to zero as n → ∞, see Lemma 3.1.
2D examples.
Similar to the 1D case, the convergence rate of the two-grid and multigrid schemes rapidly worsens for increasing p 1 , p 2 and for classical stationary smoothers like Gauss-Seidel (see [14] ). Without providing a full theoretical justification, we limit ourselves to say that this is due to the presence of infinitely many 'numerical zeros' in the symbol f (ν1,ν2) p1,p2 when p 1 , p 2 are large, see Section 6.1. Table 7 .3 collects the results of the V-cycle multigrid method when solving the system K for p = 1, . . . , 6 and for increasing n. The V-cycle with the PCG smoother at the finest level (see Section 6.3) is compared to the same V-cycle but with relaxed GaussSeidel at the finest level (the relaxation parameter is chosen such that it minimizes the spectral radius of the two-grid method, see [14] ). We can conclude that, when n,n u = bp ⊗ bp, up to a precision of 10 −8 , when using the multigrid cycle with s [p,p] smoothing steps by the PCG algorithm (resp. by the relaxed Gauss-Seidel smoother) at the finest level, and one smoothing step by the simple Gauss-Seidel smoother at the coarser levels. The parameters s [p,p] and ω [p,p] 8. Conclusion and perspectives. In this paper we have proposed two-grid and multigrid methods for the solution of linear systems associated with certain stiffness matrices arising from the Galerkin B-spline IgA approximation of 1D and 2D elliptic problems. Through numerical experiments, we have provided evidence of their optimality and we have formally proved their optimality in certain cases. In particular, we have observed that, when using a few PCG smoothing steps at the finest level and adopting a properly chosen Toeplitz preconditioner, the resulting two-grid and V-cycle methods present an optimal convergence rate with respect to both the fineness parameter h = 1 n and the spline degree p. It is important to point out that • the proposals and the analysis of the methods are based on the spectral symbol and on the corresponding techniques for τ -matrices and Toeplitz matrices (see [19, 20, 32] ); • the optimality proofs are based on classical tools (see [29, 32] );
• the spectral properties of the considered matrices, as well as the properties of the associated symbol, were analyzed in a previous work [23] . From a theoretical viewpoint, the key result that allowed us to prove the optimality of the two-grid methods both in the 1D and 2D setting is the matrix inequality (3.8). If (3.8) were true for all p ≥ 1, then it would be easy to give a formal proof of optimality for all p ≥ 1 (in the 1D setting) and for all p 1 , p 2 ≥ 1 (in the 2D setting). Indeed, the former would be a direct consequence of Corollary 3.3, whereas the latter would follow by replicating the argument used in Theorem 6.3. Furthermore, the matrix inequality (3.8) would be also of interest in the context of preconditioning connected with the CG method and the GMRES method. Indeed, in the light of the Axelsson-Lindskog theorems [3] , it can be shown that (3.8), which is equivalent to (3.9) by Remark 3.5, ensures that τ n+p−2 (2 − 2 cos θ) = T n+p−2 (2 − 2 cos θ) is an optimal CG preconditioner for K [p] n . Hence, for p = 1, 2, 3, Theorem 3.4 ensures τ n+p−2 (2 − 2 cos θ) to be an optimal CG preconditioner for K [p] n . Summarizing, a plan for a next future research should include the following topics.
• Proving (3.8) for all p ≥ 1 would give at once the optimality proof of the two-grid and -with little more efforts -the optimality proof of the W-cycle.
• We need more results on the asymptotic behavior with respect to p of the extreme eigenvalues of the preconditioned matrix reported in Theorem 5.1 and Theorem 6.4, for studying in more detail the p independence of the smoother, used in the multi-iterative scheme of Section 5.
• A complete theoretical proof of optimality for the V-cycle in all the different proposals given so far.
• We would like to extend the presented machinery towards a more general problem setting involving more complicated geometries, variable coefficient operators, etc. Some promising numerical experiments are provided in the twin paper [14] for testing the effectiveness of the multi-iterative technique illustrated in Section 5 beyond the formulation of problem (1.1). With regard to the last item, we expect that the global symbol of the associated matrix sequences can be formed, in analogy with the FD/FE/IgA collocation contexts [4, 33, 15, 34] , by exploiting the information from the main operator (the principal symbol in the Hörmander theory [25] ), the used approximation techniques, and the involved physical domain via a geometric map.
