Abstract. In this paper, which continues our earlier papers, we investigate so-called "adjacent" bound states (that is, bound states which only appear in a neighbourhood of special values of the total quasimomentum of the system) of the transfer matrix of the general spin model on the 3-dimensional lattice in its two-particle subspace for high temperatures T = 1/β. The case of double non-degenerate extrema of the "symbol" ω Λ (k), Λ ∈ T 2 , k ∈ T 2 , is studied. The corresponding points Λ are situated on certain "double" curves on the torus T 2 . We also study the case of degenerate extrema ω Λ (k) situated on caustic curves on the torus. In the first case, conditions under which adjacent levels appear are indicated and the size of a neighbourhood of "double" curves where these levels "live" is estimated. In the second case, it is shown that for a degenerate extremum of ω Λ (k) "with general position" there are no adjacent levels in a neighbourhood of caustics.
Brief reminders
This paper is a continuation of our papers [1] and [2] , where we explained in detail the problem concerning two-particle bound states of transfer matrices of Gibbs fields (with compact spin space consisting of more than 2 elements and with an arbitrary compactly supported interaction along "spatial" directions) in the high-temperature region β = 1/T 1. Recall that in [1] the original problem, after several reductions, was reduced to the following problem. There is a family of Hilbert spaces {H Λ , Λ ∈ T ν } labelled by the points of the ν-dimensional torus T ν :
where
(here dk is the normed Haar measure on the torus T ν ). In each space H Λ , a self-adjoint operator T Λ acts by the formulae (1.1)
where F = (f 0 , f 1 (k)) ∈ H Λ . Here, 
Λ (k) are independent of β. The notation O(β k ) means a quantity with growth less than < Cβ k (uniformly with respect to the other variables), where C is a constant independent of β. Furthermore, K Λ (k, p) = K Λ (p, k) and K Λ (k, p) = K Λ (Λ−k, p), and also b Λ (k) = b Λ (Λ−k) and ω Λ (k) = ω Λ (Λ−k). In addition, (1.3) ω 0 = γ 0 .
Finally, we assume that the functions ω Λ (k), ω A , where W 1 = {z ∈ C/Z 1 ; |Im z| < A} and C/Z 1 is the quotient space generated by the action of the translation group z → z +2πm, m ∈ Z 1 . The functions K Λ (k, p) and K 0 Λ (k, p) also have analytic continuations to this neighbourhood with respect to the variables k and p. We call the family of functions {ω Λ (k), Λ ∈ T ν } the symbol of the family {T Λ }. It is well known (see [6] ) that the spectrum of the operator T Λ consists of a continuous part, which fills the segment [τ ], τ ext Λ = ext k∈T ν ω Λ (k), ext = min, max, and also, possibly, of eigenvalues. Our aim in this paper, as in the preceding ones, is to determine whether for sufficiently small β there exist eigenvalues of the operator T Λ situated outside the continuous spectrum (and if so, to indicate their location).
In [1] , we showed the following.
1. For any dimension ν and for all values of Λ and for sufficiently small β, the operator T Λ has an eigenvalue ε b of the form
(an isolated level situated at a finite distance (by (1.2) and (1.3)) from the continuous spectrum of T Λ ).
Outside a Dβ
2 -neighbourhood of the continuous spectrum there are no other eigenvalues of the operator T Λ ; here D is some constant independent of β and Λ. 3. For any δ > 0 there exists β 0 = β 0 (δ) such that for all β < β 0 and for Λ lying outside the δ-neighbourhood of certain special values (see below) the operator T Λ has no eigenvalues apart from ε β .
In [2] , neighbourhoods of the special values of Λ were studied in the case ν = 1 (that is, in the case of fields on the two-dimensional lattice) and it was shown that additional eigenvalues (so-called "adjacent" levels) can appear only in a neighbourhood of the socalled double values of Λ, that is, those Λ (denoted by Λ mult ) for which the function ω Λ (k) attains its global maximum or global minimum at two points. Furthermore, in [2] , we indicated a sufficient condition for the appearance of an adjacent level, and we gave an estimate for the size of a neighbourhood where this level "lives".
In the present paper, adjacent levels of T Λ are studied in the case of dimension ν = 2.
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2. Basic results on adjacent levels and assumptions on the family {ω Λ , Λ ∈ T ν } in the case ν = 2
Before stating the results on adjacent levels of the family of operators T Λ , we describe the location and the nature of the special values of Λ for the symbol {ω Λ , Λ ∈ T ν } for ν = 2.
2.1. Special values of Λ. As we have already mentioned, adjacent levels of T Λ for small β can appear only if Λ lies inside some small neighbourhood of special values of this parameter determined by the family of functions ω Λ (k). These special values are either those Λ at which one of the extrema of the function ω Λ (·) degenerates (we call these Λ caustic values 1 (see [4, vol. 2] ) and denote them by Λ caust ) or the Λ for which the function ω Λ (·) has several coinciding extrema (we call these Λ multiple values and denote them by Λ mult ). Here we introduce assumptions on the structure of sets of special values. Note that the set of special values divides naturally into two subsets. One is connected with minimal values of ω Λ (k) (degenerate minima, multiple minima), which we denote by η min ⊂ T 2 ; the other is connected with maximal values and we denote it by η max . For definiteness, we describe the special values in η min connected with minima of ω Λ (k) below, and corresponding to these we state results on the adjacent levels that lie below the continuous spectrum. The case of adjacent levels situated above the continuous spectrum (and the set η max of special values of Λ connected with maximal values of the family {ω Λ (k)}) can be investigated in a similar fashion. First we describe the nature of possible critical points of the functions {ω Λ (k)}.
Critical points of ω Λ (k). Since the function ω Λ (k) is invariant under the involution of the torus
the four fixed points of this involution
, are critical points of the function ω Λ (k). We call points of this form basic critical points. The other critical points of ω Λ always occur in pairs: if k is a critical point for ω Λ , so is k = Λ − k. In what follows we regard such a pair as a single critical point and call it a pair critical point. We assume that for each Λ the critical points of the function ω (1) Λ (k) (see the expansion (1.2)), and thus of the function ω Λ , are isolated.
Multiple and caustic values of Λ. We denote by ∆
(m) ⊂ T 2 the set of values of Λ for which the function ω Λ (k) has exactly m coinciding minima at points k 1 , . . . , k m , k i ∈ T 2 (we call these values m-multiple values of Λ). We assume that in the case ν = 2 the function ω Λ (k) has no values of multiplicity higher than three (that is, ∆ (m) = ∅ for m > 3). The set ∆ (3) consists of finitely many values {Λ (3) mult,j }, and the set ∆ (2) of finitely many double curves {γ mult,i }, the ends of which either coincide with triple values (with multiplicity three) or are caustic values (see below).
We assume that the set of caustic values of Λ ∈ T 2 consists of finitely many curves ξ caust j (elementary caustics; see [3] ) and in addition, possibly, finitely many isolated values 1 We deviate somewhat from the generally accepted terminology: caustic values of parameters are usually defined as those values at which some critical points of the function ω Λ (k) degenerate, rather than only its extremum points. , a minimum of ω Λ (k) is attained at one of the degenerate basic critical points k min = k σ basic , σ = (σ 1 , σ 2 ), σ i = 0,1, of the function ω Λ (k); furthermore, the rank of degeneration is 1 and the type is A 3 (see [3] ). This means that in a neighbourhood of the point k min we can choose a system of coordinates
2 )β. For the values Λ = Λ caust end , that is, lying at the endpoints of the caustic ξ caust j , the degeneration becomes stronger: in suitable coordinates, in a neighbourhood of k min , the function can be written as
2 )β. Furthermore, the value Λ caust end serves simultaneously as an endpoint of some double curve γ mult,i . For the interior values of Λ on this curve, a double minimum of ω Λ (k) is attained at some basic and pair critical points (both minima are non-degenerate). As Λ approaches the value Λ caust end along the curve γ mult,i , these points come together and merge with each other at a basic (degenerate) point. For an isolated caustic value Λ = Λ caust isol , the function ω Λ has a degenerate minimum attained at a pair critical point (degeneration of rank 1 and of type A 3 ); the value Λ caust isol also serves as an endpoint of some double curve γ (2) mult,i . For values of Λ on this curve, the global double minimum of ω Λ (k) is attained at two different pair points. As Λ approaches Λ caust isol along the curve γ (2) mult,i , these points come together, merging at Λ = Λ caust isol into a degenerate pair point (see Figure 1) . Similar assumptions are introduced with regard to the set η max of special values of Λ connected with maximal values of the family {ω Λ (k)}.
Remark 1. The assumptions we make on the sets η ext of special values of the parameter Λ for the family {ω Λ , Λ ∈ T 2 } define a family of "general position": a "small perturbation" of this family does not change the nature of the set of special values we have described. Thus, we can assume that the set η ext with all its elements (triple points, double curves, caustic curves, and so on) is "element-wise" close to the limit set of special values for the family {ω (1) Λ (k)} (which no longer depends on β; see (1.2)), so that the elements of the limit set of special values of Λ have a structure completely analogous to that of the elements of the pre-limit set. small β this distance exceeds some constant c > 0 that is independent of β.) The distance between double curves that have no common endpoints is also finite.
Remark 2. In this paper we study only the adjacent levels that "live" in neighbourhoods of double and caustic curves. The case of adjacent levels of the β-neighbourhood of triple points will be considered in a consequent publication. 
Statement of the results

Basic definitions. We denote by
In the sum (3.2), each column of the matrix {M Λ (k i , k j ; z), i, j = 1, . . . , ν} is consecutively replaced by a column consisting of 1s. Since
} is a Hermitian matrix and the matrix Π consists entirely of 1s, the function T Λ n (k 1 , . . . , k n ; z) is real (for real z). As follows from the representations (1.2), the function T
is replaced by the following function (which is independent of β; see (1.2)):
Next, for each double value Λ (2) mult = Λ ∈ ∆ (2) we define the quantity
are the points at which a double extremum of ω Λ is attained, the + sign is chosen when this extremum is a minimum ext = min, and the − sign is chosen when ext = max (if one or both extrema are attained at pair points, then k σ is one of these points).
It follows from the representation (3.4) and (3.3) that for small β we have
(2) a threshold value if B Λ,0 < 0 (and, consequently, B Λ < 0 for small β). The set of threshold values is divided into finitely many intervals situated on double curves γ (2) mult,i ⊂ ∆ (2) . The complementary intervals on the γ In what follows, after excluding finite neighbourhoods of triple points, we describe some domains of values of Λ on the torus T 2 in which adjacent levels certainly "live", and those domains in which there are no adjacent levels. However, it turns out that for some other (very small) domains of the torus we cannot say whether or not they have adjacent levels: in particular, these domains include neighbourhoods of endpoint values or isolated caustic values adjoining a threshold interval, as well as neighbourhoods of boundary values Λ (2) mult ∈ γ (2) mult on double curves (where B Λ,0 = 0). We denote the set of all these exceptional Λ ∈ η min by η min exc ⊂ η min . Thus, we choose an arbitrary δ > 0 and cover each exceptional value Λ ∈ η min exc by a neighbourhood V δ (Λ) of radius δ. Let 
mult ):
Clearly, the set η min δ consists of the union of intervals ρ (2) mult ⊂ γ (2) mult that lie on double curves and intervals π caust that lie on caustics. Each of the intervals ρ (2) mult is a part of some threshold or non-threshold interval and correspondingly we call them truncated double (threshold or non-threshold) intervals. Truncated caustic intervals π caust are defined in a similar fashion. Let 0 < δ 1 be a certain number that we choose below so that
mult ) of a truncated double interval, as well as the β 2 δ 1 -neighbourhood V β 2 δ 1 (π caust ) of a truncated caustic interval. Thus, we shall describe the appearance (or absence) of adjacent levels of the operator T Λ for values of Λ contained in the following sets:
mult ; 2. the β 2 δ 1 -neighbourhoods of truncated caustic intervals π caust .
We consider each of these cases separately.
3.2. Truncated intervals on double curves. Let ρ ⊂ γ (2) mult be some truncated interval, and V δ 1 β 2 its δ 1 β 2 -neighbourhood. We assume that β is chosen to be so small that the following conditions hold.
1. For any Λ ∈ V δ 1 β 2 the function ω Λ (k) has two non-degenerate minima attained at points k min 1 (Λ) and k min 2 (Λ), one of which is global, and the other, generally speaking, is local, and both of them are close to the coincident global minima on the double curve. We denote these minima by
We assume that 
For the points k
Λ < εβ} so small that the Hessian of the function ω Λ (k) does not change its sign in each of these neighbourhoods, they do not contain other critical points of this function, and in U σ ε there is a system of coordinates
while in the new coordinates (x
Furthermore, the map
is infinitely smooth and non-degenerate, while its Jacobian
where C 1 , C 2 are constants independent of Λ and β. Outside the neighbourhoods U σ ε , the function ω Λ (k) satisfies the inequality
(see the similar representation for the case Λ = Λ (2) mult ∈ γ (2) mult ), where B Λ,0 has fixed sign for all Λ ∈ V δ 1 β (ρ) and is independent of β, while κ 3 > 0 is some constant independent of β and Λ ∈ V δ 1 β 2 .
Remark. Since the sign of B Λ,0 coincides with the sign of this quantity for Λ ∈ ρ, we can speak about a threshold (
In what follows we consider z in the domain
on the complex z-plane, where D is the constant mentioned in the first section. 2 It is obvious that for Λ ∈ V δ 1 β 2 (ρ), where ρ is a truncated double interval and z ∈ F Λ D , we have
where κ 4 > 0 is a constant independent of β, Λ, and z. In particular, it follows from (3.13) and the last inequality that
, coincides with the sign of B Λ . Finally, we assume that β is chosen to be so small that for Λ lying outside the δ-neighbourhood of all the special values, the operator T Λ has no adjacent levels below the continuous spectrum (as follows from the results of [1] ).
, the operator T Λ has no adjacent levels below the continuous spectrum. The numbers µ 1 and µ 2 can be chosen to be equal to
where c 1 > c 2 > 0 are two constants independent of Λ and β. 2. In the case where ρ ⊂ γ (2) mult is a non-threshold truncated interval on a double curve, for all Λ in the β 2 δ 1 -neighbourhood of ρ, the operator T Λ has no adjacent levels below the continuous spectrum.
Case of truncated caustic intervals. Let π
caust ⊂ η min be a truncated caustic interval, and V δ 1 β 2 (π caust ) its δ 1 β 2 -neighbourhood. We assume that β is such that the following conditions hold.
, the function ω Λ (k) has only one minimum τ min Λ . For Λ ∈ V δ 1 β 2 lying on one side of the caustic interval π caust , as well as on the interval itself, this minimum is attained at some of the basic points k min (Λ) = k basic Λ (these are the same for all Λ in this part of V δ 1 β 2 , which we denote by V δ 1 β 2 (+)). For Λ lying on the other side of π caust , the minimum point is a pair point k min (Λ) = (k 1 , k 2 ); we denote this part of the neighbourhood V δ 1 β 2 by V δ 1 β 2 (−). As we mentioned above, on the caustic interval π caust itself, the minimum is degenerate with degeneration type A 3 . 
which does not contain other critical points of ω Λ (k), apart from, possibly, a pair point k min (Λ). Outside this neighbourhood, the function ω Λ (k) satisfies the condition
In the neighbourhood U ε we can choose a system of coordinates
) = 0 (generally speaking, depending on β and Λ) so that in these coordinates the function ω Λ (k) is written in the form
2 , where ξ(Λ) is some smooth real function of Λ ∈ V δ 1 β 2 (π caust ) that vanishes for Λ ∈ π caust and takes positive values for Λ ∈ V δ 1 β 2 (+), and negative values for Λ ∈ V δ 1 β 2 (−); furthermore, the gradient of the function ξ(Λ) satisfies the condition
where κ 6 , κ 7 are some constants independent of Λ and β.
) is non-degenerate and is defined by infinitely smooth functions; its Jacobian J Λ (x) satisfies estimates similar to (3.10). The maximal dilation of the map f ,
is bounded by a constant F independent of Λ and β. We also assume that the pair critical points k
Theorem 3.2. Let π
caust be a truncated caustic interval, and let
, the operator T Λ has no adjacent levels below the continuous spectrum.
4.
Proof of Theorem 3.1 4.1. The principal part of the Fredholm determinant. All the subsequent proofs are based on studying the asymptotic behaviour of the modified Fredholm determinant ∆ Λ (z) for z close to a minimum of the function ω Λ (k) and for sufficiently small β. As is explained, for example, in [7] , it is the zeros of this determinant that give the eigenvalues of the operator T Λ . Recall (see [6] ) that the function ∆ Λ (z) can be represented in the form of the series
where the functions T n (k 1 , . . . , k n ; z) were introduced in (3.2). Here we establish this asymptotic behaviour in the case Λ ∈ V δ 1 β 2 (ρ), where ρ ⊂ γ (2) mult is a truncated double interval.
The first term of the series (4.1). We introduce the functions
where the U σ ε are the neighbourhoods of the points k
mult be a truncated interval on a double curve and let
where K 0 (Λ) is a constant independent of β and z, and
Furthermore,
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where C 2 ≥ 0 is a constant independent of Λ, β, z, and (ω Λ ) ij , i, j = 1, 2, is the matrix of the second derivatives of the function ω Λ (k).
Remark. It follows from the general construction in the neighbourhood U σ ε of the coordinates (x 1 , x 2 ) in which the function ω Λ (k) is represented in the form (3.9) (see [8] ), for a "small perturbation" of this function (and its derivatives), the map f 
is a constant independent of β, while k
Proof of Lemma 4.1. We represent the integral (4.2) in the form (4.7)
First we analyse the third summand in (4.7). We observe that
.
, the second term on the right-hand side of equality (4.8) does not exceed a constant independent of β and Λ. Next,
where τ min Λ is the minimal value of the function ω
Λ . Hence, since for sufficiently small β,
Finally, from this we deduce that (4.9)
where the function Ψ 
Λ (z) < C 1 (here C 1 > 0 is a constant independent of β, Λ, and z), while
Thus, assertion (4.2) is proved.
We now analyse the functions ϕ
and the inverse map has the form
Here 
Using the results of [9] we find that for z ∈ F Λ D , (4.13)
Λ (ω) are analytic functions of the variable ω in the disc |ω| < ε that are uniformly bounded with respect to Λ ∈ V δ 1 β 2 (ρ). Furthermore, (4.14) h
(1)
Λ . Thus, (4.12)-(4.14) imply (4.4) for σ = 1, where
The case of ϕ
Λ (z) can be analysed in a similar fashion. Of course, here we assume β to be so small that τ . . .
First we derive a representation for I
is a truncated double interval).
mult on a double curve γ 
where the constant C Λ is independent of β and z.
Proof of Lemma 4.2. We write
where 
In each neighbourhood U σ ε we pass to the new coordinates x σ and let
where f Λ σ is the map of the disc {|x σ | 2 < 2ε} into the neighbourhood U σ ε (see (4.11)). Then
) is the Jacobian of the map f Λ σ . Next we apply formula (4.13) successively and obtain the following.
1. In the case σ = σ we have 
In the expansions (4.18) and (4.19), the functions
where C is a constant independent of Λ, k 1 , k 2 , z, and β. Furthermore, for σ = σ ,
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where const is independent of ω, z, and β. By (4.20),
where G σ Λ is a constant independent of β. Since ω ln ω and ω| ln ω| 2 are bounded functions for |ω| < ε, and |H σ Λ (ω; z)| < const β 2 , where const is independent of ω, z, and β, we obtain from the above that
and the constant C is independent of β, Λ, and z. We now consider the case σ = σ and again write down the expansions
, i, j = 1, 2, are analytic functions of ω 1 , ω 2 and z in the domain
< Cβ 2 , i, j = 1, 2, where C is a constant independent of ω 1 , ω 2 , z and β. Hence, using the estimate where D is a constant, we conclude that
where C is a constant independent of z and β. Similar arguments show that
Λ − z β + 1 .
Using the representations
where A 1 and A 2 are the constants introduced in (4.3), the B Λ are the quantities introduced in (3.12) and (3.13), and the G σ, σ Λ,i are constants independent of β, we finally obtain that for σ = σ ,
Λ − z β 
where C is a constant independent of z and β. We now consider the integral
Using the arguments we used in the proof of formula (4.9), together with the estimate (3.3), we find that this integral is a bounded analytic function:
where C is a constant independent of z, β, and Λ.
Finally, consider the integral
Similarly to the way we derived formula (4.9), we obtain that the inner integral in (4.28) is equal to
, is an analytic function of z ∈ F Λ D that is infinitely smooth with respect to the variable k 1 . Next, passing to the outer integral with respect to the variable k 1 and again using formula (4.13), we obtain the representation
where h 
is a constant independent of β and z, while Ψ By repeating the arguments used in the proof of Lemma 4.2, applying the estimate
and observing that
we can derive the following representation for I Λ 3 (z): (4.30)
Λ − z β +Ψ 
where C is a constant independent of β and z.
Tail of the series (4.1). Now we estimate the integrals I
Λ n (z), n > 3. First we state a general estimate for the function T Λ n , whose proof can be found in [2] . 
holds, where j i ∈ γ i is some index in the set γ i , and A, C are constants independent of z, n, Λ, and β.
Lemma 4.3. For z ∈ F
Λ D and n > 3 we have the estimate (4.32)
where A and C are positive constants independent of z, Λ, n, and β.
Corollary. It follows from the estimate (4.32) that
where C is a constant independent of z, Λ, and β.
Proof of Lemma 4.3. Let γ 1 , γ 2 ⊆ {1, . . . , n} be two disjoint subsets of indices. We denote by H γ 1 ,γ 2 ⊂ (T 2 ) n the domain defined by the following condition:
ε , s ∈ γ 1 ∪γ 2 . We will estimate the integral
In each of the sets {k i , i ∈ γ 1 } and {k j , j ∈ γ 2 } we choose the points k i 1 and k j 1 that are closest to k min 1 (Λ) and k min 2 (Λ), respectively, and apply (4.31):
From this and (4.33) we obtain that
A similar estimate is obtained when one of the sets γ i consists of a single element and the other is non-empty. In the case where one of the sets is empty, the integral over the set H γ 1 ,γ 2 is no greater than
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where i is the index in the non-empty set. Finally, when both sets are empty, γ 1 = γ 2 = ∅, the integrals do not exceed
Next, it is easy to calculate that (4.38)
We now estimate ϕ i (z). Since
for z ∈ F Λ D , using (4.12), (4.13) we obtain 
Λ (z), where
Here, a
where a 
Λ − z β + 1 and
where C is a constant independent of β, z and Λ. consequently, one half their sum majorises the sum of two terms in ∆ Λ (z),
The remaining half of their sum, together with the term
Λ (z). Thus, on the interval indicated, for Λ ∈ V δ 1 β 2 (ρ) the function ∆ Λ (z) is greater than 0 and, consequently, T Λ has no adjacent levels. Thus, we have proved the second assertion of Theorem 3.1.
The case B Λ < 0 (threshold interval ρ). Zeros of the function
We introduce the quantities r max (ρ) = max sup 
This zero is real and simple and satisfies the estimate
Here d(Λ, ρ) is the distance from Λ to the interval ρ, and the constants κ 1 , κ 2 were introduced in (3.6).
Proof. We introduce the quantities
Λ − z β < 0, and assume for definiteness that τ 
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The first equation is the equation of the lower branch of the hyperbola
with the asymptotes
the second equation represents the graph of the function
Λ − τ
, which tends monotonically to the limit
Thus, a negative solution (u 0 < 0, v 0 < 0) of the system (4.47) exists if the horizontal asymptote of the hyperbola is situated above the horizontal asymptote of the curve V (u), that is,
In the case where the opposite inequality holds, there are no negative solutions (u 0 < 0, v 0 < 0) of the system (4.47). The arrangement of the hyperbola and the curve (4.50) (when there exists a solution of the system (4.47)) is depicted in Figure 4 . Since the point of intersection (u 0 , v 0 ) of the hyperbola (4.48) and the curve (4.50) with u 0 < 0 and v 0 < 0, lies to the left of the vertical asymptote of the hyperbola, that is, u 0 < 1 B Λ β , we find that a root z 
as follows from (3.7). Next, we observe that the ordinate of the intersection of the second branch of the hyperbola with the v-axis is equal to K Λ . If K Λ > 0, then K Λ > V (0) for sufficiently small β, since K Λ is independent of β, and u
0 > 0 and v (2) 0 > 0, as is clear from Figure 4 . Hence, τ
0 > K Λ , as is again clear from the picture, that is, again We observe that by (3.6) for
condition (4.52) holds, while for
it is violated. On the other hand, (4.44) implies (4.55), and (4.45) implies (4.54). Next, from the second equation in (4.47), it is evident that v
0 / a 1 , that is, the point u 
This fact and the inequality u
0 imply inequality (4.46). We now show that z
is a simple zero. Indeed, it is easy to verify that (4.56)
Λ − z
Λ − z where u 0 and v 0 solve the system (4.47). We observe that the straight line in the (u, v)-plane,
, which is the point of intersection of the asymptotes of the hyperbola (4.48), which contains the point (u 0 , v 0 ), and the straight line (4.57) lies in the second and fourth quadrants formed by the asymptotes (4.49). Thus, the straight line (4.57) does not intersect the hyperbola (4.48) and, consequently, the right-hand side of the expression (4.56) is not equal to zero: thus, (∆ 
Λ − z β ,
we can easily see that the equation ∆ Λ (z) = 0 implies the following two equations:
and 
, that is, the operator T Λ has no adjacent levels below the continuous spectrum. When
Λ − τ 
and inequality (4.60) implies that 
the leading term in ∆
Λ is the sum of the first two terms, which is of the order of − 2 ) and O(1/β). Thus, for sufficiently small β,
where C > 0 is a constant independent of β. As follows from the estimates (4.42), (4.43), the functions Ψ
Λ and Ψ
Λ on the contour Γ do not exceed
From (4.64) and (4.65) we obtain (4.63). 2. We now consider the case of inequality (4.59) and z ∈ Γ 2 , that is, z = τ
Λ + it, where |t| < Dβ 2 . We analyse the case where t only runs over one half of this segment: 0 ≤ t ≤ Dβ 2 ; the case of negative t can be considered in a similar fashion. We introduce the following notation (see (4.58)):
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where |u| > |v|. It is obvious that then
Furthermore, for z = τ
Λ + it, the functions Ψ
Λ (z) and Ψ
Λ (z), |t| < Dβ, admit the estimates 
Here C, C are constants independent of β, Λ, u, v. Furthermore, u and v are connected by the relation
Using this relation to express v in terms of u, we obtain the monotonic function
and, consequently, our curve J lies in the domain
Some simple calculations using (4.42), (4.43), and (4.67) show that in this domain the inequality
Λ (z) holds, so that
holds, where
This now implies that
. Since the domain S 2 lies below the hyperbola H 0 : L 1 (u, v) = 0, the estimate (4.72) is equivalent to the inequality
which holds in the domain G 2 , which is bounded from above by the hyperbola
This hyperbola lies below the hyperbola H 0 ; its horizontal asymptote is given by the equation
and (u, v), the point of intersection with the straight line u = v is
Thus, the straight line bounding the domain S 2 from above lies below the horizontal straight line passing through the point (u, v) , that is, S 2 ⊂ G 2 and inequality (4.73) holds at points of the domain S 2 . Note that we have actually proved that
We now show that in the gap between these domains lying in the half-plane |u| > |v|, that is, between the lower branches of the hyperbolas H + and H − and above the straight line u = v (we denote this gap by S 3 ), the estimate
for the points on the curve J that lie above the horizontal line v =
At the same time, τ (2) Λ − τ (1) Λ satisfies the estimate (4.60) and therefore
in other words, the angle takes values satisfying |θ(t)| > π/6 for the points of that part of the curve J that lies above the indicated straight line. To derive the estimate (4.74) we use the inequality
We observe that the linear form
π 2 is negative below the hyperbola H + for any θ. Thus, in the requisite domain,
Furthermore, it turns out that M (u, v) − r > 0 in the domain S 3 . To show this, we observe that the straight line
remains above the lower branch of the hyperbola H + , and the expression M (u, v) − r takes positive values on this straight line for sufficiently small β. As the point (u, v) moves "down" from this straight line, the expression M (u, v) also increases. Thus, we must prove that
in the domain S 3 . To do this we consider the following two cases.
, that is, we are in the domain lying above the lower branch of the hyperbola H 0 . In this case, inequality (4.75) is rewritten in the form
This inequality holds in the domain G 1 lying above the lower branch of the hyperbola
The horizontal asymptote of this hyperbola is 
it holds in the domain G 2 bounded from above by the lower branch of the hyperbola
This hyperbola has horizontal asymptote
and its lower branch lies above the hyperbola H 0 . Thus, the domain G 2 covers the gap between H 0 and H − and inequality (4.75) also holds in this domain. Thus, the inequality To prove the estimate (3.15), as above we set
then u and v are connected by the relation
We denote the graph of the function V (u) by J as before. By repeating the arguments used in the proof of Lemma 4.5 we can show that ∆ Λ (z) > 0 for those z for which the corresponding point (u, v) on J lies above the horizontal straight line
Thus, the zeros ε(Λ) of the determinant ∆ Λ (z) satisfy the condition
This inequality immediately implies that
(for sufficiently small β). Inequality (4.76) now implies that (3.15) holds. Theorem 3.1 is proved.
Proof of Theorem 3.2
Let V δ 1 β 2 (π caust ) be the δ 1 β 2 -neighbourhood of a caustic (truncated) interval π caust , and V δ 1 β 2 (±) the two parts of it defined in Subsection 3.3: in one of them, V δ 1 β 2 (+) (including the interval π caust itself), the minimum is attained at a basic point k min (Λ) = k σ basic , and in the other, V δ 1 β 2 (−), at a pair point (k min 1 , k min 2 ), which splits off from a basic point as Λ passes across the caustic interval π caust . We consider each part of the neighbourhood V δ 1 β 2 (π caust ) separately. 1. The case Λ ∈ V δ 1 β 2 (+). Let U Λ ε (k min ) be the neighbourhood of the minimum point of ω Λ (k) introduced in subsection 3.3. We denote by ϕ Λ (z) the integral
Obviously, the following representation holds (see subsection 4.2):
Λ (z), where Ψ 
Recall that in the neighbourhood U Λ ε (k min ) we introduced the new system of coordinates x = (x (1) , x (2) ) in which the function ω Λ (k) takes the form (3.16). We can assume without loss of generality that ε < 1. where K = K(ε, δ) > 0 is some constant and J Λ (z) > C 1 is the Jacobian of the change to the new coordinates. Here we have used the fact that the domains satisfy (x (1) , x (2) ) : (
Thus, it follows from (5.2)-(5.4) that (5.5)
We now pass to estimating the leading terms I 
Consider the integral Estimating the first integral, we obtain where L = L(ε) > 0 is a constant. In these estimates we have again used the fact that the domains satisfy (x (1) , x (2) ) : (
In (5.9), F is the maximal contraction for the map f −1 in the neighbourhood U Λ ε into the domain G (see (3.18)), and C 2 is a majorant of the Jacobian J Λ (x).
From this and from (5.3), (5.6) we find that for |γ| ≥ 2, and thus the right-hand side of (5.15) does not exceed
as shown in (5.9). Hence, by repeating the arguments of the preceding subsection, we find that I Λ n (z) 1 n! < const βϕ Λ (z).
As we saw above, this estimate implies that ∆ Λ (z) = 0 for Λ ∈ V δ 1 β 2 (−) and z ∈ τ Theorem 3.2 is proved.
