High-throughput mRNA sequencing (also known as RNASeq) promises to be the technique of choice for studying transcriptome profiles. This technique provides the ability to develop precise methodologies for transcript and gene expression quantification, novel transcript and exon discovery, and splice variant detection. One of the limitations of current RNA-Seq methods is the dependency on annotated biological features (e.g. exons, transcripts, genes) to detect expression differences across samples. This forces the identification of expression levels and the detection of significant changes to known genomic regions. Any significant changes that occur in unannotated regions will not be captured. To overcome this limitation, we developed a novel segmentation approach, Island-Based (IB), for analyzing differential expression in RNA-Seq and targeted sequencing (exome capture) data without specific knowledge of an isoform. The IB segmentation determines individual islands of expression based on windowed read counts that can be compared across experimental conditions to determine differential island expression. In order to detect differentially expressed genes, the significance of islands (p-values) are combined using Fisher's method. We tested and evaluated the performance of our approach by comparing it to the existing differentially expressed gene (DEG) methods: CuffDiff, DESeq, and edgeR using two benchmark MAQC RNA-Seq datasets. The IB algorithm outperforms all three methods in both datasets as illustrated by an increased auROC.
INTRODUCTION
Current next-generation sequencing technologies have afforded researchers the ability to sequence known and unknown mRNA transcripts that can be either coding or noncoding using RNA-Seq and captureSeq methodologies. Using the captureSeq approach, Mercer et al. [19] were able to expand by 12% the number of exonic structures that did not belong to known models. This indicates the power of nextgeneration sequencing approaches in providing novel information about the complexity of transcripts. Others have used RNA-Seq to expand the knowledge of transcribed regions [8, 28] , including long noncoding RNAs (lncRNAs) and microRNAs (miRNAs) [33, 34] . Perhaps the most wellknown of these studies was performed by the ENCODE Consortium [5] , which focused on understanding encoded elements within the human genome. The GENCODE group relied heavily on RNA-Seq data to improve the accuracy of protein-coding regions, pseudogenes, and noncoding regions in the human genome [11, 14, 12] .
The advent of RNA-Seq has enabled researchers and scientists to study the transcriptome at an unprecedented rate and has lately become the standard technology for transcriptome analysis. It is based on the direct sequencing of complementary DNA (cDNA) [20] . An RNA-Seq experiment starts with the extraction of total RNA or a portion such as polyadenylated RNA [32] . The extracted RNA is then converted to a library of double stranded cDNA and sheared into small fragments. In the next step, adapters are attached to one or both sides of each cDNA fragment. Using next-generation sequencing platforms, each cDNA fragment is sequenced and a short sequence (read) from one end of the fragment (single-end tag) or from both ends (paired-end tag) is obtained. The obtained reads are mapped to the reference genome or transcriptome to measure the abundance of each transcript.
Most RNA-Seq approaches developed for differential expression analysis follow a similar workflow where mapped reads are summarized according to known biological features such as exons, transcripts, or genes which restricts the mapping of read sequences to existing annotations. Thus, reads that map to regions outside annotated features will not be captured even in well annotated genomes (e.g. human and mouse) [22] and consequently changes in those regions will be missed. Additionally, previously undetected cassettebased isoforms will be ignored and summarized accordingly to known isoform annotations. While using known annotations allows for insightful analysis of how gene expression change in differing conditions, it also is limiting in understanding how the gene structure itself might also change.
To illustrate this problem, Pickrell et al. [23] found about 15% of mapped reads were located outside annotated exons in their Nigerian HapMap samples. Alicia et al. [22] showed an example of transcripts that fall outside annotated exons for the RNA binding protein 39 gene in LNCaP prostate cancer cells. Our own work, highlighted in Figure 1 , shows an expression level for microarray data that shows differential expression outside of a known rat gene. This differential transcription would be ignored by current analysis methods, even though it has been experimentally determined this region is part of the upstream gene. Looking at the annotated mouse homology, it can be inferred that the 3' UTR extends into this region, even if there is no support from the current rat annotation. Further analysis of this differentially expressed transcript shows an association with axonal localization [10] .
In order to alleviate the issues resulting from dependence on annotations, we propose a novel segmentation approach, Island-Based (IB), for analyzing RNA-Seq and targeted sequencing (exome capture) data. The segmentation methodology determines individual islands of expression based on windowed read counts for each individual sample that are then overlapped and compared across samples. To detect DEGs, the IB uses Fisher's method to combine the significance of sub-islands corresponding to a chromosomal region.
RELATED WORK
The detection of which genes have changed significantly between biological samples requires the use of statistical hypothesis tests to model count data from RNA-Seq experiments. Existing methods have implemented different statistical methods for this purpose. Currently, most statistical models are based on parametric assumptions for modeling RNA-Seq data. Discrete probability distributions such as binomial, Poisson and negative binomial (NB) distributions have been used to model RNA-Seq count data [15] . In RNASeq studies that use a single source of RNA, the distribution of counts across technical replicates for the majority of genes was indeed Poisson [22, 15] . Early methods [18, 31] were developed to detect DEGs based on this distribution. However, Figure 1 : Illustration of regions missed by current annotations. The 3' UTR region has a significant change between samples T14 vs T0 and samples T7 vs T0. The annotated mouse CaMK4 gene extends into this region. However, the corresponding rat CaMK4 gene annotation terminates prior to the differentially expressed region, which was subsequently verified to be part of the rat CaMK4 gene [10] .
the Poisson distribution suffers from the inability to capture biological variability within RNA-Seq data [22, 15, 30] since the variance of the Poisson distribution is equal to the mean. Since the variance of many genes is likely to exceed the mean, this results in over-dispersion. Thus, Poisson-based analyses using biological replicates will be prone to high false positive rates. To address over-dispersion and account for biological variability, methods such as edgeR [26] , DESeq [1] , baySeq [9] , and Cuffdiff [29] have been developed based on the negative binomial distribution (NB) to model read counts. To test for DEGs, both DESeq and edgeR use a variation of the Fisher's exact test adopted for the negative binomial distribution. Cuffdiff compares the log ratio of gene expression in two conditions against the log ratio of one and calculates the test statistics as T =
, where Y is the log ratio of the normalized counts between the two conditions (Y = F P KMa F P KM b ). baySeq employs an empirical Bayesian approach to determine DE between conditions. For every gene, baySeq estimates two models: one assumes the expression pattern is the same and a second assumes the expression pattern is different across conditions. Thus, the posterior likelihood can be estimated using the prior estimates and the likelihood of the distribution of the data to decide if a gene is differentially expressed.
MATERIALS AND METHODS

Approach
We developed a novel approach, IB, in an attempt to overcome the limitation mentioned above and detect expression differences in any genomic region regardless of whether a genomic annotation is available. This approach (detailed in Sections 3.3-3.6) splits the genome into small fixed nonoverlapping regions (windows) which are merged, based on their read count density, into larger regions called islands. Step 1
Step 2
Step 3
Step 4
Step 5
Short Reads
Short Reads Adjacent regions with similar densities are merged together constructing an island in a process called segmentation. First, reads are mapped to the reference genome to generate perbase abundances (Figure 2 , step 1 and step 2). Region construction begins by first summarizing per-base read counts over a fixed window to minimize small variance in coverage due to noise ( Figure 2, step 3 ). The size of the window is allowed to vary using smaller window sizes (10-30bp) . Once the genome is split into windowed regions, each region is then classified as high or low density (where the density is based on the number of reads) using an average threshold t. The calculation of this threshold is adapted from Zang et al. [35] where regions with read counts above or equal to the threshold t are classified as high density regions and regions with read counts below the threshold are classified as low density regions. The threshold t is sample specific and is defined based on a user-defined p-value and the Poisson distribution as an approximation for the expected number of reads:
Significant changes in novel regions
where k is the number of reads in a window and λ represents the average number of reads across all regions in the genome and is calculated as λ = wSj/G, where w is the region size, Sj is the total number of reads in experiment j, and G is the effective genome length. To construct islands, contiguous high density regions are merged into larger high density islands and similarly contiguous low density regions are merged into larger low density islands ( Figure 2 , step 4). Low density regions denote the start and end points for individual high density islands. Each high density island is allowed to include a number of low density regions based on a pre-defined cost threshold c. Figure 3 shows an example where one low density region is allowed in a given island. To test for differentially expressed islands, constructed islands are overlapped between samples and split into smaller islands called sub-islands where the start and stop locations are different. Each sub-island then comprises an overlapping region between samples that can be subsequently tested for differential expression between conditions using statistical tests such as t-test or Wilcoxon test (Figure 2 , step 5). Subislands constructed from low density islands across samples are removed and we keep only sub-islands constructed from high density islands in at least one sample. [35] . Regions are shown as genome coordinates along the x-axis with each bar representing one region. The y-axis denotes the read count for each region. The orange bar denotes the constructed islands using a threshold t = 5 (red line) and a cost threshold c = 1. The blue boxes show low density regions included in that island.
Datasets
MAQC Datasets
To test the performance of the IB approach, two datasets related to the MicroArray Quality Control Project [17] were obtained. The experiments in the two datasets analyze two biological samples: Ambion's human brain reference (Brain) and Stratagene's human universal reference RNA (UHR) [3] . In both datasets, the two samples were prepared using one library preparation and sequenced in seven lanes and two flow-cells using an Illumina Genome Analyzer II (GAIIx). The first dataset was sequenced with RNA-Seq reads of length 35bp with only one biological replicate [3] . This dataset was obtained from NCBI's Sequence Read Archive (SRA) with Accession IDs: SRX016359 and SRX016367 for Brain and UHR respectively. The second dataset was sequenced with 50bp RNA-Seq read length with one biological replicate [21] . This dataset was obtained from SRA with Accession IDs: SRX027129 and SRX027130 for Brain and UHR respectively.
qRT-PCR Datasets
As part of the MAQC project, 1044 genes were selected to be assayed by qRT-PCR. The expression of those genes were quantitatively measured for Brain and UHR samples using TaqMan Gene Expression Assay [3, 30] . This data is used as a "gold-standard" to evaluate the performance of our approach for detecting DEGs obtained from Gene Expression Omnibus (GEO) with series ID GSE5350. Four replicates were obtained for Brain (GSM129638-GSM129641) and four replicates for UHR (GSM129642-GSM129645). We removed genes whose identifiers are not present in RefSeq which results in a total of 1033 genes. We follow Bullard et al. [3] and Wan et al. [30] for processing this data and compute the expression level of each gene for each replicate. Thus, for gene i at replicate j, the expression is defined as:
where ∆Ci,j = Ci,P OLR2A − Ci,j denotes the original qRT-PCR expression (C is the normalized threshold cycle number and POLR2A is the reference gene). This was done to transform the original expressions, which are in log base-2, to the natural logarithmic scale. The log-fold change is then defined as the difference of average across the four replicates Y U HR,j − Y Brain,j . To define the DE genes (positive set) and non-DE genes (negative set), genes with absolute logfold change > 2 are considered DE genes and genes with absolute log-fold change < 0.2 are considered as non-DE genes. Out of 1033 genes, 309 genes fall in the positive set and 174 genes in the negative set. Genes with absolute logfold change > 0.2 and < 2 are discarded and not used in this study.
Mapping Read Sequences and Computing Per Base Counts
To generate per base abundances, short read sequences of the two samples (Brain and UHR) in both datasets are first mapped to the indexed reference genome (hg19) using Bowtie version 0.12.8 [16] with the default parameters allowing for two mismatches. The resulting SAM files are then converted via BAM into BED format (a tab-delimited text file that defines a feature track) and each file for each sample is split by chromosome and a per base count is computed for each chromosome separately using BEDTools [24] . Thus, if sj represents sample j, then Cs j represents the complete set of per base counts separately for each chromosome Cs j = {C s j ,chr1 , C s j ,chr2 , ..., C s j chr k }, where C s j ,chr1 is the per base count for chromosome 1, C s j ,chr2 is the per base count for chromosome 2, and so on for each of the k chromosomes. The purpose of computing per base counts for each chromosome has two advantages: first the process is much faster than considering all chromosomes simultaneously. Second, the approach will have more flexibility to work with specific chromosomes in case differential expression analysis needs to be performed for a particular chromosome.
Island Construction
In order to construct islands, a fixed window w with size 30bp is first applied to summarize read counts within a region for each sample. This can minimize small variances in coverage due to random fluctuations in the per base counts. For each sample sj, a set of regions Rs j is constructed from the set of per base counts Cs j for each chromosome. Rs j = {R s j ,chr1 , R s j ,chr2 , ..., R s j chr k }. Constructed regions are then classified as either a high (R high,s j ) or low (R low,s j ) density region using an average threshold t (see Section 3.1 for the computation of this threshold) with a p-value 0.05. Contiguous high density regions are merged to form high density islands and contiguous low density regions are merged to form low density islands. The high density islands are constructed from the set of the high density regions R high,s j and low density islands are constructed from the low density regions R low,s j . Thus, the complete set of islands in sample sj is defined as Is j = {I s j ,chr1 , I s j ,chr2 , ..., I s j ,chr k }. In this study, we allow only one low density region to be included in each island constructed from high regions (c = 1) in order to prevent over-segmentation.
Testing Differential Sub-island Expression
The primary goal of sub-island DE testing is to test the null hypothesis H0 that a sub-island has the same expression level between samples versus the alternative hypothesis H1 that a sub-island has a significant difference between samples. To do that, the set of islands I of the two samples are first overlapped and compared between the two samples in both datasets. The comparison process starts with overlapping the islands constructed in the last step for each sample generating smaller regions called sub-islands which have different start and stop locations. Those sub-islands are the regions that will be tested for differential expression across samples. The sub-island constructed from low density islands in both samples were removed and only sub-islands constructed from high density islands in at least one sample were kept. To conduct an accurate comparison, read counts are first normalized based on the total number of mapped reads in each sample. We call this normalization method Islands Per Million (IPM) (which is an adaptation form of the well-known method transcripts per million (TPM)). The IPM method is defined as:
where Kij is the read counts of sub-island i in sample j and Mj is the total number of mapped reads for sample j. Since sub-islands tested for DE have the same length, it is not needed to include the sub-island length in the normalization computation. 
where Xi represents the ith sub-island mean, s 2 i represents the ith sub-island variance, and Ni represents the ith subisland size. As an alternative to the parametric Welch's ttest, we also perform a nonparametric Wilcoxon Rank-Sum test (also known as Mann-Whitney U test). The Wilcoxon test is based on the ranks of the observations and not the raw data. The test-statistic, T , is calculated as the sum of ranks in the smaller group. To understand this test, suppose that N1i, ..., Nni represents the read counts of islands i in n samples. If Rij(N ) is the rank of all counts Nij, the Wilcoxon test statistic, T then is defined as:
where N = n1 + n2 and n1 is the length of the sub-island in the first sample.
Combining the Significance of Sub-Islands
Since all the methods being compared report results at the gene level, an overall p-value for a gene needs to be generated from the sub-island p-values. Therefore, the pvalues of the sub-islands that overlap with each gene in the gene set are combined using Fisher's method [6] . Fisher's method computes the overall p-value p by combining the significance of multiple tests using the formula:
where pi is the p-value of the ith sub-island and k is the number of sub-islands tested. Thus, if none of the sub-islands are DE, the p-values pi are independent and uniformly distributed on the unit interval pi ∼ U (0, 1) which indicates the null hypothesis H0 is true. Hence, χ 2 2k,p denotes the upper p point of the probability of a chi-squared distribution with 2k degrees of freedom [30, 4, 13] .
Evaluation of Island-Based Approach for Detecting DEGs
To test the performance of the Island-based approach, the Receiver Operating Characteristic (ROC) is used to evaluate the relationship between sensitivity (TPR) and specificity (FPR). We evaluate the results of the IB approach for detecting DEGs by comparing it to three widely used methods: Cuffdiff, DESeq, and edgeR. For each method, the p-value is used to determine which genes are DE and which genes are not. Thus, for a given p-value threshold, we consider genes with p-values smaller than or equal to the threshold as DE genes and genes with p-values greater than the threshold are non-DE genes. By using the qRT-PCR data as a "goldstandard", the predicted results are compared to the set of 483 genes (309 in the positive set and 174 in the negative set) and true positive rate (TPR) and false positive rate are calculated. These two measures are computed as follows:
where TP denotes the true positive, FN is the false negative, and TN is the true negative sets. Using this information, we generate ROC curves for all methods based on different pvalue cutpoints using both datasets I and II. We use the area under the ROC curve (AUC) to measure the accuracy of each method and evaluate the performance for detecting DEGs. The area under the curve is calculated using the trapezoidal rule.
RESULTS AND DISCUSSION
Using the two MAQC benchmark datasets, we first present the results using the IB approach by applying two statistical tests Welch's t-test and Wilcoxon test. Then we compare the results of our approach to Cuffdiff, DESeq, and edgeR.
Construct Islands and Test for DE Subislands
To construct islands, short read sequences of the two samples Brain and UHR in each dataset were first mapped to reference genome (hg19) using Bowtie with the default parameters allowing for two mismatches. To construct regions, we applied a window of size 30bp. To classify regions, the average thresholds for the two samples were computed using a p-value of 0.05 resulting in t = 3 for both samples. Thus, regions with read count above or equal to 3 reads were classified as high density regions and regions with read counts below 3 reads were classified as low density regions. Using t = 3 and c = 1 (c is the cost threshold), islands were constructed for Brain and UHR samples for each dataset. Table  1 shows detailed information about the constructed islands for each sample in the two datasets. Table 1 indicates that 
Evaluation and Comparison
The performance of IB was evaluated using the benchmark RNA-Seq datasets for the Brain and UHR samples. The portion of the qRT-PCR data that we selected in Section 3.2.2 with 309 genes in the positive set (true DE) and 174 genes in the negative set (true non-DE) was used to compare the results of the IB approach to the other DE methods. Since our approach is based on combining the p-values of sub-islands that overlap with the genes, for all methods, the p-value was used as a measure of significance in this study.
When we computed the overall p-values for the two sets of genes, using dataset I, for the true DE set with 309 genes, nine genes were missing (none of the sub-islands overlapped with those genes) and 22 genes were missing from the true non-DE set with 174 genes. Per base counts for each of these missing genes were checked and it was determined they have low counts and consequently their corresponding sub-islands were classified as low density and were removed. To verify this conclusion, we compared the counts in Cuffdiff and in the count table used as an input to DESeq and edgeR. We found a strong agreement between our approach and the other methods in terms of low read counts. For instance, Cuffdiff reported that out of the nine missing genes, eight genes were not tested (NOTEST) indicating there were too few counts to perform a significance test and out of 22 missing genes, 20 were not tested for the same reason. Giving this strong evidence these genes are not DE between the two samples, they were treated as non-DE genes and counted as false negatives (FN) for the nine missing genes and as true negatives (TN) for the 22 genes. Similarly when we used our approach with dataset II, eight genes were missing in the positive set and 25 genes were missing in the negative set due to low counts. Results from Cuffdiff supported our approach in that Cuffdiff described all those genes as NOTEST which indicate the low counts. We performed the same filtering for dataset II and included those genes in the false negative set and true negative set in the calculation of true positive and false positive rates.
In order to compare our approach with other existing DE methods, we performed differential expression analysis for the same MAQC datasets (I and II) using Cuffdiff, DESeq, and edgeR and computed the p-values for the set of 483 (309+174) genes. With the exception of Cuffdiff, the differential expression analysis of DESeq and edgeR were performed using the same count table of all genes annotated in RefSeq. This count table was generated using htseq-count version 0.5.4p1 with the same RefSeq GTF file downloaded from the UCSC genome browser.
For the set of 483 genes, first we looked at the p-value distribution ( Figure 4 ) generated by each method using dataset I and dataset II. Using a p-value cutoff ≤ 0.05 (5%), we could observe that our approach performs well in detecting the true DE genes whereas it performs slightly worse in detecting the true non-DE genes. This is illustrated in Figure  4 where the p-value histograms of the IB is highly skewed to 0 indicating that a large number of true DE genes will be detected (giving the fact that approximately 65% of the gene set falls in the positive set). Since this histogram is slightly skewed far from 0, there is a high possibility that the IB approach will not perform well in detecting true non-DE genes. In contrast, the p-value histograms of Cuffdiff, DESeq, and edgeR were not as highly skewed to 0 as the IB approach which indicates the likelihood of not performing well in detecting true DE genes. However, the histograms show a moderate shift toward 1 meaning those methods will perform well in detecting true non-DE genes.
Although Cuffdiff, DESeq, and edgeR did not perform well in detecting true DE genes, they were excellent in detecting almost the complete set of the true non-DE genes with 172, 173, 171, respectively out of 174. Table 2 shows the number of true positive (TP) and true negative (TN) genes detected by each method using a p-value ≤ 0.05 and Figure 5 shows the bar graph of those numbers. Table 2 indicates that the IB approach performs well in detecting TP genes whereas Cuffdiff, DESeq, and edgeR were much better in detecting the TN genes. As we see in Table  2 and Figure 5 , the IB approach was not able to detect a high number of true non-DE genes like other methods. DESeq and edgeR performed similarly since both methods use similar statistical tests (a form of Fisher's exact test) and both model read counts by using a negative binomial dis- Figure 6 , it is clear the two versions of our approach (Welch's t-test and Wilcoxon) outperform other methods in both datasets. The IB approach using the Wilcoxon test performed the best among the four methods with AUC = 0.897 for dataset I and AUC= 0.908 for dataset II. The IB approach using Welch's t-test also performs well similar to IB Wilcoxon in both datasets with AUC = 0.895 for dataset I and AUC = 0.871 for dataset II. Cuffdiff performed better than DESeq and edgeR but not as well as IB approach.
We further looked at the number of differentially expressed genes shared between each pair of methods (Table 3) for both datasets. This gives an indication on the level of agreement between each pair of methods in detecting the true DE genes. Table 3 indicates a strong agreement in detecting true DE genes between the two versions of IB approach. Compared to other methods, the two versions of our approach were able to detect almost all true DE genes detected by other methods for the two datasets. For instance, out of 190 true DE genes detected by CuffDiff, the IB approach was able to detect 183 and 178 respectively for the two versions in the first dataset. In the second dataset, the number is even higher as shown in Table 3 . The same observation is applied for DESeq and edgeR where almost all true DE One caveat with the choice of the MAQC datasets is the ratio of DE to non-DE genes is skewed in comparison to typical datasets where it might be expected that only 5-10% of the genes are differentially expressed. These datasets were chosen for comparative purposes since they contain experimental validation for differentially expressed genes. That being said, we have also applied the IB approach to whole transcriptome RNA-Seq data as well (results not shown) for the datasets discussed in Figure 1 . Initial results suggest a similar performance to the MAQC data with the majority of novel islands detected within or in close proximity to known 
CONCLUSION
In this paper, we proposed a novel approach for detecting differential expression in genome regions that does not rely on genomic annotations. The key idea of this approach is the segmentation methodology in which individual islands of expression are constructed based on windowed read counts and compared across experimental conditions to determine differential island expression. We illustrated how this approach is used to detect differences in expression without requiring any prior knowledge of isoforms where the only input to this approach is the raw data (short reads). To detect DEGs, Fisher's method for combining the significance of multiple tests was used. To evaluate the performance of the IB approach, we compared our results to three widely used methods for differential expression analysis using two benchmark MAQC RNA-Seq datasets. The IB approach was able to detect a high number of true DE genes using p-value ≤ 0.05 and performed the best among the four methods. However, the performance of detecting the true non-DE genes was not as good as we expected. Although the approach has detected a reasonable number of the true non-DE genes, it was not as high as the other methods considered. Considering the results we have, the performance of the IB approach can be considered on some level acceptable. However, it still leaves room for improvement in detecting true non-DE genes. There are several factors that affect the final result of the IB approach including but not limited to:
• The number of low density regions included in each high density island.
• The threshold t that used for classifying the regions into high and low density regions and its p-value.
• The window size used for splitting the genome.
Thus, several questions arise in this regard such as determining the best p-value to compute the threshold t, the optimal window size w, and the best cost threshold c for determining the number of low density regions to be included in high density islands. There are no clear answers and therefore these need to be investigated extensively by performing several experiments in order to determine the best values of those parameters.
The main focus of this research was to extend the knowledge of differentially expressed regions outside of known annotations. While this may be a fruitful approach for de novo transcriptome discovery, we have yet to compare it to de novo transcriptome assemblers such as Trans-Abyss [25] , Oases [27] , or Trinity [7] . This is due to the fact that our IB approach as currently constructed is a mapping-based methodology in contrast to these assembly-based methods. In the future, we will consider the applicability of the IB approach to de novo transcript assembly as well. 
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