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SLOW COHERENCY BASED ISLANDING AND DYNAMIC 
EQUIVALENCING IN INTERCONNECTED POWER SYSTEMS 
SUMMARY 
Electric power systems are designed to be robust and tolerant to disturbances, even 
so it may become unstable during severe faults, especially when they are operated 
close to their stability margins. The sources of such severe disturbances include 
earthquakes, hurricanes, human operation errors, control system failures, hidden 
failures in protection system, malicious attacks, weak connections, and a host of 
other factors. These disturbances may cause the system to lose stability and even lead 
to catastrophic failures, such as the North American Blackout on August 14, 2003. 
Therefore, the need for a systematic study and design of a comprehensive system 
control strategy is gaining more attention. Among these control methods, controlled 
system islanding is deemed as the final resort to save the system from a blackout. 
It has been observed that following large disturbances, groups of generators tend to 
swing together. Attention has thus been drawn to the stability of inter-area 
oscillations between groups of generators. The slow-coherency based defensive 
islanding, which has been widely studied in the literature, provides a potential 
method for capturing the movement of generators between groups under disturbance. 
Slow coherency based grouping is a method developed based on the idea of two-
time-scale theorem. Two-time-scale theorem is based on the idea that the oscillations 
in power systems can be classified into two modes, which are local (or intra- area) 
modes in the 1–3 Hz range and inter-area modes of less than 1 Hz, or simply fast and 
slow modes. Two-time-scale theorem uses slow modes of the system to group the 
generators on the system. The issue becomes on how to take advantage of slow 
coherency between the generators and apply it in a method to island the power 
system into different parts in such a way that the generators in every part will be 
synchronous with each other.  
In this thesis, a method of slow coherency based defensive islanding is proposed, 
where the whole system will be divided into specific number of islands to protect it 
from a catastrophic fault and keep it away from a blackout. First, the number of the 
islands that the system should be divided on to secure it from the blackout need to be 
defined by using the knowledge of the eigenvalues and the natural frequencies of the 
system. Then, the generators inside the power system will be divided in groups 
according to their coherency indices by using the eigenvectors of the augmented 
system matrix according to the number of the islands. The next step is to island the 
load buses in the system, a fast and easy method is proposed in this dissertation 
where an artificial machine with a small inertia coefficient and no transient reactance 
attached to every load bus in the system. The power system will be divided into two 
groups of machines, the first group is the real machines of the system, and the second 
group is the artificial machines of the system. The slow coherency based islanding 
will be performed into the new augmented system matrix that have full dimension as 
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the whole power system, and the whole system will be islanded into specific number 
of islands.  
Islanding the power system to smaller parts will cause some load shedding and 
generator capacity decreasing to assure the stability of these smaller islands after 
completing the islanding process. For every island, the load and generator capacity 
will be calculated and the necessary procedures either load shedding or decreasing 
the generation capacity will be performed on every island. 
Defensive islanding is as the same as any control method, it have critical time to be 
performed. The critical time for the islanding process is the time where we need to 
complete the islanding process before arriving to this time. For calculating the 
critical time for the islanding process, there will be many possible contingencies in 
the power system and for every contingency there will be a critical time for the 
islanding process. For every contingency, a set of dynamic simulation will be 
performed on the power system. All these dynamic simulation needs a lot of time and 
memory, to solve such a problem and to save the time and memory needed to 
calculate the critical time for islanding process for different contingencies a 
coherency based dynamic equivalent is proposed. Coherency based dynamic 
equivalent is based on dividing the whole power system into two mean parts, the 
internal subsystem where the contingency happen inside it, and the external 
subsystem where it is far or non-coherent with the internal subsystem.  
In this thesis, a coherency based dynamic equivalent is proposed depending on two 
different general methods, the online stability assessment dynamic equivalent and the 
offline stability assessment dynamic equivalent. The online assessment dynamic 
equivalent depends on building the dynamic equivalent without full knowledge of the 
external subsystem, just by taking the readings on the boundary buses between the 
internal and external subsystems. The offline stability assessment dynamic 
equivalent depends on the full knowledge of the external subsystem. The proposed 
method takes the advantages of both methods and combines them to build an 
equivalent with full information about every part in this equivalent. After finishing 
the dynamic equivalent for every island on the system, it will be used to calculate the 
critical time of the islanding process. In this way, a huge amount of time and memory 
will be saved for the dynamic simulations needed for calculating the critical time. 
The approaches developed have been validated on 16-generator 68-bus power 
system. This system is a much less detailed model of the U.S. Northeastern and 
Ontario system. In the 16-machine system, only the New England system is 
represented in detail with machines 1 to 9, while the neighboring utility systems in 
New York, Pennsylvania, Michigan and Ontario are modeled with large equivalent 
machines 10 to 16. 
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ENTERKONNEKTE GÜÇ SİSTEMLERİNDE EŞEVRELİLİK TABANLI 
ADALARA AYIRMA VE DİNAMİK EŞDEĞERLİĞİN BELİRLENMESİ 
ÖZET 
Elektrik şebekeleri, çeşitli bozucu etkenlere karşı tedbirli ve dayanıklı bir şekilde 
tasarlanmalarına rağmen, özellikle kararlılık sınırlarına yakın işletme durumlarında 
meydana gelebilecek ciddi arızalarda kararsız hale gelebilmektedirler. Şebekeyi 
etkileyen büyük bozucuların sebepleri olarak deprem, fırtına gibi çeşitli doğal afetler, 
insan kaynaklı işletme hataları, kontrol sistemlerinde karşılaşılabilen sorunlar, 
koruma sistemi tarafından tespit edilemeyen arızalar, sanal saldırılar, zayıf 
bağlantılar ve daha birçok çeşitli faktör sıralanabilir. Bu bozucu etkenler, sistemin 
kararsız hale gelmesine, hatta kaskad büyük çaplı arızaların oluşmasına sebebiyet 
verebilir. 14 Ağustos 2003 tarihinde Kuzey Amerika’da meydana gelen büyük çaplı 
enerji kesintileri bu tip büyük çaplı arızalardan sadece biridir.  
Geleceğin şebekelerinde düşünülen başlıca yaklaşımlar da, yine şebekenin 
kararlılığını olumsuz etkileme riskine sahiptir. Doğrudan depolanamayan, kesintili 
yenilenebilir enerji kaynaklarından yararlanan dağıtık üretim santralleri ve şebekeye 
farklı zamanlarda farklı yerlerden bağlanabilen elektrikli araçlar, sistemin 
kararlılığını etkileyebilecek diğer faktörlerden bir kısmıdır.  
Şebekenin tüketici kısmında ise, kullanıcılar ve yüklerin hassas kontrol, kaliteli ve 
kesintisiz enerji beklentileri yükselmektedir. Bu nedenlerden ötürü, şebekenin 
kapsamlı yönetimi ile ilgili araştırmalara ve çözümlere duyulan ihtiyaç gün geçtikçe 
artmaktadır.  
Şebekede meydana gelen büyük bir bozucuya karşı , generatör grupları benzer 
kararteristiklerde hareket etmektedir. Generatör gruplarının geçici hal kararlılığı 
konusu özellikle önem arz etmektedir. Benzerlik tabanlı ada çalışması, bozucu 
durumunda generatör gruplarının davranışının incelenmesi için kullanılabilecek, 
hakkında literatürde birçok çalışma bulunan bir yöntemdir. Üzerinde yoğunlaşılması 
gereken başlıca nokta, generatörler arasındaki benzerliklerin tespit edilip, güç 
sisteminin, generatörlerin kendi aralarında senkron bir şekilde çalışabileceği çeşitli 
parçalara bölünerek adalar halinde işletilmesi amacıyla bu yöntemden 
faydalanılmasıdır. 
Bu çalışmada, elektrik şebekesinin bir bozucu durumunda büyük bir arızadan 
korunması ve çökmemesi için benzerlik tabanlı koruma yöntemiyle adalara 
bölünmesi konusu incelenmiştir.  
Benzerlik tabanlı koruma yönteminde öncelikle, sistemin korunması amacıyla kaç 
adaya bölünmesi gerektiği bilgisi, özdeğerleri ve sistemdeki doğal frekanslardan 
yararlanılarak belirlenmektedir. Ardından sistemdeki generatörler, benzerlik 
indislerinden yararlanılarak çeşitli gruplara ayırılmaktadır. Bir sonraki aşama, 
şebekedeki yük baralarının adalanmasıdır. Bunun için, her yük barasına bir geçici hal 
reaktansı bağlanması yerine, küçük bir eylemsizlik sabitine sahip sanal makinalardan 
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yararlanılan basit ve hızlı sonuç veren bir yaklaşım önerilmiştir. Bu yaklaşımda, güç 
sistemi, gerçek makinalar ve sanal makinalar olmak üzere iki ana makina grubuna 
ayırılmaktadır. Bu sırada, yük baraları, sanal bir generatör barası ile temsil 
edilmektedir. Benzerlik tabanlı adalama, sistemi tamamen kapsayan yeniden 
düzenlenmiş sistem matrisine uygulanarak, şebeke adalara bölünmektedir. 
Şebeke çalışmasından, çok sayıda küçük ada çalışmasına geçildikten sonra, her 
adanın bünyesinde, üretim ile talebin dengelenmesi gerekmektedir. Bazı adalarda 
üretim, talebin üzerinde seyretmekteyken, bazı adalarda talebi karşılamakta yetersiz 
kalabilir. Bu gibi durumlarda kararlılığın korunabilmesi amacıyla yük atma ve 
generatör yüklenme oranında artış gibi çeşitli ek işlemler yapılabilir. Her ada için, 
yük ve generatör kapasitesi ayrı ayrı hesaplanarak, yük atma veya generatör 
yüklenme oranında değişiklik gibi işlemlerden hangilerinin uygulanacağına karar 
verilebilir ve bu işlemler uygulamaya koyulabilir. 
Koruma amaçlı adalama, her kontrol yönteminde olduğu gibi kritik bir uygulama 
zamanına sahiptir. Kritik zamana ulaşılmadan önce adalama işleminin tamamlanması 
gerekmektedir. Eğer kontrol hareket, kritik zamandan önce gerçekleştirilemez ve geç 
kalınırsa, sistemin kararlılığını yitirerek daha büyük sorunların meydana gelmesi 
muhtemeldir. Dolayısıyla, kritik zaman geçtikten sonra adalama işleminin 
gerçekleştirilmesinin herhangi bir faydası kalmamaktadır. Güç sistemlerinde 
gerçekleşmesi olası birçok farklı sorun mevcuttur. Bu sebeple, kritik zamanın, her bir 
sorun türü için ayrı ayrı hesaplanması ve tanımlanması gerekmektedir.  
Kritik zaman belirlenirken güç sistemindeki her sorun için, bir dizi dinamik benzetim 
uygulanması gerekmektedir. Tüm bu dinamik benzetimler için ciddi miktarda 
hesaplama zamanı ve işlemci gücüne ihtiyaç duyulmaktadır. Bu gibi ihtiyaçları en 
aza indirgemek için, benzerlik tabanlı dinamik eşitlik yaklaşımı sunulmuştur.  
Benzerlik tabanlı dinamik yaklaşım tüm güç sisteminin, dahili alt sistem ve harici alt 
sistem olmak üzere iki ana kısma ayırılmasına dayanmaktadır.  
Dahili alt sistem, şebekede sorunun gerçekleştiği kısmı temsil etmektedir. Harici alt 
sistem ise, dahili alt sistemdeki elemeanlardan uzakta olan veya benzerlik içermeyen 
şebekenin diğer alt sistemlerinin temsilinde kullanılmaktadır. 
Çalışmada, benzerlik tabanlı dinamik eşitlik yaklaşımı iki farklı yönteme dayalı 
olarak sunulmuştur. Bunlardan biri çevrimiçi kararlılık destekli dinamik eşitlik, 
diğeri ise çevrimdışı kararlılık destekli dinamik eşdeğerdir.  
Çevrimiçi kararlılık destekli dinamik eşitlik, harici alt sistemler hakkında detaylı 
bilgilere ihtiyaç duyulmadan uygulanabilecek bir yöntemdir. Bu yöntemde, dahili ve 
harici alt sistemler arasındaki sınırlarda bulunan baralardan elde edilen ölçümlerden 
yararlanılmaktadır. Çevrimdışı kararlılık destekli dinamik eşitlikte ise, harici alt 
sistemlerin ayrıntılı parametreleri kullanılmaktadır.  
Önerilen yaklaşımda, her iki yöntem bir arada kullanılmaktadır. Şebekedeki tüm alt 
sistemler hakkında ayrıntılı bilgiler kullanılarak, iki yöntemin de avantajlarından 
istifade edilmektedir.  Çevrimiçi kararlılık destekli dinamik eşitlik ile çevrimdışı 
kararlılık destekli dinamik eşitlik yöntemleri beraber kullanılarak sistemin dinamik 
eşdeğerinin ayrıntılı bir şekilde hesaplanabilmesi sağlanmaktadır. Sistemdeki her ada 
için yapılan dinamik eşitlik analizleri tamalandıktan sonra adalama işlemi için kritik 
zaman belirlenmektedir. Bu sayede, dinamik benzetimler için ihtiyaç duyulan 
hesaplama zamanı ve işlemci gücünden önemli miktarlarda tasarruf edilebilmesi 
mümkün hale gelmiştir. 
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Geliştirilen yaklaşımlar, 16 generatörlü, 68 baralı bir güç sistemi üzerinde 
benzetimler aracılığıyla uygulanmıştır. Bahsi geçen güç sistemi, ABD’nin kuzey 
doğusu ve Ontario şebekesinin sadeleştirilmiş bir modelidir. 16 makinalı sistemde, 
New England şebekesi 9 adet makina ile detaylı bir şekilde temsil edilmiştir. Bu 
sisteme komşu New York, Pennsylvania, Michigan ve Ontario ise 6 makina ile 
gerçeğine büyük ölçüde benzer bir şekilde modellenmiştir. 
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1.  INTRODUCTION 
Electric power systems are designed to be robust and tolerant to disturbances, even 
so it may become unstable during severe faults, especially when they are operated 
close to their stability margins. The sources of such severe disturbances include 
earthquakes, hurricanes, human operation errors, control system failures, hidden 
failures in protection system, malicious attacks, weak connections, and a host of 
other factors. These disturbances may cause the system to lose stability and even lead 
to catastrophic failures, such as the North American Blackout on August 14, 2003. 
Therefore, the need for a systematic study and design of a comprehensive system 
control strategy is gaining more attention. 
An efficient control strategy was used recently is Defensive System Islanding. 
Defensive System Islanding acts as the final resort to save the system from a 
blackout. 
1.1 Power System Operating States 
Power systems are very large and complex systems, this makes controlling the power 
systems very hard task. The stability of the power systems depends on the operation 
conditions and the control actions that operated on the system after occurrence of any 
kind of fault in the system. The control actions on the system need to be designed to 
work only after the fault occurrence and to act according to the fault location and the 
system status after the fault. 
To build an efficient control strategy for the power system to stabilize the system, 
more clear vision for the power system states needs to be understood. The power 
system states can be divided into five different states according to the system 
operation point: Normal, Alert, Emergency, In Extremis, and Restorative [1]. For 
every system states there is a different control action needed to be run. Figure 1.1 
shows the operation states of the power system and the way that the system moves 
from a state to another. Figure 1.1 also shows the needed corrective control actions 
2 
for every state to bring the system again to the stability state or as it called Normal 
state [2]. In the following paragraph a small summary for every power system state 
and the corrective control action needed for it to bring it back to stable mode. 
                                         Operation
                               Cost
                                         Increases
Normal
TSR works?
Alert
Restorative In Extremis
Emergency
GR works?
No
Yes
Yes
No
LS works?
DSI works?
No
Yes
Yes
Severe Fault
Fault
Blackout
No
System Operation States
Corrective Control Methods
Figure 1.1: Power system operation states and relative corrective control strategies 
Normal State 
This state is the safe state or stable state of the system. Power system needs to work 
in this state for supplying the power for the customers. All system variables in the 
power system will be in its normal range and there is no overloading component on 
the system. The system also can hold on the face of small contingencies that the 
power system can face. 
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Alert State 
The power system will enter the alert state it faced a fault and there was a change on 
the system conditions. The system variables will not be changed, but they still in the 
acceptable range and there is no violated constraints on the system. However, if the 
system variables start to change and there was overload component in the system 
then the system will move to the emergency state. Also, the power system can move 
directly to the in extremis state if there was a severe fault in the system, and the 
system variables change too much. 
Emergency State 
If the system faced a contingency, and this contingency bring a change on the power 
system like decreasing the voltage at the different buses below its normal range or 
having some overloaded components in the power system, then the system will move 
from the alert state to the emergency state. The power system in the emergency state 
still in operation and it can be restored if the needed corrective control actions 
applied directly on the system to bring it back to alert state. Some of the known 
corrective actions that could be done in such a situation are transmission system 
reconfiguration (TSR), generation rescheduling (GR), and load shedding (LS). 
In Extremis 
If the system faced some severe catastrophic faults, or the corrective control actions 
done after a system enters an emergency state did not work, or the operator did not 
apply any corrective actions on the system during the emergency state, then the 
system will enter in extremis state. The power system will be in real danger in this 
state from losing the stability, and that will lead to total blackout on the system. The 
corrective control actions that could done on the system to save it from total 
blackout, load shedding (LS), or defensive system islanding (DSI). These corrective 
control actions will be the last hope for the power system to not enter a blackout and 
lose total power of the system. If the defensive system islanding applied on the 
system, then the system will lose some small parts of it, but the rest of the system 
will be in safe stable side. 
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Restorative State 
This state is the state of the power system after the success of the corrective control 
actions done on the system. If the defensive islanding or/and the load shedding 
succeed to keep the system in stable conditions and prevent the system to enter the 
blackout and lose the power, then the system will enter the restorative state where the 
fault will be fixed and the operatives will try to bring the shedden load in service 
again and the bring the electric power will be restored to the isolated parts in case of 
DSI. The power system will be moved to alert or normal state after the restorative 
state depending on the system conditions after it. 
In summary, when a fault happens in the power system, a change will happen on the 
system variables and the loading of the components inside the power system. 
Depending on this change the system either will enter emergency state or in extremis 
state. The system may face overloading conditions, or some voltage drops in some 
parts, cascading faults, or in the worst situation the system will lose the stability, to 
prevent the power system from that, some corrective control actions needed to be 
done. Transmission system reconfiguration (TSR) or generation rescheduling (GR) 
needed to be done in the first steps of the corrective control actions. Transmission 
system reconfiguration will change the power flow distribution and the voltage 
profiles, as a result of that the system may overcome over the violations that 
happened inside it and the system may move back to the alert or normal state. 
Unfortunately, the power system are running close to its stability limits and that will 
make TSR not enough solution for severe faults and TSR will not help the system to 
go back to its normal state. The last resort for the power system to not lose stability 
and enter blackout is to make some corrective actions such as defensive system 
islanding and/or load shedding on the system. In this dissertation defensive system 
islanding (DSI) with the needed load shedding and generation rescheduling is chosen 
to be studied and focusing in the best and fast way to apply it in a power system. 
1.2 Problem Statement 
For the operation responsible of the power systems defensive islanding sounds a rare 
or improper corrective action to be done on the system for the reason of losing a part 
of the system. In defensive islanding the power system will be divided into specific 
number of parts, where one part of the system will be have the specific fault and this 
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part will go in blackout in worse condition, in the other hand the rest of the system 
will be in the safe side and will not enter the blackout situation. On November 9th, 
1965, the largest power system blackout in history occurred, the northeast power 
system broke up 4 seconds after an initial disturbance, and 30 million people were 
without electricity for as long as 13 hours. On August 14th, 2003, widespread power 
blackouts occurred in the Northeastern United States and in Southeastern Canada, 
affecting eight states and two provinces with combined population of approximately 
50 million people [4]. It was proven that if an adaptive defensive system islanding 
scheme was applied on the previous situations, then it would not lose the power and 
the system would not had any blackout. The proposed defensive islanding scheme is 
taking into account not only system dynamic characteristics, but also the topology of 
the power network. This adaptive islanding approach breaks the system up into 
smaller islands at slightly reduced capacity, with an added advantage that the system 
can be restored very quickly. 
Defensive islanding will divide the generators of the system into specific number of 
groups, to assure the coherency and synchronism between the generators into every 
group the slow coherency principles is chosen to group the generators. Slow 
coherency based islanding is very effective way to group the generators into different 
groups because the features of the slow coherency [5], [6], such as: “The coherent 
groups are independent of the level of detail used in modeling the generating units.” 
This feature simply states that classical generator model can be used in grouping 
analysis, which may save the computation effort dramatically. Slow coherency based 
defensive islanding will be expanded to include the load buses inside the grouping 
process by simply adding very small artificial machines to the load buses of the 
system, in such a way that the system will have only generator buses inside it. 
Most of the slow coherency based defensive islanding researches include another 
assumption in their studies, that assumption states that the coherency study is 
independent of the size and the location of the disturbance, also they consider that the 
clearing time of the fault is not affecting the coherency based islanding results. In 
this thesis we did not use this assumption because we found that the location and the 
clearing time of a fault will affect the stability of the system after completing the 
islanding process. In this thesis a study of the critical time of islanding process is 
presented. The critical time for the islanding process is the time where we need to 
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complete the islanding process before arriving to this time. For calculating the 
critical time for the islanding process, there will be many possible contingencies in 
the power system and for every contingency there will be a critical time for the 
islanding process. For every contingency, a set of dynamic simulation will be 
performed on the power system. All these dynamic simulation needs a lot of time and 
memory, to solve such a problem and to save the time and memory needed to 
calculate the critical time for islanding process for different contingencies a 
coherency based dynamic equivalent is proposed. Coherency based dynamic 
equivalent is based on dividing the whole power system into two mean parts, the 
internal subsystem where the contingency happen inside it, and the external 
subsystem where it is far or non-coherent with the internal subsystem.  
In this dissertation, a coherency based dynamic equivalent is proposed depending on 
two different general methods, the online stability assessment dynamic equivalent 
and the offline stability assessment dynamic equivalent. The online assessment 
dynamic equivalent depends on building the dynamic equivalent without full 
knowledge of the external subsystem, just by taking the readings on the boundary 
buses between the internal and external subsystems. The offline stability assessment 
dynamic equivalent depends on the full knowledge of the external subsystem. The 
proposed method takes the advantages of both methods and combines them to build 
an equivalent with full information about every part in this equivalent. After 
finishing the dynamic equivalent for every island on the system, it will be used to 
calculate the critical time of the islanding process. In this way, a huge amount of time 
and memory will be saved for the dynamic simulations needed for calculating the 
critical time. 
1.3 Thesis Organization 
A brief introduction has been presented in Chapter 1. The remainder of this 
dissertation is organized as follows: 
Chapter 2 details the concept of two-time-scale theorem and the slow coherency 
based generator grouping and the expanding of this generator grouping to include the 
load buses inside the grouping methodology. A system islanding scheme using these 
concepts is also presented in this chapter.  
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Chapter 3 details the two main methods of calculating the dynamic equivalent model 
of the external subsystem, the offline and online transient assessment dynamic 
equivalent. A system equivalent calculating scheme using the concept of the offline 
method is presented in this chapter; also a system equivalent calculating scheme of 
online method is presented in this chapter. At the end, the method of combining both 
methods in such a way to have full information about the equivalent is represented in 
this chapter. 
Chapter 4 summaries the full methodology of this dissertation in specific steps in 
such a way to make clearer to be applied. Firstly the methodology of islanding 
process is summarized and then the equivalencing methodology is presented in this 
chapter. 
Chapter 5 details the results of applying the methodology presented in chapter 4 on a 
test system of 16-generator 68-bus power system. This system is a much less detailed 
model of the U.S. Northeastern and Ontario system. 
Conclusions and future work are presented in Chapter 6. 
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2.  SLOW COHERENCY BASED ISLANDING 
2.1 Introduction 
In this chapter, the method of defensive islanding based on the slow coherency is 
presented. Slow coherency is application of the two-time scale theorem, and 
originally used on area aggregation criterion [6].  In this thesis, the same method of 
area aggregation will be used but in different manner where the system will be 
divided in specific number of areas depending on the slow coherency concept in such 
a way that the system will be secure in cases of catastrophic faults. Coherency based 
area aggregation was firstly built on the observation that in a multi-machine 
transients after a disturbance some synchronous machines have the tendency to 
swing together. Aggregation of power system was studied in many different 
researches depending on two main methods. The first method studies the system after 
the disturbance and the coherency between the machines oscillation after the 
disturbance [6]. The second method focuses on coherency properties independent of 
disturbances [5], [6], [7], [9], [11]. In this thesis, the second method is used to island 
the system and the first method is used to check the solution found by the second 
method. 
The application of slow coherency based defensive islanding is based on the 
observation of oscillations of large-scale power systems. Oscillations in power 
systems can be classified into two modes, which are local (or intra- area) modes in 
the 1–3 Hz range and inter-area modes of less than 1 Hz. When the fast intra-area 
dynamics have decayed, the machines in the same area swing together. That is, they 
are ‘‘coherent” with respect to the slow modes. As shown in Figure 2.1, we can see 
that after a contingency some machines are moving coherently with each other, for 
example it can be seen that Machine 1 and Machine 2 are coherent with each other. 
In Figure 2.1 also it can be seen that Machines 4 and 5 are coherent, but Machine 3 is 
not coherent with any other machine. As a result for that we can use slow coherency 
based on the two-time-scale method to group the generators in a large-scale power 
system based on their behaviour at the slow inter-area modes of oscillations. 
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During the study of the coherency in power system, the problem of identification of 
the weakest connections between different areas of the interconnected power system 
is solved. The approach of coherency defensive islanding requires the states to be 
coherent with respect to a selected set of modes    of the system. This approach 
allows coherency to be examined in terms of the rows of an eigenbasis matrix   
which can be used to find coherent groups of states. In [6], it was proven that after 
islanding the system into   areas (  slowest modes) the connections between the 
founded areas are the weakest connection in the power system. So by using slow 
coherency based islanding the weakest connections can be easily identified and 
removed from the system in limited time will be calculated later to assure the system 
stability after a catastrophic fault in the system. 
 
Figure 2.1: Coherency between machines after a contingency 
It has been observed that while the details of the generator model can affect the 
simulated swing curve, it does not radically change basic network characteristics 
such as inter-area modes. Thus, slow coherency algorithm uses the linearized 
classical power system model. 
Slow coherency based grouping method is used in the power system stability studies 
because of its explicit advantages, as mentioned below: 
1. Slow coherency among the groups of generators does not vary significantly 
by the change of initial condition and disturbance. 
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2. The two-time-scale weak connection form inherently describes the oscillation 
feature of large-scale power systems: the fast oscillation within a group of 
machines and the slow oscillation between the groups via weak tie lines. 
3. The slow coherency method also preserves the features of the coherency-
based grouping. It is independent of the size of the disturbance and the 
generator model detail. 
Later in this Chapter, the principles of coherency between generators in the power 
system, and the method to use this coherency to build the algorithm of defensive 
islanding are explained. The method to include the load buses inside the grouping 
algorithm is also explained. 
2.2 Coherency Concept 
Several methods have been used to identify coherent groups of generators. In all 
these methods, there are two common assumptions: 
1. The coherent groups of generators are almost independent of the size of the 
disturbance, but the coherent groups is dependent on the location and the 
clearing time of the disturbance. 
2. The coherent groups are independent of the level of detail used in modeling 
the generating unit. 
The first assumption is based on the observation from our simulation that the 
coherency behavior of a generator changed as the clearing time of a specific fault is 
increased, and the system can lose the stability if the fault was in critical location or 
if the clearing time was long. Although the amount of detail of the generator model 
can affect the simulated swing curve, it does not radically change the basic network 
characteristics such as inter-area modes. This forms the basis of the second 
assumption.  
2.2.1 Exact coherency 
For the case when disturbances are modeled as initial conditions, the coherency can 
be tested for linear systems in the form  
  ̇              ( )     (2.1) 
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where the state   is an  -vector. Let  
    {          } (2.2) 
where    is an eigenvalue of  , denote a set of   modes of  , and   
  denote the set 
of (   ) modes of   other than   . In addition, the coherency study is applicable 
on the second order linear systems in the form 
  ̈              ( )     (2.3) 
if we define  
    { √    √      √  } (2.4) 
The coherency concept between two states can be defined in different methods. For 
the systems in form (2.1) or (2.3), the states    and    are coherent with respect to    
if and only if one of the following conditions is applicable: 
1. If  
   (  )    (  )    (  )                      (2.5) 
2. If the   -modes are unobservable from   . 
3. If the  -th and  -th rows of   are equal, where   is     basis matrix of 
system (2.1) or (2.3) to   -eigenspace. 
4. If   
 - modes are uncontrollable from   . 
From the previous conditions, we can notice that,    are the dominant modes and   
  
are high frequency and well-damped modes that are neglected in long term studies. 
Thus, if the response due to the   
 -modes are neglected, then    is zero. 
Concentrating on the   -modes allows us to study coherency independent of the 
location of the disturbance [6]. Among the previous equivalent characterizations of 
coherencies, the unobservable subspace third condition is most convenient for our 
purpose of defensive islanding, because the coherent states can be identified by 
inspection from the   matrix. To continue the analysis, a few notions will be 
introduced.  
The states that are coherent with each other will be defined to be a coherent group 
[6]. For example, if    is coherent with    and    only, then   ,    and    form a 
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coherent group. If the state is not coherent with any other states, then it is called a 
non-coherent state [6]. If we consider a system with    coherent groups and    non-
coherent states, and rank   is  , then we have  
           (2.6) 
This means that, the smallest possible number for coherent groups and non-coherent 
states equals  . 
For each coherent group, one state will be chosen as the reference state, so for the 
states of system in Equation (2.1) or Equation (2.3) they will be ordered in the 
reference form in such a way that the reference states will be first and then the non-
coherent states will follow them and lastly the non-reference states of the coherent 
groups [6]. The new order of the states is shown below 
 
       [
  
 
  
 
] (2.7) 
The  -vector   
  consists the reference states of the    coherent groups and    non-
coherent states, and the (   )-vector   
  consists of the (   ) non-reference 
states. The (   ) differences    in Equation (2.5) will be rewritten in vector form 
as follows 
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] (2.8) 
where      is the (   )  (   ) identity matrix and the (   )    matrix    
is the grouping matrix 
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 (2.9) 
where the (    ) vector   
  is [    ]  and    is the number of states in 
the  -th coherent group. As a general look for matrix   in Equation (2.8) we will 
notice that there are only two non-zero entries per row; a   entry due to a non-
reference state and a    entry due to the reference state of the same coherent group. 
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2.2.2 Coherency with respect to eigenspace characteristics  
If we want to apply the exact coherency concept in a first order dynamic network,  
   ̇       (2.10) 
or second order undamped networks, 
   ̈       (2.11) 
we will have there    coherent groups and    non-coherent states with respect to   
modes   , and        , then the   –eigenbasis matrix   has   groups of 
identical rows. Using the reference ordering such that the first   rows of   are 
distinct, we partition   into  
 
  [
  
  
] (2.12) 
where the     matrix    is nonsingular. Combining Equation (2.12) with Equation 
(2.8) and applying the conditions of exact coherency specially the unobservability 
condition we will have that 
 
    [       ] [
  
  
]    (2.13) 
The previous equation implies that 
      
      (2.14) 
Since   is a basis matrix of the   –eigenspace, the partition matrix in the reference 
ordering  
 
    
   [
  
  
]       (2.15) 
is also a basis matrix of the   –eigenspace. Matrix      will define the groups of the 
dynamic system, where    represents the reference states of the system and the non-
coherent states of the system and    represents the grouping matrix of the non-
reference states according to the reference states of the system. 
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2.2.3 Near coherency 
The coherency conditions mentioned in the exact coherency subsection may not be 
exactly satisfied in dynamic network models of real systems. If the conditions in the 
exact coherency subsection applied on real dynamic system, then we will got more 
small coherent groups than the specified number of modes in   . This means that the 
grouping results found by the exact coherency concept cannot be used directly for 
our purpose of defensive islanding. To solve such a problem, the concept of 
coherency will be changed from exact coherency groups to near coherency groups in 
such a way that the total number of near coherency groups will equal the number of 
modes in   . In this subsection the eigenspace characterization of near coherency 
will be explained to develop a grouping algorithm which consider as the basis of the 
defensive islanding. 
In reference [6], a definition of the near coherent states can be found as follows, “the 
states    and    are near-coherent with respect to    if and only if there exists a   –
eigenbasis matrix of  ( ) such that 
        ( ) (2.16) 
where   and   are the  -th and  -th rows of   and   is a small parameter. 
X1
X3
X2
 
Figure 2.2: Near coherent groups represented by the row vectors in  -dimensional 
space   
The    eigenbasis matrix   for a system with near coherent groups will be written as 
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           (2.17) 
where    represents the near coherent states were satisfies condition (2.16), in other 
words if the  -th and  -th rows of   satisfy condition (2.16), then the  -th and  -th 
rows of    are identical. If the rows    of   are represented as vectors in the  –
dimensional space   we will have that, the groups of near identical row vectors of   
will form clusters as shown in Figure 2.2. The distance between the row vectors in 
the same group is small compared between the distance between the row vectors in a 
group and row vectors in different group. 
The groups in Figure 2.2 depends on the representation of   –eigenbasis in  . 
consider the eigenbasis representation  
 
  [       ]  
[
 
 
 
 
  
  
 
  ]
 
 
 
 
 (2.18) 
where    [    ]
  is the eigenvector of the zero eigenvalue. If the row 
vectors    are represented as points in the  –dimensional space with 
coordinates (          ), then all the points            , lie on the hyper-
plane    . To make the previous statement more clearly, an example of a three-
machine power system is taken; the eigenbasis matrix is given below in Equation 
(2.19) 
 
  [
       
      
      
]  [
  
  
  
] (2.19) 
Figure 2.3 shows the  –dimensional space representation of the three row vectors of 
the system in Equation (2.19). From Figure 2.3 we can see that    and    are more 
clustered than    and   , in other words we can consider machine 2 which 
represented by row vector 2 can be grouped with machine 3 which is represented by 
row vector 3, and machine 1 which is represented by row vector 1 cannot be grouped 
with the other two machines. 
For systems with more states, or more machines in case of power systems it will be 
harder to specify the near coherent states by the previous method, so it will be better  
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Figure 2.3: Row vectors of   for three-machine example system 
if we develop more general scheme of grouping. To make the grouping scheme 
easier we will pick one reference row for each cluster of near coherent states and use 
this reference vector as a coordinate in a new  –dimensional coordinate system. As 
mentioned before in the transformation in Equation (2.15),    is the part of 
eigenspace matrix that contains the   reference rows and    is the part of eigenspace 
matrix which contains the remaining of     row vectors. 
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]     (2.20) 
Matrix   is the new grouping matrix, where its rows will specify the assignment of 
the other     non-reference states to the   reference states. The rows in   will have 
only one value near 1 and the rest of the values will be near 0. This depends on the 
choosing of the reference states. The reference states should be chosed in a way that 
the norm of matrix   should be as close as possible from 1. For dynamic system we 
have    set of matrices   for all possible choices of references   . To find a solution 
for such a problem we will consider the slow coherency concept in the following 
subsection. 
2.2.4 Slow coherency 
For long-term studies of dynamic networks, it is desirable to build our studies on the 
slow time-scale and to build the defensive islanding scheme on the slow modes of 
the system. This requires finding coherent groups with respect to the slowest modes 
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of the system. Slow coherency based partitioning of the system also will solve the 
problem of choosing the reference states of the system as will be shown later. 
In reference [6], a definition of the slow coherent modes of the system is found, “the 
states    and    of a system  ̇     are slow coherent if and only if they are coherent 
with respect to a set of   slowest modes    of the system.” Therefore, the mean 
difference between the normal coherency studies and the slow coherency studies is 
that, the slow coherency deals with the slowest modes    of the system with the 
smallest eigenvalues, but the normal coherency studies deals with specific modes    
that can be change from a study to a study according to the specification of the 
research. Therefore, by using the slow coherency concept we can solve the first 
problem of how to choose the modes that the algorithm of partitioning the system 
will work on. Another advantage of using slow coherency concept is that the areas 
defined by slow coherency have the weakest external connections. This make the 
defensive islanding studies depending on the slow coherency more successful than 
the ones based on coherency, because the partition will be along the weak boundaries 
such that the connections are strong within an area but are weak between the areas. 
To solve the second problem of how to choose the   reference states for a system, 
Gaussian elimination with complete pivoting will be applied on the eigenspace 
matrix   that had been calculated depending on the slow modes of the system   . 
Gaussian elimination with complete pivoting will specify the reference states by 
taking the maximum values in the eigenspace matrix  .  
For making the slow coherency concept more familiar with the power systems 
studied, we will apply it on power system equations as follows. The linearized 
electromechanical model of an  -machine undamped power system and neglecting 
the off-diagonal conductance terms will be defined as [13]: 
    
   
  ̈                   ( )     (2.21) 
where   is an  -vector of machine rotor angle deviations    from an equilibrium   , 
  is the     diagonal matrix of machine inertias, and   the     connection matrix 
whose (   )  th entry is 
                 (     ) (2.22) 
19 
and whose  -th diagonal entry is 
 
     ∑    
 
       
 (2.23) 
where    and    are the voltage and angle at the  -th machine internal node, and 
       , is the (   )  th entry of the susceptance matrix   reduced to the machine 
internal nodes. The entries     are commonly known as synchronizing torque 
coefficients. For systems without phase shifters,   is symmetric. It follows in this 
case tha  t is also symmetric. 
Given the   smallest in magnitude eigenvalues    (slowest modes) of   in Equation 
(2.21), machines   and   are slow coherent if and only if    being in the   -
eigenspace implies that 
   ( )    ( )    ( )    (2.24) 
for all  . A coherent area will be the area, which consists only coherent machines 
with each other and non-coherent with the machines in the other coherent group. 
The coherency condition Equation (2.24) implies that the    modes are not 
observable in   . By treating the power system in Equation (2.21) by the same 
method of finding the coherency depending on the eigenbasis matrix characterisitics 
shown in subsection 2.2.2, and the concept of near coherency we can say that  
machines   and   are slow coherent if and only if 
   ( )    ( )    ( )   ( )   (2.25) 
or 
        ( ) (2.26) 
where   is a small positive scalar. 
2.3 Coherency Grouping Algorithm 
To identify   areas, we have to find    coherent groups and    non-coherent machines 
such that        . The noncoherent machines form single machine areas. The 
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unobservability condition in Equation (2.26) offers a convenient means of finding 
coherent groups. 
For a system with   coherent areas, the row vectors of   form   clusters in an  -
dimensional space. Thus to identify the areas, we find the   most linearly 
independent vectors    from   and use them as the reference vectors. Then the 
machine with row vector    will be grouped in the same areas with the reference 
machine whose row vector    is closest to  . 
The representation of clusters in the  -dimensional space depends on the eigenbasis 
vector used in  . To avoid this ambiguity we permute the rows of   into 
 
  [
  
  
] (2.27) 
such that    contains the reference rows. Then the row vectors of    are used as unit 
coordinate vectors in a new coordinate system. This is equivalent to the 
transformation  
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]   
   [
  
 
] (2.28) 
In the new coordinate system, the coherent clusters are well separated. If there are   
coherent areas in the system, then we will divide the non-reference machines to the   
different islands. The other machines will be assigned to the coherent areas according 
to the maximum value that we had in the previous step, so if the (   )-th entry is the 
maximum in the  -th row then the machine   is in the coherent group with the 
reference machine  .  
A coherency-grouping algorithm has been proposed as follows [6]: 
1. Specify the desired number   of coherent areas and the method of specifying 
a correct number of areas will be explained in Chapter 4.  
2. Compute an eigenbasis matrix   and take the rows of the   slowest modes, 
which they have, the smallest eigenvalues.  
3. Perform Gaussian elimination with complete pivoting to find the set of most 
linearly independent row vectors of    whose columns are normalized. The 
rows of   which are chosen as pivots in the elimination process are the 
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reference vectors for the reference machines. This process will terminate in   
steps. In other words, we will try to find the maximum value in all the rows in 
every step. The row that has this maximum value will be the reference 
machine number. After that, we will make Gaussian elimination according to 
this value, and continuing by this way up to having   reference machines. 
4. Calculate    by ordering the first   rows of   according to the order that we 
found in step 3. 
5. Compute   from 
       
   (2.29) 
6. Assign other machines to the coherent areas according to the maximum value 
that we had in the previous step, so if the (   )-th entry is the maximum in the 
 -th row then the machine   is in the coherent group with the reference 
machine  . In this step, we will divide the machines of the system in   groups.  
This method will be explained in details in Chapter 4. The results of using this 
grouping algorithm on several small power system models are given in [6]. 
2.4 Sparsity-Based Technique for Islanding Load Buses 
To retain the load buses and hence the sparsity of the network structure, we attach to 
every bus a machine with an inertia    and no transient reactance [9], where   is a 
small positive scalar and   is an inertia constant comparable to the inertia constants 
of the real machines. Thus for an   -generator,   -bus system, we now have 
         generators of which    are artificial. The linearized electromechanical 
model of this artificial system is 
 
  ̈  [
   
    
] [
  ̈
  ̈
]  [
      
      
] [
  
  
]     (2.30) 
where    and   are the    and the inertia matrix of the real machines,    and 
          (              ) (2.31) 
are the    and the inertia matrix of the artificial machines, and   is a connection 
matrix whose entries are given by Equations (2.22) and (2.23). We note that by 
introducing the artificial machines, we have fixed the voltages at all the buses. 
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An advantage for this method is that the coherent areas found using the grouping 
algorithm in Section 2.3 would include the buses as well. This information is useful 
in identifying the physical boundary of the coherent areas and in the network 
reduction within the coherent areas. 
For   small and the areas slow coherent, there are three time-scales in the artificial 
system (2.30). As  
 
→  , that is, we neglect the fast transients in   , Equation (2.30) 
becomes 
   ̈̅       ̅       ̅  (2.32a) 
        ̅       ̅  (2.32b) 
Since     is non-singular, the quasi-steady state  ̅  can be solved from Equation 
(2.32b) as 
  ̅      
        ̅  (2.33) 
and be eliminated in Equation (2.32a) to yield 
   ̈̅  (          
      )  ̅   ̅  ̅  (2.34) 
When the areas are slow coherent, there are two time-scales in system Equation 
(2.34). Thus there are three separated clusters of the eigenvalues of        
(Figure 2.4) - cluster   corresponds to the slow modes, cluster   to the local modes, 
and cluster   to the modes created by the artificial machines. 
We note that the modes of the    order system in Equation (2.30) are of course 
oscillatory and equal to the square roots of the modes in Figure 2.4. 
 
Figure 2.4 Separation of eigenvalues in three clusters 
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The matrix  ̅ is, in general, different from the matrix   obtained with the 
susceptance matrix reduced to the machine internal nodes, which considers loads. 
For a lightly loaded system, these two connection matrices would be nearly equal, 
since the angular differences between connecting buses and voltage variations would 
be small. Indeed, the two matrices are identical under the no load condition. 
As shown in Figure 2.4, the smaller the  , the wider the separation between clusters 
  and   will be and the more accurate the    small eigenvilues of  
    will 
approximate the eigenvalues of     ̅. However, for the accuracy of the 
computation of the eigenvalues in cluster  , it is not desirable to make   extremely 
small. This affect the approximation of the large eigenvalues of     ̅ by cluster  . 
However, the small eigenvalues of    ̅ are still closely approximated by cluster  . 
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3.  COHERENCY BASED DYNAMIC EQUIVALENT MODEL  
In this chapter, we will talk about the next part of the thesis. After completing the 
Islanding process, the system will be divided into smaller islands. To find the critical 
time for islanding process we need to do many simulations on the system with its 
different islands. Because of its large size, these simulations will take a long time to 
be processed. To fix this problem, we will not model whole the system in detail. For 
a specific contingency, we will model some parts of the system with its dynamic 
model or as it is called the equivalent. Dynamic equivalent was using for many 
different reasons, as mentioned below:  
 Since Power system analysis programs needs a huge amount of memory to 
simulate the dynamic response of the system, or to check the stability of the 
system, so we will face some problems with the memory size that needed for 
such programs. 
 To run stability studies on the large systems, the simulations will take much 
more time, especially in our case where the simulations will be repeated over 
and over again. The solution is to model some parts of the system with its 
dynamic model. 
 For some contingencies, some parts of the system are far away from the 
disturbance. In that case, these parts will have a little affect on the system 
dynamics so it is unnecessary to model them with great accuracy. 
 In real systems, some parts of it belong to different companies, and mostly 
these companies are not sharing others with the information about their 
systems. In that case, each company will have just a dynamic equivalent for 
the rest of the system, which does not belong to it. 
To find a solution for all these problems, and of course for our problem here, where 
we need to do many repeatable simulations on the system for different contingencies, 
we will model some parts of the system with its dynamic model. We will divide the 
system into two subsystems, the first where we are intrested on its dynamic response 
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and it is called the internal subsystem, is modelled in detail. The rest of the system, 
called the external subsystems, is represented by simple dynamic models or as it 
called dynamic equivalent. The external subsystem is normally far from the 
contingency and it has a little effect on the internal subsystem dynamic response. 
3.1 Methods of Finding The Equivalents 
The methods of finding the dynamic equivalent of an external subsystem can be 
divided into two different groups depending on whether or not they require any 
knowledge of the configuration and parameters of the external subsystem itself. 
Methods that do not require any knowledge of the external subsystem are used for 
online security assessment as shown in References [18] [19]. Typically, these 
methods use the measurement of certain electrical quantities taken inside the internal 
subsystem and at the border nodes and tie lines to form the equivalent. Methods that 
do require knowledge of the subsystem are called model reduction methods [15]. 
These methods are used for offline system analysis. The method proposed here is a 
combination between the offline and online system analysis. We will try to take the 
advantages of these two methods and combine them to make the equivalent model 
more efficient. Firstly we will introduce the model reduction method, and later we 
will talk about the online assessment method for finding the equivalents. 
3.2 Model Reduction Method (Offline Analysis) 
Model reduction method depends totally on the knowledge of the external system 
and the parameters of all the parts on the external subsystem and that is why it is 
normally used in the offline security assessment of the power systems. 
For general explaination of this method we will consider a case where we will divide 
the whole system into two main parts, internal subsystem and external subsystem as 
shown in Figure 3.1. A reduced model of the external subsystem is created assuming 
that the disturbance occurs only inside the internal subsystem. The border or 
boundary buses are the buses between the internal and external subsystems. As show 
in Figure 3.1 the external subsystem buses will be divided into 3 groups of buses, 
{B} the boundary buses between the external and internal subsystems, {L} the load 
buses on the external subsystem, and {G} the generator internal buses on the external 
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subsystem. Two different methods to transform a large external subsystem into its 
equivalent, either by eliminating the load buses and/or aggregating the load buses. 
Eliminated buses are removed completely from the network while every group of 
aggregated buses is replaced by one equivalent bus.  We will talk separately about 
the two methods, Firstly eliminating the buses, secondly aggregating the buses. 
Internal
Subsystem
External
Subsystem
{B}
{L}
{G}
 
Figure 3.1: Internal and external subsystems 
3.2.1 Elimination of buses 
Figure 3.2 shows the basic idea behind the elimination of buses. The external 
subsystem buses that we need to eliminate as shown in group {E}, and the retained 
buses as shown in group {R}. After eliminating group {E} from the system, the 
currents and nodal voltages at the retained buses in group {R} should stay 
unchanged.  
Before starting the process of eliminating the buses in group {E}, the network is 
described by the following nodal equation: 
 
[
  
  
]  [
      
      
] [
  
  
] (3.1) 
where the subscripts refer to the eliminated {E} and retained {R} sets of buses. The 
eliminated voltages and currents can be swapped using simple matrix algebra to give 
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  ] [
  
  
] (3.2) 
where 
              
               
         
      (3.3) 
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The nodal currents in the set {R} are 
             (3.4) 
where 
          (3.5) 
Equation (3.4) describes the relationship between the currents and voltages of the 
retained nodes in the reduced network. As any electrical network is uniquely 
described by its admittance matrix, the matrix    corresponds to a reduced equivalent 
network that consists of the retained nodes and equivalent branches linking them. 
This network is often referred to as the transfer network and the matrix describing it 
as the transfer admittance matrix. Matrix    passes the nodal currents from the 
eliminated nodes to the retained nodes and is referred to as the distribution matrix. 
Each equivalent current is a combination of the eliminated currents. 
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Figure 3.2: Elimination of nodes: (a) network before elimination; (b) network after 
elimination.  
3.2.1.1 Gaussian elimination: 
Equation (3.4) formally describes the elimination algorithm in matrix form, but in 
practice Gaussian elimination is used to eliminate the buses one by one at a time in 
order to decrease the complexity of the elimination process.  
To explain Gaussian elimination process, we will start by eliminating bus k from the 
group {E}. Then we will have that matrix         is a scalar,     is a column and 
   is a row. The second component of matrix    becomes 
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(3.6) 
where   is the number of buses in the retained group {R}. Now we have that    
    is 
an old element from matrix     before eliminating process and     
    is a new 
element of new matrix    after the eliminating process of bus  . Equations (3.3) and 
(3.6) show that elimination of bus   modifies each element of the new matrix    to 
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Figure 3.3: Elimination of a single node (a) situation before elimination; (b) 
situation after elimination.  
From Equation (3.7) we can see if the bus   is a neighbour bus for the eliminated bus 
  then its corresponding mutual admittance is      . The mutual admittances     of 
a bus   which is not a neighbour of bus   are all zero. Equation (3.7) shows that: 
 If bus   and   are not neighbours of bus   then elimination of   does not 
effect the admittance    ; 
 Elimination of node   modifies the admittance between all its neighbours, 
which creates additional connections between the neighbours replacing the 
original connections of node  ; 
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 Self-admittances of all the neighbours of node   are also modified according 
to Equation (3.7) when      . 
Figure 3.3 show us the effect of eliminating bus   to its neighbour buses and for its 
not neighbour buses. In Figure 3.3, we have buses {1, 2, 3} are the neighbours of bus 
  so that its elimination creates additional connections between the buses. But for the 
not neighbour buses {4, 5} we can see that elimination process does not affect their 
connections and their admittances.  
3.2.2 Aggregation of buses using Zhukov’s method 
This aggregation method consists of replacing a group of buses {A} by a single 
equivalent bus   as shown in Figure 3.4. Group {R} represents the group of retained 
buses [15]. For aggregation process to be correct and not affect the dynamics of the 
system it should be compatible with the following conditions: 
1. It should not make any change on the currents and voltages,    and   , at the 
retained buses. 
2. The apparent power injection at the equivalent bus must be equal to the sum 
of injections at the aggregated buses,    ∑     { }  . 
The aggregation process of the buses can be described as follows 
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] (3.8) 
where the subscript   refers to retained buses, and subscript   refers to aggregated 
buses. As   is a single bus,     is a column,     is a row and     is a scalar. 
The first condition is satisfied when 
                                                  (3.9) 
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  { }
 (3.10) 
To make this condition possible for any vector   , we should satisfy the following: 
          (3.11) 
where 
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] (3.12) 
is the vector of voltage transformation ratios between the aggregated buses and the 
equivalent bus. 
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Figure 3.4: Node aggregation using Zhukov’s method: (a) network before 
aggregation; (b) network after aggregation 
The second condition is satisfied when 
     
    
   
  (3.13) 
where the left hand side expresses the injected apparent power at the equivalent new 
bus  , and the right hand side expresses the sum of all the injected apparent power at 
the aggregated buses. Substituting Equation (3.8) into Equation (3.13) for    and    
give us  
      
   
       
   
    
    
   
    
    
   
  (3.14) 
To make this equation applicable for any vector of   , the following two conditions 
must hold: 
      
      (3.15) 
      
       (3.16) 
Substituting Equations (3.11), (3.15) and (3.16) into Equation (3.8) finally gives 
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] (3.17) 
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Equation (3.17), describe the admittance matrix of the equivalent network. As we can 
see from Equation (3.17), the new admittances connecting the retained buses with the 
aggregated bus are depending on the vector of transformation ratios  , and hence on 
the voltage angle at the equivalent bus. The voltage angle    at the equivalent bus is 
assumed to be equal to the weighted average of voltage angles at the aggregated 
buses 
 
   
∑       { }
∑     { }
              
  
∑     
 
  { }
∑     { }
 (3.18) 
where    is the apparent power injection at the aggregated node   and   is the inertia 
coefficient of the generator installed at the  -th aggregated node. The first formula 
can be used for forming the equivalent to be used for steady-state analysis and the 
second formula can be applied for aggregation of a group of generators represented 
by the classical transient stability model [15]. 
3.2.3 Aggregation of generating units 
The elimination and aggregation of buses described in the previous sections is 
applicable for the steady-steady studies and it can be done for the load buses. For 
dynamic studies where we are interested on the generator units on the system, we 
need another method for aggregate the generators and add it to the aggregated node   
in the previous section.  
In our system, where the generators in each group or island are coherent with each 
other, then they could be considered as they are moving in the same speed and we 
can assume that they rotate at the same shaft as shown in Figure 3.5. A group { } 
containing   coherent generators can be modelled by one equivalent generator with 
inertia coefficient   and mechanical power input     given by 
    ∑   
  { }
      ∑    
  { }
 (3.19) 
where    is the inertia coefficient and     is the mechanical power input of the  -th 
aggregated generator. This agrees with Zhukov’s aggregation, which sets the 
apparent power injection at the equivalent bus equal to the sum of apparent power 
injections to all the aggregated buses as shown in Equation (3.13). The equivalent 
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generator is represented by the classical model with constant equivalent transient emf 
and by the swing equation.  
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M2 Mn
S1 S2 Sn
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Figure 3.5: Mechanical aggregation of coherent generators 
3.2.4 Methodology of finding equivalent by offline assessment 
The described method of creating a dynamic equivalent model is based on the 
following assumptions: 
1. The system is divided as in Figure 3.1 into internal and external subsystems. 
2. In the internal subsystem, the generators and load will be modelled in their 
fully models. 
3. In the external subsystem, the loads are replaced by constant admittances 
while the generators are modelled using the classical model. 
Under these assumptions, the creation of the dynamic equivalent model is 
significantly simplified and consists of four steps: 
1. Defining the internal subsystem and the external subsystem to be modelled, 
every external subsystem should have coherent generators 
2. For every external subsystem, we will identify the boundary buses which will 
be retained on the dynamic equivalent. 
3. Elimination of the load buses in every external subsystem, except of the 
boundary buses. 
4. Aggregation of the coherent generators in every external subsystem, and 
model it with its equivalent generator. 
Figure 3.6 illustrates the whole process of forming an equivalent model of the 
external subsystem. The original model of the subsystem contains a large number of 
load nodes and a large number of generation units { }  {  }  {  }    {  }. 
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The load buses are either completely eliminated or aggregated into a few equivalent 
nodes using Gaussian elimination or Zhukov’s method. The generator units are 
divided into groups of approximately coherent generators {  }, {  }, . . . , {  } and 
each of the groups is replaced by one equivalent bus with an equivalent generating 
unit. 
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Figure 3.6: Model reduction of the external subsystem 
3.3 Online Assessment Dynamic Equivalent  
After explaining the offline assessment dynamic equivalent, we will try to explain 
the online assessment dynamic equivalent here in this section. For online transient 
stability assessment it is desirable to have a reduction method in which the 
parameters of the resulting dynamic equivalent can be determined with least possible 
measurement data from the external area. After dividing the system depending on the 
slow coherency of the generators, each external subsystem will be modelled by a 
dynamic equivalent. To form this equivalent, we will do it into two steps; the first 
step is multi-generator equivalent, and the second is single-generator equivalent.  
Firstly, the formulation of the multi-generator dynamic equivalent will be introduced. 
A reduced multi-generator network equivalent of the external area is formed from the 
nodal equations at the common boundary buses which separate the external area 
from the internal area. The generators at the external subsystem will specify the 
value of the inertia coefficient for the equivalent generator for the external 
subsystem. The other parameters of the equivalent generators were determined by 
matching the electrical quantities at the boundary buses. The resulting dynamic 
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equivalent has a power system structure and is connected to the internal area at the 
boundary buses. The number of equivalent generators in the dynamic multi-generator 
equivalent is same as the number of boundary buses. With the knowledge of only the 
passive network model of the external area and the total inertia of the original 
generators in this area, the parameters of the dynamic multi-generator equivalent can 
be determined from a set of real-time measurement data taken at the boundary buses.  
The use of the multi-generator dynamic equivalent in any transient stability 
assessment method requires the inertia constant of each individual equivalent 
generator. To avoid erroneous distribution of the total inertia constant among the 
equivalent generators at every boundary bus, an extension of the multi-generator 
equivalent to a single-generator equivalent is also presented. Such a single-generator 
dynamic equivalent can be used with any transient stability assessment method much 
easier than the multi-generator dynamic equivalent. The single-generator calculation 
depends on the calculation of the multi-generator equivalent, so we need to calculate 
the multi-generator dynamic equivalent and then we can calculate the single-
generator dynamic equivalent.  
3.3.1 Formulation of multi-generator dynamic equivalent 
A classical representation of the generators in the power system is assumed in this 
method. In order to develop a multi-generator dynamic equivalent corresponding to a 
group of coherent generators, the power system is partitioned into two areas: external 
area   containing the group of coherent generators and internal area   containing the 
rest of the system where our dynamic study is working on. These two areas are 
connected to each other only at a set of common boundary buses. The interest here is 
to form a dynamic equivalent of area  . It is assumed that the passive network model 
of area   and the total inertia constant of all the generators in this area are known. 
For the dynamic equivalent to be valid for all the three configurations (prefault, fault-
on, and postfault), the fault is placed in  . For convenience, the boundary buses are 
placed in area  . Admittance load at any boundary bus is placed in  . Any line 
between two boundary buses is also placed in  . 
The following sets of indices are now defined for area  : 
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    {        } 
   {        } 
(3.20) 
where    are indices of all    boundary buses; and    are indices of all    generator 
internal buses in the external subsystem  . Area   can be described by   -nodal 
equations for the boundary buses and   -swing equations for the generators. The 
nodal equations are written in the form 
    ∑      
  {  }
 ∑      
  {  }
          {  } (3.21) 
where    = phasor current injected into the area   at a boundary bus,         
     = elements of the admittance matrix of area   reduced to the boundary buses 
and the generator internal buses,          = phasor voltage of a boundary bus, 
and          = phasor voltage of a generator internal bus. Equation (3.21) can be 
rewritten as 
         ∑ (     )   
(   ) {  }
 ∑    (     )
  {  }
 (3.22a) 
where 
        ∑    
(   ) {  }
 ∑    
  {  }
 (3.22b) 
   is an equivalent load admittance that appears at a boundary bus due to the network 
reduction. Since the generators of area   are of the same speed because of coherency, 
the angular difference between any two of these generators remains constant. Thus 
the electrical power can be considered as a constant and can be treated as the 
equivalent mechanical input power of a generator. The generators internal buses can 
then be considered electrically isolated from each other. So the swing equations for 
the generators of area   are written in the following equivalent form: 
 
  
  
  
      
 ∑    
  {  }
 ∑     [      (     )        (     )]
  {  }
 
    {  } 
(3.23) 
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where    = equivalent mechanical input power of a generator. The internal buses of 
the generators described by Equation (3.23) have connections only with the   -
boundary buses. These connections are through the transfer admittances. 
The set of   -generators of area   is now transformed into a set of   -equivalent 
generator units connected at each boundary bus. This is done by decomposition and 
aggregation of coherent generators. Since the generators have connections only with 
the   -boundary buses, each of them can be decomposed into   -coherent smaller 
generator units. So Equation (3.23) is decomposed to obtain the following swing 
equations for the (     )-smaller generator units: 
 
   
  
  
       
         [      (     )        (     )] 
    {  }      {  } 
(3.24) 
For convenience, double indices have been used in the inertia constant   and the 
mechanical input power   of the coherent smaller generators in the swing equations. 
The first index refers to the generator undergoing decomposition and the second 
index refers to the boundary bus with which the smaller generator has connection. In 
this decomposition it has been assumed that the inertia constant of a generator can be 
appropriately distributed among the corresponding   -coherent smaller generators 
such that 
 ∑    
  {  }
              {  } (3.25) 
The mechanical input power     can be obtained by using Equation (3.24) in the 
prefault system equilibrium condition. Further, it can be easily shown that 
 ∑    
  {  }
              {  } (3.26) 
The swing Equation (3.24) combined with the nodal Equations (3.22) represents an 
equivalent as shown in Figure 3.7.  
The equivalent of Figure 3.7 is now simplified. Relative to each boundary bus, the 
  -coherent smaller generators connected to it can be combined to form an 
equivalent single-generator unit in every boundary bus. To determine the parameters 
of these equivalent generators without any measurement data taken at the original 
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generators, the smaller generators are aggregated in somewhat different way than the 
conventional coherency approach. 
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Figure 3.7: Equivalent of external area C 
The internal buses of the   -smaller generators are connected directly to a common 
bus which is taken as the internal bus of the equivalent generator unit. The equivalent 
of Figure 3.7 then takes the multi-generator equivalent form as shown in Figure 3.8. 
In this equivalent, 
V1
I1
Y1
V2
I2
Y2
VnB
InB
YnB
YU1 YU2 YUnB
EU1
MU1
EU2
MU2
PU1 PU2
EUnB
MUnB
PUnB  
Figure 3.8: Multi-generator equivalent of external area C 
            and     respectively, are the inertia constant, mechanical input power, 
internal bus voltage, and rotor angle of the equivalent generator unit connected to the 
 -th boundary bus. The subscript   indicates their association with the equivalent 
generator. The nodal Equation (3.22a) for the  -th boundary bus now becomes 
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         ∑ (     )   
(   ) {  }
    (      ) (3.27a) 
where 
      ∑    
  {  }
        {  } (3.27b) 
    is thus the transfer admittance between the  -th boundary bus and the 
corresponding equivalent generator internal bus.     and    , are obtainable from 
Equation (3.27a) by using the boundary bus quantities. To do so, Equation (3.27a) is 
written in the form 
 
            
         ∑ (     )   (   ) {  }
   
    (3.28) 
Comparing Equations (3.21a), (3.27a) and (3.27b), we will have 
 
            
 ∑        {  }
   
 (3.29) 
Since the generators of area   are coherent it can be demonstrated through Equation 
(3.29) that the internal bus voltage magnitude     remains constant. This voltage 
magnitude can then be set to its prefault value. So the internal bus voltage magnitude 
and the initial rotor angle of the equivalent generator are obtained through Equation 
(3.28) with all the bus quantities referring to the prefault system condition. 
Since the equivalent generator must be in equilibrium under the prefault system 
condition, its mechanical input power must be equal to its prefault internal bus real 
power.     is thus given by  
        
          [      (      )        (      )] (3.30) 
with all the bus quantities referring to the prefault system condition. The mechanical 
input power     of the equivalent generator as given by Equation (3.30) is expected 
to be approximately equal to the sum of the mechanical input powers of the 
corresponding smaller generators i.e. ∑      {  }  So the inertia constant of the 
equivalent generator is taken as the sum of the inertia constants of the smaller 
generators and is given by 
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     ∑    
  {  }
 (3.31) 
The number of equivalent generators in the equivalent of Figure 3.8 is same as the 
number of boundary buses. It is important to note that all of these equivalent 
generators have the same speed. Therefore they form a coherent group. Further, the 
speed of this coherent group is same as that of the original coherent group of 
generators in area  . The following quantity is now defined with regard to this multi-
generator equivalent    = total inertia constant of the equivalent generators. By 
using Equations (3.25) and (3.31),   can be written as 
    ∑    
  {  }
 
              ∑ ∑    
  {  }  {  }
 
             ∑ ∑    
  {  }  {  }
 
 ∑   
  {  }
 
(3.32) 
The steps to form the multi-generator dynamic equivalent of area   are now 
summarised. The boundary bus quantities (          ) in any of the following 
steps refer to the prefault system condition. 
i. Obtain the admittance matrix of area   reduced to the boundary buses and the 
generator internal buses. 
ii. Repeat the following for each of the boundary buses: 
a. Use Equation (3.22b) to determine the equivalent admittance load at the 
boundary bus. 
b. Use the reduced admittance matrix to get the transfer admittances from the 
boundary bus to the remaining boundary buses 
c. Use Equation (3.27b) to determine the transfer admittance between the 
boundary bus and the internal bus of the corresponding equivalent generator. 
d. Use Equation (3.28) to find the internal voltage magnitude and initial angle of 
the equivalent generator connected to the boundary bus. 
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e. Use Equation (3.30) to determine the mechanical input power of the 
equivalent generator connected to the boundary bus. 
iii. Use Equation (3.32) to determine the total inertia constant of the equivalent 
generators. 
To determine the parameters of this multi-generator dynamic equivalent, one needs 
to know only the admittance matrix of area  , the prefault boundary bus quantities    
and        {  }, and the total inertia constant of the generators in area  . Online 
determination of the parameters therefore does not require any measurement data at 
the original generators of area  . This is the most important feature of this dynamic 
equivalent. 
To avoid erroneous distribution of the total inertia among the equivalent generators, 
an extension of this multi-generator equivalent to a single-generator equivalent is 
presented in the following Section. Such a single-generator equivalent can be used 
with any transient stability assessment method. 
3.3.2 Extension to single-generator dynamic equivalent 
The conventional approach of aggregating coherent generators is employed to extend 
the multi-generator dynamic equivalent to a single-generator dynamic equivalent. 
Ideal phase-shift transformers are used to connect the internal buses of the equivalent 
generators of Figure 3.8 to a common bus which is taken as the internal bus of the 
equivalent single-generator unit. The parameters of this equivalent single-generator 
unit are    = inertia constant,    = mechanical input power,    = internal bus 
voltage magnitude,    = rotor angle, and     = complex ratio of a phase shift 
transformer. The inertia constant    of the equivalent single-generator unit is equal 
to the sum of inertia constants of the equivalent generators in Figure 3.8 and is thus 
given by Equation (3.32). The mechanical input power    is equal to the sum of 
mechanical input powers of the equivalent generators in Figure 3.2 and is given by 
    ∑    
  {  }
 (3.33) 
   is obtained as 
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   ( ∑    
  {  }
)   ⁄  (3.34) 
where    is the number of boundary buses which in turn is equal to the number of 
equivalent generators in Figure 3.8. The rotor angle    is obtained as 
 
   ( ∑    
  {  }
)   ⁄  (3.35) 
The complex ratios of the phase-shift transformers are obtained as 
 
   
  
   
          {  } (3.36) 
Figure 3.9 show the last result of this method, where we will have a single generator 
connected to the boundary buses through phase-shift transformers, and have a total 
inertia coefficient  , a total mechanical power    . 
For calculating the transient reactance of the equivalent generator, the equivalent 
transient reactance is taken as the parallel equivalent of all the transient reactances of 
all the generators inside the external subsystem as follows 
    
     
       
        
           {  } (3.37) 
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Figure 3.9: Single-generator dynamic equivalent of external area C 
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4.  PROPOSED METHODOLOGY: 
4.1 Introduction 
In the previous chapters it was explained the concept of the Two-Time scale theory, 
and the slow coherency concept, and the coherency based dynamic method. In this 
Chapter, the methodology that will be followed in this thesis will be explained. First, 
the defensive islanding based on slow coherency will be explained. Defensive 
islanding will divide the system into specific number of areas in the system   in a 
way to protect it from catastrophic faults. Second, we need to specify the critical time 
to complete the islanding process, and to be able to calculate the critical time to 
complete the islanding process it will be needed to repeatly simulate the system with 
different contingencies. For completing this set of simulations in easier and shorter 
time, a dynamic equivalent will be present here, where the system will be divided 
into two mean subsystems, the internal system where the contingency will be 
considered inside it, and the external subsystem where it will be far or non-coherent 
with the internal system. Two different methods will be presented to calculate the 
dynamic method of the external system as mentioned in Chapter 3, the first one 
depend on the complete knowledge of the external subsystem, and the second just 
depend on the system readings on the boundary buses between the external and 
internal subsystems. The first method called the model reduction method, also known 
as offline security assessment transient stability. The second method known as the 
online security assessment for transient stability studies.  
4.2 Defensive Islanding Methodology  
In this section, the methodology of defensive islanding will be explained. The system 
will be divided into specific number of islands to protect it from catastrophic faults 
that could happen on it. To identify   number of areas, we have to find   number of 
reference machines and    number of non-coherent machines such that        
where   is the number of the machines of the system.  
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To use the grouping algorithm, we need to linearize the nonlinear electromechanical 
model and neglect the damping to form a second order dynamic network 
  ̈           (4.1) 
The first step of the algorithm requires us to specify the number of areas  . The 
objective is to find weak connections between the areas. This can be accomplished 
by many methods; here two methods will be explained.  
First method is done by examining the eigenvalues gaps in Equation (4.1). Thus, we 
calculate the eigenvalues of   and then their square roots, which give the frequencies 
of oscillations. After finding the eigenvalues and their square roots a general look 
will be taken in the gap between each one and the next one after it, we will take   
number of areas as the number of eigenvalues where their gaps are small to each 
other comparing to the other machines. In other words,   will be the number of 
smaller eigenvalues where they are close to each other comparing to the rest of 
machines. This method will be clearer when applying it to the test system as will be 
shown in Chapter 5. 
The second method is to check the natural frequencies of the electromechanical 
modes; we will look to the frequencies and see which frequencies are close to each 
other and different from the others. A general look to all the natural frequencies 
where they are arranged from smaller to bigger, and see the smaller frequencies 
where they are close to each other and up to the value will have bigger gap than the 
previous one. The previous value to this value will be taken as   number of islands. 
This method also will be clearer when applying it to the test system as will be shown 
in Chapter 5. 
After defining the number of    coherent areas we will take the row vectors of   
form   clusters in an  -dimensional space. Thus to identify the areas, we find the   
most linearly independent vectors    from   and use them as the reference vectors. 
Then the machine with row vector    will be grouped in the same areas with the 
reference machine whose row vector    is closest to   . 
The representation of clusters in the  -dimensional space depends on the eigenbasis 
vector used in  . To avoid this ambiguity we permute the rows of   into 
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  [
  
  
] (4.2) 
such that    contains the reference rows. Then the row vectors of    are used as unit 
coordinate vectors in a new coordinate system. This is equivalent to the 
transformation  
 
[
  
  
]   
   [
 
 
] (4.3) 
In the new coordinate system, the coherent clusters are well separated. If there are   
coherent areas in the system, then 
 
[
 
 
]  [
 
  
]  [
 
 ( )
]     ( ) (4.4) 
The matrix    is similar in structure to a partition matrix   except that it may have 
zero columns, which correspond to single machine areas. The   entries in   can be 
used to group the non-reference machines with the reference machines. 
We will put the coherency-based defensive islanding algorithm in steps to make it 
easier to be understood as follows: 
1. Specify the desired number   of coherent areas as shown before in the 
example in Table 4.1 by using the separation between the eigenvalues of the 
system, or as shown in Table 4.2 by using the seperation between the natural 
frequencies.  
2. Compute an eigenbasis matrix   and take the rows of the   slowest modes, 
which they have, the smallest eigenvalues.  
3. Perform Gaussian elimination with complete pivoting to find the set of most 
linearly independent row vectors of    whose columns are normalized. The 
rows of   which are chosen as pivots in the elimination process are the 
reference vectors for the reference machines. This process will terminate in   
steps. In other words, we will try to find the maximum value in all the rows in 
every step. The row that has this maximum value will be the reference 
machine number. After that, we will make Gaussian elimination according to 
this value, and continuing by this way up to having   reference machines. 
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4. Calculate    by ordering the first   rows of   according to the order that we 
found in step 3. 
5. Compute   from 
       
   (4.5) 
6. Assign other machines to the coherent areas according to the maximum value 
that we had in the previous step, so if the (   )-th entry is the maximum in the 
 -th row then the machine   is in the coherent group with the reference 
machine  . In this step, we will divide the machines of the system in   groups.  
Now after defining the reference machines, and assigning the other machines to the   
coherent groups, we need to define the borders of every group and seperate the load 
buses between different islands according to the sparity method [9]. We will attach to 
every load bus a machine with an inertia    and no transient reactance, where   is a 
small positive scalar and   is an inertia constant comparable to the inertia constants 
of the real machines. Thus for an  -generator, -bus system, we now have      
   generators of which    are artificial representing the load buses. The linearized 
electromechanical model of this artificial system is 
 
  ̈  [
   
    
] [
  ̈
  ̈
]  [
      
      
] [
  
  
]     (4.6) 
where    and   are the    and the inertia matrix of the real machines,    and 
          (              ) (4.7) 
are the    and the inertia matrix of the artificial machines, and   is a connection 
matrix whose entries are given by Equations (2.19) and (2.20). Now continuing with 
the previous steps to continue our methodology we will have the next steps.  
7. Connect an artificial machine to every load bus in the system, where its 
inertia constant is very small comparing to the real machines on the system, 
and these artificial machines do not have transient reactance. 
8. Now we will repeat steps 2-6 but for the new dynamic model of the system as 
shown in Equation (3.6) where load buses have an artificial machine attached 
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to it. After this step, every load bus will be attached to one of the coherent 
groups specified in step 6. 
Specify r number of islands
Calculate eigenvector matrix V for r smallest eigenvalues
Apply Gaussian elimination with complete pivoting on V 
to get r reference machines 
Calculate V1 by ordering the first r rows of V according to 
the order found in previous step
Calculate L according to L=V(V1)-1
Assign other machines to the reference machines 
according to the maximum entry in each row of L
Assign a small machine to every load bus with repeating 
the with small inertia and no transient reactance
Repeat the same steps with the new dynamic model of the 
system and attach every bus to the reference machines 
according to L
Now we have the system divided into r islands
 
Figure 4.1 Defensive islanding algorithm methodology 
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After applying all the previous steps, we will have a system divided into   different 
islands with cutting the weak connections between these islands. After that, we need 
to apply load shedding or decrease the generation capacity in every island if we need 
that. Figure 4.1 shows a diagram to expalin the steps of the islanding procees that had 
proposed before. 
4.3 Coherency Based Dynamic Equivalent Methodology  
In this section, the methodology of modeling parts of the system into their dynamic 
equivalent will be explained. As explained in Chapter 3, there are two main methods 
for finding the dynamic equivalent of an external subsystem, the first method depend 
on the complete knowledge of the external subsystem structure, and the second one 
only depend on the readings on the boundary buses between the internal and external 
subsystems. In the following subsections, the methodology of both methods will be 
explained.  
4.3.1 Offline stability assessment dynamic equivalent methodology  
The first method explained in Chapter 3 is the offline stability assessment dynamic 
equivalent, or as called the model reduction method. The described method of 
creating a dynamic equivalent model is based on the following assumptions: 
1. The system is divided as in Figure 4.2 into internal and external subsystems. 
2. In the internal subsystem, the generators and load will be modelled in their 
fully models. 
3. In the external subsystem, the loads are replaced by constant admittances 
while the generators are modelled using the classical model. 
Under these assumptions the creation of the dynamic equivalent model is 
significantly simplified and consists of three steps: 
1. Defining the internal subsystem and the external subsystem to be modelled, 
every external subsystem should have coherent generators 
2. For every external subsystem, we will identify the boundary buses which will 
be retained on the dynamic equivalent. 
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3. Elimination of the load buses in every external subsystem, except of the 
boundary buses. 
4. Aggregation of the coherent generators in every external subsystem, and 
model it with its equivalent generator. 
The steps of this method are explained in Figure 4.3, to make it more 
understandable.  
Internal
Subsystem
External
Subsystem
{B}
{L}
{G}
 
Figure 4.2: Internal and external subsystems 
Define the internal and external subsystem
Identify the boundary buses for the external subsystem
Eliminate the load buses in the external subsystem by 
Gaussian elimination, except the boundary buses
Aggregate the coherent generators in external subsystem 
to one equivalent generator
Now we have the external subsystem modeled by the 
boundary buses connected by equivalent generator
 
Figure 4.3: Model reduction methodology 
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4.3.2 Online stability assessment dynamic equivalent methodology  
The online stability assessment dynamic model is done into two main steps, the first 
main step is to build the multi-generator dynamic model for the external subsystem, 
and the second main step is the single-generator dynamic model where the equivalent 
generators will be aggregated to one main generator.  
The steps to form the multi-generator dynamic equivalent of area   the external 
subsystem are now summarised. The boundary bus quantities (          ) in any 
of the following steps refer to the prefault system condition. 
1. Obtain the admittance matrix of area   (the external subsystem) reduced to 
the boundary buses and the generator internal buses. 
2. Repeat the following for each of the boundary buses: 
a. Use Equation (4.8) to determine the equivalent admittance load at the 
boundary bus. 
        ∑    
(   ) {  }
 ∑    
  {  }
 (4.8) 
b. Use the reduced admittance matrix to get the transfer admittances from 
the boundary bus to the remaining boundary buses 
c. Use Equation (4.9) to determine the transfer admittance between the 
boundary bus and the internal bus of the corresponding equivalent 
generator. 
      ∑    
  {  }
        {  } (4.9) 
d. Use Equation (4.10) to find the internal voltage magnitude and initial 
angle of the equivalent generator connected to the boundary bus. 
 
            
         ∑ (     )   (   ) {  }
   
    (4.10) 
e. Use Equation (4.11) to determine the mechanical input power of the 
equivalent generator connected to the boundary bus. 
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          [      (      )        (      )] (4.11) 
3. Use Equation (4.12) to determine the total inertia constant of the equivalent 
generators. 
    ∑   
  {  }
 (4.12) 
After finishing the multi-generator dynamic model of the external subsystem, the 
next main step is the aggregating of the generators to extend the multi-generator 
dynamic equivalent to a single-generator dynamic equivalent. 
1. Calculate the total mechanical power of the equivalent generator by using 
Equation (4.13) 
    ∑    
  {  }
 (4.13) 
2. Calculate the internal bus voltage magnitude for the equivalent single 
generator by using Equation (4.14) 
 
   ( ∑    
  {  }
)   ⁄  (4.14) 
3. Calculate the rotor angle of the equivalent single generator by using Equation 
(4.15) 
 
   ( ∑    
  {  }
)   ⁄  (4.15) 
4. Calculate the phase-shift transformers that connect the internal bus of the 
equivalent generator to the boundary buses by using Equation (4.16) 
 
   
  
   
          {  } (4.16) 
5. Calculate the transient reactance of the equivalent generator as the parallel 
combination of the transient reactance of the generators inside the internal 
subsystem by using Equation (4.17) 
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           {  } (4.17) 
4.3.3 Combining offline and online methods  
After finding the equivalent model of the external subsystem by using the previous 
two mehods, the offline and the online transient assessment dynamic equivalent, we 
will combine them with each other by taking some values of the equivalent model 
from each method and by combining these values we will have dynamic equivalent 
with all the needed information we need to simulate it. 
The following steps show the result method by combining the offline and online 
methods 
1. Calculate the impedance of the transformers which connect the equivalent 
generator with the boundary bus by using elimination of buses from offline 
method. 
2. Calculate the phase-shift transformers ratio by using step 4 from online single 
generator method. 
3. Calculate the internal bus voltage and rotor angle of the equivalent generator 
by using steps 2 and 3 of the online single generator method. 
4. Calculate the inertia coefficient and the mechanical power of the equivalent 
generator by using the offline method. 
5. Calculate the transient reactance of the equivalent generator by using step 5 
from the online single generator method. 
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5.  RESULTS 
In the previous chapters the theoretical background of Two-Time scale theory, and 
the slow coherency concept were explained, also the way to use the slow coherency 
concept for a transient stability method called defensive islanding were explained. 
Defensive islanding is a method depends on separating the system into smaller parts 
depending on the slow coherency between the generators. After that, the critical time 
for islanding process needed to be specified, where up to this time the system will be 
in stable situation, and the machines will be stable after islanding completed. To 
calculate the critical time for islanding process many dynamic simulations for many 
different contingencies needed to run. To save the time and the memory size for the 
huge number of dynamic simulations needed to be run, a dynamic equivalent were 
presented in Chapter 3, where parts of the system will be modeled into their dynamic 
equivalent. In Chapter 4, the total methodology of this thesis is summarized. In this 
Chapter, the results of applying this methodology in a real test system will be 
presented. The methodology will be applied on a practical system and its efficiency 
will be tested, also the effect that it will give on the system stability will be shown. 
One of the practical systems the total dynamic data for the generators and the total 
passive network data is available, is the 16-machine 68-bus system. This system is a 
much less detailed model of the U.S. Northeastern and Ontario system. In the 16-
machine system, only the New England system is represented in detail with machines 
1 to 9, while the neighboring utility systems in New York, Pennsylvania, Michigan 
and Ontario are modeled with large equivalent machines 10 to 16. The full                                                                                
data of this system can be found in the reference [8]. The one line diagram of the 16-
machine 68-bus system is shown in Figure 5.1.  
5.1 Defensive Islanding Applied in 16-Generators 68-Bus System 
In this section, the defensive islanding method will be applied in the 16-Generator 
68-Bus system, and the steps will be explained one by one and the final results will 
be explained as shown in the following subsections. 
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Figure 5.1: The one line diagram of the 16-machine 68-bus system 
5.1.1 Defining number of areas  
To apply the two-time-scale theory and the slow coherency based defensive 
islanding, first number of the areas that the system will be divided on needed to be 
identify. For the time being, a purely numerical approach will be purposed by using 
the grouping algorithm. Then, the areas will be verified using the knowledge of the 
system. 
To use the grouping algorithm, the nonlinear electromechanical model will be 
linearized and the damping will be neglected to form a second order dynamic 
network 
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  ̈           (5.1) 
Then, a MATLAB program is written to find the electromechanical model of the 16-
Generator system and the program will build the augmented system state matrix  , 
matrix   is shown in Table 5.2. After finding the system matrix   the islanding 
process will be started. The first step of the algorithm requires specifying the number 
of areas. The objective is to find weak connections between the areas. This can be 
accomplished by examining the eigenvalue gaps in Equation (5.1). Thus, the 
eigenvalues of the system matrix will be calculated and then their square roots will 
be calculated, which give the frequencies of oscillations. The eigenvalues of the 
system matrix for the 16-Generator system are given in Table 5.1. The expression is 
a measure of the inverse of the eigenvalue gap. A smaller    results in a wider 
separation between the eigenvalues and weaker connections between the areas. Table 
5.1 shows that           is the smallest    if we disregard     . For a system 
with 16 machines, we want to have between four to six areas such that the number of 
machines in each area is not too large. In this case, five areas seems to be appropriate 
since           is smaller than either    or    and it is the smallest value in the 
table. Thus, we apply the grouping algorithm with    . 
Table 5.1: Separation of eigenvalues of undamped 16-machine system 
 Eigenvalues 
(     ) 
         ⁄  
1        
2                  
3                  
4                  
5                  
6                  
7                  
8                  
9                  
10                  
11                  
12                  
13                  
14                   
15                   
16             
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Table 5.2: The augmented system matrix   for 16-machine system 
 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 
1 -76.48 4.59 5.91 5.65 3.38 5.65 4.77 14.87 8.06 3.20 4.05 2.50 9.19 2.30 0.34 2.00 
2 6.38 -59.88 11.00 4.01 2.40 4.01 3.38 3.50 2.86 2.25 3.40 2.85 10.42 1.42 0.26 1.76 
3 6.93 9.28 -60.14 4.82 2.89 4.82 4.07 3.83 3.23 2.09 3.11 2.55 9.34 1.34 0.24 1.60 
4 8.29 4.23 6.03 -85.23 21.92 11.61 9.79 4.98 5.39 1.55 2.11 1.51 5.53 1.05 0.17 1.06 
5 5.47 2.79 3.98 24.14 -65.84 7.65 6.45 3.28 3.55 1.02 1.39 1.00 3.64 0.69 0.11 0.70 
6 6.82 3.48 4.96 9.54 5.72 -69.27 19.55 4.10 4.43 1.27 1.73 1.25 4.55 0.87 0.14 0.88 
7 7.58 3.87 5.52 10.61 6.36 25.77 -81.06 4.56 4.93 1.42 1.93 1.38 5.06 0.96 0.15 0.97 
8 25.70 4.34 5.64 5.86 3.51 5.87 4.95 -88.40 10.89 2.94 3.71 2.31 8.44 2.10 0.31 1.83 
9 9.81 2.50 3.35 4.47 2.68 4.47 3.77 7.67 -49.96 1.49 1.91 1.22 4.45 1.06 0.16 0.95 
10 4.34 2.19 2.42 1.43 0.86 1.43 1.21 2.30 1.66 -79.50 14.19 6.70 24.81 6.41 1.21 8.35 
11 6.03 3.64 3.95 2.14 1.28 2.14 1.81 3.20 2.34 15.60 -146.7 16.18 60.96 8.26 2.16 17.07 
12 1.14 0.93 0.99 0.47 0.28 0.47 0.40 0.61 0.46 2.25 4.94 -49.40 31.27 1.28 0.42 3.5 
13 0.78 0.63 0.67 0.32 0.19 0.32 0.27 0.41 0.31 1.55 3.47 5.825 -18.87 0.88 0.33 2.91 
14 0.32 0.14 0.165 0.10 0.06 0.10 0.08 0.17 0.12 0.66 0.78 0.39 1.46 -14.03 8.59 0.89 
15 0.05 0.03 0.03 0.02 0.01 0.02 0.01 0.02 0.02 0.12 0.20 0.13 0.55 8.59 -17.66 7.86 
16 0.19 0.12 0.13 0.07 0.04 0.07 0.06 0.10 0.07 0.57 1.07 0.72 3.21 0.59 5.24 -12.24 
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Another method to check the previous result is to check the natural frequencies of the 
electromechanical modes of the 16-machine system as follows in Table 5.3. A 
general look to the frequencies will be considered and the distance between the 
frequencies will also be considered, to see the closeness between different natural 
frequencies to each other. If we look to Table 5.3, we will see the first 5 frequencies 
are all smaller than one but the others are all bigger than 1, so we can conclude that 
    is a good result for the number of areas in this system. 
Table 5.3: Natural frequencies of the 16-machine system 
 Natural Frequency 
(  ) 
1   
2        
3        
4        
5        
6        
7        
8        
9        
10        
11        
12        
13        
14        
15        
16        
5.1.2 Calculating the eigenvalues and the eigenvectors of the system  
In the second step of the algorithm, the eigenvalues for the augmented system matrix 
  is calculated as shown in Table 5.4, and then the eigenvectors for the smallest five 
eigenvalues in magnitude will be calculated. These eigenvectors will represent the 
slow modes of the system in our case where    . As a precautionary measure, we 
may want to compute and store the eigenvectors of the first     smallest 
eigenvalues. If we decide later on to find an area partition with   different than 5, we 
can retrieve the appropriate pre-computed eigenvectors and go to the next step 
directly. 
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Table 5.4: Eigenvalues of the augmented system matrix   of 16-Machine system 
 Eigenvalues 
1   
2         
3          
4          
5          
6          
7          
8          
9          
10          
11          
12          
13          
14           
15           
16           
5.1.3 Defining reference machines and grouping the non-reference machines 
In this step, Gaussian elimination will be performed on the eigenvectors matrix found 
in the previous step to specify the reference machines of the system. The idea here is 
to choose the maximum value in the rows of the eigenvector matrix and make a 
Gaussian elimination according to this value; the order of this row will be the 
number of the first reference machine. This process will be repeated for five times to 
calculate the five reference machines needed for islanding the system to five areas. 
After the Gaussian elimination, the reference machines are found as machines 57, 65, 
66, 67 and 68.  
After defining the reference machines, matrix   will be calculated, matrix   will 
define which non-reference machine will be in a group with one of the reference 
machines specified before. Matrix   is calculated as shown in Table 5.5. The largest 
entry in each row of  , which is shadowed, is used to identify the machines in each 
area. The maximum value for each of the non-reference machines will specify the 
number of its group. For example, as show in Table 5.5, for machine 58 we can see 
that the maximum value corresponding to it in matrix   is 0.9505. This maximum 
value is in the forth column, that’s means machine 58 is in the fourth group with the 
fourth reference machine 57. As a result, the following area grouping of machines is 
obtained: 
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Area 1:   Machines 53, 54, 55, 56, 57, 58, 59, 60, 61, 
Area 2:   Machines 62, 63, 64, 65, 
Area 3:   Machine 66, 
Area 4:   Machine 67, 
Area 5:   Machine 68. 
Table 5.5: Matrix   of the 16-Machine system 
Machine 
No. 
68 67 66 57 65 
53 0.0266 0.0384 -0.0064 0.7383 0.2031 
54 0.0199 0.0238 -0.0060 0.6963 0.2660 
55 0.0174 0.0214 -0.0054 0.7382 0.2284 
56 0.0068 0.0089 -0.0016 0.9244 0.0615 
57 0 0 0 1 0 
58 0.0040 0.0059 -0.0015 0.9505 0.0412 
59 0.0057 0.0081 -0.0018 0.9317 0.0563 
60 0.0241 0.0353 -0.0063 0.7621 0.1848 
61 0.0086 0.0157 -.00046 0.9259 0.0544 
62 0.1200 0.1020 -0.0082 0.2260 0.5603 
63 0.1267 0.0705 0.0031 0.1740 0.6257 
64 0.0271 0.0164 -0.0048 0.0565 0.9048 
65 0 0 0 0 1 
66 0 1 0 0 0 
67 0 0 1 0 0 
68 1 0 0 0 0 
This five-area partition groups the nine machines in New England into a single area, 
four neighboring machines representing New York into another area, and three large 
machines into single machine areas. This partition is meaningful in terms of weak 
and strong connections.  
To check the reliability of the previous islanding results, the frequency spectrum 
response of the system after a random contingency is done. TSAT (Transient 
Security Assessment Tool) a product of Powertech is used to simulate the 16-
Machine power system after applying a contingency of three-phase fault in bus 16. 
The dynamic response of the generators after applying the contingency will be 
recorded and compare the behavior of the generators to see which generator starts to 
behave in coherency with the other machines. Figure 5.2 show the dynamic response 
of the 16-Machine power system after applying the contingency. As shown in Figure 
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5.2, some machines are moving coherently with each other after the applying the 
contingency.  
 
Figure 5.2: Dynamic response of 16-machine system after a fault at bus 16 
To make the dynamic response clearer and more evident, the frequency spectrum of 
the difference function between the generators will be calculated. MATLAB program 
is built to test the frequency spectrum of the machines with each other. It will check 
the difference between the dynamic responses of two machines with each other, and 
then MATLAB will check the frequency spectrum of their difference. If the 
frequency spectrum has a frequency impulse at a value near the slow modes natural 
frequencies values shown in Table 5.3, then these two machines will not be coherent 
with each other’s. An example of these results is shown in Figure 5.3 for a case of 
non-coherent machines, Figure 5.4 for a case of coherent machines. As shown in 
Figure 5.3, the frequency spectrum of the difference between machines 57 and 64 
have an impulse at the value 0.6583, this frequency value is nearly equal the fourth 
natural frequency of the system as shown in Table 5.2. Because of the previous data, 
machines 57 and 64 are said to be non-coherent with each other’s and they should be 
in different groups. The inverse case shown in Figure 5.4, shows that the frequency 
spectrum of the difference between machines 53 and 61 has no frequency impulses in 
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the range of the fifth smallest natural frequencies, so machines 53 and 61 are 
coherent with each other’s and they belong to the same group.  
 
Figure 5.3: Frequency spectrum of the difference between machine 57 and 64 
 
Figure 5.4: Frequency spectrum of the difference between machine 53 and 61 
After making the same procedure between all the machines and see the frequency 
spectrum between every two machines, a table is built to show the frequency 
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spectrum of the difference between each two machines and then judge the coherency 
between the machines. Table 5.6 shows the frequency spectrum between the 
machines. From Table 5.6 we can see that we got the same result as we calculate 
with the assist of two-time scale theory. Comparing Table 5.5 and Table 5.6 will 
show that the same grouping results are found with the assist of the two different 
methods. The coherent machines are moving with each other and they do not have 
any sample at the values of natural frequency in their frequency spectrum.  
5.1.4 Grouping the load buses 
Now after defining the reference machines, and assigning the other non-reference 
machines to the   coherent groups, the load buses need to be separated according to 
the sparity method as shown in reference [9]. An artificial machine will be connected 
to every load bus with an inertia    and no transient reactance, where   is a small 
positive scalar and   is an inertia constant comparable to the inertia constants of the 
real machines. Thus for an   -generator,  -bus system, we now have          
generators of which    are artificial representing the load buses. The linearized 
electromechanical model of this artificial system is 
 
  ̈  [
   
    
] [
  ̈
  ̈
]  [
      
      
] [
  
  
]     (5.2) 
where    and   are the    and the inertia matrix of the real machines,    and 
          (              ) (5.3) 
are the    and the inertia matrix of the artificial machines, and   is a connection 
matrix whose entries are given by (2.19) and (2.20). For 16-Generator 68-Bus system 
that is used in this research, the value   is found to be equals          and the 
small positive integer   is chosen to be equals     . 
After adding the artificial inertia to the load buses, the system will consists 68 
machines connected to 68 buses, 16 of these machines are the real machines, and the 
52 new artificial machines are connected to the originally load buses. Now the same 
previous procedures will be applied on the new system in Equation (5.2) in such a 
way to group the 52 artificial machines on the five reference machines that already 
been specified the previous steps. 
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Table 5.6: Frequency Spectrum between the machines dynamic response after applying a fault in bus 16 (values are in Hz) 
 53 54 55 56 57 58 59 60 61 62 63 64 65 66 67 68 
53 - Coh Coh Coh Coh Coh Coh Coh Coh 0.6583 0.6583 0.6583 0.6583 0.6853 0.3762 0.6583 
54 Coh - Coh Coh Coh Coh Coh Coh Coh 0.3762 0.6583 0.6583 0.6583 0.3762 0.3762 0.3762 
55 Coh Coh - Coh Coh Coh Coh Coh Coh 0.3762 0.6583 0.6583 0.6583 0.3762 0.3762 0.3762 
56 Coh Coh Coh - Coh Coh Coh Coh Coh 0.3762 0.6583 0.6583 0.6583 0.3762 0.3762 0.3762 
57 Coh Coh Coh Coh - Coh Coh Coh Coh 0.6583 0.6583 0.6583 0.6583 0.3762 0.3762 0.3762 
58 Coh Coh Coh Coh Coh - Coh Coh Coh 0.6583 0.6583 0.6583 0.6583 0.3762 0.3762 0.3762 
59 Coh Coh Coh Coh Coh Coh - Coh Coh 0.3762 0.6583 0.6583 0.6583 0.3762 0.3762 0.3762 
60 Coh Coh Coh Coh Coh Coh Coh - Coh 0.3762 0.6583 0.6583 0.6583 0.3762 0.3762 0.3762 
61 Coh Coh Coh Coh Coh Coh Coh Coh - 0.3762 0.6583 0.6583 0.6583 0.3762 0.3762 0.3762 
62 0.6583 0.3762 0.3762 0.3762 0.6583 0.6583 0.3762 0.3762 0.3762 - Coh Coh Coh 0.3762 0.3672 0.5643 
63 0.6583 0.6583 0.6583 0.6583 0.6583 0.6583 0.6583 0.6583 0.6583 Coh - Coh Coh 0.3762 0.3672 0.3762 
64 0.6583 0.6583 0.6583 0.6583 0.6583 0.6583 0.6583 0.6583 0.6583 Coh Coh - Coh 0.3762 0.3672 0.3762 
65 0.6583 0.6583 0.6583 0.6583 0.6583 0.6583 0.6583 0.6583 0.6583 Coh Coh Coh - 0.4232 0.3762 0.4232 
66 0.6583 0.3762 0.3762 0.3762 0.3762 0.3762 0.3762 0.3762 0.3762 0.3762 0.3762 0.3762 0.4232 - 0.5172 0.3762 
67 0.3762 0.3762 0.3762 0.3762 0.3762 0.3762 0.3762 0.3762 0.3762 0.3672 0.3762 0.3762 0.3762 0.5172 - 0.3762 
68 0.6583 0.3762 0.3762 0.3762 0.3762 0.3762 0.3762 0.3762 0.3762 0.5643 0.3762 0.3762 0.3762 0.3762 0.3762 - 
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After adding the artificial inertia to the load buses, the system will consists 68 
machines connected to 68 buses, 16 of these machines are the real machines, and the 
52 new artificial machines are connected to the originally load buses. Now the same 
previous procedures will be applied on the new system in Equation (5.2) in such a 
way to group the 52 artificial machines on the five reference machines that already 
been specified the previous steps. At the beginning, the new augmented system 
matrix   with dimension of       will be calculated. After that, the eigenvalues 
will be calculated, and the eigenvectors will be calculated. With applying the same 
procedures of Gaussian elimination on the eigenvectors of the 5 smallest 
eigenvalues. Finally, the   matrix will be calculated to specify the grouping of the 
load buses with artificial machines to the reference machines. The new   matrix is 
shown in Table 5.7. Figure 5.5 show the system after islanding it to separate five 
groups.  
Table 5.7: The new Matrix   of the 16-Machine system including load buses 
Machine 
No. 
67 68 66 57 65 
1 0.0004 0.0968 0.1104 0.2556 0.5376 
2 0.0042 0.0277 0.0337 0.7384 0.2043 
3 0.0035 0.0245 0.0273 0.7502 0.2015 
4 0.0034 0.0270 0.0260 0.6952 0.2553 
5 0.0035 0.0314 0.0278 0.6360 0.3082 
6 0.0036 0.0309 0.0275 0.6382 0.3071 
7 0.0033 0.0353 0.0300 0.5960 0.3420 
8 0.0031 0.0375 0.0312 0.5748 0.3596 
9 0.0009 0.0748 0.0519 0.2101 0.6640 
10 0.0038 0.0257 0.0242 0.6885 0.2654 
11 0.0037 0.0274 0.0253 0.6720 0.2790 
12 0.0037 0.0263 0.0246 0.6847 0.2680 
13 0.0036 0.0253 0.0239 0.6975 0.2570 
14 0.0033 0.0241 0.0232 0.7215 0.2345 
15 0.0024 0.0165 0.0171 0.8175 0.1513 
16 0.0020 0.0132 0.0144 0.8591 0.1152 
17 0.0026 0.0175 0.0197 0.8226 0.1429 
18 0.0030 0.0202 0.0226 0.7950 0.1652 
19 0.0009 0.0057 0.0064 0.9380 0.0509 
20 0.0006 0.0032 0.0036 0.9651 0.0287 
21 0.0016 0.0098 0.0108 0.8949 0.0862 
22 0.0012 0.0062 0.0070 0.9320 0.0560 
23 0.0011 0.0061 0.0069 0.9333 0.0549 
24 0.0019 0.0122 0.0133 0.8698 0.1065 
25 0.0044 0.0232 0.0293 0.7784 0.1735 
26 0.0035 0.0186 0.0232 0.8243 0.1374 
65 
27 0.0030 0.0200 0.0237 0.8098 0.1496 
28 0.0037 0.0129 0.0179 0.8814 0.0915 
29 0.0037 0.0111 0.0162 0.8995 0.0769 
30 0.0008 0.0970 0.0826 0.2268 0.5944 
31 0.0013 0.1254 0.0896 0.2247 0.5616 
32 0.0016 0.1235 0.0605 0.1704 0.6472 
33 0.0002 0.1344 0.0533 0.1522 0.6600 
34 0.0024 0.1371 0.0339 0.1085 0.7182 
35 0.0051 0.1848 0.0304 0.0975 0.6822 
36 0.0003 0.0612 0.0247 0.0930 0.8214 
37 0.0002 0.0323 0.0106 0.0396 0.9173 
38 0.0018 0.1756 0.0758 0.1944 0.5524 
39 0.0068 0.1880 0.0174 0.0583 0.7295 
40 0.0088 0.0594 0.4469 0.1562 0.3287 
41 0.0229 0.0015 0.9673 0.0027 0.0056 
42 0.9541 0.0217 0.0230 0.0002 0.0010 
43 0.0043 0.1303 0.0149 0.0514 0.7992 
44 0.0045 0.1342 0.0149 0.0514 0.7992 
45 0.0114 0.2979 0.0223 0.0714 0.5970 
46 0.0087 0.2990 0.0637 0.1629 0.4658 
47 0.0028 0.0839 0.2268 0.2212 0.4653 
48 0.0050 0.0746 0.3101 0.1966 0.4136 
49 0.0153 0.4178 0.0520 0.1326 0.3823 
50 0.0282 0.6243 0.0121 0.0368 0.2985 
51 0.0168 0.4030 0.0190 0.0603 0.5009 
52 0.0431 0.9127 0.0032 0.0062 0.0348 
53 0.0056 0.0224 0.0303 0.7777 0.1752 
54 0.0049 0.0242 0.0235 0.6715 0.2857 
55 0.0047 0.0195 0.0202 0.7237 0.2413 
56 0.0006 0.0028 0.0033 0.9675 0.0270 
57 0 0 0 1 0 
58 0.0008 0.0028 0.0035 0.9661 0.0284 
59 0.0005 0.0013 0.0018 0.9830 0.0144 
60 0.0052 0.0192 0.0265 0.8096 0.1499 
61 0.0038 0.0075 0.0128 0.9359 0.0475 
62 0.0086 0.1214 0.0906 0.2263 0.5703 
63 0.0043 0.1211 0.0601 0.1688 0.6542 
64 0.0024 0.0516 0.0215 0.0829 0.8463 
65 0 0 0 0 1 
66 0 0 1 0 0 
67 1 0 0 0 0 
68 0 1 0 0 0 
We can notice in Table 5.7, that some buses have close values between two different 
groups, we choose the bigger value between them and but that bus where the big 
value is. An example for this is bus 49, its coherency index with machine 68 is 
0.4178 and its coherency index with machine 65 is 0.3823, as we can see they are  
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Figure 5.5: 16-machine power system after islanding 
very close to each other, but we choose it to be with the bigger value. A result for 
that we put bus 49 in Group 2 with machine 68.  
To apply the islanding process some tie switches on the transmission lines needed to 
be opened. In other words, after a contingency applies on the system, the system will 
be facing catastrophic fault will affect its stability. Then defensive islanding will be 
applied to assure the stability of the system. To complete the islanding process some 
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transmission lines will be isolated from the system, which will make the system 
divided into different areas. A list of the transmission lines that needs to be isolated 
from the 16-Generator 68-Bus system to divide it into 5 different areas is shown in 
Table 5.8. 
Table 5.8: Tripped transmission lines to complete islanding process 
From Bus To Bus Resistance (pu) Reactance (pu) Line Charging (pu) 
1 2 0.0070 0.0822 0.3493 
8 9 0.0023 0.0363 0.3804 
46 49 0.0018 0.0274 0.2700 
48 40 0.0020 0.0220 1.2800 
50 51 0.0009 0.0221 1.6200 
52 42 0.0040 0.0600 2.2500 
42 41 0.0040 0.0600 2.2500 
1 27 0.0320 0.3200 0.4100 
Table 5.9 show the summary of the islanding process and the generation capacity, 
and load in every group of the system after finishing the islanding process. As it can 
be noticed from Table 5.9, Group 1 has a nearly equal generation capacity and load. 
Group 2 has a generation capacity bigger than the load, so the generation capacity in 
this group needs to be decreased to a level near enough to the load inside this island. 
In Group 3 it can be seen the same scenario, the generation capacity needs to be 
decreased to a level near the load amount in this island. In Group 4 the same 
scenario. In Group 5 it can be seen that the load is much bigger than the generation 
capacity in this island, so what we need here is to make a load shedding criteria to 
decrease the load in this island to a level less a little bit than the generation capacity 
of this island. Table 5.10 shows a summary of the generation capacity decreasing 
criteria and load shedding criteria to ensure the stability of the system after finishing 
the islanding process.  
After finishing the islanding process, the generation capacity decreasing process, and 
the load shedding needed for the system, we want to test the system transient stability 
and the system dynamic response after applying all these processes. The system 
response is tested after applying a contingency of a three-phase fault in bus 41, so the 
defensive islanding process is applied to the system to assure the transient stability of 
the system. The system response after this contingency is shown in Figure 5.6. As it 
can be seen, the generators inside every group are running in synchronously with 
each other away from the other groups and all of them still stable. To make it more 
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clearly for Group 4 and Group 5, the dynamic response is shown in different figures, 
Figure 5.7 for Group 4 dynamic response, and Figure 5.8 for Group 5 dynamic 
response.  
Table 5.9: Islanding process result of 16-machine power system 
Group 
No. 
Buses 
Generation 
Capacity (MW) 
Load 
(MW) 
1 42, 67 1158  1150 
2 49, 50, 52, 68 3681.56  2834 
3 40, 41, 66 1675  1065.63 
4 
2, 3, 4, 5, 6, 7, 8, 10, 11, 12, 13, 14, 15, 16, 
17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 
28, 29, 53, 54, 55, 56, 57, 58, 59, 60, 61 
5182.2  4839 
5 
1, 9, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39, 
43, 44, 45, 46, 47, 48, 51, 62, 63, 64, 65 
6695 8345.27  
Table 5.10: Needed generation capacity decreasing and load shedding after the 
islanding process 
Group 
No. 
Generation Capacity Load Shedding 
1 - - 
2 
G68 needs to decrease its 
capacity by 840MW 
- 
3 
G66 needs to decrease its 
capacity by 600MW 
- 
4 
G58 needs to decrease its 
capacity by 300MW 
- 
5 - 
Load at bus 37 should be decreased by 
28% or decreasing it by 1680MW 
As we can see from Figure 5.6, 5.7, 5.8, the generators of every group after the 
islanding process kept moving in synchronously with each other and arrived to stable 
situation. That will prove that Islanding process will assure the stability of the system 
and the synchronism of the system will be kept between the generators in every 
group. These results also show that slow coherency based islanding algorithm is 
correct for detecting the coherency between the generators in every group, and it is 
correct in detecting the weak lines between the groups. Lastly, we can see that slow 
coherency based islanding is a good strategy to control the system in case of 
catastrophic faults. It will isolate the fault in one group and keep the rest of the 
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system away from the fault without any danger or big effect from this fault to the rest 
of the system. 
 
Figure 5.6: System dynamic response after islanding process 
 
Figure 5.7: Group 4 dynamic response after islanding process 
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Figure 5.8: Group 5 dynamic response after islanding process 
5.2 Coherency Based Dynamic Equivalent Model Results 
After finishing the islanding process and isolating the fault in one island of system, 
the next step in this research is to calculate the critical time needed for the islanding 
process. The critical time here is the time that we need to finish the islanding process 
before spreading the fault in the rest of the system. To calculate the critical time for 
different contingencies, many simulations needed. To save the time and memory size 
needed for such simulations we will model the rest of the system to its dynamic 
equivalent as shown in Chapter 3. The whole system will be divided in two parts, the 
first one is called the internal subsystem, and the second is called the external 
subsystem. The internal subsystem is the part of the system where the fault happened 
and this subsystem will be modeled in its fully dynamic information without any 
kind of modeling or modifying its passive network characteristics. The generators in 
the internal subsystem will be modeled in their complete model without any change 
in their parameters, because we are interested in their behavior and response after the 
fault happened to the system, and because the fault will mostly affect them in a big 
degree compared to the rest of the network. The external subsystem is the rest of the 
system where it is far from the fault and where the generators inside it are non-
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coherent with the generators inside the internal subsystem. The external subsystem 
will be modeled in its dynamic equivalent model.  
The buses between the internal subsystem and the external subsystems are called the 
boundary buses, these buses will be returned as it is in the dynamic model of the 
external system. Every island of the external subsystems will be modeled in a big 
generator, which is connected directly with the boundary buses.  
In the 16-Generator 68-Bus system in Figure 5.5, Groups 1, 2 and 3 are already 
dynamic models of bigger systems, so no dynamic equvalencing studies will be 
applied on these three groups. For Group 4 and Group 5, a dynamic equivalencing 
studies will be applied in a case to find the dynamic equivalent of each of these 
groups. Therefore, the dynamic equivalent of Group 4 will be presented first, and 
then the dynamic equivalent of Group 5. 
5.2.1 Dynamic equivalent model of group 4 
As it can be seen from Figure 5.6, Group 4 has three boundary buses with only 
Group 5. Buses 2, 8, and 27 are the boundary buses from Group 4 to Group 5. These 
buses will be retained in the dynamic equivalent and no aggregation or elimination 
processes will be applied on these buses. In Group 4, there are 3 boundary buses, 9 
generator buses, and 24 load buses will be eliminated. For the 9 generators inside 
Group 4, a dynamic equivalent generator will model it, as it was explained in the 
theoretical part in Chapter 3, and in the methodology part in Chapter 4. The 
equivalent generator will have a mechanical power equals the total mechanical power 
in the system. In addition, the equivalent generator have an inertia coefficient equals 
the summation of the inertia coefficient of all the generators in Island 4.   
The equivalent generator is chosen to be in the bus 57, because it is the reference bus 
for Island 4. This equivalent generator will be connected to the boundary buses 2, 8, 
and 27 with a phase-shift transformers. A MATLAB simulation is done to find the 
admittance of the phase-shift transformers between the equivalent generator of Island 
4 and the boundary buses between Island 4 and Island 5. In the equivalent model of 
Island 4 there will three phase-shift transformers between bus 57 and the boundary 
buses 2, 8, and 27. Therefore, in the result of this simulation Island 4 will be modeled 
as a four buses system, three of them are the boundary buses and the last one is the 
bus that have the dynamic equivalent generator.  
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Following the methodology explained in Chapter 4, by combining the offline and 
online dynamic equivalent to get the results of the dynamic equivalent for Group 4. 
Table 5.11 shows the values of the phase-shift transformers that connect the 
boundary buses with the equivalent generator bus, and the new connections between 
the boundary buses. 
Table 5.11: Phase-shift transformers connects the boundary buses with equivalent 
generator of Group 4 
From bus To bus Resistance Reactance Tab ratio Phase shift 
2 57 0.0002 0.0012 1.0195 -0.0045 
8 57 0.0001 0.0022 0.9724 0.0058 
27 57 0.0008 0.0013 1.0082 -0.0011 
2 8 0.0049 0.0675 - - 
2 27 0.0050 0.0325 - - 
8 27 0.0076 0.1029 - - 
For the equivalent generator we will have the following parameters (all the 
parameters are in pu), 
            
             
      
  
          
           
            
Figure 5.9 show the dynamic equivalent of Island 4 connected to the rest of the 
system. After building the equivalent and connecting it instead of island 4 of the 
system, we will check its dynamic response for a specific contingency and compare 
it to the original island 4 dynamic response. Figure 5.10 shows the comparison 
between the equivalent generator and the mean of the generators in island 4 after 
facing the same contingency, a contingency of having a 3-phase fault at bus 42 in the 
system. As it can be seen from Figure 5.10, the dynamic response of the equivalent 
generator (graph in red color) is very close to the mean of the generators of island 4 
(graph in blue). As a result, it can be proved that the equivalent found before is a 
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good model of island 4 and it can replace it in the calculations of critical time of 
islanding. 
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Figure 5.9: Dynamic equivalent of group 4 connected to the system 
 
Figure 5.10: Comparison between island 4 dynamic response and its equivalent  
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5.2.2 Dynamic equivalent model of group 5 
The same procedures will be applied on Group 5 to get the dynamic equivalent 
model of Group 5. As it can be seen from Figure 5.6, Group 5 has five boundary 
buses with Groups 2, 3 and 4. Buses 1, 9, 46, 48 and 51 are the boundary buses of 
Group 5. These buses will be retained in the dynamic equivalent and no aggregation 
or elimination processes will be applied on these buses. In Group 5, there are 5 
boundary buses, 4 generator buses, and 14 load buses will be eliminated. For the 4 
generators inside Group 5, a dynamic equivalent generator will model it, as it was 
explained in the theoretical part in Chapter 3, and in the methodology part in Chapter 
4. The equivalent generator will have a mechanical power equals the total 
mechanical power in the system. In addition, the equivalent generator have an inertia 
coefficient equals the summation of the inertia coefficient of all the generators in 
Island 5.   
The equivalent generator is chosen to be in the bus 65, because it is the reference bus 
for Island 5. This equivalent generator will be connected to the boundary buses 1, 9, 
46, 48 and 51 with a phase-shift transformers. A MATLAB simulation is done to 
find the admittance of the phase-shift transformers between the equivalent generator 
of Island 5 and the boundary buses of Island 5. In the equivalent model of Island 5 
there will five phase-shift transformers between bus 65 and the boundary buses 1, 9, 
46, 48 and 51. Therefore, in the result of this simulation Island 5 will be modeled as 
a six buses system, five of them are the boundary buses and the last one is the bus 
that have the dynamic equivalent generator.  
Following the methodology explained in Chapter 4, by combining the offline and 
online dynamic equivalent to get the results of the dynamic equivalent for Group 5. 
Table 5.12 shows the values of the phase-shift transformers that connect the 
boundary buses with the equivalent generator bus, and the new connections between 
the boundary buses.  
Table 5.12: Phase-shift transformers connects the boundary buses with equivalent 
generator of Group 5 
From bus To bus Resistance Reactance Tab ratio Phase shift 
1 65 0.0002 0.0020 0.9978 -0.00005 
9 65 0.0001 0.0010 1.0025 -0.00013 
46 65 0.0006 0.0050 0.9982 0.000006 
75 
51 65 0.0029 0.0666 1.0014 0.00017 
1 9 0.0017 0.0159 - - 
1 46 0.0056 0.0709 - - 
1 48 0.0025 0.0319 - - 
1 51 0.0100 0.3268 - - 
9 46 0.0179 0.1960 - - 
9 51 0.0111 0.1056 - - 
46 51 0.0319 0.7910 - - 
For the equivalent generator we will have the following parameters (all the 
parameters are in pu), 
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Figure 5.11: Dynamic equivalent of group 5 connected to the system 
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Figure 5.11 show the dynamic equivalent of Island 5 connected to the rest of the 
system. After building the equivalent and connecting it instead of island 5 of the 
system, we will check its dynamic response for a specific contingency and compare 
it to the original island 5 dynamic response. Figure 5.12 shows the comparison 
between the equivalent generator and the mean of the generators in island 5 after 
facing the same contingency, a contingency of having a 3-phase fault at bus 12 in the 
system. As it can be seen from Figure 5.12, the dynamic response of the equivalent 
generator (graph in red color) is very close to the mean of the generators of island 5 
(graph in blue). As a result, it can be proved that the equivalent found before is a 
good model of island 5 and it can replace it in the calculations of critical time of 
islanding. 
 
Figure 5.12: Comparison between island 5 dynamic response and its equivalent 
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5.3 Critical Time for Islanding Process 
The last step in this dissertation is to find the critical time for islanding process, this 
time is the time that will specify the range of time that the islanding process is 
allowed to be done inside it before the system will lose its stability, and result a 
blackout in the system. For the system, there are a possibility to have a contingency 
in every bus inside the system, and every contingency have its critical time for 
islanding process. For every possible contingency the system will be divided into two 
main parts, the internal subsystem and the external subsystem. The external 
subsystem will be replaced by its equivalent as it was calculated in the previous 
section. In the system shown in Figure 5.5, the system is divided into five subsystems 
that mean one of these five subsystems will be considered as the internal subsystem 
and the rest four subsystems will be considered as the external subsystems. Every 
subsystem will be replaced by its equivalent for calculating the critical time of 
islanding process. An example for such a process, consider a contingency of having a 
3-phase fault at bus 37. Bus 37 is inside island 5, that means island 5 will be in its 
full model and islands 1, 2, 3 and 4 will be modeled by their equivalent model. 
Another example, consider a contingency of having a 3-phase fault at bus 15, that 
means island 4 will be modeled by its full model and islands 1, 2, 3, and 5 will be 
represented by their dynamic equivalent. Table 5.13 shows the critical time for 
islanding process for all the possible contingencies in all the buses on the system. 
Table 5.13: Critical time for islanding for different contingencies 
Contingency 
 at bus 
Critical time for 
 islanding (Cycles) 
Contingency 
 at bus 
Critical time for 
 islanding (Cycles) 
1 14.9120 35 16.6698 
2 16.4745 36 14.4237 
3 20.1855 37 14.7167 
4 13.8378 38 29.2676 
5 10.5174 39 30.0000 
6 9.6385 40 13.7401 
7 12.7635 41 3.0683 
8 12.5682 42 3.7694 
9 15.8886 43 30.0000 
10 9.6385 44 30.0000 
11 10.4198 45 9.2479 
12 30.0000 46 30.0000 
13 11.2987 47 13.6424 
14 13.9354 48 13.4471 
15 16.1815 49 30.0000 
78 
16 9.6385 50 7.9783 
17 12.6659 51 8.5643 
18 17.4511 52 2.0117 
19 7.8807 53 30.0000 
20 9.6385 54 8.8573 
21 11.5916 55 8.2713 
22 9.2479 56 7.6854 
23 8.8573 57 9.8338 
24 11.9823 58 9.8338 
25 9.4432 59 8.1737 
26 8.5643 60 8.7596 
27 13.0565 61 5.6346 
28 8.0760 62 13.6424 
29 6.4158 63 6.0252 
30 13.1542 64 12.2752 
31 13.4471 65 17.5487 
32 7.3924 66 3.1366 
33 9.9315 67 3.8397 
34 13.3495 68 2.0117 
As it can be seen from Table 5.11, for some buses like bus 12 the critical time is 30 
cycles, that means the system will be secure after the specific fault and the islanding 
process became a choice for the controller to be done or not. In addition, it can be 
seen that for buses 41, 42, 52, 66, 67, and 68 the critical time is very small and less 
than 5 cycles. The reason behind such a result is that the three islands 1, 2, and 3 or 
the three generators 66, 67, and 68 are already dynamic equivalents of a bigger 
power system, as a result of that the critical time calculations will not give an 
accurate results because it is not the full dynamic model of the original system.  
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6.  CONCLUSION AND FUTURE WORK 
6.1 Conclusion 
Power system defensive islanding considered as the last hope for the power system 
before losing its stability and leads to blackout in case of catastrophic faults. As 
explained before, power system defensive islanding is the last option to be done on 
the system as a corrective controlling method. Different corrective controlling 
methods can be applied on the power system like transmission system 
reconfiguration and generation rescheduling, but sometimes these method cannot 
work and if we did not apply a different corrective method on the system, the power 
system will lose its stability and leads to blackout. In these situations, power system 
defensive islanding is applied on the system in a way to save the system, protect it 
from losing stability, and sink on blackout.  
Many researchers studied power system defensive islanding recently; most of 
defensive islanding methods were built based on the slow coherency concept with 
two main assumptions: 
1. The coherent groups are independent of the level of detail used in modeling 
the generating unit so that a classical model may be used to model the 
generator. 
2. The coherent groups of generators are almost independent of the size, 
location and the clearing time of a disturbance inside the system. 
The first assumption based on the observation that the amount of detail of the 
generator model does not radically change the basic network characteristics such as 
inter-area modes, which is the basic of the slow coherency concept. On the other 
hand the second assumption used in most of slow coherency based defensive 
islanding studies depend on the idea that the coherency behavior of a generator does 
not significantly change as the clearing time of a specific fault is increased. In this 
thesis, we used the first assumption and used the classical model of the generator, but 
for the second assumption we found that the stability of the system after finishing the 
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islanding process depend directly on the location of the fault and the clearing time of 
the fault for the different possible faults in the system. As a result of that the second 
assumption cannot be applied on the studies of the defensive islanding and is not 
used in this thesis. 
In this research, two technical issues have been discussed regarding automatic power 
system islanding, considering both system network topology and component 
dynamic characteristics, listed as follows: 
1. Defensive system islanding based on slow coherency 
The first part of this thesis focus on the study of power system defensive islanding 
based on slow coherency and applying the method on a test power system. The main 
assumption were considered in this research is that the amount of detail of dynamic 
data of the generators does not affect the inter-area modes and hence we chose the 
classical model to represent the dynamic model of the generators on the power 
system. 
The test power system of the U.S. Northeastern and Ontario which have 16-machine 
68-bus system was considered to apply the study of the defensive islanding on it. The 
results show that it is preferable to divide the test power system into five islands 
depending on the eigenvalues and the natural frequencies. The slow coherency based 
defensive islanding was applied on the system and the generators of the system were 
divided into the five islands. After dividing the generators of the test system into five 
groups, the next step is to divide the load buses of the system into the five groups. A 
method is used to separate the load buses into the five islands with the generators; the 
main idea of the method is to attach an artificial generator with each load bus. The 
artificial generators attached to the load buses have very small inertia compared with 
the real generators on the system, also the artificial generators does not have any 
transient reactance attached to it. After applying the slow coherency based system 
islanding on the system and totally dividing the system into five groups, a load-
shedding scheme with generator rescheduling is used to assure the balance between 
the generation capacity and the load in each island of the system. The dynamic 
response of the system after completing the islanding process after a contingency 
shows that the system maintains its stability and the system does not lose the stability 
and the system is saved from sinking into blackout. 
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After finishing the defensive islanding corrective control method and applying it to 
different contingencies we notice that the location of the fault and the clearing time 
of the fault affect the stability of the system after the islanding process. As a result of 
that we decided to study the time that the system needs for completing the islanding 
process for all the possible contingencies of the system which leads us to the second 
main part of this thesis. 
2. Calculating the critical time for islanding process: 
As mentioned before during the test of the proposed defensive islanding method on 
the test system we found that the location and the clearing time of the fault affect the 
stability of the system after the islanding process, so we decide to study the critical 
time of the islanding process. The critical time for the islanding process is the time 
where we need to complete the islanding process before arriving to this time. For 
calculating the critical time for the islanding process, there will be many possible 
contingencies in the power system and for every contingency, there will be a critical 
time for the islanding process. For every contingency, a set of dynamic simulation 
will be performed on the power system. All these dynamic simulation needs a lot of 
time and memory, to solve such a problem and to save the time and memory needed 
to calculate the critical time for islanding process for different contingencies a 
coherency based dynamic equivalent is proposed. Coherency based dynamic 
equivalent is based on dividing the whole power system into two mean parts, the 
internal subsystem where the contingency happen inside it, and the external 
subsystem where it is far or non-coherent with the internal subsystem.  
In this thesis, a coherency based dynamic equivalent is proposed depending on two 
different general methods, the online stability assessment dynamic equivalent and the 
offline stability assessment dynamic equivalent. The online assessment dynamic 
equivalent depends on building the dynamic equivalent without full knowledge of the 
external subsystem, just by taking the readings on the boundary buses between the 
internal and external subsystems. The offline stability assessment dynamic 
equivalent depends on the full knowledge of the external subsystem. The proposed 
method takes the advantages of both methods and combines them to build an 
equivalent with full information about every part in this equivalent. After finishing 
the dynamic equivalent for every island on the system, it will be used to calculate the 
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critical time of the islanding process. In this way, a huge amount of time and memory 
will be saved for the dynamic simulations needed for calculating the critical time. 
From the previous results shown in this research, the dynamic equivalent had been 
calculated and they show close dynamic response compared with the original system. 
The equivalent model simulations showed that only one generator depending on the 
coherency between these generators can replace a huge power system easily, and the 
equivalent generator will efficiently replace this system in the dynamic simulations 
of the other parts in the power system. For calculation of the critical time, the results 
show that for every possible contingency in the power system the critical time for 
islanding is different and it should be taken in account during islanding the system to 
complete the islanding process in the available time. These results prove that the 
assumption that most of the studies of the defensive islanding is considering that the 
location and the clearing time of a fault is not affecting the coherency characteristics 
of the system and is not affecting the islanding process accuracy is wrong and it 
cannot be considered during the future studies of the defensive islanding. In the test 
power system 16-machine 68-bus system, there were three generators were gave 
small critical time for islanding process. The reason of this was that these generators 
are equivalent models of bigger power system, and by that, it cannot give accurate 
results if the contingency is happening inside these parts of the system and it should 
be modeled by its full dynamic model. 
4.2 Future Work 
Future work will focus on how to apply this study of defensive islanding on a real 
system. We hope that we can apply it on the national power network of Turkey 
Republic soon. The study of defensive islanding applied on a real network will give 
us more clear idea about the accuracy of the proposed defensive islanding method, 
and it will give us more evidence about the importance of the critical time of the 
islanding process were proposed here in this thesis. 
Future work also includes the idea of applying some optimization method on the 
proposed defensive islanding method to increase the accuracy and the reliability of it. 
An idea of using a machine learning algorithm, such as artificial neural networks, on 
islanding the system and to separation the load buses between the different islands 
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and to decrease the load-shedding amount that may be needed after the islanding 
process is considered as a part of the future work.  
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