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T -SYSTEMS AND THE PENTAGRAM MAP
RINAT KEDEM AND PANUPONG VICHITKUNAKORN
Abstract. These notes summarize two different connections between two dis-
crete integrable systems, the Ad T -system and its infinite-rank analog, the
octahedron relation, and the pentagram map and its various generalizations.
1. Introduction
The purpose of this article is to summarize two connections between (generalized)
pentagrammaps and the octahedron relation with special boundary conditions, also
known as the T -system. The first connection is essentially the one found by Glick
[9] and by Gekhtman et. al. [7] in the two-dimensional case, and we clarify here
the exact relation between the variables of octahedron relation and the various
coordinates used in describing the pentagram maps. Essentially the pentagram
map is the Y -system corresponding to the usual octahedron relation with initial
conditions wrapped on a torus. We show how to unfold the Y -system so that the
result is a quasi-periodic T -system on the same torus. The discrete dynamics of
the pentagram map is inherited from the usual octahedron map.
The second connection to T -systems is related to the Zamolodchikov (quasi-
) periodicity phenomenon for the Ad T -systems. It relates the solutions of the
T -system exhibiting the Zamolodchikov periodicity phenomenon to the lift of the
projective coordinates of the polyhedron in projective d-space. It gives a new
interpretation to the coefficients appearing in the linear recursion relation satisfied
by the lifted coordinates in terms of generalized q-characters of Uq(ŝld+1).
The paper is organized as follows. In Section 1, we introduce the octahedron
relation (the T -system with no boundary conditions) and the solutions using net-
works found in [3]. In Section 2 we introduce the generalized pentagram maps [7]
and show how this map is related to the octahedron relation with quasi-periodic
initial data, or its related Y -system with initial data wrapped on a torus. We
also introduce the linear recursion relation satisfied by the lifted coordinates of the
n-gon in projective d-space. In Section 3, we return to this linear recursion rela-
tion, and relate its coefficients as conserved quantities of the A-type T -system with
wall type boundary conditions. Periodicity of the coefficients is a direct result of
Zamolodchikov periodicity.
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2. The octahedron relation and T -systems
2.1. A bilinear recursion relation. Let T be a function defined on the vertices
of the lattice Z3. The octahedron relation is a recursion relation between the values
of the function T on a sublattice of Z3:
(2.1) Ti,j,k+1Ti,j,k−1 = Ti,j+1,kTi,j−1,k + Ti+1,j,kTi−1,j,k.
For each choice of integers (i, j, k), this is a relation between the values of T on the
vertices of an octahedron in Z3 centered at (i, j, k). It relates even and odd vertices
in Z3 separately, that is, those with i+ j + k = 0 mod 2 or 1 mod 2. Without loss
of generality, we may concentrate on one of the two sublattices in our discussion.
We consider the octahedron relation to be a discrete evolution. Given a set
of initial data on a valid initial data surface k = (i, j, k(i, j)), the fuction T is
determined everywhere else in Z3. By a valid initial data surface we mean one
where |k(i, j)− k(i± 1, j)| = 1 and |k(i, j)− k(i, j± 1)| = 1 for all i, j ∈ Z. Here we
may assume that i + j + k(i, j) is odd, for example. An example of a valid initial
data surface is (i, j, i+ j + 1 mod 2).
2.2. Cluster algebra structure. The octahedron relation appears in numerous
contexts in combinatorics, statistical mechanics and representation theory. In the
context in which it is used here, it is interesting to note its relation to cluster
algebras in particular.
In fact, it is natural to interpret the octahedron relation as a mutation in a
coefficient-free cluster algebra [5] of geometric type and infinite rank [2]. The cluster
algebra itself is most easily specified in terms of an initial quiver, which encodes
the exchange matrix associated with a particular type of cluster seed data. We call
this seed data initial data for the octahedron relation.
For example, on the even sublattice all values T are determined by the initial
data {Ti,j,i+j+1 mod 2 : i, j ∈ Z}. Application of the octahedron relation give all
other values of T . If we write xi,j = Ti,j,i+j+1 mod 2 then for each j, k, the mutation
µi,j(xi,j) = x
′
i,j =
xi,j+1xi,j−1 + xi+1,jxi−1,j
xi,j
is encoded by the exchange matrix
(2.2) Bi
′,j′
i,j = (−1)
i+j(δi,i′δj,j′±1 − δj,j′δi,i′±1).
We illustrate the quiver associated with the initial exchange matrix B:
All this just means that the octahedron relation is written as
x′i,jxi,j =
∏
i′,j′
x
[Bi
′,j′
i,j
]+
i′,j′ +
∏
i′,j′
x
[−Bi
′,j′
i,j
]+
i′,j′ ,
where [n]+ is the positive part of n. We interpret the new variable x
′
i,j to be Ti,j,2
if i+ j is odd, or Ti,j,−1 if i+ j is even.
The theorem [2] is as follows:
Theorem 2.1. The octahedron relations are mutations in a cluster algebra which
contains the initial cluster consisting of the cluster variables {Ti,j,i+j+1 mod 2 : i, j ∈
Z} and the exchange matrix B of Equation (2.2).
The subset of mutations among all cluster algebra mutations which correspond
to one of the octahedron relations correspond to a mutation at a vertex of the quiver
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Figure 2.1. The quiver associated with the exchange matrix B
of the octahedron relation for the initial data Ti,j,i+j+1 mod 2. The
red dots correspond to the k = 0 plane and the black ones to the
k = 1 plane. The quiver is infinite in the i and j directions.
which has two incoming and two outgoing arrows. Mutations of the quiver itself
create other types of vertices but repeated applications of the octahedron relations
locally restore the original quiver.
2.3. Solutions of the octahedron relations via network matrices. Solving
the octahedron relation means providing an explicit expression for any variable
Ti′,j′,k (assume without loss of generality that i
′ + j′ + k ≡ 1 mod 2) in terms of
the variables of the initial data x0 = {Ti,j,i+j+1 mod 2 : i, j ∈ Z}. In fact, since the
octahedron relation is a mutation in a cluster algebra, the solutions are all cluster
variables and hence are Laurent polynomials (instead of just rational functions) [5]
of a finite subset of the initial data variables in x0.
Moreover, by explicitly solving the system, we can show that its coefficients are
non-negative integers [3], in line with the general positivity conjecture of cluster
algebras.
We give an expression for the explicit solution in the particularly simple case we
consider here. This version of the solution is found in [1] and we do refer the reader
to that resource for the details of this solution.
Assume k > 1 (for k < 0, a symmetric argument holds). Then we can visualize
the point i′, j′, k as a point in a plane above the initial data plane {i, j, i + j +
1 mod 2, i, j ∈ Z}. The initial data surface is in bijection with a weighted network,
whose edge weights are monomials in the initial data, as follows: The edge weights
are given in terms of the face variables as follows: The point i, j, k with i+j+k odd
is situated above the point i, j, i+ j + 1 mod 2 on the initial data plane. Consider
a diamond-shaped subset of the initial data plane centered at this point, with sides
of length k, and its corresponding weighted network.
The network matrix of size k × k, Nk(i, j), is the matrix whose a, b entry is the
partition function of paths on the weighted matrix from point a on the left of the
network in Figure 2.4 to point b on the right. The determinant of this matrix is
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Figure 2.2. The network corresponding to the initial data sur-
face. The initial data Ti,j,i+j+1 mod 2 is situated at the white circles
on the lattice faces. The network is the triangular lattice, where
all edges are assumed to be oriented from left to right. Its weights
are given in terms of the face variables.
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Figure 2.3. The edge weights of the network in terms of the face
variables. The variables a, b, c etc. are the initial data Ti,j,i+j mod 2
and the weights are positive Laurent monomials in these variables.
the partition function of k non-intersecting paths on the network from the points
(1, ..., k) on the left to the points (1, ..., k) on the right [8]. The partition function
is just the sum of products of edge weights, hence a positive Laurent polynomial in
the initial data.
Finally the variable Ti,j,k is the determinant of Nk(i, j), multiplied by the k
variables denoted by black dots along the southeast edge of the diamond in Figure
2.4.
2.4. Associated Y -system. There is a closely related discrete evolution to the
T -system or the octahedron relation called the Y -system. It was originally encoun-
tered in the context of thermedynamic Bethe ansatz in the 80’s [24] as a relation
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Figure 2.4. The network which contributes to the expression
Ti,j,5 a distance k = 5 above the initial data surface. The marked
circle at the center is the point i, j on the surface in the i-j-plane.
among the fugacities of quasiparticles in conformal field theories. It can be obtained
directly from the T -system as follows [14].
Define the variables
Yi,j,k =
Ti+1,j,kTi−1,j,k
Ti,j+1,kTi,j−1,k
.
Dividing both sides of the octahedron relation (2.1) by Ti+1,j,kTi−1,j,k and multi-
plying the resulting equations for two separate values of (i, j, k), we get a so-called
Y -system:
(2.3) Yi,j,k+1Yi,j,k−1 =
(1 + Yi+1,j,k)(1 + Yi−1,j,k)
(1 + Y −1i,j+1,k)(1 + Y
−1
i,j−1,k)
.
Remark 2.2. The original Y -system associated with the Lie algebra Ad has a
restricted set of values for i with the appropriate boundary conditions, that is 1 ≤
i ≤ d. The system (2.3) is again a recursion relation in Z3.
The Y -system (2.3) is identified with the mutation relation for coefficients (Y -
variables in the language of [5] or x-variables in the laguage of [4].) The exchange
matrix B or the quiver associated with it are the same as for the T -system. The
birational expression for Y in terms of the T -variables means that the map between
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Figure 3.2. The image of vi under the pentagram map
the two sets of variables is not bijective but projective. Therefore, given a Y -system,
there are many choices of “unfolding” it back into a T -system. We will give explicit
formulas for sufficiently general such unfoldings in the next section.
3. The higher pentagram map: coordinates, cluster algebra and
Y-system
3.1. The (higher) pentagram map. The pentagram map is a discrete evolution
equation acting on points in RP2. In its original version it was introduced by
Richard Schwartz in series of papers [20, 21, 22]. See also [18] for a concise review.
This map acts on a (twisted) polygon with n vertices to give another twisted n-gon,
whose vertices are the intersections of the short diagonals of the original polygon
(connecting next-nearest neighbor vertices modulo n). See Fig. 3.1 for an example.
A twisted n−gon is a sequence of vertices (vi)i∈Z in RP
2 together with a mon-
odromy M , a projective automorphism, such that vi+n = M ◦ vi for all i ∈ Z.
Denote by Pn the space of projective equivalence classes of twisted n−gons, and
let T : Pn → Pn denote the pentagram map. The i-th vertex of the image, T (vi),
is then defined to be the intersection of the two diagonals vi−1vi+1 and vivi+2, i.e.,
T (vi) = vi−1vi+1 ∩ vivi+2.
as in Fig. 3.2.
More recently, Ovsienko, Schwartz and Tabachnikov proved integrability of the
pentagram map for the space of twisted polygons [18] with the help of a pentagram-
invariant Poisson structure, and for the space of closed polygons [19].
There also is a sequence of generalizations of the pentagram map in RP2 called
“higher pentagram maps” [7]. This generalization was inspired by the cluster al-
gebra structure of the Schwartz pentagram map, first described by Glick [9]. The
T -SYSTEMS AND THE PENTAGRAM MAP 7
higher pentagram maps correspond to using intersections of longer diagonals of the
n-gon to map Pn to itself. For a given integer κ ≥ 3, the generalized pentagram
map Tκ constructs a new polygon using (κ − 1)
th−diagonals (connecting vertex i
to vertex i+ κ− 1) instead of the shortest diagonals. Using the Poisson structure
compatible with the cluster algebra structure the authors were also able to show
the integrability of the higher pentagram maps [7].
Let us introduce two integers r = ⌊κ−22 ⌋ and r
′ = ⌈κ−22 ⌉, such that
r + r′ + 2 = κ, r′ =
{
r κ even
r + 1 κ odd.
The higher pentagram map can be expressed in terms the projective invariants p, q
of the twisted polygon A, defined as follows:
pi(A) = −χ(vi−r′ , vi−r′−1vi+r ∩ L,L ∩ vi−r′+1vi+r+2, vi+r+1)
−1,
qi(A) = −χ(vi−κ+1vi−κ+2 ∩ vivi+1, vi, vi+1, vivi+1 ∩ vi+κ−1vi+κ) .
Here,
χ(a, b, c, d) =
(a− b)(c− d)
(a− c)(b − d)
.
and L = vi−r′vi+r+1. Note that pi and qi are periodic with period n. The higher
pentagram transformation A→ Tκ(A) reads
1:
(3.2)
qi(Tκ(A)) = pi+r′−r(A)
−1 pi(Tκ(A)) = qi(A)
(1 + pi−r(A))(1 + pi+r′(A))
(1 + pi−r−1(A)−1)(1 + pi+r′+1(A)−1)
This map was shown by [18, 7, 23] to be integrable. In particular, there are two
useful conserved quantities:
(3.3) On(A) =
n∏
i=1
pi(A) and En(A) =
n∏
i=1
qi(A)
namely such that On(Tκ(A)) = On(A) and En(Tκ(A)) = En(A).
3.2. The Schwartz pentagram map: cluster algebra structure. Note that
the transformation (3.2) reduces to the ordinary [20] pentagram map T ≡ T3 of
Fig. 3.2 when κ = 3, i.e. r = 0 and r′ = 1.
In his original construction, Schwartz introduced for any twisted n-gon A =
(vi)i∈Z a set of coordinates (Xi, Yi)
n
i=1 called corner invariants, and defined as:
Xi(A) = χ(vi−2, vi−1, vi−2vi−1 ∩ vivi+1, vi−2vi−1 ∩ vi+1vi+2),
Yi(A) = χ(vi−2vi−1 ∩ vi+1vi+2, vi−1vi ∩ vi+1vi+2, vi+1, vi+2).
These are illustrated in Figure 3.3. The corner invariants are related to the p, q
invariants via:
(3.4) pi(A) = − (Xi(A)Yi(A))
−1
, qi(A) = −Yi(A)Xi+1(A) .
1Eq. 3.2 is in fact the inverse of the transformation defined in [7], up to the interchange of the
p and q invariants. The latter reads (pi, qi) 7→ (p∗i , q
∗
i
), with:
(3.1) q∗i = p
−1
i+r−r′
p∗i = qi
(1 + pi−r′−1)(1 + pi+r+1)
(1 + p−1
i−r′
)(1 + p−1
i+r
)
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Figure 3.3. Corner invariants: Xi = χ(vi−2, vi−1, a, b), Yi = χ(b, c, vi+1, vi+2)
Now we can formally relate the pentagram map evolution of y-coordinates and
the cluster algebra mutation. For a twisted n−gonA parameterized by y-parameters
(pi, qi)
n
i=1, we define a labeled Y -seed corresponding to A to be (y, B) where
(3.5) y = (p1(A), . . . , pn(A), q1(A), . . . , qn(A)) , B =
(
0 C
−C⊤ 0
)
where C = (cij) is an n× n matrix defined by cij = δi,j−1 − δi,j − δi,j+1 +
δi,j+2 where the indices are read modulo n. Equivalently, the quiver correspond-
ing to the exchange matrix B is a bipartite graph with 2n vertices labeled by
p1, . . . , pn, q1, . . . , qn. There are four arrows adjacent to each qi: two outgoing ar-
rows from qi to pi and pi+1, two incoming arrows from pi−1 and pi+2 to qi. See an
example in Fig. 3.4.
The pentagram map is then a composition of a sequence of mutations on all
the pi−vertices followed by a relabeling {pi 7→ qi+1, qi 7→ pi}[9]. This maps the
coefficients(y−parameters) (pi(A), qi(A)) to (pi(T (A)), qi(T (A))) , and the quiver
B to ifself. See an example in Fig. 3.5.
3.3. Higher pentagram maps: cluster algebra structure. Similarly to the
case κ = 3, the evolution (3.2) can be identified with a cluster algebra mutation. For
a twisted n−gonA having (p,q)−parameters (pi, qi)
n
i=1, we define a labeled Y−seed
corresponding to A to be (y, B) as in (3.5) except that the matrix C = (cij) is
defined to be cij = δi,j−r−1−δi,j−r−δi,j+r′+δi,j+r′+1 with indices read modulo n. In
other word, the quiver corresponding to the exchange matrix B is a bipartite graph
with 2n vertices labeled by p1, . . . , pn, q1, . . . , qn. There are four arrows adjacent
to each qi: two outgoing arrows from qi to pi−r and pi+r′ , two incoming arrows
from pi−r−1 and pi+r′+1 to qi. This is called a generalized Glick’s quiver Qk,n, see
Figure 3.6. The higher pentagram map Tκ is then a composition of a sequence of
mutations on all the pi−vertices and a relabeling {pi 7→ qi+r′−r, qi 7→ pi}[7].
3.4. Higher pentagram maps and Y−systems. We now use the wrapping of
the generalized Glick’s quiver Qκ,n around a torus, interpreted in [3] as the “oc-
tahedron” quiver with vertices in Z2 of Fig. 2.1, and with suitable identification
of vertices, along the two periods of the torus: (i, j) ≡ (i + κ, j + 2 − κ) and
(i, j) ≡ (i + n, j − n). We show a sample of such a wrapping in Fig. 3.7 for κ = 3
and n = 5.
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Figure 3.4. Glick’s quiver for n = 8
Having established this connection, upon carefully comparing the transforma-
tion (3.2) with the Y -system evolution (2.3) , it is now easy to interpret the p, q
coordinates of the higher pentagram map in terms of Y -system solutions. We arrive
at the following:
Proposition 3.1. Let A be a twisted n−gon in RPκ−1 with p, q coordinates (pi(A), qi(A))i∈[1,n].
Let {Yi,j,k : i, j, k ∈ Z, i + j + k ≡ 0 mod 2} be the Y−system solution subject to
the initial conditions:
Yi,j,−1 =
(
q(((κ−2)i+κj+r−r′)/2(A)
)−1
(i, j ∈ Z; i + j = 1mod 2)
Yi,j,0 = p((κ−2)i+κj)/2(A) (i, j ∈ Z; i+ j = 0mod2),(3.6)
Then, the p, q coordinates of the k-th iterate T kκ of the higher pentagram map on
the polygon A read:
p((κ−2)i+κj+k(r−r′))/2
(
T kκ (A)
)
= Yi,j,k, q((κ−2)i+κj+(k+1)(r−r′))/2
(
T kκ (A)
)
= Y −1i,j,k−1
for any i, j, k ∈ Z with respectively i+ j+k ≡ 0 mod 2 and i+ j+k− 1 ≡ 0 mod 2.
Recalling that the coordinates pi(A) and qi(A) are periodic with period n, so
are pi
(
T kκ (A)
)
and qi
(
T kκ (A)
)
. We deduce the following:
Corollary 3.2. The Y−system solution in Proposition 3.1 has double periodicity
(κ, 2− κ, 0) and (n,−n, 0), i.e.,
(3.7) Yi,j,k = Y(i,j,k)+α(κ,2−κ,0)+β(n,−n,0)
for i+ j + k ≡ 0 mod 2 and α, β ∈ Z.
3.5. From periodic Y-systems to quasi-periodic solutions of the octahe-
dron relation. We now unfold the Y -system solution of the previous section into
10 RINAT KEDEM AND PANUPONG VICHITKUNAKORN
p1
p8
p3
p4
p5
p6
p7
p2
q1
q2
q3
q4q5
q6
q7
q8
{pi+1 7→ qi, qi 7→ pi}
µp
p1
p8
p3
p4
p5
p6
p7
p2
q1
q2
q3
q4q5
q6
q7
q8
p1
p8
p3
p4
p5
p6
p7
p2
q1
q2
q3
q4q5
q6
q7
q8
q8
q7
q2
q3
q4
q5
q6
q1
p1
p2
p3
p4p5
p6
p7
p8
=
=
Figure 3.5. The Glick’s quiver (n = 8) after a sequence of muta-
tions on all p− vertices and a relabelling {pi+1 7→ qi, qi 7→ pi}.
qi
pi+r′ pi+r′+1pi−r−1 pi−r
Figure 3.6. The quiver Qκ,n at qi
a solution of the octahedron relation with suitable “quasi-periodic” boundary con-
ditions. The latter will be explicitly functions of the conserved quantities (3.3).
The main problem here is the “inversion” of the relations
(3.8) Yi,j,k =
Ti+1,j,kTi−1,j,k
Ti,j+1,kTi,j−1,k
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Figure 3.7. Glick’s quiver for the pentagram map, viewed as a
torus-wrapped octahedron quiver for κ = 3 and n = 5. We have
represented a fundamental domain by solid lines, along the two
periods (3,−1) and (5,−5).
namely find T ’s for given Y ’s. Writing as before the simplest initial data for the
octahedron relation in the form Ti,j,i+j+1mod2 = xi,j , we want to find conditions on
the variables xi,j which guarantee that the Y variables (3.8), expressed in terms of
the octahedron solution Ti,j,k, actually encode the p, q invariants of twisted polygons
and their iterated images under the higher pentagram map.
We saw in previous section that the corresponding Y variables must satisfy the
double periodicity conditions of Corollary 3.2. Conversely, given any solution of the
Y -system with such periodicity conditions, let us define p, q invariants of a twisted
polygon A by (3.6). We may then interpret the p and q invariants of the k-th iterate
of the higher pentagram map on A in terms of the solution Yi,j,k and Y
−1
i,j,k−1.
We have the following:
Theorem 3.3. Let Ti,j,k, i + j + k = 1 mod 2, be the solution of the octahedron
relation (2.1) with initial conditions Ti,j,i+j+1mod2 = xi,j for i, j ∈ Z. Assuming
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that
xi+κ,j+2−κ = xi,j (i, j ∈ Z)
xi+n,i−n = xi,j ×
{
λ(κ−2)i+κj if i+ j = 1mod2
µ(κ−2)i+κj if i+ j = 0mod2
(3.9)
then the solution Ti,j,k with i+j+k = 1 mod 2 satisfies the same properties, namely
Ti+κ,j+2−κ,k = Ti,j,k and
(3.10) Ti+n,j−n,k = Ti,j,k ×
{
λ(κ−2)i+κj if k = 0mod 2
µ(κ−2)i+κj if k = 1mod 2
and the corresponding Yi,j,k of eq.(3.8) is doubly periodic as in (3.7). Moreover,
the two integrals of motion On and En of eq. (3.3) are given by: On = λ
2κ−2 and
En = µ
2−2κ.
Proof. We must choose a fundamental domain of the integer plane Z2 under trans-
lations by (κ, 2 − κ) and (n,−n). Let us pick two parallel lines Pn = {(i,−i), (i+
1,−i)}i∈[0,n−1], and consider the periodicity condition in Y that identifies i ≡
i + n (see Figure 3.7 for an illustration: the two parallel lines are made of ver-
tices q1, q2, ..., q5 and p1, p2, ..., p5 respectively). Using the relation (3.8), we see
that the initial data for the Y -system now satisfy: Yi+n,−i−n,k = Yi,−i,k and
Yi+κ,j+2−κ,k = Yi,j,k for k = 0, 1 by direct substitution of (3.9), and moreover
we can compute:
n−1∏
i=0
Yi,−i,0 =
n−1∏
i=0
xi+1,−ixi−1,−i
xi,−i+1xi,−i−1
=
x−1,0xn,−n+1
x0,1xn−1,−n
= λ2κ−2(3.11)
n−1∏
i=0
Y −1i+1,−i,1 =
n−1∏
i=0
xi+1,−i+1xi+1,−i−1
xi+2,−ixi,−i
=
x1,1xn,−n
x0,0xn+1,−n+1
= µ2−2κ(3.12)
The equation (3.10) follows immediately by induction, using the octahedron equa-
tion, and the double periodicity of the Yi,j,k follows by direct substitution. Finally,
we recover that the products of even Y ’s and that of odd Y ’s are separately con-
served modulo the octahedron equation, which confirms the two conserved quanti-
ties (3.3). Their values are given by (3.11-3.12). 
Remark 3.4. As noted in [7], the ordinary pentagram case studied by Glick has
the two conserved quantities On, En related via OnEn = 1, which would correspond
here to choosing λ, µ such that λ = µ. However, in general, the two conserved
quantities can have arbitrary values.
3.6. Higher dimensional generalizations of the pentagram map. The higher
pentagram maps of [7] are to be distinguished from the higher dimensional general-
izations of the pentagram maps, which are maps on n-gons in d-dimensional projec-
tive space [12]. These maps are also integrable in the continuous limit, and in some
cases are shown to be Adler-Gelfand-Dickii flows. Integrability is shown in these
cases by presenting Lax representations with a spectral parameter [12, 13, 16, 15].
A twisted n−gon in RPd is a sequence (vj)j∈Z in RP
d with a monodromy matrix
M ∈ PSLd+1(R) such that vj+n = M ◦ vj for all j ∈ Z. We can lift it to a sequence
(Vj)j∈Z in R
d satisfying det(VjVj−1 . . . Vj−(d−1)) = 1 for all j ∈ Z. This implies a
linear relation of the form
(3.13) Vj = aj,1Vj+1 + aj,2Vj+2 + · · ·+ aj,dVj+d + (−1)
dVj+d+1, j ∈ Z,
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The coefficients aj,i are periodic: aj+n,i = aj,i for some aj,l ∈ R. In the next
section we will connect the coefficients of this equation with the T -system with
special boundary conditions. The periodicity of the coefficients in the linear recur-
sion relation will turn out to be a manifestation of the Zamolodchikov periodicity
phenomonon for the q-characters of the Lie algebra Ad.
4. The T -system with special boundary conditions
4.1. The Ad T -system. The octahedron relation (2.1) is a relation between vari-
ables on Z3. There are several important examples of interesting boundary condi-
tions for this equation. The first one comes from the representation theory of the
quantum affine algebra Uq(ŝld+1).
The q-characters [6] of Uq(ŝld+1) form a commutative algebra which generalizes
that satisfied by the characters of sld+1. These q-characters satisfy the Ad T -system
with special initial data [17]. (This initial data does not play a role in the context
of this paper, so we sometimes refer to q-characters as the solutions of the Ad T -
system absent the specialized initial data.) We therefore refer to the Ad T -system
as the octahedron relation (2.1) subject to the following boundary conditions:
(4.1) T0,j,k = Td+1,j′,k′ = 1, j, j
′, k, k′ ∈ Z.
It is immediate from Equation (2.1) that this implies that T−1,j,k = Td+2,j,k = 0
for all j, k. The T -system is an therefore a discrete evolution equation which takes
place in in a subset of Z3 consisting of a strip, defined by 0 ≤ i ≤ d+1 and j, k ∈ Z.
Remark 4.1. The meaning of the indices (i, j, k) in the representation theory of
the quantum affine algebra is as follows. The index i corresponds to one of the r
simple roots of sld+1. The index k is related to the shift in the spectral parameter
carried by finite-dimensional Uq(ŝld+1)-modules. The q-character of Ti,j,k is that of
the Kirillov-Reshetikhin module which, in the classical limit, has highest weight jωi
and spectral paramater zq2k for a fixed non-zero complex number z.
4.2. Plu¨cker relations and conserved quantities. The Ad T -system is a special
Plu¨cker relation called the Desnanot-Jacobi relation or Dodgson condensation. This
is a relation which gives the determinant of an n×n matrix in terms of determinants
of (n− 1)× (n− 1) and (n− 2)× (n− 2) matrices.
Let M be an n × n matrix and let M j1,...,jki1,...,ik be the (n − k) × (n − k) minor
obtained be deleting the rows i1, ..., ik and columns j1, ..., jk. Then the relation is
that
(4.2) |M ||M1,n1,n | = |M
1
1 ||M
n
n | − |M
n
1 ||M
1
n|.
This is a discrete recursion with the natural initial data that the 0× 0 determinant
is 1 and that the 1× 1 determinant is the single entry in the 1× 1 matrix.
If T0,j,k = 1, then this relation is satisfied by solutions of the Ad T -system.
To see this, write an arbitrary (i + 1) × (i + 1) matrix M
(i+1)
j,k with the following
notation:
(4.3) M
(i+1)
j,k =


xj,k−i xj+1,k−i+1 · · · xj+i,k
xj−1,k−i+1 xj,k−i+2 · · · xj+i−1,k+1
...
. . .
...
xj−i,k xj−i+1,k+1 · · · xj,k+i


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where for economy of space we use the variables xj,k = T1,j,k.
With this notation, we can make the identification of the minors ofM =M
(i+1)
j,k :
are (with n = i+ 1)
M1,n1,n = M
(i−1)
j,k , M
1
1 = M
(i)
j,k+1, M
n
n = M
(i)
j,k−1,
Mn1 = M
(i)
j−1,k, M
1
n =M
(i)
j+1,k.
With the boundary condition that T0,j,k = 1 we conclude that Ti,j,k = M
(i)
j,k satisfies
the T -system when i ≥ 0. Therefore we conclude that Ti,j,k is determinant of a
matrix of size i, M
(i)
j,k.
In the Ad T -system, we impose the additional boundary condition that Td+1,j,k =
1, which, upon inspection, implies that Td+2,j,k = 0. This last condition means
that a determinant of a matrix of size d+2 vanishes. When we expand this matrix
along a row or a column, we get two linear recursion relations for the variables
T1,∗,∗ with d + 2 terms along the two directions j + k and k − j. We claim these
the coefficients in these recursion relations are the discrete integrals of the motion
in the two directions of the discrete evolution, j + k and j − k.
In one direction, consider the two matrices with determinant 1, M
(d+1)
j,k and
M
(d+1)
j+1,k+1. These two matrices have d columns in common with each other: Only
the first column of M
(d+1)
j,k does not appear among the columns of M
(d+1)
j+1,k+1, and
only the last column of the latter does not appear among the columns of the first.
Let Va be the d+1-dimensional vector making up the first column of the matrix
M
(d+1)
j,k . Here, a = ⌊
j+k
2 ⌋ − d is determined by the sum of the two indices of the
variables in the first columns: This sum is a constant along each column. That is,
Va = (xj,k−d, xj−1,k−d+1, · · · , xj−d,k)
t.
With this notation,
M
(d+1)
j,k = (Va, Va+1, · · · , Va+d), M
(d+1)
j+1,k+1 = (Va+1, Va+2, · · · , Va+d+1).
Therefore,
|M
(d+1)
j+1,k+1| = 1 = |(Va+1, Va+2, · · · , Va+d+1)|
= (−1)d|(Va+d+1, Va+1, Va+2, · · · , Va+d)|.
Taking the difference between the two determinants:
0 = 1− 1 = |M
(d+1)
j,k | − |M
(d+1)
j+1,k+1|
= |(Va, Va+1, · · · , Va+d)| − (−1)
d|(Va+d+1, Va+1, Va+2, · · · , Va+d)|
= |(Va − (−1)
dVa+d+1, Va+1, · · · , Va+d)|,
where in the last line we use the linearity property of the determinant in its columns.
We conclude that there is a linear relation between the columns of the matrix in
the last line.
Theorem 4.2. The columns of an arbitrary (d+1)× (d+1) matrix of determinant
0, such that each of its solid minors has determinant 1, satisfy the linear recursion
relation
(4.4) 0 = Va +
d∑
i=1
(−1)iαa,iVa+i − (−1)
dVa+d+1.
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We note the similarity of this relation to Equation (3.13). The difference so far is
the fact that there is no periodicity of the coefficients αa,i. We will add this in the
following sections, interpreting the various ingredients in terms of the T -system.
We conclude that an ordered sequence of points in PRd, lifted to Rd+1 under the
the restriction that every (d+1)× (d+1) determinant of the vectors corresponding
to neighboring points is equal to 1, is given by the columns of M
(d+1)
j,k and satisfy
a linear recursion relation of the form (4.4). Moreover the components of these
vectors correspond to solutions T1,j,k for various j, k of the Ad T -system.
Before doing so, let us consider the question of discrete integrability of the T -
system which follows from these recursion relations. On the other hand we can
consider this as a relation between the components of the vectors Vb, that is, the
entries of the matrixM . The relation holds for each of the rows of the vectors. The
(b+ 1)-st component of the relation is
(4.5)
0 = xj−b,k−d+b +
d∑
i=1
(−1)iαa,ixj−b+i,k+b+i−d − (−1)
dxj−b+d+1,k+b+1, 0 ≤ b ≤ d,
where the coefficients αa,i are independent of the row b, that is, they are independent
of j − k.
To summarize, for any j, k we have
Lemma 4.3. There is a linear recursion relation satisfied by entries of the matrix
M :
(4.6) 0 = xj,k−d +
d∑
i=1
(−1)ici(j + k)xj+i,k+i−d − (−1)
dxj+d+1,k+1,
where the coefficients ci(j + k) are independent of the difference j − k.
Similarly, if we compare the matricesM
(r+1)
j,k andM
(r+1)
j−1,k+1 we will see they differ
by one row, and we will find another relation between the xj,k’s with coefficients
which are independent of j + k. That is,
Lemma 4.4. There is a linear recursion relation satisfied by entries of the matrix
M :
0 = xj,k−d +
d∑
i=1
(−1)idi(j − k)xj−i,k+i−d − (−1)
dxj−d−1,k+1,
where the coefficients di(j − k) are independent of the sum j + k.
The coefficients c and d therefore have the interpretation of constants of the
motion in the direction j−k and j+k, respectively. The Ad T -system is a discrete
integrable system.
4.3. Wall boundary conditions. In this section, we consider only the Ad T -
system, that is, the octahedron relation with the boundary conditions (4.1) imposed
on it. We now consider the effects of further boundary conditions, in a perpendicular
direction, on the solutions of the Ad T -system. We call these “wall” boundary
condition. First, we impose the following conditions:
(4.7) Ti,0,k = 1, i, k ∈ Z.
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Figure 4.1. An illustration of the mirroring phenomenon for d =
2. The circles denote the variables Ti,j,k where i ∈ {1, 2} and j > 0.
Remark 4.5. There is now a question of compatibility of boundary conditions here:
In fact, one can show [3] that simply setting initial data Ti,0,1 = Ti,0,0 = 1 implies
the relation (4.8) for all k. This statement as well as the Theorems quoted below
are all proved using the network solution of the octahedron relation.
From the octahedron relation (2.1) it is immediate that (4.7) implies that Ti,−1,k =
0 for all i, k. Moreover, although it is not immediately obvious from the T -system
itself, it was shown in [3] that
Theorem 4.6. The solutions of the equation (2.1) with boundary conditions (4.1)
and (4.7) satisfy
(4.8) Ti,−j,k = 0, 0 ≤ j ≤ d, i, k ∈ Z.
Furthermore, there is a “mirroring” phenomenon [3]:
Theorem 4.7. The variables on one side of the “wall of 1’s” are determined by
the variables on the other side as follows:
(4.9) Ti,j,k = (−1)
diTd+1−i,−j−d−1,k.
An illustration of this for sl3 is shown in Figure 4.1. In this case, we can see the
i = 1 and i = 2 planes in Z3 can be viewed as projected to the same plane, as j+k ∈
2Z+ 1 for i = 1 and j + k ∈ 2Z for i = 2, so they cover complementary sublattices
in Z2. Since d = 2, the minus sign from Equation (4.9) does not contribute to the
variables on the left of the picture.
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Remark 4.8. Note that this is consistent with the linear recursion relations of
Lemmas 4.6 when we interpret it as a recursion relation for T1,j,k:
(4.10)
0 = T1,j,k +
d∑
i=1
(−1)ici(j + k)T1,j+i,k+i − (−1)
dT1,j+d+1,k+d+1, j + k ∈ 2Z+ 1,
which has d + 2 terms, with the first coefficient equal to 1 and the last coefficient
equal to (−1)d+1. When j = −d− 1, for any k and i = 1, all the entries in the sum
in the middle vanish, and we have (−1)d − (−1)d = 0.
4.4. Identification of conserved quantities with solutions of the T -system
with wall boundary conditions. We will now show that, under the “wall”
boundary conditions (4.7), the conserved quantities ci(j + k) in Equation (4.6)
are in fact solutions of the Ad T -system, in particular, those with j = 1.
Theorem 4.9. The coefficients ci(j + k) are equal to the values of Ti′,1,k′ along
the boundary j = 1, with i′ = d+ 1− i and k′ = k + d+ i.
Proof. Consider the (d+2)×(d+2) matrixM
(d+2)
1,k+d+1 under the boundary conditions
(4.7). Due to Theorem 4.8 about the vanishing of the solutions when −d−1 < j < 0
this matrix has the following form:
(4.11) M := M
(d+2)
1,k+d+1 =


x1,k x2,k+1 x3,k+2 x4,k+3 · · · xd+2,k+d+1
1 x1,k+2 x2,k+3 x3,k+4 · · · xd+1,k+d+2
0 1 x1,k+4 x2,k+5 · · · xd,k+d+3
0 0 1 x1,k+6 · · · xd−1,k+d+4
. . .
. . . · · ·
0 0 · · · 0 1 x1,k+2(d+1)


where we denoted xj,k = T1,j,k. The determinant of this matrix is Td+2,1,k+d+1 = 0
so it vanishes. Moreover it has a one-dimensional kernel, by definition of the Ad
T -system (the determinants of any of the solid (d + 1) × (d + 1) minors are equal
to 1). We solve the nullspace equation
M~a = ~0
for ~a = (a0, a1, ..., ad+1). On the one hand, the entries of this vector are the
coefficients (up to normaliation) of the linear recursion relation:
d+1∑
i=0
aixi+1,k+i = 0
so we may identify ai = (−1)
ici(k + d+ 1).
On the other hand, expanding the determinant along the first row, we have
that ai = (−1)
i|M
(d+i−1)
1 |. The determinant of the minor is particularly simple
to compute. It is equal to the determinant of the (d + 1 − i) × (d + 1 − i)-matrix
M
(d+1−i)
1,k+d+i+2, which is, by definition, Td+1−i,1,k+d+i+2.

4.5. Linear recursion relations under Zamolodchikov periodicity. We have
now identified the coefficients in the linear recursion relation (3.13) as solutions of
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the T -system, as long as we do not require them to be periodic. To see how period-
icity enters the picture in the context of T -systems, we refer to the Zamolodchikov
periodicity phenomenon.
We must impose one final additional boundary condition on the Ad T -system,
of the form of a second “wall of 1’s” of the same form as (4.7), but positioned at
j = ℓ + 1 where ℓ ≥ 2. That is, we look at the octahedron equation restricted
to the Ad slice with boundary conditions (4.1), together with the wall boundary
conditions at j = 0 (4.7) and
(4.12) Ti,ℓ+1,k = 1.
There remains an evolution of the T -system under these boundary conditions in
the k-direction, taking place in a tube with walls at j = 0, ℓ+1 and i = 0, d+1. A
valid initial data for this system are the values of the function T in the finite set of
points (d× ℓ of these) {(i, j, i+ j mod 2 : 1 ≤ i ≤ d, 1 ≤ j ≤ ℓ}. All other values of
T are positive Laurent polynomials in this initial data, due to the Laurent property
of cluster algebras.
An important result about these boundary conditions, originally conjectured by
Zamolodchikov [24] and later proven in various contexts [3, 10], is that there is a
periodicity phenomenon:
Theorem 4.10. The solutions of the Ad T -system Ti,j,k under the boundary con-
ditions (4.7) and (4.12) satisfy a periodicity phenomonon:
(4.13) Ti,j,k+p = Td+1−i,ℓ+1−j,k, p = ℓ+ d+ 2
so that
(4.14) Ti,j,k+2p = Ti,j,k.
This can be visualized as a mirroring along the line j = −(d+ 1)/2 (as implied
by Equation (4.9)) as well as j = ℓ + 1 + (d + 1)/2, by symmetry. See [3] for a
detailed analysis using the network formulation.
In this situation, for fixed ℓ and d, we have a periodicity of the coefficients
ci(j + k). We have identified the coefficients αa,i in Equation (4.4) with Ti′,1,k,
with a = ⌊ j+k2 ⌋ − d. Therefore we have
αa+p,i = αa,i, p = ℓ + d+ 2.
Thus, the integrals of the motion in the case with wall boundary conditions are
also periodic. The number of integrals αa,i is p × d = (ℓ + d + 2)d. However
these integrals are not algebraically independent in the periodic case, because they
are determined by the set of initial data, which contains ℓ × d indepenent data.
Therefore, there are d(d+ 2) relations between the variables αa,i.
The vectors Va are also periodic in this case: Va+p = (−1)
dVa. They can be
visualized as the collection of variables along a diagonal connecting d + 1 points
from NW to SE on the lattice of T1,j,k’s. Then the set of such collections, translated
with respect to each other by the vector (1, 1) in the (j, k) direction, is periodic
with period p (recall that a ∼ (j+ k)/2). We can therefore interpret the vectors Va
as the lifts of the vertices of a closed n-gon in projective space.
Remark 4.11. There is a more general quasi-periodicity phenomonon correspond-
ing to n-gons with monodromy for T -systems. This can be seen indirectly from
the fact that (a) it is always possible to unfold the Y -variables corresponding to an
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Figure 4.2. An illustration of the how the mirroring along two
lines implies periodicity for d = 2, ℓ = 5. The T -variable at the
bottom has two lines emanating from it, in the j − k and j + k
directions, and these are mirrored a the dashed “mirror” lines.
Where they intersect at the top, the T -variable is equal to the
original one at the bottom of the picture.
arbitrary T -system such that periodic Y -systems unfold to quasi-periodic T -systems
(as in Section 2) and (b) Zamolodchikov periodicity for Y -systems has been proven
[11].
5. Conclusion
In this paper, our interest was to exhibit two seemingly unrelated relations be-
tween the T -system and the various versions of the pentagram maps, which are all
discrete integrable systems. The first relation, discussed in Section 2, shows that
the (generalized) pentagram map in projective 2-space is in fact the octahedron
relation with special, quasi-periodic boundary conditions. Therefore integrability
follows from the fact that the octahedron relation is known to be integrable. Inte-
grability was proved in general for this map by [7] by more classical means.
The second relation is simply the identification of the invariants which are the
periodic coefficients of the lifted coordinates of the n-gon in projective d-space
for general d are solutions of the Ad T -system, that the fact that they are not
algebraically independent follows from the evolution of this T -system, and that
their periodicity is directly related to the Zamolodchikov periodicity phenomenon.
The pentagram map is more generally defined for polygons with a monodromy,
not necessarily closed polygons corresponding to periodicity. It would be interesting
to see if there are compatible boundary conditions for the T -system which reflect
this more general type of periodicity.
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Moreover, the pentagrm map acts on projective variables, which are related
to ratios of solutions of the T -system. These satisfy the Y -system. To get the
most general type of Y -system solutions, one must introduce coefficients into the
T -system in a sufficiently generic fashion. The solution of the T -system must be
generalized in this case. This will be the subject of a forthcoming publication.
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