This paper proposes two face recognition algorithms namely Logarithmic Fourier Domain Principal Component Analysis (Log Fourier PCA) and Log fourier PCA with Independent Component Analysis (ICA) which successfully tackles multiple variations of face images. Neural network is used as classifier for both these methods. The Log Fourier PCA method proves to be resilient against illumination variations of the face images. However it is observed that the performance of this method decreases if there are multiple variations. Using ICA as a feature extractor further makes the recognition system robust to multiple parametric variations. Experimental results using Yale, ORL, FERET and PIE database shows that the proposed method Log fourier PCA followed by ICA and Neural network can tackle multiple variations in the face images. Their comparisons with other hybrid systems such as ICA-Neural Network and Fourier PCA-Neural network methods are also presented.
Introduction
The information age is rapidly revolutionizing the way transactions are completed. The faster growth in electronic transactions has resulted in a greater demand for fast and accurate user identification and authentication. Traditional authentication approaches suffer from the drawback of being stolen, duplicated or shared. This problem can be overcome by using, biometric authentication technique i.e. face, iris and fingerprint can be used for identifying or verifying an individual. Amongst the other biometric system, face recognition is one of the most popular methods for surveillance as face images of criminals can be easily obtained without the subject's cooperation [1] . Faces being a complex 3D object produces variations of multiple parameters such as illumination, pose, expression, occlusion, time delay (age) or Individual factors like cosmetics [3] , [4] . The recognition systems thus should possess the potential to tackle these variations.
Face recognition can be broadly classified into two approaches, Global approach and Component based approach [2] . The global approach, also called as appearance based approach uses total face images for processing where as component based approach focuses on the face feature such as distance between eyes, corners for example. Some important appearance based approaches are Principal Component analysis (PCA) [5] , Linear Discriminant Analysis (LDA) [6] , Independent Component Analysis (ICA) [7] , Neural Network [8] , Gabor wavelet [9] . Geometric matching [10] , Template matching [11] , Hidden Markov model (HMM) [12] are the examples of Component based approach. Support Vector Machine (SVM) [13] , [14] , [15] falls under both global as well as component based approaches. Global based approaches are more used in the development of face recognition systems as they are simple and computationally less expensive as compared to component based methods. PCA is most preferred over other appearance based approaches as it reduces the dimension of the images and makes the classification step much simpler. Principal Component analysis (PCA) [5] , an unsupervised statistical learning method finds variations among the face images using eigenvectors of the covariance matrix. The performance of this method degrades in presence of illumination variation. In this paper, two new face recognition algorithms Logarithmic Fourier Domain Principal Component Analysis (Log Fourier PCA) and Log fourier PCA with Independent Component Analysis (ICA) are proposed, the former is robust against illumination variations while the later tackles multiple variations. Illumination and pose variation problem can be addressed by performing PCA in fourier domain [16] , [17] , [18] . Using a Logarithmic function of fourier PCA (Log fourier PCA) further compresses the large dynamic pixel values of the fourier PCA and thus reduces the computational complexity. PCA only separates the pairwise relationship and hence fails to address other variation such as pose and expression. To cater this problem ICA can be used along with PCA. ICA [7] having the capability to remove higher order relationships acts as a good feature extractor and therefore tackles multiple variations.
This paper is organized as follows, Section 2 gives details about the Log Fourier PCA and neural network method. Section 3 elaborates on the Log fourier PCA, ICA and neural network approach. Results obtained from the proposed method and other relevant methods are shown in section 4.
Logarithmic Fourier Domain Principal Component Analysis and Neural etwork
The proposed face recognition method consists of following steps: Preprocessing, Feature extraction, Classification and recognition. Block diagram of the proposed method is shown in figure 1 . 
Preprocessing
Most of the images in database contain background which is not useful for recognition purpose. Face images from FERET database is shown in figure 2 . In order to remove the background information, image normalization of face is done using pixel location of eye center. Head rotation angle is calculated using this eye center pixel location. Image is rotated opposite with this angle which results in horizontal eye alignment. Distance between eyes and the size of the final normalized images are predefined. Horizontal eye aligned image is resized using eye distance. The normalized image is obtained by cropping the resized image to the required size. A mask is placed around this normalized face image. This mask may remove face edge information and sometimes there may be potential loss in face shape information. Histogram equalization is done on the normalized face image in order to spread intensity values of all pixels inside the image. Processed face images of figure 2 is shown in figure 3 . 
Feature Extraction using Log ourier PCA
Principal Component Analysis starts by converting 2D input image which is in image space to a vector by column concatenation. All the images in the database is converted into vectors and arranged as matrix in which each column represents an image. These images group together with similar structure such as eye, nose, lip with their relative positions correlated. With this correlation, eigenface method finds the lower dimension space for the training set face images.
PCA exclusively depends on the intensity values of the 2D images. If there are illumination variations the performance of PCA decreases abruptly. This problem is addressed by performing PCA in frequency domain. Magnitude information of frequency domain transformed data is preferred because it makes data invariant under rotation or translation [18] . However the large dynamic range of pixel values in the Fourier spectrum increases the computational complexity. The logarithmic function has a potential characteristic which compresses the large dynamic range in pixel values. The Fourier spectrum shown in figure 4 appears white because of its large pixel values and thus by taking log this can be compressed. (1) and it is called as mean face.
This mean face is subtracted from all the training set images using equation (2) φ n = I n − ψ (2)
is the difference matrix. This difference matrix is transformed to frequency domain. Logarithmic function of magnitude information of frequency domain transformed difference matrix is used for further calculation. The covariance matrix is calculated using equation (3)
The variation among the training set images can be obtained by calculating eigenvectors of the covariance matrix. This eigenvector is in frequency domain and is converted into spatial domain by taking inverse fourier transform. The eigenfaces obtained by using spatial domain (top row) and log frequency domain (bottom row) is shown in figure 5 . This clearly reveals that the eigenspace formed by log frequency domain eigenvectors are invariant to illumination. Eigenvector is a vector pointing in the direction of maximum variance. Eigenvalue is the value of variance the eigenvector represents. Eigenspace is the space represented by Eigenvector. All the training set images are projected into the eigenface space using equation (4) .
T , where M < N is the representation of a training image in the eigenface space. u represents the eigenvectors and k = 1, 2, . . . , M .
When a new test image I T is to be classified, it is also mean subtracted using equation (2) φ T and projected onto the eigenface space using equation (4) . Weight matrix
Classification is performed by comparing the feature vectors (weight matrix) of the images in the training set with the feature vector (weight matrix) of the test image using Euclidian distance, ε i .
where Ω i is a vector describing the ith face image in the training set. Test image is classified as belonging to image i when the minimum of ε i is below some chosen threshold value θ. Threshold value is defined as half of the distance between the two most distant images in a class. Distance Threshold, Θ = 1 2 max(||Ω i − Ω j ||), where i and j are images from same class.
Face images with multiple variations are more nonlinear. In such cases Neural network classifier performs better compared to Euclidian distance. Thus in the proposed work Neural network is used as a classifier.
Classification and Recognition
Neural networks are powerful tools that can be trained to perform pattern recognition task. They are composed of a large number of highly-interconnected processing units (neurons) that work together to perform a specific task. It provides a great alternative to other conventional classifiers and decision making systems. Neural networks resemble the human brain in such a way that knowledge is acquired by the network through a learning process.
To create a neural network, the following information are required: Number of input nodes, Number of hidden layers and neurons, Number of output neurons, Structure of the network including learning algorithm, Transfer function for hidden layer and output layer, Target values, Number of iteration, Goal for the network to achieve. In this paper, network consists of three layers and training is done using multilayer feedforward networks with gradient descent backpropagation algorithm. The structure of the neural network is shown in Fig. 6 . In many case neural network is not directly trained with pixel values of face images because it is time consuming and computationally expensive. Neural network performs better when an extracted feature is given as input [21] . Number of input nodes is equal to the size of the feature vector. Number of hidden layers and number of neurons in each hidden layer is experimental, there is no standard method available for this calculation. In this paper, there is one hidden layer with 200 hidden neurons in case of Yale, ORL, FERET Set A database and 1200 hidden neurons in case of FERET Set B and PIE database is chosen experimentally. The number of output neurons depends on the number of images of different people in the dataset. For example, number of output neurons is 10 in case of considered Yale dataset for algorithm evaluation. Tan-sigmoid is the transfer function used for both hidden as well as output layer. 1's and 0's is being used as target values with 1 in the position of the face it represents, and 0's elsewhere. This forms a vector called as target vector whose dimension is X x Y, where X is the number of different people face images and Y depends on the number of images in the training set. 6500 number of iterations is used for Yale, ORL, FERET Set A database and 10000 numbers of iterations is used for FERET Set B and PIE database. The goal for the network to achieve is set to 0.001.
Weight matrix obtained from training set image (Ω) is given as input for training the neural network. The weight matrix of the test image (Ω T ) is given as input to the network and the output is checked for correctness.
Logarithmic Fourier Domain Principal
Component Analysis, Independent Component Analysis and Neural network
Log fourier PCA and Neural network detailed in section 2 performs well for only illumination variations and fails to tackle multiple variations such as pose, expression, illumination for example. To address this problem ICA can be used as feature extractor because it removes the higher order relationships which are not removed by PCA. This proposed face recognition method consists of following steps: Preprocessing, Image reduction, Feature extraction, classification and recognition. Block diagram of the Log fourier PCA, ICA and Neural network method is shown in figure  7 . Preprocessing step is similar to section 2.1. 
Image eduction using Log ourier PCA
Image reduction is done to make feature extraction step easier. Feature extraction is done using ICA, the number of independent component (IC) found by ICA method corresponds to number of images in the training set (N). In case of large training set, finding the entire independent component creates memory constrain and increases computational complexity as well. To address this Bartlett [7] , used first M number of principal components (eigenvectors) from PCA method, where M < N . This M number of principal components (PC's) is used for further calculation and produces M number of independent components (IC's). This PCA vectors are pairwise separated and higher order relationships are not separated out.
In the proposed method instead of PCA, Logarithmic Frequency Domain Principal Component Analysis (Log fourier PCA) is used for image reduction. Log fourier PCA is elaborated in section 2.2 gives better face description than PCA. The eigenvectors obtained from Log fourier PCA is used as principal component (PC) for independent component (IC) calculation.
Feature Extraction using ICA
In this method, ICA is used as feature extraction step. The basis images found by PCA depend only on pairwise relationships between pixels in the image database [7] . Better basis images may be found by investigating the highorder relationships among pixels. This is being done by ICA, a generalization of PCA. The assumption of Gaussian sources implicit in PCA makes it inadequate when the true sources are non-Gaussian. The basis obtained from PCA is orthogonal in nature because the covariance matrix is symmetrical. ICA finds a not-necessarily orthogonal basis which may reconstruct the data better than PCA in presences of noise.
The ICA method proposed by Bartlett [7] used Infomax algorithm and is derived from the principle of optimal information transfer through sigmoidal neurons and it consist of two architectures. Architecture-I treats images as random variables and pixels as observations. It tries to find spatially local basis images for the faces. Architecture-II treats pixels as random variables and images as observations. This produces a factorial face code. PCA and ICA architecture II produce global features, in the sense that every image feature is influenced by every pixel [19] . Alternatively, ICA architecture-I produce spatially localized features that are only influenced by small parts of the image. Lee in [20] argues that ICA architecture-I produces better recognition, since it implements recognition by parts. In this proposed method ICA architecture-I is used as feature extraction step. Hereafter ICA architecture-I with spatial domain PCA for image reduction is referred as ICA.
The database is organized into an X matrix where each row vector is a different image. In this approach, images are random variables and pixels are trials. Two images F R i and j are said to be independent, only when moving across pixels, it is not possible to predict the value taken by the pixel on image j based on the value taken by the same pixel on image i. The basic block diagram of ICA is shown in figure 8 . Here S is an original signal emitted (e.g. a person signs), but because of noise or disturbances some mixing A combines with S and it is observed as X. ICA finds a matrix W such that the rows of U = WX are as independent as possible. The rows of U form the basis images. Figure 8 . Basic block diagram of ICA [19] .
is the training set image vectors. PCA is applied on these training set images. P C M be the first M number of eigenvectors. R M = X * P C M which indicates X in figure 8.
X is the minimum square error approximation of X, where each rows of P C T M represents an eigenvectors. The basis vector U is calculated using equation (7) . U contains M basis vectors (i.e. Independent components).
Where W I = W * W z , W is an M x M invertible matrix and W z is whitening matrix. U=WX and Y=f(u) is M -D random variable representing the outputs of n-neurons. The logistic function is shown in equation (8),
Where u represents the eigenvectors from PCA and gets updated after iteration. Number of iterations is predefined and finally the updated weight (W ) is calculated. The row means of P C M are subtracted, and whitening matrix W z is calculated using equation (9) .
The independent basis obtained from ICA architecture-I is shown in figure 9 . Equation (7) can be rewritten as P C T M = W −1 I * U and substituted in equation (6) . Figure 9 . The Independent basis obtained from ICA architecture-I.
B train contains the coefficients for the linear combination of statistically independent basis U that comprises the minimum squared value of X i.e. X . These coefficients can also be called as weights.
When a test image X test is given for classification, this image is also mean subtracted and PC represented as R test = X test * P C M . The coefficients for the linear combination is calculated using B test = R test * W −1 I . Cosines similarity measure is used for finding the training set image which closely relates to the test image using equation (12) .
Where B train and B test are the coefficients for the linear combination of statistically independent basis U for training set images and test image respectively. This similarity measurement is calculated between the test image and each of the training set images i.e. train = 1, 2, . . . , N . The training set image which is having minimum similarity measure is declared as matched face to the test image. In this method most significant eigenvectors from Log Fourier PCA as detailed in section 2.2 is used as principal components for independent component calculation. Instead of using Cosines similarity for classification, Neural network is used in this proposed method.
Classification and Recognition
In this proposed work, classification is done using Neural network. The algorithm used and structure of the neural network is detailed in section 2.3. The training is done using extracted feature (B train ) from ICA is given as input to the neural network.
To test the performed of the network, weight matrix of the test image (i.e. B test ) is given as input to the network and the output is checked for correctness. Number of Independent components (IC's) is equal to the number of eigenvectors considered. For a small dataset such as Yale, ORL, FERET (Set A) all the eigenvectors from Log fourier PCA is used for IC calculation. In case of FERET (Set B) the number of eigenvectors (PC's) is experimented and the results are shown in figure 10 .
Experimental esults
All the methods shown in Table 1 To analyze the performance of proposed methods for different number of significant eigenvectors, FERET database images of 40 different people with 8 images per person (Set B) is considered. Recognition rate of different methods for different number of eigenvectors is shown in figure 10 .
The proposed methods are also tested for different number of images per person as training set images and the . R performance of the algorithm is shown in figure 11 . The recognition rate of the algorithm is better when more number of images per person is used as training set images. This also increases the time to train the algorithm and it is not desired in many situations. It is always preferred to develop an algorithm which uses less number of images for training purpose. Proper investigation and careful neural networks parameter selection may still increase the performance of the proposed face recognition methods.
Conclusion
The illumination variation problem faced by PCA is eliminated using Log Fourier PCA-Neural network method. The performance comparisons of this method using Yale, ORL database shows that it is invariant to illumination, but faces problem if there are other variations. It is further seen that Log fourier PCA followed by ICA and Neural network is stable to parametric change i.e. pose, illumination, expressions. The methods are also tested with the large PIE dataset of 800 images and the results shows that the proposed methods perform well than other methods. The performance of the proposed face recognition methods are analyzed with different number of significant eigenvectors and with different number of images per person as training set images. Thus Log Fourier PCA, ICA and Neural network method performs well for limited number of eigenvectors, limited number of training set images and in case of multiple variations.
