Metrics on the Sierpinski carpet by weight functions by Gu, Qingsong et al.
ar
X
iv
:1
80
6.
02
94
7v
2 
 [m
ath
.FA
]  
14
 Ju
n 2
01
8
METRICS ON THE SIERPINSKI CARPET BY WEIGHT FUNCTIONS
QINGSONG GU, HUA QIU, AND HUO-JUN RUAN
Abstract. We construct certain metrics on the Sierpinski carpet via a class of
self-similar weight functions. Using these metrics and by applying known re-
sults, we obtain the two-sided sub-Gaussian heat kernel estimates of time change
of the standard diffusion on the Sierpinski carpet with respect to self-similar mea-
sures. This proves a conjecture by Kigami.
1. Introduction
Barlow and Bass created a successful theory about diffusions on the Sierpinski
carpet (denoted by K) in a series of papers [1, 2, 3, 4, 5, 6]. They constructed a nat-
ural diffusion (also called the Brownian motion) on K, which is invariant under all
the local isometries of K, and proved that this process has a transition probability,
namely the heat kernel pt(x, y), with respect to the normalized Hausdorff measure
ν on K. Moreover, they obtained that pt(x, y) satisfies the two-sided sub-Gaussian
estimates, i.e.,
pt(x, y) ≍
1
tα/β
exp
−c
( |x − y|
t1/β
) β
β−1
 ,
where α =
log 8
log 3
is the Hausdorff dimension of K, and β is called the walk dimen-
sion. Subsequently, Kusuoka and Zhou[18] gave a different method to construct
a diffusion on K, satisfying the self-similar identity, which has the same invariant
properties as that of Barlow and Bass. Later, the uniqueness result of Barlow, Bass,
Kumagai and Teplyaev [7] ensures that the different constructions yield a unique
diffusion on K up to scalar constants. Let (E,F ) be the associated local regular
Dirichlet form on L2(K, ν). Let {Fi}8i=1 be the iterated function system associated
with K. Then (E,F ) satisfies the following self-similar identity: there is a constant
ρ > 0, for any 1 ≤ i ≤ 8, for any u ∈ F , u ◦ Fi ∈ F , and
E(u) = 1
ρ
8∑
i=1
E(u ◦ Fi),
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where ρ is called the renormalization factor of (E,F ). It is known [3] that ρ is
between 1.25147 and 1.25149. Barlow and Bass also showed that the above men-
tioned results work for a class of infinitely ramified fractals, called the generalized
Sierpinski carpets (GSC) which includes the Sierpinski carpet as a special case.
Please see [6] for the definition of GSC.
There are many extensions of this theory. Barlow and Kumagai studied the
time change of the process via self-similar measures in [8]. For a self-similar
measure µ on a generalized Sierpinski carpet, they showed that the time change
is possible if and only if µiρ < 1 for all i’s, where µi is the i-th weight of µ.
In a series of papers [13, 14, 15, 16], Kigami studied under what conditions can
one have nice heat kernel bounds (e.g. two-sided sub-Gaussian) of a time change
process on certain self-similar fractals (including p.c.f. self-similar sets [12] and
the generalized Sierpinski carpets). A necessary condition is requiring the measure
µ to be volume doubling with respect to the resistance metric, or equivalently the
Euclidean metric, since the two metrics are quasisymmetrically equivalent, and
in [14] there are criteria given by Kigami for the volume doubling property of a
self-similar measure µ.
In this paper, we restrict to consider the standard Sierpinski carpet K equipped
with a symmetric self-similar measure µ. To be precise, let Fi(x) = (x+ 2pi)/3, i =
1, . . . , 8, be contractive maps on R2, with p1 = (0, 0), p2 = (1/2, 0), p3 = (1, 0),
p4 = (1, 1/2), p5 = (1, 1), p6 = (1/2, 1), p7 = (0, 1) and p8 = (0, 1/2). Then the
Sierpinski carpet K is the unique nonempty compact subset in R2 satisfying
K =
8⋃
i=1
Fi(K),
see Figure 1. Let µ be a self-similar measure supported on K, with the weights
{µi}8i=1 satisfying µ1 = µ3 = µ5 = µ7, µ2 = µ4 = µ6 = µ8 and µ1 + µ2 = 1/4. To
obtain a two-sided sub-Gaussian heat kernel estimates on K, the key step we need
to do is to show the existence of a “good” metric matching the given self-similar
measure µ. We apply the method in [14] to obtain a pseudometric Dg on K from
a given self-similar weight function g which is defined on cells of K. Then the
fundamental problem is to determine whether Dg is indeed a metric on K.
More precisely, Let Σ0 = {∅}. For n ≥ 1, let Σn = {1, . . . , 8}n be the collection
of words with length n. For w = w1 · · ·wn ∈ Σn, we write Kw = Fw(K) := Fw1 ◦
· · · ◦ Fwn (K), and call it an n-cell of K. Denote by Σ∗ =
⋃
n≥0 Σn the collection of
all finite words, and by |w| the length of w for each w ∈ Σ∗.
Following [14, Chapter 2], a finite sequence of words
(
w(1), . . . ,w(m)
)
in Σ∗, or
equivalently, cells
(
Kw(1), . . . ,Kw(m)
)
in K is called a chain if Kw(i) ∩Kw(i+1) , ∅ for
1 ≤ i ≤ m − 1. A chain (w(1), . . . ,w(m)) is said to be a chain between x and y for
x, y ∈ K if x ∈ Kw(1) and y ∈ Kw(m).
We call g : Σ∗ → [0, 1] a weight function if g satisfies the following two condi-
tions:
1. g(∅) = 1, g(w j) ≤ g(w) if w ∈ Σ∗ and j ∈ {1, . . . , 8};
2. lim
n→∞ supw∈Σn g(w) = 0.
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Figure 1. The Sierpinski carpet.
For a weight function g and for any x, y ∈ K, we define
Dg(x, y) = inf
{ m∑
i=1
g
(
w(i)
)| (w(1), . . . ,w(m)) is a chain between x and y}.
It is easy to see that Dg(·, ·) is symmetric, nonnegative and satisfies the triangle
inequality. However, in general, it may happen that Dg(x, y) = 0 for some pairs
x , y in K so that Dg fail to be a metric. It is also clear that Dg is continuous with
respect to the Euclidean metric on K.
We focus on a class of self-similar weight functions. Given (a, b) ∈ (0, 1)2, we
define ga,b : Σ
∗ → (0, 1] by ga,b(w) =
∏n
k=1 rwk for w = w1 · · ·wn, where
r j =
a, if j ∈ {1, 3, 5, 7},b, if j ∈ {2, 4, 6, 8}, (1.1)
see Figure 2 for the cases |w| = 1 and |w| = 3. It is easy to see that ga,b is a weight
function.
Figure 2. The weight function ga,b.
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The main purpose of this paper is to characterize the equivalent conditions for
(a, b) ∈ (0, 1)2 such that Dga,b is a metric on K. Our result is the following (Theo-
rem 2.2).
Theorem 1.1. For (a, b) ∈ (0, 1)2, Dga,b is a metric if and only if 2a + b ≥ 1 and
a + 2b ≥ 1.
This result was conjectured by Kigami in a conference at Cornell University
in 2017. He showed the “only if ” part and claimed that the “if ” part holds if
additionally b ≥ 1/3. For completeness, we will give a whole proof of the theorem.
The following is our main idea to prove the “if ” part: given a chain, we construct
a new chain which has nice properties, while its total weight is comparable to that
of the previous chain. We remark that the main technique is applying a series of
operations on chains, see Section 2 for details.
Once we obtain the metrics on K, we want to study whether they satisfy the
needs for the heat kernel estimates. A basic property is the adaptedness introduced
by Kigami[14], see Section 3.1. Another property is the chain condition, see [11],
which is used in obtaining the off-diagonal lower bound of heat kernel.
Denote σ = {(a, b) ∈ (0, 1)2 : 2a + b ≥ 1 and a + 2b ≥ 1}. Let σ1 be the set of
elements (a, b) in σ such that b ≥ a, and σ2 be that with a ≥ b, then σ = σ1 ∪ σ2.
Write I1 = {(a, b) ∈ σ1 : 2a + b = 1} and I2 = {(a, b) ∈ σ2 : a + 2b = 1}. We give
two properties of the constructed metrics (Theorems 3.2, Proposition 3.5):
Theorem 1.2. For (a, b) ∈ σ, Dga,b is adapted to ga,b.
Proposition 1.3. For (a, b) ∈ σ, Dg is quasisymmetric to the Euclidean metric on
K.
By using the adaptness of the metric, we then show that
Theorem 1.4. For (a, b) ∈ σ, Dga,b satisfies the chain condition if and only if
(a, b) ∈ I1 ∪ I2.
We remark that once we have shown that Dg is a metric for some g which is
a self-similar weight function, the adapatedness of metric is an immediate conse-
quence of [14, Theorem 2.3.16] in a more general framework. We include a proof
in this paper for completeness and also for the convenience of the readers. Af-
ter showing that the metric d satisfies these conditions, and noticing that the fully
symmetric self-similar measure µ satisfies the volume doubling property (see [14]),
then by applying known results (e.g. [14]), we obtain the two-sided sub-Gaussian
heat kernel estimates of the time change of (E,F ) associated with a given µ.
We organize the paper as follows. In Section 2, we prove the main result The-
orem 1.1, which gives a positive answer to Kigami’s conjecture. In Section 3, we
study basic properties of the constructed metric, one is the adaptedness of the con-
structed metric to its weight function; the other is Theorem 1.3 for the criteria of
the metric to satisfy the chain condition. By using these properties and applying
known results established by Kigami, we obtain two-sided sub-Gaussian estimates
for the heat kernel of the associated time change diffusions.
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2. Metrics on the Sierpinski carpet
For a given chain γ =
(
w(1), · · · ,w(m)), we define the total weight of γ by
ga,b(γ) =
m∑
i=1
ga,b
(
w(i)
)
.
The following property can be verified easily.
Proposition 2.1. For any two distinct words w and v with the same length such
that Kw and Kv share a same line segment L, it holds that
ga,b(w)
ga,b(v)
=
a
b
or
b
a
.
Furthermore, if we reflect a chain γ = (Kw(1), . . . ,Kw(m)) contained in Kv along
L, and denote it by RL(γ), then RL(γ) is a chain contained in Kw and
ga,b(RL(γ))
ga,b(γ)
=
a
b
or b
a
.
The main purpose of this section is to prove the following.
Theorem 2.2. For (a, b) ∈ (0, 1)2, Dga,b is a metric if and only if 2a + b ≥ 1 and
a + 2b ≥ 1.
We separate the proof of the theorem into three parts: the “only if ” part, the “if ”
part for (a, b) ∈ σ1 and the “if ” part for (a, b) ∈ σ2. In what follows, we write g
instead of ga,b, and Dg instead of Dga,b for simplicity.
We remark that the proofs given below strongly rely on the fact that the straight
line segments p1p3 and p2p4 are entirely contained in the Sierpinski carpet K.
The proof of the “only if ” part is straightforward.
Proof of the “only if ” part of Theorem 2.2. Assume that Dg is a metric on K for
some (a, b) ∈ (0, 1)2.
Firstly, for n ≥ 1, we denote γn to be the chain between p1 and p3 given by
a sequence of words with length n such that the cells intersect the bottom line
p1p3. That is, γ1 = {1, 2, 3}, γ2 = {11, 12, 13, 21, 22, 23, 31, 32, 33}, and so on. By
elementary calculations, we obtain
g(γn) = (2a + b)
n.
Since Dg is a metric, infn∈Z+(2a + b)n ≥ Dg(p1, p3) > 0 so that 2a + b ≥ 1.
Secondly, for n ≥ 1, we denote γ′n to be the chain between p2 and p4 given
by a sequence of words with length n such that the cells intersect the straight line
p2p4. That is, γ
′
1
= {2, 3, 4}, γ′
2
= {22, 23, 24, 38, 37, 36, 42, 43, 44}, and so on. By
elementary calculations, we obtain
g(γ′n) = (a + 2b)
n.
Similarly as above, we have a + 2b ≥ 1. 
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The proof of the “if ” part is much more awkward. We first introduce some
notations and lemmas.
For any subset E of R2, we denote by ∂(E) the (Euclidean) boundary of E. For
any point p ∈ R2, we denote by xp and yp the x-coordinate and y-coordinate of p,
respectively. For any subset E of R2, we denote by πx(E)( similar for πy(E)) the
orthogonal projection of E onto the x-axis, i.e. πx(E) = {xp : p ∈ E}.
Given a chain γ =
(
w(1), . . . ,w(m)
)
, we define the union of cells in γ by
∪γ =
m⋃
i=1
Kw(i),
and call
(
w(i), . . . ,w( j)
)
a sub-chain of γ for any i, j ∈ {1, . . . ,m} with i < j.
For any two subsets X, Y of K and any z ∈ K, we define
Dg(X, Y) = inf{Dg(x, y) : x ∈ X, y ∈ Y}, and
Dg(z, X) = inf{Dg(z, x) : x ∈ X}.
For any word w = w1w2 · · ·wn ∈ Σ∗ and k ≤ n, we denote w|k = w1w2 · · ·wk.
Given i ∈ Σ1, we call wi = w1w2 · · ·wni a son of w. Furthermore, wi is called an
a-son of w if i ∈ {1, 3, 5, 7}, and a b-son of w if i ∈ {2, 4, 6, 8}.
Lemma 2.3. For (a, b) ∈ (0, 1)2, let g be the weight function as defined in (1.1). If
Dg is not a metric on K, then Dg(x, y) = 0 for all x, y ∈ K.
Proof. Let q, s be two distinct points in K with Dg(q, s) = 0. We pick a positive
integer n satisfying 2 · 3−n < max{|xq − xs|, |yq − ys|}. Without loss of generality, we
assume that xs > xq + 2 · 3−n. Define αn = ⌈3nxq⌉ · 3−n, where ⌈t⌉ is the minimum
integer greater than or equal to t.
Let m0 ∈ Z+ satisfy m−10 < min{an, bn}. From Dg(q, s) = 0, we know that for
each positive integer m ≥ m0, there exists a chain γm between q and s such that
g(γm) < m
−1. From the definition of m0, every cell in γm has length greater than n.
Thus, we may pick two points qm and sm in K, and a sub-chain γ˜m of γm between
qm and sm, such that xqm = αn, xsm = αn + 3
−n, and πx(∪γ˜m) = [αn, αn + 3−n]. By
taking subsequence if necessary, we may assume that there exist two n-cells Kw
and Kv such that qm ∈ Kw and sm ∈ Kv for all m ≥ m0, and πx(Kw) = πx(Kv) =
[αn, αn + 3
−n].
Denote βn = min
(
πy(Kw)
)
. For each m ≥ m0, we define
Ym = ⌈3nmax
(
πy(∪γ˜m)
)⌉ · 3−n, ym = ⌊3nmin (πy(∪γ˜m))⌋ · 3−n,
where ⌊t⌋ is the maximum integer less than or equal to t. If Ym > βn + 3−n, for all
cells of γ˜m in [αn, αn+3
−n]×[Ym−3−n, Ym], we reflect them along the line y = Ym−
3−n. Similarly, if ym < βn, we reflect all cells of γ˜m in [αn, αn+3−n]× [ym, ym+3−n]
along the line y = ym + 3
−n. We do this repeatedly until all cells are contained in
Kw. Then we obtain a point s
′
m ∈ Kw with xs′m = αn + 3−n, and a chain γ′m between
qm and s
′
m such that ∪γ′m ⊂ Kw. By Proposition 2.1, we know that
g(γ′m) ≤ c3
n
g(γm) < c
3nm−1, where c = max{a/b, b/a}. (2.2)
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By taking subsequence if necessary, we may assume that qm converges to q
∗,
and s′m converges to s∗. Then q∗, s∗ ∈ Kw with xq∗ = αn, xs∗ = αn + 3−n, and
Dg(q
∗, s∗) = 0.
Using the self-similarity, we can dilate q∗, s∗ to the two opposite sides of K.
From above, we may assume that q ∈ p1p7, s ∈ p3p5. Let q′ = (1 − xq, yq) and
s′ = (1−xs, ys). Then q′ ∈ p3p5 and s′ ∈ p1p7. By symmetry, Dg(s′, q′) = 0. Using
self-similarity, we have Dg
(
Fi(q), Fi(s)
)
= Dg
(
Fi(s
′), Fi(q′)
)
= 0 for i = 1, · · · , 8.
Notice that F7(s) = F6(s
′) and F5(q) = F6(q′). Thus
Dg
(
F7(q), F5(s)
)
≤ Dg
(
F7(q), F7(s)
)
+ Dg
(
F7(s), F5(q)
)
+ Dg
(
F5(q), F5(s)
)
= Dg
(
F7(q), F7(s)
)
+ Dg
(
F6(s
′), F6(q′)
)
+ Dg
(
F5(q), F5(s)
)
= 0.
By using this repeatedly, we see that Dg
(
F7n(q), F5n (s)
)
= 0 for all integers n ≥ 0.
By the continuity of Dg, we have Dg(p7, p5) = 0. Then by symmetry, Dg(p1, p7) =
Dg(p1, p3) = Dg(p3, p5) = 0.
Since any two points in K can be connected by at most countably many vertical
and horizontal line segments contained in K, by using the self-similarity and the
triangle inequality of Dg, we must have that Dg(x, y) = 0 for any x, y ∈ K. This
completes the proof. 
Lemma 2.4. Let (a, b) ∈ σ2, and γ be a chain between p2 and p8. Assume that all
the cells in γ intersect p2p8. Then
g(γ) ≥ b
2a + b
.
Proof. First, we notice that the following fact holds: given a word w ∈ Σ∗ with
Kw ∩ p2p8 , ∅, there exist exactly one a-son and two b-sons of w, such that they
intersect p2p8.
Let w be a finite word such that Kw intersects p2p8. We call a word u of the
same length with w an “on-line neighbor” of w if Ku intersects p2p8 and Kw ∩ Ku
is a line segment. From the above fact, it is clear that w has one or two on-line
neighbors, where “one” only happens when p2 or p8 is in Kw.
For each w in γ, we denote by J(w) the union of w and all its on-line neighbors.
Then it is clear that ∑
u∈J(w)
g(u) ≤ (1 + 2a/b)g(w). (2.3)
Let Λ(γ) =
⋃
w∈γ
J(w). We claim that
p2p8 ⊂
⋃
u∈Λ(γ)
Ku.
In fact, for w ∈ γ, we define π(Kw) to be the orthogonal projection of the cell Kw
on the line segment p2p8. Since γ is connected and π is continuous, we have
p2p8 ⊂
⋃
w∈γ
π(Kw).
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Combining this with another fact that π(Kw) ⊂
⋃
u∈J(w)
Ku, we know that the claim
holds.
By (2.3), we have∑
u∈Λ(γ)
g(u) ≤
∑
w∈γ
∑
u∈J(w)
g(u) ≤ (1 + 2a/b)g(γ). (2.4)
If there are two words u and v in Λ(γ) satisfying Ku ⊂ Kv, we remove u from Λ(γ).
Do this repeatedly on Λ(γ) until there are no two such words. Let Λ1(γ) be the
final set, then Λ1(γ) has the following three properties:
1. any two cells in Λ1(γ) are not contained in each other;
2. p2p8 ⊂ Λ1(γ);
3.
∑
u∈Λ1(γ)
g(u) ≤ ∑
u∈Λ(γ)
g(u).
Let k = max{|w| : w ∈ Λ1(γ)}. Pick one word u in Λ1(γ) such that |u| = k. Let
u∗ = u|k−1. Then Λ1(γ) must contains the a-son and two b-sons of u∗ intersecting
p2p8. Now replace in Λ1(γ) the three sons by u
∗. By a + 2b ≥ 1, we have
g(u∗) ≤ (a + 2b)g(u∗) = the total weight of the three sons of u∗. (2.5)
Replace in Λ1(γ) all the k-cells by (k − 1)-cells in the pattern “three to one”. Then
do this for (k − 1)-cells and so on. Finally, we obtain a 0-cell. By (2.5), we see that
in each replacement,
∑
u∈Λ1(γ)
g(u) does not increase, thus we have
∑
u∈Λ(γ)
g(u) ≥
∑
u∈Λ1(γ)
g(u) ≥ g(∅) = 1. (2.6)
By (2.4) and (2.6), we have that
g(γ) ≥ (1 + 2a/b)−1 = b
2a + b
.

Using a similar “three to one” argument, noticing that 2a + b ≥ 1 when (a, b) ∈
σ1, we have the following lemma.
Lemma 2.5. Let (a, b) ∈ σ1, and γ be a chain between p1 and p3, assume that all
the cells in γ intersect L0 = p1p3. Then
g(γ) ≥ 1.
Lemma 2.6. Assume that Dg is not a metric on K. Then there exist two positive
integers N0 and N1, such that for any two cells Kw and Ku with |w| = |u| = N0, there
is a chain γw,u in K starting with Kw and ending with Ku such that the following
two conditions hold:
1. g(γw,u) ≤ 1;
2. N0 ≤ |v| ≤ N1 for any v ∈ γw,u.
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Proof. Let N0 be the smallest integer such that max{aN0 , bN0 } ≤ 14 . Arbitrarily pick
two cells Kw and Ku with |w| = |u| = N0. In the case that Kw ∩ Ku , ∅, we define
γw,u = {w, u} so that
g(γw,u) = g(w) + g(u) ≤ 2max{aN0 , bN0} ≤ 1
2
.
In the case that Kw ∩ Ku = ∅, we have Dg(Kw,Ku) = 0 by using Lemma 2.3. Thus
there is a chain ηw,u connecting the two sets Kw and Ku with g(ηw,u) ≤ 12 . Let γw,u
be the chain constructed by adding ηw,u in between w and u. Then we have
g(γw,u) = g(w) + g(ηw,u) + g(u) ≤ 1
2
+
1
2
= 1.
Set Nw,u = max{|v| : v ∈ γw,u}. Let N1 be the maximum of Nw,u among all the
pairs w, u in ΣN0 . Then the lemma holds with N0 and N1. 
The main idea of the proof of the “if ” parts is that, suppose Dg is not a metric,
then for a given chain γ, we do a series of operations on γ to get a new chain γ˜
satisfying the following two properties:
1. there is a constant C > 0 independent of γ such that g(˜γ) ≤ Cg(γ);
2. all the cells in γ˜ should intersect a certain curve ℓ.
Then by computation, one obtains that the total weight of any chain satisfying the
second property has a positive lower bound to get a contradiction, and this implies
that Dg is a metric.
2.1. The case for σ2. We first deal with the case when (a, b) ∈ σ2. Before pro-
ceeding, we give some notations.
For a cell Kw, we define the center of Kw to be Fw(1/2, 1/2).
Throughout this subsection, for all n ≥ 0, we denote qn = F3[6]n (1/2, 1/2) and
q′n = F4[2]n (1/2, 1/2), where we use [i]n to denote the word w = w1w2 · · ·wn with
wk = i for all 1 ≤ k ≤ n. For each n ≥ 0, we define ℓn and ℓ′n to be the straight lines
passing through the points qn and q
′
n with the same slope −1, separately. Clearly,
whenever ℓn(or ℓ
′
n) intersects the interior of a cell with word length at least n + 1,
then the center of the cell lies in ℓn(or ℓ
′
n).
Let ℓ∗ and ℓ′∗ be the lines passing through the points q0 and q
′
0
with the same
slope 1. For n ≥ 0, we denote by Mn the rectangle enclosed by lines ℓ∗, ℓ′∗, ℓn and
ℓ′n.
Let Ω be the hexagon enclosed by lines y = 2/9, y = 4/9, ℓ0, ℓ
′
0
, ℓ∗ and ℓ′∗. See
Figure 3.
It is easy to check that the following facts hold for all n ≥ 1.
(1) Let dn =
√
2
2
3−n−1. Then dn = d(ℓn, ℓ′n), where d(ℓn, ℓ′n) is the distance
between the lines ℓn and ℓ
′
n. Clearly, dn = d(ℓn−1, ℓn) = d(ℓ′n, ℓ′n−1). Thus
line ℓ′n is the reflection of ℓn−1 through the line ℓn. Similarly, line ℓn is the
reflection of ℓ′
n−1 through the line ℓ
′
n.
(2) Let Kw be an (n + 1)-cell centered in Ω ∩ Mn−1. Then the center of Kw
must lie in ℓn, ℓ
′
n,ℓn−1 or ℓ′n−1. Thus, if Kw is an (n + 1)-cell centered in
Ω∩(Mn−1\Mn), then the center of Kw must lie in ℓn−1 or ℓ′n−1. Furthermore,
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Figure 3. The hexagon Ω and lines.
if we reflect an (n+ 1)-cell centered in Ω∩ ℓn−1 through ℓn, then we obtain
an (n+1)-cell centered in ℓ′n. Similarly, if we reflect an (n+1)-cell centered
in Ω ∩ ℓ′
n−1 through ℓ
′
n, then we obtain an (n + 1)-cell centered in ℓn.
(3) Let Kw be a cell centered in Ω ∩ Mn with length at least n + 1. Then Kw|n+1
is also centered in Ω ∩ Mn.
(4) Let Kw be a cell centered in Ω ∩ (Mn−1 \ Mn) with length at least n + 1. If
we reflect Kw through ℓn if the center of Kw|n+1 lies in ℓn−1 ∪ ℓn, or through
ℓ′n otherwise, then we obtain a cell centered in Ω ∩ Mn. We also remark
that the center of Kw|n+1 lies in ℓn−1 ∪ ℓn if and only if Kw is centered in the
closed strip between ℓn−1 and ℓn.
Lemma 2.7. Let n ≥ 1. For any cell Kw centered in Ω ∩ (Mn−1 \ Mn) with length
at least n+ 1, let Ku be the reflected cell of Kw through ℓn if the center of Kw|n+1 lies
in ℓn−1 ∪ ℓn, or through ℓ′n otherwise. Then Ku is centered in Ω ∩ Mn and
g(u) ≤ g(w). (2.7)
Proof. Assume that w = w1 · · ·wk and u = u1 · · · uk, where k ≥ n + 1. Without
loss of generality, we assume that the center of Kw|n+1 lies in ℓn−1 ∪ ℓn. If the center
of Kw|n+1 lies on ℓn, then Ku is also a subcell of Kw|n+1 . By the symmetry, we have
rui = rwi for all i ≥ n + 2 so that g(u) = g(w).
Now we assume that the center of Kw|n+1 lies on ℓn−1. In this case, the center of
Kw|n also lies on ℓn−1, and wn+1 = 3 or 7 so that rwn+1 = a. It is easy to check that
Ku|n and Kw|n share a same line segment so that
g(u|n)
g(w|n) is either
a
b
or b
a
. Furthermore
un+1 = 2 if wn+1 = 7, and un+1 = 8 if wn+1 = 3 so that run+1 = b. Thus
g(u|n+1)
g(w|n+1)
is either b
a
· a
b
or b
a
· b
a
. By using that b ≤ a, we have g(u|n+1) ≤ g(w|n+1). By the
symmetry, we have rui = rwi for all i ≥ n + 2 so that g(u) ≤ g(w). 
Let ℓ be the line passing through the point q = F3(1/2, 1) = F4(1/2, 0) with
slope −1. Then ℓ ∩ (F3(K) ∪ F4(K)) is a line segment contained in K. In fact,
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let E = p2p4 ∪ p4p6 ∪ p6p8 ∪ p8p2, then E ⊂
8⋃
i=1
Fi(E) and hence E ⊂ K. Thus
ℓ ∩ (F3(K) ∪ F4(K)) = F3(p4p6) ∪ F4(p8p2) ⊂ K.
We remark that if Kw is an (n + 1)-cell centered in Ω ∩ Mn, then Kw is centered
in ℓn or ℓ
′
n. Combining this with diam(Kw) = 2dn, we know that Kw intersects ℓ.
We introduce two chain operations as follows.
1. n-reflection. Let n ≥ 1, one reflects each cell centered inΩ∩(Mn−1\Mn) with
length at least n + 1 through ℓn if the center of Kw|n+1 lies in ℓn−1 ∪ ℓn, or through
ℓ′n otherwise. We remark that from Lemma 2.7, given a chain in Ω, with each cell
centered in Ω ∩ Mn−1 and length at least n + 1, then after doing n-reflection, we
obtain a new chain in Ω, with each cell centered in Ω ∩ Mn.
2. Smash. Using the same method as in Lemma 2.6, one replaces a cell Kw by a
finite sequence of its descendants with length at least |w| + N0 and at most |w| + N1
to get a chain. We remark that given a chain γ and given some cells in γ, we can
do smash on these cells to obtain a new chain γ′.
We note that the operations “smash” and “reflection” do not increase the total
weight of a chain in view of Lemma 2.6 and Lemma 2.7.
Proof of the “if ” part for σ2. Let (a, b) ∈ σ2, then a + 2b ≥ 1 and a ≥ b. Assume
that Dg is not a metric. Then by Lemma 2.3 and using the similarity, there exist a
sequence of chains γ
(n)
1
in K36 between F36(0, 1) and F36(1, 0), and a sequence of
chains γ
(n)
2
in K42 between F42(0, 0) and F42(0, 1), such that limn→∞ g(γ
(n)
i
) = 0 for
i = 1, 2. From F36(0, 1) = F42(0, 0), we know that γ
(n)
= γ
(n)
1
∪γ(n)
2
is a sequence of
chains in K36 ∪ K42 between F36(1, 0) and F42(0, 1) satisfying limn→∞ g(γ(n)) = 0.
Given a chain γ0 contained in K36 ∪ K42, between F36(1, 0) and F42(0, 1), let
k = max{|w| : w ∈ γ0},
and n0 = max{k − N1 − 1, 0}, where N1 is defined as in Lemma 2.6. From the
assumption that ∪γ0 ⊂ K36 ∪ K42, we know that min{|w| : w ∈ γ0} ≥ 2.
Now we do the following n0 + 1 steps of operations on γ0 to get a new chain γ˜0.
From step 1 to step n0, we do the following (if n0 = 0, we simply skip this and
do step n0 + 1):
Step i (1 ≤ i ≤ n0). First, we do i-reflection on γi−1. Since each cell in γi−1 is
centered in Ω ∩ Mi−1 with length at least i + 1, we obtain a new chain γ′i−1, such
that each cell in γ′
i−1 is centered in Ω ∩ Mi. Then, we do smash on each word w
in γ′
i−1 with length i + 1, to obtain a new chain γ
′′
i−1. Notice that each cell in γ
′′
i−1
has length at least i + 2, and the center of each cell lies in Ω ∩ Mi−1. Thus, doing
i-reflection again, we obtain a new chain γi with the following properties:
g(γi) ≤ g(γi−1), each cell in γi has length at least i + 2 and at most max{k, i +
1 + N1}, and the center of each cell lies in Mi.
We remark that in Step 1, we can directly do smash on γ0 and then do 1-
reflection to obtain the new chain γ1.
From n0 + 1 + N1 ≥ k, we know that each cell in γn0 has length at least n0 + 2
and at most n0 + N1 + 1.
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At step n0+1, we first do (n0+1)-reflection to obtain a new chain γ
′
n0
. It is clear
that each cell in γ′n0 is centered in Ω∩Mn0+1, with length at least n0+2 and at most
n0 + N1 + 1. Now, we replace each cell Kw in γ
′
n0
by Kw|n0+2 , to obtain a new chain
γn0+1. Then all cells in γn0+1 are centered in Ω ∩ Mn0+1 with length n0 + 2 so that
they intersect ℓ. For each cell Kw in γ
′
n0
, we have g(w|n0+2) ≤ b−(N1−1)g(w) so that
g(γn0+1) ≤ b−(N1−1)g(γn0 ) ≤ b−(N1−1)g(γ0).
Let γ˜0 = γn0+1. Then g(˜γ0) ≤ b−(N1−1)g(γ0) and each cell in γ˜0 intersects ℓ.
Hence, let n ≥ 1, for each chain γ(n), we obtain a new chain γ˜(n) satisfying the
two conditions below:
1. each cell in γ˜(n) intersects ℓ;
2. g(˜γ(n)) → 0 as n →∞.
Finally, by the similarity and using Lemma 2.4, we see that g(˜γ(n)) ≥ (ab + b2) ·
b
2a+b
for all n ≥ 1, a contradiction, which implies that Dg is a metric. 
2.2. The case for σ1. Now we deal with the case (a, b) ∈ σ1. In this case, 2a+b ≥
1 and a ≤ b. We will use a similar trick as in the case (a, b) ∈ σ2.
For n ≥ 1, we define Ln and L′n to be the line y = 12·3n−1 and the line y = 13n ,
respectively. Then Ln passes through Pn and L
′
n passes through P
′
n, where Pn =
F[1]n−1(0, 1/2) and P
′
n = F[1]n−1(0, 1/3). Set D
′
0
to be the unit square [0, 1]2. For
n ≥ 1, we denote by Dn (or D′n) the rectangle enclosed by x-axis, y-axis, and lines
x = 1 and Ln (or L
′
n).
We state without proof the following lemma which is analogous to Lemma 2.7
in σ2 case.
Lemma 2.8. Let n ≥ 1, for any cell Kw centered in D′n−1 \ Dn with length at least
n, let Ku be the reflected cell of Kw along Ln, then Ku is centered in Dn and
g(u) = g(w);
for any cell Kw centered in Dn \ D′n with length at least n, let Ku be the reflected
cell of Kw through L
′
n, then Ku is centered in D
′
n and
g(u) = (a/b) · g(w) ≤ g(w).
Then we will use chain operations to deal with the σ1 case as we did in σ2 case.
According to the new situation, we need the reflections in the following.
3. Ln-reflection. Let n ≥ 1, one reflects each cell centered in D′n−1 \ Dn with
word length at least n through Ln from above to below.
4. L′n-reflection. Let n ≥ 1, one reflects each cell centered in Dn \ D′n with word
length at least n through L′n from above to below.
In view of Lemma 2.8, the operations Ln-reflection and L
′
n-reflection do not
increase the total weight of a chain.
Proof of the “if ” part for σ1. Let (a, b) ∈ σ1. Then 2a + b ≥ 1 and a ≤ b. We will
show that Dg(p1, p3) ≥ 1. Then in view of Lemma 2.3, we will conclude that Dg
is a metric on K.
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Given a chain γ between p1 and p3. Denote γ0 = γ and let
k = max{|w| : w ∈ γ}.
We do the following k steps on γ to get a new chain γ˜.
Step i (1 ≤ i ≤ k). We do the Li-reflection on γi−1 to get a new chain γ′i−1.
Then we do the L′
i
-reflection on γ′
i−1 to obtain a new chain γi with the following
properties:
g(γi) ≤ g(γi−1), each cell in γi with word length at most i intersect the line p1p3;
and each cell with word length at least i is centered in D′
i
.
We denote γk by γ˜. From Lemma 2.8, we have
g(˜γ) ≤ g(γ).
On the other hand, from Lemma 2.5, we have
g(˜γ) ≥ 1.
Hence we have g(γ) ≥ 1. Since this does not depend on the choice of γ, we
conclude that
Dg(p1, p3) ≥ 1. (2.8)
Hence from Lemma 2.3, Dg is a metric on K. 
3. Application to sub-Gaussian heat kernel estimates
In this section, we are concerned with how we can use the metrics constructed
to obtain the sub-Gaussian heat kernel estimates of the standard diffusion on the
Sierpinski carpet [4, 18] by using time-changing via self-similar measures. We first
study the properties of the metrics as constructed.
3.1. adaptedness and quasisymmetry. As in the previous section, we still use g
and Dg to represent ga,b and Dga,b respectively. Given a chain γ =
(
w(1), . . . ,w(k)
)
,
we define k to be the length of the chain γ. Given x, y ∈ K, we denote by CHk(x, y)
to be the set of all chains between x and y with length k.
Let M be a nonnegative integer. For any p, q ∈ K, we define
Dg;M(p, q) = inf
{
g(γ)
∣∣∣∣ γ ∈ CHk(p, q) with 1 ≤ k ≤ M + 1} .
From the definition, it is clear that Dg(p, q) ≤ Dg;M(p, q) for all p, q ∈ K. We
say that Dg is M-adapted to g if there exists a constant C∗ > 0 such that for all
p, q ∈ K,
Dg;M(p, q) ≤ C∗Dg(p, q).
Dg is said to be adapted to g if Dg is M-adapted to g for some M ≥ 0. It is clear
that if Dg is adapted to g, then Dg is a metric. We remark that by Proposition 6.3
in [17], the definitions of “Dg is M-adapted to g” and “Dg is adapted to g” in our
setting are equivalent to the original definitions in [17].
We first give a lemma to show that the metric Dg constructed in Section 2 has a
lower bound for specific situations.
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Lemma 3.1. For (a, b) ∈ σ, there exists C0 = C0(a, b) > 0 such that
inf{Dg(p, q) : p, q ∈ K, and |xp − xq| = 1 or |yp − yq| = 1} ≥ C0.
Proof. By the symmetry, it suffices to show that for (a, b) ∈ σ,
inf{Dg(p, q) : p ∈ {0} × [0, 1], q ∈ {1} × [0, 1]} > 0.
It is clear true since Dg is continuous with respect to the Euclidean metric, and
{0} × [0, 1] and {1} × [0, 1] are two disjoint compact subsets of K. 
We remark that by definition, C0(a, b) ≤ 1 for all (a, b) ∈ σ.
In the following, for a given chain γ in K, if all cells in γ are contained in Kw for
some w ∈ Σ∗, then we say γ is inside Kw, and denote by F−1w (γ) the chain obtained
by changing each cell Kv in γ into F
−1
w (Kv).
Theorem 3.2. Dg is 1-adapted to g for all (a, b) ∈ σ.
Proof. Fix p , q ∈ K. Without loss of generality, we may assume that |xp − xq| ≥
|yp − yq|. Let m ∈ Z+ satisfying 3−m < |xp − xq| ≤ 3−m+1. Then there exist two
(m + 1)-cells u, u′, such that p ∈ Ku, q ∈ Ku′ and Ku|m−1 ∩ Ku′ |m−1 , ∅. Thus
Dg;1(p, q) ≤ g(u|m−1) + g(u′|m−1) ≤ (1 + c2)g(u|m−1) ≤ (1 + c2)g(u)max{a−2, b−2},
where c = max{a/b, b/a}.
Let S be the square with center Fu(1/2, 1/2) and edge length equals 3
−m. That
is, S is the union of the square Fu([0, 1]
2) and its eight neighboring squares with
the same edge length. By |xp − xq| > 3−m, we know that q does not lie in S .
Given a chain γ =
(
w(1), . . . ,w(n)
)
between p and q, we define
ℓ = min{1 ≤ i ≤ n : Kw(i) intersects the boundary of the square S }.
If |w(ℓ)| ≥ m + 1, then all cells in the chain γ1 =
(
w(1), . . . ,w(ℓ)
)
are contained
in the square S . By reflecting all cells in γ1 outside Ku through the lines passing
one of the four edges of the square Fu([0, 1]
2), we could always obtain a new
chain γ∗ inside Ku connecting two points p∗ and q∗, with |xp∗ − xq∗ | = 3−m−1, or
|yp∗ − yq∗ | = 3−m−1. By the self-similarity and using Lemma 3.1, we have
g(γ∗) = g(u)g
(
F−1u (γ
∗)
) ≥ g(u)C0(a, b)
so that
g(γ) ≥ c−2g(γ∗) ≥ c−2C0(a, b)g(u). (3.9)
If |w(ℓ)| < m + 1, then there exists a subcell v of w(ℓ) with |v| = m + 1 such that
either v = u or Fv(K) ∩ Fu(K) is a point or a line segment. Thus,
g(γ) ≥ g(v) ≥ c−2g(u) ≥ c−2C0(a, b)g(u).
Let C∗ = c1/c2, where c1 = (1 + c2)max{a−2, b−2} and c2 = c−2C0(a, b). Com-
bining the above arguments, we have Dg;1(p, q) ≤ C∗g(γ) for every chain γ between
p and q. It follows that Dg;1(p, q) ≤ C∗Dg(p, q). By the arbitrariness of p and q,
we know that the theorem holds. 
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When Dg is a metric on K, for a subset E of K, we denote the diameter of E
under Dg by
diamg(E) = sup{Dg(x, y) : x, y ∈ E}.
By using Theorem 6.4 in [17], we can obtain the following result. We present a
proof here for completeness.
Corollary 3.3. For (a, b) ∈ σ, diamg(Kw) ≍ g(w) for all w ∈ Σ∗.
Proof. Given w ∈ Σ∗, arbitrarily pick p, q ∈ Kw. Then γ = (w) is chain between p
and q with length 1 so that Dg(p, q) ≤ g(w). This implies that diamg(Kw) ≤ g(w).
On the other hand, we consider p = Fw(0, 0) and q = Fw(1, 1). For any chain
γ = (u, v) ∈ CH1(p, q), we can see that either Kw ⊂ Ku or Kw ⊂ Kv so that
g(γ) ≥ g(w). Thus Dg;1(p, q) ≥ g(w). Combining this with Theorem 3.2, we have
diamg(Kw) ≥ Dg(p, q) ≥ C−1∗ Dg;1(p, q) ≥ C−1∗ g(w),
where C∗ is the positive constant in the definition of 1-adaptedness. 
Using the same argument, given a point p ∈ Kw and a point q ∈ K with 3−|w|−1 <
‖p−q‖∞ ≤ 3−|w|, we have Dg(p, q) ≍ g(w), where ‖p−q‖∞ = max{|xp−xq|, |yp−yq|}.
By this, we can immediately obtain the quasisymmetric equivalence of the metrics
Dg and d∞, where d∞ is the metric on K defined by d∞(p, q) = ‖p − q‖∞. The
following definition is from [15] for a metric space M with two metrics d and
ρ. Some very interesting results on the quasisymmetric equivalence of Sierpinski
carpets can be found in [9, 10] and the references therein.
Definition 3.4. ρ is said to be quasisymmetric to d if there exists a homeomorphism
h from [0,∞) to itself with h(0) = 0 such that, for any t > 0, ρ(p, s) < h(t)ρ(p, q)
whenever d(p, s) < td(p, q).
Proposition 3.5. For (a, b) ∈ σ, Dg is quasisymmetric to d∞ on K. As a result, Dg
is quasisymmetric to the classical Euclidean metric.
Proof. Clearly, d∞ is equivalent to the Euclidean metric. Thus it suffices to prove
that there exist constants C > 0 and κ1 ≥ κ2 > 0 such that for any t > 0, ‖p− s‖∞ <
t‖p − q‖∞ implies Dg(p, s) < Cmax{tκ1 , tκ2}Dg(p, q).
We first assume that t ≤ 1. Let n,m ≥ 0 be integers such that 3−n−1 < t ≤ 3−n,
and 3−m−1 < ‖p− q‖∞ ≤ 3−m. Let w be a word such that |w| = m and p ∈ Kw. Then
Dg(p, q) ≍ g(w). For any s ∈ K such that ‖p − s‖∞ < t‖p − q‖∞ ≤ 3−n−m, by using
(a ∨ b)n ≤ t− log(a∨b)/ log 3 · (a ∨ b)−1, we have
Dg(p, s) ≤ C1g(w) (a ∨ b)n ≤ C2Dg(p, q)t
log(a∨b)
− log 3 ,
where a ∨ b = max{a, b}, and C1,C2 are two positive constants independent of
p, q, s.
Now we assume that t > 1. Let n,m ≥ 0 be two integers such that 3−n−1 <
t−1 ≤ 3−n, and 3−m−1 < ‖p − s‖∞ ≤ 3−m. Let w be a word such that |w| = m and
p ∈ Kw. Then Dg(p, s) ≍ g(w). Let q ∈ K be such that ‖p − s‖∞ < t‖p − q‖∞. Then
‖p − q‖∞ > t−1‖p − s‖∞ > 3−m−n−2 so that
Dg(p, q) ≥ C3g(w) (a ∧ b)n ≥ C4Dg(p, s)t
log(a∧b)
− log 3 ,
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where a ∧ b = min{a, b}, and C3,C4 are two positive constants independent of
p, q, s.
Combining above two cases, our assertion follows by letting C = max{C2,C−14 },
κ1 =
log(a∨b)
− log 3 and κ2 =
log(a∧b)
− log 3 . 
3.2. chain condition and heat kernel bounds. In order to obtain the two-sided
sub-Gaussian heat kernel estimates, especially in obtaining the off-diagonal lower
bound from near diagonal lower bounds by using a standard “chain argument”, one
requires the metric to satisfy the chain condition, see for example [11].
Definition 3.6. A metric space (M, d) is said to satisfy the chain condition if there
exists a constant C > 0 such that for any two points p, q ∈ M and for any positive
integer n there exists a sequence {qi}ni=0 of points in M such that q0 = p, qn = q and
d(qi, qi+1) ≤ Cd(p, q)
n
, for all i = 0, 1, · · · , n − 1. (3.10)
On the Sierpinski carpet, we know from above studies that there are many
choices of (a, b) to construct a metric Dg. However, the more interesting case
is that (a, b) are on the critical lines I1 = {(a, b) : 0 < a ≤ b < 1, 2a + b = 1} and
I2 = {(a, b) : 0 < b ≤ a < 1, a + 2b = 1}. We will show that a metric Dg satisfies
the chain condition if and only if (a, b) ∈ I1 ∪ I2.
Theorem 3.7. For (a, b) ∈ σ, Dg satisfies the chain condition if and only if (a, b) ∈
I1 ∪ I2.
We separate the proof of Theorem 3.7 into the following two lemmas.
Lemma 3.8. For (a, b) ∈ I1 ∪ I2, Dg satisfies the chain condition.
Lemma 3.9. For (a, b) ∈ σ \ (I1 ∪ I2), Dg does not satisfy the chain condition.
Proof of Lemma 3.8. We separate the proof into two cases, that is (a, b) ∈ I1 and
(a, b) ∈ I2. By the definition of chain condition, it suffices to show that there exists
c0 > 1 and a sequence of increasing positive integers {nk}k≥1 with limk→∞ nk = +∞
and nk+1
nk
≤ c0 for all k, such that (3.10) holds for all nk’s. We will prove this by
inductive construction.
Case 1. (a, b) ∈ I1. Let p , q ∈ K. Without loss of generality, we may assume
that |xp − xq| ≥ |yp − yq|. Let m ∈ Z+ satisfying 3−m < |xp − xq| ≤ 3−m+1. Then
it is easy to check that there exists a positive integer 2 ≤ n1 ≤ 4, and a sequence
of points {q1,i}n1i=0 ⊂ K, and a chain γ1 =
(
w(1, 1), . . . ,w(1, n1)
)
between p and q,
with |w(1, i)| = m for all i, and q1,0 = p, q1,n1 = q, both q1,i−1 and q1,i are contained
in Kw(1,i) for 1 ≤ i ≤ n1, and q1,i−1q1,i is one of the four edges of the square
Fw(1,i)([0, 1]
2) for 1 < i < n1. In the case that n1 = 2, we require that q1,1 is both
a vertex of Fw(1,1)([0, 1]
2) and a vertex of Fw(1,2)([0, 1]
2). Since Dg is 1-adapted
to g, there exists a constant c1 > 0 which is only dependent on a and b, such that
g(γ1) ≤ c1Dg(p, q).
Assume that for some positive integer k, we have already constructed a finite
sequence {qk,i}nki=0 ⊂ K and a chain γk = {w(k, i)}nki=1 ⊂ Σ∗ between p and q, with
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the property that qk,0 = p, qk,nk = q, both qk,i−1 and qk,i are two points in Kw(k,i) for
1 ≤ i ≤ nk, and qk,i−1qk,i is one of the four edges of the square Fw(k,i)([0, 1]2) for
1 < i < nk.
Now we will insert at most four points to {qk,i}nki=0 to obtain a new sequence
{qk+1,i}nk+1i=0 and a corresponding chain γk+1. Pick τk ∈ {1, 2, . . . , nk}, such that
g(w(k, τk)) = max{g(w(k, j)) : 1 ≤ j ≤ nk}. (3.11)
In the case that 1 < τk < nk, from the inductive construction, qk,τk−1qk,τk is
one of the four edges of the square Fw(k,τk )([0, 1]
2). Let qk+1, j = qk, j for j < τk,
qk+1, j+2 = qk, j for j ≥ τk, and
qk+1,τk =
2
3
qk,τk−1 +
1
3
qk,τk , qk+1,τk+1 =
1
3
qk,τk−1 +
2
3
qk,τk . (3.12)
Denote w(k + 1, j) = w(k, j) for j < τk and w(k + 1, j + 2) = w(k, j) for j > τk. For
j = τk, τk + 1, τk + 2, we denote by w(k + 1, j) the subcell of w(k, τk) containing
qk+1, j−1 and qk+1, j. Let nk+1 = nk + 2 and γk+1 =
(
w(k + 1, 1), . . . ,w(k + 1, nk+1)
)
.
From 2a + b = 1, we have g(γk+1) = g(γk).
In the case that τk = 1, from the inductive construction, we have qk,0, qk,1 ∈
Kw(k,1). Then there exists an integer 1 ≤ ℓk ≤ 5 and points qk+1,0, qk+1,1, . . . , qk+1,ℓk ,
and subcells w(k+ 1, j), j = 1, . . . , ℓk, of w(k, 1) with |w(k+ 1, j)| = |w(k, 1)|+ 1 for
all 1 ≤ j ≤ ℓk, such that qk+1,0 = qk,0, qk+1,ℓk = qk,1, and qk+1,0, qk+1,1 ∈ Kw(k+1,1),
and qk+1, j−1qk+1, j is one of the four edges of the Fw(k+1, j)([0, 1]2) for j = 2, . . . , ℓk.
In the case that ℓk = 2, we require that qk+1,1 is both a vertex of Fw(k+1,1)([0, 1]
2)
and a vertex of Fw(k+1,2)([0, 1]
2). From 2a + b = 1, we can also require that
ℓk∑
j=1
g(wk+1, j) ≤ (1 + a + b)g(wk,1).
Denote qk+1, j+ℓk−1 = qk, j and wk+1, j+ℓk−1 = wk, j for j ≥ 2. Define nk+1 = nk + ℓk − 1
and γk+1 =
(
w(k + 1, 1), . . . ,w(k + 1, nk+1)
)
. Then
g(γk+1) ≤ (a + b)g(wk,1) + g(γk). (3.13)
In the case that τk = nk, we can do similarly as in the case τk = 1.
By induction, for each positive integer k, we obtain a sequence of points {qk,i}nki=0
and a chain γk =
(
w(k, 1), . . . ,w(k, nk)
)
. From n1 ≥ 2 and 0 ≤ nk+1 − nk ≤ 4, we
have nk+1/nk ≤ 3. From the definition of γk and (3.13), we can obtain that
g(γk) ≤ (a + b)max{g(w1,1), g(w1,n1 )}
∞∑
i=0
bi + g(γ1) ≤
(a + b
1 − b + 1
)
g(γ1).
Denote c2 = c1
(
1 + (a + b)/(1 − b)). Then g(γk) ≤ c2Dg(p, q) for all k.
Notice that g(w(1, i)) ≤ (b/a)2g(w(1, j)) for all i, j ∈ {1, . . . , n1}. Define
k0 = min{k ∈ Z+ : bk(b/a)2 < 1}.
Then in the case that k ≥ k0, we have w(k, j) < {w(1, 1), . . . ,w(1, n)} for all 1 ≤ j ≤
nk. That is, for each 1 ≤ j ≤ nk, there exists j′ < k, such that w(k, j) is a son of
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w( j′, τ j′). It implies that for 1 ≤ i ≤ nk,
g(w(k, i)) ≤ g(w( j′, τ j′)) ≤ a−1g(w(k, j)), j ∈ {1, . . . , nk}.
Thus
g(w(k, i)) ≤ a
−1
nk
nk∑
j=1
g(w(k, j)) =
a−1
nk
g(γk) ≤
a−1c2
nk
Dg(p, q)
so that Dg(qk,i−1, qk,i) ≤ g(w(k, i)) ≤ a
−1c2
nk
Dg(p, q).
In the case that k < k0, we have nk ≤ 4k+2 < 4k0+2. Thus, for each 1 ≤ i ≤ nk,
Dg(qk,i−1, qk,i) ≤ g(γk) ≤ c2Dg(p, q) ≤ (4k0 + 2)c2
nk
Dg(p, q)
so that the chain condition holds.
Case 2. (a, b) ∈ I2. We use the same method as in Case 1. The difference is in
the following.
In the first step, for each 1 < i < n1, we require that q1,i−1q1,i is one of follow-
ing line segments contained in the square Fw(1,i)([0, 1]
2): the endpoints of the line
segment are the midpoint of edges of the square, and the slope of the line segment
takes values in {1,−1}.
From step k to step k + 1, if 1 < τk < nk, then we use (3.12) to insert two points.
By using 2b + a = 1, we have g(γk+1) = g(γk). If τk = 1, we insert points similarly
to the first step. That is, we require that for all j = 2, . . . , ℓk, qk+1, j−1qk+1, j is one
of following line segments in the square Fw(k+1, j)([0, 1]
2): the endpoints of the line
segment are the midpoint of edges of the square, and the slope of the line segment
takes values in {1,−1}. The case τk = nk is same as the case τk = 1.
Using the same argument as in Case 1, we can see that the chain condition
holds. 
Proof of Lemma 3.9. We prove the lemma by using the argument of contradiction.
From σ \ (I1 ∪ I2) = (σ1 \ I1) ∪ (σ2 \ I2), we consider the following two cases.
Case 1. (a, b) ∈ σ1 \ I1, i.e., b ≥ a and 2a + b > 1. We assume that Dg satisfies
the chain condition. Let a˜ = aλ and b˜ = bλ, where λ > 1 is the unique solution of
the equation
2aλ + bλ = 1,
then (˜a, b˜) ∈ I1. Let g˜ and Dg˜ be the weight function and its induced metric associ-
ated with (˜a, b˜). Clearly we have
g˜(w) = g(w)λ,
for any w ∈ Σ∗, and hence for any chain γ = (w(1),w(2), . . . ,w(m)),
g˜(γ) =
m∑
i=1
g˜
(
w(i)
)
=
m∑
i=1
g
(
w(i)
)λ ≤
 m∑
i=1
g
(
w(i)
)
λ
= g(γ)λ.
This implies that for any p, q ∈ K, we have
Dg˜(p, q) ≤ Dg(p, q)λ. (3.14)
METRICS ON THE SIERPINSKI CARPET BY WEIGHT FUNCTIONS 19
Fix p , q ∈ K. Then both Dg(p, q) > 0 and Dg˜(p, q) > 0 hold. By the chain
condition of Dg as we assumed, there is C > 0 such that for any positive integer n,
there is a chain p = q0, q1, · · · , qn = q such that
Dg(qi, qi+1) ≤ C
Dg(p, q)
n
, for i = 0, 1, · · · , n − 1.
By using (3.14) for each pair (qi, qi+1), we have
Dg˜(qi, qi+1) ≤ Dg(qi, qi+1)λ ≤
(
C
Dg(p, q)
n
)λ
,
and hence
Dg˜(p, q) ≤
n−1∑
i=0
Dg˜(qi, qi+1) ≤ n
(
C
Dg(p, q)
n
)λ
= n1−λ
(
C · Dg(p, q)
)λ
.
By letting n → ∞, we obtain that Dg˜(p, q) = 0. This is a contradiction to the fact
that Dg˜(p, q) > 0.
Case 2. (a, b) ∈ σ2 \ I2, i.e., a ≥ b and a + 2b > 1. By letting a˜ = aλ and b˜ = bλ
with λ > 1 satisfying
aλ + 2bλ = 1,
and using the same argument as in Case 1, we can also find that Dg does not satisfy
the chain condition. 
Let Xt be the standard Brownian motion on the Sierpinski carpet K constructed
in [1, 18]. Let µ be a self-similar measure on K with positive probability weights
{µi}8i=1 satisfying
∑8
i=1 µi = 1. From [14, Theorem 3.4.5], µ is volume doubling if
and only if µ1 = µ3 = µ5 = µ7, µ2 = µ6 and µ4 = µ8. Here we just deal with the
more restricted case that µ2 = µ4, and hence µ1 = µ3 = µ5 = µ7, µ2 = µ4 = µ6 = µ8,
and µ1+µ2 = 1/4. We now study the time change of the standard Brownian motion
on K via the measure µ.
Let ρ be the renormalization factor of the associated Dirichlet form (E,F ) on
L2(K, µ). Since ρ > 1, we define the effective resistance R(x, y) between x and y
for x, y ∈ K as follows: if x = y, define R(x, y) = 0; if x , y, let
R(x, y)−1 := inf{E(u) : u ∈ F , u(x) = 0, u(y) = 1}.
Then R(·, ·) is a metric on K, such that for any x, y ∈ K,
R(x, y) ≍ |x − y|γ,
where γ = log ρ/ log 3.
To obtain the two-sided sub-Gaussian heat kernel estimates, we intend to find
a proper metric d satisfying both the chain condition, and the following property:
there exists a positive real number β such that for all x, y ∈ K,
R(x, y) · µ
(
B
(
x, d(x, y)
)) ≍ d(x, y)β.
A good choice is to use the metrics constructed via self-similar weight functions.
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We simplify this into the following: find a and b such that (a, b) ∈ I1 ∪ I2, and
for any integer n ≥ 0 and for any finite word w with |w| = n,
ρ−n · µw = ga,b(w)β.
By solving this equation we get
a = (µ1/ρ)
1
β , b = (µ2/ρ)
1
β , (3.15)
where β is the unique positive number satisfying:(
µ1 ∨ µ2
ρ
) 1
β
+ 2
(
µ1 ∧ µ2
ρ
) 1
β
= 1, (3.16)
with µ1 ∨ µ2 = max{ µ1, µ2} and µ1 ∧ µ2 = min{ µ1, µ2}.
Let d = Dga,b be the metric constructed by ga,b with (a, b) as in (3.15). Then
by applying [14, Theorem 3.2.3], the heat kernel of the Dirichlet form (E,F ) on
L2(K, µ) exists, and enjoys the following two-sided sub-Gaussian estimate:
pt(x, y) ≍
1
V(x, t1/β)
exp
−c
(
d(x, y)
t1/β
) β
β−1
 ,
where β is given by the equation (3.16), and V(x, t1/β) = µ({z : d(x, z) ≤ t1/β}).
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