Abstract: We optimize a supply chain with three echelons that is modeled as a time-invariant discrete-time system with uncertain parameters. A straight forward application of nonlinear programming methods results in a point of operation that indeed is optimal, but unstable. In order to find a point of operation that is both optimal and stable, we augment the optimization problem by constraints for robust dynamics known as normal vector constraints. Essentially, the normal vector constraints guarantee stability of the system by ensuring all eigenvalues of its Jacobian to lie in the open unit circle. The normal vector constraints can be used to ensure robust stability by enforcing the eigenvalue placement even if the model is subject to parametric uncertainty. By applying the normal vector method to a discrete-time system with 24 dynamical equations and nine uncertain parameters, we demonstrate that the method is appropriate for models that cannot conveniently be handled anymore by analytical methods.
INTRODUCTION
It is well-known that a cost optimization of a supply chain may result in an unstable operation point. Since any effort necessary to stabilize an unstable optimal point induces additional cost, a stabilized optimal point may no longer be optimal. There may exist another mode of operation that is suboptimal, if the cost of stabilization is not accounted for, but turns out to be optimal, if the cost of stabilization is accounted for, for example. Consequently, any optimization method that can take stability properties into account during the optimization, rather than only after the optimization, is of interest in supply chain optimization.
A number of methods for optimization of supply chains with stability constraints have been devised. If the exact stability boundaries are known analytically, this analytical description can often be turned into constraints of a constrained optimization problem. Exact analytical descriptions of stability boundaries can rarely be calculated, however. Alternatively, stability boundaries can be calculated numerically with methods from applied bifurcation theory (see, e.g. Kuznetsov (1998) ). This is only an option, however, if the stability boundary is a function of a few, say 2-3, parameters only. Disney et al. (2004) optimize a single echelon supply chain model and restrict the optimization parameters to an approximated stability region. Because an approximation of the stability region is used, sufficient constraints for stable operation can be stated explicitly in this case. However, the approximation of the stable region of operation often leads to a conservative optimization result.
Another method to stabilize a production and inventory control system was used by Sarmiento et al. (2007) and Disney et al. (2000) . These authors minimize the area under the curves of step responses to guarantee stability of operation. This approach is intuitive and powerful, but it turns the original optimization problem with a single economic objective into a multi-objective optimization, since the original cost function has to be combined with the described one. Weighing factors for the multi-objective function either have to be chosen on a case-by-case basis, or Pareto optimal sets have to be calculated instead of optimal points.
In this paper we present results for the optimization of a three echelon supply chain that have been obtained with the so-called normal vector method (Mönnigmann and Marquardt (2002) ; Mönnigmann et al. (2007) ). The normal vector method describes the exact stability boundary of the nonlinear system based on concepts from applied bifurcation theory. Based on this implicit but exact description, constraints can be added to the optimization problem that guarantee stability of the optimal point of operation. The normal vector method can also be used to guarantee robustness in the sense that the optimal stable point does not go unstable if the optimal parameters drift within a specified region of uncertainty. This is explained in more detail in Sect. 4. We stress that the stability boundaries neither need be known a priori nor be approximated a priori. Moreover, there is no need for a multi-objective function, since stability and robustness are treated with constraints rather than with additional terms in the objective function. The paper is organized as follows. In Sect. 2 we introduce the model of the three echelon supply chain. Sect. 3 presents some reference results for the optimization with no constraints on stability. The concept of the normal vector method is explained in Sect. 4. Sect. 5 reports the results of the optimization with the normal vector method, i.e. the optimization with constraints for robust stability and related cases. Finally, we state a summary and conclusion in Sect. 6.
SUPPLY CHAIN MODEL OUTLINE
A block diagram of the considered supply chain is shown in Fig. 1 . Three individual echelons, namely retailer, distributor, and manufacturer, are linked together to form a supply chain. The echelons are coupled sequentially because the order rate signals of each consuming echelon becomes the demand input signal of its supplying echelon. Specifically, the retailer's and distributor's orders become inputs to the distributor and manufacturer echelons, respectively. Each individual echelons belongs to the class of automatic pipeline, inventory and order-based production control system (APIOBPCS) (John et al. (1994) ).
The operation of the supply chain can be described as follows. Once in every time period the inventories are assessed in each echelon, and orders are placed to the respective supplier. Since the ordering and replenishment processes happen periodically at distinct points in time, it is natural to state a discrete-time model for the supply chain.
Each APIOBPCS block in Fig. 1 has two input variables, namely the target inventory (TINV k , k ∈ {R, D, M }) and its respective customer order rate, which are labeled CONS, retailer's orders, and distributor's orders in the figure, respectively. Note that TINV k define the optimal safety stocks. The actual inventory levels (AINV k ) and the work in progress (WIP k ) are considered to be the output variables of the respective block. Note that each block by itself is a system with feedback. Specifically, the actual inventory level (AINV k ) is fed back and subtracted from the target inventory (TINV k ) to give the error in inventory. Similarly, the work in progress (WIP k ) is fed back and subtracted from the desired work in progress (DWIP k ) to result in the error in work in progress (EWIP k ). The completion rates (COMRATE k ) are delayed order rates (ORATE k ), i.e. COMRATE k = ORATE k−T p k . Finally, the average consumption rates (AVCON k ) are interpreted as a forecast of the sales of the respective echelon. The model shown in Fig. 1 is stated in terms of discrete-time difference equations in Appendix A for completeness.
One time step corresponds to one week. Target inventories are set to TINV k = 0 for all k ∈ {R, D, M }. The production delays T p k are chosen to be equal to two, three, and four weeks for the retailer, distributor, and manufacturer echelon, respectively. These values are chosen for the sake of illustration only. The constants Tp k are set equal to T p k . Finally, T w k , T i k , and T a k are unknown parameters that will be subject to optimization. Moreover, these parameters are uncertain in the sense that each echelon may adjust its parameters within a certain range around the optimal values.
The three echelon supply chain model stated in Appendix A and illustrated in Fig. 1 belongs to the class of discretetime difference equations of the form
where x ∈ R nx , α ∈ R nα , and p ∈ R np are state variables, uncertain parameters, and known parameters, respectively. The function f is assumed to be defined and smooth on an open subset of R nx ×R nα ×R np for all t ∈ N. For the particular example treated here there exist n p = 9 uncertain parameters
OPTIMIZATION OF THE MODEL WITHOUT CONSTRAINTS ON DYNAMICS
Single echelon APIOBPCS has previously been optimized by Disney et al. (2000 Disney et al. ( , 2004 . Disney et al. (2008) and Hosoda and Disney (2006) showed that the optimal results obtained for the single echelon are not optimal if multiple echelons are considered simultaneously. The three echelon APIOBPCS model considered here has not been optimized before to the authors' knowledge.
We optimize the three echelon model introduced in Sect. 2 without constraints on dynamics in this section. These optimization results serve as a reference in two ways. For one, the resulting optimal point turns out to be unstable. Consequently, stability boundaries must be considered. Secondly, the cost of stability and robustness can be analyzed by comparing the cost function value at the unstable optimal point to the optimal and stable points found with the normal vector method in subsequent sections. The reference optimization problem without normal vector constraints reads min
where x (0) ∈ R nx is the candidate optimal steady state, or fixed point, of the system (1) and α (0) ∈ R nα is the vector of optimal uncertain parameters. Following Disney et al. (2004 Disney et al. ( , 2008 and Hosoda and Disney (2006) we define the cost function φ as
where σ
, and σ 2 CON S are the variances of ORATE k,t , AINV k,t , and CONS t , respectively. The ratios of the order rates and inventories involved in the calculation of cost function (3) are listed in Appendix B.
An optimal solution of (2) is given by
We note that all numerical optimization are carried out with the commercial solver NPSOL (Gill et al. (2001) ). The cost function (3) evaluates to approximately 4.82 at the point (4). The infinite parameter values are not an unusual result. Disney et al. (2004) , for example, reported T a (0) = +∞ as an optimal value for the simplified single echelon APIOBPCS model. We stress that Disney et al. (2004) optimize the single echelon supply chain under the additional restriction T i (0) = T w (0) . This restriction is not imposed here.
Figs. 2 (a), (b), and (c) show the step responses of the inventories of retailer, distributor, and manufacturer echelons at the optimal point (4), respectively. These figures show that the optimal point is unstable. Obviously, the dynamical properties of the system must be considered in the cost optimization. To this end, the normal vector method is introduced in Sect. 4 and applied to the three echelon supply chain in Sect. 5.
NORMAL VECTOR METHOD BACKGROUND
We give a brief and informal introduction to the method. For details the reader is referred to Mönnigmann and Marquardt (2002) . The extension of the normal vector method to discrete-time systems of form (1) has recently been stated by Kastsian and Mönnigmann (2010) . We stress that the essential idea of measuring distances to bifurcation boundaries with normal vectors has first been suggested by Dobson (1993) .
According to a basic but fundamental result in nonlinear systems theory, a fixed point, or steady state, of a system of the form (1) is asymptotically stable, if the eigenvalues of its Jacobian are confined to the open unit circle in the complex plane (see e.g. Hinrichsen and Pritchard (2005) ). This idea is used in applied bifurcation theory to detect stability boundaries by analyzing eigenvalues along curves or higher dimensional manifolds of fixed point (see Step responses of the inventory levels for the optimal point (4) of the optimization (2) without constraints on dynamics.
e.g. Kuznetsov (1998) ). Assume, for example, that all but one parameters of a system of the form (1) are fixed, say α 2 = α 2,0 , . . . , α nα = α nα,0 , and consider a one-parametric curve α 1 → ξ(α 1 ) ∈ R nx of fixed points of (1), i.e. of points that obey the fixed point equation for (1) ξ(α 1 ) = f (ξ(α 1 ), α 1 , α 2,0 , . . . , α nα,0 , p). If there exist both a stable and an unstable fixed point on the curve, then there exists a critical fixed point on the curve for which the Jacobian has one or more eigenvalues with modulus one. Under mild genericity conditions (Golubitsky and Schaeffer (1985) ; Kuznetsov (1998) ) this critical point unfolds to a one-parametric curve (twodimensional manifold, three dimensional manifold etc.) if two (three, four etc.) parameters α i are varied. Essentially, these manifolds of critical points locally split the manifold of fixed points into regions of stable and unstable behavior. A sketch of three one-dimensional manifolds of critical points is shown in Fig. 3 . More precisely, the figure shows the projection of the discussed manifold onto the space of the two parameters α 1 and α 2 . When considered together, these manifolds of critical points separate the region in which stable fixed points exist from the regions with unstable fixed points in the (α 1 , α 2 )-plane.
We anticipate that critical points need not necessarily be defined by a modulus-one eigenvalue, but eigenvalues can be confined to a circle in the complex plane with radius R eig < 1. This idea will be used in Sect. 5 to tune the decay rate of disturbances, which usually becomes unacceptable if R eig → 1 (see e.g. Hinrichsen and Pritchard (2005) ).
Having introduced the notion of a critical manifold, the essential ideas of the normal vector method can be illustrated with Fig. 3 . As explained above, we would like to consider only those points in the optimization that lie in the shaded area. Moreover, we would like to guarantee any candidate optimal point to lie far enough from the critical boundary in order to ensure robustness. This idea is detailed in the remainder of this section. . Along vector r the parametric distance d between these boundary and optimal point can be measured.
A candidate optimal point is labeled α (0) in Fig. 3 . The vector r marks the direction that passes through α (0) and is normal to the critical manifold. By keeping the distance labeled d sufficiently large, the candidate point is guaranteed not to cross the critical boundaries even if the parameters α 1 , α 2 are uncertain up to an uncertainty ∆α 1 and ∆α 2 . This idea can formally be stated as the constraint
where d min is the lower bound on the distance to the critical manifold. Note that the choice d min = 0 corresponds to the case where any candidate point is forced to lie in the desired region but no robustness is enforced.
The shaded square shown in Fig. 3 illustrates the idea of a robustness region. Permitting the parameters α i to vary in this area is equivalent to imposing the constraint
6) More generally, a metric has to be introduced, since the parameters α i may not have the same physical unit. A simple metric results, if the parameters are measured in units of their admissible uncertainty ∆α i . In this case Eq. (6) must be replaced according to α j → α j /∆α j and α
The square defined by the intervals on the r.h.s. of Eq. (7) can conveniently be overestimated by a hyperball of radius d min = √ n α . The circle shown in Fig. 3 illustrates the case
The vector r that is normal to the critical boundary at the point α (c) can be calculated from systems of nonlinear equations of the form
wherex (c) is a vector of auxiliary variables. We note that equations G can be derived by applying a simple scheme of derivation (Mönnigmann and Marquardt (2002) ) to well-known augmented systems from applied bifurcation theory (Kuznetsov (1998) ). While simple, these calculations admittedly are often tedious and therefore beyond the present paper. We refer the reader to Kastsian and Mönnigmann (2010) for details on normal vector systems G for discrete-time models of the form (1).
Using the normal vector equations (8) and the geometric constraint (5), the original optimization problem (2) can be augmented by constraints for stability. The resulting optimization problem with normal vector constraints reads min
Note that multiple critical boundaries may exist as illustrated in Fig. 3 . In this case the normal vector constraints (5) have to be stated for each of these boundaries. Furthermore, note that the location of the critical manifolds need not be known a priori, but critical manifolds can be detected automatically as the optimization proceeds. For details we refer the reader to Mönnigmann et al. (2007) .
NORMAL VECTOR METHOD APPLICATION TO THE SUPPLY CHAIN MODEL
We report two optimization results for the three echelon supply chain. The first result has been obtained with constraints for stability but without parametric robustness (d min = 0, or equivalently, ∆α i = 0 for all i). In the second case parametric robustness (d min > 0, or equivalently ∆α i > 0 for all i) is enforced. As anticipated in the previous section we consider the case R eig < 1. Specifically, we choose R eig = 0.95. This value is not chosen for any particular reason, however, but for the sake of illustration only.
The critical manifolds that result for R eig = 0.95 are shown in Fig. 4 . We note that the projections of the critical boundaries onto the T w k -and T i k -axes are independent of all other parameters for all k ∈ {R, D, M }. Also boundaries for T a k are independent and correspond to simple linear constraints. It is therefore sufficient to consider only the six projections that are shown in Fig. 4 . Figs. 4 (a), (b), and (c) correspond to the critical boundaries obtained for retailer, distributor, and manufacturer echelons, respectively.
We first consider the optimization problem augmented by normal vector constraints (9) (10) is an optimal point for this problem. It is marked by a filled circle in Fig. 4 . The cost function (3) evaluates to approximately 9.10 at this point.
The second optimization problem differs from the first one only with respect to the uncertainties. Following Disney et al. (2000) we assume that parameters are uncertain by 25%. More specifically, we set the uncertainties ∆α j to The point (11) is shown in Fig. 4 . The cost function (3) equals to approximately 9.54 at this point. Fig. 4 clearly shows that the entire uncertainty region lies in the required region of the parameter space. It is also apparent from this figure that switching from d min = 0 to d min > 0 may result in a nontrivial relocation of the optimal point. Finally, we illustrate the stable behavior at the optimal point (11) in Fig. 5 . This figure shows a step response of the inventory levels. In contrast to the unstable behavior shown in Fig. 2 , the system is stable. Moreover, the system quickly returns to steady state after the step input.
SUMMARY AND CONCLUSION
We reported results for the optimization of a three echelon production an inventory control system. We showed that the optimization of this model leads to an unstable solution if the system dynamics are ignored in the optimization. We applied the normal vector method in order to find an optimal and stable steady state of operation. Furthermore, we demonstrated that the normal vector method can not only be used to guarantee stability of the optimal point, but also its robustness, where robustness refers to persistence of stability despite parametric uncertainty. Table 1 summarizes our results. Clearly, the cost function value given in the first row of Tab. 1 is the most attractive one. The corresponding steady state of operation is of little use, however, since it is unstable. The cost value increases by 89% if stability constraints are enforced with the normal vector method, and by 98% if parametric robustness is imposed. These figures can interpreted as cost of stability and robustness, respectively. Note that the cost incurred with the constraints for robustness is only about 5% higher than the cost that results with the stability constraints.
The results discussed above show that the normal vector method can be applied to production and inventory control systems with multiple echelons. We believe these results demonstrate that the normal vector method becomes an interesting alternative for APIOBPCS supply chain optimization whenever stability boundaries or related boundaries must be considered that depend on more than, say, 2-3 model parameters.
