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Abstract
This article is concerned with the analytical and numerical investigations of a one-dimensional population balance model for
batch crystallization processes. We start with a one-dimensional batch crystallization model and prove the local existence and
uniqueness of the solution of this model. For this purpose Laplace transformation is used as a basic tool. A semi-discrete high
resolution finite volume scheme is proposed for the numerical solution of the current model. The issues of positivity (monotonicity),
consistency, stability and convergence of the proposed scheme for the current model are analyzed and proved. Finally, we give a
numerical test problem. The numerical results of the proposed high resolution scheme are compared with the solution of the reduced
four-moments model and the first-order upwind scheme.
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1. Introduction
Crystallization is the process of formation of solid crystals from a homogeneous solution and is essentially a
solid–liquid separation technique. It is an important separation and purification process used in pharmaceutical,
chemical and food industries. The crystallization concept is very simple and well known. A solution can become
supersaturated either by cooling or by evaporation of the solvent. The process consists of two major events, nucleation
and crystal growth. In the case of nucleation, the solute molecules dispersed in the solvent come together to form stable
clusters in the nanometer scale under current operating conditions. These stable clusters constitute the nuclei. However
when the clusters are not stable, they re-dissolve. Therefore, for stable nuclei the clusters need to achieve a critical size.
Such a critical size is dictated by the operating conditions such as temperature, supersaturation, etc. Supersaturation is
the driving force of the crystallization, hence the rate of nucleation and growth is driven by the existing supersaturation
in the solution. Depending upon the conditions, either nucleation or growth may be predominant over the other. As a
result, crystals with different sizes and shapes are obtained.
∗ Corresponding author. Tel.: +49 391 6712027; fax: +49 391 6718073.
E-mail address: shamsul.qamar@mathematik.uni-magdeburg.de (S. Qamar).
0377-0427/$ - see front matter c© 2007 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2007.12.012
716 S. Qamar, G. Warnecke / Journal of Computational and Applied Mathematics 222 (2008) 715–731
Population balance models (PBMs), introduced in the late seventies [15], are the widely used simulation tool for
different processes encountered in several scientific and engineering disciplines. They can be used to describe the time
evolution of one or more property distributions of a population of particles. PBMs are used to study e.g., precipitation,
polymerization, crystallization, particle size distribution (PSD) of crushed material and rain drops, dispersed phase
distributions in multiphase flows, and so on. Typical phenomena occurring in these fields include growth, nucleation,
aggregation, fragmentation, and melting, among others. However, in this work only growth and nucleation processes
will be considered.
In this article we consider a relatively simple population balance equation for modeling batch crystallization
processes. Attrition is not explicitly included in this batch crystallization model. Instead, the production of small
fragments by attrition is incorporated implicitly in the nucleation rate. Moreover, breakage and agglomeration of
crystals are also neglected. Consequently, the resulting batch models are not expected to be able to predict the effects
of, e.g., scale-up or changes in the operating conditions. Nevertheless, they are capable of describing the behavior of
a given process in the relevant operating range fairly well. Afterwards, we prove the local existence and uniqueness of
the solution of this model by considering size-independent growth case. For this purpose the Laplace transformation is
used as a basic tool which transforms the given population balance equation to a linear ordinary differential equation
coupled with a reduced four-moments model and an algebraic equation for mass. Hence, the basic existence and
uniqueness theorems used for ordinary differential equations can be employed, see [1,9].
Since population balance equations (PBEs) can be solved analytically for simplified cases only, numerical schemes
are usually needed. Many studies are therefore focused on the development of accurate and efficient numerical
solutions of the population balance equations, see [16,17].
Different high resolution finite volume schemes have already been used for the numerical solution of PBEs, see [7,
8,2,6,11,12,14,13]. These high resolution schemes were originally derived for the numerical solutions of hyperbolic
systems which arise in astrophysical flows, gas dynamics, detonation waves and multiphase fluid flows. The main
properties of these schemes are desired high-order accuracy on coarse grids and resolution of sharp discontinuities to
avoid numerical diffusion and numerical dispersion which leads to unphysical oscillations. Since these schemes are
developed for general purposes, they can be applied to hyperbolic problems in divergence form without knowing the
details of physical characteristics.
In this article we use a high resolution finite volume scheme of Koren [5] for the numerical solution of the current
model. This scheme has already been presented in our article [12]. The main aim of this work is to discuss and prove
the issues of positivity (monotonicity), consistency, stability and convergence of this scheme for the current model.
Moreover, we consider one test problem for comparing the numerical results and errors in the mass balances of the
current high resolution scheme with those from a reduced four-moments model.
This article is organized as follows. In Section 2, we give the proposed crystallization model for size-dependent
growth. In Section 3, we prove the local existence and uniqueness of the current model for the size-independent
growth case. In Section 4, a high resolution scheme of Koren [5] is presented. The issues of positivity (monotonicity),
consistency, stability and convergence of this scheme for the current model are thoroughly analyzed. In Section 5, a
numerical test problem is presented. The numerical results of the proposed scheme are compared with the reduced
four-moments model and the first-order upwind scheme. Finally, Section 6 gives conclusions and remarks.
2. One-dimensional batch crystallization model
In the one-dimensional batch crystallization model, the size of crystals is defined by a characteristic length l.
The crystal size distribution (CSD) is described by the number density function n(t, l) ≥ 0, which represents the
number of crystals per crystal length. As described above, the current model is based on a number of simplifying
assumptions. Moreover, crystal growth rate can be independent/dependent of/on crystal size but we assume that nuclei
are formed at minimum crystal size. Balancing the number of crystals in an infinitesimal interval of crystal length,
a partial differential equation is obtained which, together with appropriate initial and boundary conditions, describes
the temporal evolution of the CSD [10,19]
∂n(t, l)
∂t
= −∂[G(t, l,m)n(t, l)]
∂l
+ B0(t,m)δ(l − l0), (t, l) ∈ R2+, (2.1)
n(t0, l) = n0(l) l ∈ R+, (2.2)
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where t0 ≥ 0 and R+ :=]0,∞[. Here, m := m(t) > 0 represents the solute mass in the liquid phase, n0(l) ∈ R≥0
denotes the CSD of seed crystals added at the beginning of the batch, G(t, l,m) ≥ 0 length- and mass-dependent
growth rate, B0(t,m) ≥ 0 is the nucleation rate at minimum crystal size l0 > 0 and δ is the Dirac delta distribution.
Since the number density outside the computational domain is assumed to be zero, the above formulation is
equivalent to considering the homogeneous PBE and defining the ratio of nucleation and growth terms as a left
boundary condition [19]
∂n(t, l)
∂t
= −∂[G(t, l,m)n(t, l)]
∂l
, (t, l) ∈ R2+, (2.3)
n(t0, l) = n0(l), (2.4)
n(t, l0) = B0(t,m)G(t, l0,m) . (2.5)
The j th moment µ j (t) of this number density n(t, l) is defined as
µ j (t) =
∫ ∞
0
l j n(t, l)dl. (2.6)
A mass balance for the liquid phase yields an ordinary differential equation for the solute mass m(t) [10,19]
dm(t)
dt
= −3ρckv
∫ ∞
0
l2 G(t, l,m) n(t, l)dl (2.7)
with m(t0) = m0, (2.8)
where ρc > 0 is the density of crystals and kv > 0 is a volume shape factor defined such that the volume of a crystal
with length l is kvl3. The negative sign on the right-hand side of (2.7) shows that the solute mass decreases in the
solution during crystallization.
The crystal growth depending linearly on size can be defined as [19]
G(t, l,m) = kg[S(t,m)]g(α1 + α2 l), (2.9)
where kg ≥ 0 is the growth rate constant, the exponent g ≥ 1 is a kinetic parameter and α1, α2 are some constants so
that α1 + α2 l ≥ 0. The relative supersaturation S(t,m) can be defined as [19]
S(t,m) := m(t)− msat(t)
msat(t)
, (2.10)
where msat(t) > 0 is the saturation mass of the saturated solution which depends on the temperature of the solution.
A quadratic fit to the solubility data gives
msat(t) = A0 + A1T (t)+ A2T 2(t). (2.11)
Usually, temperature is constant (isothermal case) or a monotonically decreasing function of time (non-isothermal
case). Hence msat(t) either stays constant or decreases with respect to time but remains positive. In this study the
attrition is not considered explicitly but the production of small fragments by attrition is contained implicitly in the
nucleation rate. The nucleation is often defined as [19]
B0(t,m) = kb[S(t,m)]b µ3(t), (2.12)
where µ3(t) ≥ 0 is the third moment defined by (2.6), kb ≥ 0 is nucleation rate constant and the exponent b ≥ 1 is a
kinetic parameter. Nucleation not only depend on the supersaturation but also on the crystal size distribution (CSD).
Both nucleation and growth relation are of empirical nature. The parameters kg, kb, g and b have to be determined by
parameter identification method [10]. The crystallizer temperature T (t) determines the supersaturation and hence it
influences the rates of nucleation B0(t,m) and growth G(t, l,m) through supersaturation S(t).
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3. Existence and uniqueness of the solution
In this subsection we focus on the existence and uniqueness of the solution of the one-dimensional batch crystal
model described by Eqs. (2.1)–(2.12). For this purpose we use the Laplace transformation of the population balance
equation (2.3). For simplicity we assume that the growth term is independent of the crystal size but is a function of
time-dependent mass m(t) only, i.e. G(t,m). In the case of size-independent growth the right-hand side integral in
(2.7) contains the second moment µ2(t). Similarly, Eq. (2.12) depends on the third moment µ3(t). Hence, our goal
also include the derivation of a system of ordinary differential equations for moments µi (t), i = 0, 1, 2, 3 in order to
have a closed system.
Let us define the Laplace transform of n(t, l) by
nˆ(t, s) := L[n(t, l); s] =
∫ ∞
0
e−sln(t, l)dl, s > 0. (3.1)
The Laplace transform of the partial derivative of the number density nl(t, l) := ∂n(t,l)∂l can be similarly defined. The
number density n(t, l) is zero outside the computational domain which is a finite crystal size range. Hence, by using
integration by parts and the fact that number density has a compact support, i.e. n(t, 0) = 0, we obtain
L[nl(t, l); s] =
∫ ∞
0
e−slnl(t, l)dl
=
[
e−sl n(t, l)
]∞
0
+ s
∫ ∞
0
e−sln(t, l)dl
= s nˆ(t, s). (3.2)
In the light of the above definitions, the Laplace transform of Eq. (2.1) gives∫ ∞
0
e−sl ∂n(t, l)
∂t
dl + G(t,m)
∫ ∞
0
e−sl ∂n(t, l)
∂l
dl = B0(t,m)
∫ ∞
0
e−slδ(l − l0)dl
leading to
∂ nˆ(t, s)
∂t
+ sG(t,m)nˆ(t, s) = B0(t,m)e−sl0 . (3.3)
The initial data for this linear differential equation at t0 ≥ 0 are given as
nˆ(t0, s) =
∫ ∞
0
e−sln(t0, l)dl. (3.4)
Differentiating (3.1) with respect to s we obtain
∂ nˆ(t, s)
∂s
= −
∫ ∞
0
le−sl n(t, l) dl,
∂2nˆ(t, s)
∂s2
=
∫ ∞
0
l2e−sl n(t, l)dl,
∂3nˆ(t, s)
∂s3
= −
∫ ∞
0
l3e−sln(t, l)dl.
The above derivatives at s = 0 give using (2.6)
∂ nˆ(t, s)
∂s
∣∣∣∣
s=0
= −
∫ ∞
0
ln(t, l)dl = −µ1(t), (3.5)
∂2nˆ(t, s)
∂s2
∣∣∣∣
s=0
=
∫ ∞
0
l2n(t, l)dl = µ2(t), (3.6)
∂3nˆ(t, s)
∂s3
∣∣∣∣
s=0
= −
∫ ∞
0
l3n(t, l)dl = −µ3(t). (3.7)
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Moreover, Eq. (3.1) at s = 0 gives
nˆ(t, 0) =
∫ ∞
0
n(t, l)dl = µ0(t). (3.8)
Then Eq. (3.3) at s = 0 along with (3.8) gives
dnˆ(t, 0)
dt
= B0(t,m) H⇒ dµ0(t)dt = B0(t,m). (3.9)
Further, the partial derivative of (3.3) at s = 0 gives
∂
∂s
(
∂ nˆ(t, s)
∂t
)∣∣∣∣
s=0
+ G(t,m) ∂
∂s
(s nˆ(t, s))
∣∣∣∣
s=0
= 0
or
∂
∂t
(
∂ nˆ(t, s)
∂s
)∣∣∣∣
s=0
+ G(t,m) [nˆ(t, s)+ snˆs(t, s)]s=0 = 0
which implies
d
dt
(
∂ nˆ(t, s)
∂s
∣∣∣∣
s=0
)
+ G(t,m) nˆ(t, 0) = 0. (3.10)
Finally we get
d
dt
(
∂ nˆ(t, s)
∂s
∣∣∣∣
s=0
)
= −G(t,m) nˆ(t, 0). (3.11)
Recall Eqs. (3.5), (3.8) and (3.11) finally gives
dµ1(t)
dt
= G(t,m)µ0(t). (3.12)
The second derivative of (3.10) at s = 0 gives after simplification
∂
∂t
(
∂2nˆ(t, s)
∂s2
)∣∣∣∣
s=0
+
[
s G(t,m)
∂2nˆ(t, s)
∂s2
+ 2 G(t,m)∂ nˆ(t, s)
∂s
]
s=0
= 0 (3.13)
which implies
d
dt
(
∂2nˆ(t, s)
∂s2
∣∣∣∣
s=0
)
+ 2G(t,m)∂ nˆ(t, s)
∂s
∣∣∣∣
s=0
= 0. (3.14)
Now using (3.5) and (3.6) in (3.14), we obtain
dµ2(t)
dt
= 2G(t,m)µ1(t). (3.15)
Finally, the third derivative of (3.13) at s = 0 gives
∂
∂t
(
∂3nˆ(t, s)
∂s3
∣∣∣∣
s=0
)
+
[
sG(t,m)
∂3nˆ(t, s)
∂s3
+ 3 G(t,m)∂
2nˆ(t, s)
∂s2
]
s=0
= 0 (3.16)
which gives
d
dt
(
∂3nˆ(t, s)
∂s3
∣∣∣∣
s=0
)
+ 3G(t,m)∂
2nˆ(t, s)
∂s2
∣∣∣∣
s=0
= 0. (3.17)
After using (3.6) and (3.7) in the above equation we finally obtain
dµ3(t)
dt
= 3 G(t,m)µ2(t). (3.18)
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Using definition (3.6) for µ2(t) and keeping in mind that growth rate G(t,m) in the present case is independent of the
crystal size, Eq. (2.7) gives
dm(t)
dt
= −3ρckvG(t,m)µ2(t). (3.19)
Using Eq. (3.18) in (3.19) we obtain
dm(t)
dt
= −ρckv dµ3(t)dt
which on integrating over the time interval [t0, t] gives∫ t
t0
dm(τ )
dτ
dτ = −ρckv
∫ t
t0
dµ3(τ )
dτ
dτ.
Hence, we get the following algebraic equation for the mass balance
m(t)+ ρckv µ3(t) = m(t0)+ ρckvµ3(t0). (3.20)
In summary, we get a closed system containing four ordinary differential equations for the moments µi (t), i =
0, 1, 2, 3, coupled with an algebraic equation for the mass m(t). This system is decoupled from the linear differential
equation (3.3).
Knowing the initial number density n(t0, l) and initial mass m(t0) one can calculate all the required initial moments,
growth and nucleation rates. These initial data are sufficient to calculate µi (t) and m(t) at any time 0 ≤ t0 ≤ t .
This coupled system is obtained from Eqs. (3.9), (3.12), (3.15), (3.18) and (3.20) as follows
dµ0(t)
dt
= B0(t,m), (3.21)
dµi (t)
dt
= iG(t,m)µi−1(t), i = 1, 2, 3, (3.22)
m(t)+ ρckvµ3(t) = m(t0)+ ρckv µ3(t0) (3.23)
with initial data for t0 ≥ 0
µi (t0) ≥ 0, m(t0) = m0 > 0, S(t0,m) =
(
m(t0)
msat(t0)
− 1
)
≥ 0, (3.24)
G(t0,m) = kg[S(t0,m)]g ≥ 0, B0(t0,m) = kb[S(t0,m)]bµ3(t0) ≥ 0, (3.25)
where b, g ≥ 1 and kg, kb are non-negative constants. Here msat(t) > 0 is constant or a monotonically decreasing
function of time and is given by relation (2.11). With the help of Eqs. (3.21)–(3.25) we can calculate the growth rate
G(t,m) and nucleation rate B0(t,m) for 0 ≤ t0 ≤ t ≤ tmax. After having the growth and nucleation rates we can
calculate the transformed number density nˆ(t, s) from Eqs. (3.3) and (3.4) in the time interval 0 ≤ t0 ≤ t ≤ tmax.
It is clear from Eq. (3.23) that the mass m(t) is a function of µ3(t), i.e. m(t) = cˆ(µ3(t)). Hence, instead of G(t,m)
and B0(t,m) one can also write G(t, µ3) and B0(t, µ3).
In order to prove the existence and uniqueness of the solution of the above coupled system of moment equations it
is convenient to rewrite the moment system (3.21) and (3.22) in the following form
du(t)
dt
= f(t,u), u(t0) = u0, (3.26)
where
u(t) =

µ0(t)
µ1(t)
µ2(t)
µ3(t)
 , f(t,u) =

B0(t, µ3)
G(t, µ3) µ0
2G(t, µ3) µ1
3G(t, µ3) µ2
 . (3.27)
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The Jacobian matrix J is given by
J := ∂f
∂u
=

0 0 0 b α(t) Sb−1(t, µ3) µ3 + kb Sb(t, µ3)
G(t, µ3) 0 0 β(t) Sg−1(t, µ3) µ0
0 G(t, µ3) 0 β(t) Sg−1(t, µ3) µ1
0 0 G(t, µ3) β(t) Sg−1(t, µ3) µ2
 , (3.28)
where α(t) := − b ρc kv kbmsat(t) and β(t) := −
g ρc kv kg
msat(t)
.
Proposition 3.1. Let Ωt ⊂ R≥0 and Ω ⊂ R≥0 be convex. If f(t,u) is defined on Ωt × Ω and is continuously
differentiable with respect to u ∈ Ω , and finally if the Jacobian matrix J is bounded on Ωt × Ω , i.e,
L := ‖J(t,u)‖Ωt×Ω <∞. (3.29)
Then f ∈ Lip(Ωt ×Ω) with Lipschitz constant L. Here ‖ · ‖ is the matrix norm induced by the Euclidean vector norm
on R4.
Proof. The proof of this proposition is given in the text book by Mattheij and Molenaar [9] (Property 1.7 on Page 27).
Now we apply this proposition to the initial value problem (3.26).
Let us assume that for a given initial number density n(t0, x) ≥ 0 which is sufficiently smooth, the initial mass
m(t0) > 0 and the initial saturated mass msat(t0) > 0 the inequalities (3.24) hold. The function S(t,m) is a smooth
function of time which is initially positive. Hence after a sufficiently small time 0 ≤ t0 < t  1 this function will
still remain non-negative. Moreover, the number density is smooth and non-negative initially hence µi (t) ≥ 0 for
0 ≤ t0 < t  1. Since µ3(t) ≥ 0 and msat given by (2.11) are chosen so that 0 < msat(t) ≤ msat(t0), we get the
following inequality from (3.23)
m(t) ≤ m(t0)+ ρc kv µ3(t0) (3.30)
H⇒ 0 ≤ S(t,m) := m(t)− msat(t)
msat(t)
≤ m(t0)− msat(t)
msat(t)
+ ρckv µ3(t0)
msat(t)
. (3.31)
Hence, both growth and nucleation, which are functions of S(t,m), are non-negative and bounded. Furthermore, the
time we consider is finite and the initial number density is smooth with compact support, i.e. n0(l) ≥ 0 for l ∈ Ωl ,
with Ωl ⊂ R+ finite, and zero otherwise. Hence, all the moments of the number density µi (t) at time 0 ≤ t0 < t  1
are also bounded. Moreover, g, b ≥ 1.
In the light of the above arguments, it is clear that every term of the Jacobian matrix J in (3.28) is continuously
differentiable and bounded. Hence the norm of the Jacobian matrix J itself is bounded and the relation (3.29) holds.
The line segment joining two arbitrary points u1,u2 ∈ Ω is given by
u1 + λ (u2 − u1), 0 ≤ λ ≤ 1.
For any t ∈ Ωt we may write
f(t,u1)− f(t,u2) = −
∫ 1
0
d
dλ
f(t,u1 + λ (u2 − u1))dλ (3.32)
=
∫ 1
0
J(t,u1 + λ(u2 − u1))(u1 − u2)dλ. (3.33)
Taking the norm at both sides we obtain the inequality
‖f(t,u1)− f(t,u2)‖ ≤
∫ 1
0
‖J(t,u1 + λ (u2 − u1))‖ · ‖u1 − u2‖dλ
≤ L‖u1 − u2‖ (3.34)
with L given by (3.29). Here we have used the boundedness of matrices ‖Au‖ ≤ ‖A‖ ‖u‖ for any matrix A ∈ R4×4.

Finally, with the help of Proposition 3.1 we get the following result.
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Theorem 3.1 (Uniqueness). The initial value problem (IVP) (3.26) with f ∈ Lip(Ωt × Ω) for some domain Ωt × Ω
containing (t0,u0) has at most one solution on any time interval for which the solution exists.
Proof. Suppose that both u1 and u2 are solutions of (3.26). The difference w = u1 − u2 then satisfies the IVP
dw
dt
= f(t,u1)− f(t,u2), w(t0) = 0. (3.35)
Multiplying both sides of the ODE by wT we find for the left-hand side
wT
dw
dt
= 1
2
d
dt
(
wT(t)w(t)
)
= 1
2
dz(t)
dt
, (3.36)
where we introduce the notation
z(t) := wT(t)w(t) = ‖w(t)‖2.
For the right-hand side we have
|wT(t)(f(t,u1)− f(t,u2))| ≤ ‖w(t)‖ ‖f(t,u1)− f(t,u2)‖ ≤ L z(t)
with L the Lipschitz constant of f given in (3.29). Combining these results we find for the scalar function z(t)
dz(t)
dt
≤ 2Lz, z(t0) = 0.
Application of the Gronwall lemma ([9], Lemma 1.8 on page 28) directly yields z(t) ≤ 0. Since z(t) ≥ 0 we conclude
that z(t) = 0. This proves that u1 and u2 are identical for t ≥ t0 ≥ 0. 
Theorem 3.2 (Local Existence). The initial value problem (3.26) with f ∈ Lip(Ωt × Ω) for some domain Ωt × Ω
containing (t0,u0) in its interior has a unique solution on a certain interval Ωrt = [t0, t0 + r ], 0 < r  1.
Proof. The proof of this theorem is already given in Theorem 2.3 of the book by Mattheij and Molenaar [9] on pages
31–33. An essential ingredient of the proof is the Picard iteration, the standard procedure of successive substitutions.
It is based on the proposition, see Property I.2.6 of Chapter I in [9], which states that the solution of (3.26) satisfies
the integral equation
u(t) = u0 +
∫ t
t0
f(ξ,u(ξ))dξ. (3.37)
Every continuous function satisfying (3.37) is automatically differentiable, so the proof of the existence theorem can
be formulated in terms of continuous functions. The following recursion yields a series ui (t), i = 0, 1, 2, . . . , of
continuous functions
u(t0) = u0, ui+1(t) = u0 +
∫ t
t0
f(ξ,ui (ξ))dξ. (3.38)
The so-called Picard mapping P which maps continuous functions on to continuous functions.
After solving the system (3.21) and (3.23), the growth and nucleation rate are available for the whole time interval
[t0, t]. Now Eqs. (3.3) and (3.4) can be used to calculate the transformed number density nˆ(t, s). 
In the following we show the existence and uniqueness of the solution of the first-order linear differential equation
(3.3).
Theorem 3.3 (Existence and Uniqueness). Let Ωt ⊂ R≥0 and Ωl ⊂ R+ be open intervals and let
G(t,m), B0(t,m) ∈ C(Ωt ,Ωl). Then for every (t0, l0) ∈ Ωt ×Ωl , the non-homogeneous first-order linear differential
equation
∂ nˆ(t, s)
∂t
= −s G(t,m)nˆ(t, s)+ B0(t,m), nˆ(t0, s) = nˆ0(s), (3.39)
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has a unique global solution nˆ(t, s). It is given by the formula
nˆ(t, s) = U (t, t0, s,m)nˆ(t0, s)+
∫ t
t0
U (t, ξ, s,m) B0(ξ,m)e−sl0dξ, t ∈ Ωt ,
U (t, ξ, s,m) := exp
[
−s
∫ t
ξ
G(τ,m)dτ
]
, ∀ξ, t ∈ Ωt . (3.40)
Remark 3.1. Eq. (3.39) is depending on G(t,m), B0(t,m) which are available after solving Eqs. (3.21)–(3.23).
Hence, according to this theorem Eq. (3.39) has a unique global solution for all times for which the values of G(t,m)
and B0(t,m) are available i.e., for all times for which the solution of the moment system (3.26) exists.
Proof. After calculating G(t,m) and B0(t,m) from (3.21)–(3.23) and (3.39) can be easily solved. The derivation of
this type of solution is given in the book by Amann [1] (page 81, (5.13 b)).
Now suppose that mˆ(t, s) ∈ C1(Ωt ,Ωl) is some other solution of Eq. (3.39), that is to say, if
∂mˆ(t, s)
∂t
= −sG(t,m)mˆ(t, s)+ B0(t,m), mˆ(t0, s) = mˆ0(s),
then, by taking the difference, it follows that the function uˆ := nˆ − mˆ ∈ C1(Ωt ,Ωl) is a solution of the homogeneous
initial value problem
∂ uˆ(t, s)
∂t
= −sG(t,m) uˆ(t, s), uˆ(t0, s) = 0. (3.41)
According to Example (5.2 c) on page 72 in the book by Amann [1], Eq. (3.41) has a unique solution uˆ = 0. Therefore
nˆ = mˆ, i.e., Eq. (3.39) can be solved uniquely. 
Finally one can use the inverse Laplace transformation to get back the original number density n(t, l), i.e.
n(t, l) = 1
2pi i
∫ γ+i∞
γ−i∞
esl nˆ(t, s)ds, (3.42)
where γ is a real constant that exceeds the real part of all the singularities of nˆ(t, s).
4. One-dimensional high resolution schemes
Here, we briefly review the high resolution semi-discrete finite volume scheme of Koren [5]. We start with the
homogeneous linear hyperbolic equation (2.3) and consider nucleation as a left boundary condition (2.5).
Domain discretization: In order to apply any numerical scheme, the first step is to discretize the computational domain
which is the crystal length in the current study. Let N be a large integer, and denote by (li− 12 )i∈{1,...,N+1} a partition
of the interval [l0, lmax], where l0 is the minimum and lmax is the maximum crystal length of interest. As shown in
Fig. 1, for each i = 1, 2, . . . , N , ∆l represents the cells width, the points li refer to the cell centers, and the points
li± 12 represent the cell boundaries. We set
l1/2 = l0, lN+1/2 = lmax, li+1/2 = l0 + i ·∆l, for all i = 1, 2, . . . N . (4.1)
Furthermore, we have
li = (li−1/2 + li+1/2)/2 and ∆l = li+1/2 − li−1/2. (4.2)
Let Ωi :=
[
li−1/2, li+1/2
]
for i ≥ 1. We approximate the initial data n0(l) in each cell by
ni (0) = 1∆l
∫
Ωi
n0(l)dl. (4.3)
After discretizing the computational domain and assigning the initial data to each grid cell, the next step is to apply
the proposed finite volume schemes.
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Fig. 1. Cell centered finite volume grid.
The cell centered finite volume discretization of (2.3) yields the semi-discrete equation∫
Ωi
∂n
∂t
dl = −
(
Fi+ 12 − Fi− 12
)
, (4.4)
where the fluxes are given as Fi± 12 = (Gn)i+ 12 . Let ni (t) denote the average value of the number density in each cell
Ωi , i.e.
ni (t) = 1∆l
∫
Ωi
n(t, l)dl. (4.5)
For the sake of simplicity in the following we will denote ni (t) by ni . Therefore Eq. (4.4) implies
∂ni
∂t
= −
Fi+ 12 − Fi− 12
∆l
, for i = 1, 2, . . . , N , (4.6)
where N denotes the total number of cells in the computational domain. The accuracy of finite volume discretization
is mainly determined by the way in which the cell-boundary fluxes are computed. Assuming that the flow is in positive
l-direction, i.e. G(t, l,m) ≥ 0. Then the first-order accurate upwind scheme can be obtained by taking the backward
differences.
First-order upwind scheme: Let Gi := G(t, li ,m) then we have
Fi+ 12 = Fi = (Gn)i , Fi− 12 = Fi−1 = (Gn)i−1. (4.7)
High resolution schemes: High-order accuracy can be easily obtained by piecewise polynomial interpolation. One can
take for instance [5]
Fi+ 12 = Fi +
1+ κ
4
(Fi+1 − Fi )+ 1− κ4 (Fi − Fi−1) , κ ∈ [−1, 1]. (4.8)
Similarly one can write an expression for Fi− 12 as
Fi− 12 = Fi−1 +
1+ κ
4
(Fi − Fi−1)+ 1− κ4 (Fi−1 − Fi−2) . (4.9)
Here κ is a parameter that has to be chosen from the indicated range. For κ = −1, one gets the second-order accurate
fully one-sided upwind scheme, and for κ = 1, the standard second-order accurate central scheme. For all other values
of κ ∈ [−1, 1], a weighted blend is obtained between the central scheme and the fully one-sided upwind scheme.
Spatial truncation error: In order to calculate the truncation error (consistency order) we use the following definitions.
Definition 4.1. The spatial truncation error is defined by the residual left by substituting the exact solution n into Eq.
(4.6) as
τ(t) := ∂n
∂t
+
F(li+ 12 )− F(li− 12 )
∆l
. (4.10)
The scheme (4.6) is called consistent of order p if, for ∆l → 0,
‖τ(t)‖ := O(∆l p) (4.11)
uniformly for all t . Here ‖ · ‖ denotes the Rn norm.
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Let nt := ∂n∂t , Fl := ∂F∂l and analogously the high-order derivatives. The truncated Taylor-series expressions of Eqs.
(4.8) and (4.9) at point li give after simplifications
F(t, li+ 12 ) = F(li )+
∆l
2
(Fl)(t, li )+ κ ∆l
2
2 · 2! (Fll)(t, li )+
∆l3
2 · 3! (Flll)(t, li )+O(∆l
4),
F(t, li− 12 ) = F(li )−
∆l
2
(Fl)(t, li )+ κ ∆l
2
2 · 2! (Fll)(t, li )+
(
1− 3
2
κ
)
∆l3
3! (Flll)(t, li )+O(∆l
4).
Substituting the above expressions into (4.6), and using (2.3), we get
∂n(t, li )
∂t
+
F(t, li+ 12 )− F(t, li− 12 )
∆l
= nt (t, li )+ Fl(t ,li )︸ ︷︷ ︸
=0
+
(
3
2
κ − 1
2
)
∆l2
3! Flll(t, li )+O(∆l
3)
=
(
3
2
κ − 1
2
)
∆l2
3! Flll(t, li )+O(∆l
3). (4.12)
Hence the flux interpolation formulas (4.8) and (4.9) give a second-order accurate discretization of (2.3) under the
constraints that F(t, l) := G(t, l)n(t, l) and n(t, l) are sufficiently smooth. Also it is clear from Eq. (4.12) that this
interpolation gives a third-order accurate scheme for the choice κ = 1/3. Hence the scheme (4.6) has consistency
order 2 for κ = 1,−1 and order 3 for κ = 1/3.
Unfortunately, the above κ-schemes suffer from under- and over-shoot and lack of positivity in regions of truly
strong variations. Hence one needs to pay attention to the aspect of monotonicity, i.e. to the possible occurrence of
wiggles and their suppression, as well as to the possible occurrence of negative solution values and their suppression.
For that purpose, Koren [5] has used Sweby type flux limiters [18]. In this article we will use the κ = 1/3-scheme
of [5] for our numerical computations which is briefly reviewed below for completeness.
HR-κ = 1/3-scheme: If we take κ = 13 Eq. (4.8) reduces to
Fi+ 12 = Fi +
1
2
(
1
3
+ 2
3
ri+ 12
)
(Fi − Fi−1) . (4.13)
The argument ri+ 12 of this function is given by
ri+ 12 =
Fi+1 − Fi + ε
Fi − Fi−1 + ε . (4.14)
This expression has to be evaluated with a small parameter, e.g. ε = 10−10, to avoid division by zero. The next step is
to limit the expression 13 + 23ri+ 12 in the brackets of (4.13). This leads to the following expression for Fi+ 12
Fi+ 12 = Fi +
1
2
φ
(
ri+ 12
)
(Fi − Fi−1) , (4.15)
where the flux limiting function φ according to Koren [5] is defined as
φ(ri+ 12 ) = max
(
0,min
(
2ri+ 12 ,min
(
1
3
+ 2
3
ri+ 12 , 2
)))
. (4.16)
In the following we review the positivity of the current scheme which has already been proved in [5]. For (4.15)
scheme (4.6) reads
∂ni
∂t
+
(1+ 12φ(ri+ 12 ))(Fi − Fi−1)−
1
2φ(ri− 12 )(Fi−1 − Fi−2)
∆l
= 0, (4.17)
where
ri− 12 =
Fi − Fi−1
Fi−1 − Fi−2 . (4.18)
726 S. Qamar, G. Warnecke / Journal of Computational and Applied Mathematics 222 (2008) 715–731
Fig. 2. Limiter φ(r) = max(0,min(2r
i+ 12
,min( 13 + 23 ri+ 12 , 2))) and Sweby’s monotonicity domain [5].
Let us assume that Fi − Fi−1 6= 0, i.e. ri− 12 6= 0. Then (4.17) is identical to
∂ni
∂t
+ 1
∆l
(1+ 1
2
φ(ri+ 12 )
)
−
1
2φ(ri− 12 )
ri− 12
 (Fi − Fi−1) = 0. (4.19)
Next assume that ri− 12 = 0. Then (4.17) is identical to (4.19) if we assume, a priori, that φ(ri− 12 ) = 0 if ri− 12 = 0.
In this case both formulas yield ∂ni
∂t = 0, which is sensible in this case. For positivity it is clear that the flux (4.15)
will define a positive scheme if the bracketed term in (4.19) is non-negative. This is true if the limiting values φ(ri± 12 )
satisfy the inequality
φ(ri− 12 )
ri− 12
− φ(ri+ 12 ) ≤ 2. (4.20)
If we replace the above a priori assumption by the stronger assumption φi− 12 = 0 if ri− 12 ≤ 0, and further suppose
that always φ(ri− 12 ), φ(ri+ 12 ) ≥ 0, then (4.20) is true if φ(ri− 12 ) ≤ 2ri− 12 .
In summary, the numerical flux (4.15) guarantees a positive semi-discrete solution, if the limiting function satisfies
the constraints [5]
φ(ri− 12 ) = 0 if ri− 12 ≤ 0, 0 ≤ φ(ri− 12 ), φ(ri+ 12 ) ≤ 2, φ(ri− 12 ) ≤ 2ri− 12 . (4.21)
By comparing the unlimited second-order approximation in (4.13) with the limited one in (4.15) together with (4.16),
one can see that for ri+ 12 ∈ [
1
4 ,
5
2 ] both approximations are the same, whereas the limiter function φ is bounded for
ri+ 12 <
1
4 and ri+ 12 >
5
2 by 2ri+ 12 and 2, respectively. These limitations of φ are in accordance with the boundaries of
the monotonicity domain for limiter functions introduced by Sweby [18] which is shown in Fig. 2.
Treatment of boundary cells: A disadvantage of the piecewise polynomial interpolations of the types (4.8) and (4.15)
is that they cannot be applied straightforwardly to include boundaries. In order to avoid this problem we use the first-
order approximation (4.7) at both boundaries of the first cell Ω1 := [l 1
2
, l 3
2
], at left boundary of the cell Ω2 := [l 3
2
, l 5
2
]
and at both boundaries of the cell ΩN := [lN− 12 , lN+ 12 ]. Let Fin denotes the inflow flux then we have
F 1
2
= Fin, F 3
2
= F1, FN− 12 = FN−1, FN+ 12 = FN . (4.22)
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Note that, we calculate FN− 12 for the cell ΩN−1 by second-order approximation (4.15). We have used first-order
approximation of FN− 12 in the last cell ΩN in order to guarantee the positivity and stability of the scheme discussed
below. The fluxes at all other interior cell faces can be calculated by using (4.15). Hence, at the boundary cells the
scheme has first-order accuracy. However this reduction in accuracy at the boundary cells will not reduce the global
accuracy measured in L1-norm [5].
4.1. Stability and convergence of the scheme for the current model
In order to show the stability and convergence of the scheme we use the following definitions and theorems.
Definition 4.2. The logarithmic norm of a matrix A ∈ RN×N corresponding to the L1-norm is defined as, see [3],
ν˜1(A) = max
j
(
Re(a j j )+
∑
i 6= j
|ai j |
)
, (4.23)
where Re(z) denotes the real part of a complex number z.
The following theorem is useful for calculating the norm of the exponential of a matrix.
Theorem 4.1. If A ∈ RN×N and α˜ ∈ R then we have
ν˜1(A) ≤ α˜ ⇐⇒ ‖et A‖ ≤ et α˜, for all t ≥ 0. (4.24)
Proof. See [3], Chapter 1, Theorem 2.4. 
Let us define
Di := 1∆l
(1+ 1
2
φ(ri+ 12 )
)
−
1
2φ(ri− 12 )
ri− 12
 ≥ 0, D˜2 := 1∆l
(
1+ 1
2
φ(r 5
2
)
)
≥ 0.
The semi-discrete scheme (4.6) for the case κ = 1/3 and cells Ωi , i = 1, 2, . . . , N can be rewritten as
∂n(t)
∂t
= A n(t)+ b(t), (4.25)
where n = [n1, n2, . . . , nN ]T, b = [B0(t)/∆l, 0, . . . , 0]T,
A =

−G1
∆l
0 0 0 · · · · · · 0
G1D˜2 −G2D˜2 0 0 · · · · · · 0
0 G2D3 −G3D3 0 0 · · · 0
0 0 G3D4 −G4D4 0 · · · 0
...
... · · · ... · · · ... ...
0 0 · · · 0 G N−2DN−1 −G N−1DN−1 0
0 0 · · · 0 0 G N−1
∆l
−G N
∆l

. (4.26)
Since the HR-κ = 1/3-scheme cannot be applied on the boundary cells, we have used the first-order upwind scheme
(4.7) on the cells Ω1,Ω2,ΩN . Now we include useful definitions and theorem for stability and convergence from [3].
Definition 4.3. Let n(t) and nˆ(t) be the vectors of numerical and exact solutions, respectively. The global
discretization error is defined by (t) = nˆ(t)− n(t). The scheme is called convergent of order p if, for ∆l → 0,
‖(t)‖ = O(∆l p), uniformly for all t. (4.27)
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Definition 4.4. The semi-discrete system (4.25) is called stable if we have on all grids
‖et A‖ ≤ K et α˜, fu¨r 0 ≤ t ≤ tmax, (4.28)
with some constant k ≥ 1 and α˜ ∈ R both independent of ∆l.
Theorem 4.2. Consider the linear semi-discrete system (4.25) and assume that the stability condition (4.28) is valid.
Suppose further that ‖τ(t)‖ ≤ C ∆lq for 0 ≤ t ≤ tmax (consistency of order q) and ‖(0)‖ ≤ C0∆lq with constant
C,C0 > 0. Then we have convergence of order p = q with error bounds
‖(t)‖ ≤ K C0et α˜∆lq + K C
α˜
(et α˜ − 1)∆lq if α˜ 6= 0, 0 ≤ t ≤ tmax (4.29)
and
‖(t)‖ ≤ K C0∆lq + K C t ∆lq if α˜ = 0, 0 ≤ t ≤ tmax. (4.30)
Proof. See [3], Chapter 1, Theorem 4.1 for the basic procedure. We just have to show the assumptions needed to
apply their results.
Since all the elements of the sparse matrix (4.26) are real and the non-diagonal elements are non-negative, the
logarithmic norm (4.23) takes the following form
ν˜1 = max
j
(∑
i
ai j
)
. (4.31)
Since Di ≥ 0 and D˜2 ≥ 0 in (4.26) and according to Eq. (2.9) the growth term depends linearly on the crystal size l
such that 0 ≤ Gi−1 ≤ Gi , we get∑
i
ai j = Di (Gi−1 − Gi ) ≤ 0, i = 3, 4, . . . , N − 1 (4.32)
and ∑
a1 j = −G1∆l ≤ 0,
∑
i
a2 j = D˜2(G1 − G2) ≤ 0,
∑
i
aN j = G N−1 − G N∆l ≤ 0.
Hence
ν˜1(A) ≤ 0,H⇒ α˜ = 0. (4.33)
Consequently, Theorem 4.1 can be used to get
‖et A‖ ≤ 1 (4.34)
which ensures the stability of the scheme. The error bound can be obtained by using Theorem 4.2 as
‖(t)‖ = C0∆lq + C t ∆lq , 0 ≤ t ≤ tmax, (4.35)
with q = 2 for κ = −1, 1-schemes and q = 3 for κ = 1/3-scheme and C0, C1 are constants. 
5. Numerical test problem
In this section we present a numerical test problem which was also considered in [4]. The initial data as a bimodel
(Gaussian) function are given as
n(t, l) = mseeds
kv ρc µ3(0)
√
2pi
 1√
σ1
exp
(
l − l1√
2σ1
)2
+ 1√
σ2
exp
(
l − l2√
2σ2
)2 . (5.1)
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Table 1
Parameters for the test problem
Description Symbols Value Unit
Growth rate constant kg 1.37× 10−5 mmin
Growth rate exponent g 1.0 –
Nucleation rate constant kb 3.42× 107 1m3 min
Nucleation rate exponent b 2.624 –
Density of crystals ρc 1250
kg
m3
Volume shape factor kv 0.0288 –
Initial mass m(0) 0.09901 kg
Saturated mass msat 0.0918 kg
Mass of seeds mseeds 2.5× 10−3 kg
Constant (Eq. (5.1)) σ1 1.667× 10−4 m
Constant (Eq. (5.1)) σ2 2.5× 10−4 m
Constant (Eq. (5.1)) l1 8× 10−4 m
Constant (Eq. (5.1)) l2 1.6× 10−3 m
Table 2
Errors in mass balances
Description HR-κ = 1/3-scheme Moments model
Absolute error 2.06× 10−8 6.94× 10−17
Relative error 2.08× 10−7 6.83× 10−16
The maximum crystal size to be considered is lmax = 0.005 m. The interval [0, lmax] is subdivided into 600 grid
points. The final time for the simulation was taken as 900 min. The kinetic parameters and other constants considered
in this problem are given in Table 1. The crystallizer was kept at an isothermal temperature 33 ◦C.
The left-hand side of Fig. 3 represents the distribution of the initial seeds. The right-hand side plots present the
numerical solution of the PBE by using the HR-κ = 1/3-scheme of Koren [5] and the first-order upwind scheme. It
is clear from the plots that the first-order scheme introduces a significant amount of numerical diffusion. However,
the HR-κ = 1/3-scheme resolves the resulting final distribution quite well. The sharp edge, resulting from the burst
of the nuclei when the seeds are added in the supersaturated solution, is well preserved. Fig. 4 shows the temporal
evolution of the mass and first four moments. The continuous lines represent the moments obtained from HR-κ = 1/3-
scheme, while the plots with symbols are obtained by solving the reduced moments model. The results show that
mass and moments plots of the HR-κ = 1/3-scheme and reduced moments model agrees very well. Finally, Fig. 5
shows the temporal evolution of the number density during the simulation time. The errors in mass balances for the
HR-κ = 1/3 and moments model are given in Table 2. This is an important measure of the quality of the
approximations. A comparison shows that HR-κ = 1/3-scheme has larger errors than the moments model.
6. Conclusions
The aim of this article was to show the existence and uniqueness of the solution of a batch crystallization model.
The local existence and uniqueness of the solution of this model was proved by considering size-independent growth
case. The Laplace transformation was used as a basic tool which transforms the given population balance equation
to a linear ordinary differential equation coupled with a reduced four-moments model and an algebraic equation for
mass. Hence, the basic existence and uniqueness theorems used for ordinary differential equations can be employed.
For the numerical solution of the current model a semi-discrete high resolution finite volume scheme of Koren [5] was
proposed. The issue of positivity (monotonicity), stability and convergence of the proposed scheme for the current
model were thoroughly analyzed and proved. Afterwards, the numerical results of this scheme were compared with
the numerical solutions of the reduced four-moments model. It was found that both finite volume scheme and moments
model have comparable results. However, it was found that the high resolution scheme produces larger error in the
mass balance as compared to the reduced moments model.
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Fig. 3. Left: initial crystal size distribution. Right: crystal size distribution at t = 900 min.
Fig. 4. Left: mass. Right: normalized moments with initial values.
Fig. 5. Evolution of crystal size distribution during the simulation time.
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Note that the current technique can also be suitable to reconstruct a full distribution function by simply solving the
reduced four-moments model. First, the growth and nucleation rates can be obtained for the whole simulation time by
solving the reduced moments model (3.21)–(3.23). Secondly, the known growth and nucleation rates can be used in
the linear ordinary differential equation (3.3) which has the analytical solution given by (3.40). The resulting solution
is given by the Laplace transformed number density. The final step will be to find a suitable numerical algorithm for
the inverse Laplace transformation of the discrete number density. The reconstruction of a distribution from a finite
number of moments is an extremely important but practically still unsolved question in many fields of science. They
include chemical and process engineering, electronic engineering, nuclear physics, image analysis and biotechnology,
etc. Being an ill-posed problem, work is needed to find an efficient and an accurate numerical algorithm which can
recover the required crystal size distribution. This is a focus point of our future research work.
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