In this paper, we analyse numerical control problems arising in a component insertion line for printed circuit board mounting. Such a line consists of a number of fully automated placement machines, connected by an automated, carrierless conveyor system. At each machine, the placement device consists of an arm equipped with a number of placement heads.
INTRODUCTION
Flexible manufacturing systems and flexible assembly systems are now well recognized as playing a fundamental role in gaining competitive advantage in terms of efficiency, quality and flexibility (cf. [Ranky, 1983; Solberg et al., 1985; Bolwijn et al., 1986; Bullinger, Warnecke &Lentes, 1986] ). Often these systems are characterized by a high degree of automation, both in machining or assembly operations and in transport and handling. At the same time it is realized that automation by itself does not solve manufacturing problems. The inherent versatility of flexible equipment leads to complex new questions with respect to justification of these automated systems, with respect to design and layout problems and on a variety of planning and control issues (cf. [Stecke, 1985; Zijm, 1988] ). Whereas most of these issues are well covered in the literature, less attention has been given to the fact that automated manufacturing also poses special requirements with respect to product design and production preparation.
In order to address all these problems properly it is important to gain a thorough insight into the actual operation of these types of systems and their potential benefits, as a basis for model building and algorithmic developments.
The overwhelming maj ority of papers addressing Flexible Manufacturing Systems from an Operational Research perspective concern the design and operation of (systems of) metal cutting machining centres (cf. [Stecke & Suri, 1985; Stecke & Suri, 1986; Kusiak 1986a; Kusiak 1986b] ). The amount of research on electronics manufacturing seems to be rather limited, despite the high degree of automation in this area. For instance, the assembly of printed circuit boards (PCBs), which are widely applied in both consumer electronics (audio and video, personal computers) and in the professional industry (telecommunication systems, aircraft navigation, medical equipment), is often fully automated. Special equipment has been designed to mount components on the board; an increasing number of these components are of the SMD type (Surface Mounted Devices), which are glued on the board. Some of the problems encountered in planning these systems strongly resemble similar problems in metal cutting applications. For example, there is a similarity between the loading decision on a network of machining centres (specifying which tools will be allocated to which machining centre) and the workload balancing problem in PCB assembly (specifying which components will be placed by which insertion machine). However, the operation of each separate machine requires the solution of a number of additional control problems which are not so clearly present in metal applications. These problems belong to the area known as production preparation.
This paper deals with component mounting of printed circuit boards in a fully automated line of SMD placement machines. It has been written for a number of reasons.
-It describes a topic in electronics manufacturing which, as noted above, belongs to an area less covered in the literature. Moreover, it deals in particular with production preparation, leading in a natural way to the specification of a set of numerical control programs.
-It describes an actual case study carried out for one of the major product divisions of Philips' electronics. Indeed the study has resulted in an equipment oriented production preparation and numerical control system which is in use at several Philips' sites.
-It shows how a careful analysis of the physical characteristics of the system leads in a natural way to a mathematical model. The analysis of this model results in a series of hierarchically related numerical control problems, each of a combinatorial nature. Algorithms for each of these subproblems are presented.
It is important to emphasize the differences between production planning on the one hand and shopfloor planning and scheduling on the other hand. The latter functions are usually concerned with the allocation of operations on different parts to machining centres, as well as with dispatching and sequencing problems. Production preparation, however, specifies how to execute a certain task (e.g. mounting components on a single PCB) on a machine or a series of machines. Consequently, the execution of the production preparation function leads to the specification of the numerical control programs guiding the assembly or manufacturing of a single part type.
As mentioned before, the literature on mathematical models for the analysis of automated systems in electronics manufacturing is rather limited (Bolwijn et al. [1986] address mainly strategic and organizational issues and do not cover model building at all). Several papers deal with scheduling problems in printed circuit board assembly (e.g., [Gershwin, Akel1a & Choong, 1985; Wittrock, 1985] ). Control concepts based on Group Technology considerations are treated by Carmon, Maimon and Dar-E1 [1989] . With respect to production preparation, sequencer mix problems (preparing the supply tape of classical, passive components for axial insertion machines) are considered by Randhawa, McDowell and Faruqui [1985] and Fathi and Taheri [1989] . The optimal sequence of component insertions can be found as a solution to (a variant of) the we11-known travelling salesman problem (cf. [Ball & Magazine, 1988; Chan & Mercier, 1989; Leipa1a & Nevalainen, 1989] ). Ahmadi, Grotzinger and Johnson (1988) explicitly address SMD insertion in their study on component allocation and partitioning for a single numerically controlled placement machine.
Following our example, the insertion machines which are the subject of this paper were also studied by Crama et al. [1989] . Their approach leads to a different hierarchy of problems and comparable results.
We end this section with a brief outline of the contents of this paper.
Section 2 deals with a description of the technical process which serves as a basis for a series of hierarchically related problems specified in section 3. In section 4 each of these subproblems is formulated as a combinatorial optimization problem. Most of these problems are NP-hard, hence heuristics have been developed to solve them. Since the development time for the numerical control system was extremely short (three man months) we have used a general method called simulating annealing for solving combinatorial optimization problems, which re~ently has been proven to be highly successful (cf. [Kirkpatrick, Gelatt & Vecchi, 1983; Van Laarhoven & Aarts, 1987] The actual placement unit of an insertion machine is a robot arm, containing three heads. The heads can pick components from the feeders and subsequently place them on the board. Each head can carry at most one component at a time.
In order to be able to pick and place components, a head is equipped with a number of devices, such as a nozzle (to pick a component) and a pair of jaws (to align a component). Hereafter, we refer to these devices as the equipment of a head. In our case, there are approximately 20 types of head equipment.
Note that each component type can only be processed by a subset of the set of head equipments. In other words, a head with a given equipment can only pick and place components of a limited set of component types.
The mounting process itself consists of a sequence of pick and place moves.
During the first phase of a move, each of the three heads may pick a component from a feeder; picking occurs sequentially. During the second,phase of a move, the arm moves to the board, after which the components are placed (again sequentially). Note that not all heads have to be loaded and unloaded in a 6 move. Before picking (placing) a component all heads have to be rotated to a specified pick (place) angle. The heads may rotate during travelling, but, depending on the distance to be travelled and the angle over which the heads have to be rotated, the rotation may take more time than the travelling.
The order in which the components are picked from the feeders during a pick and place move is fixed: the first head picks first, then the second and finally the third head. However, the order in which components are placed can be chosen.
The aforementioned characteristics are illustrated by means of the following small example. Suppose a board is to be mounted with 5 components, two components of type 0 (on positions 01 and 02, respectively), one of type {3 (on position {31) and two of type 1 (on positions 11 and 12, respectively).
Suppose, furthermore, that component types 0 and {3 can be processed by heads 1 and 2 and that component type 1 can only be processed by head 3. Then a possible sequence of two pick and place moves could be: «0,{3,1), (11,02,{31» and «0,1),(01,12», where each move is denoted by two k-tuples (k :5 3), denoting the order of the feeders from which the components are picked and the order of the board positions on which the components are placed, respectively.
In reality, the machines studied in this paper have even more features than are mentioned above. For example, some heads may be equipped with a nozzle only; if such a head picks a component, the arm has to move to an alignment unit before the component is placed on the board. However, for the purposes of this paper it suffices to base our arguments on the slightly simplified description presented above. Where relevant, we shall return to some of these more complicated features in Section 4.
In order to minimize the line cycle time, i. e. in order to maximize the throughput of the line, expressed in PCBs per time unit, it is necessary to balance the workload among the machines as much as possible. More specifically, decisions have to be made with respect to the equipment (in terms of heads, feeders and components) for each machine and the operations (pick-andplace moves) for each machine. This series of problems is the main subject of this paper and will be discussed in more detail in the next section.
(I) (II) 7 3. THE PROBLEM HIERARCHY More formally, the series of problems can be described as follows. Given m insertion machines and a PCB to be mounted with N components, divided into n types, determine:
(1) an equipment for the heads on each machine;
(2) an assignment of the components to the machines;
(3) on each machine, an assignment of the feeders to feeder positions; (4) on each machine, a partition of the set of components to be placed by that machine into subsets (clust:ers), each consisting of at most 3 components and each corresponding to a pick-and-p1ace move;
(5) for each machine, a sequence of the component clusters and for each cluster, a sequence for placing its components, in such a way that the mount time of the bottleneck machine, i.e. the machine taking the largest time to mount its (sub)set of components, is minimal.
Obviously, this problem is extremely complex; in order to reduce this complexity we have followed the usual approach of decomposing it into a hierarchy of related subproblems. The solution of each of these (sub)prob1ems
generates some of the input data for the next problems. This is not to say that problems on a higher level do not depend on the solution to problems on lower levels, so that it might be necessary to iterate between the hierarchical levels. The high quality of the computational results (see Section 5)
indicates that most probably this will not be necessary in practice.
The following list contains the problems constituting the hierarchy in the order in which they are solved. Note that this hierarchy is a further refinement of problems (1)- (5).
Choose 3m head equipments.
For each component type i (i-l, ... ,n) and for each head equipment j (j -1, ... ,3m), determine the number of components of type i to be mounted by equipment j.
(III) Match the head equipments with the heads. Determine the component clusters for each machine.
Assign the feeders to feeder positions on each machine.
Sequence the component clusters on each machine optimally.
Sequence the components of each cluster optimally for picking.
Note that problems (I)-(IVa) relate to the line of machines, whereas problems 
Simulated annealing and combinatorial optimization
As already mentioned in Section 3, most of the problems in our hierarchy are generalizations of well-known NP-hard problems, which usually means that available heuristics for the underlying problems are not sui table in our case.
For this reason and because the time-span available to the present authors was too limited (in the order of three man months) to develop tailored heuristics for each of these problems, we have chosen to base the maj ority of our algorithms on simulated annealing. Simulated annealing [Kirkpatrick, Gelatt & Vecchi, 1983 ] is a generally applicable approach to combinatorial optimization problems and can be viewed as a generalization of local search [Papadimitriou & Steiglitz, 1982] , the main difference being the acceptance with a non-zero probability of deteriorating transitions. As with local search, the application of simulated annealing requires the usual definition of a combinatorial optimization problem in terms of a set of solutions and a cost function as well as the design of a neighbourhood structure. For more details on simulated annealing, the reader is referred to [Van Laarhoven & Aarts, 1987J; extensive computational experiments and comparisons with more traditional algorithms are described in [Johnson et al., 1989J, [Johnson et al., 1990 . It is worth noting that simulated annealing has been particularly successfully applied in areas with many large-scale combinatorial problems, characterized by complicating features arising from practical considerations, such as computer-aided design of integrated circuits and image processing [Van Laarhoven &Aarts, 1987] , [Wong, Leong & Liu, 1988] .
Choice of head eguipments
The first problem we solve is the choice of 3m head equipments. Notice that we do not yet match these equipments with the heads on the m machines (the solution of this problem is described in Section 4.5). The way we choose the head equipments is guided by the following two arguments:
(1) the choice should obviously be such that all components can be mounted,
i.e. for each component type i at least one element in Q i should occur once or more in the set of 3m chosen head equipments.
(2) it seems reasonable that equipments that have to mount a large amount of components occur more frequently than those that have to process only a small amount of components.
To make the second argument more precise we introduce for each element q of the set of head equipments Q a weight h q as the sum of the weights of the component types that can be mounted by q, i.e.
An equipment is called redundant iff it can be deleted from each Q i in which it occurs without emptying Qi. The following two steps now describe in which way the equipments are chosen:
i: Delete equipments that are redundant in ascending order of weight.
ii: For each equipment q remaining after step I, choose a number of equipments r q proportional to h q /~h q , and such that~r q -3m.
Notice that we have assumed that the number of non-redundant equipments is not greater than 3m, an assumption which is always valid in practice (it is possible to change the equipment of a head while mounting a PCB, but since this is an extremely time-consuming operation it is to be avoided at all cost).
Assignment of components to eguipments
Ideally, we would now like to assign the components to the equipments in such a way that each of the machines has about the same workload. However, since we do not yet know which equipment is assigned to which machine (recall that the matching of equipments with heads constitutes problem III), we seek an assignment such that the latter aim is achieved for the equipments. In order to do so we formulate the following integer programming problem:
subject to
Sij~M Xij' i-l, ,n, j-l, ,3m,
where M is a suitably large number and Xij -1 (0) if component type i (i-I, ... ,n) can (cannot) be mounted by equipment j (j-l, ... ,3m); the parameters Xij can be immediately derived from the result of the previous algorithm and the sets Qi' Note that variable Sij represents the number of components of type i assigned to equipment j; thus, the workload for equipment j is estimated by~Sij Wi' and the solution of problem (2)- (5) is such that the workload for the bottleneck equipment is minimal.
As far as the complexity of problem (2)- (5) is concerned, it is easily seen that if we drop constraint (4) or, equivalently, assume that each component type can be mounted by all equipments, and reformulate the problem such that there is a 0-1 variable for each component, the problem boils down to MULTIPROCESSOR SCHEDULING [Garey &Johnson, 1979] . Thus, problem (2)- (5) is NP-hard, since it contains a known NP-hard problem as a special case.
Instead of developing a tailored heuristic, we use a simulated-annealing based algorithm to solve problem (2)-(5). This provides us with the additional advantage that we can use a more intricate objective function than (2) in order to incorporate two secondary objectives, viz. minimization of the total number of feeders and balancing of the number of positions occupied by the feeders on the machines. The former obj ective is inspired by the substantial cost of feeders, the latter by the limited number of positions available on each machine. Recall that to be able to use simulated annealing, we have to reformulate the problem in terms of a set of solutions and a cost function (cf. Section 4.2) and design a neighbourhood structure, which can be done as follows.
-A solution corresponds to an integer matrix S -(sij)' satisfying (3) and (4).
-The cost of a solution S is given by
where A is a weighting factor. Thus, in comparison with (2), the cost function consists of two extra terms. The first of these gives the number of non-zero elements in the matrix S. Since we allow at most one feeder for each component type on each machine, it can be easily verified that this term is an upper bound to the total number of feeders on the m machines (it would be precisely the number of feeders if each machine was equipped with only one head). The third term gives the number of positions occupied by the feeders associated to the equipment where this number is maximal.
-The neighbours of a matrix S are those matrices S', which can be obtained from S by decreasing Sij with 1 and increasing sik by I, for some i, j and k satisfying Sij > 0 and xik > O. Note that these operations amount to reassigning one component of type i from equipment j to equipment k.
Matching of eguipments with heads
We now try to match the 3m equipments with the heads on the m machines in such a way that the workload on the bottleneck machine is minimal. This problem resembles a weighted perfect matching problem on a complete bipartite graph.
However, our problem is more complicated than an ordinary matching problem because we do not seek to minimize the total weight of the edges in the matching, but only the total weight of the edges connected with the heads on the bottleneck machine. Algorithms for this problem seem to be unavailable; as in Section 4.4, we have therefore opted for an approach based on simulated annealing, which provides us again with the additional advantage that we can incorporate the total number of feeders in the objective function.
Solutions. a cost function and a neighbourhood structure can be defined as follows:
-A solution can be represented by a permutation~of the set {1 •...• 3m}.
where~(v). v-l, ...• 3m, denotes the equipment matched with head v.
-The cost of a solution~is given by:
. max ( L .
where A is a weighting factor. Note that the second term represents the total number of feeders.
-The neighbours of a solution~are those permutations that can be obtained from~by exchanging~(i) and~(j) for some i and j satisfying L(i-l)/3JL
Note that these operations correspond to exchanging the equipments on two heads of different machines.
Component clusters
We recall that as a result of the algorithms described in Sections 4.4 and 4.5 it has already been decided how many components of each type are mounted by each head. We now describe some simple rules to decide for each component type which components are to be processed by each head, i.e. which board positions are to be visited by each head. After this decision has been made.
we are able to build up the component clusters, for which we use again some simple rules.
Let T denote the matrix obtained from the matrix S (the solution found in We can now formulate our problem as a linear assignment problem: n minimize (~C ij Xij) (9) i,j-l n subject to~x·· -1, i-1, ... ,n, (10) . 1 1.J J-ñ x· . -1, j-1, ... ,n, (11) . 1 1.J 1.-Xij E (0,1), i-I, ... , n, j-1, ... ,n.
Thus, the 0-1 variables Xij indicate whether or not feeder i is assigned to position j.
However, formulation (9)- (12) does not take into account the following two factors:
(1) Feeder i occupies b i feeder positions. Thus:
Vi,j: Xij -1~xk1 -0, k~i, 1 -j, ... ,j+bi-l.
This cannot be imposed by (10)- (11), if b i > 1.
(2) For each cluster .." let f 1 (..,) , f 2 (..,) and f 3 (..,) denote the feeders from which the components in that cluster have to be picked. Ideally, f 1 (..,) , £2("') and f 3 (..,) should be positioned on positions k, k+3 and k+6, for some integer k, because in that case the arm does not need to travel while picking the components of one cluster. This is because the distance between the heads on the arm is equal to three times the distance between two adjacent feeder positions.
Both (1) and (2) imply that the cost of assigning feeder i to position j cannot be determined without knowing the positions of at least some other feeders. Both factors can be accounted for by reformulating the problem as a quadratic assignment problem [Crama et al., 1989] , which suggests that our problem is NP-hard and particularly difficult to solve to optimality for instances with n > 20 [Burkard, 1984] . Though simulated annealing has been successfully applied to quadratic assignment problems [Burkard & Rend1, 1984] , we have chosen a more straightforward approach by basing our simulated annealing algorithin on the assignment formulation given by (10) - (12) -The cost function consists of three terms:
(1) The first term is given by:
Minimizing this term leads to solutions in which feeders are positioned close to the board positions of the components they contain, and thus to solutions in which the total distance the arm travels between feeders and board positions is minimal. Note that the precise value of this distance depends on the (as yet unknown) order in which the components in a cluster are placed.
(2) The second term is given by:
Note that this term is 0 iff for each cluster~, the corresponding feeders fl(~)' f2(~) and f3(~) are on positions k, k+3 and k+6, respectively, for some integer k. Thus, (15) gives the total distance the arm travels between feeders during pick operations.
(3) The third term is given bỹ
where M is a large positive number and for each position k,~k is the number of feeders assigned to k, i.e.
Note that by including this term we strongly favour solutions in which all feeders are assigned to different positions (Vk :~k~1).
-The neighbours of a solution s are those assignments that can be obtained from s by reassigning any feeder to a new position.
Finally, we mention that by properly restricting the neighbourhoods we can accommodate for the fact that each head can only reach a subset of the set of feeder positions, that some feeders might already have been assigned to a fixed position by the user or that the user may require some feeders to be positioned on, for example, the lower feeder bar.
Sequencing of clusters
The last problems to be solved are problems (VIa) & (VIb) (cf. Section 3):
determine the optimal sequence for the component clusters and for each cluster, determine the optimal sequence for placing the components within the cluster. We address the second problem first.
Consider two component clusters 1 and o. Let f 1 (1) , f 2 (1) and f 3 (1) (f 1 (0), f 2 (0) and f 3 (0» denote again the feeders from which the components in 1 (0) are picked and let ql1' q2 1 , and q3 1 denote the board positions of the components in cluster 1. Suppose that 0 is processed immediately after 1. Next, the component clusters are chosen according to the rules described in Section 4.6 and the feeders are assigned to feeder positions by solving the assignment problem described in Section 4.7. For each of the machines, the values of the three terms of the cost function, given by (14), (15) and (16) Note that there is only a slight unbalance: the first machine is mounting a few seconds less than the other 2 machines. It is worth mentioning that if the head equipments are all specified as they are in the existing situation and the feeders are specified to the positions they are on in the existing situation, the mount times for the machines are 81166, 73746, 65409, respectively. Thus, not only do we find a good balance of the workload but also a considerably better solution than the one found by the operators.
The aforementioned results are obtained by running the set of algorithms 10 times for this problem and recording the best result, i. e. the result in which the total time for the bottleneck machine is minimal (the stochastic nature of the algorithms makes it necessary to carry out multiple runs on the same problem in order to get satisfactory results). The computation times taken by the algorithms for one run are mentioned in 
CONCLUSIONS AND RECOMMENDATIONS FOR FUTURE RESEARCH
In this paper we have described the algorithms needed to set up a production preparation system for a fully automated line of PCB insertion machines for SMD components. The overall control system requires the solution of a series of hierarchically related problems of a combinatorial nature. These problems concern the allocation of head equipments and components to machines, the arrangement of component feeders at each machine and the sequencing of component insertions.
From an Operational Research point of view, these problems can be classified as clustering, assignment or routing problems.
They are solved by either simple heuristics or by a more general approach like simulating annealing. As a result we find for each PCB type a complete process specification, i.e. a detailed description of the way it should be mounted.
The approach presented here suffers from some limitations which are the subject of further research. Minor limitations include the restriction to tape feeders (also other types of feeders, like tray and stick feeders, are allowed) and the fact that for each component type at most one feeder is attached to each machine. A major limitation is related to the fact that presently the set-up of a new type of PCB requires a complete rearrangement of tape feeders and head equipments amon& th~machines. Although we have built in options to fix a number of tape feeders and head equipments at certain positions to limit the amount of work to be done during such a setup, a more radical solution would be to perform a production preparation phase for a family of PCBs instead of for each PCB separately. Families are then defined as sets of PCB-types which satisfy more or less similar operational characteristics (for example, in terms of components needed) and can be easily determined by exploiting special clustering techniques (see e. g. [Kumar, Kusiak & Vannelli, 1986] ). Although in particular workload balancing may be more difficult, we believe that such an extension to a product family based production preparation system is possible. Note that since workload balancing in such a line is now related to parts sequencing (hence to shopfloor scheduling) as well, it may be worthwhile to release PCBs of different types alternately to the line in order to minimize the overall line cycle time.
Finally, we briefly indicate another important characteristic of a line of component placement machines as described in this paper.
Although not mentioned before, the ultimate efficiency of such a line depends heavily on the reliability of each individual machine as well as on the way the control system is realized (centralized or decentralized). Each individual machine is subject to breakdowns occurring randomly, either because a component feeder becomes empty or because a placement head fails to pick or place a component.
By exploiting stochastic models it can be shown that a decoupled control, combined with the inclusion of small buffers of three or four PCB locations between each pair of subsequent machines considerably increases the overall line efficiency [Schuller and Zijm, 1989 ].
