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A computação em nuvem é tipicamente caracterizada por hospedar sistemas de larga es-
cala, que apresentam comportamento dinâmico e escalável devido à sua grande oscilação
de carga de trabalho. Porém, a influência dessas características afetam diretamente a
dependabilidade e a segurança de sistemas implantados em ambientes de nuvem. Atu-
almente, com o objetivo de obter maior poder computacional ou maior capacidade de
armazenamento, muitos usuários estão migrando do modelo de nuvem única para o mo-
delo de nuvem federada, pois neste modelo há a combinação de mais de um provedor de
nuvem, o que possibilita a utilização diversificada para a infraestrutura, para a arquitetura
ou para a localização geográfica. Em geral, o modelo de federação de nuvens é utilizado
para estender ou potencializar a capacidade de sistemas em nuvem computacional. To-
davia, o fornecimento de serviço confiável dentro de uma federação de nuvens, que depende
da orquestração de várias nuvens para fornecer os serviços, continua a ser um problema
não resolvido. Diante deste contexto, a proposta deste trabalho é desenvolver um modelo
de tolerância a falhas para plataformas de nuvens federadas, que possibilite a detecção
e a recuperação proativa e reativa de falhas de forma parametrizável. A parametrização
proposta visa flexibilizar o nível desejado de tolerância a falhas para os usuários finais,
possibilitando que os usuários otimizem os custos necessários para tal, de acordo com
as necessidades de seus modelos de negócio. Como análise experimental, foi utilizada a
plataforma de federação de nuvem BioNimbuZ, e os resultados mostram que com o mo-
delo de tolerância a falhas proposto, foi possível garantir para a plataforma BioNimbuZ,
o mínimo de 95,23% de disponibilidade e 95,64% de confiabilidade, mesmo com a injeção
periódica de falhas a cada 5 minutos.
Palavras-chave: Modelo de Tolerância a falhas, nuvens federadas, workflows, dependa-




Cloud computing is typically characterized by hosting large-scale systems which exhibit
dynamic and scalable behavior due to large variation in their workload. These char-
acteristics directly affect the dependability and security of systems deployed in cloud
environments. Currently, in order to obtain greater computing power or storage capac-
ity, many users are migrating from the single cloud model to the federated cloud model
because, in the latter, there is a combination of more than one cloud provider which in-
creases robustness allowing diversified use for infrastructure, architecture, or geographic
location. In general, the cloud federation model is used to extend or enhance the ca-
pacity of cloud computing systems. However, providing a dependable service within a
cloud federation, which depends on orchestrating multiple clouds to provide services, re-
mains an unresolved issue. In this context, the purpose of this research is to implement
a fault-tolerant model for federated cloud platforms which enables proactive and reactive
fault detection and recovery in a parameterizable manner. The proposed parameteriza-
tion aims to make the especification of desired level of fault tolerance easier for end users,
allowing them to optimize the costs required to tolerate faults in their business model.
As a experimental analysis, the BioNimbuZ cloud federation platform was used, and the
results show that with the proposed fault tolerance model, was possible to guarantee for
the BioNimbuZ platform a minimum of 95.23% to availability and 95.64% to reliability,
even with a periodic injection of faults at every 5 minutes.
Keywords: Fault tolerance, federated clouds, workflows, dependability, BioNimbuZ,
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A computação em nuvem é um modelo extensamente difundido, capaz de prover sob
demanda vários tipos de recursos computacionais como, por exemplo, recursos virtuais,
rede, armazenamento de dados e aplicações. Esses recursos são disponibilizados como
serviço e podem ser rapidamente provisionados e liberados, com um esforço mínimo de
gerenciamento ou interação com o provedor do serviço [10]. Em outras palavras, é um
modelo computacional em que os recursos e os serviços são fornecidos por meio da Internet,
utilizando diferentes modelos e camadas de abstrações [11].
Os provedores de nuvem computacional passam a ideia, aos usuários finais, que os
recursos computacionais são virtualmente ilimitados, mas na prática, para atender a
grande demanda de utilização é necessário aplicar limitações de utilização a cada usuário
[12, 13, 14]. Para superar estes limites, usuários podem construir aplicações que utilizem
recursos combinados de diversos provedores de nuvem, formando assim, uma federação
de nuvem computacional [15, 16].
Plataformas de nuvens federadas buscam aumentar o conjunto de recursos, a flexibili-
dade, a disponibilidade e a confiabilidade, além de reduzir o custo necessário à execução
de tarefas, isto de forma dinâmica e transparente [15]. Plataformas de nuvens federada
são conectadas a cada provedor participante da federação com o objetivo de provisionar
recursos sob demanda, atendendo as requisições de processamento de dados. Desta forma,
o ambiente de execução, mesmo que em diferentes provedores, passa a ser transparente
aos solicitantes [17].
A popularização do uso de aplicações distribuídas em ambientes de nuvem vem au-
mentando consideravelmente, isto faz com que a preocupação com a alta disponibilidade
dos serviços seja cada vez mais prioritária, pois em ambientes distribuídos as falhas são
comuns [18]. Além disso, em ambiente de nuvem computacional é certo afirmar que fa-
lhas ocorrerão em algum momento durante a execução da aplicação [8]. Aplicações de
alto risco, as quais devem garantir disponibilidade máxima aos seus usuários, são em
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sua maioria produzidas de forma distribuída. Em aplicações distribuídas que executam
workflows científicos, o tempo de execução pode levar dias ou até mesmo semanas para
concluir suas tarefas, e aplicações deste tipo requerem estratégias de monitoramento e to-
lerância a falhas para reduzir as chances de perder o trabalho executado (i.e., a execução
da aplicação), antes do mesmo ser concluído [19].
Assim, em sistemas distribuídos as possíveis falhas estão frequentemente em debate
no que se refere à infraestrutura e aos ambientes em nuvens. Nesses debates procura-se
definir se a responsabilidade por prover um mecanismo de tolerância a falhas é do provedor
do serviço de nuvem, ou se é dos proprietários de aplicações distribuídas. Contudo,
provedores precisam manter uma taxa de falhas baixa, a fim de conquistar a confiança e
aumentar o número de clientes.
Todavia, um investimento substancial é necessário para manter um eficiente meca-
nismo de tolerância a falhas [20]. Em particular, a disponibilidade de uma determinada
aplicação possui maior relevância para quem a produz, logo, os proprietários são os que
tem maior interesse em implementar o mecanismo de tolerância a falhas em suas aplica-
ções. Porém, existem falhas cuja recuperação não depende do mecanismo de tolerância a
falhas em nível de aplicação, mas sim em nível de infraestrutura. Logo, tolerar falhas é
dever de ambos os envolvidos, provedores e consumidores.
Dados os fatos, surge a preocupação em produzir um modelo tolerante a falhas que
possibilite ou favoreça o nível de dependabilidade para plataformas que utilizem ambi-
entes de nuvem computacional, tanto do ponto de vista da aplicação, quanto do recurso
computacional que a executa, pois se um recurso falha, outro precisa estar disponível.
Além disso, se a aplicação falha de maneira a parar sua execução, outra deve ser iniciada.
Entretanto, nem sempre a falha está no recurso ou na aplicação, pois em uma execução
distribuída, o recurso/aplicação dependem de comunicação com outros servidores para
concluírem suas tarefas, em todo caso, a causa da falha deve ser detectada e corrigida.
Para isto, há a necessidade de um modelo de tolerância a falhas capaz de detectar e re-
cuperar sistemas distribuídos destes tipos de falhas. E por se tratar de ambientes nos
quais paga-se pelo que for utilizado, é importante que consumidores possam configurar o
nível de tolerância a falhas desejado, visando a otimização de custos de acordo com o seu
modelo de negócio.
Diante do contexto apresentado, este trabalho propõe um modelo de tolerância a
falhas multi-estratégico, que permita aos usuários adotar uma estratégia de tolerância a
falhas conforme a sua necessidade, e que opere de maneira integrável a sistemas, sejam
eles distribuídos ou não. Ou seja, um modelo implementado como biblioteca que deve
ser integrado facilmente ao sistema do usuário, isto de maneira independente no modelo
de nuvem utilizado, a fim de favorecer a dependabilidade. Como avaliação experimental,
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será utilizado o sistema BioNimbuZ [21] que é uma plataforma de federação de nuvens
computacionais híbridas para a execução de workflows de Bioinformática.
O modelo de tolerância a falhas proposto foi construído com base em pesquisas explo-
ratórias, na qual foi efetuado um levantamento bibliográfico respaldado, principalmente,
por livros e artigos científicos.
1.1 Motivação
Atualmente, o paradigma de federação de nuvem computacional vem ganhando conside-
rável força, como sendo uma estratégia para a execução de aplicações distribuídas devido
a sua maior capacidade de provisionamento e de escalabilidade de recursos sob demanda.
Para atender as necessidades deste tipo de aplicação, a utilização de federações de nuvens
vem sendo explorada como meio de estender a abstração do uso de recursos virtualmente
ilimitados [16, 22, 23].
Embora o conceito de nuvens federadas aludam ainda mais a possibilidade de provisi-
onamento de recursos virtualmente infinitos, até mesmo os mais robustos provedores de
nuvem computacional tem problemas para atender a demanda, que vem crescendo com o
passar do tempo, pois os provedores podem ter problemas de interrupção no fornecimento
de serviços hospedados em seus ambientes [24, 25, 26, 27, 28, 29, 30].
Alguns dos fatores comuns às interrupções de serviços oferecidos por provedores de
nuvens são problemas de localidade, que podem afetar o tempo de resposta; problemas
de rede (i.e., comunicação); e problemas técnicos que envolvam falhas de software e de
hardware, dentre outros [19]. O provedor Amazon Web Services1, por exemplo, declarou
a interrupção de serviços implantados em sua infraestrutura devido a problemas de comu-
nicação, queda de energia e de atualização de configurações de rede, que foi executada de
forma incorreta, causando assim, impacto à disponibilidade de seus serviços [24, 25, 26].
Já o provedor Google Cloud Platform2, teve problemas com comunicação de rede, perda
de pacotes e atualizações aplicadas à configurações de seu balanceador de carga, que cau-
saram problemas para a conectividade de instâncias de máquinas virtuais [27, 28, 29].
No caso do provedor Microsoft Azure3, os impactos à disponibilidade ocorreram devido
a falhas em seu sistema rotativo de fornecimento de energia ininterrupto, que falhou de
maneira a tornar seus datacenters indisponíveis, além disto, registrou-se que seus servi-
ços de máquinas virtuais apresentaram grande latência ou baixo desempenho devido a
problemas em serviços de back end utilizados em sua infraestrutura [30].
1Amazon Web Services, https://aws.amazon.com




Diante do exposto, é correto afirmar que falhas são inevitáveis, pois projetos de software e
de hardware possuem alta complexidade e sofrem diante da fragilidade humana em lidar
com grande volume de detalhes, bem como a deficiência de sua especificação [4]. Assim,
conforme análise da literatura, existem ainda muitos desafios a serem enfrentados para
aumentar a dependabilidade e a segurança de sistemas em ambientes de nuvens. Alguns
dos principais desafios são elencados a seguir [1, 8, 31, 32]:
• A heterogeneidade da nuvem é o maior obstáculo para a localização de falhas, logo,
é necessário implementar técnicas eficientes para localizar e reparar falhas neste tipo
de ambiente;
• O processamento de tarefas em recursos remotos favorece a ocorrência de erros;
• As falhas que ocorrem nos datacenters não estão sob o escopo da organização do
usuário, necessitando da implementação de uma técnica automática de tolerância a
falhas para computação de aplicativos em ambiente de nuvens;
• É difícil interpretar a alteração do estado do sistema, devido ao ambiente de nuvem
ser dinamicamente escalável;
• Devido aos diferentes níveis de permissão de acesso, dadas aos usuários finais à
infraestrutura dos diversos provedores de nuvem, o projeto de uma solução ideal de
tolerância a falhas se torna ainda mais complexo.
Para fazer frente aos desafios citados e amenizar o impacto causado pelos mesmos à
dependabilidade, há a necessidade de um modelo de tolerância a falhas capaz de permitir
a correta operação de sistemas distribuídos mesmo sob a presença de falhas. Por se tratar
de ambientes que possuem custo associado à utilização de recursos computacionais, é
importante que consumidores possam configurar ou parametrizar o nível de tolerância a
falhas desejado com o objetivo de definir estratégias que visem a otimização de custos de
acordo com o seu modelo de negócio.
1.3 Objetivos
O objetivo principal deste trabalho é propor um modelo multi-estratégico de tolerância a
falhas para sistemas distribuídos, que possibilite a detecção e a recuperação de falhas de
forma dinâmica, automática e parametrizável. A parametrização proposta visa flexibilizar
para os usuários finais o nível de tolerância a falhas desejado, possibilitando que o mesmo
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otimize, de acordo com a sua necessidade, os custos necessários para tolerar falhas em seu
modelo de negócio.
Para cumprir o objetivo principal, este trabalho apresenta os seguintes objetivos es-
pecíficos:
• Construir um modelo distribuído, em ambiente de federação de nuvens, que trabalhe
com as políticas de tolerância a falhas proativa e reativa;
• Integrar a um único modelo as técnicas de tolerância a falhas: (1) rejuvenesci-
mento de software (Software Rejuvenation), (2) repetição (Retry), (3) reenvio de
tarefas(Task Resubmission) e (4) replicação (Replication);
• Pesquisar e implementar rotinas que permitam a configuração, por usuários finais,
do nível de tolerância a falhas desejado;
• Implementar um protocolo de heartbeat adaptativo para utilização na fase de detec-
ção de falhas;
• Integrar o mecanismo de tolerância a falhas proposto na plataforma de nuvem fede-
rada BioNimbuZ;
• Realizar uma análise experimental com injeção de falhas para verificar, de acordo
com as métricas de tolerância a falhas, a eficácia, o desempenho, o tempo de res-
posta, o overhead e os custos associados ao modelo proposto.
1.4 Organização do Documento
Este documento contém, além deste capítulo introdutório, mais seis capítulos que con-
textualizam os ambientes e as tecnologias que fazem parte do escopo do trabalho aqui
apresentada.
No Capítulo 2 são apresentados vários aspectos relacionados ao paradigma de com-
putação em nuvem, tais como definições, características essenciais, arquitetura, modelos
de serviço e os modelos de implantação e os diferentes tipo de nuvens. Além disto, este
capítulo também apresenta uma visão geral da evolução do modelo de computação em
nuvem, chamada federação de nuvens. No decorrer deste capítulo são abordados aspectos
como definições, benefícios e desafios identificados no novo paradigma de federação de
nuvens computacionais.
O Capítulo 3 apresenta aspectos de tolerância a falhas, como conceitos básicos, falha,
erro, defeito, classificações de falhas, requisitos da dependabilidade e segurança, medidas
de avaliação da disponibilidade e confiabilidade, estratégias para alcançar a dependabili-
dade e a segurança, bem como os tipos de falhas e suas fases de gerenciamento. Por fim,
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são descritas as principais técnicas de tolerância a falhas para ambientes de nuvem e para
ambientes de federação de nuvens.
O Capítulo 4 discorre sobre o sistema BioNimbuZ, que é uma plataforma de federação
de nuvens computacionais híbridas para a execução de workflows de Bioinformática. O
BioNimbuZ será utilizado como prova de conceito para a implementação do modelo de
tolerância a falhas aqui proposto.
O Capítulo 5 apresenta os detalhes da proposta deste trabalho, um modelo de tolerân-
cia a falhas multi-estratégico que funciona de maneira integrável, ou seja, um mecanismo
implementado como biblioteca que é utilizado pelo sistema do usuário final. Também são
apresentados os principais trabalhos relacionados encontrados na literatura. Finalmente,
o capítulo descreve como o modelo proposto foi integrado à plataforma BioNimbuZ.
O Capítulo 6 apresenta a análise experimental para o modelo proposto, sendo cons-
tituído por detalhes do ambiente de testes, da injeção de falhas e da inspeção de falhas.
Também são apresentados os resultados alcançados para o tempo médio de reparo e os
percentuais obtidos para a disponibilidade e para a confiabilidade. Por fim, este capítulo
apresenta o overhead associado à utilização do modelo de tolerância a falhas proposto.
Para finalizar, o Capítulo 7 apresenta uma visão geral do que foi apresentado neste
trabalho, bem como as considerações finais obtidas com a realização desta pesquisa e




Este capítulo contextualiza o paradigma da computação em nuvem, tratando de vários
aspectos, tais como as definições mais citadas na literatura, características essenciais,
arquitetura, modelos de serviço e, por fim, os modelos de implantação e os diferentes
tipos de nuvens. Além disto, também discorre-se sobre a visão geral da chamada evolução
do modelo de computação em nuvem, a federação de nuvens, abordando aspectos como
definições, benefícios e desafios identificados no novo paradigma de federação de nuvens
computacionais.
2.1 Visão Geral
A computação em nuvem vem cada vez mais ganhando popularidade em relação aos siste-
mas tradicionais de tecnologia da informação. Provedores deste tipo têm aplicado amplo
investimento para a construção de grandes centros de dados (DC, do inglês Data Centers),
distribuindo-os em várias regiões geográficas com o objetivo de atender, com eficácia, a
crescente demanda por serviços hospedados em seus ambientes de nuvem computacio-
nal. Geralmente, estes DCs são construídos com a utilização de centenas de milhares de
servidores de commodities, e a tecnologia de virtualização é, tipicamente, utilizada para
provisionar os recursos computacionais solicitados através da Internet, segundo o modelo
de negócio pay-per-use [33].
Assim, a computação em nuvem é um paradigma de computação distribuída que sur-
giu como tendência para o provisionamento de recursos e serviços de maneira ágil, barata,
escalável e flexível [34]. Diversos tipos de recursos podem ser disponibilizados, tais como
memória, capacidade de processamento, de armazenamento, dentre outros. Atualmente,
o modelo de nuvem computacional é extensamente difundido. Muitas definições de com-
putação em nuvem foram propostas nos últimos anos.
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Segundo Foster et al. [34], a nuvem computacional é definida como um paradigma de
computação distribuída em larga escala, impulsionado por uma economia de escala, na
qual um pool abstraído de recursos computacionais virtualizados, dinamicamente escalável
e gerenciado, bem como um pool de armazenamento, plataformas e serviços, são entregues
sob demanda para consumidores externos por meio da Internet.
De acordo com o Instituto Nacional de Padrões e Tecnologia (NIST, do inglês, National
Institute of Standards and Technology) [10], a nuvem computacional é definida como
um modelo que possibilita de forma ubíqua, conveniente e sob-demanda, o acesso a um
pool compartilhado de recursos configuráveis, por meio de acesso à rede, podendo ser
rapidamente provisionados ou liberados com um mínimo esforço de gerenciamento ou de
interação com os provedores do serviço.
Além disso, Armbrust et al. [35] a definem como a união de aplicações fornecidas
como serviços, por meio da Internet, com o hardware e o software utilizados em DCs que
fornecem esses serviços.
Finalmente, Buyya et al. [36] definem a computação em nuvem como sendo um tipo de
sistema paralelo e distribuído, constituído de uma coleção de computadores interconecta-
dos e virtualizados, apresentados como um ou mais recursos de computação unificada que
podem ser provisionados dinamicamente, baseados em Acordos de Nível de Serviço (SLA,
do inglês Service-Level Agreement) estabelecidos através da negociação entre o provedor
de serviços e seus consumidores.
Assim, embora existam diferenças consideráveis entre as definições de computação em
nuvem, a maioria delas afirma que um sistema de computação em nuvem deve fornecer:
(1) serviços sob o moledo pay-per-use; (2) elasticidade e ilusão de recursos infinitos; (3)
serviços sob demanda; e (4) recursos virtualizados [19]. A Seção 2.2 descreve as principais
características de uma plataforma de nuvem.
2.2 Características
Mell et al. [10] elencam cinco caraterísticas como sendo essenciais para compor o modelo
de computação em nuvem, são elas:
1. Serviço sob demanda: clientes podem provisionar recursos computacionais sem
a necessidade de negociação ou intervenção humana com os provedores;
2. Acesso amplo à rede: serviços em nuvem estão disponíveis por meio da Internet
e podem ser acessados por meio de protocolos de rede padrão;
3. Agrupamento de recursos: os recursos fornecidos pelos provedores aos seus con-
sumidores se apresentam como um grande pool de recursos, nos quais os consu-
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midores os consomem de acordo com a necessidade e de forma dinâmica, sem a
necessidade de conhecer a infraestrutura utilizada, apenas algumas informações de
alto nível, como a região geográfica, são disponibilizadas aos consumidores;
4. Elasticidade: recursos podem ser dinamicamente provisionados ou liberados sob
demanda, podendo ocorrer até mesmo de maneira automática;
5. Serviço medido: o provedor monitora e controla os recursos utilizados pelos usuá-
rios da nuvem, a fim de fornece níveis adequados de relatório de acordo com o tipo de
serviço, objetivando possibilitar a cobrança aos consumidores com base no modelo
pay-per-use.
Murugesan et al. [8], ainda adiciona mais uma característica como sendo essencial ao
modelo de computação em nuvem:
6. Múltiplos inquilinos ou Multitenancy: consumidores utilizam recursos com-
partilhados por meio de agrupamento de recursos como um único recurso. Isso
implica na utilização de recursos por vários consumidores, chamados de inquilinos,
simultaneamente.
Essas características são o que diferenciam a plataforma de computação em nuvem de
outras plataformas de computação distribuída.
2.3 Arquitetura e Modelos de Serviço
Várias arquiteturas de nuvens foram propostas na literatura. Geralmente, a arquitetura
de um sistema de computação em nuvem pode ser dividida em três camadas, que corres-
pondem respectivamente às camadas de Aplicação, Plataforma e Infraestrutura, conforme
exemplificado na Figura 2.1.
Figura 2.1: Arquitetura de Nuvem Computacional, adaptado de Toosi et al. [1].
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Além disso, recursos computacionais, recursos de rede, aplicativos ou qualquer outro
tipo de serviço de tecnologia da informação oferecido a um usuário por um provedor
de nuvem, é chamado de serviço em nuvem. Os serviços em nuvem vão desde aplicativos
simples (e.g., e-mail, calendário, processamento de texto e compartilhamento de fotos) até
aplicativos complexos, que geralmente necessitam de recursos de computação escalável. Os
modelos de serviços em nuvem computacionais podem ser classificados em três categorias
principais, de acordo com o nível de abstração fornecido aos consumidores [1]: (1) Software
como Serviço (SaaS, do inglês Software as a Service), plataforma como serviço (PaaS, do
inglês Platform as a Service) e infraestrutura como serviço (IaaS, do inglês Infrastructure
as a Service). Apesar de ser possível encontrar na literatura mais de três categorias [37],
é mais comum dividir os serviços nas três categorias aqui mencionadas. Cada categoria
de serviço pode ser utilizada de forma independente ou de forma combinada.
Em um nível mais alto, está o modelo de Software como Serviço (SaaS), em um nível
mais intermediário o modelo de Plataformas como Serviço (PaaS) e no nível mais baixo,
mais próximo dos componentes de hardware, está o modelo de Infraestrutura como Serviço
(IaaS). Os modelos de serviços podem ser descritos da seguinte forma [8, 10, 37, 38, 39]:
• SaaS: modelo de fornecimento de softwares que tem como característica principal
a multitenancy (multi inquilino), que corresponde ao compartilhamento de recursos
computacionais entre vários consumidores que utilizam o mesmo serviço de software.
Os usuários podem acessar estes softwares em qualquer lugar, sem a limitação de
ter o software instalado na sua máquina;
• PaaS: consiste em estruturas de aplicativos e uma coleção de ferramentas especi-
alizadas no topo da camada de infraestrutura, para fornecer uma plataforma de
desenvolvimento/implantação, visando minimizar o ônus da implantação de aplica-
tivos diretamente em recursos virtuais;
• IaaS: contém recursos abstraídos, tipicamente através da utilização de técnicas de
virtualização, criando um conjunto de recursos computacionais expostos como re-
cursos integrados às camadas superiores e aos usuários finais. Esta camada é um
componente importante da computação em nuvem, uma vez que muitos recursos,
como a atribuição de recursos elásticos, são disponibilizados nesta camada [39].
A Tabela 2.1 resume como é realizada a usabilidade e o controle para os consumidores
dos modelos de serviços em nuvem computacional.
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Tabela 2.1: Usabilidade e Controle dos Modelos de Serviços [8].
Modelo Utilidade ao consumidor Limite de utilização ao consumidor
SaaS
Utilizar aplicativos que são executados
na nuvem.
A configuração de aplicativos é limitada;
e não há controle sobre a infraestrutura,
rede, servidores, sistemas operacionais,








O usuário tem o controle de aplicativos
implantados e suas configurações de
ambiente, mas nenhum controle de
infraestrutura, rede, servidores, sistemas
operacionais ou armazenamento.
IaaS
Provisionamento de recursos de
processamento, armazenamento,
redes, entre outros; implantação e
execução de sistemas operacionais
e aplicativos.
O usuário tem controle de sistemas
operacionais, armazenamento e aplicativos
implantados, atribuídos ao usuário, mas
sem controle sobre a infraestrutura.
2.4 Modelos de Implantação
As nuvens são classificadas em quatro categorias, com base no local onde a nuvem é
implantada, por quem a implanta, por quem a gerencia e por quem são seus principais
usuários. As principais categorias de implantação são [10, 37]:
• Nuvem Pública: qualquer organização ou consumidor (público geral) é capaz de
acessar e provisionar recursos da nuvem em questão;
• Nuvem Privada: a infraestrutura é provisionada apenas para uma determinada
organização, somente ela e seus membros possuem acesso aos recursos;
• Nuvem Comunitária: a infraestrutura é compartilhada por organizações que
mantém algum tipo de interesse em comum (jurisdição, segurança, economia), e
pode ser administrada, gerenciada e operada por qualquer uma das organizações
participantes da comunidade;
• Nuvem Híbrida: é a combinação de dois ou mais modelos anteriormente citados,
obtida por tecnologias ou padrões que permitem a portabilidade de dados e serviços.
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2.5 Federação de Nuvens
A fim de obter maior poder computacional ou maior capacidade de armazenamento, mui-
tos usuários estão migrando do modelo de nuvem única para o modelo de nuvem federada,
pois neste modelo há a combinação de mais de uma nuvem, o que possibilita o comparti-
lhamento da infraestrutura de outros provedores [15, 16].
Em geral, o modelo de federação de nuvens é utilizado para estender ou potencializar a
capacidade de sistemas em nuvem computacional, com o objetivo de atender requisitos de
qualidade do serviço [40]. Por exemplo, um único provedor de nuvem pode ser incapaz de
provisionar recursos computacionais em um dado momento (por exemplo, em um horário
de pico) [41], em outro exemplo, pode não permitir que mais recursos sejam provisionados
a um determinado usuário (por exemplo, por questões de limites de utilização) [12, 13, 14].
Assim, problemas como esses podem ser solucionados por meio da distribuição dos
serviços em diferentes provedores de nuvem ou em diferentes locais de nuvem [42]. Esse
processo é conhecido como federação de nuvem, e provavelmente representa uma nova
fase do paradigma de computação em nuvem [36]. A federação de nuvens visa aumentar
a disponibilidade de recursos de forma semelhante à que existe em ambientes de nuvem
de modelo único. Todavia, a federação em nuvem permite aos usuários diversificar sua
carteira de infraestrutura em termos de fornecedores e de localização geográfica. E ainda,
permite aos provedores de nuvem aumentarem a capacidade de sua infraestrutura on-
the-fly, alugando recursos de outros fornecedores, a fim de atender a cargas de trabalho
imprevisíveis, sem a necessidade de manter recursos extras em um estado reservado. Além
disso, também os ajuda a cumprir SLA [43].
2.5.1 Estágios da Nuvem Federada
Uma federação de nuvem pode ser definida como um modelo de nuvem que tem a finali-
dade de garantir qualidade de serviço, como desempenho e disponibilidade, permitindo a
reatribuição sob demanda de recursos e a migração de carga de trabalho. Isto ocorre por
meio de uma rede de diferentes provedores de nuvem para oferecer serviços não triviais
aos seus consumidores, isto com base em interfaces normalizadas, e sem uma coordenação
centralizada [19].
Dessa forma, a evolução do mercado de computação em nuvem ocorreu em três etapas
subsequentes, são elas [2, 3]:
1. Monolítico: caracterizada por grandes ilhas proprietárias, com serviços fornecidos,
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por empresas de grande porte, como Google1, Amazon2 e Microsoft3, isto de maneira
exclusiva e independente umas das outras (Figura 2.2);
Figura 2.2: Estágio Monolítico [2].
2. Cadeia Vertical de Suprimentos: ainda com foco em ambientes proprietários,
mas aqui as empresas começam a utilizar alguns serviços de outras nuvens, logo,
esta etapa dá origem ao eco sistema de integração de nuvens (Figura 2.3);
Figura 2.3: Estágio Vertical [2].
3. Federação Horizontal: provedores de nuvem de qualquer tamanho fazem acordos
entre si para obter maiores ganhos de economia de escala, uso eficiente de seus ativos
e a ampliação de suas capacidades (Figura 2.4).
Figura 2.4: Estágio Horizontal [2].
No estágio de federação horizontal, as nuvens tornam-se uma verdadeira nuvem-de-
nuvens (cloud-of-clouds), uma grande nuvem composta de nuvens interconectadas, cada
uma com suas próprias características, servindo à diferentes necessidades [1, 44].
Em um ambiente federado, cada nuvem pode ter sua própria política de alocação de
recursos, o que exige capacidade de negociação dos provedores de nuvem, a fim de negociar
os recursos mais adequados, visando alcançar seus objetivos. Isso requer coordenação
e orquestração de recursos que pertencem a mais de uma nuvem. Além disto, alguns
requisitos são necessários para que se estabeleça uma federação de nuvens, são eles [3]:
1Google Cloud Platform, https://cloud.google.com/
2Amazon Web Services, https://aws.amazon.com/
3Microsoft Azure, https://azure.microsoft.com/
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• Automatismo e Escalabilidade: uma nuvem, que utilize mecanismos automá-
ticos de descoberta deve ser capaz de eleger, dentre as nuvens participantes da
federação, as que melhor satisfaçam às suas necessidades, bem como ser capaz de
reagir a mudanças;
• Segurança Interoperável: é necessária a integração de diferentes tecnologias de
segurança, permitindo que uma nuvem residencial, por exemplo, possa juntar-se à
federação sem a necessidade de alterar suas políticas de segurança.
Goiri et al. [45], observaram que os provedores apresentam dois comportamentos ca-
racterísticos para criação de federação de nuvens:
• Outsourcing: o provedor, ao perceber que seus recursos estão se esgotando, busca
recursos extras em outros provedores. Essa estratégia é importante para que não
haja violação de qualidade de serviço por parte do provedor que teve seus recursos
esgotados, evitando assim a perda de credibilidade de seus consumidores.
• Insourcing: por outro lado, o provedor que possui recursos subutilizados, para
evitar um grande consumo de sua infraestrutura (o consumo de energia elétrica por
exemplo, chega a custar 30% do gasto total com infraestrutura [46]), fornece o acesso
aos seus recursos para provedores externos que desejam aluga-los.
A Figura 2.5 exemplifica como os recursos podem ser alocados em uma federação, na
qual uma Nuvem Local aluga recursos de uma Nuvem Estrangeira A e B (outsorcing),
e estas por sua vez fornecem recursos disponíveis em sua infraestrutura, para nuvens
externas (insorcing).
2.5.2 Benefícios
Além dos benefícios já citados, outros benefícios importantes justificam uma utilização
mais ampla da federação de nuvens pelos provedores e consumidores, tais como [1, 43, 45]:
• Melhor aproveitamento de recursos: (1) recursos subutilizados podem ser alu-
gados, gerando renda e reduzindo custos de manutenção de infraestrutura; (2) em-
presas que adotam federação de nuvens pode ter sua infraestrutura reduzida, pois
neste caso as empresas só contratam recursos extras em momentos de pico, redu-
zindo assim custos operacionais, energia e espaço;
• Questões legais: dados e sistemas que dependem de questões legais específicas, se
beneficiam ao serem implantados em regiões geográficas diferentes;
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Figura 2.5: Arquitetura para Federação de Nuvens, proposta por Celesti et al. [3].
• Compartilhamento: a verdadeira noção de compartilhamento entre as partes,
tem diferentes políticas organizacionais e capacidades técnicas diferentes;
• Tolerância a falhas: a replicação de serviços em diferentes provedores evita a
indisponibilidade dos mesmos, no caso de um determinado provedor enfrentar algum
tipo de interrupção, o que é bastante comum;
• Melhor nível de qualidade de serviço: apresenta maiores opções para minimizar
a latência e os atrasos relacionados ao tempo de resposta, isto por meio da utilização
de um provedor mais próximo geograficamente, ou por meio da utilização de um
provedor mais capacitado;
• Otimização de custos: é possível combinar provedores com o objetivo de provisi-
onar recursos mais baratos;
• Redução na violação de SLA: no caso de escalonamento de recursos, um deter-
minado provedor de serviços em nuvem pode evitar uma violação de SLA por sua
parte, alugando/alocando recursos de outros membros da federação;
• Independência de provedor: consumidores não necessitam ficar dependentes de
um único fornecedor;
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• Vencimento de contratos: se o contrato com um determinado provedor está
prestes a vencer, reduzem-se a preocupações com o bloqueio de serviços, pois um
ambiente federado é composto por mais de um provedor de serviços.
2.5.3 Desafios
Existem diversos desafios dentro do tema da federação de nuvens, pois uma completa
federação depende de muitos fatores. Atualmente tem-se vivido uma transição para um
estágio em que as nuvens tenham completa comunicação entre si, os maiores provedores
de nuvens ainda ditam os padrões do mercado. Os problemas mais comuns observados
são [1, 31, 32]:
• Carência de padrões abertos: cada provedor adota seu próprio padrão (e.g.,
mecanismos de segurança e autenticação, comunicação, máquinas virtuais, armaze-
namento e etc.), dificultando o desenvolvimento de sistemas que fornecem soluções
de federação de nuvens. Dessa forma, surge o problema chamado vendor lock-in, no
qual as empresas ou os desenvolvedores ficam presos à determinadas tecnologias, o
que dificulta e até mesmo impossibilita a migração de negócios para outras tecno-
logias, devido ao alto custo associado (recapacitação ou reciclagem de funcionários
também entra no custo);
• Manutenção de SLA: os SLA diferem-se entre nuvens, e garantir que estejam de
acordo entre todas as nuvens participantes é uma tarefa muito difícil. É mais fácil
que grandes provedoras cubram os custos relacionados a violação de acordos para
não perder seus clientes, o que se torna um problema para pequenas empresas, pois
custear tais violações inviabilizaria ou prejudicaria seus negócios;
• Dificuldade de monitoramento: dificuldade em consolidar dados de monito-
ramento de recursos de uma federação com uma grande quantidade de nuvens em
regiões diferentes. As nuvens em questão podem estar situadas em locais geográficos
muito distantes, aumentando assim a latência da rede de comunicação;
• Confiança: empresas se mostram relutantes em manter suas informações fora de
seu domínio, tanto por questões de segurança quanto pelo controle adequado dessas
informações.
2.6 Considerações Finais
Este capítulo tratou de aspectos do modelo de nuvem computacional, os quais evidenci-
aram que os principais benefícios da adoção do modelo de nuvem incluem a redução de
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custos operacionais, a flexibilidade aprimorada, a escalabilidade sob demanda, a implan-
tação de aplicativos de maneira mais fácil e rápida, a facilidade de uso e a disponibilidade
de um vasto campo de recursos computacionais. Muitos tipos de serviços ou aplicações,
incluindo e-mail, ferramentas utilitárias para escritórios e armazenamento de dados, con-
tinuam migrando para o modelo de nuvem com o objetivo de colher os benefícios desse
novo paradigma em tecnologia de informação e aumentar a capacidade de atender suas
demandas.
Contudo, Murugesan [8] et al. alertam que usuários devem considerar as limitações
existentes, antes de migrar para o modelo de nuvem computacional. As principais limi-
tações presentes no modelo de nuvem são:
• Necessidade de acesso a rede confiável, sempre disponível e de alta velocidade para
se conectar e utilizar os serviços providos através de nuvens;
• Possibilidade de queda do tempo de resposta, devido ao aumento do tráfego em
horários de pico ou incertezas na infraestrutura da rede;
• Vulnerabilidades adicionais à segurança de dados e aos processos em nuvem;
• Risco de acesso não autorizado a dados organizacionais e até mesmo a dados de
consumidores.
Além disto, apesar dos benefícios verificados para o modelo de computação em nuvem,
atualmente, ele já não é mais suficiente, em alguns casos, para suprir a demanda cada vez
mais crescente de recursos computacionais.
O modelo de federação de nuvem descrito neste capítulo mostrou-se um conceito que
tem grande potencial e pode ter uma enorme influência na forma como os recursos e as
aplicações de computação serão manipulados, desenvolvidos e utilizados. É uma etapa
adicional proporcionar recursos de computação de uma forma semelhante a outros serviços
básicos, como por exemplo eletricidade ou água. No entanto, a evolução do modelo de
nuvens é extremamente dinâmica, assim é difícil predizer seu rumo a longo prazo.
Apesar da crescente utilização do modelo de nuvens e das muitas definições e padrões
já existentes, o modelo de federação de nuvens ainda não possui padrões universais de
interfaces e arquiteturas. Em outras palavras, a construção de uma federação necessita
de diferentes implementações de plugins que possibilitem a integração de infraestruturas
heterogêneas. Barril et al. [31] afirmam que é necessária a criação e definição de padrões
universais para impulsionar ainda mais o modelo de nuvens federadas. A padronização
possibilitaria a formação de nuvens federadas com maior facilidade.
Como consequência dos desafios descritos neste capítulo, nota-se que o monitoramento
e o tratamento de falhas em sistemas federados são problemas não triviais. Além do mais,
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o modelo de nuvens federadas ainda herda todos os desafios existentes no modelo de
nuvem única. Mesmo DCs cuidadosamente projetados estão sujeitos a um grande número
de falhas, principalmente, quando distribuídos ou espalhados em várias regiões geográficas
[47]. Dados esses fatos, é evidente que a tolerância a falhas é uma importante questão
tanto para provedores quanto para consumidores de nuvens. O Capítulo 3 discorre sobre




Este capítulo apresenta aspectos da tolerância a falhas, tais como conceitos básicos, falha,
erro, defeito, classificações de falhas, requisitos da dependabilidade e segurança, medidas
de avaliação da disponibilidade e confiabilidade, estratégias para alcançar a dependabili-
dade e segurança, bem como os tipos de falhas e suas fases de gerenciamento. Além disso,
são descritas as principais técnicas de tolerância a falhas para ambientes de nuvem e fe-
deração de nuvens computacional. Por fim, também é apresentado a relação de trabalhos
relacionados encontrados na literatura.
3.1 Falha, Erro e Defeito
Assume-se que um sistema falha quando o mesmo não atende às suas especificações [48].
Falhas em certos tipos de sistemas podem ser catastróficas para a segurança de usuários
ou para a imagem e reputação das empresas. À medida que a popularização do uso de
computadores e sistemas distribuídos aumenta, a necessidade de evitar falhas torna-se,
consequentemente maior.
Antes de prosseguir, é fundamental deixar claro o que é falha, erro e defeito, ou
seja, definir conceitos que nos permita diferenciar cada um destes termos. Aqui serão
apresentados conceitos utilizados por grande parte da comunidade científica, que foram
derivados de Avizienis et al. [5], Laprie [49] e Lee et al. [50].
Assim, para esses autores, falha é definida como a causa física ou algorítmica do
erro [4]. Em outras palavras, as falhas estão associadas ao universo físico. O erro é um
estado que ocorre quando o processamento posterior a uma falha levar ao defeito, ou seja,
o erro está relacionado ao universo de informação. E por último, o defeito, que não pode
ser tolerado, mas deve-se evitar que o sistema apresente defeito. Defeitos são associados
ao universo do usuário.
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Uma falha não necessariamente ocasiona um erro, pois uma falha de hardware, por
exemplo, pode não ser percebida ou ocorrer em uma área que nunca será utilizada pelo
sistema. Da mesma forma, um erro não necessariamente leva o sistema a um defeito,
pois tal erro pode não refletir ou não ser percebido no universo do usuário. A Figura 3.1,
exemplifica o conceito apresentado para as definições de falha, erro e defeito.
Figura 3.1: Universo de Falha, Erro e Defeito, adaptado de Weber [4].
Conforme ilustrado na Figura 3.1, para que exista um defeito no sistema é necessário
que antes ocorra uma falha seguida de um erro, que exponha o defeito ou o torne per-
ceptível ao usuário. Neste contexto, define-se que a latência de falha é dada pelo tempo
o qual a falha ocorre, até o dado momento em que o erro se manifesta. Já a latência do
erro é dada pelo tempo passado desde a ocorrência do erro até a manifestação do defeito
[4].
3.2 Classificação de Falhas
As falhas são, geralmente, classificadas como transientes, intermitentes ou permanentes.
Estas classificações podem ser definidas conforme segue [9, 51, 52]:
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• Falha transiente: é aquela que ocorre num dado momento e desaparece em execu-
ções futuras. Em outras palavras, um sistema pode apresentar a falha em uma de
suas execuções, porém esta mesma falha não se manifesta novamente em execuções
futuras e idênticas. Como exemplo, a falha pode ocorrer devido uma interferência
ou mal funcionamento na comunicação de rede, que pode causar perdas de pacotes
num certo momento, porém ao se repetir a operação, esta perda de pacotes pode
não ocorrer, o que resultará na execução conforme especificado, ou seja, na execução
normal do sistema;
• Falha intermitente: é aquela que aparece esporadicamente sem razão aparente.
Tipicamente está relacionada a defeitos no hardware ou software, assim um com-
ponente defeituoso gera, de forma irregular, uma série de comportamentos fora do
especificado. Falhas intermitentes são difíceis de lidar, pois se manifestam de ma-
neira aparentemente aleatória e em intervalo de tempo irregular, mesmo observando
uma execução idêntica do sistema repetidas vezes. Logo, o comportamento impre-
visível de falhas intermitentes dificulta o seu diagnóstico;
• Falhas permanentes: é aquela que continua a existir a menos que o componente
defeituoso, tanto no hardware quanto no software, seja substituído ou corrigido.
É difícil determinar se uma falha é transiente ou intermitente simplesmente pela ob-
servação do sistema, pois falhas destas classificações podem possuir as mesmas caracte-
rísticas. Distinguir estas falhas é importante, pois a falha transiente não implica neces-
sariamente que o sistema deve ser declarado defeituoso, pois um ambiente instável pode
justificar um defeito temporário [7].
No geral, as principais causas de falhas são problemas de especificação, implementa-
ção, operação e envelhecimento de componentes de hardware. Além disto, existem as
interferências do ambiente externo, como temperatura, umidade e pressão.
Em sistemas distribuídos, existe ainda a noção de falhas parciais, sendo esta uma
característica que difere os sistemas centralizados de sistemas distribuídos. Falhas parciais
ocorrem quando um componente do sistema distribuído falha. Este tipo de falha pode
acarretar ou não no mal funcionamento de outros componentes. Todavia, falhas em
sistemas distribuídos muitas vezes afetam a todos os componentes do sistema, podendo
facilmente causar a indisponibilidade total [9].
Em ambientes de nuvem computacional é comum que a causa de falhas seja dada,
ainda, por problemas de comunicação, de latência e de localidade de recursos computaci-
onais [1].
Sistemas distribuídos tem como um importante desafio continuar sua operação mesmo
sob a existência de falhas, ou seja, eles devem ser capazes de detectar e recuperar-se
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automaticamente de falhas parciais, sem que seu desempenho seja comprometido, isto
é, o sistema deve tolerar falhas, permitindo que elas ocorram, porém, sem lhe causar
considerável impacto.
3.3 Dependabilidade e Segurança
Segundo Avizenis et al. [5], a dependabilidade é definida pela capacidade de fornecer um
serviço que possa ser justificadamente confiável, e esta definição ressalta a necessidade de
se justificar a confiança. Em uma definição alternativa, a dependabilidade de um sistema
é a capacidade de evitar falhas de serviço que ocorrem com mais frequência e gravidade
do que pode-se considerar aceitável.
Na taxonomia de sistemas confiáveis e seguros, proposta por Avizienis et al. [5], um
sistema é uma entidade que interage com outras entidades, ou seja, outros sistemas,
incluindo hardware, software, stakeholders e fenômenos naturais. Esta interação afeta
a computação e a comunicação entre os sistemas, que é caracterizada por importantes
aspectos relacionados à tolerância a falhas, que impactam na disponibilidade, isto é, na
confiabilidade, na segurança e no desempenho.
Atualmente, o meio científico tem tido a tolerância a falhas como um importante objeto
de pesquisa. Primeiramente, é necessário entender o que realmente significa tolerar falhas
para um sistema distribuído. Desta forma, prover tolerância a falhas está diretamente
relacionado a dependabilidade de sistemas. Segundo Kopetz et al. [53], existe uma série
de requisitos para sistemas distribuídos que estão contidos no termo dependabilidade, tais
como a disponibilidade, a confiabilidade, a proteção e a manutenibilidade.
Assim, referente à dependabilidade, Tanenbaum et al. [9] e Avizienis et al. [5] definem
os principais requisitos ou atributos para sistemas distribuídos, conforme abaixo:
• Disponibilidade: propriedade na qual um sistema deve manter-se disponível para
utilização imediata. Logo, refere-se a probabilidade de um sistema estar operando
conforme o esperado, e em qualquer dado momento estar disponível para atender
suas requisições;
• Confiabilidade: propriedade na qual um sistema mantém sua execução continua-
mente sem falhas. Diferentemente da disponibilidade, que é definida por um dado
momento, a confiabilidade é definida por um intervalo de tempo relativamente longo
e é relativo à corretude do serviço provido. Dado este fato, não se deve confundir
disponibilidade com confiabilidade;
• Proteção (segurança operacional ou de funcionamento): propriedade na qual mesmo
perante um mal funcionamento do sistema, nada catastrófico acontece. A proteção
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é muito importante em sistemas que podem por em risco a integridade física de seus
usuários, por exemplo, sistemas que operam em controle de tráfego aéreo, usinas
nucleares, cirurgias médicas, lançamentos espaciais, dentre outros. Existem muitos
exemplos que mostram o quão complexo é construir sistemas seguros;
• Integridade: é a propriedade de sistemas resistirem a ataques externos, não permi-
tindo que ocorram alterações impróprias no sistema, sejam elas causadas de forma
acidental, intencional ou devido a um mal funcionamento do sistema;
• Manutenibilidade: é a facilidade com que um sistema, após apresentar falhas,
pode ser reparado. Sistemas com alta manutenibilidade favorecem a alta dispo-
nibilidade, principalmente, se este for capaz de detectar e recuperar-se das falhas
automaticamente.
Já em relação à segurança, destacam-se a combinação dos requisitos confidencialidade,
integridade e disponibilidade, sendo que, os dois últimos também se aplicam à dependa-
bilidade. Avizienis et al. [5] e Jonsson [54] os definem como:
• Confidencialidade: é a propriedade de não expor ou divulgar informações não
autorizadas, ou seja, informações confidenciais;
• Integridade: aqui, a definição dada anteriormente se aplica da mesma maneira, ou
seja, este requisito é comum tanto à dependabilidade quanto à segurança;
• Disponibilidade: já definida anteriormente, porém neste contexto, adiciona-se o
fato de que o sistema deve manter-se disponível apenas para requisições autorizadas.
A Figura 3.2 indica a principal relação de interesse e de atividade entre a dependa-
bilidade e a segurança. A dependabilidade e a segurança especificadas para um sistema
devem considerar a gravidade e a frequência aceitável de falhas em um determinado am-
biente de aplicação. Para determinados sistemas, um ou mais dos requisitos apresentados
nesta seção podem não fazer parte de sua especificação.
3.3.1 Medidas de Avaliação de Dependabilidade
Transparecer o quão um sistema pode ser disponível e confiável, isto é, a medição de tole-
rância a falhas de um sistema, é um aspecto crucial para sistemas distribuídos e também
para o paradigma de computação em nuvem. Estas medidas são utilizadas para quanti-
ficar a dependabilidade de sistemas. As duas principais medidas para tolerância a falhas
de um sistemas são a disponibilidade e a confiabilidade. A disponibilidade é dada pela
razão entre o tempo disponível, e a soma entre o tempo disponível e o tempo indisponível
de um sistema. A disponibilidade pode ser quantificada conforme a Equação 3.1 [55].
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Figura 3.2: Relação de Requisitos de Dependabilidade e de Segurança [5].
Disponibilidade = Tempo disponívelTempo disponível + Tempo indisponível (3.1)
Onde o tempo disponível (ou tempo de atividade), bem como o tempo indisponível (ou
tempo de inatividade), podem ser preditos através do uso de modelos de disponibilidade
como o de Markov [56], ou também podem ser calculados a partir do monitoramento do
sistema [6].
O percentual do tempo de serviço disponível e o tempo de inatividade do serviço
também expressa a disponibilidade do sistema. O tempo de serviço disponível é o tempo
operacional esperado para um sistema (por exemplo, tempo operacional esperado por
mês). Esta medida é calculada conforme apresentado na Equação 3.2 [57].
Disponibilidade = Tempo disponível − Tempo indisponívelTempo disponível ∗ 100 (3.2)
Métricas como o tempo médio para o defeito (MTTF, do inglêsMean Time To Failure),
tempo médio entre os defeitos (MTBF, do inglês Mean Time Between Failures) e o tempo
médio de reparo (MTTR, do inglês Mean Time To Repair) também podem ser utilizadas
para quantificar a disponibilidade de um sistema. O MTTF é o tempo médio que o sistema
opera corretamente, conforme o especificado, até que ocorra um defeito. O MTBF é o
tempo médio entre dois defeitos apresentados consecutivamente pelo sistema, ou seja, é o
tempo esperado para que o sistema apresente novamente o defeito. Finalmente, o MTTR
é o tempo necessário para que o sistema passe do estado de defeito para um estado livre de
defeitos, voltando assim, a operar corretamente. Segundo estas métricas, a disponibilidade
pode ser calculada como apresentado na Equação 3.3 [57].
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Disponibilidade = MTBFMTBF+MTTR (3.3)
A Equação 3.3 e seus termos podem ser facilmente compreendidos quando considerada
a ilustração da Figura 3.3. Também é possível notar que a Equação 3.3 é equivalente a
fórmula da disponibilidade apresentada na Equação 3.1, na qual o MTBF é igual ao tempo
disponível, e o MTTR é igual ao tempo indisponível.
Figura 3.3: MTBF e MTTR, adaptado de Bauer [6].
Por outro lado, a confiabilidade é denotada como R(t), que é a probabilidade de
um sistema funcionar corretamente em uma função de tempo t [55]. Conforme definido
anteriormente, a confiabilidade é a propriedade de um sistema manter sua execução con-
tinuamente sem falhas. Já Bauer et al. [6], relatam que o manual de medição TL9000
define a confiabilidade como a capacidade de um sistema executar corretamente uma fun-
ção requisitada por um determinado período de tempo. A confiabilidade de um serviço
pode ser quantificada de acordo com a Equação 3.4 [6].
Confiabilidade = Respostas bem sucedidasTotal de requisições ∗ 100 (3.4)
Também foi dito anteriormente na Seção 3.3 que a confiabilidade é definida por um
intervalo de tempo relativamente longo. Por este motivo, a confiabilidade é quantificada,
na prática, pela quantidade de requisições sem êxito sobre o total de milhões de requisições
efetuadas (DPM, do inglês Defects Per Million). O DPM é formulado pela Equação 3.5 [8].
Confiabilidade = Total de requisições − Respostas bem sucedidasTotal de requisições ∗ 1.000.000 (3.5)
Assim, a disponibilidade e a confiabilidade de um sistema têm papeis fundamentais,
principalmente, no paradigma de nuvem, visto que, uma pequena fração de tempo de
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inatividade pode resultar em graves impactos financeiros. Desta forma, foi estimado que
interrupções em serviços de tecnologia da informação ocasionam uma perda de receita de
aproximadamente U$ 26,5 bilhões por ano [58]. Dito isto, é fácil perceber que a disponibi-
lidade e a confiabilidade de serviços em nuvem computacional são questões fundamentais
para um ambiente de nuvem.
3.3.2 Meios para Obter Dependabilidade e Segurança
Durante a evolução científica, vários meios foram propostos e desenvolvidos a fim de
alcançar os requisitos de segurança e de dependabilidade. Assim, para que os sistemas
possam atender aos requisitos de dependabilidade e de segurança, estes devem munir-se
de técnicas e métodos de tolerância a falhas. Estes meios podem ser agrupados em quatro
principais categorias, conforme a seguir [5]:
• Prevenção de falhas: meios para evitar o surgimento de falhas. Em outras pala-
vras, impede a ocorrência ou a introdução de falhas no sistema;
• Tolerância a falhas: meio para evitar falhas e fornecer o serviço corretamente,
mesmo sobre a presença de falhas;
• Remoção de falhas: meio para verificar a presença e reduzir o número e a gravi-
dade das falhas;
• Predição de falhas: meio para estimar o número atual, a incidência futura e as
consequências prováveis de falhas.
A capacidade de fornecer um serviço confiável é objetivo da prevenção de falhas e da
tolerância a falhas. Por outro lado, a remoção de falhas e a predição de falhas visam
alcançar a confiança nesta capacidade.
Assim, sistemas confiáveis estão diretamente relacionados ao tratamento de falhas. É
possível afirmar que existe uma distinção entre a prevenção, a remoção e a predição de
falhas [5]. A taxonomia referente à dependabilidade e segurança abordada neste capítulo
é ilustrada na Figura 3.4.
3.4 Tipos de Falhas
Conforme mencionado na Seção 3.1, um sistema é dado por uma entidade que interage com
outras entidades, isto é, outros sistemas. Em sistemas distribuídos, na maioria das vezes,
não é fácil determinar o tipo da falha, pois o mal funcionamento de uma entidade pode
não estar relacionado a uma determinada entidade em si, pois, se tal entidade depende de
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Figura 3.4: Árvore de Dependabilidade e Segurança, traduzido de Avizienis [5].
outras entidades para operar corretamente, a causa da falha pode ser o mal funcionamento
de uma outra entidade a qual esta se relaciona. Esta relação de dependência é bastante
comum em sistemas distribuídos [5].
Dessa forma, a fim de obter melhor compreensão sobre a gravidade de uma falha, vários
grupos de tipos de falhas foram desenvolvidos, nos quais afirma-se que um subconjunto
de classes mais fortes é um subconjunto de classes mais fracas. Os grupos, do mais
forte para o fraco, são se-falhar/para (fail-stop failure), falha por queda (crash failure),
falha por omissão (omission failure), falha por tempo (timing failure), falha de resposta
(response failure), e falhas arbitrárias (byzantine failure). A Tabela 3.1 apresenta uma
breve descrição dos tipos de falhas citados.
Assim, seguem mais detalhes dos principais tipos de falhas e suas definições conforme
Lamport et al. [59], Schlichting et al. [60], Laranjeira et al. [61], Barborak et al. [7] e
Tanenbaum et al. [9]:
• Se-falhar/para: ocorre quando um sistema para e alerta outros sistemas sobre sua
falha. Em outras palavras, sempre que ocorre uma falha o sistema para. Este é o
tipo mais simples de falha, pois não há a produção de resultados errôneos, ao invés
disto, o sistema simplesmente para;
• Falha por queda: ocorre quando o sistema perde seu estado interno, parando ou
travando antes de concluir sua execução, porém mantinha o processamento correto
até a sua parada. Uma característica importante deste tipo de falha é que o sistema
se torna incapaz de executar qualquer tipo de operação, ou seja, é como se estivesse
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Tabela 3.1: Tipos de Falhas, adaptado de [9].
Tipo de Falhas Descrição
Se-falhar/para O sistema encerra sua operação sempre que ocorre uma falha.
Falha por queda O sistema para ou trava, porém operava corretamente antes da falha.
Falha por omissão: O sistema falha em responder solicitações:
-Recebimento -Falha em receber solicitações;
-Envio -Falha ao tentar responder solicitações.
Falha por tempo O sistema responde fora do intervalo de tempo especificado.
Falha por resposta: O sistema responde de forma incorreta:
-Valor -O valor da resposta enviada é incorreto;
-Transição de estado -O sistema se desvia do fluxo de operações correto.
Falha arbitrária O sistema produz respostas arbitrárias aleatoriamente.
congelado. Sistemas operacionais comumente apresentam este tipo de falha, no qual
a única solução é a reinicialização do mesmo;
• Falha por omissão: ocorre quando o sistema não é capaz de receber uma solici-
tação (i.e., se comporta como se não a tivesse recebido), ou quando o sistema não é
capaz de enviar uma resposta (i.e., a solicitação é conhecida e processada correta-
mente, porém o sistema não consegue enviar uma resposta). Este tipo de falha pode
resultar em muitos problemas, pois um sistema ‘A’ pode aguardar eternamente uma
resposta do sistema ‘B’, que no primeiro caso, nem ao menos tem conhecimento da
solicitação do sistema ‘A’; e, o segundo caso, é incapaz de enviar a resposta à solici-
tação. O primeiro caso, omissão por recepção, não afeta o estado atual do sistema,
pois o mesmo não tem conhecimento de qualquer solicitação feita a ele;
• Falha por tempo: está relacionado ao tempo de resposta e ocorre quando o sistema
completa a execução de uma solicitação antes ou depois do tempo de sua especifi-
cação. A resposta precipitada também pode causar problemas ao solicitante, caso
este não esteja preparado para recebê-la. Todavia, é mais comum que os sistemas
respondam de forma tardia, e neste caso, ocorrem falhas de desempenho;
• Falha de resposta: ocorre quando o sistema falha em produzir o resultado correto
em resposta a uma solicitação com entradas corretas. Em outras palavras, ocorre
quando simplesmente o sistema envia uma resposta incorreta para uma solicitação
correta. Este é um tipo de falha grave, visto que, é melhor uma resposta não dada
ao invés de uma resposta dada incorretamente. Há dois tipos de falhas de resposta:
falha de valor e falha de transição de estado. No primeiro caso, o sistema envia
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uma resposta de valor incorreto. Já no segundo caso, o sistema reage de maneira
inesperada a uma solicitação, ou seja, o sistema pode tomar ações que nunca deveria
ter iniciado;
• Falhas arbitrárias: este tipo de falhas também é conhecido como falhas bizantinas,
é o tipo de falha que pode ser considerado como um conjunto de falhas universal,
e o tipo mais grave de falhas. Falhas arbitrárias podem levar o sistema a produzir
saídas incorretas que podem não ser detectadas como incorretas. Neste contexto,
sistemas podem operar maliciosamente com outros sistemas objetivando produzir
respostas intencionalmente incorretas. Este caso salienta o fato da segurança ser
considerada um requisito para sistemas confiáveis. O termo "bizantino"refere-se
ao Império Bizantino, tempo e local onde conspirações, intrigas e mentiras eram
frequentemente utilizadas por seus governantes [59]. Falhas bizantinas estão inti-
mamente relacionadas a falhas por queda (crash failure) e a falhas se-falhar/para
(fail-stop failure).
A Figura 3.5 ilustra uma representação gráfica dos grupos de tipos de falhas menci-
onados anteriormente. Os grupos mais internos representam os grupos mais fortes (re-
presentados pelos círculos menores na figura), ou seja, sua ocorrência é independente da
ocorrência de um tipo de falha mais fraco (representados pelos círculos maiores na figura).
Figura 3.5: Ordem de Força dos Tipos de Falhas, adaptado de [7].
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3.5 Fases de Gerenciamento de Falhas
A tolerância a falhas é constituída de quatro fases que, juntas, fornecem os meios gerais
para a implementação de tolerância a falhas, visando assim, evitar que falhas gerem
defeitos no sistema. As três primeiras fases estão relacionadas com a descoberta e com a
maneira de lidar com os erros, já a quarta fase, está relacionada com as falhas que deram
origem aos erros. Logo, as quatro fases, segundo Lee et al. [62], são:
• Detecção de erros: o ponto de partida para técnicas de tolerância a falhas é
a detecção de um estado errôneo. De acordo com a definição apresentada para
uma falha, na Seção 3.1, a manifestação da falha poderá gerar erros em algum
lugar do sistema, ou seja, para tolerar falhas em um sistema, seus efeitos devem
primeiramente ser detectados;
• Avaliação de danos: após a detecção de um erro, deve-se avaliar os possíveis danos
em todo o estado do sistema, pois informações incorretas podem ter se espalhado
pelo sistema, isto devido ao intervalo de tempo entre a manifestação do erro e a
detecção de suas consequências. Logo, antes de tentar lidar com o erro detectado,
faz-se necessário avaliar até que ponto o estado do sistema foi danificado;
• Recuperação de erros: é um dos aspectos mais importantes da tolerância a falhas,
e na literatura é uma das áreas mais exploradas. Após a detecção e a avaliação de
danos, devem ser utilizadas técnicas que visam transformar o estado errôneo em
um estado correto, para que o sistema possa retornar e continuar com sua operação
normal;
• Tratamento de falhas: falhas cujos efeitos tenham sido tratados na fase de recu-
peração, devem ainda ser tratadas para que não voltem a se repetir. A detecção de
erros não identifica a falha e, frequentemente, a causa de um erro é dada por várias
falhas. Assim, o principal objetivo do tratamento de falhas é localizar precisamente
a origem do erro, ou seja, a falha, para então reparar ou reconfigurar o sistema
para evitar a recorrência da falha. Porém, nenhuma ação é necessária se a falha é
identificada como transiente.
A base para a concepção e a implementação de sistemas tolerantes a falhas é consti-
tuída pelas quatro fases citadas, além disto, elas também são a base para todas as técnicas
de tolerância a falhas [50].
Nem sempre todas as quatro fases são realmente necessárias em um sistema de com-
putação tolerante a falhas. Isto pode variar de sistema para sistema, por exemplo, fre-
quentemente decisões tomadas durante a especificação de um projeto podem evitar a
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necessidade de medidas como a avaliação de danos e a localização de falhas. Isto é dito
pois estas são técnicas exploratórias ou heurísticas, que são difíceis de implementar de
forma eficiente e confiável [62]. Embora essas fases não necessitem estar presentes em um
determinado sistema, isto não significa que elas não são importantes no que se refere a
tolerância a falhas. Isto simplesmente reflete o fato de que elas podem ser consideradas
durante a especificação do projeto de um sistema.
3.6 Tolerância a Falhas em Ambientes de Nuvem
Muitos dos novos desafios enfrentados pela comunidade de computação em nuvem estão
relacionados aos conceitos de dependabilidade e de segurança, pois as falhas neste tipo
de ambiente podem acarretar em graves prejuízos econômicos, além disto, falhas são cada
vez mais comuns neste tipo de ambiente [58, 63].
Um dos maiores desafios à utilização de tolerância a falhas em uma arquitetura de
nuvem computacional é elencar a melhor maneira de implementar as duas principais fases
de gerenciamento de falhas, a detecção e o reparo. Isso porque neste tipo de arquitetura
existem diferentes níveis de acesso para os participantes (i.e., provedores e consumidores).
Assim, uma importante questão a ser definida é em relação ao melhor ou ao mais indicado
participante da nuvem para implementar as duas fases de gerenciamento de falhas, isto
de acordo com suas permissões de acesso. Isso porque (1) falhas de hardware apenas
podem ser detectadas e reparadas pelos provedores de nuvem, (2) falhas em instâncias
de máquinas virtuais podem ser detectadas por ambos os participantes, mas só podem
ser reparadas pelos provedores, e (3) falhas na aplicação só podem ser detectadas pelos
usuários ou consumidores, mas também podem ser reparadas por ambos os participantes
[64].
A manutenção, a atualização, os reparos, a carga intensa de solicitações aos servidores,
dentre outras, são as principais razões que podem induzir falhas em ambientes complexos
e dinâmicos de nuvem computacional [24, 27, 30, 57]. Logo, os riscos para usuários que
executam suas aplicações neste tipo de ambiente são bastante significativos, visto que as
falhas que ocorrem nos DCs dos provedores podem estar fora do escopo da organização
do usuário.
Um outro aspecto do modelo de federação de nuvens é o maior potencial de uso de
técnicas de tolerância a falhas para aumentar a dependabilidade de aplicações espalhadas
pelos vários provedores de nuvem participantes da federação. Em outras palavras, a pro-
babilidade de uma determinada falha ocorrer, simultaneamente, em vários provedores é
menor do que a probabilidade de a mesma ocorrer em um único provedor. Desta forma,
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sistemas federados podem manter sua disponibilidade, mesmo quando toda a infraestru-
tura de um determinado provedor se apresente indisponível.
Todavia, o monitoramento e o tratamento de falhas em sistemas federados se torna
mais complexo, visto que neste tipo de ambiente há a heterogeneidade de infraestrutura,
arquitetura e localização geográfica dos recursos. Além do mais, o modelo de nuvens
federadas ainda herda todos os desafios referentes a tolerância a falhas, presentes no
modelo de nuvem única.
3.6.1 Políticas e Técnicas de Tolerância a Falhas
Em um ambiente típico de nuvem computacional ou federação de nuvem, a tolerância
a falhas trata de reparar rapidamente e substituir componentes defeituosos, objetivando
manter a correta operação dos sistemas, ou seja, trata de suportar mudanças abruptas que
ocorrem devido a falhas de hardware, falhas de software, falhas de rede, entre outros. As
falhas mais comuns em ambientes de nuvem são as falhas por queda e as falhas arbitrárias,
que normalmente ocasionam o comportamento inadequado dos sistemas [40, 65].
Conforme mencionado anteriormente no Capítulo 2, a computação em nuvem é divi-
dade em três camadas, SaaS, PaaS e IaaS. Em relação à tolerância a falhas, uma falha
que ocorre em uma das camadas pode acabar afetando os serviços oferecidos pelas outras
camadas, por exemplo, uma falha que ocorre na camada PaaS pode gerar erros nos servi-
ços oferecidos na camada de SaaS, e uma falha que ocorre na camada de IaaS pode afetar
negativamente ambas as camadas, PaaS e IaaS [57]. Isto implica que o impacto de falhas
na infraestrutura é significativamente alto, daí percebe-se a importância de desenvolver
estratégias tolerantes a falhas também em nível de infraestrutura.
Uma grande quantidade de pesquisas e de produções literárias a respeito de tolerância
a falhas em ambientes de nuvem computacional vem sendo conduzida com o objetivo de
aprimorar e de criar técnicas ou estratégias de tolerância a falhas cada vez mais eficientes,
isto para aumentar a dependabilidade e a segurança de sistemas hospedados neste tipo de
ambiente. Com base nas principais políticas de tolerância a falhas, é possível classificá-las
em duas categorias: proativa e reativa [65, 66].
Dessa forma, estratégias de tolerância a falhas incluem basicamente duas fases para o
gerenciamento de falhas, a detecção: mecanismo utilizado para detectar falhas no sistema;
e o reparo: transforma o estado do sistema, de um estado errôneo para um estado livre
de erros [64]. Atualmente, exitem várias técnicas de tolerância que compõe as políticas
citadas. A seguir, são descritas algumas das principais técnicas de tolerância a falhas
existentes atualmente para sistemas que executam em ambientes de nuvens [18, 33, 57,
67, 68, 69, 70, 71]:
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1. Política Proativa: seu princípio é evitar a recorrência de falhas, erros e defei-
tos, tomando medidas preventivas de maneira proativa. As medidas são tomadas
com base no estudo de indicadores de falhas e previsão de falhas subjacentes. O
segundo passo é aplicar proativamente medidas corretivas em tempo de implemen-
tação, alterando o código ou substituindo os componentes propensos à falha. Para a
concepção desta política tolerante a falhas, algumas técnicas são necessárias, dentre
elas, destacam-se:
• Rejuvenescimento de Software (Software Rejuvenation): consiste na rei-
nicialização periódica do sistema, a fim de trazê-lo novamente a um estado de
operação limpo. Para esta técnica, suposições são feitas a respeito de quando o
sistema falharia se nenhuma medida fosse tomada, e o tempo de reinicialização
é dado de acordo com esta suposição. É importante ressaltar que intervalos
curtos implicam em maior custo, e intervalos longos implicam em maior chance
de que falhas ocorram;
• Auto-Reparação (Self-Healing): consiste no tratamento automático de falhas
de aplicações que executam em múltiplas instâncias de máquinas virtuais. Em
outas palavras, a falha de uma instância do sistema é controlada e tratada
automaticamente;
• Migração Preventiva (Preemptive Migration): consiste na observação e na
análise constante do sistema (do inglês, loop-feedback). Com base neste mo-
nitoramento, após o armazenamento de seu estado atual, o sistema é migrado
antecipadamente para outro recurso;
• Balanceamento de Carga (Load Balancing): consiste em monitorar a uti-
lização de recursos computacionais, tais como memória, processador, disco,
tráfego de rede e latência, dentre outros, e tomar ações para que a carga entre
os diversos recursos computacionais seja balanceada. Por exemplo, caso a uti-
lização de memória de um determinado recurso computacional alcance o pico
de 80% do total disponível, então novas requisições para este recurso devem
ser transferidas ou redirecionadas para um outro recurso, cuja utilização seja
de menor intensidade.
2. Política Reativa: seu princípio é reduzir o impacto de falhas que efetivamente já
ocorreram, fazendo com que o sistema passe de um estado instável para um estado
estável, para que então volte a operar e atender suas requisições normalmente. As
principais técnicas usadas são:
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• Repetição ou Tentar Novamente (Retry): consiste em executar novamente
a tarefa que falhou, no mesmo recurso computacional. Esta é a técnica mais
simples para tolerância a falhas;
• Reenvio de Tarefas (Task Resubmission): consiste em reenviar a tarefa que
apresentou falha para o mesmo ou para um outro recurso computacional. Isto
ocorre em tempo de execução, sem interromper o fluxo de trabalho do sistema;
• Ponto de Checagem/Reinício (Checkpointing/Restart): consiste no arma-
zenamento, em intervalos de tempo regulares ou irregulares, do estado global
da execução de uma tarefa, para que não seja necessário executar novamente
a tarefa do ponto de partida, mas sim do ponto o qual foi realizado um dos
pontos de checagem, no ideal, o último. Em outras palavras, consiste em rever-
ter o sistema para seu último estado válido, ou seja, um estado imediatamente
anterior a falha. Desta forma, apenas o trabalho efetuado entre o ponto de
checagem e a ocorrência da falha é perdido, caso contrário, todo o trabalho já
efetuado seria perdido. Esta técnica é, geralmente, utilizada para tarefas de
longa duração e a técnica pode ser utilizada por meio de dois mecanismos, os
quais são [68]:
– Completo: sempre grava o estado completo do sistema. Este mecanismo
está associado a uma sobrecarga, pois necessita de tempo e de espaço para
armazenar todas as informações necessárias.
– Incremental: grava apenas as áreas que sofreram alteração. Este meca-
nismo ajuda a reduzir a sobrecarga do ponto de checagem completo, que
grava todo o estado do sistema.
• Replicação (Replication): consiste na criação ou na manutenção de cópias
do sistema em recursos diferentes. Dois tipos de replicação foram observados
na literatura: (1) a replicação ativa, na qual ambos os recursos principal e
secundário executam a operação independentemente uma da outra; e (2) a
replicação passiva, na qual somente o recurso principal executa a operação e
espera-se que o mesmo produza o resultado, enquanto os recursos secundários
realizam a operação apenas em casos de falha do recurso principal [72]. Com
esta técnica espera-se que ao menos uma das réplicas finalize sua tarefa com
sucesso. Esta técnica adiciona redundância ao sistema, e é uma das técnicas
mais utilizadas para tolerar falhas;
• Migração de Tarefas (Job migration): como o próprio nome diz, consiste
em migrar tarefas que não conseguiram terminar seu trabalho para um outro
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recurso computacional, a fim de possibilitar que tal tarefa sua execução, livre
de falhas;
• Checagem por Tempo (Timing check): conhecida como watchdog é uma
técnica que supervisiona periodicamente uma tarefa, isto com um tempo de
função crítica;
• Tratamento de Exceção Definido pelo Usuário (User defined exception
handling): está relacionada a modelar um tratamento específico para falhas.
Ou seja, o próprio usuário especifica qual ação o sistema deve tomar caso uma
falha seja detectada.
As políticas de tolerância a falhas, proativa e reativa, possuem vantagens e desvanta-
gens que devem ser analisadas. A melhor escolha pode estar relacionada ao tipo de um
determinado sistema. Chalermarrewong et al. [73] citam um experimento que evidencia
a eficácia da migração de tarefas (i.e., Job migration) sobre o ponto de checagem/reinício
(i.e., Checkpointing/Restart). Muito embora as técnicas reativas apresentem pior desem-
penho, ainda são utilizadas com mais frequência, pois são menos afetadas por previsões
incorretas e também relativamente mais simples de se implementar. No entanto, para
clusters de alta disponibilidade, por exemplo, políticas de tolerância a falhas reativas po-
dem não ser apropriadas, já que falhas que efetivamente já ocorreram podem diminuir
bruscamente sua disponibilidade. A Figura 3.6 ilustra as políticas e as principais técnicas
de tolerância a falhas evidenciadas na literatura.
Figura 3.6: Políticas e Técnicas de Tolerância a Falhas.




No decorrer das duas últimas décadas uma série de artigos foram publicados com foco
em enfrentar os desafios da tolerância a falhas em ambientes de nuvem computacional.
Esta seção aborda alguns dos trabalhos já propostos. A Tabela 3.2 ilustra as principais
características dos trabalhos relacionados.
Tabela 3.2: Trabalhos Relacionados.
Proposta Políticas Técnicas Voltado Parametrizável
Modelo
de Nuvem
Zhao et al. [74] Reativa Replicação Provedores Não Única
Zhang et al. [75] Reativa Replicação Provedores Não Única
Veronese et al. [76] Reativa Replicação Provedores Não Única
Garraghan et al. [77] Reativa Replicação Consumidores Não
Única e
Federada
Jhawar et al. [78] Reativa Repetição e Migração Provedores Não Única
Das et al. [79]
Proativa
Reativa
Balanceamento de Carga, Replicação
e Ponto de Checagem/Reinício
Provedores Não Única
Joshi et al. [80] Reativa Balanceamento de Carga e Replicação Provedores Não Única
Bala et al. [81] Proativa Aprendizado de máquina Provedores Não Única
Chen et al. [82] Reativa Repetição Provedores Não Única
Zhao et al. [74] propuseram um middleware de tolerância a falhas de baixa latência (do
inglês, Low Latency Fault Tolerance - LLFT) para tratar falhas por queda e falhas por
tempo. O LLFT fornece tolerância a falhas para aplicativos distribuídos hospedados em
ambientes de computação em nuvem, isto como um serviço oferecido pelo provedor. Para
proteger aplicações de vários tipos de erros, o middleware proposto utiliza a replicação
segundo uma abordagem de réplica líder e réplica seguidora. O middleware utiliza o
protocolo de mensagens LLFT para garantir a comunicação confiável entre os processos
replicados e para garantir que todo processo replicado tenha visão consistente de todo o
sistema distribuído.
Zhang et al. [75] identificaram o problema bizantino de tolerância a falhas em nuvem
de recursos voluntários, e propuseram um framework bizantino de tolerância a falhas,
denominado BFTCloud (Byzantine Fault Tolerant Cloud). Para garantir a robustez de
aplicações em nuvem, o BFTCloud utiliza técnicas de replicação para tolerar vários tipos
de falhas, incluindo falhas arbitrárias. O BFTCloud é considerado, pelos autores, o pri-
meiro framework tolerante a falhas arbitrárias na literatura da computação em nuvem.
De acordo com os autores, após a realização de experimentos em vários tipos de ambientes
de nuvem, concluiu-se que o BFTCloud, ao compor um grupo de uma réplica primária e
3f réplicas secundárias (i.e., 3f +1), pode garantir a robustez dos sistemas, quando até f
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nós apresentam falha em tempo de execução, isto conforme Lamport et al. [59] já haviam
dito.
No entanto, Veronese et al. [76] afirmam que é possível reduzir o número de réplicas
para 2f + 1, preservando as mesmas propriedades do algoritmo. Isto foi alcançado com
utilização de um serviço confiável com troca de mensagem autenticadas para reduzir o
número de réplicas e o número de passos necessários à comunicação entre as réplicas, o
que por sua vez, reduz o custo da infraestrutura necessária para tolerar falhas bizantinas.
Garraghan et al. [77] desenvolveram um framework chamado FT-FC (Fault-Tolerance
in Federated Cloud), para tolerar falhas arbitrárias em ambientes de federação de nuvens.
O FT-FC também utiliza a técnica de replicação, e é constituído por uma ferramenta
de agendamento automático de tarefas, um sistema de comunicação com nuvens hete-
rogêneas e por um sistema de adjudicação, que pode enviar e receber comunicações de
vários provedores de nuvens, a fim de obter consenso sobre os resultados retornados pelos
provedores que potencialmente poderiam falhar.
Jhawar et al. [83, 84, 78] apontam um modelo para explorar a camada de virtualização,
com o objetivo de oferecer, para aplicações hospedadas em uma infraestrutura de com-
putação em nuvem, propriedades de tolerância a falhas como serviço sob demanda. Para
isto, foi desenvolvido um framework conceitual chamado gerente de tolerância a falhas
(do inglês, Fault Tolerance Manager - FTM), que é capaz de replicar e migrar instâncias
de máquinas virtuais de forma transparente. O FTM funciona como um middleware que,
por meio de monitoramento em tempo de execução de aplicações do usuário, seleciona ou
combina os mecanismos de tolerância a falhas que mais adequadamente correspondem aos
requisitos do usuário. O FTM se integra com infraestruturas de nuvens, e facilita para
terceiros oferecer tolerância a falhas como um serviço.
Das et al. [79] propõem um modelo de tolerância a falhas integrado à virtualização,
chamado de VFT, que utiliza ambas as políticas de tolerância falhas, proativa e reativa,
isto por meio do uso das técnicas de balanceamento de carga, replicação, e ponto de veri-
ficação. As decisões tomadas nestes modelo se baseiam na taxa de sucesso de resposta e
na taxa de processamento, obtidas de cada nó disponível na infraestrutura. A abordagem
apresentada para a virtualização se dá devido à ajuda do hypervisor, no qual o balance-
ador de carga assume uma alta responsabilidade pela distribuição de cargas apenas para
os nós virtuais, cujos servidores físicos correspondentes possuam um bom histórico de
desempenho.
Joshi et al. [80] propõem um modelo de tolerância a falhas para lidar com falhas di-
retamente em servidores físicos de provedores de nuvem, migrando todas as máquinas
virtuais hospedadas em um servidor que apresentou falhas, para um novo local. Objeti-
vando reduzir o impacto da falha, a migração ocorre de forma uniforme, utilizando uma
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heurística de balanceamento de carga, também proposta neste trabalho, onde as máqui-
nas virtuais que estavam em execução no servidor que falhou são distribuídas entre os
servidores físicos disponíveis na infraestrutura em questão.
Bala et al. [81] propuseram modelos para detecção de falhas de forma inteligente, a
fim de facilitar a tolerância proativa de falhas, ao prever falhas durante a execução de
aplicações de workflows científicos. O trabalho é distribuído em dois módulos, sendo que
no primeiro módulo, falhas de tarefas são previstas com abordagens de aprendizado de
máquina. Já no segundo módulo, falhas reais são localizadas após a execução do workflow.
Abordagens de aprendizagem de máquina como Naive Bayes [85], redes neurais artificiais,
regressão logística e floresta aleatória são implementadas para prever as falhas de forma
inteligente, isto a partir de um conjunto de dados ou parâmetros referentes a utilização
de recursos, como utilização de processador, memória, disco e utilização de largura de
banda.
Chen et al. [82] propõem três métodos de clusterização dinâmica, baseados na técnica
de tolerância a falhas Retry, para melhorar a tolerância a falhas no cluster de tarefas de
workflows científicos. O primeiro método repete tarefas que falharam em uma execução.
O segundo método ajusta dinamicamente o tamanho da granularidade do cluster (número
de tarefas em um cluster) de acordo com o tempo estimado entre a ocorrência de falhas.
O terceiro método repete a execução após dividir os agrupamentos de tarefas, reduzindo
a granularidade do cluster.
3.8 Considerações Finais
Neste capítulo foram abordados diversos aspectos referentes a tolerância a falhas, dentre
eles, foram apresentadas as principais técnicas existentes para garantir o correto funcio-
namento de sistemas mesmo sobre a presença de falhas. A computação em ambientes de
nuvens federadas, além de herdar desafios de sistemas distribuídos e de sistemas do mo-
delo de nuvem única, também apresenta muitos desafios próprios, como a heterogeneidade
de infraestrutura, arquitetura, localização geográfica, entre outros.
Para enfrentar esses desafios e favorecer a dependabilidade e a segurança de sistemas
federados, é crucial que técnicas de tolerância a falhas sejam utilizadas, pois um sistema
deve ser capaz de tolerar falhas e permanecer com sua correta operação mesmo em am-
bientes de nuvem federadas. Assim sendo, a tolerância a falhas foi o item escolhido para
ser tratado neste trabalho.
Como análise experimental, o modelo proposto será integrado ao sistema BioNimbuZ,
uma plataforma de federação de nuvens computacionais híbridas para a execução de
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workflows de Bioinformática, com o objetivo de fornecer tolerância a falhas a todas as suas
camadas. Mais detalhes sobre a plataforma BioNimbuZ são apresentados no Capítulo 4.
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Capítulo 4
Plataforma de Federação BioNimbuZ
O BioNimbuZ foi originalmente proposto por Saldanha [17], tendo como principal objetivo
permitir a execução de workflows científicos de Bioinformática em ambientes de nuvem.
Com o passar dos anos, várias evoluções foram feitas, os quais estão fundamentadas
nos trabalhos [21, 86, 87, 88, 89, 90, 91, 92]. Em consequência do surgimento de novas
tecnologias que ajudam no melhor aproveitamento dos ambientes de nuvens federadas,
as evoluções executadas no BioNimbuZ modificaram sua arquitetura com o objetivo de
implementar e utilizar tecnologias que o ajudassem a prover melhor os seus serviços [93].
Atualmente, como uma plataforma de nuvens federadas, o BioNimbuZ permite a in-
teração entre diversos tipos de nuvens, privadas, públicas e comunitárias, oferecendo aos
seus usuários a ideia de que dispõem de uma infinidade de recursos virtuais. Isto de forma
transparente ao usuário, que não necessita se preocupar com os detalhes de infraestrutura
de cada provedor utilizado pela plataforma BioNimbuZ [21].
A plataforma de federação, aqui apresentada, possui como uma importante caracte-
rística, a flexibilidade para a inclusão de mais provedores de nuvem, pois o BioNimbuZ
possui uma camada de integração formada por plugins que são responsáveis por mapear as
requisições de usuários para um determinado provedor. Dessa forma, é fácil incluir prove-
dores à federação de nuvens utilizada pela plataforma, e assim, a plataforma BioNimbuZ
atende a requisitos de escalabilidade e de flexibilidade.
Inicialmente, o BioNimbuZ foi proposto como um sistema P2P (peer-to-peer) [94]. Em
outras palavras, um sistema distribuído sem qualquer controle centralizado ou organização
hierárquica. No entanto, com a evolução da plataforma, esta característica foi modificada,
e atualmente o BioNimbuZ mantém informações distribuídos com o uso do serviço de
coordenação Apache ZooKeeper1. Desta forma, a consulta, a atualização e a sincronização
de dados referentes à federação podem ser executadas de maneira mais simples, pois o
Apache ZooKeeper permite um controle centralizado de todo o sistema distribuído.
1Apache ZooKeeper, https://zookeeper.apache.org/
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Posteriormente, evoluções contribuíram com a adoção de algoritmos de escalonamento
de tarefas, que elegem as melhores instâncias virtuais disponíveis para a execução de ta-
refas dos workflows, visando a redução de custos [92, 95]; o uso de políticas de arma-
zenamento que consideram a localidade dos dados de entrada, custo, latência de rede e
a utilização de recursos gratuitos [89, 96, 97]; a implementação de um controlador de
elasticidade, que oferece suporte ao provisionamento/desprovisionamento automático e
sob demanda de máquinas virtuais, bem como a elasticidade horizontal (quantidade de
recursos alocados) e vertical (capacidade de processamento e quantidade de memória) de
recursos alocados pela plataforma [88]; e com um controlador que garante a não violação
de SLA estabelecidos entre a plataforma BioNimbuZ e o usuário final [21].
Recentemente, com a necessidade de otimizar o armazenamento de arquivos, a plata-
forma BioNimbuZ teve seu serviço de armazenamento modificado, possibilitando a utili-
zação de serviços de armazenamento mais recentes, como Buckets23, também oferecidos
por diversos provedores de nuvem computacional [98].
O BioNimbuZ, atualmente, apresenta-se com uma nova arquitetura, na qual é possível
afirmar que que todos os seus serviços foram implementados de maneira mais modulari-
zada, o que deu origem a uma segunda versão da plataforma [93]. A principal mudança
foi quebrar a camada de núcleo em várias camadas, que em sua versão inicial consistia em
um monobloco, responsável por toda a execução de workflows. Com isto, a nova arquite-
tura permite maior flexibilidade na execução de tarefas e tem como foco reduzir os custos
necessários para a execução das mesmas. Uma outra grande mudança foi a utilização de
microsserviços que possibilita o desacoplamento da camada responsável por abrir canal de
comunicação com os diversos provedores de nuvem. A nova arquitetura também favorece
a manutenibilidade dos sistema, pois agora é possível que a plataforma sofra modificações
de forma independente em cada uma de suas camadas. A atual arquitetura do BioNimbuZ
é detalhada na Seção 4.1.
4.1 Arquitetura do BioNimbuZ
A arquitetura do BioNimbuZ foi projetada de maneira hierárquica e distribuída, a fim de
facilitar a distribuição dos seus componentes em diferentes provedores de nuvem compu-
tacional. Além disso, ela possui camadas bem divididas, o que permite maior facilidade
de implantação de seu ambiente, e de integração de seus componentes na federação de
nuvens. Outro fator que contribui para essa facilidade é a criação de plugins de nuvem
2Amazon S3 Buckets, http://docs.aws.amazon.com/AmazonS3/latest/dev/UsingBucket.html
3Google Cloud Storage Buckets, https://cloud.google.com/compute/docs/disks/gcs-buckets
41
como microsserviços [99], que são totalmente independentes do funcionamento global da
plataforma, e podem ser encerrados ou iniciados sempre que necessário.
A comunicação entre os componentes é feita em dois níveis, uma em alto nível e a outra
em baixo nível. A primeira, em alto nível, é feita entre as nuvens, permitindo uma troca
de informação mais resumida. A outra, em mais baixo nível, é feita dentro da nuvem,
trafegando informações de monitoramento das tarefas em execução, que podem executar
em paralelo. Desta forma, a plataforma possibilita uma atualização de informações em
tempo real aos seus múltiplos usuários.
Outra característica importante da arquitetura é a possibilidade de utilização de cre-
denciais de nuvens de seus usuários, e o seu compartilhamento com grupos de usuários,
permitindo que organizações, como as universidades, criem grupos de estudantes com uma
mesma credencial. Assim, a tarifação é feita diretamente pelos provedores de nuvem, sem
que a plataforma de federação tenha a responsabilidade sobre o controle e o processo de
cobrança de cada usuário. Além do mais, seus usuários podem acessar a plataforma de
maneira simplificada com o Serviço Web disponibilizado.
Para isso, a arquitetura foi estruturada em quatro camadas, as quais são: a Camada
de Aplicação, que fornece mecanismos para que os usuários possam interagir com a plata-
forma; a Camada de Federação, com mecanismos acopláveis à plataforma que permitem
a criação da federação de nuvens; a Camada de Coordenação, responsável por coordenar
o fluxo e o monitoramento de execução das tarefas e, por fim, a Camada de Execução,
que é responsável por efetivamente processar e monitorar as tarefas.
É importante ressaltar que na atual arquitetura, cada camada é formada por contro-
ladores, serviços e mecanismos, os quais são distribuídos de maneira a obter um melhor
aproveitamento de recursos computacionais. Na Figura 4.1 é possível ter uma visão geral
das camadas da arquitetura proposta. As Seções 4.2, 4.3, 4.4 e 4.5 descrevem cada uma
dessas camadas em detalhes.
4.2 Camada de Aplicação
Esta camada é responsável por possibilitar a interação dos usuários com o sistema, por
meio de interface web. A interface permite aos usuários fazerem o registro na plataforma e
manterem suas credenciais de provedores de nuvem. Também é possível aos usuários exe-
cutar aplicações e criar dependências entre elas (por exemplo, as de workflows científicos),
e enviarem dados de entrada/saída para os provedores de nuvem cadastrados.
Assim, os dados fornecidos (registros, credenciais, tarefas, dependências, metadados
dos dados de entrada/saída, dentre outros) são mantidos em banco de dados e acessado
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Figura 4.1: Arquitetura do BioNimbuZ Versão 2.
pelos módulos que compõem essa camada. Os serviços e os controladores dessa camada
são os seguintes:
• Serviço Web: responsável por prover interface gráfica que permita a interação
entre usuários e a plataforma por meio de páginas web. Por meio deste serviço os
usuários podem acessar a plataforma e manter suas informações no banco de dados;
• Serviço de Segurança: encarregado por garantir os princípios básicos da segu-
rança da informação, a confidencialidade, a integridade e a disponibilidade de infor-
mações. Em outras palavras, este serviço é o responsável por: (1) manter o sigilo de
informações, impedindo que pessoas não autorizadas tenham acesso a informações
sigilosas; (2) proteger as informações submetidas por usuários, bem como as infor-
mações geradas pelos workflows, de modo a impedir mudanças em seu conteúdo,
sejam elas acidentais, indevidas ou até mesmo intencionais (por exemplo, altera-
ções indevidas no conteúdo de arquivos de entrada/saída); e (3) garantir que as
43
informações sempre estajam disponíveis para pessoas autorizadas, a qualquer mo-
mento. Além disto, este serviço também é responsável por armazenar os dados de
autenticação dos usuários na plataforma e as credenciais de acesso aos serviços de
nuvem disponíveis. Este serviço viabiliza o acesso de múltiplos usuários à plata-
forma, garantindo que os dados estejam isolados entre os cientistas e suas equipes
(credenciais, workflows, resultados, dentre outros);
• Serviço de Armazenamento: incumbido por implementar estratégias de arma-
zenamento de arquivos utilizados pelos workflows, sejam eles arquivos de entrada
ou arquivos de saída. Para isto, o serviço analisa fatores como a latência de rede,
a largura de banda, a localização geográfica entre os provedores e a capacidade de
armazenamento disponível em cada recurso virtual. O Serviço de Armazenamento
trabalha com a estratégia de armazenamento de arquivos fornecida pelos provedores
de nuvem (por exemplo, Buckets);
• Serviço de Predição: tem como objetivo auxiliar o usuário final na escolha dos
recursos necessários à execução de seu workflow, com estimativas de tempo, custo
e recursos computacionais. Para isto, o usuário deve preencher, via Serviço Web,
um formulário com informações de seu workflow, para que o serviço efetue as es-
timativas mencionadas. Este serviço é constituído de quatro fases: (1) coleta de
informações, na qual o usuário informa os parâmetros desejados para a execução do
workflow (por exemplo, capacidade desejada para processamento, memória e disco);
(2) avaliação da base histórica de execução de workflows, para otimizar a acurácia
no calculo das estimativas, a base histórica contém informações de execuções pas-
sadas de todos os workflows já submetidos à plataforma BioNimbuZ; (3) aplicação
do algoritmo GRASP [100], a fim de obter boas soluções, em tempo viável, através
da aplicação de metaheurísticas baseadas em informações coletadas de fases anteri-
ores; e por fim, (4) armazenar e informar ao usuário os dados das predições obtidas
com a aplicação das três fases anteriores. As plataformas de nuvem consideradas na
predição para a execução das tarefas serão apenas as relacionadas às credenciais for-
necidas pelos usuários, não necessitando considerar todas as plataformas suportadas
pelo sistema. Assim, se o usuário cadastrar apenas a credencial do provedor Google
Cloud Platform, sua aplicação somente poderá executar neste provedor. Todavia,
se o usuário fornecer credenciais de ambos os provedores, Google Cloud Platform e
Amazon Web Services, a plataforma de federação, juntamente com as decisões deste
serviço, poderá distribuir a execução das tarefas do usuário em ambos os provedores;
• Controlador de SLA: encarregado por implementar o ciclo de vida de SLA, o
qual é formado por seis atividades: (1) descoberta de provedores, (2) definição
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de SLA, (3) estabelecimento do acordo de serviço, (4) monitoramento de violação
do acordo, (5) término de acordo e (6) aplicação de penalidades por violação do
acordo. Para isto, o usuário deve configurar o modelo de SLA desejado. O modelo é
constituído por requisitos funcionais, tais como número de núcleos do processador,
tamanho de memória, tamanho de armazenamento e requisitos não funcionais, como
custo máximo para a execução de um workflow, bem como a taxa mínima para
transferência de dados durante a execução de um workflow. Para as requisições dos
usuários, o Controlador de SLA verifica junto aos provedores de nuvem participantes
da federação, se eles podem ou não suportar, naquele momento, os parâmetros
configurados pelo usuário. Esta verificação é feita por meio da utilização dos plugins,
responsáveis pela comunicação com os provedores.
4.3 Camada de Federação
A Camada de Federação é responsável por garantir a integração dos diferentes componen-
tes do sistema que podem estar situados em diversos provedores de nuvem, formando uma
federação de nuvens. A federação é obtida pela utilização do ambiente ZooKeeper [101]
e dos Plugins que implementam as funcionalidades inerentes a determinado provedor de
nuvem.
Com o ambiente fornecido pelo ZooKeeper, são mantidos dados de forma distribuída
entre os Coordenadores e a Camada de Aplicação, de maneira que possam ser consultados
e acompanhados em tempo real. Tais dados são, por exemplo, o estado de execução
das tarefas, os endereços das máquinas monitoradas pelos Coordenadores, o consumo de
recursos e os metadados dos arquivos de entrada/saída das tarefas.
Os Plugins são implementados de acordo com a abordagem de microsserviços [99], na
qual cada serviço possui pequenas responsabilidades, cada um rodando em seu próprio
processo, comunicando-se por meio de mecanismos leves, geralmente uma API (Applica-
tion Programming Interface) sobre o protocolo HTTP4.
Dessa maneira, independentes da Camada de Aplicação, os Plugins fornecem uma
interface comum de acesso aos provedores de nuvem, e são compostos pelos seguintes
serviços e controladores:
• Serviço de Descoberta: é incumbido de compilar informações de latência de
rede, tabelas de preços e tipos de recursos de computação e de armazenamento
de determinada plataforma de nuvem. As informações são mantidas sempre em
memória para uma consulta mais eficiente pela Camada de Aplicação, visto que
esses dados não são sensíveis aos usuários;
4Protocolo HTTP, https://www.w3.org/Protocols/
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• Serviço de Provisionamento: fornece para a Camada de Aplicação a possibili-
dade de alocar e desalocar máquinas de determinado provedor de nuvem. Também
é responsável por provisionar espaços para upload/download de arquivos de entra-
da/saída das tarefas definidas na Camada de Aplicação;
• Controlador de Credenciais: é responsável por interpretar as informações de
credenciais enviadas pela Camada de Aplicação por meio dos arquivos JSON5, na
forma de chave-valor, e traduzir para o mecanismo de segurança utilizado pela
nuvem sob seu controle.
4.4 Camada de Coordenação
Esta camada e seus serviços são implementados pelos Coordenadores de Tarefas (Task
Coordinator - TC), que são responsáveis por monitorar e garantir o fluxo das tarefas
criadas pelos usuários, bem como as dependências existentes entre elas.
O TC é criado com as credenciais dos usuários ou com as credenciais do grupo de usuá-
rios, que são repassadas para os Plugins. Assim, o usuário deverá estar ciente de que para
utilizar a plataforma, o custo total para a execução de suas tarefas (alocação de máquinas
virtuais e espaços de armazenamento) também inclui o custo para a execução de seus
Coordenadores. Esse é um custo extra para o usuário, mas que fornece benefícios como
a execução mais eficiente de suas tarefas com serviços de elasticidade, provisionamento e
monitoramento. Os serviços que compõem esta camada são os que seguem:
• Serviço de Monitoramento: responsável por monitorar o consumo de recursos
computacionais utilizados por seu Coordenador, e o consumo utilizado pelos Exe-
cutores de Tarefas. Esse monitoramento não servirá para a tarifação dos usuários,
mas para o monitoramento e garantia de SLA. O serviço de monitoramento estará
sempre em contato com os Executores de Tarefas (os quais serão detalhados na
Seção 4.5), coletando os dados de execução levantados por estes;
• Serviço de Tolerância a Falhas: em conjunto com o Serviço de Monitoramento,
este serviço detecta o término das tarefas e realiza a replicação dos resultados gera-
dos, garantindo que sempre existam, ao menos, duas cópias desses resultados. Ao
constatar que algum resultado ainda não foi duplicado ou suas cópias encontrarem-se
indisponíveis, este serviço dá início ao processo de replicação;
• Serviço de Dependências: este serviço verifica as demandas das tarefas e suas
dependências, quais as próximas tarefas a serem executadas, e se determinado lote
5JSON, http://www.json.org/
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de tarefas foi concluído ou não. Além disso, este serviço também verifica se o TC
necessita ser encerrado para economizar o custo;
• Serviço de Elasticidade: com o auxílio do Serviço de Monitoramento, este serviço
analisa as informações coletadas pelos Executores de Tarefas. Desta forma, é capaz
decidir quando aumentar ou reduzir os recursos computacionais (quantidade de
máquinas virtuais, tamanho de memória, quantidade de processadores e capacidade
de armazenamento);
• Serviço de Escalonamento: responsável por distribuir as tarefas que devem ser
executadas na nuvem em que o TC está executando, e solicitar o início da execução
das tarefas ou o lote delas.
4.5 Camada de Execução
Os Executores de Tarefas (Task Executor - TE) são os processos que representam esta
camada e fornecem o Serviço de Execução. Assim, o Serviço de Execução é o responsável
por manter o ciclo de vida das tarefas e o monitoramento das mesmas.
O TE é responsável por garantir a comunicação constante com os TCs, enviando dados
de monitoramento, como o consumo de processador, o consumo de memória, e o estado
de execução da tarefa. Em outras palavras, esta camada é responsável por executar e
monitorar as tarefas que constituem os workflows definidos na Camada de Aplicação.
4.6 Fluxo de Execução Principal
A fim de facilitar o entendimento da integração entre as camadas da arquitetura do
BioNimbuZ, esta seção apresenta a execução das tarefas em ambiente federado. O fluxo
de execução é realizado de acordo com os seguintes passos:
1. Acesso Web: os usuários inicialmente acessam a plataforma web, por meio da
utilização de um navegador de Internet, e solicitam seu ingresso. Em seguida, os
usuários efetuam login na plataforma, onde serão capazes de cadastrar as informa-
ções necessárias para a execução de suas tarefas;
2. Cadastro de Credenciais de Nuvem: após o login, os usuários devem inserir
suas credenciais de nuvem que serão utilizadas pelos Plugins das nuvens cadastradas,
para que seja possível a execução de suas tarefas nesses provedores de nuvem;
3. Criação de Tarefas: posteriormente ao cadastro de credenciais das nuvens supor-
tadas, os usuários podem dar início à criação de seus workflows. Além disso, podem
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efetuar o upload de arquivos e a criação de grupos de usuários. Antes do cadastro de
credenciais não é possível efetuar a criação de tarefas ou o upload de arquivos, pois
esse processo consome recursos, que serão custeados pelos próprios usuários. Após
a criação das tarefas, e com o auxílio do Serviço de Predição ou escolha direta de
máquinas feita pelos usuários, são definidos os passos para a execução das tarefas
com as dependências existentes entre si, bem como as nuvens a serem utilizadas. As
tarefas criadas são armazenadas em banco de dados para posteriores consultas, e
também são armazenadas no ambiente ZooKeeper, que só manterá essas informações
enquanto as tarefas estiverem em execução;
4. Coordenação de Tarefas: definidas as nuvens iniciais que vão executar as tarefas,
a Camada de Aplicação solicita aos Plugins respectivos, a criação dos TCs. Estes
recebem informações para ingressarem no ambiente ZooKeeper. Desta forma, ao
iniciarem, consultam as tarefas pendentes de execução, e solicitam a criação dos
respectivos TEs;
5. Monitoramento de Tarefas: os TCs estão sempre sendo atualizados pelos TEs
em determinado intervalo de tempo. Esse mecanismo será necessário para detectar
quedas, e para que o Serviço de Elasticidade identifique a necessidade do aumento
ou da redução de recursos;
6. Término de Execução: por fim, a Camada de Aplicação é notificada quando
há o término, seja ele com sucesso ou não, de tarefas em execução por meio de
trocas de mensagens. Os dados gerados pela execução das tarefas (tempo total
de execução e localização dos arquivos de saída) são armazenados em banco para
posterior consulta.
A Figura 4.2 ilustra a relação existente entre os componentes integrantes da arqui-
tetura. Assim, como pode ser observado em (1), os usuários acessam a plataforma pelo
navegador e solicitam seu ingresso. Depois que possuem acesso, (2) são capazes de cadas-
trar suas credenciais de nuvem, suas tarefas e grupos em banco de dados. Em seguida,
(3) a Camada de Aplicação solicita que o Plugin da nuvem, na qual a tarefa será execu-
tada, faça o provisionamento de recursos necessários em (4). Depois da inicialização dos
recursos virtuais, a Camada de Aplicação envia informações em (5) para conexão com o
ambiente ZooKeeper para os Coordenadores, que fazem a conexão com o ambiente em
(6). Por fim, em (7) é estabelecida a comunicação dos Executores com seus Coordenado-
res. Caso um lote de tarefas seja executado em nuvens diferentes, os Coordenadores das
nuvens estabelecem comunicação em (8) para sincronização do fluxo de execução.
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Figura 4.2: Comunicação entre os Diferentes Componentes.
4.7 Considerações Finais
Este capítulo discorreu sobre o sistema BioNimbuZ, que é uma plataforma de federa-
ção de nuvens computacionais híbridas para a execução de workflows de Bioinformática,
tratando de descrever a atual arquitetura da plataforma, bem como cada uma de suas
camadas. Também foi ilustrado como é o funcionamento do fluxo de execução principal
da plataforma.
Conforme foi apresentado neste capítulo, a plataforma BioNimbuZ já possui um serviço
responsável pela "tolerância a falhas" em sua arquitetura. Todavia, o serviço hoje existente
apenas implementa o princípio básico da tolerância a falhas (i.e., redundância de dados),
e ainda o aplica apenas para os arquivos de saída relacionados à execução de workflows. O
atual serviço de tolerância a falhas deixa de fora o controle da própria plataforma, ou seja,
se uma falha por queda ocorre na Camada de Aplicação, por exemplo, todo o serviço se
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tornaria indisponível aos usuários da plataforma, o que o torna incapaz de tolerar falhas
e permanecer com sua correta operação. Esta deficiência justifica o motivo pelo qual a
plataforma BioNimbuZ foi escolhida para a integração do modelo de tolerância a falhas
proposto. O Capítulo 5 apresenta o modelo de tolerância a falhas proposto neste trabalho.
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Capítulo 5
Modelo Proposto para Tolerância a
Falhas
Neste capítulo será apresentado o modelo proposto neste trabalho, para tolerância a falhas
em ambientes distribuídos, o qual é um modelo de tolerância a falhas que funciona de
maneira integrável a qualquer tipo de sistema, ou seja, um mecanismo implementado como
biblioteca que pode ser integrado em sistemas centralizados ou em sistemas distribuídos.
5.1 Modelo Proposto
O modelo proposto tem como principal objetivo facilitar a utilização de políticas e de
técnicas de tolerância a falhas para tratamento de falhas por queda e de falhas por tempo
em aplicações que fazem uso de ambientes de nuvens computacionais. Visto que a utiliza-
ção de tolerância a falhas neste tipo de ambiente está diretamente relacionada a custos, o
modelo proposto também tem como objetivo permitir que usuários finais possam escolher
e configurar (i.e., tolerância a falhas parametrizável pelo usuário) um nível de tolerância
a falhas que atenda as suas necessidades de acordo com o seu negócio.
Para avaliar o modelo será realizado uma análise experimental com injeção de falhas,
objetivando salientar, de acordo com as métricas de tolerância a falhas [57], a eficácia e o
overhead do modelo proposto.
Para explorar e avaliar a melhoria da confiabilidade da tolerância a falhas, a estrutura
do modelo foi constituída por vários componentes. A Figura 5.1 ilustra os componentes
e os relacionamentos do modelo proposto.
Na arquitetura do modelo de tolerância a falhas proposto, o Plugin de Tolerância a
Falhas (FTPlugin), corresponde à biblioteca que será integrada em aplicações clientes,
com o objetivo de fornecer uma interface de interação entre o coordenador de tolerância
a falhas e a aplicação cliente. O FTPlugin é composto por dois serviços, que são:
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Figura 5.1: Arquitetura do Modelo de Tolerância a Falhas Proposto.
• Serviço de Inicialização (BootstrapService): responsável por (1) receber e validar
os parâmetros que configuram o nível de tolerância a falhas desejado pela aplicação
cliente; (2) configurar e inicializar o serviço de comunicação; e (3) criar o coordena-
dor de tolerância a falhas, caso os parâmetros recebidos sejam válidos e o serviço de
comunicação tenha sido iniciado com sucesso.
• Serviço de Comunicação (CommServiceThread): responsável por estabelecer o
canal de comunicação entre o FTPlugin e o coordenador de tolerância a falhas.
A troca de mensagens oferecida por este serviço ocorre por meio da utilização de
notação JSON sobre o protocolo HTTP, isto segundo o estilo arquitetural Restful
Web Services [102].
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Já o Coordenador de Tolerância a Falhas (FTCoordinator) é responsável por configu-
rar, monitorar e aplicar o nível de tolerância a falhas solicitado pela aplicação cliente. O
FTCoordinator corresponde a um aplicativo independente do FTPlugin, ou seja, se trata
de um processo totalmente apartado, tanto da aplicação cliente, quanto do FTPlugin que
lhe deu origem. Para cumprir com seus objetivos, o FTCoordinator é composto pelos
serviços:
• Serviço de Comunicação (CommServiceController): responsável por possibilitar
a troca de mensagens entre o FTPlugin e o seu coordenador. Ele é similar ao serviço
de comunicação do FTPlugin, ou seja, possui as mesmas características;
• Serviço de Tolerância a Falhas Proativo (PFTService): encarregado por ini-
ciar e configurar os serviços responsáveis pela detecção e aplicação da técnica de
tolerância a falhas de rejuvenescimento de software;
• Serviço de Tolerância a Falhas Reativo (RFTService): encarregado por ini-
ciar e configurar os serviços responsáveis pela detecção e aplicação das técnicas de
tolerância a falhas: repetição, reenvio de tarefas e replicação;
• Serviço de Detecção de Falhas: este serviço é implementado separadamente
pelos serviços PFTService e RFTService. Em casos de configuração da política
proativa, é incumbido de inspecionar periodicamente o nível de utilização de pro-
cessador e de memória da instância monitorada, e quando verificado que os níveis
definidos na parametrização foram excedidos, ou quando o timeout configurado for
atingido, aplicar a técnica de rejuvenescimento de software por meio do serviço de
recuperação. Caso nenhum dos atributos necessários à aplicação desta técnica sejam
informados, entende-se que a aplicação cliente não deseja a utilização da mesma. Já
em casos de configuração da política reativa, é responsável por monitorar o FTPlu-
gin por meio da utilização do protocolo de heartbeat adaptativo, no qual o tempo de
timeout é recalculado com base no tempo de resposta de uma determinada instância
de máquina virtual, ou seja, com base na latência. Este protocolo será aplicado em
um nível, tendo como referência o tempo necessário para comunicação direta com o
FTPlugin. Caso nenhum dos atributos necessários à aplicação destas técnicas seja
informado, entende-se que a aplicação cliente não deseja a utilização das mesmas;
• Serviço de Recuperação (RecoveryService): é encarregado por aplicar as técnicas
implementadas de tolerância a falhas proativas e reativas, são elas, o rejuvenesci-
mento de software, a repetição, o reenvio de tarefas e a replicação, isto de acordo
com a parametrização recebida da aplicação cliente.
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Para configurar o nível de tolerância a falhas é necessário criar entidades de negócio,
responsáveis por armazenar as informações que configuram o nível desejado pela aplicação
cliente. A Figura 5.2 mostra os detalhes de como as entidades de negócio se relacionam,
em um diagrama de classes, com o objetivo de configurar o nível de tolerância a falhas.
Os métodos get/set foram suprimidos neste diagrama para simplificar e facilitar o enten-
dimento.
Figura 5.2: Diagrama de Classes da Configuração do Nível de Tolerância a Falhas.
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Assim, as principais entidades de negócio e seus atributos ou propriedades são descritas
a seguir:
• Nível de tolerância a falhas (Level): entidade de negócio responsável por arma-
zenar informações de configuração do nível de tolerância a falhas desejado. Os seus
atributos são os que seguem:
– moduleId: corresponde ao identificador do processo (PID) que necessita ser
monitorado;
– taskStartupCommand: responsável por armazenar a linha de comando neces-
sária à inicialização da tarefa monitorada;
– heartbeatTimeInSeconds: corresponde ao tempo em segundos que o serviço de
detecção deve utilizar para monitorar a aplicação cliente por meio do protocolo
de heartbeat. Esta propriedade é necessária apenas quando configuradas as
técnicas de repetição e reenvio de tarefas;
– lstTechniques: é o conjunto ou lista de técnicas desejadas pela aplicação cliente.
• Técnica de tolerância a falhas (Technique): entidade de negócio responsável
por armazenar informações da técnica desejada. Esta entidade possui como classes
filhas as entidades SoftwareRejuvenation, Retry, TaskResubission e Replication. Os
seus parâmetros ou atributos são os que seguem:
– ftType: armazena o tipo da política de tolerância a falhas relacionada à técnica
configurada;
– priority: propriedade que define qual técnica, dentre a repetição e o reenvio de
tarefas, tem maior prioridade, no caso de as duas serem configuradas simulta-
neamente. Para este atributo, valores menores indicam maior prioridade;
– maxCpuUsage: define o valor percentual máximo para o consumo de processa-
dor para a aplicação da técnica de rejuvenescimento de software;
– maxMemoryUsage: define o valor percentual máximo para o consumo de me-
mória para a aplicação da técnica de rejuvenescimento de software;
– DEFAULT_MAX_USAGE : percentual padrão, com o valor de 95%, para o
consumo de memória e de processador para a aplicação da técnica de rejuvenes-
cimento de software. Esta propriedade é utilizada apenas quando a aplicação
cliente não informa os limites desejados para o consumo de processador e de
memória, mas ainda assim deseja a aplicação da técnica em questão;
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– timeout: propriedade utilizada pelas técnicas de rejuvenescimento de software,
repetição e reenvio de tarefas. Para a técnica de rejuvenescimento de software
esta propriedade define o tempo máximo que o PFTService deve aguardar para
aplicar a técnica, isto independente dos níveis de utilização de processador e
de memória. Já para as técnicas de repetição e de reenvio de tarefas, esta pro-
priedade define a tolerância para que o serviço de detecção acuse uma falha,
ou seja, uma falha por tempo ou uma falha por queda será detectada quando
o tempo sem comunicação com o FTPlugin for maior que o valor da proprie-
dade heartbeatTimeInSeconds somada ao valor definido para timeout somados
a latência;
– lstInstances: corresponde ao conjunto ou lista de instâncias virtuais disponíveis
para a aplicação das técnicas de reenvio de tarefas e replicação. A entidade de
negócio referente às instâncias de máquinas virtuais possuem os atributos IP,
porta e credenciais de acesso.
Uma outra característica do modelo de tolerância a falhas proposto é possibilitar o
consumo de recursos computacionais sob demanda, mesmo para a execução das técnicas
de tolerância a falhas. Em outras palavras, a execução das técnicas de tolerância a
falhas configuradas pela aplicação cliente, não depende da existência de instâncias virtuais
disponíveis, ou seja, o atributo "conjunto de instâncias disponíveis" não é mandatório.
Caso seja verificado no FTCoordinator que não existem instâncias disponíveis à execução
das técnicas, uma mensagem de solicitação de recursos é enviada ao FTPlugin, que por sua
vez notifica a necessidade para a aplicação cliente, que fica responsável por provisionar um
novo recurso virtual em um de seus provedores de serviço de nuvem computacional. Esta
característica permite aos usuários otimizarem o custo necessário para tolerar falhas, ou
seja, cabe ao usuário final decidir, com base no tipo de negócio de suas aplicações, como
os recursos computacionais serão utilizados pelo modelo. Desta forma, a característica
de consumo sob demanda do paradigma da computação em nuvem é mantido até mesmo
para tolerar falhas.
A Figura 5.3 apresenta um diagrama de sequência que expressa a interação que cor-
responde à inicialização do FTPlugin e à inicialização do processo correspondente ao
FTCoordinator.
A chamada ao último método imalive do diagrama de sequência ilustrado na Fi-
gura 5.3, ocorre de forma periódica, conforme a configuração do atributo de heartbeatTi-
meInSeconds, dessa forma, a frequência com que o modelo de tolerância falhas realiza a
operação de heartbeat pode variar de acordo com a parametrização efetuada pelo usuário.
Esta interação representa a ponte de comunicação entre o FTPlugin e o FTCoordinator.
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Figura 5.3: Diagrama de Sequência de Interação entre o FTPlugin e o FTCoordinator.
Já Figura 5.4 apresenta o diagrama de sequência que expressa a interação de implemen-
tação do FTCoordinator.
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Figura 5.4: Diagrama de Sequência de Interação do FTCoordinator.
A criação e a configuração dos serviços de tolerância a falhas que implementam as
políticas proativas e reativas, exemplificadas na Figura 5.4, ocorrem de acordo com o nível
de tolerância a falhas configurado pela aplicação cliente, ou seja, o PFTService apenas
será utilizado quando o conjunto ou a lista das técnicas configuradas possuir a técnica de
rejuvenescimento de software, e o serviço de RFTService apenas será utilizado quando o
nível de tolerância a falhas possuir ao menos uma das técnicas reativas implementadas
por este modelo, o que possibilita ao modelo proposto trabalhar com uma ou ambas as
políticas de tolerância a falhas.
Assim sendo, a Figura 5.5 ilustra, em três passos, a interação entre uma aplicação
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cliente, o FTPlugin e o FTCoordinator. O FTPlugin, como dito anteriormente, é equiva-
lente a uma biblioteca que será integrada na aplicação cliente com o objetivo de fornecer
uma interface de interação com o coordenador de tolerância a falhas e o FTCoordinator,
como dito, fica responsável por configurar, monitorar e aplicar o nível de tolerância a
falhas configurado pela aplicação cliente.
O primeiro passo corresponde à integração entre a aplicação cliente e o FTPlugin. Já
o segundo passo corresponde à inicialização do FTCoordinator pelo FTPlugin. Por fim,
o terceiro e último passo ilustra a ponte de comunicação entre o FTPlugin e o FTCoordi-
nator. Neste caso, assume-se que a aplicação cliente, o FTPlugin e o FTCoordinator são
executadas no mesma instância de máquina virtual.
Figura 5.5: Interação entre Aplicação Cliente, FTPlugin e FTCoordinator.
A Figura 5.6 exemplifica o modelo proposto aplicado a um sistema distribuído que
encontra-se em um ambiente de federação de nuvens. O cenário ilustrado é composto
por uma aplicação (Instância Principal - ip) que supostamente parametriza o nível de
tolerância a falhas com o objetivo de manter a aplicação em execução em conjunto com
três réplicas (Instância Secundária - is). Para selecionar instâncias candidatas, o modelo
busca na coleção de instâncias disponíveis (pool de instâncias contornadas pela linha
tracejada), aquelas que melhor atendam aos requisitos da aplicação, para então replicar
a aplicação cliente.
Ainda é possível que cada instância replicada possua seu próprio nível de tolerância a
falhas, supondo que as três réplicas criadas estejam configuradas para utilizar a técnica
de reenvio de tarefas, e em caso de detecção de falhas, o FTCoordinator, responsável
pela instância que falhou, busca por instâncias disponíveis e então, reenvia a réplica
para a instância escolhida. Em outras palavras, com a utilização do modelo proposto
é possível favorecer a dependabilidade até mesmo das réplicas criadas pelo mesmo. O
trecho de código 5.1 ilustra como é simples realizar a integração do modelo proposto em
uma aplicação cliente que deseja configurar o nível de tolerância a falhas com as técnicas
de rejuvenescimento de software e repetição.
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Figura 5.6: Visão Geral do Modelo Aplicado (ip: instância principal, is: instância secun-
dária).
1 @OnApplicationStart
2 public class FaultToleranceConfigurationJob {
3
4 public void doJob() {
5
6 final FaultTolerancePlugin ftPlugin =
7 BootstrapService.getInstance();
8 final Level ftLevel =











19 private static SoftwareRejuvenation bindSoftwareRejuvenation() {
20
21 final Long rejuvanationTimeout = 60 * 60 * 24L; // 24 HOURS
22 final int maxAllowedCpuUsage = 97; // 97%
23 final int maxAllowedMemoryUsage = 97; // 97%
24 final Timeout timeout = new Timeout(
25 rejuvanationTimeout,
26 DEFAULT_TIME_UNIT);






33 private static Retry bindRetry() {
34
35 final Timeout timeout = new Timeout(1L, DEFAULT_TIME_UNIT);






Trecho de Código 5.1: Integração com o Modelo de Tolerância a Falhas Proposto.
Na linha de número 6, é possível observar a integração do FTPlugin com aplicações
cliente. Já as linhas de número 8 a 12, configuram o nível de tolerância a falhas desejado.
Por fim, a linha de número 13 inicia o FTPlugin, o que estabelece uma ponte de comuni-
cação com o FTCoordinator. Desta forma, é possível notar que a estratégia adotada para
favorecer o nível de tolerância a falhas pode ser configurada de várias formas, combinando
e utilizando as técnicas que melhor atendam um determinado modelo de negócio.
Assim sendo, em relação aos trabalhos relacionados apresentados na Seção 3.7, nota-
se que o modelo proposto é o único que implementa ambas as políticas de tolerância a
falhas, proativa e reativa, com foco no consumidor de serviços de federação de nuvem
computacional. Além disto, o modelo proposto também é o único que permite a parame-
trização do nível de tolerância a falhas desejado. Em adicional, o modelo proposto é o que
implementa o maior número de técnicas de tolerância a falhas. A Tabela 5.1 apresenta
uma comparação entre os trabalhos relacionados e o modelo proposto.
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Tabela 5.1: Comparação dos Trabalhos Relacionados.
Proposta Políticas Técnicas Voltado Parametrizável
Modelo
de Nuvem
Zhao et al. [74] Reativa Replicação Provedores Não Única
Zhang et al. [75] Reativa Replicação Provedores Não Única
Veronese et al. [76] Reativa Replicação Provedores Não Única
Garraghan et al. [77] Reativa Replicação Consumidores Não
Única e
Federada
Jhawar et al. [78] Reativa Repetição e Migração Provedores Não Única
Das et al. [79]
Proativa
Reativa
Balanceamento de Carga, Replicação
e Ponto de Checagem/Reinício
Provedores Não Única
Joshi et al. [80] Reativa Balanceamento de Carga e Replicação Provedores Não Única
Bala et al. [81] Proativa Aprendizado de máquina Provedores Não Única




Rejuvenescimento de Software, Repetição,
Reenvio de Tarefas, Replicação e




Como análise experimental, o modelo proposto será integrado ao sistema BioNimbuZ,
uma plataforma de federação de nuvens computacionais híbridas para a execução de
workflows de Bioinformática, com o objetivo de fornecer tolerância a falhas a todas as suas
camadas. Mais detalhes sobre a utilização do modelo proposto na plataforma BioNimbuZ
são apresentados na Seção 5.2.
5.2 Integração do Modelo Proposto ao BioNimbuZ
Conforme apresentado na seção anterior, o BioNimbuZ já possui um serviço responsável
pela "tolerância a falhas" em sua arquitetura. Todavia, o serviço hoje existente apenas
implementa o princípio básico da tolerância a falhas (i.e., redundância de dados), e ainda
o aplica apenas para os arquivos de saída relacionados à execução de workflows. O atual
serviço de tolerância a falhas deixa de fora o controle da própria plataforma, ou seja, se
uma falha por queda ocorrer na Camada de Aplicação, por exemplo, todo o serviço se
torna indisponível aos usuários da plataforma.
Conforme citado anteriormente, o gerenciamento e o tratamento de falhas em siste-
mas federados se torna cada vez mais complexo. Visto isso, percebe-se que a plataforma
BioNimbuZ não possui abordagem e nem mecanismos eficientes para a detecção e a re-
cuperação do sistema para falhas que venham a ocorrer durante a sua operação, e por
este motivo, esta plataforma foi escolhida para a realização da análise experimental, onde
implementou-se o modelo proposto neste trabalho.
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Figura 5.7: Arquitetura do BioNimbuZ Integrado ao Modelo de Tolerância a Falhas.
A Figura 5.7 ilustra a forma como o modelo proposto neste trabalho foi integrado à
arquitetura da plataforma BioNimbuZ. Neste caso, o modelo de tolerância a falhas foi in-
tegrado em todos as quatro camadas no BioNimbuZ, assim, pretende-se fornecer um nível
de tolerância a falhas parametrizável à toda plataforma. Em outras palavras, com a utili-
zação do modelo proposto, é possível configurar um nível de tolerância a falhas diferente
para cada uma das quatro camadas existentes, por exemplo, na Camada de Aplicação (1)
e na Camada de Federação (2), que consistem em sistemas com a característica de per-
manecer disponível 24 horas por dia, é plausível configurar o nível de tolerância a falhas
com as técnicas de rejuvenescimento de software e de repetição. Já para a Camada de
Coordenação (3), que consiste em um sistema que é executado sob demanda em um de-
terminado provedor de nuvem, é possível configurá-lo apenas com a técnica de repetição,
por fim, (4) a Camada de Execução, que também consiste em um sistema executado sob
demanda, mas em diversos provedores de nuvem, pode-se configurar o nível de tolerância
a falhas para utilizar a técnica de reenvio de tarefas e replicação, e é para esta camada que
será disponibilizada a opção de configuração do nível de tolerância a falhas até mesmo
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para os usuários finais, que poderão prover uma parametrização que melhor atenda aos
seus modelos de negócio. Dessa forma, o modelo proposto garante, com esta configuração,
a implementação de tolerância a falhas mais flexível, eficiente e otimizada, pois permite
que seja usada a técnica mais adequada de acordo a necessidade. Isto apenas é possí-
vel porque o modelo é multi-estratégico, flexível e modular, diferenciando-o de todos os
trabalhos relacionados, apresentados na Seção 3.7.
A Figura 5.8 exemplifica a integração do modelo proposto e o fluxo de execução do
BioNimbuZ, citado anteriormente na Seção 4.6 e ilustrado na Figura 4.2. Desta forma, é
possível observar como é na prática a integração do plugin e do coordenador de tolerância
a falhas (FTPlugin e FTCoordinator) nas quatro camadas do BioNimbuZ. É importante
ressaltar que a parametrização do nível de tolerância a falhas para usuários finais apenas
se aplica na Camada de Execução, pois esta é a camada responsável por executar as tarefas
criadas na interface gráfica, onde se possibilita que os próprios usuários configurem o nível
de tolerância a falhas desejado para cada tarefa, as demais camadas são parametrizadas
de maneira sistêmica, ou seja, apenas os desenvolvedores do BioNimbuZ tem acesso à sua
configuração.
Assim, é possível perceber que no cenário apresentado nas Figuras 5.7 e 5.8, os níveis
de tolerância a falhas foram consideravelmente aumentados, tanto para a plataforma
BioNimbuZ quanto para as tarefas que constituem os workflows, tarefas estas executadas
pela Camada de Execução.
Dessa forma, o modelo implementado se destaca pela variedade de técnicas disponi-
bilizadas para aplicar a tolerância a falhas, bem como por possibilitar que até mesmo
usuários finais configurem o nível de tolerância a falhas que atenda às suas expectativas
de custo de acordo com o seu modelo de negócio. Além disto, o modelo ainda é capaz
de permitir que os serviços de um sistema distribuído implementem, dentre as técnicas
disponibilizadas pelo modelo, aquela que melhor atenda a sua necessidade.
5.3 Considerações Finais
Este capítulo apresentou os detalhes do modelo de tolerância a falhas implementado neste
trabalho, que tem como principal objetivo facilitar a utilização de políticas e técnicas de
tolerância a falhas para tratar falhas por queda e falhas por tempo, servindo aplicações
clientes como uma biblioteca.
Além disso, o modelo proposto permite que o nível de tolerância a falhas possa ser
parametrizado por usuários finais. Possibilitando a configuração do modelo para trabalhar
com as políticas de tolerância a falhas proativa e reativa.
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Figura 5.8: Comunicação entre os Diferentes Componentes e o Modelo de Tolerância a
Falhas Proposto Neste Trabalho.
Dentre as principais técnicas de tolerância a falhas descritas no Capítulo 3, o modelo
proposto fornece a implementação das técnicas: (1) rejuvenescimento de software; (2)
repetição de tarefas; (3) reenvio de tarefas; e (4) replicação de tarefas. Desta forma,
pretende-se elevar os níveis de dependabilidade de plataformas que se beneficiem do mo-
delo de nuvem computacional, em especial, nuvens federadas. Também tratou-se da
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plataforma de nuvens federadas para a execução de workflows de Bioinformática, o Bio-





Neste capítulo serão apresentados os testes realizados na plataforma de federação de
nuvem BioNimbuZ e os resultados obtidos, em ralação ao aumento da confiabilidade e
da disponibilidade. O objetivo é avaliar o modelo de tolerância a falhas proposto neste
trabalho.
Para tal, foi configurada uma federação de nuvem computacional composta pelos pro-
vedores de nuvem Google Cloud Platform e Amazon Web Services, na qual a plataforma
BioNimbuZ foi executada e integrada a um mecanismo de injeção de falhas, e a um me-
canismo de inspeção de falhas, desenvolvidos especificamente para analisar a eficácia do
modelo proposto.
A análise dos resultados terá como foco expressar as medidas de avaliação de depen-
dabilidade, relacionadas a disponibilidade e a confiabilidade, detalhadas na Seção 3.3.1.
Para qualificar a disponibilidade e a confiabilidade da plataforma BioNimbuZ, serão
utilizadas as métricas de tempo médio para o defeito (MTTF, do inglês Mean Time
To Failure), de tempo médio entre os defeitos (MTBF, do inglês Mean Time Between
Failures) e o tempo médio de reparo (MTTR, do inglêsMean Time To Repair). Além disto
este capítulo também trata do overhead agregado à utilização do modelo de tolerância a
falhas.
6.2 Estratégia de Execução dos Testes
Como estratégia para a execução dos testes, a plataforma BioNimbuZ foi configurada com
um nível de tolerância a falhas que nos permitiu utilizar todas as técnicas de tolerância
propostas no modelo. Para isto, as camadas existentes na plataforma BioNimbuZ foram
configuradas como se segue:
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• Camada de Aplicação: por ser uma camada que tem como característica perma-
necer disponível 24 horas por dia, o nível de tolerância a falhas foi configurado com
as técnicas de rejuvenescimento de software e de repetição;
• Camada de Federação: por possuir as mesmas características da camada ante-
rior, esta camada também foi configurada com as técnicas de rejuvenescimento de
software e de repetição;
• Camada de Coordenação: por consistir em um sistema que é executado sob
demanda em um determinado provedor de nuvem, esta camada foi configurada com
a técnica de repetição;
• Camada de Execução: também consiste em um sistema executado sob demanda,
todavia é executado em diversos provedores de nuvem, assim, configurou-se o nível
de tolerância a falhas para utilizar a técnica de reenvio de tarefas e de replicação.
A Tabela 6.1 resume a configuração das políticas e das técnicas de tolerância a falhas
realizada em cada uma das camadas da plataforma BioNimbuZ, conforme dito acima.
Tabela 6.1: Configuração de Tolerância a Falhas por Camada.
Camada Política Técnica de Tolerância a Falhas
Aplicação Proativa e Reativa Rejuvenescimento de software e Repetição
Federação Proativa e Reativa Rejuvenescimento de Software e Repetição
Coordenação Reativa Repetição
Execução Reativa Reenvio de Tarefas e Replicação
Já a Tabela 6.2 ilustra como foi efetuada a configuração do mecanismo de injeção de
falhas. Estas configurações foram utilizadas da mesma forma em todas as camadas da
plataforma BioNimbuZ.
Tabela 6.2: Configuração da Injeção de Falhas.
Tempo de Avaliação MTTF MTBF Número de Falhas
01 hora 05 minutos 05 minutos 11 falhas
02 horas 05 minutos 05 minutos 23 falhas
03 horas 05 minutos 05 minutos 35 falhas
04 horas 05 minutos 05 minutos 47 falhas
Para analisar a eficácia do modelo, também foi desenvolvido um mecanismo de ins-
peção de falhas, para computar o tempo de disponibilidade, de indisponibilidade e de
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MTTR. Para isso, o mecanismo de inspeção teve como configuração, realizar requisições
HTTP periódicas, em intervalos de um segundo, para cada uma das quatro camadas do
BioNimbuZ. Com isto, foi possível avaliar na plataforma BioNimbuZ, dentro de determi-
nados períodos, o tempo de resposta, o número de requisições respondidas com sucesso
e o número de requisições respondidas com erro, que são insumos para os cálculos da
confiabilidade e da disponibilidade.
Para a realização dos testes foram selecionadas, dentre as instâncias de máquinas
virtuais existentes nos provedores de nuvem utilizados, aquelas que possuíam menor custo
de utilização e a maior semelhança de hardware. A Tabela 6.3 detalha o tipo de instância
utilizada durante os testes em cada um dos provedores. As regiões e as zonas utilizadas
para a criação das máquinas virtuais foram as mesmas para ambos os provedores, região
us-east-1 e zona us-east-1b.
Tabela 6.3: Ambiente de Testes.
Provedor Tipo de instância Números de CPUs Memória RAM Custo por Hora
Google Cloud Platform n1-standard-1 1 (2.3 GHz) 3.75 GB 0.0475
Amazon Web Services t2.micro 1 (3.3 GHz) 1.00 GB 0.0116
Finalmente, a Tabela 6.4 apresenta detalhadamente a parametrização utilizada para
configurar em cada uma das técnicas utilizadas o nível de tolerância falhas desejado para
a execução dos testes.
Tabela 6.4: Parametrização do Nível de Tolerância a Falhas.
Rejuvenescimento de Software Repetição Reenvio de Tarefas Replicação
maxCpuUsage 97%
maxMemoryUsage 97%
heartbeatTimeInSeconds 01 segundo 01 segundo
priority 0 1
timeout 02 horas 01 segundo 01 segundo
Com isto, define-se como ocorreram as baterias de testes na plataforma BioNimbuZ
em ambos os provedores de nuvem computacional que formam a federação do ambiente
testado.
6.3 Resultados Obtidos
Esta Seção, tem como objetivo apresentar os resultados obtidos nos cálculos de disponi-
bilidade e confiabilidade. Com isto, deseja-se expressar o aumento dos índices de disponi-
bilidade e de confiabilidade para a plataforma BioNimbuZ. Os cálculos para o percentual
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de disponibilidade e de confiabilidade apresentados aqui, foram obtidos conforme a Equa-
ção 3.2 e a Equação 3.4, apresentadas anteriormente no Capítulo 3.
6.3.1 Tempo Médio de Reparo - MTTR
A Figura 6.1 exibe o resultado em relação ao MTTR, da média obtida em milissegundos,
para cada uma das camadas da plataforma BioNimbuZ em ambos os provedores utilizados,
Google Cloud Platform (GCP) e Amazon Web Services (AWS).
Figura 6.1: Tempo Médio de Reparo - MTTR.
Com a parametrização efetuada para o nível de tolerância a falhas, o tempo para a
detecção de falhas é de apenas um segundo. Todavia, o tempo de recuperação depende do
tempo necessário para inicializar a tarefa que falhou, este fato justifica a variação obtida
para o tempo médio de reparo em cada uma das camadas da plataforma BioNimbuZ.
É possível observar que no provedor de nuvem Amazon Web Services, o valores al-
cançados para tempo médio de reparo foram melhores que os alcançados com o provedor
Google Cloud Platform na maioria dos casos. O motivo não foi investigado a fundo, mas
o fato é curioso, visto que os recursos utilizados na Amazon Web Services possuem menor
capacidade de memória, conforme descrito na Tabela 6.3.
Por fim, a Figura 6.2 expressa os percentuais computados para a disponibilidade e para
a confiabilidade, também em cada uma das camadas analisadas, e também em ambos os
provedores de nuvem utilizados.
Os resultados obtidos após a execução dos testes mostram que com o modelo de tole-
rância a falhas proposto, é possível garantir para a plataforma BioNimbuZ, com a para-
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Figura 6.2: Percentual de Disponibilidade e de Confiabilidade.
metrização utilizada, o mínimo de 95,23% de disponibilidade e 95,64% de confiabilidade,
mesmo com a injeção periódica de falhas a cada 5 minutos.
Assim, é dedutível que os indicadores de disponibilidade e de confiabilidade variam
de acordo o tempo de injeção de falhas, para avaliar o modelo, a frequência configurada
para a injeção de falhas é relativamente alta, o que nos mostra, que em situações reais
os percentuais dos indicadores aumentariam de forma significativa. Em outras palavras,
os resultados provam que o modelo é capaz de permitir a correta operação do sistema
mesmo sob a presença constante de falhas. Desta forma, elava-se o nível de tolerância a
falhas da plataforma, que contava apenas com o princípio básico da tolerância a falhas
(i.e., redundância de dados), aplicando-o apenas para os arquivos de saída relacionados
à execução de suas tarefas. Desta forma, o sistema se manteria disponível apenas até a
injeção da primeira falha em qualquer uma de suas camadas.
Aqui, também é possível observar, na maioria dos casos, que os níveis alcançados para
a disponibilidade e para a confiabilidade foram melhores no provedor de nuvem Amazon
Web Services. Todavia, este comportamento já era esperado, tendo visto que este provedor
ofereceu melhor tempo médio de reparo, conforme apresentado na Figura 6.1.
6.4 Overhead Associado
Para analisar o overhead, relacionado ao tempo de inicialização, causado pela integração
do modelo de tolerância a falhas proposto na plataforma BioNimbuZ, foram utilizados dois
cenários para execução dos testes. No primeiro cenário foi calculado o tempo necessário
para inicialização de cada uma das camadas do BioNimbuZ, sem a integração do modelo
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proposto, obtendo assim, a média de tempo necessário para a inicialização de cada uma
das quatro camadas. O segundo cenário, consiste na mesma apuração, mas agora fazendo
o uso do modelo proposto.
Para a apuração do overhead, as camadas do BioNimbuZ foram modificadas tempo-
rariamente com o objetivo de remover os trechos que necessitam realizar comunicação
com os provedores de nuvem, pois esta característica influenciaria no resultado, já que a
latência de comunicação com os provedores pode sofrer variações de forma não prevista.
A Figura 6.3 detalha o resultado obtido para o overhead associado à utilização do modelo
de tolerância a falhas.
Figura 6.3: Overhead Associado.
Calculando o percentual relacionado ao overhead associado à utilização do modelo de
tolerância a falhas em cada uma das quatro camadas da plataforma BioNimbuZ, tem-se
2.06% de overhead para a Camada de Aplicação, 1.74% para a Camada de Federação,
1.77% para Camada de Coordenação e 1.55% para a Camada de Execução.
Desta forma, Os resultados desta análise mostram que o modelo de tolerância a falhas
não agrega overhead significativo para a plataforma BioNimbuZ, garantindo a sua eficácia
na implementação da multi-estratégia de tolerância a falhas em uma plataforma real de
federação de nuvem computacional.
6.5 Considerações Finais
Este capítulo apresentou os testes efetuados na plataforma BioNimbuZ, bem como os
resultados obtidos para o tempo médio de reparo e para os níveis de confiabilidade e
de disponibilidade, com a utilização do modelo proposto neste trabalho. Também foi
apresentado o overhead associado à utilização do modelo.
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Por fim, este capítulo permitiu observar que os resultados apresentaram o aumento dos





Este trabalho tratou de vários aspectos relacionados a dependabilidade de sistemas dis-
tribuídos, detalhando os desafios e as limitações existentes para a adoção do modelo de
nuvem computacional. A complexidade presentes neste tipo de ambiente torna evidente
que a tolerância a falhas é uma questão de suma importância tanto para provedores quanto
para consumidores. Tendo observado tais fatos, diversos aspectos referentes a tolerância a
falhas foram abordados, pois para enfrentar esses desafios e favorecer a dependabilidade,
é crucial que técnicas de tolerância a falhas sejam utilizadas para que sistemas sejam
capazes de tolerar falhas e permanecer com sua correta operação.
Diante disto, este trabalho apresentou um modelo multi-estratégico de tolerância a
falhas para ambientes distribuídos, que implementa políticas proativas e reativas da to-
lerância a falhas. O modelo proposto teve como principal objetivo possibilitar a confi-
guração do nível de tolerância a falhas mais adequado ao modelo de negócio de de cada
usuário final. Dentre as principais técnicas de tolerância a falhas existentes, foram im-
plementadas as técnicas de rejuvenescimento de software, repetição de tarefas, reenvio de
tarefas e replicação. Isto com o objetivo de elevar os níveis de dependabilidade de sistemas
distribuídos.
Para cumprir com tais objetivos, também foram apresentados neste trabalho detalhes
da plataforma BioNimbuZ, que foi escolhida para a análise experimental, por ser tratar
de uma plataforma de federação de nuvens computacionais híbridas para a execução de
workflows de Bioinformática.
Os resultados dos testes realizados com a análise experimental, para o modelo de
tolerância a falhas proposto, possibilitaram observar o aumento no nível de confiabilidade
e de disponibilidade da plataforma BioNimbuZ, na qual observou-se um valor mínimo de
95,23% de disponibilidade e 95,64% de confiabilidade.
Também foi evidenciado que o modelo proposto é o único que implementa ambas as
políticas de tolerância a falhas, proativa e reativa, com foco no consumidor de serviços
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de federação de nuvem computacional. Além disto, o modelo proposto também é o único
que permite a parametrização do nível de tolerância a falhas desejado. Em adicional, o
modelo proposto é o que implementa o maior número de técnicas de tolerância a falhas.
Além disso, este trabalho mostra que o modelo de tolerância a falhas proposto pode
ser facilmente integrado a qualquer tipo de sistema, seja ele distribuído ou não, por meio
da biblioteca FTPlugin.
Dentre as possibilidades de trabalhos futuros ou de continuidade deste trabalho, é
proposto o incremento do modelo com a implementação de novas técnicas de tolerância a
falhas, tais como a auto-reparação e o ponto de checagem/reinício. Além disso, é possível
aprofundar o modelo para que o mesmo seja capaz de identificar ou eleger automati-
camente a melhor técnica de tolerância a falhas para um determinado tipo de falha ou
para um determinado tipo de tarefa, fazendo o uso de aprendizagem de máquina ou da
observação de dados históricos.
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