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Abstract
We introduce and study several combinatorial properties of a class of symmetric poly-
nomials from the point of view of integrable vertex models in finite lattice. We introduce
the L-operator related with the Uq(sl2) R-matrix, and construct the wavefunctions and
their duals. We prove the exact correspondence between the wavefunctions and symmet-
ric polynomials which is a quantum group deformation of the Grothendieck polynomials.
This is proved by combining the matrix product method and an analysis on the domain
wall boundary partition functions. As applications of the correspondence between the
wavefunctions and symmetric polynomials, we derive several properties of the symmetric
polynomials such as the determinant pairing formulas and the branching formulas by
analyzing the domain wall boundary partition functions and the matrix elements of the
B-operators.
1 Introduction
Integrable lattice models [1, 2] are playing important roles these days not only in mathemat-
ical physics but also in various areas of mathematics, especially representation theory and
combinatorics. Various mathematical structues are discovered by investigating integrable
lattice models. The most notable one is the quantum group [3, 4], which came out of the
quantum inverse scattering method [5, 6], a method to analyze physical properties of quantum
integrable models.
From the point of view of statistical physics, the most important objects are partition
functions, which are objects constructed from the L-operators. Among the various types of
partition functions, the most basic ones for physics are the wavefunctions. This is because the
wavefunctions become eigenvectors of the corresponding one-dimensional quantum integrable
models under the Bethe ansatz equation. In recent years, wavefunctions turned out be
∗E-mail: kmoteg0@kaiyodai.ac.jp
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interesting not only because of their roles in physics but rather from the point of view of
mathematics. From the point of view of representation theory, the commutativity of the B-
operators in the quantum inverse scattering method implies that the wavefunctions are some
symmetric polynomials, and this fact offers us a way to study symmetric polynomials from
the point of view of quantum inverse scattering method. For a particular type of an integrable
five-vertex model [7, 28] and an integrable boson model [8], the wavefunctions are nothing but
the Grothendieck polynomials [9, 10, 11, 12, 13, 14, 15], which are polynomial representatives
of the structure sheaves of the Schubert cells in the K-theory of the Grassmannian variety.
This fact allowed us to extract various properties of the Grothendieck polynomials. This is
just an example, and there are increasing interests on the studies of symmetric polynomials
from the point of view of integrable lattice models today (see [16, 17, 18, 19, 20, 21, 22, 23,
24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38] for examples on these subjects) . One
of the interesting topics is the study on symmetric polynomials by investigating integrable
boson models in half-infinite lattice initiated in [24], which resembles the q-vertex operator
approach. Due to the imposition of the infinite boundary condition, great simplifications
occur and several beautiful formulas are displayed (see [25, 26, 31, 32] for further works and
also for an approach from the coordinate Bethe ansatz approach [39, 40] whose connections
with the quantum inverse scattering method seems to not be revealed up to now).
In this paper, we focus on integrable six-vertex models in finite lattice, and study combina-
torial properties of symmetric polynomials by using the quantum inverse scattering method.
We first introduce the most general L-operator of an integrable six-vertex model satisfying
the RLL relation with the R-matrix given by the Uq(sl2) R-matrix. Besides the spectral pa-
rameter and the quantum group parameter, the L-operator has other parameters a, b, c, d, e, f
under the constraints (2.14). One next defines four types of wavefunctions constructed from
the B- and C-operators, particle and hole states. From the properties that the B-operators
(C-operators) commute with each other, the wavefunctions are symmetric polynomials of the
spectral parameters in principle. We determine the exact correspondence between the wave-
functions and the symmetric polynomials by combining the matrix product method [41, 42]
and an analysis on the domain wall boundary partition function [43, 44, 45, 46]. We will see
that the symmetric polynomials is a quantum group deformation of the Grothendieck poly-
nomials by showing that if one takes the quantum group parameter to zero, the symmetric
polynomials becomes essentially the Grothendieck polynomials. The method combining the
matrix product method and the domain wall boundary partition function was used in [7] to
study the relation between the wavefunctions of the five-vertex model and the Grothendieck
polynomials, and the wavefunctions of the Felderhof model and the Schur polynomials in
[33, 19]. We remark that similar results for one of the correspondences between the wave-
functions and the symmetric polynomials (3.26) in Theorem 3.2 are obtained for the q-boson
models with fewer free parameters (special cases of the parameters t, a, b, c, d, e, f under the
constraints (2.14)) in [8, 20, 22, 24, 25, 26, 31].
Next, having established the correspondence between the wavefunctions and the sym-
metric polynomials, we study several combinatorial properties of the symmetric polynomials.
First, we prove pairing formulas between the symmetric polynomials by using the domain
wall boundary partition function. We derive the determinant pairing formula by the taking
the homogeneous limit of the Izerign-Korepin determinant form of the inhomogeneous do-
main wall boundary partition function. For the case of the Felderhof model, the idea of using
the domain wall boundary partition function was used to derive dual Cauchy formula for the
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(factorial) Schur polynomials [17, 18] See also [31] for example by using it in a different way.
We also derive the branching formulas for the four symmetric polynomials introduced in this
paper by analyzing the matrix elements of the B- and C-operators.
This paper is organized as follows. In the next section, we introduce the L-operator of an
integrable six-vertex model. In section 3, we introduce four types of symmetric polynomials,
and show the correspondence between the wavefunctions of the six-vertex models and the
symmetric polynomials. We also show the degeneration from the symmetric polynomials to
the Grothendieck polynomials by taking the quantum group parameter to zero. In sections
4 and 5, we give a proof for the correspondence by using the matrix product method and
the domain wall boundary partition function. The next two sections are applications of the
correspondence. In section 6, we derive pairing formulas between the symmetric polynomials
by using the determinant form of the homogeneous domain wall boundary partition functions.
In section 7, we study the branching formulas of the symmetric polynomials introduced in
this paper by analyzing the matrix elements of the B- and C-operators. Section 8 is devoted
to conclusion.
2 Integrable six-vertex models
We introduce the L-operator of the six-vertex model whose wavefunctions will be investigated
in this paper. We first start from the R-matrix R(u), which is the most fundamental object in
integrable lattice models, acting on the tensor product Wa⊗Wb of the representation spaces
Wa and satisfying the Yang-Baxter relation
Rab(u1/u2)Rac(u1)Rbc(u2) = Rbc(u2)Rac(u1)Rab(u1/u2) ∈ End(Wa ⊗Wb ⊗Wc). (2.1)
We take Wa as the complex two-dimensional space, and the R-matrix as the following one
which is nowadays called as the Uq(sl2) R-matrix [3, 4]
Rab(u) =


u− t 0 0 0
0 t(u− 1) (1− t)u 0
0 1− t u− 1 0
0 0 0 u− t

 . (2.2)
Here, t is the quantum group parameter, and u is called as spectral parameters. We denote the
orthonormal basis of the spaceWa as {|0〉a, |1〉a} and its dual orthonormal basis as {a〈0|, a〈1|}.
When one denotes the matrix elements of the R-matrix as a〈γ|b〈δ|Rab(u)|α〉a|β〉b = [R(u)]
γδ
αβ ,
The matrix elements of the R-matrix (2.2) is explicitly written as
a〈0|b〈0|Rab(u)|0〉a|0〉b = u− t, (2.3)
a〈0|b〈1|Rab(u)|0〉a|1〉b = t(u− 1), (2.4)
a〈0|b〈1|Rab(u)|1〉a|0〉b = (1− t)u, (2.5)
a〈1|b〈0|Rab(u)|0〉a|1〉b = 1− t, (2.6)
a〈1|b〈0|Rab(u)|1〉a|0〉b = u− 1, (2.7)
a〈1|b〈1|Rab(u)|1〉a|1〉b = u− t. (2.8)
One important property for the R-matrix of the six-vertex model is that if α, β, γ and δ does
not satisfy α+β = γ+ δ, the corresponding matrix elements become zero [R(u)]γδαβ = 0. This
property is called as the ice rule, or the total spin conservation law.
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For later convenience, here we define Pauli spin operators σ+ and σ− as operators acting
on the (dual) orthonomal basis as
σ+|1〉 = |0〉, σ+|0〉 = 0, 〈0|σ+ = 〈1|, 〈1|σ+ = 0, (2.9)
σ−|0〉 = |1〉, σ−|1〉 = 0, 〈1|σ− = 〈0|, 〈0|σ− = 0. (2.10)
The Yang-Baxter relation (2.1) is an RRR-type Yang-Baxter relation, i.e., all of the
operators in the relation are identical. From the point of view of quantum integrability, one
can introduce the following RLL-type Yang-Baxter relation
Rab(u1/u2)Laj(u1)Lbj(u2) = Lbj(u2)Laj(u1)Rab(u1/u2) ∈ End(Wa ⊗Wb ⊗ Vj). (2.11)
The physical model constructed from the L-operator L(u) is also quantum integrable in the
sense that the transfer matrix constructed from the L-operators form a commutative family.
The L-operators act on the tensor product Wa ⊗ Vj . From the correspondence between two-
dimensional integrable lattice models and one-dimensional quantum integrable models, the
space W is called as the auxiliary space while V is referred to as the quantum space. The
representation space V does not necessarily have to be the same with the space W . One
typical example is to take V as an infinite-dimensional boson Fock space. However, we take
V as the two-dimensional complex vector space in this paper, the same with W .
We take the R-matrix R(u) as the Uq(sl2) R-matrix (2.2). Then one can regard the RLL
relation (2.11) as an equation with the L-operator unknown. By assuming the ice rule for
the L-operator and solving the RLL equation, one finds the following full solution of the
L-operator [8]
Laj(u) =


au+ b 0 0 0
0 atu+ b (1− t)cu 0
0 (1− t)d eu+ f 0
0 0 0 eu+ tf

 . (2.12)
Here, the parameters a, b, c, d, e and f are constant parameters (do not depend on the
spectral parameter u) and must obey the following relations
(1− t)cd+ af − be = 0, (t2 − t)cd+ t2af − be = 0. (2.13)
If one assumes t 6= 1, the relations (2.13) further reduce to
cd+ af = 0, tcd+ be = 0. (2.14)
In this paper, we consider the integrable six-vertex model of the L-operator (2.12) under the
constraints of the parameters (2.14).
By introducing the orthonormal basis {|0〉j , |1〉j} of Vj and the dual orthonormal basis
{j〈0|, j〈1|}, the matrix elements of the L-operator (2.12) a〈γ|j〈δ|Laj(u)|α〉a|β〉j = [L(u)]
γδ
αβ is
explicitly given by (see Figure 1 for a pictorial desciption)
a〈0|j〈0|Laj(u)|0〉a|0〉j = au+ b, (2.15)
a〈0|j〈1|Laj(u)|0〉a|1〉j = atu+ b, (2.16)
a〈0|j〈1|Laj(u)|1〉a|0〉j = (1− t)cu, (2.17)
a〈1|j〈0|Laj(u)|0〉a|1〉j = (1− t)d, (2.18)
a〈1|j〈0|Laj(u)|1〉a|0〉j = eu+ f, (2.19)
a〈1|j〈1|Laj(u)|1〉a|1〉j = eu+ ft. (2.20)
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In the next section, we introduce a class of partition functions called the wavefunctions,
which are constructed from the L-operators. Then we state a theorem on the correspondence
between the wavefunctions of the L-operators (2.12), (2.14) and the symmetric polynomials.
Figure 1: A pictorial description of the L-operator (2.12), (2.14). For each configuration, a
particular weight is assigned.
3 Wavefunctions and symmetric polynoimals
Here we construct global objects from the local L-operators by using the terminology of the
quantum inverse scattering method [5, 2, 6]. We first define the monodromy matrix Ta(u)
from the L-operator as
Ta(u) = LaM (u) · · ·La1(u) =
(
A(u) B(u)
C(u) D(u)
)
a
∈ End(Wa ⊗ V1 ⊗ · · · ⊗ VM ). (3.1)
The matrix elements of the monodromy matrix (see Figure 2 for a pictorial description)
A(u) =a 〈0|Ta(u)|0〉a, (3.2)
B(u) =a 〈0|Ta(u)|1〉a, (3.3)
C(u) =a 〈1|Ta(u)|0〉a, (3.4)
D(u) =a 〈1|Ta(u)|1〉a, (3.5)
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are 2M × 2M matrices acting on the tensor product of the quantum spaces V1 ⊗ · · · ⊗ VM .
Figure 2: A pictorial description of the ABCD-operators which are matrix elements of the
monodromy matrix (3.1).
The vector |0〉, which forms one of the orthonormal basis of V , can be interpreted as a
state with no particle (hole state). The other vector |1〉 is interpreted as a particle-occupied
state. From the ice rule of the L-operator, one easily finds that a single B-operator plays the
role of creating a particle in the quantum space. Likewise, a single C-operator annihilates
a particle in the quantum space. To create N -particle, N -hole states and their duals, we
introduce the following vacuum and particle-occupied states
|Ω〉 := |0M 〉 := |0〉1 ⊗ · · · ⊗ |0〉M , (3.6)
〈Ω| := 〈0M | := 1〈0| ⊗ · · · ⊗ M 〈0|, (3.7)
〈1 · · ·M | := 〈1M | := 1〈1| ⊗ · · · ⊗ M 〈1|, (3.8)
|1 · · ·M〉 := |1M 〉 := |1〉1 ⊗ · · · ⊗ |1〉M . (3.9)
We call |Ω〉 (〈Ω|) as the (dual) vacuum state since there are no particles, and |1 · · ·M〉
(〈1 · · ·M |) as the (dual) particle-occupied state since all the sites are filled with particles.
One can define an N -particle state, a dual N -particle state, an N -hole state and a dual
N -hole state by acting N B- and C-operators on the vacuum state, particle-occupied state
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and their duals
|ψ({u}N )〉 = B(uN ) · · ·B(u1)|Ω〉, (3.10)
〈ψ({u}N )| = 〈Ω|C(u1) · · ·C(uN ), (3.11)
〈φ({u}N )| = 〈1 · · ·M |B(u1) · · ·B(uN ), (3.12)
|φ({u}N )〉 = C(uN ) · · ·C(u1)|1 · · ·M〉. (3.13)
For example, |ψ({u}N )〉 (3.10) is an N -particle state since N B-operators are acting on the
vacuum state with no particles. The states (3.10), (3.11), (3.12) and (3.13) are sometimes
called as off-shell Bethe vectors. This is because if one imposes a set of constraints (Bethe
ansatz equation) on the spectral parameters uj (j = 1, . . . , N), the states (3.10), (3.11), (3.12)
and (3.13) become eigenvectors of the transfer matrix t(u) := TraTa(u) = A(u)+D(u) which
is a generating function of conserved quantities such as the Hamiltonian.
To define wavefunctions, one also needs to introduce vectors which label the configuration
of particles. Namely, we define the following particle state and its dual
|x1 · · · xN 〉 =
N∏
j=1
σ−xj (|0〉1 ⊗ · · · ⊗ |0〉M ), (3.14)
〈x1 · · · xN | = (1〈0| ⊗ · · · ⊗ M 〈0|)
N∏
j=1
σ+xj , (3.15)
which are states labelling the configurations of particles 1 ≤ x1 < x2 < · · · < xN ≤ M .
Likewise, we introduce vectors describing hole configurations 1 ≤ x1 < x2 < · · · < xN ≤M
|x1 · · · xN 〉 =
N∏
j=1
σ+xj (|1〉1 ⊗ · · · ⊗ |1〉M ), (3.16)
〈x1 · · · xN | = (1〈1| ⊗ · · · ⊗ M 〈1|)
N∏
j=1
σ−xj . (3.17)
Now we are in a position to define the wavefunctions. The wavefunctions are defined
as the overlap between the (dual) N -particle (N -hole) states (3.10), (3.11), (3.12), (3.13)
and the (dual) particle (hole) states (3.14), (3.15), (3.16), (3.17) (see Figure 3 for graphical
descriptions of the N -particle states and the wavefunctions)
〈x1 · · · xN |ψ({u}N )〉 = 〈x1 · · · xN |B(uN ) · · ·B(u1)|Ω〉, (3.18)
〈ψ({u}N )|x1 · · · xN 〉 = 〈Ω|C(u1) · · ·C(uN )|x1 · · · xN 〉, (3.19)
〈φ({u}N )|x1 · · · xN 〉 = 〈1 · · ·M |B(u1) · · ·B(uN )|x1 · · · xN 〉, (3.20)
〈x1 · · · xN |φ({u}N )〉 = 〈x1 · · · xN |C(uN ) · · ·C(u1)|1 · · ·M〉. (3.21)
Note that if one fixes a particular L-operator, the corresponding wavefunctions are fixed.
Before stating the theorem on the exact expressions of the wavefunctions, we first introduce
four types of symmetric polynomials.
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Figure 3: Pictorial descriptions of an N -particle state B(u4)B(u3)B(u2)B(u1)|Ω〉 (top) and
a wavefunction 〈2, 3, 5, 8|B(u4)B(u3)B(u2)B(u1)|Ω〉 (bottom).
Definition 3.1. For a particle configuration x = (x1, x2, . . . , xN ) (1 ≤ x1 < x2 < · · · < xN ≤
M), we define symmetric polynomials Gx(u1, . . . , uN ) and Gx(u1, . . . , uN ) of u1, . . . , uN as
Gx(u1, . . . , uN ) =
N∏
j=1
(1− t)cuj(auj + b)
M
euj + f
∏
1≤j<k≤N
tuj − uk
uj − uk
×
∑
σ∈SN
∏
1≤j<k≤N
σ(j)>σ(k)
uσ(k) − tuσ(j)
tuσ(k) − uσ(j)
N∏
j=1
(
euσ(j) + f
auσ(j) + b
)xj
, (3.22)
Gx(u1, . . . , uN ) =
N∏
j=1
(1− t)d(euj + f)
M
auj + b
∏
1≤j<k≤N
uj − tuk
uj − uk
×
∑
σ∈SN
∏
1≤j<k≤N
σ(j)>σ(k)
tuσ(k) − uσ(j)
uσ(k) − tuσ(j)
N∏
j=1
(
auσ(j) + b
euσ(j) + f
)xj
. (3.23)
For a hole configuration x = (x1, x2, . . . , xN ) (1 ≤ x1 < x2 < · · · < xN ≤ M), we define
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symmetric polynomials Hx(u1, . . . , uN ) and Hx(u1, . . . , uN ) of u1, . . . , uN as
Hx(u1, . . . , uN ) =
N∏
j=1
(1− t)cuj(atuj + b)
M
euj + tf
∏
1≤j<k≤N
uj − tuk
t(uj − uk)
×
∑
σ∈SN
∏
1≤j<k≤N
σ(j)>σ(k)
tuσ(k) − uσ(j)
uσ(k) − tuσ(j)
N∏
j=1
(
euσ(j) + tf
atuσ(j) + b
)xj
, (3.24)
Hx(u1, . . . , uN ) =
N∏
j=1
(1− t)d(euj + tf)
M
atuj + b
∏
1≤j<k≤N
tuj − uk
t(uj − uk)
×
∑
σ∈SN
∏
1≤j<k≤N
σ(j)>σ(k)
uσ(k) − tuσ(j)
tuσ(k) − uσ(j)
N∏
j=1
(
atuσ(j) + b
euσ(j) + tf
)xj
. (3.25)
We prove the correspondences between the wavefunctions (3.18), (3.19), (3.20), (3.21)
constructed from the L-operator (2.12), (2.14) and the symmetric polynomials (3.22), (3.23),
(3.24), (3.25).
Theorem 3.2. The wavefunctions (3.18), (3.19), (3.20), (3.21) constructed from the L-
operator (2.12), (2.14) are expressed by the symmetric polynomials (3.22), (3.23), (3.24),
(3.25) as follows:
〈x1 · · · xN |ψ({u}N )〉 = Gx(u1, . . . , uN ), (3.26)
〈ψ({u}N )|x1 · · · xN 〉 = Gx(u1, . . . , uN ), (3.27)
〈φ({u}N )|x1 · · · xN 〉 = Hx(u1, . . . , uN ), (3.28)
〈x1 · · · xN |φ({u}N )〉 = Hx(u1, . . . , uN ). (3.29)
Let us give here some comments. From the right hand side of the expression (3.26), it
is hard to see that it is a symmetric polynomial in uj . However, once the correspondence is
proven, the symmetry can be shown from the fact that the left hand side 〈x1 · · · xN |ψ({u}N )〉 =
〈x1 · · · xN |B(uN ) · · ·B(u1)|Ω〉 is symmetric in uj since the B-operators form a commutative
family [B(uj), B(uk)] = 0. The commutativity of the B-operators is an immediate conse-
quence of the RLL relation (2.11).
We remark that similar results for (3.26) in Theorem 3.2 have been obtained for the case
of q-boson models [8, 20, 22, 24, 25, 26, 31] by different methods in this paper. We give a
proof of Theorem 3.2 by using the matrix product method and the domain wall boundary
partition function in the next two sections. We also mention that the q-boson models treated
in those papers have fewer free parameters (special cases of the parameters t, a, b, c, d, e, f
under the constraints (2.14)) than the vertex model treated in this paper. It is interesting to
find the corresponding q-boson model which is the counterpart of the spin-1/2 vertex model
in this paper. A special case of the correspondence between the wavefunctions of the boson
model and the spin-1/2 vertex model is given in [8].
The parameters a, b, c, d, e and f of the L-operator (2.12) satisfy the constraints (2.14).
In particular, it seems that the following specialization a = 1, b = tβ, c = 1, d = 1, e = −β−1,
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f = −1 is important. Under this specialization, the L-operator is written as
Laj(u) =


u+ tβ 0 0 0
0 t(u+ β) (1− t)u 0
0 1− t β−1u− 1 0
0 0 0 −β−1u− t

 . (3.30)
The wavefunction (3.26) is now given by the symmetric polynomials as
〈x1 · · · xN |ψ({u}N )〉 =
N∏
j=1
(1− t)uj(uj + tβ)
M
−β−1uj − 1
∏
1≤j<k≤N
tuj − uk
uj − uk
×
∑
σ∈SN
∏
1≤j<k≤N
σ(j)>σ(k)
uσ(k) − tuσ(j)
tuσ(k) − uσ(j)
N∏
j=1
(
−β−1uσ(j) − 1
uσ(j) + tβ
)xj
. (3.31)
If one furthermore set the parameter of the quantum group t to t = 0, the six-vertex model re-
duces to the five-vertex model investigated in [7] (up to gauge transformation, see also [28] for
a model with inhomogeneties), whose wavefunction becomes the Grothendieck polynomials
〈x1 · · · xN |ψ({u}N )〉 =
N∏
j=1
uM+1j
−β−1uj − 1
∏
1≤j<k≤N
−uk
uj − uk
×
∑
σ∈SN
∏
1≤j<k≤N
σ(j)>σ(k)
−uσ(k)
uσ(j)
N∏
j=1
(−β−1 − u−1σ(j))
xj
=
N∏
j=1
uMj
−β−1uj − 1
∏
1≤j<k≤N
1
uk − uj
×
∑
σ∈SN
sgn(σ)
N∏
j=1
ujj
∏
1≤j<k≤N
σ(j)>σ(k)
uσ(k)
uσ(j)
N∏
j=1
(−β−1 − u−1σ(j))
xj
=
∏N
j=1 u
M
j (−β
−1uj − 1)
−1∏
1≤j<k≤N(uk − uj)
detN (u
k
j (−β
−1 − u−1j )
xk)
=(−β)−N(N−1)/2
N∏
j=1
uMj Gλ(z;β). (3.32)
Here, Gλ(z;β) is the β-Grothendieck polynomials of the Grassmannian vraiety Gr(M,N)
[9, 10, 11, 12, 13, 14], which is known to have the following determinant form
Gλ(z;β) =
detN (z
λk+N−k
j (1 + βzj)
k−1)∏
1≤j<k≤N(zj − zk)
. (3.33)
In this correspondence between the wavefunctions and the Grothendieck polynomials (3.32),
the symmetric variables z = {z1, . . . , zN} for the Grothendieck polynomials and the spectral
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parameters u1, . . . , uN of the wavefunction are related by the correspondence zj = −β
−1−u−1j ,
j = 1, . . . , N . For each Young diagram λ = (λ1, λ2, . . . , λN ) ∈ Z
N (M − N ≥ λ1 ≥ λ2 ≥
· · · ≥ λN ≥ 0) there is a corresponding configuration of particles |x1 · · · xN 〉 (1 ≤ x1 < x2 <
· · · < xN ≤M) by the translation rule λj = xN−j+1 −N + j − 1, j = 1, . . . , N .
From this observation, one can see that the symmetric polynomials (3.22) giving the
correspondence (3.26) can be regarded as a quantum group deformation of the Grothendieck
polynomials.
We prove (3.26) in the next two sections. Before ending this section, we check (3.26) by
an example.
Example Let us check (3.26) for the case M = 4, N = 2, x1 = 2, x2 = 4. One finds
from the graphical description of the L-operator (see Figures 4, 5 and 6 for the graphical
description needed to calculate the left hand side) that the left hand side of (3.26) is given
by
(L.H.S) = (eu1 + f)(eu2 + f)(1− t)
2c2u1u2X,
X = (eu1 + f)
2(au2 + b)(atu2 + b) + (1− t)
2cdu2(au1 + b)(eu1 + f)
+ (au1 + b)
2(eu2 + f)(eu2 + tf). (3.34)
On the other hand, the right hand side is given by
(R.H.S) = (eu1 + f)(eu2 + f)(1− t)
2c2u1u2Y,
Y =
1
u1 − u2
{(au1 + b)
2(eu2 + f)
2(tu1 − u2) + (eu1 + f)
2(au2 + b)
2(u1 − tu2)}.
(3.35)
Calculating the difference of both hand sides, one gets
(L.H.S)− (R.H.S) = (eu1 + f)(eu2 + f)(1− t)
2c2u1u2(X − Y ), (3.36)
X − Y = bf(t− 1)(be − af + (t− 1)cd)u2
+ (be+ af)(t− 1)(be − af + (t− 1)cd)u1u2
+ ae(t− 1)(be − af + (t− 1)cd)u21u2. (3.37)
Using the relations cd + af = 0 and tcd+ be = 0, one finds X − Y = 0, and thus both hand
sides of (3.26) are checked to be equal.
4 Matrix product representation
In this section, we prove (3.26) in Theorem 3.2 by using the matrix product method and the
domain wall boundary partition function. The same strategy was used in [7] to investigate the
relation between the wavefunction of an integrable five-vertex model and the Grothendieck
polynomials, and in [33, 19] to analyze the relation between the wavefunctions of the Felder-
hof model and the Schur polynomials. The results for the domain wall boundary partition
function used in this section is proved in the next section. The other corresopndences (3.27),
(3.28) and (3.29) in Theorem 3.2 can be proved in the same way. We assume the parame-
ters in the L-operator a, b, c, d, e, f to be nonzero and t 6= 1 since one sometimes needs this
assumption in the proof.
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Figure 4: One of the states making a contribution of a factor (eu1+f)(eu2+f)(1−t)cu2(au2+
b)(atu2 + b)(eu1 + f)(eu1 + f)(1− t)cu1 to the wavefunction 〈2, 4|B(u2)B(u1)|Ω〉.
The strategy of the proof is as follows. We first rewrite the wavefunction
〈x1 · · · xN |ψ({u}N )〉 into a matrix product form, following [41, 42], and show that the wave-
function can be expressed as
〈x1 · · · xN |ψ({u}N )〉 =K
∑
σ∈SN
∏
1≤j<k≤N
σ(j)>σ(k)
uσ(k) − tuσ(j)
tuσ(k) − uσ(j)
N∏
j=1
(
euσ(j) + f
auσ(j) + b
)xj
, (4.1)
where K is a prefactor which does not depend on the particle configurations x = (x1, . . . , xN )
of the wavefunction. Next, by evaluating the exact form of a particular wavefunction
〈1 · · ·N |ψ({u}N )〉 with the help of the analysis on the domain wall boundary partition func-
tion, we show that the prefactor K in (4.1) is given by the following form
K =
N∏
j=1
(1− t)cuj(auj + b)
M
euj + f
∏
1≤j<k≤N
tuj − uk
uj − uk
, (4.2)
which concludes the proof of (3.26).
Proof. Let us begin to compute the wavefunction
〈x1 · · · xN |ψ({u}N )〉 = 〈x1 · · · xN |
∏N
j=1B(uj)|Ω〉. We first rewrite it into the matrix product
representation. With the help of its graphical description, one finds that the wavefunction
can be written as
〈x1 · · · xN |
N∏
j=1
B(uj)|Ω〉 = TrW⊗N
[
Q〈x1 · · · xN |
N∏
a=1
Ta(ua)|Ω〉
]
, (4.3)
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Figure 5: One of the states making a contribution of a factor (eu1+f)(eu2+f)(1− t)cu2(1−
t)d(1− t)cu2(eu1 + f)(1− t)cu1(au1 + b) to the wavefunction 〈2, 4|B(u2)B(u1)|Ω〉.
where Q = |1N 〉〈0N | is an operator acting on the tensor product of auxiliary spaces W1 ⊗
· · · ⊗WN . The trace here is also over the auxiliary spaces.
Next we change the viewpoint of the monodromy matrices from the original one Ta(ua) ∈
End(Wa ⊗ V1 ⊗ · · · ⊗ VM ) to the following one
Tj({u}N ) :=
N∏
a=1
Laj(ua) ∈ End(W
⊗N ⊗ Vj), (4.4)
which can be regarded as a monodromy matrix consisting of L-operators acting on the
same quantum space Vj (but acting on different auxiliary spaces). The monodromy ma-
trix Tj({u}N ) is decomposed as
Tj({u}N ) :=
(
AN({u}N ) BN ({u}N )
CN ({u}N ) DN ({u}N )
)
j
, (4.5)
where the elements (AN , etc.) act on W1 ⊗ · · · ⊗WN (Figure 7).
Using the matrix elements AN ({u}N ) and CN ({u}N ) of the monodromy matrix Tj({u}N ),
one finds the wavefunction (4.3) can be written as
〈x1 · · · xN |ψ({u}N )〉 = TrW⊗N

Q〈x1 · · · xN | M∏
j=1
Tj({u}N )|Ω〉


= TrW⊗N
[
QAM−xNN CNA
xN−xN−1−1
N . . . CNA
x2−x1−1
N CNA
x1−1
N
]
. (4.6)
In order to convert the expression (4.6) to the one (4.1), we derive commutation relations
between the operators AN and CN (Figure 8).
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Figure 6: One of the states making a contribution of a factor (eu1+f)(eu2+f)(eu2+tf)(eu2+
f)(1− t)cu2(1− t)cu1(au1 + b)(au1 + b) to the wavefunction 〈2, 4|B(u2)B(u1)|Ω〉.
First, one finds the following recursive relations for these operators:
An+1({u}n+1) =
(
aun+1 + b 0
0 eun+1 + f
)
⊗An({u}n) +
(
0 0
(1− t)d 0
)
⊗ Cn({u}n), (4.7)
Cn+1({u}n+1) =
(
0 (1− t)cun+1
0 0
)
⊗An({u}n) +
(
atun+1 + b 0
0 eun+1 + ft
)
⊗ Cn({u}n),
(4.8)
with the initial condition
A1 =
(
au1 + b 0
0 eu1 + f
)
, C1 =
(
0 (1− t)cu1
0 0
)
. (4.9)
By using the recursive relations (4.7), (4.8) and the initial condition (4.9), one sees that these
operators satisfy the following simple algebra.
Lemma 4.1. There exists a decomposition of Cn : Cn =
∑n
j=1 C
(j)
n such that the following
algebraic relations hold for An and C
(j)
n :
C(j)n An =
euj + f
auj + b
AnC
(j)
n , (4.10)
(C(j)n )
2 = 0, (4.11)
C(j)n C
(k)
n =
(euj + f)(auk + b)(uj − tuk)
(auj + b)(euk + f)(tuj − uk)
C(k)n C
(j)
n , (j 6= k). (4.12)
Proof. We show by induction on n. For n = 1, from (4.9) A1 is diagonal and one can directly
see that the relations are satisfied. For n, we assume that An is diagonalizable and write
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Figure 7: A graphical representation of the matrix elements An({u}n) and Cn({u}n) of the
monodromy matrix Tj({u}n).
the corresponding diagonal matrix as An = G
−1
n AnGn. Also writing Cn = G
−1
n CnGn and
Cn =
∑n
j=1 C
(j)
n , and noting that the algebraic relations above do not depend on the choice
of basis, we suppose by the induction hypothesis that the same relations are satisfied by An
and C
(j)
n .
We show that the relations hold for n+ 1. To this end, we first construct Gn+1. Noting
from (4.7) that An+1 is an upper triangular block matrix whose block diagonal elements are
written in terms of An, we assume that Gn+1 is written as
Gn+1 =
(
Gn 0
GnHn Gn
)
, (4.13)
where 2n × 2n matrix Hn remains to be determined. Using the induction hypothesis for n,
one obtains
G−1n+1An+1Gn+1
=
(
(aun+1 + b)An 0
(eun+1 + f)AnHn + (1− t)dCn − (aun+1 + b)HnAn (eun+1 + f)An
)
. (4.14)
The above matrix is guaranteed to be diagonal when
(eun+1 + f)AnHn + (1− t)dCn − (aun+1 + b)HnAn = 0. (4.15)
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Figure 8: A graphical representation of the recursive relation (4.7) between the monodromy
matrices.
Utilizing the above relation and recalling An and C
(j)
n satisfy the relation same as that in
(4.10), one finds Hn is expressed as
Hn = A
−1
n
n∑
j=1
auj + b
c(uj − un+1)
C
(j)
n . (4.16)
One thus obtains the diagonal matrix An+1:
An+1 =
(
(aun+1 + b)An 0
0 (eun+1 + f)An
)
. (4.17)
The remaining task is to derive C
(j)
n+1 and to prove the relations (4.10)–(4.12) hold for n+1.
Combining (4.8), (4.13) and (4.16), and also inserting the relations (4.11) and (4.12), one
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arrives at Cn+1 =
∑n+1
j=1 C
(j)
n+1 where
C
(j)
n+1 =


1
uj − un+1
(
(uj − tun+1)(aun+1 + b)C
(j)
n 0
0 (tuj − un+1)(eun+1 + f)C
(j)
n
)
for 1 ≤ j ≤ n
(
0 (1− t)cun+1An
0 0
)
for j = n+ 1
.
(4.18)
Finally recalling that An and C
(j)
n are supposed to satisfy the relations (4.10)–(4.12) and using
the explicit form of An+1 (4.17) and C
(j)
n+1 (4.18), one sees they satisfy the same algebraic
relations as those in (4.10)–(4.12) for n+ 1.
Due to the algebraic relations (4.10), (4.11) and (4.12) in Lemma 4.1, the matrix product
form for the wavefunction (4.6) can be rewritten into the following form.
Proposition 4.2. The wavefunction 〈x1 · · · xN |ψ({u}N )〉 is expressed in the following form
〈x1 · · · xN |ψ({u}N )〉 =K
∑
σ∈SN
∏
1≤j<k≤N
σ(j)>σ(k)
uσ(k) − tuσ(j)
tuσ(k) − uσ(j)
N∏
j=1
(
euσ(j) + f
auσ(j) + b
)xj
. (4.19)
Here, SN denotes the symmetric group of order N , and the prefactor K is given by
K =
N∏
j=1
(
auj + b
euj + f
)j
TrW⊗N
[
QAM−NN C
(N)
N . . . C
(1)
N
]
. (4.20)
What remains to be done to show (3.26) is to determine the explicit form of the prefactor
K in (4.19). From the expressions (4.19) and (4.20), one sees that the information of the
particle configuration x = (x1, x2, . . . , xN ) is encoded in the determinant, while the overall
factor K is independent of the configuration. This fact means that one can determine the
factor K by evaluating the overlap for a particular particle configuration. In fact, we find the
following explicit form of the prefactorK by finding an explicit expression of the wavefunction
〈x1 · · · xN |ψ({u}N )〉 for the case xj = j (1 ≤ j ≤ N):
Proposition 4.3. The prefactor K in (4.19) is given by
K =
N∏
j=1
(1− t)cuj(auj + b)
M
euj + f
∏
1≤j<k≤N
tuj − uk
uj − uk
. (4.21)
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Proof. We prove Proposition 4.3 by showing
〈1 · · ·N |ψ({u}N )〉 =
N∏
j=1
(1− t)cuj(auj + b)
M
euj + f
∏
1≤j<k≤N
tuj − uk
uj − uk
×
∑
σ∈SN
∏
1≤j<k≤N
σ(j)>σ(k)
uσ(k) − tuσ(j)
tuσ(k) − uσ(j)
N∏
j=1
(
euσ(j) + f
auσ(j) + b
)j
, (4.22)
since combining (4.22) and Proposition 4.2 for the case xj = j, j = 1, . . . , N gives (4.21).
We now begin to evaluate a particular wavefunction 〈1 · · ·N |ψ({u}N )〉. From its graphical
description, we can easily see that 〈1 · · ·N |ψ({u}N )〉 can be factorized as (see Figure 9)
〈1 · · ·N |ψ({u}N )〉 = ZN ({u}N )
N∏
j=1
(auj + b)
M−N , (4.23)
where ZN ({u}N ) is the domain wall boundary partition function on an N ×N grid
ZN ({u}N ) = 〈1 · · ·N |BN (u1) · · ·BN (uN )|Ω〉, (4.24)
BN (u) = a〈0|LaN (u) · · ·La1(u)|1〉a. (4.25)
One can show that the domain wall boundary partition function ZN ({u}N ) has an ex-
pression given by (5.1), which will be proven in the next section. Inserting (5.1) into (4.23),
one gets
〈1 · · ·N |ψ({u}N )〉 =
N∏
j=1
(1− t)cuj(auj + b)
M
euj + f
∏
1≤j<k≤N
tuj − uk
uj − uk
×
∑
σ∈SN
∏
1≤j<k≤N
σ(j)>σ(k)
uσ(k) − tuσ(j)
tuσ(k) − uσ(j)
N∏
j=1
(
euσ(j) + f
auσ(j) + b
)j
, (4.26)
hence Proposition 4.3 is proved.
Having proved Propostitions 4.2 and 4.3, it immediately follows from the combination of
the two propositions that the wavefunction 〈x1 · · · xN |ψ({u}N )〉 is exactly expressed by the
symmetric polynomials Gx(u1, . . . , uN ), hence (3.26) is proved.
5 Domain wall boundary partition function
In this section, we show the following form for the domain wall boundary partition function
ZN ({u}N ) which is used to show (3.26) in the last section.
18
Figure 9: A graphical representation which shows the factorization of the wavefunction
〈1 · · ·N |ψ({u}N )〉 = ZN ({u}N )
∏N
j=1(auj + b)
M−N for the case M = 9, N = 5. One can
easily see from its graphical reprensenation and the ice rule that the inner states of the left
part of the wavefunction freeze, and the evaluation of this particular type of wavefunctions
reduces to that of the domain wall boundary partition function.
Theorem 5.1. The domain wall boundary partition function ZN ({u}N ) has the following
form
ZN ({u}N ) =
N∏
j=1
(1− t)cuj
∏
1≤j<k≤N
tuj − uk
uj − uk
×
∑
σ∈SN
∏
1≤j<k≤N
σ(j)>σ(k)
uσ(k) − tuσ(j)
tuσ(k) − uσ(j)
N∏
j=1
(auσ(j) + b)
N−j
N∏
j=1
(euσ(j) + f)
j−1. (5.1)
We show this expression (5.1) by generalizing the theorem to the case of inhomogeneous
domain wall boundary partition function. Namely, we generalize the L-opearator by including
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inhomogeneous parameters wj in the quantum space Vj, j = 1, . . . , N
Laj(u,wj) =


au+ bwj 0 0 0
0 atu+ bwj (1− t)cu 0
0 (1− t)dwj eu+ fwj 0
0 0 0 eu+ tfwj

 , (5.2)
and construct an inhomogeneous generalization of the domain wall boundary partition func-
tion ZN ({u}N |{w}N ) which is defined as the following:
ZN ({u}N |{w}N ) = 〈1 · · ·N |BN (u1|{w}N ) · · ·BN (uN |{w}N )|Ω〉, (5.3)
BN (u|{w}N ) = a〈0|LaN (u,wN ) · · ·La1(u,w1)|1〉a. (5.4)
One can show the following expression for the inhomogeneous domain wall boundary partition
function.
Theorem 5.2. The inhomogeneous domain wall boundary partition function ZN ({u}N |{w}N )
has the following form:
ZN ({u}N , {w}N )
=
N∏
j=1
(1− t)cuj
∏
1≤j<k≤N
tuj − uk
uj − uk
×
∑
σ∈SN
∏
1≤j<k≤N
σ(j)>σ(k)
uσ(k) − tuσ(j)
tuσ(k) − uσ(j)
∏
1≤j<k≤N
(auσ(j) + bwk)
∏
1≤k<j≤N
(euσ(j) + fwk). (5.5)
Theorem 5.1 follows immediately from Theorem 5.2 by taking the homogeneous limit of
the inhomogeneous parameters wj = 1, j = 1, . . . , N .
Theorem 5.2 can be proved by using the standard Izergin-Korepin technique [43, 44]. See
[45] for the results for the case of the elliptic ABF model. We show the outline of the proof.
The Izergin-Korepin technique is to first show properties for the inhomogeneous domain wall
boundary partition function ZN ({u}N |{w}N ) = 〈1 · · ·N |B(u1|{w}N ) · · ·B(uN |{w}N )|Ω〉 which
is given in the proposition below, with the help of its graphical description. Then one next
finds the unique desired polynomials satisfying the properties, and conclude that the poly-
nomial is the exact expression for the domain wall boundary partition function.
Proposition 5.3. The inhomogeneous domain wall boundary partition function ZN ({u}N |{w}N )
satisfies the following properties.
(1) ZN ({u}N |{w}N ) is a polynomial of degree N − 1 in wN .
(2) ZN ({u}N |{w}N ) is symmetric with respect to uj, j = 1, . . . , N .
(3) The case n = 1 is given by Z1(u1|w1) = (1− t)cu1.@
(4) The following recursive relations between the domain wall boundary partition functions
hold (Figure 10):
ZN ({u}N |{w}N )|wN=−auk/b =(1− t)ca
N−1uk
N∏
j=1
j 6=k
(tuj − uk)
N−1∏
j=1
(euk + fwj)
× ZN−1({u1, . . . , uk−1, uk+1, . . . , uN}|{w}N−1). (5.6)
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One can show that the following polynomial satisfies the properties (1),(2),(3),(4) of
Proposition 5.3
FN ({u}N , {w}N )
=
N∏
j=1
(1− t)cuj
∏
1≤j<k≤N
tuj − uk
uj − uk
×
∑
σ∈SN
∏
1≤j<k≤N
σ(j)>σ(k)
uσ(k) − tuσ(j)
tuσ(k) − uσ(j)
∏
1≤j<k≤N
(auσ(j) + bwk)
∏
1≤k<j≤N
(euσ(j) + fwk). (5.7)
For example, let us consider the property (4). If one sets wN to wN = −auN/b, each of the
summands labeled by the elements σ ∈ SN not satisfying σ(N) = N in the summation of (5.7)
always has a zero factor
∏
1≤j<k≤N(auσ(j) + bwk)=0. Thus, one can restrict the summation
to the elements σ which satisfy σ(N) = N . Then it is easy to check that the polynomial
FN ({u}N , {w}N ) satisfies the recursive relation (5.6) for the case k = N . Thus we have
proved that the inhomogeneous domain wall boundary partition function ZN ({u}N |{w}N ) is
given by the polynomial FN ({u}N , {w}N ).
Figure 10: A graphical representation of the recursive relation of the domain wall boundary
partition function (5.6) for the case k = N .
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6 Pairing formulas between the symmetric polynomials
In the following two sections, we make applications of the correspondences between the wave-
functions and the symmetric polynomials. In this section, we prove a pairing formula between
the symmetric polynomials Gx({u}) and Hx({u}). First, we start from the Izergin-Korepin
determinant formula [43, 44] of the domain wall boundary partition function ZN ({u}N |{w}N ).
Theorem 6.1. The domain wall boundary partition function ZN ({u}N |{w}N ) can be ex-
pressed as the following determinant
ZN ({u}N |{w}N ) =
∏N
j=1(1− t)cuj
∏N
j,k=1(auj + bwk)(euj + fwk)
(cd)N(N−1)/2
∏
1≤j<k≤N(uj − uk)(wk − wj)
× detN
(
1
(auj + bwk)(euj + fwk)
)
. (6.1)
This determinant representation (6.1) is more famous than the one (5.5) in the last section.
This can also be proven by showing that (6.1) satisfies the Properties (1), (2), (3), (4) of
Lemma 5.3.
Example By using the definition of the L-operator, one can calculate the inhomoge-
neous domain wall boundary partition function Z2({u1, u2}|{w1, w2}) as (see Figure 11)
Z2({u1, u2}|{w1, w2}) = (L.H.S) = (1−t)
2c2u1u2((atu2+bw2)(eu1+fw1)+(eu2+tfw1)(au1+
bw2)). The right hand side of (6.1) is (R.H.S) = (1 − t)
2cd−1u1u2((be + af)(aeu1u2 +
bfw1w2) + abef(u1 + u2)(w1 + w2)), and one can check the difference becomes
(L.H.S)− (R.H.S) = (1− t)2cd−1u1u2((cd+ be+ af + tcd)(aeu1u2 + bfw1w2)
+af(be+ tcd)(u1 + u2)w1 + be(cd+ af)(u1 + u2)w2), (6.2)
which is zero due to the relations cd+ af = 0 and tcd+ be = 0.
By taking the homogeneous limit of the determinant representation (6.1) following Izergin-
Coker-Korepin [46], one gets the following determinant form for the partition function without
inhomogeneous parameters.
Proposition 6.2. The homogeneous limit of the determinant representation of the domain
wall boundary partition function is expressed as the following determinant
ZN ({u}N ) =
detN ((auj + b)
N (−f)k(euj + f)
N−k − (euj + f)
N (−b)k(auj + b)
N−k)
cN(N−1)/2dN(N+1)/2
∏
1≤j<k≤N(uj − uk)
. (6.3)
Proof. Let us first examine
1∏
1≤j<k≤N(wk − wj)
detN
(
1
(auj + bwk)(euj + fwk)
)
. (6.4)
We rewrite the matrix elements
1
(auj + bwk)(euj + fwk)
of the determinant. Assuming c 6= 0
and d 6= 0 and using be− af = (1− t)cd, one finds the following equality
1
(auj + bwk)(euj + fwk)
=
1
(1− t)cduj
b
auj + bwk
−
1
(1− t)cduj
f
euj + fwk
, (6.5)
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Figure 11: The state on the left and right makes a contribution of a factor (1− t)cu2(atu2 +
bw2)(eu1 + fw1)(1 − t)cu1 and (eu2 + tfw1)(1 − t)cu1(1 − t)cu2(au1 + bw2) respectively to
the inhomogeneous domain wall boundary partition function Z2({u1, u2}|{w1, w2}).
and (6.4) becomes
1∏
1≤j<k≤N(wk − wj)
detN
(
1
(auj + bwk)(euj + fwk)
)
=
1
((1− t)cd)N
∏N
j=1 uj
∏
1≤j<k≤N(wk −wj)
detN
(
b
bwk + auj
−
f
fwk + euj
)
. (6.6)
Taking the limit w1 → 1, w2 → 1, . . . , wN → 1 successively, one gets the following expression
with the help of Taylor expansion
lim
w1,...,wN→1
1∏
1≤j<k≤N(wk − wj)
detN
(
1
(auj + bwk)(euj + fwk)
)
=
1
((1− t)cd)N
∏N
j=1 uj
detN
(
fk
(−f − euj)k
−
bk
(−b− auj)k
)
. (6.7)
Taking the remaining factors into account, one has the homogeneous limit of the partition
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function
ZN ({u}N ) =
∏N
j=1(1− t)cuj(auj + b)
N (euj + f)
N
(cd)N(N−1)/2
∏
1≤j<k≤N(uj − uk)
×
1
((1− t)cd)N
∏N
j=1 uj
detN
(
fk
(−f − euj)k
−
bk
(−b− auj)k
)
=
detN ((auj + b)
N (−f)k(euj + f)
N−k − (euj + f)
N (−b)k(auj + b)
N−k)
cN(N−1)/2dN(N+1)/2
∏
1≤j<k≤N(uj − uk)
. (6.8)
Example Let us check the case N = 2. Using the relations af = −cd, be = −tcd, the
right hand side of (6.3) can be rewritten as
− (be− af)2(cd3)−1u1u2(bf(be+ af) + 2abef(u1 + u2) + ae(be+ af)u1u2)
=− (t− 1)2c2d2(cd3)−1u1u2(−(t+ 1)bfcd+ (−cdbe− tcdaf)(u1 + u2)− (t+ 1)aecdu1u2)
=(t− 1)2c2u1u2((t+ 1)bf + (be+ taf)(u1 + u2) + (t+ 1)aeu1u2)
=(1− t)2c2u1u2{(atu2 + b)(eu1 + f) + (eu2 + tf)(au1 + b)}, (6.9)
which finally becomes the expression of Z2({u1, u2}) calculated from the definition of the
L-operator.
Now we can prove the following pairing formula for the symmetric polynomials.
Theorem 6.3. We have the following pairing formula between the symmetric polynomials
Gx(uM−N+1, . . . , uM ) and Hx(u1, . . . , uM−N )∑
x
Hx(u1, . . . , uM−N )Gx(uM−N+1, . . . , uM )
=
detN ((auj + b)
N (−f)k(euj + f)
N−k − (euj + f)
N (−b)k(auj + b)
N−k)
cN(N−1)/2dN(N+1)/2
∏
1≤j<k≤N(uj − uk)
. (6.10)
Here, for each term of the product between Gx(uM−N+1, . . . , uM ) and Hx(u1, . . . , uM−N ), the
hole configuration x of Hx(u1, . . . , uM−N ) is the complementary part of the particle configu-
ration x of Gx(uM−N+1, . . . , uM ). That is, the particle configuration x = {x1, . . . , xN} and
the hole configuration x = {x1 . . . xM−N} forms a disjoint union of {1, 2, . . . , N}, x ⊔ x =
{1, 2 . . . , N}. The sum in the left hand side of (6.10) is over all particle configurations
x = (1 ≤ x1 < x2 < · · · < xN ≤M).
Proof. The theorem can be shown by combining the two expressions for the domain wall
boundary partition function ZN ({u}N ). From Proposition 6.2, one has the direct determinant
representation (6.3). Another way of evaluating the domain wall boundary partition function
is to insert the completeness relation∑
{x}
|x1 · · · xN 〉〈x1 · · · xN | = Id, (6.11)
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between the B-operators to get
〈1 · · ·M |B(u1) · · ·B(uM )|Ω〉
=
∑
{x}
〈1 · · ·M |B(u1) · · ·B(uM−N )|x1 · · · xN 〉〈x1 · · · xN |B(uM−N+1) · · ·B(uM )|Ω〉
=
∑
{x}
〈1 · · ·M |B(u1) · · ·B(uM−N )|x1 · · · xM−N 〉〈x1 · · · xN |B(uM−N+1) · · ·B(uM )|Ω〉, (6.12)
and use the correspondence between the wavefunctions and the symmetric polynomials (3.26)
and (3.28) . Combining the two ways of evaluations, one gets the pairing formula.
One can do the same analysis to give a pairing formula between the symmetric polynomials
Gx({u}) and Hx({u}) from the dual domain wall boundary partition ZN ({u}N )
ZN ({u}N ) = 〈Ω|CN (uN ) · · ·CN (u1)|1 · · ·N〉, (6.13)
CN (u) = a〈1|LaN (u) · · ·La1(u)|0〉. (6.14)
Again, we start by generalizing to the inhomogeneous version
ZN ({u}N |{w}N ) = 〈Ω|CN (uN |{w}N ) · · ·CN (u1|{w}N )|1 · · ·N〉, (6.15)
CN (u|{w}N ) = a〈1|LaN (u,wN ) · · ·La1(u,w1)|0〉. (6.16)
We have the following determinant form.
Theorem 6.4. The inhomogeneous dual domain wall boundary partition function ZN ({u}N |{w}N )
can be expressed as the following determinant
ZN ({u}N |{w}N ) =
∏N
j=1(1− t)dwj
∏N
j,k=1(atuj + bwk)(euj + tfwk)
(t2cd)N(N−1)/2
∏
1≤j<k≤N(uj − uk)(wk −wj)
× detN
(
1
(atuj + bwk)(euj + tfwk)
)
. (6.17)
By taking the homogeneous limit of the determinant (6.17), one gets the following deter-
minant form for ZN ({u}N ).
Proposition 6.5. The homogeneous limit of the determinant representation of the dual do-
main wall boundary partition function is expressed as the following determinant
ZN ({u}N ) =
detN ((euj + tf)
N (−b)k(atuj + b)
N−k − (atuj + b)
N (−tf)k(euj + tf)
N−k)
tN2cN(N+1)/2dN(N−1)/2
∏N
j=1 uj
∏
1≤j<k≤N(uj − uk)
.
(6.18)
By combining (6.18), (3.27) and (3.29), one gets the following pairing formula.
Theorem 6.6. We have the following pairing formula between the symmetric polynomials
Gx(uM−N+1, . . . , uM ) and Hx(u1, . . . , uM−N )∑
x
Hx(u1, . . . , uM−N )Gx(uM−N+1, . . . , uM )
=
detN ((euj + tf)
N (−b)k(atuj + b)
N−k − (atuj + b)
N (−tf)k(euj + tf)
N−k)
tN2cN(N+1)/2dN(N−1)/2
∏N
j=1 uj
∏
1≤j<k≤N(uj − uk)
. (6.19)
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Here, for each term of the product between Gx(uM−N+1, . . . , uM ) and Hx(u1, . . . , uM−N ), the
hole configuration x of Hx(u1, . . . , uM−N ) is the complementary part of the particle configu-
ration x of Gx(uM−N+1, . . . , uM ). That is, the particle configuration x = {x1, . . . , xN} and
the hole configuration x = {x1 . . . xM−N} forms a disjoint union of {1, 2, . . . , N}, x ⊔ x =
{1, 2 . . . , N}. The sum in the left hand side of (6.19) is over all particle configurations
x = (1 ≤ x1 < x2 < · · · < xN ≤M).
7 Branching formulas
In this section, we establish branching formulas for the symmetric polynomials as another
application of the correspondences. We define four types of polynomials of u, each of which
will become the skew polynomials of the four symmetric polynomials introduced in section
3. We first introduce a notation for the relation between two particle configurations.
Definition 7.1. For two increasing sequences of integers y1, y2, . . . , yN+1 (y1 < y2 < · · · <
yN+1) and x1, x2, . . . , xN (x1 < x2 < · · · < xN ), we define the relation y ≻ x as y1 ≤ x1 ≤
y2 ≤ · · · ≤ xN ≤ yN+1.
Definition 7.2. We define the following four types of polynomials in u.
(1) We define Gy,x(u) as
Gy,x(u)
=((1 − t)cu)k+1((1 − t)d)k
k+1∏
j=1
(atu+ b)#{xℓ|pj<xℓ<qj}(au+ b)qj−pj−1−#{xℓ|pj<xℓ<qj}
× (eu+ tf)#{xℓ|qj−1<xℓ<pj}(eu+ f)pj−qj−1−1−#{xℓ|qj−1<xℓ<pj}, (7.1)
for y ≻ x, and 0 otherwise. Here, we define p1, p2, . . . , pk+1 as an increasing sequence of yj,
j = 1, . . . , N + 1 satisfying yj 6= xj, xj−1. q1, q2, . . . , qk is defined as an increasing sequence
of xj , j = 1, . . . , N satisfying xj 6= yj, yj+1. We also define q0 := 0, qk+1 :=M + 1.
(2) We define Hy,x(u) as
Hy,x(u)
=((1 − t)cu)k+1((1 − t)d)k
k+1∏
j=1
(au+ b)#{xℓ|pj<xℓ<qj}(atu+ b)qj−pj−1−#{xℓ|pj<xℓ<qj}
× (eu+ f)#{xℓ|qj−1<xℓ<pj}(eu+ tf)pj−qj−1−1−#{xℓ|qj−1<xℓ<pj}, (7.2)
for y ≻ x, and 0 otherwise. Here, we define p1, p2, . . . , pk+1 as an increasing sequence of yj,
j = 1, . . . , N + 1 satisfying yj 6= xj, xj−1. q1, q2, . . . , qk is defined as an increasing sequence
of xj , j = 1, . . . , N satisfying xj 6= yj, yj+1. We also define q0 := 0, qk+1 :=M + 1.
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(3) We define Gy,x(u) as
Gy,x(u)
=((1 − t)d)k+1((1 − t)cu)k
k+1∏
j=1
(eu+ tf)#{xℓ|rj<xℓ<sj}(eu+ f)sj−rj−1−#{xℓ|rj<xℓ<sj}
× (atu+ b)#{xℓ|sj−1<xℓ<rj}(au+ b)rj−sj−1−1−#{xℓ|sj−1<xℓ<rj}, (7.3)
for y ≻ x, and 0 otherwise. Here, we define r1, r2, . . . , rk+1 as an increasing sequence of yj,
j = 1, . . . , N + 1 satisfying yj 6= xj, xj−1. s1, s2, . . . , sk is defined as an increasing sequence
of xj , j = 1, . . . , N satisfying xj 6= yj, yj+1. We also define s0 := 0, sk+1 :=M + 1.
(4) We define Hy,x(u) as
Hy,x(u)
=((1 − t)d)k+1((1 − t)cu)k
k+1∏
j=1
(eu+ f)#{xℓ|rj<xℓ<sj}(eu+ tf)sj−rj−1−#{xℓ|rj<xℓ<sj}
× (au+ b)#{xℓ|sj−1<xℓ<rj}(atu+ b)rj−sj−1−1−#{xℓ|sj−1<xℓ<rj}, (7.4)
for y ≻ x, and 0 otherwise. Here, we define r1, r2, . . . , rk+1 as an increasing sequence of yj,
j = 1, . . . , N + 1 satisfying yj 6= xj, xj−1. s1, s2, . . . , sk is defined as an increasing sequence
of xj , j = 1, . . . , N satisfying xj 6= yj, yj+1. We also define s0 := 0, sk+1 :=M + 1.
Proposition 7.3. The matrix elements of the B-operators and C-operators are given by the
polynomials Gy,x(u), Hy,x(u), Gy,x(u) and Hy,x(u).
〈y1 · · · yN+1|B(u)|x1 · · · xN 〉 = Gy,x(u), (7.5)
〈x1 · · · xN |B(u)|y1 · · · yN+1〉 = Hy,x(u), (7.6)
〈x1 · · · xN |C(u)|y1 · · · yN+1〉 = Gy,x(u), (7.7)
〈y1 · · · yN+1|C(u)|x1 · · · xN 〉 = Hy,x(u). (7.8)
Proof. We show (7.5) since the other relations (7.6), (7.7) and (7.8) can be shown in the same
way.
First, note that due to the ice rule of the L-operator of the six-vertex model [L(u)]γδαβ = 0
unless α + β = γ + δ, we only have to consider the following type of the matrix elements
〈y1 · · · yN+1|B(u)|x1 · · · xN 〉, i.e., the case when the total number of particles is increased by
one after the action of the B-operator (we can immediately see 〈y1 · · · yN |B(u)|x1 · · · xN 〉 = 0
and 〈y1 · · · yN |B(u)|x1 · · · xN+1〉 = 0 due to the ice rule). Then one easily finds that for
the case of 〈y1 · · · yN+1|B(u)|x1 · · · xN 〉, one can define two increasing subsequences. One of
them, denoted as p1, p2, . . . , pk+1, is defined as an increasing sequence of yj, j = 1, . . . , N +1
satisfying yj 6= xj, xj−1. Another one denoted as q1, q2, . . . , qk, is defined as an increasing
sequence of xj, j = 1, . . . , N satisfying xj 6= yj, yj+1. We also define q0 := 0, qk+1 := M + 1
for later convenience.
Using these two increasing subsequences, one can see that the matrix elements of the
L-operators at the p1, p2, . . . , pk+1-th sites constructing 〈y1 · · · yN+1|B(u)|x1 · · · xN 〉 are all
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[L(u)]0110 = (1 − t)cu, while the ones at the q1, q2, . . . , qk-th sites are all [L(u)]
10
01 = (1 − t)d.
From this consideration, one gets a factor ((1− t)cu)k+1((1− t)d)k.
Let us now look at the matrix elements of the L-operators at the other sites. The matrix
elements between the (pj+1)-th and (qj−1)-th sites are either [L(u)]
00
00 = au+b or [L(u)]
01
01 =
atu + b. Taking into account the number of particles whose positions are between pj + 1
and qj − 1, one finds the contribution of the L-operators from the (pj + 1)-th to (qj − 1)-
th sites (j = 1, . . . , k + 1) to the matrix elements of the B-operators is given by (atu +
b)#{xℓ|pj<xℓ<qj}(au+ b)qj−pj−1−#{xℓ|pj<xℓ<qj} in total.
One can also do the same arguments to the matrix elements between the (qj−1 + 1)-th
and (pj − 1)-th sites. The matrix elements are either [L(u)]
10
10 = eu+ f or [L(u)]
11
11 = eu+ tf .
From the number of particles whose positions are between qj−1 + 1 and pj − 1, one gets the
factor (eu+ tf)#{xℓ|qj−1<xℓ<pj}(eu+ f)pj−qj−1−1−#{xℓ|qj−1<xℓ<pj} for each j = 1, . . . , k + 1.
Taking all factors into account, one gets the matrix elements
〈y1 · · · yN+1|B(u)|x1 · · · xN 〉
=((1 − t)cu)k+1((1 − t)d)k
k+1∏
j=1
(atu+ b)#{xℓ|pj<xℓ<qj}(au+ b)qj−pj−1−#{xℓ|pj<xℓ<qj}
× (eu+ tf)#{xℓ|qj−1<xℓ<pj}(eu+ f)pj−qj−1−1−#{xℓ|qj−1<xℓ<pj} = Gy,x(u). (7.9)
Example Let us check the case M = 10, (x1, x2, x3, x4, x5, x6) = (2, 4, 5, 6, 8, 10) and
(y1, y2, y3, y4, y5, y6, y7) = (2, 3, 4, 5, 7, 8, 10). From the configurations x and y, we have k =
1, p1 = 3, p2 = 7, q0 = 0, q1 = 6, q2 = 11. We further calculate the numbers of the
elements of the sets #{xℓ|3 < xℓ < 6} = 2, #{xℓ|7 < xℓ < 11} = 2, #{xℓ|0 < xℓ <
3} = 1, #{xℓ|6 < xℓ < 7} = 0 which contribute to the powers in the definition of Gy,x(u).
From the datas calculated above, we get Gy,x(u) = ((1 − t)cu)
2(1 − t)d(atu + b)4(au +
b)(eu + tf)(eu + f), which matches exactly with the matrix elements of the L-operator
〈2, 3, 4, 5, 7, 8, 10|B(u)|2, 4, 5, 6, 8, 10〉 which can be calculated from its graphical description
and using the matrix elements of the L-operator (see Figure 12).
Theorem 7.4. We have the branching formula for the symmetric polynomials Gx(u1, . . . , uN ),
Hx(u1, . . . , uN ), Gx(u1, . . . , uN ) and Hx(u1, . . . , uN ).
Gy(u1, . . . , uN , uN+1) =
∑
x
y≻x
Gy,x(uN+1)Gx(u1, . . . , uN ), (7.10)
Hy(u1, . . . , uN , uN+1) =
∑
x
y≻x
Hy,x(uN+1)Hx(u1, . . . , uN ), (7.11)
Gy(u1, . . . , uN , uN+1) =
∑
x
y≻x
Gy,x(uN+1)Gx(u1, . . . , uN ), (7.12)
Hy(u1, . . . , uN , uN+1) =
∑
x
y≻x
Hy,x(uN+1)Hx(u1, . . . , uN ). (7.13)
28
Figure 12: Graphical representations of the matrix elements
〈2, 3, 4, 5, 7, 8, 10|B(u)|2, 4, 5, 6, 8, 10〉 (top) and 〈2, 3, 5, 7, 8|C(u)|1, 2, 5, 6, 8, 10〉
(bottom). One can calculate from the above graphical description that
〈2, 3, 4, 5, 7, 8, 10|B(u)|2, 4, 5, 6, 8, 10〉 = (eu + f) × (eu + ft) × (1 − t)cu × (atu +
b) × (atu + b) × (1 − t)d × (1 − t)cu × (atu + b) × (au + b) × (atu + b) =
((1− t)cu)2(1− t)d(atu+ b)4(au+ b)(eu + tf)(eu+ f).
Proof. We show (7.10). We use the argument in [8] which was used for the case of the
Grothendieck polynomials. This follows by using (3.26) and (7.5) to calculate the action of
(N + 1) B-operators on the vacuum state |Ω〉 as
N+1∏
j=1
B(uj)|Ω〉 = B(uN+1)
N∏
j=1
B(uj)|Ω〉
= B(uN+1)
∑
x
Gx(u1, . . . , uN )|x1 · · · xN 〉
=
∑
y≻x
Gy,x(uN+1)Gx(u1, . . . , uN )|y1 · · · yN+1〉, (7.14)
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on one hand, and comparing it with the direct evaluation
N+1∏
j=1
B(uj)|Ω〉 =
∑
y
Gy(u1, . . . , uN+1)|y1 · · · yN+1〉. (7.15)
Equating the coefficients of the vectors |y1 · · · yN+1〉 in the right hand sides of (7.14) and
(7.11) gives the branching formula (7.10). The other branching formulas (7.11), (7.12) and
(7.13) van be proved in the same way.
8 Conclusion
In this paper, we studied the combinatorial properties of certain classes of symmetric poly-
nomials from the viewpoint of integrable lattice models in finite lattice. We introduced an
integrable six-vertex model whose L-operator is the most general form intertwined by the
Uq(sl2) R-matrix, and analyzed the correspondence between the wavefunctions and the sym-
metric polynomials. The symmetric polynomials can be regarded as a generalization of the
Grothendieck polynomials since taking the quantum group parameter to zero, the symmet-
ric polynomials reduce to the Grothendieck polynomials. We proved the correspondence by
combining the matrix product method and an expression for the homogeneous domain wall
boundary partititon function. We remark that similar results for (3.26) in Theorem 3.2 have
been obtained for the case of q-boson models [8, 20, 22, 24, 25, 26, 31] with fewer free parame-
ters (except the inhomogeneous parameters) than the vertex model treated in this paper. It is
interesting to find the corresponding q-boson model which is the counterpart of the spin-1/2
vertex model in this paper. A special case of the correspondence between the wavefunctions
of the boson model and the spin-1/2 vertex model is given in [8].
Based on the correspondence, we examined several combinatorial properties of the sym-
metric polynomials. By taking the homogeneous limit of the Izergin-Korepin determinant
form of the domain wall boundary partition functions, we extracted determinant pairing for-
mulas for the symmetric polynomials introduced in this paper. The domain wall boundary
partition function was used in the enumeration of the alternating sign matrices by taking
limits of both the spectral and inhomogeneous parameters [47, 48, 49]. In this paper, we use
the domain wall boundary partition function to extract pairing formulas between the sym-
metric polynomials. We just take the limit of the inhomogeneous paramaters and keeping
the spectral parameters as they are.
By computing the matrix elements of the B- and C-operators explicitly, we also derived
branching formulas for the symmetric polynomials. This is a direct consequence of the cor-
repondence between the wavefunctions and the symmetric polynomials.
The combinatorial properties investigated in this paper holds for any value of the quantum
group parameter t. By restricting the quantum group parameter to t = 0 or t = −1, one can
prove more combinatorial identities [7, 16] such as the Cauchy identity for the Grothendieck
polynomials. It is interesting to find more combinatorial and algebraic identities by using the
quantum inverse scattering method for the case either t generic or by restricting to special
values of t, when t are roots of unity for example.
It is interesting to apply the analysis done in this paper to other models and other bound-
ary conditions. One typical example is the reflecting boundary condition. The emerging sym-
metric polynomials change from the Schur polynomials to the symplectic Schur polynomials,
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or from the Hall-Littlewood polynomials to the BC-type versions for some integrable vertex
and boson models [31, 34, 35, 36]. It is natural to expect that such kind of changes will also
occur for the case of the integrable model treated in this paper.
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