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ON THE UNIQUE CONTINUATION PROPERTY OF SOLUTIONS
OF THE THREE-DIMENSIONAL ZAKHAROV-KUZNETSOV EQUATION
EDDYE BUSTAMANTE, JOSE´ JIME´NEZ URREA AND JORGE MEJI´A
Abstract. We prove that if the difference of two sufficiently smooth solutions of the three-
dimensional Zakharov-Kuznetsov equation
Btu` Bx△u` uBxu “ 0, px, y, zq P R
3, t P r0, 1s ,
decays as e´apx
2`y2`z2q3{4 at two different times, for some a ą 0 large enough, then both
solutions coincide.
1. introduction
In this paper we consider the three-dimensional Zakharov-Kuznetsov (ZK) equation
Btu` Bx△u` uBxu “ 0, px, y, zq P R3, t P r0, 1s , (1.1)
where △ is the three-dimensional spatial Laplace operator.
Equation (1.1) is a three-dimensional generalization of the Korteweg-de Vries (KdV) equa-
tion, and was introduced by Zakharov and Kuznetsov in [24] to describe unidirectional
propagation of ionic-acoustic waves in magnetized plasma. The rigorous derivation of the
Zakharov-Kuznetsov equation from the Euler-Poisson system with magnetic field was done
by Lannes, Linares and Saut in [17].
The Cauchy problem associated to the equation (1.1), in the context of classical Sobolev
spaces, has been recently studied. In [19] Linares and Saut proved that the Cauchy problem
is locally well-posed for initial data in HspR3q with s ą 9{8, by adapting to the ZK equation
the techniques developed in [15] for the Benjamin-Ono equation. In [22] Ribaud and Vento
obtained the local well-posedness for initial data in HspR3q for s ą 1. The proof of this result
is based on a sharp maximal function estimate in time-weighted spaces. In [20] Molinet and
Pilod established the global well-posedness in HspR3q with s ą 1. In order to obtain the
global result the authors work in the framework of the functional spaces introduced by Koch
and Tataru in [16]. Other results concerning the well-posedness of the modified ZK equation
in three space dimensions can be found in [8] and [9].
It is important to point out that the ZK equation in two-space variables has also been
studied intensively in the last decades and that many of the results obtained for it have
been tried to be generalized to the three-dimensional version. With respect to the Cauchy
problem associated to the two-dimensional ZK equation we refer, among others, to the works
of Faminskii [6], Linares and Pastor [18], Gru¨nrock and Herr [10], and Molinet and Pilod
[20].
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In addition to the Cauchy problem, another important aspect in the study of certain
evolution equations is related to the unique continuation principles. Unique continuation
principles consist in the determination of sufficient conditions, in both spatial and time
variables, which guarantee that two solutions to the same equation are equal. For nonlinear
dispersive equations, unique continuation principles have been obtained for several models
including the KdV equation, the nonlinear Schro¨dinger equation and the Benjamin-Ono
equation. See for example [1], [2], [5], [7], [12], [13], [14], [23] and references therein.
Our aim in this work is to extend to the three-dimensional case the unique continuation
principle obtained in [3] for the two-dimensional ZK equation. In order to achieve this
generalization we follow the scheme developed in [3], which uses the ideas of [5] for the KdV
equation. This principle is the main result of our work, and we state it as follows:
Theorem 1.1. Suppose that for some small ǫ ą 0
u1, u2 P Cpr0, 1s;H4pR3q X L2pp1` x2 ` y2 ` z2q8{5`ǫ dx dy dzqq X C1pr0, 1s;L2pR3qq, (1.2)
are solutions of equation (1.1). Then there exists a universal constant a0 ą 0, such that if
for some a ą a0
u1p0q ´ u2p0q, u1p1q ´ u2p1q P L2peapx2`y2`z2q3{4 dx dy dzq,
then u1 ” u2.
With the same techniques used in [4] for the two-dimensional ZK equation, it can be
proved that the Cauchy problem associated to the equation (1.1) is globally well-posed in
the weighted Sobolev space Z4,r :“ H4pR3q X L2pp1 ` x2 ` y2 ` z2qr dx dy dzq for r ď 2.
This shows that hypothesis (1.2) in Theorem 1.1 can be changed by this one: u1, u2 P
Cpr0, 1s;H4pR3qq X C1pr0, 1s;L2pR3qq are solutions of equation (1.1) such that u1p0q and
u2p0q belong to the class L2pp1` x2 ` y2 ` z2q8{5`ǫ dx dy dzq for some 0 ă ǫ ď 2{5.
The proof of Theorem 1.1 is based upon the comparison of three-dimensional spatial
Carleman type estimates and a lower estimate. To establish the Carleman estimates we
used simple procedures which involve partial fraction decompositions and Fourier transform
methods.
The Carleman type estimates are stated in the next theorem.
Theorem 1.2. Let D :“ R3 ˆ r0, 1s “ tpx, y, z, tq | px, y, zq P R3, t P r0, 1su and let
w P Cpr0, 1s;H4pR3q X C1pr0, 1s;L2pR3qq such that for all t P r0, 1s suppwptq Ď K, where K
is a compact subset of R3.Then
(i) For λ ą 0 and β ą 0,
}eλ|x|eβ|y|eβ|z|w}L8t L2xyzpDq ď}eλ|x|eβ|y|eβ|z|wp0q}L2pR3q ` }eλ|x|eβ|y|eβ|z|wp1q}L2pR3q
` }eλ|x|eβ|y|eβ|z|pBt ` Bx∆qw}L1tL2xyzpDq ;
(ii) There exist C1 ą 0 and C2 ą 1, independent of the set K, such that for β ě 1 and
λ ě C2β
3}eλ|x|eβ|y|eβ|z|Lw}L8x L2tyzpDq ďC1λ5
ÿ
0ďk`l`nď3
}eλ|x|eβ|y|eβ|z|p|BkxBlyBnzwp0q| ` |BkxBlyBnzwp1q|q}L2pR3q
` C1}eλ|x|eβ|y|eβ|z|pBt ` Bx∆qw}L1xL2tyzpDq ;
where L denotes any operator in the set tBx, By, Bz, B2x, Bxy, Bxz, B2y , Byz, B2zu.
In order to bound the H2-norm of the difference v “ u1 ´ u2 in the region
tpx, y, zq : R ´ 1 ď
a
x2 ` y2 ` z2 ď Ru ˆ r0, 1s,
with an exponential of the form e´cR
3{2
, we use a lower estimate, which will be established
in the following theorem:
Theorem 1.3. Let u1, u2 P Cpr0, 1s;H3pR3qq X C1pr0, 1s;L2pR3qq be solutions of (1.1).
Define v :“ u1´u2. Let δ ą 0, r P p0, 12q, Q :“ tpx, y, z, tq |
a
x2 ` y2 ` z2 ď 1, t P rr, 1´ rsu
and suppose that }v}L2pQq ě δ. For R ą 0 let us define
ARpvq :“
` ż 1
0
ż
R´1ď
?
x2`y2`z2ďR
ÿ
0ďk`l`nď2
|BkxBlyBnz vptqpx, y, zq|2dx dy dz dt
˘ 1
2 .
Then there are constants C “ Cprq ą 0, C ą 0 and R0 ě 2 such that
}v}L2pQq ď Ce14CR
3
2
ARpvq @R ě R0 .
The central part of the article is the proof of Lemmas 2.2 and 3.1, stated below. The proof
of Lemma 2.2 is an improved version of the proof of the corresponding Lemma in [3], while
the proof of Lemma 3.1, although it follows the same course of the proof of the corresponding
Lemma in [3], is technically more complicated due to the change of two to three dimensions.
This article is organized in the same way as [3]: in section 2 we prove the Carleman
estimates stated in Theorem 1.2. Section 3 contains the proof of Theorem 1.3. The proof of
the main result, Theorem 1.1, is given in section 4.
Throughout the paper the letter C will denote diverse constants, which may change from
line to line, and whose dependence on certain parameters is clearly established in all cases.
Sometimes, for a parameter a, we will use the notation Ca to make emphasis in the fact that
the constant C depends upon a. We frequently write fp¨sq to denote a function s ÞÑ fpsq.
2. Carleman Type Estimates (Proof of Theorem 1.2)
The proof of Theorem 1.2, as in [3], is based on two lemmas. These lemmas express
boundedness properties of the operators T0 and pBx´λqkpBy´βqlpBz´βqnT0, where k, l and
n are nonnegative integers with 0 ă k ` l ` n ď 2, and T0 is the inverse operator of
g ÞÑ eλxeβyeβzpBt ` Bx∆qe´βze´βye´λxg .
The operator T0 is defined through the space-time Fourier transform by the multiplier
m0pξ, η, ζ, τq :“ 1
iτ ` piξ ´ λq3 ` piξ ´ λqpiη ´ βq2 ` piξ ´ λqpiζ ´ βq2 .
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The first lemma, whose proof is analogous to the one of Lemma 2.1 in [3], is the following.
Lemma 2.1. Let h P L1pR4q with }h}L1tL2xyzpR4q ă 8. Then for all pλ, βq ‰ p0, 0q, m0ph P
S 1pR4q and rm0phsq defines a bounded function from Rt with values in L2xyz. Besides,
}rm0phsqp¨x, ¨y, ¨z, tq}L2xyzpR3q ď }h}L1tL2xyzpR4q @t P R ,
where p and q denote, respectively, the Fourier transform and its inverse in S 1pR4q.
The second lemma is similar to Lemma 2.2 in [3]. Its proof also follows the ideas of the
proof of Lemma 2.2 in [3] but it involves some significant changes and simplifications, and
by this reason we present it in detail.
Lemma 2.2. Let h P L1pR4q with }h}L1xL2tyzpR4q ă 8. For β ě 1, λ P R, k, l, n P t0, 1, 2u,
and 0 ă k ` l ` n ď 2, let
mk,l,npξ, η, ζ, τq :“ piξ ´ λqkpiη ´ βqlpiζ ´ βqnm0pξ, η, ζ, τq ,
where m0 is defined by
m0pξ, η, ζ, τq :“ 1
iτ ` piξ ´ λq3 ` piξ ´ λqpiη ´ βq2 ` piξ ´ λqpiζ ´ βq2 .
Then mk,l,nph P S 1pR4q and there are constants C1 ą 0 and C2 ą 1, independent from h and
β, such that if λ ě C2β then
}rmk,l,nphsq}L8x L2tyzpR4q ď C1}h}L1xL2tyzpR4q .
Proof. We will consider only the case k “ 2 and l “ n “ 0. The proof of the other cases is
similar. Let us observe that
m2,0,0pξ, η, ζ, τq “ ´iv
2
v3 ` wv ´ τ ,
where v :“ ξ ` iλ and w :“ pη` iβq2` pζ ` iβq2. If the polynomial P pvq :“ v3`wv´ τ has
multiple roots then
w3
τ 2
` 27
4
“ 0 .
Let us define the function Tβ : R
3 ÝÑ C by
Tβpη, ζ, τq :“ w
3
τ 2
` 27
4
.
Let us observe that if P has multiple roots then Tβpη, ζ, τq “ 0 and that
Tβpη, ζ, τq “ T1pη
β
,
ζ
β
,
τ
β3
q .
Now we will prove that there exists a compact set K, K Ă R3, such that for pη, ζ, τq P R3´K
we have
|T1pη, ζ, τq| ě 27
8
.
5From an easy calculation it follows that
|T1pη, ζ, τq|2 ě
!pη2 ` ζ2 ´ 2qrpη2 ` ζ2 ´ 2q2 ´ 12pη ` ζq2s
τ 2
` 27
4
)2
“
!pη2 ` ζ2 ´ 2qrpη2 ` ζ2q2 ´ 28pη2 ` ζ2q ` 12pη ´ ζq2 ` 4s
τ 2
` 27
4
)2
.
Let us take R ą 0 such that
pη2 ` ζ2 ´ 2q ě 1
2
pη2 ` ζ2q and pη2 ` ζ2q2 ´ 28pη2 ` ζ2q ` 12pη ´ ζq2 ` 4 ě 1
2
pη2 ` ζ2q2
for pη2 ` ζ2q ą R2. Then for pη, ζ, τq P R3 with pη2 ` ζ2q ą R2 we have
|T1pη, ζ, τq|2 ě
!1
4
pη2 ` ζ2q3
τ 2
` 27
4
)2
ě
´27
8
¯2
.
Now suppose pη2 ` ζ2q ď R2. There exists R1 ą 0 such that if |τ | ě R1 thenˇˇˇpη2 ` ζ2 ´ 2qrpη2 ` ζ2q2 ´ 28pη2 ` ζ2q ` 12pη ´ ζq2 ` 4s
τ 2
ˇˇˇ
ď 27
8
.
In consequence for pη, ζ, τq P R3 with pη2 ` ζ2q ď R2 and |τ | ě R1 we have
|T1pη, ζ, τq|2 ě
´27
8
¯2
.
We define the compact K to be the set tpη, ζ, τq | pη2 ` ζ2q ď R2 and |τ | ď R1u.
Now we define the compact set Kβ to be the set tpη, ζ, τq | p ηβ , ζβ , τβ3 q P Ku. Let C ą 1 such
that, for every pη1, ζ 1, τ 1q P K, maxt|η1|, |ζ 1|, |τ 1|u ď C. Then
@pη, ζ, τq P Kβ |η| ď Cβ , |ζ | ď Cβ , |τ | ď Cβ3 . (2.1)
i) If pη, ζ, τq P R3 ´ Kβ then |Tβpη, ζ, τq| “ |T1p ηβ , ζβ , τβ3 q| ě 278 and in consequence the
polynomial P does not have multiple roots, and we can use decomposition in partial fractions
to obtain
m2,0,0 “
3ÿ
j“1
Aj
v ´ vj “
3ÿ
j“1
Aj
ξ ´ Repvjq ´ irImpvjq ´ λs , (2.2)
where vj , j “ 1, 2, 3, are the different roots of P and
Aj :“ lim
vÑvj
pv ´ vjqp´iv2q
P pvq “ ´
iv2j
3v2j ` w
“ ´i“1
3
´ 1
3
w
3v2j ` w
‰
. (2.3)
Now let us see that there is δ P p0, 1q such that if pη, ζ, τq P R3 ´Kβ and vj P C is a root of
polynomial P then
|3v2j ` w| ě δ|w| . (2.4)
In other words, let us prove that there is δ ą 0 such that if |3v2j ` w| ă δ|w| and vj P C is a
root of polynomial P then pη, ζ, τq P Kβ. Taking into account that vj is a root of P if and
only if
1
v2j
w
` v2j
w
` 1˘2 “
w3
τ 2
, (2.5)
let us prove that there is δ ą 0 such that if |v2j
w
` 1
3
| ă δ
3
and 1
v2
j
w
`
v2
j
w
`1
˘2 “ w3τ2 , then
pη, ζ, τq P Kβ.
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By the continuity of the complex-valued function 1
zpz`1q2 in z “ ´13 , there is δ P p0, 1q such
that if |z ` 1
3
| ă δ
3
then | 1
zpz`1q2 ` 274 | ă 278 . Hence if
ˇˇ v2j
w
` 1
3
ˇˇ ă δ
3
, we have that
ˇˇˇ 1
v2j
w
`v2j
w
` 1˘2 `
27
4
ˇˇˇ
ă 27
8
,
and by (2.5) we conclude that ˇˇˇ
w3
τ 2
` 27
4
ˇˇˇ
ă 27
8
,
i.e. |Tβpη, ζ, τq| ă 278 and, in consequence, pη, ζ, τq P Kβ.
From (2.3) and (2.4) we conclude that if pη, ζ, τq P R3 ´Kβ, then
|Aj | ď 1
3
` 1
3δ
, j “ 1, 2, 3. (2.6)
On the other hand, let us observe that the set A :“ Y3j“1tpη, ζ, τq | Impvjq ´ λ “ 0u has
three-dimensional measure 0.
For pη, ζ, τq P pR3 ´Kβq ´ A, x P R and j “ 1, 2, 3 let us define
fjpxq ” fj,η,ζ,τpxq “
$’&
’%
?
2π
i
χ
p0,`8q
pxqe´rImpvj q´λsx if Impvjq ´ λ ą 0,
´
?
2π
i
χ
p´8,0q
pxqe´rImpvj q´λsx if Impvjq ´ λ ă 0.
Then from (2.2) and (2.6) it is clear that
|rm2,0,0p¨ξ, η, ζ, τqsqξpxq| “ ˇˇ 3ÿ
j“1
Aje
iRepvjqxfjpxq
ˇˇ
ď 3
?
2πp1
3
` 1
3δ
q “
?
2πp1` 1
δ
q . (2.7)
ii) If pη, ζ, τq P Kβ , using (2.1) and the fact that C ą 1, for λ ě 3Cβ it follows that
|P pvq| “ |v3 ` wv ´ τ | ě |ξ ` iλ|3 ´ |η ` iβ|2|ξ ` iλ| ´ |ζ ` iβ|2|ξ ` iλ| ´ |τ |
ě |ξ ` iλ|3 ´ 2pC2 ` 1qβ2|ξ ` iλ| ´ Cβ3
ě |ξ ` iλ|3 ´ 2pC2 ` 1q |ξ ` iλ|
3
9C2
´ C |ξ ` iλ|
3
27C3
ě p1´ 4
9
´ 1
27
q|ξ ` iλ|3 “ 14
27
|ξ ` iλ|3 .
Then,
m2,0,0pξ, η, ζ, τq “ ´ i
ξ ` iλ `
`´iv2
P pvq `
i
v
˘
“ ´ i
ξ ` iλ `
` iwv ´ iτ
vP pvq
˘ ” ´ i
ξ ` iλ `Bpξ, η, ζ, τq ,
7where
|Bpξ, η, ζ, τq| ď 27
14
1
|ξ ` iλ|4 |ipη ` iβq
2pξ ` iλq ` ipζ ` iβq2pξ ` iλq ´ iτ |
ď 27
14
1
|ξ ` iλ|42pC
2 ` 1qβ2|ξ ` iλ| ` 27
14
1
|ξ ` iλ|4Cβ
3
ď 27
14
1
|ξ ` iλ|32pC
2 ` 1q λ
2
9C2
` 27
14
1
|ξ ` iλ|4C
λ3
27C3
ď 6
7
λ2
|ξ ` iλ|3 `
1
14
λ3
|ξ ` iλ|4 .
In consequence,
|rm2,0,0p¨ξ, η, ζ, τqsqξpxq| ď ˇˇ` ´i
ξ ` iλ
˘qξpxqˇˇ ` |rBp¨ξ, η, ζ, τqsqξpxq|
ď
?
2π ` ˇˇ 1?
2π
ż
Rξ
eixξBpξ, η, ζ, τqdξ ˇˇ
ď
?
2π ` 1?
2π
6
7
ż
Rξ
λ2
|ξ ` iλ|3dξ `
1?
2π
1
14
ż
Rξ
λ3
|ξ ` iλ|4dξ
ď
?
2π ` 1?
2π
6
7
p1
λ
` 2
?
2q ` 1?
2π
1
14
p1
λ
` 4
3
?
2q
ď
?
2π ` 5?
2π
ď 6
?
2π . (2.8)
From (2.7) and (2.8) we conclude that for λ ě 3Cβ and β ě 1 and a.e. pη, ζ, τq P R3:
}rm2,0,0p¨ξ, η, ζ, τqsqξp¨xq}L8x pRxq ď p?2πp1` 1δ q ` 6
?
2πq ” C1 . (2.9)
Finally, from estimate (2.9), by applying Plancherel’s formula in L2tyzpR3q and Minkowski’s
integral inequality, it follows that
}rm2,0,0phsq}L8x L2tyzpR4q ď C1}h}L1xL2tyzpR4q .

Remark 1. The statement of Lemma 2.2 is also true if in the definition of the multipliers
m0 and mk,l,n, instead of piξ´ λq, piη´ βq and piζ ´ βq we consider the other seven possible
triplets of the type piξ ˘ λq, piη ˘ βq and piζ ˘ βq.
Proof of Theorem 1.2
The proof of Theorem 1.2 follows from Lemmas 2.1 and 2.2 in a similar way as it was done
in the proof of Theorem 1.2 in [3]. 
3. A lower estimate (proof of Theorem 1.3)
In the proof of Lemma 3.1, basis for the proof of Theorem 1.3, we follow the ideas contained
in works [11] and [5]. This Lemma refers to a boundedness property of the inverse of the
operator associated to the linear part of the ZK equation. This property is expressed in L2
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spaces with an exponential weight eψ, where the exponent ψ depends on x, y, z, t, and a free
parameter α.
Lemma 3.1. Let φ : r0, 1s Ñ R be a C8 function and let D :“ R3 ˆ r0, 1s. Let us assume
that R ą 1 and define
ψpx, y, z, tq :“ α
„
p x
R
` φptqq2 ` y
2
R2
` z
2
R2

.
Then, there is C “ maxp}φ1}L8 , }φ2}L8, 1q ą 0 such that the inequality
α5{2
R3
}eψg}L2pDq ` α
3{2
R2
}eψBxg}L2pDq ď
?
2}eψpBt ` Bx∆qg}L2pDq (3.1)
holds if α ě CR3{2 and g P Cpr0, 1s;H3pR3qq X C1pr0, 1s;L2pR3qq is such that
(i) gp0q “ gp1q “ 0;
(ii) there is M ą 0 such that supp gptq Ă r´M,Msˆr´M,Msˆr´M,Ms for all t P r0, 1s;
(iii) supp gp¨tqp¨x, ¨y, ¨zq Ă tpx, y, z, tq : | xR ` φptq| ě 1u.
Proof. Let us define f :“ eψg. Since eψBxe´ψf “ pBx´ψxqf , to establish (3.1) it is sufficient
to prove that
α5{2
R3
}f}L2pDq ` α
3{2
R2
}Bxf ´ ψxf}L2pDq ď
?
2}Tf}L2pDq, (3.2)
where Tf :“ eψpBt ` Bx∆qe´ψf .
Using the fact that ψxxx “ ψyyx “ ψyx “ ψzzx “ ψzx “ 0, it can be seen that
Tf “´ ψtf ` ft ` 3Bxp´ψxfxq ` 3ψ2xfx ` 3ψxψxxf ´ ψ3xf ` fxxx
´ ψ2yψxf ´ ψyyfx ´ 2ψyfxy ´ ψxfyy ` ψyyψxf ` ψ2yfx ` 2ψyψxfy ` fxyy
´ ψ2zψxf ´ ψzzfx ´ 2ψzfxz ´ ψxfzz ` ψzzψxf ` ψ2zfx ` 2ψzψxfz ` fxzz .
We write the operator T as the sum of a symmetric operator S and an antisymmetric operator
A, as follows:
S :“ p´3BxpψxBx¨ q ´ ψ3x¨ ´ψt¨ q
` p´ψ2yψx ¨ ´ψyyBx ¨ ´2ψyBxBy ¨ ´ψxB2y¨q
` p´ψ2zψx ¨ ´ψzzBx ¨ ´2ψzBxBz ¨ ´ψxB2z ¨q
” I ` IIy ` IIz , (3.3)
A :“ pB3x¨ `3ψ2xBx¨ `3ψxψxx¨ `Bt¨ q
` pψyyψx ¨ `ψ2yBx ¨ `2ψyψxBy ¨ `B2yBx¨q
` pψzzψx ¨ `ψ2zBx ¨ `2ψzψxBz ¨ `B2zBx¨q
” III ` IVy ` IVz , (3.4)
If we denote by x¨ , ¨ y the inner product in the real Hilbert space L2pDq ” L2, then we have
that
}Tf}2L2 ě 2xSf,Afy. (3.5)
9From (3.3) and (3.4) we have
2xSf,Afy “ 2xIf, IIIfy ` 2xIf, IVyfy ` 2xIf, IVzfy
` 2xIIyf, IIIfy ` 2xIIyf, IVyfy ` 2xIIyf, IVzfy
` 2xIIzf, IIIfy ` 2xIIzf, IVyfy ` 2xIIzf, IVzfy . (3.6)
Taking into account p3.7q in [3] and the symmetry between y and z in the ZK equation it is
clear that
2xIf, IIIfy ` 2xIf, IVyfy ` 2xIIyf, IIIfy ` 2xIIyf, IVyfy ` 2xIf, IVzfy ` 2xIIzf, IIIfy
` 2xIIzf, IVzfy “ż
D
p9ψ4xψxx ´ 3ψ3xx ` 6ψxtψ2x ` ψttqf 2
`
ż
D
p6ψ2xψ2yψxx ` 2ψxtψ2y ` 4ψ2xψ2yψyy ` ψ4yψxx ` ψxxψ2yy ´ 6ψ2xxψyyqf 2
`
ż
D
p6ψ2xψ2zψxx ` 2ψxtψ2z ` 4ψ2xψ2zψzz ` ψ4zψxx ` ψxxψ2zz ´ 6ψ2xxψzzqf 2
`
ż
D
p18ψ2xψxx ´ 6ψxt ´ 6ψ2yψxx ` 4ψyyψ2y ´ 6ψ2zψxx ` 4ψzzψ2zqf 2x
`
ż
D
p2ψ2yψxx ´ 6ψ2xψxx ´ 2ψxt ` 4ψ2xψyyqf 2y `
ż
D
p2ψ2zψxx ´ 6ψ2xψxx ´ 2ψxt ` 4ψ2xψzzqf 2z
`
ż
D
24ψxψyψxxfxfy `
ż
D
24ψxψzψxxfxfz
`
ż
D
p4ψyy ` 6ψxxqf 2xy `
ż
D
p4ψzz ` 6ψxxqf 2xz `
ż
D
9ψxxf
2
xx `
ż
D
ψxxf
2
yy `
ż
D
ψxxf
2
zz . (3.7)
In order to have the complete expression for 2xSf,Afy we still must calculate 2xIIyf, IVzfy`
xIIzf, IVyfy. For that it is enough to calculate the first term and, by symmetry, the ex-
pression for the second one will be obtained from the expression for the the first term by
replacing y by z and z by y.
Applying integration by parts we obtain
2xIIyf, IVzfy “
ż
D
pψxxψ2yψ2z ´ ψxxψyyψzzqf 2 `
ż
D
´ψxxψ2zf 2y `
ż
D
´ψxxψ2yf 2z
`
ż
D
4ψxψyψzzfxfy `
ż
D
´4ψxψyyψzfxfz `
ż
D
ψxxf
2
yz `
ż
D
´8ψxψyψzfxyfz . (3.8)
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By symmetry
2xIIzf, IVyfy “
ż
D
pψxxψ2zψ2y ´ ψxxψzzψyyqf 2 `
ż
D
´ψxxψ2yf 2z `
ż
D
´ψxxψ2zf 2y
`
ż
D
4ψxψzψyyfxfz `
ż
D
´4ψxψzzψyfxfy `
ż
D
ψxxf
2
yz `
ż
D
´8ψxψzψyfxzfy . (3.9)
Taking into account thatż
D
´8ψxψyψzfxyfz `
ż
D
´8ψxψzψyfxzfy “
ż
D
8ψxxψyψzfyfz ,
from (3.8) and (3.9) follows that
2xIIyf, IVzfy ` 2xIIzf, IVyfy “
ż
D
p2ψxxψ2yψ2z ´ 2ψxxψyyψzzqf 2 `
ż
D
´2ψxxψ2zf 2y
`
ż
D
´2ψxxψ2yf 2z `
ż
D
2ψxxf
2
yz `
ż
D
8ψxxψyψzfyfz . (3.10)
From (3.6), (3.7) and (3.10) follows that
2xSf,Afy “ż
D
p9ψ4xψxx ´ 3ψ3xx ` 6ψxtψ2x ` ψttqf 2
`
ż
D
p6ψ2xψxxpψ2y ` ψ2zq ` 2ψxtpψ2y ` ψ2zq ` 4ψ2xpψ2yψyy ` ψ2zψzzq ` ψxxpψ4y ` ψ2yy ` ψ4z ` ψ2zzqqf 2
ż
D
p´6ψ2xxpψyy ` ψzzq ` 2ψxxψ2yψ2z ´ 2ψxxψyyψzzqf 2
`
ż
D
p18ψ2xψxx ´ 6ψxt ´ 6ψ2yψxx ` 4ψyyψ2y ´ 6ψ2zψxx ` 4ψzzψ2zqf 2x
`
ż
D
p2ψ2yψxx ´ 6ψ2xψxx ´ 2ψxt ` 4ψ2xψyy ´ 2ψxxψ2zqf 2y
`
ż
D
p2ψ2zψxx ´ 6ψ2xψxx ´ 2ψxt ` 4ψ2xψzz ´ 2ψxxψ2yqf 2z
`
ż
D
24ψxψyψxxfxfy `
ż
D
24ψxψzψxxfxfz `
ż
D
8ψxxψyψzfyfz
`
ż
D
p4ψyy ` 6ψxxqf 2xy `
ż
D
p4ψzz ` 6ψxxqf 2xz `
ż
D
2ψxxf
2
yz `
ż
D
9ψxxf
2
xx `
ż
D
ψxxf
2
yy `
ż
D
ψxxf
2
zz .
(3.11)
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Let us observe that ψxx “ ψyy “ ψzz “ 2α
R2
ě 0. In order to bound 2xSf,Afy from below
we rewrite the expression in (3.11) in an adequate manner as follows:
2xSf,Afy “
2α
R2
ż
D
r9ψ4x ` 10ψ2xpψ2y ` ψ2zq ` ψ4y ` ψ4z ` 2ψ2yψ2z ´ 12ψ2xxsf 2
` 2α
R2
ż
D
rp18ψ2x ´ 2ψ2y ´ 2ψ2zqf 2x ` p´2ψ2x ` 2ψ2y ´ 2ψ2zqf 2y ` p´2ψ2x ´ 2ψ2y ` 2ψ2zqf 2z s
` 2α
R2
ż
D
p24ψxψyfxfy ` 24ψxψzfxfz ` 8ψyψzfyfzq
` 2α
R2
ż
D
p10f 2xy ` 10f 2xz ` 2f 2yz ` 9f 2xx ` f 2yy ` f 2zzq
`
ż
D
r´3ψ3xx ` 6ψxtψ2x ` ψtt ` 2ψxtpψ2y ` ψ2zqsf 2 ´
ż
D
6ψxtf
2
x ´
ż
D
2ψxtf
2
y ´
ż
D
2ψxtf
2
z
“ 2α
R2
ż
D
tr25
16
ψ4x `
5
2
ψ2xpψ2y ` ψ2zq ` ψ4y ` ψ4z ` 2ψ2yψ2z sf 2 ` 4f 2xx ` f 2yy ` f 2zzu
` 2α
R2
ż
D
r9
2
ψ2xpψ2y ` ψ2zqf 2 ` 6ψxψyfxfy ` 6ψxψzfxfz ` 2f 2xy ` 2f 2xzs
` 2α
R2
ż
D
p16ψ2xf 2x ` 2ψ2yf 2y ` 2ψ2zf 2z ` 18ψxψyfxfy ` 18ψxψzfxfz ` 8ψyψzfyfzq
` 2α
R2
ż
D
trp9´ 25
16
qψ4x ` 3ψ2xpψ2y ` ψ2zq ´ 12ψ2xxsf 2 ` p2ψ2x ´ 2ψ2y ´ 2ψ2zqf 2x ` p´2ψ2x ´ 2ψ2zqf 2y
` p´2ψ2x ´ 2ψ2yqf 2z ` 8f 2xy ` 8f 2xz ` 2f 2yz ` 5f 2xxu
`
ż
D
tr´3ψ3xx ` 6ψxtψ2x ` ψtt ` 2ψxtpψ2y ` ψ2zqsf 2 ´ 6ψxtf 2x ´ 2ψxtf 2y ´ 2ψxtf 2z u
” 2α
R2
” ż
D
IN1 `
ż
D
IN2 `
ż
D
IN3 `
ż
D
IN4
ı
`
ż
D
IN5 . (3.12)
Now we will bound the integrals
ş
D
INj , j “ 1, 2, 3, from below. Taking into account that
tr25
16
ψ4x `
5
2
ψ2xpψ2y ` ψ2zq ` ψ4y ` ψ4z ` 2ψ2yψ2z sf 2 ` 4f 2xx ` f 2yy ` f 2zzu
“ p5
4
ψ2xf ` ψ2yf ` ψ2zf ` 2fxx ` fyy ` fzzq2 ´ p5ψ2x ` 4ψ2y ` 4ψ2zqffxx
´ p5
2
ψ2x ` 2ψ2y ` 2ψ2zqffyy ´ p
5
2
ψ2x ` 2ψ2y ` 2ψ2zqffzz ´ 4fxxfyy ´ 4fxxfzz ´ 2fyyfzz ,
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and using integration by parts it follows thatż
D
IN1 ě
ż
D
r´p5ψ2x ` 4ψ2y ` 4ψ2zqffxx ´ p
5
2
ψ2x ` 2ψ2y ` 2ψ2zqffyy ´ p
5
2
ψ2x ` 2ψ2y ` 2ψ2zqffzz
´ 4fxxfyy ´ 4fxxfzz ´ 2fyyfzzs
“
ż
D
r10ψxψxxffx ` 5ψ2xf 2x ` 4pψ2y ` ψ2zqf 2x `
5
2
ψ2xf
2
y ` 4ψyψyyffy ` 2ψ2yf 2y ` 2ψ2zf 2y
` 5
2
ψ2xf
2
z ` 2ψ2yf 2z ` 4ψzψzzffz ` 2ψ2zf 2z ´ 4f 2xy ´ 4f 2xz ´ 2f 2yzs
“
ż
D
r´5ψ2xxf 2 ` 5ψ2xf 2x ` 4pψ2y ` ψ2zqf 2x `
5
2
ψ2xf
2
y ´ 2ψ2yyf 2 ` 2ψ2yf 2y ` 2ψ2zf 2y
` 5
2
ψ2xf
2
z ` 2ψ2yf 2z ´ 2ψ2zzf 2 ` 2ψ2zf 2z ´ 4f 2xy ´ 4f 2xz ´ 2f 2yzs
“
ż
D
rp´5ψ2xx ´ 2ψ2yy ´ 2ψ2zzqf 2 ` p5ψ2x ` 4ψ2y ` 4ψ2zqf 2x ` p
5
2
ψ2x ` 2ψ2y ` 2ψ2zqf 2y
` p5
2
ψ2x ` 2ψ2y ` 2ψ2zqf 2z ´ 4f 2xy ´ 4f 2xz ´ 2f 2yzs . (3.13)
For the integral
ş
D
IN2 we have, by applying integration by parts and rewriting in an appro-
priate manner, thatż
D
IN2 “
ż
D
r9
2
ψ2xpψ2y ` ψ2zqf 2 ` 2f 2xy ` 2f 2xzs `
ż
D
p6ψxψyfxfy ` 6ψxψzfxfzq
“
ż
D
r9
2
ψ2xpψ2y ` ψ2zqf 2 ` 2f 2xy ` 2f 2xzs `
ż
D
p3ψxxψyyf 2 ´ 6ψxψyffxy ` 3ψxxψzzf 2 ´ 6ψxψzffxzq
“
ż
D
p9
2
ψ2xψ
2
yf
2 ´ 6ψxψyffxy ` 2f 2xyq ` p
9
2
ψ2xψ
2
zf
2 ´ 6ψxψzffxz ` 2f 2xzq ` 3ψxxpψyy ` ψzzqf 2
“
ż
D
rp 3?
2
ψxψyf ´
?
2fxyq2 ` p 3?
2
ψxψzf ´
?
2fxzq2 ` 3ψxxpψyy ` ψzzqf 2s
ě
ż
D
3ψxxpψyy ` ψzzqf 2 . (3.14)
With respect to the integral
ş
D
IN3, taking into account that
p16ψ2xf 2x ` 2ψ2yf 2y ` 2ψ2zf 2z ` 18ψxψyfxfy ` 18ψxψzfxfz ` 8ψyψzfyfzq “
p9
2
ψxfx ` 2ψyfy ` 2ψzfzq2 ´ 17
4
ψ2xf
2
x ´ 2ψ2yf 2y ´ 2ψ2zf 2z ,
we have that ż
D
IN3 ě
ż
D
p´17
4
ψ2xf
2
x ´ 2ψ2yf 2y ´ 2ψ2zf 2z q . (3.15)
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From (3.5), (3.12), (3.13), (3.14), and (3.15), since ψxx “ ψyy “ ψzz “ 2α
R2
, it follows that
}Tf}2L2 ě 2xSf,Afy
ě 2α
R2
ż
D
rp´5ψ2xx ´ 2ψ2yy ´ 2ψ2zzqf 2 ` p5ψ2x ` 4ψ2y ` 4ψ2zqf 2x`
p5
2
ψ2x ` 2ψ2y ` 2ψ2zqf 2y ` p
5
2
ψ2x ` 2ψ2y ` 2ψ2zqf 2z ´ 4f 2xy ´ 4f 2xz ´ 2f 2yzs
` 2α
R2
ż
D
3ψxxpψyy ` ψzzqf 2
` 2α
R2
ż
D
p´17
4
ψ2xf
2
x ´ 2ψ2yf 2y ´ 2ψ2zf 2z q
` 2α
R2
ż
D
tr119
16
ψ4x ` 3ψ2xpψ2y ` ψ2zq ´ 12ψ2xxsf 2 ` p2ψ2x ´ 2ψ2y ´ 2ψ2zqf 2x
` p´2ψ2x ´ 2ψ2zqf 2y ` p´2ψ2x ´ 2ψ2yqf 2z ` 8f 2xy ` 8f 2xz ` 2f 2yz ` 5f 2xxu
`
ż
D
tr´3ψ3xx ` 6ψxtψ2x ` ψtt ` 2ψxtpψ2y ` ψ2zqsf 2 ´ 6ψxtf 2x ´ 2ψxtf 2y ´ 2ψxtf 2z u
“ 2α
R2
ż
D
tr119
16
ψ4x ` 3ψ2xpψ2y ` ψ2zq ´ 15ψ2xxsf 2 ` p
11
4
ψ2x ` 2ψ2y ` 2ψ2zqf 2x
` 1
2
ψ2xf
2
y `
1
2
ψ2xf
2
z ` 4f 2xy ` 4f 2xz ` 5f 2xxu
`
ż
D
tr´3ψ3xx ` 6ψxtψ2x ` ψtt ` 2ψxtpψ2y ` ψ2zqsf 2 ´ 6ψxtf 2x ´ 2ψxtf 2y ´ 2ψxtf 2z u
ě
ż
D
tr119
16
ψ4xψxx ` 3ψ2xpψ2y ` ψ2zqψxx ´ 18ψ3xx ` 6ψxtψ2x ` ψtt ` 2ψxtpψ2y ` ψ2zqsf 2
` rp11
4
ψ2x ` 2ψ2y ` 2ψ2zqψxx ´ 6ψxtsf 2x ` p
1
2
ψ2xψxx ´ 2ψxtqpf 2y ` f 2z qu . (3.16)
We observe now that
ψx “ 2α
R
p x
R
` φptqq; ψy “ 2αy
R2
; ψz “ 2αz
R2
; ψt “ 2αp x
R
` φptqqφ1ptq;
ψxx “ ψyy “ ψzz “ 2α
R2
; ψtt “ 2αp x
R
` φptqqφ2ptq ` 2αpφ1ptqq2; ψxt “ 2α
R
φ1ptq;
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and define C :“ maxt}φ1}L8 , }φ2}L8 , 1u. If we take α ě CR3{2 ą 1, for the points px, y, z, tq
where | x
R
` φptq| ě 1, we can see, since maxtα
3
R6
,
α3C
R3
, αC,
α4
R6
u ď α
5
R6
and
αC
R
ď α
3
R4
, that
119
16
ψ4xψxx ` 3ψ2xpψ2y ` ψ2zqψxx ´ 18ψ3xx ` 6ψxtψ2x ` ψtt ` 2ψxtpψ2y ` ψ2zq
ě238α
5
R6
p x
R
` φptqq4 ` 24α
3
R4
pψ2y ` ψ2zq ´
144α3
R6
´ 48α
3
R3
Cp x
R
` φptqq2 ´ 2αC| x
R
` φptq|
´ 4α
R
Cpψ2y ` ψ2zq ´
α3
R4
pψxx ` ψ2xq `
α3
R4
pψxx ` ψ2xq
ě238α
5
R6
p x
R
` φptqq4 ` 24α
3
R4
pψ2y ` ψ2zq ´
144α5
R6
p x
R
` φptqq4 ´ 48α
5
R6
p x
R
` φptqq4
´ 2α
5
R6
p x
R
` φptqq4 ´ 4α
3
R4
pψ2y ` ψ2zq ´ 6
α5
R6
p x
R
` φptqq4 ` α
3
R4
pψxx ` ψ2xq
ě38α
5
R6
p x
R
` φptqq4 ` α
3
R4
pψxx ` ψ2xq ě
38α5
R6
` α
3
R4
pψxx ` ψ2xq , (3.17)
p11
4
ψ2x ` 2ψ2y ` 2ψ2zqψxx ´ 6ψxt ě
11
4
ψ2xψxx ´ 6ψxt
ě 22α
3
R4
p x
R
` φptqq2 ´ 12α
R
C ě 22α
3
R4
p x
R
` φptqq2 ´ 12α
3
R4
ě 10α
3
R4
, (3.18)
p1
2
ψ2xψxx ´ 2ψxtq ě
4α3
R4
p x
R
` φptqq2 ´ 4α
R
C
ě 4α
3
R4
p x
R
` φptqq2 ´ 4α
3
R4
p x
R
` φptqq2 “ 0. (3.19)
Therefore, since the functions f and fx are supported in tpx, y, z, tq : | x
R
` φptq| ě 1u, from
(3.16) to (3.19), it follows, for α ě CR3{2, that
}Tf}2L2pDq ě
ż
D
r38α
5
R6
` α
3
R4
pψxx ` ψ2xqsf 2 `
ż
D
10α3
R4
f 2x
ěα
5
R6
ż
D
f 2 ` α
3
R4
ż
D
rpψxx ` ψ2xqf 2 ` f 2x s “
α5
R6
}f}2 ` α
3
R4
}fx ´ ψxf}2,
which proves (3.2). 
Proof of Theorem 1.3
The proof of this theorem is analogous to the Theorem 1.3 in [3] and is based upon Lemma
3.1, and in consequence we omit it. 
4. Proof of Theorem 1.1
We will follow the same lines of the proof of Theorem 1.1 in [3]. Let v :“ u1 ´ u2.
As it was shown in [3] it is sufficient to prove that if vp0q, vp1q P L2peapx2`y2`z2q 34 dx dy dzq
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for some a greater than a certain universal positive constant a0 then v ” 0 in the set
D0 :“ tpx, y, z, tq | px, y, zq P R3, t P r13 , 23su.
Reasoning by contradiction, suppose that v is not identically zero in D0. Without loss of
generality (making a translation in the variables x, y and z if necessary), we can affirm that
if
Q :“ tpx, y, z, tq |
a
x2 ` y2 ` z2 ď 1, t P r1
3
,
2
3
su,
then }v}L2pQq ą 0. By Theorem 1.3 there exist C ą 0, C ą 0, and R0 ě 2 such that
}v}L2pQq ď Ce14CR3{2ARpvq for R ě R0. (4.1)
For R ą 3 we take N P N, with N ą 4C2R, where C2 is the constant in the statement
of Theorem 1.2. We construct a C8 truncation function φR,N : r0,8q ÝÑ R supported
in pR,N ` 1q, by taking a nonnegative function η P C8pRq, with unitary integral and
supp η Ă p0, 1q, and defining φR,Npsq :“
şs
0
rηps1´Rq´ηps1´Nqs ds1. Notice that 0 ď φR,N ď 1,
φR,N ” 1 in rR ` 1, Ns and supp φR,N Ă pR,N ` 1q. Let us define Φ ” ΦR,N : R3 ÝÑ R by
Φpx, y, zq ” ΦR,N px, y, zq :“ φR,Np
a
x2 ` y2 ` z2q and
wptqpx, y, zq :“ wR,Nptqpx, y, zq :“ ΦR,N px, y, zqvptqpx, y, zq.
The function w satisfies the hypotheses of Theorem 1.2. Therefore, for β ě 1 and λ ě C2β
}eλ|x|eβ|y|eβ|z|w}L8t L2xyzpDq`
ÿ
0ăk`l`nď2
}eλ|x|eβ|y|eβ|z|BkxBlyBnzw}L8x L2tyzpDq
ď C1λ5
ÿ
0ďk`l`nď3
}eλ|x|eβ|y|eβ|z|p|BkxBlyBnzwp0q| ` |BkxBlyBnzwp1q|q}L2pR3q
` C1}eλ|x|eβ|y|eβ|z|pBt ` Bx∆qw}L1tL2xyzpDqXL1xL2tyzpDq. (4.2)
But
pBt ` Bx∆qw “ ´u1Bxw ´ pBxu2qw ` F, (4.3)
where
F :“ pBxΦqu1v ` pBx∆Φqv ` 2∇BxΦ ¨∇v `∆ΦBxv ` 2∇Φ ¨∇Bxv ` pBxΦq∆v. (4.4)
Therefore, from (4.2) and (4.3), and using the facts that } ¨ }L2pDq ď } ¨ }L8t L2xyzpDq and
} ¨ }L1tL2xyzpDq ď C} ¨ }L2pDq it follows that
}eλ|x|eβ|y|eβ|z|w}L2pDq `
ÿ
0ăk`l`nď2
}eλ|x|eβ|y|eβ|z|BkxBlyBnzw}L8x L2tyzpDq
ď CC1}eλ|x|eβ|y|eβ|z|u1Bxw}L2pDqXL1xL2tyzpDq ` CC1}eλ|x|eβ|y|eβ|z|pBxu2qw}L2pDqXL1xL2tyzpDq pIq
` CC1}eλ|x|eβ|y|eβ|z|F }L2pDqXL1xL2tyzpDq pIIq
` C1λ5
ÿ
0ďk`l`nď3
}eλ|x|eβ|y|eβ|z|p|BkxBlyBnzwp0q| ` |BkxBlyBnz pwp1q|q}L2pR3q pIIIq
“ I ` II ` III. (4.5)
We now estimate I, II, and III separately.
Estimation of I: By observing that w is supported in the set
DR :“ tpx, y, zq | x2 ` y2 ` z2 ě R2u ˆ r0, 1s, (4.6)
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and applying Ho¨lder’s inequality we see that
I ď C}u1}L2xL8tyzpDRq}eλ|x|`β|y|`β|z|Bxw}L8x L2tyzpDq ` C}u1}L1xL8tyzpDRq}eλ|x|`β|y|`β|z|Bxw}L8x L2tyzpDq
` C}Bxu2}L8pDRq}eλ|x|`β|y|`β|z|w}L2pDq ` C}Bxu2}L2xL8tyzpDRq}eλ|x|`β|y|`β|z|w}L2pDq. (4.7)
We will now see that the norms involving u1 and Bxu2 on the right hand side of (4.7) tend
to zero as RÑ8. For that we use the following interpolation Lemma (see [21]).
Lemma 4.1. Let a, b ą 0. Assume that Jaf :“ p1´∆qa2 f P L2pRnq and p1 `řni“1 x2i q b2 f P
L2pRnq, where x “ px1, ¨ ¨ ¨ , xnq P Rn. Then for any θ P p0, 1q
}Jθapp1`
nÿ
i“1
x2i qp1´θq
b
2 fq}L2pRnq ď C}p1`
nÿ
i“1
x2i q
b
2 f}p1´θq
L2pRnq}Jaf}θL2pRnq . (4.8)
Applying (4.8) with a “ 4, b “ 8{5` ǫ and θ “ 3{8` ǫ{8 (with ǫ as in (1.2)) we have that
}J3{2`ǫ{2pp1`x2`y2`z2q 12 p1`ǫ1qfq}L2pR3q ď C}p1`x2`y2`z2q 12 p 85`ǫqf}1´θL2pR3q }J4f}θL2pR3q, (4.9)
where ǫ1 “ 1740ǫ´ 18ǫ2 ą 0. Applying (4.9) with f “ ujptq, j “ 1, 2, from (1.2) and from the
embbeding of H3{2`ǫ{2pR3q in L8pR3q X CpR3q, we conclude that
|ujptqpx, y, zq| ď Cp1` x2 ` y2 ` z2q 12 p1`ǫ1q , for all px, y, z, tq P D. (4.10)
Since 3{2 ` ǫ{2 ą 1, (4.9) is also valid for f “ u2ptq with J1 instead of J3{2`ǫ{2, and we can
apply the product rule for derivatives to obtain that }p1` x2 ` y2 ` z2q 12 p1`ǫ1qBxu2ptq}L2pR3q
is a bounded function of t P r0, 1s. Thus, applying (4.8) with f “ Bxu2ptq, a “ 3, b “ 1` ǫ1
and θ “ 1{2` ǫ2 with ǫ2 ą 0 small, we can conclude that
}J3{2`3ǫ2pp1` x2 ` y2 ` z2qp1{2´ǫ2q 12 p1`ǫ1qBxu2ptqq}L2pR3q
ď C}p1` x2 ` y2 ` z2q 12 p1`ǫ1qBxu2ptq}p1{2´ǫ2qL2pR3q }J3Bxu2ptq}p1{2`ǫ2qL2pR3q ď C ,
and, in consequence, using the embedding of H3{2`3ǫ2pR3q in L8pR3q X CpR3q, we have
|Bxu2ptqpx, y, zq| ď Cp1` x2 ` y2q 12 p1`ǫ1qp1{2´ǫ2q , for all px, y, z, tq P D. (4.11)
From the decay properties expressed in (4.10) and (4.11) is now easy to see that the four
norms in (4.7) involving u1 and Bxu2 tendo to zero as RÑ8, and therefore the exists R1 ą
R0 such that for R ą R1 the term I can be absorbed by the terms }eλ|x|`β|y|`β|z|Bxw}L2pDq
and }eλ|x|`β|y|`β|z|w}L8x L2tyzpDq on the left hand side of (4.5).
Estimation of II:
To estimate II we use the expression for F given in (4.4) and observe that the derivatives
of Φ are supported in the sets tpx, y, zq |
a
x2 ` y2 ` z2 P pR,R ` 1qu and tpx, y, zq |a
x2 ` y2 ` z2 P pN,N ` 1qu. For the estimation in the first set we bound eλ|x|`β|y|`β|z| by
epλ`2βqpR`1q and apply Cauchy-Schwarz inequality. For the estimation in the second set we
observe that since vp0q, vp1q P L2peapx2`y2`z2q3{4 dx dy dzq, it follows that for all λ ą 0 and
all β ą 0 , vp0q, vp1q P L2pe2λ|x|`2β|y|`2β|z| dx dy dzq. Applying to the equation
Btv ` Bx∆v ` u1Bxv ` pBxu2qv “ 0 , (4.12)
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a procedure similar to that given in Theorem 1.3 of [2] for the ZK equation, we can observe
that v is a bounded function from the time interval r0, 1s with values inH3pe2λ|x|`2β|y|`2β|z| dx dy dzq
(i.e. Bαvptq P L2pe2λ|x|`2β|y|`2β|z| dx dy dzq for all multi-index α “ pα1, α2, α3q with |α| ď 3).
Thus we can take λ “ λ ` 1 and β “ β ` 1 and apply Cauchy-Schwarz inequality. In this
manner we obtain
II ď CR1{2epλ`2βqpR`1q ` Cλ,βN1{2e´N , (4.13)
where C does not depend of λ, β, R, and N , and Cλ,β does not depend of N and R.
Estimation of III:
Since ΦR,N and its derivatives are bounded by a constant independent of R and N , it
follows that
III ďCλ5
ÿ
0ďk`l`nď3
}eλ|x|`β|y|`β|z|p|BkxBlyBnz vp0q| ` |BkxBlyBnz pvp1q|q}L2ptpx,y,zq:x2`y2`z2ěR2uq
“: HRpλ, βq. (4.14)
We now consider the region ΩR :“ tpx, y, z, tq |
a
x2 ` y2 ` z2 P r6C2R ´ 1, 6C2Rs, t P
r0, 1su, where C2 is the constant in the statement of Theorem 1.2. Then, from (4.6), ΩR Ă DR,
and since N ą 6C2R, v and w coincide in ΩR. We now return to (4.5), replace its left hand
side by a smaller amount, apply (4.13) and (4.14), and make N Ñ8 to obtain that
}eλ|x|`β|y|`β|z|v}L2pΩRq `
ÿ
0ăk`l`nď2
}eλ|x|`β|y|`β|z|BkxBlyBnz v}L2pΩRq
ď CRepλ`2βqpR`1q ` CR1{2HRpλ, βq ď Cepλ`2β`1qpR`1q ` CR1{2HRpλ, βq.
(4.15)
For λ ě C2, let β :“ λ{C2 ě 1. Then, for px, y, z, tq P ΩR,
λ|x| ` β|y| ` β|z| ě λ
C2
p|x| ` |y| ` |z|q ě λ
C2
p6C2R ´ 1q ě 17
3
λR. (4.16)
In this way, bearing in mind the definition of A6C2Rpvq given in the statement of Theorem
1.3 and taking into account that λ ě C2 and R ą 3, from (4.15) and (4.16) we conclude that
e
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3
λRA6C2Rpvq ď Cepλ`2
λ
C2
`1qpR`1q ` CR1{2HRpλ, λ
C2
q ď Ce 163 λR `R1{2HRpλ, λ
C2
q, (4.17)
We now take λ “ 1
10
aR1{2 with R large enough. If x2 ` y2 ` z2 ě R2 we see that
λ|x| ` β|y| ` β|z| “ λp|x| ` |y|
C2
` |z|
C2
q “ 1
10
aR1{2p|x| ` |y|
C2
` |z|
C2
q
ď 1
10
apx2 ` y2 ` z2q1{4p|x| ` |y|
C2
` |z|
C2
q
ď 1
10
apx2 ` y2 ` z2q1{42px2 ` y
2
C22
` z
2
C22
q ď 1
5
apx2 ` y2 ` z2q3{4. (4.18)
Since vp0q, vp1q P L2peapx2`y2`z2q3{4 dx dy dzq X Cpr0, 1s;H4pR3qq, by an interpolation argu-
ment which can be proved using smooth truncation functions and integration by parts, it
can be seen that if 0 ď k ` l ` n ď 3, then BkxBlyBzvp0q and BkxBlyBzvp1q belong to the class
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L2pe 14apx2`y2`z2q3{4 dx dy dzq In this way, from (4.18) and the definition of HRpλ, βq given in
(4.14) we obtain that
R1{2HRpλ, λ
C2
q
ď CR1{2a5R5{2
ÿ
0ďk`l`nď3
}e 15apx2`y2`z2q3{4p|BkxBlyBnz vp0q| ` |BkxBlyBnz vp1q|q }L2ptpx,y,zq:x2`y2`z2ěR2uq
ď Ca5
ÿ
0ďk`l`nď3
}R3e 15apx2`y2`z2q3{4p|BkxBlyBnz vp0q| ` |BkxBlyBnz vp1q|q }L2ptpx,y,zq:x2`y2`z2ěR2uq
ď Ca5
ÿ
0ďk`l`nď3
}e 14apx2`y2`z2q3{4p|BkxBlyBnz vp0q| ` |BkxBlyBnz vp1q|q }L2pR3q ” Ca.
Hence, from (4.17) with λ “ 1
10
aR1{2 we have that
e
17
30
aR3{2A6C2Rpvq ď Ce
16
30
aR3{2 ` Ca ď Cae 1630aR3{2 ,
and thus
A6C2Rpvq ď Cae´
1
30
aR3{2 ,
In this way, from (4.1) it follows that for R large enough
}v}L2pQq ď Ce14Cp6C2Rq3{2A6C2Rpvq ď Ce14p6C2q
3{2CR3{2Cae
´ 1
30
aR3{2 .
Thus, if a ą a0 :“ 30 ˆ 14p6C2q3{2C, then, by making R Ñ 8, we see that }v}L2pQq “ 0,
which contradicts the original fact that }v}L2pQq ą 0. Therefore v ” 0, and Theorem 1.1 is
proved. 
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