I. INTRODUCTION

C
ONSIDER the general Bayesian linear model (1) where is a known measurement matrix, is the available measurement vector, and is the Gaussian corrupting noise. We aim to estimate the signal when and (1) is underdetermined with an infinite number of solutions. Such problem is challenging and requires appropriate prior knowledge of the unknown signal .
The above problem frequently occurs in signal processing, statistics, neuroscience and machine learning. Examples, among many others, include compressed sensing (CS) [2] , [3] , sparse component analysis [4] , sparse representation [5] - [8] , and source localization [9] , [10] . An important prior knowledge of is the sparsity, i.e., the majority of the elements of are zero (or near zero) and only a few components are nonzero. Knowing the sparsity of , an effective approach to recover is to solve the following optimization problem (2) where is the regularization parameter that controls the degree of the sparsity of the solution. The effect of Gaussian noise with zero mean and variance is implicitly embedded in (2) . Some popular optimization algorithms have been developed to solve (2) [8] , [11] - [13] . In some works such as [12] , [13] the developed sparse reconstruction algorithms use -norm to replace -norm where . CS aims to recover the sparse signal from underdetermined linear equations. If the structure of the signal is exploited, a better recovery performance can be achieved. A block-sparse signal with clustered nonzero samples is an important structured sparsity. Block-sparsity has a wide range of applications in multiband signals [14] , audio signals [15] , structured CS [16] , and the multiple measurement vector (MMV) model [17] . CS for block-sparse signals is to estimate the signal with the cluster structure (3) where denotes the th block with length which are not necessarily identical. In the block partition (3), only vectors have nonzero Euclidean norm. Assuming the knowledge of block partition, a few effective algorithms [18] - [21] have been developed. These algorithms require the knowledge of the block structure in (3) . However, in many applications, such prior knowledge is often unavailable. For instance, the accurate tree structure of the coefficients for the clustered sparse representation of the images is unknown a priori. The impulsive noise estimation in Power Line Communication (PLC) is often cast into a block-sparse signal reconstruction problem, where the impulsive noise (i.e., ) occurs in bursts with unknown locations and lengths [22] .
To recover the structure-agnostic block-sparse signal, some algorithms requiring less a priori information have recently been proposed [23] - [28] . All these algorithms use the i.i.d. model to describe the clustered nonzero elements of the unknown signal, which restricts their applicability and performance. Because many practically important signals, e.g., the impulsive noise in PLC, do not satisfy the i.i.d. condition, it is necessary to develop reconstruction algorithms for block-sparse signals using a more adequate signal model. Also, in the above mentioned algorithms, it is likely to choose unreliable column set of the matrix , which may result in inappropriate selection of nonzero elements of the signal . Hence, it is necessary to design an adaptive method to select the most probable support set based on the underlying structure of the signal. The algorithm's ability to automatically tune up the signal model parameters is important, particularly for real-life datasets, but it is not provided by most of the existing block-sparse signal recovery algorithms, e.g., [23] - [28] .
To tackle the aforementioned problems, we propose a novel iterative Bayesian algorithm, Block-IBA, with the following features: i) It uses a Bernoulli-Gaussian hidden Markov model (BGHMM) [22] for the block-sparse signals. This model better captures the burstiness (block structure) of the impulsive noise and hence is more adequate for practical applications such as PLC, ii) It incorporates, different to the other algorithms [23] - [28] , a diminishing threshold for determining the active columns of the measurement matrix , which effectively selects the nonzero elements of the signal . Using this technique, Block-IBA improves the reconstruction accuracy, iii) It uses a maximum a posteriori (MAP) estimation procedure to automatically learn the parameters of the statistical signal model (e.g., the elements of state-transition matrix of BGHMM), averting complicated tuning updates.
BGHMM has been used to model various non-i.i.d. signals including that of [29] . In [29] , BGHMM is used to capture the non-i.i.d. type variation of a nonstationary signal model. According to the assumptions of [29] , its signal model is i.i.d. at any particular time step . In contrast, the signal in this paper, corresponding to the at a particular time , is noni.i.d. and block-sparse and satisfies BGHMM. Because of this key difference, our model is not a special case of that of [29] and vice versa.
The proposed Block-IBA reconstructs the supports and the amplitudes of the structure-agnostic block-sparse signal using an expectation maximization algorithm. In the expectation step (E-step) the amplitudes of the signal are estimated iteratively and in the maximization step (M-step) the supports of the signal are estimated iteratively. To this end, we utilize a steepest-ascent algorithm after converting the estimation of discrete supports to a continuous maximization problem. Although the steepest-ascent method has been used in [30] for recovering the sparse signals, investigation of this method is unavailable in the literature of block-sparse signal recovery. As a result, the proposed Block-IBA offers more reconstruction accuracy than the existing state-of-the-art algorithms for the non-i.i.d. block-sparse signals. This is verified on both synthetic and real-life signals, where the block-sparse signal comprises a large number of narrow blocks.
The rest of the paper is organized as follows. Section II presents the signal model. Section III presents the optimum estimation of unknown signal using MAP solution. Based on the MAP solution, a novel Block-IBA is developed in Section IV. The estimation of signal model parameters is presented in Section V. Section VI analyzes the global and local maxima properties of Block-IBA. Experimental results are presented in Section VII. Finally, conclusions are drawn in Section VIII. 
To model the block-sparsity of , we assume that its supports are correlated so that is a stationary first-order Markov process defined by two transition probabilities:
and . Therefore, in the steady state, and , which determine the probabilities of the states in relation to the transition probabilities. The two parameters and completely describe the state process of Markov chain. The remaining transition probability can be determined as . The length of the blocks of the block-sparse signal is determined by parameter , namely, the average number of consecutive samples of ones is specified by in Markov chain. Intending to represent the PDF of the signal by a Gaussian Mixture (GM) distribution, we further assume that the amplitude vector has a Gaussian distribution with . From (4) it is obvious that , where is the Dirac delta function. Using the marginalization rule, we can remove and from to find the PDF of the 's as (6) where is the variance of . Equation (6) is the well known BGHMM which is a special form of GHMM. It has been used in the literature to represent the PDF of a large class of signals including that of [29] . It is shown in [32] that with properly tuned parameters, GHMM can approximate rather precisely the PDF of the additive noise in many communication systems such as PLC. This kind of noise is bursty (clustered) [22] and highly impulsive, with the peak amplitudes up to 50 dB above the AWGN (or background noise) level [22] . Hence, its samples are block-sparse and non-i.i.d. These results effectively demonstrate that the point-mass distribution at and the hidden variables in BGHMM allow implicit expression of the block-sparsity of a general class of non-i.i.d. signals, including the MR image signal shown in Subsection VII.E. Based on this observation, we propose to use BGHMM in (6) as a model to develop a Bayesian reconstruction algorithm for a general class of non-i.i.d. block sparse signals.
Unlike the memoryless models such as Bernoulli-Gaussian (BG) model [33] , [34] which consider the sparse samples to be i.i.d., BGHMM with the first-order Markov chain model allows better description of the typical bursty nature of a class of non-i. i.d. sparse samples. It is observed from (6) that the development of the amplitude vector is independent of the sparsity of the random process, . Hence, some of the amplitudes are pruned out by the inactive coefficients associated with . In fact, the nonzero amplitudes are the results of the amplitudes of conditioned on . The assumed Gaussian distribution of and the first-order hidden Markov model of lead to a simple BGHMM. Using higher-order Markov processes and/or more complex GM model, the framework of Block-IBA can easily be extended to more general cases. To reduce the complexity of the reconstruction algorithm to be developed, we focus on the first-order Markov processes and BG model in this paper.
III. OPTIMUM ESTIMATION OF
To obtain the optimum estimate of , we pursue a MAP approach. We first determine the MAP estimate of to maximize the posterior probability , and then estimate the signal by the estimation of .
A. MAP Estimation of
Using Bayes' rule, we can rewrite as (7) where the summation is over all the possible vectors describing the support of . Since the denominator in (7) is a normalizing constant common to all posterior likelihoods, , it can be ignored. Because vector is a stationary first-order Markov process with two transition probabilities as given in Section II, is given by (8) where and (9) As is Gaussian, is also Gaussian with zero mean and the covariance (10) where as defined in (5). Therefore, up to an inessential multiplicative constant factor , we can write the likelihood as (11) Hence, the MAP estimate of is given by (12) where is calculated using (8) and (9), whereas the prior likelihood is given by (11) . The maximization is performed over all possible sets of vectors.
B. MAP Estimation of Using Gamma Prior
As detailed below, we estimate the amplitude samples of vector using hyperprior over the inverse of the variance.
Following the Sparse Bayesian Learning (SBL) framework [35] , we consider a Gaussian prior on amplitude vector as , where and are the non-negative elements of the hyperparameter vector , i.e.,
. Based on SBL, we use Gamma distributions as hyperpriors over the hyperparameters :
where is the Gamma function and [35] . Note that, as we have already estimated the support vector presented in Section III.A, using SBL on top of BG model of samples would be a reasonable prior. This is because, with the knowledge of the support samples , SBL accurately estimates the amplitude samples without considering the spatial correlation of the signal samples . Although a Gaussian prior over the amplitude vector is computationally more efficient, SBL estimation leads to more accurate results (see simulation results in Section VII.A).
Using (5) we can rewrite the linear model (1) as (13) where . It then follows from (13) that given the support vector , the likelihood function is also Gaussian:
. Using Bayes' rule the posterior is a multivariate Gaussian with its mean and covariance given, respectively, by (14) (15) (16) Therefore, given the hyperparameters and noise variance , the MAP estimate of is (17) (18) where . The hyperparameters control the sparsity of the amplitudes . Sparsity in the samples of the amplitudes occurs when particular variables , which forces the th sample to be pruned out from the amplitude estimate. We can also use (14) directly to calculate and use (15) or (16) to obtain the covariance matrix . An matrix inversion is required in (15) , whereas an matrix inversion is needed in (16) .
When the noise variance is also unknown, we can place conjugate gamma prior on the inverse of the variance (i.e., ) as , where [35] . To estimate the hyperparameters, we utilize the Relevance Vector Learning (RVL) which is maximization of the product of the marginal likelihood (Type-II maximum likelihood) and the priors over the hyperparameters and [35] . Given the priors, the likelihood of the observations can be given as (19) A maximum likelihood (ML) estimator which maximizes (19) can be used to find the unknown hyperparameter and .
Utilizing the ML estimator [35] , the updates for hyperparameters and can be expressed, respectively, as (20) (21) where is the th entry of in (14) and is the th diagonal element of the covariance matrix in (15) or (16) . Having estimated the posterior probability of and MAP estimate of amplitude vector , the estimation of signal is complete. However, the evaluation of (12) over all possible sets of vectors is computationally intensive when is large, as clearly seen from (7)- (12) . To reduce the complexity of the exhaustive search, we propose an Iterative Bayesian Algorithm referred to as Block-IBA in the next section.
IV. BLOCK ITERATIVE BAYESIAN ALGORITHM
A. Main Idea
Finding the solution for (12) through combinatorial search is computationally intensive, because the computation should be done over the discrete space. One way around this exhaustive search is to convert the maximization problem into a continuous form and then apply a steepest-ascent method to find the maximum value. We will propose such a method in this section. To this end, we model the elements of vector as a Gaussian Mixture (GM) with two Gaussian variables centered around 0 and 1 with sufficiently small variances. Hence, each discrete element of vector, , can be given as (22) while the other elements of vector, for , can be expressed as (23) To find the global maximum of (12) we decrease the variance in each iteration of the algorithm gradually, which averts the local maxima of (12) similarly to simulated annealing algorithms and graduated non-convexity [36] . Although we have converted the discrete variables to the continuous form, finding the optimal value of using (12) is still complicated. Thus, we propose an algorithm that estimates the signal by estimating its components and defined in (5) iteratively. We follow a two-step approach to estimate the vector. In the first step, we estimate the amplitude vector , i.e., , based on the known estimation of , i.e., , vector and the observation vector . We call this expectation step (E-step).
Having assumed the Gamma distribution as hyperpriors over the hyperparameters as explained in Section III.B, the following equation similar to (17) and (18) can be derived as (24) (25) where . We call the second step of our approach the maximization step (M-step). In this step, we find the estimate of assuming the vectors and are known and using the following MAP estimate of . (26) Using (22), (23) and (13), we can write (27) (28) where . After calculating the two summands in (26), we can express the M-step as (29) (30) We use the steepest-ascent method shown below to find the optimal solution of (29) . (31) where is the step-size parameter. The gradient term in (31) can be expressed in a closed form (see Appendix A). Therefore (31) can be rewritten as (32) where are derived in Appendix A. The two scalar functions and , can be given as (33) (34) where and . Note that in the computation, we decrease in the consecutive iterations, i.e., , to guarantee the global maxima of (30) . As has a great effect on the convergence of Block-IBA, its proper range is analytically determined in Section VI to guarantee the convergence with a probability close to one. If the columns of are normalized to have unit -norm, the range for can be expressed as (35) where and is the inverse Gaussian Q-function.
We initialize the proposed Block-IBA with the minimum -norm solution and use a diminishing threshold , for determining the active columns of the measurement matrix , which effectively selects the nonzero elements of the signal . In fact, the value of determines the number of nonzero elements in vector. Finally, it is observed from (32) that the second summand controls the block sparsity of , whereas the third summand controls the noise power, i.e.,
. For instance, when the value of is much smaller than the value of , the third summand dominates the second summand and the block sparsity of is ignored while the optimal solution satisfies . However, to obtain a meaningful solution in terms of block sparsity and noise power we should select appropriate values for and which are comparable to each other.
B. Discussion
Block-IBA differs from its counterpart in [30] mainly in the E-step. The MMSE estimation is used in [30] to estimate the amplitude vector , whereas Block-IBA uses the RVL and Gamma prior over the hyperparameters to estimate , providing more accurate estimation. Unlike the iterative Bayesian Algorithm (IBA) in [30] , in M-step Block-IBA gradually reduces the stepsize parameter in each iteration (see Algorithm 1) to improve the convergence rate and accuracy, and uses a diminishing threshold so that the matrix effectively selects the nonzero elements of signal .
The analysis of global maxima in Section VI.A also differs from that in [30] . The cost function in this paper is for BGHMM which is completely different from the classic spike-and-slab model used in [30] . Also, in Section VI.B, we have used the error vector method to show that the steepest-ascent algorithm in (31) actually converges to the optimal value (local maxima). This is a stronger stability analysis than that of [30] which only shows the steepest-ascent algorithm converges. However, as the condition of for the guaranteed convergence of the steepest-ascent method (see Appendix D) depends on the eigenvalues of the matrices comprising the amplitudes of the signal model, the overall expressions of in [30] and (35) are the same.
V. LEARNING THE SIGNAL MODEL PARAMETERS
The signal model presented in Section II is characterized by Markov chain parameters and , and the AWGN variance . These parameters normally require tuning to obtain better estimate of the unknown original signal. Thus, we develop estimation algorithms which work together with Block-IBA in Section IV to learn all of the model parameters iteratively from the available data.
We have derived an update equation in (21) for . Using the MAP estimation method we can express the following update equations for the rest of parameters.
(36) (37) A complete derivations of (36) and (37) can be found in [30] and Appendix B, respectively.
Algorithm 1 provides a pseudo-code implementation of the proposed Block-IBA with all steps in the algorithm including E-step, M-step, and Learning Parameter-step. The in the algorithm is a diminishing threshold, calculated at each iteration by . Its value determines the number of nonzero elements in vector. By gradually decreasing the threshold in the algorithm, the nonzero elements of vector are picked out. It is found empirically that the initial value of the threshold achieves reasonable performance. This is because specifies the number of nonzero elements in vector. We will elaborate on this parameter in Section VII.
As shown below, the matrices and in Step 4 of Algorithm 1 are always invertible, and hence Algorithm 1 works well even in the noiseless scenario when approaches zero. This is confirmed by the experimental results in Section VII.A.
Algorithm 1:
The overall Block-IBA estimation.
Input:
, and Initialize:
. set . In Algorithm 1, we use and to decrease the variance in each iteration of the M-step to avoid the local maxima of (12) , and use finite, e.g., , iterations for the convergence of defined in (30 
VI. ANALYSIS OF GLOBAL MAXIMUM AND LOCAL MAXIMA
To ensure the convergence of Block-IBA, it is essential to examine the global maximum of the cost function . Furthermore, as the steepest-ascent method is used in the M-step of Block-IBA, it is necessary to analyze whether there is a global maximum for the cost function (30) which guarantees the convergence of the steepest-ascent method. This analysis also reveals the proper interval for the step-size parameter . Finally, we show that there exists a unique local maxima for the cost function and this local maxima is equal to the global maximum. Consequently, the convergence of the overall Block-IBA is guaranteed.
A. Analysis of Global Maxima
The log posterior cost function can be expressed as (38) Further manipulation of (38) gives (39) Lemma 1: The cost function in (39) is concave with respect to .
Proof: See Appendix C. From the concavity of (39), it can be concluded that the cost function has a unique global maxima.
B. Analysis of Local Maxima
The lemma below shows that there exist a unique local maxima for the cost function in (30) , which in turn asserts that the M-step (steepest-ascent) converges to this maxima.
Lemma 2: The iterative steepest-ascent process in (31) converges to the optimal solution (local maxima) if step-size parameter is in the interval , where and is the inverse Gaussian Q-function.
Proof: See Appendix D.
C. Analysis of Global Maximum of Overall Block-IBA
To prove the existence of the global maximum for the proposed Block-IBA, we should prove that the log posterior probability sequence in (39) is an increasing sequence. Note that this condition should be true in both E-step and M-step of Block-IBA. As the log posterior is equivalent to throughout the M-step, it is clear that is increasing with respect to the sequence . Moreover, in E-step, the estimation of is performed either through (24) or (25), which is the MAP estimation of amplitude vector . This MAP estimation implies the maximization of the log posterior because the logarithm function is concave and monotonically increasing. Hence, the increasing characteristic of the log posterior is guaranteed in both E-step and M-step in each iteration. As a result, the sequence always converges to a local maxima . We have proved in VI.A that the is a concave function. Hence, this unique local maxima attained by the MAP estimate of the block sparse signal in Block-IBA is the global maximum.
VII. EMPIRICAL EVALUATION
All the experiments presented here are conducted for 400 independent simulation runs. The elements of the matrix in each run are chosen randomly from a uniform distribution in with columns normalized to unit -norm. The block-sparse signal is synthetically generated using BGHMM in (6) . Unless otherwise stated, in all experiments and . The measurement vector is generated by , where is zero-mean AWGN with a variance tuned to a specified value of SNR defined as . We use the Normalized Mean Square Error (NMSE), , to measure the performance.
We compare the proposed Block-IBA with some recently developed algorithms for block-sparse signal reconstruction, including the block sparse Bayesian learning (SBL) algorithms (BSBL and EBSBL) [25] , BM-MAP-OMP algorithm [24] , the cluster-structured MCMC (CluSS-MCMC) algorithm [23] , and the pattern-coupled SBL algorithm (PC-SBL) [26] , [27] . We also compare Block-IBA with the expectation maximization (EM)-SBL algorithm proposed in [35] to demonstrate the benefit of exploiting the block-sparse structure. EM-SBL is a Bayesian framework which uses only the sparsity information of the signal without considering the block structure.
A. Performance of Block-IBA Versus Block Size
To examine the influence of the block size on the performance of Block-IBA under the unknown block partition, we compare Block-IBA with all the other algorithms in the noisy and noiseless environments. The size of is 192 512, dB, and . We choose to initialize the steepest ascent method in (32) not far from the actual maximum (i.e., ), and . For these settings, the suitable interval of in (35) is . Hence, we select and . Extensive simulations show that for these parameters converges to its maximum value within 4 or 5 iterations under the stopping criterion . Thus, 5 iterations are used for M-step.
We stop the overall Block-IBA when is satisfied. In the above, and are the estimates of and and is the iteration number. From Section II, the block size and the number of blocks of are proportional to . When is small has small number of blocks with big sizes and vice versa. Hence, we vary the value of from 0.09 to 0.9 to obtain the NMSE for various algorithms, and show the results of NMSE versus in Fig. 1(a) for the noisy case. We have also obtained the results of MMSE estimation which is almost a flat line of NMSE around and have excluded them from Fig. 1(a) due to the poor performance. As seen from the figure, for
Block-IBA outperforms all other algorithms, in particular, Block-IBA significantly outperforms the EM-SBL algorithm [35] , which demonstrates the advantage of exploiting the blocksparse structure. We have also used the success rate to assess the performance of Block-IBA in noiseless scenario. The success rate is calculated as the ratio of the number of successful trials to the total number of independent runs. A trial is considered successful if . Fig. 1(b) gives the results of the success rate versus for the same parameters, with the proposed Block-IBA achieving noteably the highest success rate among all algorithms for . As increases towards 0.9, the number of samples in a block decreases towards 1, and the blocks gradually reduce to almost unclustered samples of sparse signal without block structure. This trend is illustrated in Fig. 2 with and . At reduces to almost unclustered sparse signal without block structure, but Block-IBA still outperforms other algorithms.
B. Performance of Block-IBA Versus Parameters and
1) Performance Versus Parameter : As discussed in Section IV, the parameter controls the decay rate of , to avert the local maxima of (12) . To investigate its influence on the performance, we evaluate the NMSE versus parameter for different SNRs (dBs) defined before and the average number of active sources . Note that also specifies the sparsity level of active sources. The results are illustrated in Fig. 3(a) and Fig. 3(b) for the NMSE versus under different SNR and , respectively. As seen from Fig. 3(a) , the suitable range of is [0.9, 1). In the experiment of Fig. 3(a) , and the average number of nonzero blocks is 5, i.e., . It is observed that the performance of Block-IBA shows little dependency on . Extensive simulation studies reveal that is an appropriate choice for block-sparse signal reconstruction. Fig. 3(b) illustrate the NMSE versus for different levels of sparsity, . Again, Block-IBA shows a low dependency on parameter for different sparsity levels. The appropriate is in the range [0.9,1). Hence, we choose .
2) Performance Versus Initial Threshold
: We vary from 0 to 1 to obtain the NMSE of Block-IBA versus at different values of SNR (dB). The results are shown in Fig. 4 . Although the performance of Block-IBA demonstrates a low dependency on , extensive simulation studies show that the optimal is .
C. Effect of Sparsity Level on the Performance
Sparsity of the underlying signal is a key performance affecting factor for any CS algorithm. When is measured by the measurement matrix with its elements randomly chosen from a uniform distribution and columns normalized to unit -norm, is the theoretical upper bound limit that guarantees the uniqueness of the sparsest solution [37] , [38] . However, most of the algorithms hardly achieve this limit in practice [37] and their performance are greatly affected by the sparsity. Therefore, we study the performance of Block-IBA versus the normalized sparsity ratio . In this study, the parameters of the signal model are set at , and dB. The value of is set based on the specific value of , and is set so that the expected number of active sources remains constant. Figure 5 illustrates the resulting NMSE versus for various algorithms. It is observed that, the proposed Block-IBA presents the best performance among all the algorithms compared, for . For low sparsity level (e.g., ) only PC-SBL outperforms Block-IBA.
D. Effect of SNR on the Performance
To compare Block-IBA with the other algorithms at different noise levels, we set , and . We add the AWGN noise so that the defined SNR varies between 5 dB and 25 dB for each generated signal.
The results of NMSE versus SNR (dB) for all algorithms are illustrated in Fig. 6 . It is seen that Block-IBA outperforms the other algorithms for .
E. Real-World Data Experiment
In this subsection, we evaluate the performance of Block-IBA for recovering a magnetic resonance (MR) image [39] , [40] . is a 2-D partial discrete Fourier transform (DFT) matrix. In the experiment, we randomly extract 216 rows from the 256 rows in the spatial frequency of the image . Therefore, the partial DFT matrix consists of the randomly selected 216 rows of the 256 256 DFT matrix. To reduce the computational complexity, we reconstruct the image column by column. The performance of various algorithms is summarized in Table I . Block-IBA outperforms all the other algorithms in terms of NMSE. Although EBSBL-BO algorithm appears to be the fastest algorithm, it shows a very poor performance. Considering Runtime with reasonable performance, only PC-SBL runs faster than Block-IBA. Fig. 7 compares the original MR image reconstructed by these algorithms. We have excluded the image reconstructed by EBSBL-BO algorithm because of its severe distortion. Block-IBA performs the best among all the algorithms.
VIII. CONCLUSION AND DISCUSSION
This paper has presented a novel Block-IBA to recover the structure-agnostic block-sparse signals. Unlike the existing algorithms, we have modeled the cluster pattern of the signal using BGHMM, which better represents the non-i.i.d. block-sparse signals. The proposed Block-IBA uses a diminishing threshold to effectively select the nonzero elements of signal , and takes the advantages of the iterative MAP estimation of sources and the EM algorithm to reduce the complexity of the Bayesian methods. The MAP estimation approach in Block-IBA renders learning all the signal model parameters automatically from the available data. We have optimized the M-step of the EM algorithm with the steepest-ascent method and provided an analytical solution for the step-size parameter of the steepest-ascent that guarantees the convergence of the overall Block-IBA. We have presented a theoretical analysis to show the global convergence and optimality of the proposed Block-IBA.
Experimental results demonstrate that Block-IBA has a low dependency on the algorithm parameters and hence is computationally robust. In empirical studies on synthetic data, Block-IBA outperforms many state-of-the-art algorithms when the block-sparse signal comprises a large number of blocks with short lengths. Numerical experiment on real-life data shows that Block-IBA achieves the best performance among all the algorithms compared at a very low computational cost. Empirical studies also show that the non-i.i.d. block-sparse signals modeled by BGHMM include the sparse signals without block structure as a special case when the model parameter approaches 1, and the proposed Block-IBA still outperforms the other state-of-the-art algorithms in such situation.
The proposed Block-IBA is a blend of MAP and EM methods. It is not a rigorous EM method. By using the GM model and treating some variables as hidden variables and some as deterministic parameters, it may be possible to develop the algorithm in a rigorous EM manner.
APPENDIX A DERIVATION OF STEEPEST ASCENT FORMULATION
The first derivative of (30) can be written as . Define and , with and as given in (33)- (34) . From [30] , . The main steepest-ascent iteration (32) then follows from using , (31) . Substituting these into equation with some manipulation yields , where
. A necessary and sufficient condition for the iteration to converge is , where is the maximum eigenvalue of . This gives the condition . As shown in [30] , this condition on step-size parameter can be rewritten as (35) . This proves Lemma 2 which guarantees the convergence of M-step of steepest-ascent algorithm.
