In this paper we introduce efficient algorithm for the multiplication of sedenions. The direct multiplication of two sedenions requires 256 real multiplications and 240 real additions. We show how to compute a sedenions product with 120 real multiplications and 344 real additions.
Introduction
Continuous scientific, technical and technological progress are continuously creating new challenges for researchers. Those tasks are difficult to solve with old, traditional methods. More and more frequently, to achieve precise goals and better results in processing data, requires the application of complex, advanced techniques and mathematical formalisms. When solving the most complicated data processing tasks it may be necessary to move beyond the arithmetic of real numbers, and apply the arithmetic of complex or hypercomplex numbers. Hypercomplex number systems [9] are currently used in many areas, such as modeling processes in physics, construction of complicated solids and surfaces in geometry, signal and image processing, computer graphics, telecommunication, and mobile objects steering systems. Hypercomplex number systems proved useful due to their use in operations such as Discrete Fourier Transform, convolution, correlation and filtering of one-, two-and higher-dimensional signals [1-3, 5, 7, 11, 15, 18-21, 27] . "There are already many publications available on the use of hypercomplex numbers in image recognition including face recognition [17, 28] as well as audio signal recognition [14] . Wider and wider application of hypercomplex number systems can be found during the organization of data transmission channels on the base of MIMO technology (multiple input-multiple output) and also for the newest techniques of space time coding [4, 6] . Finally, the field of cryptography has seen the development of extensive research into the use of hypercomplex numbers. The use of hypercomplex systems provides, for instance, the realization of stronger cryptographic keys [13, 16] , and also for a wide range of digital watermarking techniques [10] . Of interest here, is that the higher the dimensionality of the hypercomplex number, the greater the security of the transmitted or stored data. The multiplication of hypercomplex numbers is the most time-consuming operations when performing calculations in hypercomplex algebra. It should be noted that floating-point multiplication is much more expensive than floating-point addition. Multiplication of two quaternions requires 16 real-valued multiplications, whereas multiplication of two octonions or two sedenions, requires 64 or 256 real multiplications, respectively. The number of real multiplications increases quadratically with the dimensionality of the hypercomplex number. It is therefore evident that finding algorithms, which reduce the number of real multiplications required for computing products of hypercomplex numbers is very important. Efficient algorithms for the multiplication of quaternions and octonions exist [12, [23] [24] [25] . No such algorithms for the multiplication of sedenions have been proposed. The aim of the present paper is to suggest the efficient algorithm for purpose.
Synthesis of algorithm
A sedenion is defined as follows:
where { }, = 0 1 15 are real numbers and { }, = 0 1 15 are imaginary units. Table 1 shows the multiplication table of imaginary units sedenions [8] . 
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The straightforward multiplication of two sedenions requires 256 real multiplications and 240 additions. We shall present an algorithm, which reduces the number of multiplications to 120 at the cost of 104 more additions. , as can be seen from equation (2), to calculate the corresponding vector-matrix products for these matrices and then to sum the respective partial products in order to obtain the final result.
Then we can write
The next step is to perform some artificial transformations, which, as we will see later, will reduce the computational complexity of the final algorithm. Multiply the first rows of matrices B ( 
whereĨ ( 
Substituting (7) into (5) and (6) we get:
In this case the vector-matrix productsB (0 0)
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8×1 (with Toeplitz-type matrix) can now be calculated using one of the well-known fast algorithms, and the products 2B was described in detail in our previous article [24] . By analogy, we can construct algorithms for the remaining three vector-matrix products from expressions (5) and (6) . It should, however be noted that the fast algorithms for computing partial productsĨ (1) 
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have the same fragments of computing. Therefore, using these algorithms directly, followed by summation of the results, is inefficient and results in unnecessary additions. If you try to take into account and to prevent a repetition of the same calculations, the additive complexity can be considerably reduced. In this case the resulting algorithm takes the following form:
where ] , 0 N -is order N zero matrix and "⊗", "⊕" -denotes tensor product and direct sum of two matrices respectively [22] . The data flow diagram for the computation of the product of two sedenions is shown in Figure 1 . In this paper, data flow diagrams are oriented from left to right. Straight lines in the figures denote the operations of data transfer. Points where lines converge denote algebraic summations. (The dash-dotted lines indicate the subtraction operation). We use the usual lines without arrows on purpose, so as not to clutter the picture. The rectangles denote the corresponding vector-matrix products, the meaning of which is clear from the context. Note, that the multiplication of the corresponding vectors by order 8 Hadamard matrix (see Figure 1 ) is implemented by a well-known Fast Hadamard transform algorithm (see e.g., [23] ) which, along with the other methods used in this article, allows to reduce the computational complexity. Diagonal elements { } of the matrix D 16 are calculated using the procedure (9). 
Conclusion
In this paper, we have presented an original algorithm allowing to multiply two sedenions with reduced multiplicative complexity. Our method reduces the number of scalar multiplications required to compute the product of two sedenions from 256 to 120. The number of additions is increased by 104, however the total number of arithmetic operations is reduced by 32. It should be noted that in many practical applications, one of the sedenions to be multiplied contains constants. In this case, the diagonal matrix elements can be precomputed. This would reduce the number of additions in the proposed algorithm to 248.
