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Introduction and thesis outline
The realization of a quantum computer, although having been considered for long time
almost as science fiction, looks now more concrete, thanks to the huge effort that has been
made by the scientific community working on quantum technologies in the last decades. In
fact, many proposals, for different physical architecture of quantum computing machines,
have been put forward [1–7] and some of them have also been realized, at least on a small
scale, i.e. for a limited number of qubits [8, 9]. Moreover, a quantum annealer, i.e. a
quantum device able to simulate (and thus solve) optimization problems [10, 11], has been
already commercialized, by the D-Wave company. These astonishing progresses make the
major issues about the realization of a quantum computer look like “engineering problems”,
whose solution is not far to be found.
The most considerable open problems concerning the realization of a quantum computer
are the sensitivity, the addressability, and the scalability: the sensitivity of quantum devices
(i.e. any device which exploits the quantum features of its constituents to realize some op-
eration) to external disturbances relates to the fact that systems designated to accomplish
quantum operations are typically delicate and must be carefully protected to let them to
properly work; the addressability of any single qubit of a qubit registers is fundamental since
any application requires the possibility of reaching and controlling qubits singularly; finally,
the scalability of the proposed architectures consists in how to scale to larger qubit regis-
ters, for making useful calculation conceivable, and also to evidence the power of quantum
computing with respect to classical one.
These problems may have opposite solutions, since a good scalability could, e.g., be
achieved embedding the qubits in solid state matrices, where, however, it may become very
complicated to control each of them separately, and to screen their interactions with the
environment, thus making very hard to assure qubit addressability and an adequate protec-
tion. Conversely, well separated qubits realized by “trapped-” atoms [6, 12] or ions [13, 14],
can be singularly addressed, and assuring a certain level of protection is less difficult;
however, due to the resources needed, large scalability is not easily achievable for these
iii
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realizations.
Another aspect related to the realization of generic quantum devices is connected to
the way we ultimately interface with them: due to our perceptions, we live in a “classical
world”, meaning that our way of communicating and understanding our surroundings is
intrinsically classical. Thus, any quantum device will have to interface, at least at some
stage, with our classical experience of the world: control and measuring apparatuses, having
to be set or read by a human operator, are the obvious examples of what we are referring
to. The effort, in this case, is keeping our classical disturbances as far as possible from the
action taking place at the heart of the quantum device.
Sometimes, however, this feature can be turned into an advantage, if one is able to find
the proper “interface” (i.e. something able to put in touch two unrelated systems) between
classical and quantum world. In fact, classical systems may posses robustness features
which can be, in the suitable conditions, exploited for the realization of novel quantum
devices where the sensitivity problem is much alleviated.
An example of the interface we have in mind is provided by the field of quantum optics
where the so called coherent states of light are employed to realize quantum applications [15,
16]. These states are often referred to as classical states, since their behaviour is well
described by the classical Maxwell Equations, but regardless their name, they are to all
respects quantum states describing a system of photons. They represent a convenient
interface because they allow for quantum application to be realized, being also readily
obtained using commonly available instruments such as lasers. We refer to such objects
with the adjective semi-classical that will describe, in our acceptation, systems whose nature
is intimately quantum, but whose features and behaviour is well framed within a classical
description.
Any scheme, application or device, where a semi-classical system interacts with some
pure quantum object (e.g. a qubit) for realizing a quantum operation, will be referred to
as hybrid.
Summarizing, we want to push forward the above idea studying the possibility of ex-
ploiting the robustness features of some non-linear classical systems in order to realize
quantum devices where the sensitivity problem is alleviated; thus, we will focus on spin
systems, since magnetic qubit realizations (as, e.g., N-V centres in diamond [17–21] and
quantum dots [22, 23]) are the most diffuse in solid state proposals, where the scalability
promises to make them the most suitable candidates for the realization of a large-scale
quantum computer.
In this thesis we propose a hybrid scheme for accomplishing the most basic actions
related with the realization of a magnetic-based quantum device, i.e. the control of a qubit
state and entanglement generation. In particular we will develop it, focusing on magnetic
iv
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one-dimensional systems, i.e. spin chains, as channels connecting one or more qubits to
some external control apparatus.
This choice follows from the observation that classical spin chains are non-linear systems
which enumerate solitons among the dynamical configurations which are solution of their
equation of motion [24–29].
In fact, solitons are those particular solutions of the equations of motion of non-linear
systems which are celebrated for their impressive properties of robustness against scattering
and external disturbances, space-time localization and shape-invariant evolution. These
properties make them suitable candidates for practical purposes.
Although solitons characterize only non-linear classical systems, there are both theoret-
ical and experimental evidences that they continue characterizing also real one-dimensional
magnetic systems [30–34]; moreover, the comparison between theoretical results and ex-
periments shows that a semi-classical (or just classical, plus a renormalization of the spin
magnitude) treatment accounts correctly for the behaviour of these materials even for spin
systems with S = 1 [35–39].
We hereafter consider systems made by one-dimensional discrete lattices hosting, at
each lattice site, one classical spin vector field (classical spin chain) or a large-S spin, i.e.
a quantum spin characterized by a S-value large enough for the spin to be well described
by a semi-classical behaviour (large-S spin chain).
In view of these consideration a classical, or large-S, spin chain (with its solitons) can
play the role, in our scheme, of the robust partner while the role of the fragile quantum
system is played by the qubit, which is the agent of the relevant quantum operations in our
hybrid quantum device.
In order to pursue our goal, we first introduce a method for generating solitons on
discrete, classical Heisenberg chains by applying a time-dependent magnetic field to one of
the chain extremities. The method has been numerically checked, revealing the effective
possibility of obtaining soliton-like dynamical configurations running along the spin chain,
which resemble the known analytical soliton solutions of the continuous chain, if their typical
width is large with respect to the chain lattice spacing. The robustness of the generated
solitons has been also tested with respect to thermal noise present in the system [40, 41].
We then propose a set-up where the generated soliton acts as a magnetic signal that
travels along the chain and eventually reaches a qubit and changes its quantum state. Since
any unitary action on a single qubit can be represented in terms of a Zeeman interaction
lasting for a precise time interval, qubit state control [22] is usually assumed to be obtained
by applying suitable sequences of external magnetic fields. Indeed, for this particular appli-
cation, the spin chain need not to be quantum and the suitable magnetic field is provided
by the moving deformation of the uniform chain configuration which is represented by the
v
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magnetic soliton travelling along the chain. Numerical results confirm that solitons are
indeed suitable for this task, giving the possibility to remotely control the qubit state by
an appropriate choice of soliton shape and qubit-chain coupling [40–43].
We finally address the problem of entanglement generation between distant qubits by
introducing a model where two qubits, distant and non-interacting, are each coupled with
one spin-S belonging to a large-S Heisenberg chain, whose dynamics is assumed to be
characterized by the presence of solitons. The aim of this study is to verify if, by properly
choosing the state of the spin chain, the evolution of such a robust semi-classical system can
bring the two qubits from a separable initial state to a non-separable state after a certain
amount of time, i.e., if a semi-classical channel can generate entanglement between the two
qubits.
At variance with the previous application, the spin chain must here be considered, and
consequently treated, as a quantum system in order to allow for entanglement generation
and transfer. Since accounting for the exact evolution of a large-S spin chain is out of
reach, even numerically, a suitable approximation is needed to solve its dynamics: this
leads us to introduce a particular set of chain states built as product of single-spin coherent
states, which are in one-to-one correspondence with the configurations of the classical spin
chain, and are thus referred to as the semi-classical states of the chain. Being able to
solve the evolution of the coherent state products, allow us to complete the hybrid scheme
for entanglement generation: in fact, it is shown that, choosing the chain initial state as
a semi-classical state corresponding to a soliton configuration, the correlations, generated
between one qubit and the corresponding spin-S, are efficiently transferred along the chain
up to the other qubit, finally leaving the two qubits in an entangled state [44].
The thesis is structured as follows:
Chapter 1, is devoted to introduce basic concepts about Quantum Mechanics for the
building of the subsequent chapters; in particular, spin coherent states, as well as the
generalized coherent states, are introduced and their fundamental properties outlined, being
of central importance in the development of our hybrid scheme.
Chapter 2, aims to discuss the general robustness features of non-linear classical sys-
tems and in particular of the solutions of their equations of motion, known as solitons.
Some example of solitons are presented along with their exemplifying features. The last
section is devoted to introduce the classical Heisenberg spin chain and its specific soliton
solution which will be largely used in the subsequent chapters.
In Chapter 3, we model our proposal for achieving soliton generation in a discrete,
classical Heisenberg spin chain by the application of a specific time-dependent magnetic
field. The numerical methods used for solving the chain dynamics are also presented in
detail. Finally, results about soliton generation are presented and discussed for the different
vi
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cases considered: an “ideal” situation, in order to verify the effective functioning of the
injecting scheme; a “noisy” situation, for testing the strength both of the injection scheme
and of the generated dynamical shapes; a more realistic situation where a finite penetration
of the injecting field along the chain is considered.
Chapter 4 is devoted to show how classical Heisenberg solitons can be used to address
and manipulate the state of a single qubit. A specific scheme is proposed where the spin
chain represents a sort of transmission line and a soliton running on it a specific magnetic
signal. The moving deformation of the uniform chain configuration, caused by the soliton
travelling along the chain, provides an effective magnetic field for an external magnetic
qubit interacting with a finite portion of the spin chain. Different kinds of qubit-chain
interactions are considered. The results about qubit state dynamics, together with a thor-
ough characterization of the qubit final state as a function of the relevant parameters, are
then presented with respect to the different interactions considered.
In Chapter 5 a scheme for obtaining entanglement between distant and non-interacting
qubits using a large-S Heisenberg chain as a semi-classical channel is introduced: the spin
chain is exactly represented through the basis provided by the tensor product of single-
spin coherent states, whose evolution is obtained by an approximation which is shown to
represent a large-S limit of the exact dynamics. The dynamics of a system made by the
spin chain and two qubits, each interacting with a different spin-S of the chain, is studied,
starting from a factorized state of the whole system, where the chain initial state is chosen
as the semi-classical state corresponding to a solitonic classical configuration. Analytical
and numerical results confirming the possibility of generating entanglement between the
two qubits are finally reported; in the final section, a discussion of the approximations
considered is also given.
The Concluding remarks and future perspectives chapter contains the “high-
lights” of the results presented in the previous chapters, along with a discussion about their
possible applications and future developments.
Finally, in the Appendices, the explicit calculations, for the fundamental formula of
the numerical algorithm used to integrate the equations of motion of the classical chain,
and for the construction of the generalized coherent states for the spin chain in the S →∞
limit, are, respectively, shown.
vii
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Chapter 1
Basic concepts in a quantum world
This chapter provides the essential tools employed in this thesis. The level of the discussion
on each topic will be calibrated accordingly to the functional use in the thesis. We will start
with a brief review of the basic concepts of quantum mechanics, focussing on those which
will be more relevant, from the fundamental ways of representing isolated and composite
systems, and quantifying their quantum correlations, to a survey about how to describe
the evolution of quantum systems. Finally, we will make a step forward to our “classical
reality” discussing the concept of classical limit. At this stage we will also introduce the
quantum states whose dynamical behaviour is closest to that of classical systems and will
allow us to establish a connection between the quantum evolution and the Equations of
Motion (EoM) of the classical counterpart of the system under consideration.
1.1 Founding blocks of quantum mechanics
The route to build some quantum machine is studded by “quantum stuff”, i.e. words
preceded by the prefix quantum, such as, e.g., quantum register, quantum protocol, quantum
gate, quantum channel, etc. Each of them relies its meaning and working on some basic
elements which we refer to as “founding blocks” of quantum mechanics. Those blocks are
used in this thesis and are the central topics of this section.
1.1.1 The qubit
The simplest non trivial quantum system is described by a two-dimensional Hilbert space:
such system is called qubit. The name qubit is given in relation to the field of quantum
information theory where it represents the analogue of the fundamental element of classical
information, i.e. the bit. The bit is a Boolean variable assuming two values {0, 1}: it can be
realized, e.g., by a macroscopic object whose states are defined by one or more continuous
parameters; within the range of variability of those parameters, two well distinct region are
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Figure 1.1: Qubit state (|ψ〉) on the Bloch’s sphere.
chosen in order to represent the two possible states. Analogously, its quantum counterpart,
the qubit, is described by a vector space of dimension two, meaning that its basis is formed
by two orthogonal, normalized, vectors {|0〉 , |1〉}, embodying the analogue of the classical
boolean values, and often called computational basis. Thus, a qubit can be realized by
any physical system described by two-dimensional Hilbert space as for example an atomic
two-level system or, even more naturally, by a spin-1/2 object. If a system is isolated, i.e.
its not interacting with anything else, or closed, i.e. it is the only system to be considered
even if interactions with external effective fields are also present, its state is described by a
ket in its Hilbert space and it is said to be a pure state. The pure qubit state is represented
by the linear superposition
|ψ〉 = α |0〉 + β |1〉 (1.1)
where α, β ∈ C are such that |α|2 + |β|2 = 1. The above equation can be rewritten as
|ψ〉 = cos ϑ
2
|0〉 + eiϕ sin ϑ
2
|1〉 , (1.2)
where ϑ ∈ [0, pi] and ϕ ∈ [0, 2pi] parametrize the surface of the unit sphere in three-
dimensional space, often referred to as the Bloch’s sphere. Any qubit state can thus
be represented by a point on the Bloch’s sphere, as in figure 1.1, and the unit vector
(sinϑ cosϕ, sinϑ sinϕ, cosϑ) identifies the Bloch’s vector of the state. This geometrical rep-
resentation is useful since it allows us to easily visualize all the operations on a single-qubit
state. An operation on a qubit state is defined as the effect of a unitary operator on the
2
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qubit state itself. The general unitary operation can be written as
Rl(θ) = e
− iθlˆ·~σ
2 = I cos
θ
2
− i
(
lˆ · ~σ
)
sin
θ
2
, (1.3)
i.e. an SU(2) rotation where lˆ is the direction of the rotation axis and σ = (σx, σy, σz) is
the vector of the Pauli matrices
σx =
(
0 1
1 0
)
; σy =
(
0 −i
i 0
)
; σz =
(
1 0
0 −1
)
, (1.4)
satisfying the su(2) algebra commutation relations
σµσν = δµν1 + i
∑
ξ
εµνξσξ , (1.5)
where δµν is the Kronecker delta and εµνξ is the three-dimensional Levi-Civita symbol.
The components of the Bloch’s vector are given by 〈σ〉 ≡ 〈ψ|σ|ψ〉. With the notation
〈O〉 ≡ 〈ψ| O |ψ〉, we define the the expectation value of an observable Oˆ on the pure state
|ψ〉. Equation (1.3) entails that any single-qubit operation can be represented as a rotation
on the Bloch’s sphere.
1.1.2 Composite Systems: the reduced density matrix
Given two systems A and B described, respectively, by the Hilbert spaces HA and HB ,
the pure state |ψ〉 of the composite system constituted by both A and B belongs to the
Hilbert space HA ⊗ HB , i.e. the tensor product of the two Hilbert spaces. Then, if
A = {|α〉} and B = { |β〉} are bases, respectively, for HA and HB , then the set of states
{|α〉 ⊗ |β〉 | |α〉 (|β〉) ∈ A (B) } forms a basis of HA ⊗HB . The linear superposition
|ψ〉 =
∑
α,β
xαβ |α〉 ⊗ |β〉 (1.6)
is the general state describing the system (A,B) with |α〉 |β〉 ≡ |α〉 ⊗ |β〉 and xαβ ∈ C.
As it can be seen from the above equation, not all the states can be written in the form
|ψ〉 = |ψA〉⊗|ψB〉. When such a situation occurs (i.e. when |ψ〉 6= |ψA〉⊗|ψB〉) we say that
the state |ψ〉 is non-separable, this meaning that the states of the two subsystems A and
B are not vectors belonging to HA(HB ). Anyway it is still possible to give a description
of any subsystem in terms of the so called reduced density matrix, which is obtained by a
partial trace operation on the projector defined by the (pure) state |ψ〉 ∈HA⊗B ,
ρA(B) = TrB(A) |ψ〉 〈ψ| . (1.7)
3
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The density matrix operator is a hermitean, trace 1 (guaranteed by the normalization of the
original state |ψ〉) and semi-definite positive operator reproducing the expectation values
of the local observables 1: take OA, an observable in the space HA then it is easy to see
that
〈OA〉 ≡ TrA (ρAOA) = 〈ψ| OA ⊗ 1B |ψ〉 , (1.8)
where OA ⊗ 1B is the natural extension of OA on the whole system space. Of course the
density matrix picture is also valid when the original state is separable, in fact, in this case
the reduced density operator of one of the subsystems is just the projector on the direction
defined by the well definite subsystem states, i.e. if
|ψ〉 = |ψA〉 ⊗ |ψB〉 , (1.9)
then from the definition (1.7)
ρA(B) = |ψA(B)〉 〈ψA(B)| . (1.10)
Starting with a reduced density operator, there is a simple quantity that allows us to
distinguish if it is a projector as above (the original state is separable), or if it is not (non-
separable state); this quantity is the trace of the square of the density matrix, Tr(ρ2) ≤ 1,
which is equal to one if and only if ρ is a projector. We have, in fact, that if ρ is equal to a
projector P then, being P2 = P, we have Tr ρ2 = Tr ρ = 1; otherwise let us start from the
condition Tr ρ2 = 1: this implies that, being ρ hermitean,
∑
i
λ2i = 1 =
∑
i
λi , (1.11)
where the λi are the eigenvalues of the density matrix and in the last step we exploited the
fact that Tr ρ = 1 by definition. Since 0 ≤ λi ≤ 1∀i the conditions (1.11) can be satisfied
only if one λi = 1 for one single i while all the others are equal to zero, i.e. ρ is a projector.
If the subsystem we are interested in is a qubit we can still represent its state in terms
of the Bloch vector introduced in the previous section: exploiting the fact that the Pauli
matrices plus the identity on the two dimensional space form a basis of the 2 × 2 matrix
space on the field C, we can write ρ as
ρ =
1
2
(12 + n · σ) , (1.12)
1The space of density operators is the space of all semi-posistive, hermitean, trace-one operators acting
on H , with the Hilbert-Schmidt inner product:
(ρ, ρ′)HS ≡ Tr(ρ†ρ′)
with ρ† indicating the conjugate transpose of ρ.
4
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where n is the Bloch vector, and σ is the Pauli-matrix vector. In the previous section
we also defined the Bloch’s vector as a unit vector, and this leads us to define the Bloch’s
sphere as the locus of all pure qubit states. In the general case, from equations (1.11) and
(1.7), we find the following condition
Tr(ρ2) =
1
2
(
1 + |n|2) ≤ 1 =⇒ |n|2 ≤ 1 , (1.13)
where the equality is found only if the state described by ρ is a projector in the qubit Hilbert
space. The above condition implies that, in general, qubit states are included within the
Bloch’s ball rather than staying only on its surface.
In the next section we will focus on non-separable states. Non-separability testifies
the presence of quantum correlations between the two subsystems. These correlations are
generically called entanglement and the study of their classification and of their properties
is of crucial importance in the different fields of quantum physics.
1.2 Entanglement
The term “entanglement” indicates the presence of non-local correlations between the out-
comes of measurements realized on different subsystems and, as we already noted, it is
related to the non separability of the whole system state, which makes entanglement a
property of the quantum state with no counterpart in classical physics 2. Entanglement is
not an observable, i.e. its value is not related to the expectation value of some hermitean
operator. Nevertheless it can be quantified and also indirectly measured [46–50]. Besides
being interesting for deepening our knowledge of quantum physics, quantum correlations
are those features that make, at least in principle, quantum computing more efficient than
classical computation. For this reason, the research activity on these topics has been and
still is very intense, resulting in a rich specific literature. Different proposals for new def-
initions to better quantify or classify quantum correlations continue to appear. Since a
thorough review of such a vast research field is beyond the scope of this section, we here
limit our discussion to the entanglement definitions 3 used in the followings.
Entanglement of Formation
The most celebrated measure of entanglement is the entanglement of formation or, some-
times, simply entanglement. The name “Entanglement of formation” comes from its original
2It has been shown that some dynamical classical phases (Berry phases) can emerge in the classical limit
process as remnant of the entanglement present in the original state of the quantum system [45].
3We are here referring to measures of bipartite entanglement, i.e. quantities that quantifies how much
two subsystem of a given (bi-)partition are correlated. We clarify here that any entanglement measure has
sense only in relation to a specific system partition (different partitions give different values of entanglement
on the same state).
5
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operative definition where it was related to the quantification of the information (in terms
of entangled qubit-pairs) that must be exchanged between two parties in order to construct
a copy of a state [51].
If we consider the whole system to be in a pure state, the entanglement of formation is
also called,entropy of entanglement, since its formal definition depends on another quantity,
which is also very renowned in quantum information theory, the so called Von Neumann
Entropy. Von Neumann Entropy, S, is defined as
S(ρ) = −Tr ρ log ρ , (1.14)
where the logarithm is intended to be in base 2 (henceforth log will be assumed always
base 2, except when differently specified 4), and we have assumed 0 logd 0 ≡ 0, as it is
usually done, e.g. for the Shannon Entropy. The Von Neumann entropy, though being
well defined for any density operator, directly quantifies the entanglement only of the pure
states of bipartite systems 5. In fact, taking a pure state |ψ〉 and a partition AB of the
system, the entanglement between the two subsystems, A and B, is given by the entropy
of entanglement which is, by definition, equal to the Von Neumann entropy as reported
below:
EAB (|ψ〉) ≡ S(ρA) = −Tr ρA log ρA , (1.15)
where ρA is the reduced density matrix
6 for the subsystem A as described in equation
(1.7) and the trace is intended over the degrees of freedom of the subsystem A. The basic
properties of S(ρ) are:
i)- The entropy is non-negative and it is equal to zero if and only if the state is pure (i.e.
a projector)
ii)- In a d-dimensional Hilbert space the entropy is at most log d. The maximum value is
found if and only if the system is in a completely mixed state, i.e. ρ = 1/d
iii)- If a composite system is in a pure state, then S(ρA) = S(ρB ).
Property i) follows from the definition and, together with the cyclic invariance of the trace
operation, assures that S is invariant under local unitary transformations and that S = 0
for separable states. The second property sets a limit on the value of the entanglement
4The choice of the logarithm base is customary since, any different choice only differs for a multiplying
constant. This choice sets equal to one the maximum value for the Von Neumann entropy of a qubit, in
analogy with the classical binary entropy. For a d-dimensional system the maximum value is log2 d (see
equation (1.18)), testifying the fact that more degrees of freedom correspond to more possibilities for setting
correlations.
5The generalization for mixed state is discussed later in this section.
6The choice of evaluating the entropy on ρA instead of ρB is irrelevant since, as we will show in the
following, S(ρA) = S(ρB ) if one starts from a pure state of the whole system.
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evaluated on the state of d-dimensional Hilbert space; its proof needs the introduction of
the following quantity, the quantum relative entropy. Given two density matrices ρ and σ
the relative entropy of ρ with respect σ is defined by
S(ρ‖σ) ≡ Tr(ρ log ρ)− Tr(ρ log σ) . (1.16)
The relative entropy is subject to the so called Klein’s inequality,
S(ρ‖σ) ≥ 0 , (1.17)
i.e. it is non-negative and is equal to zero if and only if ρ = σ. The proof of the Klein’s
inequality can be found, e.g., in [52]. The proof of property ii) is a straightforward conse-
quence of Klein’s inequality: in fact, evaluating the relative entropy of any density matrix
ρ with 1/d we find
S(ρ‖1/d) = −S(ρ) + log d ≥ 0 =⇒ S(ρ) ≤ log d (1.18)
Finally the third property follows from the Schmidt decomposition theorem which states:
If |ψ〉 is a vector in a tensor product space HA ⊗HB , then there exists an orthonormal
basis {|ϕAl 〉} for HA and an orthonormal basis {|ϕBm〉} for HB , and non negative real
numbers {pi} such that
|ψ〉 =
∑
i
√
pi |ϕAi 〉 ⊗ |ϕBi 〉 . (1.19)
The coefficients
√
pi are called Schmidt coefficients, and their number is, of course,
smaller than or equal to the smallest between the dimensions ofHA andHB . It is important
to stress that the two Schmidt bases and the relative coefficients are not general but depend
on the specific state |ψ〉 considered. Thanks to this theorem, we can rewrite the projector
of any pure state as
|ψ〉〈ψ| =
(∑
i
√
pi |ϕAi 〉 ⊗ |ϕBi 〉
)(∑
i
√
pj 〈ϕAj | ⊗ 〈ϕBj |
)
; (1.20)
this particular form makes very easy to compute the partial trace over each subsystem, in
fact
ρA = TrB |ψ〉〈ψ| =
∑
i,j
√
pipj |ϕAi 〉〈ϕAj | 〈ϕBj |ϕBi 〉
=
∑
i
pi |ϕAi 〉〈ϕAi | .
(1.21)
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For the other subsystem we analogously obtain
ρB = TrA |ψ〉〈ψ| =
∑
i
pi |ϕBi 〉〈ϕBi | . (1.22)
The last two expressions tell us that both ρA and ρB have the same eigenvalues, meaning
that S(ρA) = S(ρB ), since the Von Neumann entropy is completely determined by the den-
sity matrix spectrum. Due to the connection between S and E we can extend the property
we have just demonstrated also to the entropy of entanglement of pure states: EAB (|ψ〉)
is invariant under local unitary transformations; EAB (|ψ〉) = 0 iff ρA(B) is a projector (i.e.
ψ = |ψA〉 ⊗ |ψB 〉); 0 ≤ EAB ≤ log d and EAB = log d iff ρA(B) = 1/d is the completely
mixed state. We want to note also that, as a consequence of the Schmidt decomposition,
S(ρA) = S(ρB ) ≤ logm, where m = min({dimHA , dimHB}).
If the state we want to describe is not a pure state |ψ〉 but rather a density operator
ρ the Von Neumann entropy is no more adequate for correctly quantifying entanglement.
Suppose the system is in a mixed state ρ; we can represent it as follows
ρ =
∑
i
pi |ψi〉〈ψi| with pi ∈ R,
∑
i
pi = 1 , (1.23)
for some set {pi, |ψi〉}, which is said to realize the state ρ. We note that the set of coefficients
and states realizing ρ is not unique, but, conversely, infinite in number, since the states |ψi〉
are not required to be orthogonal 7, nor in a number equal to dimH . Thus, in this case,
the former entanglement definition must be generalized to the following one [51]
EAB (ρ) = min{pi,|ψi〉}
∑
i
piEAB (|ψi〉) , (1.24)
where the minimization process is over all the sets {pi, |ψi〉} realizing ρ, and EAB (|ψi〉) is
the entanglement entropy of the pure state |ψi〉 according to definition (1.15).
The objective difficulty in evaluating the minimization over the infinite number of sets
realizing each mixed state, makes the definition (1.24) quite difficult for the practical use.
However there is a specific case in which the minimization can be carried out and an
explicit expression can be given as function of ρ: this particular case is met when the system
is made up of two qubits. In this case the entanglement of formation of a generic two-qubit
state ρ reads as follows [53, 54]
E(ρ) = F(C(ρ)) , (1.25)
7Requiring the orthogonality the set {pi, |ψi〉} is the unique spectral decomposition of ρ.
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where
F(C) = h
(
1 +
√
1− C2
2
)
, (1.26)
with h = −x log2 x−(1−x) log2(1−x) the binary entropy, and C is the so called Concurrence,
a function that varies between 0 and 1, defined as follows.
Concurrence
The concurrence of a generic two-qubit state ρˆ, is defined as
C(ρˆ) ≡ max (0, λ1 − λ2 − λ3 − λ4) , (1.27)
where {λ1, λ2, λ3, λ4} are the eigenvalues (in decreasing order) of the hermitian matrix
R =
√√
ρˆ ρ˜
√
ρˆ (1.28)
with
ρ˜ = (σy ⊗ σy) ρˆ∗ (σy ⊗ σy) , (1.29)
where σy is the corresponding Pauli matrix. Since the function F(C) is a monotonic func-
tion of its argument ranging from 0 to 1, the Concurrence C, accounts properly for the
entanglement of a generic (pure or generally mixed) two-qubit state.
1.3 Evolution of quantum systems
Any closed quantum system, which is described by a pure state |ψ〉 in its Hilbert space H ,
evolves according to the Schro¨dinger equation
i~
d
dt
|ψ〉 = H(t) |ψ〉 , (1.30)
whereH is the system Hamiltonian which can be, in general, time-dependent. The Schro¨dinger
equation is a linear equation preserving the norm, 〈ψ|ψ〉, of vectors in H : this implies that
its solutions can be expressed through a unitary operator U . Thus the evolution of a state
|ψ〉 in the time interval [t0, t] is given by the following expression
|ψ(t)〉 = U(t, t0) |ψ0〉 = T
{
exp
[
− i
~
∫ t
t0
dt′H(t′)
]}
|ψ0〉 , (1.31)
where, |ψ0〉 = |ψ(t = t0)〉, is the initial state at t = t0 and T represents the time-ordering
operator. If the Hamiltonian does not depend on time, the evolution operator assumes the
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simple form
U(t, t0) = e−iH~ (t−t0) . (1.32)
The evolution operators satisfy the following relations
U(t0, t0) = 1 ; U(t, t0) = U(t, t1)U(t1, t0) ; U−1(t0, t) = U(t, t0) = U†(t0, t) . (1.33)
In the case of the time-independent Hamiltonian the dependence on t and t0 reduces to a
dependence on their difference s = t − t0 and the set of the evolution operators U(s) is a
one-parameter group.
If we consider now a density operator ρ, at t = t0, equation (1.31) gives us the recipe
for its evolution which will be simply given by
ρ(t, t0) = U(t, t0) ρU†(t, t0) . (1.34)
Of course this is still the case of a density operator representing a closed system.
Suppose now the system is divided into two subsystems A and B and that we are
interested in the evolution of only one of them, say A. If we start with the density operator
of the whole system as an initial state, equation (1.34) can still be used in order get the
evolution of the overall system, eventually obtaining the evolved reduced operator ρA(t, t0)
through a partial trace on subsystem B. But what can we say about the map, between
density operators spaces,
M(t,t0) : ρA(t0) −→ ρA(t, t0) (1.35)
connecting the initial (ρA) reduced density operator to the evolved one (ρA(t, t0))? A map
M like that described in the former equation is called a dynamical map; the problem with
such kind of map is that it in general depends not only on the global evolution operator
U(t, t0) and on the properties of the subsystem B, but also on the initial state of the
subsystem A itself. In fact, it can be demonstrated that any time-evolution of a reduced
state ρA ≡ ρA(t0) can be written as
ρA(t, t0) ≡M(t,t0)(ρA) =
∑
a
Ka(t, t0; ρA) ρA K
†
a(t, t0; ρA) , (1.36)
where the Ka(t, t0; ρA) are operators
8 which depends on the state ρA at time t0. This
last expression shows that it is difficult to state something general about the evolution of
reduced density operators, in fact, given that some ρA evolve from a time t0 to a successive
time t according to a dynamical map M, any further evolution can be no more described
by the same M, unless ρA(t, t0) = ρA , because of the explicit dependence on the initial
8We note here that this decomposition is not even unique as it is shown in [55, 56].
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state.
Although we will not make explicit use of the dynamical map formalism, it is worth
spending few more words for introducing two fundamental concepts in the description of the
evolution of quantum systems, the Universal Dynamical Map, and the Kraus decomposition.
In fact, a particularly interesting case is obtained when considering a factorized initial state
ρ = ρA⊗ρB . Under this assumption it is easily found that the decomposition (1.36) becomes
ρA(t, t0) ≡M(t,t0)(ρA) =
∑
a
Ka(t, t0) ρA K
†
a(t, t0) , (1.37)
i.e., the dependence on the initial state disappear. We have in fact
ρA(t, t0) = TrB
{
U(t, t0) ρA ⊗ ρB U†(t, t0)
}
=
∑
i
λi TrB
{
U(t, t0) ρA ⊗ |ψi〉〈ψi| U†(t, t0)
}
=
∑
i,j
λi 〈ψj | U(t, t0) |ψi〉 ρA 〈ψi| U†(t, t0) |ψj〉
=
∑
a
Ka(t, t0) ρA K
†
a(t, t0) ,
(1.38)
where in the second line we used the spectral decomposition of ρB and we finally defined
the multi-index a ≡ (i, j) and Kij(t, t0) ≡
√
λi 〈ψj | U(t, t0) |ψi〉. In this case the map Mt,t0
such that Mt,t0(ρA) = ρA(t, t0) is called Universal Dynamical Map (UDM). The operators
Ka(t, t0) do also fulfil the following relation∑
a
K†a(t, t0)Ka(t, t0) = 1 , (1.39)
since the evolution of the whole system is unitary and thus TrA ρA = TrA ρA(t, t0) for
whatever initial state. The main features of UDM are the following
i) A Dynamical map is a UDM iff it is induced by a larger system with initial condition
ρA ⊗ ρB with ρB fixed for any ρA .
ii) UDM are linear, completely-positive and trace-preserving maps.
iii) If a UDM is invertible, its inverse is a UDM; this happens iff the UDM is unitary.
Complete-positiveness comes from the observation that, if there is another subsystem C,
which is not interacting with A and B, i.e. the global evolution reads UAB ⊗ UC with
UC unitary, then, for whatever initial state in the form ρAC ⊗ ρB where ρAC is any state
(factorized or not) of AC, the evolution of the subsystem AC can be written
ρAC(t, t0) = (Mt,t0 ⊗ UC(t, t0))ρAC(t0) (1.40)
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with Mt,t0 the same UDM as if the subsystem C were not present. We have then that, for
any unitary U(t, t0) in any dimension, the map,
Mt,t0 ⊗ U(t, t0) = [Mt,t0 ⊗ 1] [1⊗ U(t, t0)] , (1.41)
is also a UDM. A linear map fulfilling the above condition is said to be completely pos-
itive [57]. The operators Ka(t, t0) are called Kraus operators, while expression (1.37) is
called Kraus decomposition after the name of Karl Kraus who proved that any completely-
positive linear map can be written as in (1.37). As for the other properties listed in ii) the
linearity is evident from the definition (1.37), and the trace-preserving property arises from
the unitarity of the overall evolution.
Finally we want to point out that UDM do not share the composition relations (1.33) of
the unitary evolutions. Let us consider, for example, the evolution of the density operator
ρA from time t0 to some time t and say that it is described by some UDM,M(t0,t). Consider
then the evolution from t0 to some t1 such that t0 < t1 < t: this will be obtained through a
UDM,M(t0,t1), since the global evolution and the global initial state are the same as before.
Now if we consider the evolution from t1 to t, starting from the state ρA(t1, t0) =M(t0,t1)ρA ,
this is no more given by a UDM, unless the global evolution is trivially factorized 9. Thus
the evolution of the subsystem A from t0 to t cannot be written as the composition of two
UDM, even though it is described by a UDM itself, i.e.
M(t0,t) =M(t0,t1)M′(t1,t) , (1.42)
where M′(t1,t) cannot be a UDM even if both M(t0,t) and M(t0,t1) are so.
As a last remark, we note that any quantum operation, i.e. any unitary action on a
qubit-register, can be thought of as the evolution of a system for a specific time-interval.
1.4 A ticket to Classical-Land
Hybrid schemes are situations where a system is made by a (semi-)classical robust partner
interacting with purely quantum objects. Such a situation is peculiar since two different
levels of quanticity are present within the same system. Usual semi-classical techniques, such
as perturbative methods, involve the system as whole flattening the quanticity difference
which is fundamental and must be preserved in hybrid schemes.
A new approach have to be introduced and this section is devoted to show how the
usual classical-limit reveal us which are the best tools to deal with hybrid schemes. Aim
of the present thesis is to exploit some classical features of non-linear systems in order to
9 The global state ρ(t1, t0) = U(t1, t0)ρ(t0) is in general different from ρA(t1, t0) ⊗ ρB(t1, t0) unless
U(t1, t0) = UA(t1, t0)⊗ UB(t1, t0), i.e. the subsystems A and B are not interacting.
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achieve quantum operations such as entanglement generation. This goal requires to put
into contact two worlds that appear completely separated: the classical world with its
phase space, variables and the related equations of motion, and the quantum world with its
Hilbert spaces, state vectors and operators. The typical approach for relating the quantum
picture to the classical picture of the same system, is to cross from the completely quantum
side toward the completely classical one thanks to the so called classical limit. In a hybrid
scheme, considering the robust partner as classical, can be good for applications which do
not require to preserve any of its specifically quantum features: this is the case, for example,
of the application we will describe in chapter 4, where the manipulation of a qubit state only
requires some magnetic field which can be effectively produced through the dynamics of a
classical system [42, 43]. The situation is different when some of the quantum characteristics
must be kept, e.g. when trying to establish quantum correlations between different parts of
the system: in these cases considering the robust partner as classical doesn’t work, since this
would erase the quantum structures which are fundamental for accomplishing the required
tasks. We thus have to move somehow “in between” the classical and the quantum pictures.
Nevertheless it is worth discussing the classical limit because the knowledge of how a system
on quantum edge “crosses the river” toward the classical one may let us collect precious
hints on how to treat the situations in which we are interested in.
The expression “classical limit” stands for the mathematical limit process, applied on
quantum theories, which is obtained assuming that the number of particles (degrees of
freedom) goes to infinity N → ∞ or, formally, the fundamental quantum constant, ~,
goes to zero. This limit demands that the uncertainty-bounds on physical observables
vanish on physical states, i.e. that 〈AB〉 = 〈A〉 〈B〉 + O(~), so that quantum fluctuations
become irrelevant in the classical limit. It turns out that there is a particularly convenient
framework to treat this problem in general, which is provided by a class of states named
Coherent states. Within this framework, Lieb showed [58], for example, that in the classical
limit 10 S →∞ the free energy of a quantum spin system becomes equivalent to the classical
one. The same conclusion has been successively extended also to all systems with a compact
dynamical group 11 and to a non-compact group with a square-integrable Hilbert space [59–
61].
In consideration of the cited results, it appears now that coherent states may provide
a suitable tool for the kind of applications we are trying to develop. We here give an
introduction to these particular states trying to highlight the major features that will be
the most useful in the successive chapters.
10For spin system the classical limit is obtained sending the spin modulus S to infinity S → ∞ while
the constant ~→ 0 keeping the product, ~S, finite. This kind of classical limit can be related to the usual
N →∞ by noting that large S can be obtained by selecting the highest S-value sector of the total angular
momentum in a system of N spin with S = 1/2.
11The precise definition of dynamical group will be given in section 1.4.3.
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1.4.1 Field Coherent States
The most celebrated coherent states are the Field Coherent States (FCS) often called
Glauber’s coherent states after the name of Glauber [62, 63] that, almost at the same
time with Sudarshan [64] and Klauder [65, 66] , first built these states in the modern fash-
ion 12 and first used the term coherent states [62, 63] The FCS, |α〉, indicated by the label
α ∈ C, are defined by the application of a displacement operator to the vacuum state of the
harmonic oscillator |0〉 as follows
|α〉 ≡ e−|α|2/2eαa† |0〉 , (1.43)
where a and a† are the usual creation and annihilation operators of the harmonic oscillator,
obeying the commutation relation [a, a†] = 1.
The general Baker-Campbell-Hausdorff formula for decoupling exponential operators
reads
eAˆeBˆ = exp
(
Aˆ+ Bˆ +
1
2
[Aˆ, Bˆ] +
1
12
([Aˆ, [Aˆ, Bˆ]]− [Bˆ, [Aˆ, Bˆ]]) + . . .
)
, (1.44)
where Aˆ and Bˆ are two non-commuting operators and the dots stand for an infinite series
of increasing order nested commutators. When A and B are a and a†, respectively, the
above relation reads
e(α
?a+αa†) = e−|α|
2/2eα
?aeαa
†
, (1.45)
and it is easy to prove that the FCS |α〉, as defined in 1.43, is the normalized eigenstate of
the annihilation operator a with eigenvalue α, i.e. a |α〉 = α |α〉. Although normalized, the
FCS are non-orthogonal and thus form an overcomplete set of states. In fact, the overlap
between two FCS is
〈α|α′〉 = e− 12 (|α|2+|α′|2−2α?α′) ; (1.46)
while the resolution of unity reads ∫
d2α
pi
|α〉〈α| = 1 . (1.47)
Moreover defining the “uncertainty” of an observable Oˆ on a certain state |ψ〉 as
∆Oˆ =
√
〈Oˆ2〉 − 〈Oˆ〉2 , (1.48)
12Well before the modern definition of Glauber, the FCS were introduced in a seminal paper by
Schro¨dinger [67], looking for wave-function whose mean behaviour resemble that of the classical harmonic
oscillator.
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we find that FCS satisfy the minimum uncertainty relation
∆Xˆ∆Pˆ =
~
2
, (1.49)
for whatever value of the parameter α ∈ C, where Xˆ and Pˆ are the position and momentum
operators
Xˆ =
√
~
2mω
(a+ a†) , Pˆ =
1
i
√
m~ω
2
(a− a†) , (1.50)
with ω is the angular frequency of the oscillator and m its mass.
An important property of the FCS is related to their evolution. Consider, for example,
the unperturbed oscillator Hamiltonian ~ω(Nˆ + 1/2) with Nˆ ≡ a†a the number operator.
Writing the evolution for the coherent state |α〉 gives the following result
|α(t)〉 = e−iω(Nˆ+1/2)t |α〉
= e−|α|
2/2e−iωt/2
∑
n
(
αe−iωt
)n
√
n!
|n〉
= e−iωt/2 |e−iωtα〉 .
(1.51)
The above equation states that if you let a FCS evolve according to the unperturbed
harmonic oscillator Hamiltonian you will always end up with a FCS (except for an oscillating
phase factor), whose parameter is a function of time. In particular we see that, being the
FCS parameter related to the expectation values of position and momentum as follows:
〈α| Xˆ |α〉 =
√
2~
mω
Re(α) 〈α| Pˆ |α〉 =
√
2m~ω Im(α), (1.52)
there is a strict correspondence between α, the FCS parameter, and the “classical” phase
space, x and p, obtained by associating the classical variables with the expectation values
of the corresponding quantum operators. Moreover, writing α = |α|eiφ we find
x(t) ≡ 〈α(t)| Xˆ |α(t)〉 =
√
2~
mω
|α| cos(ωt+ φ)
p(t) ≡ 〈α(t)| Pˆ |α(t)〉 =
√
2m~ω |α| sin(ωt+ φ) .
(1.53)
This means that the variables x(t) and p(t) evolve as the position and momentum of a
classical harmonic oscillator. Something similar to equation (1.51) can be demonstrated
also if the Hamiltonian contains time-dependent terms in the form
~ωa†a+ λ(t)a+ λ?(t)a† , (1.54)
where λ(t) is a complex valued continuous function of time t. Considering general time-
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dependent coefficients makes the proof less straightforward than that of equation 1.51 since
the evolution operator involves a time-ordered exponential (see equation (1.31)), however
the result is analogous being the evolved coherent state still a coherent state where the
parameter at general time is given by the corresponding quantity evolved according to the
classical EoM. It turns out that this is a general property of coherent states that can be
summarized by the sentence “once a coherent state always a coherent state”, if the system
is initially in a coherent state it will be, at any later(previous) time in a coherent state;
moreover, the link between the initial state and that at a general time is provided by the
Hamilton EoM of the corresponding classical system.
1.4.2 Single-Spin Coherent States
We now introduce a set of coherent states, that will be of central importance to build the
approximation for solving the evolution of a spin chain, in chapter 5. This set is that of the so
called Single-Spin Coherent States (SSCS), often named Atomic coherent states [68], or spin
coherent states [69]. We here define them in analogy to the FCS, following reference [69].
Taken a system made by a single spin-S with Hilbert space H
S
, and chosen a quanti-
zation axis zˆ, the SSCS with parameter τ ∈ C is defined as follows
|τ〉 ≡ 1
(1 + |τ |2)S e
τ?Sˆ− |0〉
=
(
cos
θ
2
)2S
exp
(
tan
θ
2
eiφSˆ−
)
|S〉 ,
(1.55)
where |S〉 ≡ |m = +S〉 is the extremal eigenvector of Sˆz, Sˆ± = Sˆx ± iSˆy the spin rais-
ing/lowering operators, and the prefactor assures the normalization. In the last term of
equation (1.55), we set
τ = e−iφ tan(θ/2) (1.56)
where θ ∈ [0, pi] and φ ∈ [0, 2pi], represent polar angle-variables such that Sˆz is the spin
component along the polar axis θ = 0. The introduction of these angle variables allows us
to establish a direct connection between each SSCS and a vector of fixed modulus, i.e. a
classical spin. In fact, an important property of SSCS is that the expectation values of the
spin-component operators are equal to the components of a vector of modulus S oriented
along the direction identified by (θ, φ), i.e.
〈τ |Sˆ|τ〉 = S(sin θ cosφ, sin θ sinφ, cos θ) , (1.57)
where τ is given in (1.56). Having set this correspondence it is convenient to label the SSCS
directly with the angles (θ, φ) rather than with the complex parameter τ , so, with reference
16
1.4. A ticket to Classical-Land
to equations (1.55) and (1.56), we henceforth set Ω ≡ (θ, φ) and |Ω〉 ≡ |τ〉.
Expressing the SSCS with respect to the basis of the Sz-eigenvectors, {|m〉 | m =
−S,−S + 1, ..., S − 1, S}, which are also called the Dicke states, one finds
|Ω〉 =
S∑
m=−S
〈m|Ω〉 |m〉 , (1.58)
where the overlaps between the Sˆz-eigenvectors |m〉 and the coherent states |Ω〉 read
〈m|Ω〉 =
(
cos
θ
2
)2S √ 2S!
(S −m)!(S +m)!
(
tan
θ
2
)(S−m)
ei(S−m)φ . (1.59)
Analogously to the FCS, the SSCS form a non-orthogonal and over-complete set of states
in H
S
; in fact, the overlap between two different SSCS is
〈Ω′|Ω〉 =
[
cos
θ
2
cos
θ′
2
+ sin
θ
2
sin
θ′
2
ei(φ−φ
′)
]2S
, (1.60)
which implies
|〈Ω′|Ω〉|2 =
(
1 + Ωˆ · Ωˆ′
2
)2S
=
[
cos
(
Ω̂Ω′
2
)]4S
, (1.61)
i.e. the modulus of the overlap depends on the angle Ω̂Ω′ between the directions identified
by the angles Ω and Ω′. It is important to note that the overlap tends to a Dirac delta
of the angles when the spin-modulus S tends to infinity. Finally, the (over)completeness
relation reads
2S + 1
4pi
∫
dΩ |Ω〉 〈Ω| = 1S , (1.62)
where dΩ = d(cos θ)dφ. In analogy with the FCS we can also show that, using the defini-
tion (1.55), the SSCS satisfy the minimum uncertainty relation, which, for a spin system
reads
∆Sx∆Sy ≥ ~
2
|〈Sz〉 | , (1.63)
where the uncertainties ∆Sα (α = x, y, z) are given in equation (1.48). If the uncertainties
on spin operators are evaluated on a SSCS |Ω〉 the equality holds in the above relation. As
in the case of FCS, if the dynamics of the spin is described by a Hamiltonian linear in spin
operators, a SSCS will always remain a SSCS during its evolution, this is no more true, e.g.
if the Hamiltonian contains a quadratic spin term. This is a property of coherent states in
general and stems from the particular way (useful) coherent states are built, i.e. starting
from the Hamiltonian which defines the dynamical properties of the system 13.
13As shown in section 1.4.3, the group of transformations, fundamental in the construction of the gener-
alized coherent states, is determined by Hamiltonian structure, hence the name dynamical group.
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1.4.3 Generalized Coherent State
Coherent states for the Harmonic oscillator, and those for the spin operators, seem to put
in contact the Hilbert space of the quantum system with the phase space of some classical
counterpart. Moreover, under some assumptions, also the dynamical features relate the
evolution of coherent states with the classical equations (Hamilton equations) ruling the
evolution of the above classical counterpart on in its phase space.
These are perfect properties for what concerns our objectives: in fact, allowing us to
set specific relations between quantum and classical dynamics, they give us the possibility,
in principle, of keeping some of the properties of classical non-linear dynamics down to the
quantum level, and to exploit them for our purposes. It is not obvious, however, that these
generalizations be straightforward and to what extent they can be significant, relatively to
the specific application. This is because, although a coherent state can be related to a point
in the phase space of the corresponding classical system, it is still a quantum state, i.e. a
vector in a Hilbert space, and not a classical configuration.
It is clear that we must find the specific coherent states that suite correctly the system
of our interest (which can be different from a single spin or a harmonic oscillator), making
the generalization of the concept of coherent states to different systems a necessary prereq-
uisite for our analysis. Gilmore and Perelomov [70–72], independently, indicated a method
for constructing coherent states for any system, setting the inputs of such construction-
technique. The coherent states obtained with this construction go under the name of
Generalized Coherent States (GCS). We will now sketch the general construction for build-
ing GCS following Gilmore’s method as can be found in Ref. [73] and, as an example, we
will briefly recover the FCS and SSCS within this new general frame.
First of all, let us identify what are the inputs needed for the construction of GCS.
The basic mathematical ingredients are: 1) a group G with its generators algebra g; 2) A
Hilbert space H which contains a unitary irreducible representation of G; 3) An arbitrary
normalized state, which will be the reference state, belonging to H 14.
These are general ingredients which appear to be purely mathematical, making the GCS
concept quite abstract. However this is not true: in fact, from a physical point of view, it
is easy to fulfil the above general requirements. Consider a specific quantum system, with
its Hilbert space, and its Hamiltonian operator defining the dynamical properties. This
14Taking only the mathematical objects 1),2),3), the construction of the GCS is not unique and, in
particular, it is necessary to better specify some of them in order to obtain a useful set of states. A detailed
discussion about which are the possible additional requests to 1),2),3) and which are the consequences of
each choice can be found e.g. in ref. [71–73]. However such discussion is not reported here since it is beyond
the scope of the present work.
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Hamiltonian will most often be of the form
H =
∑
i
(aiTi + h.c.) , (1.64)
where the ai ∈ C are numbers (possibly time-dependent) and Ti are linear operators (h.c.
represent the hermitean conjugate of the preceding term). These operators will obey some
commutation relations and may constitute a subset of some Lie algebra. If this is the case,
one can choose this Lie algebra, and the corresponding group to be the g and G of the
above input 1), respectively. The group so defined is then called the dynamical group of the
system. Input 2) is usually given, without extra specifications, simply by the Hilbert space
of the system. For what concerns the point 3) we can choose any normalized vector in the
system Hilbert space (i.e. any physical state of the system); of course it will be more useful
if the reference state is chosen among those states which have some dynamical relevance
as, e.g., the Hamiltonian eigenstates.
According to the above reasoning, we see that a set of GCS can be built basically for
any well-posed physical problem. In fact, although the three input are all present, the
actual computation is often cumbersome and may lead to complicated results of difficult
interpretation and little utility. It may happen (as it is the case for the spin chain we
will consider in chapter 5) that operators Ti are not a subset of an infinite dimensional
Lie algebra, which makes the explicit construction of the spin-chain coherent states not
possible.
Let us now go more in detail and show how the general constructing method works
in the two cases already discussed. In the case of the FCS it is straightforward to refer
to the harmonic oscillator Hamiltonian, HHO = ~ω(a†a + 1/2) or an Hamiltonian in the
form (1.54). The three operators nˆ, a, a† together with the identity 1 span a Lie algebra
which is often referred to as h4, corresponding to the so called Heisenberg-Weyl group, H4.
As reference state one chooses |0〉, the state such that a |0〉 = 0. The construction of the
GCS proceed as follows:
 First, identify the stability subgroup. i.e., the subgroup ofH4 which leaves the reference
state unchanged (except for a phase factor). In this case the stability subgroup is
U(1)⊗U(1) generated by nˆ and 1, i.e. by the operators h of the form
h = eδnˆ+η1 (1.65)
 Second, the coset space with respect to the stability subgroup provides the operators
for constructing the coherent states. The coset space is the quotient space between
the dynamical group and the stability subgroup whose elements, D, provide a unique
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decomposition of any element g ∈ G of the form g = Dh, with h belonging to the
stability subgroup. In this example the coset space is H4/U(1)⊗U(1) and its generic
element reads
D(α) = eαa
†−α?a , (1.66)
where α ∈ C.
 Third, build the coherent state by applying the coset elements to the reference state.
The coherent state, for the H4 group, labelled by the complex number α is thus
|α〉 ≡ D(α) |0〉 = eαa†−α?a |0〉 . (1.67)
Taking into account the BCH formula (1.45), it can be easily seen that the above definition
is the same as that given in (1.43).
In the case of the SSCS one considers the spin operators which span the su(2) algebra,
obeying the commutation relations
[Sz, S±] = ±~S± ; [S+, S−] = 2~Sz . (1.68)
The dynamical group is thus SU(2) and the corresponding Hilbert space has dimension
d= 2S + 1 and is spanned by the Dicke states, {|m〉 | m = −S,−S + 1, ..., S − 1, S}. The
reference state is chosen to be one of the extremal state |±S〉: we here choose the one with
the plus sign, i.e. such that Sz |S〉 = +S |S〉. With these choices it is evident that the
stability subgroup is the U(1) whose elements h are generated by Sz as follows
h = eiδS
z
=⇒ h |S〉 = eiδS |S〉 , (1.69)
i.e. the rotations around the direction identified by zˆ. Consequently we obtain the coset
with respect to the stability subgroup, SU(2)/U(1), whose elements are
D(ζ) = eζ
?S−−ζS+ , (1.70)
where ζ is a complex parameter. The elements D(ζ) of SU(2)/U(1) are such that each
element g of SU(2) can be written as g = D(ζ)h for some ζ ∈ C.
Since the geometry of the coset SU(2)/U(1) is still a two-dimensional sphere, we set
ζ = e−iφθ/2 with 0 ≤ θ ≤ pi and 0 ≤ φ ≤ 2pi. Finally, the SU(2) coherent states will be
given by
D(ζ) |S〉 = eζ?S−−ζS+ |S〉 . (1.71)
The above definition may look different from the one given in equation (1.55) but, taking
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into account the following disentangling formula (which is one of the BCH formula for SU(2)
Lie group) [71, 73]
exp(ζ?S− − ζS+) = exp(τ?S−) exp[− ln(1 + τ?τ)Sz] exp(−τS+) , (1.72)
where τ = e−iφ tan θ/2, the equality between the two definitions is immediately demon-
strated (remember that S+ |S〉 = 0 and Sz |S〉 = S |S〉).
The advantage of this method for building the GCS, besides its generality, relies on
the possibility of deriving the coherent states properties within the formal framework of
(Lie-)Group theory. Even in these two simple cases, where all the properties listed in the
respective sections can be derived by the definitions (1.43) and (1.55), the GCS construction
technique allows one to derive other important features such as the geometrical structures of
the parameter-space, e.g. its symplectic structure, giving also the possibility to set precise
relations between this parameter-space and the phase-space of the physical system one is
describing.
Finally, we specify a general feature related to the GCS dynamics, which has been
already anticipated at the end of section 1.4.1, in the particular case of the FCS and
SSCS. It can be generally demonstrated that the integral solution (1.31) of the time-
dependent Schro¨dinger equation can be explicitly calculated if the system Hamiltonian
is of the form (1.64) and the initial state is one of the corresponding GCS. The consequent
general solution of the Schro¨dinger equation reveals one of the most interesting properties
of GCS: a GCS always evolve into another GCS (that’s why G is called “dynamical group”)
and the relation between the initial state and the evolved one, i.e. by the parameter ζ(t0)
labelling the initial and ζ(t) is provided by classical-like EoM [73–75]. This property thus
establishes a strict connection between the quantum and the classical evolution, by stating
that it is possible to describe the classical and the quantum evolution through the same
classical EoM, provided the suitable set of GCS.
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Robustness in non-linear classical
systems
As it has already been noted in the introduction, classical systems do possess remarkable
robustness features which we would like to exploit for practical purposes, not only in their
original classical framework, but rather for accomplishing tasks that explicitly require quan-
tum properties to be taken into account and that are thus usually achieved through purely
quantum devices. What are these alleged features of non-linear classical systems? Why
are they useful? What does it mean robust? And why these systems must be non-linear?
These are all the questions we will try to answer throughout the following sections. The
remaining of the chapter will be instead devoted to introduce the Heisenberg spin chain,
as the specific prototype of non-linear classical system which we will refer to in the rest of
this thesis as the medium for conveying classical signals, or for generating entanglement
between distant qubits.
Speaking about the features of classical systems we are referring to the typical behaviour
characterizing the systems themselves in relation to their Hamiltonians, Equations of Mo-
tion (EoM) and, more specifically, their solutions. Consider for example the wave-EoM for
the function f(x, t) in 1 spatial- + 1 time-dimensions,
f(x, t) ≡
(
1
c2
∂2
∂t2
− ∂
2
∂x2
)
f(x, t) = 0 ; (2.1)
this is linear and dispersion-less (i.e. its dispersion relation ω = ck, implies that phase
velocity, vph ≡ ω/k = c, do not depend on the wave vector k) partial differential equation
whose solutions are spanned by the complete set provided by plane waves in the form
exp[i(kx ± ωt)]. Any well behaved function of the form f(x± ct) is a solution of eq. (2.1)
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and can be written as a linear superposition in the form
f(x, t) = f(x± ct) =
∫
dk fk e
i(kx±ωt) . (2.2)
We can thus build a localized wave packet travelling at velocity c without distortion in
shape, since any component k travels at the same velocity c. Moreover, let us take two
localized solutions f1(x− ct) and f2(x+ ct), then their sum, f3 = f1(x− ct) + f2(x+ ct), is
still a solution of (2.1): f3 represents, at a large negative time t = −∞, two wave-packets
that are widely separated (i.e. their centroids are much more distant than the typical width
of the two packets) and that are travelling undistorted towards each other. At some finite
time t they collide, but after the collision they will be asymptotically, i.e. for t → ∞,
well separated each retaining its original shape and velocity. Of course the situation here
described is valid for an arbitrary number of wave packets and is due to the particularly
simple (linearity and non-dispersive) form of equation (2.1). It is, in fact, enough to add a
mass term to the former equation to spoil all the features we have just described. Consider,
for example, the Klein-Gordon (KG) equation:
(+m2c2)f(x, t) = 0 , (2.3)
this equation is still linear, i.e. plane waves still span its solutions, but it is also dispersive,
as the phase velocity ωk/k now depends on k, meaning that each component k in a given
wave packet of the form (2.2) travels with its own velocity causing the packet to be deformed
during its propagation. Of course typical EoM are more complicated than these: they can
be defined for fields on more than 1+1 dimensions or for vector field rather than scalar fields;
they can also contain both dispersive and non-linear terms or even terms for describing the
interaction with different kind of fields. Setting aside the complication arising from the
vectorial/scalar nature of the field and those arising from the dimension of the subspace
or from the interaction with different fields, and focussing our attention on dispersion and
non-linearity, it may happen that the contributions of these different terms to the solution
of the corresponding EoM have opposite effects, i.e. if one term tends to spread the localized
solutions the other one may tend to localize them. We are now going to give an example.
Consider first the following equation:
∂f
∂t
+ f
∂f
∂x
= 0 , (2.4)
which is called Burgers-Hopf (BH) equation. Due to the second term in the left-hand side,
the above equation is non-linear although it looks similar in form to the simple linear and
dispersionless equation ∂f/∂t+ v∂f/∂x = 0, where v is some real constant, which admits
solution f(x − vt) with velocity v. As the coefficient of the space-derivative term in the
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Figure 2.1: Evolution of the localized shape sech(x/a) with a = 5 (blue line), according to BH equation of
Eq. (2.4) for two subsequent times t = 0.9 (green line), t = 1.8 (red line). As time runs the
right part of sech steepens due to the non-linear term as described in the text.
linear equation sets the velocity of the solution, we may expect that something similar
also happens with the BH equation, but this time, since the coefficient is proportional to
the field itself (it is, in fact, the non-linear term in the BH equation), the velocity of a
solution will depend on the local values of the solution itself, i.e. points where f assumes
high values will have high velocities while points where f has low values will also have low
velocities. This behaviour tends to shrink the localized solution favouring the formation of
shock-waves, i.e. discontinuous solutions with a vertical slope in the field time-variation, as
it is shown in figure 2.1 where some snapshots of the exact evolution of a localized profile
according to the BH equation are shown. Consider now the equation:
∂f
∂t
+
∂3f
∂x3
= 0 . (2.5)
The equation above is linear in the field f , but dispersive with a dispersion relation ω = −q3
implying that the phase velocity vph = ω/q depends on wave-number q. Due to the fact
that each Fourier component of a given function travels with a different velocity, even a
narrow pulse-shaped configuration will broaden during the evolution. Finally consider the
following equation
∂f
∂t
+ af
∂f
∂x
+ b
∂3f
∂x3
= 0 , (2.6)
where a and b are real coefficients. This equation contains both the non-linear and the
dispersive terms of the previous ones. Since the effects of the two terms are somehow
opposite, with the non-linear term favouring localization around a vertical discontinuity,
and with the dispersive term tending to broaden the shape, it may happen that these
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Figure 2.2: Some example of solitons in nature. Upper left panel: KdV soliton in the Union canal near
the Heriot-Watt University, 12 July 1995. (Photo from Nature 376, p. 373, 1995) Upper
right panel: a frozen kink, which was naturally created by snow fallen on an horizontal bar.
(Credit: Thierry Cretegny 2001, from reference [76]) Lower left panel: Morning Glory Clouds,
are spectacular cloud formations related to a low-level atmospheric soliton, which are typically
observed between in the gulf of Carpentaria, Australia. (Credit: Mick Petroff, August 2009)
Lower right panel: a solitary wave on shore of Maui beach. (Credit: R. Odom, University of
Washington)
“trends” compensate each other and give rise to localized solutions that behave like the
localized wave packets for equation (2.1), i.e. they are shape-invariant, travelling with
constant velocity and they also emerge unchanged after collision with other such solutions.
It turns out that such solutions indeed exist and may also result very stable with respect
to small perturbations of the solution itself: a famous example is provided by equation 2.6
with a = 6 and b = 1: the resulting equation is the so called Korteweg-de Vries equation
whose solutions will be studied in the next section. All these very special solutions of non-
linear dispersive systems generically go under the name of solitons and, in virtue of their
peculiar features, they deserved an intensive and broad study in the most diverse branches
of physics as, for example, hydrodynamics, optics, solid state physics, magnetic systems,
particle physicsetc. Some example of solitons that can be found in nature are shown in
figure 2.2. In the next section we will give our definition of soliton and will discuss two of
the most celebrated equations that count solitons among their solutions.
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2.1 Solitons
In virtue of its widespread diffusion in the most different fields of physics, the term “soliton”
is used in the recent literature with quite diverse meanings. Setting aside optical solitons,
the term can indicate specific configurations of low-dimensional many-body systems, rang-
ing from domain walls, to bound states of magnons, or strongly localized modifications of
otherwise uniform configurations. Also the difference between solitons, kinks, and solitary
waves is not always clear, these terms being used interchangeably or not, depending on the
authors. Further whirl is made by considering discrete lattices and/or quantum systems.
Let us hence start by introducing the mathematical definition by means of which solitons
were introduced in the analysis of non-linear hydrodynamical phenomena, and that we also
adopt in this thesis. For the sake of clarity, we consider a one-component function f(x, t)
obeying a given partial differential equation: if a solution F (x, t) of such equation exists,
such that F (x, t) = F (x − vt) with v finite and constant, and F (x, 0) is exponentially
small outside a finite x-interval, this solution is a ”soliton”. Physics can come into play
in different ways, for instance by identifying f(x, t) with a scalar classical field, and the
differential equation as its equation of motion: the soliton then represents a finite-size
modification of the lowest-energy field configuration (i.e. a ”localized excitation”) that
moves with constant profile and finite velocity. As it has been shown, an equation of
motion can admit solitonic solutions if it contains both dispersive and non-linear terms:
in fact, it is a precise balance between dispersion and localization that allows this type
of solutions to exist. As a consequence, solitons are characterized by what is sometimes
called a ”self-reinforcing” character, from which relevant physical properties follow, such as
robustness against scattering and stability with respect to local and global perturbations,
as, for example, those due to lattice imperfections and thermal fluctuations, respectively.
This kind of precise balance, however, emerges only in a very limited number of physically
meaningful equations of motion, so that few types of solitons have deserved extensive study.
In order to highlight some relevant features of solitons, let us now briefly describe two of
the most celebrated ones, i.e. the Korteweg-de Vries (KdV) soliton (after the names of
the two mathematicians who developed the theory underlying the origin of the ”wave of
translation” originally observed in 1834 by John Scott Russel in a shallow canal), and
the sine-Gordon (SG) one (after the similarity of its equation of motion with that of the
Klein-Gordon field) [76, 77].
A KdV soliton is a solution
FKdVv (x, t) =
v
2
sech2
[√
v
2
(x− vt)
]
(2.7)
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Figure 2.3: Left panel: KdV soliton profiles at t = −10 for v=1 (blue), v=0.6 (green), v=0.3 (red). Right
panel: SG soliton profiles at t = −10 for v=0.95 (blue), v=0.5 (green), v=0.001 (red).
of the equation
∂f
∂t
+ 6f
∂f
∂x
+
∂3f
∂x3
= 0 , (2.8)
while a SG soliton is a solution
F SGv (x, t) = 4 arctan
[
exp
(
x− vt√
1− v2
)]
(2.9)
of the equation 1
∂2f
∂t2
− ∂
2f
∂x2
+ sin f = 0 . (2.10)
Both Eqs.(2.7) and (2.9) indicate a class of constant-profile solutions, labelled by the soliton
velocity v, which does not appear in their respective differential equation. In other terms,
solitons with different velocity are admitted, although they will have different first integrals,
amongst which, in particular, the energy. Velocity also sets the soliton profile, as shown
in figure 2.3 where the spatial dependence of FKdVv and F
SG
v is shown for different values
of v. As shown in figure 2.4 for the KdV soliton, the two solutions (2.7) and (2.9) share
also the property of undergoing scattering processes without changing their shape: the only
possible effect of scattering events between solitons are changes in their phases as it is also
evident in the picture.
In the previous section we already analysed the effects of the non-linear and the dis-
persive term in the left-hand side of the KdV equation on a localised solution; the KdV
soliton described in equation (2.7) thus represents an example of the precise balance between
these terms to which we were referring before. The consequent emerging “self-reinforcing”
character is due to the fact that this balance is somehow stable, in the sense that, if the
initial configuration of the system is too narrow(broad), then the dispersive(non-linear)
1Among the systems whose dynamics is characterized by the SG EoM and the corresponding solitons,
there are the spin chains with a strong easy-plane anisotropy.
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Figure 2.4: Example of scattering of two KdV solitons. Left panel: intensity plot obtained by a two-soliton
solution; the figure shows the scattering of two solitons, one with v = 16 and the other with
v = 4. It is evident how the two solitons emerge form the scattering completely unmodified but
for a shift in their phases. Right panel: an example of scattering of two solitons in the shallow
sea water. (Credit: Mark J. Ablowitz, 2009)
term dominates until the balance is restored. The same consideration can be done if some
perturbation in the system slightly modifies the equation 2.8. It can happen, however,
that this balance is broken leading to the destruction of KdV solitons possibly present in
the system. An example is provided by the waves on a shore, i.e., in the framework of
hydrodynamical phenomena, by the situation where a wave is propagating in a medium
whose depth is decreasing continuously in the direction of the wave propagation. In fact,
it can be shown 2 that, if h is the medium depth, the dispersive term is proportional to h2
while the non-linear one to 1/h: assuming the system depth to be continuously decreasing,
let’s say h→ 0, the dispersive term becomes weaker and weaker than the non-linear term,
leading the propagating soliton to steepen its propagation front until it is finally broken.
This example shows that situations where solitons can be destroyed are rather extreme:
they require perturbations acting systematically in the same direction in order to destroy
the balance between dispersion and non-linearities, whereas, typically, the perturbations
introduced by imperfections, noise or disorder in the system do not have such a systematic
character. Indeed solitons show good robustness features in the real systems where they
are observed.
2Aiming at describing the time evolution of the shape of the fluid/air interface of a non-viscous fluid in
presence of a gravitational field g, the KdV equation 2.8 can be rewritten in the following form:
1
c0
∂η
∂τ
+
(
1 +
3
2h
η
)
∂η
∂ξ
+
h2
6
∂3η
∂ξ3
= 0 ,
where the field η ≡ η(x, t) represents the height displacement with respect to the medium depth h, and
c0 =
√
gh is the linear wave speed in the long wavelength limit. KdV equation in the form (2.8) is recovered
with the following changes:
f =
η
h
t =
c0
h
τ x =
ξ
h
− τ .
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Concerning the SG soliton, we can add something more: this solution is in fact the
prototype of the so called topological solitons. They represent a class of solitons which,
besides having all the typical features of other solitons, have their stability enforced thanks
to some special conservation laws which determine the topological structure of the EoM
solution space, hence their name. These particular conservation laws happen when the
potential energy V (f) is characterised by a discrete number of degenerate absolute minima
(say f0, f1, ...). In fact, assuming we have some EoM derived from a system with a potential
energy with this property, any continuous, finite-energy solution (of which solitons are a
subset) of these EoM must tend for x → ±∞ to one of these minima for any time t.
Moreover if F (x, t) is one of these solutions such that at some time t0,
lim
x→±∞F (x, t0) = f± , (2.11)
where f± must be one of the aforementioned minima, then for each t, F (±∞, t) = f±,
i.e. the solution assumes always the value corresponding to the same minimum (f+ can be
different from f−), due to energy conservation. This implies that each finite-energy, non-
singular solution F (x, t) can be classified according to the two conserved values f±. This
defines the specific topology of the solution space which is divided into different sectors
labelled by some function of f± which is usually called topological charge. Moreover these
sectors are disconnected, i.e. a solution belonging to a given sector cannot be continuously
deformed into a solution of another sector without violating the energy conservation, an
example of continuous deformation being the time-evolution. The SG equation (2.10) can
be derived from an Hamiltonian density
HSG =
1
2
(
∂f
∂t
)2
+
1
2
(
∂f
∂x
)2
+ (1− cos f) , (2.12)
where the potential energy V (f) = 1 − cos f has an infinite, though discrete, numbers of
absolute minima for fn = 2pin with n ∈ Z. The solutions F (x, t) of the SG equation are
thus classified by the topological charge Q defined as
Q =
1
2pi
(
lim
x→+∞F (x, t)− limx→−∞F (x, t)
)
∈ Z . (2.13)
For example, the SG soliton of equation (2.9) connects two adjacent minima and has thus
a topological charge Q = +1. The conservation of the topological charge thus prevents the
SG soliton shape to be destroyed: perturbations in an infinitely extended system can, in
fact, slow down a moving soliton or even bring it to rest but they cannot destroy it since it
would imply a change in the topological charge. This makes topological solitons even more
robust than other solitons.
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Thanks to the KdV and the SG solitons we were able to outline the main peculiarities
relative to the concept of soliton, of course many other solitons do exist but they all share
basically the same features of those here described. Solitons are fundamental in the study of
the more diverse physical systems, e.g. optical systems, plasmas, superconducting materials,
magnetic systems and even in biological molecules such as DNA [78–82].
Finally, in virtue of their specific features of space-time localization, which makes them
look like pulse signals, of their stability, and being not affected by dispersion as the usual
linear-wave packets, solitons have been and are widely used for the realization of practical
applications in different fields among which, for example, electronics, optics, and spintron-
ics. Optical solitons, arising from the so called non-linear Schro¨dinger (NLS) equation for
the electromagnetic field in optical fibres, have been indeed used for ultra fast informa-
tion transport [83–85] . For what concerns the field of spintronics, for example, topological
solitons in Ruderman-Kittel-Kasuya-Yoshida (RKKY) multilayer materials or in Ferromag-
netic layers, have been shown to be good candidates for storing and moving information in
three-dimensional devices or for other applications [86–89].
In this thesis, we will try to use solitons in magnetic one-dimensional systems (spin-
chains) as a useful tool for accomplishing the basic operations related with the realization
of a quantum computer. Some of these applications, e.g. single-qubit operations, do not
necessarily need quantum interaction to be accomplished, this allowing us to directly ex-
ploit the classical soliton characteristics. On the other hand, other applications, such as
those involving the generation of quantum correlations, require a treatment of the spin
chain which must be quantum, at least at an approximate level, and retaining enough of
the system quantum features in order to account for entanglement to be generated and
possibly transferred. In these cases, effort must spent in developing suitable approxima-
tions giving us the possibility of preserving the quantum structures of the spin-chain, but
also to keep a connection with its classical description for exploiting the soliton properties.
Being that of soliton a classical concept, one may think that quantum spin-chains are no
more characterised by this peculiar configurations. Luckily it seems not to be so, since,
based on the well established connection between classical vector-field theories and models
of interacting spin-S particles on discrete one-dimensional lattices [90], it is expected that
soliton-like excitations typify spin chains [24–29]. Moreover, as extensively shown in the
literature [30, 33, 35, 91–93] a renormalized classical approach [36–39] is often appropriate
for describing the actual behaviour of real compounds with S > 1/2 [31, 32, 34], this fos-
tering the idea that some kind of dynamical states with the properties of a classical soliton
characterize these systems, although they are intimately quantum in nature.
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2.2 Heisenberg spin chain
In this section we will introduce the model describing the physical system that, in our
scheme, will play the role of the transmission line: the classical discrete isotropic Heisenberg
chain.
A classical spin chain is a one-dimensional array of time-dependent vectors Sl ≡ S sl,
whose magnitude S has the dimension of an action and which obey the following Poisson
brackets 3
{Sαl , Sβj } = δlj
∑
γ
αβγSγl or {sαl , sβj } = S−1 δlj
∑
γ
αβγsγl , (2.14)
The Heisenberg chain is defined by the Hamiltonian
Hchain = −J
∑
l
Sl·Sl+1 − γH
∑
l
Szl
=
JS2
2
∑
l
(sl−sl+1)2 + γHS
∑
l
(1−szl ) + const ,
(2.15)
where J > 0 is a ferromagnetic nearest-neighbour coupling, H is an external magnetic
field whose direction identifies the z-axis, and γ is the gyromagnetic ratio. Evaluating the
Hamilton equations
∂tsl = {sl, Hchain} ,
the following EoM for sl are obtained
∂tsl = sl ×
[
JS(sl+1+sl−1) + γH
]
, (2.16)
where H = (0, 0, H). Provided that the chain is made of a number N of spins, these EoM
constitute e set of 3N coupled ordinary differential equations which describe the dynamics
of the entire chain. Their integration, given the proper boundary conditions, will be the
subject of Section 3.
In the next paragraph we will analyse the continuum limit of this model since solitonic
analytical solutions, which will be very useful for our purposes, have been found for the
corresponding EoM [94, 95] .
3The Poisson brackets for two generic functionals A and B of the spin vector fields Sj are the following:
{A,B} =
∑
α,β,γ,l
εαβγ
δA
δSαl
δB
δSβl
Sγl ,
where δ/δSαl indicates the functional derivative with respect to the α-component of the vector field Sl.
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2.2.1 Continuum limit
We here introduce the Heisenberg chain model in the limit of continuous support, the
mathematical operation that change the spatial dimension of the chain from the discrete
set of equidistant, by a distance d (lattice spacing), points to the continuous real axis. This
operation is obtained taking the limit of vanishing lattice spacing d→ 0 and keeping finite
the quantities
S ≡ S
d
and J ≡ Jd3 . (2.17)
We thus define the vector field
s(x, t) ≡ lim
d→ 0
sl(t) , x ≡ ld , (2.18)
such that |s(x, t)|= 1. The Hamiltonian (2.15) now yields the Hamiltonian density
H(x) = 12JS2
[
∂xs(x, t)
]2
+ γHS [1− sz(x, t)] . (2.19)
From the Hamiltonian density (2.19) we get the following EoM for the vector field s(x, t)
∂ts(x, t) = s(x, t)× [JS ∂2xs(x, t) + γH] . (2.20)
While analytical soliton-like solutions of Eqs. (2.16) are not known, equations (2.20) have
been shown [94] to admit analytical solutions, corresponding to localized excitations, stable
under collisions [95], that travel at constant velocity. These solutions will be the subject of
the next paragraph.
2.2.2 Analytical soliton in the Heisenberg chain
While analysing the problem of the dynamics of the spin vector field s(x, t) and searching for
constant profile solutions of equations (2.20), in 1977 Tjon and Wright found the following
one-parameter family of solutions which, in the polar representation of the vector field
s(x, t) ≡ (sin θ cosϕ, sin θ sinϕ, cos θ), read
Σ(β)(x, t) :
 θ
(β)(x, t) = 2 sin−1(sinβ sech ξ) ,
ϕ(β)(x, t) = ϕ0 + cotβ ξ + tan
−1(tanβ tanh ξ) ,
(2.21)
where
ξ ≡ x−vt
λβ
=
x
λβ
− t
τβ
. (2.22)
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The parameter β unambiguously characterizes each v > 0 soliton, setting its characteristic
amplitude : 2β = 2 arccos
v
2
√JSγH , (2.23)
length : λβ =
√
JS
γH
1
sinβ
, (2.24)
energy : εβ = 8S
√
JSγH sinβ , (2.25)
time : τβ =
1
γH sin 2β
. (2.26)
Figure 2.5: β-soliton for tanβ= 2: left panel, z-component of the spins, sz = cos θβ(ξ) and (inset) the
corresponding trajectory of the in-plane components sx and sy; right panel, evolution of the
spin vector sβ(ξ), reported at constant intervals ∆ξ= 0.8.
A dynamical (v > 0) soliton defined by Eqs. (2.21) will be hereafter referred to as ”β-
soliton”. Notice that Eq. (2.23) sets a maximum value for the velocity, |v| < 2√JSγH,
implying that the second term of the Hamiltonian (2.19) must be finite in order for the
model to support dynamical solitons. Once this condition is fulfilled, a β-soliton can be
readily seen as a signal, i.e., a field dynamical configuration with a distinctive trait that can
be spotted, for time intervals of the order of τβ, in a spatial region of size λβ that moves
with constant velocity in the one-dimensional space where the field is defined. An example
of β-soliton is shown in figure 2.5.
Despite the analogies in the EoM, however, there is no analytical counterpart of this
solution family in the discrete case, but, as the continuum approximation does make sense
whenever the relevant configurations vary slowly on the scale of the lattice spacing, we
expect that, for λβ  d, a discrete counterpart of a β-soliton, Σ(β)l (t) defined by Eqs. (2.21)
with
ξ = l
√
γH
JS
sinβ − γHt sin 2β , (2.27)
might still represent an excitation of the model (2.15). In fact, by numerically solving
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Figure 2.6: Time-lapse of a β-soliton propagating along a classical spin chain; the bold spin represent, ~S0
Eqs. (2.16), we have checked that the Heisenberg spin chain properly supports β-solitons
whenever the Zeeman energy γHS is much smaller than the bond energy JS2, as implied
by λβ  d via Eqs. (2.24) and (2.17). This result fits with the experimental observation, in
quasi one-dimensional systems, of magnetic behaviours whose origin can be unequivocally
ascribed to the presence of soliton-like excitations [32]. In chapter 4, we will therefore take
that the time-dependent chain configuration
{
sl(t) = Σ
(β)
l (t)
}
is a solution of the discrete
EoM (2.16), embodying the signal we want to convey, with the respective Heisenberg chain
serving as transmission line. The next chapter will be instead devoted to show how to
inject soliton in a discrete spin chain initially in a ferromagnetic ordered configuration or
some noisy configuration close to the former, through the action of a local time dependent
magnetic field.
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Soliton generation
In this chapter we will introduce and review our proposal of a method for generating
the particular non-linear dynamical configurations, namely the Heisenberg solitons, that
we have described at the end of the previous chapter and that we want to exploit, first
(see Chap. 4), as some sort of signal for carrying an effective magnetic field and, second
(Chap. 5), as the semi-classical state able to transfer the quantum correlations arising from
the interaction of the spin chain with some quantum object. After illustrating the idea
behind our method, we will introduce the scheme under which we are representing it as
well as the numerical techniques we have used to complete the calculations. We will then
describe our results classified according to the different cases, i.e., according to the different
initial conditions and the specific form of the boundary terms considered.
The division will be as follows: i) Ideal Dynamics, test of the generation scheme in the
most favourable conditions; ii) Noisy Dynamics, check of the robustness of the scheme and
of the generated solitons with respect to some noise present in the system; iii) Penetrating
field, the scheme is tested in a situation where the boundary conditions represent a more
physical situation with respect to those of case i).
3.1 Our idea at a glance
First of all, let us clarify the meaning of the expression “generating solitons”: By achieving
the generation of a generic dynamical configuration, and in particular solitons, we mean
that, after performing a suitable external action on a target system, the dynamical state
of this latter will be given by the space-time configuration we wanted to generate. Thus,
taking the attention back on how to generate solitons in the Heisenberg chain, we are now
going to explain our idea by specifying what it is meant by the “external action”.
Since our last goal will be that of exploiting the generated excitations in order to obtain
some non-trivial operations on the states of one or more qubits without disturbing their
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Figure 3.1: Pictorial example of the basic idea of the scheme proposed.
neighbourhood, the external action needed to achieve the soliton generation (whatever it
is) will have to take place far from the bulk of the system and, in particular, far from the
target qubits. For this reason we schematise this action by the application of a forcing term
at one of the spin-chain ends. Then, due to the typical magnetic nature of spin interactions,
it is natural to represent this forcing term as the interaction of a suitable time-dependent
magnetic field with the first spin(s) of the chain.
Before going on, let us give just a pictorial sketch of what we intend to describe in the
next paragraphs: referring to figure 3.1, imagine to take an elastic string and pierce it with a
number of nails so as to put them at the same distance from each other (as it is shown in the
picture); the obtained system is an approximate version of a chain of coupled pendula. Now
if we twist the first nail applying a sudden torque to the string extremity, this will result in
the injection of one or more moving SG-like kinks depending on the strength of the initial
torque. In our specific case, the analogue of the elastic nail chain in the example is given,
of course, by the spin chain, while that of the torque is provided by the time-dependent
magnetic field acting locally on the first spin(s) of the chain.
Our work will thus consist in integrating the EoM (2.16) of the spin chain imposing
particular boundary conditions, which represent an external action on the system; this
will allow us to study the dynamics of the system and to show that, as a consequence of
the forcing term, soliton-like excitations somehow related with the performed action are
generated in and travel along the chain.
In the following subsection we will specify further the particular form of the boundary
term we adopted, also discussing the reason of the particular choice.
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3.1.1 Boundary conditions
In order to find the proper conditions to make one specific soliton Σ
(β)
l (t)
1 to exist and run
through the Heisenberg chain, we first notice the following: Consider a finite (though long
at will) chain, with (2L+ 1) spins sitting on sites labelled from −L to +L. Suppose S−L(t)
evolved as if a soliton were reaching it travelling from a fictitious, infinitely left-extended
chain, l < −L: that soliton would continue travelling towards the region l > −L, i.e., it
would be successfully injected into the chain, at least in the continuum limit 2. Therefore,
enforcing
s−L(t) = Σ
(β)
−L(t) (3.1)
as a boundary condition should result in the selection of the configuration corresponding
to Σ
(β)
l (t), amongst all those that solve Eqs. (2.16). On the other hand it can be easily
seen that Eqs. (2.16) with condition (3.1) enforced are the EoM of a Heisenberg chain with
−L < l ≤ L, and an auxiliary magnetic field
b(β)(t) =
JS
γ
Σ
(β)
−L(t) (3.2)
acting just on s−L+1. This suggests that, by applying the magnetic field (3.2) to one end of
the transmission line, it should be possible to generate a soliton-like signal, that will then
travel through to its target. The consistency of the above description has been checked,
for different values of the soliton parameter β (i.e. different soliton shapes), studying the
model described below.
We considered the system described by the following Hamiltonian
Hchain = JS
2
2
∑
l
(sl−sl+1)2 + γHS
∑
l
(1−szl ) + γSb(β)(t) · s−L+1 , (3.3)
which is analogous to the Hamiltonian (2.15) plus the term describing the interaction of
the spin sitting at −L+ 1 position and the injecting magnetic field given in equation (3.2).
The associated Euler-Lagrange EoM analogous to Eqs (2.16) are
∂tsl = sl ×
[
JS(sl+1+sl−1) + γH + γb(β)(t)
]
; (3.4)
these equations do form a set of coupled, non-linear, ordinary differential equations which
will be numerically integrated in time in order to solve the dynamics of the spin chain
1The function Σ
(β)
l (t) refers to the soliton solution of the continuum Heisenberg EoM described in the
previous section (equations 2.21).
2Although the Heisenberg soliton (Σ(β)(x, t)) given in equations (2.21), is not an exact solution for the
discrete EoM, we expect it to be a good approximate solution in the regime where the typical soliton length
λβ is much larger than the lattice spacing d, i.e. λβ  d.
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subjected to the different forcing terms. The detailed description of the method used as
well as the results for the different situations considered can be found in the next section.
Figure 3.2: Schematic representation of the chain dynamics induced by the time-dependent boundary con-
dition described in the text. The magnet and the green arrow represent the external magnetic
field acting on the first spin of the chain (blue arrows are the chain spins): as the field varies,
the chain spins starts moving accordingly.
3.2 Numerics and results
The resolution of the system dynamics, and the consequent verification of our injection
scheme, has to pass through the integration of the set of equations described in equa-
tion (3.4). This kind of equations for the discrete chain have to be solved numerically, since
no analytical solution can be found: though the numerical integration is not particularly
expensive in terms of computing resources (at least for chains made up by 103÷ 104 spins),
some attention must be paid to the choice of the algorithm to be used for this task, in
order to get the best results (in term of numerical precision and accuracy) with the least
expense in resources and, especially, to avoid some issues related to the constraints given
by the conservation laws which must be fulfilled during each step of the evolution, such as
the conservation of the spin modulus and of the system total energy. In our case, trying to
use, for example, some Runge-Kutta algorithms, the necessity of conserving the modulus
of each spin leads us to consider the integration of the polar angle variables 3, which also
reduces the total number of equations from 3(2L + 1), considering the cartesian compo-
nents, to 2(2L + 1). Although this choice appears to be convenient, it turns out not to
be so because of some terms ∝ (sin θj)−1 which cause numerical issues whenever some θj
get close to zero (which are common occurrences in our system); this results in a dramatic
loss of accuracy and in an uncontrolled increase of the system energy. This fact can be
partially cured decreasing the size of the integration step or by using a higher order, more
sophisticated, algorithm but in both cases the needed resources drastically increase. Our
solution to this problem has been that of performing the integration of the chain EoM us-
3We refer to change of representation for the spin vectors sj = (s
x
j , s
y
j , s
z
j ) =
(sin θj cosφj , sin θj sinφj , cos θj) from the cartesian components, to polar angles θj and φj .
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ing a specific algorithm [96–100] based on the Suzuki-Trotter decomposition of exponential
operators which, unlike more commonly used algorithms, in our specific case allows for
conservation of the single-spin magnitude and the total energy, still representing the spin
vectors using cartesian components. We will now briefly explain how this algorithm works:
imagine to divide the 1-d lattice representing the chain into two sub-lattices, the odd-sites
lattice and even-sites lattice, and call them respectively A and B. Now the system of EoM
(2.16) can be rewritten as two sets of equations
∂tsl∈A = ΩBl [{s}]× sl∈A , ∂tsl∈B = ΩAl [{s}]× sl∈B , (3.5)
where Ω
{·}
l = −[JS(sl+1 + sl−1) + γH], and sl±1 belongs to A(B) if sl ∈ B(A). If the
spin configuration in one sub-lattice were somehow fixed then the EoM of spin belonging
to the other sub-lattice would be a linear equation readily solvable in term of a suitable
exponential operator representing single spin rotations of the sub-lattice considered along
the axes identified by the local fields Ω
{·}
l (which would be fixed as they depend on the spin
configuration of the fixed sub-lattice). Obviously this is not our case, but, if we represent
a complete configuration of the system as one large vector y ordering the components
belonging to subset A and B according to y = (yA,yB), we can express the cross products
in the equations (3.5) as matrices Aˆ and Bˆ representing the generators of rotations of the
spin configuration of one sub-lattice while the other is kept fixed. Now we can still formally
express the system configuration at a time t+ δt (δt is an infinitesimal time interval) as a
function of the configuration at time t:
y(t+ δt) = e(Aˆ+Bˆ)δty(t) . (3.6)
Obviously this is only a formal expression because the exponential operator has no simple
explicit form as a consequence of the non-linearity of the original system (i.e., the operator
itself depends on the spin configuration of each sub-lattice). By contrast, the expression
of the single sub-lattice rotations eAˆδt and eBˆδt can be explicitly written and the action on
the single spin of the specific sub-lattice calculated. In our case, beginning from one of the
equations (3.5), we can demonstrate that
sl(t+ δt) =
Ωl(Ωl · sl(t))
Ω2l
+
[
sl(t)− Ωl(Ωl · sl(t))
Ω2l
]
cos(|Ωl|δt) +
Ωl × sl(t)
|Ωl| sin(|Ωl|δt) ,
(3.7)
where Ωl is the same as Ω
{·}
l in Eq. (3.5), where we have dropped the superscripts A(B)
for the sake of simplicity. Taking into account equation (3.7) and using the well known
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Suzuki-Trotter decomposition of the exponential operator (3.6) we can give an approximate
estimate of the exact dynamics to any order in δt. In particular we have chosen to use the
second order approximation
e(Aˆ+Bˆ)δt = eAˆδt/2eBˆδteAˆδt/2 + O(δt3) , (3.8)
which allows us to calculate each step of the dynamics with a local error of order δt3. Thus
each step of the integration is made by the following three parts: first one sub-lattice, say
A is updated by δt/2 using (3.7), then sub-lattice B is updated by an increment δt using
sub-lattice A configuration, previously updated, to calculate the local fields Ωl; finally sub-
lattice A is again updated by δt/2 using the updated version of sub-lattice B. Moreover we
want to note that according to (3.7) we have
|sl(t+ δt)|2 = |sl(t)|2 and Ωl · sl(t+ δt) = Ωl · sl(t) ,
explicitly confirming both spin length and energy conservation.
Thanks to equations (3.7) and (3.8), we can reconstruct the chain evolution once the
initial configuration has been provided. We thus integrated the EoM for different injected
shapes Σ(β) with the additional condition that 2Ld λβ and choosing an integration time
T ≥ 2Ld/v [v is the injected shape velocity according to Eq. (2.23)], i.e., the chain has to
be much longer than the soliton typical length, leaving enough room for appreciating the
soliton propagation for a significant space-time interval. The results of the integration for
the different initial conditions considered are discussed in the next paragraphs as follows:
in section Ideal Dynamics the results obtained starting from the ferromagnetic minimum
energy configuration as initial condition are presented; section Noisy Dynamics is instead
devoted to the discussion of the results for the soliton injection in presence of noise in the
system, obtained starting the evolution from an initial condition given by a configuration
which reproduces the thermal correlators of spin waves at a given temperature. In order to
avoid misunderstandings, it is worth noticing here that, despite we introduce a parameter
T , which will be called “reduced temperature” for reasons that will be clear later, our
treatment of the spin-chain dynamics do not involve the “temperature” in the usual mean-
ing, i.e. in relation to the interaction of our system with an external heat bath defining
its thermodynamic properties. In fact, the EoM here considered are the Hamilton equa-
tions for the discrete Heisenberg spin chain as an isolated system, i.e. it has no interaction
with any external object. A proper treatment including also the temperature would mean
to exchange the ordinary differential equations representing the EoM (3.4), with a set of
stochastic differential equations including, besides the terms already discussed, a damping
term and a stochastic noise term which would schematize the interaction of the chain with
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a thermal bath at a given temperature [101–105]. Although this approach can be useful
for studying the mean (with respect to different noise realizations) properties of generated
solitons in a more realistic situation, it is behind the scope of this thesis. We here want to
verify the possibility of injecting soliton-like shapes with the proposed scheme with the aim
of using these generated solitons for some practical purpose. For this reason, we are more
interested to study the single-shot evolution related to a determined forcing term, rather
than the mean properties of the possibly generated solitons.
3.2.1 Ideal Dynamics (T = 0)
We now discuss the results obtained by the integration of EoM (3.4) with the chain ini-
tialized in the ferromagnetic minimum energy configuration, {sl = zˆ} ∀l. This situation
represents an ideal condition in order to test the possibility of injecting a soliton in the
chain and also to highlight the features of the generated configurations in comparison with
the injected ones and the possible effects related to the discreteness of the support. Re-
membering the considerations made in section 3.1.1, the perfect ferromagnetic order is the
best situation to be encountered by a soliton coming into the chain from −∞, since it
represents exactly the asymptotic condition under which the exact soliton solution have
been derived. As it has been anticipated we will relate the intensity of the noise present in
the system with the reduced temperature T ≡ kBT/JS2, i.e. the ratio between the energy
associated with the temperature T (kBT ), and the typical chain interaction energy (JS
2):
the situation described in this section can be regarded as the realization of a microcanonical
(i.e. the system is isolated) evolution starting from the minimum energy configuration, the
ferromagnetic order corresponding to zero reduced temperature, T = 0.
Having analyzed the solutions resulting from the numerical integration described in the
previous section, we found that when the field b(β)(t) is applied to s−L+1, i.e., after the
injection of Σ
(β)
l (t), dynamical configurations Γl(β; t), identifiable as soliton-like, actually
appear in the chain. In order to better characterize these configurations, we have numeri-
cally measured their velocity v′ and, assuming the validity of Eq. (2.23), we have obtained
values for the respective amplitudes, 2β′ = 2 arccos[v′/(JSγH)]. These values have been
found to agree with those independently determined by fitting Γl(β; t) with Eqs. (2.21), for
almost all values of β considered 4. Moreover, by monitoring the chain energy throughout
the numerical integration, we have calculated the total work made by the forcing term,
and found it very close to εβ′ , meaning that the work done on the chain does actually
correspond to the energy needed to generate a soliton Σ
(β′)
l (t). Summarizing, the above
analysis confirms that:
4Exceptions are encountered when the values of the reduced field h ≡ γB/(JS) and β are such that the
corresponding soliton width is of the order of the lattice spacing, λβ ' d, see for example the last panel of
figure 3.3. This situation is commented at the end of this section.
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Figure 3.3: Evolution of szn(t) for solitons generated in discrete chains by injection of β-soliton shapes Σ
(β)(t)
with three different lengths: λβ ∼ 22.8 d (h= 0.05, tanβ= 0.2), λβ = 5 d (h= 0.05, tanβ= 2),
λβ ∼ 1.05 d (h= 1, tanβ= 3). The white-to-green-to-blue shading corresponds to the progressive
deviation of the spin direction from the z-direction, and permits to appreciate how the excitation
is localized in space and time (reflection occurs at the open chain end). The red lines’ slope
corresponds to the velocity of the injected β-soliton.
 by applying the field b(β)(t) defined in Eq. (3.2) to the left tail of the chain,
 a dynamical configuration Γl(β; t) is generated inside the chain itself,
 with the essential features of a soliton Σ
(β′)
l (t).
Finally we notice that β′ is closer to β when λβ  d, which means that discreteness effects
are more evident when the typical length of the injected shape is closer to the lattice spacing.
In figure 3.3 the evolutions of Γzl (t), corresponding to the injection of three different shapes,
are shown in comparison with a slope representing the velocity of injected solitons so that
the latter feature can be appreciated. An example of the described analysis for the data
sets of figure 3.3 is given in table 3.1, reporting the values, (tanβ)fit, obtained through
the best fit obtained by minimizing the distance of the numerical data from the function
Σ
(β)
l (t − t0), using β and t0 as free parameters in the minimization process. The other
quantities are obtained as follows [h ≡ γB/(JS) is the reduced uniform field acting on the
whole spin chain]:
 The velocity obtained reversing Eq. (2.23):
vfit = 2
√
h
1 + [(tanβ)fit]
2
 The “measured” velocity, vmeas ≡ N/(2tfit0 ) obtained dividing half the length of the
chain by the time interval occurred to the generated shape to reach that position, i.e.
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the time corresponding to maximum of the peak in figure 3.4 (the soliton is injected
at t = 0), which numerically correspond to tfit0 .
 The energy of a shape Σ(β
fit) obtained from eq. 2.25
εfit
JS2
= 8
√
h sinβfit
 Energy difference (∆E)meas between the initial configuration energy E0 = −JS2N(1+
h) and the constant value of the chain energy after the soliton injection, evaluated
during the numerical integration.
Injected shape (tanβ)fit vfit/(JSd) vmeas/(JSd) εfit/(JS2) (∆E)meas/(JS2)
tanβ = 0.2; h = 0.05 0.200 0.439 0.435 0.359 0.348
tanβ = 2.0; h = 0.05 1.74 0.223 0.219 1.55 1.54
tanβ = 3.0; h = 1.0 0.432 1.84 1.36 3.17 3.00
Table 3.1: Different quantities of the generated shapes, for the data sets of figure 3.3. The first row cor-
responds to an injected soliton with λβ = 22.8d and v ' 0.43JSd, the second row λβ = 5d
and v ' 0.2JSd, the third row λβ = 1.05d and v ' 0.63JSd. The values of the first two rows
show good correspondence between the quantities graphically measured for the generated shapes
and those obtained from eq. (2.23) and following, using βfit. The third row corresponds to the
extremely short soliton case discussed in the text.
Figure 3.4 shows the time-dependence of the z-component of the central spin of the
chain compared with the corresponding best fit (see table 3.1), using the set of data of
figure 3.3. The quantities reported in table 3.1 confirm the previous expectations: for
the injected shape with λβ = 22.8d there is an almost perfect match with the generated
shape; for λβ = 5d the generated soliton is slightly different from the injected one, but the
relation Γl(β; t) = Σ
(β′)
l (t) as well as those in equations (2.23)-(2.26) still hold very well with
β′ = βfit; the last case presented, λβ = 1.05d, shows different features: the generated shape
do not perfectly match the function Σ
(β′)
l (t), β
fit is far from the β of the injected shape
and also the other relations are poorly respected. The last case is not particularly worrying
for the generation scheme proposed, since an injected shape with λβ = 1.05d represents
a rather extreme situation for the discrete chain. Conversely, the fact that even in this
extreme case a soliton-like dynamical configuration is found travelling along the chain after
the injection, though its features look somehow different from the continuous chain exact
solution, contributes to strengthen our scheme, since it proves that soliton generation is
possible also when λβ is comparable with d and that the discrete Heisenberg chain can
sustain soliton-like excitations that are not simply the discrete counterpart of the solutions
described at the end of the previous chapter.
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Figure 3.4: szl time-dependence for the central spin of the chain, the set of data are those of figure 3.3; the
red solid curve is the best fit of the underlying data with the function Σ
(β)
l (t − t0) (β and t0
free parameters). The values obtained for the best fit parameters are reported in the insets. As
noted in the text there is a good match between the analytical solution for the continuous chain
and the generated shapes, except for the case of a soliton with a width ' d.
3.2.2 Noisy Dynamics (T > 0)
In this section we analyse the robustness of the injection scheme and that of the resulting
generated shapes with respect to the noise or the imperfections possibly present in the spin
chain. To accomplish this goal we choose different initial conditions with respect to the
ferromagnetic configuration considered in the previous paragraph. The new initial condi-
tions will correspond to statistical spin distributions reproducing the spin-wave correlators
which in turn are related to a given value of the reduced temperature (T ≡ kBT/JS2) of
the system. In this way we obtain again a sort of microcanonical evolution (the system
is still isolated) but, this time, the system initial energy is not the chain minimum energy
associated with the uniform configuration, but that corresponding to a certain “thermal”
configuration like that described in the following. The construction technique here adopted
is useful not only because it allows to construct physically meaningful configurations, but
also because it connects the strength of the noise present in the system to a control param-
eter (the temperature) which can be easily given a physical interpretation. Let us illustrate
the method we use to build one of these configurations. First we need to introduce the
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canonical Holstein-Primakoff variables {ql, pl}:
sxl =
√
1− z
2
l
2
ql , s
y
l =
√
1− z
2
l
2
pl , s
z
l = 1− z2l with z2l =
q2l + p
2
l
2
. (3.9)
By such a change of variables, provided that z2l  1, we can take the quadratic approxi-
mation of the Hamiltonian (2.15) which results diagonal in Fourier space and in particular
Hchain ' 1
2
∑
k
ωk(q
?
kqk + p
?
kpk) =
∑
k≥0
ωk
(
q′k
2
+ q′′k
2
+ p′k
2
+ p′′k
2
)
, (3.10)
where ωk = 2JS(1 − cos k) + γH; in the last equivalence we used the fact that, being the
qj(pj) real, qk = q
′
k + iq
′′
k = q
?
−k (analogously for the pk). We thus have 4L (notice that
q′′k=0 = p
′′
k=0 = 0) independent Gaussian-distributed stochastic variables with variances
〈q′k2〉 = 〈q′′k2〉 = 〈p′k2〉 = 〈p′′k2〉 =
kBT
2Sωk
=
T
2
[
h+ 4 sin2(2k)
]−1
(3.11)
where T = kBT/JS2 and h = γH/JS. So, using a Gaussian random number generator, we
generate the set of 4L variables corresponding to the {q′k, q′′k , p′k, p′′k} with the corresponding
variances (3.11), then, back-transforming to the direct space we get the {ql, pl} which,
inserted in equations (3.9), give the desired spin components. With this technique we obtain
spin configurations characterized by thermal correlators
〈
(sxl −sxl+1)2
〉
=
〈
(syl−syl+1)2
〉 ' T
and
〈
(sxl )
2
〉
=
〈
(syl )
2
〉 ' T /h. Being the above construction valid for z2l  1, attention
has been paid to use values of T and h such that T /h  1 so that the fluctuations of the
in-plane spin components were small and the former condition resulted satisfied.
Integrating again the EoM with these initial conditions we found that, injecting the
usual soliton shape Σ(β), a soliton-like configuration Γ(β
′) is again generated in the chain;
this time however, the new β′ is dependent on the initial configuration, and in particular
on the reduced temperature value. Another fundamental aspect we can learn by observing
the dynamics resulting from these initial conditions is that, although the generated shape
can somehow interact with the underlying noise, the soliton dynamics is not spoiled by
it. In figure 3.5 we show the colour-density plot of Γzl (β; t) as a function of l and JSt,
for different T . The strong resilience of the generated signal is evident: even when fully
embedded and barely recognizable within the thermal noise, as in the last panel, its time
propagation along the chain can still be easily followed.
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Figure 3.5: Samples of generated soliton-like excitations Γl(β; t) in a discrete chain of 500 spins; the param-
eters of the injected soliton Σ
(β)
l (t) are γH/JS = 0.05 and tanβ= 2. Density plots are shown
for the space-time evolution of szl (t) at zero (upper left panel) and finite temperature, indicated
in the lower, right edge of each panel. The propagating soliton is reflected by the open boundary
at site n= 500. The thin, red line reports the time dependence of szl (t) at the site n = 250.
3.3 Penetrating field generation
In this chapter it has already been numerically demonstrated that systems of interacting
magnetic moments on one-dimensional lattices, possibly of finite length, support dynamical
configurations which are the discrete counterparts of β-solitons. This is true in particular
if the soliton has typical length that is much larger than the lattice spacing, λβ d, i.e.
[referring to (2.24)],
√
γH/JS sinβ  1, which has also to be compared with H 6= 0,
necessary for getting v > 0. Given the values of S and J typically observed in magnetic
compounds, it is JS2∼ 1÷103 K meaning that, as µB = 0.67 K/Tesla, only very large fields
could break the above inequality. Unfortunately the same argument tells us that in our
scheme the time-dependent magnetic field we want to use for generating the soliton must
have a rather large modulus. However, we must take into account that, in order to put
forward the features related to the mechanism of soliton generation, we have kept things
very simple considering the external magnetic field acting only on the first spin of the chain:
in a more realistic situation the field applied to the chain edge will act on a certain number
of spins, depending on the nature of the system embodying the spin chain. Hence, the
effect of b(β)(t) is amplified by the effective number of spins it affects and its intensity can
well be comparable with H.
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Figure 3.6: Solitons generated in a discrete chain of N = 500 spins by injecting a TW shape sβ(t) with
h= 0.2 and tanβ= 2. Left, line plot: sz250(t) for T = 0 (red line), T = 0.002 (green line),
T = 0.01 (blue line). Density plots: evolution of szn(t) for two different temperatures with
shading as in figure 3.5.
We here present some unpublished results confirming that our proposal keeps being
effective when the action of the field pulse b(β)(t) is not punctual but rather extends to
a finite part of the chain end, as required in a realistic set-up. In order to represent the
described situation we have to change Eq. (3.2) with the following
b˜
(β)
l (t) =
JS
γ
wl Σ
(β)
−L(t) , (3.12)
where wl is a function describing the decreasing intensity of the field along the chain; the
boundary term is now given by the sum of all the contributions of the external field on
different spins as follows
− γ
∑
l
b˜
(β)
l · sl . (3.13)
EoM (2.16) will also change according to
∂tsl = sl ×
[
JS
(
sl+1+sl−1 + wlΣ
(β)
−L(t)
)
+ γH
]
. (3.14)
At this point we only need to specify the function wl, then, being the new terms of the EoM
functions of time and position independent of the spin configuration, we can still integrate
them using the same algorithm presented before. Having to represent how the intensity
of the magnetic field decreases going deeper inside the chain, we can reasonably choose a
simple exponential shape for the function wl, as this kind of law is typical in absorption
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Figure 3.7: Generated shape z-component Γzl (β, t) in a chain of 500 spins with respect to position n and
scaled time JSt; the parameters of the injected soliton are tan β = 2 and h = 0.05. Left panel:
Vampl = 0.05 and ` = 10. Right panel: Vampl = 0.1 and ` = 20.
phenomena. In particular we set wl as
wl = Vampl exp
[−(l + L− 1)
`
]
, (3.15)
where Vampl is a dimensionless constant which determines the amplitude of the field acting
on the spin sitting in position l = −L + 1, and ` represent the characteristic penetration
length of the magnetic field inside the system.
The first results concerning the dynamics obtained from the numerical integration of
equations (3.14) with the “zero-temperature” initial configuration show that for the different
values of ` we can still have the generation of one single soliton tuning the parameter Vampl.
In particular we find that Vampl should be set to a value < `
−1 in order to obtain this
result, confirming the expected amplification effect and the corresponding reduction in
the needed field strength. Moreover when Vampl & `−1 we observe the generation of several
solitons with different energies together with a completely new feature which is a temporary
spatial localization of the magnetization in a finite region at the beginning of the chain.
This new feature is still unexplained and we are currently studying the physical conditions
under which this sort of “bouncing” of the magnetization takes place. In figure 3.7 two
density plot of szl , as function of l and JSt, are presented showing an example of the
described phenomenology. Finally, as a proof of consistency of the correct implementation
of the penetrating field condition, we find that, setting `  1, the results of the punctual
interaction condition are exactly recovered.
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3.4 Conclusions
In view of exploiting the robustness features of solitons for the realization of quantum oper-
ations, we have here examined a method for injecting soliton-like dynamical configurations
in classical discrete spin chains through the application, at one of the chain ends, of a
magnetic field with a peculiar time-dependence.
It has been shown that soliton-like dynamical configurations are indeed generated in
the chain: these configurations resemble the known analytical solitons of the continuous
model when the soliton length is much larger than the lattice spacing, and they are stable
with respect to the thermal noise present in the system. Moreover, it is found that the
generating scheme still keeps working when considering the finite penetration length of the
injecting field inside the chain, and this, besides alleviating the need of high values of field
intensity, introduces some new interesting phenomenology that is still under analysis.
We want also to point out that the results about the penetrating injecting field, together
with some tests, that have been performed using external fields with a slightly different time
dependence with respect to Σ(β), show that the scheme here proposed for generating solitons
is not extremely sensitive to the peculiar time-shape of the injecting field, indicating that a
deeper study in this direction aiming to establish necessary or sufficient conditions on the
external field time dependence in order to obtain soliton generation could be of particular
interest in view of an experimental application of the presented scheme.
Finally, it is worth noticing that the magnetic soliton propagation we have studied is an
energy-conservative phenomenon and has proved to be robust against thermal noise up to
a reduced temperature T ∼ 0.01: this suggests that, besides the specific proposal presented
in this work, using solitons for transferring either classical or quantum information in solid-
state devices might strongly alleviate the heat dissipation requirements that seriously affect
more conventional solutions, without requiring a highly demanding lowering of the operating
temperature.
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Qubit state control
The ability of addressing, initializing, and possibly controlling one single qubit without
spoiling its quantum features or disturbing other nearby qubits is a necessary prerequisite
for putting a quantum device into operation. Depending on the specific device architecture,
however, this can be a most challenging task, as it implies the opening of the qubit towards
an environment that, in a way or another, embodies some macroscopic apparatus. One
possibility for avoiding that this opening alter the fragile properties of the qubit is that
of placing the apparatus at a distance, and use a transmission line for conveying a proper
signal to the qubit itself. In particular, when the qubit is represented by a localized magnetic
particle [17, 19, 22, 106] it comes quite natural that the above signal be a time-dependent
magnetic field; in fact, as it has been pointed out in chapter 1, any unitary action on a
single qubit can be represented in terms of a Zeeman interaction lasting for a precise time
interval. This nonetheless leaves the question open on how to realize the transmission line.
To this purpose, we here propose the use of classical spin chains featuring soliton-like
excitations, a choice suggested by these observations: i) A soliton faithfully represents a
signal in so far as it is a finite-energy excitation which is well localized in space at any given
time, and can travel at fixed velocity with constant profile; ii) Solitons are known to travel
undisturbed along their medium, which allows us to put the apparatus that generates the
pulse at great distance from the qubit and yet be sure that the signal will pass near its
target undeformed; iii) Solitons relative to the very same model can have different shapes
and energies, which gives us the freedom of choosing the signal that best controls the qubit,
without modifying the transmission line.
The scheme here proposed is one where the transmission lines, one for each qubit, de-
part from a control apparatus and convey to the qubits a suitable signal to accomplish
the assigned task: a practical realization of such scheme can be found, e.g., in nanofabri-
cated microwave transmission lines recently used to manipulate electron and nuclear spin
of phosphorus donors in silicon [107].
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In this chapter, the wire will be modelled as an Heisenberg spin-chain while the signals
will be the solitons described in the former chapters; a control apparatus, allowing for
soliton injection, is supposed to be placed at one end of the chain, i.e. far enough from the
quantum register in order to avoid any disturbance, but that mediated by the wire. We
thus thoroughly analyse the effects of the soliton transit on the spin state of the spin-12
localized particle embodying the qubit, considering both an ideal and an injected soliton,
as well as the possibility of noise along the chain.
The results will be divided according to the different physical situations considered, i.e.
the specific types of interaction between the qubit and the spin-chain, which determine the
effective magnetic field sensed by the qubit. Finally, comments upon possible experimental
implementations of the scheme are put forward in the conclusive part, with attention focused
on the validity of the assumptions we have made in order to make the scheme work.
4.1 Model
Having already demonstrated that a soliton-like signal can be successfully generated in
a spin-chain, we now turn our attention on the effects that the propagation of this kind
of signal has on a qubit interacting with the chain. In fact, the transit of the soliton
near to the qubit produces a time-varying distortion in the, otherwise uniform, spin-chain
configuration resulting in an effective magnetic field on the qubit which is given by the sum
of the contributions from all the spins, weighted by the strength of their interaction with
the qubit, and whose effects on the qubit-state dynamics is what we are interested in.
Let us now introduce the model we consider to represent this situation, starting from
the qubit. As stated in chapter 1, a qubit is a physical system that can be described by the
spin-1/2 operator 1 ~2 σˆ represented by the Pauli matrices σˆ = (σˆ
x, σˆy, σˆz); its state ρˆ(t) in
terms of the Bloch’s vector n(t) ≡ Tr[ρˆ(t) σˆ], reads
ρˆ(t) =
1
2
[
1 + σˆ·n(t)] . (4.1)
In our scheme, the qubit is realized by a localized spin-12 particle, sitting near the site of
the chain labelled by the index “0”. We assume that the way the qubit feels the presence
of the chain magnetic moments, as depicted in figure 4.1, can be generally described as a
Zeeman interaction with an effective magnetic field proportional to
s˜(t) ≡
∑
l
plsl(t) , (4.2)
1Hereafter we will denote every operator O as Oˆ, with the “hat” superscript in order to distinguish them
from the other quantities.
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Figure 4.1: The qubit interacts with a bunch of moments of the classical spin-chain, with couplings jl = g pl;
a constant uniform field is applied to the overall system.
where sl are the unit vectors entering Eq. (2.15), and pl is expected to decrease rapidly
with |l|. In fact, the detailed dependence of pl on l is not relevant, particularly if, as in
the present scheme, the time dependence of the magnetic moments is primarily due to the
transit of a signal whose length equals a finite number of lattice spacings.
From Sec. 2.2 we have learned that the presence of a constant and homogeneous magnetic
field H is necessary for the Heisenberg spin chain to support solitons with finite velocity:
therefore, we take H 6= 0 and identify its direction with the quantization axis used for
encoding the qubit states into the spin degree of freedom of the spin-12 localized particle.
The qubit Hamiltonian thus reads
Hˆqubit = −
[
γσH z + g S s˜(t)
] · ~σˆ
2
, (4.3)
where z = (0, 0, 1), γσ is the gyromagnetic ratio of the particle realizing the qubit, and g
is an overall coupling constant. The corresponding evolution of the qubit Bloch’s vector is
ruled by the equation
∂τn = n×
[
δ zˆ + µ s˜(τ)
]
, (4.4)
where τ ≡ γH t is the (chain) dimensionless time that will be hereafter used. The two
dimensionless parameters
δ ≡ γσ
γ
, µ ≡ gS
γH
(4.5)
characterize the qubit interactions with the external and the effective field, H and s˜(t),
respectively. Notice that, despite the chain parameter γ does not appear in the qubit-
Hamiltonian (4.3), it does enter the EoM for the qubit Bloch’s vector via the definition of the
dimensionless time τ ; in fact, the relevant time-scale of the overall dynamics is exclusively
set by the chain-Hamiltonian (2.15), a statement based on the implicit assumption that the
presence of the qubit has no effect (no ‘back-action’) on the chain itself. This assumption
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can be formalized by saying that the maximal qubit energy gain (occurring for a complete
flip), ∆E = ~(gS + γσH), should be much smaller than the soliton energy εβ, i.e., by
requiring that the following relation is satisfied:
∆E
εβ
=
gS+γσH
8γH
~
S
√
h
sinβ
 1 . (4.6)
We notice that the above requirement is satisfied when the conditions of quasi-classical
spins, S  ~, and of “quasi-continuum” support, λβ  d⇒
√
h sinβ, are assumed. As
shown in the following, it is indeed found that, for parameter values flipping the qubit-state,
the ratio ∆E/εβ ∼ 10−2.
4.2 General results
Suppose now that a magnetic signal in the form of Γl(β; τ), i.e. a generated soliton-like
dynamical configuration (see section 3.2.1), runs through the chain. In the early stage of
the process, at a time when the soliton is still far from the site 0, it is s˜(τ)∝ z and the qubit
Bloch’s vector undergoes a uniform precession around z, unless it is not initially aligned
along the z-axis itself. In order to isolate the qubit evolution exclusively due to the soliton
transit, it is convenient to choose n(τi)=z, with τi the earlier time when s−L = z. Notice
that this does not imply adding a previous single-qubit manipulation step in the overall
scheme, but rather preparing the whole system in a globally aligned state, which is readily
obtained as H 6= 0.
Consider now a time τf during the final stage of the process, i.e. after the soliton has
travelled along the chain far beyond the qubit: the qubit Bloch’s vector, set in motion
by the soliton transit, can 1) align back to z, 2) tilt-up and hence precess around z, or
3) perfectly flip and anti-align along −z. Situations 2) and 3) are those in which we are
most interested, as they represent the possibility of permanently modifying the qubit state,
which is in fact the final goal of our scheme. In order to analyse the conditions under which
they are obtained, one must numerically integrate Eqs. (4.4) with the effective field s˜(τ) as
from Eq. (4.2) with
sl(τ) = Γl(β; τ) . (4.7)
For the sake of clarity, in what follows we will specifically concentrate on the case when the
qubit response to the signal consists in a permanent flip, which means that, for all times
such that τ > τf , we have n
z(τ) = nz(τf) 6= 1. Figure 4.2 shows an example of the above
dynamics. In the following paragraphs (except the last one) we will take Γl(β; τ) = Σ
(β)
l (τ)
and the chain initially prepared in the ferromagnetic state, since, as shown in previous
chapter, the generated solitons Γl(β; τ) are almost equal to the analytical shape Σ
(β)
l in the
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Figure 4.2: Snapshots of the qubit state trajectory [represented by n(τ)] on the Bloch’s sphere while a
β-soliton propagates along the chain. The graphs on the left display s˜z(τ) (full lines) and s˜x(τ)
(dashed lines), i.e., the components of the effective field acting on the qubit as a consequence of
the soliton transit. The parameter values are: h= 0.01, tanβ= 0.2, µ= 1, δ= 1, and α= 3.
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Figure 4.3: Contour plots of nz(τf) as a function of δ and µ, for α= 0. In each panel the magnetic signal
acting on the qubit is that produced by an ideal β-soliton, Σ
(β)
l (t).
case T = 0.
4.3 Zero range interaction dynamics
We start considering the case of zero interaction length pl = δl0: in this case the qubit state
for τ > τf can be represented as follows:
ρˆ(τ) =
1
2
(
1+nz(τf)
√
1−(nz(τf))2 e−i[(µ+δ)τ+δ0]
c.c. 1−nz(τf)
)
, (4.8)
with nz(τf) being a function of the relevant parameter δ, µ and β. Equation (4.8) shows that,
in order to characterize the final state of the qubit, it is sufficient to study the behaviour of
nz(τf) with respect to the parameters. We also know [43] that, whenever δ= 0, the qubit
goes back to its initial state (nz(τf) = 1): therefore, in order to obtain a permanent flip, the
physical object embodying the qubit must have a finite gyromagnetic ratio. Since studying
nz(τf) suffices to distinguish the above situations 1), 2), and 3), in figure 4.3 we plot n
z(τf)
in the plane (δ, µ): when δ=µ= 1 the flip is complete (figure 4.4), while the change in
nz(τf) decreases monotonically when getting far from this point. Remarkably, for δ=µ= 1
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Figure 4.4: Qubit perfect flip situation obtained for δ = µ = 1. Left panel: Bloch’s vector components as
function of τ (green nx, orange ny and blue nz). Right panel: trajectory of the Bloch’s vector
on Bloch’s sphere.
there is no dependence on β: the qubit is flipped whatever the amplitude of the signal
running through the chain 2. An additional feature, numerically observed and clearly seen
in figure 4.3, is that nz(τf) is symmetric in the exchange δ ↔ µ, even though the evolution
of the qubit is different in the two cases. The most relevant feature displayed by figure 4.3,
however, is the presence of a region where almost complete flip occurs: this means that
fine-tuning is not necessary and if δ is difficult to alter one can still act on µ, or viceversa,
depending on the specific physical realization of the scheme.
4.4 The dipolar interaction
Before analysing the finite-range interaction case, we want to show that the qualitative
dynamics described above holds independently of the specific shape of the function pl and in
particular that pl should not be exponentially decaying with the distance from the qubit but
it is sufficient that it decays fast enough to let the sum
∑
l plsl be well defined. In particular
we are going to study the case where pl represents a typical magnetic interaction, namely
the dipolar interaction between magnetic moments. A magnetic dipole of corresponding
moment m will generate at a distance r a magnetic field
Bdipole =
µ0
4pi
[
3r (m · r)
r5
− m
r3
]
,
where µ0 is the magnetic permeability constant. Considering now the magnetic moment of
one of the chain spins (γS)sl, the magnetic field generated by the spin-chain at the qubit
position is
Bchain(t) =
γSµ0
4pid3
∑
l
[
3rl (sl(t) · rl)
r5l
− sl(t)
r3l
]
, (4.9)
2It is important to remember that all these results have been derived under the no back-action assumption,
i.e., equation (4.6) must be satisfied: this implies that β cannot become too small.
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Figure 4.5: Left panel: time evolution of nz(τ) (solid blue line) and B˜zchain(τ) (dashed red line) for tanβ= 2;
µ˜= 1, δ= 1, h = 0.05 and r0 = 1. Right panel: trajectory of the qubit state on the Bloch’s
sphere.
where dimensionless vectors rl indicate the position of the spins sl with respect to the qubit
position. In this situation the Hamiltonian (4.3) is replaced by
Hˆqubit = −γσ
[
H z +
γSµ0
4pid3
B˜chain(t)
] · ~σˆ
2
, (4.10)
where we have introduced the dimensionless field B˜chain(t) ≡ (4pid3)/(γSµ0)Bchain(t), which
takes the place of the effective field s˜(t). The equation for the evolution of the qubit Bloch’s
vector (4.4) also changes according to
∂τn = n×
[
δ zˆ + µ˜ B˜chain(τ)
]
, (4.11)
where τ , δ and z are the same of equation (4.4) while
µ˜ =
γσSµ0
4pid3H
, (4.12)
represents the new interaction parameter of the qubit with the spin chain. We will now
take into account the results concerning the Bloch’s vector evolution in the situation here
described, considering in particular the following spatial configuration of the system: the
spin-chain lies on the x-direction, while the qubit is again placed near the spin s0 at a
distance r0 in such a way that the position of s0 with respect to the qubit is identified by
the vector (0, 0, r0) (i.e. along the z-axis). In this configuration the position of each sl is
identified by the vector (l, 0, r0). The qubit state dynamics emerging from this situation
setting sl(t) = Σl(t) is perfectly analogous to that already described in previous sections:
the Bloch’s vector is again characterized by the constant value of its third component
(nz(τf)) plus a precession with a constant frequency depending on the uniform field value
and on the other parameters through the expression (4.9) evaluated at τf . Here, besides the
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values of δ, µ˜ and β, also the values of r0 and h = γH/JS play a role in determining the
value of nz(τf): the first gives the intensity of the dipolar field and the second (as it will be
further commented in the next section) fixes the soliton characteristic length. Figure 4.5
shows an example of the Bloch’s vector dynamics when the qubit is subjected to a dipolar
interaction with the spin chain, confirming that the scheme is still effective for manipulating
a qubit state also considering a finite range interaction decaying with power law with the
distance from the qubit.
4.5 Finite range interaction dynamics
Finally, although the dipolar interaction is a pretty typical among magnetic moments, we
will characterize the dependence of nz(τf) on parameters using an interaction whose spatial
behaviour pl is described by a gaussian shape. The reason behind this choice is that using
the gaussian shape we can easily identify the interaction range with its standard deviation:
this gives us an easy way to check both the final state dependence on the interaction range
and the interplay with the other length-scale (soliton length, λβ). Using the dipolar-law
shape we do not have the same control on this parameter and this would make the analysis
more difficult. Moreover, in the dipolar interaction case, a crucial role is played by the
specific spatial configuration of the system; this fact would thus limit our conclusions to a
specific system set-up and leads us to the aforementioned choice, being not our aim that of
comparing our results with a specific experimental realization, but rather that of obtaining
a general characterization of the qubit dynamics in the proposed theoretical scheme.
We consider the finite-range case, and take
pl = A exp(−l2/2α2) (4.13)
in equation (4.2), where A is such that
∑
l pl = 1 . In this way the standard deviation
α characterizes the interaction range, in units of d. When α 6= 0, as in the case shown in
figure 4.2, the qubit dynamics is qualitatively similar to that observed for α= 0 [42], but
the value of nz(τf) is found to be quite sensitive to α itself. However, an almost complete
flip, even better than that observed in figure 4.2, can be obtained by further adjusting the
available parameters. To this respect, notice that the ratio h= γH/JS is a relevant quantity
when α 6= 0, as it contributes to set the length-scale of the soliton: for example, h= 0.05
and tanβ= 2, 1, 0.5, 0.2 define β-solitons with λβ = 5d, 6.3d, 10d, 22.8d, respectively.
In figure 4.6 we show a contour-plot relative to nz(τf) in the plane (tanβ,µ), for δ= 1
and different values of h. As expected, for smaller tanβ the qubit dynamics is less affected
by the finite interaction range, as the effective field acting on the qubit, when a broad
soliton (λβ  αd) is considered, is little modified by the ‘smearing’ entailed by Eq. (4.2).
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Figure 4.6: Contour plots of the final magnetization nz(τf) as a function of the parameters tanβ and µ, for
α= 3 and δ= 1. In each panel a different value of h is considered.
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Figure 4.7: Top panels: time-evolution of nz(τ) (solid blue line) for the qubit interacting with the soliton
(dashed red line) generated by injecting TW-shape (tanβ= 2, h = 0.2) with T = 0 (left panel)
and T = 0.002 (right panel); µ= 1, δ= 1, and α= 0. Bottom panels: parametric plots of the
qubit state evolution on the Bloch’s sphere, under the same conditions of the respective upper
panel.
In particular, the plot for h = 0.02 shows that the partial flip seen in figure 4.2 can be
improved by taking smaller β, i.e. longer solitons, or increasing µ, i.e. the qubit-chain
coupling. The flip quality decreases also when, due to the phase term ξ cotβ appearing in
Eq. (2.21), the x and y components of s˜(t) shrink under the smearing (4.2). This effect can
be reduced, as suggested by Eq. (2.27), requiring α
√
h cosβ, i.e., for small β, h α−2.
In fact, figure 4.6 shows that by taking a smaller h the flip quality can be made to approach
optimal values in an extended region of the β-µ plane. Referring to the definitions (4.5), this
optimization can be typically performed by driving the external field only. The freedom
from the necessity of a fine tuning of parameters, due to the above feature, makes the
scheme here described a suitable proposal for the experimental realizations.
4.6 Generated soliton induced dynamics
Let us now consider the case when the soliton running through the chain is not ideal,
but rather a generated one, Γl(β; τ) ' Σ(β
′)
l (τ). In figure 4.7 we show the qubit-state
evolution when tanβ= 2 and λβ = 5 (α= 0): in the left panels one can appreciate that
the evolution of nz(τ) follows that of the generated soliton, both for zero (left) and finite
(right) temperature; the right panels display the overall trajectory of the qubit Bloch’s
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vector on the Bloch’s sphere. The qubit behaviour under the action of a generated soliton
looks similar to that described in the previous sections for ideal solitons: in particular, for
T = 0 an almost complete flip is obtained. More pronounced differences emerge for T 6= 0,
where the value of nz(τf) is no more constant in time but fluctuates, being subjected to
the thermal fluctuations of the spin chain. However, we note that such fluctuations are
conceptually different from the decoherence phenomena commonly met when dealing with
open quantum systems, as the (whatever noisy) effective field acting on the qubit is still
classical, keeping the qubit evolution on the Bloch’s sphere.
4.7 Conclusions
In this chapter we have proposed a scheme to manipulate a qubit state at distance by
means of magnetic solitons running through a spin chain. The solitons here considered are
both the analytical shapes of the continuous chain Σ
(β)
l (τ), evaluated at the lattice sites (as
anticipated in section 2.2), and the dynamical configurations Γl(β; τ) generated through
the method described in the chapter 3.
We have considered the dynamics of the qubit state subjected to the soliton transit
in different physical situations: a point-like interaction with one spin of the chain, the
dipolar interaction and a general finite-range interaction. We found that in all the three
cases the resulting dynamics shows similar features; in particular, after the soliton has
run by, the qubit is left in a state which can be significantly different from the initial one
depending on the values of these parameters which are relevant for the specific case. We
have then characterized the qubit final state finding that, even in the case of finite range
interaction, we can recover a quasi-perfect flip of the qubit state in a broad region of the
parameters manifold, implying that a fine tuning is not necessary in order to achieve the
goal of significantly modifying the qubit state.
In virtue of these results we can conclude that using dynamical solitons as magnetic
signals running through spin chains is quite a promising prospect, though it still needs an
in-depth analysis in order to become a more solid possibility. In fact, besides checking
intuitions, quantitative conditions must also emerge and be tested, with specific reference
to the realization one has in mind. To this respect, the scheme presented in this chapter
might find several different applications, as spin chains are versatile models that can be
used for describing the most diverse real situations.
Finally we comment upon the conditions identifiable as essential in our analysis, in the
case of an implementation based on solid-state systems [20, 23, 107–109].
Although having already discussed about soliton generation in the former chapter, we
want to point out here that solitons exist and run also in anisotropic spin chains [24, 27],
which makes our scheme potentially efficient in the case of anisotropic quasi one-dimensional
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real compounds. In fact, this is quite a relevant feature when thinking of implementations
based on one-dimensional monoatomic metal chains deposited on surfaces [110] where the
system geometry inevitably makes the intra-chain exchange anisotropic [111].
Having shown that a controlled action on the qubit can actually be obtained by its
interaction with the nearby running magnetic soliton, we notice that the condition required
by the continuum approximation is fully consistent with the small values of
√
γH/JS that
are found to produce a permanent variation of the qubit state, according to the analysis
presented in Sec. 4.2 and in the following. Moreover, the energy exchanged between qubit
and chain in the case of complete flip (obtained by, say, γH/JS= 0.05, α= 0, tanβ= 0.2,
µ= δ= 1) amounts to ∆E = ~(gS+γσH)' 10−2JS2; as the soliton energy is of the order
of JS2, the chain dynamics results unaffected by the evolution of the qubit, essentially
validating the ‘no back-action’ approximation described in equation (4.6). As for the limits
dictated by the typical coherence times attainable in solid-state qubit realizations, an ad-
ditional relevant quantity is the time tprop required by the soliton to reach the qubit after
its injection: for a time-scale of (JS)−1 ∼ 10−13 s, we can estimate tprop ∼ 1 ns, if the qubit
lies around 103 lattice constants away from the chain end.
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Entanglement generation via
semi-classical channels
Creating and transferring entanglement between distant qubits are fundamentals of quan-
tum computation and, for this very reason, finding a practical method to accomplish these
operations and the directly related applications (e.g. implementing a two-qubit entangling
gate) is a central problem of any tentative realization of a quantum computer.
Whenever we deal with quantum devices, we have to accommodate apparently contra-
dictory requirements: indeed, in order to get a truly quantum behaviour for a suitably
extended time interval, we have to select a microscopic object well protected from external
disturbances, which could otherwise destroy its delicate, coherent quantum evolution; but,
at the same time, the given object has to be able to communicate with the outside world, if
it has to accomplish some useful task. We propose a possible way to meet both requirements
by means of a hybrid scheme, where the fragile quantum component (a qubit) is accompa-
nied by a robust, almost classical, partner (a spin chain), mediating its dialogue with the
external world without exposing it, but still being able to convey quantum correlations.
We already showed in the previous chapters that the soliton features of robustness
against disturbances can be used for applications where the spin-chain dynamics can be
regarded as classical, e.g. to drive a qubit state. The question here is if the same fea-
tures can be exploited for accomplishing some tasks which are intimately quantum, i.e.
tasks where the quantum nature of the spin chain has to be necessarily considered. An
example of such a task is the generation of entanglement between distant qubits. Purely
quantum-channels constituted by many interacting qubits are usually the key players for
entanglement generation/transfer. In fact, spin-1/2 chains have been fruitfully used for
generating and transferring entanglement in the realization of entangling gates and perfect
state-transfer protocols [112–118]. They provide very good results but they are really sen-
sitive to decoherence, thus requiring protection against external disturbances, not only as
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far as the interaction between the channel and the qubit is concerned but also during the
channel dynamical evolution.
In view of these considerations, we ask ourselves if a semi-classical system, i.e. a system
made of many interacting degrees of freedom whose behaviour is known to be well described
by (semi-)classical equations, can accomplish the goal in a comparable way with respect
to fully quantum systems. If so, it would be possible to obtain quantum devices which
are less sensitive to the unwanted external disturbances taking advantage of the robustness
properties of the classical systems.
This situation can be far more complicated than considering systems of interacting
qubits only, where the study of how correlations are moved within the system from one
point A to another point B is of straightforward interpretation, since the homogeneity of
its constituents allows one to use the same definitions to characterize each of the system
components. A completely different situation is met in the cases where qubits are present,
being the targets of some quantum operation, but the system designated for accomplishing
those operations is constituted by a set of different objects (typically more complex than
qubits). This situation set two more issues, the first provided by the complexity and the
second by the heterogeneity of the considered system. In fact a full quantum description
of systems like those just cited, usually, cannot be pursued, and approximations must be
taken into consideration. Moreover, attention must also be paid to the specific choice of
the approximations to be undertaken, since a standard semi-classical approach does not
usually fit well for describing purely quantum objects like qubits.
For these reasons, finding a method to describe the interaction of some qubits with a
semi-classical system is a challenging goal on its own, which is worth to be followed, and
can pave the way for several applications.
The aim of the present chapter is thus to demonstrate the possibility of generating
entanglement between distant, and not directly interacting, qubits through their interaction
with a large-S spin chain. In particular, we want to introduce a method which is capable to
give an approximate description of such an hybrid system still retaining enough of the spin-
chain quantum nature in order to account for entanglement transfer between the qubits,
but also to keep a strong relation with the chain classical description, in order to take
advantage from the robustness properties of non-linear classical dynamics. The success of
this method, as it will be clarified later, relies on the careful choice of the initial states of
the spin chain.
We now describe the particular model considered in this chapter, and the specific states
leading to the semi-classical approximation of the chain dynamics, that allows us to com-
plete calculations and keep an open link between the quantum behaviour and the classical
picture.
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Figure 5.1: Schematic representation of the system described in the text: the connected blue spheres rep-
resent spin-S of the Heisenberg chain, while the orange ones are the two qubits.
5.1 Model
The system considered is formed by a discrete Heisenberg chain, henceforth referred to as
Ξ, made by quantum objects with spin quantum number S  1/2 (namely large-S) 1)
interacting via a ferromagnetic isotropic nearest-neighbour interaction, and two distant
qubits, A and B, both close to the chain, interacting with two spins of the chain, SA and
SB, respectively, as shown in figure (5.1.
Due to the large value of S, the Hilbert space of the spin chain has a huge dimension
already for Ξ longer than a few spins, which makes the exact description of the chain
dynamics out of reach, even numerically. For this reason we will need to introduce the set of
states given by the tensor product of the spin-S SSCS (see section 1.4.2 for SSCS definition
and properties). These states will be called the semi-classical states of the spin chain Ξ,
since it is possible to set a one-to-one correspondence between them and the configurations
of the classical chain. In fact, any configuration of a classical spin chain, of lengthN and spin
modulus S, is completely determined by the set of 2N values, Ωn ≡ {θn, φn | n = 1, . . . , N},
defining the directions of each spin-vector 2. Making reference to section 1.4.2 we can thus
associate to the classical configuration of each spin the corresponding SSCS as follows
Ωn −→ |Ωn〉 (5.1)
where |Ωn〉 is defined in equation (1.55). The semi-classical state for Ξ will be given by the
tensor product over the chain index n of the SSCS of each spin, in this way every classical
configuration defines a semi-classical separable state for the quantum spin-chain (and vice
versa), via {
Ωn, ∀n = 1, . . . , N
} ←→ N⊗
n=1
|Ωn〉 . (5.2)
The chain-state will be approximated at the semi-classical level as a product of single-spin
coherent states, belonging to a subspace of the Hilbert space of states for Ξ; this entails a
1As it is shown in the literature, the behaviour of 1-d spin system is well represented by classical renor-
malized equations down to S = 1 (see consideration in section 2.1. Of course, the bigger the value of S, the
stronger correspondence with classical behaviour.
2A classical spin is nothing but a vector of fixed modulus S, its configuration is thus defined by the polar
angles θ and φ in the usual way S = S(sin θ cosφ, sin θ sinφ, cos θ).
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one-to-one correspondence with the configurations of the classical counterpart of the chain 3.
Starting with a completely factorized state of the chain Ξ and the two qubits, we want
to study whether the system dynamics can lead A and B in an entangled state; i.e., whether
the entanglement locally created by the interaction between A and SA is propagated by
the chain evolution up to SB and finally transferred to the second qubit B, the net result
being the generation of entanglement between the two qubits.
According to the scheme outlined above, our picture of the system dynamics, leading
to the desired outcome, unfolds in three subsequent time intervals: in the first one, only
the interaction between A and the spin SA ≡ Sn=nA at site nA of the chain is relevant;
in the second interval the chain is let to evolve, neglecting its interaction with the qubits,
and in the last one the only relevant interaction is that between the qubit B and the spin
SB ≡ Sn=nB . As discussed in the following sections, such three-stage dynamics could be
approximately realized if A and B interact with SA and SB, respectively, and the initial state
of the overall system, as well as the free chain Hamiltonian, are properly chosen: Indeed,
if Ξ is able to sustain the propagation of Heisenberg solitons like those of equations (2.21),
i.e. well-localized, stable, pulse-shaped excitations, we will show that soliton propagation
will be the player able to switch on (and off) the interaction with the relevant qubit in the
first and third stage, and the conveyor of the information during the second stage.
In order to get a first insight about the potentiality of the proposed scheme, in the
actual calculation we implement the three-stage dynamics by assuming a very simplified
model, where the qubit-chain interaction constants gA(t) and gB(t) depend on time, and
are switched on and off according to step functions:
gA(t) = g ϑ(t−t0)ϑ(t1−t)
gB(t) = g ϑ(t−t2)ϑ(t3−t) ,
(5.3)
where ϑ(t) is the Heaviside function, and g is the interaction strength (see figure 5.2). In the
interval [t1, t2] the chain quantum state evolves according to the approximated semi-classical
evolution introduced in section 5.3 below.
In more detail, assuming an initial factorized state, the three different stages of the
system evolution from t = t0 to t = t3 are described as follows :
(1) [t0, t1]: gA(t) = g while gB(t) = 0. Starting from the factorized initial state the joint
evolution of (A,SA) is evaluated in a fully quantum way. During this stage the spin
3As it will be discussed later on, among all the classical dynamical configurations of the spin chain Ξ, we
are particularly interested in the Heisenberg solitons discussed in the previous chapters: they will be crucial
in the scheme proposed, embodying the robust classical part of our “hybrid device”.
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Figure 5.2: Time dependence of the interaction constants.
chain is frozen, i.e., the spins {Sn}, except SA, are not evolving 4. This leads to
an entangled state of A and SA, while the remaining part of the overall state is still
factorized.
(2) [t1, t2]: gA(t) = gB(t) = 0. The semi-classical evolution of the chain Ξ results in an
entangled state of A with the entire chain, while the quantum state of B is still pure.
(3) [t2, t3]: gB(t) = g and gA(t) = 0. The evolution only concerns the (B,SB) pair, while
the spin chain is frozen as during the first stage. The eventual result is a non-separable
state of the whole system.
In the final overall state, the reduced density matrix of the two qubits generally develops
entanglement, namely the concurrence between A and B is found to be non-zero. The three
stages described above are discussed in detail in the following three sections; section 5.5 is
devoted to an overall discussion about the results and to some concluding remarks.
5.2 First dynamical stage
During the first stage of the evolution we will consider the qubit A interaction with the
spin SA of the chain.
The evolution of the system during the time interval [t0, t1] is given by the following
unitary operator (hereafter ~ = 1):
Uˆ (1)(t) = UˆA,SA(t)⊗ 1Ξ\SA ⊗ UˆB(t) (5.4)
where
UˆA,SA(t) = exp(−i HˆA,SA t) , (5.5)
4The validity of this approximation in a realistic set-up sets constraints on the ratios of the interaction
constants gA, gB and the spin-chain time-scale, which will be discussed later. Nevertheless, it is worth to
point out that the extreme simplification is aimed at demonstrating the possibility of entanglement transfer
by a semi-classical channel.
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is the evolution operator of the subsystem (A,SA), the Hamiltonian describing their inter-
action being
HˆA,SA = g SˆA· σˆA + hAσˆzA . (5.6)
The constant g fixes the strength of the interaction between A and SA, as well as the time-
scale related to this stage of the evolution, while hA is a uniform field term. Finally, the
term
UˆB(t) = exp(−i hBσˆzB t) (5.7)
is a local operation describing the action of a uniform field hB acting only on the second
qubit. Before evaluating the dynamics it is a compelling matter to discuss the initial state
of the system, i.e. the system state at t = t0.
5.2.1 The initial state
In order to better account for the generation of entanglement in the different parts of
the system as a result of the related dynamics, the evolution will start from a completely
factorized state of the whole system in the form
|Ψ(t0)〉 = |A〉 ⊗
[⊗
n
∣∣Ω0n〉
]
⊗ |B〉 , (5.8)
where |A〉 and |B〉 are two vectors, belonging respectively to the Hilbert spaces HA and
HB , which define the initial states of the two qubits; the state in brackets represents the
chain state and deserves a more detailed description. In fact, it is given by a specific
semi-classical state, i.e. a tensor product of SSCS according to equation (5.2), whose
corresponding classical configuration is given by an Heisenberg soliton shape
Ω0n ←→ Σ(β)n (t0) , (5.9)
where the function Σ(β), given in equations (2.21), is evaluated at the discrete positions n,
and the value of the time t0 is chosen as t0 = nA/v, with v the soliton velocity, i.e. so as
to have the soliton centred at position nA at time t = t0. The choice of a soliton-shaped
semi-classical configuration is fundamental for the realization of the hybrid scheme here
proposed, and stems from the idea that solitons are stable with respect to perturbations,
and remain localized during their propagation. In our specific situation, the robustness
may assure that the chain state evolves “maintaining” more or less the same localization
features despite the interaction with the first qubit; the localization of the soliton may,
instead, help keeping the possible quantum correlations between A and Ξ localized on a
finite number of spins, making an efficient transfer to B conceivable.
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Figure 5.3: Von Neumann entropy of A with SA as a function of time, for S = 5, gA = 1, h1 = 0.5. The
right panel is a zoom of the small-time part of the left panel.
5.2.2 Evolution (A, SA)
The evolution during the first dynamical stage is obtained by calculating the effect of the
operator Uˆ (1)(t1−t0) on the initial state (5.8). This gives a trivial evolution for Ξ \ SA
(i.e. all the chain except SA) and for the qubit B, while in general the subsystem (A,SA)
evolves to an entangled state, as shown in figure 5.3, where the Von Neumann entropy 5
of A is shown as a function of time for a given choice of parameter values and initial state
of SA: it is clearly convenient to chose the time t1 such as to maximize the numerically
evaluated entropy between A and SA at the end of the first dynamical stage. The formal
expression of the state of the subsytem (A,SA) can be obtained reminding the assumed
separable structure of the overall state (5.8), so that:
∣∣ψA,SA(t0)〉 = |A〉 ⊗ |ΩA〉 , (5.10)
where ΩA ≡ Ω0n=nA = Σ
(β)
nA (t0) is the initial “direction” of SA; letting the above state to
evolve according to Eq. (5.5) the entangled state
∣∣ψA,SA(t1)〉 = ∑
σm
cσm(t1) |σ〉 ⊗ |m〉 (5.11)
is reached, where the following representation for H
(A,SA){
|σ〉 ⊗ |m〉
∣∣∣ σ ∈ {+,−};m ∈ {−S,−S + 1, ..., S − 1, S}, } ,
i.e., the Dicke state representations both for A and SA is used. This representation, being
finite-dimensional, is particularly convenient for the explicit evaluation of the coefficients
cσm(t1), obtained by the numerical diagonalization of the Hamiltonian (5.6). Using the
completeness relation (1.62), the state (5.11) can be rewritten in the coherent state repre-
5E(ρA) is evaluated from equation (1.15) starting from the state
∣∣ψA,SA(t)〉 as defined in (5.11) for t = t1.
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sentation for SA: ∣∣ψA,SA(t1)〉 = (2S+1)∑
σ
∫
dΩ
4pi
fΩσ |σ〉 ⊗ |Ω〉 , (5.12)
where
fΩσ =
∑
m
cσm(t1) 〈Ω|m〉 (5.13)
and the overlap 〈Ω|m〉 is defined in Eq. (1.59).
Turning the attention back to the overall system, we write its state at time t1 in the
density operator formalism:
∣∣Ψ(t1)〉〈Ψ(t1)∣∣ = ∣∣ψA,SA(t1)〉〈ψA,SA(t1)∣∣⊗[ ⊗
n6=nA
∣∣Ω0n〉〈Ω0n∣∣]⊗ ∣∣B(t1)〉〈B(t1)∣∣ , (5.14)
where
∣∣B(t1)〉 = UˆB(t1) |B〉, and the term in brackets is the state of Ξ \ SA, that is left
unchanged by the first stage dynamics. The projector onto the state
∣∣ψA,SA(t1)〉 can be
rewritten using the coherent state representation (5.12),
∣∣ψA,SA(t1)〉〈ψA,SA(t1)∣∣ = (2S+1)2∑
σσ′
∫
dΩ
4pi
dΩ′
4pi
CΩΩ
′
σσ′ |σ〉 〈σ′| ⊗ |Ω〉 〈Ω′| , (5.15)
with
CΩΩ
′
σσ′ ≡ fΩσ fΩ
′ ?
σ′ =
∑
mm′
cσm(t1) c
∗
σ′m′(t1)
〈
Ω
∣∣m〉〈m′∣∣Ω′〉 . (5.16)
Eq. (5.14) clearly reminds us that, due to the specific form of Uˆ (1)(t), the only correlations
generated during this stage are those between A and SA, as the states corresponding to the
other part of the system keep being factorized (see Eq. (5.14)).
5.3 Second stage: the semi-classical chain evolution
At t = t1 the interaction gA(t) of the first qubit is quenched and, until t = t2 when gB(t) is
switched on, the evolution operator of the system can be split as
Uˆ (2)(t) = UˆA(t)⊗ UˆΞ(t)⊗ UˆB(t) , (5.17)
where UˆA(t) is a local operator on A, analogous to Eq. (5.7), due to the presence of the
local uniform field hA, and UˆΞ(t) is the evolution operator of the spin chain. The aim of this
section is to introduce a suitable approximation for UˆΞ(t) able to account for entanglement
transfer between A and B.
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In order to proceed, the chain Ξ is modelled by the Heisenberg Hamiltonian
HˆΞ = −J
∑
n
Sˆn·Sˆn+1 − γH
∑
n
Sˆzn , (5.18)
with a nearest-neighbour isotropic ferromagnetic exchange J , a uniform magnetic field H
and a gyromagnetic ratio γ.
As the spins of the chain have a large-S value, it is practically impossible to explicitly
evaluate the evolution induced by the Hamiltonian (5.18). However, the large value of S
makes the chain ”semiclassical” (see, e.g. the discussion at the end of section 2.2), suggesting
the adoption of the following approximation. We start by observing that upon identifying
the dynamical group of the Heisenberg Hamiltonian Eq.(5.18), the procedure outlined in
section 1.4.3 would lead to the definition of generalized coherent states |ΩΞ〉 of the full
chain, whose dynamics is known to be ruled by classical equations of motion [73]: again,
such procedure can not be implemented exactly, but the high value of the spin S makes
sensible to approximate the true generalized coherent state of the chain by the product of
SSCS (the semi-classical configuration), i.e.
|ΩΞ〉 '
⊗
n
|Ωn〉 , (5.19)
and to consider the dynamics of the single |Ωn〉 well approximated by the solution of the
equations of motion for the classical vectors Ωn appearing in the classical counterpart of
Eq.(5.18), i.e. EoM (2.15), as it would happen for the coherent states of the full chain.
Of course, such classical dynamics of product coherent states cannot generate nor transfer
quantum correlations if one starts from one single configuration of the chain, but in view
of Eq. (5.12), the starting state is, on the side of Ξ, a superposition of configurations with
different value of Ω for the spin SA.
More in detail, an initial product state
⊗
n
|Ω0n〉 , (5.20)
evolves following the dynamics of the associated classical configuration {Sn(t) = S Ωn(t)},
defined according to (5.2), with the classical equations of motion. This operation gives the
corresponding evolved classical configuration for any t and, hence, the evolved quantum
state as reported in the following scheme:
{
Ω0n
} classical−−−−−−−−→ {Ωn(t; {Ω0n})}⊗
n |Ω0n〉 semi-classical−−−−−−−−→
⊗
n
∣∣Ωn(t, {Ω0n})〉 . (5.21)
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This prescription for the chain evolution essentially neglects the entanglement among spins
possibly generated by the chain dynamics. Nevertheless, it provides a dynamics that re-
produces the correct evolution of the spin expectation values in the classical limit (S  1)
and still keeps the quantum structure of the chain states. Moreover, it can be shown that
the above rule gives the exact evolution in the limit S →∞, since the semi-classical states
becomes the correct GCS of the chain in such limit (see section 5.5 and appendix B).
Within this approximation scheme, in order to write the evolution of a generic chain
state it is therefore sufficient to expand it in the overcomplete basis provided by the (tensor
product of) coherent states and then apply the evolution Eq. (5.21) to each vector in the
decomposition.
Before using this procedure in our case, let us briefly explain what it means by a simple
example that allows for some general comments about the approximation. Imagine that
the chain Ξ is in the state ∣∣Ξ〉 = ∣∣ψSk〉⊗
⊗
n6=k
∣∣Ω0n〉
 , (5.22)
for some fixed k, where |ψSk〉 is not in a coherent state
∣∣ψSk〉 = (2S + 1) ∫ dΩ4pi c(Ω) ∣∣Ω〉 , (5.23)
where the coefficients c(Ω) satisfy the following normalization condition:
(2S + 1)2
∫
dΩ
4pi
∫
dΩ′
4pi
c(Ω) c∗(Ω′)
〈
Ω′
∣∣Ω〉 = 1 . (5.24)
According to (5.21), the chain configurations defined by the different components Ω evolve
through the classical EoM:
{
Ω0n | Ωk = Ω
} classical−−−−−−−−−→ {Ωn(t,Ω)} , (5.25)
where we have dropped the explicit dependence of Ωn(t) on all {Ω0n} with n 6= k, retaining
only the more meaningful one on Ωk ≡ Ω. The approximation introduced here is that one
can classically evolve the chain for all the configurations defined by the set
{
Ωn | Ωk = Ω
}
varying Ω, i.e., perform several dynamical evolutions, finally keeping the same superposition
for the evolved configurations. Of course, from the ‘quantum’ viewpoint, this dynamics
associates to any initial state, belonging to the set of tensor products of single-spin coherent
states, an evolved state inside the same set. We thus find the time-evolution of the state∣∣Ξ〉 in the form ∣∣Ξ(t)〉 = N˜ ∫ dΩ c(Ω)(⊗
n
|Ωn
(
t,Ω
)〉) , (5.26)
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where the factor N˜ restores the normalization of the evolved state, which is no more im-
plicitly assured. In fact, evaluating the squared norm of the state (5.26) without the
normalization constant, we find
(2S + 1)2
∫
dΩ
4pi
∫
dΩ′
4pi
c(Ω) c∗(Ω′)
∏
n
〈
Ωn
(
t,Ω′
)∣∣Ωn(t,Ω)〉 , (5.27)
which is in general different from one 6.
Turning back our attention to the specific case, we note that our situation is similar to
the one described above with k = nA but the state
∣∣ψA,SA(t1)〉 also involve A degrees of
freedom. Since our approximation scheme does not affect the qubit Hilbert space we can
straightforwardly apply the described procedure to our initial state
∣∣ψA,Ξ(t1)〉 = ∣∣ψA,SA(t1)〉 ⊗
n6=nA
|Ω0n〉 , (5.28)
where
∣∣ψA,Ξ(t1)〉 is given by Eq.(5.12), so that we finally get:
∣∣ψA,Ξ(t2)〉 = A∑
σ
∫
dΩ fΩσ
∣∣σ(t2)〉⊗
n
∣∣Ωn(t2,Ω)〉 , (5.29)
6This observation suggests that the semi-classical evolution is not unitary. In fact, we find that angles
between different vectors are, in general, not preserved by the evolution. Start, for example, from two chain
semi-classical states that differ only for the configuration of the k-th spin
∣∣Ξ1〉 = ∣∣Ωk = Ω〉⊗
⊗
n 6=k
∣∣Ωn〉
 and ∣∣Ξ2〉 = ∣∣Ωk = Ω′〉⊗
⊗
n 6=k
∣∣Ωn〉
 ,
where Ω 6= Ω′. The overlap between these two states is〈
Ξ2
∣∣Ξ1〉 = 〈Ω′∣∣Ω〉 ,
since the configurations of all spins are equal, except the k-th;
〈
Ω′
∣∣Ω〉 is given in (1.60). Applying now
the evolution rule (5.21) to
∣∣Ξ1〉 and ∣∣Ξ2〉, one finds the following overlap between the chain states at the
generic time t 〈
Ξ2(t)
∣∣Ξ1(t)〉 = ∏
n
〈
Ωn(t,Ω
′)(t)
∣∣Ωn(t,Ω)(t)〉 .
Unitarity would require the evolution to be an isometry of the chain Hilbert space i.e. the overlap between
any couple of states belonging to HΞ must be preserved during the evolution. This means, in our example,
that the following equation,〈
Ξ2
∣∣Ξ1〉 = 〈Ξ2(t)∣∣Ξ1(t)〉 ⇒ 〈Ω′∣∣Ω〉 = ∏
n
〈
Ωn(t,Ω
′)(t)
∣∣Ωn(t,Ω)(t)〉 ,
should hold for any couple Ω,Ω′, which is not true in general. This can be expected, since semi-classical
evolution is not the exact chain evolution for finite S values, while it becomes exact in the limit S →∞, as
noted before.Recovery of unitarity in the spin classical limit S →∞ is also evident from the last equation,
since the overlap (1.60) tends to δ(Ω−Ω′) and different trajectories of a Hamiltonian system never cross each
other. In fact, the integral of Hamiltonian EoM represents a bijection of the classical phase space in itself
for any fixed time t [119], and this also implies that semi-classical evolution (5.21) is, in principle, invertible.
Thus, we account for the non-unitarity of the semi-classical evolution normalizing the system state after the
second dynamical stage, i.e. at t = t2. Further comments about the semi-classical approximation can be
found in section 5.5.
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where |σ(t2)〉 = UˆA(t2 − t1) |σ〉 = exp[−ihAσ(t2 − t1)] |σ〉, A is the overall normalization.
Using the last expression one can finally write the projector for the whole system after the
second stage of the evolution,
∣∣Ψ(t2)〉〈Ψ(t2)∣∣ = ∣∣ψA,Ξ(t2)〉〈ψA,Ξ(t2)∣∣⊗ ∣∣B(t2)〉〈B(t2)∣∣ (5.30)
where |B(t2)〉 = UˆB(t2 − t0) |B〉 and, using Eq. (5.15),
∣∣ψA,Ξ(t2)〉〈ψA,Ξ(t2)∣∣ =N∑
σσ′
∫
dΩ dΩ′ CΩΩ
′
σσ′
× |σ(t2)〉〈σ′(t2)|
⊗
n
∣∣Ωn(t2,Ω)〉〈Ωn(t2,Ω′)∣∣ . (5.31)
The normalization constant N , which can be obtained from expression (5.29), reads 7:
1
N =
∑
σ
∫
dΩ dΩ′CΩΩ
′
σσ
∏
n
〈
Ωn(t2,Ω
′)
∣∣Ωn(t2,Ω)〉 . (5.32)
We underline the fact that the explicit dependence on the initial conditions {Ω} of the
spin-chain state (5.29), which makes |ψq1+chain(t2)〉 explicitly not separable, testifies to the
fact that the entanglement, originally generated only between A and SA, is now spread
over all the chain spins as a consequence of the chain evolution.
5.3.1 Some comments about the state at t = t2
In order to check the generation of entanglement between the qubits A and B, one has to
trace away the chain degrees of freedom, obtaining the two-qubit density matrix represent-
ing the joint state of (A,B), for which one can then evaluate, e.g., the concurrence. Since
the chain minus the spin SB, which experiences the interaction with B, does not evolve
during this stage (the third stage is analogous to the first one with the exchanged roles
between A and B), tracing away those degrees of freedom can be done equivalently on the
state at t2 as well as on that at t3. Of course, it is more convenient to perform the partial
tracing before the evolution, in such a way to work with a smaller Hilbert space during the
third stage. Consider, then, the partial trace on Ξ \ SB, which gives the reduced density
matrix for the system (A,SB,B),
ρˆA,SB,B(t2) = TrSn 6=SB
∣∣Ψ(t2)〉〈Ψ(t2)∣∣ . (5.33)
7The same expression for N is obtained performing the trace of the projector (5.30) (see consideration
about the trace over the Sn degrees of freedom in the next section)
Tr(|Ψsys(t2)〉〈Ψsys(t2)|) .
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Figure 5.4: Comparison of different configurations obtained in a fixed integration time (t2 − t1). The z-
component cos[θn(t2 − t1,Ω)] is reported (third-axis and color) as a function of chain position
n by sampling Ω on the whole sphere (second axis, ordered by subsequent ‘parallels’). The
contour plot in color scale is reported in the base. The two panels show evolved configurations
obtained starting with two solitons differing in the typical width λ (lattice spacing units): left,
λ = 10; right λ = 2.5.
One realizes that all partial traces over different spins Sn are trivially factorized
8, the
contribution for each n being of the form
TrSn
∣∣Ωn(t2,Ω)〉 〈Ωn(t2,Ω′)| = 〈Ωn(t2,Ω′)∣∣Ωn(t2,Ω)〉 , (5.35)
namely, the overlap between the coherent states at the same position n as evolved according
to different initial conditions, Ω′ and Ω; the expression for this overlap is given in Eq. (1.60).
After this operation on the state (5.30) one obtains
ρˆA,SB,B(t2) = ρˆA,SB(t2)⊗
∣∣B(t2)〉〈B(t2)∣∣ , (5.36)
with
ρˆA,SB(t2) =N
∑
σσ′
∫
dΩdΩ′CΩΩ
′
σσ′
∣∣σ(t2)〉〈σ′(t2)∣∣
×
[ ∏
n6=nB
〈
Ωn(t2,Ω
′)
∣∣Ωn(t2,Ω)〉]⊗ |ΩB(t2,Ω)〉 〈ΩB(t2,Ω′)| . (5.37)
Imagine a set of evolved configurations {Ωn(t,Ω)}, depending on the initial value Ω, that
look very similar among themselves whatever the value of Ω in a large part of the chain
(e.g., most spins aligned along the z-axis). In such a case a large number of the overlaps
8The trace over a generic spin S can be written, in the coherent state representation, as
TrS(· · · ) = (2S+1)
∫
dΩ
4pi
〈
Ω
∣∣ · · · ∣∣Ω〉 . (5.34)
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Figure 5.5: Comparison of ESn as a function of n for different values of S, spin modulus of the chain spins.
Left panel: initial configuration soliton-shape with λβ = 10 (T = 800, v = 0.2, initially centered
in nA = n
′ = 100); Right panel: initial configuration soliton-shape with λβ = 2.5 (T = 400,
v = 0.4, initially centered in nA = n
′ = 100).
appearing in the partial trace are equal to one and the corresponding spins are uncorrelated
from the rest of the system: being independent of Ω they indeed disappear from the state
expression. Thus, the entanglement originally generated by the interaction of A with SA is
not spread along all the chain, but remains confined to the portion which carries dependence
on the initial condition Ω. Such situation happens, for instance, starting with the chain in
a Heisenberg soliton shape localized around nA (hence our choice for the initial state). If
the soliton width is larger than the chain spacing, changing the configuration Ω of the spin
at one single site nA will not significantly affect its propagation; the evolved configurations
will be similar, as shown in figure 5.4. Moreover, the soliton moves forward with invariant
shape and hauls the deformation of ΩA, imposed while it travelled through site nA. The
time t2 is thus chosen when the soliton crosses nB
9 and the superposition Eq. (5.37) of the
evolved configurations, obtained from different deformations Ω, is expected to concentrate
around nB the entanglement collected at time t1 in nA. During the evolution the soliton
thus behaves as a carrier that keeps the entanglement localized while travelling along the
chain. Numerical results do indeed confirm this behavior: figure 5.5 shows snapshots of
ESn , the normalized entropy of entanglement
10 ESn , which quantifies the entanglement
that the spin Sn has with the rest of the system (i.e. Ξ \ Sn, A), and is defined as
ESn = −TrSn ρˆSn logd ρˆSn (5.38)
9Assuming that the different evolutions of the deformed soliton-shape still keeps, more or less, also the
same velocity vsol of the original soliton, their superposition will look like an “enlarged” solitonic shape who
center moves again, more or less, like that of the original soliton.
10Differently from definition (1.15), we here report its normalized version, i.e. we evaluate the logarithm
in base d, where d represent the dimension of HS . With this choice the entropy of entanglement assume
values ≤ 1, regardless the dimension of the Hilbert space.
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where d = 2S+1 and
ρˆSn = TrA,Ξ\Sn
∣∣ψA,Ξ(t2)〉〈ψA,Ξ(t2)∣∣ . (5.39)
In the left panel of figure 5.5 a bump is clearly visible whose center is at about vsol(t2− t1),
this meaning that only the spins around the soliton are significantly entangled with the
rest of the system, while the others are almost uncorrelated. The different curves report
the same quantity for different values of S: the shape is almost unchanged, but the values
monotonically decrease with increasing S, according to the fact that in the limit S → ∞
the entanglement disappears 11 as the spins become completely classical.
5.4 Third dynamical stage: evolution of (B, SB)
During the third time interval [t2, t3] the second qubit B interacts with the spin SB with
the coupling strength gB(t) = g, while the first qubit is affected only by a uniform field
and the spin chain does not evolve, except for SB. Apart from the different initial state,
this stage is analogous to the first one, with exchanged roles between A and B, and the
evolution operator is
Uˆ (3)(t) = UˆA(t)⊗ 1Ξ\SB ⊗ UˆB,SB(t) , (5.40)
where UˆA(t) is the same of the previous stage and 1Ξ\SB is the identity on the Hilbert space
H
Ξ\SB
.
Consider now that, having traced out all the spins of the chain but SB, as explained in
the previous section, for t > t2 one has to deal with the Hilbert space of the two qubits and
the spin SB, which has dimension equal to only 4(2S+1). The evolution operator acting
on ρˆA,SB,B(t2) is given by
Uˆ (3) = UˆA(t)⊗ UˆSB,B(t) = e−iHˆA,SB,B t , (5.41)
with the Hamiltonian
HˆA,SB,B = hAσˆzA + g SˆB· σˆB + hBσˆzB , (5.42)
which can be diagonalized numerically using the basis {|m〉} of the eigenvectors 12 of SzB;
11Entanglement, should increase its value as the dimension of the Hilbert space is increased. Evidently,
the same do not happens for the “density of entanglement” with respect to the number of degrees of freedom:
remember, in fact, that we are here normalizing the entanglement entropy with respect to dimHS .
12For numerical calculations, it is obviously convenient to use a finite representation of the Hilbert space.
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the generic element of the density matrix for (A,SB) can be written as
[
ρˆA,SB(t2)
]σσ′
mm′ =N e−ih(t12)(σ−σ
′)
∫
dΩ dΩ′CΩΩ
′
σσ′
×
[ ∏
n6=nB
〈
Ωn(t12,Ω
′)
∣∣Ωn(t12,Ω)〉] DΩΩ′mm′(t2) (5.43)
with
DΩΩ′mm′(t2) =
〈
m
∣∣ΩB(t12,Ω)〉〈ΩB(t12,Ω′)∣∣m′〉 . (5.44)
Since ρˆA,SB,B(t2) = ρˆA,SB(t2)⊗
∣∣B(t2)〉〈B(t2)∣∣, making use of the relations (1.59) and (1.60)
one can numerically compute the state ρˆA,SB,B(t2) and the evolution (5.41) in the time
interval t3−t2. The evolved state ρˆA,SB,B(t3) is finally obtained. It is, in general a non
separable state of the subsystems B and (A,SB), meaning that B is entangled with (A,SB).
Nevertheless, this does not necessarily mean that the A and B are directly entangled: their
entanglement might also be “diluted” along the spin chain. In order to settle this, one has
to trace out SB, yielding the two-qubit density matrix
ρˆA,B(t3) = TrSB ρˆA,SB,B(t3) , (5.45)
and use it to calculate the concurrence, C(ρˆA,B(t3)), whose definition is given in section 1.2.
Figure 5.6: Concurrence of the state for the (A,B) system as a function of t−t2. The first panel reports the
difference λ1−λ2−λ3−λ4 (the concurrence is the positive part of the blue curve). The second
panel reports the four eigenvalues {λ1, λ2, λ3, λ4} separately: cusps in the first panel correspond
to eigenvalue crossings. Values of parameters: g = 1, hA = hB = 0.5, S = 5; initial semi-classical
state: soliton shape with λ = 10.
An example of the concurrence of ρˆA,B, obtained starting from an initial state defined
by |A〉 = |B〉 = |+〉 and the chain initial configuration taken as the Heisenberg soliton of
width λ= 10 (lattice spacings) initially centred at SA is shown in figure 5.6 as a function
of t−t2: it appears that the two qubits are indeed entangled. We want to note that the
periodic time dependence is due to the fact that A and B never interact directly, and that
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the interaction of (SB,B) is ruled by the simple Hamiltonian (5.42), giving raise to a simple
periodic dynamics as it happens for (SA,A) during the first dynamical stage. As a result the
consequent oscillations evidently transfer the entanglement with A back and forth between
B and SB.
We observe that changing parameters (the spin value S, the coupling intensities gA
or gB, which we here set both equal to g but that can be in principle different, the local
fields hA and hB etc.) as well as the the initial semi-classical state for Ξ, the results are
qualitatively the same; numerical values of the different quantities, such as the peak value
or the frequency in the concurrence between A and B, do indeed change, but an oscillating
behaviour like that shown in figure 5.6 is always found.
Moreover, values of the concurrence significantly different from zero are obtained only if
t2 is chosen ∼ nB/vsol, i.e. the spin SB interacting with B is among those that are correlated
with the rest of the chain and A, and if the initial semi-classical configuration is such that
superposition (5.31) allows for the entanglement to be localized on a small number of spins
rather than a large portion of the chain, e.g., referring to figure 5.5, better results (i.e.
higher values of the concurrence) are obtained in the situation depicted in the left panel
rather than in that of right panel, as shown in figures 5.6 and 5.7.
Therefore, choosing t3 such that C
[
ρˆA,B(t3)
] 6= 0, the evolution of the proposed model
system in the interval [t0, t3], takes a separable state into an entangled state of the two
qubits. The entanglement, dynamically generated between A and a single spin of the chain,
SA, is successfully transferred through to B by means of the semi-classical evolution of
the spin chain. In other words, the dynamics of a semi-classical channel is able to transfer
quantum correlations, generating entanglement between distant and non interacting qubits.
This is possible thanks to the coherent-state mapping between classical configurations and
quantum product states for Ξ, which allows us to approximately evaluate the quantum
evolution of the channel. The most interesting fact, however, is that, in order to obtain the
final quantum state, many of these semi-classical evolutions must be superimposed: this
simultaneous existence of “parallel classical histories” is thus the key point to explain why
our hybrid channel can transfer quantum correlations.
As a last remark, we notice that for t > t3, i.e. after the last qubit-spin interaction
has been quenched, the evolution of the three subsystems is strictly local implying that the
entanglement of the state ρˆA,B(t) is no more varied. Thus, the scheme proposed, realizing
an entangling channel acting on a two-qubit state, can be exploited for the realization of
specific two-qubit entangling gates, by the proper choice of the initial state of the spin chain
and of the other parameters.
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Figure 5.7: Concurrence of the state for the (A,B) system as a function of t−t2. The first panel reports the
difference λ1−λ2−λ3−λ4 (the concurrence is the positive part of the blue curve). The second
panel reports the four eigenvalues {λ1, λ2, λ3, λ4} separately: cusps in the first panel correspond
to eigenvalue crossings. Values of parameters: g = 1, hA = hB = 0.5, S = 5; initial semi-classical
state: soliton shape with λ = 2.5.
5.5 Conclusions
In this chapter we showed that a semi-classical system, embodied by a large-S spin chain,
can generate entanglement between distant qubits. In particular, it has been shown that,
starting from a factorized state of the whole system with the state of Ξ represented by
the semi-classical state corresponding to a β-soliton of the Heisenberg chain, the quantum
correlations dynamically established during the first stage of the evolution between A and
SA can be transferred efficiently, i.e. keeping them “localized” on a small number of spins
(related with the soliton width), in such a way that the second qubit B, after its interaction
with SB, is indeed entangled with A. Moreover, it has been shown that these features do
not qualitatively depend neither on the specific values of the parameters nor on the specific
chain initial state, which affect only the efficiency of the channel.
Reaching these results requires some simplifications, that make the explicit calculations
feasible. In particular, the proposed theoretical scheme relies on three simplifying assump-
tions: the first is the qubit-spin interactions time-dependence, i.e. interaction must be
somehow turned on/off; the second is related to the duration of the qubit-spin interactions;
while the third is the semi-classical approximation for the chain evolution. Let us comment
each of them.
The first assumption implies somehow the ability of switching on and quenching the
qubit-chain interactions: although this is a typical approximation in theoretical schemes,
it is not always clear how to realize such a situation in the diverse realizations, especially
for the solid-state ones. One possibility, limiting the above requests only to the capacity
of quenching the qubit-spin interactions, can be that of starting the dynamics (well before
t = t0) with both the qubit-chain interactions already present; in fact, if the qubits and the
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spins SA, SB are all in the maximum z-projection state, the presence of the interactions does
not affect their states (except for an overall phase factor) unless the transit of the soliton
modifies the state of SA. The first stage would start, for A and SA, when the soliton
reach SA and start modifying its state, in the meanwhile B and SB are still not affected by
presence of the interaction since the soliton deformation is far from SB. Quenching the first
qubit-spin interaction when A and SA are entangled, the dynamics of the chain continues
as described in section 5.3 transferring the quantum correlations to B. When the deformed
soliton reaches SB, its dynamics with B starts as for A and SA and the third stage is
realized. This would result in a smoother time-dependence than that shown in figure 5.2,
at least for the interaction starting, which should not result in a dramatic change of the
qualitative behaviour of our scheme if, however, the ability of quenching the interactions is
still maintained.
As for the second one, in order to obtain a significant effect on the spin SA(SB), during
the first(third) stage, while the rest of the chain is not evolving, it is necessary that the
typical time-scale of the qubit-spin interaction, (gS)−1, is much smaller than that of Ξ.
When a β-soliton represents the chain dynamical state, the corresponding time-scale will
be provided by equation (2.26) and hence, for the assumed condition to be met, the relation
(gS)−1
τβ
=
J
g
γH
JS
sin 2β  1
must be satisfied. The above relation can be satisfied both if g  J , i.e. the chain coupling
is much weaker than the qubit-spin coupling, or if γHJS  1, i.e. the uniform field intensity
must be weak compared with the chain coupling. This second requirement is usually met,
if the spin chain is thought to be some solid state system; in fact, being γ ∝ µB with µB
the Bohr magneton, given the typical exchange energies and the small value of µB, very
high values of the field intensity H are needed in order to break the above inequality.
Let us now comment on the semi-classical approximation for the chain evolution. It
was already noted that taking the expectation values of the chain spin operators (in the
Heisenberg picture) on the semi-classical states, the correct classical evolution of spin vectors
was recovered for the isotropic Heisenberg case [120, 121]; moreover, it has been also shown
in the literature [36, 37, 39, 120, 121] that choosing the semi-classical states for the spin
chain (also in the anisotropic cases), a good description of magnetic one-dimensional systems
can be given and accordance with experimental results have also been found [30–34].
Finally we provide a proof that semi-classical configurations become the true spin-chain
generalized coherent states in the limit of S → ∞: referring to Hamiltonian (5.18), we
note that, in order to keep the chain energy finite in the S → ∞ limit, the coupling J
must scale as 1/S2. Successive commutation operations between operators appearing the
Hamiltonian (5.18), originate the infinite operator set containing the products, to any order,
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of spin operators Sαn (α = ±, z), whose scaling order with respect to J and S is JnSm. Since
this set contains an infinite number of operators it is impossible to explicitly build a set of
GCS as described in section 1.4.3, without approximations. However, it is found that, as
a consequence of being J ∼ 1/S2, it is possible to neglect all commutators of order JnSm
with 2n > m. It is thus possible to close an algebra containing a finite number of chain
operators, and to repeat the GCS construction, to finally show that the proper GCS in this
limit are given by the tensor product of SSCS, i.e. the semi-classical states (the explicit
construction is shown in the appendix B). Thus, according to the GCS properties, the exact
chain dynamics is provided by (5.21) in the S →∞ limit.
Using the semi-classical approximation for finite S values is still an approximation, but
we now have put the basis to estimate the resulting error as some function of 1/S.
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Concluding remarks and future
perspectives
Leitmotiv of this work is the proposal of an hybrid scheme where a classical or large-S spin
chain play the role of the robust (semi-)classical partner, while magnetic qubits represent
the delicate systems which are the agents of the quantum operation to be accomplished. Ac-
cording to this general idea we introduced three schemes, each corresponding to a different
action to be achieved.
Aiming at exploiting the robustness feature of some particular dynamical configuration
of non-linear classical systems, i.e. solitons, we first faced the problem of how to generate
solitons in a discrete, classical Heisenberg chain. In order to achieve this goal we have
proposed a scheme where a suitable time-dependent magnetic field, acting on one of the
chain ends, inject the desired dynamical configuration. The numerical analysis of the model,
which has been accomplished employing a specific symplectic algorithm, shows that soliton
can be indeed generated, with features resembling those of the known analytical soliton
solutions of the continuous model. We have also shown that the injection scheme as well as
the generated dynamical configurations are robust with respect to the presence of noise in
the system, and the generated solitons propagate along the chain despite the noise intensity.
Moreover, when considering a finite penetration length of the injecting field inside the
spin chain, results show also some new dynamical features, such as temporary localization
of the magnetization in the first segment of the spin chain, that are worth to be investigated
further.
Successively, we focused on how to exploit the generated solitons to reach and control the
state of a single qubit without the necessity of acting directly on it: a soliton, generated at
the spin-chain extremity, travels along the chain producing a deformation in the, otherwise
uniform, chain configuration. A distant (from the chain extremity) qubit is interacting with
a finite portion of the spin chain, and feels the deformation produced by the soliton transit
as a time-dependent, effective magnetic field.
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The numerical study of the resulting qubit dynamics shows that, as the soliton runs on
the chain section interacting with the qubit, the qubit state is modified; after the soliton
transit, the qubit is left in a final state characterized by a constant value of the Bloch’s
vector third component nz(τf). The classification of the final qubit states according to their
nz(τf) value, with respect to different types of interaction and to the relevant parameters,
shows that basically any final state can be reached within the proposed scheme, without
the necessity of a fine tuning of all parameters.
Besides giving the possibility of successfully addressing and controlling the states of
distant qubits, the above result make the described scheme suitable for realizing qubit
register preparations or to realize selective single-qubit gates in a proposal where each
qubit of the register in coupled with a magnetic wire embodied by the spin chain.
We finally addressed the problem of generating quantum correlations in distant qubits
through their interaction with a large-S spin chain. The model is made up by a large-S spin
chain and two distant, and non interacting qubits, each coupled with a different spin of the
chain. The scheme works as follows: the spin chain is in a semi-classical (tensor product of
SSCS) state corresponding to the classical spin configuration representing a soliton, centred
around the position of the spin interacting with the first qubit; as the first qubit interacts
with the chain, quantum correlations establish between the qubit and the chain. The chain
evolution transfers correlations along the chain, and the second qubit interacting, in turn,
with the chain, becomes entangled with the whole system and, thus, also with the first
qubit.
The qubit spin-S evolution are solved exactly, by numerical diagonalization of the cor-
responding Hamiltonian, while, for the chain evolution, a specific approximation has been
introduced, which has been demonstrated to reproduce exact dynamics in the S → ∞
limit. It is found that the correlations generated between the first qubit and the respective
spin-S are, indeed, efficiently transferred along the chain, due to the chain evolution. This
happens if the initial chain state is chosen to correspond to a soliton whose typical width
is large compared with the lattice spacing. In such a case the soliton propagation is not
substantially altered by the change of the configuration of a single spin, and, as a result,
the quantum correlations generated during the first dynamical stage remain confined to a
small, and moving portion of the chain.
Numerical results show that, if the previous condition is met, during the chain evolution
the first qubit remain correlated, at any time, only with a finite number spin, following the
propagation of a deformed soliton; finally, after the second qubit has interacted with the
chain, values of the two-qubit concurrence are found, which are significantly different from
zero, meaning that the two qubits are indeed entangled.
The above results confirm that a semi-classical system, such as a large-S spin chain, can
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be fruitfully used as an entangling channel for distant qubits. Since the system dynamics
can transform a two-qubit separable state in an entangled state, the hybrid scheme here
proposed, with the proper choice of parameters, can be exploited for the realization of
specific, robust two-qubit entangling gates.
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Appendix A
Derivation of eq. (3.7)
In this appendix we show how to derive the exact expression given in equation 3.7, i.e. the
expression for the infinitesimal rotation generated by the evolution of a magnetic moment
making precession motion around a magnetic field B. Consider a magnetic moment m in
a magnetic field B = (B1, B2, B3), its EoM will be given by
m˙ = m×B ≡ Rˆm , (A.1)
where
Rˆ =

0 B3 −B2
−B3 0 B1
B2 −B1 0
 . (A.2)
Defining the matrix Rˆ we explicitly wrote equation A.1 as a linear equation whose solution
is given in term of the exponential operator exp(Rˆt) as follows
m(t) = exp(Rˆt)m(0) =
( ∞∑
n=0
tn
n!
Rˆn
)
m(0) . (A.3)
From equation A.4 we realize that all the powers of the matrix Rˆ can be rewritten in terms
of Rˆ, Rˆ2 and the modulus of the field B. In fact, it is found
Rˆ2 =

−(B22 +B23) B1B2 B1B3
B1B2 −(B21 +B23) B2B3
B1B3 B2B3 −(B21 +B22)
 and Rˆ3 = −|B|2Rˆ . (A.4)
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We can thus write
m(t) =
[
1 +
1
|B|
(
|B|t− t
3
3!
|B|3 + . . .
)
Rˆ
+
1
|B|2
(
t2
2!
|B|2 − t
4
4!
|B|4 + . . .
)
Rˆ2
]
m(0)
=
[
1 +
Rˆ2
|B|2 +
sin (|B|t)
|B| Rˆ−
cos (|B|t)
|B|2 Rˆ
2
]
m(0) .
(A.5)
The last thing to do is to evaluate the action of the matrix part on the vector m(0).
According to equation (A.1) and (A.4) we have
Rˆm(0) ≡m(0)×B
Rˆ2m(0) = − |B|2
[
m(0)−B (B ·m(0))|B|2
]
.
(A.6)
Substituting the above equation in the last line of equation (A.5) we finally obtain
m(t) =B
(B ·m(0))
|B|2 +
m(0)×B
|B| sin (|B|t)
−
[
m(0)−B (B ·m(0))|B|2
]
cos (|B|t) ,
(A.7)
which is the same as equation (3.7) with the substitutions B ↔ Ωl and m ↔ sl and
evaluated for the infinitesimal time-interval δt from t to t + δt. We note here that the
derivation of equation (A.7) is exact for any time value t since the magnetic field B is
fixed. In chapter 3, the use of small interval is fundamental because it allows us to use and
truncate the Suzuki-Trotter expansion knowing the magnitude of the committed error and
it also allows, while updating one sub-lattice configuration, to treat the other sub-lattice as
constant and thus to use equation (3.7).
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Large-S limit Heisenberg chain
GCS
In this appendix we demonstrate that, in the limit of large S, the GCS of the spin chain
are well approximated by a tensor product of SSCS, i.e. the semi-classical states defined in
chapter 5, and we provide the explicit construction of the GCS for an isotropic Heisenberg
spin chain in the limit of S → ∞. The basic scheme of the construction was already dis-
cussed for the two simple examples of the FCS and SSCS in section 1.4.3; for the details not
included there, we refer to reference [73], where the guidelines for the general construction
are given rigorously.
We will consider a quantum Heisenberg spin chain made by N spin-S interacting
through a ferromagnetic, isotropic interaction of intensity J . Let’s start from rewriting
the Heisenberg Hamiltonian of equation (5.18) in terms of the raising(lowering) operators
S±n = Sxn ± iSyn 1
HˆΞ = −J
2
∑
n
(
S+n S
−
n+1 + S
−
n S
+
n+1 + 2S
z
nS
z
n+1
)− γH∑
n
Sˆzn . (B.1)
As described in section 1.4.3, the GCS construction requires three elements: a group G
and the corresponding algebra of its generators g; an Hilbert space containing a unitary
irreducible representation of G; a normalized reference state belonging to this Hilbert space.
While the second and the third request are readily satisfied by the following two natural
choices: HΞ as the Hilbert space, and, as the reference state, the following∣∣Λ〉 ≡⊗
n
|mn = S〉 , (B.2)
1The spin operator Sαn represent the natural extension to the whole chain space of the single-spin operator
S¯αn , according to:
Sαn = 11 ⊗ · · · ⊗ S¯αn ⊗ · · · ⊗ 1N .
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where Szn |mn〉 = mn |mn〉, i.e. the product of the Dicke states with maximum z-projection
value. The last choice is motivated by the final result we want to achieve, since the states
|mn = S〉 are the reference states for the SSCS.
What we still need to start the construction, is to find a transformation group acting
on HΞ whose generators include all the operators appearing in the Hamiltonian (B.1), i.e.
the dynamical group G. In order to find this particular group, we can work directly on the
generators and their algebra. We take the operators appearing in the Hamiltonian
JS+n S
−
n+1, JS
−
n S
+
n+1, JS
z
nS
z
n+1, S
z
n , n = 1, . . . , N , (B.3)
where we have included the coupling J in the definition of the quadratic terms since it
will be fundamental for introducing the large-S approximation. In order to build the Lie
Algebra g of the dynamical group generators, we calculate the commutators between the
above operators in g (commutators are the operators Lie brackets), and add all the possible
new operators we get; such enlargement of g continues until new operators are generated
from the commutators of the elements already present in g.
Repeating this procedure we realize that successive commutation operations introduce
higher order terms in the form
Jk
∏
n,α
(Sαn )
kαn , (B.4)
where α = ±, z. It is clear that the algebra we are trying to build is not closed at any finite
order, and has thus infinite terms. This is the reason why an exact explicit construction of
Heisenberg chain GCS is not possible.
To overcome this problem we exploit the fact that S has to be large in our application. In
particular, considering the limit S →∞, we find that, in order to keep the chain interaction
energy, JS2, finite, the coupling J must scale as 1/S2. For the operators, we define the
reduced spin operator Sαn ≡ Ssαn and their commutation relation
[szn, s
±
m] = ±δnm
1
S
s±m , [s
+
n , s
−
m] = δnm
1
S
2szm , (B.5)
showing that any commutation operation carries a factor 1/S. The above considerations
allow us to introduce a criterion for neglecting a subset of the terms like those in equa-
tion (B.4).
In particular, being interested in the limit S →∞, we decide to neglect all terms (B.4)
with
k > 2m where m ≡
∑
n,α
kαn , (B.6)
This implies that all the commutators like [JSαnS
β
n+1, JS
α′
n S
β′
n+1], vanish; the only non trivial
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commutators remaining are those involving at least one term Szn.
According to the former assumption, we find that the closed, non-trivial, finite algebra,
g, is constituted by the following set
{
1, Szi , JS
z
i S
z
i+1, JS
±
i S
∓
i+1, JS
z
i S
±
i+1, JS
±
i S
z
i+1 | i = 1, . . . , N
}
, (B.7)
which generates the chain dynamical group G through the exponential map of its elements.
Having already chosen the Hilbert space HΞ and the reference state
∣∣Λ〉, we can readily
continue with the construction by identifying the stability subgroup H. It is evident that
the stability subgroup is the subgroup generated by the following generators
{
1, Szi , JS
z
i S
z
i+1 | i = 1, . . . , N
}
, (B.8)
being
∣∣Λ〉 an eigenstate of this operators, all the group elements, generated by their expo-
nential map, will change the reference state only up to a phase factor.
Now, in order to complete the construction, we must find the displacement operators,
that acting on the reference state give the CGS, and that correspond to the representatives
of the coset G/H of G with respect to H. The displacement operators are obtained as the
exponential maps of the anti-hermitean combinations of the elements, Ti, of g minus the
generators of H, which do not annihilate the reference state
∣∣Λ〉, in the form ηiTi − h.c.,
with ηi a complex coefficient. In our case the operators Ti are the following
{
JSznS
−
n+1, JS
−
n S
z
n+1 | n = 1, . . . , N
}
. (B.9)
Thus the general displacement operator read
D(η, ζ) ≡ exp
[∑
n
J
(
ηnS
z
nS
−
n+1 + ζnS
−
n S
z
n+1 − h.c.
)]
= exp J(η1S
z
1S
−
2 + ζ1S
−
1 S
z
2 − η1Sz1S+2 − ζ1S+1 Sz2
+ η2S
z
2S
−
3 + ζ2S
−
2 S
z
3 − η2Sz2S+3 − ζ2S+2 Sz3 + . . .)
= exp{J(ζ1Sz2S−1 − ζ?1Sz2S+1 ) + J [(η1Sz1 + ζ2Sz3)S−2 − h.c.] + . . .}
(B.10)
where η ≡ (η1, . . . , ηN ) and ζ ≡ (ζ1, . . . , ζN ). The GCS for the spin chain are, thus, readily
95
Appendix B. Large-S limit Heisenberg chain GCS
obtained by applying the above operator to the reference state:
∣∣Ξ〉 ≡D(η, ζ)∣∣Λ〉
= exp{J(ζ1Sz2S−1 − ζ?1Sz2S+1 ) + J [(η1Sz1 + ζ2Sz3)S−2 − h.c.] + . . .}
∣∣Λ〉
= eJS(ζ1S
−
1 −ζ?1S+1 ) |m1 = S〉 ⊗ eJS[(η1+ζ2)S
−
2 −(η1+ζ2)? S+2 ] |m2 = S〉 ⊗ · · ·
· · · ⊗ eJS(ηN−1S−1 −η?N−1S+N ) |mN = S〉
=
∣∣ξ1〉⊗ ∣∣ξ2〉⊗ · · · ⊗ ∣∣ξn〉⊗ · · · ⊗ ∣∣ξN〉 ,
(B.11)
where in the third line we have exploited the fact that the reference state is the product
of the Szn eigenstate with mn = S and that all the operators at the exponent commute
according to our approximation, allowing any factorization of the exponential. In the last
line we introduced the complex coefficients ξn as
ξ1 = JSζ1
ξn = JS(ζn + ηn−1) for n = 2, . . . , N − 1
ξN = JSηN−1
(B.12)
and the corresponding state
∣∣ξn〉 = eξnS−n −ξ?nS+n |mn = S〉 , (B.13)
which are the SSCS of the n-th spin of the chain with parameter ξn. We note that the first
and the last coefficients are different from the other because of the chain open boundaries
(if the periodic boundary conditions are assumed the difference disappears). Finally, we
note that the last line of equation (B.11) shows that the GCS for the chain Ξ are, indeed,
a tensor product of SSCS in the limit of S →∞.
Since it has been demonstrated that GCS evolve according to the corresponding classical
EoM if the Hamiltonian ruling the evolution is linear in the group G generators, this result
proves also that the semi-classical evolution approximation reproduce the exact evolution
in the limit S →∞.
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List of acronyms
1. EoM: Equation of Motion;
2. FCS: Field Coherent State;
3. SSCS: Single-Spin Coherent State;
4. GCS: Generalized Coherent State;
5. HS: Hilber-Schmidt;
6. KdV: Korteweg-de Vries;
7. KG: Klein-Gordon;
8. SG: Sine-Gordon;
9. BH: Burgers-Hopf;
10. RKKY: Ruderman-Kittel-Kasuya-Yoshida;
11. NLS: Non-Linear Schro¨dinger.
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