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Introduction.
Andreotti-Vesentini [AV], Ohsawa [Oh], Gromov [G], Kolla´r [K], entre autres, ont montre´
que la the´orie de Hodge d’une varie´te´ ka¨hle´rienne compacte pouvait eˆtre de´finie avec les
meˆmes proprie´te´s dans le cadre L2 si cette varie´te´ e´tait seulement comple`te. Par ailleurs, les
the´ore`mes d’annulation de la ge´ome´trie ka¨hle´rienne ou projective reposant sur la me´thode
de Kodaira-Bochner-Nakano admettent par nature des versions L2 (voir Androtti-Vesentini
[AV] et [D]). On se propose ici de de´finir une cohomologie L2 naturelle sur tout reveˆtement
e´tale d’un espace analytique complexe X , a` valeurs dans le rele`vement de tout faisceau
analytique cohe´rent F surX . Cette cohomologie a toutes les proprie´te´s habituelles de la co-
homologie des faisceaux sur X (suites exactes de cohomologie, suites spectrales, the´ore`mes
d’annulation, en particulier), et ces proprie´te´s sont obtenues en incorporant l’information
issue des estime´es L2 dans les preuves standards des re´sultats correspondants. La coho-
mologie L2 devrait offrir un cadre agre´able pour e´tudier la ge´ome´trie des reveˆtements, en
fournissant un formalisme fonctoriel jouissant des proprie´te´s attendues. Lorsque l’espace
X de base est compact et que le reveˆtement est galoisien de groupe Γ, on peut de´finir la
Γ-dimension des groupes de cohomologie L2 associe´s a` un faisceau cohe´rent sur la base.
On e´tablit en particulier leur finitude et on e´tend le the´ore`me de l’indice L2 de Atiyah
dans ce cadre. Enfin, si X est projective, on a des the´ore`mes d’annulation L2 qui e´tendent
naturellement les the´ore`mes d’annulation usuels (the´ore`me de Kodaira-Serre, the´ore`me de
Kawamata-Viehweg . . .).
Dans [E], P. Eyssidieux a annonce´ la construction d’une telle cohomologie, en utilisant
des proce´de´s voisins de ceux pre´sente´s ici. Notons aussi qu’un the´ore`me d’annulation L2
en cohomologie L2 similaire a` 4.1 est e´nonce´ par J. Kolla´r dans [K], 11.4.
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§ 1. Norme L2 sur les sections.
1.0. Soit X une varie´te´ analytique complexe, F un faisceau analytique cohe´rent sur X ,
et U un ouvert relativement compact de X . On dira que U est F-admissible s’il existe
un ouvert de Stein V contenant U et tel que U soit relativement compact dans V , ainsi
qu’un morphisme surjectif f : OrV → F|V de faisceaux de OV -modules sur V . Un tel
morphisme sera appele´ une 0-pre´sentation de F . Si le fibre´ vectoriel trivial V × Cr est
muni d’une me´trique hermitienne h, on de´finira, pour s ∈ H0(U,OrU ) la norme ‖s‖ par
: ‖s‖2 =
∫
U
h(s, s)dµ, ou` µ est la forme volume d’une me´trique fixe´e sur X . On notera
H0(2)(U,O
r) l’espace vectoriel (de Hilbert) des s tels que ‖s‖ < +∞, et H0(2)(U,F) :=
f∗H
0
(2)(U,O
r) ⊂ H0(U,F).
On notera que cet espace est inde´pendant des choix (h, µ, et meˆme f – voir ci-dessous)
faits. On le munit de la norme L2 quotient : pour σ = f∗(s) ∈ H0(2)(U,F), on pose
‖σ‖ := inf{‖s‖ | f∗(s) =: f ◦ s = σ, s ∈ H
0
(2)(U,O
r)}.
1.1. Proposition. Si ‖σ‖ = 0, alors σ = 0. Autrement dit, la semi-norme ainsi de´finie
sur H0(2)(U,F) est une norme. De plus H
0
(2)(U,F) e´quipe´ de cette norme est un espace
de Hilbert isome´trique a` l’orthogonal (Kerf∗)
⊥ de Kerf∗ : H
0
(2)(U,O
r)→ H0(2)(U,F) dans
H0(2)(U,O
r), et (Kerf∗) est ferme´ dans H
0
(2)(U,O
r).
De´monstration. Il suffit de montrer que Ker f∗ est ferme´ dans H
0
(2)(U,O
r). Or ceci
re´sulte du fait que la topologie L2 est plus forte que la topologie de la convergence uniforme
sur les compacts de U ([W], III.7), et du fait bien connu que le noyau Ker f∗ : H
0(U,Or)→
H0(U,F) est ferme´ pour la topologie de la convergence uniforme sur les compacts (c’est le
cas pour les sections a` valeurs dans un sous-faisceau quelconque, [H], 6.3.5 et chap. 7).
1.2. De´finition. Deux espaces de Hilbert (E, hi) (i = 1, 2) sur le meˆme espace sous-
jacent E sont dits e´quivalents si les normes h1 et h2 de´finissent la meˆme topologie (ou
encore : s’il existe 0 < A < B tels que : Ah1 < h2 < Bh1).
1.3. Corollaire. A e´quivalence pre`s, l’espace de Hilbert
(
H0(2)(U,F), ‖ ‖
)
est inde´pendant
des choix (h ;µ ; f) faits.
De´monstration. Seule l’inde´pendance vis a` vis de f me´rite d’eˆtre ve´rifie´e : soient fi :
OriV →F|V → 0 (i = 1, 2) deux 0-pre´sentations de F|V sur un V commun. Puisque V est
Stein, il existe ϕ : OriV → O
rj
V , avec i 6= j, tel que fj ◦ ϕ = fi.
Cette application fournit la continuite´ de l’application identique de H0(2)(U,F) muni de la
norme de´duite de fi dans lui-meˆme muni de la norme de´duite de fj .
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1.4. Soit U ′ ⊂ U ; l’application naturelle de restriction : res : H0(2)(U,F) → H
0
(2)(U
′,F)
est continue, et compacte si U ′⋐U . L’affirmation est en effet claire dans le cas de faisceaux
localement libres, et le cas ge´ne´ral s’en de´duit.
1.5. Soit u : F → G un morphisme de faisceaux, et U un ouvert qui soit a` la fois F -
admissible et G-admissible relativement a` un meˆme ouvert de Stein V . On a alors un
morphisme induit u(2) : H
0
(2)(U,F) → H
0
(2)(U,G) continu. En effet, soit f : O
r
V → F|V
une 0-pre´sentation de F|V et g : O
r+s
V → G|V une 0-pre´sentation de G|V choisie en sorte
que g ◦ i = u ◦ f , ou` i : OrV → O
r+s
V est l’injection des r-premie`res composantes. Alors
le noyau du morphisme f⋆ : H
0
(2)(U,O
r
V ) → H
0(U,F) s’envoie par i dans le noyau de
g⋆ : H
0
(2)(U,O
r+s
V ) → H
0(U,G), et on en de´duit le morphisme u(2) voulu par passage au
quotient. De plus u(2) est injectif si u est injectif, et u(2) est surjectif si u est surjectif.
1.6. Le foncteur F 7→ H0(2)(U,F) n’est en ge´ne´ral pas exact. Pour le voir, on peut
conside´rer par exemple le morphisme injectif u : OC2 → OC2 , s 7→ z2s. Alors le morphisme
induit
u(2) : H
0
(2)(U,O)→ H
0
(2)(U,O)
n’est pas d’image ferme´e sur la boule unite´ U = B(0, 1) ⊂ C2 (on peut ve´rifier que la
section (1 − z1)
−3/2 n’est pas dans L2(U), tandis que z2(1 − z1)
−3/2 est dans L2(U), et
par suite z2(1− z1)−3/2 est seulement dans l’adhe´rence de l’image). Ceci montre qu’on ne
peut pas avoir une suite exacte
H0(2)(U,OC2)
u(2)
−→ H0(2)(U,OC2)→ H
0
(2)(U,OC×{0}).
1.7. Le de´faut d’exactitude du foncteur sections L2 pourra eˆtre pallie´ par l’observation
suivante: soit
F
u
−→ G
v
−→ H
une suite exacte de faisceaux admettant des 0-pre´sentations sur un ouvert de Stein V , et
soient U ′⋐U ⋐V des ouverts de Stein. Il existe une constante C > 0 telle que pour tout
e´le´ment g dans le noyau de v(2) : H
0
(2)(U,G) −→ H
0
(2)(U,H), on puisse trouver un e´le´ment
f ∈ H0(2)(U
′,F) tel que u(2)(f) = g|U ′ et ‖f‖L2(U ′) ≤ C‖g‖L2(U). En effet, la topologie de
H0(2)(U,G) est plus forte que la topologie de la convergence uniforme sur les compacts de
U (induite par passage au quotient a` partir d’une pre´sentation ON → G et de la topologie
d’espace de Fre´chet sur H0(U,ON )). On conclut a` partir de la suite exacte d’espaces de
Fre´chet
H0(U,F)→ H0(U,G)→ H0(U,H)
et du fait que le morphisme de restriction H0(U,F)→ H0(2)(U
′,F) est continu.
1.8. Remarque. Les notions d’espaces de sections L2 peuvent e´galement eˆtre de´finies de
manie`re analogue pour un espace analytique X arbitraire (re´duit ou non), en plongeant
– 4 –
localement l’ouvert de Stein V ⊂ X dans un espace ambiant lisse CN , et en conside´rant
l’extension triviale G du faisceau F|V a` C
N (telle que G|CN\V = 0 ). Les normes L
2 pour
un ouvert U ⋐V sont alors calcule´es en travaillant sur un ouvert de Stein U ′⋐CN tel que
U ′ ∩ V = U .
§ 2. Image directe L2.
2.0. Conventions. Soit X un espace analytique complexe et p : X˜ → X un reveˆtement
e´tale de X . Soit F un faisceau analytique cohe´rent sur X et F˜ := p∗F son rele`vement
a` X˜ . Si U ⋐V sont des ouverts de X avec V Stein et f : OrV → FV une 0-re´solution
de F sur V , on notera : U˜ =: p−1(U) ; V˜ := p−1(V ) ; et f˜ : Or
V˜
→ F˜
V˜
les rele`vements
correspondants a` X˜.
On dira que V est p-simple si chaque composante connexe de V˜ est applique´e par p sur
une composante connexe de V , bijectivement. On supposera cette condition satisfaite.
Soit h une me´trique hermitienne sur le fibre´ trivial V ×Cr associe´ a` OrV , et h˜ son rele`vement
a` V˜ × Cr, associe´ a` Or
V˜
.
Ceci permet de de´finir la notion de norme L2 pour s˜ ∈ H0(U˜ , F˜), graˆce a` la de´finition de
1.0, et aussi H0(2)(U˜ , F˜) qui, muni de cette norme, est un espace de Hilbert. De plus, les
arguments du § 1 montrent que l’espace de Hilbert
(
H0(2)(U˜ , F˜), ‖ ‖
)
est inde´pendant des
choix (V, f, h, µ) faits, a` e´quivalence pre`s.
2.1. De´finition. Soit W un ouvert de X , et W˜ =: p−1(W ). Soit s˜ ∈ H0(W˜ , F˜). On
dit que s˜ est localement L2 sur X si, pour chaque x ∈ W , il existe des voisinage ouverts
U ⋐ V de x dans X , avec V Stein et p-simple, tels que la restriction de s˜ a` U˜ soit dans
H0(2)(U˜ , F˜).
2.2. L’ensemble, note´ : H0(2),loc(W˜ , F˜) des s˜ de H
0(W˜ , F˜) qui sont localement L2 sur X
forme clairement un espace vectoriel complexe. On a de plus, des applications naturelles
de restriction resW,W ′ : H
0
(2),loc(W˜ , F˜) → H
0
(2)(W˜
′, F˜) pour W ⊃ W ′, ouverts de X , et
donc un pre´faisceau a` valeurs dans la cate´gorie des espaces vectoriels complexes :
W → H0(2),loc(W˜ , F˜).
Il est imme´diat de ve´rifier que ce pre´faisceau est un faisceau d’espaces vectoriels complexes
sur X .
2.3. De´finition. Le faisceau ainsi de´fini : W → H0(2),loc(W˜ , F˜) sur X est note´ p∗(2)F˜ ; il
est appele´ le faisceau image directe L2 de F˜ par p.
2.4. On munit maintenant naturellement
(
p∗(2)F˜
)
d’une structure de OX -module comme
suit : si s˜ ∈ H0(2),loc(W˜ , F˜) repre´sente un germe de section de
(
p∗(2)F˜
)
en x ∈ W , et si
ϕ ∈ H0(W,OW ), alors (p∗ϕ · s˜) ∈ H0(2),loc(W˜ , F˜), qui est donc un H
0(W,OW )-module.
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2.5. Remarque. Le faisceau p∗(2)(F˜) n’est en ge´ne´ral cohe´rent que si p est fini, auquel
cas il se re´duit a` l’image directe p∗F˜ usuelle. Si p est infini et F 6= 0, alors p∗(2)(F˜) n’est
jamais cohe´rent.
2.6. Proposition. Soit F → G → H une suite exacte de faisceaux cohe´rents analytiques
sur X ; alors la suite naturelle d’images directes L2 : p∗(2)F˜ → p∗(2)G˜ → p∗(2)H˜ est exacte.
(Autrement dit : le foncteur d’image directe L2 par p est exact).
De´monstration. Soit V un ouvert p-simple sur lequel F , G et H admettent des 0-
pre´sentations. et U ′⋐U ⋐V des ouverts de Stein connexes comme dans 1.7. Toutes
les composantes connexes U ′j ⋐Uj ⋐Vj de U˜
′, U˜ , V˜ sont alors en isomorphisme avec
U ′⋐U ⋐V . Il existe par conse´quent une constante C inde´pendante de j telles que les
sections gj du noyau de H
0
(2)(Uj , G˜) → H
0
(2)(Uj, H˜) se rele`vent en des sections fj de
H0(2)(U
′
j ,F), avec ‖fj‖L2(U ′j) ≤ C‖gj‖L2(Uj). Toute section g =
⊕
gj dans le noyau
de H0(2)(U˜ , G˜) → H
0
(2)(U˜ , H˜) se rele`ve donc en une section f =
⊕
fj ∈ H0(2)(U˜
′, F˜)
dans L2(U˜ ′).
2.7. Corollaire. On a un isomorphisme naturel de faisceaux de OX -modules :
η : p∗(2)F˜
∼
→
(
p∗(2)OX˜
)
⊗OX F .
De´monstration. C’est imme´diat a` partir des de´finitions lorsque F est localement libre.
En ge´ne´ral, on conclut a` partir de l’exactitude du foncteur image directe L2, par re´currence
sur la longueur d’une re´solution libre (locale) de F sur X .
2.8. Exemple : Supposons que F admette une re´solution finie localement libre (si X
est projective, c’est toujours le cas, par un re´sultat de J.-P. Serre) : 0 → Ln → Ln−1 →
· · · → L0 → F → 0. Alors : p∗(2)F˜ admet une re´solution finie de meˆme longueur par des
faisceaux localement de la forme
(
p∗(2)OX˜
)⊕r
:
0→ p∗(2)L˜n → · · · → p∗(2)L˜0 → p∗(2)F → 0.
Lorsque X est projective, les Lk peuvent eˆtre pris de la forme :
L =
r⊕
j=1
OX(aj), aj ∈ Z
et on a donc :
p∗(2)L =
r⊕
j=1
p∗(2)OX˜ ⊗OX OX(aj).
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2.9. Proposition. Soit Y un sous-espace de X , F ′ un faisceau analytique cohe´rent sur
Y , et F = i∗F ′ son extension par 0 sur X rY (image directe par l’injection i : Y → X).
Alors, si p′ : Y˜ := p−1(Y ) → Y est le reveˆtement e´tale de Y induit par p : X˜ → X , on a
p∗(2)F˜ = i˜∗(p
′
∗(2)F˜
′) ou` i˜ : Y˜ → X˜ est l’injection naturelle.
De´monstration. On observe d’abord que si V est un ouvert de Stein simple dans X et si
U ⋐ V est un voisinage dans X d’un point x ∈ Y (resp. U ′⋐Y ∩U un voisinage de x dans
Y ), on a un morphisme de restriction continu H0(2)(U,F)→ H
0
(2)(U
′,F ′). En conside´rant
les sections sur les reveˆtements U˜ et U˜ ′ puis en passant a` la limite inductive sur U et U ′, on
en de´duit qu’on a un morphisme de restriction p∗(2)F → i˜∗(p
′
∗(2)F
′) continu. Il s’agit en
fait d’un isomorphisme. En effet, prenons des voisinages ouverts de Stein U , U1 de x dans
X (resp. U ′ de x dans Y ), tels que U ⋐U1⋐V et Y ∩ U1⋐U ′. On a un homomorphisme
surjectif d’espaces de Fre´chet H0(U1,F)→ H0(Y ∩U1,F ′), qui est par suite un morphisme
ouvert. Pour toute section s′ de F ′ sur U ′, on peut alors trouver une section s de F sur
U1 telle que s|Y ∩U1 = s
′
|Y ∩U1
et ‖s‖L∞(U) ≤ C‖s
′‖L∞(U ′
1
) pour un certain U
′
1⋐Y ∩U1. Au
niveau des normes L2, ceci implique ‖s‖L2(U) ≤ C‖s
′‖L2(U ′). On conclut en passant aux
sections sur les reveˆtements U˜ et U˜ ′.
§3. Cohomologie L2.
3.0. Les conventions sont celles de 2.0.
3.1. De´finition. Soit W un ouvert de X . On de´finit la cohomologie L2 de W˜ a` valeurs
dans F˜ comme e´tant celle du faisceau
(
p∗(2)F˜
)
sur W . On note alors Hq(2)(W˜ , F˜) (q ≥ 0)
le q-ie`me groupe de cohomologie ainsi de´fini.
3.2. The´ore`me. Soit 0 → F → G → H → 0 une suite exacte de faisceaux analy-
tiques cohe´rents sur X . On peut lui associer une suite exacte longue de cohomologie L2,
fonctorielle en F
0→ H0(2)(X˜, F˜)→ · · · → H
q
(2)(X˜, F˜)→ H
q
(2)(X˜, G˜)→ H
q
(2)(X˜, H˜)→ H
q+1
(2) (X˜, F˜)→ · · ·
De´monstration. Cette suite exacte re´sulte imme´diatement de l’exactitude du foncteur
p∗(2) et des proprie´te´s usuelles de la cohomologie.
3.3. Proposition. Soit un diagramme commutatif
Y˜
f˜
−→ X˜
p′
y yp
Y
f
−→ X
– 7 –
ou` les fle`ches verticales sont des reveˆtements, f : Y → X un morphisme analytique et
p′ : Y˜ → Y le reveˆtement image inverse de p par f . Soit F un faisceau analytique cohe´rent
sur Y . Alors pour tout q ≥ 0 on a la formule de commutation
p∗(2)(R
qf∗F )˜ = R
qf˜∗(p
′
∗(2)F˜).
De´monstration. Les deux faisceaux en question sont les faisceaux associe´s au pre´faisceau
U 7−→ Hq(f−1(U), p′∗(2)F˜), U 7−→ H
q
(2)(f˜
−1(U˜), F˜),
et ces deux pre´faisceaux co¨ıncident par de´finition de la cohomologie L2.
3.4. Isomorphisme de Dolbeault. On suppose que X est une varie´te´ lisse, que F est
localement libre, et on note F le fibre´ vectoriel (suppose´ muni d’une me´trique hermitienne)
associe´ sur X . Soit F˜r,q le faisceau des formes diffe´rentielles v de type (r, q) a` valeurs dans
F˜ et a` coefficients L2loc sur X˜, telles que ∂v soient aussi L
2
loc. Soit p∗(2)F˜
r,q le (pre´)faisceau
sur X de´fini par U → H0(2),loc(U˜ , F˜
r,q), image directe L2 de F˜r,q sur X , a` savoir le faisceau
des formes diffe´rentielles qui sont L2 localement au dessus de X , sur les ouverts de la
forme U˜ = p−1(U). L’ope´rateur ∂ fournit un complexe de faisceaux sur X
0→ p∗(2)F˜ → p∗(2)F˜
0,0 ∂−→· · ·
∂
−→ p∗(2)F˜
0,q → p∗(2)F˜
0,q+1 → · · · → p∗(2)F˜
0,n → 0.
Ce complexe est exact, en vertu du the´ore`me d’existence de Ho¨rmander-Andreotti-Vesen-
tini pour les solutions L2 de l’ope´rateur ∂: en effet, on va appliquer ce the´ore`me sur des
ouverts U˜ qui reveˆtent un ouvert de Stein U ⊂ X quelconque, en prenant une me´trique
ka¨hle´rienne ω sur X et des poids de la forme ϕ˜ = ϕ ◦ p, ou` ϕ est choisi en sorte que
i∂∂ϕ+Ricciω + CourbureF ≥ ω. Pour toute forme w telle que ∂w = 0, on voit alors que
l’e´quation ∂v = w admet une solution v telle que ‖v‖ ≤ ‖w‖ en norme L2.
On obtient ainsi une re´solution fine de p∗(2)F˜ (par des faisceaux de modules sur le
faisceau d’anneaux des fonctions C∞ sur X), de sorte que le complexe de Dolbeault L2
calcule bien la cohomologie L2 de´finie en 3.1. Nous pouvons e´noncer:
3.5. Proposition. (Isomorphisme de Dolbeault) Soit X une varie´te´ analytique complexe,
F unOX -module localement libre surX , et
(
L0,q(2),loc(X˜, F˜), ∂
)
le complexe des (0, q)-formes
sur X˜, a` valeurs dans F˜ et localement L2 sur X ainsi que leur ∂. Alors la cohomologie de
ce complexe s’identifie a` H∗(2)(X˜, F˜).
Comme dans la situation classique, l’isomorphisme de Dolbeault fournit un moyen
commode pour prouver des the´ore`mes d’annulations.
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3.6. The´ore`me. Soit F un faisceau cohe´rent sur un espace complexe X .
a) Si U est un ouvert de Stein, alors Hq(2)(U˜ , F˜) = H
q
(
U, p∗(2)F˜
)
= 0 pour q > 0.
b) Soit W ⊂ U une paire de Runge d’ouverts de Stein, alors le morphisme de restriction
H0(2)(U˜ , F˜) → H
0
(2)(W˜ , F˜) est d’image dense pour la topologie de la convergence L
2
au dessus des compacts de W .
De´monstration. Rappelons qu’une paire d’ouverts de Stein W ⊂ U est dite de Runge si
l’enveloppe holomorphe convexe de toute partie compacte de W relativement a` l’alge`bre
des fonctions holomorphes sur U est compacte dans W . On sait alors que l’image du
morphisme de restriction O(U) → O(W ) est dense, et que pour tout compact K de W
il existe une fonction d’exhaustion strictement plurisousharmonique ϕK sur X telle que
l’ensemble de niveau Xc = {ϕK < c} ve´rifie K ⊂ Xc⋐W . Le the´ore`me 3.5 se prouve en
3 e´tapes.
E´tape 1. X est lisse et F est localement libre.
Dans ce cas, il suffit d’utiliser l’isomorphisme de Dolbeault 3.4, et d’appliquer le the´ore`me
de Ho¨rmander-Andreotti-Vesentini ([H], [AV]) avec des poids plurisousharmoniques ϕ sur
U a` croissance arbitrairement grande lorsqu’on s’approche du bord de U , de manie`re a`
faire converger les normes L2. L’assertion sur les paires de Runge se de´montre comme les
the´ore`mes 4.3.2 et 5.2.10 de Ho¨rmander [H], en utilisant des poids de la forme e−NϕK ,
N ≫ 0, pour assurer la convergence uniforme des approximations au voisinage de K. Bien
entendu, cette e´tape permet aussi de couvrir le cas ou` U est un ouvert de Stein dans un
espace X quelconque, il suffit de plonger V dans un espace de Stein ambiant lisse et de
prolonger le faisceau F par 0 en dehors de X .
E´tape 2. L’ouvert U est contenu dans un ouvert de Stein simple V sur lequel F admet une
re´solution libre.
Soit
0→ Ln → Ln−1 → Ln → . . .→ L0 → F
une re´solution libre de F . On raisonne par re´currence sur la longueur n de la re´solution.
Si n = 0, alors F est libre et on applique l’e´tape 1. En ge´ne´ral, soit G le noyau de L0 → F .
Alors G admet une re´solution libre de longueur n − 1, et par hypothe`se de re´currence on
a Hq(2)(U˜ , G˜) = 0 pour q > 0. La suite exacte
0→ G → L0 → F → 0
fournit une suite exacte longue de cohomologie
0 = Hq(2)(U˜ , L˜0)→ H
q
(2)(U˜ , F˜)→ H
q+1
(2) (U˜ , G˜) = 0, q > 0,
ce qui conclut la re´currence. Le fait que le morphisme H0(2)(W˜ , L˜0) → H
0
(2)(W˜ , F˜) soit
surjectif rame`ne l’assertion sur les paires de Runge au cas d’un faisceau localement libre.
E´tape 3. Cas ge´ne´ral.
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On utilise la classique “me´thode des bosses” d’Andreotti-Grauert. Pour cela, on choisit
un recouvrement localement fini U =
⋃
j∈N Uj assez fin de U , par des ouverts Uj ayant les
proprie´te´s suivantes:
• Uj est un ouvert de Stein relativement compact dans U , et (Uj , U) est une paire de
Runge ;
• Vj = U0 ∪ U1 ∪ . . . ∪ Uj est un ouvert de Stein et (Vj, U) est une paire de Runge.
On choisit le recouvrement (Uj) assez fin pour que chaque Uj soit contenu dans un ouvert
de Stein simple sur lequel F admet une re´solution libre. On de´montre maintenant par
re´currence sur j que
(aj) H
q
(2)(V˜j , F˜) = 0 pour tout q > 0,
(bj) Si W ⊂ Vj est une paire de Runge, alors la restriction H0(2)(V˜j , F˜)→ H
0
(2)(W˜ , F˜) est
d’image dense.
Pour j = 0 on a V0 = U0 et (a0), (b0) re´sultent de l’e´tape 2. Pour passer de l’e´tape j a`
l’e´tape j + 1, on utilise la suite exacte
· · ·Hq−1(2) (V˜j, F˜)⊕H
q−1
(2) (U˜j+1, F˜)→ H
q−1
(2) (V˜j ∩ U˜j+1, F˜)→
Hq(2)(V˜j+1, F˜)→ H
q
(2)(V˜j, F˜)⊕H
q
(2)(U˜j+1, F˜) → H
q
(2)(V˜j ∩ U˜j+1, F˜) → · · ·
qui re´sulte de l’application de la suite exacte de Mayer-Vietoris au faisceau (p2)∗F˜ . Pour
q ≥ 2, l’e´tape 2 et l’hypothe`se de re´currence entraˆınent
Hq−1(2) (V˜j ∩ U˜j+1, F˜) = H
q
(2)(U˜j+1, F˜) = 0, resp. H
q
(2)(V˜j , F˜) = 0,
d’ou` Hq(2)(V˜j+1, F˜) = 0. Si q = 1, on utilise de plus le fait que la restriction H
0
(2)(V˜j , F˜)→
H0(2)(V˜j ∩ U˜j+1, F˜) est d’image dense pour voir que le morphisme continu
H0(2)(V˜j ∩ U˜j+1, F˜)→ H
1
(2)(V˜j+1, F˜)
est ne´cessairement nul. Ceci implique alors H1(2)(V˜j+1, F˜) = 0 et l’assertion (aj+1) est
de´montre´e.
L’assertion (bj+1), quant a` elle, s’obtient comme suit. Soit W ⊂ Vj+1 une paire de
Runge. Alors W ∩ Vj ⊂ Vj et W ∩ Uj+1 ⊂ Uj+1 sont des paires de Runge pour lesquelles
on peut appliquer l’hypothe`se de re´currence (bj), resp. l’e´tape 2. Si s est une section de
H0(2)(W˜ , F˜), on peut approximer s en topologie L
2 au dessus de tout compact de W ∩ Vj ,
resp. de W ∩ Uj+1, par des sections sj ∈ H0(2)(V˜j , F˜), resp. tj+1 ∈ H
0
(2)(U˜j+1, F˜). La
diffe´rence sj − tj+1 de´finit un 1-cocycle de Cˇech sur Vj+1 relativement au recouvrement
(Vj , Uj+1). Comme H
1
(2)(V˜j+1, F˜) = 0, on a un morphisme surjectif d’espaces de Fre´chet
H0(2)(V˜j , F˜)⊕H
0
(2)(U˜j+1, F˜)→ H
0
(2)(V˜j+1, F˜).
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Or, si sj et tj+1 sont des approximations suffisamment bonnes de s, la diffe´rence sj − tj+1
peut eˆtre choisie arbitrairement petite dans la topologie de l’espace de Fre´chet but. D’apre`s
le the´ore`me de l’application ouverte, on peut trouver des sections σj ∈ H0(2)(V˜j, F˜) et
τj+1 ∈ H0(2)(U˜j+1, F˜) arbitrairement petites telles que σj − τj+1 = sj − tj+1 sur V˜j ∩ U˜j+1.
Alors sj−σj et tj+1− τj+1 se recollent en une section sur Vj+1 = Vj ∪Uj+1 qui approxime
s d’aussi pre`s qu’on veut sur W . Un raisonnement standard de passage a` la limite a` la
Mittag-Leffler permet d’atteindre la nullite´ de la cohomologie sur U =
⋃
Vj et le the´ore`me
de Runge pour la paireW ⊂ U a` partir du the´ore`me de Runge sur les pairesW ∩Vj ⊂ Vj+1,
Vj+1 ⊂ Vj+2, . . . , etc.
3.7. Corollaire. Soit U := (Uλ)λ∈Λ un recouvrement ouvert localement fini de X par
des ouverts de Stein Uλ. Ce recouvrement est alors de Leray pour p∗(2)F et on a un
isomorphisme naturel :
H∗(2)(U˜ , F˜)
∼
→ H∗(2)(X˜, F˜),
ou` H∗(2)(U˜ , F˜) := H
∗(U , p∗(2)F˜) est la cohomologie de Cˇech de p∗(2)F˜ relative au recou-
vrement U de X .
3.8. Explicitons l’assertion de 3.7 : soit Nq(U) le q-nerf du recouvrement U , constitue´ des
intersections non vides de (q + 1) des e´le´ments de U , et soit Cq(2),loc(U˜ , F˜) le groupe des
q-cochaˆınes a` valeurs dans F˜ , de´finies sur les ouverts U˜(q) = p
−1(U(q)) et localement L
2 au
dessus de U(q) ∈ Nq(U), avec les applications de cobord
δq : C
q
(2),loc(U˜ , F˜)→ C
q+1
(2),loc(U˜ , F˜)
usuelles. Alors H∗(2)(U˜ , F˜) est la cohomologie du complexe ainsi de´fini. Les espaces
Cq(2),loc(U˜ , F˜) sont naturellement munis de la topologie de la convergence en norme L
2
au dessus des compacts p-simples contenus dans les U(q) (on ne prend bien entendu en
compte simultane´ment qu’un nombre fini de ces intersections), ce qui en fait des espaces
de Fre´chet. On munit H∗(2)(U˜ , F˜) de la topologie quotient correspondante (qui n’est pas
ne´cessairement se´pare´e).
3.9. De´signons par Bq(2)(U˜ , F˜) et Z
q
(2)(U˜ , F˜) respectivement l’image de δq−1 et le noyau
de δq
(
avec B0(2)(U˜ , F˜) = 0
)
. On a alors une suite exacte
0→ Hq(2)(U˜ , F˜)→ H
q
(2)(U˜ , F˜)→ H
q
(2)(U˜ , F˜)→ 0,
ou` B
q
(2)(U˜ , F˜) est l’adhe´rence dans Z
q
(2)(U˜ , F˜) de B
q
(2)(U˜ , F˜) et
Hq(2)(U˜ , F˜) = B
q
(2)(U˜ , F˜)/B
q
(2)(U˜ , F˜), H
q
(2)(U˜ , F˜) = Z
q
(2)(U˜ , F˜)/B
q
(2)(U˜ , F˜).
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L’espace H
q
(2)(U˜ , F˜) est par de´finition un espace de Fre´chet, mais H
q
(2)(U˜ , F˜) est muni de
la topologie grossie`re et, s’il est non nul, la cohomologie L2 n’est pas se´pare´e. On va voir,
cependant, que la topologie de Hq(2)(U˜ , F˜) est essentiellement inde´pendante du choix du
recouvrement. Soient en effet U ′, U des recouvrements de Stein de X . On suppose U ′ plus
fin que U et muni d’une application de raffinement ρ vers U . Alors, dans le diagramme
commutatif associe´ (q ≥ 0),
0 −−−→ Hq(2)(U˜ , F˜) −−−→ H
q
(2)(U˜ , F˜) −−−→ H
q
(2)(U˜ , F˜) −−−→ 0y ρ y ρ y ρ
0 −−−→ Hq(2)(U˜
′, F˜) −−−→ Hq(2)(U˜
′, F˜) −−−→ H
q
(2)(U˜
′, F˜) −−−→ 0
les applications verticales ρ, ρ, ρ sont des isomorphismes topologiques (d’espaces de Fre´chet
en ce qui concerne ρ). En effet, si (pour simplifier) on de´signe par (C, δ) et (C′, δ′) les
complexes de Fre´chet implique´s, l’isomorphisme de Leray implique que ρ est un isomor-
phisme alge´brique, et il est clair par ailleurs que l’application de restriction ρ : C → C′
est continue. On a alors une application surjective δ′ ⊕ r : C′ ⊕ Z → Z ′ entre espaces de
Fre´chet. Le the´ore`me de l’application ouverte montre que cette application est ouverte,
et il en est donc de meˆme pour l’application induite ρ : H = Z/δC → H ′ = Z ′/δ′C′.
Ceci montre de´ja` que ρ est un isomorphisme topologique. L’assertion pour ρ et ρ s’en
de´duit imme´diatement, puisque H est la partie grossie`re et H le quotient se´pare´ de la
cohomologie. Ceci nous me`ne a` la de´finition suivante.
3.10. De´finition. L’espace de cohomologie Hq(2)(X˜, F˜) (q ≥ 0) est muni d’une topologie
naturelle pour laquelle, si Hq(2)(X˜, F˜) est l’adhe´rence de 0, alors
H
q
(2)(X˜, F˜) = H
q
(2)(X˜, F˜)/H
q
(2)(X˜, F˜)
est un espace de Fre´chet. On appellera H
q
(2)(X˜, F˜) (resp. H
q
(2)(X˜, F˜)) la cohomologie
L2 se´pare´e de X a` valeurs dans F˜ (resp. le noyau de la cohomologie L2 de X a` valeurs
dans F˜ ).
3.11. Remarque. Par construction, les objectsHq(2)(X˜, F˜) etH
q
(2)(X˜, F˜) sont fonctoriels
en F et X .
3.12. Remarque. Il re´sulte imme´diatement de 2.9 que si F est supporte´ par la sous-
varie´te´ Y de X , alors : H∗(2)(X˜, F˜) 7→ H
∗
(2)(Y˜ , F˜) est un isomorphisme topologique.
3.13. Remarque. Si X est un espace compact, on peut choisir un recouvrement ouvert
fini U = (Uj) fini par des ouverts de Stein p-simples, puis re´tre´cir un peu chacun des
– 12 –
ouverts Uj en des ouverts U
′′
j ⋐U
′
j ⋐Uj tels que U
′
j et U
′′
j soient de Runge dans Uj . Les
morphismes de restriction donnent lieu a` des fle`ches
Cq(2),loc(U˜ , F˜)→ C
q
(2)(U˜
′, F˜)→ Cq(2),loc(U˜
′′, F˜)
ou` les termes extreˆmes sont des espaces de Fre´chet et le terme central un espace de Hilbert
(on prend sur ce terme la topologie L2 globale sur U ′). En cohomologie, on un isomorphisme
entre les termes extreˆmes, ce qui prouve que la cohomologie du terme central se surjecte sur
cette cohomologie. La cohomologie se´pare´e H
q
(2)(X˜, F˜) posse`de donc alors une topologie
d’espace de Hilbert.
3.14. Remarque. Supposons maintenant que X soit une varie´te´ compacte lisse et que
F soit un faisceau analytique localement libre sur X . Les arguments de [G] s’appliquent
encore dans ce contexte et montrent que si Z0,q(2) (X˜, F˜) ⊂ C
0,q
(2) (X˜, F˜) est le noyau du
∂, alors :
(
Z0,q(2) (X˜, F˜)/(Im ∂)
)
s’identifie a` l’espace de Hilbert (par ellipticite´ de ∂) des
formes ∆∂-harmoniques de type (0, q) et L
2 sur X˜ a` valeurs dans F˜ . On voit, de plus, que
H0,q(2)(X˜, F˜) s’identifie canoniquement a` la cohomologie re´duite H
q
(2)(X˜, F˜) de´finie en 3.10.
3.15. Corollaire (dualite´ de Serre). Soit X une varie´te´ complexe compacte lisse, et F
un faisceau analytique cohe´rent localement libre sur X . Soit p : X˜ → X un reveˆtement
e´tale. Il existe une isome´trie antiline´aire σ : H
q
(2)(X˜,Ω
r
X˜
⊗ F˜)→ H
n−q
(2) (X˜,Ω
n−r
X˜
⊗ F˜∗) si
n est la dimension (pure) de X .
3.16. Cas galoisien. Dans le cas particulier ou` le reveˆtement p : X˜ → X de la varie´te´
complexe compacte X est galoisien, de groupe Γ, on a une ope´ration naturelle du groupe Γ
sur tous les objets de´finis pre´ce´demment : F˜ , p∗(2)F˜ , C
q
(2),loc(U˜ , F˜), H
q
(2)(U˜ , F˜), . . . , et ce
pour tout q ≥ 0 et tout recouvrement de Stein p-simple U . On a donc aussi une action de
Γ sur les espaces de cohomologie Hq(2)(X˜, F˜), H
q
(2)(X˜, F˜), H
q
(2)(X˜, F˜). Dans le cas ou` X
est compacte, cette ope´ration induit une action unitaire sur l’espace de Hilbert Cq(2)(U˜ , F˜).
3.17. Proposition. Soit p : X˜ → X un reveˆtement galoisien de groupe Γ de la varie´te´
complexe compacte X ; soit F un faisceau cohe´rent sur X , et U un recouvrement de
Stein ouvert, fini et p-simple de X . Cette action de´finit une action de Γ sur H∗(2)(X˜, F˜)
qui pre´serve chacune des semi-normes pre´hilbertiennes (e´quivalentes entre elles) dont cet
espace peut eˆtre muni. En particulier, Γ agit sur H∗(2)(X˜, F˜) et H
∗
(2)(X˜, F˜), de manie`re
unitaire sur ce dernier espace (qui est de Hilbert).
§ 4. The´ore`mes d’annulation.
4.0. Les nombreux re´sultats d’annulation accessibles par les techniques L2 usuelles vont
en ge´ne´ral se transcrire mot pour mot pour donner des versions s’appliquant en cohomolo-
gie L2. Nous pre´sentons ici quelques e´nonce´s parmi les plus fondamentaux.
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4.1. The´ore`me de Kodaira-Serre L2. Soit X une varie´te´ projective lisse, et F un
faisceau analytique cohe´rent sur X . Soit L un fibre´ en droites ample sur X et p : X˜ → X
un reveˆtement e´tale de X . Il existe m0 = m0(L,F), inde´pendant du reveˆtement p, tel que
Hq(2)
(
X, F˜(m)
)
= 0 si q > 0 et m ≥ m0 (on pose ici comme d’habitude F(m) := F ⊗Lm).
De´monstration. F admet une re´solution localement libre de longueur 0 ≤ r ≤ n =
dimC(X). Si r = 0, F est localement libre, et le re´sultat est conse´quence directe de 3.5
ci-dessus et de l’existence de solutions L2 a` l’e´quation : ∂v˜ = w˜, avec ∂w˜ = 0 et w˜ section
L2 de F˜0,1 ([D], the´ore`me 5.1).
Sinon, on proce`de a` nouveau par re´currence sur r, supposant le re´sultat vrai pour r−1 ≥ 0.
Dans ce cas, l’assertion re´sulte imme´diatement de la suite exacte longue de cohomologie
L2 (the´ore`me 3.2) associe´e a` la suite exacte de faisceaux : 0 → G → H → F → 0, ou` H
est localement libre et ou` G admet une re´solution localement libre de longueur (r − 1).
4.2. Exemple (Cet exemple a partiellement motive´ la construction pre´sente´e ici). Soit
X une varie´te´ projective, F et L des faisceaux analytiques cohe´rents sur X , avec L fibre´
en droites ample. Soit p : X˜ → X un reveˆtement e´tale de X et Y un sous-sche´ma (non
ne´cessairement re´duit de X). Il existe m0 := m0(F ,L, X, Y ) tel que, pour m ≥ m0 le
morphisme de restriction naturel
H0(2)(X˜, F˜ ⊗ L˜
m) −→ H0(2)(Y˜ , F˜|Y ⊗ L˜
m
|Y )
soit surjectif. On utilise en effet la suite-exacte
0→ IY F → F → F|Y → 0
ou` F|Y = F/IYF est la restriction de F au sous-sche´ma Y . Le the´ore`me de Kodaira-Serre
implique l’annulation du groupe
H1(2)(X˜, I˜Y˜ F˜ ⊗ L˜
m)
pour m ≥ m0 assez grand, d’ou` le re´sultat. Ceci s’applique entre autres au cas ou` Y est le
sche´ma ponctuel associe´ a` l’anneau OX/Ik+1a des jets d’ordre k de fonctions en un point
a de X . On voit alors que les k-jets de p∗(2)
(
F˜ ⊗ L˜m
)
sont engendre´s pour m ≥ m0 assez
grand par les sections globales L2 du faisceau F˜ ⊗ L˜m sur X˜ (il faut voir que m0 peut eˆtre
choisi inde´pendant de a, mais c’est imme´diat en controˆlant un tant soit peu les re´solutions
libres globales des anneaux OX/Ik+1a ).
Les re´sultats suivants sont des transcriptions imme´diates des re´sultats L2 classiques
pour les varie´te´s ka¨hle´riennes comple`tes ([AV], [D]), et nous les e´nonc¸ons donc sans com-
mentaires (le corollaire 4.5 e´tant par exemple de´ja` mentionne´ dans [K], 11.4).
4.3. The´ore`me de Akizuki-Kodaira-Nakano L2. Soit X une varie´te´ projective lisse
de dimension complexe n, p : X˜ → X un reveˆtement e´tale de X et L un fibre´ en droites
ample sur X . Alors on a
Hq(2)
(
X˜,Ωr
X˜
⊗ L˜
)
= 0 si q + r ≥ n+ 1.
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4.4. The´ore`me de Nadel L2. SoitX une varie´te´ compacte (projective ou de Moishezon),
lisse, p : X˜ → X un reveˆtement e´tale de X et L un fibre´ en droites sur X . On suppose que
L posse`de une me´trique hermitienne singulie`re h dont la (1, 1)-forme de courbure Θh(L) est
positive au sens des courants, minore´e par une (1, 1) forme de classe C∞ de´finie positive.
Alors on a
Hq(2)
(
X˜,K
X˜
⊗ L˜ ⊗ I˜(h)
)
= 0 pour tout q ≥ 1,
ou` I(h) ⊂ OX de´signe l’ide´al multiplicateur des germes de fonctions holomorphes f telles
que
∫
|f |2e−ϕ < +∞ (e−ϕ de´signant le poids qui repre´sente localement la me´trique h).
4.5. Corollaire (The´ore`me de Kawamata-Viehweg L2). Si X est une varie´te´ de
Moishezon lisse et p : X˜ → X un reveˆtement e´tale de X . On suppose donne´ un fibre´ en
droites L nume´riquement e´quivalent a` la somme d’un Q-diviseur D nef (nume´riquement
effectif), et d’un Q-diviseur effectif E.
(i) Si D est gros, alors Hq(2)
(
X˜,K
X˜
⊗ L˜ ⊗ I˜(E)
)
= 0 pour tout q ≥ 1.
(ii) Si D est de dimension nume´rique ν ≤ n = dimX , l’annulation a lieu pour q > n− ν.
(iii) Si D est de dimension nume´rique ν ≤ n et si l’ide´al I(E) est un faisceau inversible
(i.e. l’ide´al d’un diviseur effectif), la cohomologie se´pare´e H
q
(2)
(
X˜, L˜−1 ⊗ (I˜(E))−1
)
est nulle pour tout q < ν.
De´monstration. Rappelons que I(E) est le faisceau associe´ a` ϕ = 1k log |g|, ou` g est
un ge´ne´rateur de O(−kE). La preuve de 4.5 consiste en une re´duction a` 4.4, a` peu pre`s
identique a` celle effectue´e dans le cas classique.
(i) SiD est ample, le re´sultat re´sulte directement de 4.4, en munissant O(D) d’une me´trique
lisse a` courbure positive et O(E) de la me´trique associe´e au poids e−ϕ (dont la courbure
est le courant d’inte´gration [E]). En ge´ne´ral, si D est seulement nef et gros, on peut e´crire
D = D′ + F avec D′ ample et F un Q-diviseur effectif aussi petit que l’on veut. On peut
en particulier supposer que I(E + F ) = I(E).
(ii) On se rame`ne au cas ou` la dimension nume´rique est maximale par un argument classique
de sections hyperplanes et un raisonnement par re´currence sur la dimension. De fac¸on
pre´cise, on choisit un diviseur lisse Y tre`s ample dans X et on conside`re la suite exacte
courte
0→ KX ⊗L → KX ⊗O(Y )⊗ L → KY ⊗ L|Y → 0.
L’annulation de la cohomologie du terme central est obtenue par Kodaira-Serre en prenant
Y assez grand, tandis que l’annulation de la cohomologie en degre´ q−1 du terme de droite
re´sulte de l’hypothe`se de re´currence.
(iii) C’est un cas particulier de (ii), si on utilise la dualite´ de Serre. Il serait inte´ressant
de savoir si la cohomologie non se´pare´e Hq(2)
(
X˜, L˜−1 ⊗ (I˜(E))−1
)
est nulle elle aussi. La
difficulte´ est que c’est une cohomologie “duale” d’une cohomologie L2, qui ne s’obtient pas
directement par application d’estimations L2 globales.
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§ 5. The´ore`me de finitude et the´ore`me de l’indice.
5.0. Notre objectif est ici d’e´tendre au cas de faisceaux analytiques cohe´rents quelconques
le the´ore`me de l’indice L2 de Atiyah [A]. La preuve en est purement formelle a` partir des
re´sultats des sections pre´ce´dentes.
5.1. The´ore`me. Soit X un espace analytique compact et F un faisceau analytique
cohe´rent sur X . Soit p : X˜ → X un reveˆtement e´tale galoisien de groupe Γ. Pour tout
q ≥ 0, le groupe Hq(2)(X˜, F˜) est un Γ-module L
2 de pre´sentation finie. En particulier,
la Γ-dimension de H
q
(2)(X˜, F˜), note´e h
q
(2)(X˜, F˜) est (un nombre re´el) fini. De plus, la
caracte´ristique d’Euler L2
χ(2)(X˜, F˜) :=
n∑
q=0
(−1)qhq(2)(X˜, F˜)
sur X˜ est e´gale a` la caracte´ristique d’Euler ordinaire:
χ(2)(X˜, F˜) = χ(X,F) :=
n∑
q=0
(−1)qhq(X,F).
(Voir l’appendice pour les notions hilbertiennes requises, en particulier 6.4 et 6.5).
De´monstration. Si X est lisse et F localement libre, c’est le the´ore`me de l’indice L2
d’Atiyah ([A]). En ge´ne´ral, on raisonne par re´currence sur la dimension n = dimX , en
utilisant un de´vissage de F et une re´solution des singularite´s. Supposons le the´ore`me de´ja`
de´montre´ en dimension n − 1 ; les re´sultats sont triviaux en dimension 0, car si X = {p},
on a
χ(X,F) = h0({p},F) = dimFp
tandis que H0(2)(X˜, F˜) = ℓ
2(Γ)⊗ Fp, d’ou` χ(2)(X˜, F˜) = dimFp.
En ge´ne´ral, si X n’est pas re´duit, on peut conside´rer sa re´duction Xred et la filtra-
tion de F par les N pF , ou` N de´signe l’ide´al des e´le´ments nilpotents de OX . Le gradue´
N pF/N p+1F de cette filtration est constitue´ de faisceaux cohe´rents sur OXred . Par ad-
ditivite´ de la caracte´ristique d’Euler (ordinaire ou L2, graˆce a` 3.2), on est ramene´ au cas
ou` X est re´duit. Si X n’est pas lisse, on utilise le the´ore`me de Hironaka pour trouver une
de´singularisation f : Y → X . Soit p′ : Y˜ le reveˆtement image re´ciproque de p : X˜ → X
par f et G = f∗F , qui est un faisceau cohe´rent sur Y . On a un morphisme naturel injectif
F → f∗G, et le faisceau quotient f∗G/F est a` support dans le lieu singulier Xsing. D’apre`s
l’hypothe`se de re´currence, les re´sultats sont vrais pour le faisceau quotient f∗G/F , et on
est donc ramene´ a` traiter le cas du faisceau image directe f∗G. On utilise alors les suites
spectrales de Leray
H∗(X,R∗f∗G) =⇒ H
∗(Y,G),
H∗(2)(X˜, R
∗f˜∗(2)G˜) =⇒ H
∗
(2)(Y˜ , G˜)
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(l’existence de la deuxie`me suite spectrale est une conse´quence du the´ore`me de Leray et
de la Proposition 3.3). Supposons que le re´sultat soit de´ja` de´montre´ dans le cas d’une
varie´te´ lisse. Alors χ(Y,G) = χ(2)(Y˜ , G˜) puisque Y est lisse, et de meˆme pour q > 0 on a
χ(X,Rqf∗G) = χ(2)(X˜, R
qf˜∗(2)G˜) pour q > 0 par hypothe`se de re´currence sur la dimension
(les faisceaux Rqf∗G, q > 0, sont supporte´s par Xsing qui est de dimension ≤ n − 1).
Comme il y a pre´servation de la caracte´ristique d’Euler dans les diffe´rents niveaux d’une
suite spectrale, il y a e´quivalence a` prouver le re´sultat pour la paire (X,R0f∗G) ou pour
la paire (Y,G), ce qui fait qu’on est ramene´ au cas ou` l’espace ambiant X est lisse de
dimension n.
Dans ce cas, soit Ftors la partie de torsion de F . Cette partie est a` support en
codimension n− 1, donc l’hypothe`se de re´currence s’y applique. La suite exacte
0→ Ftors → F → F/Ftors → 0
et l’additivite´ de la caracte´ristique d’Euler montre que l’on peut supposer F sans torsion.
En appliquant de nouveau le the´ore`me de Hironaka, il existe une modification analytique
propre f : Y → X , tel que G = f∗F soit localement libre sur Y . Des arguments identiques
a` ceux qui pre´ce`dent rame`nent la preuve du cas de la paire (X,F) au cas de la paire (Y,G).
On conclut en appliquant cette fois le the´ore`me de l’indice L2 de Atiyah [A] a` (Y,G).
§ 6. Appendice : pre´sentation hilbertienne et Γ-dimension.
6.1. De´finition. Soit H un espace vectoriel complexe. Une pre´sentation hilbertienne
de H est la donne´e d’une application line´aire continue δ : C → Z entre deux espaces
de Hilbert et d’un isomorphisme (alge´brique) (Z/δC)
∼
7→ H. On note (δC) (resp. (δC))
l’image dans Z de C (resp. son adhe´rence).
Associe´e a` une telle pre´sentation est de´finie une suite exacte :
0→ H =: (δC/δC)→ H =: (Z/δC)→ H := (Z/δC)→ 0.
On appelle H (resp. H) le noyau (resp. la re´duction) de H relative a` cette pre´sentation
hilbertienne.
(Ces notions ne de´pendent que de la classe d’e´quivalence des espaces de Hilbert).
Une application entre deux pre´sentations hilbertiennes δ : C → Z et δ′ : C′ → Z ′ est un
diagramme commutatif s : C → C′ et r : Z → Z ′ d’applications line´aires continues telles
que rδ = δ′s. Une telle application induit un diagramme commutatif :
(6.1′)
0 −−−→ H −−−→ H −−−→ H −−−→ 0y r y [r] y r
0 −−−→ H ′ −−−→ H ′ −−−→ H
′
−−−→ 0
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Deux pre´sentations hilbertiennes sont dites compatibles s’il existe une application entre
elles.
6.2. Proposition. La situation e´tant celle de´crite en 6.1, alors :
i. Si [r] est surjective, r est surjective. Si [r] est injective, r est injective.
ii. Si [r] est bijective, r et r sont bijectives. Donc : r est une e´quivalence d’espaces de
Hilbert. (En particulier, deux pre´sentations hilbertiennes de H fournissent le meˆme noyau
et la meˆme re´duction de H).
De´monstration (de 6.2). La premie`re assertion est e´vidente. Pour e´tablir la seconde et
montrer que r : (Z/δC)→ (Z ′/δ′C′) est injective, if faut ve´rifier la proprie´te´ suivante : si
r(z) ∈ (δ′C′), alors z ∈ (δC). Remarquons que, puisque [r] est surjective, l’application
−δ′ ⊕ r : C′ ⊕ Z → Z ′
est surjective. SoitK son noyau. Alors (−δ′⊕r) admet un rele`vement continu ϕ : Z → K⊥
qui est un isomorphisme d’espaces de Hilbert (ou` K⊥ est l’orthogonal de K)
K = {(c′, ξ) | r(ξ) = δ′(c′)}.
Soit alors (z + δC) ∈ Ker(r) ; on a donc : r(z) = z′ ∈ (δ′C′), et z′ = lim δ′(c′n). Soit
(γ′n, zn) := (c
′
n, z)− ϕ
(
z′ − δ′(c′n)
)
∈ K, on a ϕ
(
z′ − δ′(c′n)
)
→ 0 et zn → z, en particulier.
Or,
−δ′(γ′n) + r(zn) = (−δ
′ ⊕ r)(γ′n, zn) = −δ
′(c′n) + r(z)−
(
z′ − δ′(c′n)
)
= r(z)− z′ = 0,
donc r(zn) = δ
′γ′n, et zn ∈ δC par injectivite´ de [r]. On a donc bien z ∈ (δC) comme
annonce´.
6.3. Γ-pre´sentation. Soit Γ un groupe discret agissant sur l’espace vectoriel complexe
H. Une Γ-pre´sentation hilbertienne δ : C → Z de H est une pre´sentation hilbertienne telle
ue Γ agisse de manie`re unitaire et e´quivariante sur C et Z, l’action sur le quotient (Z/δC)
e´tant celle sur H. Une telle pre´sentation munit H et H d’une action de Γ, qui est unitaire
sur H.
6.4. Γ-dimension. Soit V un espace de Hilbert muni d’une action unitaire de Γ. On
dit que V est de Γ-dimension finie s’il existe un sous-ensemble fini {v1, . . . , vm} de V tel
que le sous-espace vectoriel engendre´ par les (γ.vi) (γ ∈ Γ, 1 ≤ i ≤ m) soit dense dans V .
De manie`re e´quivalente, V est un quotient ou un sous-espace de
(
ℓ2(Γ) ⊗C C
m
)
, ceci de
manie`re compatible avec les actions naturelles de Γ (triviale sur Cm).
Dans cette situation, on de´finit la Γ-dimension dimΓ(V ), qui est un nombre re´el
(
infe´rieur
ou e´gal a` m, ici, et inde´pendant du choix des (vi)
)
. Voir [P] pour cette notion. Les
proprie´te´s fondamentales (utilise´es ici) de cette notion sont les suivantes :
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(6.4.1) dimΓ(V ) ≥ 0, avec e´galite´ si et seulement si V = 0.
(6.4.2) Si V est isomorphe a` un sous-espace dense de W , alors
dimΓ V = dimΓW.
(6.4.3) Si V =W ⊕W ′ (somme directe orthogonale), alors :
dimΓ V = dimΓW + dimΓW
′.
(6.4.4) dimΓ
(
ℓ2(Γ)
)
= 1.
(6.4.5) Si Γ est un groupe fini de cardinal |Γ|, alors dimΓ V = |Γ|−1 dimC V .
6.5. Γ-pre´sentation finie. Soit γ : C → Z une Γ-pre´sentation de l’espace vectoriel
complexe H, muni d’une Γ-action. On dit que (δ : C → Z) est une Γ-pre´sentation finie de
H si C et Z sont de Γ-dimensions finies. Alors (δC) est de Γ-dimension finie au plus e´gale
a` celle de C, et H est aussi de Γ-dimension finie. En fait, dimΓH = dimΓ Z − dimΓ δC.
On pose alors dimΓH = dimΓH.
Remarquons que cette de´finition peut eˆtre donne´e meˆme si C n’est pas suppose´ eˆtre de
Γ-dimension finie.
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