ABSTRACT. On the basis of the Random Matrix Theory-model several interesting conjectures for the Riemann zeta-function were made during the recent past, in particular, asymptotic formulae for the 2kth continuous and discrete moments of the zeta-function on the critical line,
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by Conrey, Keating et al. and Hughes, respectively. These conjectures are known to be true only for a few values of k and, even under assumption of the Riemann hypothesis, estimates of the expected order of magnitude are only proved for a limited range of k. We put the discrete moment for k = 1, 2 in relation with the corresponding continuous moment for the derivative of Hardy's Z-function. This leads to upper bounds for the discrete moments which are off the predicted order by a factor of log T . 
Open problems in zeta-function theory
The Riemann zeta-function is for Re s > 1 given by
where the product is taken over all prime numbers, and by analytic continuation elsewhere except for a simple pole at s = 1. The zero-distribution of ζ(s) is of great importance for number theory. Clearly, there are no zeros in the half-plane of convergence Re s > 1, and it is also known that ζ(s) does not vanish on the line Re s = 1 (which is sufficient for proving the prime number theorem without error term). By the functional equation,
there exist so-called trivial (real) zeros at s = −2n for any positive integer n (corresponding to the poles of the appearing Gamma-factors), and all nontrivial (non-real) zeros are distributed symmetrically with respect to the critical line Re s = 1 2 and the real axis. The number N (T ) of nontrivial zeros ρ = β +iγ with 0 < γ ≤ T (counting multiplicities) is asymptotically given by the Riemann-von Mangoldt formula
Consequently, there are infinitely many nontrivial zeros, all of them lying in the critical strip 0 < Re s < 1, and the frequency of their appearance is increasing as T → ∞. The famous yet unsolved Riemann hypothesis states that all nontrivial zeros lie on the critical line, or equivalently, the non-vanishing of ζ(s) for Re s > 1 2 . C o n r e y [2] proved (refining a method of Levinson) that more than two fifths of the zeros are simple and on the critical line. However, it is still unknown whether there exists some positive ε such that the half-plane Re s > 1 − ε is free of zeros. This is not satisfying since the error term in the prime number theorem is intimately related to a zero-free region for ζ(s): if π(x) counts the number of primes less than or equal to x, then, for any fixed θ ∈ 1 2 , 1 ,
here and in the sequel ε denotes an arbitrarily small positive constant, not necessarily the same at each appearance. Assuming the truth of the Riemann hypothesis, M o n t g o m e r y [20] studied the distribution of pairs of nontrivial zeros 
This so-called pair correlation conjecture plays a complementary role to the Riemann hypothesis: vertical vs. horizontal distribution of the nontrivial zeros. There are plenty of important consequences of this far reaching conjecture. For
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instance, the pair correlation conjecture implies the essential simplicity hypothesis that almost all zeros of the zeta-function are simple.
Random Matrix Theory and predictions for zeta
In physics one is interested in the Hamiltonians of complicated physical systems. The energy levels are given by the eigenvalues of the corresponding Hamiltonians which are usually not known with any certainty. However, they can be modelled by the eigenvalues of large random Hermitian or unitary matrices with symmetries dictated by the underlying physical situation. In the sequel we focus on unitary matrices. The unitary group U (N ) is the group of all N × N matrices U with complex entries which satisfy the condition UU t = id N , where U t denotes the transpose of the complex conjugate of U and id N is the N × N identity matrix. Any U ∈ U (N ) has eigenvalues of the form exp(iθ j ) with real eigenangles
is a Lie-group, there exists a uniquely determined, translation invariant probability measure, the Haar measure, on U (N ). The Circular Unitary Ensemble is the group U (N ) attached with its respective Haar measure. By a special scaling, the two point correlation of the eigenangles with respect to the limit N → ∞ is for fixed 0 < α < β given by
where E N stands for the expectation value with respect to the Haar measure on U (N ). The integral on the right-hand side is the same as the one in Montgomery's pair correlation conjecture (3). This observation is due to Dyson and it restored some hope in an old idea of Hilbert and Polya that the Riemann hypothesis follows from the existence of a self-adjoint Hermitian operator whose spectrum of eigenvalues corresponds to the set of nontrivial zeros of the zetafunction. By computations of O d l y z k o [21] it turned out that the pair correlation and the nearest neighbour spacing for the zeros of ζ(s) were amazingly close to those for the Gaussian Unitary Ensemble (which is asymptotically equal to the one of the Circular Unitary Ensemble with respect to correlation statistics). The socalled Montgomery-Odlyzko law claims that these distributions are, statistically, the same. There is more evidence for this than numerical data.
K e a t i n g & S n a i t h [19] showed that characteristic polynomials of the Circular Unitary Ensemble have a similar value distribution as the Riemann zetafunction on the critical line. In fact they proved the limit theorem
where R is any rectangle in the complex plane with edges parallel to the real and the imaginary axis and the measure on the left-hand side is the Haar measure on U (N ). For the zeta-function there is an old result of Selberg (unpulished) showing the same Gaussian normal distribution:
where the measure on the left-hand side is the Lebesgue measure. The first published proof of the latter result is due to J o y n e r [18] . This and other analogies led K e a t i n g & S n a i t h to the idea that the characteristic polynomials of large random matrices can be used to model the analytic behaviour of the Riemann zeta-function on the critical line. By the Riemann-von Mangoldt formula (2) the average spacing of consecutive ordinates γ T of zeros of ζ(s) is 2π(log(T /2π)) −1 . Comparing with the average spacing of the eigenangles θ j of Z N (θ; U) on the unit circle, it makes sense to scale
Indeed, taking N as the nearest integer to the right-hand side, turns the limit laws (4) and (5) into a similar shape. Note that the proportion factor 1 T in (5) corresponds to the fact that (4) reflects the behaviour of all matrices U ∈ U (N ). We conclude: if the zeros It is a long standing conjecture that for k ≥ 0, there exists a constant C(k) such that
as T → ∞. It is not known whether this conjecture is related to Riemann's hypothesis or not. The asymptotic formula (6) is known to be true only in the trivial case k = 0, and the cases k = 1 and k = 2 by the classical results of H a r d y & L i t t l e w o o d [13] and I n g h a m [16] , respectively:
1
Very little is known for higher moments. By the work of B a l a s u b r a m a n i a n & R a m a c h a n d r a [1] a lower bound of the expected size holds for an arbitrary positive integer k
Recently, S o u n d a r a r a j a n [23] has shown under assumption of the Riemann hypothesis that
for any positive real k and any positive ε, where the implicit constant depends only on k and ε. C o n r e y & G o n e k [4] and K e a t i n g & S n a i t h [19] stated a conjecture for the constant C(k) appearing in (6); remarkably, their heuristics differ one from another (see also the survey [3] ). To state this conjecture we define
note that one has to take an appropriate limit if k is an integer less than or equal to zero. It is not difficult to verify that a(1) = 1 and a(2) = values are not explicitly known. Furthermore we have to introduce Barnes' double Gamma-function
where γ is Euler's constant (there will be no confusion with the imaginary parts of the zeros of ζ(s)); note that G(1) = 1 and G(z + 1) = Γ(z)G(z). The approach of C o n r e y & G o n e k [4] is of combinatorial nature. On the contrary, K e a t i n g & S n a i t h [19] used the random matrix analogue. In fact, they proved, for fixed k > −
this corresponds to a continuous 2kth moment of Z N (θ; U). The factor on the right-hand side was found to coincide with some data from the Conrey & Gonek-approach. However, the standard Random Matrix Theory-model cannot detect the arithmetic factor (11): prime numbers do not occur in this model. Consequently, the arithmetic information a(k), appearing in the heuristics of C o n r e y & G h o s h , has to be inserted in an ad hoc way. Recently, C o n r e y , K e a t i n g et al. modified the standard Random Matrix Theory-model in order to incorporate also the arithmetic information a(k) (see G o n e k [9] ); this leads directly to:
Needless to say that this conjecture includes the known cases, the trivial one k = 0, and the classical cases (7) and (8) 
On the basis of the random matrix theory-model, H u g h e s [14] stated a further, interesting conjecture on discrete moments of the zeta-function. He proved that, for 0 < α < N,
where j k (x) is the kth spherical Bessel function of the first kind; note that for integers k
Including the arithmetical factor (11) led H u g h e s to:
ÓÒ ØÙÖ 2º Assume the truth of the Riemann hypothesis and let
Also this conjecture is known to be true only in some particular cases. Of course, the trivial case k = 0 but as well in the case k = 1. Assuming the Riemann hypothesis, G o n e k [8] 
uniformly in α for |α| ≤ L/2; F u j i i [6] refined this result in replacing the error term in Gonek's formula by explicit terms plus an error term of order O(T 1/2 (log T ) 3 ). It is easy to check that the main term in (13) is the one predicted by Conjecture 2.
Under assumption of the generalized Riemann hypothesis C o n r e y , G h o s h & G o n e k [5] obtained an asymptotic formula for
and (ζA)(s) stands for ζ(s)A(s).
If η = 1 would be allowed, this would yield the conjectural quantity for the fourth moment of Hughes' conjecture; this observation is due to H u g h e s [14] .
Statement of the main result
We are interested in upper estimates for the discrete moments in Conjecture 2. In principal, our approach takes only the behaviour of the zeta-function on the critical line into account (for which we have to assume that α is real). However, if we want to exclude hypothetical contributions of nontrivial zeros off the critical line, we have to assume the Riemann hypothesis. We shall write f (t) = g(t) + Θ( (t)) if |f (t) − g(t)| ≤ (t) holds for all sufficiently large t.
Ì ÓÖ Ñ 1º Let α be real. Then, as T → ∞,
1 N (T ) 0<γ≤T ζ 1 2 + i(γ + α L 2 ≤ π 2 3 α 2 + αΘ(0.138 log T ) log T + O αT ε−173/205 , 1 N (T ) 0<γ≤T ζ 1 2 + i γ + α L 4 ≤ π 2 70 α 4 + α 3 Θ(0.138 log T ) (log T ) 4 + O α 3 T ε−77/205 , uniformly in α for 0 < α L = 1 2π log T 2π (
where the sums are taken over the ordinates of zeros on the critical line and the implicit constants depend only on ε > 0). If the Riemann hypothesis is true, then for the same range of α
These upper bounds are off the expected order of magnitude as predicted by Conjecture 2 with respect to T by a factor log T . In order to see that we note that (12) implies
as α → 0. This shows that also the estimates would be sharp with respect to α for small α. More precisely, by (7) and (8) one has
as α → 0. Hence, the second moment bound of Theorem 1 would be equal to the conjectural asymptotics and the fourth moment bound would not be much larger than the predicted value if the contribution of the Θ-term would be negligible. However, for large α these bounds are not of the expected size since F k (2πα) → 1 as α → ∞.
Proof of the theorem
First of all we shall formulate the problem in the language of real analysis.
The behaviour of ζ(s) on the critical line is reflected by Hardy's Z-function Z(t)
as a function of a real variable, defined by
where
It follows from the functional equation for ζ(s) that Z(t) is an infinitely often differentiable function which is real for real t. Moreover,
Consequently, the zeros of Z(t) correspond to the zeros of the Riemann zetafunction on the critical line (counting multiplicities). (Proofs of these and further basic facts, which we will use below, can be found in [17] .) Now we are in the position to give: P r o o f o f T h e o r e m 1. We may assume that α is positive; the case of negative α can be treated similarly. Let k ≥ 1 2 be a fixed constant. Since Z(γ) = 0 we have
Applying Hölder's inequality, we find
.
In view of (17) this leads to
On the right-hand side we integrate over a neighborhood of a point
is the least ordinate of a zero larger than T and γ N (2T ) is the largest ordinate less than or equal to 2T , if γ < t < γ + α L for some ordinate γ of a zero. The latter inequality holds for
Now we want to show that the contribution of the interval 2T, 2T + α L to the integral on the right-hand side is negligible. Note that
where 
S(t)
:
S(t + ε). Hence S(t) is differentiable for t = γ
and has a jump discontinuity for any t = γ. The Riemann-von Mangoldt formula (2) follows from the classical estimate
In view of (15)
Applying Stirling's formula to (16), we find
valid for sufficiently large t. Hence it follows that
Recently, H u x l e y [15] proved
for any positive ε. This implies by a standard convexity argument (see [17, §8.2] ) the estimate
Since by Cauchy's theorem
|ζ(x + iy)| dx dy (log t) 2 and therefore via (21) also
for sufficiently large t. Note that
Using this and (23) in combination with (20) , it follows that
in fact we obtain an error term o(T ) in the T -aspect for any k < 205 64 = 3.20312 5 (but note that the sixth moment asymptotics are still unknown). In view of the estimate of B a l a s u b r a m a n i a n & R a m a c h a n d r a (9) it follows that the contribution of the integral over 2T, 2T + α L is negligible. Thus, we can replace (19) by
Next we want to get rid of the factor
(So far we are still working unconditional.) For this purpose we shall use a more precise bound for S(t) than in (20) , namely
≤ 0.137 log t + 0.443 log log t + 1.588
for t ≥ 2, due to R o s s e r [22] . We may take this also as an estimate for the modulus of S(t) for sufficiently large t since the difference between these two expressions is vanishing for t → ∞. We thus obtain
for t ∈ [T, 2T ]. By (26) we deduce from (25)
Substituting this estimate in (18) , using the resulting formula with 2 −n T instead of T , and summing up over all positive integers n gives
log t log log t for sufficiently large t and any 0 < h ≤ t 1 2 , which is due G o l d s t o n & G o n e k [7] . Hence, we get
So in place of (27) we obtain
This yields the statement of Theorem 1.
Concluding remarks
If the contribution of the integral
could be proved to be negligible, then we would obtain an upper bound which is of the expected size in the T -and in the α-aspect. The conjectured asymptotics for the 2kth continuous and discrete moment of the zeta-function from Conjecture 1 and 2 differ only by the appearance of the factor F k (2πα). In fact, if the contribution from S(t) − S t − α L in our approach could be proved to be sufficiently small, we could deduce an inequality between the discrete and the corresponding continuous moment multiplied with a power of α reflecting the asymptotics of F k (2πα) as α → 0.
Recently, H a l l [12] presented an interesting moment conjecture for mixed powers of Hardy's Z-function and its derivative (in context with his investigations on large gaps between consecutive zeros on the critical line). On the basis of the Random Matrix Theory-model H u g h e s (cf. H a l l [12] ) conjectured that the implicit constant (which is a function of the powers of Z and Z ) is of a special shape and computed some of its values. Summing up we can state their claim as:
ÓÒ ØÙÖ 3º For any given pair of non-negative integers k ≤ , there exists a constant b(k, ) such that
as T → ∞, where b(k, ) is a rational number predicted by Random Matrix Theory.
It should be noted that for 0 ≤ k, ≤ 2 the values of a( ) and b(k, ) are all known (see [11] ) and Conjecture 3 holds unconditionally. Further, for k = 0 the asymptotics in Conjecture 3 simply follow from Conjecture 1. (For ≤ 6 the values of b(k, ) are explicitly known; see [11] , [12] .) Now we assume the Riemann hypothesis. Further, we suppose that α is real and that k is a nonnegative integer. Incorporating Conjecture 3, our method gives uniformly in α for α L with some implicit constant depending only on k and ε. It would be desirable to have also a converse bound of this type, however, it seems that satisfying upper estimates for the continuous and lower estimates for the discrete moments are harder to obtain.
