Abstract. New nonlinear evolution equations are derived that generalize the system by Matsuno [16] and a terrain-following Boussinesq system by Nachbin [23] . The regime considers finite-amplitude surface gravity waves on a two-dimensional incompressible and inviscid fluid of, highly variable, finite depth. The asymptotic simplification of the nonlinear potential theory equations is performed through a perturbation anaylsis of the Dirichlet-to-Neumann operator on a highly corrugated strip. This is achieved through the use of a curvilinear coordinate system. Rather than doing a long wave expansion for the velocity potential, a Fourier-type operator is expanded in a wave steepness parameter. The novelty is that the topography can vary on a broad range of scales. It can also have a complex profile including that of a multiply-valued function. The resulting evolution equations are variable coefficient Boussinesq-type equations. These equations represent a fully dispersive system in the sense that the original (hyperbolic tangent) dispersion relation is not truncated. The formulation is done over a periodically extended domain so that, as an application, it produces efficient Fourier (FFT) solvers. A preliminary communication of this work has been published in the Physical Review Letters [1] .
1. Introduction. The study of weakly nonlinear (finite-amplitude) water waves has been of great research interest for quite some time. Many fundamental models (namely partial differential equations) have been derived according to the physical situation and carefully analyzed for their mathematical properties. In a recent paper Matsuno [16] derived a Boussinesq-type model that arises from an expansion in a steepness parameter and not in the dispersion parameter corresponding to a long wave regime. Matsuno develops a method based on the theory of complex functions and a systematic perturbation theory with respect to the steepness parameter ε ≡ a/ (a is the amplitude scale and is a wavelength scale). We start by using dimensionless parameters such as in Whitham's book [30] and in [23] : let α = a/h o be the nonlinearity parameter (with the typical, say average depth denoted by h o ) and β = h 2 o / 2 be the dispersion parameter. As pointed out in [16] the formulation naturally suggests combining these parameters as α √ β ≡ ε. Hence the characteristic depth h o cancels out and the free surface perturbations are controlled through ε. The starting point for the asymptotic analysis are the dimensionless potential theory equations.
The novelty in this paper is that we accommodate the asymptotic modeling to consider very general topographic profiles, as for example the one presented in Fig.  1 .1. We also start from the nonlinear, dimensionless potential theory equations but follow an analytical route that is somewhat different from Matsuno's. Naturally some of the transforms used are similar, but they are "brought into the picture" by different means. In particular the Fourier analysis presented naturally suggests the use of FFT based methods to generate efficient numerical schemes. The formulation presented here also extends a, recently published [23] , weakly dispersive terrain-following Boussinesq system. A regime of interest is pulse shaped surface gravity waves interacting with rapidly varying, disordered, topographies.
We use an orthogonal curvilinear coordinate system for the potential theory equations. Within this frame we are able to write a Dirichlet-to-Neumann (DtN ) operator which automatically reduces the entire dynamics to the free surface. This formulation is possible in the presence of complex multi-valued profiles, or even rapidly varying topographies. Our transforms not only resemble, but are clearly related to, those in Matsuno [16] and in Byatt-Smith [4] . Some of the differences are that we work in Fourier space while Matsuno uses complex functions. We define our curvilinear coordinate system through the conformal mapping of the undisturbed corrugated channel, while Byatt-Smith maps the (finite-amplitude) time dependent flat channel (i.e. without a topography). As mentioned by Matsuno [16] the equations presented in [4] are quite complicated. In our formulation we work in the physical domain, through the curvilinear coordinate system and we arrive at Fourier-type transforms which are easily incorporated into a numerical method. The final result is a, variable coefficient, weakly nonlinear evolution equation of the Boussinesq-type. Nonlinear waves in a highly heterogeneous medium is of great interest in Physics and Mathematics. Boussinesq-type models are of great interest in Geophysical applications. Recently, using a power series expansion for the velocity potential, Nachbin [23] derived a terrainfollowing Boussinesq system valid for weakly dispersive, weakly nonlinear waves in the presence of a rapidly varying topography. This model was used to study long waves interacting with disordered (randomly varying) topographies [17, 18, 10, 12] . In particular for the time-reversal refocusing of solitary waves [18, 12] . Our generalization of Matsuno's Boussinesq-type system has, as its (weakly dispersive) leading order approximation the terrain-following system presented in Nachbin [23] . This is a nice consistency check since here we do not use a power series expansion for the potential, but rather we do asymptotics with the Fourier operators.
Other very recent work include that of Craig and Sulem [5] which formulated an efficient spectral method based on the DtN operator. Their analysis differs from ours and Matsuno's but some resulting transforms are similar, in particular the Hilbert transform on a strip: namely equation (4.4) in the present paper, which appears as (18) in Matsuno [16] and as (27) in Craig and Sulem [5] . We recall that Matsuno's [16] as well as Craig and Sulem's analysis [5] are restricted to flat bottoms. Along these lines Zakharov et al. [31] using a Hamiltonian structure deduced exact (nonlinear) free surface equations in a fluid of infinite depth. The free surface is conformally mapped and Hilbert-differential equations are obtained along the free surface. The presence of Hilbert transforms has a clear connection with the three strategies mentioned above (including the present one). This is explicitly mentioned by Zakharov et al. [31] in a reference to the work of Craig and Sulem [5] . In the presence of highly variable topographies we point out the very recent work by Keller [15] . A shallow water (hyperbolic) model is derived from the Euler equations by using curvilinear coordinates. This curvilinear coordinate system is based on smooth topographies or a smooth curve near the topography. We recall that in the present work our curvilinear coordinate system arises from a conformal transformation and therefore is valid for polygonal bottom profiles which need not be single-valued. Moreover the resulting dispersive system can be reduced to a shallow water (hyperbolic) system by only keeping O( √ β) terms (in the metric term M (ξ) to be defined in the next section). This has been discussed in more detail in Nachbin [23] .
This paper is organized as follows. In section 2 we present a brief introduction to the free boundary problem formulated through the nonlinear potential theory. In section 3 we recall Guidotti's (time independent) formulation of the Dirichlet-toNeumann operator on a corrugated halfplane and apply it to a corrugated strip. Its time dependent extension for nonlinear gravity waves is done in section 4 where a new (variable coefficient) Boussinesq-type system is derived. In section 5 we briefly outline a numerical application of the DtN operator. Namely we present a very efficient spectral method for the linear potential theory problem. The complete nonlinear version, together with numerical experiments for rapidly varying topographies, will be presented elsewhere. As mentioned above recently Craig and Sulem [5] and Zakharov et al. [31] formulated efficient spectral methods based on the DtN transformations. Their methods does not account for the presence of a topography.
A preliminary communication of this work has been published in the Physical Review Letters [1] .
2. The inviscid and incompressible free boundary problem. Following Whitham [30] and Rosales and Papanicolaou [27] the dimensionless nonlinear potential theory equations are
with free surface conditions
and a Neumann condition
, the highly variable topography, where Ω = (x, y) ∈ R 2 , and − βh( x γ ) < y < αη(x, t) . Having defined the dimensionless parameters α and β, we are also led to defining a parameter controlling the depth irregularities: γ ≡ b / , where b is the (horizontal) characteristic length scale for the bottom variations, described through y = − √ βh(x/γ) [23] . The topography's amplitude does not need to be small. In other words, in general h(x/γ) = 1 + n(x/γ) where n does not need to be small. The √ β multiplying h(x/γ) is due to the shallow water scaling. Hence the average depth is small and equal to √ β. If γ 1 the topography is rapidly varying. Using the Schwarz-Christoffel transformation [7, 8] we define a mapping from a uniform strip in the ξζ-plane onto the undisturbed (η ≡ 0) corrugated strip in the physical xy-plane (c.f. Fig. 2.1 ). This is possible even when h(x/γ) represents a polygonal, multi-valued profile as in Fig. 1.1 . This formulation defines x(ξ, ζ) and y(ξ, ζ) as harmonic functions together with (ξ, ζ) level curves of an orthogonal curvilinear coordinate system in the physical domain (c.f . Fig 1.1) . In the curvilinear coordinate system we have that (∂ ξξ + ∂ ζζ ) = |J| 2 (∂ xx + ∂ yy ), where by the Cauchy-Riemann equations [23] , the Jacobian of the (ξ, ζ) → (x, y) transformation is |J| ≡ y 2 ξ + y 2 ζ . We point out that in [23] one works with a unit depth, rather than √ β. Hence (ξ, ζ) denotes a coordinate system slightly different from that in [23] . Initially, for convenience, we will keep track of the free surface (FS) elevation in both coordinate systems. In the mapped domain we have ζ ≡ S(ξ, t) = εN (ξ, t), while in the physical domain it is defined by y(ξ, S(ξ, t)) = αη(x(ξ, S(ξ, t)), t), with η denoting the surface gravity wave. When the FS has a small steepness (as indicated by εN above) the Jacobian can be approximated as |J| ≈ y 
The metric term carries vertical and horizontal bottom variation scales through the parameters √ β and γ. Laplace's equation, for the velocity potential φ, is invariant through our change of coordinates. Thus the nonlinear potential theory equations in curvilinear ξζ coordinates, as presented in Nachbin [23] are
where at the FS the free boundary conditions are
We have a trivial Neumann condition along the impermeable topography ζ ≡ − √ β: φ ζ = 0. No approximation has been made up to this point.
To obtain a terrain-following (weakly dispersive, weakly nonlinear) Boussinesq system, Nachbin [23] considered a power series expansion near the bottom of the channel (translated to be at ζ = 0) in the form
This function satisfies the scaled Laplace equation when
Moreover the Neumann condition at the bottom is satisfied when all odd terms (i.e. f 2m+1 ) are zero. Hence by denoting f 0 (ξ, t) = f (ξ, t) for simplicity, we have the velocity potential
as a power series expansion in β. Then this series is substituted in the nonlinear free surface conditions and the leading order terms in α and β are retained. As soon as the power series is truncated we have an approximate potential. Correspondingly the linear dispersion relation
will also be truncated. This strategy is exactly the same as in Whitham's book [30] for a flat channel in cartesian coordinates. We will show that by working with the DtN operator we will be able to keep the full dispersion relation, for the underlying linear system. In the sequel we will calculate the source distribution for the integral representation of the FS's Dirichlet data and its impact on representing the DtN operator. For a nonlinear FS the source distribution is found implicitly and through a mild steepness hypothesis (ε 1) we find an efficient approximation for the DtN operator.
3. The Dirichlet-to-Neumann (DtN ) operator. In this section we start with a brief review on Guidotti's time independent strategy [13] to formulate a DtN operator for a halfplane configuration as in Fig. 3 .1. Then we will adapt this strategy to a time independent problem for a corrugated strip. Once this has been achieved we will, in a following section, migrate this formulism to the nonlinear wave evolution problem and reduce the entire dynamics to the free surface.
3.1. The Dirichlet problem on a halfplane. In this subsection, following [13] , attention is given to periodic problems (say of period one) such that
The notation is such that Guidotti considers Laplace's equation in the domain Ω, above the curve Γ ≡ (ξ, S(ξ)), with Dirichlet data ϕ(ξ) imposed along Γ. By using periodicity we are preparing our asymptotic models for FFT based numerical schemes. Obviously there is no loss of generality when we normalize the period. Let (ξ, S(ξ)) be a parametrization of the halfplane's (lower) boundary curve Γ. We adopt the following notation along the boundary: the mapping that takes the Dirichlet data onto its corresponding Neumann data we denote as
where
and
As in classical potential theory, Guidotti suggests an integral representation for the potential, in the form
The unknown function f will be determined by the potential's Dirichlet data along Γ. The kernel is chosen so that this representation satisfies Laplace's equation and also so that FFTs are applicable. This will lead to efficient numerical schemes with exact dispersive properties for a wide class of initial data. As mentioned in the Introduction, recently this has been exploited numerically by other authors [5, 31] . By dΓ we represent an infinitesimal boundary element and by w = (ξ, ζ) an interior point of our domain Ω. The 1-periodic version of the integral representation (3.2) is
The periodic kernel proposed by Guidotti [13] has logarithmic singularities, in the form 4) and can also be represented by the Fourier series
Hence the kernel is a harmonic function in the halfplane ξ, ζ > 0, and 1-periodic in its first variable with the property that [13] lim
The Dirac delta is denoted by δ(ξ). Therefore one needs to be careful when deducing the DtN operator since an interior point will approach a boundary curve. This result is summarized in the following lemma proved in [13] :
Lemma. Let G be the Green's functions given above. Suppose that S(ξ) ∈ C 1 per ([0, 1]) represents a corrugated curve along the boundary of Ω. Then the following limit holds as an interior point approaches this boundary:
The limiting integral is given as a Cauchy Principal Value (indicated by a dash). The interior point can not approach the boundary curve in the tangential direction. The dummy variable of integration is indicated in the element dΓw.
Clearly from the potential's integral representation (3.2) along the boundary we obtain
where w o is also along the boundary. Its periodic counterpart leads to the following Fredholm equation of the first kind in the source density f :
Technical details on integral equations can be found in Taylor [29] . Once we find the singularity density f (ξ) we use (3.2) (or its periodic counterpart (3.3)) and the lemma above to deduce an integral representation for the Dirichlet-toNeumann operator DtN (φ) = ∂ n φ:
where w o ∈ Γ. In the periodic regime we have
Formally this completes the calculation of the DtN operator, considering that at this stage the density f is known. Summarizing what we have presented up to this point: in order to find the (consistent) Neumann condition for the periodic Dirichlet problem we use the integral representation (3.3) for the potential. Then 1. we find f (ξ), the logarithmic singularity's density distribution, by inverting the integral equation (3.7), with the kernel (3.4) and 2. we evaluate equation (3.8) using the corresponding expression for f (ξ). Recall that the Dirichlet data was denoted as φ(ξ, S(ξ)) = ϕ(ξ) ≡ ϕ(w) according to (3.6) . In the next subsection we will see how to invert expression (3.7) for f (ξ) in an exact fashion for the linear problem, and approximately in the weakly nonlinear regime. 3.2. The Dirichlet problem on a corrugated strip. We now prepare the formulation of the DtN operator for the finite depth wave problem based on Guidotti's [13] work (for a time independent harmonic function on a corrugated half-plane) as was presented above. To simplify the presentation we first analyze the harmonic problem at a frozen instant of time:
Our goal is to express the Neumann data directly from its corresponding Dirichlet data ϕ(ξ). By reflecting our domain about the topographic level curve ζ ≡ − √ β (as in Fig. 3.2) we convert the problem above into the Dirichlet problem
Moreover, due to the symmetry about ζ ≡ − √ β we have that φ ζ (ξ, − √ β) = 0 is automatically satisfied. We proceed in obtaining an integral representation for the solution of problem (3.12)-(3.14). We again extend our domain periodically and normalize it to having period one. The time independent potential is cast into the integral representation
where now the kernel has the form K(ξ,ξ, ζ, S(ξ)) = G(s, −ζ +S)+G(s, ζ +S +2 √ β). Our notation is such that f (ξ) is the symmetric source distribution over the top and bottom boundary curves,
One can then verify that the integral representation satisfies φ ζ (ξ, − √ β) = 0 and φ(ξ, ζ) = φ(ξ, −ζ − 2 √ β) as expected. Thus we have formally solved the potential problem (3.9)-(3.11) once we find the source distribution f (ξ).
Before presenting an approximate strategy for finding the source distribution f (ξ) we recall the setup for defining the DtN operator. The integral representation in (3.15) can be written as
The first term, containing K(ξ,ξ, 0, 0), is the linear (singular) term corresponding to infinitesimal perturbations about the undisturbed water surface. In this way the nonlinear term arises as a desingularized correction term. Taking the normal derivative of the potential in (3.16) and letting the interior point approach the top boundary we obtain, in the limit, the Dirichlet-to-Neumann operator DtN (ϕ)(ξ) ≡ ∂φ/∂n(ξ, S(ξ)), which gives the Neumann data along the FS. Now we go back to calculating the source distribution f (ξ) along the FS. Motivated by (3.16) we decompose the Dirichlet data into its linear and nonlinear parts:
The linear contribution. Using the Fourier representation of the Green's function G in the linear term of (3.16), and carefully computing the limit as we approach the top boundary, we have that ϕ L (ξ) = P[f |Γ ξ | ] where
we denote the k-th Fourier coefficient of the one-periodic function g(ξ).
The contribution from the linear part is easily computed through f
. This is equivalent to the (linear) flat FS case, but recall that for weakly nonlinear waves S(ξ) = O(ε). Hence we will seek an O(ε) approximation of f (ξ) from the full representation (3.16).
The nonlinear contribution. The integral equation (3.16), evaluated along the boundary curve ζ = S(ξ), can be written in a more compact (operator) notation
The nonlinear (S-dependent) contribution is identified by the operator Q S [·]. Applying P −1 at both sides and assuming that (I + P −1 Q S ) has an inverse, we formally arrive at 19) where I denotes the identity. Existence conditions for the solution of equations as (3.18) are discussed in [29] . For example let ϕ be continuous with period one. We observe that along the top boundary S(ξ) the second part of the kernel K, namely
, is continuous and therefore the lemma above applies in the exact same way as before.
The main difficulty resides on inverting (3.16) and computing the source distribution f (ξ) along the nonlinear FS, in the presence of a kernel depending on S. This was formally indicated in (3.19) but in reality we will perform an O(ε) approximation in (3.18) so that φ(ξ, S) = ϕ(ξ)
As will be shown below, the operator R S , which still depends on the FS profile S, is an O(ε) approximation to the full nonlinear operator Q S .
From the definition of the Green's function we have that
where S = O(ε). In the neighborhood of the boundary curve S we take a generic interior point (ξ − a, S(ξ) − b) ∈ Ω (with r 2 ε ≡ a 2 + b 2 ) and we perform an expansion in ε for the desingularized kernel K(ξ − a,ξ, S − b,S) − K(ξ,ξ, 0, 0) of the nonlinear contribution. But we do this with the corresponding Fourier representation of the kernel. Keeping the first term we have that
On the other hand the kernel's behavior along the lower boundary of integration (namely K(ξ − a,ξ, S − b,S) − K(ξ,ξ, 0, 0)) presents no difficulty and
for its series representation converges absolutely even when b = 0. As a result, to leading order, Q S has a series representation
The dominant series expansions converge absolutely and we exchange summation with integration. By taking the limit we characterize the leading order approximation R S to the fully nonlinear operator Q S . Namely by rearranging terms we have that
By using the approximate operator P −1 (I − R S P −1 ), to leading order, we obtain
Using the Fourier representation of R S , and the inversion formula as we did above for the linear analysis, we arrive at
Then for the approximate (weakly nonlinear) inversion procedure (3.20), we have that
This approximation for the nonlinear source distribution f (ξ) is expressed by a linear contribution (inverting (3.17)) composed with (S(ξ)-dependent) iterates of linear objects: namely the linear (S ≡ 0) Dirichlet-to-Neumann operator DtN 0 and again
. In the sequel we will confirm this interpretation for the DtN 0 operator, which is defined by the first sum in the expression for R S P −1 . Thus we have approximated the calculation of the source distribution by straightforward Fourier transforms (namely FFTs) of smooth functions. We will now show how the nonlinear DtN operator can be approximated by straightforward compositions of the linear DtN 0 operator. This is achieved by using the approximation given in (3.21).
4. Evolution equations for weakly nonlinear surface gravity waves. In the context of nonlinear surface gravity waves, the Neumann data is needed at the second FS condition. Writing the norm (squared) of the velocity in terms of its tangential and normal components, implies that we need to find the ξ and ζ derivatives as in
First we differentiate (3.16) with respect to ζ and use (3.21) having ζ = S. After a lengthy calculation we obtain the compact expression
When S ≡ 0, ζ is the normal direction and (4.2) is exact, confirming the interpretation given to DtN 0 . There are other ways of representing the
Note that the dispersion relation appears as the symbol of the linear DtN 0 operator. For example in Berger and Milewski [3] a Fourier-type integral transform, also having the dispersion relation as its symbol, is used in studying surface gravity wave interaction and wave-turbulence. This also appears in the work by Craig and Sulem [5] . As mentioned in the Introduction, we point out that T is the periodic counterpart of the (singular) integral operator used by Matsuno [16] and also referred to in Craig and Sulem [5] as the Hilbert transform on the strip:
Moreover it is important to notice that the operator acts on, slightly different, velocity components. Here we have a terrain-following (φ ξ ) velocity component along the FS, which clearly is not tangent neither to the undisturbed, nor the perturbed FS. On the other hand Matsuno uses the horizontal (φ x ) velocity component at the FS (see (18) in [16] ).
Recalling that the surface wave profile is denoted by S(ξ, t)≡εN (ξ, t) we put together equations (4.1) and (4.2), and use the operator T, to write the asymptotic expression
Define U ≡φ ξ as the "horizontal" terrain-following velocity component. Then
and the normal derivative approximation reads as
The kinematic condition, in terms of the normal derivative to ζ=εN , is written as
Substituting (4.5) and using the fact that η(
, we obtain a fully dispersive evolution equation for the wave elevation:
For the dynamic FS condition we start by taking its ξ-derivative. We should keep in mind that φ(ξ, S(ξ, t), t) = ϕ(ξ, t) is such that dφ/dt = ϕ t = φ t + φ ζ S t and φ t = ϕ t − φ ζ S t . Moreover d(φ t )/dξ = ϕ tξ − φ ζξ S t − φ ζ S tξ . Using approximations given above, together with (4.2), we have
Going back to the dynamic condition and using the fact that we are working with the velocity components φ ξ ≡ U and φ ζ = T[U ] + O(ε), after some computation, we arrive at
Dropping the O(ε 2 ) terms in equations (4.6) and (4.7) we get a fully dispersive terrainfollowing Boussinesq system. For a flat bottom (i.e. M (ξ) ≡ 1) this system reduces to system (19)- (20) in Matsuno [16] . Also by expanding in β, for the weakly dispersive regime, we can recover the terrain-following Boussinesq system as in [23] , when using the vertically averaged terrain-following velocity component (equation (5.12) in [23] ). Moreover for β > 0.25 it is known [6] , from the linear potential theory, that the surface wave does not feel the bottom anymore. Therefore beyond a certain value of β there is no point in generalizing Matsuno's formulation. We should also point out that linearizing system (4.6) and (4.7) (by setting ε = 0) we have that
Eliminating η from this system and performing a Fourier transform of the resulting second order equation (in the flat bottom case; M ≡ 1) clearly leads to the full dispersion relation. Hence we say that system (4.6)-(4.7) is fully dispersive. Following Matsuno [16] system (4.6)-(4.7) can be transformed into a, variable coefficient, second order Boussinesq equation:
We point out that derivatives of the metric term M (ξ) produce O(β −1/2 ) terms [23, 18] . For the flat bottom case (M ≡ 1), using the identity [16] , this equation reduces to Matsuno's main result (namely equation (22); c.f. definition of δ and κ in [16] page 609). In the presence of the metric term the simplification of the equation, through the above identity, does not apply.
5. Numerical application. In Nachbin and Papanicolaou [21, 22, 19] a Boundary Element Method (BEM), proposed by Salmon et al. [28] , was adapted to the dimensionless linear potential theory equations. In particular to the regime where the topography is on a rapidly varying scale. We will now contrast our previous BEM formulation with the spectral method provided by the DtN operator. This current presentation will be restricted to the linear regime over a flat bottom. This is equivalent to linearizing the scheme proposed by Craig and Sulem [5] which was restricted to flat bottoms. The fully nonlinear numerics in the presence of rapidly varying topographies will be presented elsewhere.
We consider the scaled linear (α = 0) water wave equations:
with the "impermeability" condition along the topography given by
The harmonic part of this problem can be recast in the form of a Boundary Integral Equation (BIE) through Green's third identity [19] :
where (x Q , y Q ) ≡ Q ∈ ∂Ω, ρ 2 = (x P − x Q ) 2 + β(y P − y Q ) 2 and
The scaled normal derivative is defined as φn ≡ (β∂ x φ, ∂ y φ)· n. The BIE was solved by using the Boundary Element Method. The functional relation between the Dirichlet and Neumann data is approximated by finite elements along the BIE [19] . This leads to numerical dispersion as will be indicated below. A linear system arises when using the collocation method for the residual of the boundary element approximation. This system is dense, nonsymmetric and ill-conditioned. In [21, 22, 19] accurate results where obtained by using double precision on a supercomputer (about 28 digits of precision).
One of the advantages of the BEM, as opposed to the Finite Difference Method, is that we may consider the normal derivative φn as a nodal parameter, that is, as an unknown of the algebraic system of equations. This is an advantage for boundaries of complex shape. Note also that this enables the linear free surface equations to be interpreted as a system of Ordinary Differential Equations (ODE) in time:
where F [φ] indicates symbolically that φ y has a functional dependence on φ. Hence solving the BIE is like computing the vector field of these "ODEs" at each time step. The evolution scheme in time is done through an implicit scheme. For the kinematic condition at t n+1/2 we adopt the trapezoidal rule:
For the dynamic condition, also at t n+1/2 , we use
where θ is the implicit scheme's parameter. In Nachbin and Papanicolaou [21] it was shown that numerical dispersion is kept to a minimum if θ = 1/6. This scheme was proposed by Liu and Liggett [14] with an empirical value of θ = 0.17, which is very close to 1/6. We have only one numerical differentiation (in t) and the local truncation error is O(∆t 3 ) on both free surface conditions. Through the formulation presented in the present paper we may write the linear free surface conditions in the form
where DtN 0 denotes the linear Dirichlet-to-Neumann operator as before:
This expression is exact. In contrast with the BEM this procedure has several advantages:
(a) we only need to use two FFTs to calculate the normal derivative with great efficiency; in the BEM a dense nonsymmetric system had to be solved at each time step. (b) the normal derivative of the potential is calculated with spectral accuracy and, for a well resolved surface wave, numerical dispersion is absent. (c) as a consequence of the previous comment we use an explicit (θ = 0) evolution scheme along the free surface without observing any kind of numerical phase lag. (d) the use of a curvilinear coordinate system in the presence of highly corrugated boundaries improves numerical stability, namely acting as a preconditioner [18, 24] . The following numerical experiments corroborate with the comments above.
We consider a Gaussian pulse for the velocity potential's initial profile:
where the parameter σ controls the pulse's width and therefore how broadband its Fourier content is. For the other initial condition along the FS, let φ t (ξ, 0, 0) ≡ ψ(ξ) and we choose ψ(k) = −iω ϕ(k) so that the initial wave is rightgoing. The corresponding free surface elevation is therefore the derivative of a Gaussian. We consider four levels of dispersion (β = 0.01, 0.1, 1, e 10) and compare the numerical evolution with the exact solution. We take (5.1) with σ = √ 0.3 together with the following discretization parameters: ∆ξ = 0.0625, for a total of J = 1024 nodes in space; ∆t = 0.01 for a total of N = 4500 steps in time. As mentioned all experiments where done with the explicit scheme (θ = 0) presented above.
The numerical experiments are presented in Figs. 5.1 and 5.2, where the solid line represents the numerical solution and the dots the exact values. The agreement is very good. In particular as we increase the dispersion level the Airy-like oscillatory behavior is captured very accurately.
We are in the process of extending the numerical scheme for the nonlinear regime and comparing the potential theory results with several reduced (Boussinesq-type) models that we have formulated. Muñoz Grajales and Nachbin [17, 18] have thoroughly tested a Boussinesq solver for the terrain-following Boussinesq system [23] . Currently this scheme is being adapted to approximate a family of Boussinesq models [25] , as for example the one presented by Quintero and Muñoz Grajales [26] . All these models are different Padé approximations to the full dispersion relation
For example the Boussinesq model in [17, 18] is such that
3 βk 2 . This is equivalent to the regularized Korteweg-de Vries equation, also known as the BBM model [2] . Of particular interest, we have observed that in the presence of a rapidly varying disordered topography, small differences on how the full dispersion relation is truncated affect the dynamics of the wave's rapidly fluctuating components. Detailed nonlinear (DtN ) numerics together with comparisons among a family of weakly dispersive Boussinesq-type systems are currently under study, in the regime of long waves interacting with a disordered topography. These results should appear in the near future. 6. Conclusions. We have generalized Matsuno's [16] Boussinesq-type equation for a general class of topography profiles as well as the terrain-following Boussinesq system [23] to being fully dispersive. The formulation is such that an efficient (FFT based) numerical scheme is readily available. In future work we expect to study the interaction of fully dispersive surface water waves over randomly varying topographies as in [17, 18, 12, 10, 11] . We also expect to explore higher dimensions where the conformal mapping does not apply. But an intermediate situation is the one where, for example, we have ridge like formations in the coastal region. In this case the topography is nearly one-dimensional but the wave (for example) can be generated as a point source, hence leading to a two-dimensional surface elevation.
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