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Examination of radial electric field (Er) profiles in the scrape-off layer (SOL) of ASDEX 
Upgrade (AUG) and JET revealed large discrepancies between 2D fluid edge modelling and 
experiment. Experimental profiles of plasma potential (Vp) in the outer (low field) side of the 
plasma, obtained with reciprocating Langmuir probes, decay radially with electron 
temperature, Te, with the -eEr/∇Te ratio being > 1.5. In contrast, code simulated Er are fairly 
low in most of the SOL (compared to -∇Te/e). Modelling with kinetic treatment of neutrals 
and drifts was performed using the SOLPS code for AUG cases and EDGE2D-Nimbus for 
JET cases.   
 
Mismatches between modelled and experimental Er may be caused by the recently 
established tendency for the SOLPS code to underestimate Te in the divertor of AUG. It was 
attributed to non-locality of parallel transport of supra-thermal, heat-carrying electrons 
originating upstream of the divertor, which are usually only weakly collisional and can 
penetrate, with few collisions, to the target. Ratios -eEr/∇Te obtained from the probe 
measurements in JET are of order 1.6, while in AUG, JT-60U and TCV they are of order 3. 
Such high values point to the possibility of fast electrons contributing, apart from target heat 
fluxes, also to the formation of the Debye sheath. 
 
The problem of the underestimation of Er in the codes must be closely related with the well-
known problem of the underestimation of those parts of parallel ion flows in the SOL that are 
influenced by the toroidal field direction. It was demonstrated earlier that parallel ion flow at 
the outer midplane is dominated by the ion Pfirsch-Schlüter flow, which in turn is partly 
driven by the radial electric field. The Te and Er discrepancies, as well as discrepancies 
between simulated and experimental parallel ion flows, put into question the validity of fluid 
codes for the plasma edge modelling and prompt the inclusion of kinetic effects into present-
day 2D fluid codes which assume strong collisionality.  
  
 




Recent detailed comparison between ASDEX Upgrade (AUG) experimental data and results 
of the SOLPS code simulations revealed the tendency for the code solutions to underestimate 
the target electron temperature and overestimate its density [1,2]. Sensitivity studies of the 
SOLPS solutions to various assumptions in both plasma and neutral models have almost 
entirely eliminated the possibility of inappropriate description of neutrals or ions as the cause 
of discrepancies between the code and experiment [1-3]. The discrepancies are likely to be 
attributed to supra-thermal electrons in the main SOL plasma (upstream of the divertor, along 
the field lines). Both Braginskii method of expansion in a small ratio of Coulomb collisional 
mean-free path λ to the parallel plasma parameter variation scale length L [4] and full kinetic 
Fokker-Planck modelling for small λ/L ratios [5] predict that most of the parallel plasma heat 
conduction is carried by supra-thermal electrons. The velocities of such electrons are in the 
range of 3-5 of electron thermal velocity eeT mTv e /=  (see [5,6], also [7], p.658), with the 
peak of the heat flux density in velocity space efvv
2
||  (fe being the electron distribution 
function) located at electron kinetic energies 2/2vmE ee ≡  close to 6Te. Half of the total 
heat flux is carried by electrons with Ee ≥ 7Te [5]. Such electrons can reach the target after 
only a few collisions and directly influence target plasma temperature, density and heat 
deposition profiles. They also raise the Debye sheath potential [5].  
 
An increase in the potential drop at the target surface within the Debye sheath and magnetic 
pre-sheath (MPS) layers contributes to the build-up of the radial electric field, Er, in the SOL. 
Since the largest discrepancies between SOLPS and the experimental target profiles were 
found for positions near the separatrix [1,2], one may expect the largest deviations between 
simulated and experimental Er profiles in the SOL also to occur closer to the separatrix 
position. This expectation is confirmed by the comparison between simulated and 
experimental Er profiles based on a number of SOLPS (B2.5-Eirene) and EDGE2D-Nimbus 
cases modelling AUG and JET plasmas, respectively, on the one hand, and experimental data 
from AUG, JET, JT-60U, TCV, on the other, presented in this paper.  
 
In addition to discrepancies between simulated and experimental target Te and SOL Er 
profiles, there exists a long-standing issue of large discrepancies between modelled and 
measured Mach values of parallel ion flow in the SOL. ‘Hotter’ SOLPS solutions for the 
divertor, with higher target Te, were found to predict larger Mach numbers and larger Er [8,3]. 
It was suggested in the latter ref. that the discrepancies in target Te and Mach numbers can be 
related to each other, with the link between them being provided by the radial electric field in 
the SOL. Following [3], experimental confirmation for the existence of large Er in the SOL 
was obtained and numerical estimates for the relation between the Er and predicted parallel 
ion flows by SOLPS and EDGE2D were made. They lead to the conclusion that the correct, 
experimentally determined Er profiles in the SOL would indeed largely eliminate severe 
mismatches between field-dependent (dependent on the toroidal field direction, in single-null 
divertor configurations) modelled and experimental Mach numbers of the parallel ion flow in 
both AUG and JET [9]. 
 
This paper is organized as follows. Results of modelling Er in the SOL with the two widely 
used 2D fluid codes: SOLPS and EDGE2D-Nimbus, are presented in Section 2. They are 
followed by the results of the Lagmuir probe and Doppler reflectometer measurements of Er 
in AUG described in Section 3, and the results of probe measurements in JET - in Section 4. 
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Additional supporting experimental evidence from JT-60U and TCV is provided in Section 5. 
Implication of the discrepancies between modelled and experimental Er values, as well as 
high Er values observed in some experiments, are discussed in Section 6. The work is 
summarised in Section 7. 
 
 
2. Modelling Er with SOLPS and EDGE2D 
 
The AUG and JET plasmas selected for the 2D edge modelling described here cover various 
conditions, primarily with respect to ne and Te values in the SOL and divertor. SOLPS cases 
were run with the coupled fluid plasma part, B2.5, and a kinetic Monte-Carlo neutral solver, 
Eirene. Similarly, EDGE2D was coupled with the neutral Monte-Carlo code Nimbus. Drift 
terms were fully switched on across the whole numerical mesh in the EDGE2D code. In 
B2.5, they were switched on across SOL, private region and about 1/3 of the core region 
adjacent to the separatrix. For both SOLPS and EDGE2D results presented below, Te and 
plasma electric potential Vp profiles across the 
SOL are plotted against distance from the 
separatrix at the outer midplane position. 
 
The Ohmic SOLPS outer midplane profiles 
presented in Fig. 1 are based on the previously 
modelled standard AUG Ohmic case with 
medium density described in [10] (with fluid 
neutrals) and [2] (with Monte-Carlo neutrals). 
The normal Bt case (with the toroidal field Bt 
directed such that the ion ∇B drift is towards the 
X-point) analysed there matches very well 
experimental upstream (obtained near the outer 
midplane position) ne and Te profiles, with 
somewhat poorer match to the Ti profile. It was 
not possible to match the divertor parameters in 
those calculations: the simulated outer target Te 
in the cases with Monte-Carlo neutrals was too 
low, and ne too high, compared to the 
experiment, and the radiated power (on 
deuterium only) slightly exceeded its 
experimental value, despite chemical sputtering 
being switched off, leading to almost complete 
elimination of impurities. Problems with 
matching target profiles are likely to be related 
with endemic deficiencies of the fluid codes in 
treating high energy electrons that are 
responsible for the bulk of the parallel heat flux. 
The AUG standard Ohmic case is quite 
representative of plasma edge conditions in this 
machine regarding collisionality. As was 
pointed out in [2], it also has the same midplane separatrix electron dimensionless 
collisionality (see the definition of it given by Eq. (1)) as that expected in ITER [11].  
 
Fig. 1. Outer midplane profiles of electron
temperature and plasma potential from
SOLPS cases modelling AUG plasmas with
normal Bt direction. Anomalous
conductivity must have affected the H-
mode case (see text for details).   
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In the present study, two more cases, at lower electron separatrix densities ns, were run, in 
order to cover possible regimes with ‘hotter’ (higher Te) plasmas in the divertor. These 
simulated plasmas have no experimental equivalents. In addition, data for the low density H-
mode shot in the normal Bt configuration, analysed earlier in [1], are also presented in Fig. 1.  
 
SOLPS cases presented in Fig. 1 had small anomalous radial currents related to Er and ∇Te 
(the latter – only for the H-mode case). The anomalous conductivity is controlled by the 
parameter fsig, and anomalous thermo-electric current – by falf. The electrical conductivity 
and thermo-electric coefficients are given by fsig×1.6×10-19 )( 3−mne  and 
falf× 2/13 )()( −− eVTmn ee  is MKS units, respectively. The default values for both parameters 
in SOLPS are 1×10-3. These anomalous currents were introduced into SOLPS for the sake of 
improving numerical stability of the code. For Ohmic cases shown in Fig. 1,  fsig was 
reduced to 1×10-4 and falf was set to zero. Such a change in the coefficients, compared to the 
cases with the default settings, was found to mainly influence (increase) electric potential on 
the first ring outside of the separatrix, while in the rest of the SOL Er was little affected. 
Further reduction in fsig didn’t result in any appreciable changes in the potential profile, but 
detrimentally affected stability of the code runs. For the H-mode case, the default values for 
fsig and falf were used, for the sake of numerical stability. All reversed field cases (with the 
toroidal field Bt directed such that the ion ∇B drift is away from the X-point), not shown in 
Fig. 1, also required default settings of these parameters.  
 
As one can see from Fig. 1, for the highest density Ohmic and H-mode cases, plasma 
potential rises from the separatrix deeper into the SOL up to a distance of  ≈ 0.5 - 1 cm, then 
is stabilizes, and finally drops further out, at distances larger than 3 cm. Too low, almost zero, 
potential on first ring outside of the separatrix in the H-mode case is an artifact related to 
anomalous radial currents introduced into SOLPS, as pointed out earlier. In the most of the 
SOL, Er is almost zero for H-mode and the highest density Ohmic cases. For the Ohmic cases 
with reduced separatrix density of 8.5×10-18 m-3, Er values obtained from the code were small, 
well below -0.5∇Te/e, across most of the SOL. They only showed an increase in the far SOL, 
at the position of ≈ 3.25 cm from the separatrix, where the plasma density is already too 
small. The only case that had appreciable Er values across most of the SOL was the Ohmic 
case with extremely low ns = 5.5×10
18 m-3. The -eEr/∇Te ratio reached ≈ 1 near the separatrix 
in this case. The main reason for the -eEr/∇Te increase at low densities is the peaking of 
target Te profiles. This results in the peaking of the target Debye sheath potential profiles that 
raises the upstream Er (see Sec. 6). 
 
The selected EDGE2D cases for Ohmic JET shots repeat those previously modelled and 
described in [12]: #56723 for normal, and #59737 – for reversed Bt cases (note different 
meshes in Fig. 2). Two density phases of these shots, referred to as having ‘high’ and ‘low’ 
separatrix density ns, were modelled in [12] by varying the amount of the gas puff in the 
modelling. Contrary to SOLPS cases, which were severely constrained by having to match 
extremely good quality upstream profiles, and consequently having problems with matching 
target profiles, the latter were given much more weight in specifying input parameters for 
EDGE2D runs. Experimental target profiles, mainly of the ne and Te, obtained by Langmuir 
probes, were fairly well matched in the EDGE2D modelling.  
 
In the original EDGE2D cases described in [12], drifts were switched on only in the SOL, but 
switched off in the core, owing to numerical instabilities originating in the core region. 
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Recent improvements in the code have enabled switching drifts on everywhere in the grid. In 
the present simulations, these cases were run further with drifts switched on everywhere up to 
the new steady-state, which however showed only insignificant deviations in midplane Te and 
Vp profiles in the SOL, as well as in the target parameters, from the original cases. However, 
Mach numbers of the ion parallel flow were somewhat higher. Similar to SOLPS, small radial 
anomalous conductivity is used in EDGE2D cases, but only in the core region. In contrast to 
SOLPS, there are no anomalous currents in the SOL and divertor regions.   
 
The EDGE2D H-mode case with normal Bt was 
modelled in [13]. It corresponds to JET Type-I 
ELMy H-mode discharge with NBI input power 
of 12 MW, Bt = 2.4 T and Ip = 2.5 MA. Drifts 
were switched on in these calculations. In the 
present paper, the same case was continued with 
the reversed field direction until it reached steady-
state. 
 
The main signatures of the Vp profiles shown in 
Fig. 2 repeat those of the SOLPS cases. Some 
difference between the normal and reversed field 
Vp profiles for low density Ohmic cases may be 
caused by lower, by ≈ 10%, density in reversed Bt 
case, which also gives rise to higher separatrix Te. 
(The same difference between high density Ohmic 
cases, however, doesn’t result in any appreciable 
difference in Vp profiles). Similarly to SOLPS 
cases, the Vp profiles across most of the SOL 
show almost no resemblance to the Te profiles. 
Steepening of Vp profiles for low density cases is 
mainly caused by peaking of target Te profiles, 
similar to SOLPS cases. 
 
Since kinetic effects in the parallel electron 
transport have been invoked earlier in order to explain the discrepancy between measured and 
simulated parameters in the divertor of AUG, it is useful to introduce the dimensionless 
electron collisionality upstream, close to the outer midplane. For a rough estimate, it can be 



















= ,                                                                                             (1) 
 
where the connection length L was replaced by πq95R, with q95 being the safety value at the 
95% poloidal flux surface. This collisionality, calculated for separatrix ne and Te values, will 
be used to compare different code runs and different experiments/plasmas. For SOLPS cases 
shown in Fig. 1, collisionalities *eeν  are (from top to the bottom box): 14.1, 8.4, 6.6 and 3.5. 
As pointed out earlier, the highest collisionality, corresponding to the standard AUG Ohmic 
plasma, is very close to the expected collisionality in ITER. For the EDGE2D cases presented 
in Fig. 2, the collisionalities are (from top to bottom): 7.2, 6.3, 1.1. Together, SOLPS and 
EDGE2D cases cover a fairly broad range of upstream separatrix collisionalities. These 
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Fig. 2. Outer midplane profiles of
electron temperature and plasma
potential from EDGE2D cases
modelling JET plasmas.  
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values will be compared with the estimated collisionalities in the experiments discussed 
below. 
 
Experimental data on the radial electric field in the SOL presented below by no means 
represent a thorough review on this subject. A rather limited selection of experimental 
devices and results of the Er measurements mainly with Langmuir probes covered in the 
following sections is only meant to demonstrate the most basic features of the Er profiles in 
the SOL. However, even a brief overview of the available probe data from AUG and JET, as 
well as from JT-60U, TCV and earlier published Alcator C-Mod data, provides a convincing 




3. Experimental data on Er from AUG  
 
Reciprocating Langmuir probes, which are typically used to evaluate plasma potential Vp, 
directly measure floating potential Vf, among other plasma parameters (mainly Te and the ion 
saturation current Isat, from which plasma density can be evaluated). Evaluation of the Er 
therefore requires knowledge of the difference (Vp – Vf) which is usually taken from theory 
to be ~ 3Te/e (see below). In order to provide consistency between various pieces of 
experimental information supplied by different machines on the evaluated Er, the most 
frequently encountered assumption e(Vp-Vf)/Te = 3 will be used throughout this paper. Thus, 
by differentiating the equation Vp = Vf + 3Te/e (see e.g. [7], p.520, Sec. 17.3), the radial 
electric field will be derived as: 
 
eTVE efr /3∇−−∇=                                                                                                              (2) 
 
from probe measurements of Vf and Te, where the gradient sign implies gradient over the 
perpendicular (radial) direction. 
 
Figure 3 shows Te and Vf  data obtained by the reciprocating Mach probe (Langmuir probe 
capable of measuring Mach number of parallel ion flow) introduced just above the outer 
midplane, as described in [14,15]. The discharge parameters were: line-average density 
3191065.3 −×= mne , toroidal field Bt = 2 T, plasma current Ip=0.8 MA, 495 =q . This is a 
standard AUG Ohmic shot, with the same parameters as shot #18737 modelled by SOLPS 
and described in Section 2. The data presented here were obtained by the same pins of the 
reciprocating probe as those used for measuring parallel ion Mach number. The probes, 
separated by a partition, were facing outer (‘l-values’) or inner (‘r-values’) divertor along the 
field lines. Owing to a strong parallel ion flow in the direction from the outer to inner divertor 
at the probe position in this normal Bt discharge, plasma density (ion saturation current was 
the directly measured signal) was larger at the flow-facing pins (‘l-values’), leading also to 
higher floating potential than for downstream pins, as one can see from Fig. 3. The difference 
between the Vf values is especially large near the separatrix. Calculated plasma potentials 
show steep rise towards the separatrix position for both up- and down-stream pins, with the 
calculated -eEr/∇Te values obtained as e∆Vf/∆Te over the last 1.5 cm of the probe 
reciprocation being of order 3. This is in a sharp contrast with the modelling results described 
in Sec. 2, where Er is nearly zero for most of the SOL (see the Vp profile in the top box of 
Fig. 1). Due to low Te values, ≈ 18 eV, measured by the probe even at the closest position to 
the separatrix, the probe apparently didn’t go far into the plasma, stopping at a distance of 0.5 
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- 1 cm from the separatrix, judging by the value of the separatrix Te ( ≈ 45 eV, according to 
the SOLPS modelling) and the Te profile measured by the YAG laser.  
 
The average electron density (between the two probe pins, with the data from the r-pin being 
linearly extrapolated onto the innermost position of the l-pin) was 1.6×1019 m-3. Taking this 
density, Te = 18 eV, machine parameters and q95 = 4, one obtains for the collisionality 
defined according to Eq. (1): *eeν  = 105, which is the highest value of all measured and code 
simulated cases presented in this paper. Note however, that this collisionality is calculated not 
at the separatrix position but at a position inside of the scrape-off layer. Also, there are doubts 
related to the correctness of the determination of electron temperature from the Langmuir 
probes, since the probe Te profile is flatter than that obtained from the YAG laser 
measurements (see below in this section). Related to a possible underestimate of the probe Te, 
is the apparent overestimate of its density ne (1.6×10
19 m-3) which is higher than the electron 
separatrix density ns = 1.33×10
19 m-3 of the SOLPS solution (see Fig. 1, top box). 
 
An estimate of the Er in the SOL can also be obtained from Doppler reflectometry. The 
technique and diagnostic on AUG are described in detail in [16]. By poloidally tilting a 
microwave reflectometer a Doppler frequency shift is induced in the measured turbulence 
spectrum fD = u⊥k⊥/2π which is directly proportional to the velocity u⊥ = vE×B + vph (where 
vph is phase velocity) of the turbulence moving in the plasma Er×B frame. k⊥ is the measured 
turbulence wavenumber selected by the tilt and plasma geometry. Linear and non-linear 
numerical turbulence simulations indicate that turbulence phase velocity vph is of the order of 
a few tens to hundreds of m/s at the measured k⊥ ~ 8 cm
-1 [17,18], which is small compared 
to vE×B thus allowing Er to be approximated directly as u⊥B. Although the electron 
diamagnetic velocity is a factor of 3 or so larger than u⊥ (see below, the combined effect of 
electron density and temperature gradients measured by the YAG laser in Fig. 4), a vph ~ 0 is 
not unexpected since linear gyrokinetic simulations on closed field lines indicate that the 
drives from the comparable density and ion temperature gradient lengths can counteract [19]. 
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Er = 1110 V/m
Vp/ Te = 2.87e
Te
0 0.02 0.04 0.06 0.08 0.1











AUG: Te, Float. and Plasma pot., l-values
eVp
eVf
Er = 1503 V/m
Vp/ Te = 3.32e
Te
Fig. 3. Te, floating and plasma potential profiles invoked from the reciprocating Langmuir probe 
in the standard AUG Ohmic shot. ‘l’ and ‘r’-values refer to data coming from the probes 
separated by a partition and facing outer and inner divertor along the field lines, respectively. 
‘Distance from the separatrix’ is measured along the probe reciprocation trajectory, which is 
above the midplane. 
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Note that the sharp reversal of Er across the separatrix reflects the strong velocity shear in the 
pedestal gradient region (see e.g. [16]). 
 
Fig. 4 shows the measured Er profile (assuming vph = 0) for the equivalent Ohmic shot 
#18813 from inside the separatrix to a few cm into the SOL. The radial extent is determined 
by the reflectometer probing frequency range and the SOL density profile. Also shown in this 
figure are -∇Te/e and - Te∇ne/nee profiles obtained from the interpolation of the YAG laser 
data, averaged Er obtained from the data shown in Fig. 3 (the data is averaged over the radial 
distance of 1.5 cm as well as between the two probes), and the simulated Er from the two 
Ohmic SOLPS cases for the highest and lowest density using Vp profiles shown in Fig. 1. 
Outer midplane YAG laser ne and Te profiles, as well as the Ti profile measured by the Li 
beam diagnostic, can be found in [2].  
 
As can be seen from Fig. 4, the Doppler reflectometer Er is below -∇Te/e, in contrast with the 
ratio -eEr/∇Te ~ 3 following from the probe measurements. There is, on the other hand, no 
direct conflict with the Er invoked from the probe. The average probe Er value, 1307 V/m, is 
quite close to the reflectometer data, albeit at larger radii. An additional complication with the 
data for this shot comes from the difference in the gradients of Te profiles measured by the 
YAG laser and the Langmuir probe, as pointed out above. The YAG Te profile is fairly well 
resolved spatially, and it exhibits sharp flattening of the Te profile over the distance indicated 
by the segment labeled ‘probe Er’ in Fig. 4. The ∇Te from YAG changes from being ~ 7 
times larger than the averaged probe -eEr at the innermost probe position (where the probe Te 
coincides with the YAG Te, both equal to ≈ 18 eV; this equality is not coincidental, but was 
used to determine the absolute probe position with respect to that of YAG chords, as plotted 
in Fig. 4) to being somewhat smaller than it at the end of the ’probe Er’ segment. Provided 
one uses the YAG Te profile, probe floating potential averaged between the two pins and 
-3Te/e for the difference between Vf and plasma potential Vp, one obtains high Er values, ≈ 
8000 V/m, at the innermost probe position, and only ≈ 800 V/m for the outermost position of 





Fig. 4. Experimental and
modelled profiles for the
Ohmic AUG shot: Er profile 
measured by the Doppler
reflectometer, eTe /∇−  and
ennT eee /∇−  profiles from
the YAG laser, averaged Er
from the reciprocating
Langmuir probe (see
original data in Fig. 3), and
Er from Ohmic SOLPS cases
with two levels of density
(see Vp  profiles in Fig.  1). 
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SOLPS Er profile for the higher density Ohmic case, that matches experimental upstream 
profiles shown in Fig. 4, is much below both the reflectometer and Langmuir probe values, 
except for the outer SOL positions > 3 cm away from the separatrix. It is possible to greatly 
increase Er by a large reduction in the separatrix density. Such SOLPS solutions, however, 
are unrealistic, since their separatrix ne and Te values strongly deviate from the relation 
between these two quantities established from the YAG laser data. 
 
 
4. Experimental data on Er from JET 
 
The largest statistical information on the distribution of plasma potential in the SOL was 
obtained on JET. The results are described in the paper dedicated to comparison between 
experimental and code simulated parallel ion flows [12]. The reciprocating probe was 
introduced from the top of the machine, but shifted outward, as indicated in Fig. 5. A number 
of representative Ohmic, L- and H-mode shots was used to compile the database on the 
relationship between Te and Vf, the latter measured with respect to the torus potential (the 
same as the target potential). The results are shown in Fig. 5. The Te values were obtained by 
averaging between the two probe pins facing opposite sides (inner and outer target, along the 
field lines) of the Mach probe, whereas the Vf data were taken by a separate probe, protruding 
into the plasma (a small adjustment has been made in Fig. 5 for different positions of Te and 
Vf with respect to the plasma position).  The dependence of Vf on Te can be interpolated by 
the offset linear dependence (in eV): eVf = -1.43Te + 17, and the best fit to the experimental 
data is shown by the solid line in Fig. 5.  This fit is used here to evaluate plasma potential Vp. 
A relation between Vf and Vp can be obtained by using a formula given by Stangeby [20]. 
Combining contributions from the Debye sheath (Eq. (16) of [20]) and magnetic pre-sheath 




























Fig. 5. Relationship between 
electron temperature Te and 
floating potential Vf obtained by
the reciprocating Langmuir
probe for a number of JET
discharges with different
confinement properties and taken
at different positions during the
probe reciprocation. The floating
potential is measured with
respect to the torus potential The
figure is replicated from ref.
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where δ  is secondary electron emission. For Ti/Te = 2, which seems in agreement with 
experimental data, deuterium plasma and δ = 0.3, one obtains e(Vf – Vp) = 2.98Te, which is in 
a good agreement with Eq. (2).  
 
Combining Eq. (2) with the best fit for the Vf versus Te dependence, one obtains: -eEr/∇Te = 
1.57. This ratio can be reduced below 1.57 by increasing secondary emission, with δ > 0.3, or 
by increasing Ti/Te ratio, above 2. It can, on the other hand, also be increased if one takes into 
account the presence of impurities (formulas above assume pure deuterium plasma). The ratio 
-eEr/∇Te invoked from the JET data, despite being below that found in AUG, is still in a clear 
contradiction with the results of the EDGE2D modelling described in the previous section. 
Experimental trends observed in AUG and JET are confirmed by the data supplied from 
JT-60U and TCV tokamaks considered next. 
 
 
5. Supporting experimental evidence from JT-60U and TCV  
 
Reciprocating probe measurements on JT-60U described in this section were performed by a 
double-sided (Mach) probe introduced from the low field side, 35 cm below the equatorial 
midplane. Given the size of the machine (R = 3.44 m, a = 0.96 m), the probe position may be 
regarded as being very close to the outer midplane, similar to the geometry of AUG 
measurements. The measured Vf and Te profiles shown in Fig. 6 are for the L-mode shot in 
normal Bt configuration, with Bt = 3.5 T, Ip = 1.7 MA, NBI power of ≈ 4.2 MW and line 
average density en  = 1.5×10
19 m-3. This shot was part of the density scan with en  varying 
from 1.0 to 3.2×1019 m-3, and was selected as representative for the analysis of the nature of 
parallel ion flows in [21] (see Fig. 5 and related text in this ref., where details of the 
measurements can also be found). The Te plotted in the figure is an averaged value of 
temperatures measured by the two sides of the Mach probe, while the Vf was measured with a 
separate probe protruding into the plasma and being 4.5 mm closer to the separatrix than the 
other probes used to measure ne and Te. The Te data in Fig. 6 were correspondingly shifted 







Fig. 6. Te, floating and plasma
potentials for the L-mode JT-60U 
shot measured by the reciprocating
Langmuir probe introduced below
the outer midplane position. See
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Vp/ Te = 2.44e
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first 2 cm into the SOL is rather steep, with the -eEr/∇Te ratio being 2.44. The average 
electron density (between the two probe pins) reached 6.5×1018 m-3. Taking this density and 
the highest Te (71 eV) measured by the probes, machine parameters and q95 = 3.5, one obtains 
for the collisionality defined according to Eq. (1): *eeν  = 4.9, which is in between 




Langmuir probe measurements in TCV [22] are in good agreement with basic signatures of 
the Vp profiles observed in AUG and JT-60U. Fig. 7 shows Vp and Te profiles obtained in this 
machine for an Ohmic plasma with Bt = 1.43 T, Ip = 260 kA, in reversed Bt configuration. 
The plasma, which is usually formed in the top half of the vacuum chamber in TCV, was 
positioned near the centre of the machine in these experiments, so that the reciprocating 
Mach probe, introduced from the outer (low field) side, as in AUG and JT-60U cases, could 
reach the separatrix. Similar Te but slightly different Vf profiles were obtained for the three 
positions of the plasma, with the axis of the magnetic configuration coinciding with the 
equatorial plane of the vacuum chamber (in which case the probe movement was exactly 
within the midplane; Z=0 cm, the case shown in Fig. 7), as well as slightly upward (Z = +10 
cm) and downward (Z = -10 cm) shifted plasmas. The three pins of the probe, used to 
measure Te, ne and Vf, were protruding into the plasma and on the same magnetic flux 
surface. 
 
As one can see from Fig. 7, the -eEr/∇Te ratio in TCV for this configuration, using probe 
positions within 1 cm from the separatrix, is even larger than in AUG and JT-60U plasmas, 
being ≈ 4 (for Z = +10 cm configuration this ratio was 3.27, and for Z = -10 cm  –  4.97). The 
line-averaged plasma density was en  = 4.2×10
19 m-3, in the middle of the density range, from 
1.7 to 7.3×1019 m-3, in this series of discharges aimed mainly at measuring Mach numbers of 
the parallel ion flow. Using measured separatrix parameters: ns = 1.4×10
19 m-3, Te = 25 eV, 
the machine parameter R = 0.87 m (a = 0.25 cm for these plasmas) and the safety value q95 = 






Fig. 7. Te, floating and plasma
potentials for the Ohmic TCV shot
measured by the reciprocating
Langmuir probe introduced along
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second highest value (after the AUG collisionality, calculated for a position outside of the 
separatrix) of all measured and code simulated cases presented in this paper. It has to be 
noted, however, that the TCV tokamak has highly unconventional divertor geometry with a 
very long outer divertor leg. Estimates show that this should increase the effective 





Comparison between measured and simulated radial electric fields in the SOL reveals a clear 
gap between experimental and modelled Er values, despite both experimental and modelled 
plasmas covered wide and overlapping range of experimental conditions with respect to the 
dimensionless separatrix collisionalitiy. The -eEr/∇Te ratios at the outer midplane in the code 
simulations are typically well below 0.5. In contrast, in all experimental Langmuir probe 
profiles presented in this paper, as well as statistical results from JET, this ratio is above 1.5. 
Earlier experimental evidence from Alcator C-Mod [23] also suggests large and positive 
-eEr/∇Te: ratios ≈ 1.8 and 1.7 follow from 4 data points for Vf and Te outside of limiter 
shadows, averaged between the two probe pins (facing inner and outer divertors), for lower 
single-null (normal Bt direction) and upper single-null (reversed Bt direction) configurations, 
respectively. The reciprocating probe was introduced from the outer (low field) side just 
above the equatorial plane. Dimensionless collisionalities *eeν  calculated according to Eq. (1) 
were ≈ 16 and 12, for lower and upper single-null configurations, respectively, being similar 
to those for the modelled standard AUG Ohmic case. Data from the probe introduced from 
the inner (high field) side, however, were more complex, with Er extracted from the first two 
probe positions (deepest in the plasma) being negative, but for positions further out – 
positive, with the -eEr/∇Te ratio similar to those from the outside probe. Electron 
temperatures measured by the inside probe were substantially lower than those measured by 
the outside probe. 
 
Low Er values following from the code results presented here are a typical feature of 
solutions where neutrals are described by kinetic Monte-Carlo codes (Eirene and Nimbus in 
SOLPS and EDGE2D, respectively). In contrast, SOLPS cases with fluid neutrals exhibit 
higher Er values and positive throughout most of the SOL, but with the -eEr/∇Te ratios still 
well below 1 for the standard AUG Ohmic case. Examples of SOLPS solutions with fluid 
neutrals and positive Er in the SOL can be found in [10] and [24]. The difference between 
cases with fluid and Monte-Carlo neutrals may be related to a much higher energy of neutrals 
in fluid cases, resulting in ‘hot’ (with high Te) solutions in the divertor. However, as was 
pointed out earlier, even substantial variation of neutrals’ behaviour in Eirene has not led to 
sufficiently ‘hot’ divertor solutions, that would be consistent with experiment. An issue of 
Monte-Carlo versus fluid neutral models and their impact on SOLPS solutions and Er values 
will be thoroughly dealt with in the near future.  
 
The present assumption is that the discrepancies between experimental and simulated Er 
values should be attributed to the effect of supra-thermal electrons originating from the main 
SOL, upstream of the divertor. (No direct link between the -eEr/∇Te ratios and collisionalities 
*
eeν  can however be established from the analysis of experimental data presented here, 
although such a link is clearly seen in the SOLPS cases for the same magnetic configuration 
(lower density cases have larger -eEr/∇Te)). Unfortunately, to our knowledge, there is no 
direct experimental evidence confirming the existence of a significant population of energetic 
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electrons. Indirectly, in a number of publications (see e.g. [25] and refs. therein) it has been 
concluded that in medium density plasmas target probes read considerably higher Te than the 
true local value due to the contribution of weakly collisional electrons originating in regions 
of higher temperatures further upstream.  
 
So far, the strongest evidence for the existence of large population of supra-thermal electrons 
comes from kinetic modelling. In [5], a situation with a much higher upstream than 
downstream Te and the ratio of Coulomb collisional mean-free path λ to the parallel plasma 
parameter variation scale length L of 0.1 (at the ‘hot’ end) was modelled with the Fokker-
Planck kinetic code ALLA. Near the ‘cold’ boundary the electron heat flux was found to be 
totally dominated by tail electrons coming from hotter regions upstream, with the heat flux 
density being relatively constant (varying by not more than ≈ 50%) in the Ee/Te range (Ee -  
electron kinetic energy) from 3 to 15, with Te being local (‘cold’) electron temperature. At the 
same time, the ‘hot’ boundary was under-populated by hot electrons. This situation is very 
similar to that encountered in typical AUG plasmas [2] and also expected in ITER [5,2], with 
Te varying strongly along the field lines and similar upstream collisionality levels. For 
example, for the SOLPS case simulating the second, higher density phase of the standard 
Ohmic AUG shot analysed in [2] and discussed in Sec. 2, the effective separatrix 
collisionality *eeν  at the outer midplane position determined according to Eq. (1) is equal to 
14.1. This value is not far from the L/λ  ratio of 10 used in the kinetic modelling, to which it 
can be directly compared. Since *eeν  reflects the collisionality of thermal electrons, supra-
thermal electrons from the ~ 4th tail of the Maxwellian distribution (in velocity space) will 
have the effective L/λ ratio of  ~ 0.1, for the nominal (that is, calculated for thermal speeds) 
L/λ  ratio of 10, owing to the particle velocity scaling for the collisionality ∝ 4v−e . Hence, 
heat-carrying electrons in the SOL are usually very weekly collisional, and the use 
Braginskii’s equation for the parallel electron heat flux is totally unjustified. Over-population 
of the ‘cold’ boundary by supra-thermal electrons may require introduction of ‘flux 
enhancement factors’ for the parallel electron heat flux near the divertor target modelled in 
fluid codes, in addition to frequently used ‘flux limits’ for the upstream plasma, as was 
concluded in the kinetic simulations in [26]. 
 
Very low Er values obtained in the code simulations presented in this paper may raise 
questions of whether all the controlling physics influencing the distribution of electric 
potential in the SOL has been properly incorporated into the code(s). Effects of very long 
connection lengths in the SOL rings next to the separatrix (45 m from outer midplane to the 
target for AUG, on the first SOL ring), the influence of the private region on the adjacent 
SOL rings, influence of neutrals on the Er distributions, non-ambipolarity of 
perpendicular/radial plasma transport due to drifts, poloidal asymmetries of plasma potential 
distributions, will be subject to detailed analysis in the future. Cases will also be run on a 
much finer mesh (although first tests made on a SOLPS mesh with a doubled number of rings 
in the SOL did not result in any significant alterations of the solutions).  
 
A separate issue, independent from the fluid modelling of the plasma edge, is the large Er 
compared to Te gradients, measured in the SOL by the probes. In AUG, JT-60U and TCV, 
-eEr/∇Te ratios were ~ 3 (somewhat smaller in JT-60U, ≈ 2.4, but exceeding this value in 
TCV). Since the primary physical parameter measured by the probes is the floating potential, 
the value of -eEr/∇Te ratio obtained from the probe data depends critically on the value of the 
sheath potential drop Eq. (3). Since e(Vp – Vf)/Te = 3 was assumed, for flat SOL Vf profiles 
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as those in Figs. 3 (for ‘r’-values) and 7, one naturally obtaines -eEr/∇Te ~ 3. Equation 3, at 
the same time, is rather sensitive to the secondary electron emission coefficient δ which can 
increase dramatically under conditions of high electron temperature and high power fluxes 
onto the probe surface, up to the value δ ~ 1 when the probe can go into self-emission. From 
a very limited database of measured Vf and Te profiles considered in this paper no correlation 
between the magnitude of Te and -eEr/∇Te ratios can however be established. This seems to 
suggest that the secondary electron emission didn’t play a significant role in the 
measurements. However, it is known that secondary electron emission is very sensitive to 
surface conditions and topography, and reliable values of δ can be obtained only by a study 
of the material in the condition found in the particular experiment ([7], p.116). For a pure 
graphite surface (graphite was the material of the probe pins in all experiments described in 
this paper) and Te = 50 eV, δ = 0.544 follows from Eq. (3.5) and Table 3.1 of [7] (pp.115-
116). This equation approximates very well the experimentally found normalized secondary 
electron emission coefficient given in Fig. 3.5 of this the same ref. Substituting this δ into Eq. 
(3) would give e(Vp – Vf)/Te = 2.55. For Te = 100 eV, δ = 0.777 is obtained, giving e(Vp – 
Vf)/Te = 1.84. This would be more in line with estimates made below in this section for high 
recycling divertor regimes. It has to be noted however, that a low energy electron released 
from a surface, when the magnetic field is rather oblique to the surface (which is typically the 
case in divertor configurations), has a finite Larmor radius and thus has a good chance of 
immediately returning to the surface within one Larmor period. The effective electron 
emission coefficient for fusion devices is thus sometimes taken to be zero, regardless of the 
original release rate ([7], p.114). Summarising, one has to conclude that the available data is 
insufficient to neither claim that the probe-invoked -eEr/∇Te ratios were grossly 
overestimated by the neglect of higher secondary electron emission at positions closer to the 
separatrix, nor to expect that the effect of the secondary electron emission can be neglected. 
Its influence on the experimental results for the -eEr/∇Te ratio remains an open question. 
 
In contrast to the Langmuir probe data, Er invoked from the Doppler reflectometry 
measurements on AUG, discussed in Section 2, combined with the Te profile measured by the 
YAG laser would imply significantly smaller -eEr/∇Te ratios, < 1. The cause of the difference 
between the two methods of evaluating these ratios is presently not understood. It has to be 
pointed out, however, that neither Langmuir probe nor Doppler reflectometer technique 
allows one to measure Er directly. Evaluation of this quantity from the reflectometer data 
depends on the knowledge of the phase velocity of plasma density fluctuations. Its evaluation 
from Langmuir probe measurements depends on the theoretical relation between floating 
potential Vf measured by the probe and plasma potential Vp, as discussed above, and on the 
magnitude of measured Te. Increased secondary electron emission in the ‘near SOL’ can 
reduce the discrepancy between the probe and reflectometer Er values, but is unlikely to 
eliminate it completely. 
 
Large -eEr/∇Te ratios, of order 3, with Te being the upstream electron temperature, measured 
near the outer midplane position, rather than target temperature, are inconsistent with simple 
estimates that can be obtained for high-recycling SOLs. In the SOL, radial electric field is 
determined mainly by parallel plasma transport and interaction with the target. The upstream 
plasma potential is related to the target potential via the Debye sheath and magnetic pre-
sheath (MPS) drops at the target and the potential difference spread along the field line: 
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where ∆VDebye is the potential drop near the target due to the Debye sheath and MPS, E|| is the 
parallel electric field, and the integral is taken from the plasma position near the target, but 
outside of  the MPS which is of width a few ion Larmor radii ([7], p.99), to the upstream 
position, e.g., near the outer midplane. The parallel electric field in turn can be expressed as: 
 
|||||||||| ///71.0 σjenpeTE eee +∇−∇−= ,                                                                               (5) 
 
following from the parallel electron force balance. The first term on the right hand side 
(RHS) of this equation describes the electron thermo-force; coefficient 0.71 is correct for 
singly charged ions, but is lower for higher charge states. 
 
For the simplest SOL model with no neutral ionization, poloidally constant Te and plasma 
potential Vp, no parallel currents etc., one expects small E|| and ∆VDebye ~ 3Te/e, yielding 
-eEr/∇Te  ~ 3, which would be in agreement with some of the experiments showing similar 
-eEr/∇Te ratios. In most of the experiments, however, strong recycling in the divertor results 
in a much lower target than upstream Te. Negative parallel current density (driven by 
electrons) directed towards the outer target from the inner, provided the outer target is hotter 
(which is the most typical case), reduces upstream potential due to the contribution from the 
j||/σ|| term. It however also reduces the target sheath drop ∆VDebye, and these two effects partly 
cancel each other out. In the absence of plasma-neutral interactions and cross-field drifts (an 
idealistic case), the plasma pressure drops by ~ factor 2 towards the target, an effect 
compensated by the plasma acceleration towards the target up to the ion sound speed (thus, 
contributing to the ‘kinetic pressure’). This raises the plasma potential upstream with respect 
to the target potential due to the contribution of the -∇pe/ene term. Interaction with neutrals 
can lead to more substantial pressure drop, resulting in the detachment of the plasma from the 
target (see e.g. [27]). The influence of neutral ionization and charge-exchange processes on 
the upstream Er profile via radial variation of the -∇pe/ene term contributions (parallel 
gradient implied) is presently being assessed in dedicated EDGE2D code runs. The estimate 
given below which takes into account only the sheath drop ∆VDebye  ~ 3Te/e and electron 
thermo-force and ignores the -∇pe/ene term, gives a rough estimate for the radial electric field 
provided there is no strong non-ambipolarity of the radial plasma transport: 
 
)(71.03~ ,, targeteetargeter TTTeE −∇−∇− ,                                                                              (6) 
 
where the gradient is taken upstream of the target along the radial direction, and target Te 
values are projected along field lines upstream.  For the case of Te,target equal to the upstream 
electron temperature, this formula predicts -eEr/∇Te ~ 3, as pointed out above. For realistic 
cases with lower target temperatures, e.g. being only ~ ½ of the upstream ones, one obtains: 
-eEr/∇Te ~ 1.85. Ratios -eEr/∇Te ~ 1.5 following from some experiments (JET, Alcator 
C-Mod) may therefore be considered as not being in a strong disagreement with simple 
estimates. At the same time, -eEr/∇Te ratios ~ 3 cannot be explained unless one assumes 
strong non-ambipolarity of the radial plasma transport or that the potential drop near the 
target is > 3Te,target/e. The latter would be in line with the leading assumption about the cause 
of the discrepancies between simulated and experimental Te at the target and Er in the SOL, 
relating both to the presence of a significant fraction of supra-thermal electrons at the target. 
It is probable that these, energetic electrons can contribute not only to the target heat flux but 
also to the Debye sheath formation. This would require electrons from upstream with 
velocities in the 3-5
eT
v  range, responsible for the bulk of the parallel heat flux, to cascade 
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down the energy scale via collisions with slower electrons on their way to the target, and to 
contribute significantly to the energy spectrum around 3Te,target, responsible for the formation 
of the sheath. However, the notion of ‘electron temperature’ with respect to the near target 
electron component may then be ill defined, as the electron energy distribution may be far 





The Er profiles in the SOL simulated with the two widely used edge codes – SOLPS and 
EDGE2D, are in a disagreement with experimental data obtained in ASDEX Upgrade (AUG) 
and JET. They also contradict the supporting experimental evidence obtained with 
reciprocating Langmuir probes on JT-60U and TCV. Experimental profiles exhibit a positive 
Er throughout the SOL, with the plasma electric potential Vp falling together with electron 
temperature Te, and with the ratio -eEr/∇Te varying between 1.6 and 5. In contrast, in the 
modelling with Monte-Carlo neutrals, Vp profiles are found to be fairly flat in most of the 
SOL. For the same magnetic configuration and input power levels, the simulated Er rises with 
the decrease in the separatrix density. Nevertheless, reducing density in the simulations didn’t 
produce large enough Er values relative to -∇Te/e that would be consistent with the 
experiment. Further modelling will be performed with both fluid and Monte-Carlo neutrals in 
order to understand the origin of a difference between these cases and to check whether all 
the controlling physics influencing the Vp distribution in the SOL has been included and/or 
correctly implemented in the codes. 
 
In contrast to large -eEr/∇Te ratios following from Langmuir probe measurements, Doppler 
reflectometer measurements in the standard Ohmic regime of AUG seem to indicate low 
values of this ratio in the SOL, assuming the phase velocity of density fluctuations measured 
by the reflectometer is approximately zero. There is, on the other hand, no direct conflict 
between Er values coming from the reflectometer and Langmuir probe data. Measured Er 
values are similar, but the probe position was further away from the separatrix.  
 
Discrepancies between probe measured and code simulated -eEr/∇Te ratios are consistent 
with the recently made conclusion, based on the benchmarking of the SOLPS code against 
the AUG experiment, that fluid codes tend to underestimate Te in the divertor. This is likely 
to be explained by the presence of supra-thermal electrons originating from the upstream (e.g. 
midplane), which are usually only weakly collisional and cannot be described by fluid codes. 
The final answer will only become available after incorporation of kinetic effects into the 
present-day fluid codes enabling one to switch these effects on and off in the code runs 
simulating well-diagnosed experimental plasmas.  
 
It is at present not clear whether the extra parallel electron power flux to the divertor carried 
by energetic electrons and the consequent rise in the target Te, can be solely responsible for 
the discrepancies in -eEr/∇Te ratios, via the mechanism of Debye sheath and magnetic pre-
sheath formation, with the potential drop being ~ 3Te/e at the target. It is also possible that a 
large fraction of supra-thermal electrons from the upstream cascade down the energy scale on 
their approach to the target, increasing the potential drops at the target, thereby providing an 
extra increase of Er in the SOL. Under such conditions the correct evaluation of Te from 
Langmuir probes may become problematic due to strong deviations of the electron 
distribution function from Maxwellian. Experimental evidence from AUG, JT-60U and TCV, 
where -eEr/∇Te ratios of order 2.5 and above (up to 5) were observed, indicate the possibility 
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of energetic electrons directly influencing the target Debye sheath. It is also possible, 
however, that the probe-invoked Er values can be overestimated due to the assumption e(Vp – 
Vf)/Te = 3 used for deriving radial electric field from Te and Vf measurements. The difference 
(Vp – Vf) is sensitive to the adopted secondary electron emission coefficient δ. The ratio e(Vp 
– Vf)/Te = 3 corresponds to the adopted value of δ = 0.3. In reality, δ can be lower or higher 
than 0.3 depending on the local electron temperature and the probe surface conditions. Under 
all circumstances, however, δ is expected to rise with the increase in Te. Due to the 
uncertainty in the values of δ, it is at present not possible to estimate the extent of a possible 
downward correction for the -eEr/∇Te ratios caused by secondary electron emission. 
 
A large underestimate of Er in the SOL by the present-day edge fluid codes is related with 
another known problem: the codes consistently underestimate parallel ion flows in the SOL 
measured with double-sided Langmuir probes (‘Mach probes’). In the experiment, the radial 
electric field, together with the ion pressure gradient, is found to be one of the drivers for the 
part of the parallel ion flow which is dependent on the direction of the toroidal magnetic 
field, under the assumption that the ion Pfirsch-Schlüter flow is the major contributor to the 
measured ion flow [21,22,28]. An underestimate of Er in the codes therefore directly 
contributes to the discrepancy between simulated and experimental parallel ion flows. 
According to estimates, the inclusion of correct, experimental Er values in the theoretical 
formulas for the parallel ion Mach number can completely eliminate the difference between 
field-dependent parts of simulated and experimental flows in JET and significantly reduce the 
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