It is well known that elliptic boundary value problems in smooth domains have smooth solutions, but if the domain is, say, C1 , the solutions need not be Lipschitz. Recently Korevaar has identified a class of Lipschitz domains, in which solutions of the capillary problem are Lipschitz assuming the contact angle relates correctly to the geometry of the domain. Lipschitz bounds for more general boundary value problems in the same class of domains are proved. Applications to variational inequalities are also considered.
type. The latter hypothesis was used in [12] and then dispensed with in [21] for smooth domains. Its present relevance will be discussed later. Of course the convexity of F guarantees that the matrix (M-) is positive definite and hence the boundary value problem is elliptic.
Various technical hypotheses will be made on the structure of the functions F, A, B,cp, but we note here one particular such hypothesis for the capillary problem in two dimensions. In this case F = (1 + |p|2)^2 and A = (1 + \p\2)~xt2p , so \A\ < 1. Therefore a necessary condition for (0.1) to have smooth solutions is that \<p\ < 1. If also cp is Lipschitz with cpz < 0, it follows from [21, Exampie 1, p. 57] that \Du\ is bounded for domains with smooth boundaries. (When <pz = 0, this result is due to Gerhardt [3] and Ural'tseva [29] .) At a convex corner, even for constant tp, the condition \g>\ < 1 is not strong enough to give a bound on \Du\ or, in fact, |w|. (Details of this situation are given in, e.g., [1, §5.2; 9, p. 20].) One crucial condition which gives these bounds is the existence of smooth functions Ip (scalar) and y (vector) with W\ < I, \y\ < 1 ; and cp = y -yip'. Korevaar introduced this condition in [9] , and he called y a pseudonormal, a term we also use here.
An interesting comparison can be made between the results here and those in other works of the author. Suppose Q is a cube in R3, cp = 0, A'(x, z, p) = a'ipj for some constant positive-definite matrix (a'J), and B is C°°(Q) and depends only on x. The results of [20] or [22] give a constant a e (0, 1) determined only by (a'-i) such that solutions of (0.1) are C1 *a uniformly on any compact subset of Q minus its vertices. Global Holder continuity of the solution is classical, and results in this paper will show global Lipschitz continuity if (a'j) is symmetric.
Unfortunately some symmetry is crucial to the present approach. As in all gradient estimates, the key step is to find a function of the gradient which is a subsolution of a suitable boundary value problem. (For example if u is harmonic, then \Du\2 is subharmonic; see [27] for further discussion in case a boundary gradient estimate is known.) In our case we consider a function Vo(x, u, Du) which is convex and of quadratic growth in Du. (For technical reasons, it will be convenient to use linear rather than quadratic growth in the main body of this paper, but the quadratic growth is useful for illustration.) In addition, vo must have a suitable form to take advantage of the structure of the differential equation and the boundary condition. Among other things we would like the vector field ^ to be tangential to the boundary. Then, writing a'-> for Q£-and differentiating the boundary condition in the tangential direction ŷ ields a'jyiDiku--^ = lower order terms dPk or alJy¡DjVo = lower order terms on ¿)Q and then the differential equation gives Di(aljDjV0) = lower order terms in Q. Therefore vo satisfies a conormal derivative problem, which leads to estimates on Vq (and hence on \Du\) after appropriate estimation of the lower order terms.
To return to the role of symmetry, we suppose now for simplicity that A'(x, z, p) = a}ipj for some constant positive-definite matrix a'->, with a2X = 0, that cp = 0, and that Q, is two dimensional. Also, suppose first also that ÔQ is the hyperplane {x2 = 0} . As noted in [15] , we can take Vq=P¡+P¡ since j& = 0 on dQ. Suppose next that ôQ is the angle {x2 = 0, xx > 0} U {x1 = 0, x2 > 0}. If vo = b'ipiPj for some constant positive-definite (blJ), which we may assume symmetric, the boundary condition on {x2 = 0} and ^ being tangential give Pi = 0 implies b2xpi + b22pi = 0 and hence b2x = 0 since pi is arbitrary. Thus on {xx = 0} we have axxpi +ax2P2 = 0 implies bxxpi=0, which is only possible if a12 = 0, i.e., (a'J) is symmetric. Such a hypothesis is not needed in the case of a domain with smooth boundary. Thus we see that the present approach is not easily modified to remove the symmetry hypothesis on a'J (or, equivalently, the variational hypothesis on A).
We begin in §1 with some basic inequalities which are used to prove estimates on solutions of (0.1) in §2 and on their gradients in §3. Analogous results for parabolic problems are stated in §4. Examples in §5 illustrate our structure conditions and the role of the pseudonormal, and connections with variational inequalities appear in §6. Finally the progression from our estimates to regularity results is made, via existence theorems, in §7.
In general our notation follows [5, 12] . Unless otherwise indicated the arguments of A, B, and their derivatives are taken to be (x, u, Du) and hence omitted. Similarly cp = cp(x, u). The subscripts x, z,p denote derivatives with respect to the appropriate scalar or vector variables. Other subscripts denote derivatives with respect to components of x or components of a vector or tensor, and superscripts denote derivatives with respect to components of p or components of a vector or tensor. The meaning should be clear from the context e e A'= ^AL r; = M.
context, e.g., Ak -dxk , n -dp, .
Preliminaries
We begin by proving two inequalities which relate certain boundary and interior integrals. These inequalities are analogs of the standard ones proved as Lemma 2.1 in [12] , but additional complications arise when investigating nonsmooth domains. A complete understanding of these complications is intimately tied to several of our structure conditions, so the results in this section will not be as independent of the gradient estimates as those in [12, §2] .
Throughout we assume Q, to be a Lipschitz domain and y to be a C0, '(Í2) vector field with \y\ < 1 in Q and y • y > 0 almost everywhere with respect to surface measure ds on 9Í2. Proof.
I hy -yds = -div(hy) dx = -\ Dh -ydx -h àxwydx. □ Jaa Ja Ja Ja
Note that such a y can be constructed for an arbitrary C01 domain very simply. Locally <9Q is the graph of a Lipschitz function, so we can choose y locally to be constant (in the obvious direction) and then patch these together via a smooth partition of unity.
Our next lemma involves the boundary condition from (0.1) and some additional notation. For u £ W2'x n C°>X(Q) and h£Wx'x we define (1.2) t; = ^l + \Du\2, v = Du/v, giJ = SiJ = Sij -viVj, o~ih = gljDjh, dp = vdx, and for a C°-' vector function A defined on Q x R x W , we define dA* (1.3) The divergence theorem implies that
-jnh (v • ± diy y-^Diyh;) dp 
Bounds on the solution
In this section, we give pointwise estimates for solutions of (0.1). Since the proofs are the same as for the corresponding results in [12, §3] We are now ready to derive gradient bounds for solutions of (0.1). In addition to the notation of §1, we use ß, c, yo, K, M, cpo to denote nonnegative constants with \u\ < M and \lp(x, u)\ < cpo in £2, y*7>yo>0 on dQ.
(recall cp = lpy -y on <9Q) ; ß, c, K will often be subscripted as well. We assume that there is a C1 increasing function v\ such that (3.1) 0< ß0v <Vi(F(x, u,Du)+lpDu-y) <v in Q and we also write vx for vx (F + IpDu • y). We define^2
and for t > ß0, xo £&., and p > 0, QT = {x £ Q : Vi > t} , YT = {x £ dil : Vi > t} , Bp = {xeRn:\x-xo\<p}, QT;/, = ^nflT, rt,^ = ^nrr. Next we introduce structure functions w, X, Xq , A, Ao, Ai, which are positive, increasing, and (except for A0) C1 on [to , oo) for some To > ßo. These functions are related by the monotonicity conditions (3.2a) wP(A/X)^+2^2/A is increasing, DkuAiz + Aik+B5ik = Cik + Di,
(here D" = dDk/dpj and Dki = dD^/dx1),
for some positive decreasing function e , and
Let us point out that these conditions are essentially the same as in [12 and 21] (except that the latter work does not use the variational structure). In particular, our (3.10a) is the same as [21, (3.12a)] (in which the exponent 2 for (w') is missing) by virtue of [ 12, (4.1 lb)] and (3.1). When <9Q is not smooth, we need some additional control of its geometry beyond being Lipschitz. Following [9] , we assume also that it satisfies a uniform exterior sphere condition with radius R such that (3.12) Rß*>l, and that dCl is C2 except for a singular set Y of finite (n -2)-dimensional Hausdorff measure. In particular, there is a sequence of C1 functions (6k) such that Qk = 0 on T, 0 < 6k < I, \\D8k\\Li < Kq(Y) for all k, gives, for any n > 0,
just as on p. 238 of [12] . This estimate is just what is needed to prove (3.14) if C vanishes on Y.
For general Ç, we first replace Ç by 6kÇ to obtain jUH +> xeiCdp ■2 < 2ci(l + c,)2 / [/?42AoC¿ + VACM dp JaT + 2ci(i +cxy [ Xo^D^DjOa^dp.
Ja, By hypothesis, the right-hand side is bounded, independent of k, by some constant K2 (which does depend on the gradient bound and on the specific function x) • Thus, for any compact subset S of Q\r, we have /JK) +. Xls0(C¿dp<K2,
where Is = 1 on S and =0 off of S. Sending k -, oo allows us to replace 6k by 1 in this inequality. Then choosing a sequence of S's which expand to Q yields /J('-^2+r xC2dp<K2.
Since this integral is finite, the proof of (3.14) given for Ç vanishing on Y applies for arbitrary (. D Before proceeding to our gradient estimate, we prove a Sobolev inequality which involves several of our structure conditions. We remark that a much simpler form of this inequality can be used if di2 e C2 (see [12, Lemmata 1.3 and 2.1(b)]). Lemma 3.2. Let h £ Wl -2 n L°° be nonnegative and suppose h = 0 anywhere that v\ < t0 . Suppose also that structure conditions (3.4), (3.5b, c, e, f), (3.6), (3.8e, g, h) are satisfied. Then (3.16) J h2("+2V"dp < c4(ß0, ßi,ß2,ßi,yo, n) (J h2dp\
x([ [\ôh\2 + h2(&2 + r + j342A0)/A] dp] .
Proof. As in [12 
by (3.4), (3.5c), and (3.8e, g, h), (3.15) . Hence Lemma 1.2 implies that / hr+xvds<c»(ß3,y0) f hr+xDu-^yyds Jaa Jaa \A\ < c9(ßx ,ßi,ß3,7o,n) I {rhr\ôh\ + hr+x[(W2 + F + ß2Ao)/X]xI2}dp.
Ja
Observing from (3.5b) that
we see that L hqdp < Cio(ßi, ß2, ßs, y0, n, p, r) ( / h" dp x [[hr\ôh\ + hr+x{(W2 + & + ßlAo)/X}xl2\dp. Ja This inequality is just [13, (1. 3)] with \H\ replaced by {(W2+B'+fi¡Ao)]X}x'2 , so the proof is completed by choosing q = 2(n + 2)/n, p = 1 + q/2, and r = 1 + 2/m -2/h2 , and then applying Schwarz's inequality and Holder's inequality as on [13, p. 581] . G From this point, the proof of our gradient bound proceeds as in [12] with the obvious changes (for example, Lemma 3.2 in place of [12, Lemma 1.3] and supB nCiu -u in place of u -infu in the proof of Lemma 3.5), the sharper form of the calculations in [21] , and the observation that our (3.3a), and (3.5b, e, f) can be used in place of [12, (4 
Lemma 3.5. Suppose conditions (3.12a, b) hold on Q,'T and define a by (3.18) . Then for any p > 0, x0 £ Q, and x2>x such that we have
Although Lemmata 3.3-3.5 are readily combined to give a gradient bound, we shall not do so here. The details are generally straightforward but, as we shall see in §5, it is sometimes advantageous to use only the estimates from Lemmata 3.3 and 3.5.
As in [28, §3] (and [21, §4] ), the form of our estimates can be improved if the structure conditions of §3 are appropriately strengthened. Since these estimates are proved by modifying the proofs of §3 in exactly the way discussed in [28, 21] , we state them without proof. for all n,¿¡ in R" , set
Then there is c16 = cx6(ß, ß0, ßi, ß2, ßi, ß*P, ßs, ßi, ßsP, ßio, ßnP, ßn, 7o, K(p), n) such that Parabolic versions of the results in §3 are also valid. We only state analogs of Lemmata 3.3, 3.4, and 3.5 including a version which allows localization in time as well as space. Refined estimates are then easy to obtain (see [21, §4] ).
To state these estimates, we introduce some additional terminology: For Moreover all structure conditions are assumed to hold with ö(to) replacing £2To and SQ(x0) replacing TTo. JJq(x,p) \áJ (b) If also ( 
4.7)
X0v<ßxiA, and p2 < to < T, then (4.8)
x \"+2 --J w2(x0, to) < c20(ß, ßo, ß\, ß2, ßi, ß*P, ßu,Vo,n) (a) If vi < x on £2 x {0}, set (4.9) a = sxxn{\u(x, t) -u(x0, t)\ : x £ Bp, 0 < t < T}.
Then there is a constant c2i = c2i (ß, ßi, ß2, ßj,, ßi, yo, n, q) such that if there is a xi >x for which and p2 < to < T, set (4.13) a = sup{\u(x, t) -u(xot)\ : x £ Bp, t0-p2 < t < to}.
If there is a xi > x for which (4.10) holds, then there is a constant c2i = C2-i(ß,ßo,ß\,ßi,ßi, ß4P, ßi, ß&P, Vo, n, q) such that 
Examples
Our structure conditions, which are based on those in [28] , were chosen to include all the examples in [21] and hence all those in [28, 12, 30] as well. Rather than reproduce them all here, we only include three to show the range of these methods. Let us examine briefly the special case that Y is an edge from [9, Theorem 4.2]. Then, at least locally, Y is the intersection of two C2 hypersurfaces Si and S2 with inner normals yi and y2. Let 0 denote the angle between Sx and S2 along T ; by the exterior sphere condition 0 < n . If cp = cos ß is Lipschitz with 17i -2ft < 6 on Y, then an appropriate pseudonormal is y = fepj^j (cf. [9, p. 28] ). More generally we obtain a gradient bound if the restrictions cpx and cp2 of cp to Si and S2, respectively, are Lipschitz and if there are functions 0i, and 02 such that n > 6 = 0i + 02, sin0,-> |ç»,-|, tpx<p2 > 0 or cpx = tp2 = 0 onT, so that a suitable y can be constructed. The restriction that cp not change sign on T is clearly needed for the pseudonormal approach to work, but it is not mentioned in [9] . On the other hand, this restriction is not needed to conclude the Holder continuity of the gradient for Lipschitz solutions as in [20] .
Remark 4.8 from [9] is also applicable; it is generally not possible to construct a pseudonormal near singular sets of higher codimension.
Example 2 (Uniformly elliptic problems). Here we suppose there are nonnegative functions e and y/, with e decreasing, e¿; increasing, e -> 0 at infinity, eC'(l,oo), and y/(t) > 0 and 0 < ty/'(t)/y/(t) < 0O for t > 1 such that For the nondegenerate case we have a modulus of continuity estimate from [18] (with appropriate geometry) and if y/ and vy/ are replaced by (\Du\+S)m and (\Du\ + l)m+x, respectively, for some m > 0 and ö e [0, 1], then a modulus of continuity estimate follows from [10, Theorem 10.2.1]. In both cases, this modulus can be obtained (independent of S in the second case) even for e = 1. By taking p sufficiently small, we obtain a gradient bound in this case as well.1
Note that now, near an edge, the modulus of continuity estimates of [18] apply, so the only restrictions on cpx and cp2 are that 
Obstacle problems
We now show how to extend our estimates to solutions of obstacle problems. In particular, our results include some of those in [7] for the capillary problem (specifically Theorem 0.1 there except for the assertion of continuity of the derivatives). To state this problem, we fix a function y/ £ C°'x and set K={»e C°'x(Q):v > y/ in £2}. Assuming the existence of solutions to these penalized problems, we shall bound the maxima of \u\ and \Du\ independently of p and Ô . Moreover we shall show that, for any ô £ (0, 1) and p sufficiently large (depending on Ô), for \z\ > \y/\o . If z > \y/\0 , this is so because 6s(z -y/) = 0 while for z < 0, we have 0¿ < 0. Hence the results of §2 gave a bound on \u\ independent of p and ô.
For the gradient bound, we include the term -pd¡(z -y/)ôk in D'k and observe that we only have to check (3.8c) and (3.1 la). Since
if vx > t0 and \Du\ > C(ft, ft)|Z>y| by virtue of (3.6), it follows that (3.8c) holds after adding a suitable multiple of \Dy/\o to To . The extended version of (3.1 la) is obvious because 6¿ < 0. In some cases, inequality (6.1) can be proved directly from structure conditions analogous to those in §2. (Such is the case, for example, in [7] .) Here we take advantage of the gradient_bounds just proved. First of all, let us set w = y/ -u, cp(x) = cp(x, u), A(x, z, p) = -A(x ,yi -z, Dyi -p), and B(x, z, p) = -B(x, u, Du) + pOg(-w).
By suitable extension of A , we can find nonnegative constants äx,bx, Co such that p -A(x, z, p) > \p\2 -äx, wB<bx, wcp<co wherever w > 26 . (Of course äx, bx, Co will depend on all the structure used to obtain our gradient bound.) We now apply Lemma 2.1 with m = 2, M = 2ô, q = 2n, ax = äxS~2, bx = bxS~2, to = Co<5_1, and bo = 0 to infer that (6.2) sup w < c(äx, bi, Co, n, q, SI) a
w2n dx) +Ô w>2â} I
In fact, for p>bx/ô we have wB < \pw, so Lemma 2.2 with m = 2, mo = 1, A/n = 26, q = 2n,ax = ax/8, bo 0, bx = p/2, and cq = ¿o gives
provided p is sufficiently large (depending also on ô). The combination of (6.2) and (6.3) with the inequality 0 < ô < 1 gives (6.1).
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When T is empty and <9£2 e C2,a for some a £ (0, 1), solutions of the penalized problem exist by virtue of [21, §7] under the additional hypotheses listed there. Standard approximation arguments (see §7) allow us to relax the regularity hypotheses on <9£2 and the functions A, B , and <p to those needed for our estimates. In particular, we can allow the singular set Y to be nonempty.
As in [7, 6, 23] , etc., adding the hypotheses A(x, yi, Dyi) • y + cp(x, y/) < 0 ond£2, <p£Cx-i,B,Az,Ax inC, aij e C°, d£2 e C2-"
for some n £ (0, 1], gives second derivative bounds up to 9£2.
Some remarks on existence
In deriving our gradient bound, we had to assume that the solution was Lipschitz, that is, the gradient was bounded. In the case of a smooth boundary, this assumption is not serious because strong existence results are known; however, for a nonsmooth domain, this assumption is important.
In a convex domain (in two dimensions) near a corner, solutions of conormal derivative problems generally have bounded (and even continuous) gradients while their gradients are generally unbounded near a nonconvex corner. For example, let £2 be the set, in polar coordinates, given byO<r<l,O<0<3y and write I, = ir = 1, 0 < 0 < y J , I2 = {o < r < 1, 0 = 0, 0 = ^J . At the nonconvex corner {r = 0}, the gradient is unbounded, while at the convex corners {r = 1, ô = 0 or y}, « has Holder continuous gradient; in fact, u is C°° everywhere except at the origin. The estimates of §3 do not distinguish between the convex and nonconvex corners, but they can only be applied when the solution is known to be Lipschitz. Two approaches are possible in proving that a solution has bounded gradient. First, the approach used by the author in, e.g., [21] can be applied provided the only singularities of d £2 are edges and the interior angle between the hypersurfaces meeting at each edge is less than n . The only change in the proof is that the linear theory of [22] , which is valid in such domains, replaces the classical Schauder theory. Hence, with this additional assumption on the domain, the hypotheses of § §2 and 3 and the conditions (7.1a) ^eC1+a(£2xRxR"), B £ Ca(£2 x R x R"), (7.1b) ^eCw(QxRxR"), (7.1c) Bz and Bp are in C^Q x R x R"), (7.1d) <p£ C1+Q(<9£2xR), (7. 2) (alj) > 0 on £2 x R x R" , (7.3a) Az = 0,Bz<0 on £2 x R x R" , (7.3b) cpz < 0 on d£2 x R for some positive a,ô imply that (0.1) has a unique C1+£(£2) solution for suitable e > 0. The local results in §3 are useful in this case primarily for showing that the bound on the gradient depends only on local data. As pointed out in [21] , conditions (7.1), (7.2) , and ( From the appendix there is a function p £ C°'x (£2) n C°°(£2) which is equivalent to d . Since £2 satisfies an exterior sphere condition and an interior cone condition, there are positive constants eo and po such that \Dp\ > p0 for 0 < p < eo and, if £2£ = {x £ £2 : p(x) > e} with inner normal ye, we have a£2£eC°°, y-y£>C(£2)7o,and 
Appendix. Remarks on regularized distance
In this appendix, we construct a regularized distance for £2, i.e., a function p £ C°'X(W) n C2(R"\<9£2) which is equivalent to the signed distance function d defined by
To prove our results, we recall the construction of regularized distance from [14, Lemma 1.1] with a slight modification to take account of a more detailed 
To prove (A.4), let y0 £ dQ such that d(yx) = \yx -yo\, note that \y'0\ < 4ô, and let K be the exterior cone to £2 with vertex yo, vertex angle 2 arccot A , and axis parallel to the y "-axis. Then
Now write Sf for the line through y2 and parallel to the line segment yo^i, zo for the point of intersection of S? with the axis of K and zx for the point of intersection of S? with K, which is closer to y2 . It follows that the cotangent of the angle zo^o-Zi is A , so \zq-zi\ > (1 +A2)~l/2\yo-zq\ . Since \y~o -*ol =y"-y"> àist(y2, K) < \y2 -zx\, and dist(yi, K) = \y2 -zQ\ = \y2 -zx\ + \zx -zo\, we also have
The combination of (A.5) and (A.6) gives (A.4). Now take g = d and M = 1 in (A.l). If X' = x' and f(x') < X" < x" , then C7(x, t) -G(X, x) = ( \d(x -j-} -d{x -^)] cp(z)dz > x" -X"
(1 +¿2)1/2 provided 0 < x < Lmin{d(X), d(x)} . Hence if we divide this inequality by x" -Xn and let X" approach xn , we find that the derivative Gn = dG/dx" satisfies the estimate G"(x, x) > (1 + A2)~x/2 for 0 < x < Ld(x), and by continuity of Gn , also for x = Ld(x). In particular, we can use x = p(x) to infer that for any a £ (1/2, 1).
The method of [14, §2] gives an alternative proof of Lemma 1 with different constants by constructing local regularized distances and then piecing them together via a partition of unity.
When the exterior cone condition is strengthened to an exterior sphere condition, the regularized distance just constructed satisfies a one-sided second derivative condition. The proof of this fact uses the following consequence of [14, (1.10) ]: Let x £ R"\d£2 and £ e R, set E = (c;, £ • Dp(x)), and use subscripts i = 1, ... , n + 1 on G to denote partial derivatives with respect to x' if i < n and with respect to x if i = n+ I. Then (Here and below we follow the summation convention that repeated indices are to be summed over the appropriate range. We now show how to infer (3.12)' from (3.12) . Suppose that £2 is a Lipschitz domain satisfying an exterior sphere condition with radius R and let p be the regularized distance constructed in Lemma A. 1. With S as in the definition of Lipschitz domain and e £ (0, S), write y for the normal to the surface Z = {x : p(x) = e} and let £ be a vector field tangent to Z. Since y = Dp/\Dp\ on I, we see from (A.3), (A.7), (A.8), and (A.12) that W(J = ¿iD«"{'{' ■ iGAX,.P(mG"{x-''M)--R R
In a sufficiently small neighborhood of xo £ dQ\Y, we can make A arbitrarily close to zero by choosing ô small enough. Hence for any constant C > 1, we have DiyjÇ'ÇJ < C^-, and sending C to 1 proves (3.12)'.
