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2ABSTRACT. This paper describes a model (PUP – Projections for Urban Planning)
implemented to forecast the location of housing development and population growth on the
fringes of large cities. The model couples the land use and housing unit methods of population
forecasting in a GIS framework that delivers a seamless interface between data assembly,
modelling, visualisation and analysis. Work has focussed on incorporating spatial relationships,
calibration, and visualisation. Three factors are accounted for: land availability; accessibility to
facilities and other stimuli; and adjacency to existing development. These are weighted and
combined to determine the probable location of future development. Forecasts are available as:
GIS readable files; tables; or 3D animations with interactive querying. The model has been
implemented in Adelaide but its generic structure yields a flexible, interactive forecasting system
to be used as decision support for urban planning in other settings.
31. INTRODUCTION
New urban development requires a range of physical infrastructure and human services. If
these are to be provided in the right place at the right time, planners need detailed forecasts of
future growth at the local level. A variety of techniques have been developed to meet these needs,
ranging from relatively simple approaches such as mathematical extrapolation (Pittenger, 1976)
to complex multiregional cohort-component models (Rees, 1994).
In practice, attempts to implement such models confront a number of problems. First, these
methods are data-intensive and data assembly has traditionally required substantial resources.
Secondly, while spatial relationships are integral to urban form, these are difficult to model
dynamically using conventional programming languages (Geertman & van Eck,, 1995). Linked
to these is a third problem of interpreting a large output matrix and conveying the results clearly
to users. These problems correspond directly to the three key strengths of GIS (Geographic
Information Systems) - the storage, manipulation and display of spatially referenced data
(Langford & Unwin 1994). Embedding a forecasting model in a GIS framework therefore offers
the potential for a more robust, flexible and accessible forecasting methodology.
This paper reports progress on a GIS-based model designed to forecast the pattern of
development on the fringe of metropolitan Adelaide, a city of 1 million people located in South
Australia. The model (PUP – Projections for Urban Planning) aims to provide decision-support
for urban planners and agencies responsible for providing physical and human services. Its
implementation is geared to the Adelaide context but the structure of the system and methods
employed are generic. Techniques to enhance data assembly have been reported elsewhere (Bell
1997). Here we focus on model structure and the visualisation of forecast output. To place this
work in context we first review recent developments in GIS-based urban population forecasting
and in the development of tools for visualisation (sections 2 and 3). Section 4 sketches the
structure of the forecasting system and sections 5 to 7 expand on three key elements: the
forecasting model; the graphical user interface (GUI); and visualisation. Section 8 discusses
calibration, reports on the performance of the model and provides examples of scenario
generation. The conclusion (9) examines avenues for further development.
2. FORECASTING URBAN GROWTH IN A GIS FRAMEWORK
Most proprietary GIS-software is poorly suited to complex numerical modelling (Batty 1992).
Forecasting models, like urban models in general, tend therefore to have been linked to GIS via
loose-couplings involving data transfer, rather than by strong-couplings in which the forecast
model is embedded directly in the GIS (Batty & Xie 1994a). Despite these difficulties, there is a
growing literature on forecasting in a GIS-context.
This literature embodies a range of forecasting techniques. One convenient distinction can be
drawn according to spatial scale. On the one hand are large scale simulations of the growth of
entire cities or city regions. Examples include the diffusion model of Meaille & Wald (1990)
applied to an area of 1600km2 in south eastern France and the cellular automata models applied
to large US cities by White & Engelen (1993) and Clarke, Hoppen and Perez (1996) and
explored theoretically by Sembolini (1997). On the other hand are models focused on sub-urban
areas ranging in size from city blocks to suburban districts. Like their large scale counterparts,
these invoke a variety of forecasting models. The most widely employed is the residential density
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relates residential development to nodes of employment. Batty (1992, Batty & Xie 1994a, 1994b)
sets out a model of this type based on a single employment node (the CBD) but the same
approach forms the foundation for the multi-sectoral land use and employment models described
by Putman (1983, 1991), Tayman & Kunkel (1989), Brail (1990) and Landis (1995).
Models of this type contain three key components: an exogenous forecast of regional growth;
information on the residential capacity of each constituent zone; and a distance-decay function
that relates the probability of development in each zone to its distance from centre(s) of
employment. PUP extends these features in a number of ways:
first, by classifying available land in each zone according to its development potential (based
on zoning, ownership and stage of development)
secondly, by generalising the distance decay functions to take account of accessibility to
multiple features, not just employment, and
thirdly by incorporating a measure of adjacency, akin to that employed in the cellular
automata models described above.
Section 5 provides a more detailed outline of the model. An extended discussion is given in
Bell, Dean and Blake (1998).
3. CONTEMPORARY VISUALISATION TECHNIQUES
In practice it is difficult to interpret projection results from the tabular output traditionally
generated by projection models. In the Adelaide case, for example, a projection based on
500metre square grid cells for an outer urban municipality would typically generate a matrix of
1000 cells for each projection year for each output variable. The use of GIS and animation can
significantly enhance both the interpretation and analysis of such results.
The display of population data has attracted considerable research since the pioneering work
of Tobler in the early 1970s (Tobler 1970). The most common approach to visualising spatio-
temporal data in recent years is through digital movie files in animated gif or MPEG format
(Dorling & Openshaw, 1992). However, this approach stores the original 3D thematic map data
as a 2D image which does not provide for flexibility in viewing. A recent development is VRML
(virtual reality modelling language). This provides for flexible viewing of thematic 3D displays
by way of coloured geometric objects and for displaying temporal aspects through animation.
VRML has been used in a number of urban planning applications to display 3D images of urban
settlements (Mason et al., 1997; Martin & Higgs, 1997; and Whyte et al., 1998).
VRML also provides query facilities. One approach is to use Java to interface between the
VRML scene and the related data (Moore, et al., 1997). However, there are several versions of
Java in current use which interact differently depending on internet browsers employed. For
example some VRML browsers do not implement certain VRML nodes (e.g. the Script node in
CosmoPlayer). A more robust and portable method proposed by Ressler (1998) uses Javascript in
the VRML scene to load a specific target in an HTML document. Once the HTML form is
accessed then the related data can also be accessed. The Adelaide application employs both GIS
and VRML as tools to visualise forecast output.
54. MODEL STRUCTURE AND IMPLEMENTATION
The framework of the application is shown in Figure 1. The process flow is managed through
a Graphical User Interface (GUI). The user enters scenario parameters into the HTML form and
these are passed to the forecasting program via the web server. The model produces a range of
outputs. Control is then returned to the HTML form and the user can view the results or run a
different scenario using altered parameters.
The model is coded principally in C and is designed to run over the Internet with the compiled
code residing on a secure server. HTML was selected as the GUI because it is freely available,
virtually platform independent and requires little maintenance. The HTML form contains
JavaScript for screening and coordinating model parameters.
The application was compiled on a Silicon Graphics Challenge S server, using the MIPSpro C
compiler, R4400 CPU, R4000 FPU and 200MHz clock speed. It was tested over the internet with
the client being a Silicon Graphics Indy R5000 running Irix 6.2 or PCs. It was also installed on a
different LAN comprising a Sun server with Suns and PCs as clients. General test runs were
made over the internet from different locations.
THE FORECASTING MODEL
Overview
The model described here forms part of a multi-level demographic forecasting system for
South Australia comprising a sequence of connected models. This starts with a multi-regional
cohort-component projection for the state and its regions, converts this to a forecast of household
formation and new dwelling construction for the metropolitan area, and employs a separate land-
use model to dis-aggregate this to some 30 constituent metropolitan districts (see Bell et al.,
1997). The small area model (PUP) which sits at the end of this chain allocates the district
forecasts to very small areas (of around one quarter of a square kilometre or less).
PUP consists of four key processes: the first subdivides land from available broadhectare
(greenfield) sites to maintain an adequate supply to meet demand for new housing and provide a
buffer stock of vacant allotments (house blocks). The second allocates the district forecast of
new construction to the constituent zones; adding new construction to the base year dwelling
count generates a projection of future dwelling stock in each zone. Finally, the projected
dwelling stock is multiplied by an independent forecast of average household size to generate a
projection of total population (the housing unit method) and the zonal projections are adjusted to
the regional mandate.
There are several reasons for modelling land division as a first step in the sequence. First, this
more faithfully portrays the dynamics of the urban development process. Secondly, it enables use
of available data on existing vacant allotments and those in the process of subdivision at the start
of the interval. Since these are likely to be used for dwelling construction soon after creation,
modelling their location should enhance forecast accuracy for the early years of the projection.
Thirdly, the process of allotment creation itself is of interest to some urban service providers.
Factors influencing the probability of development
The pattern of urban development is influenced by numerous factors. PUP endeavours to
capture three key sets of influences. The first is the distribution and characteristics of available
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addition to separately identifying existing allotments and those in the process of subdivision,
PUP further dissects land supply according to the likelihood of development. The classification is
flexible but is typically based on zoning, ownership, and stage of development with land class n
having characteristics which render it more likely to be developed that land in class n+1.
The second factor captured is accessibility. Land use models have generally focused on
accessibility to nodes of employment, primarily the Central Business District (CBD) (e.g. Batty,
1992; and Batty & Xie, 1994a). While the journey to work clearly influence location choice,
access to other services and facilities including schools, shops, and public transport is also
important (Chapin & Weiss, 1962). These are incorporated via parameters which measures
access from each cell to a range of user-specified facilities and services.
Empirical evidence also suggests that new development occurs close to existing residential
areas rather than in isolated sites. This contiguity effect is central to the cellular automata models
described earlier and is captured in PUP via an adjacency parameter, which measures the extent
of development in the neighbourhood of each cell.
The selection of the cells and release class from which allotments are subdivided to meet
demand is based on a probability score derived by combining the weights expressed in the
accessibility, adjacency and land release classification parameters. The cell and release class with
the highest combined probability is selected and a single allotment is converted from
broadhectare to allotment status. The probabilities are then recalculated and the next allotment
converted until demand has been met. The model can be run in a deterministic mode or a
stochastic element can be included.
The spatial framework
In its original (pre-GIS) formulation, the spatial framework employed for PUP was dictated by
the spatial units of data collection, the irregular shaped polygons aggregated from Census
Collection Districts (CDs). In its current implementation, the spatial basis of the application has
been shifted to a cell-based structure consisting of equal-sized, square polygons forming a grid.
However, since the data are assembled from unit record information on individual parcels of
land, the normal errors associated with interpolation are minimised. This spatial structure
provides a number of advantages, both for modelling and visualisation.
Modelling accessibility
PUP can take into account the effect of accessibility to multiple types of multi-locational
facilities or other stimuli. Their locations are user-specified in GIS compatible grid files. The
intensity of each phenomenon and the spatial extent over which it has an effect are specified as
magnitude-distance pairs representing a decay or growth curve. Models elsewhere describe the
attraction or repulsion by stimuli in terms of simple power or exponential functions. Line
segments allow for greater variation in shape and for discontinuities in the curve. A radial
response magnitude to each facility location for each type of facility is calculated for each cell.
The magnitudes for each type of facility are scaled to a maximum of 1 and weighted then
summed to generate an aggregate accessibility score for the allotments in each cell.
7Modelling adjacency
The effect of existing development in the neighbourhood surrounding each cell is taken into
account through a measure of adjacency. Cells whose centres fall within a user specified distance
are considered to be adjacent. The more developed the neighbouring cells, the higher the
adjacency score. Development is measured by reference to the proportion of the total land
available within each cell that is either already under housing, or in the form of developed
allotments. Adjacency scores are calculated as in equation 1 below.
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where: Ad = adjacency score for any particular cell c at year y
l
 = summation over all land release classes l (where l = →1 8 )
la = initial lots available in cell c + number of lots subsequently released from cell
c
ld = dwellings stock at year y in cell c
lt = lots to be released, for each land release class in cell c
This method of allowing the status of neighbouring cells to influence development is similar
to that used by White & Engelen (1993) in their cellular automata (CA) technique, but our
formulation provides for computational consistency with the other factors influencing
development which are not of the CA type. Because PUP calculates the proportion of each cell
that is developed, rather than simply switching each between on or off states, it also provides for
greater precision than is commonly found in CA models.
Land release classification
PUP provides for broadhectare land to be classified in up to eight (more if necessary) release
classes based on a combination of information on ownership, zoning, stage of development and
parcel size. This flexible classification is effected during data assembly using information
available in various land information databases.
PUP provides two principal options for using these data. The first provides for allotments to
be drawn from each class in strict sequence thereby exhausting the available supply in class l
before proceeding to class l+1. In this option the land classification is effectively hard-edged and
exerts a high degree of control over the subsequent pattern of development. The second option
provides for land release classes to be user-weighted whereby release classes with higher
weighting have a greater probability of selection. This option might be invoked, for example, in a
way which maintained a high differential between classes 1 to 4, but gave equal weight to classes
5 to 8. Resultant land class scores are scaled to lie between 0 and 1.
Combining the parameters - probability surfaces
The accessibility, adjacency and land release class scores are multiplied by user designated
weights and then summed to form a composite probability score for each allotment in each cell.
The three weighting parameters allow the user to control the relative importance of the types of
8spatial influence. The composite scores (given in equation 2 below) if displayed in three
dimensions would represent a probability surface.
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where: Cs = composite score for cell c and release class l at year y
Ac = accessibility score for cell c at year y
Ad = adjacency score for cell c at year y
Lc = scaled land release class score for cell c and release class l at year y
wc = chosen weight for accessibility
wd = chosen weight for adjacency
wl = chosen weight for land release class effects
mc = maximum Ac for cell c
md = maximum Ad for cell c at year y
Using the probability surfaces to convert broadhectares to allotments
Each year the stock of available allotments is depleted by new dwelling construction. At the
end of the year the remaining stock of developed allotments (summed across all cells) is
compared with forecast future demand. If the available stock falls below a user-defined minimum
new lots must be converted from broadhectare land to meet projected demand and replenish the
buffer stock.
The lots to be converted from broadhectare land are selected according to their composite
score. The lot with the highest score is chosen first then the composite is recalculated since both
the adjacency and land release class scores will have changed. The lot with the next highest score
is selected next and so on, until the mandatory stock of lots is achieved.
Introducing a stochastic element
The foregoing procedure is essentially deterministic in that the land availability and composite
score combine to dictate precisely the pattern of future allotment release. PUP also provides the
facility to introduce a stochastic effect. This is done by calculating a score range for each
individual lot and summing them. A unique random number between 0 and 1 is multiplied by the
summation. The product will point to only one lot within that summation, that lot is then selected
for the release. The range of each lot is still dependent on the composite score so the cell and
class with the highest score is still more likely to be chosen, but other release classes in other
cells also have a chance of selection.
CONTROL VIA THE HTML GUI
The HTML GUI is used, in part, to coordinate file access. Initialisation data including the
forecast period and the annual regional aggregate forecast of dwelling construction and
population are supplied in one file that is generated from the data assembly phase of the
application. Baseline data for each cell, including a cell name, the number of existing dwellings
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contained in that file.
The spatial information for the cells is supplied in a GIS compatible grid file. The values of
the cells are their names, thereby geo-referencing each cell in the “cell allotment” file described
in the previous paragraph. The user specifies on the HTML form, which of the spatial influences
will be applied, and their relative weights, plus the relative weights of the land release classes (if
applied).
Outputs of four different types of forecast data are available: population; dwelling stock;
allotments released for development; and potential lots remaining, all as annual or cumulative
data. Difference maps are optional and they are useful for observing the nature and magnitude of
the effects of the spatial influences. There is also output in tabular form and a form suitable for
input to post-processing applications. The HTML browser window includes a link to the VRML
browser. Alternatively if the user wants to change some characteristic of the run, they can return
to the HTML form, make adjustments to the scenario and re-submit.
VISUALISATION AND INTERPRETATION TOOLS
Two forms of visualisation have been incorporated. The first takes the form of ASCII files
that can be imported directly into ArcInfo. This enables subsequent analysis and use of the
forecast results using GIS software.
The second form of visualisation is by way of VRML (version V2.0 utf8) to provide an
animation of the results over the forecast period. It can be viewed from VRML browsers such as
a CosmoPlayer plug-in for typical WWW browsers. The VRML output includes VRMLScript (a
subset of JavaScript) to allow the user to control the animation. An HTML file (also output by
PUP) of the selected forecast data type for all the cells in the project area is referenced in
VRMLScript during viewing of the VRML scene to display the forecast for any cell selected by
the user. This method was chosen in preference to using Java for greater portability across
platforms and different software versions. Similarly multiple frames are not used in the windows.
A digital elevation model (DEM) of the area is used to increase realism and facilitate
interpretation of the graphical output. The DEM can be approximated to allow smoother
animations, quicker rotations and “fly-throughs” at the expense of realism. It can also be scaled
vertically for easier interpretation. (Elevation data could also be used, via the accessibility factor,
to capture the influence of aspect or view, on development potential). For more informative
VRML scenes an image can be draped over the DEM in the VRML scene. The image could be
from any source such as an aerial photo or a snapshot of an ArcInfo map. Linear features (in
DXF format) such as roads or streams can be displayed.
Once loaded the animation can be controlled within the browser by way of buttons and
connected sliders. As is typical with VRML worlds, the speed of the animation is independent of
the real world time and of the user’s movement through the scene. One slider adjusts the speed of
a continuously looping animation; the other slider can be used to manually step through the
years. These two alternative methods allow screen snap-shots at any time in the forecast period,
slow continuous looping in time (backwards or forwards) and manual control (backwards or
forwards).
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Both methods of controlling the animation allow forwards or backwards movement through
time. When the image is rotated the control panel and its accompanying legend may obscure the
scene so a panning capability for the legend was programmed using a “PlaneSensor” node.
When the user moves the cursor over any cell its position in the study area is routed to a
function in the VRMLScript which calculates its row, column (according to the initial input GIS
data) and subsequently its name. This was programmed using the “TouchSensor” node. There is
only one TouchSensor for the entire study area and calculations are performed in VRMLScript to
pinpoint the appropriate cell. The cell’s name is then used to target a particular location in the
HTML file that is automatically loaded into the small browser window using the
“Browser.loadURL” function in VRMLScript. (Allocating each cell with it’s own TouchSensor
node would have been technically simpler but would have made the VRML file prohibitively
large.) That location in the HTML file contains all the relevant forecast data for that cell and that
data is displayed in the small browser window as shown in Figure 2.
The columns represent the difference in population growth forecasts. The difference being
between the forecast with accessibility to the CBD and the forecast without CBD influences.
(Red columns are higher population and blue are less.) The query window shows forecast data
for a cell pointed to by the user.
The display of forecast numbers for any cell in the VRML scene is quicker in the manual
stepping mode than in the animation mode. Similarly scene rotation, panning and zooming work
are quicker in manual stepping mode than when the animation is running.
CALIBRATION, MODEL PERFORMANCE AND SCENARIO GENERATION
Calibrating the model
Calibration is used to develop estimates of model parameters which provide the best fit to an
observed set of data. The model parameters then represent an estimate of the relationship
between input variables and model output. However successful model calibration only indicates
that the parameters have been successfully gauged only under the prevailing calibration
conditions. The model may not accurately predict behaviour under conditions that are quite
different, such as those that might apply in a different time period or urban setting (Rosenbaum
& Koenig, 1997).
Calibration requires a range of observed data matching the possible inputs to be employed in a
model. Notwithstanding the high quality data available on land ownership and housing
development in Adelaide, the full range of data required to calibrate PUP were not yet available
at the time this paper was prepared. While data on the creation data of every allotment could be
established for each year since 1989, it had not been possible to establish a classification of
broadhectare land by release category for that year. This is a serious limitation because
experience with earlier versions of the model suggests that land class is a major determinant of
the pattern of development. In the absence of these data, an initial attempt was made to assess the
significance of adjacency and of accessibility to the CBD in isolation, but with disappointing
results. Figure 3, which depicts the extent of existing development in 1989 and the subsequent
pattern of allotment creation annually from 1990 to 1997, provides some clues as to the reasons.
While new allotment construction generally occurred in close proximity to existing urbanised
areas, new nodes of residential construction, accounting for a substantial proportion of aggregate
development, also emerged in detached settings. Subsequent residential construction expanded
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from these initial nodes, as the inset of the Golden Grove residential area reveals, but calibration
of the adjacency parameter is compromised by failure to predict the initial emergence of the
node. Moreover, even where development does occur in close proximity to the existing urbanised
area, it often takes the form of ‘finger-like’ extensions that have relatively low adjacency scores.
These initial nuclei could be modelled using the accessibility factor or the land class factor in our
model but the historical data on the prevailing influences (e.g. access to easements, scenic land or
broadhectare availability) were unavailable at the time of publishing. Similarly, the map reveals a
highly scattered form of development with some new construction occurring closer to the CBD
(located to the south of the map) but other centres of development at a much greater remove.
Model performance
Testing of computation speed was undertaken in a comprehensive manner using various
combinations of the modelling parameters and two different data sets. Different scenarios for
30x32 (~1,000) cells over twenty six years took between 3 and 6 seconds of CPU time while the
same scenarios for 162x141 (~23,000) cells over twenty years took between 100 and 300
seconds. Calculating difference maps invariably took nearly twice as long as runs without a
difference map (because the allotment releases had to be calculated twice). Similarly, for runs in
which a stochastic factor was used the CPU time was approximately doubled.
Loading of a VRML scene into a browser using a 233 MHz Pentium II PC with 128Mb RAM
and running MS-Windows NT, was about twice as quick as with an old SGI R5000.
Manoeuvring around in the VRML scene was similarly quicker and the animations smoother.
Times varied considerably with the complexity of the scene.
Scenario generation
PUP provides an extremely flexible urban forecasting shell that can take account of a large
range of user defined factors within three broad spheres that are known to influence the pattern of
urban development. Even without formal calibration this provides a valuable facility for scenario
generation and exploratory analysis.
Various examples of different scenarios were generated and some of them are displayed on the
web page at http://www.gisca.adelaide.edu.au/kra/pd/projects/safgis/safgis-vrml.html. One
example is a population difference map representing a forecast over a 26 year period and reveals
the effect of adjacency and a stochastic element on population distribution. The result of a short
adjacency limit (nearest 4 cells) is that development becomes restricted to four main central
regions within the study area. Peripheral areas are less occupied than when adjacency effects are
absent. In other scenarios with a wider adjacency (nearest 24 cells) the population becomes more
evenly distributed. This more diffuse settlement is similar to the effect of applying a stochastic
factor to the composite scores (before allotment selection).
Another example is the predicted effect of accessibility to the CBD on the annual increase in
population for the Noarlunga area in southern metroplitan Adelaide (Figure 4). In this example
grid cells are 500×500metres and the effects of adjacency and release classes were omitted for
clarity. Initially the dwellings occur as close to the CBD as possible (about 20km away to the
north-east). As the broadhectare land closer to the CBD is used up, new construction occurs
progressively further away from the CBD.
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CONCLUSIONS
PUP belongs to a discrete class of urban models distinguished by their spatial focus and policy
orientation. It is designed to provide forecasts for very small areas within cities, especially on the
urban fringe, for use in urban planning and to guide the timely delivery of services. It is also
intended to provide a framework for scenario generation and analysis. Of other forecasting
models represented in the literature, PUP therefore most closely resembles those described by
Batty & Xie (1994b), Tayman & Kunkel (1989), Brail (1990) and Landis (1995). On the other
hand it differs in scale and in purpose both from the large scale simulations of White and
Engelen (1993) and Sembolini (1997) and from the separate class of models designed primarily
as tools for land use planning but which include a forecast component. One model of this genre
that merits specific mention is that of Gibert and Maheepala (1995) who utilise TOPAZ to
examine the implications for water planning of alternative patterns of residential development in
northern Adelaide. In this work, however, patterns of future population distribution were based
on forecasts that were derived to match prescribed patterns of growth rather than as forecasts of
the most likely distribution.
Notwithstanding their differences in sale and intent, there are clear similarities between PUP
and other urban forecasting models reported in the literature. That literature also offers a number
of possibilities for the refinement of PUP. For example, rather than modelling accessibility as a
radial influence, it could take account of transport networks by including the routes as facilities
themselves (in grid form) in the accessibility calculations. This would resemble the approach
used by Clarke, Hoppen and Perez et al. (1996) where cell attributes change according to the
proximity of roads and could be readily accommodated in the current version of the model.
Alternatively a ‘cost’ grid could be read in from GIS (Rudd, 1997), weighted, then used to
provide accessibility scores for cells. A related enhancement would be to alter the accessibility
calculation such that it reacts to temporal variations in accessibility to different phenomena; at
present, accessibility, unlike adjacency, is only calculated at the beginning of the forecast period.
Overall the CPU times required for PUP appear to be in the range suitable for real time
adjustment of input data for use in decision support animations. The CPU time for each scenario
could be further reduced by about 15% by optimisation of the source code. The CPU time for the
stochastic influence might possibly be lower if a different random number was calculated for
each cell and multiplied by the cell’s composite score (as in White & Engelen, 1993) in place of
the current method of translating the composite scores into numeric spans and using one random
number to select a span. The CPU times of the two methods would need to be compared.
The range of output data types produced by the model (population, dwelling stock, allotment
release and remaining potential allotment stock) together provide a wide range of data that have
direct application to a variety of planning problems. The GIS data output from the application
can be employed directly in scheduling the provision of physical and human infrastructure such
as hydraulic services. Such services are typically driven by dwelling construction rather than
population growth and need to be available at the time of land division. Data on allotment
creation therefore provide the most timely advance notice of future demand. Another application
would be computation of changes in mean access times to key facilities (eg health services)
resulting from population growth and the implementation of location/allocation models to site
new facilities.
VRML appears eminently suited to the problems of visualising the large amount of data
generated by small area forecasting models, and does so in a form which provides non-technical
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users with a ready appreciation of the forecast results. VRML has been used for urban design on
a different scale by Jiang et al. (1997) who discuss its potential for design and planning by
combining abstract features and realism. It has also been used to model urban development
(Whyte et al., 1998; and Martin & Higgs, 1997) and for decision support in modelling urban
living quality (Mason et al., 1997). All these studies work on a finer scale, showing the shape of
individual residences, whereas the minimal unit in our application (the cell) may contain many
dwellings, even though the mathematics operates at the individual allotment or dwelling level.
However, the latter two studies do work with GIS based data and provide decision-support tools,
which is similar to our application. The work of Whyte et al. (1998) includes a minimal amount
of animation but not on an annual time frame and not in a forecasting role. The design of the
application presented here offers the combined modelling innovations present in all these studies
except that it works on a different scale.
Several options are available for future enhancement. The display of data relating to the cell in
the study area selected by the user is a type of “data mining” and the VRML scene is therefore
acting as a pseudo-GIS (Bourdakis, 1997). This aspect of VRML usage could be expanded where
appropriate. A key advantage of VRML lies in the facility that it provides to view selected
output. The “TouchSensor” node of VRML allows real time selection of a cell and on-screen
display of the forecast for that cell. Another, more significant, improvement is to use the
visualisation interface to adjust model input. For example the “TouchSensor” node that allows
the user to retrieve individual cell data could be further employed so that the input conditions for
those cells could be adjusted and then the scenario re-run. Real time, point and click adjustment
to intervene in the forecast process is also feasible, e.g. it could be developed from the object
interaction facility in VRML.
VRML itself has an uncertain future. There are moves to supersede it with a simpler, more
robust architecture called Emma (Extensible Media Modelling Architecture) (e.g. Marrin, 1998).
However VRML is being widely used in various applications on different multi-media processors
and therefore the transition from VRML to its successor, whether Emma or some other
advancement, should be an assisted conversion.
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Figure 1. Flow chart of the main procedures within PUP, including C programs and web browsers.
17
Figure 2. Example of a snapshot in time of a full VRML scene and the HTML browser query window.
18
Figure 3. Residential (parcels<= 4,000m2) development over the period 1989 to 1997 in the Adelaide
northern suburb LGAs. The inset is a magnification of the Golden Grove area in the SE quadrant of the
main map. The colour coding in the inset shows an overall outwards growth from two isolated nuclei.
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Figure 4. Four snapshots in time showing the effect of accessibility to the CBD. Columns represent
the forecasted annual increase in population. The CBD is physically located a couple of screen widths to
the upper right hand corner of the terrain.
