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Abstract
Three proofs of the prime number theorem are presented. The first is a heavily analytic
proof based on early accounts. Cauchy’s residue theorem and various results relating to the
Riemann zeta function play a vital role. A weaker result than the prime number theorem
is used for the proof, namely Chebyshev’s theorem. The second proof is elementary in the
sense that it involves no complex analysis. Instead, mainly number-theoretic results are
used, in particular, Selberg’s formulas. The third proof, like the first, relies heavily on the
Riemann zeta function, but is considerably shorter for the use of the Laplace transform and
the analytic theorem.
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Introduction
Since the dawn of mathematics, the prime numbers and their distribution have been a source
of fascination. Over the years, people have sought, mainly in vain, for patterns among the
primes. Motivating many of these attempts was a fundamental question: how many primes
are there less than or equal to a given number X? With no discernible patterns, an exact
answer, in the form of an expression involving X, is not available. However, it is natural to
ask whether some form of approximation exists. Indeed, around 1800, Carl Friedrich Gauss
was among those to suggest that X/ logX was a good approximation. To be more precise,
Gauss conjectured that
lim
X−→∞
pi(X)
X/ logX
= 1
where pi(X) denotes the number of primes less than or equal to X.
This report focuses on three proofs of this conjecture, a result known as the prime num-
ber theorem, which is one of the most important in all of number theory. Regarding the
initial conjecture, it was based more on solid numerical evidence than on much solid math-
ematics. However, it did provide mathematicians with something “definite” to prove. Yet,
in an indication of its difficulty, little progress was made until the mid 19th century, when
Pafnuty Lvovich Chebyshev published two significant papers on the subject. With the aid of
Chebyshev’s work, the prime number theorem was finally proved independently by Jacques
Hadamard and Charles-Jean de la Valle´e Poussin in 1896.
In chapter 1, Chebyshev’s theorem is proved, a result that proves the existence of upper
and lower bounds for pi(X)
X/ logX
. Chebyshev’s theorem is vital for the work of Chapter 2, in
which is outlined a proof of the prime number theorem based on many of the methods of
Hadamard and de la Valle´e Poussin. These first proofs rely on many results from a seemingly
unrelated area of mathematics, namely complex analysis, and perhaps this partially explains
why it was nearly one hundred years from conjecture to proof. Of course, nowadays, every
number theorist knows a thing or two about analysis.
After the initial proofs, the next question was whether or not the prime number theorem
could be proved by (mainly) number-theoretic methods. Note that as the theorem is a state-
ment about limits, some real analysis must be involved. Such proofs do indeed exist, due
independently in the first instances to Erdo˝s and Selberg in 1949. The proof outlined in
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Chapter 3 is of the same nature, based on a proof due to Norman Levinson in 1969. When
segmented, there is actually little in this proof that a final year undergraduate could not pick
up easily. To choose the segments and then put them together is the trick.
The third proof, outlined in Chapter 4, is an interpretation of Donald J. Newman’s short
proof of the prime number theorem, dating to 1980. Like the proof outlined in Chapter 2,
it is heavily analytic. In both proofs, similar results concerning the famous Riemann zeta
function are used, but after that, very different approaches are used. In this sense, and com-
pared to all other previous proofs as well, Newman’s proof of the prime number theorem is
a new one, and not a case of improving on someone else’s argument.
During the course of all the proofs, the author’s aim is to give the reader some flavour
of the motives for doing things. Some of the reasons given may not be what fully motivated
the likes of Chebyshev and Newman; indeed, in some cases, the reasons are tenuous, and in
some cases it was felt best to offer no reasons at all. In a final remark, the author can only
conclude that inspiration is the heart of any proof of the prime number theorem, and thus
the prime number theorem lies at the heart of mathematics.
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Chapter 1
Chebyshev’s theorem, an important
forerunner to the prime number
theorem
In two papers from 1848 and 1850, Pafnuty Lvovich Chebyshev attempted to prove the prime
number theorem, namely that
lim
X−→∞
pi(X)
X/ logX
= 1,
where pi(X) denotes the number of primes less than or equal to X. For more on Chebyshev’s
work, see [3] and [4]. Although he did not succeed, he was able to prove that if this limit
exists at all, then it equals one. He also proved that the ratio — as opposed to the then
unproven limit — is bounded above and below by two positive constants near to 1 for all x.
This result became known as Chebyshev’s theorem, although some other results he proved
carry the same name. Clearly, it is a weaker result than our ultimate interest, the prime
number theorem. It should be no surprise then that it features in many proofs of the prime
number theorem, including the analytic proof that follows. We begin by stating Chebyshev’s
theorem, and aim thereafter to obtain a proof.
1.1 Chebyshev’s theorem
Theorem 1.1.1 (Chebyshev’s theorem) There exist positive constants c1 and c2 such
that for every real number X ≥ 2,
c1
X
logX
< pi(X) < c2
X
logX
.
Analysing this for a moment, one may ask, how does one start? Indeed, even familiarity with
the proof to be outlined does not point out an obvious starting place, or natural route. To
elaborate, Chebyshev’s theorem is not a step-by-step exercise, but rather the result of some
fine mathematical thinking. Thus, the author’s aim is to stretch logic as far as it goes, but
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ultimately, to leave the reader with an appreciation of Chebyshev’s work. We begin with a
definition.
Definition 1.1.1 Define the function θ : R+ −→ R+ by
θ(X) =
∑
p≤X
log p
where the sum is over all primes p less than or equal to X.
Keeping in mind that Chebyshev’s interest was in proving the prime number theorem out-
right, for which there was much numerical evidence, and which involved a log term, his
motivation for working with θ(X) was that he could introduce θ(X) in place of X, provided
that it could be shown that
lim
X−→∞
θ(X)
X
= 1.
This would reduce the proof of the prime number theorem to proving that
lim
X−→∞
pi(X)
θ(X)/ logX
= 1.
Although the numerical evidence lent support to the first statement, Chebyshev was unable
to prove it. He did find an upper estimate for θ(X), and this is proved in Chapter 3, Theorem
3.2.3. However, he was unable to prove that there existed a positive constant c1 such that
c1X ≤ θ(X) for all X ≥ 2, which would have immediately implied Chebyshev’s lower bound,
given the fact that θ(X) ≤ ∑p≤X logX = pi(X) logX. Therefore, Chebyshev also worked
with a better lower bound for pi(X) logX than θ(X). Before introducing this bound, the von
Mangoldt function is defined, named after Hans Carl Friedrich von Mangoldt.
Definition 1.1.2 Define the von Mangoldt function Λ : N −→ R by
Λ(n) =
{
log p, if n = pr with p prime, r ∈ N
0, otherwise.
Note that this is an arithmetic function, that is, a function from the natural numbers to the
real or complex numbers. Chebyshev’s ψ function is now introduced.
Definition 1.1.3 Define ψ : R+ −→ R+ by
ψ(X) =
∑
n≤X
Λ(n) =
∑
p,n
pn≤X
log p
where p denotes a prime and n ∈ N.
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Clearly, θ(X) ≤ ψ(X), the latter having extra “prime power” terms. Such terms are relatively
rare among the integers, so this together with the fact that θ(X) ≤ pi(X) logX suggests that
ψ(X) is a lower bound for pi(X) logX. In any event, this is easily shown. From the above
definition, where p denotes a prime and n ∈ N,
ψ(X) =
∑
p≤X
log p
( ∑
n, pn≤X
1
)
.
Now pn ≤ X,n ∈ N if and only if 1 ≤ n ≤ logpX, equivalently, 1 ≤ n ≤ logXlog p . Therefore,
ψ(X) =
∑
p≤X
log p
 ∑
1≤n≤ logX
log p
1
 = ∑
p≤X
log p
[
logX
log p
]
≤
∑
p≤X
logX = pi(X) logX. (1.1)
In light of (1.1), Chebyshev’s lower bound is proved if it can be shown that for all X ≥ 2,
there exists a positive constant c1 such that
c1X ≤ ψ(X) (1.2)
for all X ≥ 2.
Turning our attention to Chebyshev’s upper bound, the idea is to find an upper bound
for pi(X) involving logX as the denominator, after which it is required that the numerator
is bounded by c2X, some positive constant c2. Write
pi(X) =
∑
p≤X1/2
1 +
∑
X1/2<p≤X
1.
This may seem strange until one considers the following inequalities:∑
X1/2<p≤X
1 ≤
∑
X1/2<p≤X
log p
logX1/2
=
2
logX
∑
X1/2<p≤X
log p
and ∑
p≤X1/2
1 ≤ X1/2 = X
X1/2
≤ X
logX1/2
=
2X
logX
.
Clearly then, for the upper bound, it is sufficient to show that there exists a positive constant
c3 such that ∑
X1/2<p≤X
log p ≤ c3X.
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It is therefore sufficient to show that for all X ≥ 2, there exists a positive constant c3 such
that ∑
X1/2<n≤X
Λ(n) ≤ c3X,
and the latter statement proves easier to justify. For the moment, consider the following
argument. Suppose that X ≥ 2 and let the integer k ≥ 0 be defined so that 2k < X1/2 ≤ 2k+1.
Thus if
X1/2 < n ≤ X,
it follows that
X
2k+1
< n ≤ X.
Hence, for some j ∈ {0 . . . k},
X
2j+1
< n ≤ X
2j
and ∑
X1/2<n≤X
Λ(n) ≤
k∑
j=0
∑
X
2j+1
<n≤X
2j
Λ(n).
Thus for the upper bound, it is sufficient to show that
k∑
j=0
∑
X
2j+1
<n≤X
2j
Λ(n) < c3X, (1.3)
for some positive constant c3. In light of this, we shall attempt to find a suitable upper bound
for the term ∑
Y/2<n≤Y
Λ(n)
for Y > 0. The floor function is now introduced, which has a number of properties that will
prove vital to our argument.
Definition 1.1.4 Let X ∈ R. The floor of X, denoted [X], is defined to be the largest integer
not greater than X. The fractional part of X, denoted {X}, is then defined by the formula
{X} = X − [X].
Note that if Y/2 < n ≤ Y , then [Y/n] = 1 and [Y/2n] = 0, thus∑
Y/2<n≤Y
Λ(n) =
∑
Y/2<n≤Y
Λ(n)
([
Y
n
]
− c
[
Y
2n
])
for any constant c. Next, note that [
k
n
]
≤ [k]
n
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for all n ∈ N. (Should the reader wish to verify this, write k = [k]+{k} and use the Euclidean
algorithm.) Thus,
[Y/n]
2
≥
[
Y/n
2
]
so that [
Y
n
]
− 2
[
Y
2n
]
≥ 0.
It follows that ∑
Y/2<n≤Y
Λ(n) =
∑
Y/2<n≤Y
Λ(n)
([
Y
n
]
− 2
[
Y
2n
])
≤
∑
n≤Y
Λ(n)
([
Y
n
]
− 2
[
Y
2n
])
=
∑
n≤Y
Λ(n)
[
Y
n
]
− 2
∑
n≤Y/2
Λ(n)
[
Y/2
n
]
, (1.4)
with the last equality coming from the fact that[
X/2
n
]
= 0
whenever n > X/2. Thus, if an upper bound is obtained for∑
n≤Y
Λ(n)
[
Y
n
]
, (1.5)
then an upper bound for
∑
Y/2<n≤Y Λ(n) will follow. The idea is to re-express (1.5) in terms
of logs, and then obtain a bound. Such a re-expression is found using the standard result
below.
Theorem 1.1.2 For every m ∈ N, ∑
n|m
Λ(n) = logm. (1.6)
Proof. This is trivial for m = 1, so it remains to consider the case m ≥ 2. Let m =
p1
u1 . . . pr
ur be the canonical decomposition of m. Then, the only non-zero contribution to
the left hand side of (1.6) occurs when n = pi
vi , where i = 1 . . . r, 1 ≤ vi ≤ ui. Therefore,∑
n|m
Λ(n) =
r∑
i=1
ui∑
vi=1
Λ(pi
vi) =
r∑
i=1
ui∑
vi=1
log pi =
r∑
i=1
ui log pi
=
r∑
i=1
log pi
ui = log (p1
u1 . . . pr
ur) = logm.
Q.E.D.
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We are now in a position to re-express (1.5).
Proposition 1.1.3 For all X ∈ R,∑
m≤X
logm =
∑
n≤X
Λ(n)
[
X
n
]
.
Proof. It follows from Theorem 1.1.2 that∑
m≤X
logm =
∑
m≤X
∑
n|m
Λ(n).
Now, for m ≤ X, if n|m, then n ≤ X. Therefore,∑
m≤X
logm =
∑
n≤X
∑
m≤X
∑
n|m
Λ(n)
=
∑
n≤X
Λ(n) ∑
m≤X
∑
m=kn
k∈N
1

=
∑
n≤X
Λ(n)
∑
kn≤X
1
=
∑
n≤X
Λ(n)
∑
k≤X/n
1
=
∑
n≤X
Λ(n)
[
X
n
]
.
Q.E.D.
The next theorem provides the required bound for (1.5).
Theorem 1.1.4 As X −→∞,∑
n≤X
Λ(n)
[
X
n
]
= X logX −X +O(logX).
Proof. In view of Proposition 1.1.3, the proof is completed if it can be shown that as
X −→∞, ∑
m≤X
logm−X logX +X = O(logX). (1.7)
The fact that logX increases with X is used throughout. Begin by noting that
logm ≤
∫ m+1
m
log udu ≤ log(m+ 1)
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for all m ∈ N. Thus ∑
m≤X
logm ≤
∑
m≤X
∫ m+1
m
log udu =
∫ [X]+1
1
log udu
=
∫ X
1
log udu+
∫ [X]+1
X
log udu. (1.8)
Now ∫ [X]+1
X
log udu ≤
∫ X+1
X
log udu ≤ log (X + 1). (1.9)
Also, if f(u) = u log u− u, then f ′(u) = log u; hence∫ X
1
log udu = [u log u− u]X1 = X logX −X + 1. (1.10)
Given (1.9) and (1.10), the inequality∑
m≤X
logm− (X logX −X + 1) ≤ log(X + 1) (1.11)
can be derived from (1.8). On the other hand, for every m ∈ N,
logm ≥
∫ m
m−1
log udu.
With a similar argument to the first part of the proof, we can also derive the inequality
− logX ≤
∑
m≤X
logm− (X logX −X + 1). (1.12)
Thus by (1.11) and (1.12),∣∣∣∣∣∑
m≤X
logm− (X logX −X + 1)
∣∣∣∣∣ ≤ log (X + 1).
For X ≥ 2, log (X + 1) ≤ logX2 = 2 logX. Therefore, as X −→∞,∑
m≤X
logm− (X logX −X + 1) = O(logX).
The result easily follows.
Q.E.D.
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An upper bound for
∑
Y/2<n≤Y Λ(n) is now obtained. To elaborate, given (1.4), as Y −→∞,∑
Y/2<n≤Y
Λ(n) ≤
∑
n≤Y
Λ(n)
[
Y
n
]
− 2
∑
n≤Y/2
Λ(n)
[
Y/2
n
]
= Y log Y − Y +O(log Y )− 2
(
Y
2
log
Y
2
− Y
2
+O(log Y )
)
= Y
(
log Y − log Y
2
)
+O(log Y )
= Y log 2 +O(log Y ) (1.13)
= O(Y ). (1.14)
Having found a bound for
∑
Y/2<n≤Y Λ(n), and recalling that (1.3) is a sufficient condition
for Chebyshev’s upper bound, we now attempt to prove this sufficient condition. Note that
although a bound for
∑
Y/2<n≤Y Λ(n) has been found, it has only been shown to apply for
sufficiently large Y . As it is required that (1.3) hold for all X ≥ 2, during the course of the
proof, we extend this bound to all Y > 0.
Theorem 1.1.5 For all X ≥ 2,
k∑
j=0
∑
X
2j+1
<n≤X
2j
Λ(n) < c2X
for some positive constant c2.
Proof. By (1.14), there exists a positive constant c3 and Y0 > 0 such that for all Y > Y0,∑
Y/2<n≤Y
Λ(n) < c3Y.
To extend this to all Y such that 0 < Y ≤ Y0, observe that in this range, [Y ] takes finitely
many values, as does [Y/2]. Therefore, by noting that∑
Y/2<n≤Y
Λ(n) =
∑
[Y/2]<n≤[Y ]
Λ(n),
it follows that
max
 ∑
Y/2<n≤Y
Λ(n) : 0 < Y ≤ Y0

is defined. Call this maximum c4. Thus∑
Y/2<n≤Y
Λ(n) ≤ c4
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whenever 0 ≤ Y ≤ Y0. Clearly then, ∑
Y/2<n≤Y
Λ(n) ≤ c4Y (1.15)
whenever 1 ≤ Y ≤ Y0, and as ∑
Y/2<n≤Y
Λ(n) = 0
if 0 ≤ Y < 1, (1.15) extends to all positive Y ≤ Y0. Letting c5 = max{c3, c4}, it follows that∑
Y/2<n≤Y
Λ(n) ≤ c5Y
for all Y > 0. Hence, for X ≥ 2 we have that
k∑
j=0
∑
X
2j+1
<n≤X
2j
Λ(n) ≤
k∑
j=0
c5
X
2j
= c5X
k∑
j=0
1
2j
< 2c5X,
so that 2c5 is the desired constant c2.
Q.E.D.
Thus, Chebyshev’s upper bound is proved. To complete Chebyshev’s theorem, it remains to
prove the lower bound. Recall it is sufficient to prove (1.2) for all X ≥ 2. As it happens,
some of the work has already been done in the course of proving the upper bound. As we
already know much about expressions involving the floor function, the idea is to use it to
obtain a lower bound for ψ(X) =
∑
n≤X Λ(n).
Theorem 1.1.6 For all X ≥ 2, there exists a positive constant c1 such that
c1X ≤ ψ(X).
Proof. First, consider the function [α]− 2[α/2]. Clearly, [α] ≤ α and 2[α/2] > 2(α/2− 1).
Therefore,
[α]− 2[α/2] < α− 2(α/2− 1) = 2.
Since [α]− 2[α/2] is an integer, [α]− 2[α/2] ≤ 1. Therefore,[
X
n
]
− 2
[
X
2n
]
≤ 1
so that ∑
n≤X
Λ(n)
([
X
n
]
− 2
[
X
2n
])
≤
∑
n≤X
Λ(n) = ψ(X).
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Thus a lower bound for the left-hand side is also a lower bound for the right. Now, as
X −→∞, it follows from (1.4) and (1.13) that∑
n≤X
Λ(n)
([
X
n
]
− 2
[
X
2n
])
= X log 2 +O(logX).
To obtain a bound, rewrite this as
1
2
X log 2 =
∑
n≤X
Λ(n)
([
X
n
]
− 2
[
X
2n
])
− 1
2
X log 2 +O(logX).
Hence, there exists a positive constant c6 such that
1
2
X log 2 ≤
∑
n≤X
Λ(n)
([
X
n
]
− 2
[
X
2n
])
≤ ψ(X)
for all X ≥ c6. Thus, it suffices to find a positive constant c7 such that c7X ≤ ψ(X) for all X
such that 2 ≤ X ≤ c6. Note that ψ(X) only takes a finite number of values in this domain,
say ψ(X1) < · · · < ψ(Xn), where Xn = c6. Consider the constants Cm,m = 1 . . . n such
that CmXm+1 = ψ(Xm). Then if Xm ≤ X < Xm+1, it follows that cmX ≤ ψ(X). A sufficient
c7 is the smallest of these constants, and the smaller of c7 and
1
2
log 2 is the desired constant c1.
Q.E.D.
This completes the proof of Chebyshev’s Theorem.
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Chapter 2
An analytic proof of the prime
number theorem
2.1 Sufficient conditions for the prime number theorem
This chapter outlines an analytic proof of the prime number theorem, as based on a set of
lectures given by WWL Chen in 1981 [5]. The proof is analytic in the sense that it relies
heavily on some of the most important results in complex analysis, and indeed the first proofs
of the prime number theorem, due independently to Jacques Hadamard and Charles-Jean de
la Valle´e Poussin in 1896, were analytic. For full accounts of their proofs, see [9], [10] and
[16]. Chen’s approach is based on these classical proofs, and throughout the proof, a number
of standard results from complex analysis are used. In most cases, these results are stated,
rather than proved.
The prime number theorem has already been stated in Chapter 1 in the form
lim
X−→∞
pi(X)
X/ logX
= 1.
We now introduce some new notation, so as to write this in a different way.
Definition 2.1.1 If
lim
X→∞
f(X)
g(X)
= 1,
then we write
f(X) ∼ g(X) as X −→∞,
and say that the functions f and g are asymptotic.
Thus the prime number theorem may equivalently be written as
pi(X) ∼ X
logX
as X −→∞,
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and this is also known as the “asymptotic law of the distribution of prime numbers”. Provided
g(X) ≥ 0 for all sufficiently large X, it is easy to show that the statement
f(x) ∼ g(x) as X −→∞
is equivalent to stating that for an arbitrary  > 0,
1−  < f(X)
g(X)
< 1 +  (2.1)
for all sufficiently large X.
Before the prime number theorem was proved, all of the numerical evidence suggested that it
was true. Indeed, from Chapter 1, Chebyshev’s upper and lower bounds were being proved
to be closer and closer to one. Needless to say, such evidence is not a proof. But recall from
(1.1) that
ψ(X) =
∑
p≤X
log p
[
logX
log p
]
.
When one considers even the possibility that∑
n≤X
log n ∼ X logX as X −→∞,
and consequently, the greater possibility that∑
n≤X
log n
[
logX
log n
]
∼ X logX as X −→∞,
it seems plausible that
ψ(X) ∼ pi(X) logX as X −→∞,
although at this stage we can assume nothing about the distribution of primes. But in fact,
the numerical evidence backs up this claim. If it is indeed true, then it is a straightforward
matter to check that the statement
ψ(X) ∼ X as X −→∞ (2.2)
implies the prime number theorem. Of course, it might not even be true, but again, the
numerical evidence suggests otherwise. Before attempting to prove (2.2), we first prove it is
a sufficient condition for the prime number theorem. Indeed, (2.2) and the prime number
theorem are equivalent statements, the proof of which is not necessary here.
Theorem 2.1.1 If
ψ(X) ∼ X as X −→∞,
then
pi(X) ∼ X
logX
as X −→∞.
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Proof. Assume that
ψ(X) ∼ X as X −→∞,
that is, by (2.1), assume that given any  > 0, we have
1−  < ψ(X)
X
< 1 +  (2.3)
for all sufficiently large X. It follows from (1.1) that
1−  < ψ(X)
X
≤ pi(X)
X/ logX
for all sufficiently large X. It is clear then that if it can be shown that
pi(X)
X/ logX
< 1 + 
for all sufficiently large X, then the prime number theorem is implied. The idea is to obtain
a suitable inequality involving pi(X)/(X/ logX) and ψ(X)/X, and again use (2.3). Begin by
choosing any α ∈ (0, 1). Then, it follows that
ψ(X) ≥
∑
p≤X
log p ≥
∑
Xα<p≤X
log p
≥
∑
Xα<p≤X
logXα
= α(pi(X)− pi(Xα)) logX.
From this, it easily follows that
pi(X)
X/ logX
≤ 1
α
ψ(X)
X
+
pi(Xα)
X/ logX
.
By (2.3), given any δ > 0, we have
pi(X)
X/ logX
<
1
α
(1 + δ) +
pi(Xα)
X/ logX
for all sufficiently large X. Choosing α = 1/(1 + δ), we then have
pi(X)
X/ logX
≤ (1 + δ)2 + pi(X
1/(1+δ))
X/ logX
for all sufficiently large X. This holds for any δ > 0, so choose δ such that (1 + δ)2 < 1 + /2.
It is clear then that the prime number theorem is implied if, for any α ∈ (0, 1),
lim
X−→∞
pi(Xα)
X/ logX
= 0.
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Since
pi(Xα)
X/ logX
≥ 0,
it suffices to show that for any constant c > 0
pi(Xα)
X/ logX
< c
for all sufficiently large X. This inequality may be rewritten as
pi(Xα) < c
X
logX
.
Recalling Chebyshev’s theorem, (Theorem 1.1.1) there exists a positive constant c2 such that
whenever Xα ≥ 2,
pi(Xα) < c2
Xα
logXα
.
(Note that since α > 0, such X exist.) It suffices then to show that, given the choices of c
and α,
c2
Xα
logXα
≤ c X
logX
(2.4)
for all sufficiently large X. It is easily shown that (2.4) is equivalent to the inequality
1−α
√
c2
c α
≥ X,
which, as α < 1, is clearly true for all sufficiently largeX. The theorem is therefore completed.
Q.E.D.
Thus (2.2) is a sufficient condition for the prime number theorem. (Note that the previous
proof did not contain any complex analysis, therefore (2.2) is also a sufficient condition for
the elementary proof of the prime number theorem outlined in Chapter 3.) This is difficult to
prove directly, to a large extent because ψ is discontinuous, so instead, we consider a smooth
average of the function ψ(X). For X > 0, let
ψ1(X) =
∫ X
0
ψ(x)dx.
Now if ψ(X) ∼ X as X −→∞, the following is suggested:∫ X
0
ψ(x)dx ∼
∫ X
0
xdx as X −→∞,
that is,
ψ1(X) ∼ 1
2
X2 as X −→∞.
If the converse of this statement is true, we have another sufficient condition for the prime
number theorem.
18
Theorem 2.1.2 Suppose that ψ1(X) ∼ 12X2 as X −→∞. Then ψ(X) ∼ X as X −→∞.
Proof. Since ψ(X) increases as X increases, it follows by the mean value theorem that
for every X > 0 and β > 1,
ψ(X) ≤ 1
βX −X
∫ βX
X
ψ(x)dx
=
1
(β − 1)X (ψ1(βX)− ψ1(X)) ,
which relates ψ and ψ1. It follows that
ψ(X)
X
≤ ψ1(βX)− ψ1(X)
(β − 1)X2 . (2.5)
In a similar way, it can be shown that whenever X > 0 and α ∈ (0, 1),
ψ(X)
X
≥ ψ1(X)− ψ1(αX)
(1− α)X2 . (2.6)
Assume that ψ1(X) ∼ 12X2 as X −→∞. Therefore,
ψ1(βX) ∼ 1
2
β2X2 as X −→∞.
It follows that
ψ1(βX)− ψ1(X) ∼ 1
2
((β2 − 1)X2) as X −→∞.
Equivalently,
ψ1(βX)− ψ1(X)
(β − 1)X2 ∼
1
2
(β + 1) as X −→∞.
In the same way,
ψ1(X)− ψ1(αX)
(1− α)X2 ∼
1
2
(1 + α) as X −→∞.
Choose  ∈ (0, 1). Then, since ψ1(X) is an increasing function, by (2.1) it follows that
ψ1(βX)− ψ1(X)
(β − 1)X2 <
1
2
(β + 1)(1 + )
and
1
2
(1 + α)(1− ) < ψ1(X)− ψ1(αX)
(1− α)X2
for all sufficiently large X. Then by (2.5) and (2.6),
1
2
(1 + α)(1− ) < ψ(X)
X
<
1
2
(β + 1)(1 + )
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for all sufficiently large X. The result follows on letting α = 1− 2 and β = 1 + 2.
Q.E.D.
Therefore, to prove the prime number theorem, it suffices to prove:
Theorem 2.1.3
ψ1(X) ∼ 1
2
X2 as X −→∞.
The rest of our efforts are dedicated to this. The next proposition gives an alternative
expression for ψ1(X), though its usefulness may be not yet be clear.
Proposition 2.1.4 For X ≥ 1,
ψ1(X) =
[X]∑
n=1
(X − n)Λ(n).
Proof. Note that for 0 < x < 1,
ψ(x) =
∑
n≤x
Λ(n) = 0.
Hence,
ψ1(X) =
∫ X
1
ψ(x)dx
=
∫ X
1
(∑
n≤x
Λ(n)
)
dx
=
[X]−1∑
m=1
∫ m+1
m
(∑
n≤x
Λ(n)
)
dx+
∫ X
[X]
(∑
n≤x
Λ(n)
)
dx
=
[X]−1∑
m=1
∑
n≤m
Λ(n) + (X − [X])
∑
n≤[X]
Λ(n). (2.7)
Claim: For all r ∈ N,
r−1∑
m=1
∑
n≤m
Λ(n) =
r∑
n=1
(r − n)Λ(n).
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The claim is clearly true for r = 1. Assume it is true for r = k. Then
k∑
m=1
∑
n≤m
Λ(n) =
k−1∑
m=1
∑
n≤m
Λ(n) +
∑
n≤k
Λ(n)
=
k∑
n=1
(k − n)Λ(n) +
k∑
n=1
Λ(n)
=
k∑
n=1
(k + 1− n)Λ(n)
=
k+1∑
n=1
(k + 1− n)Λ(n).
Inductively, the claim is proved true. Hence, given (2.7),
ψ1(X) =
[X]∑
n=1
([X]− n)Λ(n) +
[X]∑
n=1
(X − [X])Λ(n)
=
[X]∑
n=1
(X − n)Λ(n).
Q.E.D.
A variant of this result shall be used later on. Complex analysis now enters our argument
for the first time with a discussion on the Riemann zeta function.
2.2 The Riemann zeta function
We begin this section with the definition of a Dirichlet series, and then define the Riemann
zeta function, it being a specific case of such a series.
Definition 2.2.1 A Dirichlet series is a series of the type
F (s) =
∞∑
n=1
f(n)n−s (2.8)
where f : N −→ C is an arithmetic function and s ∈ C.
Definition 2.2.2 The Dirichlet series
ζ(s) =
∞∑
n=1
n−s, Re s > 1 (2.9)
is called the Riemann zeta function, or the zeta function.
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It is perhaps unclear how complex analysis might enter into our present argument, and when
one considers the definition of the zeta function, it hardly seems likely that it has anything
to offer. However, those familiar with the zeta function may recall that it is related to the
von Mangoldt function, which lies at the heart of our argument. This relationship is first
stated, but before a proof is outlined, some auxiliary results are needed. As in nearly every
area where complex analysis is used, the zeta function plays a hugely significant role in this
analytic proof.
Throughout the rest of this thesis, we shall write s = σ + it, where σ and t are real. Also
note that
|nit| = |elognit| = |eit logn| = | cos(t log n) + i sin(t log n)| = 1, (2.10)
and this fact is used throughout.
Theorem 2.2.1 Suppose that σ > 1. Then
−ζ
′(s)
ζ(s)
=
∞∑
n=1
Λ(n)n−s. (2.11)
If a proof is to be obtained, note that we require, for σ > 1, that ζ(s) 6= 0. Obviously,
this is equivalent to showing that |ζ(s)| 6= 0. Due to the fact that the absolute value of a
product equals the product of the absolute values, it is desirable to write the Riemann zeta
function as a product. A result concerning the convergence properties of Dirichlet series is
first stated, with a proof available in [5]. A relevant theorem to such a re-expression is then
proved, although its usefulness is not immediately apparent. In actual fact, it shall be used
twice to prove Theorem 2.2.1.
Theorem 2.2.2 Suppose that the series (2.8) converges for some s ∈ C. Then there exist
unique real numbers σ0, σ1, σ2 satisfying −∞ ≤ σ0 ≤ σ1 ≤ σ2 ≤ +∞ such that the following
statements hold:
1) The series (2.8) converges for every s ∈ C with σ > σ0. Furthermore, for every  > 0,
the series (2.8) diverges for some s ∈ C with σ0 −  < σ ≤ σ0.
2) For every η > 0, the series (2.8) converges uniformly on the set {s ∈ C : σ > σ1 + η}
and does not converge uniformly on the set {s ∈ C : σ0 > σ1 − η}.
3) The series (2.8) converges absolutely for every s ∈ C with σ > σ2. Furthermore, for
every  > 0, the series (2.8) does not converge absolutely for some s ∈ C with σ2−  <
σ ≤ σ2.
Theorem 2.2.3 Suppose that for each j = 1, 2, 3,
Fj(s) =
∞∑
n=1
fj(n)n
−s,
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where fj : N −→ C is an arithmetic function and s ∈ C. Suppose further that for every
n ∈ N,
f3(n) =
∑
x, y
xy=n
f1(x)f2(y).
Then, F3(s) = F1(s)F2(s), provided that σ > max{σ1, σ2}, where the series Fj(s) converges
absolutely for every s ∈ C with σ > σj, j = 1, 2.
Proof. The idea is to obtain a partial sum expression mirroring F1(s)F2(s) = F3(s), and
take limits. We have,
N∑
n=1
f3(n)n
−s =
N∑
n=1
∑
x, y
xy=n
f1(x)f2(y)
n−s
=
N∑
n=1
∑
x, y
xy=n
f1(x)f2(y)n
−s

=
N∑
n=1
∑
x, y
xy=n
f1(x)x
−sf2(y)y−s
 .
Note that for 1 ≤ n ≤ N, xy = n if and only if 1 ≤ xy ≤ N or, equivalently, 1 ≤ x ≤ N, y ≤
N/x. Therefore,
N∑
n=1
f3(n)n
−s =
∑
x≤N
∑
y≤N/x
f1(x)x
−sf2(y)y−s
=
∑
x≤N
f1(x)x−s ∑
y≤N/x
f2(y)y
−s

=
∑
x≤√N
f1(x)x−s ∑
y≤N/x
f2(y)y
−s
+ ∑
√
N<x≤N
f1(x)x−s ∑
y≤N/x
f2(y)y
−s
 .
Hence,
N∑
n=1
f3(n)n
−s −
∑
x≤√N
f1(x)x
−s ∑
y≤√N
f2(y)y
−s
=
∑
x≤√N
f1(x)x−s ∑
√
N<y≤N/x
f2(y)y
−s
+ ∑
√
N<x≤N
f1(x)x−s ∑
y≤N/x
f2(y)y
−s
 .
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It follows that∣∣∣∣∣∣
N∑
n=1
f3(n)n
−s −
∑
x≤√N
f1(x)x
−s ∑
y≤√N
f2(y)y
−s
∣∣∣∣∣∣
≤
∑
x≤√N
∣∣f1(x)x−s∣∣ ∑
√
N<y≤N/x
∣∣f2(y)y−s∣∣
+ ∑
√
N<x≤N
∣∣f1(x)x−s∣∣ ∑
y≤N/x
∣∣f2(y)y−s∣∣

≤
∞∑
x=1
∣∣f1(x)x−s∣∣ ∑
y>
√
N
∣∣f2(y)y−s∣∣+ ∑
x>
√
N
∣∣f1(x)x−s∣∣ ∞∑
y=1
∣∣f2(y)y−s∣∣ . (2.12)
Suppose that σ > max{σ1, σ2}. Then the series F1(s) and F2(s) converge absolutely. In
other words, the series
∞∑
x=1
∣∣f1(x)x−s∣∣ and ∞∑
y=1
∣∣f2(y)y−s∣∣
converge. From this, it is clear that∑
x>
√
N
∣∣f1(x)x−s∣∣ and ∑
y>
√
N
∣∣f2(y)y−s∣∣
converge to zero as N −→∞. It follows that the right hand side of (2.12) converges to zero
as N −→∞. Therefore,
lim
N−→∞
∣∣∣∣∣∣
N∑
n=1
f3(n)n
−s −
∑
x≤√N
f1(x)x
−s ∑
y≤√N
f2(y)y
−s
∣∣∣∣∣∣ = 0.
Hence,
lim
N−→∞
N∑
n=1
f3(n)n
−s = lim
N−→∞
 ∑
x≤√N
f1(x)x
−s ∑
y≤√N
f2(y)y
−s

= lim
N−→∞
∑
x≤√N
f1(x)x
−s lim
N−→∞
∑
y≤√N
f2(y)y
−s.
In other words,
∞∑
n=1
f3(n)n
−s =
∞∑
x=1
f1(x)x
−s
∞∑
y=1
f2(y)y
−s;
that is,
F3(s) = F1(s)F2(s),
as required.
Q.E.D.
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This theorem can be generalised to state the following:
Theorem 2.2.4 Suppose that for each j = 1, 2, . . . , k + 1,
Fj(s) =
∞∑
n=1
fj(n)n
−s,
where fj : N −→ C is an arithmetic function and s ∈ C. Suppose further that for every
n ∈ N,
fk+1(n) =
∑
x1,...,xk
x1...xk=n
f1(x1) . . . fk(xk).
Then, Fk+1(s) = F1(s)F2(s) . . . Fk(s), provided that σ > max{σ1, . . . , σk}, where the series
Fj(s) converges absolutely for every s ∈ C with σ > σj, j = 1, 2, . . . , k.
This generalisation is used to prove the following theorem, which takes a Dirichlet series and
equates it to a product. In this case, the arithmetic function involved is multiplicative. A
further result assumes a completely multiplicative function, that is, an arithmetic function
such that a(n)a(m) = a(nm) for all n,m ∈ N. This is the case for the zeta function, with
f(n) = 1 for all n ∈ N.
Theorem 2.2.5 Suppose that the function f : N −→ C is multiplicative. Suppose further
that F (s) =
∑∞
n=1 f(n)n
−s is absolutely convergent. Then
F (s) =
∏
p
( ∞∑
h=0
f(ph)p−hs
)
.
Proof. Let pj be the j
th prime in increasing order and choose any k ∈ N. Define arithmetic
functions gj : N −→ C by
gj(n) =
{
f(n) if n = pj
h for some h ∈ N
0 otherwise.
Since these are arithmetic functions, it follows by Theorem 2.2.4 that
∞∑
n=1
 ∑
x1,...,xk
x1...xk=n
g1(x1) . . . gk(xk)
n−s = k∏
j=1
( ∞∑
n=1
gj(n)n
−s
)
. (2.13)
25
Denoting N ∪ {0} by N0, it follows by the definitions of gj for j ∈ N that
∞∑
n=1
gj(n)n
−s =
∑
n=pjh
h∈N0
gj(n)n
−s +
∑
n 6=pjh
h∈N0
gj(n)n
−s
=
∑
n=pjh
h∈N0
f(n)n−s
=
∞∑
h=0
f(pj
h)(pj)
−hs. (2.14)
Next, for n ∈ N, we consider the sum
Sn =
∑
x1,...,xk
x1...xk=n
g1(x1) . . . gk(xk)
by examining two possibilities for n. The first is that the unique prime factorisation of n is
expressible in terms of powers of the primes p1, . . . , pk. The second is that it is not.
Case 1. Suppose n = p1
h1 . . . pk
hk , where hj ∈ N0 for all j ∈ {1, . . . , k}. Letting x1 =
p1
h1 , . . . , xk = pk
hk , so that n = x1 . . . xk, it follows that
g1(x1) . . . gk(xk) = f(p1
h1) . . . f(pk
hk) = f(p1
h1 . . . pk
hk) = f(n),
where we use the fact that f is multiplicative.
Now, since there is only one prime factorisation of n, it follows by the pigeonhole princi-
ple that there is no other way to express each xj as a prime power. Therefore, if the xjs are
not defined as above, we have gj(xj) = 0 for some j ∈ {1, . . . , k}. Hence, g1(x1) . . . gk(xk) = 0.
It follows that Sn = f(n).
Case 2. Suppose p is a prime factor of n such that p 6= pj, any j ∈ {1, . . . , k}. Then if
n = x1 . . . xk, p is a factor of xj for some j ∈ {1, . . . , k}. Therefore, xj is not a power of any
of the first k primes. It easily follows that Sn = 0.
Therefore, in both cases, ∑
x1,...,xk
x1...xk=n
g1(x1) . . . gk(xk) = θk(n)f(n), (2.15)
where
θk(n) =
{
1 if all the prime factors of n are among p1, . . . , pk
0 otherwise.
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It easily follows by (2.13), (2.14) and (2.15) that
k∏
j=1
( ∞∑
h=0
f(pj
h)pj
−hs
)
=
∞∑
n=1
θk(n)f(n)n
−s.
Thus
k∏
j=1
( ∞∑
h=0
f(pj
h)pj
−hs
)
−
∞∑
n=1
f(n)n−s =
∞∑
n=1
(θk(n)− 1)f(n)n−s. (2.16)
Now for n ∈ {1, . . . , k}, if p is a prime factor of n, then p ≤ n ≤ k ≤ pk. Therefore, θk(n) = 1.
Also, |θk(n)− 1| ≤ 1. Using these two facts, along with (2.16), it follows that∣∣∣∣∣
k∏
j=1
( ∞∑
h=0
f(pj
h)pj
−hs
)
− F (s)
∣∣∣∣∣ =
∣∣∣∣∣
∞∑
n=k+1
(θk(n)− 1)f(n)n−s
∣∣∣∣∣
≤
∞∑
n=k+1
|θk(n)− 1||f(n)|n−σ
=
∞∑
n=k+1
|f(n)|n−σ. (2.17)
Since F (s) =
∑∞
n=1 f(n)n
−s is absolutely convergent, that is, since
∑∞
n=1 |f(n)|n−σ is con-
vergent, it follows that
∞∑
n=k+1
|f(n)|n−σ −→ 0 as k −→∞.
This result, together with (2.17) imply that
k∏
j=1
( ∞∑
h=0
f(pj
h)pj
−hs
)
− F (s) −→∞ as k −→∞.
The result follows.
Q.E.D.
Using Theorem 2.2.5, the following theorem allows for the re-expression of the zeta function.
Theorem 2.2.6 Suppose that the function f : N −→ C is completely multiplicative and not
identically zero. Suppose further that F (s) =
∑∞
n=1 f(n)n
−s is absolutely convergent. Then
F (s) =
∏
p
(1− f(p)p−s)−1.
Proof. Choosing any prime p, consider the series G(s) =
∑∞
h=0 f(p
h)p−hs. Since
∞∑
h=0
f(ph)p−hs =
∞∑
h=0
f(ph)(ph)−s =
∑
n=ph
h≥0
f(n)n−s,
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it follows by comparison with F (s) that the series G(s) is absolutely convergent. Therefore,
it is convergent.
Also, using the fact that f is completely multiplicative and not identically zero, it is straight-
forward to check that the series G(s) is a geometric series with the first term being 1 and
the ratio being f(p)p−s. Therefore,
∞∑
h=0
f(ph)p−hs =
∞∑
n=0
(f(p)p−s)n =
1
1− f(p)p−s .
The result follows upon application of Theorem 2.2.5.
Q.E.D.
Notice for the zeta function — which is absolutely convergent — that f(n) = 1 for all n ∈ N.
It follows immediately by Theorem 2.2.6 that
ζ(s) =
∏
p
(1− p−s)−1.
It is now proved that ζ(s) 6= 0, by examining the individual terms of its re-expression as a
product.
Theorem 2.2.7 Suppose that σ > 1. Then ζ(s) 6= 0.
Proof. By our previous result,
|ζ(s)| =
∣∣∣∣∣∏
p
1
1− p−s
∣∣∣∣∣ = ∏
p
1
|1− p−s| . (2.18)
Now
|1− p−s| = |1− p−σp−it|
= |1− p−σ(cos log p−t + i sin log p−t)|
= |(1− p−σ cos log p−t)− ip−σ sin log p−t|
=
√
(1− p−σ cos log p−t)2 + (p−σ sin log p−t)2
=
√
1− 2p−σ cos log p−t + p−2σ
and, since − cos log p−t ≤ 1, it follows that
−2p−σ cos log p−t ≤ 2p−σ.
Therefore,
|1− p−s| ≤
√
1 + 2p−σ + p−2σ = 1 + p−σ.
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In other words,
1
|1− p−s| ≥
1
1 + p−σ
.
It follows then from (2.18) that
|ζ(s)| ≥
∏
p
1
1 + p−σ
. (2.19)
Now (1 + p−σ)(1− p−σ) = 1− p−2σ, where, since σ > 1, neither of the terms on the left are
zero. In other words,
1
1 + p−σ
=
(1− p−2σ)−1
(1− p−σ)−1 .
It follows then from (2.19) that
|ζ(s)| ≥
∏
p
(1− p−2σ)−1
(1− p−σ)−1 =
∏
p(1− p−2σ)−1∏
p(1− p−σ)−1
=
ζ(2σ)
ζ(σ)
,
provided the denominator is not zero. Noting that ζ(2σ) =
∑∞
n=1 n
−2σ > 0, the proof is
completed on also noting that ζ(σ) =
∑∞
n=1 n
−σ > 0.
Q.E.D.
Perhaps the next obvious step is to obtain ζ ′(s). If term by term differentiation is possible,
then the solution is obvious. The following proposition gives conditions for when this is
possible. The proof can be found in [5] and is omitted here.
Proposition 2.2.8 Suppose that the series (2.8) converges to F (s) for σ > σ0. Then F (s)
is analytic for such s, with derivative given by
F ′(s) = −
∞∑
n=1
f(n) log n
ns
.
Now, given the fact that ζ(s) =
∑∞
n=1 n
−s converges absolutely for every s ∈ C with σ > 1
and diverges for every real s ≤ 1, it follows by Theorem 2.2.2 that ζ(s) = ∑∞n=1 n−s converges
on the set {s ∈ C : σ > 1}. Hence, by Proposition 2.2.8, ζ(s) is analytic in the domain σ > 1,
and
ζ ′(s) = −
∞∑
n=1
(log n)n−s.
Thus, given that ζ(s) 6= 0, proving Theorem 2.2.1 amounts to proving that
∞∑
n=1
(log n)n−s =
∞∑
n=1
Λ(n)n−s
∞∑
n=1
n−s,
29
as is duly done below.
Proof of Theorem 2.2.1. Recall Theorem 1.1.2,
log n =
∑
x|n
Λ(x) =
∑
x, y
xy=n
Λ(x)u(y)
where u(y) = 1 for all y ∈ N. Thus by Theorem 2.2.3, for σ > 1,
∞∑
n=1
(log n)n−s =
∞∑
n=1
Λ(n)n−s
∞∑
n=1
u(n)n−s
=
∞∑
n=1
Λ(n)n−s
∞∑
n=1
n−s, (2.20)
provided that the series (2.9) and (2.11) converge absolutely for σ > 1. This is true for the
series (2.9). Also, since 0 ≤ Λ(n) ≤ log n for all n ∈ N,
∞∑
n=1
∣∣∣∣Λ(n)ns
∣∣∣∣ = ∞∑
n=1
Λ(n)
nσ
≤
∞∑
n=1
log n
nσ
<∞ (2.21)
whenever σ > 1. Hence (2.20) holds for σ > 1.
Q.E.D.
2.3 ψ1(X) as a complex integral
Next, we prove a result that shall help us write ψ1(X) as a complex integral involving the
Riemann zeta function. Cauchy’s residue theorem is central to the argument. Before the
residue theorem is stated (without proof), some definitions and results are first required.
Along with the Cauchy residue theorem, these results can all be found in [1].
Definition 2.3.1 A region is defined to be an open connected set.
Definition 2.3.2 A region D is simply connected if for any z0 ∈ D˜ (the complement of D)
and  > 0, there is a continuous curve γ(t), 0 ≤ t <∞ such that
1) d(γ(t), D˜) <  for all t ≥ 0,
2) γ(0) = z0,
3) limt−→∞ γ(t) =∞,
where d is the shortest Euclidean distance between the curve and the region.
Definition 2.3.3 A curve C is closed if its initial and terminal points coincide. C is a
simple closed curve if no other points coincide.
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Definition 2.3.4 Suppose that γ is a closed curve and that a /∈ γ. Then
n(γ, a) =
1
2pii
∫
γ
dz
z − a
is called the winding number of γ around a.
The Jordan curve theorem asserts that any simple closed curve divides the plane into exactly
two components — one bounded, the other unbounded. Furthermore, it can be shown that
for these “Jordan” curves, if a is in the bounded component, then n(γ, a) = ±1. Otherwise,
n(γ, a) = 0. If the curve is traversed so that the bounded component lies to the left of the
curve, then n(γ, a) = 0 or 1.
Definition 2.3.5 A complex function f is analytic at z if f is complex differentiable in a
neighbourhood of z. Similarly, a complex function f is analytic on a set S if f is complex
differentiable at all points of some open set containing S.
Hereafter, the term deleted neighbourhood of z0 denotes a set of the form {z : 0 < |z−z0| < d}.
Definition 2.3.6 A function f is said to have an isolated singularity at z0 if f is analytic
in a deleted neighbourhood D of z0 but is not analytic at z0.
Definition 2.3.7 Suppose that f has an isolated singularity at z0.
1) If there exists a function g, analytic at z0 and such that f(z) = g(z) for all z in some
deleted neighbourhood of z0, f is said to have a removable singularity at z0.
2) If, for z 6= z0, f can be written in the form f(z) = A(z)/B(z) where A and B are
analytic at z0, A(z0) 6= 0, and B(z0) = 0, f is said to have a pole at z0.
3) If f has neither a removable singularity nor a pole at z0, f is said to have an essential
singularity at z0.
Definition 2.3.8 If f(z) =
∑∞
k=−∞Ck(z−z0)k in a deleted neighbourhood of z0, where Ck ∈
C for all k ∈ Z, C−1 is called the residue of f at z0. We use the notation C−1 = Res(f ; z0).
We are now in a position to state Cauchy’s residue theorem. A proof can be found in [1].
Theorem 2.3.1 (Cauchy’s residue theorem) Suppose that f is analytic in a simply con-
nected domain D except for isolated singularities at z1, z2, . . . , zm. Let γ be a closed curve
not intersecting any of the singularities. Then∫
γ
f(s)ds = 2pii
m∑
k=1
n(γ, zk)Res(f ; zk).
Also crucial to writing ψ1(X) as a complex integral are the following two standard results,
again stated without proof.
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Proposition 2.3.2 For a curve C partitioned into n sections C1, . . . , Cn,∫
C
f(s)ds =
n∑
i=1
∫
Ci
f(s)ds.
Also,
−
∫
C
f(s)ds =
∫
−C
f(s)ds.
Theorem 2.3.3 (The M-L formula) Suppose that C is a smooth curve of length L, that
f is continuous on C, and that |f(z)| ≤M for all z ∈ C. Then∣∣∣∣∫
C
f(z)dz
∣∣∣∣ ≤ML.
Note that a curve determined by z : [a, b] −→ C is said to be smooth if it is piecewise
differentiable and z′(t) 6= 0 except at a finite number of points. We are now in a position to
prove a result which will enable us to write ψ1(X) as a complex integral.
Theorem 2.3.4 Suppose that Y > 0 and c > 1. Then
1
2pii
∫ c+i∞
c−i∞
Y s
s(s+ 1)
ds =
{
0 if Y ≤ 1,
1− 1
Y
if Y ≥ 1,
where the path of integration is the straight line σ = c.
Proof. Let T > 1, and write
IT =
1
2pii
∫ c+iT
c−iT
Y s
s(s+ 1)
ds
so that
lim
T−→∞
IT =
1
2pii
∫ c+i∞
c−i∞
Y s
s(s+ 1)
ds.
It is tempting to try and obtain this limit directly, but the integration is far from straight-
forward. Instead, notice that Y s/(s(s + 1)) is analytic in C except for isolated singularities
at 0 and −1. Therefore, Cauchy’s residue theorem may be applied to Y s/(s(s+ 1)) and any
closed curve in C not intersecting 0 or −1. Combined with Proposition 2.3.2, the integral
IT may be expressed in terms of other suitable integrals, winding numbers and residues. In
general, the benefit of such an alternative expression is that the other integrals may be easier
to evaluate, or in our case, where a limit is required, the limit of the alternative may be easier
to obtain.
For the case Y ≥ 1, take the simple closed curve C− consisting of the line segment [c −
iT, c+ iT ], and the arc A−(c, T ) of the circle centred at s = 0 with radius
√
c2 + T 2 passing
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clockwise from c− iT to c+ iT , as the following diagram demonstrates.
C−
c + iT
c - iT
6
-
6
σ = 1
s = 0s = -1t t
t
t
singularities
@
@
@
@R?
Let
J−T =
1
2pii
∫
A−(c,T )
Y s
s(s+ 1)
ds.
The singularities 0 and −1 both lie inside the bounded region. The curve C− is simple, and
the bounded region can be assumed to lie to the left of the curve, so the winding numbers are
both 1. To find the residues, let A(s) = Y s and B(s) = s(s+1). These functions are analytic
at 0. Also, A(0) = 1 6= 0 and B(0) = 0, while B′(0) = 1 6= 0. Therefore, the singularity of
Y s/(s(s + 1)) at s = 0 is a simple pole. Without proof, we state the following: If f has a
simple pole at z0, that is, if
f(z) =
A(z)
B(z)
,
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where A and B are analytic at z0, A(z0) 6= 0 and B has a simple zero at z0, then
C−1 = lim
z−→z0
(z − z0)f(z) = A(z0)
B′(z0)
. (2.22)
Hence,
Res
(
Y s
s(s+ 1)
, 0
)
=
A(0)
B′(0)
= 1.
Likewise, it can be shown that the singularity at −1 is a simple pole. In this case,
Res
(
Y s
s(s+ 1)
,−1
)
= − 1
Y
.
Therefore, by Cauchy’s residue theorem and Proposition 2.3.2,
IT = J
−
T + 1−
1
Y
,
so that
lim
T−→∞
IT = lim
T−→∞
J−T + 1−
1
Y
.
To complete the proof for the case Y ≥ 1, it remains to show that limT−→∞ J−T = 0, or,
equivalently, that limT−→∞ |J−T | = 0. Begin by noting that
|J−T | ≤
1
2pi
∫
A−(c,T )
|Y s|
|s||s+ 1| ds.
Now for s ∈ A−(c, T ), since Y ≥ 1 and σ ≤ c, we have
|Y s| = Y σ ≤ Y c.
Next, |s| = R, where R is the radius of A−(c, T ), namely √c2 + T 2. (This is why an arc
around the origin is used.) Also, it is easy to show that |s + 1| ≥ R − 1 (R − 1 > 0), or
alternatively put, that |s+ 1| ≥ |s| − 1. Combining these results, it follows that
|J−T | ≤
1
2pi
∫
A−(c,T )
Y c
R(R− 1) ds
≤ 1
2pi
Y c
R(R− 1)2piR
=
Y c
R− 1
≤ Y
c
T − 1
since R > T , and where the M-L formula (Theorem 2.3.3) is used to obtain the second in-
equality. It follows that limT−→∞ |J−T | = 0, as required for the case Y ≥ 1.
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A very similar argument proves the case Y ≤ 1. Take the simple closed curve C+ consisting of
the line segment [c− iT, c+ iT ] and the arc A+(c, T ) of the circle centred at s = 0 with radius√
c2 + T 2 passing anti-clockwise from c−iT to c+iT , as the following diagram demonstrates.
C+
c + iT
c - iT
?
-
6
σ = 1
s = 0s = -1t t
t
t
singularities
@
@
@
@R?
Let
J+T =
1
2pii
∫
A+(c,T )
Y s
s(s+ 1)
ds.
There are no singularities in the associated bounded region. Therefore, by Cauchy’s residue
theorem and Proposition 2.3.2,
IT = J
+
T ,
so that
lim
T−→∞
IT = lim
T−→∞
J+T .
Clearly then, the proof is completed if it is shown that limT−→∞ J+T = 0, or, equivalently,
that limT−→∞ |J+T | = 0. Proving this is very similar to proving that limT−→∞ |J−T | = 0. The
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details are left to the reader.
Q.E.D.
We now state and prove the result alluded to at the beginning of the section. Theorem 2.1.4,
linking ψ1(X) to the von Mangoldt function, and Theorem 2.2.1, linking the von Mangoldt
function to the Riemann zeta function are both used, with the von Mangoldt function serving
in a sense as an intermediary function.
Theorem 2.3.5 Suppose that X > 0 and c > 1. Then
ψ1(X) = − 1
2pii
∫ c+i∞
c−i∞
Xs+1
s(s+ 1)
ζ ′(s)
ζ(s)
ds,
where the path of integration is the straight line σ = c.
Proof. Given Proposition 2.1.4, it follows that
ψ1(X)
X
=
[X]∑
n=1
(
1− 1
X/n
)
Λ(n).
The sum on the right is over n ≤ X, hence the sum is over n such that X/n ≥ 1. Therefore,
given Theorem 2.3.4, it follows that
ψ1(X)
X
=
[X]∑
n=1
Λ(n)
2pii
∫ c+i∞
c−i∞
(X/n)s
s(s+ 1)
ds.
Furthermore, applying the same theorem,
∞∑
n=[X]+1
Λ(n)
2pii
∫ c+i∞
c−i∞
(X/n)s
s(s+ 1)
ds = 0,
since this sum is over n such that X/n ≤ 1. It follows that
ψ1(X)
X
=
∞∑
n=1
Λ(n)
2pii
∫ c+i∞
c−i∞
(X/n)s
s(s+ 1)
ds
=
1
2pii
∞∑
n=1
∫ c+i∞
c−i∞
Xs
s(s+ 1)
Λ(n)
ns
ds. (2.23)
The order of summation and integration can be changed if
∞∑
n=1
∣∣∣∣∫ c+i∞
c−i∞
Xs
s(s+ 1)
Λ(n)
ns
ds
∣∣∣∣ <∞.
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First note that
∞∑
n=1
∣∣∣∣∫ c+i∞
c−i∞
Xs
s(s+ 1)
Λ(n)
ns
ds
∣∣∣∣ ≤ ∞∑
n=1
∫ c+i∞
c−i∞
|Xs|
|s||s+ 1|
|Λ(n)|
|ns| ds.
Since c > 1, it follows that |s + 1| > |s|. Thus |s + 1||s| > |s|2 = c2 + t2. Also, |Xs| =
Xc, |ns| = nc and |Λ(n)| = Λ(n). Therefore,
∞∑
n=1
∣∣∣∣∫ c+i∞
c−i∞
Xs
s(s+ 1)
Λ(n)
ns
ds
∣∣∣∣ ≤ Xc ∞∑
n=1
Λ(n)
nc
∫ c+i∞
c−i∞
ds
c2 + t2
=
(
Xc
∫ +∞
−∞
dt
c2 + t2
) ∞∑
n=1
Λ(n)
nc
≤
(
Xc
∫ +∞
−∞
dt
t2
) ∞∑
n=1
Λ(n)
nc
.
Note that the integral is finite, and by (2.21), so too is the series. Therefore,
∞∑
n=1
∣∣∣∣∫ c+i∞
c−i∞
Xs
s(s+ 1)
Λ(n)
ns
ds
∣∣∣∣ <∞.
Hence, from (2.23), it follows that
ψ1(X)
X
=
1
2pii
∫ c+i∞
c−i∞
∞∑
n=1
Xs
s(s+ 1)
Λ(n)
ns
ds
=
1
2pii
∫ c+i∞
c−i∞
Xs
s(s+ 1)
∞∑
n=1
Λ(n)
ns
ds
and the result follows by Theorem 2.2.1.
Q.E.D.
2.4 An analytic continuation of ζ(s)
Let
G(s) =
−1
s(s+ 1)
ζ ′(s)
ζ(s)
.
Then by Theorem 2.3.5, the statement ψ1(X) ∼ 12X2 as X −→ ∞ is implied for any c > 1
by the statement
1
2pii
∫ c+i∞
c−i∞
G(s)Xs−1 ds ∼ 1
2
as X −→∞.
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In light of the proof of Theorem 2.3.4, Cauchy’s residue theorem may prove useful in finding
an alternative expression for
1
2pii
∫ c+iU
c−iU
G(s)Xs−1 ds,
and thus enable us to investigate its limit
1
2pii
∫ c+i∞
c−i∞
G(s)Xs−1 ds.
Again in light of Theorem 2.3.4, to find this limit, bounds for G(s) and G(s)Xs−1 may be
required. First, simply connected domains must be found where G(s)Xs−1 is analytic, except
for a finite number of singularities, so that the residue theorem can be applied. Recall that
ζ(s) is analytic in the region σ > 1. The following two results allow one to conclude that
ζ ′(s) is also analytic for σ > 1. The first is merely stated, with a proof available in [1].
Theorem 2.4.1 Let f be analytic at z. Then f is infinitely differentiable at z.
Theorem 2.4.2 Let f be analytic on an open set S. Then f is infinitely differentiable on
S.
Proof. Choose any point z ∈ S. By Definition 2.3.5, f is analytic at z. Therefore, by
the previous result, f is infinitely differentiable at z. Since z was an arbitrary point in S, f
is infinitely differentiable on S.
Q.E.D.
Therefore, as ζ(s) is analytic on the region σ > 1, ζ ′(s) is differentiable on the region σ > 1.
In other words, ζ ′(s) is analytic on the region. Now as ζ(s) 6= 0 when σ > 1, G(s)Xs−1 is
analytic on the whole of the region σ > 1. However, working with the residue theorem in this
region proves difficult, so it is preferable to work in an extended domain where G(s)Xs−1 is
also analytic.
It is sometimes possible to obtain an analytic continuation of a function, defined as follows:
Definition 2.4.1 Suppose that f is an analytic function defined on an open subset U of
the complex plane C. If V is a larger open subset of C containing U , and F is an analytic
function defined on V such that
F (z) = f(z) for all z ∈ U,
then F is called an analytic continuation of f .
Thus, a function is extended beyond an analytic domain in such a way that the function is
also analytic in the extended domain. This section establishes an analytic continuation of
ζ(s) to the set D = {s ∈ C : σ > 0, s 6= 1}, so that, by Theorem 2.4.2, ζ ′(s) is analytic on
D. Thus G(s)Xs−1 is analytic on the half-plane σ > 0, except for an isolated singularity at
s = 1 and at the zeros of ζ(s).
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Theorem 2.4.3 The function ζ(s), analytic for σ > 1, admits an analytic continuation to
the set {s ∈ C : σ > 0, s 6= 1}, with s = 1 being a simple pole with residue 1.
A lemma is first outlined, and two results, used in the proof of Theorem 2.4.3, but whose
proofs would take us too far afield, are stated.
Lemma 2.4.4 For any function f ,
r∑
n=1
r∑
m=n
∫ m+1
m
f(x)dx =
r∑
m=1
m
∫ m+1
m
f(x)dx.
Proof. That the statement holds for r = 1 is trivial. We will proceed by induction. Assume
then that
k∑
n=1
k∑
m=n
∫ m+1
m
f(x)dx =
k∑
m=1
m
∫ m+1
m
f(x)dx.
Thus
k+1∑
n=1
k+1∑
m=n
∫ m+1
m
f(x)dx =
k+1∑
n=1
k∑
m=n
∫ m+1
m
f(x)dx+
k+1∑
n=1
∫ k+2
k+1
f(x)dx
=
k∑
n=1
k∑
m=n
∫ m+1
m
f(x)dx+ (k + 1)
∫ k+2
k+1
f(x)dx
=
k∑
m=1
m
∫ m+1
m
f(x)dx+ (k + 1)
∫ k+2
k+1
f(x)dx
=
k+1∑
m=1
m
∫ m+1
m
f(x)dx.
So by induction, the statement is proved true for all r ∈ N.
Q.E.D.
Theorem 2.4.5 Suppose that the path Γ is defined by w(t) = u(t)+iv(t), where u(t), v(t) ∈ R
for every t ∈ [0, 1]. Suppose further that u′(t) and v′(t) are continuous on [0, 1]. Let D be a
domain in C. For every s ∈ D, let
F (s) =
∫
Γ
f(s, w)dw,
where
1) f(s, w) is continuous for every s ∈ D and every w ∈ Γ;
and
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2) for every w ∈ Γ, the function f(s, w) is analytic in D.
Then, F (s) is analytic in D.
Theorem 2.4.6 If a series of analytic functions is uniformly convergent on a domain D,
then the series is analytic on D.
Theorem 2.4.5 can be readily verified. For the reader interested in a proof of Theorem 2.4.6,
see [7].
Proof of Theorem 2.4.3. Since ζ(s) diverges whenever 0 < σ ≤ 1, extending ζ(s) in
the natural way is not an analytic continuation. Therefore, for σ > 1, we seek to express
ζ(s) in a different manner, and prove that an analytic continuation is possible. The idea is
to obtain an expression for the partial sums of the zeta function, and then take limits. Begin
by noting that
∑
n≤X
n−s −
∑
n≤X
X−s =
∑
n≤X
(n−s −X−s) =
[X]∑
n=1
∫ X
n
sx−s−1dx
=
[X]−1∑
n=1
∫ X
n
sx−s−1dx+
∫ X
[X]
sx−s−1dx
=
[X]−1∑
n=1
∫ [X]
n
sx−s−1dx+
[X]−1∑
n=1
∫ X
[X]
sx−s−1dx
+
∫ X
[X]
sx−s−1dx
=
[X]−1∑
n=1
[X]−1∑
m=n
∫ m+1
m
sx−s−1dx+
[X]∑
n=1
∫ X
[X]
sx−s−1dx.
Given Lemma 2.4.4, it follows that
∑
n≤X
n−s −
∑
n≤X
X−s =
[X]−1∑
m=1
m
∫ m+1
m
sx−s−1dx+ [X]
∫ X
[X]
sx−s−1dx
=
[X]−1∑
m=1
∫ m+1
m
[x]sx−s−1dx+
∫ X
[X]
[x]sx−s−1dx
= s
∫ X
1
[x]x−s−1dx.
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Therefore, ∑
n≤X
n−s = [X]X−s + s
∫ X
1
[x]x−s−1 dx
= (X − {X})X−s + s
∫ X
1
x−s dx− s
∫ X
1
{x}x−s−1 dx
=
1
Xs−1
− {X}
Xs
+ s
(−x−s+1
s− 1
)∣∣∣∣X
1
− s
∫ X
1
{x}
xs+1
dx
=
1
Xs−1
− {X}
Xs
+
s
s− 1 −
s
(s− 1)Xs−1 − s
∫ X
1
{x}
xs+1
dx. (2.24)
Thus for σ > 1,
ζ(s) = lim
X−→∞
∑
n≤X
n−s =
s
s− 1 − s
∫ ∞
1
{x}
xs+1
dx. (2.25)
Next, define a function
g(s) =
{
s
s−1 − s
∫∞
1
{x}x−s−1dx if s 6= 1
0 otherwise
on the half-plane σ > 0, so that g(s) = ζ(s) for σ > 1. Assume, for the moment, that∫ ∞
1
{x}x−s−1dx (2.26)
is an analytic function for σ > 0. Then g is analytic on the half-plane σ > 0, except at s = 1.
Let
A(s) = s− s(s− 1)
∫ ∞
1
{x}x−s−1dx
and
B(s) = s− 1
so that
g(s) =
A(s)
B(s)
, s 6= 1.
Note that A and B are analytic at 1. Also, A(1) = 1 and B(1) = 0, while B′(1) = 1.
Therefore, g has a simple pole at s = 1, and
Res (g, 1) =
A(1)
B′(1)
= 1.
Hence, g is an analytic continuation of ζ to the half-plane σ > 0 omitting the point s = 1,
which is a simple pole with residue 1. Thus, it remains to prove (2.26). Note that we can
write ∫ ∞
1
{x}x−s−1dx =
∞∑
n=1
Fn(s),
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where for every n ∈ N,
Fn(s) =
∫ n+1
n
{x}x−s−1dx.
Therefore, by Theorem 2.4.6, if
1) for every n ∈ N, Fn(s) is analytic in C,
and
2) for every δ > 0, the series
∑∞
n=1 Fn(s) converges uniformly for σ > δ,
then the series
∑∞
n=1 Fn(s) is analytic for σ > δ. The series would then be analytic on the
half-plane σ > 0, since δ > 0 is arbitrary. Therefore, it remains to prove 1 and 2.
Proof of 1. Note that
Fn(s) =
∫ 1
0
{n+ t}(n+ t)−s−1dt
=
∫ 1
0
t(n+ t)−s−1dt
=
∫ 1
0
telog(n+t)
−s−1
dt
=
∫ 1
0
te−(s+1) log(n+t)dt.
Write f(s, w) = we−(s+1) log(n+w), and define Γ by w(t) = t for every t ∈ [0, 1]. Thus w(t) =
u(t) + iv(t), where u(t) = t, v(t) = 0. Hence, u′(t) and v′(t) are continuous on [0, 1]. By
definition, ∫
Γ
f(s, w)dw =
∫ 1
0
f(s, w(t))w′(t)dt
=
∫ 1
0
f(s, t)dt
= Fn(s).
Note that f(s, w) is continuous in C for every s ∈ C and every w ∈ Γ, and that for every
w ∈ Γ, f(s, w) is analytic in C. Thus by Theorem 2.4.5, Fn(s) is analytic in C for all n ∈ N.
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Proof of 2. Choose δ > 0. Then for σ > δ,
|Fn(s)| ≤
∫ n+1
n
|{x}x−s−1| dx
≤
∫ n+1
n
|x−s−1| dx
=
∫ n+1
n
x−σ−1dx
≤ n−σ−1
< n−δ−1.
Now choose  > 0. Since
∑∞
n=1 n
−δ−1 converges, it follows that there exists N ∈ N such that
for all m ≥ N , ∣∣∣∣∣
∞∑
n=m+1
Fn(s)
∣∣∣∣∣ ≤
∞∑
n=m+1
|Fn(s)| <
∞∑
n=m+1
n−δ−1 < 
for all σ > δ. Thus the series
∑∞
n=1 Fn(s) converges uniformly for σ > δ. This completes the
proof.
Q.E.D.
2.5 A bound for G(s), the zeros of ζ(s)
In the previous section, it was stated that if the residue theorem could be used to find an
alternative expression for
1
2pii
∫ c+iU
c−iU
G(s)Xs−1 ds
where c > 1, then bounds for G(s) and G(s)Xs−1 might be required. To establish if the
residue theorem can be used, recall also that G(s)Xs−1 was shown to be analytic on the
half-plane σ > 0, except for an isolated singularity at s = 1 and at the zeros of ζ(s). Clearly
then, the zeros are of interest, and the next two lemmas are about these zeros. The proof of
the first is omitted, as it would take us too far afield.
Definition 2.5.1 A zero of an analytic function f is said to be isolated if there exists a
deleted neighbourhood of f that contains no zeros.
Lemma 2.5.1 The zeros of any non-zero analytic function are isolated.
Lemma 2.5.2 Suppose that f is analytic on a bounded region D, and on its boundary B. If
f is not identically zero on D ∪B, then f has finitely many zeros in D.
Proof. Assuming the contrary, there is an infinite sequence of distinct points sk ∈ D
with f(sk) = 0. This sequence has a convergent subsequence {wk} with
lim
k−→∞
wk = w,
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where w ∈ D ∪ B. Since f(wk) = 0 and f is continuous, f(w) = 0. Clearly, w is a zero that
is not isolated, so by the last lemma, f is identically zero on D ∪B.
Q.E.D.
In light of all this, for any δ > 0, any bounded region in the region σ > δ contains only a
finite number of zeros of ζ(s). Clearly then, regions within bounded regions can be found
with no zeros of ζ(s), which is desirable, as we have made no attempt to locate these zeros,
much less find their residues. Therefore, in these regions, G(s)Xs−1 is analytic, except at
1, if it is in the region. Furthermore, as G(s)Xs−1 is analytic in the region σ > 1, regions
can be found containing the line segment [c − iU, c + iU ] and s = 1 for which G(s)Xs−1 is
analytic, except at 1. Hence, the residue theorem may be used, and bounds for G(s) and
G(s)Xs−1 may indeed prove useful. Clearly, bounds for 1/(s(s + 1)), 1/ζ(s) and ζ ′(s) will
provide a bound for G(s).
It was also stated in the previous section that it is desirable to work outside of the re-
gion σ > 1, and in doing so, at least some segment of the line σ = 1 must be within the
region we choose to work in. For this proof of the prime number theorem, the segment length
is arbitrarily large, requiring that ζ(s) is examined along the line σ = 1. In this section, it
is shown that ζ(s) has no zeros on the line σ = 1, allowing for the possibility of a bound on
1/ζ(s) in the region σ ≥ 1. First, bounds are obtained for ζ(s) and ζ ′(s), where a variant of
Cauchy’s integral formula, known as the generalised Cauchy integral formula, is relied upon.
This result is stated without proof.
Theorem 2.5.3 (The generalised Cauchy integral formula) Suppose that f is analytic
in a simply connected domain D and that γ is a regular closed curve contained in D. Then
for each z inside γ and k = 0, 1, 2, ...,
f (k)(z) =
k!
2pii
∫
γ
f(w)
(w − z)k+1 dw.
(Indeed, the case k = 0, with D a disc and γ a circle within D with the same centre, is
precisely Cauchy’s integral formula.)
Theorem 2.5.4 If σ ≥ 1 and t ≥ 2, then
1) ζ(s) = O(log t);
and
2) ζ ′(s) = O(log2 t).
3) Suppose further that 0 < δ < 1. If σ ≥ δ and t ≥ 1, then ζ(s) = Oδ(t1−δ).
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Notation: In 3, by Oδ(t
1−δ) we mean that |ζ(s)| ≤ Ct1−δ where C depends on δ.
Proof. If σ > 0, t ≥ 1 and X ≥ 1, then by (2.24) and (2.25),
ζ(s)−
∑
n≤X
1
ns
=
{X}
Xs
− 1
Xs−1
+
s
(s− 1)Xs−1 − s
∫ ∞
X
{x}
xs+1
dx
=
{X}
Xs
+
1
(s− 1)Xs−1 − s
∫ ∞
X
{x}
xs+1
dx. (2.27)
Note that X ≥ 1 so the sum is not empty. It follows that
|ζ(s)| ≤
∣∣∣∣∣∑
n≤X
1
ns
∣∣∣∣∣+
∣∣∣∣{X}Xs
∣∣∣∣+ ∣∣∣∣ 1(s− 1)Xs−1
∣∣∣∣+ ∣∣∣∣s ∫ ∞
X
{x}
xs+1
dx
∣∣∣∣ . (2.28)
Next, note that ∣∣∣∣∣∑
n≤X
1
ns
∣∣∣∣∣ ≤∑
n≤X
∣∣∣∣ 1ns
∣∣∣∣ = ∑
n≤X
1
nσ
.
Also ∣∣∣∣{X}Xs
∣∣∣∣ ≤ ∣∣∣∣ 1Xs
∣∣∣∣ = 1Xσ ,∣∣∣∣ 1(s− 1)Xs−1
∣∣∣∣ = 1| s− 1| 1|Xs−1| ≤ 1tXσ−1
and ∣∣∣∣s ∫ ∞
X
{x}
xs+1
dx
∣∣∣∣ ≤ |s|∫ ∞
X
∣∣∣∣ {x}xs+1
∣∣∣∣ dx
≤
√
σ2 + t2
∫ ∞
X
1
xσ+1
dx
≤ (σ + t) 1
Xσσ
=
(
1 +
t
σ
)
1
Xσ
.
Hence, it follows from (2.28) that
|ζ(s)| ≤
∑
n≤X
1
nσ
+
1
tXσ−1
+
(
2 +
t
σ
)
1
Xσ
. (2.29)
If σ ≥ 1, then
|ζ(s)| ≤
∑
n≤X
1
n
+ 1 +
2 + t
X
.
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Now ∑
n≤X
1
n
≤ logX + 1,
a proof of which is outlined in Chapter 3, Proposition 3.5.1. Hence
|ζ(s)| ≤ (logX + 1) + 3 + t
X
.
This inequality holds for all X ≥ 1. Therefore, choosing X = t, it follows that
|ζ(s)| ≤ log t+ 5,
proving the first statement. On the other hand, supposing that 0 < δ < 1, if σ ≥ δ, t ≥ 1
and X ≥ 1, it follows from (2.29) that
|ζ(s)| ≤
∑
n≤X
1
nδ
+
1
Xδ−1
+
(
2 +
t
δ
)
1
Xδ
.
Now, ∑
n≤X
1
nδ
=
[X]−1∑
n=0
1
(n+ 1)δ
≤
[X]−1∑
n=0
∫ n+1
n
dx
xδ
≤
∫ X
0
dx
xδ
=
X1−δ
1− δ
and as t > δ, it follows that 2 + t/δ < 3t/δ. Therefore,
|ζ(s)| ≤ X
1−δ
1− δ +X
1−δ +
3t
δXδ
,
and again choosing X = t, it follows that
|ζ(s)| ≤ t1−δ
(
1
1− δ + 1 +
3
δ
)
, (2.30)
proving the third statement.
To deduce the second statement, one could differentiate each term in (2.27) and proceed.
However, this proves difficult. Instead, the idea is to choose an arbitrary point s0 = σ0 + it0,
where σ0 ≥ 1 and t0 ≥ 2, and use Theorem 2.5.3 to equate ζ ′(s0) to an integral involving
ζ(s). The path of integration is the circle C centred at s0 with radius ρ < 1/2. To begin, as
ζ(s) is analytic within the circle C, it follows from Theorem 2.5.3 that
|ζ ′(s0)| =
∣∣∣∣ 12pii
∫
C
ζ(s)
(s− s0)2 ds
∣∣∣∣ = 12pi
∣∣∣∣∫
C
ζ(s)
(s− s0)2 ds
∣∣∣∣ .
Clearly, if M = sups∈C |ζ(s)| exists, then∣∣∣∣ ζ(s)(s− s0)2
∣∣∣∣ ≤ Mρ2
46
and, as the length of C = 2piρ, it follows by the M-L formula that
|ζ ′(s0)| ≤ M
ρ
. (2.31)
We next show that M exists and find a bound. Note first that 0 < 1− ρ < 1. Next, for every
s ∈ C, we have σ ≥ σ0 − ρ ≥ 1 − ρ and t > t0 − ρ > 1. Also note that t ≤ t0 + 1/2 < 2t0.
Substituting 1− ρ for δ in (2.30), it follows for every s ∈ C that
|ζ(s)| ≤ tρ
(
1
ρ
+ 1 +
3
1− ρ
)
≤ 2ρtρ0
(
1
ρ
+
1
ρ
+
3
ρ
)
≤ 2tρ0
(
5
ρ
)
=
10tρ0
ρ
.
Therefore, M ≤ 10tρ0/ρ. By (2.31), it follows that
|ζ ′(s0)| ≤ 10t
ρ
0
ρ2
.
Let ρ = (log t0 + 2)
−1, so that ρ < 1/2 and ρ < 1/ log t0. Then t
ρ
0 = e
ρ log t0 < e, hence
|ζ ′(s0)| ≤ 10e(log t0 + 2)2.
The second statement now follows.
Q.E.D.
The following proof must count as the most skillful encountered to date, and, in this author’s
opinion, surpasses the final argument for the proof of the prime number theorem. There seems
little motive for much of what is done, but in the end, very different ideas are beautifully
woven together.
Theorem 2.5.5 The function ζ(s) has no zeros on the line σ = 1. Furthermore, as t −→∞,
we have, for σ ≥ 1, that
1
ζ(s)
= O((log t)7).
Proof. Begin by noting that
3 + 4 cos θ + cos 2θ = 3 + 4 cos θ + cos2 θ − sin2 θ
= 3 + 4 cos θ − 1 + 2 cos2 θ
= 2(1 + 2 cos θ + cos2 θ)
= 2(1 + cos θ)2
≥ 0. (2.32)
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Second, for σ > 1, and where the log of a complex number is taken to be the principal value,
one might suspect that since
log ζ(s) = log
(∏
p
(1− p−s)−1
)
,
it would follow that
log ζ(s) =
∑
p
log (1− p−s)−1. (2.33)
Indeed, this is the case. To see why, it can be easily verified that for a complex sequence
{an} and some m ∈ Z, and where p[N ] denotes the set of the first N primes,
log
 ∏
p∈P [N ]
ap
 = ∑
p∈P [N ]
log ap + (2pii)m.
for all N ∈ N. Now assume that
lim
N−→∞
 ∏
p∈P [N ]
ap
 = L,
for some L ∈ C. Then
lim
N−→∞
log
 ∏
p∈P [N ]
ap
 = logL = log
 lim
N−→∞
 ∏
p∈P [N ]
ap
 ,
or equivalently,
lim
N−→∞
 ∑
p∈P [N ]
log ap + (2pii)m
 = log(∏
p
ap
)
.
In other words, ∑
p
log ap + (2pii)m = log
(∏
p
ap
)
.
Letting ap = (1 − p−s)−1, and considering the case s = 2, where m equals zero, (2.33) is
proved to be true.
We next consider the terms log(1− p−s)−1. Using the substitution x = p−s, note that
log (1− x)−1 =
∫
1
1− xdx+ C1 =
∫ ∞∑
m=0
xmdx+ C1 =
∞∑
m=0
xm+1
m+ 1
+ C2 =
∞∑
m=1
xm
m
+ C2,
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where C1 and C2 are constants of integration. Considering the case s = 2 and any prime p,
it follows that C2 = 0. The last equality can therefore be written as
log (1− p−s)−1 =
∞∑
m=1
(p−s)m
m
. (2.34)
for any s such that σ > 1 and any prime p. Hence, given (2.33),
log ζ(s) =
∑
p
∞∑
m=1
(pm)−s
m
.
By letting log(a + bi) = c + di, it is easily verifiable that log |a + bi| = Re(log(a + bi)). By
this result,
log |ζ(σ + it)| = Re(log ζ(σ + it)) = Re
(∑
p
∞∑
m=1
(pm)−σ−it
m
)
.
Now ∑
p
∞∑
m=1
(pm)−σ−it
m
=
∑
p
n=pm
n−σ−it
m
.
Thus, if
cn =
{
1
m
if n = pm, p prime, m ∈ N
0 otherwise,
we have ∑
p
∞∑
m=1
(pm)−σ−it
m
=
∞∑
n=2
cnn
−σ−it.
Therefore,
log |ζ(σ + it)| = Re
( ∞∑
n=2
cnn
−σ−it
)
=
∞∑
n=2
Re
(
cnn
−σn−it
)
=
∞∑
n=2
cnn
−σRe(n−it)
=
∞∑
n=2
cnn
−σ cos(t log n). (2.35)
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Combining (2.32) and (2.35), it follows that
log |ζ3(σ)ζ4(σ + it)ζ(σ + 2it)| = 3 log |ζ(σ)|+ 4 log |ζ(σ + it)|+ log |ζ(σ + 2it)|
= 3
∞∑
n=2
cnn
−σ cos 0 + 4
∞∑
n=2
cnn
−σ cos(t log n)
+
∞∑
n=2
cnn
−σ cos(2t log n)
=
∞∑
n=2
cnn
−σ(3 + 4 cos(t log n) + cos(2t log n))
≥ 0.
It follows that |ζ3(σ)ζ4(σ + it)ζ(σ + 2it)| ≥ 1, hence for σ > 1,
|(σ − 1)ζ(σ)|3
∣∣∣∣ζ(σ + it)σ − 1
∣∣∣∣4 |ζ(σ + 2it)| ≥ 1σ − 1 . (2.36)
Assume that s = 1+ it is a zero of ζ(s), i.e. assume that ζ(1+ it) = 0. Since ζ(s) is undefined
at s = 1, clearly t 6= 0. As ζ(s) is analytic elsewhere on the half-plane σ > 0, ζ(s) is analytic
at the points s = 1 + it and s = 1 + 2it. Thus, as analyticity at a point implies continuity,
lim
σ−→1+
ζ(σ + 2it) = ζ(1 + 2it). (2.37)
Also, by the analyticity of ζ(s) at 1 + it,
lim
h−→0
h∈C
ζ(1 + it+ h)− ζ(1 + it)
h
exists. Since ζ(1 + it) = 0, it follows that
lim
h−→0+
ζ(1 + it+ h)
h
exists. In other words,
lim
σ−→1+
ζ(σ + it)
σ − 1 (2.38)
exists. Furthermore, ζ(s) has a simple pole at s = 1 with residue C−1 = 1. Therefore,
recalling (2.22),
lim
σ−→1+
(σ − 1)ζ(σ) = C−1 = 1. (2.39)
By (2.37), (2.38) and (2.39), the left hand side of (2.36) must converge to a finite limit as
σ −→ 1+, meaning that the right hand side must also converge as σ −→ 1+, which is not
the case. Hence, s = 1 + it cannot be a zero of ζ(s).
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To prove the second assertion, recall from Theorem 2.2.7 that for σ > 1,∣∣∣∣ 1ζ(s)
∣∣∣∣ ≤ ζ(σ)ζ(2σ) .
Thus as ζ(2σ) > 1, it follows that for σ ≥ 2,∣∣∣∣ 1ζ(s)
∣∣∣∣ < ζ(σ) ≤ ζ(2),
and as ζ(2) is a constant, it will now be assumed, without loss of generality, that 1 ≤ σ < 2.
First suppose that 1 < σ < 2 and t ≥ 2. It follows from (2.36) that
(σ − 1)3 ≤ |(σ − 1)ζ(σ)|3|ζ(σ + it)|4|ζ(σ + 2it)|.
Recall that limσ−→1+(σ− 1)ζ(σ) = 1 and note that when σ = 2, we have (σ− 1)ζ(σ) = ζ(2).
This being the case, as (σ − 1)ζ(σ) is continuous, (σ − 1)ζ(σ) is bounded by a constant.
Together with Theorem 2.5.4 (1), it follows that
(σ − 1)3 ≤ A1|ζ(σ + it)|4 log 2t ≤ A1|ζ(σ + it)|42 log t
for some positive constant A1. It easily follows that
|ζ(σ + it)| ≥ (σ − 1)
3/4
A2(log t)1/4
, (2.40)
where A2 is a positive constant. Clearly, (2.40) is also true when σ = 1.
Next, suppose that 1 < η < 2. If 1 ≤ σ ≤ η and t ≥ 2, then it follows from Theorem
2.5.4 (2) that
|ζ(σ + it)− ζ(η + it)| =
∣∣∣∣∫ η
σ
ζ ′(x+ it)dx
∣∣∣∣
≤
∫ η
σ
|ζ ′(x+ it)| dx
≤
∫ η
σ
A3 log
2 t dx
= A3(η − σ) log2 t
≤ A3(η − 1) log2 t,
where A3 is a positive constant. Combining this with (2.40), it follows that
|ζ(σ + it)| ≥ |ζ(η + it)| − A3(η − 1) log2 t ≥ (η − 1)
3/4
A2(log t)1/4
− A3(η − 1) log2 t. (2.41)
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On the other hand, if η ≤ σ ≤ 2 and t ≥ 2, then
(σ − 1)3/4
A2(log t)1/4
≥ (η − 1)
3/4
A2(log t)1/4
,
and in view of (2.40), (2.41) must also hold. Therefore, (2.41) holds if 1 ≤ σ ≤ 2, t ≥ 2.
Choose η < 2 so that
(η − 1)3/4
A2(log t)1/4
= 2A3(η − 1) log2 t,
in other words, choose
η = 1 + (2A2A3)
−4(log t)−9,
where (2A2A3)
−4(log t)−9 < 1. This is true for all sufficiently large t, say t > t0 ≥ 2. Thus
for 1 ≤ σ ≤ 2 and t ≥ t0,
|ζ(σ + it)| ≥ A3(η − 1) log2 t = A4(log t)−7,
where A4 is a positive constant. The result follows.
Q.E.D.
We are now in a position to obtain a bound for
G(s) =
1
s(s+ 1)
ζ ′(s)
1
ζ(s)
.
Begin by noting that
1
s(s+ 1)
= O(t−2).
Also, by Theorem 2.5.4 (2), ζ ′(s) = O(log2 t) for σ ≥ 1 and t > t0, since t0 ≥ 2. Next, by
Theorem 2.5.5,
1
ζ(s)
= O((log t)7),
for σ ≥ 1 and t > t0. Thus
G(s) = O(t−2(log t)2(log t)7)
= O(t−2(log t)9)
for σ ≥ 1 and t > t0. Since (log t)9 = O(t1/2) for sufficiently large t, it follows that
G(s) = O(t−3/2).
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2.6 Completion of the analytic proof
As proved in section 2.1, to prove the prime number theorem, it suffices to prove Theorem
2.1.3, namely that
ψ1(X) ∼ 1
2
X2 as X −→∞.
It was later shown that the statement
1
2pii
∫ c+i∞
c−i∞
G(s)Xs−1 ds ∼ 1
2
as X −→∞
implied Theorem 2.1.3 for any c > 1, and Cauchy’s residue theorem was mentioned as a
possible way to investigate the expression on the left via an alternative expression of the
term
1
2pii
∫ c+iU
c−iU
G(s)Xs−1ds
for U ∈ R. Regions containing the line segment [c− iU, c+ iU ] and s = 1 were proved to exist
where G(s)Xs−1 is analytic, except at 1. In the last section it was proved that the line σ = 1
has no zeros, so in fact, regions containing [c− iU, c+ iU ], s = 1, and a segment of σ = 1 exist
where G(s)Xs−1 is analytic, except at 1. To prove Theorem 2.1.3, the idea is to take such
a region and apply the residue theorem to G(s)Xs−1 and a simple closed curve within that
region, where the curve includes the line segment [c− iU, c+ iU ]. A curve composed of line
segments, and more specifically, vertical and horizontal line segments, is easiest to work with.
Proof of Theorem 2.1.3.
First, let  > 0 be given, and consider a simple closed curve γ, with direction such that
the bounded region lies to the left of γ, made up of the straight line segments
L1 = [c− iU, 1− iU ],
L2 = [1− iU, 1− iT ],
L3 = [1− iT, α− iT ],
L4 = [α− iT, α + iT ],
L5 = [α + iT, 1 + iT ],
L6 = [1 + iT, 1 + iU ],
L7 = [1 + iU, c+ iU ],
L8 = [c+ iU, c− iU ],
where T = T () > t0, α = α(T ) = α() ∈ (1/2, 1), U and β = β(U) ∈ (0, 1) satisfy the
following conditions:
1)
∫∞
T
|G(1 + it)|dt < ;
2) the set A = (2α− 1, 1]× (−2T, 2T ) contains no zeros of ζ(s);
53
3) U > T ;
4) the set B = (β, 1]× (−2U, 2U) contains no zeros of ζ(s).
The following diagram demonstrates this setup.
-
6
s s = 1
singularity
 
 	
c + iU
c - iU
s
s
6
σ = 1
βαss2α-1 s c
T
U
2T
2U
-2U
-2T
-U
-T
L1
L7
L3
L4
L5
L6
L2
L8
Some nuances of the setup are best discussed after the proof. The first and third condi-
tions allow us to estimate integrals along the line σ = 1. To see that such a T exists, recall
that G(s) = O(t−3/2) for all t > t0. In other words, there exists R ∈ R such that for all t > t0,
|G(s)| < Rt−3/2.
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Therefore, it suffices to show that there exists T > t0 such that
∫∞
T
t−3/2dt < , which is a
straightforward exercise. The second condition is possible since ζ(s) has no zeros on the line
σ > 1, and α can be chosen so that the bounded region (α/2, 1)×(−2T, 2T ) contains no zeros
of ζ(s). The fourth condition is possible in the same way. It follows that G(s)Xs−1 is analytic
on the union of A,B and the region σ > 1, except for an isolated singularity at s = 1. This
union, call it D, is a simply connected region, and D contains γ, with the singularity s = 1
within the region bounded by γ. Therefore, by Cauchy’s residue theorem,
1
2pii
∫ c+iU
c−iU
G(s)Xs−1ds =
7∑
j=1
1
2pii
∫
Lj
G(s)Xs−1ds+Res(G(s)Xs−1, 1).
To calculate the residue, note that by Theorem 2.4.3, ζ(s) has a simple pole at s = 1 with
residue 1. Therefore,
ζ(s) =
A(s)
B(s)
, s 6= 1,
where A and B are analytic, A(1) 6= 0, B(1) = 0 and B′(1) 6= 0. Thus for X > 1,
G(s)Xs−1 = − 1
s(s+ 1)
ζ ′(s)
ζ(s)
Xs−1 =
(B′(s)A(s)− A′(s)B(s))Xs−1
(s2 + s)B(s)A(s)
, s 6= 1.
Letting C(s) = (B′(s)A(s)− A′(s)B(s))Xs−1 and D(s) = (s2 + s)B(s)A(s), it follows that
G(s)Xs−1 =
C(s)
D(s)
, s 6= 1,
where clearly, C and D are analytic, and it is easy to show that C(1) = B′(1)A(1) 6=
0, D(1) = 0 and D′(1) = 2B′(1)A(1) 6= 0. Therefore, G(s)Xs−1 has a simple pole at s = 1
with
Res(G(s)Xs−1, 1) =
C(1)
D′(1)
= 1/2.
It follows that, for every X > 1,∣∣∣∣ 12pii
∫ c+iU
c−iU
G(s)Xs−1ds− 1
2
∣∣∣∣ ≤ 7∑
j=1
∣∣∣∣∣ 12pii
∫
Lj
G(s)Xs−1ds
∣∣∣∣∣ . (2.42)
Notice the symmetry of the curve about the real axis. Choose any simple closed curve in D
that includes both L1 and L7 in its composition, and for which s = 1 lies outside the simply
connected region D′ bounded by the curve. Then, G(s)Xs−1 is analytic in D′. A relevant
theorem is stated, the proof of which can be found in [1].
Theorem 2.6.1 If a function f is analytic in a simply connected region D, there exists a
function F , analytic in D such that F ′ = f .
Thus there exists a function F , analytic in D′ such that F ′(s) = G(s)Xs−1. Since L1 and L7
are smooth curves, a generalisation of the Fundamental Theorem of Calculus applies. The
result is merely stated here, with a proof to be found in [1].
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Proposition 2.6.2 If C is a smooth curve with initial point α and terminal point β, and F
is an analytic function on C such that F ′ = f , then
∫
C
f(z)dz = F (β)− F (α).
It follows that ∣∣∣∣∫
L1
G(s)Xs−1ds
∣∣∣∣ = ∣∣∣∣∫ 1−iU
c−iU
F ′(s)ds
∣∣∣∣
= |F (1− iU)− F (c− iU)|.
Note that since F is an analytic function, F (s) = F (s). Hence∣∣∣∣∫
L1
G(s)Xs−1ds
∣∣∣∣ = |F (1 + iU)− F (c+ iU)|
= |F (1 + iU)− F (c+ iU)|
= |F (1 + iU)− F (c+ iU)|
= |F (1 + iU)− F (c+ iU)|
=
∣∣∣∣∫
L7
G(s)Xs−1ds
∣∣∣∣ .
Likewise, ∣∣∣∣∫
L2
G(s)Xs−1ds
∣∣∣∣ = ∣∣∣∣∫
L6
G(s)Xs−1ds
∣∣∣∣
and ∣∣∣∣∫
L3
G(s)Xs−1ds
∣∣∣∣ = ∣∣∣∣∫
L5
G(s)Xs−1ds
∣∣∣∣ .
Therefore, ∣∣∣∣∫
L2
G(s)Xs−1ds
∣∣∣∣ = ∣∣∣∣∫
L6
G(s)Xs−1ds
∣∣∣∣
=
∣∣∣∣∫ 1+iU
1+iT
G(s)Xs−1ds
∣∣∣∣
=
∣∣∣∣∫ U
T
G(1 + it)X itdt
∣∣∣∣
≤
∫ U
T
|G(1 + it)|dt
< . (2.43)
On the other hand, ∣∣∣∣∫
L3
G(s)Xs−1ds
∣∣∣∣ = ∣∣∣∣∫
L5
G(s)Xs−1ds
∣∣∣∣
≤
∫ 1+iT
α+iT
|G(s)||Xs−1|ds.
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But as G is analytic on L3 ∪ L4 ∪ L5,
sup
L3∪L4∪L5
|G(s)|
is defined. Call this supremum M . Thus,∣∣∣∣∫
L3
G(s)Xs−1ds
∣∣∣∣ = ∣∣∣∣∫
L5
G(s)Xs−1ds
∣∣∣∣
≤ M
∫ 1
α
|Xσ+iT−1|dσ
= M
∫ 1
α
|Xσ−1|dσ
≤ M
logX
, (2.44)
the last inequality being a trivial matter once it is recalled that X > 0. Also,∣∣∣∣∫
L4
G(s)Xs−1ds
∣∣∣∣ = ∣∣∣∣∫ α+iT
α−iT
G(s)Xs−1ds
∣∣∣∣
≤
∫ α+iT
α−iT
|G(s)||Xs−1|ds
≤ M
∫ T
−T
|Xα+it−1|dt
= M
∫ T
−T
Xα−1dt
= 2MTXα−1. (2.45)
Furthermore, since U > t0,∣∣∣∣∫
L1
G(s)Xs−1ds
∣∣∣∣ = ∣∣∣∣∫
L7
G(s)Xs−1ds
∣∣∣∣ (2.46)
≤
∫ c+iU
1+iU
|G(s)||Xs−1|ds
≤ RU−3/2
∫ c
1
|Xσ−iU−1|dσ
= RU−3/2
∫ c
1
Xσ−1dσ
≤ RU−3/2 X
c−1
logX
. (2.47)
Combining the results (2.42) through to (2.47), it follows that∣∣∣∣ 12pii
∫ c+iU
c−iU
G(s)Xs−1ds− 1
2
∣∣∣∣ ≤ 12pi
(
2+
2M
logX
+
2TM
X1−α
+ 2RU−3/2
Xc−1
logX
)
.
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Note that
lim
U−→∞
(
1
2pii
∫ c+iU
c−iU
G(s)Xs−1ds− 1
2
)
=
ψ1(X)
X2
− 1
2
.
Using the fact that if limU−→∞ f(U) = L, then limU−→∞ |f(U)| = |L|, it follows that∣∣∣∣ψ1(X)X2 − 12
∣∣∣∣ = limU−→∞
∣∣∣∣ 12pii
∫ c+iU
c−iU
G(s)Xs−1ds− 1
2
∣∣∣∣ ≤ pi + Mpi logX + TMpiX1−α . (2.48)
It is clear then that for sufficiently large X, we have∣∣∣∣ψ1(X)X2 − 12
∣∣∣∣ ≤ .
Finally, since  > 0 is arbitrary, and the left hand side is independent of , it follows that
lim
X−→∞
ψ1(X)
X2
= 1/2,
thus completing the proof of Theorem 2.1.3.
Q.E.D.
As mentioned at the start of the section, this also proves the prime number theorem.
Remark Regarding the setup: while it gives a suitable closed curve within a region for
which G(s)Xs−1 is analytic except at s = 1, there are other such setups that would do the
same. Perhaps the most basic one is to discard A and “push” L4 far enough to the right so
that γ lies in the union of B and the region σ > 1, with s = 1 still bounded by γ. However,
the desired result would not follow, for taking limits as U tends to infinity means that B
may also change (become narrower), thus L4 would have to be pushed further to the right.
But then α tends to 1, and it is clear that we cannot have (2.48) for fixed α ∈ (1/2, 1). Note
however, that such a setup is viable if the Riemann hypothesis, which states that all the
zeros of ζ(s) lie on the line σ = 1/2, is true.
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Chapter 3
An “elementary” proof of the prime
number theorem
3.1 Introduction to the elementary proof
The title of this chapter suggests an “elementary” proof of the prime number theorem exists.
The word is used here in the sense that the proof to be outlined does not use any complex
analysis, but instead uses number-theoretic ideas and some real analysis. Note that real
analysis must play some part due to fact that the prime number theorem is a statement
about limits. In the usual sense, the proof is far from elementary, quite the opposite in fact,
and unlike the analytic proof of Chapter 2, the motivations for doing things are far less clear.
The first elementary proofs of the prime number theorem were published independently by
Paul Erdo˝s and Atle Selberg in 1949, although in actual fact, they were in collaboration until
a dispute arose. For an interesting account of the history of the elementary proof, including
this dispute, see [8]. Erdo˝s’ and Selberg’s proofs are outlined in [6] and [15] respectively. The
proof outlined here follows a method set out by Norman Levinson in 1969 [12], as outlined
with minor simplifications by G.J.O. Jameson in [11].
There is some common ground between the elementary and the previous analytic proof,
namely a portion of the analytic proof that did not require complex analysis. To specify,
it was proved by “elementary” means that it is sufficient to show that ψ(x)/x −→ 1 as
x −→∞, where Chebyshev’s ψ function was defined as follows:
Definition 3.1.1 Define ψ : R+ −→ R+ by
ψ(x) =
∑
n≤x
Λ(n) =
∑
p,n
pn≤x
log p
where p denotes a prime and n ∈ N.
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In this chapter, we prove this sufficient condition without resorting to complex analysis.
Before a proof is given, some investigation of ψ is undertaken. Begin by recalling from
Chapter 1 Chebyshev’s θ function, defined as follows:
Definition 3.1.2 Define the function θ : R+ −→ R+ by
θ(x) =
∑
p≤x
log p
where the sum is over all primes p less than or equal to x.
The ψ function was introduced by Chebyshev as a function “close” to θ, “close” meaning
that the two functions differ only in the relatively rare “prime power” terms, so anything
said about θ is likely to have implications for ψ. In particular, an upper bound for θ should
help to obtain an upper bound for ψ. In the next section of this chapter, upper estimates of
both θ and ψ are obtained.
3.2 Chebyshev’s upper estimates for θ(x) and ψ(x).
Before obtaining an upper estimate of θ(x), two results from elementary number theory are
stated.
Lemma 3.2.1 If p is prime and p|ab, then p|a or p|b.
Lemma 3.2.2 If p1|a and p2|a and gcd(p1, p2) = 1, then p1p2|a.
Theorem 3.2.3 For all x ≥ 1, we have θ(x) ≤ (log 4)x.
Proof. If the result holds for the integers n, then for x ≥ 1, n ≤ x < n + 1 for some
n. We have θ(x) = θ(n) ≤ (log 4)n ≤ (log 4)x. Therefore, it is sufficient to prove the
result for integers n. It is clear that the result is true for n = 1, n = 2. Suppose for induc-
tion that θ(m) ≤ m log 4 for all m ≤ 2n, for some n ≥ 1. In particular, we assume that
θ(n+ 1) ≤ (n+ 1) log 4. Let pk+1, . . . , pr denote the primes p such that n+ 2 ≤ p ≤ 2n+ 1.
Clearly,
θ(2n+ 1) = θ(n+ 1) +
r∑
j=k+1
log pj ≤ (n+ 1) log 4 + log
(
r∏
j=k+1
pj
)
.
The result can thus be proved form = 2n+1 if it can be shown that log
(∏r
j=k+1 pj
)
≤ n log 4,
or equivalently, if it can be shown that
∏r
j=k+1 pj ≤ 4n = 22n. Motivated by the fact that the
primes pk+1, . . . , pr are between n+ 2 and 2n+ 1, observe that(
2n+ 1
n
)
+
(
2n+ 1
n+ 1
)
≤ (1 + 1)2n+1.
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Let
N =
(
2n+ 1
n
)
=
(2n+ 1)(2n) . . . (n+ 2)
n!
.
Since
(
2n+1
n
)
=
(
2n+1
n+1
)
, it follows that
N ≤ 22n.
Hence, it is sufficient to show that
r∏
j=k+1
pj ≤ N.
By Lemma 3.2.1, the primes pk+1, . . . pr do not divide n!. However they do divide (2n +
1)(2n) . . . (n + 2) = n!N. By Lemma 3.2.1 again, they therefore divide N . As they are all
distinct primes, their product
∏r
j=k+1 pj divides N , and so is not greater than N , which
establishes the result for m = 2n+1. To complete the proof, note that θ(2n+2) = θ(2n+1),
as 2n + 2 is not prime. Hence θ(2n + 2) ≤ (2n + 1) log 4 ≤ (2n + 2) log 4, thus completing
the inductive step.
Q.E.D.
As noted at the beginning of the chapter, the definitions of ψ and θ are quite similar. In
fact, ψ can be nicely expressed in terms of θ, as the following proposition demonstrates.
Proposition 3.2.4 Choose x ≥ 2. Let m be the largest integer such that 2m ≤ x. Then
ψ(x) =
∑
n≤m
θ(x1/n).
Proof.
ψ(x) =
∑
n∈N
∑
p∈P
pn≤x
log p =
∑
n∈N
∑
p≤x1/n
log p =
∑
n∈N
θ(x1/n).
Choose r ≥ 1. Then 2m+r > x, or in other words, 2 > x1/(m+r). It follows that θ(x1/(m+r)) =
θ(1) = 0. The result clearly follows.
Q.E.D.
Of course, given the upper estimate for θ(x), this last identity immediately provides an upper
estimate for ψ(x). However, it is an awkward one, and therefore, it is more practical to see
just how “close” θ(x) and ψ(x) are, that is, obtain a bound for ψ(x)−θ(x). This will then be
used in conjunction with Chebyshev’s upper estimate for θ(x) to provide an upper estimate
for ψ(x).
Proposition 3.2.5 For all x > 1, we have ψ(x)− θ(x) ≤ 6x1/2. Also, given  > 0, we have
ψ(x)− θ(x) ≤ (log 4 + )x1/2 for sufficiently large x.
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Proof. Whenever 1 < x < 2, we have ψ(x) = θ(x), thus both inequalities hold. Whenever
x ≥ 2, by Proposition 3.2.4,
ψ(x)− θ(x) =
∑
2≤n≤m
θ(x1/n),
where m is the largest integer such that 2m ≤ x. It follows that
ψ(x)− θ(x) ≤ θ(x1/2) +mθ(x1/3),
where m ≤ (log x/ log 2). Therefore, by Chebyshev’s upper estimate for θ,
ψ(x)− θ(x) ≤ x1/2 log 4 + log x
log 2
x1/3 log 4 = x1/2 log 4 + 2x1/3 log x. (3.1)
Clearly, the second term is not greater than x1/2 once x is sufficiently large, thus for suffi-
ciently large x,
ψ(x)− θ(x) ≤ x1/2 log 4 + x1/2 = x1/2(log 4 + ).
This proves the second assertion. Also, one finds by differentiation that for positive α, the
greatest value of log x/xα is 1/(αe). Hence
x1/3 log x = x1/2
log x
x1/6
≤ 6e−1x1/2.
It follows from (3.1) that
ψ(x)− θ(x) ≤ x1/2 log 4 + 12e−1x1/2 = (log 4 + 12e−1)x1/2 < 6x1/2.
Q.E.D.
Given the proposition, Chebyshev’s upper estimate for ψ(x) follows with relatively little
trouble.
Theorem 3.2.6 (Chebyshev’s upper estimate for ψ(x)) For all x > 1, we have ψ(x) <
2x. Also, given  > 0, ψ(x) ≤ (log 4 + )x for sufficiently large x.
Proof. By Proposition 3.2.5, for all x > 1,
ψ(x)
x
≤ θ(x)
x
+
6
x1/2
≤ log 4 + 6
x1/2
.
Clearly, ψ(x)/x ≤ log 4+ once x is sufficiently large. This proves the second assertion. Note
that log 4 < 1.4 and for x ≥ 100, we have log 4 + 6/x1/2 < 2. Thus for x ≥ 100, it follows
that ψ(x) < 2x. For numbers below 100, first write
ψ(x)
x
=
θ(x)
x
+
1
x
(ψ(x)− θ(x)) < 1.4 + 1
x
(ψ(x)− θ(x)).
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Focusing on the last term, from Proposition 3.2.4, ψ(x) − θ(x) is increasing, and applying
Proposition 3.2.4,
ψ(100)− θ(100) = θ(10) + θ(4) + θ(3) + θ(2) + θ(2)
= log 7 + log 5 + 3 log 3 + 5 log 2
< 10.4.
Therefore, ψ(x) − θ(x) < 10.4 for all x ≤ 100 and it follows that 1
x
(ψ(x) − θ(x)) < 0.6 for
17 ≤ x ≤ 100. Hence, ψ(x)/x ≤ 2 for all x ≥ 17. Finally, one checks easily that ψ(n) < 2n
for each integer n ≤ 16. Then if n ≤ x < n+ 1, we have ψ(x) = ψ(n) < 2n ≤ 2x.
Q.E.D.
3.3 A sufficient condition
Chebyshev’s upper estimate for ψ(x) is clearly very far from the stated objective of proving
that
ψ(x)/x −→ 1 as x −→∞. (3.2)
A bound like this implies nothing about limits, and so it is necessary to either find a sufficient
condition for (3.2), or obtain more knowledge about the behaviour of ψ. Considering the first,
roughly speaking, it is required that ψ(x)/x be close to 1 for sufficiently large x. If this were
true, then
1
x
∫ x
0
ψ(t)
t
dt ≈ 1
x
∫ x
0
dt = 1
for sufficiently large x. Again speaking roughly, the converse of this gives a sufficient condition
for (3.2). The following argument formally gives a new sufficient condition, although at this
point, its usefulness is not clear.
Proposition 3.3.1 Suppose that A(x) is non-negative and increasing for x ≥ 1, and that
1
x
∫ x
1
A(t)
t
dt −→ 1 as x −→∞.
Then
A(x)
x
−→ 1 as x −→∞.
Proof. The idea is to establish upper and lower bounds on A(x)/x for sufficiently large x.
Write
F (x) =
∫ x
1
A(t)
t
dt.
Thus
F (x)
x
−→ 1 as x −→∞.
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Hence for λ > 0, we have
F (λx)
x
−→ λ as x −→∞. (3.3)
Choose  > 0 and x ≥ 1. Suppose we have t such that x ≤ t ≤ (1 + )x. Then
A(t)
t
≥ A(x)
(1 + )x
since A is increasing. Hence
F [(1 + )x]− F (x) =
∫ (1+)x
x
A(t)
t
dt ≥ 
1 + 
A(x). (3.4)
Also, by (3.3),
1
x
{F [(1 + )x]− F (x)} −→  as x −→∞.
Therefore, for all sufficiently large x,
F [(1 + )x]− F (x) ≤ (1 + )x. (3.5)
By (3.4) and (3.5), for such x it follows that
A(x)
x
≤ (1 + )2. (3.6)
In the same way,
(1− )x ≤ F (x)− F [(1− )x] ≤ 
(1− )A(x)
for all sufficiently large x. Hence for such x, we have (1 − )2 ≤ A(x)/x. The proposition
immediately follows by using (3.6).
Q.E.D.
Since ψ is non-negative and increasing for x ≥ 1, the prime number theorem is implied if it
can be shown that
1
x
∫ x
1
ψ(t)
t
dt −→ 1 as x −→∞. (3.7)
In the next two sections, more is said about the ψ function.
3.4 Abel summation; Dirichlet convolution
Recall that ψ(x) =
∑
n≤x Λ(n). By a method known as Abel summation — due to Niels
Henrik Abel — the partial sums of a function can be related to the function itself and
any other function f . Thus, results involving Λ often give information about ψ. The first
proposition, which is the basic result in Abel summation, is based on the difference between
consecutive partial sums. The details of the proof are left to the reader, and more can be
found on Abel summation in [11].
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Proposition 3.4.1 Suppose that a is an arithmetic function, and let A(x) =
∑
r≤x a(r).
Then for integers n > m ≥ 0,
n∑
r=m+1
a(r)f(r) =
(
n−1∑
r=m
A(r)(f(r)− f(r + 1))
)
+ A(n)f(n)− A(m)f(m).
In particular,
n∑
r=1
a(r)f(r) =
(
n−1∑
r=1
A(r)(f(r)− f(r + 1))
)
+ A(n)f(n).
The next proposition introduces an integral, which is useful, bearing in mind (3.7).
Theorem 3.4.2 Let y < x, and let f be a function having a continuous derivative on [y, x].
Then ∑
y<r≤x
a(r)f(r) = A(x)f(x)− A(y)f(y)−
∫ x
y
A(t)f ′(t)dt.
Proof. Let m,n be integers such that n ≤ x < n + 1 and m ≤ y < m + 1. Then, by
Proposition 3.4.1,∑
y<r≤x
a(r)f(r) =
n∑
r=m+1
a(r)f(r)
=
n−1∑
r=m
A(r)[f(r)− f(r + 1)] + A(n)f(n)− A(m)f(m)
=
n−1∑
r=m+1
A(r)[f(r)− f(r + 1)] + A(n)f(n)− A(m)f(m+ 1)
= −
n−1∑
r=m+1
A(r)
∫ r+1
r
f ′(t)dt+ A(n)f(n)− A(n)f(m+ 1).
Noting that A(t) = A(r) for t such that r ≤ t < r + 1 for some r ∈ N, it follows that
A(r)
∫ r+1
r
f ′(t)dt =
∫ r+1
r
A(r)f ′(t)dt =
∫ r+1
r
A(t)f ′(t)dt.
Also, A(x) = A(n) and A(y) = A(m), so that∑
y<r≤x
a(r)f(r) = −
n−1∑
r=m+1
∫ r+1
r
A(t)f ′(t)dt+ A(x)f(n)− A(y)f(m+ 1)
= −
∫ n
m+1
A(t)f ′(t)dt+ A(x)f(n)− A(y)f(m+ 1)
= −
∫ x
y
A(t)f ′(t)dt+
∫ x
n
A(t)f ′(t)dt+
∫ m+1
y
A(t)f ′(t)dt
+A(x)f(n)− A(y)f(m+ 1).
65
Recalling that x < n+ 1, it follows that∫ x
n
A(t)f ′(t)dt =
∫ x
n
A(n)f ′(t)dt =
∫ x
n
A(x)f ′(t)dt = A(x)(f(x)− f(n)).
Likwise,
∫ m+1
y
A(t)f ′(t)dt = A(y)(f(m+ 1)− f(y)). The result quickly follows.
Q.E.D.
A final result on Abel summation is stated. The first part is a special case of Theorem 3.4.2.
The details of the proof are again left to the reader.
Proposition 3.4.3 Let f have a continuous derivative on [1, x]. Then∑
r≤x
a(r)f(r) = A(x)f(x)−
∫ x
1
A(t)f ′(t)dt
and ∑
r≤x
a(r)[f(x)− f(r)] =
∫ x
1
A(t)f ′(t)dt.
Letting a(n) = Λ(n) and f(n) = 1/n in the first equation, it follows that∑
n≤x
Λ(n)
n
=
ψ(x)
x
+
∫ x
1
ψ(t)
t2
dt.
While it would be ideal to obtain an equation involving
∫ x
1
ψ(t)/t dt, investigating the left-
hand side will provide more information about the behaviour of ψ. To obtain an alternative
expression for the left-hand side, a technique known as Dirichlet convolution is used, the
definition of which follows:
Definition 3.4.1 If f and g are arithmetic functions, the Dirichlet convolution of f and g,
denoted f ∗ g, is defined to be
(f ∗ g)(n) =
∑
jk=n
f(j)g(k) =
∑
j|n
f(j)g
(
n
j
)
,
where the sum extends over all positive divisors j of n, or equivalently, over all ordered pairs
(j, k) of positive integers whose product is n.
Two standard results on Dirichlet convolution are now proved. For the reader interested in
Dirichlet convolution, see [11].
Proposition 3.4.4 Let a and b be arithmetic functions. Let A(x) =
∑
n≤x a(n) and B(x) =∑
n≤x b(n). Then∑
n≤x
(a ∗ b)(n) =
∑
jk≤x
a(j)b(k) =
∑
j≤x
a(j)B
(
x
j
)
=
∑
k≤x
A
(x
k
)
b(k).
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Proof. By definition, ∑
n≤x
(a ∗ b)(n) =
∑
n≤x
∑
jk=n
a(j)b(k).
It follows that ∑
n≤x
(a ∗ b)(n) =
∑
jk≤x
a(j)b(k) =
∑
j≤x
∑
k≤x/j
a(j)b(k)
=
∑
j≤x
a(j)
∑
k≤x/j
b(k) =
∑
j≤x
a(j)B
(
x
j
)
.
The last expression is obtained by interchanging a and b.
Q.E.D.
We have a special case of Proposition 3.4.4 when b is taken to be the following function u:
Definition 3.4.2 Let u be the arithmetic function defined by u(n) = 1 for all n ∈ N.
Corollary 3.4.5 For any arithmetic function a,∑
n≤x
(a ∗ u)(n) =
∑
j≤x
a(j)
[
x
j
]
=
∑
k≤x
A
(x
k
)
.
Proof. By Proposition 3.4.4,∑
n≤x
(a ∗ u)(n) =
∑
j≤x
a(j)
∑
k≤x/j
u(k) =
∑
j≤x
a(j)
[
x
j
]
.
Also by Proposition 3.4.4,∑
n≤x
(a ∗ u)(n) =
∑
k≤x
A
(x
k
)
u(k) =
∑
k≤x
A
(x
k
)
.
Q.E.D.
The significance of this corollary is that∑
n≤x
Λ(n)
[x
n
]
=
∑
n≤x
(Λ ∗ u)(n).
Furthermore, given Theorem 1.1.2, note that
(Λ ∗ u)(n) =
∑
j|n
Λ(j)u
(
n
j
)
=
∑
j|n
Λ(j) = log n, (3.8)
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so that
x
∑
n≤x
Λ(n)
n
=
∑
n≤x
Λ(n)
{x
n
}
+
∑
n≤x
log n. (3.9)
By estimating the terms on the right-hand side, a bound can be obtained for∑
n≤x
Λ(n)
n
=
ψ(x)
x
+
∫ x
1
ψ(t)
t2
dt. (3.10)
To obtain an estimate for
∑
n≤x log n, results relating this sum to the integral
∫ x
1
log t dt are
used. The next section provides these results, and thus the bound.
3.5 Estimation of sums by integrals; Mertens’ estimates
When a function is always increasing or always decreasing, much can be said about how the
partial sums of this function and the corresponding integral relate. For x ≥ 1, write
S(x) =
∑
1≤r≤x
f(r) and I(x) =
∫ x
1
f(t)dt.
It is easy to show that when f(t) is decreasing,
S(n)− f(1) ≤ I(n) ≤ S(n− 1), (3.11)
or equivalently,
I(n+ 1) ≤ S(n) ≤ I(n) + f(1),
with opposite inequalities if f(t) is increasing. The next two propositions relate S(x) to I(x)
for x ≥ 1.
Proposition 3.5.1 Suppose that f(t) is non-negative and decreasing for all t ≥ 1. Then for
all x ≥ 1,
I(x) ≤ S(x) ≤ I(x) + f(1).
Proof. Suppose that n ≤ x < n + 1, where n is an integer. Then S(x) = S(n) and
I(n) ≤ I(x) ≤ I(n+ 1). Recalling that I(n+ 1) ≤ S(n) ≤ I(n) + f(1), the result follows.
Q.E.D.
For example, let S(x) =
∑
r≤x
1
r
. Here, f(r) = 1/r, non-negative and decreasing. Thus,
f(1) = 1 and
I(x) =
∫ x
1
1
t
dt = log x,
so that log x ≤∑r≤x 1r ≤ log x+1. This result shall be of use at a later stage of this chapter.
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Proposition 3.5.2 Suppose that f(t) is non-negative and increasing for t ≥ 1. Define
S(x), I(x) as above. Then for all x ≥ 1, we have S(x) = I(x) + r(x), where |r(x)| ≤ f(x).
Proof. As f(t) is increasing, the opposite inequality to (3.11) applies, that is, S(n − 1) ≤
I(n) ≤ S(n)− f(1), or equivalently, S(n)− f(n) ≤ I(n) ≤ S(n)− f(1). Let n ≤ x < n+ 1.
Then
S(x) = S(n) ≤ I(n) + f(n) ≤ I(x) + f(x). (3.12)
Since f(t) is increasing and x− n < 1, we have I(x)− I(n) = ∫ x
n
f(t)dt ≤ f(x), and hence
I(x) ≤ I(n) + f(x) ≤ S(n)− f(1) + f(x) ≤ S(x) + f(x). (3.13)
By (3.12) and (3.13), −f(x) ≤ S(x)− I(x) ≤ f(x), and the result follows.
Q.E.D.
As the log function is non-negative and increasing, this last result allows us to relate
∑
n≤x log n
to
∫ x
1
log tdt, or to be more precise, shows that∑
n≤x
log n =
∫ x
1
log tdt+ b(x), (3.14)
where |b(x)| ≤ log x. We are now in a position to obtain a bound on∑
n≤x
Λ(n)
n
=
ψ(x)
x
+
∫ x
1
ψ(t)
t2
dt;
the rest of the results in this section are estimates due to Franz Mertens. For more on
Mertens’ work, see [11].
Theorem 3.5.3 For all x > 1, ∑
n≤x
Λ(n)
n
= log x+ r(x),
where |r(x)| ≤ 2.
Proof. Recall (3.9), namely that
x
∑
n≤x
Λ(n)
n
=
∑
n≤x
Λ(n)
{x
n
}
+
∑
n≤x
log n.
Given (3.14), this can be rewritten as
x
∑
n≤x
Λ(n)
n
= a(x) +
∫ x
1
log tdt+ b(x),
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where |b(x)| ≤ log x and a(x) = ∑n≤x Λ(n){xn} . It follows after integration that
x
∑
n≤x
Λ(n)
n
= a(x) + x log x− x+ 1 + b(x),
To prove the statement, it is clearly enough to show that a(x)− x+ 1 + b(x) is bounded by
2x. Indeed, by Chebyshev’s upper estimate for ψ(x), it follows that
0 ≤ a(x) ≤
∑
n≤x
Λ(n) = ψ(x) < 2x,
thus |a(x)− x| < x. Also, |b(x) + 1| ≤ |b(x)| + 1 ≤ log x + 1 ≤ x, for x > 1. The statement
follows.
Q.E.D.
The following corollary tells us more about the behaviour of the function, as was sought at
the end of section 3.3.
Corollary 3.5.4 The statements∑
n≤x
Λ(n)
n
= log x+O(1)
and ∫ x
1
ψ(t)
t2
dt = log x+O(1)
are equivalent.
Proof. The result is immediate from (3.10) and the fact that ψ(x)/x is bounded by 2.
Q.E.D.
Therefore, since the first statement of Corollary 3.5.4 is true, so too is the second. Recall
that the prime number theorem roughly states that ψ(x) is “close” to x for large enough x.
If this is true, then for sufficiently large x we have that∫ x
1
ψ(t)
t2
dt ≈
∫ x
1
1
t
dt = log x.
The second condition of Corollary 3.5.4 can clearly be restated as∫ x
1
ψ(t)− t
t2
dt = O(1).
To complete the section, the function R is defined as
R(x) =
{
0 if x < 1
ψ(x)− x if x ≥ 1,
and as 0 ≤ ψ(x) ≤ 2x,R has the following properties:
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Proposition 3.5.5 Let R be defined as above. Then,
1) for all x ≥ 0, |R(x)| ≤ x;
and
2)
∫ x
1
R(t)
t2
dt is bounded for all x ≥ 1.
3.6 A further sufficient condition
The aim of this section is to establish further sufficient conditions for the proof of the prime
number theorem. It should first be noted that a sufficient condition for the prime number
theorem is R(x)/x −→ 0 as x −→ ∞, as this is equivalent to stating that ψ(x)/x −→ 1
as x −→ ∞. While the properties of R are heavily used later in crucial results known as
Selberg’s formulas, at this stage, what is known of R seems unlikely to be of use. On the
other hand, recall (3.7): it is sufficient to show that
1
x
∫ x
1
ψ(t)
t
dt −→ 1 as x −→∞.
It is easy to show that this is equivalent to the statement
1
x
∫ x
1
R(t)
t
dt −→ 0 as x −→∞.
Again, the properties of R do not appear helpful. However, letting
S(x) =
∫ x
1
R(t)
t
dt for all x ≥ 1,
the statement becomes S(x)/x −→ 0 as x −→∞. The properties of S will be investigated in
Proposition 3.6.3 after the proofs of two auxiliary results on reversing the order of integration.
Proposition 3.6.1 Let f, g : [x, y] −→ R be differentiable functions. Letting F = f ′ and
G = g′, it follows that∫ x
y
G(t)
∫ t
y
F (u)du dt =
∫ x
y
F (u)
∫ x
u
G(t)dt du.
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Proof.∫ x
y
G(t)
∫ t
y
F (u)du dt −
∫ x
y
F (u)
∫ x
u
G(t)dt du
=
∫ x
y
g′(t)
∫ t
y
f ′(u)du dt−
∫ x
y
f ′(u)
∫ x
u
g′(t)dt du
=
∫ x
y
g′(t)(f(t)− f(y))dt−
∫ x
y
f ′(u)(g(x)− g(u))du
= −f(y)
∫ x
y
g′(t)dt+
∫ x
y
[g′(t)f(t) + f ′(t)g(t)]dt− g(x)
∫ x
y
f ′(t)dt
= −f(y)(g(x)− g(y)) + f(x)g(x)− f(y)g(y)− g(x)(f(x)− f(y))
= 0.
Q.E.D.
Note in particular that Proposition 3.6.1 is valid whenever F and G are continuous, as anti-
derivatives of continuous functions are guaranteed to exist. Now R(u)/u = ψ(u)/u − 1 is
clearly discontinuous; however, it is also clear that R(u)/u is continuous between consecutive
integers, and a modified version of Proposition 3.6.1, namely Proposition 3.6.2, is therefore
used in the proof of Proposition 3.6.3.
Proposition 3.6.2 Let F be a function defined on R such that F is continuous on (a, a+ 1)
for all a ∈ Z. Let g : [x, y] −→ R be a differentiable function, and let G = g′. Then∫ x
y
G(t)
∫ t
y
F (u)du dt =
∫ x
y
F (u)
∫ x
u
G(t)dt du.
Proof.
∫ x
y
G(t)
∫ t
y
F (u)du dt =
[x]−1∑
n=[y]+1
∫ n+1
n
G(t)
∫ t
y
F (u)du dt
+
∫ [y]+1
y
G(t)
∫ t
y
F (u)du dt+
∫ x
[x]
G(t)
∫ t
y
F (u)du dt. (3.15)
For n ∈ N,∫ n+1
n
G(t)
∫ t
y
F (u)du dt =
∫ n+1
n
G(t)
∫ n
y
F (u)du dt+
∫ n+1
n
G(t)
∫ t
n
F (u)du dt.
By Proposition 3.6.1,∫ n+1
n
G(t)
∫ t
n
F (u)du dt =
∫ n+1
n
F (u)
∫ n+1
u
G(t)dt du,
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since F (u) is continuous between n and the variable t, t being less than or equal to n + 1.
Also,∫ n+1
n
G(t)
(∫ n
y
F (u)du
)
dt =
∫ n
y
F (u)du
(∫ n+1
n
G(t)dt
)
=
∫ n
y
F (u)
∫ n+1
n
G(t)dt.
It follows that∫ n+1
n
G(t)
∫ t
y
F (u)du dt =
∫ n
y
F (u)
∫ n+1
n
G(t)dt du+
∫ n+1
n
F (u)
∫ n+1
u
G(t)dt du.
Similarly,∫ x
[x]
G(t)
∫ t
y
F (u)du dt =
∫ [x]
y
F (u)
∫ x
[x]
G(t)dt du+
∫ x
[x]
F (u)
∫ x
u
G(t)dt du
and ∫ [y]+1
y
G(t)
∫ t
y
F (u)du dt =
∫ [y]+1
y
F (u)
∫ [y]+1
u
G(t)dt du.
Letting An =
∫ n+1
n
G(t)
∫ t
y
F (u)du dt it follows by (3.15) that
∫ x
y
G(t)
∫ t
y
F (u)du dt =
[x]−1∑
n=[y]+1
An +
∫ [y]+1
y
F (u)
∫ [y]+1
u
G(t)dt du
+
∫ [x]
y
F (u)
∫ x
[x]
G(t)dt du+
∫ x
[x]
F (u)
∫ x
u
G(t)dt du. (3.16)
Inductively, one can easily show that
[x]−1∑
n=1
An =
∫ [x]
y
F (u)
∫ [x]
u
G(t)dt du.
Hence,
[x]−1∑
n=[y]+1
An =
[x]−1∑
n=1
An −
[y]∑
n=1
An
=
∫ [x]
y
F (u)
∫ [x]
u
G(t)dt du−
∫ [y]+1
y
F (u)
∫ [y]+1
u
G(t)dt du,
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and by (3.16), it follows that∫ x
y
G(t)
∫ t
y
F (u)du dt =
∫ [x]
y
F (u)
∫ [x]
u
G(t)dt du
+
∫ [x]
y
F (u)
∫ x
[x]
G(t)dt du+
∫ x
[x]
F (u)
∫ x
u
G(t)dt du
=
∫ [x]
y
F (u)
∫ x
u
G(t)dt du+
∫ x
[x]
F (u)
∫ x
u
G(t)dt du
=
∫ x
y
F (u)
∫ x
u
G(t)dt du.
Q.E.D.
Proposition 3.6.3 Let S be defined as above. Then,
1) for x2 > x1 > 0, |S(x2)−S(x1)| ≤ x2−x1 (i.e. S is Lipschitz); in particular, |S(x)| ≤ x
and S is continuous;
also,
2)
∫ x
1
S(t)
t2
dt is bounded for all x ≥ 1.
Proof of 1. By Proposition 3.5.5 (1), |R(t)/t| ≤ 1. Thus whenever x2 > x1 > 0,
|S(x2)− S(x1)| =
∣∣∣∣∫ x2
x1
R(t)
t
dt
∣∣∣∣ ≤ ∫ x2
x1
∣∣∣∣R(t)t
∣∣∣∣ dt
≤
∫ x2
x1
dt = x2 − x1.
It follows that |S(x)| = |S(x)−S(0)| ≤ x, with the continuity of S being obvious. Note that
R is not continuous.
Proof of 2. By the definition of S,∫ x
1
S(t)
t2
dt =
∫ x
1
1
t2
∫ t
1
R(u)
u
du dt.
In light of Proposition 3.6.2, one can re-express this as∫ x
1
S(t)
t2
dt =
∫ x
1
R(u)
u
∫ x
u
1
t2
dt du
=
∫ x
1
R(u)
u
(
1
u
− 1
x
)
du
=
∫ x
1
R(u)
u2
du− 1
x
∫ x
1
R(u)
u
du
=
∫ x
1
R(u)
u2
du− S(x)
x
.
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This is bounded, given Proposition 3.5.5 and the fact that |S(x)| ≤ x.
Q.E.D.
Again, the properties of S do not seem helpful in proving that S(x)/x −→ 0 as x −→ ∞.
Therefore, for motivations which are far from obvious, define
W (x) =
S(ex)
ex
for all x ≥ 0.
If it could be shown that W (x) −→ 0 as x −→ ∞, then S(x)/x −→ 0 as x −→ ∞, and our
elementary proof would be complete. Some properties of W will now be deduced from the
properties of S. Begin by recalling that |S(x)| ≤ x for all x ≥ 1. Hence, |W (x)| ≤ 1 for all
x ≥ 0. Further properties are proved in the next proposition, and are the main motivation
for the definition of W .
Proposition 3.6.4 Let W be defined as above. Then,
1) for x2 > x1 > 0, |W (x2)−W (x1)| ≤ 2(x2 − x1);
and
2)
∫ x
0
W (t) dt is bounded for all x ≥ 0.
Proof of 1.
|W (x2)−W (x1)| =
∣∣∣∣S(ex2)ex2 − S(ex1)ex1
∣∣∣∣
=
1
ex1ex2
|ex1S(ex2)− ex2S(ex1)|
=
1
ex1ex2
|ex1(S(ex2)− S(ex1)) + S(ex1)(ex1 − ex2)|
≤ 1
ex1ex2
(ex1 |S(ex2)− S(ex1)|+ |S(ex1)||ex1 − ex2 |) .
By Proposition 3.6.3 (1),
|W (x2)−W (x1)| ≤ 1
ex1ex2
(ex1(ex2 − ex1) + ex1(ex2 − ex1))
= 2(1− ex1−x2).
Since ex ≥ 1 + x, it follows that x2 − x1 ≥ 1− ex1−x2 , and the result follows.
Proof of 2. We have ∫ x
0
W (t) dt =
∫ x
0
S(et)
et
dt.
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Let t = log u, then u = et and dt/du = 1/u. Also, when t = 0, u = 1 and when t = x, u = ex.
Therefore, ∫ x
0
W (t) dt =
∫ ex
1
S(u)
u2
du,
which is bounded, by Proposition 3.6.3 (2).
Q.E.D.
As with S and R before, these properties of W seem insufficient to prove the prime number
theorem. However,
lim sup
x−→∞
|W (x)| = 0 (3.17)
implies that limx−→∞W (x) = 0. Thus (3.17) is another sufficient condition for the prime
number theorem. The proposition that follows establishes a further sufficient condition, be-
fore we turn our attention to establishing more about the functions R, S and ultimately W .
Some remarks are now made for the reader unfamiliar with limsups.
Limsups. Let f be any bounded real-valued function on (a,∞) for some a. Define
sf (x) = supy≥x f(y). Then sf (x) is clearly a decreasing function of x. It is also bounded
below, so it tends to a limit as x −→∞. This limit is called the limsup of f(x) as x −→∞,
and is denoted lim supx−→∞ f(x). In other words,
lim sup
x−→∞
f(x) = lim
x−→∞
sf (x) = lim
x−→∞
sup
y≥x
f(y).
Note that while not all bounded functions tend to a limit, they all have a limsup. The above
statement concerning limsups and any such further statements about limsups can be proved
using the limsup definition together with limit definitions.
Proposition 3.6.5 Let W (x) be defined as above, and let
α = lim sup
x−→∞
|W (x)|
and
β = lim sup
x−→∞
1
x
∫ x
0
|W (t)| dt.
Then either α = 0 or β < α.
Proof. By Proposition 3.6.4 (2), there exists M ∈ R such that∣∣∣∣∫ x
0
W (t)dt
∣∣∣∣ ≤ M2
for all x > 0. For any x1, x2 > 0, it easily follows that∣∣∣∣∫ x2
x1
W (t)dt
∣∣∣∣ ≤M. (3.18)
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Clearly, α ≥ 0. Assume that α > 0. The proof is complete if it can be shown that β < α.
Begin by choosing a such that α < a ≤ 2α. Then since
lim
x−→∞
sup
y≥x
|W (y)| = α,
it follows that supy≥x |W (y)| ≤ a for large enough x. Suppose this is true for x0. Then
|W (x)| ≤ a for all x > x0. Choosing x1 > x0, consider the integral of |W (x)| on the interval
I = [x1, x1 + h], where h ≥ 2α is to be chosen. With regard to (3.18), if either W (x) ≥ 0 or
W (x) ≤ 0 for all x ∈ I, then clearly∫ x1+h
x1
|W (x)|dx ≤M. (3.19)
Otherwise, since W is continuous by Proposition 3.6.4 (1), it is zero at some point z of I.
Again by Proposition 3.6.4 (2), |W (x)| = |W (x)−W (z)| < 2|x− z| for all x. In particular,
if |x− z| ≤ a/2, then |W (x)| ≤ 2|x− z| is better than the estimate |W (x)| ≤ a that applies
generally on I. Therefore, if we wish to get a better estimate for∫ x1+h
x1
|W (x)|dx
than ah, it is of interest as to how much of the interval [z − a/2, z + a/2] lies in I. On
observing that a < h, it is easy to show that at least one of z ± a/2 (say w.l.o.g. z + a/2) is
in I, and ∫ z+a/2
z
|W (x)|dx ≤
∫ z+a/2
z
2(x− z)dx = a
2
4
.
Combining this with the estimate |W (x)| ≤ a on the rest of I, it follows that∫ x1+h
x1
|W (x)|dx ≤ a
2
4
+
(
h− a
2
)
a = a
(
h− a
4
)
< a
(
h− α
4
)
.
For this inequality to hold in the case where W (x) does not change sign, recall (3.19) and
choose h to be greater than both M/α + α/4 and 2α. Note that h does not vary with a.
Write h− α/4 = ρh, where clearly, ρ < 1. Then,∫ x1+h
x1
|W (x)|dx < ρah. (3.20)
Now take any x ≥ x1 + h, and let n ∈ N be such that x0 + nh ≤ x < x0 + (n + 1)h. Write∫ x0
0
|W (x)|dx = C. Then∫ x
0
|W (x)|dx ≤
∫ x0
0
|W (x)|dx+
∫ x0+(n+1)h
x0
|W (x)|dx
= C +
n∑
k=0
∫ (x0+kh)+h
x0+kh
|W (x)|dx.
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For any k ∈ {0, . . . , n}, x0 + kh ≥ x0. Hence by (3.20),∫ (x0+kh)+h
x0+kh
|W (x)|dx ≤ ρah.
It follows that ∫ x
0
|W (x)|dx ≤ C + (n+ 1)ρah,
and since x ≥ nh, we have
1
x
∫ x
0
|W (x)|dx ≤ C
x
+
(
1 +
1
n
)
ρa.
Noting that n −→∞ as x −→∞, it follows that C/x+ ρa/n −→ 0 as x −→∞. Hence
lim
x−→∞
1
x
∫ x
0
|W (x)|dx ≤ ρa,
which implies that β ≤ ρa. This is true for all a such that α < a ≤ 2α, so in fact β ≤ ρα < α.
Q.E.D.
Proposition 3.6.5 shows that if α > 0, then β < α. Therefore, if α ≤ β, then α ≤ 0.
Again by Proposition 3.6.5, this would imply that α = 0, that is, lim supx−→∞ |W (x)| = 0,
thus the elementary proof would also be complete. Proving α ≤ β depends on work of
a completely different nature, the main prerequisites being Mo¨bius inversion and Euler’s
summation formula. These are presented in the next section.
3.7 The Mo¨bius function; Mo¨bius inversion
For the purposes of this elementary proof of the prime number theorem, it would suffice
to simply define the Mo¨bius function, and then proceed. However, the definition is not an
obviously useful one, and it is worthwhile briefly considering the motivation behind it. We
begin by stating the Euler product, a remarkable identity and a generator of many further
ideas. The proof is omitted, as the Mo¨bius function arises naturally from the statement.
Recall from Chapter 2 that a completely multiplicative function a(n) is an arithmetic function
such that a(n)a(m) = a(nm) for all n,m ∈ N. Throughout, P denotes the primes, with P [N ]
denoting the set of primes less than or equal to a real number N .
Theorem 3.7.1 Suppose that a(n) is a completely multiplicative function that is not identi-
cally zero such that
∑∞
n=1 |a(n)| is convergent. Then
∑∞
n=1 a(n) 6= 0, and
∞∑
n=1
a(n) =
∏
p∈P
1
1− a(p) .
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(Note that if a(p) = 1 for any p ∈ P, then a(pk) = 1 for all k ∈ N, and the sum would not
be convergent.) Thus an infinite series is equated to a product involving only the primes,
encapsulating the fact that the integers are uniquely expressible as products of primes. Also
note that the identity
ζ(s) =
∏
p∈P
(1− p−s)−1,
as proved in Theorem 2.2.7 for σ > 1, is a special case of the Euler product.
It is clear that
1∑∞
n=1 a(n)
=
∏
p∈P
(1− a(p)).
In an attempt to write the product as a sum, consider the finite product
QN =
∏
p∈P [N ]
(1− a(p)). (3.21)
The idea here is to write QN as a sum, the identification of terms and non-terms leading us
to define the Mo¨bius function. By a term, we mean a term of the infinite product expansion,
and not a factor of the same. Clearly, a(1) = 1 is a term. Otherwise, x is a term if
and only if x = (−1)ka(p1)a(p2) . . . a(pk), where p1, p2, . . . pk are distinct elements of P [N ].
Since a is completely multiplicative, this is equivalent to stating that x is a term if and
only if x = (−1)ka(p1p2 . . . pk), where p1, p2, . . . , pk are distinct elements of P [N ], or stated
equivalently again, x is a term if and only if x = (−1)ka(n), where n = p1p2 . . . pk for distinct
elements p1, p2, . . . , pk of P [N ]. Hence, if EN is the set of all positive integers less than or
equal to the product of all primes in P [N ], then
QN =
∑
n∈EN
µ(n)a(n), (3.22)
where
µ(1) = 1,
µ(n) = (−1)k if n = p1p2 . . . pk, a product of k distinct primes,
µ(n) = 0 otherwise. (that is, if p2|n for some prime p.)
This defines the Mo¨bius function µ(n). For completeness, considering (3.21) and (3.22),
one might guess that
1∑∞
n=1 a(n)
=
∏
p∈P
(1− a(p)) =
∞∑
n=1
µ(n)a(n),
and indeed, that is the case. The proof — outlined in [11] — is omitted. The main point
is that the Mo¨bius function is clearly motivated. We shall show that some equalities can
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be re-expressed to involve the Mo¨bius function, in a method known as Mo¨bius inversion.
The relevance to our argument is that bounds for functions which might otherwise not be
obtained are often found in this manner. This will be clearer after Mo¨bius inversion is actually
outlined. We start with a definition.
Definition 3.7.1 Define the arithmetic function e1 : N −→ R by
e1(n) =
{
1 if n = 1,
0 otherwise.
It is easy to check that e1 is the identity with respect to Dirichlet convolution, as discussed
in Section 3.4. Recall also from that section the definition of u. The following theorem shows
that µ is the inverse of u with respect to convolution.
Theorem 3.7.2 For all n ∈ N, we have (u∗µ)(n) = e1(n). Equivalently, for n > 1, we have∑
i|n µ(i) = 0.
Proof. Clearly, (u ∗ µ)(1) = u(1)µ(1) = 1 = e1(1). The equivalence of the statements
now follows on noting that for n > 1, (u ∗ µ)(n) = ∑i|n µ(i) and e1(n) = 0.
It is now proved that for n > 1, we have
∑
i|n µ(i) = 0. Let n have prime factorisation
n = p1
r1 . . . pk
rk .
Suppose that i|n, i > 1 and µ(i) 6= 0. Then i = q1 . . . qj, where q1, . . . , qj are a choice of j
numbers from p1, . . . , pk. For a fixed j ≤ k, there are
(
k
j
)
choices of j numbers from p1, . . . , pk.
Clearly then, where the qs are prime,∑
i|n
i=q1...qj
µ(i) = (−1)j
(
k
j
)
.
Thus ∑
i|n
µ(i) = µ(1) +
∑
i|n
i≥2
µ(i) = 1 +
k∑
j=1
(−1)j
(
k
j
)
=
k∑
j=0
(−1)j
(
k
j
)
= (1− 1)k = 0.
Q.E.D.
Building on this result, a first form of Mo¨bius inversion can now be introduced.
Corollary 3.7.3 (Mo¨bius inversion, first form) For arithmetic functions a, b, the fol-
lowing statements are equivalent:
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1) b(n) =
∑
i|n a(i); that is, b = a ∗ u,
and
2) a(n) =
∑
i|n µ(i)b(n/i); that is, a = b ∗ µ.
Proof. If b = a ∗ u, then
b ∗ µ = a ∗ u ∗ µ = a ∗ e1 = a.
Conversely, if a = b ∗ µ, then a ∗ u = b ∗ µ ∗ u = b ∗ e1 = b.
Q.E.D.
Suppose then that a bound for b existed. Then if the first statement is true, so too is the
second. As µ is bounded by 1, it is clear that a bound for a can also be found. A second
form of Mo¨bius inversion is introduced after two propositions.
Proposition 3.7.4 If a, b, c are arithmetic functions and c is completely multiplicative, then
(ac) ∗ (bc) = (a ∗ b)c.
Proof. Let f(n) = a(n)c(n) and let g(n) = b(n)c(n) for all n ∈ N. Then for any n ∈ N, it
follows that
[(ac) ∗ (bc)](n) = (f ∗ g)(n) =
∑
jk=n
f(j)g(k) =
∑
jk=n
a(j)c(j)b(k)c(k)
=
∑
jk=n
a(j)b(k)c(jk) = c(n)
∑
jk=n
a(j)b(k) = c(n)(a ∗ b)(n).
Q.E.D.
Proposition 3.7.5 If a is completely multiplicative, then the inverse of a with respect to
convolution is µa.
Proof. Note that a(1) = 1, so that a(1)e1(1) = e1(1). Also, for n > 1, we have e1(n) = 0.
Therefore, ae1 = e1. Since u ∗ µ = e1, it follows that a(u ∗ µ) = e1. Applying Proposition
3.7.4, it follows that au ∗ aµ = e1. Since au = a, the result follows.
Q.E.D.
Proposition 3.7.6 (Mo¨bius Inversion, second form) Let F be a function on (0,∞) that
takes the value 0 on some interval (0, a). For x > 0, let
G(x) =
∞∑
n=1
F
(x
n
)
.
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Then
F (x) =
∞∑
n=1
µ(n)G
(x
n
)
.
Proof. Note that F (x/n) = 0 for n > x/a, so the sum defining G(x) is really a finite one,
and there are no convergence problems. In the following, sums to infinity are written with
this understanding. Since
e1(j) = (µ ∗ u)(j) =
∑
n|j
µ(n)
and
F (x) =
∞∑
j=1
e1(j)F
(
x
j
)
,
it follows that
F (x) =
∞∑
j=1
∑
n|j
µ(n)F
(
x
j
)
.
Since stating that n divides j is equivalent to stating that j is a multiple of n, it follows that
F (x) =
∞∑
n=1
∑
j=kn
µ(n)F
(
x
j
)
=
∞∑
n=1
µ(n)
∑
j=kn
F
(
x
j
)
=
∞∑
n=1
µ(n)
∞∑
k=1
F
( x
kn
)
=
∞∑
n=1
µ(n)G
(x
n
)
.
Q.E.D.
This concludes our present discussion on Mo¨bius inversion. Its usefulness will become clearer
later.
3.8 Selberg’s formulas and completion of the proof
So far, it has been shown that if
lim sup
x−→∞
|W (x)| ≤ lim sup
x−→∞
1
x
∫ x
0
|W (t)|dt, (3.23)
then the prime number theorem is implied. The function W is dependent on S, S being
dependent on R. Therefore, the above statement is effectively about R. Thus to prove (3.23),
obtaining more information about the behaviour of R seems the natural course. However,
the precise direction is not an obvious one, and as before, there is often seemingly little
motive for the results proved below. The entire proof can be considered as a particularly
outstanding linkage of seemingly disparate ideas, many of which are brilliant in themselves.
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Among these are Selberg’s formulas, results that when stated will not obviously relate to the
prime number theorem. The first of Selberg’s formulas states that
R(x) log x+
∑
n≤x
Λ(n)R
(x
n
)
= O(x).
The proof of this lies partially in an identity very close to Mo¨bius inversion, with a logarith-
mic factor introduced. Once stated, the link to Selberg’s first formula is clear. A lemma used
in the proof of the identity — called the Tatuzawa-Iseki identity — is first outlined.
Lemma 3.8.1 For all n ≥ 1, Λ(n) = −∑k|n µ(k) log k.
Proof. By (3.8), log = Λ ∗ u. By the first form of Mo¨bius inversion, this implies that
Λ(n) = (log ∗µ)(n) =
∑
n|k
log
(n
k
)
µ(k)
= log n
∑
k|n
µ(k)−
∑
k|n
µ(k) log k.
The result follows on recalling Theorem 3.7.2.
Q.E.D.
Proposition 3.8.2 (the Tatuzawa-Iseki identity) Let F be a function on [1,∞) and let
G(x) =
∑
n≤x F (x/n). Then for x ≥ 1,∑
k≤x
µ(k) log
x
k
G
(x
k
)
= F (x) log x+
∑
n≤x
Λ(n)F
(x
n
)
.
Proof. Expanding the left-hand side,∑
k≤x
µ(k) log
x
k
G
(x
k
)
= log x
∑
k≤x
µ(k)G
(x
k
)
−
∑
k≤x
µ(k) log k G
(x
k
)
.
Previously, if F0 was a function on (0,∞) with F0 = 0 on (0, 1), and G(x) =
∑∞
n=1 F0(x/n),
then Mo¨bius inversion could be applied. Here F is only defined on [1,∞). However, if F0 is
taken to be the extension of F to (0,∞) with F0 = 0 on (0, 1), then
G(x) =
∑
n≤x
F0
(x
n
)
=
∞∑
n=1
F0
(x
n
)
.
Mo¨bius inversion may now be applied to F0, that is,
F0(x) =
∞∑
n=1
µ(n)G
(x
n
)
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for x > 0. It follows that
F (x) =
∞∑
n=1
µ(n)G
(x
n
)
for x ≥ 1. It is easy to check that G(x/n) = 0 whenever n > x, hence
F (x) log x = log x
∑
n≤x
µ(n)G
(x
n
)
for x ≥ 1. It suffices then to show that
−
∑
k≤x
µ(k) log k G
(x
k
)
=
∑
n≤x
Λ(n)F
(x
n
)
for x ≥ 1. By the definition of G,∑
k≤x
µ(k) log k G
(x
k
)
=
∑
k≤x
µ(k) log k
∑
j≤x/k
F
(
x
jk
)
=
∑
k≤x
∑
j≤x/k
F
(
x
jk
)
µ(k) log k
=
∑
jk≤x
F
(
x
jk
)
µ(k) log k
=
∑
n≤x
∑
jk=n
F
(
x
jk
)
µ(k) log k
=
∑
n≤x
F
(x
n
)∑
k|n
µ(k) log k.
The result follows on recalling Lemma 3.8.1.
Q.E.D.
In light of this identity, it is tempting to prove Selberg’s first formula by letting F (x) = R(x)
and proving that ∑
k≤x
µ(k) log
x
k
G
(x
k
)
= O(x) (3.24)
where G(x) =
∑
n≤xR(x/n). A suitable bound is then required for G(x/k) with k ≤ x.
While ultimately, the proof shall be derived in a different way, proceeding in this manner will
cast much light on what is eventually required. Begin by using the fact that R(x) = ψ(x)−x
to write
G(x) =
∑
n≤x
(
ψ
(x
n
)
− x
n
)
=
∑
n≤x
ψ
(x
n
)
− x
∑
n≤x
1
n
. (3.25)
Recall that ψ(x) =
∑
n≤x Λ(n) and, by (3.8), that Λ ∗ u = log. Thus by Corollary 3.4.5,∑
n≤x
ψ
(x
n
)
=
∑
n≤x
(Λ ∗ u)(n) =
∑
n≤x
log n.
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Since log x is non-negative and increasing for x ≥ 1, it follows by Proposition 3.5.2 that∑
n≤x
ψ
(x
n
)
=
∫ x
1
log t dt+ r1(x) = x log x− x+ 1 + r1(x) (3.26)
where |r1(x)| ≤ log x for all x ≥ 1. At the same time, by Proposition 3.5.1,
x log x ≤ x
∑
n≤x
1
n
≤ x log x+ x,
an inequality that can be rewritten as
x
∑
n≤x
1
n
= x log x+
x
2
+ r2(x) (3.27)
where |r2(x)| ≤ x/2. Recalling (3.25), it follows by (3.26) and (3.27) that
G(x) = −3x
2
+ r1(x) + 1− r2(x)
where |r1(x)| ≤ log x and |r2(x)| ≤ x/2. Therefore,
−2x− log x+ 1 ≤ G(x) ≤ −x+ log x+ 1. (3.28)
Since x ≥ 1, |G(x)| ≤ 2x + log x − 1. As the reader may care to verify, it therefore seems
improbable that (3.24) holds with such a bound for G, and it is the x term that causes the
difficulty. If one were to redefine G(x) =
∑
n≤xR(x/n) + cx for some constant c, an x term
would still remain on at least one side of (3.28). Thus either one or both of the estimates
for
∑
n≤x ψ(x/n) and x
∑
n≤x 1/n are not accurate enough. As it turns out, a more accurate
estimate of x
∑
n≤x 1/n is available, due to Leonhard Euler. In an aside to Selberg’s first
formula, this estimate is verified. It is derived from results known as Euler’s summation
formulas.
Proposition 3.8.3 (Euler’s summation formula, version 1) Let m,n be integers and
let f be a differentiable function on the interval [m,n]. Then
n∑
r=m+1
f(r)−
∫ n
m
f(t)dt =
∫ n
m
(t− [t])f ′(t)dt.
Proof. As [t] is constant between integers, the idea here is to consider the integral∫ r
r−1
(t− [t])f ′(t)dt =
∫ r
r−1
(t− r + 1)f ′(t)dt
where r ∈ N. Let u = t− r + 1 and let dv/dt = f ′(t). Then du/dt = 1 and v = f(t) + c for
some constant c. It follows that∫ r
r−1
(t− [t])f ′(t)dt = [(t− r + 1)f(t)]rr−1 −
∫ r
r−1
f(t)dt
= f(r)−
∫ r
r−1
f(t)dt.
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The result follows upon summing each term from m+ 1 to n.
Q.E.D.
Proposition 3.8.4 (version 2) Let m be an integer and let x be real. Let f be differentiable
on [m,x]. Then ∑
m<r≤x
f(r)−
∫ x
m
f(t)dt =
∫ x
m
(t− [t])f ′(t)dt− (x− [x])f(x).
Proof. Let [x] = n. Then∫ x
m
(t− [t])f ′(t)dt =
∫ n
m
(t− [t])f ′(t)dt+
∫ x
n
(t− n)f ′(t)dt.
The result follows by Proposition 3.8.3 and integration by parts of the second term.
Q.E.D.
The second version of Euler’s summation formula allows the estimate of x
∑
n≤x 1/n to be
derived. It is in fact a special case of the following proposition.
Proposition 3.8.5 Suppose that f(t) is decreasing, differentiable and tends to 0 as t −→∞.
Define
S(x) =
∑
1≤r≤x
f(r)
and
I(x) =
∫ x
1
f(t)dt.
Then S(x)− I(x) −→ L as x −→∞, where
L = f(1) +
∫ ∞
1
(t− [t])f ′(t)dt.
Also, 0 ≤ L ≤ f(1) and for all x ≥ 1,
S(x) = I(x) + L+ q(x),
where |q(x)| ≤ f(x). If x is an integer, then 0 ≤ q(x) ≤ f(x).
Proof. Take m = 1 in Proposition 3.8.4 and add f(1) to both sides to obtain
S(x)− I(x) = f(1) +
∫ x
1
(t− [t])f ′(t)dt− (x− [x])f(x). (3.29)
Clearly, for the first statement, one must show that the right-hand side has limit L as x −→
∞. Begin by noting that as f(x) ≥ 0 for all x, it follows that 0 ≤ (x − [x])f(x) ≤ f(x) for
all x. Therefore, since limx−→∞ f(x) = 0, it follows that limx−→∞(x− [x])f(x) exists and
lim
x−→∞
(x− [x])f(x) = 0.
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Next, note that since f ′(t) ≤ 0 for all t, it follows that f ′(t) ≤ (t− [t])f ′(t) ≤ 0. Now∫ ∞
1
f ′(t)dt = lim
R−→∞
∫ R
1
f ′(t)dt = lim
R−→∞
(f(R)− f(1)) = −f(1),
so that
−f(1) ≤
∫ ∞
1
(t− [t])f ′(t)dt ≤ 0;
or, in other words, 0 ≤ L ≤ f(1). To complete the proof, note that
S(x)− I(x) = L−
∫ ∞
x
(t− [t])f ′(t)dt− (x− [x])f(x),
and write
q(x) = −
∫ ∞
x
(t− [t])f ′(t)dt− (x− [x])f(x)
so that S(x) = I(x) + L+ q(x). Now
0 ≤ −
∫ ∞
x
(t− [t])f ′(t)dt ≤ −
∫ ∞
x
f ′(t)dt = f(x).
Also, −f(x) ≤ −(x − [x])f(x) ≤ 0. Clearly then, |q(x)| ≤ f(x), and if x is an integer, then
(x− [x])f(x) = 0 so that 0 ≤ q(x) ≤ f(x).
Q.E.D.
The following proposition is a special case of the above with f(t) = 1/t, so that S(x) =∑
r≤x 1/r. The details are left to the reader.
Proposition 3.8.6 The expression
∑n
r=1
1
r
− log n tends to the limit γ as n −→∞, where
γ = 1−
∫ ∞
1
t− [t]
t2
dt
(γ is called Euler’s constant). Furthermore, 0 < γ < 1 and∑
1≤r≤x
1
r
= log x+ γ + q(x),
where |q(x)| ≤ 1/x.
(It is worth mentioning that it is an open problem as to whether or not γ is rational). Clearly
then,
x
∑
n≤x
1
n
= x log x+ γx+ r3(x) (3.30)
87
where |r3(x)| ≤ 1. This ends our aside on Euler summation.
With a better estimate of x
∑
n≤x 1/n, we can obtain a better estimate of
G(x) =
∑
n≤x
ψ
(x
n
)
− x
∑
n≤x
1
n
.
To be precise,
G(x) = −(γ + 1)x+ 1 + r1(x) + r3(x)
where |r1(x)| ≤ log x and |r3(x)| ≤ 1. We then have the following:
−(γ + 1)x− log x ≤ G(x) ≤ −(γ + 1)x+ log x+ 2. (3.31)
The temptation may be to define a new function
G1(x) = G(x) + (γ + 1)x =
∑
n≤x
R
(x
n
)
+ (γ + 1)x
so that |G1(x)| ≤ log x+ 2. However, recall that we want to prove Selberg’s first formula by
proving (3.24) where G1(x) =
∑
n≤x F (x/n) for some function F . Clearly, G1 is not of this
form. Instead, let G2(x) = G(x) + (γ + 1)[x], so that
G2(x) =
∑
n≤x
(
R
(x
n
)
+ γ + 1
)
.
Thus, if F (x) = R(x) + γ + 1, then G2(x) =
∑
n≤x F (x/n). It follows from (3.31) that
−(γ + 1){x} − log x ≤ G2(x) ≤ −(γ + 1){x}+ log x+ 2;
Clearly this implies that |G2(x)| ≤ log x+ 2. Hence, the following lemma has been proved.
Lemma 3.8.7 Let F (x) = R(x) + γ + 1 and G(x) =
∑
n≤x F (x/n). Then |G(x)| ≤ log x+ 2
for all x ≥ 1.
Two equivalent versions of Selberg’s formula are now outlined.
Proposition 3.8.8 For all x ≥ 1,
R(x) log x+
∑
n≤x
Λ(n)R
(x
n
)
= O(x) (3.32)
and
ψ(x) log x+
∑
n≤x
Λ(n)ψ
(x
n
)
= 2x log x+O(x). (3.33)
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Proof. The equivalence of (3.32) and (3.33) is first established. Since R(x) = ψ(x) − x, it
is clear that (3.32) can be rewritten as
ψ(x) log x− x log x+
∑
n≤x
Λ(n)ψ
(x
n
)
− x
∑
n≤x
Λ(n)
n
= O(x).
Noting, by Theorem 3.5.3 that x
∑
n≤x
Λ(n)
n
= x log x+O(x), it follows that (3.32) can further
be rewritten as
ψ(x) log x+
∑
n≤x
Λ(n)ψ
(x
n
)
− 2x log x−O(x) = O(x),
which is equivalent to (3.33). The proof of (3.32) is now outlined. Write c = γ + 1, where γ
is Euler’s constant, and write F (x) = R(x) + c. Define
J(x) =
∑
k≤x
µ(k) log
x
k
G
(x
k
)
where G(x) =
∑
n≤x F (x/n). The idea is that by Proposition 3.8.2, J can be re-expressed in
terms of F , and ultimately R, while on the other hand, the fact that G is bounded is used
to get a bound on J. More specifically,
J(x) = F (x) log x+
∑
n≤x
Λ(n)F
(x
n
)
= (R(x) + c) log x+
∑
n≤x
Λ(n)
(
R
(x
n
)
+ c
)
= R(x) log x+ c log x+
∑
n≤x
Λ(n)R
(x
n
)
+ c
∑
n≤x
Λ(n)
= R(x) log x+ c log x+
∑
n≤x
Λ(n)R
(x
n
)
+ cψ(x)
= R(x) log x+
∑
n≤x
Λ(n)R
(x
n
)
+O(x)
where the last equality is clear once one recalls that 0 ≤ ψ(x) ≤ 2x. We show that J(x) =
O(x) to complete the proof. By Lemma 3.8.7, |G(x)| ≤ log x+ 2. Therefore,
|J(x)| ≤
∑
k≤x
|µ(k)|
∣∣∣log x
k
∣∣∣ ∣∣∣G(x
k
)∣∣∣
≤
∑
k≤x
log
x
k
(
log
x
k
+ 2
)
.
There exists a constant C such that
log x(log x+ 2) ≤ Cx1/2
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for all x ≥ 1. (The proof follows easily from the fact that (log x+ 2)/x1/4 −→ 0 as x −→∞,
and is thus bounded.) Hence
|J(x)| ≤
∑
k≤x
C
(x
k
)1/2
= Cx1/2
∑
k≤x
1
k1/2
.
The proof is clearly complete if there exist constants C1 and x0 such that for all x > x0,∑
k≤x
1
k1/2
≤ C1x1/2.
Using (3.11), and the fact that 1 ≤ ∫ 0
1
t−1/2dt, it is easy to show that when C1 = 2, this
inequality holds for all x ≥ 1.
Q.E.D.
These formulas of Selberg are claimed to be vital to nearly all elementary proofs of the prime
number theorem. However, taking (3.32), it seems at this stage that, bar R appearing in
both terms, there is no apparent link to our ultimate aim of proving that, in the notation
of the first section, we have α ≤ β. The same can be said of (3.33). However, one can
tenuously suggest that the desired inequality α ≤ β involves W on both sides, W of course
being ultimately derived from R. This being the case, it is worth investigating what can be
said of S in light of Selberg’s formulas, and thus of W . Indeed, as the next result shows, R
can be replaced by S in (3.32).
Proposition 3.8.9 For all x ≥ 1, we have
S(x) log x+
∑
n≤x
Λ(n)S
(x
n
)
= O(x).
Proof. Dividing through by t in (3.32), we have
R(t) log t
t
+
1
t
∑
n≤t
Λ(n)R
(
t
n
)
= O(1).
This means that the left-hand side is bounded by some constant M . It follows that∣∣∣∣∣
∫ x
1
[
R(t) log t
t
+
1
t
∑
n≤t
Λ(n)R
(
t
n
)]
dt
∣∣∣∣∣ ≤
∫ x
1
∣∣∣∣∣R(t) log tt + 1t∑
n≤t
Λ(n)R
(
t
n
)∣∣∣∣∣ dt
≤
∫ x
1
Mdt < Mx.
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Hence, ∫ x
1
R(t) log t
t
dt+
∫ x
1
1
t
∑
n≤t
Λ(n)R
(
t
n
)
dt = O(x).
As presently written, the integral and the sum in the second term on the left clearly cannot
be interchanged. But R(t/n) = 0 whenever n > t. Therefore, when 1 ≤ t ≤ x, it follows that∑
n≤x
Λ(n)R
(
t
n
)
=
∑
n≤t
Λ(n)R
(
t
n
)
.
Thus ∫ x
1
R(t) log t
t
dt+
∫ x
1
1
t
∑
n≤x
Λ(n)R
(
t
n
)
dt = O(x);
that is, ∫ x
1
R(t) log t
t
dt+
∑
n≤x
Λ(n)
∫ x
1
R
(
t
n
)
1
t
dt = O(x), (3.34)
where equality of the left-hand sides of the last two statements follows upon reordering the
terms. Considering the second term on the left (with fixed n), let u = t/n. Then u = 1/n
when t = 1 and u = x/n when t = x. Also, du/dt = 1/n so that∫ x
1
R
(
t
n
)
1
t
dt =
∫ x
1
R(t/n)
t/n
1
n
dt =
∫ x/n
1/n
R(u)
u
du =
∫ x/n
1
R(u)
u
du = S
(x
n
)
.
Note that due to R being constant over certain intervals, R(u)/u has an anti-derivative when
confined to any of these intervals, allowing the substitution method to be used. Given this
result, it is enough to show that∫ x
1
R(u) log u
u
du = S(x) log x+O(x),
or in other words, that the difference is O(x). Thus, recalling the definition of S,
S(x) log x−
∫ x
1
R(u) log u
u
du =
∫ x
1
R(u)
u
(log x− log u) du
=
∫ x
1
R(u)
u
∫ x
u
1
t
dt du
=
∫ x
1
1
t
∫ t
1
R(u)
u
du dt
=
∫ x
1
S(t)
t
dt,
where the second last equality comes from Proposition 3.6.2. We finish by noting that
Proposition 3.6.3 (1) states that |S(t)/t| ≤ 1 for all t so that∣∣∣∣∫ x
1
S(t)
t
dt
∣∣∣∣ ≤ x.
91
Q.E.D.
Note the appearance of Λ in Proposition 3.8.9, and recall that, for the prime number theorem,
we are concerned with the behaviour of the partial sums of Λ (namely ψ). However, if working
with Λ and its partial sums were easy, one would imagine that the prime number theorem
would be quickly arrived at. Therefore, it seems wiser to define a function q – in terms of Λ
– for which a good estimate of the partial sums can be found. In fact, the following estimate
is an equivalent version of Selberg’s formula.
Corollary 3.8.10 Let q(n) = Λ(n) log n+ (Λ ∗ Λ)(n). Then∑
n≤x
q(n) = 2x log x+O(x)
and ∑
n≤x
(q(n)− 2 log n) = O(x).
Proof. The proof is derived from (3.33). Note first that by Abel’s summation formula,
that is, by Proposition 3.4.3,∑
n≤x
Λ(n) log n = ψ(x) log x−
∫ x
1
ψ(t)
t
dt = ψ(x) log x+O(x),
since 0 ≤ ψ(t) ≤ 2t. Also, by Proposition 3.4.4,∑
n≤x
(Λ ∗ Λ)(n) =
∑
n≤x
Λ(n)ψ
(x
n
)
.
Thus (3.33) may be rewritten as∑
n≤x
Λ(n) log n+
∑
n≤x
(Λ ∗ Λ)(n) = 2x log x+O(x)
which, given the definition of q(n), is the first statement. To establish the equivalence of the
first and second statements, the reader may care to verify, using Abel summation, that∑
n≤x
log n = x log x+O(x).
Thus the first statement may be rewritten as∑
n≤x
q(n) = 2
∑
n≤x
log n+O(x),
which is clearly the second statement. To finish, as (3.33) is true, so too are the equivalent
statements.
Q.E.D.
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The first result states that the partial sums of q(n) are within a constant times x of 2x log x.
As x gets bigger, this difference is relatively small. By the second (equivalent) result, the
difference between the partial sums of q(n) and 2 log n is also relatively small. Having thus
got “good” estimates for the partial sums of q(n), the next result, derived from Proposition
3.8.9, provides the platform for the use of those estimates.
Proposition 3.8.11 There is a constant K1 such that for all x ≥ 1,
|S(x)|(log x)2 ≤
∑
n≤x
q(n)
∣∣∣S (x
n
)∣∣∣+K1x log x.
Proof. It is easily verified that a(x) + b(x) = O(x) implies |a(x)| = |b(x)|+O(x). Applying
this to Proposition 3.8.9, and multiplying through by log x, it follows that, for all x ≥ 1,
|S(x)|(log x)2 =
∣∣∣∣∣log x∑
n≤x
Λ(n)S
(x
n
)∣∣∣∣∣+O(x log x).
The rest of the proof consists of showing that, for all x ≥ 1,∣∣∣∣∣log x∑
n≤x
Λ(n)S
(x
n
)∣∣∣∣∣ = ∑
n≤x
q(n)
∣∣∣S (x
n
)∣∣∣+O(x log x).
The idea is to restructure the left-hand side with an eye on the definition of q(n). To begin,
introduce Λ(n) log n by rewriting the left-hand side as∣∣∣∣∣∑
n≤x
Λ(n)S
(x
n
)
log
x
n
+
∑
n≤x
Λ(n) log n S
(x
n
)∣∣∣∣∣ .
This in turn is equal to∣∣∣∣∣∑
n≤x
Λ(n)S
(x
n
)
log
x
n
+
∑
n≤x
q1(n) S
(x
n
)
+
∑
n≤x
(Λ ∗ Λ)(n) S
(x
n
)∣∣∣∣∣ ,
where q1(n) = Λ(n) log n− (Λ ∗Λ)(n). Note that q(n) is not introduced in a similar manner.
This would lead to difficulties later on. Now |q1(n)| ≤ q(n), a useful fact given that the proof
is completed on showing that, for all x ≥ 1,∣∣∣∣∣A+∑
n≤x
q1(n) S
(x
n
)
+B
∣∣∣∣∣ = ∑
n≤x
q(n)
∣∣∣S (x
n
)∣∣∣+O(x log x),
where
A =
∑
n≤x
Λ(n)S
(x
n
)
log
x
n
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and
B =
∑
n≤x
(Λ ∗ Λ)(n) S
(x
n
)
.
Clearly, it is sufficient to show that, for all x ≥ 1,
|A+B|+
∣∣∣∣∣∑
n≤x
q1(n) S
(x
n
)∣∣∣∣∣ = ∑
n≤x
q(n)
∣∣∣S (x
n
)∣∣∣+O(x log x),
and since |q1(n)| ≤ q(n), it suffices to show that |A+B| = O(x log x) for all x ≥ 1. Begin by
noting that
B =
∑
n≤x
(Λ ∗ Λ)(n) S
(x
n
)
=
∑
n≤x
∑
jk=n
Λ(j)Λ(k)S
(
x
jk
)
=
∑
jk≤x
Λ(j)Λ(k)S
(
x
jk
)
=
∑
k≤x
∑
j≤x/k
Λ(j)Λ(k)S
(
x
jk
)
=
∑
k≤x
Λ(k)
∑
j≤x/k
Λ(j)S
(
x
jk
)
.
Therefore,
|A+B| =
∑
k≤x
Λ(k)
S (x
k
)
log
x
k
+
∑
j≤x/k
Λ(j)S
(
x
jk
) ,
so that
|A+B| ≤
∑
k≤x
Λ(k)
∣∣∣∣∣∣S
(x
k
)
log
x
k
+
∑
j≤x/k
Λ(j)S
(
x
jk
)∣∣∣∣∣∣ . (3.35)
Recalling Proposition 3.8.9,
S
(x
k
)
log
x
k
+
∑
j≤x/k
Λ(j)S
(
x
jk
)
= O
(x
k
)
whenever k ≤ x. Therefore, there exists a constant C such that∣∣∣∣∣∣S
(x
k
)
log
x
k
+
∑
j≤x/k
Λ(j)S
(
x
jk
)∣∣∣∣∣∣ ≤ Cxk
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whenever k ≤ x. It follows from (3.35) that
|A+B| ≤ Cx
∑
k≤x
Λ(k)
k
.
Thus, to complete the proof, it suffices to show that there exists a constant ρ such that∑
k≤x Λ(k)/k ≤ ρ log x for all x ≥ 1. Recall from Theorem 3.5.3 that
∑
k≤x Λ(k)/k ≤ log x+2
for all x > 1. It is easy to show that there exists a constant ρ satisfying log x + 2 ≤ ρ log x
for all x ≥ 2, meaning that ∑k≤x Λ(k)/k ≤ ρ log x for all x ≥ 2. Since Λ(1) = 0, this bound
actually holds for all x ≥ 1.
Q.E.D.
Thus an inequality featuring q and S is established, and the next argument shows, using
Corollary 3.8.10, that q(n) can be replaced by 2 log n. Recall that a good estimate for∑
n≤x q(n) is
∑
n≤x 2 log n.
Proposition 3.8.12 There is a constant K2 such that for all sufficiently large x,∑
n≤x
q(n)
∣∣∣S (x
n
)∣∣∣ = 2∑
n≤x
log n
∣∣∣S (x
n
)∣∣∣+K2x log x.
Proof. Write a(n) = q(n)− 2 log n. In the new notation, we require∑
n≤x
a(n)
∣∣∣S (x
n
)∣∣∣ = O(x log x). (3.36)
The first thing one might consider is obtaining the absolute values of the terms of (3.36), but
we have no bound for a(n). However, by Corollary 3.8.10, where A(n) =
∑
j≤n a(j), A(n) is
bounded by n. Therefore, it is desirable to re-express the left-hand side of (3.36) in terms of
A(n), and then Abel summation (Proposition 3.4.1) gives∑
n≤x
a(n)
∣∣∣S (x
n
)∣∣∣ = ∑
n≤x−1
A(n)
[∣∣∣S (x
n
)∣∣∣− ∣∣∣∣S ( xn+ 1
)∣∣∣∣]+ A([x])S ( x[x]
)
.
In fact, since S(x/([x] + 1)) = 0,∑
n≤x
a(n)
∣∣∣S (x
n
)∣∣∣ = ∑
n≤x
A(n)
[∣∣∣S (x
n
)∣∣∣− ∣∣∣∣S ( xn+ 1
)∣∣∣∣] .
It follows that ∣∣∣∣∣∑
n≤x
a(n)
∣∣∣S (x
n
)∣∣∣∣∣∣∣∣ ≤∑
n≤x
|A(n)|
∣∣∣∣∣∣∣S (xn)∣∣∣−
∣∣∣∣S ( xn+ 1
)∣∣∣∣∣∣∣∣ .
Noting Proposition 3.6.3, we have∣∣∣∣∣∣∣S (xn)∣∣∣−
∣∣∣∣S ( xn+ 1
)∣∣∣∣∣∣∣∣ ≤ ∣∣∣∣S (xn)− S
(
x
n+ 1
)∣∣∣∣ ≤ xn − xn+ 1 = x
(
1
n(n+ 1)
)
,
95
and since there exists C such that |A(n)| ≤ Cn for all n, it follows that∣∣∣∣∣∑
n≤x
a(n)
∣∣∣S (x
n
)∣∣∣∣∣∣∣∣ ≤ Cx∑
n≤x
1
n+ 1
≤ Cx(log x+ 1),
where the last inequality is clear when one considers the example directly after Proposition
3.5.1. The result follows.
Q.E.D.
Next, the discrete sum of Proposition 3.8.12 is related to the corresponding integral, which
in light of what must be proved, namely (3.23), must at some stage make an entrance.
Proposition 3.8.13 There exists a constant C ′ such that, for all x ≥ 1,∑
n≤x
log n
∣∣∣S (x
n
)∣∣∣ ≤ ∫ x
1
log t
∣∣∣S (x
t
)∣∣∣ dt+ C ′x.
Proof. Let n ≤ x and take t such that n ≤ t < n+ 1. By Proposition 3.6.3, we have∣∣∣S (x
n
)
− S
(x
t
)∣∣∣ ≤ x
n
− x
t
.
Hence, ∣∣∣S (x
n
)∣∣∣ ≤ ∣∣∣S (x
t
)∣∣∣+ x
n(n+ 1)
.
Therefore,
log n
∣∣∣S (x
n
)∣∣∣ ≤ log n∫ n+1
n
[∣∣∣S (x
t
)∣∣∣+ x
n(n+ 1)
]
dt
≤
∫ n+1
n
log t
∣∣∣S (x
t
)∣∣∣ dt+ x log n
n(n+ 1)
.
Summing over all n ≤ x, it should be clear that∑
n≤x
log n
∣∣∣S (x
n
)∣∣∣ ≤ ∫ [x]+1
1
log t
∣∣∣S (x
t
)∣∣∣ dt+ x∑
n≤x
log n
n(n+ 1)
.
The proof is completed on noting that the series
∞∑
n=1
log n
n(n+ 1)
is convergent and that S(x/t) = 0 when t > x.
Q.E.D.
Combining the last three results, we obtain:
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Proposition 3.8.14 There exists a constant K3 such that for all x large enough,
|S(x)|(log x)2 ≤ 2
∫ x
1
log t
∣∣∣S (x
t
)∣∣∣ dt+K3x log x.
At this point, W is re-introduced. Recall that W (y) = e−yS(ey).
Corollary 3.8.15 For K3 as above and for all sufficiently large y,
|W (y)| ≤ 2
y2
∫ y
0
(y − u)|W (u)|du+ K3
y
.
Proof. In view of how W is defined, it is clearly a good idea to let x = ey (thus y = log x)
in Proposition 3.8.14. With this and the substitution t = eu, Proposition 3.8.14 can be
rewritten to state
|S(ey)|y2 ≤ 2
∫ y
0
u
∣∣S (ey−u)∣∣ eudu+K3yey
for all sufficiently large y. With the further substitution S(ey) = eyW (y), it follows that
y2ey|W (y)| ≤ 2
∫ y
0
uey−u |W (y − u)| eudu+K3yey
for all sufficiently large y, or in other words,
|W (y)| ≤ 2
y2
∫ y
0
u|W (y − u)|du+ K3
y
for all sufficiently large y. Finally, with the substitution v = y− u, one can easily check that∫ y
0
u|W (y − u)|du =
∫ y
0
(y − v)|W (v)|dv.
Q.E.D.
This result gives a bound for |W (y)| in terms of an integral involving W . Thus one may
reasonably hope that the proof of (3.23), and thus of the prime number theorem itself, is
now within reach. The next proposition is indeed that proof.
Proposition 3.8.16 The inequality (3.23) holds; or equivalently, in the notation of Propo-
sition 3.6.5, α ≤ β.
Proof. The rough idea is to establish inequalities involving α and β on either side of
the inequality in Corollary 3.8.15. Note first that, by definition,
α = lim
y−→∞
sup
x≥y
|W (x)|,
where the supremum function is decreasing. Therefore, given any y > 0,
α ≤ sup
x≥y
|W (x)|.
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Thus, given δ > 0 and y > 0, there exists x ≥ y such that
α− δ < |W (x)|. (3.37)
Second, note that ∫ x
0
(x− u)|W (u)|du =
∫ x
0
|W (u)|
∫ x
u
dv du
=
∫ x
0
∫ v
0
|W (u)|du dv, (3.38)
where the second equality follows from Proposition 3.6.2 and the continuity of |W |, which
follows from Proposition 3.6.4. Now, by definition,
β = lim
x−→∞
sup
v≥x
1
v
∫ v
0
|W (u)|du.
Thus, given  > 0, there exists x1 such that
sup
v≥x1
1
v
∫ v
0
|W (u)|du ≤ β + .
In other words, given  > 0, there exists x1 such that for all v ≥ x1,
1
v
∫ v
0
|W (u)|du ≤ β + .
Hence, for x ≥ x1, it follows that∫ x
x1
∫ v
0
|W (u)|du dv ≤
∫ x
x1
(β + )v dv =
1
2
(β + )(x2 − x12).
Also, since |W (u)| ≤ 1 for all u,∫ x1
0
∫ v
0
|W (u)|du dv ≤
∫ x1
0
∫ v
0
du dv =
∫ x1
0
v dv =
1
2
x1
2.
Combining these last two statements with (3.38), we obtain∫ x
0
(x− u)|W (u)|du ≤ 1
2
(β + )x2 +
1
2
x1
2. (3.39)
Choosing y > x1, (3.37) and (3.39) hold for some x ≥ y. Since y can be arbitrarily large,
this is true for arbitrarily large x, and it easily follows, by Corollary 3.8.15, that for such x,
α− δ < β + + x1
2
x2
+
K3
x
.
This being the case, it follows that α ≤ β + + δ, with the result following, since this is true
for all  > 0 and δ > 0.
Q.E.D.
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Chapter 4
Newman’s short proof of the prime
number theorem
4.1 Sufficient conditions for the short proof
Throughout, we write s = σ+ it, where σ and t are real. As with the classical analytic proof
of the prime number theorem, outlined in Chapter 2, the Riemann zeta function plays a
crucial role in this short proof, based on a proof by Donald Newman in 1980. For the reader
interested in the original proof, see [13]. For this interpretation of Newman’s proof, the
author has heavily relied upon [2] and [17]. For our previous two proofs, proving that ψ(x)
is asymptotic to x was shown to be sufficient. Likewise, proving that θ(x) is asymptotic to x
— as was suspected by Chebyshev and backed up by the numerical evidence — is sufficient,
and the proof of this is the main point of Newman’s proof, where the reader may recall the
definition of θ from Chapter 1.
Definition 4.1.1 Define the function θ : R+ −→ R+ by
θ(x) =
∑
p≤x
log p
where the sum is over all primes p less than or equal to x.
First, it must be shown that proving that θ(x) is asymptotic to x is sufficient for the prime
number theorem.
Lemma 4.1.1 If
θ(x) ∼ x as x −→∞, (4.1)
then the prime number theorem is true.
Proof. This is shown by relating θ(x) to pi(x) log x, and given the assumption that θ(x) ∼
x as x −→∞, we hope to relate x to pi(x) log x. Begin by noting that
θ(x) ≤
∑
p≤x
log x = pi(x) log x.
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Then, for any  > 0, (without loss of generality,  < 1/2) and for sufficiently large x,
1−  ≤ θ(x)
x
≤ pi(x) log x
x
.
Second,
θ(x) ≥
∑
x1−<p≤x
log p ≥
∑
x1−<p≤x
log x1−
= (1− ) log x
∑
x1−<p≤x
1
= (1− ) log x(pi(x)− pi(x1−))
≥ (1− ) log x(pi(x)− x1−).
Thus bounds have been established on θ(x) involving the term pi(x) log x. The above inequal-
ity can be restated as
(1− )pi(x) log x
x
− (1− ) log x
x
≤ θ(x)
x
.
Since
lim
x−→∞
−(1− ) log x
x
= 0,
then for any δ > 0, and for sufficiently large x,
−δ ≤ −(1− ) log x
x
.
Clearly then,
(1− )pi(x) log x
x
− δ ≤ θ(x)
x
.
Since θ(x) ∼ x as x −→∞, it follows that for sufficiently large x,
θ(x)
x
≤ δ + 1.
By these last two inequalities, for sufficiently large x,
pi(x) log x
x
≤ 2δ + 1
1−  .
Choosing δ = (1−2)
2
> 0, it easily follows that for sufficiently large x,
pi(x) log x
x
≤ 1 + 2,
so that
lim
x−→∞
pi(x) log x
x
= 1.
Q.E.D.
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It remains then to prove (4.1). The main idea is to acquire some knowledge about θ, and build
upon it. In Theorem 3.2.3, it has already been shown that θ(x) ≤ (log 4)x. An alternative
proof that θ(x) = O(x) is now outlined, although the estimate is not as good.
Theorem 4.1.2 θ(x) = O(x).
Proof. Begin by noting that
eθ(2n)−θ(n) =
e
∑
p≤2n log p
e
∑
p≤n log p
=
∏
p≤2n e
log p∏
p≤n e
log p
=
∏
n<p≤2n
elog p
=
∏
n+1≤p≤2n
p.
During the course of Theorem 3.2.3, it was shown that∏
n+2≤p≤2n+1
p ≤ 22n.
In the same way, it can be shown that ∏
n+1≤p≤2n
p ≤ 22n,
that is, eθ(2n)−θ(n) ≤ 22n. It follows that θ(2n) − θ(n) ≤ log 22n = 2n log 2. In particular,
θ(2r)− θ(2r−1) ≤ 2r log 2, r ∈ N, so that given m ∈ N,
θ(2m) =
m∑
r=1
(θ(2r)− θ(2r−1)) ≤
m∑
r=1
2r log 2 = (2m+1 − 2) log 2 < 2m+1 log 2.
Now, for any x ≥ 1, there exists m such that 2m−1 ≤ x < 2m. It follows that
θ(x) ≤ θ(2m) < 2m+1 log 2 = (4 log 2)2m−1 ≤ (4 log 2)x
for all x ≥ 0, as required.
Q.E.D.
A series of sufficient conditions are now established for (4.1), with Theorem 4.1.2 being used
more than once in their establishment. That the first of these conditions is sufficient seems
reasonable at first glance, it being the convergence of
∫∞
1
θ(u)−u
u2
du. This does suggest the
relative closeness of θ(x) and x, although the fact that θ is a non-decreasing function is also
required. However, many other convergent integrals suggest the same, so why is this one
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chosen? The reason lies in a concept known as the Laplace transform, and in a result known
as the analytic theorem. Even to the reader familiar with these, the choice of integral may
still be obscure. The Laplace transform and the analytic theorem will be discussed after the
following theorem.
Theorem 4.1.3 If ∫ ∞
1
θ(u)− u
u2
du
is a convergent integral, then
θ(x) ∼ x as x −→∞.
Proof. Suppose that ∫ ∞
1
θ(u)− u
u2
du
is a convergent integral. Assume then that
lim
x−→∞
θ(x)
x
6= 1.
Therefore, for some  > 0, there exist arbitrarily large x such that∣∣∣∣θ(x)x − 1
∣∣∣∣ ≥ .
It easily follows that there exist arbitrarily large x such that either θ(x) ≤ (1 − )x or
θ(x) ≥ (1 + )x.
Case 1: Suppose that there exist arbitrarily large x such that θ(x) ≤ (1 − )x. Letting
λ = 1− , we have θ(x) ≤ λx, for some λ < 1. Since θ is non-decreasing,∫ x
λx
θ(u)− u
u2
du ≤
∫ x
λx
θ(x)− u
u2
du
≤
∫ x
λx
λx− u
u2
du
= λx
∫ x
λx
1
u2
du−
∫ x
λx
1
u
du
=
[−λx
u
− log u
]x
λx
= −λ− log x+ 1 + log λx
= −λ+ 1 + log λ,
which is a constant. It is easily shown that
−λ+ 1 + log λ =
∫ 1
λ
λ− u
u2
du < 0.
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Therefore, ∫ x
λx
θ(u)− u
u2
du ≤ −λ+ 1 + log λ < 0
for arbitrarily large x, which contradicts the initial supposition.
Case 2: Suppose that there exist arbitrarily large x such that θ(x) ≥ (1 + )x. Letting
λ = 1 + , we have θ(x) ≥ λx, for some λ > 1. Since θ is non-decreasing,∫ λx
x
θ(u)− u
u2
du ≥
∫ λx
x
θ(x)− u
u2
du
≥
∫ λx
x
λx− u
u2
du
= λ− 1− log λ > 0,
for arbitrarily large x. This again contradicts the initial supposition.
Q.E.D.
4.2 The Laplace transform
The Laplace transform is now defined.
Definition 4.2.1 Let h : [0,∞) −→ R be a piecewise continuous function. The Laplace
transform of h is the complex function (Lh)(s) given by
(Lh)(s) =
∫ ∞
0
h(x )e−sxdx
whenever the integral converges.
At first glance, this integral seems unrelated to
∫∞
1
θ(u)−u
u2
du, whose convergence is a sufficient
condition for the prime number theorem. However, making the change of variables u = ex,
it is easy to show that ∫ ∞
1
θ(u)− u
u2
du =
∫ ∞
0
(θ(ex)e−x − 1)dx.
However, this is hardly a useful Laplace transform, with h(x) from Definition 4.2.1 looking
complicated! In fact, letting H(x) = θ(ex)e−x− 1, we proceed indirectly by investigating the
Laplace transform of H(x). The analytic theorem below gives conditions on this transform
which imply the convergence of
∫∞
0
H(x)dx, as required for the prime number theorem. The
analytic theorem is now stated and the proof is given later.
Theorem 4.2.1 (The analytic theorem) Let f : [0,∞) −→ R be a bounded and piecewise
continuous function whose Laplace transform g(s) =
∫∞
0
f(x)e−sxdx, initially defined for
σ > 0, extends to an analytic function for σ ≥ 0. Then the improper integral ∫∞
0
f(x)dx
converges, and its value is g(0).
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Assuming that the analytic theorem is true, it remains to show that H satisfies the various
conditions mentioned. Firstly, by Theorem 4.1.2, there exists a real constant C > 0 such
that θ(ex) ≤ Cex for all x ≥ 0. Thus H(x) = θ(ex)e−x − 1 ≤ C − 1 and is bounded.
Also, ex is continuous and θ is piecewise continuous, so H is piecewise continuous. The
Laplace transform of H now needs to be computed and shown to be analytic for σ > 0.
The computation is necessary if we are to extend the Laplace transform of H to an analytic
function for σ ≥ 0. To make the statement of the next theorem a little easier, we first define
the function Φ(s) on the domain σ > 1 by the formula
Φ(s) =
∑
p
log p
ps
.
Theorem 4.2.2 For σ > 0,
(LH)(s) = Φ(s+ 1)
s+ 1
− 1
s
and is analytic in this domain.
Proof. Begin by noting that
(LH)(s) =
∫ ∞
0
e−sx(θ(ex)e−x − 1)dx
=
∫ ∞
0
e−(s+1)xθ(ex)dx−
∫ ∞
0
e−sxdx.
It is easy to check that
∫∞
0
e−sxdx = 1/s, which is convergent and an analytic function for
σ > 0. It remains to show firstly that
∫∞
0
e−(s+1)xθ(ex)dx is convergent and an analytic
function for σ > 0, and secondly that∫ ∞
0
e−(s+1)xθ(ex)dx =
Φ(s+ 1)
s+ 1
.
By Theorem 4.1.2, θ(ex) ≤ Cex, hence∫ T
0
|e−(s+1)xθ(ex)|dx ≤
∫ T
0
Ce−σxdx =
C
σ
(1− e−σT ).
Now 1− e−σT < 1, thus when σ > 0, we obtain the estimate∫ ∞
0
|e−(s+1)xθ(ex)|dx ≤ C
σ
,
which means that
∫∞
0
e−(s+1)xθ(ex)dx is convergent for σ > 0.
To show that F (s) =
∫∞
0
e−(s+1)xθ(ex)dx is analytic for σ > 0, write Fn(s) =
∫ n+1
n
e−(s+1)xθ(ex)dx
for each n ∈ N ∪ {0}, so that
F (s) =
∞∑
n=0
Fn(s).
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Given Theorem 2.4.6, the idea is to show that for each n ∈ N ∪ {0}, Fn(s) is analytic for
σ > 0, and that, given δ > 0, the series
∑∞
n=0 Fn(s) is uniformly convergent for all σ > δ.
Letting D be the half–plane σ > 0, note that e−(s+1)xθ(ex) is a piecewise continuous function
of x, n ≤ x ≤ n + 1, for fixed s and an analytic function of s ∈ D for fixed x. Thus by the
theorem stated below — which shall be proved later — Fn(s) is analytic in D.
Theorem 4.2.3 Let D be a simply connected domain of the complex plane. Suppose g :
D × [a, b] −→ C is a piecewise continuous function of x, a ≤ x ≤ b, for fixed s and an
analytic function of s ∈ D for fixed x. Then
f(s) =
∫ b
a
g(s, x)dx
is analytic in D.
To show that the series is uniformly convergent, choose δ > 0. Then for σ > δ,
|Fn(s)| ≤
∫ n+1
n
|e−(s+1)xθ(ex)| dx ≤
∫ n+1
n
|Ce−sx| dx
for some positive constant C, by Theorem 4.1.2. It follows that
|Fn(s)| ≤ C
∫ n+1
n
e−σx dx ≤ Ce−σn ≤ C(e−δ)n.
Note that
∑∞
n=1 (e
−δ)n is a convergent geometric series. Thus by an analogous argument to
proving uniform convergence in Theorem 2.4.3, the series
∑∞
n=1 Fn(s) converges uniformly
for σ > δ. Therefore, F (s) is analytic for σ > 0.
To compute the integral, we take advantage of the fact that θ(ex) = θ(pn) whenever pn <
ex < pn+1 (pn denotes the nth prime number). In other words, θ(e
x) = θ(pn) whenever
log pn < x < log pn+1. This is obvious from the definition of θ. Also, θ(e
x) = 0 whenever
0 < x < log 2 = log p1. Thus∫ ∞
0
e−(s+1)xθ(ex)dx =
∞∑
n=1
∫ log pn+1
log pn
e−(s+1)xθ(ex)dx
=
∞∑
n=1
θ(pn)
∫ log pn+1
log pn
e−(s+1)xdx =
1
s+ 1
∞∑
n=1
θ(pn)(p
−(s+1)
n − p−(s+1)n+1 ).
Bearing in mind the fact that θ(pn)− θ(pn−1) = log pn, it follows that∫ ∞
0
e−(s+1)xθ(ex)dx =
1
s+ 1
( ∞∑
n=1
θ(pn)p
−(s+1)
n −
∞∑
n=1
θ(pn)p
−(s+1)
n+1
)
=
1
s+ 1
(
θ(2)2−(s+1) +
∞∑
n=2
θ(pn)p
−(s+1)
n −
∞∑
n=2
θ(pn−1)p−(s+1)n
)
=
1
s+ 1
(
log 2
2s+1
+
∞∑
n=2
log pn
pns+1
)
=
Φ(s+ 1)
s+ 1
,
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as required.
Q.E.D.
Now that the Laplace transform ofH has been computed and shown to be an analytic function
for σ > 0, and assuming that the analytic theorem holds, it remains to show that the Laplace
transform of H extends to an analytic function for σ ≥ 0. Before this is attempted, it is worth
listing the following results relating to the Laplace transform, which were proved in specific
instances during the course of Theorem 4.2.2.
Lemma 4.2.4 Let g, h : [0,∞) −→ R be piecewise continuous functions such that, for real
numbers C and B, h satisfies |h(x)| ≤ CeBx for 0 ≤ x <∞. Then,
1) L(g + h) = Lg + Lh.
2) If g(x) = eath(x), then (Lg)(s) = (Lh)(s − a) for σ > B + a.
3) L(1 )(s) = 1/s.
Lemma 4.2.5 If there exist real constants B and C such that |h(x)| ≤ CeBx for 0 ≤ x <∞,
then the integral defining the Laplace transform of h(x) converges absolutely and is an analytic
function for σ > B.
4.3 Extending the Laplace transform of H
In this section, the Laplace transform of H, that is, Φ(s+1)
s+1
− 1
s
, is extended to an analytic
function on the domain σ ≥ 0. Clearly, this is equivalent to showing that
Φ(s)
s
− 1
s− 1
can be extended to an analytic function on the domain σ ≥ 1. The key here is to link Φ(s)
to ζ(s), as discussed in Section 2.2. It was shown — during Theorem 2.2.7 — that
ζ(s) =
∏
p
(1− p−s)−1
for σ > 1, thus Φ(s) and ζ(s) can both be defined in terms of the primes. Since Φ(s) involves
a log term, it is helpful to have an equation involving logs and ζ(s). Recall that Theorem
2.11 states that
−ζ ′(s)/ζ(s) =
∞∑
n=1
Λ(n)
ns
where Λ : N −→ R was defined in Chapter 1 by
Λ(n) =
{
log p, if n = pr with p prime, r ∈ N
0, otherwise.
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It follows that
−ζ ′(s)/ζ(s) =
∑
p
∞∑
r=1
Λ(pr)
(pr)s
=
∑
p
log p
∞∑
r=1
1
(pr)s
=
∑
p
p−s log p
1− p−s =
∑
p
log p
ps − 1 .
Recall that Φ(s) =
∑
p
log p
ps
. Therefore, using the identity
1
ps
=
1
ps − 1 −
1
ps(ps − 1) ,
it follows that
Φ(s) = −ζ
′(s)
ζ(s)
−
∑
p
log p
ps(ps − 1) . (4.2)
Thus information about Φ(s) will follow from a study of the two terms on the right. To
extend Φ(s)
s
− 1
s−1 to an analytic function on the domain σ ≥ 1, it is clearly useful to try and
analytically extend Φ(s) to the domain σ ≥ 1. To begin, consider the infinite sum appearing
in (4.2). If we define f : N −→ R by
f(n) =
{
log n, if n prime
0, otherwise,
then ∑
p
log p
ps(ps − 1) =
∞∑
n=2
f(n)
ns(ns − 1) ,
which is clearly a series of analytic functions. Thus by Theorem 2.4.6, to show that this series
converges to an analytic function on the domain σ ≥ 1, it suffices to show that it converges
uniformly on the domain σ ≥ 1. First, for σ ≥ 1, it is easy to show that∣∣∣∣ f(n)ns(ns − 1)
∣∣∣∣ ≤ log nn(n− 1) .
Now
∑∞
n=2
logn
n(n−1) is convergent by comparison with
∑∞
n=2
1
n3/2
, so choosing  > 0, there exists
N ∈ N such that for all m ≥ N ,∣∣∣∣∣
∞∑
n=m+1
f(n)
ns(ns − 1)
∣∣∣∣∣ ≤
∞∑
n=m+1
∣∣∣∣ f(n)ns(ns − 1)
∣∣∣∣ ≤ ∞∑
n=m+1
log n
n(n− 1) < 
whenever σ ≥ 1.
An analytic extension of Φ(s) will follow if one exists for −ζ ′(s)/ζ(s). As a result of Theorem
2.4.2, this will be the case if ζ(s) extends to an analytic function on the domain σ ≥ 1, and
for this extension, ζ(s) has no zeros on the domain σ ≥ 1. Closely related to an analytic
function is the concept of a meromorphic function.
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Definition 4.3.1 A function f is said to be meromorphic on a domain D if f is analytic in
D except at isolated poles.
In fact, Theorem 2.4.3 states that ζ(s) extends meromorphically to the domain σ > 0, with
only a simple pole at s = 1 which is a simple pole with residue 1. In this section, an alternative
proof is outlined. The idea is to determine what the statement of Theorem 2.4.3 implies. If
the converse is true, it is sufficient to prove the implied statement. Begin by noting that if
Theorem 2.4.3 is true, then
lim
s−→1
(s− 1)ζ(s) = Res(ζ, 1) = 1. (4.3)
This equation involves ζ(s), which we are trying to show is meromorphic. Motivated by the
fact that analytic functions are easier to work with than meromorphic ones, note that if a
function f has an isolated singularity at s0 and if
lim
s−→s0
(s− s0)f(s) = 0,
then f has a removable singularity at s0. For the reader interested in a proof of this result, see
[1]. If this is the only singularity in a domain D, then by suitably “removing” the singularity,
f can be extended to an analytic function on D. If Theorem 2.4.3 is true, then by (4.3),
lim
s−→1
(s− 1)
(
ζ(s)− 1
s− 1
)
= 0,
so that ζ(s) − 1
s−1 has a removable singularity at s = 1. Indeed, if Theorem 2.4.3 is true, it
can be shown that this is the only singularity on the half-plane σ > 0. Thus ζ(s)− 1
s−1 can
be extended to an analytic function on the half-plane σ > 0. It is not necessary to prove this
is the only singularity. Of more importance is asking, if ζ(s) − 1
s−1 extends to an analytic
function on the half-plane σ > 0, does Theorem 2.4.3 follow? Indeed, it follows easily upon
writing ζ(s) = (ζ(s) − 1
s−1) +
1
s−1 and finding poles and residues with regard to Definition
2.3.7 and (2.22). Therefore, Theorem 2.4.3 amounts to proving that ζ(s)− 1
s−1 , analytic on
the domain σ > 1, extends to an analytic function on the half-plane σ > 0.
We now analytically extend ζ(s)−1/(s−1) to the half-plane σ > 0, as required for Theorem
2.4.3. This is achieved by initially expressing ζ(s)− 1/(s− 1) as a series for σ > 1. Theorem
2.4.6 is then applied to this series.
Theorem 4.3.1 The function ζ(s)− 1/(s− 1) extends analytically to the half-plane σ > 0.
Proof. First, the function 1/(s − 1) is rewritten as an integral. It is easy to show that,
for σ > 1, ∫ ∞
1
1
xs
dx =
1
s− 1 .
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It follows that, for σ > 1,
ζ(s)− 1
s− 1 =
∞∑
n=1
1
ns
−
∫ ∞
1
1
xs
dx
=
∞∑
n=1
1
ns
−
∞∑
n=1
∫ n+1
n
1
xs
dx
=
∞∑
n=1
∫ n+1
n
1
ns
dx−
∞∑
n=1
∫ n+1
n
1
xs
dx
=
∞∑
n=1
∫ n+1
n
(
1
ns
− 1
xs
)
dx. (4.4)
Let
Fn(s) =
∫ n+1
n
(
1
ns
− 1
xs
)
dx.
Then, by Theorem 2.4.6, if
1) for every n ∈ N, Fn(s) is analytic in C,
and
2) for every δ > 0, the series (4.4) converges uniformly for σ > δ,
then the series (4.4) is analytic for σ > δ. The series would then be analytic on the half-plane
σ > 0, since δ > 0 is arbitrary, and thus ζ(s) − 1/(s − 1) would extend analytically to the
half-plane σ > 0. Therefore, it remains to prove 1 and 2. Proving 1 is a simple exercise. To
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prove 2, choose δ > 0. Then for σ > δ,∣∣∣∣∫ n+1
n
(
1
ns
− 1
xs
)
dx
∣∣∣∣ = ∣∣∣∣−∫ n+1
n
(x−s − n−s)dx
∣∣∣∣
=
∣∣∣∣∫ n+1
n
∫ x
n
su−s−1du dx
∣∣∣∣
≤
∫ n+1
n
∣∣∣∣∫ x
n
su−s−1du
∣∣∣∣ dx
≤ max
n≤x≤n+1
∣∣∣∣∫ x
n
su−s−1du
∣∣∣∣
≤ max
n≤x≤n+1
∫ x
n
|su−s−1|du
=
∫ n+1
n
|su−s−1|du
= |s|
∫ n+1
n
u−σ−1du
≤ |s|
nσ+1
≤ |s|
nδ+1
.
Since the series ∞∑
n=0
|s|
nδ+1
converges, it follows by an analogous argument to proving uniform convergence in Theorem
2.4.3 that the series (4.4) is uniformly convergent for σ > δ. This completes the proof.
Q.E.D.
Thus we also have an alternative proof of Theorem 2.4.3.
Also of interest are the zeros of ζ(s) on the domain σ ≥ 1. In Theorem 2.2.7 it was shown
that no zeros lie in the domain σ > 1, while similarly no zeros lie on the line σ = 1 by
Theorem 2.5.5. While Newman uses a different method to prove the non-vanishing of ζ(s)
on the line σ = 1, one due in essence to Hadamard, it is hardly any shorter than the proof
already outlined, and thus is not included here. For the reader interested in Hadamard’s
work, see [10]. Another alternative proof is to be found in [2], a proof which is extremely
similar to that already outlined.
An analytic extension of ζ(s) was sought, and it has been established by Theorem 2.4.3
that ζ(s) is meromorphic on the domain σ ≥ 1 except for a simple pole at s = 1. This
together with Theorem 2.5.5 imply that −ζ ′(s)/ζ(s) extends to an analytic function on the
domain σ ≥ 1, except for a singularity at s = 1. The question is, what kind of singularity
is it? Using the same method as for finding the residue of G(s)Xs−1 as outlined in section
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2.6, it is not difficult to check that the singularity at s = 1 is a simple pole with residue 1.
Thus −ζ ′(s)/ζ(s) extends meromorphically to the domain σ ≥ 1, and in light of (4.2), Φ(s)
is meromorphic on the same domain, with a simple pole at s = 1 with residue 1. Therefore,
analogous to proving that ζ(s)−1/(s−1) can be extended analytically to the domain σ > 0,
Φ(s)− 1/(s− 1) can be extended analytically to the domain σ ≥ 1.
Recall the aim of this section was to show Φ(s)
s
− 1
s−1 extends analytically to the domain
σ ≥ 1. The following lemma finally demonstrates this.
Lemma 4.3.2 The function Φ(s)
s
− 1
s−1 , analytic for σ > 1, extends analytically to the do-
main σ ≥ 1.
Proof. The idea is to express Φ(s)
s
− 1
s−1 in terms of Φ(s)−1/(s−1), which has already been
shown to extend analytically to the domain σ ≥ 1. Write
Φ(s)
s
− 1
s− 1 =
1
s
(
Φ(s)− s
s− 1
)
=
1
s
(
Φ(s)− 1
s− 1 − 1
)
.
The required analytic extension clearly follows from this re-expression.
Q.E.D.
It has been shown that the Laplace transform of H extends to an analytic function on the
domain σ ≥ 0. All that remains for the prime number theorem is to prove the analytic
theorem, namely Theorem 4.2.1. This is done in the next section.
4.4 The analytic theorem
A proof of the analytic theorem is now outlined. Two results, Morera’s theorem and Fubini’s
theorem, from complex analysis and measure theory respectively, are needed to prove an
auxiliary result, namely Theorem 4.2.3. Morera’s theorem is merely stated here, as the proof
would take us too far afield. For the interested reader, a proof is outlined in [1]. Fubini’s
theorem is not stated, but is well known and allows us to change the order of integration in
the proof of Theorem 4.2.3. A proof of Fubini’s theorem can be found in [14]. Theorem 4.2.3
is proved after the statement of Morera’s theorem.
Theorem 4.4.1 (Morera’s Theorem) Let f be a continuous function on an open set D.
If ∫
Γ
f(s)ds = 0
whenever Γ is the boundary of a closed rectangle in D, then f is analytic on D.
Proof of Theorem 4.2.3.
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Suppose g(s, x) is discontinuous at the points a1, a2, . . . , an ∈ [a, b] where a = a0 < a1 <
· · · < an < an+1 = b. If it can be shown that
fm(s) =
∫ am+1
am
g(s, x)dx
is analytic in D for m ∈ {0, . . . , n}, then the result is clearly implied. Choose m ∈ {0, . . . , n}.
As fm is a continuous function of s (which follows from the definition of continuity), then
according to Morera’s theorem, it need only be shown that
∫
Γ
f(s)ds = 0 for any rectangle
boundary Γ ⊂ D.
Now ∫
Γ
fm(s)ds =
∫
Γ
(∫ am+1
am
g(s, x)dx
)
ds,
at which point the order of integration can be reversed by application of Fubini’s theorem.
Thus ∫
Γ
fm(s)ds =
∫ am+1
am
(∫
Γ
g(s, x)ds
)
dx.
Since g is analytic in s, Cauchy’s residue theorem implies that∫
Γ
fm(s)ds =
∫ am+1
am
0 dx = 0,
as required.
Q.E.D.
The analytic theorem will now be proved.
Proof of Theorem 4.2.1. (The analytic theorem)
First, the theorem is restated:
Let f : [0,∞) −→ R be a bounded and piecewise continuous function whose Laplace transform
g(s) =
∫∞
0
f(t)e−sxdx, initially defined for σ > 0, extends to an analytic function for σ ≥ 0.
Then, the improper integral
∫∞
0
f(x)dx converges, and its value is g(0).
Proof. Consider the sequence of functions gT (s) =
∫ T
0
f(x)e−sxdx. By Theorem 4.2.3, these
functions are all entire, since f(x)e−sx is a piecewise continuous function of x, 0 ≤ x ≤ T , for
fixed s and an analytic function of s ∈ C for fixed x. Also, gT (0) =
∫ T
0
f(x)dx. Thus we are
trying to show that limT−→∞ gT (0) exists and equals g(0).
Recall that we write s = σ + it, where σ and t are real. Choose a large real number R
and consider the line segment L := {s ∈ C : |s| ≤ R, σ = 0}. As the Laplace transform g is
analytic for σ ≥ 0, g is analytic along L. Therefore, taking any point on L, g is analytic on
112
some open ball containing the point. Draw such a ball around each point of L. The union
of these balls is an open cover of L and, as L is compact, a finite subcover exists. Let this
finite subcover be B1, . . . , Bn. For i ∈ {1, . . . , n}, the boundary of Bi intersects L at either
one or two points. Because each ball is open, the points are contained in other balls in the
finite subcover, so that Bi intersects the boundary of a finite number of balls in the subcover
at points below the real axis. As the endpoints of L are contained in some open ball of the
subcover, at least one ball’s boundary intersects the line t = −R at a point below the real
axis and at least one ball’s boundary intersects the line t = R at a point below the real axis.
t t
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The number of intersection points between the boundaries of balls and between the bound-
aries of balls and the lines t = −R and t = R is finite. Taking the smallest distance between
the intersection points and the real axis, it is clear that for some δ > 0 (depending on R), g
is analytic inside and on γ, where the curve γ (orientated counterclockwise) is the boundary
of the region {s ∈ C : |s| ≤ R, σ > −δ}.
To prove that limT−→∞ gT (0) = g(0), for all T > 0, an analytic function GT will be de-
fined inside and on γ such that GT (0) = g(0)− gT (0), after which Theorem 2.5.3 is applied
to obtain
g(0)− gT (0) = GT (0) = 1
2pii
∫
γ
GT (s)
s
ds. (4.5)
The idea is to express the integral in (4.5), and thus g(0)− gT (0), in terms of other suitable
integrals. The M-L formula (Theorem 2.3.3) is then used to find bounds on the limsups of
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the absolute values of these integrals, with a bound on lim supT−→∞ |g(0)− gT (0)| following.
We then use the fact that R is arbitrarily large to show that lim supT−→∞ |g(0)− gT (0)| = 0.
For the reader unfamiliar with limsups, see section 3.6. The question is, what is a suitable
definition for GT ? A wrong choice will lead to an unsuitable bound on the integral in (4.5), or
even lead to no bound at all. To get the required expression for GT (0), it is perhaps natural
to write GT (s) = g(s)− gT (s) for all s ∈ C. However, note that, if B = supt≥0 |f(x)|, then
|g(s)− gT (s)| =
∣∣∣∣∫ ∞
T
f(t)e−sxdx
∣∣∣∣ ≤ B ∫ ∞
T
|e−sx|dt = B
∫ ∞
T
e−σxdx =
Be−σT
σ
for σ > 0. Also, 1/|s| = 1/R for s ∈ γ+, where γ+ is the semicircle {|s| = R, σ ≥ 0}. Note
that γ+ is a piece of the curve γ. Together, these estimates establish that |GT (s)/s| ≤ Be−σTσR
for s ∈ γ+. As no bound exists for e−σT/σ, one cannot apply the M-L formula to get a bound
on
1
2pii
∫
γ+
GT (s)
s
ds.
This is not a totally wasted exercise. It is easy to see that by letting GT (s) = (g(s)−gT (s))esT
for all s ∈ C, we also have GT (0) = g(0)− gT (0) and |GT (s)/s| ≤ BσR for s ∈ γ+. As before,
GT (s)/s is unbounded on γ+. Indeed, it could be asked how this definition of GT helps at all,
since e−σT < 1 for σ > 0. The need for the exponential term is apparent when one considers
the case σ < 0.
To define GT so that GT (0) = g(0) − gT (0) and GT (s)/s is bounded on γ+, it is suffi-
cient to write GT (s) = (g(s)−gT (s))esTF (s) where F (0) = 1 and for all s ∈ γ+, |F (s)| ≤Mσ
for some constant M . Functions that obviously fulfill the first condition are 1 + s and 1 + s2.
However, the imaginary part t of s cannot be eliminated from any upper bound on these
functions. The function 1 + s/N also proves unsuccessful for any real constant N . However,
given a real constant N ,∣∣∣∣1 + s2N
∣∣∣∣ = ∣∣∣∣N + (σ + it)2N
∣∣∣∣ = ∣∣∣∣N + σ2 − t2 + 2σtiN
∣∣∣∣ .
Choosing N = σ2 + t2 = R2, it follows that∣∣∣∣1 + s2N
∣∣∣∣ = ∣∣∣∣2σ2 + 2σtiR2
∣∣∣∣ = 2σ|σ + it|R2 = 2σR .
Therefore, if GT : C −→ C is defined by (g(s)−gT (s))esT (1+ s2R2 ), then GT (0) = g(0)−gT (0)
and
|GT (s)/s| ≤ 2B
R2
for all s ∈ γ+. Also, GT is analytic inside and on γ+. By the M-L formula,∣∣∣∣ 12pii
∫
γ+
GT (s)
s
ds
∣∣∣∣ ≤ B/R.
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It is tempting to apply a similar argument to the remainder of the curve γ, that is, to
γ− = γ∩{σ < 0}. However, due to the change in sign of σ, the best estimate for |g(s)−gT (s)|
is ∞ if one proceeds in the manner above. The approach instead is to consider the functions
g(s) and gT (s) separately.
Since gT (s) is entire, so is gT (s)e
sT (1 + s2/R2). Therefore, if γ
′
− = {|s| = R, σ < 0} (a
semicircle), then by path independence,∫
γ−
(g(s)− gT (s))esT
(
1 +
s2
R2
)
ds
s
=
∫
γ
′
−
(g(s)− gT (s))esT
(
1 +
s2
R2
)
ds
s
.
Similar to above, it is easy to show that
|gT (s)| < Be
−σT
|σ|
and that ∣∣∣∣esT (1 + s2R2
)
1
s
∣∣∣∣ = eσT 2|σ|R2
for s ∈ γ′−. Thus by the M-L formula, it follows that∣∣∣∣ 12pii
∫
γ−
gT (s)e
sT
(
1 +
s2
R2
)
ds
s
∣∣∣∣ ≤ B/R. (4.6)
Finally, to estimate ∣∣∣∣ 12pii
∫
γ−
g(s)esT
(
1 +
s2
R2
)
ds
s
∣∣∣∣ ,
begin by noting that as T tends to ∞, esT tends to 0 uniformly on compact subsets of γ−.
(If the reader wishes to verify this, use the fact that σ < 0 and σ takes a maximum on closed
and bounded sets.) Note then that as g(s)
(
1 + s
2
R2
)
1
s
is independent of T ,
g(s)esT
(
1 +
s2
R2
)
1
s
−→ 0
uniformly as T −→∞ on compact subsets of γ−. In other words, if C is any compact subset
of γ−, L(C) is the length of the curve C and g(s, T ) = g(s)esT
(
1 + s
2
R2
)
1
s
, then given  > 0,
there exists T0 > 0 such that for all T > T0, |g(s, T )| < /L(C) for all s ∈ C. Using the M-L
formula, it follows that ∫
C
|g(s, T )|ds < ,
and thus
lim
T−→∞
∫
C
g(s, T )ds = 0.
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That
lim
T−→∞
1
2pii
∫
γ−
g(s)esT
(
1 +
s2
R2
)
ds
s
= 0 (4.7)
follows easily. Letting
LT =
1
2pii
∫
γ
GT (s)
s
ds,
MT = − 1
2pii
∫
γ−
gT (s)e
sT
(
1 +
s2
R2
)
ds
s
and
NT =
1
2pii
∫
γ−
g(s)esT
(
1 +
s2
R2
)
ds
s
,
we have g(0)− gT (0) = LT +MT +NT . To summarise our results, |LT | ≤ B/R for all T > 0,
|MT | ≤ B/R for all T > 0, and limT−→∞NT = 0. It follows that
lim sup
T−→∞
|LT |+ lim sup
T−→∞
|MT |+ lim sup
T−→∞
|NT | ≤ 2B
R
,
or in other words,
lim
T−→∞
(
sup
Y≥T
|LY |+ sup
Y≥T
|MY |+ sup
Y≥T
|NY |
)
≤ 2B
R
.
Hence,
lim
T−→∞
(
sup
Y≥T
|LY +MY +NY |
)
≤ 2B
R
,
that is,
lim sup
T−→∞
|g(0)− gT (0)| ≤ 2B
R
.
Now R > 0 was arbitrary, so in fact, lim supT−→∞ |g(0)− gT (0)| = 0, and the required state-
ment follows.
Q.E.D.
Thus the prime number theorem has been proved.
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