Skill assessment is a fundamental problem in sports like basketball. Nowadays, basketball skill assessment is handled by basketball experts who evaluate a player's skill from unscripted third-person basketball game videos. However, due to a large distance between a camera and the players, a third-person video captures a low-resolution view of the players, which makes it difficult to 1) identify specific players in the video and 2) to recognize what they are doing.
Introduction
Assume that you were a manager of an NBA basketball team and your job was to recruit 15 best basketball players. How would you decide which 15 players were the best? To do so, you would need to evaluate thousands of players and assess their basketball skill by watching unscripted basketball game videos. Nowadays, every NBA team has professional basketball scouts, who evaluate a player's skill from such basketball videos. However, this task is challenging due to several reasons. Most of the basketball videos are captured using a third-person camera. Thus, due to a large distance between the camera and the players, the players appear at a very low resolution, which makes it challenging (1) to identify a specific player in the video and (2) to recognize what that player is doing in the video.
To address these issues, we use first-person cameras mounted on the basketball players' heads. Using firstperson cameras for basketball skill assessment has significant advantages. Unlike third-person cameras, a first-person camera provides an exclusive view of what the player sees, which is ideal for analyzing his basketball activities. Furthermore, a first-person camera acts as a unique identifier for each player. Thus, to evaluate a specific player's skill, we only need to look at that player's first-person video. In contrast, third-person videos require constantly tracking the location of a specific player, which can be challenging as all players look similar in third-person videos.
Then a fundamental research question is whether we can learn to assess a player's basketball skill from an unscripted first-person basketball game video. This is a challenging problem because 1) a player's actions of interest occur infrequently making it hard to learn such a skill assessment model from the data; 2) the data labeling requires basketball experts, who are difficult and costly to employ.
To address these issues we propose to learn a basketball skill assessment model from the first-person data by using a concept of our introduced basketball elements. Basketball elements define simple yet important basketball concepts. As a result, they can be easily labeled in the data even by non-experts. Furthermore, these basketball elements are prevalent in the first-person data, which allows us to overcome a small camera wearer's activity data issue, and build a data-driven basketball skill assessment model.
We learn basketball elements directly from the labeled first-person data in a supervised way. We then show that we can use them to recognize the camera wearer's basketball activities and to assess his basketball skill on our new 10. Our goal is to asses a basketball player's skill from an unscripted first-person basketball game video. Unlike thirdperson cameras, first-person cameras provide a high-resolution view of the camera wearer's actions, and also eliminate the need to track players, which is required in third-person videos. Given a first-person basketball game video, we (1) detect all camera wearer's basketball activities across the entire game, (2) assign each of them a score, (3) sum all the scores, and (4) divide the sum by the length of a video (in minutes). The final value captures a player's Performance Index Rating (PIR), which we use to assess a player's basketball skill.
distinct players. We achieve all of these goals without relying on basketball experts, which makes our approach cheap and scalable. Furthermore, since our model is data-driven, it can be easily adapted to different basketball game settings, and to the different criteria for basketball skill assessment. In summary, our contributions include (1) a new task of assessing a player's basketball skill from an unscripted firstperson basketball game video, (2) a new 10.3 hour long first-person basketball video dataset capturing 48 players and (3) a data-driven model that assesses a player's basketball skill without relying on basketball expert labelers.
Related Work
Assessing a person's skill requires recognizing that person's actions. Below, we review prior work on first-person activity recognition and fine-grained third-person activity recognition in sports. We also discuss pros and cons of using first versus third-person cameras for sports.
First-Person Activity Recognition
In comparison to third person cameras, that capture the general view of the scene from a distance, first-person cameras allow seeing exactly what the camera wearer sees from up close. There have been several recent methods focusing on the first-person activity recognition task. The work in [10] used object detections in the first-person environment to reason about the camera wearer's activities. The work in [7] used handcrafted egocentric features to perform activity recognition. A recent work in [8] used a multi-loss CNN that combines appearance and optical flow information in two streams. There also exist several methods that use hand crafted representation to detect objects that depict the camera wearer's tactile actions [12, 3] . Finally some recent work proposed a two-stream FCN that exploits 3D cues for action-object detection [1] .
To the best of our knowledge we are the first to employ first-person cameras for basketball skill assessment task. Most of this prior work perform activity recognition for activities that are quite static (e.g. cooking, shopping, etc). However, basketball activity is dynamic since people are jumping and running at high speeds. This causes (1) large appearance variations between consecutive frames and (2) blurriness, both of which make our task more challenging.
Fine Grained Activity Recognition in Sports
The most relevant to our work is the fine grained activity recognition methods for a single sport. For instance, in the context of basketball, such activities would include "making a jumpshot", "getting a rebound", etc. Fine grained activity recognition for sports is relatively unexplored branch of computer vision. The work in [5, 13, 6] attempts to recognize specific plays designed for American football using various hand crafted representations. A recent method employs Dynamic Bayesian Networks for activity recognition on handball videos [14] . Furthermore, the authors in [4] , use hierarchical LSTM model to recognize activities in volleyball videos. The most relevant to our work is the approach in [11] , that uses attention based bi-directional LSTM to recognize fine-grained basketball activities from large scale third-person basketball dataset.
Our method offers several contributions over this prior work. To the best of our knowledge, we are the first to exploit first-person cameras for a player's basketball skill assessment. Additionally, the most recent work [4, 11] employ large amounts of labeled data to train activity recognition CNNs end-to-end. Instead, in this work, we do not want to rely on a basketball experts who would typically provide such annotations. Furthermore, we show that such activity events are very sparse, which prevents us from using an endto-end CNN for activity recognition as these prior methods did. Instead we show how to decompose each basketball activity into our proposed basketball elements and use them for the camera wearer's activity recognition.
First-vs Third-Person Cameras for Sports
Most prior work on sports analysis employ videos captured using third-person cameras. In comparison, in this work, we propose to use first-person cameras. A natural question is "which of the two approaches is better?". Below we summarize pros and cons of both approaches:
Resolution. Third-person cameras are typically placed at a relatively large distance from the basketball court, and thus, it provides a low resolution view of the game. In comparison, first-person cameras capture the view of exactly what the player sees from up close. As a result, many details that may not be visible in third-person videos are captured by a first-person camera. Many basketball activities have subtle differences (e.g. a made vs a missed shot), and having a high resolution view provided by the first-person camera may be crucial for an accurate activity recognition.
Player Tracking. To assess a given player's basketball skill one needs to know "where" that player is on the court. Third-person videos require constantly tracking the location of a specific player, which is difficult as all players look similar in a third-person video. In contrast, first-person cameras Basketball Events Duration (in frames) # of Elements the camera wearer makes a jumpshot 12 4 the camera wearer misses a jumpshot 13 4 the camera werear makes a layup 9 4 the camera wearer misses a layup 10 4 the camera wearer gets a rebound 14 3 the camera wearer has a ball 1 1 there is a shot 3 1 there is a made shot 2 1 the camera wearer is in the layup area 1 1 Table 2 : The table summarizing the efforts required to label the camera wearer's activities (the top part) versus the basketball elements (the bottom part). Note that because basketball elements are 1) short in duration and because 2) they encapsulate a single basketball concept, they are easier to label than the higher-level basketball activities.
eliminate the need for such tracking as each player is associated with a specific first-person video. Some may argue that such a comparison is unfair because a first-person camera acts as a unique identifier for each player. Thus, if we placed a unique identifier on each player (e.g. a unique shirt) a third-person camera would be just as beneficial and less invasive. We note that most professional basketball games already do this by assigning a unique jersey number to each player. However, the sideview of these low-resolution third-person videos, contains lots of occlusions. Therefore, keeping track of these identifiers is difficult even for humans (see Figure 1) .
Invasiveness. One of the disadvantages of headmounted first-person cameras is that they are invasive and may be uncomfortable to wear. However, we believe that with the fast pace development of cameras this will not be an issue in the near future. The cameras are getting smaller, and easier to wear. In the recent past, several NBA players wore glasses with the embedded cameras during the game. Last year, the players from two professional teams wore cameras embedded in their jerseys. Thus, we believe that in the near future, first-person cameras will get smaller, less invasive and more prevalent than they are today.
Context. A third-person camera is advantageous because it captures the global context of a basketball game. In other words, at any given moment, we can typically see all 10 players in the court, which is often beneficial for understanding what the players are doing. In contrast, the first-person view captures a video with a limited context, such that we can see only a few other players who are in the camera wearer's field of view.
Object Appearance. Even though third-person cameras provide a low resolution view of the game, most of the objects and players look very similar throughout the video as the third-person camera stays in the same position throughout the video. In contrast, since a first-person camera is mounted on the player's head, it is constantly moving, which causes the ball and the basket objects appear Figure 2 : We can decompose each of the five camera wearer's basketball activities into a set of basketball elements occurring in a specific temporal order. Each element is expressed as a question with a binary "yes/no" answer, and can be predicted from first-person images.
blurry and have a high appearance variation across different frames, which makes recognition more difficult.
Summary. To recap, we note that both first-person and third-person cameras have pros and cons. In the past, people have been predominantly using third-person cameras for sports analysis. However, from our discussion, we observe that first-person cameras allow us to address some of the third-person camera issues such as a low-resolution view and the need to track players. We also point out that firstperson cameras have limitations such as capturing only a small amount of context around the player. The key question then is whether we can use first-person cameras to assess a player's basketball skill despite these limitations. In this work, we show that a first-person view provides enough information to accurately assess a player's basketball skill. Thus, we hope that our work inspires using third-person and first-person cameras in conjunction for even better results.
First-Person Basketball Dataset
We now present our new 10.3 hour long First-Person Basketball dataset, which captures a first-person basketball view of 48 college players playing unscripted ≈ 13 minute long basketball pick-up games. We use GoPro Hero 3 cameras mounted on the basketball players' heads with each camera set to 1280×960 with 100 fps. We record 48 videos during the two days and with different groups of people playing each day. We use 24 videos from the first day for training and 24 videos from the second day for testing. We extract 185, 845 frames at 5 frames per second, 98, 452 of which are used for training, and 87, 393 for testing. Camera Wearer's Basketball Activities. Note that we do not want to rely on basketball experts to do the labeling for the camera wearer's basketball activities because such experts are more difficult to find and more costly to employ than non-experts. However, to evaluate how well our model performs, we still need such labels. Thus, we ask a basketball expert to densely label each of the videos with 5 camera wearer's basketball activities: 1-2) making and missing jumpshot, 3-4) making and missing a layup, and 5) getting a rebound, which we only use for evaluation. We present the frequency counts of these camera wearer's basketball activities in the upper half of Table 1 . Note that despite having 10.3 hours of basketball videos, such activities are extremely sparse since in a typical basketball game a player spends most of the time without a ball. Thus, even if we wanted to use the labels provided by human experts, such a small number of these activities would prevent us from using an end-to-end CNN training strategy, which is commonly used in prior work [4, 11] . Thus, we need an alternative approach to address this issue.
Basketball Elements. To address the problems discussed above, we introduce a concept of basketball elements, which capture four key basketball events: 1) the camera wearer has the ball, 2) there is a shot, 3) there is a made shot, and 4) the camera wearer is in the layup area (see the bottom half of Table 1 for the frequency counts). Our basketball elements define simple yet important basketball concepts, which can be 1) easily understood and labeled by non-experts, and, 2) which are prevalent in our dataset, thus providing enough data for our model training. Later in the paper, we show that there is a strong connection between basketball elements and the camera wearer's basketball activities. We illustrate this connection in Figure 2 and explain how to use it for the camera wearer's basketball activity recognition in Section 5.
Labeling Effort. In Table 2 , we also compare the effort required to label 1) the camera wearer's basketball activities versus 2) the basketball elements. We compare 1) the duration of each basketball event (by the number of frames), and 2) its composition, i.e. how many basketball elements comprise that event. Note that the camera wearer's basketball activities are at least 4 times longer than the basketball elements. Also, most camera wearer's activities are comprised of 4 distinct basketball elements. Thus, to label the camera wearer's basketball activities, a labeler needs 1) to have a longer attention span, and also 2) to detect all basketball elements comprising that activity, which typically requires a higher-level basketball expertise. In contrast, basketball elements can be detected almost instantly over the short span of frames. Also, to label basketball elements, a labeler only Figure 4 : The illustration of our system for the basketball element prediction from a first-person basketball video (left) and for the camera wearer's activity recognition (right). Left: We train a detection FCN that predicts per-pixel probabilities of the ball and the basket, which we then use to zoom-in to the specific regions in the first-person image. These zoomed-in regions are fed to the same detection FCN that bifurcates into multiple pathways, and predicts basketball elements. Right: The predicted basketball elements are used to construct 15 dimensional features for the selected time intervals. We then use these features and a Gaussian Naive Bayes model to recognize the camera wearer's basketball activities.
needs to understand a single basketball concept, which is easier and allows us to use non-experts for this task.
Performance Index Rating
To assess a player's basketball skill we use a Performance Index Rating (PIR), which is a well established basketball analytics metric that uses various basketball statistics. According to a PIR metric, each basketball activity has a positive or negative score indicating its contribution to the player's performance. We use top 5 most commonly occurring activities in basketball. These include (1-2) making and missing a jumpshot, (3-4) making and missing a layup, and (5) getting a rebound (i.e. catching a ball after a missed shot). A made jumpshot has a score of 2 points, a made layup and rebound are both worth 1 point, whereas a missed jumpshot and a missed layup are both worth −1. Thus, if a player makes a jumpshot, misses two layups, and gets 3 rebounds over 11 minutes, then his PIR would be (2 × 1 + (−1 × 2) + 1 × 3)/11 = 0.2727. Typically, a PIR above 0.75 indicates a good performance, whereas a PIR below zero denotes a bad performance.
Basketball Skill Assessment Model
In this section, we present our model for basketball skill assessment. A high-level overview of our system is illustrated in Figure 3 . Our model can be divided into three parts: (1) a CNN that predicts basketball elements, (2) a generative Naive Bayes model that uses the predicted basketball elements as features for the camera wearer's basketball activity recognition, and (3) a simple algorithm that predicts a player's PIR score from the detected camera wearer's activities. We now describe each of these components in more detail. The detailed illustration of (1) basketball element prediction and (2) the camera wearer's activity recognition steps is presented in Figure 4 .
Decomposing Activities into Elements
To assess a player's basketball skill we need to recognize his activities. However, to learn such camera wearer's activities from the data we need labels, which are typically provided by people with an extensive basketball expertise. However, we do not want to rely on basketball experts, since they are more difficult to find and more costly to employ. We also point out that the camera wearer's activities occur very sparsely. Thus, even if we used the labels provided by the basketball experts, there would not be enough data to build a data-driven model, which is our goal. To address these problems, we decompose each basketball activity into our proposed basketball elements.
A basketball element can be expressed as a question with a binary "yes/no" answer (e.g. "Does the camera wearer have a ball?"). Such a simple basketball element structure makes it easy to recognize them even for people who are non-experts in basketball. As shown in Figure 2 , each activity can be decomposed into a sequence of basketball elements occurring in a specific temporal order. For instance, an activity "the camera wearer gets a rebound" can be decomposed into the following basketball elements: 1) there is a shot, 2) there is a missed shot, and 3) the camera wearer has the ball. Thus, instead of detecting the camera wearer's activities directly, we can detect them from the basketball elements without using the camera wearer's activity labels T (a) "The camera wearer has a ball" T (b) "There is a made shot" Figure 5 : Zooming-in to the regions around the ball and the basket increases the number of pixels of these objects and also removes irrelevant pixels, which leads to a better basketball element learning.
at all. This is advantageous because we do not need to employ basketball experts to label these activities.
Furthermore, our activity decomposition scheme is beneficial since it allows us to address the problem of small amount of the camera wearer's activity data. For instance, an activity of "the camera wearer makes a layup" has only 34 training examples. In contrast, the four basketball elements comprising this activity have 33065, 4502, 3734, and 2175 training examples respectively. This is a huge improvement from the initial 34 examples, which allows us to train CNNs end-to-end for basketball element prediction.
Predicting Basketball Elements
We now describe our basketball element prediction scheme, which is also illustrated in Figure 4(a) .
Detection FCN. Most basketball elements revolve around the ball and the basket objects. Knowing to focus on these objects allows easier recognition of such elements. Thus, as shown in Figure 4 (a), we first train a detection FCN that predicts per-pixel probabilities of 1) the ball and 2) the basket objects. Our detection FCN is implemented using DeepLab [2] . During training, we resize the original 480 × 640 training images to 321 × 321 and feed them to the network, which optimizes a per pixel cross entropy loss for each class. Note that due to a difficulty of obtaining perpixel labels, our detection FCN is trained to the point-level annotations with a fixed sized Gaussian placed around those points, as is also done in [9] .
Zooming-In. As shown in Figure 5 , due to a large player's motion, a first-person camera often captures blurry images, which makes basketball element detection more difficult. To address this issue, we use a zoom-in scheme, which allows our network to ignore uninformative regions in the image, and enlarge the parts important for the basketball element detection. To do this, we use the output from the detection FCN, and compute a weighted average of the coordinates where each coordinate is weighted by its detection probability. We do this for both the ball and the basket objects, and denote these weighted coordinates Table 3 : Quantitative results for the basketball element prediction task according to max F-score (MF) and average precision (AP) metrics. We predict 3 basketball elements, and evaluate them across 5 basketball activities. These results show that our zoom-in scheme leads to higher basketball element prediction accuracy.
as (x ) respectively. We then use them as a center location to crop a D × D patch (D < 321) from the original 480 × 640 images and resize it to 321 × 321, which is the dimension of our FCN's input. This works as a zoom-in scheme since it eliminates the donwsampling step from the original 480 × 640 image. In the experimental section, we show that our zoom-in scheme improves basketball element detection accuracy.
Multi-Path Element CNN. To predict basketball elements we use the same detection FCN (with fixed weights) that bifurcates into separate pathways consisting of fc7 and fc8 convolutional layers that have output dimensions of 41 × 41 × 1024, and 41 × 41 × 1 respectively. We then attach a 1024 dimensional LSTM layer and a 2 dimensional fully connected layer and optimize each pathway separately to minimize a softmax loss (see Figure 4(a) ). For the element "the camera wearer has a ball", we crop the input images around the location (x ball avg , y ball avg ) and use these cropped images for training. For the other two elements ("there is a shot", and "there is a made shot"), we use (x basket avg , y basket avg ) locations in the same setup. Note that for the element "the camera wearer is in the layup area" we use the annotated ground truth location data of each player, which can be obtained from an indoor GPS sensor attached to a first-person camera. Each pathway then produces a probabilistic output for its respective element as shown in Figure 4 (a).
Camera Wearer's Activity Recognition
We can use the predicted basketball elements to recognize the camera wearer's basketball activities. For instance, assume a sequence of the elements: 1) the camera wearer is in the jumpshot area 2) the camera wearer has the ball 3) there is a shot 4) there is a made shot. This sequence (in this order) then corresponds to the activity of "the camera wearer makes a jumpshot". Thus, using this intuition, we can construct a classifier that uses the predicted elements for the camera wearer's basketball activity recognition.
Given a sequence of predicted basketball elements, we first find all "there is a shot" elements that have a probability Next, for each element, we select a window with the maximum sum and concatenate these windows into a single feature as shown in Figure 4 (b). Note that we apply such a max-pooling scheme to make our features temporally invariant in the interval [T − 10, T + 10]. This is important as different basketball elements may occur at different times in this interval. We then use these features and a standard Gaussian Naive Bayes (GNB) model to recognize the camera wearer's basketball activities. Each feature is classified as one of 6 activities (including the background class). We note that we do not use the camera wearer's activity labels provided by a human expert to train our GNB model (we use them for the evaluation only). Instead, we reconstruct the camera wearer's activity labels from the ground truth basketball elements using our activity decomposition scheme, and use them to train our GNB model.
Basketball Skill Assessment
To predict a player's PIR score from a first-person video, we accumulate all the predicted activities in that video and threshold them to keep only the top predictions. Then, as discussed in Section 4, to each of the predicted activities we assign its appropriate score (e.g. 2 to a made jumpshot, −1 to a missed layup, etc), sum up the scores across the entire video, and divide it by the length of a video in minutes to obtain a PIR score, which we denote as S th
To compensate for the increased number of falsenegative predictions after the thresholding step, we perform the following. We use basketball activity predictions before the thresholding (which contain many false positives) to compute a PIR score S init . We then use S init as a single feature, and learn a weight w res that can be used to predict the residual between S th and the ground truth PIR score S gt . Such a weight is learned using a linear regression applied on the training data. Then the final PIR score is computed as S f inal = S th + w res S init .
Experimental Results
We now present our qualitative and quantitative results on our First-Person Basketball dataset.
Qualitative Object Detection Results
In Figure 3 , we present our qualitative detection results for the ball and the basket objects. The basket and the ball detections are displayed in green and red (or yellow if the ball overlaps with a basket). Note that due to many different view-points, the objects appear quite differently across the images. Furthermore, the objects are often occluded and appear very small. Despite these challenges, our detection FCN successfully detects these objects in most cases.
Basketball Element Prediction
In Table 3 , we illustrate our results for basketball element prediction across different camera wearer's basketball activities. The results are evaluated according to the maximum F-score (MF) and average prediction (AP) metrics, by thresholding the predicted element probabilities at small intervals and then computing a precision and recall curve. Paths 1, 2 and 3, predict basketball elements: "the camera wearer has the ball", "there is a shot", and "there is a made shot" respectively. The symbols and next to the camera wearer's basketball activities denote "makes" and "misses" respectively. For instance, "layup " refers to an activity: "the camera wearer misses a layup".
In our basketball element experiments, we compare the models that use the zoom-in scheme to the models that do not. We also point out that we did not train separate element prediction pathways for each activity. We trained a single pathway for each basketball element regardless of the basketball activity, and then evaluated these element predictions across different basketball activities. These results suggest that our zoom-in scheme improves element prediction accuracy for all elements across all basketball activities. We also note that training some element pathways without the zoom-in scheme prevents the network from learning properly, as the training loss does not improve past the random chance performance.
Camera Wearer's Activity Recognition
In Table 4 , we present the confusion matrices illustrating our results for recognizing the camera wearer's basketball activities using 5 basketball activities and the background class. For instance "jumpshot " in the table refers to an activity "the camera wearer makes a jumpshot". Note that our initial results contain quite a few false positive predictions. However, our thresholding scheme is effective at reducing these false positive predictions (albeit at the cost of more false negatives). Overall, we observe that, our strategy of decomposing the camera wearer's basketball activities into the basketball elements is effective, as it allows us to accurately recognize the camera wearer's basketball activities from the predicted basketball elements.
We note that we also tried to recognize the camera wearer's activities by training DeepLab [2] end-to-end. However, due to a small training data, the network massively overfit and did not learn any meaningful patterns.
Basketball Skill Assessment
Finally, in Table 5 , we present our results for assessing a player's basketball skill for 24 players from our testing dataset. The results are evaluated according to an L1 PIR error, i.e. the deviation between the predicted and ground truth PIR scores (the lower error the better). We also note that, for certain applications, we may simply want to rank the players from best to worst. Thus, we also produce each player's rank (rank of 1 is assigned to the best player). Using these two metrics, we evaluate our results based on the average and maximum error across the predictions for all Table 5 : Quantitative results for a player's skill assessment task according to an L1 average and max error for PIR and Rank metrics. Our "Our-th-res" model achieves best performance according to all metrics.
24 players. Additionally, in Figure 4 , we also illustrate our method's PIR score predictions for each of the 24 players.
To the best of our knowledge, we are the first to propose a basketball skill assessment task from a first-person video. Thus, there are not any prior baselines that we can use for a comparison. As the two naive baselines, we use an "all-zero" and an "all-average" baselines, which assign a zero or an average PIR score to all players. Furthermore, we include the results from 5 variations of our model. Let S init and S th denote our predicted PIR score using the activity predictions before and after the thresholding. Then the prediction schemes of each model are as follows: (1) "Our-init": S init ; (2) "Our-init-sc"; wS init ; (3) "Our-initth-sc": w 1 S init + w 2 S th ; (4) "Our-th": S th ; (5) "Our-thres": S th + w res S init , where all the weights are learned using linear regression. See Section 5.4 for more details on our best performing model "Our-th-res".
These results indicate that "Our-th-res" model outperforms all the other baselines according to all evaluation metrics. We note that most of the errors are due to underestimating a given player's PIR score, which is caused by the false negative camera wearer's activity predictions. Thus, improving the camera wearer's activity recognition should also improve our player's skill assessment results.
Conclusions
In this work, we introduced a new basketball skill assessment task and collected a 10.3 hour long first-person dataset, capturing 48 distinct basketball players in an unscripted basketball game. We then introduced a concept of basketball elements that allowed us to 1) overcome an issue of small camera wearer's activity data, and 2) to build a model without relying on human experts. Our data-driven model was able to accurately predict a player's PIR score, thus showing that we can successfully use first-person cameras for a basketball skill assessment.
In our future work, we plan to integrate less common basketball activities into our model. Furthermore, since skill assessment is an important problem for many activities, we plan to generalize our model for such activities too.
