ABSTRACT
INTRODUCTION
The various sequencing projects are generating the sequences of many proteins about which we know little. One of the first steps in obtaining information about these proteins is through the search for homologs, i.e. other proteins evolutionarily related to the protein of interest. Knowledge about the structure, function, mechanisms and physiological role of these homologous proteins can be transferred, albeit with caution, to the target protein. In addition, comparison of the patterns of conservation and variation among the entire homologous set can furnish important clues regarding the location of residues of functional, structural or thermodynamic significance.
While homolog identification through pairwise sequence matching is still an important tool, many of the more recent advances have involved techniques to expand a set of known homologs to include more members. Pairwise searches can be adapted for expanding from an entire family (Grundy, 1998) , but most methods such as PROBE (Neuwald et al., 1997) , PROSITE (Bairoch et al., 1996) , PSI-Blast (Altschul et al., 1997) ) and hidden Markov models (HMMs) [HMMER (Eddy 2001 , http://hmmer.wustl.edu), SAM ] create a model for the known members of the set, and then evaluate how well other sequences for unknown proteins match this model.
Hidden Markov models, in particular, work by creating a particular type of statistical model, and have proven to be effective in identifying these remote homologs. Unfortunately, the standard approach to the construction of such HMMs is based on a number of questionable assumptions, limitations and approximations. For instance, current methods use a variety of ad hoc empirical weighting procedures to minimize the contributions from closely related sequences. Even with such weighting schemes in place, the phylogenetic relationships between the various sequences and the correlations that these create are generally ignored. Perhaps most importantly, only one model is created for the set of proteins. In reality, the underlying phylogenetic relationships create a hierarchical arrangement of types, subtypes and sub-subtypes, with a variety that might not be adequately represented by a single set of statistics.
In the previous work, we described a method of constructing a Tree-HMM (T-HMM) (Qian and Goldstein, 2003a) , based on a merging of the T-HMM formulation of Mitchison and Durbin (1995) and Mitchison (1999) with the ancestral reconstruction work of Koshi and Goldstein (1996) . Using this approach, we can calculate an HMM for every node in the phylogenetic tree corresponding to a set of homologous proteins. Ad hoc weighting schemes are replaced by an explicit consideration of the phylogenetic relationships. Similarly, by representing the underlying evolutionary processes, the patterns induced by the phylogenetic relationships are included. The method also develops a model for every phylogeneticallybased subset of sequences, eliminating the need to create a one-size-fits-all model. We demonstrated that these models were able to outperform the standard homology detection methods (Qian and Goldstein, 2003a) , as well as providing superior performance in protein classification (Qian and Goldstein, 2003b) .
A major advance in homolog identification was provided by PSI-Blast, which determines an initial model used to identify new homologs that can be used to further refine the model (Altschul et al., 1997) . This iterative method can cause significant improvements in performance when intermediate sequences exist. We did not include this capacity in our earlier comparison of the T-HMM approach with PSI-Blast, arguing that such an iterative process could easily be developed for T-HMMs, and that the T-HMM method had some specific advantages in this context.
In this paper, we briefly review the T-HMM method, describe how we include the capacity for iteration in the construction of the T-HMMs and demonstrate the performance of the resulting models for the identification of distant homologs. We find that the T-HMM approach yields significant improvements over the other tested methods, including a fully iterated PSI-Blast search.
ALGORITHM
A more complete description of the T-HMM method has been described previously (Qian and Goldstein, 2003a) , but is summarized here.
Consider three related sequences represented by a corresponding HMM, as shown in Figure 1. [For an overall introduction to HMMs, see Durbin et al. (1998) ]. Each protein sequence can be represented by (a) the path through the HMM and (b) the emissions from the 'Match' (M) and 'Insert' (I) states. The path, correspondingly, can be represented as a string of 'state transition characters' between the states, such as an {MM} (Match to Match), {MI} (Match to Insert) or {MD} (Match to Delete). For instance, in Figure 1 , the bold transitions represent the path of the human protein through the HMM, and all three sequences are represented by the appropriate combination of emissions and transitions. As the sequences change with evolutionary time, substitutions are represented as changes in the emission states, while insertions and deletions are represented as changes in the path through the HMM, i.e. in the sequence of state transition characters.
The evolutionary relationship between the three sequences are represented by phylogenetic tree A. The observed residues in the protein sequences at each location in the sequence alignment have the same evolutionary relationship, as illustrated in tree B with the {S, S, T} set of residues. Similarly, the state transition characters for each sequence at a given location in the HMM are characterized by the same tree, as in the {MD}, {MM} and {MM} states shown in tree C. In general, there is one tree for each position in the sequence alignment representing the residues emitted from the Match and Insert states, while there are three trees for each space between adjacent residues: one is for changes between {MM}, {MD} and {MI}, another for changes between {DM}, {DD} and {DI} and a third for changes between {IM}, {ID} and {II}. There will be many undefined states in the trees, which will be represented as a ✸ as indicated in trees D and E. Given an evolutionary tree with the corresponding end states, such as the trees in Figure 1 , and a complete set of substitution matrices, it is possible to recreate, in a probabilistic manner, the ancestral residues (Koshi and Goldstein, 1996) . For instance, for the location described by tree B, we can calculate the probability that there was an S, a T or any other residue in the common ancestor at the root node of the tree. We can perform a similar calculation for any other node in the tree, such as the last common ancestor between the Mouse and Rat proteins. All the data at that location is used in the reconstruction of each node, so the probability that the ancestor of the Mouse and Rat was an S is increased by the presence of an S in the human sequence. We can also perform this ancestral reconstruction for the state transition characters, calculating the probability that the root node had an {MD}, {MM} or {MI} transition in tree C. These probabilistic reconstructions of the various nodes in the phylogenetic trees can be interpreted as forming a statistical representation of the sequences descended from that particular node. We can even create a representation of the existent 'leaf nodes' by deleting the sequence at this location and then performing the reconstruction based on the data from other sequences. Given a set of homologous proteins, we create an appropriate sequence alignment and corresponding HMM, combined with the corresponding phylogenetic trees representing the changes in emission states and state transition characters. We then perform an ancestral reconstruction for each ancestral node. The probabilistic reconstruction then gives us the parameters for an HMM representing that ancestral node: the reconstruction of the residues at a given location provides us with the emission rates, while the reconstruction of the state transitions gives us the transition probabilities. We then align a hypothetical member of this set against all the HMMs representing the ancestral nodes, using a global alignment, and record the maximum score. In order to normalize the scores, we use the reverse HMM null model by Karplus et al. (1998) , where the reversal of an HMM serves as the null model of that HMM. The ratio of the probabilities that the sequence aligned with HMM model and null model is used as the final score
. (1) In the iterative version of the T-HMM, proteins that are identified as likely homologs (i.e. have a final score larger than a certain cut-off) are added to the set of known homologs. The new set is then realigned, a new phylogenetic tree is constructed, and the database re-searched for further homologs. Any additionally identified homologs (again, with scores above the same cut-off) are then added to the set of known homologs, and the procedure is repeated.
IMPLEMENTATION
For the ancestral reconstruction, we need substitution matrices both for the amino acids and for changes between the state transition characters. We use the WAG matrix by Whelan and Goldman (2001) for amino acid substitutions. The substitution matrices for state transition characters is obtained by maximizing the likelihood L of a number of sets of observed sequences as a function of the values of these substitution rates. This was performed using the combinatorial extension database (Shindyalov and Bourne, 1998 ) as a source of structurally aligned proteins, with the corresponding phylogenetic tree derived using MOLPHY (MOLecular PHYlogenetics) (Adachi and Hasegawa, 1996) and PAML (Phylogenetic analysis by maximum likelihood) (Yang, 2002 , http://abacus.gene.ucl.ac.uk/software/paml.html). The derivation and resulting values of these parameters have been reported previously (Qian and Goldstein, 2003a) .
Multiple insertions are a bit complicated in this model as they can be longer than one amino acid, complicating bookkeeping of the II state transition characters. To handle this situation, we count N IIc + N IMc + N IDc , the number of II, IM and ID at site c in the original alignment, and calculate the probability of II at this site using
We then fix the II transition probability for all nodes at this location during later calculation. The {{II}, {IM}, {ID}} rate matrix only encode changes between {IM} and {ID). The appropriate normalization [Prob c (II)+Prob c (ID)+ Prob c (IM) = 1] is performed after the ancestral reconstruction for these two states.
Testing the method
We used the structural classification of proteins (SCOP) (Murzin et al., 1995) database, specifically the ASTRAL SCOP version 1.59 PDB40 (Chandonia et al., 2002) (May 15, 2002 release) , to test the ability of the program to identify distant homologs (Park et al., 1998; Rehmsmeier and Vingron, 2001) . In this database, proteins are placed into a hierarchical classification scheme, where proteins in the same family represent homologous proteins with moderate evolutionary distances, while proteins in different families but in the same superfamily represent distant homologies.
From ASTRAL PDB40, we choose those superfamilies containing at least two families. Members of the first family were set aside to be used as test sequences, while the other families in the superfamily formed the training set used to develop the model. Only superfamilies with at least 10 sequences for building the model were used, resulting in a list of 39 superfamilies, as listed in Table 1 . The model was evaluated based on its ability to identify members of the first protein family from among the entire PDB40 database. None of the sequences in any of our test sets had >40% sequence identity with any protein in the corresponding training set. The PDB40 database contains 4383 protein sequences, which combined with the 39 T-HMM models resulting in 170 937 comparisons, with 215 true positives and 168 294 true negatives.
A multiple alignment of the training set was constructed with ClustalW (Higgins et al., 1994) . A phylogenetic tree was then constructed using MOLPHY (Adachi and Hasegawa, 1996) and PAML (Yang, 2002 , http://abacus.gene. ucl.ac.uk/software/paml.html), and a T-HMM constructed. The resulting T-HMMs were used to search the PDB40 database. Any proteins identified by the T-HMM method (final score as computed with Equation (1) >30) were then added to the set of known homologs. A new multiple sequence alignment was performed, a new phylogenetic tree was constructed and the PDB40 database was re-searched. The entire process was then repeated. To save computational time, a maximum of five iterations were allowed.
In order to see whether this performance could be repeated without any adjustment to the method or the parameters we constructed a second dataset, also based on the ASTRAL SCOP version 1.59 PDB40. In this dataset, the second family in each superfamily was used as a test set, while the model was constructed using the other families. As the first family tended to be the largest family, this procedure increased the size of the sets used to develop the model, and as we required more than 10 training sequences for a superfamily to be included in the dataset, this increased the total number of superfamilies to 60, also listed in Table 1 . This resulted in 1254 model-building sequences and 236 true positives out of 262 980 total comparisons.
Comparison with other methods
In order to compare the T-HMM method against other standard approaches, we used the same test to evaluate the performance of HMMER, PSI-Blast, PROSITE and Family-Blast using the default parameters, as described below. In all cases, the entire aligned set of homologs in the training set were used at the start of the procedure.
Profile HMMs. Profile HMMs are used for evaluating a typical and popular profile HMM, and we used HMMER 2.2 (Eddy, 2001).
Family-Blast. The Family-Blast method involves comparing the sequence of the query in a pairwise manner against every sequence in the homologous set, using Blast (Grundy, 1998) . We used the lowest resulting E-value from blastp as the score.
PSI-Blast. PSI-Blast employes an adaptive search strategy, where newly found homologous proteins are used to refine the model for further searches in an iterative manner (Altschul et al., 1997). We employed PSI-Blast with default parameters, allowing a maximum of five iterations to save computational time, as with the T-HMM construction. The PSI-Blast search had generally converged by this time.
Prosite. PROSITE (Gribskov et al., 1987) was used to build generalized profiles from the multiple sequence alignments of the training sets. We implemented pftools 2.0 .
We use a receiver operating characteristic plot to compare the homology search results by different methods. For a given superfamily model, each sequence in the PDB40 database has a score which measures the similarity between the sequence and the model. We combine all the results from every superfamily model search, and sort the list by scores. For a perfect method, all the true homologs will be at the top of the list, followed by the non-homologs. By counting the number of true homologs detected when a certain number of non-homologs are included in our results, we can measure the comparative homology-detection ability of the methods. Figures 2 and 3 show the number of true positives (homologs) versus the number of false positives (non-homologs) when we move the threshold to include different number of false positives, for the two different datasets. In the first test set, when the false positive rate is 0.1%, PSI-Blast, the non-iterated version of T-HMM, Family-Blast, pftools and HMMER can successfully detect 26, 23, 21, 20 and 15% of the homologs, respectively. With this same false positive rate, T-HMM method can detect 33% of the homologs, an increase of 27% compared with PSI-Blast. In the second test set, again with a false positive rate of 0.1%, PSI-Blast, Family-Blast, the non-iterated version of T-HMM, HMMER and pftools can detect 20, 18, 17, 10 and 4% of the homologs, respectively; the iterated T-HMM method can detect 30%-an increase in 50% over PSI-Blast.
DISCUSSION
The growing availability of sets of homologous proteins provides us with opportunities to create new models for identifying further members of these sets. Many of these approaches are based on developing a statistical model that represents this set, and comparing other proteins with this model, rather than the members of the original set. Besides the approximations and assumptions used in building this model, there is the basic philosophy that a single model can encompass the properties of the set better than the individual members. The surprising success of Family-Blast relative to these methods indicates the limitations of this approach. In our analysis, Family-Blast outperforms all the non-iterated single-model methods.
There are two approaches that seem to provide better performance than the Family-Blast method. The first is to make the approach iterative, so it can use sequences at intermediate evolutionary distances as 'stepping stones' to more remote homologs. The archetypal method using this approach is PSI-Blast. The other approach is to develop families of statistical models, representing various subsets of the initial set of homologs. That is one of the strengths of the T-HMM approach in that it builds separate models for all phylogenetically relevant subsets. As demonstrated, PSI-Blast and the non-iterative T-HMM method are approximately equally powerful in the detection of remote homologies.
One additional aspect of this method is the integrated evolutionary treatment of substitutions and indels in the T-HMM format, a problem that has long bedeviled the analysis of multiple related sequences. Thorne et al. (1991) first developed a model of integrated indels and substitutions in DNA sequence alignment, where single base indel events are modeled as birth-death processes. Indeed, as the various sequence lengths that could be involved with an insertion event, it is difficult to model the insertion event properly in our current framework. A method that can model the insertion event in more detail may help homology detection performance.
As mentioned previously, the T-HMM method may be especially appropriate for iteration (Qian and Goldstein, 2003a) . The fact that the T-HMM method develops a set of separate models means that it can more easily avoid contamination, the process by which a false or non-representative homolog is included in the statistics. It also avoids the problem of a single model having to become increasingly general as the set of homologs expands with each iteration.
The penalty for having an expanded number of models is the greater running time. There are 2n − 1 separate HMMs created for each set of n sequences, and the running time should increase with this ratio. Currently a standard run takes hours on a standard Linux computer, although the program is far from optimized for running time. The running time of the program caused us to terminate the runs after five iterations, although convergence was not always reached by this time. This indicates that optimization for faster running time might allow improved results.
The use of the combined model also depends upon the construction of a multiple sequence alignment and phylogenetic tree. Of these two aspects, the multiple sequence alignment is most critical, as rearrangements of shorter internal branches are not likely to affect the performance. The tests described here use standard, currently available methods to create the alignment and tree. Continued development of these methods, or the use of other sources of information (such as structural data) for creating the alignment, may further improve the performance of the T-HMM technique.
We find that the strengths of iterative methods and the T-HMM approach combine well, resulting in a method that finds significantly more homologs at a wide range of false positive rates than either PSI-Blast or the non-iterative T-HMM method.
