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Landslides are a common natural hazard that causes human casualties, but also infras-
tructure damage and land use degradation. Therefore, a quantitative assessment of their
presence is required by means of detecting and recognizing the potentially unstable areas.
This research aims to develop a method supported on semiautomatic methods to detect
potential mass movements at a regional scale. Five techniques were studied: Morphometry,
SAR interferometry (InSAR), Persistent Scatterer InSAR (PS-InSAR), SAR polarimetry
(PolSAR) and NDVI composites of Landsat 5, Landsat 7, and Landsat 8. The case study
was chosen within the mid-eastern area of the Cauca state, which is characterised by its
mountainous terrain and the presence of slope instabilities, officially registered in the CGS-
SIMMA landslide inventory. This inventory revealed that the type ‘slide’ occurred with
77.4% from the entire registries, ‘fall’ with 16.5%, followed by ‘creeps’ with 3%, ‘flow’ with
2.6%, and ‘lateral spread’ with 0.43%. As a result, we obtained the morphometric variables:
slope, CONVI, TWI, landform, which were highly associated with landslides. The effect of a
DEM in the processing flow of the InSAR method was similar for DEMs ASTER, PALSAR
RTC, Topo-map, and SRTM. Then, a multiInSAR analysis gave displacement velocities in
LOS direction between -10 and 10 mm/year. With the dual-PolSAR analysis, VH and VV
C-band polarised radar energy emitted median values of backscatters, for landslides, about
of -14.5 dB for VH polarisation and -8.5 dB for VV polarisation. Also, L-band fully polari-
metric NASA-UAVSAR data allowed to find the mechanism of dispersion of CGS landslide
inventory: 39% for surface scattering, 46.4% for volume dispersion, and 14.6% for double-
bounce scattering. The optical remote sensing provided NDVI composites derived from
Landsat series between 2012 and 2016, showing that NDVI values between 0.40 and 0.70
had a high correlation to landslides. In summary, we found the highest categories related
to landslides by Weight of Evidence method (WofE) for each spaceborne technique applied.
Finally, these results were merged to generate the landslide detection model by using the
supervised machine learning method of Random Forest. By taking training and test samples,
the precision of the model was of about 70%.
Key words: landslide, mass movement, landslide inventory, semi-automatic detection of
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1. Introduction
Landslides are among the most serious geological hazards which threatens and influences the
stability conditions of infrastructure in populated areas (Tomás & Li, 2017). Several natu-
ral phenomena causes landslides, such as prolonged rainfalls, earthquakes, volcanic activity
and human activity. According to a 2018 report by the United Nations Office for Disaster
Risk Reduction (UNISDR), and the Centre for Research on the Epidemiology of Disasters
(CRED)1, landslides were the 5th most common disasters.
Landslide inventories (LSI) are the basis for assessing landslide susceptibility, hazard and
risk. In this sense, it is essential to predict landslides based on what happened in the past
(landslide susceptibility). LSI can also be helpful to find causal factors to predict the future
and to validate LS susceptibility, hazard and risk maps.
An LSI records location, date and mass movement type, by searching the left traces, which
can be distinguished in the landscape (Guzzetti et al., 2000). Conventional methods for
preparing landslides inventories like geomorphologic mapping (Brunsden et al., 1975) and
visual interpretation of aerial photographs (Hutchinson, 1988; Cardinali et al., 2002) have
restrictions, well known due to the large extension that the aerial photos need to cover, the
availability of experimented geomorphologists, and time and money resources required for
constructing an inventory (Guzzetti et al., 2012).
This research dealt with data and methods that delimited the regional scale of the land-
slide zoning maps, in this case within a range of 1:250K to 1:25K (Corominas et al., 2014).
According to Chuvieco Salinero (2006), the scale and the dis-aggregation level are tightly
related. The work scale determines the smallest unit of information that may be included
in a thematic map called minimum mapping unit (MMU). The MMU must be bigger than
the minimum size of the target, or else the error may increase.
The concepts of identification and detection are often employed in visual analysis of im-
ages. The first refers to the recognition of the features of a certain target, which allows to
characterise it in its shapes and real surfaces, while detection only implies to determine its
existence. The first process requires much more spatial resolution than the latter, for some-
1https://www.unisdr.org/2016/iddr/IDDR2018 Economic$%$20Losses.pdf. Queried on August 31th
2019.
2 1 Introduction
thing can only be recognisable with a size bigger than a pixel (at least five times). On the
other hand, we can detect objects with sizes down the pixel size (Chuvieco Salinero, 2006),
which in the case of this research it is appropriate due to the medium resolution provided
by the space-borne remote sensing data.
1.1. Problem statement
The global landslide catalogue between 2007-2013 (D. Kirschbaum et al., 2015), shows that
Colombia is located on a region with high distribution of landslides. Also, Colombia is
comparable to Brazil and Peru, in South America, as well as Indonesia and Malaysia, in
having hot-spot areas with at least one fatality. A landslide inventory is a valuable tool for
the estimation of human and economic losses, but also for the quantification of the relation
between landslides events and climate change. A systematic approach to compile data for a
landslide inventory is very important in risk management (D. B. Kirschbaum et al., 2010).
Landslide detection concerns all those activities focused in detecting landslide events hap-
pening in the past (Scaioni et al., 2014). The detection of landslides is helpful for building
databases and inventories. Against the traditional approach for constructing a landslide in-
ventory (field survey and aerial photo interpretation), this research used remote sensing data:
mainly optical and radar images from space-borne platforms, but also an airborne platform.
This approach has proven to be an alternative to the main limitations of the conventional
methods to produce landslide inventories, such as time, technology and money, which limits
the collection of geo-environmental variables. Moreover, the efficiency for producing land-
slide inventories with these traditional methods is low (Guzzetti et al., 2012).
A large amount of data, collected from space-borne remote sensing (time series analysis),
requires high-performance computers, and storage with petabytes of information (Hansen et
al., 2013), making the processing of multidimensional data susceptible of using alternative
methods such as machine learning, cloud computing, big data, among others.
There are several methods for landslide mapping, such as field surveys, visual interpretation
of monoscopic or stereoscopic aerial or satellite images, LiDAR-derived images or ultra-
resolution images from UAVs. Although all these techniques have advantages, they also
have limitations in terms of the size and type of the landslide, the characteristics of the
images, and the spectral and spatial resolutions. This has led some authors to conclude that
landslide mapping, using remote sensing data, is an open field of research (Sun et al., 2017).
This research takes advantages of the second generation satellites, with the objective of
finding answers to the following research questions, which were answered in the indicated
chapter. These techniques have never been implemented before in the study area, making
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this research a basis for the implementation of new technologies and research lines in this
field.
Chapter 4. Morphometry.
• What is the accuracy of the Digital Elevation Model (DEM) at medium scale in the
study area?
• What terrain variables are highly associated with a landslide inventory over the study
area?
• What is the accuracy of a model of regression using morphometric parameters as
independent variables and the landslide inventory as dependent variable?
Chapter 5. InSAR technique.
• What is the effect of a DEM on InSAR variables to estimate deformations?
• What is the effect of a DEM in the coherence-InSAR concerning landslides?
• Does the change detection using InSAR variables allows identifying landslides at a
regional scale?
Chapter 6. PS-InSAR technique.
• Which are the velocities estimated of the landslides in the study area?
Chapter 7. Pol-SAR technique.
• What is the backscatter coefficient (σo) of the landslides with dual-pol data?
• Which is the dispersion mechanism (reflection of the radar echo) of the areas associated
with landslides?
Chapter 8. NDVI spectral ı́ndice.
• Are landslides related to low values of NDVI indices?
Chapter 10. A fusion of the remote sensing techniques.
• Having Remote Sensing data at a regional scale, can landslides be detected using the
machine learning method of Random Forest?
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1.2. Thesis proposal and objectives
The main objective of this research is to develop and validate a method supported on semi-
automatic methods, to detect potential mass movements (MM) at a regional scale, which
can be achieved by integrating passive and active sensors. This research considered the
state of the art about landslides detection, using optical and radar remote sensing of second
generation with a better spatial and temporal resolution. The specific objectives are the
following.
• To evaluate the potential of passive and active sensors to semi-automatically detect
MM discernible on an intermediate scale.
• To develop (adapting an Open Source code) segmentation algorithms and pattern
recognition for the semi-automatic detection of potential MM, discernible in an inter-
mediate scale, with a multi-data fusion approach.
• To build a data model for mapping potential MM in an intermediate scale, by trans-
ferring a semi-automatic model, to detect landslide, into a G.I.S.
• To validate, in a pilot area, the method of semiautomatic detection of potential MM
at an intermediate scale.
1.3. Contributions
All along the process of this research, several academic products were produced, in terms of
journal papers (3), a chapter book (1), and conference papers (4). These products were re-
lated to the issues: geomorphometry, precision and accuracy of GPS georeferencing, PolSAR
technique and InSAR workflow.
1.3.1. Journal papers
• Correa-Muñoz, N.A., and Higidio-Castro, J.F. (2017). Determination of landslide
susceptibility in linear infrastructure. Case: aqueduct network in Palacé, Popayan
(Colombia). Ingenieŕıa e Investigación, 37(2), 17-24. DOI:https://doi.org/10.15446/
ing.investig.v37n2.59654.
• Correa-Muñoz, N.A. and Cerón-Calderón, L.A. (2018). Precision and accuracy of static
GNSS for surveying networks used in Civil Engineering. Ingenieŕıa e Investigación,
38(1), 52-59. DOI:10.15446/ing.investig.v38n1.64543
• N. A. Correa-Muñoz, C. A. Murillo-Feo and L. J. Mart́ınez-Mart́ınez (2019) The po-
tential of PALSAR RTC elevation data for landform semi-automatic detection and
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• Martinez Martinez L.J., Muñoz N.A.C. (2016) Digital Elevation Models to Improve Soil
Mapping in Mountainous Areas: Case Study in Colombia. In: Zinck J.A., Metternicht
G., Bocco G., Del Valle H.F. (eds) Geopedology. Springer, Cham. DOI: https://
doi.org/10.1007/978-3-319-19159-1 22.
1.3.3. Conference papers
• Murillo Feo, C. A., Martnez Martinez, L. J., and Correa Muñoz, N. A.: ACCU-
RACY AND SPATIAL VARIABILITY IN GPS SURVEYING FOR LANDSLIDE
MAPPING ON ROAD INVENTORIES AT A SEMI-DETAILED SCALE: THE CASE
IN COLOMBIA, Int. Arch. Photogramm. Remote Sens. Spatial Inf. Sci., XLI-B2,
291-297, https://doi.org/10.5194/isprs-archives-XLI-B2-291-2016,2016.
• Correa Muñoz, N. A., Murillo Feo, C. A., and Mart́ınez Mart́ınez, L. J. (2016, January
1). Geomoformetria para la evaluación cuantitativa de la susceptibilidade por procesos
de remoción en masa. Casos de estudio en el departamento del Cauca. In Proceed-
ings of ISRM 2nd International Specialized Conference on Soft Rocks, 6-7 October,
Cartagena, Colombia.
• Correa-Muñoz, N. A. and Murillo-Feo, C. A.: DETECTION OF LANDSLIDES WITH
SAR POLARYMETRY: CASE STUDY OF SOUTH-EASTERN COLOMBIA, Int.
Arch. Photogramm. Remote Sens. Spatial Inf. Sci., XLII-3/W4, 177-184, https://
doi.org/10.5194/isprs-archives-XLII-3-W4-177-2018,2018.
• Correa-Munoz, N.A. and Tansey, Kevin and Murillo-Feo, C.A.: Effect of a DEM in the
Estimation of Coherence and Unwrapped Phase InSAR for Landslides Detection. In
Proceedings of the XVI Pan-American Conference on Soil Mechanics and Geothecnical
Engineering (XVI PCSMGE), 17-20 Nomvember 2019, Cancún, México (pp. 1693-
1700). doi:10.3233/STAL190223
1.4. Thesis structure
The thesis structure is presented in Figure 1-1. Chapter 2 describes the techniques and
methods used in this research. Chapter 3 presents the input data, the software used and the
landslide inventory of the study area. Chapter 4 shows the results of the geomorphometry
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analysis for the selection of terrain variables for landslide detection. Chapter 5 presents the
results of InSAR variables, phase, coherence, and unwrapping phase to estimate deforma-
tions. Chapter 6 contains the results of the Persistent scatterer InSAR technique, with the
multitemporal approach, for estimating deformations and removing the atmospheric compo-
nent error. Chapter 7, summarizes the results of the SAR polarimetry (PolSAR) to determine
the scattering mechanisms associated with landslides. Chapter 8, processed the normalised
differential vegetation index with time series analysis using cloud computing. Chapter 9,
organized all of the applied methods into a geodatabase which represents the data model
for the landslide detection. Chapter 10 integrated Remote Sensing data (optical and radar)
for detecting landslides using the machine learning method of Random Forest. Chapter 11
summarizes the main contributions of this research and highlights the research work to be
done.
Source: Preparated by the author
Figure 1-1.: Thesis structure by chapters
1.5. Description of the Study Area
The case study is located in the southwestern zone of Colombia, whose nearby areas ex-
perience active landslides causing partial closures of the road in the rainy season. It is a
rectangular area within the WGS84 system coordinates of 02◦06’53.50” North, 76◦48’49.71”
West and 02◦34’27.81” North, 76◦24’32.25” West. The rectangle has an area 45 km x 30
km (1350 km2) and contains IGAC nine (9) plates at a scale of 1:25K which are: 364-II-A,
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364-II-B, 364-II-C, 364-II-D; 364-IV-A, IV-B364, 365-I-A, I-365-C and 365-III-A (Figure 1-2).
The criteria for selection was as follows: previous studies with data available for validation
of results and located over roads with the highest number of closures in the winter season
2010-2011, previous studies of geo-morphometry with DEMs by Martinez and Correa (Mar-
tinez & Correa, 2016), the availability of medium and high resolution remote sensing images,
roads with frequent events in the INVIAS Emergency Report, easy access to the area to col-
lect field data, the frequency of landslide events in the consulted inventory studies over the
secondary and tertiary road networks of the department, and the Mass Movements Inventory
System (SIMAA) at scales of 1:100K and 1:25K, recently released by the Geological Service
of Colombia.
Source: Preparated by the author
Figure 1-2.: Study area of this research
2. Methods for landslide detection
This chapter deals with the technical aspects of landslide detection, including specific meth-
ods used in this research: it begins with a conceptual review about landslides, followed
by the methods focused on the geomorphometry approach. Then, the SAR interferometry
method for researching InSAR parameters and detecting landslides and the specific muti-
InSAR technique for estimating landslide displacement. The next step was SAR polarimetry
to detect the dispersion mechanism of landslides, and the optical remote sensing, specifically
vegetation index, applied as a criteria for landslides detection. Finally, the fusion methods,
focused on the supervised method of Random Forest, implemented in this research.
2.1. Landslides: definition, inventory and susceptibility.
A landslide (LS), also known as a mass movement or slope failure, is defined as the down-
slope movement of soil and rock under the effects of gravity (D. Cruden, 1991). Landslides
can be categorized as flows, slides, falls, and a combination of two or more movements types
(D. M. Cruden & Varnes, 1996).
Table 2-1 gives an idea of the process and type of material involved in the terrain displace-
ment. The attributes used as criteria to the classification are: the type of movement, mainly,
and the type of material. The type of movements is divided into five groups: falls, topples,
slides, spreads, and flows. A sixth group, called complex slope movement includes a com-
bination of two or more of the other groups. Materials are split into two classes: rock and
engineering soil. Besides, the soil is divided into debris and earth.
The five types of landslides are described as follows (Dikau, R., Brunsden, D., Schrott, L.,
& Ibsen, 1996; Iannacone & Falorni, 2016). The first is fall, which is a free-fall movement of
material from a steep slope or a cliff. It is followed by topple, which involves a pivoting action
rather than a complete separation at the base of the failure. The next are slides;movements
that occur over a distinct shear surface. When a shear surface has a semicircular form,
they are called rotational slides, while translational failures happen on plain slip surfaces.
Another type is lateral spreading, which is distinguished by its low-angled slopes and rates
of movement. The last is flow, which includes fluidised mass due to water or air influence.
Although some researchers have proposed some modification to the Varnes classification
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scheme (Hungr et al., 2014), this research used the original, which has been applied in
studies by the Geologic Service of Colombia and the Andean region (GEMMA, 2007).









Falls Rockfall Debris fall Earthfall




Rock slump Debris slump Earth slump
Translational
Rock block slide Debris block
slide
Earth block slide
Many units Rockslide Debris slide Earth slide
Lateral spreads Rock spread Debris spread Earth spread
Flows Rock flow
Debris flow Earth Flow
(Soil creep)
Complex Combination of two or more principal types of movement
Source: (Varnes, 1978)
The velocity scale updated by the International Geotechnical Society‘s UNESCO Working
Party on World Landslide Inventory (WP/WLI) and D. M. Cruden & Varnes (1996), is
shown in Table 2-2.
Table 2-2.: Landslide velocity scale.
Velocity class Description Velocity (mm/s) Typical velocity
7 Extremely rapid 5x103 5 m/s
6 Very rapid 5x101 3 m/min
5 Rapid 5x10−1 1.8 m/h
4 Moderate 5x10−3 13 m/month
3 Slow 5x10−5 1.6 m/year
2 Very slow 5x10−7 16 mm/year
1 Extremely slow
Source: (D. M. Cruden & Varnes, 1996)
Landslides under the classification scheme by D. M. Cruden & Varnes (1996) can be orga-
nized in a landslide inventory (LSI) or a landslide map (LSM). A landslides inventory (LSI)
is the base of the hazard and risk assessment by mass movements. LSI contains information
about the type, magnitude, date and occurrence placement, and it is used in calculations of
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weighting factors, analysis of the behaviour and reliability of prediction models, as well as in
the analysis of magnitude and frequency to hazard mapping. The main application of LSI
is to estimate the spatial probability and temporal to hazard evaluation (Martha et al., 2013).
Landslide susceptibility (LSS) is defined as the spatial distribution of favourable locations for
future landslide occurrences, and it is obtained by correlating the landslide occurrence and
the evidence layers. The statistical methods are more suitable to evaluate areas susceptible
to the phenomena at a regional scale. Two of them are frequently used in geomorphology:
Weight of Evidence and Logistic Regression.
Weight of Evidence (WofE) applies Bayesian probability, which allows to calculate the prob-
ability of an event (in this case, landslides) considering a causal factor (conditioning factor).
It uses a bivariate method as it combines pairs (the landslide event and its specific detonating
factor). Positive and negative weights are computed in ArcSDM packages of the ArcView
3.2 software with the presence and absence of the conditioning factors and the presence or
absence of a landslide, giving as result a contrast value and a studentized contrast. The
latter represents a spatial evidence association of each class of the predictor variable, and
the answer variable or landslide inventory (Martha et al., 2013). The difference between
the positive and negative weights is the contrast ( C ), which denotes the association of a
landslide presence within each class for each conditioning factor. The sign of the C value
for each class indicates a positive or negative correlation existing between the conditioning
factor and the landslide presence (Mahalingam et al., 2016). Landslide events occurred in
the past are used to calculate evidence-layer weights to delimit the future area of landslides.
A logistic regression model is one of the most widespread models in geomorphology to pre-
dict system properties described by a binary model (Schoch et al., 2018). It is a multivariate
regression, based on maximising the likelihood between landslides (dependent variable) and
the conditioning factors (independent variables) within a logit function. The maximum like-
lihood estimation is given by the coefficient of the model, the regression coefficients and the
independent variables. The normalised regression results indicate the relative contribution
of each independent variable with the landslide occurrence.
The receiver operating characteristic (ROC), is a validation technique which describes the
true positive and false positive proportions. The ROC curve shows the sensitivity and
specificity values, which is the proportion of landslide points correctly classified as susceptible
areas. Specificity is the proportion of the absence of landslide points correctly classified as
very low susceptibility. The area under the curve (AUC) is a quantitative measure of the
predictive performance of the model. AUC values less than 0.5 are considered as poor
classifiers. AUC values above 0.7 are considered satisfactory in landslide research. AUC
values bigger than 0.9 are highly accurate (Mahalingam et al., 2016).
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2.2. Landslides detection.
According to van Westen (2014) there are several methods to prepare landslide inventories,
but not all of them are applicable for each scale. At a regional scale (1:250K – 1:25K) the
landslides have to be treated collectively (Corominas et al., 2014). Table 2-3 gives a summary
of the methods used for landslide inventories at a regional scale.
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Aerial photographs
Combination of optical and
radar data
Field investigation methods Field mapping
Source: (van Westen, 2014)
This research used some remote sensing techniques for landslide detection at a regional scale:
geomorphometry, using Digital Elevation Models to derive terrain variables associated to a
landslide inventory; also a spaceborne-based InSAR technique, applied by coregistration
to several SAR images to derive interferograms, which contained the phase and coherence
measures. The latter showed more potential to detect targets, on the terrain, associated
with landslides. Another technique was the Persistent Scatterer InSAR, PS-InSAR, which
removed the atmospheric component of the phase with the multi-temporal approach. After
that, it was possible to estimate terrain deformations. By analysing the polarised echo of
the radar signal from aerial platform, this research established the dispersion mechanism
of targets related to landslides. Finally, by using the spectral index (vegetation index) of
a composite of multitemporal and multispectral optical images, the spectral response of
landslide points was identified. A summary of each method is described next.
2.2.1. Geomorphometry
Geomorphometry is defined as the science of the quantitative analysis of the terrain (R. Pike
et al., 2009). A hierarchical taxonomy of geomorphometric variables was proposed by Evans
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& Minár (2011). In this scheme, the geomorphometry variables are classified as local, re-
gional or global, and any of which can be related to a terrain object. All geomorphometry
variables can be derived from a DEM using a local neighboorhood and changes of altitude
(1st, 2nd, or 3rd partial derivates).
The current availability of high-speed computing platforms with open source tools (i.e.
SAGA and QGIS) allows performing quantitative analyses in terms of primary and sec-
ondary terrain variables (Szypu la, 2017). A list of primary and secondary land surface
parameters is provided by Wilson & Gallant (2000). With this, we obtained terrain vari-
ables like elevation, slope, curvature, as well as flow-path length and topographic wetness
index, from a DEM using the algorithms developed by different researchers and implemented
in SAGA software (Conrad et al., 2015).
Numerous research works have used terrain variables derived from geomorphometry to assess
the propensity of an area to landslide occurrence (landslide susceptibility). For instance,
Sansar Raj & Thimmaiah (2019) evaluated the impact of the different spatial resolution of
DEMs on the landslide susceptibility mapping using the conditioning factors: topographical,
geological, and hydrological, as well as anthropological. The main contribution in this study
is that using higher resolution conditioning factors does not imply a higher accuracy of a
landslide susceptibility map. Another example is shown in Doumit & Saidi (2019), where
topographic and terrain variables derives from DEMs along with fuzzy logic functions allowed
to evaluate the influence of each variable on erosion risk. In this study, geomorphometric
variables facilitated the assessment of factors related to terrains unstability. According to
Ebrahim et al. (2019), ten conditioning factors for landslide susceptibility mapping were
compared to four bivariate models. In this study, the Weights of Evidence (WofE) method,
was the most accurate method for frequency ratio, Shannon entropy, and evidential belief
function method.
2.2.2. Spaceborne-based InSAR
A synthetic aperture radar (SAR) system emits coherent radiation in the microwave portion
of the spectrum. SAR system measures the amplitude and phase of the return signal very
precisely. The SAR interferometry (InSAR) technique allows detecting changes between two
SAR scenes, which are called master and slave. The return phase of a target depends on
the range between radar and the point on the ground, the radar wavelength, and the scat-
tering phase contribution (Osmanoğlu et al., 2016). InSAR measurements are sensitive to
topography, ground motion, atmospheric conditions, spatial separation between satellites,
and the electrical properties of the ground (Ferretti et al., 2001; Colesanti & Wasowski, 2006).
InSAR application has the potential of monitoring terrain changes and the detection of land
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deformations (subsidence) (Çomut et al., 2016). It is a modern remote sensing technology
for both the generation of a digital elevation model or measuring deformation in time, with
a millimetric accurate sensitivity per year (Lazecky, Comut, et al., 2016). The space-borne
synthetic aperture radar (SAR) interferometry (InSAR) serves for performance deformation
analysis over big areas with an accuracy of 1mm/year at low costs and retrospective way
(Lazecky, Hlavacova, et al., 2016).
The main advantage of the InSAR technique is the investigation of the terrain deformation
in mountainous areas and large regions. In areas of difficult accessibility and large extension,
the conventional methods are not cost-effective and practically suitable (Casagli et al., 2016).
Other advantages of InSAR techniques are the collection of systematic and updatable ac-
quisitions and the ability to observe unstable areas under any light and weather conditions.
However, this technique also has some limitations such as the satellite revisiting time, the
slope exposure concerning the sensor line of sight (LOS), and the velocity of the movements
investigated (Bardi et al., 2016).
In an ascending orbit (northward), the satellite observes from the west and in descending
orbit (southward) the satellite observes from the east. When the ground moves westward, if
satellites observe in ascending orbit (northward), the ground moves near the satellite. Con-
versely, if satellite observes in descending orbit (southward), the ground moves far from the
satellite1.
According to Colesanti & Wasowski (2006), the main contributions to the interferometric
phase are the following:
• The flat earth phase is due to the shape of the Earth and is calculated with the
satellite orbits and the geodetic datum. This contribution is related to the parallel
baseline between the two acquisitions.
• The topographic phase is the component phase of the interferogram related to the
topography above the ellipsoid reference, and it is proportional to the perpendicular
baseline, the range between target and satellite, and the antenna’s angle of vision.
• The phase error is induced by errors in orbit information.
• The deformation phase is measured in the line-of-sight direction. Deformation is pos-
itive when the range between the satellite and the ground is increasing (subsidence).
By contrast, negative values show the reduction of the distance between a satellite and
the ground (lifted).
1Availability in https://vldb.gsi.go.jp/sokuchi/sar/mechanism/interpretation-e.html, queried
on August 27th 2019.
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• The atmospheric phase is due to differences in atmospheric conditions during the ac-
quisitions of master and slave images. The tropospheric phase contribution results
from the refractivity index of the troposphere. This component can only be removed
by using a multi-temporal InSAR approach such as PS-InSAR method.
• The phase contribution related to the scatterer’s electrical properties is assumed neg-
ligible for topography and deformation observations.
• The combined noise term is mitigated by spatial averaging of the interferogram (multi-
looking technique). It is an efficient way to improve the phase estimates, but also
contributes to the loss of spatial resolution. The reduction of the noise level in all
interferograms is achieved by Goldstein filtering technique (Goldstein & Werner, 1998).
The basic idea of the InSAR technique is to separate the topography and phase terms related
to displacements. If the topography phase term is subtracted, then it is feasible to generate
a displacement map (Kourkouli, 2015).
According to Ferretti, Monti-Guarnieri, Prati, Rocca, & Massonet (2007), the phase vari-
ation between two points on the flattened interferogram provides a measurement of the
altitude variation, after deleting any integer number of altitudes of ambiguity (equivalent
to an integer number of 2π phase cycles). Phase unwrapping is the process of adding the
correct integer multiple of 2π to the interferometric fringes. Once the interferometric phases
are unwrapped, an elevation map in SAR coordinates is obtained. The SAR elevation map
should then be referred to a conventional ellipsoid and re-sampled on a different grid. For un-
wrapping all the interferograms we used the Snaphu algorithm (C. W. Chen & Zebker, 2002).
2.2.3. Multi SAR interferometric technique (Multi-InSAR)
The time series analysis of InSAR data observes the displacement of the Earth’s surface
over time. Several algorithms have been developed for time series analysis of InSAR data
(Osmanoğlu et al., 2016), such as Persistent Scatterer InSAR (PSInSAR), Persistent Scat-
terer Pairs (PSP), Quasi Persistent Scatterers (QPS), Coherence Pixels Technique (CPT),
Interferometric Point Target Analysis (IPTA), Small Baseline Subset (SBAS), Stable Points
Network (SPN), SqueeSAR, and Standford method for persistent scatterers (StaMPS). All
those techniques allow to connect the wrapped phase measurements to produce a continuous
record of displacements.
Due to the characteristics of the Sentinel-1 stack data, this research used PSInSAR (Ferretti
et al., 2001) for the following reasons: the persistent scatterers use points in the observation
area whose dimension are smaller than the SAR resolution cell, and scatterers thus are not
affected by baseline decorrelation; also, on the PS, it is possible to achieve a surface motion
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precision of a few millimetres; finally, the PS can be geo-located accurately.
PSInSAR is useful to obtain the deformation time series and the deformation velocity of
stable reflective point-wise targets, called PS, concerning a reference point considered as
stable (hand-made artefacts). The measurements of the PS displacement occurs along the
satellite line of sight (LOS) (Bardi et al., 2014).
The overall steps to apply PSInSAR are: the generation of single stack interferograms and
the removal of the topographic phase, the selection of candidates based on the amplitude dis-
persion method, the estimation and removal of the atmospheric phase screen (APS). Then,
a 2-D spatial network is formed using the PS candidates; also, the residual phase values
after the DEM and the deformation signal, are removed. All interferograms have the at-
mospheric contribution from the master acquisition, which can be estimated by an average
of the residual. A low pass filter and Kriging operation are applied in the space domain to
calculate APS for the master acquisition. Finally, all unwanted signals can be removed from
the observation and DEM errors and scatterer velocity can be calculated on a pixel-by-pixel
basis for all points.
PSInSAR requires a large number of scenes available for a reliable solution. This is achieved
along a time series analysis of the phase values maximising the coherence value. For a high
signal-noise ratio (SNR) and with acquisitions bigger than 30, the deformation rate precision
is 0.5 mm/year (Osmanoğlu et al., 2016).
A multi-interferometric SAR technique such as Permanent Scatterer Interferometry (PS-
InSAR) is used to measure ground displacements with millimetre accuracy (Frodella et al.,
2016). The maximum detectable velocity with InSAR phase samples is limited because it is
not possible to measure unambiguity phase differences larger than pi (π), which corresponds
to a line-of-sight displacement larger than a quarter of a wavelength (Wasowski & Bovenga,
2014). According to Del Ventisette et al. (2014), this technique allows updating landslide
inventories with velocity values within a few millimetres by year and 1.6 m/year which
corresponds to the extremely slow landslides of the Varnes and Cruden classification scheme
(Bardi et al., 2016).
2.2.4. SAR polarimetry (PolSAR)
Polarimetric synthetic aperture radar (PolSAR) data is applied for monitoring the natural
and human-induced disasters by recognizing and discriminating the scattering mechanism.
Objects on the ground show different backscatter characteristics at different SAR polari-
sations. The assumption is that polarimetric decomposition methods aim to separate the
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different backscatter mechanism (surface, volume, and double bounce scattering) (Martinis
et al., 2017).
The polarimetric decomposition methods applied in this research are described as follows.
The first method is the Cloude-Portier entropy/alpha classification (Cloude & Pottier, 1997),
in terms of two key variables: i) the similarity-based angle α, which measures the scattering
mechanism, and ii) the entropy (H) measures scattering randomness. The Cloude-Portier
decomposition enables an entropy/alpha (H/α) classification independent of a particular
dataset, which has been widely used in the PolSAR field. The main drawback of H/α is
its computational complexity because it has to implement PixelWise eigendecomposition on
the whole PolSAR image for the two variables: entropy H and alpha α (D. Li & Zhang, 2017).
The next one is the eigenvalue and eigenvector based Entropy/Anisotropy/Alpha (H/A/α
decomposition (Cloude & Pottier, 1997). These variables are defined as entropy (H) or het-
erogeneity of the scattering; anisotropy (A) is the relationship between the 2nd and 3rd
dominant backscatter mechanism, and the alpha describes the type of backscattering.
Another one is the model-based 3-component Freemen-Durden decomposition (Freeman &
Durden, 1998) which derives the power of the three different scatterings: surface, double-
bounce and volume scattering.
The last one is the unsupervised Wishart classification (J.-S. Lee et al., 1999) which enables
the differentiation of a landslide from forest, water, snow, etc. This method is based on po-
larimetric target decomposition and the maximum likelihood classifier, which is supported
in the complex Wishart distribution of the polarimetric covariance matrix.
Full (quad) polarimetric SAR data provides much more information than Dual-Pol imagery.
Some studies (Czuchlewski et al., 2003; Yonezawa et al., 2012) have suggested the following
behaviour: landslides are characterised by low alpha domination of surface scattering and
low entropy (H) of the pure target, thus anisotropy (A) does not provide useful information
for landslide detection; also, the forested areas show high alpha domination of double bounce
scattering, and high entropy (H) random mixture of scattering mechanism.
2.2.5. NDVI spectral index from spaceborne optical remote sensing.
Spectral indices are linear and nonlinear combinations of bands with physical meaning in
a spectral space (Jackson, 1983). The results of the indices provide information of soil be-
haviour (Smith, 1997), vegetation (Gilabert et al., 2002) and water (McFeeters, 1996) from
an area on the Earth’s Surface.
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Spectral indices have been used as a conditioning factor in landslide susceptibility assess-
ment (Mahalingam & Olsen, 2016). Since its initial conception, radiance values of spectral
bands, red and infrared, have been used to compute the band ratio variable which is said to
be correlated with green biomass and vegetation moisture content (Rouse Jr et al., 1974).
Vegetation indices calculated from space-borne platforms are applied to quantify the density
of the plant’s growth on the Earth’s Surface. The overall formula is near-infrared radiation
(NIR) minus red radiation ( R ) divided by near-infrared radiation plus red radiation (Chang
& Wan, 2014)). This result is called the Normalized Difference Vegetation Index (NDVI).
In landslide detection, the optical remote sensing technique is used because landslides, in
the mountainous region, remove vegetation from hillslopes (Czuchlewski et al., 2003). Low
values of NDVI, where forest is predominant, can be considered to be related to loss of veg-
etation caused for events such as landslides (Mondini et al., 2013).
Chang & Wan (2014), used a discrete rough set classifier to built landslide occurrence rules
(NDVI<-0.1412 to landslide occurrence). Bitemporal NDVI differences were used to detect
potential landslides under the assumption that landslides alter vegetated land areas (Escape,
2018; Lu et al., n.d.).
2.2.6. Fusion of the Remote Sensing Data with Machine Learning
(Random Forest).
Automatic techniques for landslide detection are generally classified as pixel-based and
object-based approaches. The first one contains two types of classification: supervised and
unsupervised, but also the change detection component. As a disadvantage of this approach,
the geometric and contextual information coming from remote sensing is not considered. To
counter this problem, the object-oriented analysis (OOA) is a helpful tool for getting the
multi-dimensional data (A. Stumpf & Kerle, 2011).
One of the object-based image classification techniques, based on machine learning, is Ran-
dom Forest (RF), which operates under multiple decision trees and uses a training data
set to create them. Each decision tree predicts an outcome, which is weighted by a value
stated by received votes. The majority votes for an output and a degree of convergence in
the fitting results, at the final classification (Ghorbanzadeh et al., 2019). The above makes
Random Forest a fine technique with a high performance in object-based classification (Ma
et al., 2017), as it is less sensitive to the over-fitting problem caused by complex datasets.
In accordance with T. Chen et al. (2017), in a study of landslide susceptibility using twelve
landslide conditioning factors, the RF model had the highest predictive capability compared
to a logistic model tree and a classification and regression tree. The RF model, with a
success rate of 83.7% and a prediction rate of 78.1% is a promising technique for landslide
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susceptibility mapping.
Furthermore, Taalab et al. (2018), demonstrated that RF landslide susceptibility map is
a highly effective way of predicting susceptibility and landslide classes. The RF algorithm
allows to predict a general susceptibility across a large, heterogeneous region that experiences
a wide range of landslide types without needing for multiple susceptibility analyses.
2.3. Conclusion
In summary, the methods implemented in this research were:
• Land surface variables derived by geomorphometry algorithms.
• InSAR measures: phase, coherence and displacement.
• Displacement velocities by multi InSAR technique.
• Scattering mechanism by SAR polarimetry (PolSAR).
• Composites of NDVI by time series analysis of the Earth Observation Program called
Landsat.
3. Input data
This chapter contains the data sources from remote sensing used in subsequent chapters and
the analysis of landslide inventory from the Colombian Geologic Service. It also includes
an inventory with landslides, georeferenced in a Secondary and Tertiary Road Inventory, a
descriptive analysis of spatial distribution, as well as the distribution of landslides’ types.
3.1. Data sources from Remote Sensing
This research used space-borne remote sensing data at high resolution taken from the NASA
Earth Observation program and the European Space Agency. Table 3-1 contains the main
characteristics of satellite data in the spectral radar region.
The SRTM DEM at 3 and 1 arc second resolution (Szypu la, 2017) was used in the chap-
ter 4th (morphometry), as well as in the workflow processing of the chapters 5th (InSAR)
and 6th (PS-InSAR). Also, the PALSAR Radiometrically Terrain Corrected, PALSAR-RTC
data , at 12.5 m spatial resolution was used in chapter 4th (morphometry) and chapter 5th
(InSAR) for comparing the effect of a DEM on InSAR measures.
For the chapter 7th (PolSAR), we used full polarimetric data from the aerial-based platform
UAVSAR (Rosen et al., 2006; Hosseini & McNairn, 2017) to study the landslides’ mechanism
of dispersion.
ESA’s Sentinel Mission on Sentinel 1 with a spatial resolution of 10 m and revisit time of 12
and 24 days (Torres et al., 2012) was used in chapter 5th (InSAR) and for a multitemporal
analysis of SAR data in the chapter 6th (PS-InSAR).
Remote sensing data in the optical band of the electromagnetic spectrum was used in chap-
ter 8th (Normalized Differential Vegetation Index). Specifically, Landsat 8 data and NDVI
MODIS data, for comparing and deriving time series of changes in vegetation cover. Table
3-2 contains the main characteristics of these two sensors.
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Table 3-2.: Characteristics of the optical radar remote sensing data used in this research.








Landsat 11 bands (0.43
µm to 12.51 µm)
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36 bands 250 m (1, 2- bands),
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2(Sansosti et al., 2014)
3UAVSARdatacourtesyNASA/JPL-Caltech.https://uavsar.jpl.nasa.gov/cgi-bin/data.pl.
4(Sansosti et al., 2014)
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3.2. Queried databases with landslide inventory
For collecting information on landslide distribution in the study area, the following sources
were queried (Table 3-3). CGS-SIMMA landslide inventory contains information of both
inventory and catalogue type.
A geomorphologic inventory contains attributes taken from fieldwork, visual interpretation or
digital processing of images. These attributes indicate unstability and spatial and temporal
information of occurrence; necessary data for a multitemporal analysis (Servicio Geológico
Colombiano, 2016).
The catalogue data contains information about the historic occurrence of mass movements
obtained from secondary information such as press reports, International Red Cross reports,
Civilian Defense, among others (Servicio Geológico Colombiano, 2016). This type of infor-
mation presents technical limitations, but in a high percentage give an account of the event’s
impact in a qualitative and quantitative way.
Table 3-3.: Sources of inventory of landslides.





























Figure 3-1 contains the spatial distribution of the three landslides sources. In general, CGS-
SIMMA landslide database had 230 events of the inventory type and 251 events of the
catalogue type. The inventory type offers better information about the spatial and temporal
occurrence of landslides based on field work and interpretation of remote sensing images.On
the other hand, the catalogue type contains landslide occurrence information taken from
secondary information with technical limitations but complying when giving account of the
impacts. Concerning the landslides within the road network, 49 events of the secondary road
network was recorded, and 66 events of the tertiary road network were inventoried.
5(Roy et al., 2014)
6Moderate Resolution Imaging Spectrometer.
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Figure 3-1.: Queried sources of landslide databases.
3.2.1. Information System of Mass Movement (SIMMA) of Colombian
Geological Service.
Over SIMMA, from the Geologic Colombian Service platform7, we performed a searching of
mass movements by department, municipality and type of movement. These records were
7http://simma.sgc.gov.co/
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transferred to Excel and then we create a shpefile in ArcMap (Appendix A). In Table 3-4, a
summary with absolute and relative frequencies is presented.
Table 3-4.: Landslide records are available on GCS-SIMMA platform.
# Municipality Inventory % Catalogue %
1 Popayán 185 80.4 134 53.4
2 Timb́ıo 4 1.7 24 9.6
3 Sotará 19 8.3 9 3.6
4 Rosas 4 1.7 30 12
5 La Sierra 5 2.2 42 16.7
6 Puracé 13 5.7 12 4.8
Total 230 100 251 100
Source: Colombian Geologic Service.
Both the inventory and catalogue database show the frequency of events for the two sources
of data types in Popayán. This information was obtained with a distribution of landslide
by type. The major frequency of landslides corresponds to slides (77.4%), followed by fall
with about 16.5%, 2.6% as flow, lateral spread and creep type (3.5%) (Table 3-5). 27% of
landslides of inventory type are located at the northeast of Popayán, and 51.7% of landslides
are located at the southwest of the city. Also, from the CGS-SIMMA inventory database,
the 37.8% of landslides analysed are in an average elevation of about 1680 m, 30.4% on 2052
m, 15.2% on 2818 m, 13.5% on 2369 m, and 3.1 % without elevation data.
Table 3-5.: Landslide Inventory records available on SIMMA platform.
# Municipality Fall Slide Flow Lateral spread Creep
1 Popayán 23 155 2 1 4
2 Timb́ıo 0 2 2 0 0
3 Sotará 3 15 0 0 1
4 Rosas 2 1 1 0 0
5 La Sierra 2 2 0 0 1
6 Puracé 8 3 1 0 1
Total 38 178 6 1 7
Percentage 16.52 77.39 2.61 0.43 3.04
The CGS-SIMMA landslide inventory database showed 100 slides of translational type
(43.5%), 77 slides of rotational type (33.6%), 38 falls (16.5%), 7 creeps (3.0%), 6 flows
(2.6%), 1 lateral spreading (0.4%), and 1 planar (0.4%). Figure 3-2 shows its spatial distri-
bution.
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Figure 3-2.: Classification of the CGS-SIMMA landslide of the inventory type.
The Landslide Catalogue information showed the types indicated in Table 3-6. About 89.6%
of landslides records corresponds to slide, followed by flow with 9.6% and the minimum
percentage of 0.8% for creep. The majority of slide type landslides are located in Popayán,
La Sierra and Rosas municipalities. The highest frequency of slides is in the area around
Popayán and at the southeast of the study area. Only one 6.4% of landslides contained on
the Catalogue type database have an elevation record with an average height of 1831 m.
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Table 3-6.: Landslides Catalogue records available on GCS-SIMMA platform.
# Municipality Slide Flow Creep
1 Popayán 122 12 0
2 Timb́ıo 20 3 1
3 Sotará 6 3 0
4 Rosas 27 2 1
5 La Sierra 39 3 0
6 Puracé 11 1 0
Total 225 24 2
Percentage 89.6 9.6 0.8
Table 3-7.: Annual distributions of Landslide Inventory of CGS-SIMMA.
Decade Landslide inventory Landslide catalogue
1915 - 1920 1 0
1920 - 1930 0 0
1930 – 1940 0 4
1940 – 1950 2 9
1950 – 1960 2 4
1960 - 1970 4 10
1970 – 1980 6 6
1980 – 1990 10 25
1990 – 2000 16 96
2000 - 2010 84 75
2010 - 2015 105 21
2015 - 2017 0 1
Total 230 251
The landslide distributions by occurrence year of the event is showed in Table 3-7. A 40.5%
of landslides of inventory type occurred about 2013, 15.7% in 2010, 15.2% in 2008, 7.8% in
2007 and 20,8 % are distributed in the years of 1953, 1980, 1992, 1998, 2000 and 2004. The
time series of landslides in the Catalogue database showed that 33.5% of landslides occurred
around 2008, 31.5% in 1999, 14.6 % without data, 10.4% around 1953 and 10% in 1980. This
time series is shown in Figure 3-3. As reported by the World Bank, the phenomenon of La
Niña (2010-2011) caused an increase in the landslide events recorded in the inventory type
(Banco Mundial, 2012). For this reason, this researched focused on inventory type over the
years with highest number of events (2013-2015) and by using the potential of the second
generation satellites.
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Figure 3-3.: Historical series of the GCS-SIMMA landslides from the Inventory and Cata-
logue database.
3.2.2. Landslide inventory over the road network.
Figure 3-1 showed the positions of landslides, identified by fieldwork, within the road inven-
tory organized by the Ministry of Transportation of Colombia.
These landslides were distributed as shown in Table 3-8. This data source gave other loca-
tions of landslides on the study area, but given the quickness of the fieldwork (the excessive
amount of data, which prevented an adequate focus, and the lack of expert knowledge when
acquiring the data), the classification indicated must be assumed with reserve and was not
considered in this research.
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Table 3-8.: Distributions of landslides identified by fieldwork over the road network.
Landslide type Secondary network road Tertiary network road
Erosion 0 5
Creep 6 0
Rotational slide 4 36
Base failure 11 0
Toe failure 3 0
Slope failure 2 0
Tension cracks in the road surface 2 0
Subgrade sink 3 1
Embankment lost 18 1
Other (drainage) 0 23
Total 49 66
3.3. Software resources used
This research used software resources identified in the literature review, which are summa-
rized in Table 3-9.
The DEMANAL package of BLUH software from the Leibniz University at Hannover (Jacob-
sen, 2007) allowed the analysis of a digital elevation model (DEM) against a reference DEM.
Also, the System for Automated Geoscientific Analyses (SAGA) (Conrad et al., 2015) was
used to derive primary and secondary terrain variables from a DEM, and to create multivari-
ate tables to analyse. For the principal component analysis (PCA) we used the FactoClass
package (Pardo et al., 2018) of the R software. Another tool was Arc-SDM (Kemp et al.,
2001) of the ArcView software, which allowed to run the logistic regression and the weight
of evidence methods for the susceptibility analysis.
Commercial software like ArcGIS v10 was used for preparing the layouts or compositions of
this dissertation. The geodatabase for this research was built in ArcCatalog from ArcGIS
v10.3 software.
On the other hand, the ESA’s Sentinel Application Platform (SNAP)8 was used to process
radar scenes in the InSAR method. SARProZ software9 allowed the processing of InSAR
8http://step.esa.int/main/download/snap-download/
9https://www.sarproz.com/
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data with a multitemporal approach. The Polarimetric SAR Data Processing and Educa-
tion Tool (PolSARpro v5.0) (Pottier et al., 2009) analysed the quad-polarimetric data of the
UAVSAR L-band data.
The optical data processing was performed on Google Earth Engine (Gorelick et al., 2017),
which processed large Landsat archives to time series analysis of changes in vegetation cover
using remote sensing images.
Finally, the R software (R Development Core Team, 2011) was used for an exploratory anal-
ysis of all information generated in this dissertation, for performing multivariate methods,
for estimating models of variogram and for implementing the Random Forest algorithm for
landslide classification.
Table 3-9.: Distributions of landslides identified by fieldwork.





















1 DEMANAL Free X
2 SAGA O.S. X X X X X
3 FactoClass O.S. X X X X X
4 Arc-SDM Free X X X X X
5 ArcGISv10. Comm. X X X X X X X
6 SNAP Free X








10 R software O.S. X X X X X X X
O.S – open source. Comm.-commercial.
The above table indicated the multiple software sources for implementing each conditioning
factor related to landslides. On the other hand, the interpretation of the results required a
direct intervention of the author, due to the lack of specific algorithms for extracting patterns
and tendencies in an automatic way.
4. Morphometric factors for landslides
detection
Digital Elevation Models (DEMs) represent the surface of the terrain at several resolutions,
and they are one of the essential input data for geohazard studies such as landslides. One
of the objectives was to evaluate the accuracy of DEMs, SRTM, ASTER, Palsar RTC and
one derived from a 1:25K scale topographic map by interpolation. Also, some methods were
taken from geomorphometric approaches in order to establish a way to identify landslides
1. The main objective of this chapter is to determine the role of topography for detecting
landslides. R. J. Pike (1988) showed that the geometric signature from a DEM allows to
separate landslides from the landscape.
The main topics treated in this chapter were: to apply the error’s theory for the accuracy
assessment; to classify terrain variables and landforms; to apply algorithms based on DEMs
to build a database of morphometric variables; to check which variables were useful to the
research; and finally to establish class intervals of morphometric variables associated with
landslides.
4.1. Introduction
The advantage of using remote sensing for surveying is the amplitude of the scale: from
1:10K to 1:100K at medium resolution. This scale range implies to put a hold on the use
of traditional methods of visual interpretation of aerial photographs, replacing them with
technologies derived from Geomorphometry and its various applications in other fields of the
sciences. For R. Pike et al. (2009), this means the quantitative analysis of landforms and
the terrain parameters, departing from contributions by math, statistics, computer sciences
altogether with geological and engineering conceptualizations. As a systematic discipline, it
allows to relate geographic spatial information with topographic variables that are suitable
to be analyzed with software designed for the sole purpose of organizing all the data into a
1This chapter is based on the article: N. A. Correa-Muñoz, C. A. Murillo-Feo and L. J.
Mart́ınez-Mart́ınez (2018): The potential of PALSAR RTC elevation data for landform semi-
automatic detection and landslide susceptibility modeling, European Journal of Remote Sensing, DOI:
10.1080/22797254.2018.1552087.
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digital model.
As landslides are a common natural hazard, especially in mountainous countries (Malamud
et al., 2004), it is essential to have an inventory that summarizes the characteristics and
locations of the events in some areas. This database is useful in both for the historical
record and the upcoming events, because it is possible to assume that the environmental
conditions and the comparative statistical evaluation can be reproduced in order to predict
the landslide (van Westen et al., 2006). That is, to measure the susceptibility to replicate
causative factors that originate the phenomena (Gruber et al., 2009).
Source: Preparated by the author
Figure 4-1.: Study area for the morphometric landslide susceptibility analysis
4.2. Study area
For this section of the research, we selected a pilot zone of 25 square kilometers within the
municipality of Popayán for a specific analysis of logistic regression. Later, with aid from the
WofE method it was extended to the whole study area. This sub-zone was located between
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the coordinates: 76◦40’25” W, 02◦ 14’09” N and 76◦24’13” W, 02◦36’24” N (Figure 4-1),
obtaining terrain variables at a scale of 1:25K, derived from global DEMs. As geographic
characteristics, this area possesses mountains with slopes steeper than 30◦ and a relief ampli-
tude higher than 300 m, but also hills with slope gradients of 7–12 % and a relief amplitude
lower than 300 m, and plains with slope gradients lower than 7%.
4.3. Input data
The input data came from global coverage DEMs: Shuttle Radar Topography Mission
(SRTM), the Advanced Spaceborne Thermal Emission and Reflectance Radiometer Global
Digital Elevation Model (ASTER G-DEM), and PALSAR Radiometrically Terrain Corrected
data (PALSAR-RTC). So, to evaluate which source had better quality, we pre-selected
SRTM3 (3 arc-second resolution), SRTM1 (1 arc-second resolution), ASTER GDEM and
PALSAR RTC hi data (Table 4-1).
Source: Prepared by Author.
Figure 4-2.: Distribution of GPS control points for DEM accuracy assessment
A Diff-GPS coordinates obtained from a secondary-road network inventory in Cauca depart-
ment was taken as reference data (control points). The diff GPS technique along the road
corridors obtained in a fast static mode had a sub-metric precision (Figure 4-2).
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Table 4-1.: Global-coverage DEMs used for morphometric analysis.
DEM Source Data File Name Resolution
3 arcsec-SRTM CGIARCSI 2 Srtm 21 12.zip ∼ 90 m
1 arcsec-SRTM USGS 3 SRTM1N02W077v2 ∼ 30 m
ASTER GDEM V001 NASA Earthdata 4 ASTGTM.001:2076858685 ∼ 30 m
PALSAR RTC hi ASF’s Data Portal 5 ALPSRP230780030 12.5 m
4.4. Methods
The methods used for this analysis are listed in Table 4-2.
Table 4-2.: Sort of methods or algorithms used for landslides susceptibility analysis.
Method or algorithm Type of analysis Author
Kriging interpolation DEM accuracy (Cressie, 1988)
DEMANAL DEM accuracy (Jacobsen, 2007)
Thin plate spline (TPS) in-
terpolation
Interpolation of contour
lines at 1:25K scale
(C. Chen & Li,
2012)




























The steps for the landform and landslide susceptibility modeling are shown in Figure 4-3.
Source: Prepared by Author.
Figure 4-3.: Workflow for landform detection and landslide susceptibility modeling
Initially, we evaluated the accuracy of the DEMs by calculating the absolute error between
DEM heights and GPS control points in the DEMANAL software (Jacobsen, 2007). Also,
differences in absolute terms were obtained by comparing DEM heights against a TopoMap
at a scale of 1:25K. These comparisons were achieved in a raster model, which means creating
another DEM with the reference data. As a result of this step, we selected the Palsar-RTC
data due to its better horizontal absolute accuracy and its better spatial resolution.
Then, topographic variables were extracted from Palsar-RTC data. The literature review
showed that slope, aspect, curvature, topographic wetness index, vertical depth, convergence
index, and insolation have a high association with landslides in terms of a morphometric ap-
proach. However, we checked this assumption by applying Principal Components Analysis
(PCA) to obtain the morphometric variables without the multicollinearity effect.
Next, we derived landform classes from fuzzy k-means clustering. That is, to apply indepen-
dent component analysis in order to obtain the relatively independent variables but also a
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clustering of independent component analysis using an optimal number of 12 classes.
The following was to apply binary logistic regression (BLR) taking as independent variables
those derived from PCA and as dependent variable a landslide inventory of the study area
provided by the Colombian Geologic Service. The association of each independent variable
was determined by the weight of evidence (WofE) analysis. After that, the precision of the
susceptibility model was calculated with the Receiver Operation Curve.
Finally, this same analysis was extended to the total study area in order to achieve the
compatibility with other remote sensing data.
4.5. Results
In this section we show the results of the quality evaluation of global DEMs, the landform
detections, a regression model with morphometric variables and the results of the WofE
method (Appendix B).
4.5.1. DEM-accuracy assessment
Table 4-3 shows the results of vertical accuracy assessment of global DEMs with the reference
data Topo-Map. Additionally, ALOS-Palsar elevation data was contrasted against control
points obtained from static GPS.





Global DEM vs Topo-mapDEM
ALOSP ALOSP ASTER SRTM1 SRTM3
RMSE (m) 5.86 39.68 43.52 19.95 22.77
Sz (without
bias) (m)
5.77 4.427 5.331 3.937 4.595
NMAD (m) 4.57 3.806 4.663 3.093 3.883
LE95 (without
bias) (m)
8.853 10.236 7.795 9.144













In this research the vertical accuracy of the global DEMs used is 7.8 m for the 1 arc second
SRTM-DEM, 8.9 m for ALOS-Palsar DEM and 9.1 m for 3 arc second SRTM-DEM at a
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level of confidence of 95%.
Previous researches reported by Correa-Muñoz (2013) measured the vertical accuracy of the
DEMs: 1-arcsecond (30 m) SRTM, 3-arcsecond (90 m) SRTM, and ASTER-DEM in a study
area nearby. The vertical error of the DEMs in the similar study area was: 10.89 m for
3 arcsec-SRTM, 10.59 m for 1 arcsec-SRTM and 19.2 m for ASTER-GDEM. According to
Rodriguez et al. (2006), the requirements for the SRTM data products in terms of vertical
absolute height error is less than 16 m for 90% of the data in general terms. In South
America, the performance of SRTM data by comparison to control ground points is of 6.2
m. In this research, the accuracy of PALSAR-RTC data was determined by the comparison
between PALSAR-RTC elevation data and the values of referenced GPS elevations in a way
similar to the work of Elkhrachy (2018). This result was validated with the DEMANAL
module of BLUH software (Jacobsen, 2007). Also, the difference concerning the topographic
map at a scale of 1:25K was obtained.
The accuracy of the AlosPalsar data concerning a reference DEM from a 25K-topo-map was
35.2 m. This difference is explained in the difference between the ellipsoidal and geoidal
reference of the two sources of elevation data. After that, the accuracy of the DEM was
computed as the root-mean-square-error (RMSE) of the difference between AlosPalsar-RTC
data and L1-GPS control point, resulting in 5.77 m without bias. DEMANAL software con-
siders the vertical shift and vertical scale difference between both DEMs and this effect is
removed in a second iteration. Besides, DEMANAL estimates a linear dependency between
terrain slope and vertical error (Jacobsen, 2007). The root-mean-square height differences
between AlosPalsar data against the reference CPs-L1band GPS was obtained as a function
of the terrain inclination. These differences varied between 2 m to 22.88 m in terrain incli-
nations between 5◦ and 45◦.
In summary, we obtained RMS vertical differences of the AlosPalsar RTC data, without
terrain inclination effect, of 5.86 m. If the systematic height errors (bias) are removed, the
discrepancy is reduced to 5.77 m. On the other hand, after considering the terrain inclina-
tion, this variation is almost zero in flat areas. These results were similar to the evaluation
for the SRTM-DEM studied in Buyuksaliih et al. (2018).
According to the FGDC National Standard for Spatial Data Accuracy (NSSDA), the vertical
accuracy at 95% confidence level of the Palsar RTC data in the study area is 11.3 m which
correspond to contour interval of 22.6 m (ASPRS, 2015). Keep in mind that a Colombian
contour map at 1:25K scale has a vertical accuracy of 12.5 m with intermediate contours
each 25 m, and the Alos Palsar elevation data used in this study corresponds to a scale of
1:25K.
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4.5.2. Independent components for landform detection
The terrain variables were indicated in Table 4-2: slope, aspect, curvature, topographic wet-
ness index (TWI), vertical depth (VDEPTH), convergence index and the insollation. The
above was obtained with the terrain-analysis tools of SAGA software (Conrad, 2007) from
Also-Palsar RTC elevation data. Terrain variables were converted to independent compo-
nents by using Principal Components Analysis with the ‘prcomp’ function of the R software
(R Development Core Team, 2011). Figure 4-4 shows the PCA biplot with the first two
principal components derived using the terrain variables related. This technique is used to
show the independence of the terrain parameters.
Source: Prepared by Author.
Figure 4-4.: The PCA biplot with the two first components derived using terrain variables.
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The PCA showed that the selected terrain variables, slope, TWI, CONVI, VEDEPHT and
INSOLAT, were relatively independent. The topographic wetness index (TWI) describes the
topography effect on water (Wilson & Gallant, 2000); the convergence index determines the
convergence and divergence of the flow departing of the aspect values of the neighbour grids
(Köthe et al., 1996); the valley depth (VDEPTH) allows to identify vertical differences in
the relief (Conrad, 2007); INSOLAT is the total solar radiation calculated from the place lat-
itude, the slope, the aspect, the hill shade and the time of the year (Wilson & Gallant, 2000).
Thus, the fuzzy k-mean clustering implemented in ‘stats’ package (Venables & Ripley, 2002)
of R software, allowed to obtain twelve geomorphological classes. The accuracy assessment
of the geomorphological classes was obtained with terrain variables indicated in Figure 4-3
and training pixels derived from a geomorphologic-map at a scale of 1:100K by the multi-
nomial logistic regression (MLR) method. The MLR is well described in Hengl (2009). The
comparison between the geomorphologic units and the official geomorphologic map was cal-
culated as a kappa index of 28% in all the cases. Although this kappa index was low, typical
in geomorphological mapping applications, the external component of the geomorphological
units did match when these results were overlapped on Google Earth’s virtual globe.
Figure 4-5 shows the terrain variables used in the k-means cluster analysis. There, the valley
depth (VDEPTH) varied between 0 and 202 m. Its high values represent valley bottoms and
lower one’s mountain ridges. Its importance is on identifying gullies and sidewall erosion as
variables in landslide events. Also, the topographic wetness index (TWI) varied between 5.8
and 15.6. It showed the distribution of spatial conditions related to wetness and its influence
on landscapes. It allowed to identify depressions in landscapes caused by water flow when
having high values, and crest and ridges when having low ones. The next terrain variable,
the convergence index (CONVI) varied between 12.9 and 187.3, where the positive value
represented divergent areas, and negative values the convergent ones.
Finally, insolat variable varied between 111.3 kWh/m2 and 258.9 kWh/m2. Insolat is strongly
related to topography due to solar radiation having an impact on the evaporation processes
that occur on the terrain surface.
K-means clustering allowed to classify the terrain in twelve non supervised classes (Venables
& Ripley, 2002). This method assigns an abstract class to each image pixel; the class centers
were selected in such a way that the sum of the squares was minimal within the groups. The
obtained prediction map of the landforms showed well distributed and spatially continuous
polygon sizes (Figure 4-5-f). The detection of the terrain shapes allowed to discern the
components in a transversal section, going from the valley to the slopes and the higher
grounds of the hills.
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Source: Prepared by Author.
Figure 4-5.: Terrain variables derived from Alos-Palsar RTC data for k-mean clustering.
4.5.3. Landslide regression model with morphometric variables.
In Figure 4-6 we present the procedure for generating a regression model and the application
of an analysis of detritus propagation.
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Source: Prepared by Author.
Figure 4-6.: Chart flow of the methodology for landslide susceptibility.
Principal Components Analysis (Pardo & del Campo, 2007) was used to select the main ter-
rain variables for the landslide susceptibility model. Remondo Tejerina (2001) defended the
suitability of using morphometric variables with little colinearity for the susceptibility anal-
ysis concerning effectiveness. So, with the computational approach of Pardo & del Campo
(2007), we performed a classification of relevant and not relevant variables. As a result,
the following variables were chosen: slope, convergence index (CONVI) topographic wetness
index (TWI) and landform. The justification for this selection is shown in Figure 4-7. The
distribution of the terrain variables selected and its correlation coefficients indicated a low
collinearity.
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Source: Prepared by Author.
Figure 4-7.: Multivariate analysis of the terrain variables for landslide regression analysis.
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After the PCA decorrelation, the variables topographic wetness index, convergence index,
and slope, along with the landform classification by k-means method, were used as indepen-
dent variables in the susceptibility model, which is presented in Figure 4-8.
Source: Prepared by Author.
Figure 4-8.: Landslide regression model (Logistic Regression method).
As a result, the logistic regression run in Arc-SDM tool (Kemp et al., 2001) showed the
relevance of the variables slope and TWI as being statistically important for susceptibility
(Brabb, 1991; Corominas et al., 2003; Malamud et al., 2004). The accuracy of the landslide
susceptibility model was obtained by the Area Under the Curve (AUC). This curve relates
the accurately classified classes (True Positive) and the false positives (classes classified as
landslides, but in fact they are not) (Begueŕıa, 2006). This was obtained by comparing a
sample to train the model and another to validate it. The proportion of the training sample
to the validation one was of 70:30. The precision (AUC) of this model was of 0.55. Despite
this value indicated a low precision of this model, it is important to note that the model
was built only with morphometric variables due to the better scale of the derived informa-
tion from a DEM. The information related to land use, geomorphologic, geologic data, and
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other conditioning factors are at coarse scale. The result of the ANOVA showed significant
differences between the variables Slope and TWI at a significance level of 0, and 0.05 for
the Landform variable. These results are consistent with the report of the logistic regression
method in software ArcSDM (Appendix B).
This prediction was validated considering the MSF (Modified Single Flow Direction) model
(Huggel et al., 2003), which assigns the relative probability of affection to each cell in an area
(Figure 4-9). This method explains the exposure of some areas of Popayán by analysing the
propagation of potential land flow towards the Molino river.
Source: Prepared by Author.
Figure 4-9.: Modified Single Flow Direction Algorithma in the Molino river watershed.
4.5.4. Evaluation of the relationship between morphometric variables,
land-use, and landslides.
In order to extend the results of landslide regression in a sub-zone to all the study area, the
weight of evidence (WofE) method was applied to find the relationship between morphome-
tric variables and landslides. Figure 4-10 shows the area studied by WofE analysis.
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The WofE is a bivariate statistical method which is based on a Bayesian probability method
(Bonham-Carter, 1994) and establishes the relationship between the evidence variables. The
weight of each variable can be positive or negative, depending on whether the relationship
of the variable with the landslide event is direct or reverse. These terms are calculated from
the sufficiency and necessity ratios, using an area of landslide events derived from a train-
ing sample and the area of an evidence variable, which is calculated by counting the grid
cells. This method calculates proportions for the presence and absence of landslide given
the presence and absence of the binary evidence. The classic approach of WofE is to convert
multiclass evidence to binary evidence variables. The output are a contrast ( C ) value, which
allows to determine the cut-off value to calculate a posterior-probability map (Rosser et al.,
2017). An useful measure is to calculate the Studentized value of the contrast, a measure of
the certainty with which the contrast is known. The studentized value is calculated as the
ratio of C to its standard deviation, C/s ( C ). This ratio serves as an informal test of the
hypothesis that C=0, and as the ratio is relatively large, implying that the contrast is large
compared with the standard deviation, then the contrast is more likely to be “real”. Ideally,
the studentized value should be larger than 1.5 or even 2 (Bonham-Carter, 1994).
Table 4-4 shows the weight calculations for each morphometric evidence variable. All class
belonging to each evidence theme are found in Appendix B. This table contains the strongest
positive correlation for the multiclass data source. The strongest correlation between the ev-
idence theme and landslide locations are presented as follows. First, the slope values between
7◦ and 20◦ (12.2% to 33.6%) in the zone 1 or southwest zone, according to IGAC (2009).
This means terrain strongly undulating and slightly rugged terrain. Also, slope ranges from
13◦ to 27◦ (22.3% to 44%) in the second zone or northwest zone; it means a slightly rugged
terrain. Second, the flow path length (FPL) between 0 and 371 m, had the better relation-
ship with landslides. FPL represents the maximum upstream or downstream distance along
the flow path for each cell based on flow directions (Conrad, 2007). Third, terrain variables
such as topographic wetness index and convergence index had not significant studentized
contrast values.
On the other hand, the land-use variable or geo-environmental factor more highly correlated
with the landslide inventory was the unit soil, classified as mild and humid hill lands (LQ),
as well as very wet cold mountain (MK). Also, the landforms located in gentle slopes were
highly related to landslides.
Finally, it is important to consider that landslides belonging to group 1 are located in hill
lands (75.8%), mountainous terrain (22.7%), and plateau terrain (1.6%). But landslides of
group 2 are all in plateau terrain.
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Source: Prepared by Author.
Figure 4-10.: Zones of the study area analyzed by WofE method.
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Table 4-4.: Results of initial WofE analysis for morphometric evidence theme.
Evidence var Class % W+ W- C S(C) C/s(C)
Slope (G1) 6.6◦-13.2◦ 26.2 0.28 -0.12 0.39 0.19 2.10
13.2◦-19.9◦ 28.6 0.19 -0.09 0.27 0.19 1.46
Slope (G2) 19.9◦-26.5◦ 8.1 0.83 -0.12 0.95 0.33 2.92
13.2◦-19.9◦ 21.9 0.33 -0.11 0.44 0.27 1.64
TWI (G1) 11-12.9 26.2 0.10 -0.04 0.14 0.20 0.70
1.6-3.5 10.1 0.16 -0.02 0.18 0.28 0.63
TWI (G2) 5.4-7.2 11.6 0.37 -0.06 0.43 0.33 1.29
1.6-3.5 11.4 0.29 -0.05 0.34 0.35 0.98
CONVI (G1) 33.3-50 1.5 0.43 -0.01 0.44 0.59 0.75
0-16.7 41.4 0.08 -0.06 0.13 0.18 0.73
CONVI (G2) -16.7-0 35.8 0.21 -0.14 0.35 0.25 1.38
16.7-33.3 9.2 0.40 -0.05 0.45 0.36 1.25
FPL (G1) 0 – 371.2 64.1 0.13 -0.28 0.40 0.20 2.02
FPL (G2) 0 - 371.2 91.6 0.06 -1.03 1.08 0.72 1.51
Geomorphological LQ 23.7 0.98 -0.70 1.68 0.18 9.1
units (G1) MK 10.7 0.65 -0.12 0.77 0.22 3.5
Landform (G1) 11 23.9 0.46 -0.20 0.66 0.18 3.6
Landform (G2) 11 19.6 0.63 -0.24 0.87 0.26 3.4
12 12.3 0.63 -0.13 0.76 0.30 2.5
4.6. Conclusions
In this research we evaluated the quality of the global DEMs 1 arc-second SRTM, 3 arc-
seconds SRTM, ASTER-GDEM and Palsar RTC hi data. The best vertical accuracy was
found for the 1 arc-second SRTM and the worst for the ASTER-GDEM.
The accuracy assessment of the Also Palsar elevation data allowed to obtain morphometric
variables at a scale of 1:25K, products appropriate to landslides detection studies at a re-
gional scale.
A landslide regression map, with only morphometric variables, was obtained by a logistic
regression method. This model had an accuracy (area under the curve) of (55%). The mor-
phometric variable more strongest related to landslides were the slope and flow path length.
Weight of Evidence (WofE) analysis threw that the following categories had a high associa-
tion with landslides in terms of contrast studentized larger than 2. Slopes in the range 7◦ to
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13◦ in group 1 and 20◦ to 27◦ in group 2. Flow path length less than 371 m, and landform
located on backslope or mid-slope, as well as, hill and mountainous terrain
5. SAR interferometry (InSAR) for
landslide detection
InSAR is a technology widely used in radar remote sensing. Interferometry is based on the
fact that the radar systems can measure the phase and the cycle of the wave. The principle of
InSAR is that two antennas on board a satellite, but either in the same or separate platforms,
are measuring the phase difference of the echoes returning from the Earth. The objective of
these measures is to resolve the ambiguity and direction of the radar signal, which is used to
get the polar coordinates that allow locating the echo on the ground surface. However, the
movement of vegetation might interfere with the returning of the signal’s phase, affecting
its consistency. Thus, the similarity of two waves in terms of amplitude and phase, called
coherence or interferometric coherence, allows measuring the quality of the phase difference.
This chapter concerns the processing of the InSAR measures: the phase, the coherence and
unwrapped phase, under a multi-temporal approach. This analysis was performed in order
to establish the potential of InSAR for landslide detection, due to the possibility of coherence
giving some indication of the land cover type, such as, e.g., landslides. The null hypoth-
esis consists on landslides having high interferometric coherence over non-vegetated surfaces.
InSAR analysis considered the following aspects: an evaluation of the effect of a DEM in
the InSAR results for deformation estimation1; a multi-InSAR approach for obtaining the
interferometric phase, coherence, and unwrapped phase for reducing the atmospheric error;
an exploratory analysis of the InSAR information; and the weight of evidence analysis of the
InSAR measures.
5.1. Introduction
A radar signal is composed by information of amplitude and phase. The first is the strength
of the radar response, and phase is the fraction of one complete sine wave cycle. The phase
of the SAR image represents the distance between the satellite’s antenna and the ground
1Correa-Muñoz, N. A., Tansey, K., & Murillo-Feo, C. A. (2019). Effect of a DEM in the Estimation
of Coherence and Unwrapped Phase InSAR for Landslides Detection. In Proceedings of the XVI Pan-
American Conference on Soil Mechanics and Geotechnical Engineering (XVI PCSMGE), 17–20 November
2019, Cancun, Mexico (pp. 1693–1700). doi:10.3233/STAL190223
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targets. A SAR satellite can observe the same area from slightly different angles at different
times. The baseline or the distance between the two satellites is a geometric parameter that
influences the InSAR measurements (Ferretti, Monti-Guarnieri, Prati, Rocca, & Massonet,
2007).
A SAR image is created from the radiation transmitted from the radar, which is returned to
it after interacting with the scatterers on the ground. Scatterers at different distances from
the radar (slant direction) generate time delays in the two-way travel which are equivalent
to a phase change. This phase change is the principle of the interferometric phase. InSAR
uses the phase difference between two complex radar images of the same area of interest in
order to extract lateral distance information from the Earth’s surface. The SAR interfero-
gram is generated by cross-multiplying, pixel by pixel, the first SAR image and the complex
conjugate of the second. This way, the interferogram amplitude is the amplitude of the first
image multiplied by that of the second one. On the other hand, the interferometric phase is
the phase difference between the images.
An interferogram is obtained by a combination of two radar images after the co-registration
process. This product is highly correlated to the terrain topography and deformation pat-
terns, and thus is possible to map them. When the phase shift related to topography is
removed from the interferogram, the resulting differences will show surface deformation pat-
terns occurred between the two acquisition dates.
The concept of interferometric coherence implies that phase difference remains constant over
time. This condition is accomplished when the frequencies of the waves are identical. The
coherence represents a measure of similarity between the two images which form an inter-
ferogram. It compares the complex values of the amplitude and the phase of both images
expressed as a normalized value, which acquires the values of 0 to 1 (Teng et al., 2010). The
lowest value of 0 indicates low coherence or no similarities between the two radar images.
The highest value of 1, represents high coherence, or two perfectly identical radar images.
Figure 5-1 shows the SAR interferometric system with its components. It has two antennas:
S1 in time t0 and S2 in time t1 which are separated by a baseline B, a perpendicular baseline
B⊥ and a parallel baseline B‖. The same point is observed with ranges r1 and r2 respectively
and with a look angle of the sensor S1 (θ). We can determine the height Z of the M point
by knowing the range r1 and the H height of the satellite (Kourkouli, 2015).
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Source: taken from Kourkouli (2015)
Figure 5-1.: Geometric configuration of InSAR technique.
5.2. Input data
5.2.1. Input data for Multi-InSAR processing.
Table 5-1 shows the stack of S1 IW TOPSAR radar images. Sentinel-1 data was downloaded
from the ASF DAAC service 2. The interferometric wide swath mode is the principal acqui-
sition mode of the terrain. It acquires data with 250 km swath at a spatial resolution of 5
m by 20 m. The IW mode captured three sub-swaths using Terrain Observation with Pro-
gressive Scans SAR (TOPSAR). From them, only the IW1 burst covered the study area of
this research. TOPS technique is the mode where the antenna will steer from backwards to
forwards in azimuth direction while steering between different sub-swaths in range direction.
The polarisation mode of the Sentinel-1A radar images was single (VV) while the Sentinel-1B
stack was dual (VV+VH). The dataset of SLC Sentinel-1 (A/B) radar images was acquired
between March 31 and April 29, in 2017. The characteristics of the SAR dataset are shown
in both Table 5-2 and Table 5-3. The groups correspond to the passing mode (in ascending
mode – orbit going from South to North- and descending mode – orbit going from North
to South), date and full orbit. A statistic summary for each group was obtained. The final
results gave a ground sample distance of 4m x 14m and an incidence angle of about 34◦.
Figure 5-2 shows the SLC radar images located in the study area. In the overlapping of the
radar scenes acquired in different orbits within the study area, we found that only 79 scenes
2Copernicus Sentinel data 2014. Retrieved from ASF DAAC 29 April 2017, processed by ESA.
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of the satellite S1-A and 34 from S1-B had the adequate configuration for the interferometric
analysis.
Table 5-1.: Datasets of the ESA’s Sentinel 1 radar images in the study area






Sentinel-1A-IW SLC 90 20th Oct 2014 to
9th Nov 2016
47 43
Sentinel-1B-IW SLC 34 3rd Oct 2016 to
20th Mar 2017
18 16
Source: Vertex Alaska Satellite Facility’s data (April 2017). ESA’s Sentinel radar data.
Figure 5-2.: Stack of Sentinel-1 IWS radar image overlapped on Google Earth.
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SW 8 Asc/VV 7 to 145 24 to 84 33.85
2 20160107/
20160927















SE 26 Des/VV 3 to 129 24 to
408
34.13
Sum 79 Media 34.00
Bn: perpendicular baseline, Bt: temporal baseline































NW 9 Asc/VV 4 to 35 24 to 96 34.21
1 20161027/
20170224
NW 4 Asc/VH 17 to 27 24 to 72 34.21
4 0 20161022/
20170315
NE 8 Des/VV 11 to 95 24 to 72 34.19
Sum 34 Media 34.12
Bn: perpendicular baseline, Bt: temporal baseline
52 5 SAR interferometry (InSAR) for landslide detection
Figure 5-3 shows the time series schedule of the analyzed S1 A/B SLC SAR images. Although
some zones of the study area had coverage between October 2014 and November 2016, there
were gaps time and thus it was required a specific analysis of each area covered by ascending
and descending mode. The SW direction zone was covered by S1-A between October 2014
and March 2015 and between January and September 2016. NW direction had coverage
between October 2014 and September 2015 and between January and September 2016. NE
direction had radar information between October 2014 and October 2015. On the other
hand, the four geographical direction, or north east were covered by S1-B radar images.
Source: Prepared by autor.
Figure 5-3.: Schedule of Sentinel 1 stack analyzed.
Table 5-4 shows the S1 SAR images with minimal baseline, selected for specific deformation
estimation on SNAP toolbox 3. This data was used for the analysis of the effect of a DEM
3https://step.esa.int/main/download/snap-download/
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over a single InSAR processing (as seen in 5.4.1).
Table 5-4.: Sentinel-1 SLC SAR images for InSAR processing in SNAP toolbox
Master SAR image Slave SAR image B⊥ (m) Bt (days)
S1B-96E4 (Asc) S1B-B4EA (Asc) 6.2 48
S1A-E1B8 (Asc) S1A-963E (Asc) -2.51 -12
S1B-9502 (Asc) S1B-48A7 (Asc) 4.65 -24
S1B-39AA (Desc) S1B-7CF0 (Desc) -5.08 -24
5.2.2. DEMs used for InSAR processing.
The DEMs elevation data at global scale presented in table 5-5 (SRTM3, SRTM1, Palsar-
RTC) was used in the Interferometry SAR workflow. Also, a topo-map DEM was obtained
from topographic plates at a scale of 1:25 K, obtained from the Colombian-Agustin Codazzi-
Geographic-Institute (IGAC). The method used for the interpolation of contour lines was
‘thin plate spline’ (C. Chen & Li, 2012), and the global DEMs were downloaded automati-
cally with the specialized software for InSAR workflow.
Table 5-5.: Global and local DEM used for the InSAR workflow. DEM or elevation data












Auto download 30 SRTM1N02W077v3
PALSAR RTC hi
data. 5
ASF’s Data Portal 12.5 ALPSRP230780030
TOPO map Colombian-IGAC 1:25K 342-IV-A,B,C,D / 343-III-




5Dataset: ASF DAAC 2010, ALOS-1 PALSAR Radiometric Terrain Corrected c©JAXA/METI 2007.
10.5067/Z97HFCNKR6VA
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Figure 5-4 shows the sub-zones of the study area analyzed due to the coverage of Sentinel-1
radar scenes for the Multi-InSAR processing. This sub-zones are southeast and southwest,
northwest in ascending orbit, and the last, northeast, in descending orbit.
Source: Prepared by autor.
Figure 5-4.: Sub-zones of study covered by Sentinel-1 radar scenes.
5.3. Methods
The methods used for InSAR workflow are listed in Table 5-6.
5.3 Methods 55




Back-geocoding Coregistration (Ferretti, Monti-Guarnieri,




TOPSAR deburst. (Torres et al., 2012)












SNAP software (Braun &
Veci, 2020)
5.3.1. InSAR processing with a single interferometric pair
The processing chain of S1- IW mode at burst level was performed on ESA’s Sentinel Ap-
plication Platform (SNAP). SNAP is a set of toolboxes, developed for the processing and
analysis of Earth observation data. This study used SNAP open-source tools to apply the
InSAR processing chain; some steps are reported in Czikhardt et al. (2017):
• Data was downloaded from Sentinels Scientific Data Hub-Copernicus (https://scihub
.copernicus.eu). Dataset covered the period from October 2014 till March 2017. The
dataset was ordered by zone and orbital pass, and then the perpendicular and temporal
baseline were calculated for each image pair.
• The pair of images selected for this study had a minimal perpendicular baseline (2.5
m). According to Ferretti, Monti-Guarnieri, Prati, & Rocca (2007), the selection of
images for InSAR applications such as deformation requires both a short perpendicular
baseline and a longer temporal baseline. The next steps of the processing chain were
performed in SNAP toolbox.
• Burst extraction. In the beginning, the processing starts with the importing of the
master and slave SLC data products and then follows the extraction of bursts over
the area of interest. After that, orbital state vectors were applied over the two scenes
using precise orbit ephemerides.
• TOPS coregistration. Coregistration is the combining of the phase of the two SAR
images. Coregistration requires the use of a digital elevation model (DEM), which was
variable in this study. The output data is a SLC coregistered onto a common master
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image and a geocoding mask. Geocoding converts coordinates from radar geometry
to map geometry, using a DEM. It also provides the positional accuracy, depending
on the resolution of SLC data. After that, the Enhanced Spectral Diversity (ESD)
correction is applied for the retrieval of the azimuth shift.
• Subset. The third step was the creation of a spatial subset from the geographical
coordinates of the area of interest. This step was applied in order to reduce the
computational time in the next stages.
• Interferogram formation. An interferogram was generated where the phase is highly
correlated to the terrain topography and deformation patterns. The output data con-
tents the subtraction of the flat-earth phase and the estimation of coherence and square
pixels. Coherence measures the temporal variability between the two SAR images.
• Topographic phase removal. It removes the phase component due to the variation of
the range distance across the SAR image. It is leaving phase fringes only related to
changes in elevation (Sultan, 2009).
• Goldstein phase filtering. Using an adaptive filter (Goldstein & Werner, 1998), the
phase noise can be reduced by spatial averaging of the interferogram.
• Phase unwrapping is used to estimate displacement.This process allows to extract
the absolute phase from the wrapped values to estimate the motion of the terrain.
The above was carried externally, applying the statistical-cost, network-flow phase-
unwrapping algorithm (SNAPHU) of C. W. Chen & Zebker (2002).
• Geocode the unwrapped phase file. Geocoding applied terrain correction to the phase
band by correcting SAR geometric distortions using a DEM and producing a map pro-
jected onto a map coordinate system based on World Geodetic System 1984 (WGS84).
• The unwrapped phase is converted into displacement by the ‘phase to displacements’
function of SNAP.
• As a result of SNAP processing, both products, the geocoded interferogram and
geocoded unwrapped phase, were exported to GeoTIFF format.
• Finally, the InSAR products obtained in SNAP toolbox, as the SIMMA landslide
inventory from the Colombian Geologic Service, were post-processed in SAGA and
R software for the exploratory statistical analysis. A logistic regression analysis was
implemented on Arc-SDM (Spatial Data Modeller for ArcView 3.2) package (Kemp et
al., 2001).
The flow diagram shown in Figure 5-5 presents the stages of the applied methodology for
creating interferograms and estimating displacement. As a result of InSAR processing, the
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outputs of the difference were obtained: phase, coherence, unwrapped phase, and displace-
ment.
Source: adapted from Braun & Veci (2020)
Figure 5-5.: InSAR workflow to displacement estimating in SNAP toolbox.
5.3.2. Multi-InSAR processing
The processing of SLC Sentinel-1 (A/B), specifically Sentinel IW (TOPS) data, was per-
formed with SARPROZ – The SAR PROcessing tool by periZ – software6.
The estimation of deformation using Multi-InSAR approach required the followings stages.
• The processing chain began by the data download of Sentinel-1 satellite’s data.
• Importing of Sentinel-1 TOPS data.
• The coregistration method is applied to two SLC radar images. It is based on orbital
information – satellite location and velocity -. During this process, a master SAR
image is selected to minimize both the perpendicular and temporal baseline.
• The dataset is geocoded through the manual selection of a ground control point (GCP).
6https://www.sarproz.com/
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• A differential interferogram processing, which is built by computing the phase difference
between each slave and the master by removing the phase component corresponding
to the digital surface model DSM. Previous to it, the DSM is converted into SAR
geometry (azimuth and slant range).
5.4. Results
In this section, we present the results about the effect of a DEM on InSAR outputs with a
single and a multi interferometric pair. Then, an exploratory analysis and weight of evidence
(WofE) was applied to all InSAR information generated, in order to find relationships with
landslide provided by the Colombian-Geologic-Service. The detailed results of this section
can be found on Appendix C.
5.4.1. Effect of a DEM over a single-InSAR processing
DEMs at coarse spatial resolution.
The coarse-resolution DEMs were used in the geocoding and topographic phase removal
stages of the InSAR processing. These are available in SNAP with auto downloading option
as the GETASSE30 and ACE30 elevation data. GETASSE30 data set corresponds to the
Global Earth Topography And Sea Surface Elevation at 30 arcs second resolution (approx.
1 km at the equator). GETASSE30 is a composite of the following DEMs: ACE DEM with
30 arcs second resolution (also 1 km), SRTM30 and Mean Sea Surface (MSS) altitude at 2
minutes resolution (3.7 km). Another coarse DEM is the ACE30 height. ACE – Altimeter
Corrected Elevations – is a DEM with 30 arc second resolution which combines heights taken
with ground techniques with a global database of satellite altimeter-derived heights.
The first SAR image of Table 5-4 was used for adjusting the InSAR workflow and finding a
general pattern for specific analysis. The InSAR measure values obtained in SNAP Toolbox
were added to a points database which corresponds to a landslide obtained by visual inspec-
tion on the road network in a Road Inventory of the Ministry of Transport of Colombia. A
table with InSAR measures belonging to landslides represented in point shape was built and
analyzed on R software.
Figure 5-6 shows the boxplot chart, which allows to compare the central tendency measures
of the InSAR measures obtained with every DEM analyzed. Under the hypothesis stating
that true differences in averages are equal to zero, an ANOVA test was run on R software.
The results showed that in ‘phase’ and ’coherence’ the DEMs at medium resolution have sig-
nificant differences in the averages. In ’unwrapped phase’ the DEMs with low and medium
resolution showed significant differences (Table 5-7).
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Source: Prepared by autor.
Figure 5-6.: Boxplot chart of InSAR measures with DEM at low and medium resolution.
Table 5-7.: P-value of ANOVA of InSAR variables using DEMs of low and medium
resolution
SRTM3 response versus Phase Coherence Unwrapped phase
SRTM1 < 2.2e-16 *** < 2.2e-16 *** < 2.2e-16 ***
PalsarRTC 0.039 * 0.00044 *** 0.00075 ***
TopoMap 0.00058 *** 0.00015 *** 6.696e-09 ***
ACE 0.388 0.624 7.59e-07 ***
GETASSE 0.358 0.259 0.0028 **
Significance codes: ‘***’ = 0, ‘**’ = 0.001, ‘*’ = 0.01
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DEMs at medium spatial resolution.
The interferometric pairs of Table 5-4 were obtained varying DEM of 3 arc second SRTM
and 1 arc second SRTM as well as PALSAR RTC data and a TOPO-map obtained by spline
interpolation. In this section are presented only the results obtained with the second inter-
ferometric pair of table 5-4, for the following reasons: a) it covers most of the events of the
landslides inventory and b) it has the lower perpendicular baseline distance. Furthermore,
the second interferometric pair is the only one that covers all of the study area with a mini-
mum perpendicular and temporal baseline. Two analysis were performed: Random Sample
with a size of 1000 points and InSAR measures overlapped over landslides obtained from the
Landslide Inventory from the Colombian Geologic Service.
A summary of the statistical distribution for phase – coherence unwrapped phase and de-
formation, within the random sample, is presented in Figure 5-7. Table 5-8 show the results
of ANOVA for the InSAR measures in random points.
Table 5-8.: P-value of ANOVA of InSAR variables using DEMs of medium resolution
SRTM3 response versus Phase Coherence Displacement
SRTM1 < 2e-16 *** < 2.2e-16 *** < 2.2e-16 ***
PalsarRTC 0.098 . 0.37 < 2.2e-16 ***
TopoMap 0.49 0.68 3.09e-11 ***
Significance codes: ‘***’ = 0, ‘*’ = 0.01, ’.’ = 0.05
The ANOVA test proved that the means of the interferograms, generated by varying a DEM,
are different at a significance level of 0 for unwrapped phase and displacement concernig the
3 arc-second SRTM-DEM. However, in the case of phase and coherence, the effect of every
DEM was similar, as mentioned by Bayer et al. (2017): the chosen DEM has a minimal
impact on individual wrapped differential interferograms. Also, a perfect inverse linear re-
lationship exists between the unwrapped phase and displacement, in all cases of analysis.
Figure 5-8 shows the statistical distribution of InSAR measures extracted with points that
correspond to landslides on the study area. ANOVA showed that there are significant differ-
ences in the means of InSAR coherence between 1 arc-second SRTM-DEM and 3 arc-second
SRTM-DEM, probably due to their better spatial resolution (Mahalingam & Olsen, 2016).
On the other hand, the displacement showed significant differences at a level of 0.001, using
any DEM. The same inverse linear relationship between the unwrapped phase and displace-
ment, observed in the previous test, is accomplished in this second one, where the comparing
was performed over landslide points. The significant statistical differences in unwrapping
processing, due to inaccuracies in DEMs and thus in the results of deformation maps via
MultiInSAR approach, has been studied by Bayer et al. (2017).
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Table 5-9 shows the results of ANOVA for the InSAR measures over landslides.
Table 5-9.: P-value of ANOVA of InSAR variables using DEMs of medium resolution over
SIMMA landslide inventory
SRTM3 response versus Phase Coherence Displacement
SRTM1 < 2.2e-16 *** < 2e-16 *** < 2.2e-16 ***
PalsarRTC 0.0097 ** 0.77 < 0.0039 **
TopoMap 0.82 0.81 0.0088 **
Significance codes: ‘***’ = 0, ‘**’ = 0.001.
Source: Prepared by autor.
Figure 5-7.: Boxplot chart of InSAR measures with DEM at medium resolution (random
sample).
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Source: Prepared by autor.
Figure 5-8.: Boxplot chart of InSAR measures with DEM at medium resolution (SIMMA
landslide inventory).
PCA of the InSAR measures.
Principal Component Analysis (Richards, 1984) was applied to InSAR measures of both
random sample and landslide inventory points. The results of the second analysis are shown
in Figure 5-9.
PCA confirmed that there is a perfect inverse linear relationship between the unwrapped
phase and displacement in all cases, no matter what DEM was used. There was a perfect
relationship between coherence obtained with SRTM3 and SRTM1 DEM (r=1). In terms
of the unwrapped phase, the correlation also was high between the two SRTM-DEMs. Un-
wrapped phase and displacement are well related with any DEM (r>0.62). The phase has
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Source: Elaborated in the FactoMineR library (R Development Core Team, 2011).
Figure 5-9.: PCA of InSAR components for landslides events.
a regular relationship (r∼0.33) for interferograms obtained with the four DEMs analyzed.
The coherence correlation between SRTM3 and SRTM1DEM compared with TopoDEM is
high (r = 0.74). However, this comparison with Palsar RTC data was lower (r=0.24).
Weight of evidence (WofE) of single InSAR measures.
The weight of evidence (WofE) analysis exposed the following significant results.
The coherence range, with the highest association to landslides, was between 0.59 and 0.67,
which was provided by an interferogram modeled with SRTM1 and SRTM3 – DEM. Also, the
coherence range 0.43-0.51, obtained from an interferogram modeled with TopoMap-DEM,
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had a high correlation with landslides.
Displacement values at low perpendicular basline between 0.14 and 0.16 m, from an inter-
ferogram formed with TopoMap-DEM, and 0.17 – 0.19 m, from another one formed with
SRTM1– DEM, they both had the highest relationship with landslides.
5.4.2. Effect of a DEM on deformation estimation using multi-InSAR
processing.
A stack of Sentinel-1 SLC radar images acquired in the south-east zone of the study area in
the dates 20150325, 20150418, 20150605, 20150629, 20150723, 20150816, 20150909, 20160107,
and 20160224, was processed in SARproZ software. All SAR images had VV polarisation,
and the automatic master selection was the 20150909 SAR image. The DEMs Aster GDEM,
Palsar-RTC data, SRTM1, and Topo-map DEM were used as external DEM in the InSAR
processing of the SARproZ software.
Figure 5-10 shows the multi-InSAR outputs varying the indicated DEMs for the interfer-
ograms obtained, considering the image 20150909 as the master image. In a similar way
to the single InSAR analysis, InSAR phase and InSAR coherence had less variability than
InSAR displacement.
Multiple comparisons of the InSAR coherence obtained with different DEMs used the Tukey
method. It compares the variation of the InSAR coherence average. There was a 95% of
confidence level. Figure 5-11 shows the results of the Tukey test in a graphic way where the
condifence intervals which contain 0 indicate no significant difference between the DEMs on
InSAR coherence. In general, the results did not show significant differences between the
DEMs. However, in one radar image (20150816), the SRTM-DEM had a different behaviour
than the others because the two dates are closer to the master scene (20150909). Thus the
InSAR coherence only showed sensibility for the DEMs used in the calculation of the inter-
ferogram having the minimal perpendicular and temporal baseline.
As a result of the sensitization of the DEM effect on InSAR processing, SRTM-DEM was
selected in the subsequent analysis of remote sensing for landslide detection.
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Source: Prepared by autor.
Figure 5-10.: InSAR outputs of the S1A images in the south-west zone.




Source: Elaborated by author.
Figure 5-11.: Results of Tukey test for multi-InSAR coherence represented grouped in
colours.
5.4.3. Multi-InSAR processing on the study area.
This section deals with the processing of SLC Sentinel-1 (A/B), specifically Sentinel IW
(TOPS) data, with radar images from SARPROZ – The SAR PROcessing tool by periZ-
software (www.sarproz.com). The main goal is to find relationships between Multi-Temporal
InSAR processing techniques with a landslide database from the CGS – Colombian Geologic
Service – web service available in http://simma.sgc.gov.co.
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Baseline
The interferometric baseline is the distance between the two satellites in a perpendicular
plane to the orbit, and its projection to the slant range is the baseline (B⊥) (Figure 5-1).
The perpendicular baseline is one of the variables directly related to interferometric phase
variation, and it is inversely proportional to an altitude of ambiguity or the altitude differ-
ence obtained from an interferogram after a flattening process, where a phase map equivalent
to the relative terrain altitude is generated. The smaller the baseline, the lower the topog-
raphy contribution to the interferometric phase (Ferretti, Monti-Guarnieri, Prati, Rocca, &
Massonet, 2007).





Where, R: is the sensor – target distance; λ: is the sensor wavelength; Lc: is the size of the
resolution cell in slant range; and, θ: is the incidence angle.
Table 5-10.: Critical baseline for C-band radar satellite.
Sensor R (km) λ (cm) L c (cm) θ (◦) Bc (m)
ERS and ENVISAT 852 5.6 25 23 1037
SENTINEL-1 (IW-1) 700 5.6 20 34 1182
In general terms, a perpendicular baseline less than 200 m was used in the InSAR processing
of the study area. Previous studies with ERS sensor showed that interferograms with minimal
perpendicular baseline values (< 30 m), though easy to unwrap, they have high sensitivity
to phase noise and atmospheric effect (Ferretti, Monti-Guarnieri, Prati, & Rocca, 2007).
Reflectivity
The reflectivity map was generated by averaging the intensity of a co-registered stack of
S1 SLC radar images in each passing of the satellite over the study area. The reflectivity
map shows the SAR signal backscatter characteristics inside the study area (Qin & Perissin,
2015). Black areas (such as lakes) correspond to low reflection, and white areas (such as
bare soils) to high reflection. A multi-image reflectivity map is the incoherent average of the
SAR data (Ferretti et al., 2001). Figure 5-12 shows the reflectivity map generated on the
study area and in both ascending and descending mode with S1-A radar images.
At the azimuth per range resolution of the radar images (5 m x 20 m), some features of
the landscape are distinguished on the image, such as the Cauca river, some lakes, and the
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Source: Prepared by autor.
Figure 5-12.: Reflectivity map on the study area obtained with S1-A radar images.
Popayán – La Plata road. Also, are visible the Popayán city and Timbio town.
The statistical distribution of the radar’s intensity over landslide targets of the study area
is presented in Figure 5-13. In general terms, the reflectivity of landslides in the period
between October 2014 and March 2015, is more dispersed than the periods between January
2016 and September 2016 and between October 2016 and March 2017.
On the other hand, in the period between October 2016 and March 2017, VH polarisation
tended to be a bit higher than VV polarisation. Being the types fall and slide the more rep-
resentative due to their significant frequency, the reflectivity average in these distributions
was similar. In the periods of October 2014 to September 2016 for S1-A, and October 2016
to March 2017 for S1-B, there were no differences in the VH and VV polarisation.
Comparing the periods between October 2014 and October 2015 for S1-A radar images and
between October 2016 and March 2017 for S1-B radar stack images, a slight increase of
the reflectivity for the second alternative was observed. However, as the slide type is more
representative for its highest frequency, similar behavior of the reflectivity was found.
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Source: Prepared by autor.
Figure 5-13.: Distribution of the reflectivity by landslide type.
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Interferograms results
The results of the interferogram formation stage are presented in the subsequent sections.
They were obtained with the orbital separation between a master and a slave radar scene and
a revisiting time of 24 days. SRTM1-DEM was employed for this process, and differential
interferograms were coregistered into a common master image frame (Czikhardt et al., 2017).
The average of multiple interferograms reduced the atmospheric effects due to the redundance
of PS data to modelling the atmospheric phase screen (APS) (Crosetto et al., 2016). As
results of this processing, the InSAR measures, phase, coherence, and displacement were
obtained with the indicated stack due to displacement only differs from the unwrapped
phase in the measure units (Kourkouli, 2015).
InSAR phase
Figure 5-14 shows the interferogram phase in the study area. In this stack of S1-A radar im-
ages for SW zone, the interferogram maps made it possible to distinguish attributes located
on the terrain such as Andes mountains, Popayán city, Timb́ıo town.
Concerning the distributions of InSAR phase using S1-A radar scenes, the following behavior
is present in each zone. In the southwestern zone, the type mass movement of the sub-set
1 (Figure 5-14, upper part), slides (84%), fall (10%), spreads (4%), and flow (2%) were
crossed with InSAR phase data. We only analyzed the interferograms with less perpendicular
baseline for having better conditions in the displacement estimation (Table 5-11). In this
table, the master image, the nearest slaves had a perpendicular baseline of 25 m and 68 m
and a temporal baseline of 24 days. The only pattern found is that there is a direct linear
semi-logarithm relation between the InSAR-phase range and the number of landslide events.
As a consequence, the landslide type of slide had better contrast of phase change.
Table 5-11.: InSAR phase with less perpendicular baseline in the southwestern zone of the
sub-set 1.
S1-SLC pair Landslide n mean sd min max Range
2014-12-07 / 2014-12-31 Slide 129 0.09 1.26 -2.62 2.76 5.4
Fall 15 -0.60 0.96 -2.19 1.16 3.4
Spread 6 -0.20 1.05 -1.21 1.64 2.9
Flow 3 -0.10 0.64 -0.49 0.65 1.1
2015-01-24 / 2014-12-31 Slide 129 0.22 1.16 -2.33 2.64 5.0
Fall 15 0.50 1.02 -1.42 1.67 3.1
Spread 6 -0.54 1.24 -1.67 1.03 2.7
Flow 3 0.96 0.55 0.33 1.36 1.0
’n’ is the number of events and ’sd’ is the standard deviation.
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Source: Prepared by autor.
Figure 5-14.: Distribution of InSAR phase of the S1-A radar stack by landslide type in the
study area.
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Another behaviour in the sub-set 2 of the same zone showed the following statistics metrics
(Table 5-12). In this radar stack, the minimum perpendicular baselines were 10 m and 31 m
respectively and a temporal baseline of 48 days. In general terms, the behavior of this stack
was similar to the previous one, S1-A, as the sole finding was in phase shift, expressed in
the range (difference between the maximum and minimum value). This is directly related
to the number of events of each landslide class; the more events of a certain type we got, the
bigger the phase range is.
Table 5-12.: InSAR phase with less perpendicular baseline in the southwestern zone of the
sub-set 2.
S1-SLC pair Landslide n mean sd min max Range
2016-04-12 / 2016-05-30 Slide 129 -0.07 1.14 -2.45 2.09 4.5
Fall 15 0.15 1.08 -1.80 1.57 3.4
Spread 6 0.64 0.63 -0.39 1.25 1.6
Flow 3 -0.16 0.97 -1.19 0.75 1.9
2016-07-17 / 2016-05-30 Slide 129 -0.15 1.06 -2.42 2.36 4.8
Fall 15 -0.03 1.24 -1.97 1.62 3.6
Spread 6 -0.25 0.94 -1.46 1.18 2.6
Flow 3 -0.33 0.96 -1.35 0.56 1.9
Table 5-13 shows the phase change for landslides in the northwestern zone whose distribution
was as follows: slides (71.2%), fall (24.2%), flow (3.0%), and spread (1.5%). The perpendic-
ular baseline of the interferogram were 23 m, 68 m, and 18 m and temporal baseline of 24
days in all of the cases.
Table 5-13.: InSAR phase with less perpendicular baseline in the northwestern zone.
S1-SLC pair Landslide n mean sd min max Range
2014-12-07 / 2014-12-31 Slide 47 0.40 1.12 -2.13 1.99 4.12
Fall 16 -0.03 1.13 -2.00 1.84 3.84
Spread 1 -2.19 NA -2.19 -2.19 0.00
Flow 2 0.48 1.50 -0.58 1.54 2.12
2015-01-24 / 2014-12-31 Slide 47 0.03 0.97 -1.76 2.10 3.86
Fall 16 -0.19 0.91 -2.14 1.47 3.60
Spread 1 -2.00 NA -2.00 -2.00 0.00
Flow 2 -1.34 0.55 -1.72 -0.95 0.77
2015-0616 / 2015-09-09 Slide 47 0.02 1.47 -2.44 2.35 4.79
Fall 16 0.34 1.23 -1.50 2.53 4.03
Spread 1 0.06 NA 0.06 0.06 0.00
Flow 2 1.44 0.41 1.15 1.73 0.58
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The same pattern (wider amplitude in phase change), concerning to the number of the events,
was found in this zone.
Table 5-14 presents the phase change in the north-eastern zone. In this zone, landslides were
classified as slides (71.2%), fall (19.7%), spreads (7.6%), and flow (1.5%). The perpendicular
baseline values were of 6, 126, 89 and 30 meters respectively, with a 24 days temporal
baseline. All of the landslides types with the greatest frequency had the widest range of the
InSAR phase.
Table 5-14.: InSAR phase with less perpendicular baseline in the north-eastern zone.
S1-SLC pair Landslide n mean sd min max Range
2015-01-07 / 2015-01-31 Slide 47 -0.08 1.16 -2.25 2.27 4.52
Fall 13 0.21 0.87 -1.26 1.41 2.67
Spread 5 0.55 0.76 -0.16 1.59 1.76
Flow 1 -1.97 NA -1.97 -1.97 0.00
2015-02-24 / 2015-01-31 Slide 47 0.00 1.27 -1.94 2.58 4.52
Fall 13 0.13 0.73 -0.90 1.46 2.36
Spread 5 -0.43 0.25 -0.58 0.01 0.60
Flow 1 0.29 NA 0.29 0.29 0.00
2016-01-26 / 2016-02-19 Slide 47 -0.14 0.97 -2.22 1.92 4.14
Fall 13 -0.28 0.69 -1.52 1.30 2.82
Spread 5 -0.49 0.78 -1.40 0.69 2.09
Flow 1 -0.07 NA -0.07 -0.07 0.00
2016-03-14 / 2016-02-19 Slide 47 0.06 0.95 -2.10 2.05 4.15
Fall 13 0.10 1.17 -1.47 2.29 3.76
Spread 5 -0.08 0.46 -0.55 0.52 1.06
Flow 1 -0.46 NA -0.46 -0.46 0.00
’n’ is the number of events and ’sd’ is the standard deviation.
In conclusion, InSAR-phase, obtained from interferograms with the less perpendicular base
to the master radar scene, did not follow any pattern in the time series analysis except for the
linear semi-logarithm relation between number of events and InSAR phase range. However,
the results of the interferogram identified as S1A.160707-160530, in the south-western zone,
showed normal distributions independently of the frequency of the landslide type. This
behavior could indicate a stable period in this sub-region of study.
InSAR coherence
The local coherence is the cross-correlation coefficient of the SAR image pair estimated over
a small window of close neighbourhood pixels, once all the deterministic phase components,
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mainly due to the terrain, are compensated (Ferretti, Monti-Guarnieri, Prati, Rocca, &
Massonet, 2007). The coherence map is formed by computing the absolute value of local
coherence on the whole SAR image. The coherence values varies between 0 and 1, being 0
the interferometric phase, which means just noise and its represented as dark areas, and 1
corresponding to the complete absence of phase noise, represented as light areas.
A spatial overlapping between coherence maps and SIMMA landslide inventory allowed to
extract coherence values on landslides locations over zones illuminated by spaceborne radar
in ascending and descending mode (Figure 5-15).
Figure 5-15 (top sub-subsection) represents the coherence behavior in two periods of the
south-western zone, each one showing continuity: October 2014 to March 2015, and January
2016 to September 2016 for S1-A radar images. The first period showed higher variability
than the second one, thus indicating more stability in the last one. The middle sub-section
represents the behavior of coherence in the north-western zone in the periods October 2014
- September 2016 for S1-A and October 2016 - March 2017. The variability in the four
interferograms with minimum baseline showed no relevant tendency. Finally, the below sub-
section shows the distribution of coherence on the north-eastern zone of the study area in
the period between October 2014 and October 2015 and between October 2016 and March
2017. This minimum baselines interferograms showed similar behaviour or terrain stability
for the periods analyzed.
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Source: Prepared by autor.
Figure 5-15.: Distribution of S1-A InSAR coherence by landslide type in the study area.
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Table 5-15 indicated the statistical metrics of the S1-A InSAR-coherence, for the minimum
perpendicular baseline and temporal indicated in Figure 5-15 (top subsection). The In-
SAR coherence for the most representative landslide types (slide) was covered in the four
interferograms analyzed, between 0.05 y 0.52.
Table 5-15.: S1-A InSAR-coherence with less perpendicular baseline in the south-eastern
zone.
Zone S1-SLC pair Landslide n mean sd min max Range
2014-12-07 / Slide 129 0.16 0.07 0.05 0.52 0.46
2014-12-31 Fall 15 0.20 0.09 0.10 0.51 0.41
Spread 6 0.18 0.06 0.09 0.26 0.17
SE-SW Flow 3 0.19 0.11 0.07 0.29 0.21
(G1) 2015-01-24 / Slide 129 0.19 0.08 0.06 0.49 0.43
2014-12-31 Fall 15 0.22 0.13 0.09 0.58 0.49
Spread 6 0.23 0.11 0.08 0.36 0.28
Flow 3 0.23 0.15 0.13 0.41 0.28
2016-04-12 / Slide 129 0.17 0.08 0.06 0.40 0.33
2016-05-30 Fall 15 0.16 0.05 0.10 0.24 0.14
Spread 6 0.17 0.05 0.08 0.21 0.13
SE-SW Flow 3 0.10 0.02 0.08 0.12 0.04
(G2) 2016-07-17 / Slide 129 0.19 0.06 0.06 0.45 0.38
2016-05-30 Fall 15 0.15 0.05 0.07 0.24 0.17
Spread 6 0.16 0.04 0.10 0.20 0.10
Flow 3 0.16 0.04 0.14 0.20 0.06
’n’ is the number of events and ’sd’ is the standard deviation.
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Table 5-16 shows the InSAR coherence for both North-Western and North-Eastern zones.
The only pattern found was that the events with highest frequency had bigger contrast in
the range of SAR coherence (maximum values in an average of 0.43). This indicates that
vegetation was an important source of decorrelation for targets related to landslides.
Table 5-16.: S1-A InSAR-coherence with less perpendicular baseline in the north-western
and north-eastern zone.
Zone S1-SLC pair Landslide n mean sd min max Range
2014-12-07 / Slide 47 0.20 0.08 0.06 0.44 0.38
2014-12-31 Fall 16 0.21 0.09 0.07 0.38 0.31
Spread 1 0.13 NA 0.13 0.13 0.00
Flow 2 0.23 0.05 0.19 0.27 0.08
2015-01-24 / Slide 47 0.19 0.11 0.05 0.54 0.50
2014-12-31 Fall 16 0.21 0.08 0.11 0.37 0.25
NW Spread 1 0.24 NA 0.24 0.24 0.00
Flow 2 0.23 0.12 0.15 0.32 0.17
2015-06-16 / Slide 47 0.25 0.10 0.08 0.49 0.41
2015-09-09 Fall 16 0.23 0.10 0.10 0.43 0.33
Spread 1 0.18 NA 0.18 0.18 0.00
Flow 2 0.20 0.06 0.16 0.25 0.09
2015-01-07 / Slide 47 0.23 0.07 0.08 0.40 0.32
2015-01-31 Fall 13 0.18 0.09 0.06 0.42 0.36
Spread 5 0.18 0.05 0.10 0.22 0.11
Flow 1 0.27 NA 0.27 0.27 0.00
2015-02-24 / Slide 47 0.20 0.08 0.10 0.43 0.32
2015-01-31 Fall 13 0.17 0.10 0.06 0.41 0.35
Spread 5 0.16 0.09 0.10 0.31 0.21
Flow 1 0.30 NA 0.30 0.30 0.00
NE 2016-01-26 / Slide 47 0.21 0.08 0.08 0.39 0.31
2016-02-19 Fall 13 0.19 0.10 0.09 0.45 0.35
Spread 5 0.18 0.04 0.13 0.25 0.12
Flow 1 0.18 NA 0.18 0.18 0.00
2016-03-14 / Slide 47 0.21 0.07 0.12 0.40 0.28
2016-02-19 Fall 13 0.21 0.09 0.12 0.43 0.31
Spread 5 0.15 0.08 0.10 0.29 0.19
Flow 1 0.34 NA 0.34 0.34 0.00
’n’ is the number of events and ’sd’ is the standard deviation.
Figure 5-16 contains the distributions of S1-B InSAR-coherence in the study area.
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Source: Prepared by autor.
Figure 5-16.: Distribution of S1-A InSAR coherence by landslide type in the study area.
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Table 5-17 compares the distribution of the interferograms InSAR-coherence for S1-A and
S1-B satellites with VV polarimetry. In average, InSAR coherence for both the satellite com-
ponents, in ascending mode, was similar. However, we found a slight decrease in coherence
for the descending mode.
Table 5-17.: Distribution of InSAR-coherence for ‘slides’ landslides type.
S1-A VV S1-B VV
Zone Sat. Mean sd min max n Sat. Mean sd min max n
SE-SW -1 0.16 0.07 0.05 0.52 129 0.16 0.06 0.05 0.47 129
0.19 0.08 0.06 0.49 129 0.16 0.06 0.06 0.38 129
SE-SW -2 0.17 0.08 0.06 0.40 129
0.19 0.06 0.06 0.45 129
NW S1-A 0.20 0.08 0.06 0.44 47 S1-B 0.19 0.08 0.07 0.34 45
0.19 0.11 0.05 0.54 47 0.20 0.08 0.06 0.42 45
0.25 0.10 0.08 0.49 47
NE-1 0.23 0.07 0.08 0.40 47 0.17 0.06 0.06 0.28 51
0.20 0.08 0.10 0.43 47 0.17 0.08 0.06 0.38 51
NE-2 0.21 0.08 0.08 0.39 47
0.21 0.07 0.12 0.40 47
InSAR displacement
Displacement represents the movement of the area covered by a SAR image to a selected
ground control point (GCP) which was selected in an automatic way on SARPROZ soft-
ware. Figure 5-17 shows the displacement results on the south-western, north-western, and
north-eastern zone of the study area.
Being slides the most representative landslide type, Table 5-18, shows the displacements
expressed as entire values of this landslide type. InSAR displacements presented the following
behavior: first, S1-A radar scenes with VV polarisation fluctuated between -100 cm and 45
cm in all of the sub-zones of the study area. In terms of InSAR displacements with higher
homogeneity was the North-Western zone.
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Source: Prepared by autor.
Figure 5-17.: Distribution of InSAR displacement by landslide type in the study area.
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Table 5-18.: Distribution of InSAR-displacement for ‘slides’ landslides type.
S1-A VV S1-B VV
Zone Sat. Mean sd min max n Sat. Mean sd min max n
SE-SW -1 -11 7 -32 5 129 3 8 -29 21 129
-19 9 -36 -1 129 -1 7 -35 23 129
SE-SW -2 -61 18 -100 -16 129
24 8 5 45 129
NW S1-A 3 4 -8 13 47 S1-B 15 6 2 30 45
-7 7 -23 5 47 4 5 -10 18 45
7 3 0 13 47
NE-1 -4 5 -15 8 47 2 3 -4 13 51
-29 16 -51 21 47 5 4 -12 13 51
NE-2 -25 11 -40 9 47
1 4 -16 7 47
All the units in the table are in centimeters. Also, ’sd’ is equivalent to standard deviation.
5.4.4. Weight of InSAR-coherence evidence theme.
WofE analysis indicated that the InSAR coherence most highly related to landslides varied,
on average, between 0.22 and 0.39 in the study area. On the other hand, Multi-InSAR
analysis with PS-InSAR method showed that the maximum studentized contrast InSAR
coherence, in the ranges 0.55 to 0.66 (South-Eastern zone), 0.54 to 0.65 (North-Western
zone), and 0.43 to 0.54 (North-Eastern zone). This high values occurred near the master
radar scene selection with the less perpendicular and time baseline.
5.5. Discussion
The main points found in this section were:
The effect of a coarse resolution DEM over single-InSAR measures was significant in un-
wrapped phase obtained with S1-A radar scenes in the study area. Using DEMs at medium
resolution only affected the InSAR-unwrapped phase and its corresponding displacement
values.
The aforementioned results were enhanced by using a Multi-InSAR approach for the same
location. This approach used a stack of interferograms derived by cross-multiplication of
S1-A radar scenes. Eight interferograms of the period March 2015 and February 2016 were
analyzed, taken the scene of September 2015 as a master selection. InSAR phase and In-
SAR coherence had less variability than InSAR-unwrapped and displacement. According to
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the statistical Tukey test, the InSAR coherence obtained with the four DEMs (AsterGDEM,
Palsa RTC data, SRTM and Topo-map DEM) in the InSAR processing workflow to estimate
terrain deformations, there were no significative differences; that is, there was no effect of
the DEM in the output results. However, in one radar image (20150816), the SRTM-DEM
was more sensible to coherence for the interferograms with less perpendicular and temporal
baseline.
According to Bayer et al. (2017) the influence of the DEM on InSAR processing is a complex
issue, where few significant results have been evident in wrapped interferograms. We, with
these findings and our own research, decided to use the SRTM1-DEM for the subsequent
analysis. Besides, SRTM1-DEM reported the most reliable results in the study mentioned,
and also has a global coverage.
Concerning the PS-InSAR approach implemented in SarproZ software the following results
were found: perpendicular baselines less than 162 m with S1-A interferograms; also, S1-B
with perpendicular baselines less than 92 m. According to Z. Li et al. (2016), small per-
pendicular and temporal baselines substantially improve InSAR coherence at C-band. As
demonstrated in Table 5-10, the length of critical baseline for Sentinel 1 was of 1182 m. This
research showed a good geometrical condition for calculating deformations
The SAR intensity was only considered for GCP selection in the geocoding process. At a re-
gional scale of analysis, the matrix of intensity variation did not show significant differences
that could be associated to landslides, in concordance with the findings of Lei, Perissin, &
Qin (2013).
Another point is related to the interferogram results obtained with the minimum perpen-
dicular and temporal baseline. The InSAR measures: InSAR phase, InSAR coherence,
and InSAR displacement were analyzed under this condition. This data was crossed with
the Colombian Geologic Serviced landslide inventory. The only pattern found was a larger
phase-range in the slides type with the highest frequency, which was analyzed in the three
sub-zones. In this way, the results of the interferogram identified as S1A.160707-160530
in the south-western zone showed normal distributions independently of the frequency of
landslide type. This behavior could indicate a stable period in this sub-region of study, as
described by Y. Wang et al. (2016), where InSAR phase contains phase jumps representing
high-frequency information.
Another important issue are the InSAR coherence results: First, the minimum of the mini-
mum statistic and the maximum of the maximum coherence distribution, in the study area,
varied between 0.05 and 0.54 for S1-A radar scenes. This same range was 0.05 and 0.47
for S1-B radar scenes. The above indicated a slightly lower coherence value for S1-B radar
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scenes in descending pass. Second, the InSAR-coherence, in the SE-SW zone decreased from
October 2014 and September 2015, to January and September 2016. Third, the VH-S1-B
InSAR coherence results were calculated in the SW and NW zone. The upper limit of the
InSAR-coherence range calculated with VH polarimetry had a slight decrease with respect
to the VV polarisation. Despite processing small baseline pairs with PS-InSAR technique,
landslides exhibited low values (less than 0.54) that suggest a limited potential to identify
targets such as landslides, as seen in Cigna & Sowter (2017).
Concerning the InSAR-displacement, we only analyzed the slide type. InSAR displacements
presented the following behavior: S1-A radar scenes with VV polarisation fluctuated between
-100 cm and 45 cm in all of the sub-zones of the study area. In the study area, there is no
known displacement derived from GNSS data, as studied by Roque, Simonetto, et al. (2016).
Finally, the results of InSAR measures in terms of phase, coherence and displacement al-
lowed to determine the ranges most related to landslides and its spatial distribution as fields
were considered as conditioning factors. Change detection used as a segmentation method
to discriminate pixels with differences in InSAR measures in the same way as (Gong et al.,
2014), was not detected in this research.
5.6. Conclusions
It was evaluated the effect of a Digital Elevation Model in the estimation of InSAR measures,
at coarse and medium resolution. The above analysis was done with a single interferometric
pair and corroborated with the multi-InSAR method by PS-InSAR approach. SRTM1-DEM
was selected in the subsequent analysis for the following reasons: i) the last result did not
show significant differences in InSAR coherence varying DEMs at medium resolution, ii)
SRTM1 -DEM is frequently used in InSAR studies according to the existing literature re-
view, iii) SRTM1-DEM has a global coverage and is it distributed by spatial agencies in a
free policy.
InSAR-phase, unwrapped phase (absolute phase), and its corresponding displacement were
evaluated only for the interferograms with less perpendicular baseline, the estimation of dis-
placements with PS-InSAR technique (multi-INSAR) are presented in the following chapter.
Multi-InSAR analysis with PS-InSAR method showed that the maximum studentized con-
trast for the InSAR coherence varied in the three sub sones so: (0.55 to 0.66), (0.54 to 0.65),
and (0.43 to 0.54).
6. Persistent Scatterer SAR
Interferometry (PS-InSAR) for
landslide detection
This chapter deals with combining radar scenes of multiple time series to derive change
maps, specifically a deformations map. By using Earth Observation, we can observe a big
number of properties related to the surface, such as the growth of vegetation, the urban
zones, the land cover type, the forest cover, the terrain displacements, among others. This
radar approach has as an advantage that we can observe the Earth through clouds and
nighttime, but also the possibility to consider changes over a collection of multi-temporal
images containing seasonal periods.
Radar interferometry measures the spatial and temporal patterns of ground deformation, by
generating many interferograms from the synthetic aperture radar (SAR) acquired by ESA’s
Sentinel satellites. An interferogram is a map of the relative changes in the distance between
the satellite and the surface of the earth, expressed as differences in phase. The interfero-
metric technique measures ground deformation with a precision of half of the wavelength (3
cm for C-band) (Lanari et al., 2004).
The final results presented in this chapter are the interpolation of deformations in the land-
slides scatterer by PS-InSAR technique, based on an draft paper1. Although the draft paper
deals with GPS technology, both GPS and Radar systems are affected by ionospheric errors,
and as a consequence, each one induces spatial and temporal variability in the satellite data.
In Appendix D we show the information about the list of interferograms used as input for
the PS-InSAR method, as well as the result table for each sub-zone of the study area. Also,
we add the R software code for the implementation of Ordinary Kriging and the calculation
tables for the conversion of LOS velocities into slope velocities (V-Slope).
1Correa and Murillo (2020). Spatial variability of the static rapid differential-GPS method for road inven-
tories: The case in south-western of Colombia.(In draft)
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6.1. Introduction
The SAR interferometry (InSAR) technique is widely used for topography and deformations
on the surface. The key concept in this approach is the phase, which is the coherent com-
bination of the different targets of the pixel. The phase is associated with the wavelength
fraction that varies between 3 cm and 24 cm commonly. The difference in phase among the
two radar scenes acquired in different dates is what allows to distinguish terrain features.
Thus, interferometry is the quantitative measurement of the phase difference. The phase is
preserved in the radar images of the type Single Look Complex (SLC).
Differential Synthetic Aperture Radar Interferometry (DInSAR) is a technique for gener-
ating deformations map along the sensor-target or Line of Sight (LOS) with millimetric
precision. It is very useful in landslide monitoring and hazard assessment for its principle
of combining two or more complex radar scenes acquired over the same region from slightly
different positions and from different times (repeat-pass interferometry). Its potential in the
detection of landslides movement has been tested in several studies such as Perissin et al.
(2013); Tantianuparp et al. (2013); Bayer et al. (2017); Rosi et al. (2017) among others.
The applicability of this technique is limited by the loss of coherence and the distortions
caused by atmospheric layers (tropospheric water vapor and ionospheric electron density).
This factor can be surpassed by using a large series of SAR images (Multi-InSAR approach).
The interferometric phase contains the topographic phase component and the displacement
phase component, as well as the phase shift generated during the interaction between satellite
and target. The phase difference between two SAR images can be calculated with different
external DEM, creating a phase map proportional to the relative altitude of the terrain. The
topographic phase component can also be simulated and subtracted from the interferometric
phase for obtaining the DInSAR phase, which corresponds to the displacements of the scene
derived from two complex SAR images.
A complete DInSAR observation equation includes the following components:
∆φD−int = ∆φint−φToposimu = φDsp+φTopores+φAtmS+φAtmM+φOrbS+φOrbM+φNoise+2.k.π
(6-1)
Where: ∆φD−int: The DInSAR phase.
∆φint: Is called interferometric phase and is related to the distance difference between the
two positions of the satellite in the pass-repeated interferometric acquisition.
φToposimu: is the simulated topographic component.
φDsp: is the displacement phase component.
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φTopores: is the residual topographic error (RTE) component.
φAtm: is the atmospheric phase component at the time of acquisition of each image.
φOrb: is the phase component due to the orbital errors of each image.
φNoise: is the phase noise.
2.k.π: k is an integer value called phase ambiguity. This is due to InSAR phase being limited
in the range (−π, π).
According to Crosetto et al. (2016), the goal of the DInSAR technique is to separate φDsp
from ∆φD−int. This separation can be achieved by an analysis of pixels with small φNoise,
which are related to the strong reflecting object and is constant over time (Permanent Scat-
terer, PS). However, the major DInSAR limitations are i) the temporal and geometrical
decorrelation that affects them φNoise component; ii) the impact of the k parameter estima-
tion in phase unwrapping; and iii) the atmospheric component.
Persistent Scatterer Interferometry (PSI) (Ferretti et al., 2001) is a radar-based technique
of the DInSAR technique. PSI analyzes multiple SAR images of the same area with an ap-
propriate workflow to separate φDsp from the other phase components indicated in equation
(6.1). The deformation time series and the deformation velocity, estimated over the analysed
PSs, are the main outcomes of a PSI analysis. Another one is the residual topographic error,
which is defined as the difference between the true height of the scattering phase center of a
given PS and the height of the DEM in this point; and it has an influence on the accuracy
of PS geocoding (Crosetto et al., 2016).
InSAR is useful during prevention stage in mountainous areas and large regions,
where conventional in situ surveys such as geomorphological and geophysical
methods for a systematic investigation of deformation phenomena are often not
cost-effective and practically suitable, due to difficult accessibility and to the
huge extension of the areas (Casagli et al., 2016).
This research used the potential of PS-InSAR technique for TOPS SAR data acquired by
Sentinel-1 (C-band). The processing of SLC Sentinel-1 (A/B), specifically Sentinel IW
(TOPS) data, was done with SARPROZ – The SAR PROcessing tool by periZ- software
(www.sarproz.com). The main objective was to found relationships between the Multi-
Temporal InSAR processing techniques and a landslide database from the CGS – Colombian
Geologic Service – web service available in http://simma.sgc.gov.co.
6.2. Input data
The PS technology uses a large series of SAR data to separate the different contributions of
the interferometric phase from selected targets. Table 6-1 shows the geometrical character-
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istics of the stack of the S1-A radar images in the study area, whose major characteristics,
in the period between Oct 2014 and Sep 2016, were: a stack of 24, 21 and 21 radar images,
a perpendicular base less than 144 m and an incidence angle of about 34◦. According to
Roque, Perissin, et al. (2016) the estimation and removing of the atmospheric effect (atmo-
sphere phase screen – APS), requires at least 15 images for calculating altitudes with the
precision of a few meters and displacement at a millimetric level.
Table 6-1.: Geometrical characteristics of S1 A stack used for PS-InSAR in the study area.
Zone Dates (yy-
mm-dd)














21 Asc/VV 7 - 144 24 - 384 34.2
NE 2014/10/27 –
2016/05/01
21 Des/VV 2 - 117 24 - 312 34.1
A baseline-time plot of the Sentinel-1 data is presented in Figure 6-1. The master area
analyzed from each zone of the study area is represented in Figure 6-2. These master areas
also contain the PS candidates detected in the study area. It is important to highlight that
the major density of PS candidates was located in Popayán city and the Purace volcano,
in the Andes mountains. Despite having a big size in the northeastern zone’s scene, for
purposes of spatial interpolation of the deformation velocity, only a subzone was subjected
to this procedure. This is the subzone that overlaps with the Colombian Geologic Service
landslide inventory.
6.3. Methodology
InSAR technique is used for the generation of displacement maps of large areas, among other
applications such as DEM generation, change detection, and land subsidence. In general,
DInSAR separates the phase difference, caused by topography and terrain displacements,
from other contributions such as Flat Earth Phase and the difference in the phase delay
during the propagation of the radar signal through the atmosphere (Richards, 2009). The
generation of a displacement map requires that the topography phase is removed by subtrac-
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tion. Then, an interferogram is created from two SAR images acquired in different times.
The displacement component can be recovered from the interferometric phase, and contains
other components such as topographic phase, which can be estimated with a DEM.
The methods applied for DInSAR processing are offset estimation, interferogram compu-
tation, filtering, and phase unwrapping. According to ESA investigations, with ERS-1/2
platforms, the baseline length for differential interferometry must be between 0 and 100
m. This research used Sentinel-1 Terrain Observation by Progressive Scans (TOPS) data in
azimuth, which helps to identify slow terrain movements. Also, the TOPS Interferometric
Wide Swath 1 (IW1) was used in this research in order to estimate deformations with the
InSAR method, following the following processing chain:
Initially, the processing chain began with downloading data from Sentinel-1 satellite, and its
subsequent importing into the processing software. It was followed by the application of the
co-registration method on two SLC radar images. It is based on orbital information: satellite
location and velocity. During this process, a master SAR image is selected to minimize both
the perpendicular and temporal baseline. The optimum perpendicular baseline for ERS 1/2
is between 150 m and 300 m (Ferretti, Monti-Guarnieri, Prati, & Rocca, 2007).
Then, the dataset is geocoded through the manual selection of a ground control point (GCP),
which is necessary to build differential interferograms by computing the phase difference be-
tween each slave and the master radar scenes.
A third point is removing the phase component due to the variation of the range distance
across the image, a step known like flattening. As this corresponds to the digital surface
model (DSM), it requires to convert, previously, the DSM into SAR geometry (azimuth and
slant range). The result of this process is to select fringes related only to changes in eleva-
tion. Also, a step of filtering was applied in order to improve the phase signal-to-noise ratio;
this means that the phase noise is reduced.
Another important issue of the processing chain is the tropospheric phase delay, which is
used to compute the atmospheric phase search (APS) for each image’s acquisition time.
The APS estimation is performed with spatio-temporal filters and removed from the origi-
nal interferograms. The difference of the APS map between two periods is calculated and
corresponds to the differential tropospheric phase (DTP) and this is also removed from the
interferograms by displacements analysis.
After the removal of wrapped DTP, the PSI processing is performed over the corrected
interferograms, and a LOS displacement map is obtained. According to Roque, Perissin,
et al. (2016), the temporal coherence is a measure of the adjustment between the modeled
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phase and the observed one. It varies between 0 and 1, and the candidate points with a
temporal coherence bigger than 0.9 are considered stable or persistent points (PS).
Source: Calculated by author using Sarproz software (www.sarproz.com).
Figure 6-1.: Perpendicular base of S1-A stack images in the study area.
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Source: Prepared with data of the Sarproz software (www.sarproz.com).
Figure 6-2.: Master area of the S1-A radar scenes with PS candidates.
6.4. Results
In this section, we present the results of the atmospheric phase search, the sparse points
processing, and the interpolation of the deformation trend by Kriging Ordinary method.
The Sarproz PS-InSAR processing estimated the deformation trend of the Cauca’s central
eastern zone in the west side of the Andes mountains. The deformation trend was estimated
for the Sentinel-1A IW1 LOS in the range -10 to 10 mm/year which corresponds to slow
velocity rates.
92 6 Persistent Scatterer SAR Interferometry (PS-InSAR) for landslide detection
6.4.1. Atmospheric phase search (APS) estimation
The atmospheric effect causes a delay induced by water vapor, which can be estimated by
removing the geometrical and movement components (Lei, Perissin, Qin, Science, & Kong,
2013).
The atmospheric inverse procedure using InSAR requires two principal stages. The first
one, an estimation of the height and deformation trend of the targets by the analysis of
neighbors with a reasonable probability of being coherent. For this, a priori index, such as
the amplitude stability index, is used for the selection of the PS candidates (PSC) in a first
approximation (to see Figure 6-2).
A high density of PSC was detected on Popayan city, Timb́ıo town, and Puracé volcano.
Inside these areas, the PSC selected which had high temporal coherence. Then, a network
of connections between PSC’s is obtained (Figure 6-3). The temporal phase series related
to each connection is inverted for searching the relative height and deformation trend. The
accuracy of the deformation trend is determined from the variance of the phase residuals.
As it is presented in literature (Crosetto et al., 2016), we found higher density with higher
coherence of PS only in urban and rock free areas, such as Popayán city (SE and NW zone)
and Puracé volcano (SE zone and NE zone). Based on coherence, which is an indicator of
the terrain stability, the results of the NW zone near Popayán city and the east zone of
central Andes (NE zone) were more convenient to estimate the terrain displacement. High
amplitude stability values formed a more or less regular network throughout the study area
with a few isolated areas in the NE zone.
Coherence also has a procedure called thresholding, and it is used for identifying the surface
scatterers that are less affected by decorrelation noise during post-processing and visualiza-
tion of the results; it departs from multi-temporal InSAR techniques (Bakon et al., 2016).
Figure 6-3 shows the plot coherence during the estimation of a linear trend in sparse point
processing. Coherence values more than 0.7 were observed in Popayán city (SE and NW
zone) and the Puracé volcano (NE zone).
Regarding the 75th percentile coherence values on PS targets, we got 0.92 for the SE zone,
0.95 for NW zone, and 0.94 for NE zone. Figure 6-4 indicates the coherence of PS after
sparse points processing (SPP). Despite its negative bias of coherence distribution, SE and
NE zone showed a bi-modal behavior. This indicated two classes of PS targets: one of them
with coherence values between 0 and 0.6 and the other with more than 0.7. While coher-
ence also had a negative skewness in the NE zone, all of the distribution mass trends to a
coherence value of 1.
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Source: Prepared by author.
Figure 6-3.: The coherence of PS network with S1-A PSI analysis.
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Source: Prepared by author.
Figure 6-4.: Plot histogram of PS coherence after sparse point processing (SPS).
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6.4.2. Sparse points processing
The second step of the algorithm consists on the integration of the small atmospheric effects
through the spatial graph. To resolve the spatial unwrapping of the phase residuals with
noise an overestimation of solutions is used, given the redundancy of connections in the
permanent candidate points network. The process of the spatial phase unwrapping results
in the sparse estimate of the atmospheric phase (APS) delay for each interferogram (Lei,
Perissin, Qin, Science, & Kong, 2013). According to Mairal et al. (2014), the sparse method
consists on representing a phenomena with the less possible quantity of variables, but it is
also used for selecting the most simple model depending on the selected parameters as cri-
teria. As APS represents SAR phase errors due to the variability of the atmosphere caused
signal delays, what the APS estimated from the network of PSC connections is interpolated
for the whole scene and removed from the whole selection of PSC points in the PSInSAR
processing (Lazecky, Comut, et al., 2016).
The removing of APS estimate for each PS point and DSM correction is the residual height,
which is the SAR phase contribution in the Sentinel-1 data time series due to a topography
effect. These are presented below (Figure 6-5).
Residual height is the height minus SRTM1-DEM. Its peak on a histogram should be more
or less zero, meaning that the majority of points have zero relative height compared to the
reference point. If this condition were to be true, then it would indicate that the reference
point is on the ground, and as a consequence, the majority of points should be there. How-
ever residual height in both edges of the range had a very high frequency in all cases.
Median values of residual height were, -4.40 m for SE zone, -3.2 m for NW zone, and -4.76
m for NE zone. Negative residual heights were found in 69 percent for SW zone, 64 percent
for NW zone and, 65 percent for NE zone.
Another parameter, estimated during the linear trend of phase changes at the PS points, is
the mean velocity (mm/year) in the satellite line of sight (LOS) with an inclination angle of
about 34◦ from nadir direction in the IW-1 area (Figure 6-6, left sub-figure).
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Source: Prepared by author.
Figure 6-5.: Results of topography effect (residual heights) after the removal of the
SRTM DEM.
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The estimated velocity of the selected points showed a negative bias (a peak displaced to
the right from a null one) in the SE zone and NE zone. On the other hand, velocity dis-
tribution in NW zone showed a peak of the histogram at zero, meaning that the greater
point has a zero relative velocity compared with the reference point. This indicates that the
reference point selected is most likely to be stable in the northwestern zone of the study area.
The estimation of the deformation velocities was performed with a threshold in the range
between -10 and 10 mm/year, by implementing the PS-InSAR automatic workflow contained
in the SarProZ software (www.sarproz.com). The applicability of the PSI techniques is lim-
ited to extremely slow and very slow movements, V<16 mm/yr and 16mm/yr< V < 1.6
m/yr (Ciampalini et al., 2016). In this threshold the median deformation velocity were: i)
3.82 mm/yr for the SE zone; ii) 1.13 mm/yr for NW zone; and, iii) 4.05 mm/yr for the NE
zone. Nevertheless, mode values were equal to extreme values, indicating that these results
can be improved with a bigger stacked series, using S1-B SLC radar images in another period.
The Figure 6-6 concerning velocity and cumulative displacement indicates that positive ve-
locities in the Sentinel-1 line-of-sight prevail in all of the three study zones, in this case
being of 80 percent in SE zone, 63 percent on NW zone, and 78 percent in NE zone. From
this evidence we can conclude that the majority of points have a mean positive values of 3
mm/yr; that is, the points are moving towards the sensor.
The cumulative displacement is equal to velocity multiplied by time. The cumulative dis-
placement histogram should be more or less zero. However, this did not occur in the SW
and NE zone (Figure 6-6, right sub-figure). Only in the NW zone, the majority of points
had zero relative cumulative displacements compared to the reference point.
Positive cumulative displacement corresponds to 84 percent for SW zone, 63 percent for
NW zone and, 78 percent for NE zone. These are associated with PS getting closer to the
satellite.
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Source: Prepared by author.
Figure 6-6.: Results of velocity (mm/year) and cumulative displacement (mm) based on
the linear deformation trend in time.
6.4.3. Kriging interpolation of deformation trend
In this research, we obtained a deformation velocity map for all of the study area and for the
points which represented the landslide inventory from the CGS. The applied techique was
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Krigging interpolation, over the results of the velocities model provided by SarProZ software.
It is a spatial prediction method that does not require data following a normal distribution;
it becomes the best-unbiased predictor of all prediction models (Negreiros et al., 2010).
The methodology implemented was adapted into a script based on the state of the art of
geostatistic analysis, following the flow processing indicated in figure 6-7.
Source: Prepared by author.
Figure 6-7.: Methodology for interpolating LOS velocities using Ordinary Kriging method.
The geodata results show a dispersion matrix and a density plot of mean velocity as color-
coded points. Velocity dispersion showed several classes grouped in some regions of the study
area. Histograms of velocities had a negative skewness in SE and NE zone while in NW zone
some symmetrical behavior was observed.
The mathematical semivariogram models derived into empirical semivariograms are pre-
sented below (Figure 6-8).
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Source: Prepared by author.
Figure 6-8.: Wave semivariograms model fitted on empirical semivariogram.
Components of the wave semi-variogram model are listed below in Table 6-2.









SE Wave 0.83 33.23 2206.89 0.025
NW Wave 1.55 13.81 4576.71 0.11
NE Wave 1.05 5.16 849.91 0.20
Table 6-2 showed a strong spatial relationship where displacement velocity varied smoothly
6.4 Results 101
in the area of interest. Nugget variation was insignificant for the SE zone.
A continuous map with the prediction of displacement velocity was obtained with the ordi-
nary kriging interpolation method. As a sample of prediction we used the SIMMA landslide
inventory with the range of velocities predictions.
The results of cross-validation, indicating how well the model predicts unknown values, are
presented in Table 6-3. These results indicated a bias in the prediction model close to 0 and
an overestimation in the LOS velocities over landslides.
Table 6-3.: Kriging cross-validation results.
Zone Model MSPE MPE ASE RMSPE RMSSPE
SE Wave -0.011 -0.054 1.95 0.69 0.23
NW Wave -0.025 -0.137 2.45 0.86 0.27
NE Wave -0.009 -0.036 2.23 1.92 0.84
According to Evrendilek (2007) the values of MSPE (mean standardized prediction error)
and MPE (mean prediction error) indicates the degree of bias of the prediction model, which
would be close to zero. This condition was worst in the NW zone, which coincided with a
less spatial relationship. The values of RMSPE (root-mean-square prediction error) and
ASE (average standard prediction error) are related to the prediction accuracy and should
be equal to each other. Since ASE is bigger than RMSPE in all of the cases, there was an
overestimation of the variability model. The RMSSPE value (root-mean-square standard-
ized prediction error) in all cases was less than 1. Thus, an overestimation did occur in the
prediction of the displacement velocity.
A prediction map of landslide LOS velocity obtained with the Persistent Scatterer Interfer-
ometry approach is presented in Figure 6-9. The sub-figure A indicates the kriging prediction
of LOS velocity, and sub-figure B indicates the kriging variance of prediction for the LOS
velocities.




Source: Elaborated by author.
Figure 6-9.: Prediction and variance of prediction of the LOS velocities over landslide in
the study area.
The satellite LOS velocities prediction over landslides showed a terrain displacement be-
tween -4.5 mm/year and 4.8 mm/year in ascending mode, and between -2.7 mm/year and
7.7 mm/year in descending mode. Positive values indicated movement towards the sensor,
and negative ones indicated an away movement from the sensor. Concerning the Kriging
Prediction variance of the LOS velocity, we found an homogeneity in the ascending orbit,
with variance variations between 0.86 (mm/year)2 and 0.61 (mm/year)2. The descending
orbit showed variance between 1.96 (mm/year)2 to 5.63 (mm/year)2. This terrain swath
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showed bigger dispersion than the ascending one.
Following the methodology indicated by Cascini et al. (2010) to the acquisition geometry
represented in Figure 6-10, we decomposed the LOS velocity vector in its components (East,
North, Zenith). This decomposition was done exclusively where the information acquired in
ascending and descending orbit was overlapped (southeast and northeast zone).
Source: Adapted from Cascini et al. (2010)
Figure 6-10.: SAR acquisition geometry of LOS velocity.
Table 6-4 shows the orbital and local topography parameters for performing the LOS velocity
decomposition. The local topography parameters were derived from Palsar RTC data.
Table 6-4.: Main characteristics of Sentinel-1 and terrain variables for LOS velocity
decomposition.
Parameter Type Ascending orbit Descending orbit
Incidence angle (θ) SAR geometry 34.1831◦ 34.1479◦
Azimuth – measured be-
tween the N direction and
the LOS (αs)
SAR geometry -11.774◦ 191.774◦
Slope (◦) AlosPalsar-hi data Variable Variable
Aspect (◦) AlosPalsar-hi data Variable Variable
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Figure 6-11 shows the east-west component of the LOS velocity vector.
Source: Prepared by author.
Figure 6-11.: LOS velocities of landslide projected in the east-west direction.
The vertical component of the LOS velocity is shown in Figure 6-12. This results indicated
a persistent influence of atmospheric effects over LOS velocities, which will require for future
research a bigger number of interferograms. Due to the lack of reference data in the terrain,
for this research, it was not possible to perform a geophysical analysis over the study area.
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Source: Prepared by author.
Figure 6-12.: LOS velocities of landslide projected in the vertical direction.
6.5. Discussion
According to (Roque, Perissin, et al., 2016), at least 15 images are required to estimate and
remove the atmospheric effect (atmospheric phase screen – APS), which allows estimating
displacements at a millimetric level. This research used 24, 21, and 21 S1-A interferometric
pairs in the three sub-zones. However, when using a temporal coherence bigger than 0.9 for
the PS selection, only a large number of PS was obtained for the urban zones and bare soil
around the Puracé volcano. Thresholding on coherence is practical for identifying the surface
scatterers that are less affected by decorrelation noise during InSAR processing (Bakon et
al., 2016).
PS InSAR analysis was conducted over the SE, NW, and NE zone with 12, 4, and 3 points
per square kilometers. According to Lazecky, Comut, et al. (2016) a reliable analysis of
DInSAR should have at least 2 – 3 points per squares kilometers.
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A subset of 5516, 3523, and 5291 Persistent Scatterers (PS) in the three subzones indicated,
with a very high amplitude stability index, formed a more or less regular network in the
area of interest analyzed (Figure 6.3). These networks helped to perform a spatiotemporal
analysis called atmospheric phase screen (APS). APS represents the SAR phase errors due
to signal delays caused by the tropospheric layer in the atmosphere.
Once the estimated APS is removed from the whole selection of PS points, it is feasible to
distinguish the atmospheric effect from the local ground displacement. The SAR phase that
stays can be distinguished from the topographic effect (residual heights) and the physical
change in PS points by using a model of linear deformation trend in time.
The peaks of residual height histograms measured by its median values were -4.40 m for SE
zone, -3.2 m for NW zone, and -4.76 m for NE zone. These negative residual heights were
found in 69 percent for the SE zone, 64 percent for NW zone and, 65 percent for NE zone.
According to Perissin (2019), ideally the peak of residual height histogram should be more
or less zero, meaning that the majority of points have zero relative height respect to the
reference point or control ground point (GCP).
GCP selection could be refined in terms of a better spatial location (in the center of the
study area).The closeness to the center of the image produces a minimization of the spatial
distances obtaining, as a consequence, a more robust solution (Kourkouli, 2015). The bias
in the obtained residual height is also explained by the vertical accuracy (Sz = 4.6 meters)
of the 3 seconds SRTM-DEM.
The linear trend of phase changes at the PS points also estimated the mean velocity (mm/year)
in the satellite line of sight (LOS) that is inclined about 34◦ from nadir direction in the IW-1
burst area. Histograms of displacement velocities in the positive range of 0 to 10 mm/yr,
corresponded to 80 percent in SE zone, 63 percent on NW zone, and 78 percent in NE zone.
In conclusion, the majority of points had a displacement rate along the sensor line-of-sight
(LOS) with mean positive values of 3 mm/yr, meaning that the points are moving towards
the sensor.
The above has a relationship with the cumulative displacement, which is equal to velocity by
time. Positive cumulative displacement corresponded to 84 percent for SW zone, 63 percent
for NW zone and, 78 percent for NE zone. Positive cumulative displacements are associated
with PS getting closer to the satellite.
Despite Kriging Ordinary (KO) method showed an overestimation in the prediction of defor-
mation velocity over landslides, this research demonstrated that deformation velocity varied
smoothly in the area of interest, and it has a spatial correlation (low nugget/sill ratio). This
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is, the values of velocities are more similar at a shorter distance, up to a certain distance
where the differences between the pairs are more less equal to the global variance (Hengl,
2009). This same behavior has been obtained in L1-GPS data on road inventories (Murillo
et al., 2016) and elevation data (Hengl et al., 2008).
OK allowed to classify the CGS landslide inventory of the study area as follows: in the SE
and NW zones the velocities varied between -4.51 mm/year to 4.79 mm/year with a standard
deviation of 0.9 mm/year to 1.3 mm/year. The above expressed in terms of an confidence
interval of 95% corresponds to a range between -6.3 mm/year to 7.3 mm/year. Concerning
the NE zone where the satellite made a swath in the north - south direction, the OK pre-
diction of LOS velocities varied between -2.73 mm/year to 7.74 mm/year, with a standard
variation between 1.4 mm/year to 2.4 mm/year. This corresponds to a confidence interval
of 95% between -5.5 mm/year to 12.4 mm/year.
The nugget effect of semivariograms estimated by OK method is an indicator of the accuracy
of the deformation velocity by PS-InSAR. This statement is based on experiences obtained
with L1-GPS data in road inventories (Murillo et al., 2016). In this research, the valida-
tion of PS-InSAR results was not possible due to the lack of control points with continuous
positioning from GNSS technology. This implies that velocities should be taken in relative
terms for comparing zones but not as absolutes.
The decomposition of the LOS velocity vector in the southeast and northeast sub-zones in its
east, north and zenith components gave values lower than 8.57 mm/year in the east direction
and lower than 2.8 mm/year in the west direction. Concerning the vertical component we
obtained vertical velocities in the range between -1.8 mm/year and 1.07 mm/year in most
of the landslides in this sub-zone.
The results of the PSI vertical deformation velocity with positive values related to uplift-
ing can be explained by uncompensated orbital errors, which can be removed with a larger
number of interferograms (Crosetto et al., 2016). An accurate interpretation of these results
requires the construction of a check pattern in the field before initiating this type of studies
in future research.
Sentinel-1A satellite’s data showed great potential in the detection of land deformations in
LOS direction to very slow terrain movements in the range between -10 mm/year to 10
mm/year, in a similar way than Iannacone & Falorni (2016). Based on the nugget variance
whose average was 1.1 mm/year in the three sub-zones; this is an indicator for the precision
of the PS-InSAR method for the estimation of surface displacements.
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6.6. Conclusions
A dataset of Sentinel-1 TOPS (terrain observation with progressive scans) radar images,
acquired between October 2014 and September 2016 in ascending and descending pass and
with VV polarization were considered.
The PSInSAR (persistent scatterer interferometry) processing was performed with SARPROZ
software which allowed implementing SAR and InSAR techniques. Sarproz software is based
on an interactive Matlab-based graphical user interface (GUI).
High values of the SAR reflection (amplitude) stability corresponded mainly to urban areas,
rocks, or bare soils.
A subset of 5516, 3523 and 5291 persistent scatterers of very high amplitude stability formed
a more or less regular network to perform a spatio-temporal analysis estimating the atmo-
spheric phase screen (APS), which represents SAR phase errors due to the variability of
atmospheric. This APS estimated it was removed from the whole selection of PS points in
the final PS processing. This process did allow separate the SAR phase contribution due to
a topographic effect (residual height) and due to a physical change in PS points (a linear
deformation trend in time).
The SARPROZ PS-InSAR processing estimated the movement trend between -10 to 10
mm/year in the Sentinel-1 IW LOS. The majority of points had displacements rate along
the sensor line-of-sight with positive cumulative displacements which are associated with PS
getting closer to the satellite.
This first processing results over Popayán valley together its Andes mountainous showed a
good performance of Sentinel-1 data for monitoring terrain displacement in relative terms.
7. SAR polarimetry (PolSAR) for
landslide detection
In this section, the polarisation concept and its related technique ‘SAR polarimetry’ are ap-
plied in order to understand the scattering mechanism related with landslides. It is based on
radar systems that have the capability of emitting and receiving controlled electromagnetic
waves. This means that it is possible to obtain very specific information about the targets
on the ground that interacts with the radar echo.
This chapter is based on the conference paper published in the Gi4DM event in Istanbul,
Turkey, which analyzed PolSAR data in 2015. This chapter expanded a previous result 1 to
the years 2013 and 2014.
7.1. Introduction
The electromagnetic radiation has a property called polarization due to the oscillation of
transverse waves perpendicular to the travel direction. The orientation of the oscillation can
be vertical or horizontal, and a microwave radar system has control over the transmitting
method. The polarization of the electromagnetic radiation, sent from a radar system, im-
pacts in different ways depending on the factors such as the slope of the Earth’s surface or
the orientation of the targets.
The electromagnetic waves, emitted by the radar antenna, have a specified polarisation,
in most cases either horizontal (H) or vertical (V). The radar antenna, which receives the
backscattered echoes, also receives horizontally or vertically polarised waves. The radar sys-
tem actually can transmit both horizontal and vertical polarizations and receive both the
horizontal and vertical components. When the radar antenna receives polarised waves in
exactly the same polarisation as it sent them out, the two channels have a co-polarization
setup (HH or VV). Also, it is possible to have a cross-polarisation setup when the radar
antenna receives polarised waves in the opposite polarisation as it sent them.
1Correa-Muñoz, N.A. & Murillo-Feo, C.A. Detection of landslides with SAR polarimetry: Case study of
south-eastern Colombia, Int. Arch. Photogramm. Remore Sens. Spatial Inf. Sci., XLII-3/W4, 177-184,
https://doi.org/10.5194/isprs-archives-XLII-3-W4-177-2018, 2018.
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The measurement of the phase difference by using different polarizations allows understand-
ing the scattering principles over the terrain. How the phase difference is exploited in a
polarimetric system is called polarimetric decomposition. It assumes that there are three
different types of target. The assumption is that a target is made up of either a single
direct scattering, a double bounce scattering or a multiple or diffuse scattering. The radar
signal in a polarization system can be characterized in terms of the proportion of each one of
those aforementioned scatters. In short, polarimetric decomposition is a method to classify
polarimetric data by an analysis of the three specific types of scattering.
SAR polarimetry is a technique for the measurement, the processing, and the interpretation
of the polarisation state of an electromagnetic wave. The polarisation state depends on the
geometrical characteristics like shape, roughness and orientation and the intrinsic properties
of the scatterer like moisture, salinity, or medium density.
The UAVSAR data was analyzed in PolSARpro software using a three-component polarimet-
ric decomposition model. This model allows finding the contribution from the double-bounce,
volume, and surface scattering. The decompositions were performed using Freeman-Durden
decomposition, H/A/Alpha decomposition, and Whishart classification (Cloude & Pottier,
1997; Ferro-Famil et al., 2000).
7.2. Input data
The PolSAR analysis was carried out with two data sources: dual and quad polarisation.
Table 7-1 shows the Sentinel-1 GRD radar images with dual polarisation. The ground range
detection (GRD) images were downloaded from the Alaska Satellite Facility page. This set
of radar images were processed on the SNAP toolbox. Level-1 Ground Range Detected
(GRD) products consist of focused SAR data that has been detected, multi-looked, and
projected to ground range using an Earth ellipsoid model (WGS84). Pixel values represent
detected magnitudes without phase information. GRD radar images have approximately a
square resolution pixels and square pixel spacing with reduced speckle at the cost of reduced
geometric resolution 2.
Over two swath NASA UAVSAR radar images of L-band, we applied PolSAR technique
in order to obtain polarimetric scattering power decomposition. It allowed to separate the
total power received by the SAR antenna in the components: surface scatters ‘odd’ bounce,
volume scatters and double bounce scatter. This analysis was done over a discrete period of
2013, 2014, and 2015. L-band quad-pol UAVSAR data used is shown in Table 7-2.
2ESA’s course: Echoes in space. Introduction to Radar Remote Sensing. https://eo-college.org/
courses/echoes-in-space/.
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Table 7-1.: Characteristics of dual-pol Sentinel-1 data.
# Wavelength GRD image Date Pass Pol




2015-05-12 Ascending VV + VH




2016-11-20 Ascending VV + VH




2017-07-30 Ascending VV + VH
Table 7-2.: UAVSAR polarimetric data.
# Flight line ID Product Date
1 13900 ColVol 13900 15021 006 150134 L090 CX 01 2015-03-14
2 13900 ColVol 13900 14038 009 140412 L090 CX 01 2014-04-12
3 13900 ColVol 13900 13038 001 130313 L090 CX 01 2013-03-13
4 31800 ColVol 31800 15019 006 150313 L090 CX 01 2015-03–13
5 31800 ColVol 31800 14038 008 140412 L090 CX 01 2014-04-12
6 31800 ColVol 31800 13038 002 130313 L090 CX 01 2013-03-13
Source: UAVSAR data courtesy NASA/JPL-Caltech. https://uavsar.jpl.nasa.gov/cgi-bin/data
.pl.
Figure 7-1 shows the UAVSAR L-band data in the study area. As it can be seen, three
aerial-borne scenes correspond to the study area, but only the scene identified as VolCol-
22522 covers the majority of the SIMMA landslide inventory. In this chapter, the polarimetric
decomposition of the images VolCol-22522 and the VolCol 13900 were analyzed. The two
images mentioned crossing the study area from NW to SE direction. NASA-UAVSAR data
contains Quad Polarization (Rosen et al., 2006); this is, HHHH, HHHV, HHVV, HVHV,
HVVV, and VVVV polarisation setup.
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Source: Prepared by author.
Figure 7-1.: Location of the UAVSAR L-band data in the study area.
7.3. Methodology
The GRD Sentinel-1 was processed on ESA’s SNAP software as follows. The intensity bands
VH and VV were uploaded into the software. Then, we obtained a subset with the geo-
coordinates of the study area. Next, a calibration process, followed by a speckle reduction
with the multi-looking technique. Next step consisted on a terrain correction (foresshorten-
ing, layover, and shadow removing), and finally, the sigma variable in terms of decibels was
obtained and exported into a geo-tiff format.
The quad-PolSAR analysis was done with ESA’ PolSARpro v5.0 (The Polarimetric SAR
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Data Processing and Education Tool) free software to identify the scattering mechanisms3.
The main steps followed on PolSARpro software were:
All the polarimetry archives, downloaded from the UAVSAR platform (NASA) were up-
loaded and converted into the PolSAR software format. A filtering algorithm called Lee
Filter, with a window of 5 x 5 pixels was applied over the polarimetric information for re-
ducing the speckle noise. The result of this process was converted into a coherence matrix.
Then, the data was imported by using the annotation file. Next, multi-look ground (GRD)
option was selected.
Then we run a Quick Look of Import tab for extracting just a portion of the image with the
study area.
Finally, a Subset tab. In the Import tab, with the Extraction option and Full resolution,
the portion was extracted by defining the row and column. In this case: End Row= 5602
and EndCol = 5903.
The classification options used in the PolSAR pro V 5.0 software were: an analysis of the en-
tire polarimetric data with the polarimetric decomposition of three components. This model
divides the contributions of retro-dispersion from the terrain objects in double bounce, vol-
ume and surface scattering. This is achieved from the phase and intensity information
obtained by the SAR data with different polarimetries.
The second method of classification was a eigenvalue - eigenvector decomposition to deter-
mine the entropy of retro-dispersion (H), the polarimetric anisotrophy (A) and the mecha-
nism of retro-dispersion (α). Over the Entropy-Alpha plane we performed a non supervised
classification to obtain an scheme of segmentation for nine zone, which represent the mech-
anism of retro-dispersion.
Finally, the aforementioned classification was optimized by the Wishart Clasiffier by using
coherence matrices. This method is a combination of the unsupervised classification, based





In this section, the results regarding the dual polarisation and quad-pol are presented (Ap-
pendix 7).
7.4.1. Dual-polarisation results.
The workflow over selected Sentinel-1 radar images with dual polarisation allowed to derive
calibrated backscatter coefficients. Figure 7-2 shows the results of the sigma nought radar
over the study area.
Source: Prepared by author.
Figure 7-2.: Final product of the backscatter coefficient in decibels.
The three radar scenes analyzed with a temporal distance of approximately each one year,
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showed the same range, this is, backscatter coefficients between -24 dB and -1.6 dB. This be-
havior can be seen exactly in the BS values presented in Figure 7-3, which shows the backscat-
ter coefficient of the three S1-GRD radar image, which characteristics are: S1A1C60(2015-
05-12), S1B2EDC (2016-11-20) and S1B9006 (2017-07-30).
Figure 7-3 shows the following: the backscatter coefficient in VH polarisation varied on aver-
age between -23.3 dB and -4.8 dB, and its median value was -14.9 dB. Also, the backscatter
coefficient in VV polarisation fluctuated between -17.3 dB and 1.85 dB with a median value
of -9.3dB. The above implies that the targets in VV polarisation reflect the highest radar
backscatter coefficient. Co-pol backscatter was higher than cross-pol backscatter. This ten-
dency was also found in Hosseini & McNairn (2017).
Source: Prepared by author.
Figure 7-3.: Final product of the backscatter coefficient in decibels belongs to all targets
on the ground.
Figure 7-4 indicates radar backscatter, but only for the landslide targets. This informa-
tion was derived by an overlapping operation between GRD S1 calibrated backscatter and
SIMMA landslide inventory. Landslides reflected backscatter coefficient in the VH polarisa-
tion in the average range between -19.3 dB and -8.8 dB with a median value of -14.5 dB.
In the case of the VV polarisation, the limits of the interval were from -14.1 dB to -0.5
7.4 Results 117
dB. Landslide targets also showed a VV backscatter coefficient larger than VH backscatter
coefficient. This reinforces the results found in all targets where co-pol setup had the highest
radar backscatter. However, the dispersion or variability of the co-pol setup (VV) was higher
than cross-pol (VH). This means that the variation coefficient of the VV (31.3%) was larger
than VH (15.3%).
Source: Prepared by author.
Figure 7-4.: Backscatter coefficient over SIMMA landslide inventory scatters.
It is important to highlight that the obtained results, related to higher radar backscatter
in VV polarisation, support what was done by running Multi-INSAR mainly with VV-S1A
radar images. VH-S1 radar scenes had a low frequency in the study area (this is shown in
Table 5-2 and Table 5-3 of Chapter 5).
Weight of evidence analysis over the S1A-1C60 and S1B-9006 GRD radar scenes indicated
that the highest studentized contrast was from -16.7 dB to -15 dB in VH calibrated backscat-
ter. In contrast, the interval from -10.2 dB to -8.0 dB had the highest studentized contrast
in a VV-backscatter value.
7.4.2. Quad-polarisation results.
In this section, the quad-pol classifications, Freeman, H-A-alpha, and Wishart, were obtained
with the ESA’ PolSARpro-v5.0 software. Both the terrain fringes (ColVol-13900 and ColVol-
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31800) obtained with the aerial platform (UAVSAR) in the L band and with full polarimetry
were analyzed in terms of the PCA but also with exploratory analysis and clustering.




Source: Elaborated by author in FactoMineR package.
Figure 7-5.: Principal component analysis of the PolSAR classification for ColVol-13900
and 31800 UAVSAR images.
Figure 7-5 shows the relationships between the classification variables from a PolSAR analy-
sis. The UAVSAR scenes showed a trend of clustering of each classification type; this means
that each method’s results are grouped in a specific place of the PCA graph. The above
behavior was more evident in the ColVol-31800 UAVSAR scene. The results of Wishart
method are correlated with the results of the decomposition of three components but with
a low representation in the first factorial plane. Also, Wishart method showed the worst
representation in the first factorial plane; the other classification had a radius closer to 1.
The absolute contribution of axis 1 was given by Freeman classification, while the axis 2 was
from H-alpha classification.
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Freeman – Durden decomposition.
Figure 7-6 shows the distribution of Freeman classification in terms of double bounce (Dbl)
scattering, surface (Odd), and volume (Vol).
ColVol-13900 in Freeman Durden classification had, in the Tukey test, the following results:
First, double bounce scattering indicated significant differences between the years 2015 and
2013, and also between 2015 and 2014.
The adjacent probability (p adj) in a Tukey test, with values higher than 0.05, indicated
that the compared groups did not show significative differences between them. According
to Table 7-3 (PolSAR 13900 scene), the only existing differences were found in the double
bounce mechanism when comparing the years 2013 with 2015, and 2014 with 2015. Also,
odd or surface scattering did not show significant differences between the mean differences
(p adj > 0.05). This same behavior was seen in the Vol scattering (Table 7-3).
Table 7-3.: Tukey test results of Freeman – Durden decomposition.
Scene Scattering Comparison Diff Lwr Upr Padj
Double 2014-2013 -0.56 -7.3 6.2 0.98
bounce 2015-2013 -46.2 -52.9 -39.4 0.00
2015-2014 -45.6 -52.4 -38.9 0.00
13900 2014-2013 0.08 -8.1 8.3 1.00
Odd 2015-2013 -0.17 -8.4 8.0 0.999
2015-2014 -0.24 -8.5 8.0 0.997
2014-2013 -0.35 -8.6 7.9 0.994
Vol 2015-2013 -0.39 -8.7 7.9 0.993
2015-2014 -0.04 -8.3 8.2 0.999
Diff: difference in means; Lwr and Upr: confidence levels; Padj: adjusted p-values for all possible pairs;
Padj<0.05 means a significant between-group difference.
In general, double bounce scattering showed significant changes in the years analyzed (the
period between 2013 to 2015).
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Source: Prepared by author.
Figure 7-6.: Distribution of the Freeman-Durden decomposition in SIMMA landslide
inventory.
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Table 7-4 summarizes the results of the Tukey test for the Freeman - Durden decomposition
over the PolSAR scene identified as ColVol 31800. It only showed significant differences for
the double bounce scattering in the comparisons made for the periods 2013 to 2015. In short,
both UAVSAR scenes contain similar information or scattering type.
Table 7-4.: Tukey test results of Freeman – Durden decomposition.
Scene Scattering Comparison Diff Lwr Upr Padj
Double 2014-2013 -49.7 -61.1 -38.4 0
bounce 2015-2013 31.6 20.3 43.0 0
2015-2014 81.4 70.0 92.8 0
31800 2014-2013 0.08 -8.1 8.3 0.999
Odd 2015-2013 -0.02 -8.5 8.5 0.999
2015-2014 -0.09 -8.6 8.4 0.999
2014-2013 0.09 -8.4 8.6 0.999
Vol 2015-2013 0.06 -8.4 8.6 0.999
2015-2014 -0.02 -8.5 8.5 0.999
Diff: difference in means; Lwr and Upr: confidence levels; Padj: adjusted p-values for all possible pairs;
Padj<0.05 means a significant between-group difference.
Entropy (H) – alpha decomposition.
Figure 7-7 shows the results of Entropy – alpha decomposition. The boxplots gave infor-
mation about the entropy-alpha decomposition in different SIMMA landslides types. The
largest proportion of the landslides was in the slide type (Table 7-5), which results are pre-
sented as continuous despite of the original classification is discrete. The lowest proportion
of landslides are the lateral spread movements. Tukey test did not indicate any mean differ-
ences between the entropy-alpha decomposition in the years analyzed (Table 7-6).
In conclusion, entropy – alpha decomposition did not show any changes in the scattering
of landslides through the years 2013, 2014, and 2015. Both UAVSAR scenes analyzed in a
portion of the study area corroborated these findings. However, a slightly better coincidence
was noted between 2015 and 2014 for the ColVol 13900 scene, and between 2015 and 2013
for the ColVol 31800 radar scene.
In figures 7-7 and 7-8 we only pretended to compare the main values of the PolSAR classi-
fication in the three types of landslides.
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Table 7-5.: Entropy-alpha decomposition results.
Scene Landslide type Year Min Mean Max Sd N
2015 4.4 5.8 8.8 0.8
Slide 2014 4.5 5.8 8.7 1 102
2013 4.2 5.6 8.9 0.9
2015 4.8 5.6 8.2 0.9
13900 Fall 2014 4.7 6 9 1.3 12
2013 4.1 5.5 8.3 1.2
2015 5.2 5.9 6.8 0.6
Spread 2014 5 6.1 8 1.1 5
2013 5.4 6.6 7.9 0.9
2015 3.96 5.5 8.1 0.8
Slide 2014 4.2 5.5 8.5 0.8 110
2013 4.1 5.5 8.1 0.8
2015 4.5 5.5 7.1 0.7
31800 Fall 2014 4.3 5.1 5.6 0.4 11
2013 4.2 4.9 5.9 0.6
2015 5.1 6.6 8.1 1.5
Spread 2014 4.6 6.9 8.4 1.8 5
2013 4.9 6.5 7.9 1.4
Table 7-6.: Tukey test results of the entropy-alpha decomposition.
Scene Comparison Diff Lwr Upr P adj
2014-2013 1.09 -7.3 9.4 0.949
13900 2015-2013 1.10 -7.3 9.5 0.948
2015-2014 0.008 -8.3 8.4 0.999
2014-2013 -0.25 -8.8 8.3 0.997
31800 2015-2013 0.25 -8.3 8.8 0.997
2015-2014 0.50 -8.0 9.0 0.990
Spatial entropy – alpha classification.
Figure 7-7 presents the classification of SIMMA-LS inventory according to the segmentation
scheme of the entropy – alpha classification.
Table 7-7 shows that both UAVSAR scenes had similar categories. The biggest frequency
was in the category number 5; this is the medium entropy vegetation scattering, with almost
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Source: Elaborated by author.
Figure 7-7.: Unsupervised classification of UAVSAR radar image using H-α segmentation.
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Table 7-7.: Frequencies of the entropy-alpha categories.
Scene Statistic H-a category Total
4 5 6 7 8 9
13900 Frequency 0 61 40 12 4 2 119
Percent 0.0 51.3 33.6 10.1 3.4 1.7 100
31800 Frequency 12 63 32 15 4 0 126
Percent 9.5 50.0 25.4 11.9 3.2 0.0 100
Weighted evidence of quad-polarisation classification.
The weight of evidence method, between landslide inventory and H-alpha decomposition,
highlighted that the highest studentized contrast (C/s (C)) corresponded to class, or H/alpha
plane zone, 5 and 6 in a similar way in which was found in spatial entropy classification (Table
7-10).
Table 7-8.: Spatial relationship between landslide SIMMA inventory and H/alpha decom-
position by WofE analysis.
Scene Time Class % W+ W- C S(C) C/s(C)
H-alpha 2013 5 - 6 34.2 0.20 -0.12 0.32 0.18 1.7
13900 H-alpha 2014 8 - 9 6.6 0.46 -0.04 0.50 0.30 1.6
H-alpha 2015 4 - 5 36.2 0.16 -0.10 0.26 0.18 1.4
H-alpha 2015 8 - 9 7.3 0.81 -0.10 0.91 0.25 3.6
H-alpha 2013 5 - 6 34.2 0.20 -0.12 0.32 0.18 1.7
H-alpha 2014 8 - 9 6.6 0.46 -0.04 0.50 0.30 1.6
31800 H-alpha 2015 4 - 5 36.2 0.16 -0.10 0.26 0.18 1.4
H-alpha 2015 8 - 9 7.3 0.81 -0.10 0.91 0.25 3.6
7.5. Discussion
Dual polarisation analysis performed over S1-GRD radar images with VH/VV polarisation
gave the results: a higher VV backscatter coefficient than the VH one in both total scat-
terers and landslides targets, in a similar way to Mahdianpari et al. (2017). In general, the
average backscattering coefficient in landslides was -14.4 dB for VH polarisation and -8.5
dB of VV polarimetry. This finding supports the results of InSAR analysis, where, in the
period analyzed with S1A radar images, it predominated the VV polarimetry scenes.
WofE analysis with dual-pol data demonstrated that the backscatter intervals (-17 dB to -15
dB) in VH backscatter, and between -10 dB to -8 dB in VV backscatter, had the highest sus-
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ceptibility to landslides. These backscatter values suggest that landslides are over forested
areas in this case study.
Quad polarisation analysis performed over UAVSAR scenes, with full polarimetry, allowed
to validate the better qualification of the variables Entropy and Alpha in terms of correlation
in the first factorial plane.
Concerning the scattering mechanism measured by the Freeman Durden decomposition, only
the double bounce scattering component showed changes in the period from 2013 to 2015.
In this component, the returned signal is strong, due to the multiple transmission of the
energy back into the direction of the sensor, which occurs in areas with growing vegetation
(Richards, 2009).
Finally, the vegetation scattering (volume scattering) and surface scattering dominated the
scattering mechanisms in the study area. Thus, only a third part of the landslides had a
scattering that relied on the properties of the ground, such as surface roughness, and dielec-
tric constant.
7.6. Conclusions
Dual polarisation analysis allowed to characterize the calibrated backscatter of the HH and
VV polarisation. A high return in the signal was obtained with the co-pol setup (VV). Me-
dian backscatter values of -8 dB for VV pol and -14 dB for VH pol summarized the statistical
distribution of dual-pol data in the study area.
Quad polarisation analysis gave information about the aspects: both classification the en-
tropy – alpha decomposition and Freeman Durden contributed better to both axis of the
first factorial plane in a PCA. The dominant scattering mechanism of the CGS-SIMMA
landslides was the volume scattering which is found in tree canopies or vegetated fields. A
third part of the landslides had surface scattering which is related to the properties of the
ground (roughness and dielectric constant).
8. Normalized Differential Vegetation
Index for LS detection
This chapter is about the calculation of the Normalised Differential Vegetation Index (NDVI),
based on optical satellite remote sensing. Literature review reports this index as obtained
by the relationship between infrared and red bands, with the potential practical application
of detecting landslide candidates. Its data source was gathered from Landsat 8 (Top of
Atmosphere and Surface Reflectances) optical satellites images, provided by Earth-data1,
as well as MODIS2 earth observation satellites, which, with the help of the Google Earth
Engine (GEE)3 allowed for a time series change analysis on the vegetation coverage. This
analysis related the SIMMA landslide inventory between the years 2013 – 2015 due to the
increase of landslide activity observed in that period.
8.1. Introduction
The main impact of landslides on surface is the disturbance of the vegetation coverage and
the exposure of soil and rock or bare surfaces (Zhao et al., 2017). The analysis of multi-
temporal remote sensing data is therefore important for regional scale studies, as it allows
to detect and quantify terrain changes by identifying differences between satellite images at
different times (A. Singh, 1989; Zhu, 2017).
The primary source of noise in this process is the seasonal differences, caused by solar angle
alterations and vegetation phenological changes. One of the algorithms to do so is the dif-
ferentiation method, which detects large differences with a bitemporal approach (comparing
images at two different times) but also considering the space variations; that is, comparing
an attribute at two points in time and detecting the differences that occur (Ramos-Bernal
et al., 2018).
In a spectral signature, the vegetation shows a sharp absorption in the red wavelength caused
by a photosynthetic pigment, conversely to the strong reflection that vegetation has in the





monotonic increases as the wavelength increases. An index that estimates the chlorophyll
density, based on radiometric data, is the NDVI, by establishing the relation between near-
infrared (NIR) minus the red channel and the sum between each other. NDVI is based on the
pixel information that contents the different intensities of reflected sunlight from the visible
(VIS) and near-infrared (NIR) spectrum. During the photosynthesis process, the plant’s
leaves absorb light from the red spectrum, but their cell walls strongly reflect light from the
NIR spectrum. A pixel with more light reflected in the NIR band than VIS wavelength will
likely be representative of vegetation cover (Schmid, 2018).
The NDVI takes values between -1 and +1 in direct relation with the vegetation cover
(Ramos-Bernal et al., 2018). In general, there is a significant probability of landslide occur-
rence where the NDVI values are small (W. Chen, Zhang, et al., 2018). Also, most of the
landslides have low NDVI values, but high ones on its surrounding areas, due to landslide
damage to the vegetation cover (T. Chen et al., 2017). Based on NDVI values, different
surface features can be classified, such as rock, sand, and snow areas with NDVI less than
0.1, water bodies with negative NDVI values and vegetation with NDVI in the range of 0.1
– 0.7 (Plank et al., 2016). Also, NDVI allows differentiating between vegetated and non-
vegetated land, mainly for distinguishing urban areas from soils, volcanic chains, and forest.
The NDVI spectral index uses co-registered visible red and near-infrared in order to identify
pixels that have a significant fraction of vegetation (Prashad, 2014).
The NDVI spectral index has been used as a conditioning factor for landslide susceptibility
mapping in several studies with this approach:
• an analytical hierarchy process (AHP) to identify NDVI values where landslides occur
before the rainy season and during the flood episodes (Pour & Hashim, 2017).
• a pixel-based change detection, used by Zhao et al. (2017), for comparing the reflectance
changes of each band related to landslides.
• a logistic regression method for landslide susceptibility mapping (Shou & Lin, 2016),
which demonstrated that the major causative factors of areas prone to landslides were
NDVI, slope, aspect, and distance to the river.
• a. Stumpf et al. (2014) employed a Gaussian mixture model, to model the NDVI
histogram with two normal distribution: sparse and dense vegetation. The separation
between the two classes is achieved by a thresholding based on the median and standard
deviation of the normal distribution of the dense vegetation.
• Q. Wang et al. (2016) used the Weight of Evidence analysis for landslide susceptibility
mapping and found that the NDVI classes of 0.02 to 0.04 had the biggest effect on the
occurrence of the phenomena.
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• NDVI filters and change detection are used to identify landslides due to this phenomena
resulting in loss of vegetation, and thus the areas where the vegetation changes are iden-
tified as landslides candidates within a pre and post-landslides analysis (K. K. Singh
& Singh, 2016).
On the other hand, other studies report that it is difficult to identify areas prone to land-
slides by using a single difference image because the changes related to landslides are mixed
with other factors such as phenology differences. Zhao et al. (2017) reported that the band
reflecting values suffer an increase due to the exposure of bare soil or rocks when occurring a
landslide. However, they found that the band 5 is highly correlated with vegetation coverage.
Besides, it demonstrated the influence of landslides over NDVI changes on surface vegetation
cover. Also, Liu & Duan (2018) found that the “highest NDVI and the lowest NDVI had a
positive impact on landslide occurrence”. However, Guzzetti et al. (2012) reported that in
a landslide classification study using pre and post-event optical satellite images, the use of
NDVI itself was not sufficient to identify all landslides accurately.
According to W. Chen, Zhang, et al. (2018), NDVI is one of the best landslide conditioning
factors in the ReliefF method. It incorporates contextual information, and evaluates the
quality of attributes in a classification problem with strong dependencies between the at-
tributes.
In short, monitoring NDVI could be used for a change detection in land cover and to detect
anomalies in the growing of plants at different phenological stages, which can serve to identify
areas of drought and desertification. This research used surface reflectance products from
Landsat 8 OLI sensors to create NDVI values at 30-m resolution. Those products were
corrected for atmospheric effects and for visualizing geometry. Also, the image collections
from Landsat 8 T1 Surface Reflectance products were analyzed because they contain QA
bands whose information allow cloud and shadows to be masked. The Landsat data was
derived from NDVI and MOD13Q1 NDVI time series from 2013 to 2015. The main objective
of this chapter is to determine the temporal change of the vegetation on landslide sites and
to obtain criteria for landslides detection.
8.2. Data
As for the data sources, Landsat 8 is a system of acquisition of space-based surface obser-
vations in the visible, near-infrared, short wave and thermal infrared at a moderate spatial
resolution. Landsat data have been beneficial for mapping and monitoring land coverage.
The United States Geological Services (USGS) has the responsibility of collecting, archiving,
processing and distributing the Landsat data, as it aids the policy of global data and in-
formation for the scientific understanding of the Earth in the land mapping change, change
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detection, forest mapping, climate change, and natural hazards.
Landsat 8 carries two sensors: The Operational Land Imager (OLI) and the Thermal In-
frared Sensor (TIRS). The OLI has the new shorter wavelength blue band (0.43 – 0.45 µm)
which improved the sensitivity to chlorophyll and other suspended materials and for retriev-
ing atmospheric aerosol properties. Also, OLI has the new shortwave infrared band (1.36 –
1.39 µm) for cirrus cloud detection. On the other hand, the OLI near-infrared band avoids
the 0.825 µm water vapor absorption feature. The TIRS senses emitted radiance in two
100 m thermal infrared bands and enabled thermal wavelength atmospheric correction and
retrieval of surface temperature and emissivity. The enabling of OLI and TIRS allow quan-
tizing the sensed radiance into 12 bits which improves the measurement of subtle variability
in surface conditions.
Landsat 8 is acquired in 185 km swaths and its segmented into 185 x 180 km defined in the
second Worldwide Reference System (WRS-2) of the path (ground track parallel) and row
(latitude parallel) coordinates. It has a repeating cycle of 16 days and may be acquired a
maximum of 22 or 23 times per year. The Landsat 8 data is processed in Level 1 terrain
(L1T) corrected products, which are defined in the Universal Transverse Mercator (UTM)
map projection with World Geodetic System 84 (WGS84) datum. The L1T product has a
90% confidence level, an OLI to TIRS co-registration uncertainty requirement of < 30 m,
and a circular geolocation error uncertainty requirement of < 12 m (Roy et al., 2014). L1T
Landsat images are reported to have high geometric accuracies (RMSE less than 30 meters
in more than 99 percent of the data) (Zhu, 2017).
MODIS (Moderate Resolution Imaging Spectroradiometers) consists of two onboard satel-
lites: Terra and Aqua. Terra MODIS and Aqua MODIS are viewing the entire Earth’s
surface every 1 to 2 days with a spatial resolution of 250, 500, and 1000 meters. The
MOD13Q1 data, inside the MODIS collection 5, has a 250 m resolution with a periodicity
every 16 days. The MOD13Q1 data contains Enhanced Vegetation Index (EVI), Normalized
Different Vegetation Index, among other layers. EVI includes information in the blue band
to make it less sensitive to soil and atmospheric effects than NDVI. This study used MODIS
MOD13Q1 vegetation index data at 250 m.
The GEE is a cloud-based platform for global-scale geospatial analysis which has a large
volume of scientific data: from 1984 to 2016. Its library functions are built in parallelization
and data distribution models, and these are used for a different data access pattern such
as image visualization, mathematical and geometric operations, image metadata, exploring,
filtering and reducing image collection among others (Gorelick et al., 2017). It also allows
the satellite data to be drawn into a time series and export it for external processing. Its
processing platform permits on-the-fly processing without the need to store large amounts
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of data (Richardson et al., 2017).
Compositions of MYD13Q.006-250m-16-days-NDVI-doy from 2011 to 2015 and in GeoTIFF
format were downloaded from AppEEARS of NASA Land Data Products and Services (Di-
dan, 2019).
8.3. Methodology
This section contains the study area and the methods used in the research. The computa-
tional platform was Google Earth Engine, and the open source software R was applied for
analysing the NDVI time series.
8.3.1. Study area
Figure 8-1 shows the Landsat 8 image identified as LC8-L1T-TOA/ LC800905 82014024LGN00.
This image has the following features: cloud cover of 30.6%, date acquired 2014-01-24, grid
cell size reflective of 30 m, WRS path of 9, WRS row of 58 and WGS84 datum.
Source: Image courtesy of the U.S. Geological Survey displayed on Google Earth Engine.
Figure 8-1.: Least cloudy Landsat8 image with the study area
However, it was difficult to find a pair of Landsat Surface Reflectance Products corresponding
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to the same seasonal time (video: VideoStudyArea2013-2017.mp4). One typical image in
the study area is shown in Figure 8-2.
Source: Created by author.
Figure 8-2.: Typical Landsat 8 in the study area.
8.3.2. Selection of optical satellite remote sensing data
In this research, a first analysis used Landsat 8 and MODIS data because they have a better
coverage of the study area (Figure 8-3) (Copernicus Sentinel-2 optical satellite images did
not cover the study area over the years 2014 and 2016). Also, Landsat is the program of
earth observation with the longest continuity (Loveland & Irons, 2016). However, moderate
and high cloud coverage affected the quality of the Landsat8 images.
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Source: Image courtesy of the U.S. Geological Survey displayed on Google Earth Engine.
Figure 8-3.: Least cloudy Landsat8 image with the study area.
8.3.3. Methods
A custom JavaScript syntaxis was configured from official GEE resources provided by dif-
ferent developers4. The main components of the script were:
• A feature collection, which contains the SIMMA landslide inventory in shapefile for-
mat, put into the Asset manager in the Code Editor of GEE, to upload and manage
geospatial datasets.
• A construction of a collection of images, defining the types of satellite platform, which
acquired optical and sensor data, but also the date of analysis.
• Clip function to obtain only the NDVI from target points or landslides inventory.
• Cloud free composites using cloud masking for Landsat products.
• Functions for calculating the NDVI from spectral infrared bands and the visible optical
sensor.
4Google Earth Engine Team. (2015). Google Earth Engine: A planetary-scale geospatial analysis platform.
https://earthengine.google.com
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• Commands to create a time series chart and export them as CSV files on Google Drive
service.
The analysis of CSV files was pre-processed in Excel, and then exploratory analysis was
carried in R software (R Development Core Team, 2011).
An additional study: the time series analysis of changes in vegetation coverage using Landsat
NDVI yearly composites, in Google Earth Engine, was conducted according to the guidelines
given by Pironkova et al. (2018). This approach had both processes: One was the generation
of a multi-year Landsat NDVI time series data stack in order to detect trends with a time
series approach. The other was the Mann-Kendall rank correlation and the Theil-Sen’s
slope estimator algorithm in the R environment to detect significant long-term trends, and
for estimating trend direction and strength in several NDVI time series studies.
8.4. Results
NDVI time series was calculated on Google Earth Engine and exported to CSV and jpg
format. The following results were found with data exploration techniques (these can be
found in Appendix 8).
8.4.1. MODIS NDVI time series in the study area
The MODIS NDVI data of the collection ’MODIS/MCD43A4 006 NDVI’ was obtained for
the period 2011-01-01 up to 2015-12-31 and displayed on a buffer with the centroid coordi-
nates -76.547750, 2.369410 and a radius of 20 km. Figure 8-4 shows the NDVI mean day by
day. In the period of analysis, the NDVI varied between 0.61 and 0.77 on average. Three
trends are distinguished in an annual period: during the first 180 days, NDVI varied between
0.73 and 0.76; in the next period corresponding the days 200 up to 279 NDVI decreased from
0.74 to 0.61. From the day 280 until 365, NDVI increased from 0.64 to 0.77. This behavior
implies an effect of the summer period (low rainfall) on the vegetation.
Figure 8-5 displays the NDVI mean day by day derived from a 250 m MOD13Q1 NDVI time
series from 2011 to 2015. The MODIS NDVI values varied between 0.55 and 0.80. These
results are a representative indicator of vegetative coverage in the study area. The MODIS
NDVI in April 2013 had a strong decrease in average. The same occurred in May 2015.
The Moderate Resolution Imaging Spectroradiometer showed differences all along year one,
with data taken for a 16-day period from a 250 m NDVI data. In order to generalize the
behavior of each MOD13Q1 NDVI, we used the Cumulative Difference approach, a method
used in the definition of the homogeneous section in road pavement measurements (Cafiso
& Di Graziano, 2012), to identify homogeneous periods of the MODIS NDVI (Figure 8-6).
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Source: MODIS data processed on Google Earth Engine.
Figure 8-4.: NDVI means by day of the year across years.
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Source: Elaborated by author.
Figure 8-5.: NDVI means by day of the year in different years.
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Source: Elaborated by author.
Figure 8-6.: Cumulative differences between MODIS NDVI data in the period 2011 to 2015.
In summary, the years 2012, 2014, and 2015 had a similar performance with three homo-
geneous periods: January to July, July to October and October to December. The years
2011 and 2013 showed in the first semester of the year two additional sub-periods, the first
between January and April and the second between April to July. The second semester was
very similar in all of the years analyzed with MODIS NDVI.
8.4.2. MODIS NDVI time series in SIMMA LS inventory
MODIS NDVI for each 16-days selected to the SIMMA landslide inventory is displayed in
boxplots graphs (Figure 8-7). Although the time series from 2011 and 2015 is available only
for the period between 2013 and 2015, this is important due to landslides reaching a peak
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[2015]
Source: Elaborated by author.
Figure 8-7.: MODIS NDVI in SIMMA LS inventory from 2013 to 2015.
In 2013, the MODIS NDVI on the landslide inventory varied between -0.01 and 0.9. The
general average of the median was of 0.56. An NDVI of 0.56 means a vegetative coverage,
but in February and May, the NDVI decreased significantly. The decreasing NDVI in the
second trimester of 2013 was also evident in Figure 8-5 where NDVI declined in all the study
area.
In 2014, MODIS NDVI varied between 0.035 and 0.94 with an average median of about 0.56.
NDVI ranges were similar to the previous year. February, May, as well as September and
October, had the lowest NDVI. However, this behavior was local due to this trend not being
followed in the study area (Figure 8-5).
In 2015 MODIS NDVI had values less than 0.92 with an average median of 0.61. Strong
seasonality of NDVI occurred in October which coincide with the cycle observed in Figure 8-5.
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8.4.3. LANDSAT8-T1-TOA NDVI time series in SIMMA LS inventory
Landsat8 NDVI provided values approximately every 60 days against the 16 days of MODIS
data. The time series of Landsat8 NDVI from 2013 to 2015 is shown in Figure 8-8. It is
important to highlight that this time series was obtained without any cloud and shade mask
processing.
[2013]
142 8 Normalized Differential Vegetation Index for LS detection
[2014]
[2015]
Source: Elaborated by author.
Figure 8-8.: LANDSAT-8 NDVI in SIMMA LS inventory from 2013 to 2015.
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Figure 8-8 showed changes in the Landsat8 NDVI. The first one consisted in NDVI varying
between 0.03 and 0.78 with an average median of 0.33. NDVI reached a peak in August.
Finally, these periods did not coincide with MODIS NDVI due to the characteristics of sen-
sors and its revisit time.
In 2014, Landsat8-NDVI dipped in March and June as well as September and October.
Landsat8-NDVI reached a peak of 0.81 in January and July. An NDVI constant of 0.38
summarized the median behavior.
Landsat8-NDVI arose from 0.03 to 0.82 in 2015. In February, April, and May as well as
July; August NDVI stood at 0.1. These NDVI values indicated a low vegetation coverage
in the landslides inventory, but this performance differs from MODIS-NDVI. The reason for
the above is the high cloud cover whose presence was not masked.
Source: Elaborated by author.
Figure 8-9.: NDVI obtained with L8-SR images with cloud shadow and cloud mask in the
period 2013 to 2015.
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8.4.4. LANDSAT 8 T1-Surface Reflectance time series in LSI
Landsat 8 Surface Reflectance (SR) derived from Landsat 8 Operational Land Imager (OLI)
was processed to derive NDVI. Surface Reflectance data contains a ‘pixel qa band’ whose
attributes allow applying cloud mask algorithms (U.S. Geological Survery, 2018). Figure 8-9
shows the results of the NDVI derived after applying cloud shadowing and cloud processing
from 2013 to 2015.
The NDVI L8-SR fluctuated around a mean value of 0.63, 0.64 and 0.59 in 2013, 2014, and
2015 respectively. More variability was found in 2015 than in 2013 and 2015.
The NDVI-L8-SR distribution by type of mass movement is presented in Table 8-1. The
NDVI L8-SR distribution on LS inventory can be observed in Figure 8-10.
The more representative types of landslides are fall (17%) and slides (76%). Hence, the
range of NDVI between 0.14 and 1 with an average of 0.61 corresponds to a representative
indicator of the vegetation cover in the study area.
The correlation between MODIS and L8-T1-SR concerning the NDVI can be observed in
the correlation circle of the Principal Component Analysis (Figure 8-11). The correlation
coefficient between the Landsat8-SR-NDVI for the years 2013, 2014, and 2015 was higher
than 0.79. Similar behavior was observed in MODIS-NDVI with correlations higher than
0.70. The correlations between NDVI estimated between Landsat 8 and MODIS in overall
terms were low (< 0.20). In conclusion, the NDVI obtained with Landsat8 -SR product with
cloud and shade removing had median values in the years 2013, 2014, and 2015 about 0.65.
This average median in the case of MODIS-NDVI was of about 0.58, meaning a similarity
in the average of the results.
Table 8-1.: NDVI-L8-SR distribution by type of landslide
Type of Mass Number NDVI Landsat 8–SR mean (2013–2015)
Movement of events n Min Mean Max Sd CV (%)
Fall 42 603 0.19 0.64 0.98 0.15 23
Flow 7 144 0.41 0.69 1.00 0.12 17
Lateral spread 1 19 0.39 0.59 0.70 0.08 14
Creep 8 124 0.34 0.64 0.81 0.11 17
Slide 186 2716 0.14 0.61 1.00 0.16 26
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Source: Elaborated by author.
Figure 8-10.: NDVI L8-SR variation according to the type of LS inventory
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Source: Elaborated by author with FactoMineR package.
Figure 8-11.: Correlation circle for the Landsat8-SR-8 and MODIS between 2013 and 2015
for the SIMMA landslide inventory.
8.4.5. Time series analysis of changes in vegetation cover
Following Pironkova et al. (2018) we generated a multi-year Landsat NDVI cloud free com-
posites, using cloud computing on Google Earth Engine, for annual time series. Then, we
carried out a time series analysis (TSA) in the R project for statistical computing environ-
ment as a tool for detecting long term monotonic trends in vegetation coverage changes. The
Mann-Kendall rank correlation and Theil-Sens slope estimator in R help to find trends in
vegetation greenness changes, with an advantage: to be resistant to outlier statistical test.
In short, a multi-year Landsat NDVI time series data stack allows to find trends in time
series, whose data detected in a precise way the changes occurred but also more subtle ones.
We got a 7-year NDVI stack (2010–2017) in one area of interest of about 2500 km2, requiring
Landsat imagery archives located in the study area, in July or August, and with maximum
80% cloud cover. The NVI composites used Landsat 5, Landsat 7, and Landsat 8 (Figure
8-12), that were composited into yearly mosaics by taking the median value of each pixel.
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Source: Elaborated by author according to Pironkova et al. (2018)
Figure 8-12.: 7-year LANDSAT NDVI composites (2010 to 2017).
Only the NDVI corresponding to the years 2012, 2014, and 2016 could cover the landslides
inventory distribution. The NDVI estimated in the years 2013, 2015, and 2017, had a
strong cloud cover. However, the time series used was very short, and only three years had
median values of NDVI in the study area. For this reason, the Mann-Kendall test to identify
dominant trends in the NDVI TS data stack did not apply in this study.
8.4.6. Evidence weights of NDVI
Table 8-2 contains only the strongest contrast values of WofE analysis. WofE analysis was
done over the study area but with the subsection indicated in Figure 4-8 of Chapter 4th. The
values of NDVI calculated with the Landsat 8 sensor had a big association with landslides in
the south-west zone, within a range between 0.38 and 0.72, for years 2012 and 2014. In the
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north-west zone, the L8 NDVI for the same years was between 0.46 and 0.72. In the year
2016, L8-NDVI was highly associated with landslides in the ranges of 0.44 and 0.72 for the
south-west zone, but in the north-west zone, this range varied from 0.36 to 0.62.
Table 8-2.: Results of initial WofE analysis for NDVI evidence theme.
Evidence var Class % W+ W- C S(C) C/s(C)
L8 - 0.64-0.72 6.0 0.76 -0.09 0.85 0.27 3.2
NDVI 2012 0.38-0.46 0.4 1.48 -0.01 1.5 0.74 2.0
(G1) 0.46-0.55 0.5 0.73 -0.01 1.05 0.73 1.4
L8 - 0.46-0.55 1.5 1.84 -0.1 1.93 0.45 4.3
NDVI 2012 0.55-0.64 4.4 1.03 -0.1 1.11 0.38 2.9
(G2) 0.64-0.72 13.0 0.48 -0.1 0.58 0.30 1.9
L8 - 0.64-0.72 6.0 0.76 -0.09 0.85 0.27 3.2
NDVI 2014 0.38-0.46 0.4 1.48 -0.01 1.5 0.74 2.0
(G1) 0.46-0.55 0.5 1.04 -0.01 1.05 0.73 1.4
L8 - 0.46-0.55 1.5 1.84 -0.08 1.93 0.45 4.3
NDVI 2014 0.55-0.64 4.4 1.03 -0.08 1.11 0.38 2.9
(G2) 0.64-0.72 13.0 0.48 -0.1 0.58 0.30 1.9
L8 - 0.44-0.53 1.3 1.43 -0.05 1.48 0.40 3.7
NDVI 2016 0.62-0.70 17.3 0.44 -0.13 0.57 0.20 2.8
(G1) 0.53-0.62 6.8 0.46 -0.05 0.51 0.29 1.8
L8 - 0.36-0.44 0.6 2.43 -0.06 2.49 0.55 4.5
NDVI 2016 0.53-0.62 5.4 1.08 -0.12 1.20 0.35 3.4
(G2) 0.44-0.53 1.7 1.0 -0.03 1.04 0.60 1.7
The effect of cloud and cloud shadow was corrected with Landsat 8 T1-SR products. Landsat
8-T1-SR includes QA band that allows masking the cloud and cloud shadow. In this case,
median values of NDVI were similar between Landsat 8-SR and MODIS (0.65 against 0.58).
Figure 8-13 represents the groups that are not different from each other, along with boxplots
in a color panel.
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Source: Elaborated by author.
Figure 8-13.: NDVI boxplots of Tukey Test grouped by colour.
8.5. Discussion
In this chapter, time series analysis was applied for understanding the temporal changes in
the landslide locations. The analysis period was from 2013 to 2015 because the landslide
inventory, taken from the Colombian Geologic Service, had the highest frequency in this
period. Another reason is the availability of optical satellite data. The MODIS platform
provides data since 2000 while Landsat8 since 2013. MODIS NDVI had better temporal
data with 16-days data against 60-days of Landsat 8.
MODIS NDVI showed a strong decrease in the second trimester of 2013, at a global and local
level. This event could serve as a temporal reference to make a supervised classification using
bi-temporal change detection and the random forest algorithm. However, in this research,
it was not possible to find a pair of Landsat images in the different years, but we got the
similar seasonality free of clouds.
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Conversely, to the null-hypothesis demonstrated the NDVI values on landslides to be low
(less than 0.1), as in this research we found median NDVI about 0.6 with MODIS and of 0.35
with Landsat8 T1 TOA. NDVI analysis with L8 OLI and MODIS indicated that landslides
and its surroundings have vegetation coverage. As a result, the NDVI was not a suitable
criterion for distinguishing a landslide candidate from its surrounding.
According to Richardson et al. (2017) Landsat 8-SR-NDVI and MODIS NDVI there is a
similar univariate behaviour, but in this research this behaviour was not found in a bivari-
ate way due to the differences in their spatial resolution. So, the Landsat8 SR NDVI haf
correlation upper 0.79 comparing the years 2013, 2014, and 2015. Similar behaviour was
observed in MODIS NDVI with correlations higher than 0.70-
In summary, NDVI from L8-SR in the years 2013 and 2014 had similar behavior. Also,
NDVI from MODIS for the years 2014 and 2015 were similar.
The contrast values of WofE analysis, for NDVI, in the south-west zone (group 1), was high-
est in the years 2012 and 2014 (0.38 to 0.72) and decreased to the range of 0.44 to 0.70, for
the year 2016. Similar behavior was seen in the north-west zone (group 2), although the
classes were lower (0.46 to 0.72 and 0.36 to 0.62).
8.6. Conclusions
Collections of images from MODIS, Landsat 8 – OLI and Landsat 8 – T1 Surface Reflectance
were used in this research. The latter products allowed to obtain NDVI composites without
cloud and cloud-shadow cover. The removing of cloud made possible to compare NDVI be-
tween MODIS and Landsat 8 – T1 Surface Reflectance, resulting in median values of NDVI
for the years 2013, 2014, and 2015, of 0.65 and 0.58 for Landsat 8 surface reflectance and
MODIS image collection. No significant correlation between L8-SR and MODIS was ob-
served, due to differences in spatial and temporal resolution.
Time series analysis for detecting changes in the vegetative cover through NDVI was imple-
mented in Google Earth Engine from a code provided by ‘The Canadian Ontario Far North
Land Cover Project.’ NDVI composites from Landsat 5, Landsat 7, and Landsat 8, were
obtained in July and August of the period 2010 to 2017. This NDVI composite data stack
was implemented in the GEE platform and allowed to derive median NDVI yearly. However,
composites relatively free of cloud and cloud-shadow were only obtained for the years: 2012,
2014, and 2016. The trend analysis of the NDVI composites was not possible to carry out
because of a low number of NDVI data stack. The above is due to the high cloudy in the
study area.
9. Data model of the Landslide
Detection
In this chapter a data model for landslide detection was built in order to integrate: i)
morphometric data provided by DEMs (geomorphometry), ii) coherence and unwrapped
phase from SAR interferometry (InSAR), iii) dispersion mechanism trough SAR polarimetry
(PolSAR), iv) displacement estimation using Persistent Scatters (PS-InSAR), and v) NDVI
time series analysis. The main objective of this chapter was to organize the information
into a series of layers integrated by using a common coordinate reference system (Ciampalini
et al., 2015). Each database generated in the previous chapters represent a thematic layer
whose content represents i) geographic features, i.e., points, raster or tabular attributes, ii)
organization of the data into feature classes, attributes, and relationships. In this research,
the information of the LS inventory database, thematic data, and remote sensing analysis
were combined in single container of data. All spatial database elements were managed in
standard DBMS tables using standard SQL data types.
9.1. Introduction
A geodatabase is a gathering of entities represented as features (landslide inventory and GPS
control benchmark as points, elevation contours as lines, soils units as polygons), continuous
surfaces (DEMs and its derivates), raster products (unsupervised classification maps, inter-
ferograms, and NDVI composites), and map graphics such as text labels and symbols. It
also has thematic layers, which are collections of common geographic elements, such as mass
movement events, the elevation surface, a satellite imagery composite for some index (NDVI
in this research).
The conception of the thematic layer allows to analyze how the spatial information can be
partitioned into logical information layers, which can show the distribution of a variable of
interest all along the study area. Themes can be organized as feature classes considering
a single collection of homogeneous features (i.e., a type of mass movement), or by multi-
ple datasets (i.e., drainage network, contour lines, roads). Also, a theme can be organized
as gridded datasets which represent continuous surfaces, such as elevation, Landsat NDVI
composites, slope and aspect maps (Ciampalini et al., 2015). In this thematic organization,
it is needed to normalize all the spatial data into the same coordinate system; this makes it
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possible to overlay several themes.
The main advantage of constructing a geodatabase is having all the data organized and eas-
ily updatable. This is possible for the different types of data included: landslide inventory
database, ancillary data, digital elevation models, optical and radar information. Also, as
it combines raster and vector data, it is also possible to create susceptibility maps, maps of
the elements at risk, ground deformation velocities and hazard zonation (Ciampalini et al.,
2015), allowing to analyze the triggering factors of the landslide phenomena.
Another advantage is the preservation of certain elements such as the geometry consistency,
the quick searching, the geometrical calculation of the risk levels and the statistical calcu-
lation of data, which can be related to certain type of landslide (i.e., debris flows, complex,
rotational and translational landslides, rock falls).
All of the above allows to design a spatial database representing the correlations between
thematic layers and landslides by stating collections of simple features, raster, and rules.
The elements of a spatial database correspond to features classes, feature dataset, topology
and tables for this study. The first (feature class) is, as its name defines it, a collection of
features under similar conditions: to have the same geographical elements, to be represented
with the same conventions (point, line or polygon), to share a common set of descriptive
attributes and to possess individual features susceptible to be related to another ones. In
this research, the feature class corresponds to mass movement events, contour lines of the
topographic map, road network, geomorphologic units, DEMs and its derivate such as hill
shading, slope, among others.
A feature class is represented as a table with shape fields under a certain domain, which is a
set or range for valid features, and having an association with objects belonging to another
table-represented feature class.
The feature dataset is a group of related feature classes. Its function is to manage the spa-
tial relations between the feature classes, considering the dataset as a system that can be
modeled into simple or complex collections depending on the quantity of objects, classes and
relationships. As a system, it is also capable of represent the aforementioned relationships
with topologies and networks, considering that topology contains integrity rules that define
the behavior of geographically integrated features.
According to Arctur & Zeiler (2004), the steps to design spatial databases are:
• To identify the information available such as landslide inventories and ancillary data.
• To identify the key thematic layers with the criteria such as data use, data source,
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spatial representation, scale and accuracy, symbology, and annotation.
• To specify the scale ranges and spatial representations for each thematic layer.
• To group representations into datasets. Discrete features are modeled with feature
datasets, feature classes, relationship classes, rules, and domains. Continuous data is
modeled with raster datasets, measurement data is modeled with survey datasets, and
surface data is modeled with raster and feature datasets.
• To define the tabular database structure and behavior for descriptive attributes. To
identify attribute fields, specific valid values, and ranges, and to apply subtypes to
control behavior and the model’s relationship.
• To define the spatial properties of the datasets. It uses networks for connected systems
of features and topologies to enforce spatial integrity and shared geometry.
• To propose a geodatabase design and apply structural elements of the geodatabase and
prepare a design.
• To document your design using appropriate methods as drawings, layer diagrams,
scheme diagrams, and reports to communicate the data model.
9.2. Conceptual scheme of the research
Figure 9-1 contents a scheme with the integration of the variables analyzed with the purpose
of obtaining a landslide detection model.
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Source: Elaborated by author.
Figure 9-1.: Integration of the variables analyzed for obtaining a landslide detection model.
Here it is a brief description of each variable in function of the remote sensing source.
Morphometric factor (Chapter 4th): based on deriving primary and secondary at-
tributes of the terrain. Terrain attributes were obtained from the Digital Elevation Model,
specifically Palsar-RTC elevation data with a spatial resolution of 12.5 m. The most sig-
nificant terrain variables were the slope, topographic wetness index, convergence index, and
landform (Correa-Muñoz et al., 2018)
InSAR technique (Chapter 5th): it allowed the processing of several C-band interfer-
ograms which contained phase and coherence information. Differences between the phases
were used for the change detection analysis. Coherence proved to be the InSAR measure
most related to landslides in a landslide susceptibility analysis (Correa-Munoz et al., 2019).
MT-InSAR technique (Chapter 6th): specifically the PS-InSAR method. It allowed
the modeling of the differential InSAR to estimate displacement after to remove the compo-
nents: flattening phase, topographic phase, noise phase, and atmospheric phase contribution.
This process was done over persistent scatters with temporal coherence higher than 0.9. The
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sparse point processing gave an estimation of annual velocities in mm/year. Annual veloci-
ties were obtained with C-band SAR, VV polarization mode and ascending and descending
orbital pass.
Pol-SAR technique (Chapter 7th): it allowed to know the mechanism of backscattering
of the targets in the study area by analyzing quad-pol data from L-band-UAVSAR aerial
platform. A dominant mechanism such as volumetric, surface and double bounce was estab-
lished for each landslide event (Correa-Muñoz & Murillo-Feo, 2018).
Finally, the estimation of time series of the Normalized Differential Vegetation Index (NDVI)
(Chapter 8th) from optical remote sensing using MODIS and Landsat platform. However,
the strong cloudiness in the study area during all seasons of the year made it very diffi-
cult to obtain this indicator of the vegetative cover in several years. Only the 2012, 2014,
and 2016 NDVI composites were estimated from Landsat8 TIR Surface Reflectance products.
9.3. Design of the data model for landslide detection.
All of the information generated in this research was organized into a data model of geo-
database type using the capability provided by ArcCatalog toolbox of the ESRI ArcGIS 10.3
platform (https://www.esri.com/en-us/home).
The main criterion used in this design were as follows. All layers were projected in a common
reference system, this means, in the Geographic coordinate system: GCS WGS 1984, datum
D WGS 1984. The remote sensing products were organized by data type: raster and vector
dataset according to optical and radar sensor sources. Vector dataset corresponds to shapefile
of type point, line or polygon. Raster dataset contains TIF or GeoTIFF files derived from
space-borne optical or SAR data and aerial-borne SAR data. Also, TIF images were derived
from DEM geomorphometry processing. The logic design of the geodatabase is presented in
Figure 9-2, and the Geodatabase can be found in Appendix 9.
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9.4. Description of the data model for LS detection
Figure 9-3 shows the configuration of the geodatabase built for this research.
Source: Elaborated by author.
Figure 9-3.: Structural elements of the landslide geodatabase.
FEATURE DATASET contains the following feature classes. All information is in the GCS
WGS 84 coordinate system. Feature dataset corresponds to ancillary data, landslide veloci-
ties, PolSAR, and vector data.
ANCILLARY DATA. Contains thematic maps related to the polygon Popayán, and road
networks of line type. Road network was classified as national, secondary and tertiary. Each
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element of the road-network attribute feature has fields code, road name, and length.
VECTOR DATA. Contains the layers: contour lines at a scale of 1:25K, single drainage,
landslide inventory, soils map, and study area.
CONTOUR LINES 25K is the integration of twelve topographical sheets in geodatabase
format and at a scale of 1 to 25K, provided by the Agustin Codazzi Geographic Institute
of Colombia (IGAC). Topo-map at a scale of 1:25K was identified as 342-IV-C&D, 343-III-
C, 364-II-A/B/C&D, 365-I-A&C, 364-IV-A&B, and 365-III-A. The thematic code used was
6101 for the IGAC Catalogue Object with a curve index every 100 m and intermediate curve
each 25 m.
LS INVENTORY. The landslide inventory map of the study area was digitized between 1915
and 2014. This database was taken from the Colombian Geologic Survey landslide inventory
service and contained information about 230 events distributed within the study area. The
attributes of this layer are shape of point type, code of the event, date of the event, type
and sub-type of a mass movement.
SINGLE-DRAINAGE is the integration of the layers belonging to the 5124 IGAC Catalogue
Object extracted from the same geodatabase mentioned above.
SOILS MAP corresponds to the IGAC soil map at a scale of 1 to 100 K of the plates 342, 343,
364, and 365, which were merged into an unique layer. The field SIM ANTI contains the soil
units. From this field, the geomorphological unit and the slope of the landscape were derived.
STUDY AREA, a polygon that covers the distribution of landslide inventory with the
attributes-shape of polygon type, shape area with the automatic report of the study-area
surface in square kilometers.
PolSAR. Contains information processed from four polarimetry of the aerial-based UAVSAR
data. An unsupervised classification was obtained from polarimetry HH, VH, HV, and VV.
PolSAR 13900 is a feature class with the results of the Freeman, Entropy – alpha, and
Wishart PolSAR classification. The above mentioned applies for each event of LSI. These
classifications are for years 2013, 2014 and 2015. The swap covered by UVSAR data goes
between Purace volcano and Popayán city. The UAVSAR image identified as 31800 contains
similar information than 13900, despite the wide swaths no having an exact coincidence in
the two dates of acquisition.
LS VEL OK PRED. Ground displacements measurements were obtained for the study area
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using the PS-InSAR technique (Ferretti et al., 2001). Ground displacements were based on
the processing of about 24 Sentinel-1 SAR images of the same target area.
VELKO S1A G1 WGS contains the annual velocities of the SIMMA-LSI obtained by pre-
diction with Ordinary Kriging (OK) method. The fields var1 pred and var1 var, corresponds
to the prediction and variance of the prediction by the OK method. These results were for
the south-western zone of the study area.
VELKO S1A G2 WGS & VELKO S1A G3 WGS, have similar information that above de-
scription, but these layers belong to the north-western and north-eastern zone of the study
area.
RASTER CATALOG was organized with the raster products derived from either optical or
radar remote sensing. All products are in GCS WGS 84 coordinate system.
MORPHOMETRY. Contains the datasets of terrain variables derived from Palsar-RTC el-
evation data with a significant relationship with LSI. Slope, topographic wetness index,
convergence index, and landform were produced using the DEM mentioned. The units of
the SLOPE grid is in degrees, and the others are in dimensionless units.
COH G1, COH G2, and COH G3 stored the InSAR coherence derived from the master and
slave image for the time series analyzed with SARProZ software. The above mentioned ap-
plies for the zones SW, NW, and NW of the study area.
NDVI raster dataset, contains the NDVI yearly mosaic with the median value of each pixel
for the years 2012, 2014, and 2016, years where the effect of the cloud and cloud-shadow
could not be removed completely.
9.5. Conclusion
All of the information computed in this research was organized and stored in a geodatabase.
The main aim of this product of the research was to organize the information into a series
of layers integrated using a common coordinate reference system. Also, this geodatabase
provided geo-information products design for the detection of landslides and mapping of
ground deformation. All of the geographic information was projected in the WGS84 projec-
tion datum and the GCS-WGS84 coordinate system.
10. Data fusion for landslides detection
In this chapter, the algorithm of supervised pixel-based classification named Random Forest
(RF) was selected to combine all of the remote sensing data generated in this research, but
also to classify landslides in the study area.
RF classifiers were chosen due to the following reasons: it is generally robust for data noise
and avoids the over-fitting. This means achieving a working performance of the model only
for specific data sets. Furthermore, RF classifiers can handle the high dimensionality of the
remote sensing data and produces higher accuracies regarding the other methods such as
maximum likelihood, neural networks, among others Teluguntla et al. (2018). Besides, this
type of classifiers are non-parametric (the estimated function cannot be described by using
a finite number of variables) and they do not need any statistical distribution assumption
Crisci et al. (2012).
A multidimensional image containing all of the generated variables in this research was
created and cut into the study area. Moreover, a layer with training data and another with
test data were needed to run the RF algorithm in R Studio software1. The output of the RF
algorithm was a classified image with landslide events and the precision metrics such as Out
of Bag accuracy, Mean Decrease in Accuracy (MDA), as well as obtaining kappa statistics.
10.1. The random forest algorithm
Machine learning (ML) techniques are characterized by the use of algorithms and compu-
tational resources to handle large amounts of data, high number of variables and complex
data structures. It uses a set of tools and techniques to solve classical statistical problems
such as classification, regression, clustering, among others Crisci et al. (2012).
This research had as an approach the effect measure of explanatory variables (remote sensing
data) over a target variable (landslide inventory). This type of models are determined by
Supervised Learning (SL) methods with a both regression or classification scope. The main
contribution of SL methods is to know how to predict a random variable (landslides) based
on a set of explicative random variables.
1https://rstudio.com/products/rstudio/download/
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The space of explicative variables can be split into multidimensional rectangles for using
them as local predictors, which is a method concerning the classification and regression trees
(CART). In a tree structure, the original data set is partitioned into two subsets which are
more homogeneous than the first one, creating a branching structure with an increase of
the homogeneity in each ramification. When the target variable is discrete, as in the case
of landslides, the focus is the classification trees, and the homogeneity is measured by using
the Entropy and Gini index criteria. The optimal number of terminal nodes is a function of
the homogeneity measure of nodes and the number of leaves.
According to (Crisci et al., 2012) the advantages of the CART methods are: they are robust
to the effects of outliers in the output, trees can handle mixed variable types, CART gives an
importance index for each explanatory variable entered to the model, and it can deal with
data sets with complex structures.
On the other hand, CART has a problem: the instability due to changes in the training
sample, for the slightest variation may introduce changes in the structure of the model. This
can be resolved by aggregation techniques, as in the practice the data set are split into two
subsamples (the training sample and the test sample), so the model can be estimated over
the training sample and its performance studied using the test sample.
One of the aggregation algorithms is Random Forest (RF), which uses a large series of
low-dimensional regression trees and also executes several classification ones. For a new can-
didate, the prediction of RF is a majority vote over the predictions provided by the trees in
the forest. RF uses the high variance among individual trees, where each tree votes for the
class membership and assigns the class with the criteria of the majority of votes Hong et al.
(2016). The trees in the forest are generated with the following steps: first, each tree is built
with a bootstrap sample of the same size of the training sample. Each tree is developed to
its largest extent, and, in each node of a tree, the optimal split is selected from all the splits
on only m < d randomly chosen variables.
In terms of prediction accuracy, it ran fast and has the capacity of handle very large
databases; RF is one of the most efficient learning algorithms.
Mapping and classification landslide susceptibility has been studied using random forest in
several investigations such as (Hong et al., 2016; Pham et al., 2016; Scarpone et al., 2017;
Lagomarsino et al., 2017; Taalab et al., 2018; J. H. Lee et al., 2018; W. Chen, Xie, et al.,
2018; Pham et al., 2018).
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10.2. Materials and methods
In this section we present a summary of the remote sensing data generated during the
research and the classification methodology using Random Forest. The complete results can
be found in Appendix 10.
10.2.1. Characteristics of the selected sub-zones
Figure 10-1 shows a composition of all layers with remote sensing data generated in this
research and the sub-zones selected for the classification, which were related to landslide
distribution in the study area. The three sub-zones were identified as northwestern (NW),
southeastern (SE) in ascending pass and northeastern (NE) in descending pass.
Source: Prepared by Author.
Figure 10-1.: Remote sensing variables in the study area and subzones selected.
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The main reason for choosing the three sub-zones was the coverage of the SIMMA-landslide
inventory with remote sensing variables: terrain variables, vegetation index, InSAR coher-
ence, InSAR displacement and PolSAR classification. Only SE and NE sub-zones contain
the majority of the variables studied. NW sub-zone was not covered by PolSAR classification.
Table 10-1 contains the main characteristics of each sub-zone selected for applying the Ran-
dom Forest algorithm. Each landslide inventory of the sub-zone was split into two subsets
of either training sample or test sample in a proportion of 70:30 respectively, in concordance
with the study made by Huang & Zhao (2018).
Table 10-1.: Characteristics of the sub-zones selected to apply Random Forest algorithm.
Issue Unit NW sub-zone SE sub-zone NE sub-zone
Covered area Ha 2,075 1,039 1,044
Layers to combine - 12 25 31
Morphometry variables - Yes Yes Yes
Vegetation index (NDVI) - Yes Yes Yes
PolSAR decomposition - NA Yes Yes
InSAR coherence - Yes Yes Yes
InSAR displacement - Yes Yes Yes
Resampled velocity - No Yes Yes
Landslide-inventory # 64 78 30
Training sample # 44 54 22
Test sample # 20 24 8
10.2.2. Random Forest processing (workflow)
First of all a general procedure is presented in order to show the activities performed to
apply the method and, in second place, the particularities of the RF method are described.
General workflow to apply RF classification: All of the layers derived from the Earth
Observation (EO) data, in the same reference system (WGS84), were stored in a directory.
Then, a Phyton script (Clip tidd-0) was run in QGIS software to cut the EO layers based
on each of the three sub-zones.
Subsequently, the merge function of the QGIS raster operation was used to combine all the
EO layers. This formed a multidimensional image in GeoTIFF format with the statistics of
each layer being built in ArcCatalog of ArcGIS 10 software.
164 10 Data fusion for landslides detection
After that, the SIMMA landslide inventory was cut with each sub-zone selected for the clas-
sification. This output was sorted in ascending way by the longitude-coordinate in order to
apply the systematic sampling method. In R software, the LSI inventory in each sub-zone
was split into two subsets in a proportion of 70:30. This proportion is commonly used in
landslide susceptibility studies such as (Pham et al., 2016; Hong et al., 2016; Taalab et al.,
2018).
A script from the ARSET-NASA course2 was adapted to the EO data generated in this re-
search, in order to apply Random Forest method, to classify landslide inventory and predict
them in other places of the selected sub-zones.
Finally, the RF algorithm was applied into RStudio software with this input data: multidi-
mensional image, training sample and test sample. The output was an image with landslide
classification in GeoTIFF format containing precision metrics.
Random Forest details: A set of training data, named as classes, with associated pre-
dictor variables, is required. Each row is an unique data point for training the model. Each
column contains the value of a predictive variable. In this case, a model is created to identify
each type of landslide.
The data set consisted of several types of landslides. There were multiple predictor variables
that can be used to train the model. The data set contained categorical data (soil type)
and continuous data (slope, InSAR coherence, etc.). RFs can use both in combination. The
following stages were implemented.
Initially, a creation of training data to grow the first tree. For N data, N cases with replace-
ment were sampled, resulting in replicas. This is part of how we obtain multiple and diverse
trees, avoiding over-fitting. When many samples are chosen this way, the result was an
average of approximately 2/3 of all the data selected to train a single tree result. Therefore,
approximately 1/3 is also left out and can be used to assess the accuracy of the newly built
tree.
Next, a selection a subset of predictor variables to determine the optimal division in the first
node or root node. This training data set consisted of the variables indicated in Table 10-1.
Mtry is the number of variables tested to determine the optimal division in each node. It
is usually a number smaller than the total predictor variables. In the R code this value is
the square root of the total number of variables contained in the data set. RF evaluated all
possible divisions in this data set to determine which one is optimal. Gini gain was obtained
from all the divisions evaluated. The process was repeated hundreds to thousands of times
2SAR for landcover applications. ARSET-NASA webinar. August 8th and September 4 th, 2019.
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with different training samples. The final classification for all data points was determined
by taking the majority mode or the prediction of all trees in the forest. This is known as a
majority vote process.
After the above, it was needed to took the ‘Out of Bag’ samples through the tree and calcu-
late the Out of Bag error (for a particular tree). To find out how accurate was the model, the
sample from the original data set was used, which was not selected during random sampling
with replacement; approximately 1/3 of the total data set.
Another step was to calculate the general Out of Bag error, for getting an idea of how the
model is working as a whole. For this, the error matrix from outside the bag, or general
Bag, was calculated. The sample outside the bag differs in each tree. The final error of the
stock market is also based on a majority voting process.
The following was to calculate the Mean Decrease in Accuracy (MDA). These are measures
of variable importance based on the decrease of classification accuracy when values of a vari-
able in a node of a tree are permuted randomly. This allows to understand the importance
of each variable in the model. As their values are randomly exchanged, the values outside
the bag are shuffled randomly. This eliminates the predictive power of that variable for a
specific tree. Then all the samples are carried out of the bag through the same tree, allowing
to possibly notice that the permutation of the tree variable has resulted in many erroneous
classifications.
Then, the validation data is extracted. The same process that was applied to extract the
training data to make an independent validation is repeated. Both the validation data set
and the training data set were found in different areas of the map. This was done for having
an idea of how well the model works in the rest of the scene and to be sure that the model is
applied to each pixel. Thus, the independent validation data were classified with the model
that has just been created. Then, a confusion matrix was generated using the independent
validation data. From this, general accuracy, accuracy by class and kappa statistics are
calculated.
Finally, the entire raster can be classified to show the spatial extent of each type of slippage
throughout the scene.
Figure 10-2 shows the overall process of the RF method.
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Source: Adapted from (Crisci et al., 2012; Scarpone et al., 2017).
Figure 10-2.: Random Forest model implemented to landslide classification.
10.3. Results
10.3.1. Training model
Table 10-2 contains the results of the Random Forest classification. RF function in R studio
was used to develop the model with the training dataset. The results of the classification
model are presented in Table 10-2.
Table 10-2.: Results of the RF classification model of landslides in the three sub-zones.
Type of Movement
NW sub-zone SW sub-zone NE sub-zone
# Class accuracy # Class accuracy # Class accuracy
Fall 13 15.4% 2 0.0% N.D.
Creep N.D. 2 0.0 N.D.
Rotational 16 43.8% 15 66.7% 6 50%
Planar translational N.D. 8 25.0% N.D.
Translational 12 33.3% 26 96.2% 13 92.3%
Overall accuracy 31.7% 69.8% 78.9%
Total 41 53 19
The classification’s overall accuracy for the constructed model was 31.7% in the NW sub-
zone, 69.8% in the SW sub-zone, and 78.9% in the NE sub-zone. The better high-class
accuracy corresponded to the rotational and translational type. Rotational slides had a class
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accuracy of 43.8% in the NW sub-zone, 66.7% in SW sub-zone, and 50% in NE sub-zone.
Translational slides had a class accuracy of 33.3%, 96.2% and 92.3% in each of sub-zones
indicated. Being the mass movement of rotational and translational types more frequent,
these influenced the high accuracy obtained in this class.
In summary, the model’s accuracy, which measures the fit of the model for training samples,
did gave a correct classification in the sub-zones SW and NE where more variables were
generated from remote sensing techniques. Appendix G contains the results of the Random
Forest function implemented in R software.
10.3.2. Model assessment
The assessment model helps to evaluate the performance of the classifier in respect to an-
other data. The strategy implemented was the validation set. This approach consisted in
splitting the landslide dataset into two sub-groups: a training set and a testing test. The
Random Forest classifier is fit into the training set, and then this fitted model is used to
make predictions for the observations in the test set. The metrics of the model performance
are presented in Appendix G in the form of binary contingency tables.
Table 10-3 gathers the accuracy metrics derived from the confusion matrices, which compares
the reference values with the predicted values.
Table 10-3.: Evaluation of the model classification performance.
Type of Mass Movement
Class acuracy (%)
Users Producers Users Producers Users Producers
NW sub-zone SW sub-zone NE sub-zone
Fall 22.2% 66.7% 100% 100 % N.D. N.D.
Creep N.D. N.D. 100% 100 % N.D. N.D.
Rotational 66.7% 50.0% 66.7% 80.0% 0.0% 0.0%
Planar translational N.D. N.D. 50.0% 16.7 % N.D. N.D.
Translational 50.0% 25.0% 71.4% 90.9% 42.9% 75.0%
Overall accuracy 42.1% 70.8% 37.5%
Kappa (%) 17.7% 55.6% -25.0%
The overall accuracy represents the percentage of landslide types correctly classified. Hence,
we obtained an overall accuracy of landslides of 42.1%, 70.8% and 37.5% for the sub-zones
NW, SW, and NE respectively. The best performance was found in the SW sub-zone.
The user’s accuracy is related to a correct classification of a type movement into the ref-
erenced type movement. This metrics is used to determine the omission error or exclusion
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error. This error means that a specific type of movement is classified as another class (er-
ror type 1). Rotational slides had a user’s accuracy of 66.7%, 66.7%, and 0% in the three
sub-zones. Translational slides had a user’s accuracy of 50%, 71.4%, and 42.9% respectively.
In general terms, the SW sub-zone showed a better performance in the classification model
from the omission error.
The producer’s accuracy is related to the commission error or inclusion error. The above
corresponds to the error type 2, which is the probability of accepting a null hypothesis when
this is false. Rotational slides had a producer’s accuracy of 50%, 80%, and 0% in the sub-
zones NW, SW, and NE respectively. Translational slides had a producer’s accuracy of 25%,
90.9%, and 75% in the three sub-zones considered.
10.3.3. Mean Decrease Accuracy
Concerning the importance of the remote sensing variables on the classification model, the
metric Mean Decrease Accuracy was implemented in RF. The figures 10-3, 10-4, and 10-5
displayed the ranking of the variables by order of importance.
The measuring of the importance of variable known as mean decrease accuracy (MDA),
an adimentional variable, gave the highest contribution for the classification accuracy. The
order of importance of the variable in the NW zone indicated that the InSAR dsp with
minimum perpendicular baseline is the most predictive variable, followed by morphometric
variables (flow path length and slope). In this ranking, the InSAR coherence, the InSAR
displacement and NDVI also appeared.
In the SW sub-zone the highest variables in importance were PolSAR (Entropy-alpha clas-
sification), InSAR dsp and NDVI. Next in the ranking were PolSAR (Freeman Durden
classification), morphometric (slope) and InSAR coherence.
In the NE sub-zone, the first variables in order of importance were PolSAR (Freeman Durden
classification), InSAR dsp, PolSAR (Entropy-alpha classification) and NDVI.
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Source: Elaborated by author.
Figure 10-3.: Importance of the variables in decreasing order for the NW sub-zone.
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Source: Elaborated by author.
Figure 10-4.: Importance of the variables in decreasing order for the SW sub-zone.
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Source: Elaborated by author.
Figure 10-5.: Importance of the variables in decreasing order for the NE sub-zone.
In summary, the sub-zones SW and NE, which had greater quantity of variables, showed that
the variables from PolSAR technique (unsupervised classification), InSAR displacement and
NDVI band ratio were the most important variables for the construction of the classification
model.
10.4. Discussion
The models of classification were obtained with the “RandomForest” package in the R sta-
tistical computing language.
Since we obtained OOB error rate of 68%, 30%, and 21% in the NW, SE y NE sub-zones,
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showing that RF classification model was performed reasonably well in the two last cases.
NW sub-zone had less explanatory variables than the other sub-zones (12 against 25 and 31
respectively) which explained the higher OOB error.
The NW subzone showed a general accuracy of 42.1% with omissions errors of 33.3% for fall
types, and commissions error, also of 33.3% for rotational slide types.
In the SE subzone, rotational and translational slides had omissions errors of 20% and 9%
respectively. Its commissions errors of 33% and 29% each other. The general accuracy in
this zones was 70.8%.
Finally, in the NE descending sub-zone the landslides of type translational slide had a omis-
sion error of 25% and a commission error of 57.1%. This value corresponds to False Negative
defined as the number of non-landslide points that were incorrectly classified as landslide
Pham et al. (2018).
Kappa coefficient is used for the assessment of reliability of the landslide susceptibility mod-
els. Kappa values varies from -1 (non-reliable) to 1 (reliable) Pham et al. (2016). The Kappa
value obtained corresponded to 0.18 in the NW sub-zone, 0.56 in SE sub-zone and, -0.25
in NE sub.zone. Thus, only the classification model I from SE sub-zone can be considered
acceptable.
10.5. Conclusion
Landslide classification using Random Forest showed the capacity to relate the predictive
variable with multidimensional explanatory variables. In this case, a training sample derived
form CGS-SIMMA landslide inventory and variables obtained by remote sensing processing.
A test sample was needed in order to validate the classification model.
In spite of to achieve a prediction model in each sub-zone analysed, the better results cor-
responded to overall accuracy of 71%. The reasons for the above were the scarse spatial
extension of the landslides in the study area, the need of obtain an independent test sample
more robust or even the scarse diversity in the typologies of landslide in the study area.
11. Conclusions and recommendations
11.1. Conclusions
Different remote sensing techniques were explored in this research to investigate landslide
conditioning factors: i) geomorphometry, ii) SAR interferometry with single and multiple
approaches, iii) Multi-InSAR, iv) SAR polarimetry, and v) NDVI time series. Firstly, a
derivation of terrain variables related to landslides using digital elevations models (geomor-
phometry approach). Another important issue was SAR interferometry (InSAR) with both
InSAR measures (coherence and unwrapped phase) and resolving surface displacements us-
ing the PS-InSAR approach. A third point was SAR polarimetry (PolSAR) which allowed
determining the dispersion mechanism of the landslides in the study area. Finally, the spec-
tral characteristic of the landslides was investigated through the band ratio, also known as
normalised vegetation index (NDVI) with the multitemporal approach.
The overall study area planned initially was divided into three subzones (SE, NW, and NE)
due to different wide swath of data derived from remote sensing techniques.
Remote sensing approaches were applied using Earth Observation data at a regional scale.
So, the DEMs 30 m SRTM, 90 m SRTM, 12.5 m Palsar RTC data, 25 m Topo-map were
used. Also, InSAR interferograms calculated with a stack of Sentinel-1 radar scenes provided
a pixel spacing of about 15 m after the geocoding stage. Furthermore, UAVSAR polarimetric
data supplied output products with 6m of spatial resolution. On the other hand, optical
remote sensing using Landsat multitemporal composites found time series of NDVI at 30
m of spatial resolution. All remote sensing data processed were resampled to 30 m or 90m
spatial resolution according to the aggregation principle for the fusion stage. Considering
the Earth Observation data listed above and the reference GCS-SIMMA landslide inventory
being represented as points, this research gave results at a regional scale.
The Colombian Geologic Service within the geo-portal SIMMA, contains a national reposi-
tory of landslides registered in the categories ’Inventory’ and ’Catalog’. From this special-
ized information, we built a database which was taken as reference for this research. The
exploratory analysis of this database showed: 77.4% of slides type, 16.5% of fall type, and
6.1% of flow and creep type for a total of 230 events, which were called inventory. In the case
of Catalog events, 251 events were registered with the following relative frequencies: 89.6%
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of slide type, 9.6% of flow type and 0.8% of creep type. The inventory database contained
more detailed information related to the landslide features.
All of the sources and techniques above mentioned were analyzed to the accomplishment of
the research objectives presented in Chapter 1 of this research.
• The potential of passive and active sensors to semi-automatically detect mass move-
ments discernible in an intermediate scale was evaluated with the following results.
Concerning geomorphometry analysis.
An accuracy assessment of Palsar RTC elevations data with a spatial resolution
of 12.5 m that had a vertical accuracy which corresponds to a topographic map
at a scale of 1:25K.
Terrain variables derived from Palsar RTC data corresponded to slope, topo-
graphic wetness index, convergence index, valley depth and insolat with inde-
pendent behaviour. These allowed to obtain a model of landform classification
with high coincidence to the true landform contained on GE virtual globe.
The terrain variables, slope, convergence index, topographic wetness index and
landform were included as independent variables in a landslide susceptibility
model. Slope and topographic wetness index had the highest association with
landslides in the logistic regression model. A validation test with a proportion
of 70:30, corresponding to training and test samples, was 0.55 considering only
morphometric variables.
The strongest correlations between the landslide conditioning factors and land-
slide locations were found with Weight of Evidence (WofE) method. WofE
method gave as result that the more important terrain variables were i) strongly
undulating terrain and slightly rugged terrain (7 to 27 slopes), ii) flow path length
until 371 m, and iii) unit soils classified as mild and humid hill lands (LQ), and
wet cold mountain (MK).
SAR interferometry analysis with the processing of single interferograms gave the following
findings. The effect of a DEM on the estimation of InSAR measures with a few interfero-
grams allowed to conclude that i) T-test showed similar results for InSAR coherence with any
DEM; this means that the chosen DEM has a minimal impact on individual wrapped differ-
ential interferograms, ii) T-test and Tukey test proved that the mean of the interferograms
generated by varying a DEM is different at a significance level of 0.05, for unwrapped phase
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(displacement). These significant statistical differences in unwrapping phase processing are
due to inaccuracies in DEMs. Another point was that InSAR coherence and InSAR dis-
placement, obtained with SRTM1-DEM were highly related to landslides within a binomial
logistic regression model. On the other hand, WofE analysis found that InSAR coherence
values between 0.43 and 0.67 are highly associated with the referenced landslide inventory.
Also, displacement values between 0.14 m and 0.19 m from a single interferogram, obtained
from SRTM1 DEM, had a high relationship with landslides.
Concerning the effect of a DEM on the estimation of InSAR measures with multiple interfer-
ograms, we had similar results than the one from single interferogram analysis. This means
that InSAR phase and InSAR coherence had less variability than InSAR displacement by
varying the DEMs mentioned above. A detailed analysis of InSAR coherence with Tukey
test showed similar behaviour with any DEM.
Multi-InSAR processing of InSAR measures gave the following results. Reflectivity values
lightly higher for InSAR-VH polarimetry compared with InSAR-VV using Sentinel-1B radar
scenes. S1A-InSAR phase analysed with minimal perpendicular baseline resulted in greater
contrast or heterogeneity (greater information content) for landslides of type slides. This
condition showed a semilogarithmic linear trend of the InSAR phase in function of log-
number of landslides events of type slide. InSAR coherence ranges showed greater contrast
in slide type which contents more landslides events. The contrast of the InSAR coherence
was greater for VV polarisation than their corresponding VH polarisation.
For this reason, the PS-InSAR method was applied with radar scenes in VV polarisation. As
a result of the WofE method applied over Multi-InSAR coherence indicated that the maxi-
mum studentized contrast which shows the highest values range associated with landslides
were 0.55 to 0.66, 0.54 to 0.65, and 0.43 to 0.54 on the SE, NW, and NE subzones analysed.
This occurred near the master radar scene with the less perpendicular and temporal baseline.
The optical satellite remote sensing with multitemporal approach allowed to study the band
ratio, known as normalised differential vegetation index (NDVI). A first point were the re-
sults of the sensors MODIS (MOD13Q1 data) with a 250 m of spatial resolution and 16 days
of revisit time, and the Landsa8–T1-TOA without any cloud and cloud shading mask and
with NDVI values from every 60 days. The former allowed to know the seasonality of the
NDVI. This means that there were identified three periods within a year where there exists
variability in the NDVI. A comparison between MODIS and Landsat-8-T1-TOA without
cloud masking gave a tendency measure of the NDVI median of 0.58 and 0.65 respectively.
Time series from Landsat 8 SR allowed to apply cloud and cloud shadowing processing in
Earth Engine cloud computing. This analysis derived in a yearly mean of landslides NDVI
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of 0.63 in 2013, 0.64 in 2014, and 0.59 in 2015. Considering the type of landslides a few vari-
ations of the L8-SR-NDVI were found. Time series analysis of changes in vegetation cover
using the Mann-Kendall rank correlation and Theil-Sens slope estimator was not significant
on this research due to that the time series analysed was very short.
WofE analysis of the Labdsat8-SR-NDVI showed that the NDVI range between 0.42 to 0.71
was highly related to landslides in the southwestern zone. A similar range was found in the
NW subzone which was between 0.41 to 0.67.
• This section describes the findings related to developing (adapting an Open Source
code) a segmentation algorithm and pattern recognition for the semi-automatic detec-
tion of potential mass movements, discernible in an intermediate scale, with a multi-
data fusion approach.
To detect displacements, a first finding was the measuring of mean velocities in the satellite
line of sight (LOS) and its corresponding cumulative displacements using the PS-InSAR
technique. The deformation trend was estimated for the Sentinel-1A IW1 LOS in the range
from – 10 mm/year to 10 mm/year concerning to extremely slow landslide displacement
rates. The PS-InSAR analysis was conducted over the SE, NW, and NE subzones of the
study area with 12, 4 and 3 points per square kilometres. The above was better than the
recommended by literature.
These persistent scatterers (PS) formed a network with coherence values higher than 0.7
which allowed to perform a spatiotemporal analysis to remove the SAR phase errors due to
signal delays caused by the atmospheric layers. The atmospheric effect or residual height
could not be completely removed due to the difficulty to select a stable control ground point
on open areas in the middle of the radar scene. In spite of this condition displacement rates
along the LOS with mean positive values of 3 mm/year were found, meaning that most
points of the studied areas are moving towards the sensor. Kriging ordinary interpolation
allowed to classify deformation velocities over landslides inventories in the range of slow
displacement rates. These findings are the first approach to solve the problem of InSAR
displacement in this study area and should be validated in subsequent studies.
The LOS velocity vector decomposition gave positive (upwards) and negative (downwards)
vertical velocities. Positive velocities indicate that the atmospheric effect was not completely
removed which will require in future research the use of a larger number of interferometric
pairs (> 24) and the installation of a control network previous to the research.
In relation to detection of the scattering mechanism, this research used was the SAR po-
larimetry, PolSAR, in order to classify the CGS-SIMMA landslide inventory according to
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the scattering mechanism allowed by this remote sensing technique. In the first place, a
dual polarisation analysis with C-band Sentinel-1 spaceborne-radar images was done. VV
backscatter coefficients were larger than VH backscatter coefficient, indicating that land-
slide targets in co-pol backscatter reflected the highest radar backscatter (sigma nought)
than cross-pol backscatter. Also, a WofE analysis showed that the PolSAR ranges most
strongly related to landslide events were -17 dB to -15 dB in VH polarisation and between
-10 dB and -8 dB in VV polarisation.
Three polarimetric decomposition methods over UAVSAR quad-pol data from an aerial-base
L-band were used to classify polarimetric data of landslides. They were: Freeman-Durden,
H/A/Alpha. A principal component analysis showed that Freeman-Durden contributed
more to the axis 1 of the first factorial plane, while H-alpha classification explained better
the contribution to the axis 2 of the first factorial plane. Freeman-Durden classification di-
vided landslides in the scattering mechanism, surface scatters (odd), volume scatters (Vol),
and double bounce scatter. A Tukey-test comparing the Freeman-Durden decomposition in
the years 2013, 2014, and 2015 only showed significant changes in the double bounce mech-
anism year by year. This probably means that landslides are located in places where there
is a scattering between two objects like the tree trunk and the ground surface.On the other
hand, H-alpha did not show any changes in the scattering of landslides through the years
2013, 2014, and 2015.
Finally, in this quad-polSAR analysis, the unsupervised classification of landslides using
H-alpha decomposition partitioned SIMMA landslide inventory in nine classes. The most
frequent class (70.4%) of the SIMMA landslides were the category ‘medium entropy with
multiple scattering and vegetation’, and the category ‘medium entropy surface scattering
low’.
Landslide classification using Random Forest showed the capacity to relate the predictive
variable with multidimensional explanatory variables. In this case, a training sample derived
form CGS-SIMMA landslide inventory and variables obtained by remote sensing processing,
and a test sample was needed in order to validate the prediction model.
The processing chain of the RF method used open and commercial software to generate an
image with multiples bands, each one contained the remote sensing variable studied in this
research. Landslide inventory was split into two sub-sets one of them for a training model
and the other for the testing model. This partition depends on the spatial extension of the
landslides, the sampling method and the diversity of landslide typologies. In this research,
the accuracy of the detection model had the better performance in the southeastern zone
with a value of 70%.
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• To build a data model for mapping potential mass movements in an intermediate scale,
we integrating all layers in a geodatabase into a G.I.S.
All of the information computed in this research was organized and stored in a geodatabase,
in according to the structure of the research, which considered spatial database elements
and was managed in standard DBMS tables using standard SQL data types. The approach
was the geodatabase implemented in ArcCatalog module of the ArcGISv10 software for in-
tegrating geo-information products designed for the detection of landslides. These products
were represented in vector and raster models derived from the Earth Observation Data and
remote sensing techniques.
• The methods to validate the model of semiautomatic detection of potential MM at an
intermediate scale are presented to following.
This research used methods of validation in different stages of its execution. In general terms,
each remote sensing technique was validated, and finally, the landslide detection model was
also validated by using the inside metrics derived from the Random Forest machine learning.
Respect to the geomorphometry analysis, the digital elevation models used for deriving land
surface variables and for the deformation estimation by InSAR processing, were evaluated
in terms of accuracy by comparing the content of its elevation data with the data obtained
from GPS control points and a referenced DEM obtained by interpolation of level curves.
The results indicated that the ALOS PALSAR elevation data had a vertical accuracy within
the range of tolerance given for a scale of 1:25K.
On the other hand, the single InSAR processing workflow for the deformation estimation
was validated by repeteability analysis by varying four different external DEMs and selecting
the 1 arc second SRTM-DEM as the most suitable and consistent for this kind of analysis.
A reproducibility analysis using a multi-InSAR analysis validated the aforementioned. With
the same technique, the majority of errors composing the InSAR phase difference were re-
moved for estimating velocities and cumulative displacements of the terrain.
Kriging Ordinary was used to make predictions of terrain velocities over SIMMA landslides
and to define their correspondent uncertainties. Being PS-InSAR a method that estimates
LOS velocities, it was needed to decompose this vector in 3D in the components east, north
and zenith. However, the accurate interpretation of these results requires of field information
which was not possible in this research due to the use of archive radar scenes.
The dual PolSAR analysis executed with Sentinel 1 radar sensing was validated with the
results obtained by quad PolSAR data from the aerial-based UAVSAR. The principle of
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reproducibility was applied by two methods of classification (Freeman Durden and Enropy
Alpha) for selecting the one with maximum variability in a principal component analysis.
The spectral index known as NDVI was obtained in a redundant way by time series analysis
and with the high temporal resolution sensor MODIS and with a high spatial resolution
LANSAT8. This allowed establishing categories higher associated with landslides.
All of the information obtained from the Earth Observation Data was subjected to the WofE
technique for selecting the highest ranges related with landslides events.
The metrics given by RF method allowed to apply quality standards for the report of values
related to pixel values predicted correctly, pixels predicted incorrectly as “landslide”, pixels
predicted correctly as ‘non-landslide’ and, pixels predicted incorrectly as ‘non-landslide’.
11.2. Main findings of this research
In this research we evaluated the vertical error of DEMs at a global scale within the study
area, generating robust metrics of accuracy.
The landform detection model generated in this research is an important tool for studying
the behaviour of the external component of the geoform; it is one of the input data for
studies of geomorphology.
The first signals of estimation of velocities in the line of sight of the satellite using VV po-
larimetry and C-band can help to strengthen this first estimations and generate indices of
landslide activity within susceptibility studies.
In this way, the retro-dispersion mechanism using PolSAR data will help to enhance the
landslide susceptibility studies, validating the traditional land use information.
The large volume of the remote sensing data generated in this research will allow to answer
further research questions for potential papers, i.e. the estimation of velocities with VH
polarimetry, the use of non-linear trend models in displacements, among others.
11.3. Recommendations
For future researches, the following aspects should be considered:
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In spite of the InSAR processing being implemented on SARProZ software with a parallel
computing environment, intensive manual data analysis and interpretation was required.
Future researches should focus on developing algorithms to automatically detect and extract
patterns from the outcomes of the multi-InSAR workflow.
For subsequent researches, it is recommended to select a small study area, where all of the
information provided by Earth Observation Data in different modes of acquisition matches
with that specific area but also with the landslide inventory data. This would decrease
the pre-processing times and would allow focusing on the application of the remote sensing
methods.
A control network must be constructed with conventional equipment (total station or GPS)
in order to have a valid comparison pattern when evaluating the accuracy of the landslide’s
velocity estimation.
This research used Earth Observation data from second generation satellites. However, in
the initial years, there were a lot of temporal gaps, which especially decreased the available
radar scenes for the multi-temporal analysis. In the future, the idea is to have a continuous
dataset for a long period. But, in the meantime, it is suggested to use, in future researches,
satellite data imagery from archives that completed their lifespan.
Despite the Colombian Geological Service possess a geo-service with an updated landslide
inventory, the spatial data infrastructure of the public entities must progress in reinforc-
ing the databases related to landslides. This can be achieved by mapping landslides with
polygon-type shapes and ensure the metadata such as the precise date of landslide occur-
rence.
In this research, the most accurate technologies for obtaining redundant and precision in-
formation were PS-InSAR and multi-year Landsat NDVI time series. Both of them are
implemented in cloud computing. For this reason, the subsequent researches should be sup-
ported in these methods and implementing more robust machine learning methods.
In the near future, when longer Sentinel-1 time series will be ready to download, a better
understanding of the landslide behaviour will be possible.
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Appendices
A. CGS-SIMMA landslide inventory
• Geomorphological inventory
• Catalogue type
LANDSLIDES DATABASE ON THE STUDY AREA (CGS-SIMMA)
GEOMORPHOLOGICAL INVENTORY
Latitud Longitud FechaEvento Mpio Codigo Altura Edad Estado Distribucion TipoMov SubtMov TipoMat OrigSuelo
2.375 -76.54027778 2014-12-25 Popayán 34226 2420 <1 Reactivado Avanzado Deslizamiento Rotacional Roca Volcánico
2.439183333 -76.64275 2014-04-16 Popayán 33525 1761 <1 Activo Retrogresivo Deslizamiento Rotacional Detritos Residual
2.438611111 -76.64261111 2014-03-12 Popayán 34251 1741 <1 Activo Retrogresivo Deslizamiento Rotacional Tierra Volcánico
2.5075 -76.70694444 2014-02-27 Popayán 34190 1691 <1 Activo Retrogresivo Deslizamiento Rotacional Tierra Volcánico
2.485277778 -76.68544444 2014-02-20 Popayán 33740 1731 1.5 Activo Avanzado Deslizamiento Traslacional Tierra Volcánico
2.405977778 -76.50313611 2013-12-25 Popayán 33727 2165 <1 Activo Ensanchado Deslizamiento Traslacional Detritos Volcánico
2.380941667 -76.50866667 2013-12-25 Popayán 33733 2622 <1 Activo Retrogresivo Caida CaidaDetritus Detritos ND
2.359166667 -76.51416667 2013-12-25 Popayán 34225 2760 <1 Activo Retrogresivo Deslizamiento Traslacional Roca Volcánico
2.420394444 -76.50901944 2013-12-25 Popayán 33729 2041 <1 Activo Retrogresivo Deslizamiento Traslacional Detritos Volcánico
2.404622222 -76.50191389 2013-12-25 Popayán 33726 2154 <1 Activo Ensanchado Deslizamiento Traslacional Detritos Volcánico
2.434466667 -76.55946667 2013-12-25 Popayán 33518 2082 <1 Activo Retrogresivo Deslizamiento TraslacionalPlanar Tierra Residual
2.434466667 -76.55865 2013-12-25 Popayán 33517 2078 <1 Activo Retrogresivo Deslizamiento Traslacionalplanar Tierra Residual
2.406666667 -76.5675 2013-12-25 Popayán 34365 2322 <1 Activo ND Deslizamiento Rotacional Detritos Volcánico
2.439280556 -76.56466667 2013-12-25 Popayán 34310 2010 <1 Activo Ensanchado Deslizamiento Traslacional Detritos Volcánico
2.437638889 -76.5598 2013-12-25 Popayán 34307 2046 <1 Activo Ensanchado Deslizamiento Traslacional Detritos Volcánico
2.433197222 -76.56426944 2013-12-25 Popayán 33738 2041 <1 Activo Ensanchado Deslizamiento Traslacional Detritos Volcánico
2.382066667 -76.50866667 2013-12-25 Popayán 33732 2636 <1 Activo Avanzado Deslizamiento Traslacional Detritos Volcánico
2.391061111 -76.50785278 2013-12-25 Popayán 33731 2537 <1 Reactivado Retrogresivo Deslizamiento Traslacional ND ND
2.436416667 -76.5609 2013-12-25 Popayán 33524 2089 <1 Activo Retrogresivo Deslizamiento Rotacional Detritos Residual
2.438833333 -76.55921389 2013-12-25 Popayán 34306 2046 <1 Activo Retrogresivo Deslizamiento Traslacional Detritos Volcánico
2.424444444 -76.56472222 2013-12-25 Popayán 34368 1993 <1 Activo Avanzado Deslizamiento Rotacional Detritos Volcánico
2.4125 -76.55916667 2013-12-25 Popayán 34367 2124 <1 Latente Ensanchado Deslizamiento Rotacional Detritos Volcánico
2.354166667 -76.5225 2013-12-25 Popayán 34228 2872 <1 Activo Retrogresivo Deslizamiento Traslacional Detritos Volcánico
2.436680556 -76.55058333 2013-12-25 Popayán 34317 2073 <1 Activo Retrogresivo Caida CaidaDetritus Roca Residual
2.437722222 -76.56827778 2013-12-25 Popayán 34315 1931 <1 Activo Retrogresivo Caida CaidaDetritus Detritos Volcánico
2.433955556 -76.56472222 2013-12-25 Popayán 34311 2039 <1 Activo Ensanchado Deslizamiento Rotacional Detritos Volcánico
2.380941667 -76.50866667 2013-12-25 Popayán 33733 2622 <1 Activo Retrogresivo Caida CaidaDetritus Detritos ND
2.359166667 -76.51416667 2013-12-25 Popayán 34225 2760 <1 Activo Retrogresivo Deslizamiento Traslacional Roca Volcánico
2.420394444 -76.50901944 2013-12-25 Popayán 33729 2041 <1 Activo Retrogresivo Deslizamiento Traslacional Detritos Volcánico
2.404622222 -76.50191389 2013-12-25 Popayán 33726 2154 <1 Activo Ensanchado Deslizamiento Traslacional Detritos Volcánico
2.434466667 -76.55946667 2013-12-25 Popayán 33518 2082 <1 Activo Retrogresivo Deslizamiento TraslacionalPlanar Tierra Residual
2.434466667 -76.55865 2013-12-25 Popayán 33517 2078 <1 Activo Retrogresivo Deslizamiento Traslacionalplanar Tierra Residual
2.406666667 -76.5675 2013-12-25 Popayán 34365 2322 <1 Activo ND Deslizamiento Rotacional Detritos Volcánico
2.439280556 -76.56466667 2013-12-25 Popayán 34310 2010 <1 Activo Ensanchado Deslizamiento Traslacional Detritos Volcánico
2.437638889 -76.5598 2013-12-25 Popayán 34307 2046 <1 Activo Ensanchado Deslizamiento Traslacional Detritos Volcánico
2.433197222 -76.56426944 2013-12-25 Popayán 33738 2041 <1 Activo Ensanchado Deslizamiento Traslacional Detritos Volcánico
2.382066667 -76.50866667 2013-12-25 Popayán 33732 2636 <1 Activo Avanzado Deslizamiento Traslacional Detritos Volcánico
2.391061111 -76.50785278 2013-12-25 Popayán 33731 2537 <1 Reactivado Retrogresivo Deslizamiento Traslacional ND ND
2.436416667 -76.5609 2013-12-25 Popayán 33524 2089 <1 Activo Retrogresivo Deslizamiento Rotacional Detritos Residual
2.438833333 -76.55921389 2013-12-25 Popayán 34306 2046 <1 Activo Retrogresivo Deslizamiento Traslacional Detritos Volcánico
2.224827778 -76.62088333 2013-12-25 Sotará 34363 2443 <1 Activo Avanzado Deslizamiento Rotacional Detritos Volcánico
2.4291 -76.55541667 2013-12-24 Popayán 33655 2045 <1 Activo Retrogresivo Deslizamiento TraslacionalPlanar Roca Residual
2.428433333 -76.56123333 2013-12-24 Popayán 33658 1998 <1 Activo Retrogresivo Deslizamiento Rotacional Detritos ND
2.421944444 -76.54522222 2013-12-24 Popayán 34243 2192 <1 Activo Retrogresivo Deslizamiento Traslacional Detritos Volcánico
2.36825 -76.51747222 2013-12-24 Popayán 34230 2810 <1 Activo Ensanchado Deslizamiento Traslacional Roca Volcánico
2.430083333 -76.56175 2013-12-24 Popayán 33657 1989 <1 Activo Retrogresivo Deslizamiento Traslacional Detritos ND
2.426152778 -76.56501944 2013-12-24 Popayán 33720 1969 <1 Activo Movil Deslizamiento Traslacional Tierra Volcánico
2.423888889 -76.54833333 2013-12-24 Popayán 34246 2124 <1 Activo Retrogresivo Deslizamiento Traslacional Detritos Volcánico
2.382777778 -76.515 2013-12-24 Popayán 34234 2519 <1 Activo Retrogresivo Deslizamiento Rotacional Roca Volcánico
2.421027778 -76.55080556 2013-12-24 Popayán 34245 2058 <1 Activo Retrogresivo Deslizamiento Traslacional Detritos Volcánico
2.3825 -76.54888889 2013-12-24 Popayán 34232 2304 <1 Activo Retrogresivo Deslizamiento Rotacional Roca Volcánico
2.418038889 -76.56076389 2013-12-24 Popayán 33656 1994 <1 Activo Retrogresivo Deslizamiento Rotacional Tierra Residual
2.410277778 -76.53908333 2013-12-24 Popayán 34236 2159 <1 Activo Movil Reptacion ReptacionSuelos Roca Volcánico
2.423333333 -76.53666667 2013-12-24 Popayán 34239 2036 <1 Activo Retrogresivo Deslizamiento Traslacional Detritos Volcánico
2.412222222 -76.54388889 2013-12-24 Popayán 34235 2232 <1 Activo Retrogresivo Deslizamiento Traslacional Roca Volcánico
2.414161111 -76.54092778 2013-12-24 Popayán 33717 2140 <1 Activo Retrogresivo Deslizamiento Traslacional Tierra Volcánico
2.434016667 -76.56186667 2013-12-24 Popayán 33660 2053 <1 Activo Retrogresivo Deslizamiento Rotacional Tierra Residual
2.399361111 -76.54561111 2013-12-24 Popayán 34231 2327 <1 Activo Retrogresivo Deslizamiento Rotacional Roca Volcánico
2.426666667 -76.54469444 2013-12-24 Popayán 34247 2180 <1 Activo Retrogresivo Deslizamiento Traslacional Detritos Volcánico
2.416944444 -76.53916667 2013-12-24 Popayán 34241 2125 <1 Activo Retrogresivo Deslizamiento Traslacional Detritos Volcánico
2.3825 -76.54888889 2013-12-24 Popayán 34232 2304 <1 Activo Retrogresivo Deslizamiento Rotacional Roca Volcánico
2.418038889 -76.56076667 2013-12-24 Popayán 33656 1994 <1 Activo Retrogresivo Deslizamiento Rotacional Tierra Residual
2.410277778 -76.53908333 2013-12-24 Popayán 34236 2159 <1 Activo Movil Reptacion ReptacionSuelos Roca Volcánico
2.423333333 -76.53666667 2013-12-24 Popayán 34239 2036 <1 Activo Retrogresivo Deslizamiento Traslacional Detritos Volcánico
2.412222222 -76.54388889 2013-12-24 Popayán 34235 2232 <1 Activo Retrogresivo Deslizamiento Traslacional Roca Volcánico
2.414161111 -76.54092778 2013-12-24 Popayán 33717 2140 <1 Activo Retrogresivo Deslizamiento Traslacional Tierra Volcánico
2.434016667 -76.56186667 2013-12-24 Popayán 33660 2053 <1 Activo Retrogresivo Deslizamiento Rotacional Tierra Residual
2.399361111 -76.54561111 2013-12-24 Popayán 34231 2327 <1 Activo Retrogresivo Deslizamiento Rotacional Roca Volcánico
2.426666667 -76.54469444 2013-12-24 Popayán 34247 2180 <1 Activo Retrogresivo Deslizamiento Traslacional Detritos Volcánico
2.416944444 -76.53916667 2013-12-24 Popayán 34241 2125 <1 Activo Retrogresivo Deslizamiento Traslacional Detritos Volcánico
2.438277778 -76.56780556 2013-12-14 Popayán 34316 1963 1..5 Activo Ensanchado Caida CaidaDetritus Detritos Volcánico
2.356944444 -76.545 2013-12-10 Sotará 34362 2517 <1 Activo Avanzado Deslizamiento Rotacional Detritos Volcánico
2.280833333 -76.61416667 2013-07-14 Sotará 26720 2362 <1 ND ND Deslizamiento Rotacional Talus ND
2.341388889 -76.54666667 2013-07-14 Sotará 26709 2803 <1 Reactivado Decreciente Deslizamiento Traslacional ND ND
2.337777778 -76.5425 2013-07-13 Sotará 30126 2827 <1 Activo Retrogresivo Deslizamiento Traslacional Tierra ND
2.323055556 -76.55361111 2013-07-12 Sotará 26701 2805 <1 Activo Decreciente Deslizamiento Traslacional ND ND
2.185 -76.76638889 2013-07-08 LaSierra 26633 1654 <1 ND ND Caida CaidaRoca Roca ND
Latitud Longitud FechaEvento Mpio Codigo Altura Edad Estado Distribucion TipoMov SubtMov TipoMat OrigSuelo
2.544444444 -76.68833333 2013-03-21 Popayán 34184 1751 1..5 Activo Retrogresivo Deslizamiento Rotacional Tierra Volcánico
2.547916667 -76.65413889 2013-03-20 Popayán 34179 1686 1..5 Latente ND Caida CaidaTierras Tierra Volcánico
2.4795 -76.66475 2013-02-25 Popayán 34266 1735 1..5 Activo Ensanchado Caida CaidaTierras Tierra Volcánico
2.478444444 -76.68813889 2013-02-15 Popayán 34168 1719 1..5 Latente Ensanchado Deslizamiento Traslacional Detritos Volcánico
2.542777778 -76.68638889 2013-01-20 Popayán 34185 ND 1..5 Activo Retrogresivo Deslizamiento Rotacional Tierra Volcánico
2.418333333 -76.61777778 2012-11-15 Popayán 26087 1780 <1 ND Deslizamiento Rotacional ND ND
2.389166667 -76.59861111 2012-11-15 Sotará 26086 1125 <1 ND ND Caida CaidaTierras Tierra Residual
2.444166667 -76.5 2012-08-13 Popayán 30333 2117 1..5 Reactivado Movil Deslizamiento Traslacional Tierra ND
2.279444444 -76.61805556 2012-05-10 Sotará 30084 2385 1..5 Activo Creciente Reptacion ReptacionSuelos Turba ND
2.4069 -76.566825 2012-05-09 Popayán 33718 2140 1..5 Reactivado Retrogresivo Deslizamiento Traslacional Detritos Volcánico
2.399444444 -76.56277778 2012-04-14 Sotará 30131 2179 1..5 Activo Creciente Deslizamiento Traslacional Tierra ND
2.322222222 -76.54083333 2012-03-12 Sotará 30118 3048 1..5 Activo Decreciente Caida CaidaRoca Roca ND
2.274166667 -76.64833333 2012-03-08 Sotará 30081 2326 1..5 Activo Creciente Caida CaidaDetritus Detritos ND
2.422777778 -76.61297222 2012-03-06 Popayán 34299 1760 1..5 Latente Retrogresivo Deslizamiento Rotacional Tierra Volcánico
2.496166667 -76.66475 2012-02-25 Popayán 34267 1761 1..5 Activo Ensanchado Deslizamiento Traslacional Tierra Volcánico
2.203611111 -76.5625 2012-01-23 Sotará 31533 1233 1..5 Estabilizado Retrogresivo Deslizamiento Traslacional Detritos Sedimentario
2.368055556 -76.53972222 2011-09-05 Popayán 34364 2456 1..5 Activo Retrogresivo Deslizamiento Rotacional Tierra Volcánico
2.341388889 -76.54666667 2011-07-14 Sotará 30128 2803 1..5 Reactivado Decreciente Deslizamiento Traslacional Tierra ND
2.333055556 -76.55055556 2011-07-13 Sotará 30123 2835 1..5 Activo Creciente Deslizamiento Traslacional ND ND
2.305555556 -76.70388889 2011-07-12 Timbío 30089 1869 1..5 Activo Creciente Deslizamiento Rotacional Tierra ND
2.273611111 -76.64722222 2011-07-10 Sotará 30082 2360 <1 Activo Decreciente Deslizamiento Traslacional Tierra ND
2.227777778 -76.73694444 2011-07-09 Rosas 30077 1634 1..5 Activo Creciente Deslizamiento Traslacional Detritos ND
2.153611111 -76.76861111 2011-07-06 LaSierra 30074 1464 1..5 Activo Retrogresivo Caida CaidaRoca Roca ND
2.261944444 -76.74527778 2011-06-30 Rosas 30030 1658 1..5 Reactivado Creciente Caida CaidaDetritus Detritos ND
2.438 -76.57788333 2011-05-24 Popayán 33511 1959 1..5 Activo Retrogresivo Deslizamiento Rotacional Detritos Residual
2.4494 -76.58591667 2011-05-16 Popayán 33528 1788 1..5 Activo Ensanchado Deslizamiento TraslacionalPlanar Detritos Residual
2.522222222 -76.68027778 2011-02-10 Popayán 34192 1786 1..5 Suspendido Ensanchado Caida CaidaTierras Tierra Volcánico
2.350388889 -76.51893333 2011-01-21 Popayán 34254 2858 1..5 Activo Ensanchado Deslizamiento Rotacional Tierra Volcánico
2.478916667 -76.69338333 2010-12-25 Popayán 33535 1729 1..5 Activo Ensanchado Deslizamiento Rotacional Tierra Residual
2.454183333 -76.58033333 2010-12-08 Popayán 33526 1853 1..5 Activo Retrogresivo Deslizamiento Traslacional Detritos Residual
2.433169444 -76.562875 2010-12-01 Popayán 33674 2029 1..5 Activo Retrogresivo Deslizamiento Traslacional Tierra Residual
2.235555556 -76.63444444 2010-12-01 Sotará 26000 2429 1..5 Activo Retrogresivo Deslizamiento Rotacional Tierra ND
2.439683333 -76.57985 2010-11-22 Popayán 33578 1906 1..5 Activo Retrogresivo Deslizamiento Rotacional Tierra Residual
2.436533333 -76.57571667 2010-11-18 Popayán 33579 1940 1..5 Activo Retrogresivo Deslizamiento TraslacionalPlanar Detritos Residual
2.424383333 -76.57341667 2010-11-08 Popayán 33509 1948 1..5 Activo Retrogresivo Deslizamiento TraslacionalPlanar Detritos Residual
2.434116667 -76.56493333 2010-11-08 Popayán 33659 2058 1..5 Activo Retrogresivo Deslizamiento TraslacionalPlanar Tierra Residual
2.4505 -76.58858333 2010-11-08 Popayán 33576 1775 1..5 Activo Retrogresivo Deslizamiento Rotacional Detritos Residual
2.4476 -76.5874 2010-11-07 Popayán 33529 1812 1..5 Activo Retrogresivo Deslizamiento TraslacionalPlanar Detritos Residual
2.483833333 -76.69491667 2010-10-16 Popayán 33531 1738 1..5 Activo Retrogresivo Deslizamiento Rotacional Tierra Residual
2.4393 -76.58098333 2010-10-16 Popayán 33577 1889 1..5 Activo Ensanchado Deslizamiento TraslacionalPlanar Tierra Residual
2.4841 -76.69548333 2010-10-16 Popayán 33530 1746 1..5 Activo Retrogresivo Deslizamiento Rotacional Tierra Residual
2.483383333 -76.69481667 2010-10-16 Popayán 33534 1732 1..5 Activo Ensanchado Deslizamiento TraslacionalPlanar Tierra Residual
2.432433333 -76.57271667 2010-10-14 Popayán 33508 1948 1..5 Activo Retrogresivo Deslizamiento Rotacional Detritos Residual
2.308611111 -76.68222222 2010-07-12 Timbío 30116 1973 1..5 Activo Decreciente Deslizamiento Traslacional Tierra ND
2.224827778 -76.62088333 2010-07-12 Sotará 30121 2805 1..5 Activo Decreciente Deslizamiento Traslacional ND ND
2.246388889 -76.71666667 2010-07-08 Rosas 30079 1995 1..5 Activo Ensanchado Caida CaidaDetritus ND ND
2.174444444 -76.70611111 2010-07-08 LaSierra 30076 1888 <1 Activo Decreciente Deslizamiento Traslacional ND ND
2.461111111 -76.46333333 2010-05-26 Popayán 34320 2430 1..5 Suspendido Retrogresivo Caida CaidaTierras Tierra Volcánico
2.506111111 -76.70222222 2010-03-12 Popayán 34188 1712 1..5 Suspendido Ensanchado Deslizamiento Traslacional Tierra Volcánico
2.481388889 -76.71080556 2010-03-02 Popayán 34290 1650 1..5 Estabilizado Creciente Deslizamiento Rotacional Tierra Volcánico
2.476722222 -76.71411111 2010-03-02 Popayán 34288 1604 1..5 Activo Creciente Caida CaidaTierras Tierra Volcánico
2.484194444 -76.71108333 2010-03-02 Popayán 34289 1662 1..5 Relicto Retrogresivo Deslizamiento Rotacional Tierra Volcánico
2.433261111 -76.56558333 2009-11-04 Popayán 33673 2005 ND Activo Ensanchado Deslizamiento Traslacional Tierra Volcánico
2.303888889 -76.63277778 2009-07-10 Sotará 30086 2147 1..5 Activo Decreciente Deslizamiento Traslacional Tierra ND
2.539138889 -76.67119444 2009-03-25 Popayán 34180 ND ND Activo Ensanchado Deslizamiento Rotacional Tierra Volcánico
2.205277778 -76.81027778 2009-02-28 LaSierra 30032 968 1..5 Activo Avanzado Reptacion ReptacionSuelos Tierra ND
2.39375 -76.49730556 2009-01-22 Popayán 34318 2100 ND Activo Creciente Deslizamiento TraslacionalPlanar Roca Residual
2.353555556 -76.52255556 2009-01-21 Popayán 34255 2850 ND Activo Ensanchado Deslizamiento TraslacionalPlanar Tierra Volcánico
2.550611111 -76.67888889 2009-01-02 Popayán 34181 1719 6..10 Activo Avanzado Deslizamiento Traslacional Tierra ND
2.235277778 -76.1525 2008-11-19 Puracé 32173 2375 1..5 Activo Creciente Deslizamiento Traslacional Detritos Residual
2.499166667 -76.70472222 2008-10-20 Popayán 34220 1654 6..10 Latente Retrogresivo Deslizamiento Cuña Detritos Volcánico
2.350333333 -76.53941667 2008-10-10 Popayán 34264 2662 ND Activo Movil Deslizamiento Rotacional Detritos ND
2.350366667 -76.53948056 2008-10-10 Popayán 33473 1420 ND Activo Movil Deslizamiento Rotacional Detritos Volcánico
2.502777778 -76.70416667 2008-10-10 Popayán 34208 1690 6..10 Suspendido Retrogresivo Deslizamiento Rotacional Tierra Volcánico
2.353388889 -76.52277778 2008-10-01 Popayán 34260 2860 ND Activo Creciente Deslizamiento Rotacional Detritos Volcánico
2.5075 -76.70472222 2008-10-01 Popayán 34214 1772 6..10 Latente Ensanchado Deslizamiento Rotacional Tierra Volcánico
2.352886111 -76.52189167 2008-10-01 Popayán 33470 2860 ND Activo Creciente Deslizamiento Traslacional Detritos Volcánico
2.442469444 -76.57935833 2008-09-02 Popayán 34258 2880 ND Activo Retrogresivo Deslizamiento Rotacional Detritos Volcánico
2.350252778 -76.51899722 2008-09-02 Popayán 33474 1850 ND Activo Retrogresivo Deslizamiento Rotacional Detritos Volcánico
2.343611111 -76.53536111 2008-09-01 Popayán 34259 2693 6..10 Suspendido Retrogresivo Deslizamiento Rotacional Detritos Volcánico
2.343641667 -76.53539167 2008-09-01 Popayán 33465 2693 6..10 Suspendido ND Deslizamiento Rotacional Detritos Volcánico
2.515555556 -76.72194444 2008-04-02 Popayán 34218 1651 6..10 Latente Avanzado Deslizamiento Traslacional Roca Volcánico
2.5075 -76.70472222 2008-04-01 Popayán 34216 1616 6..10 Suspendido Ensanchado Deslizamiento Rotacional Tierra Volcánico
2.501247222 -76.68547222 2008-02-27 Popayán 34275 1701 ND Reactivado Retrogresivo Deslizamiento Traslacional Detritos Volcánico
2.487777778 -76.69025 2008-02-27 Popayán 34274 1727 6..10 Latente Creciente PropagacionLateralLateralLenta Tierra Volcánico
2.478361111 -76.69522222 2008-02-27 Popayán 34281 1763 6..10 Latente Creciente Deslizamiento Rotacional Tierra Volcánico
2.488111111 -76.67522222 2008-02-26 Popayán 34268 1723 6..10 Latente Creciente Caida CaidaTierras Tierra Volcánico
2.498055556 -76.68244444 2008-02-26 Popayán 34270 1660 6..10 Activo Avanzado Deslizamiento Traslacional Tierra Volcánico
2.507222222 -76.68477778 2008-02-20 Popayán 34193 1644 6..10 Latente Retrogresivo Deslizamiento Traslacional Tierra Volcánico
2.348333333 -76.53202778 2008-02-20 Popayán 34261 2870 1..5 Suspendido Ensanchado Deslizamiento Rotacional Detritos Volcánico
Latitud Longitud FechaEvento Mpio Codigo Altura Edad Estado Distribucion TipoMov SubtMov TipoMat OrigSuelo
2.496944444 -76.69775 2008-02-14 Popayán 34278 1671 6..10 Activo Avanzado Caida CaidaRoca Detritos Volcánico
2.503583333 -76.701325 2008-02-08 Popayán 34277 1625 6..10 Latente Avanzado Deslizamiento Traslacional Detritos Volcánico
2.503888889 -76.70791667 2008-02-01 Popayán 34219 1689 6..10 Suspendido Ensanchado Deslizamiento Traslacional Tierra Volcánico
2.478916667 -76.69333333 2008-01-30 Popayán 34279 1754 6..10 Latente Ensanchado Deslizamiento Traslacional Tierra Volcánico
2.339011111 -76.53825 2008-01-22 Popayán 34256 2770 6..10 Activo Ensanchado Deslizamiento Rotacional Tierra Volcánico
2.508333333 -76.69166667 2008-01-20 Popayán 34195 1713 6..10 Latente Ensanchado Deslizamiento Traslacional Tierra Volcánico
2.508333333 -76.68944444 2008-01-20 Popayán 34194 1685 6..10 Latente Avanzado Deslizamiento Traslacional Tierra Volcánico
2.239722222 -76.15111111 2007-11-09 Puracé 32162 2392 6..10 Activo Creciente Caida CaidaDetritus Detritos Residual
2.275 -76.20138889 2007-08-10 Puracé 32175 2221 6..10 Estabilizado Confinado Flujo FlujoTierra Tierra Volcánico
2.356666667 -76.32416667 2007-07-22 Puracé 32165 3292 6..10 Estabilizado Confinado Caida CaidaRoca Roca Volcánico
2.382166667 -76.44947222 2007-07-12 Puracé 32159 2712 6..10 Activo Avanzado Caida CaidaTierras Detritos Volcánico
2.366333333 -76.37383333 2007-07-12 Puracé 32163 3321 6..10 Activo Confinado Caida CaidaDetritus Detritos Coluvial
2.3795 -76.44502778 2007-07-04 Puracé 32160 2766 6..10 Activo Confinado Reptacion ReptacionSuelos Tierra Volcánico
2.192777778 -76.64444444 2007-06-15 Sotará 31545 764 6..10 Latente Ensanchado Deslizamiento TraslacionalPlanar Tierra Sedimentario
2.314444444 -76.26388889 2007-06-10 Puracé 32167 2847 6..10 Activo Ensanchado Caida CaidaDetritus Detritos Volcánico
2.239722222 -76.17305556 2007-06-10 Puracé 32176 2392 6..10 Activo Retrogresivo Caida CaidaDetritus Detritos Volcánico
2.2475 -76.18527778 2007-05-31 Puracé 32171 2264 6..10 Activo Creciente Deslizamiento Rotacional Detritos Volcánico
2.229444444 -76.15055556 2007-05-19 Puracé 32170 2375 6..10 Activo Decreciente Deslizamiento Traslacional Detritos Residual
2.380055556 -76.455 2007-05-04 Puracé 32161 2834 6..10 Activo Retrogresivo Caida CaidaRoca Roca Volcánico
2.491666667 -76.68 2007-02-26 Popayán 34269 1720 6..10 Activo Avanzado Deslizamiento Traslacional Tierra Volcánico
2.339527778 -76.52997222 2007-01-08 Popayán 34262 2873 6..10 Activo Creciente Deslizamiento Traslacional Detritos Volcánico
2.339533333 -76.53000556 2007-01-08 Popayán 33471 2870 6..10 Activo Creciente Deslizamiento Traslacional Detritos Volcánico
2.431966667 -76.57715 2006-05-28 Popayán 33507 1969 6..10 Activo Retrogresivo Deslizamiento TraslacionalPlanar Detritos Residual
2.342611111 -76.53448056 2006-03-05 Popayán 34263 2778 6..10 Latente Retrogresivo Deslizamiento Rotacional Tierra Volcánico
2.341633333 -76.53539167 2006-03-05 Popayán 33472 2110 6..10 Latente ND Deslizamiento Rotacional Tierra Volcánico
2.237222222 -76.13361111 2005-07-23 Puracé 32169 2383 6..10 Activo Retrogresivo Caida CaidaRoca Detritos Residual
2.484694444 -76.68324722 2005-02-25 Popayán 34167 1744 6..10 Suspendido Ensanchado Deslizamiento Rotacional Tierra Volcánico
2.441944444 -76.65744444 2005-02-20 Popayán 34253 1765 6..10 Abandonado Retrogresivo Deslizamiento Rotacional Tierra Volcánico
2.437055556 -76.64736111 2005-02-20 Popayán 34252 1765 ND Activo Retrogresivo Deslizamiento Rotacional Tierra Volcánico
2.334333333 -76.53627778 2004-09-02 Popayán 34257 2152 ND Activo Retrogresivo Deslizamiento Rotacional Detritos Volcánico
2.481944444 -76.72672222 2002-02-05 Popayán 34286 1513 11..15 Latente Ensanchado Deslizamiento Rotacional Tierra Volcánico
2.442166667 -76.65725 2001-02-28 Popayán 34282 1765 11..15 Latente Creciente Deslizamiento Rotacional Detritos Volcánico
2.44105 -76.58403333 2000-10-31 Popayán 33516 1863 11.15 Activo Retrogresivo Deslizamiento TraslacionalPlanar Detritos Residual
2.520416667 -76.71169444 2000-10-10 Popayán 34211 1704 11..15 Latente Retrogresivo Deslizamiento Rotacional Detritos Volcánico
2.520416667 -76.71180556 2000-03-01 Popayán 34212 1659 ND Latente Ensanchado Deslizamiento Rotacional Detritos Volcánico
2.500555556 -76.70888889 2000-02-27 Popayán 34189 1710 ND Reactivado Retrogresivo Deslizamiento Traslacional Tierra Volcánico
2.516111111 -76.71694444 2000-02-07 Popayán 34191 1690 ND Suspendido Avanzado Deslizamiento Rotacional Tierra Volcánico
2.557416667 -76.68627778 2000-01-20 Popayán 34182 1540 ND Suspendido Retrogresivo Deslizamiento Traslacional Tierra Volcánico
2.536166667 -76.68219444 2000-01-02 Popayán 34171 1826 ND Latente Retrogresivo Deslizamiento Rotacional Tierra Volcánico
2.209722222 -76.83694444 1999-12-15 LaSierra 26170 ND 11..15 Latente ND Deslizamiento Rotacional ND ND
2.351341667 -76.51385 1999-09-01 Popayán 33722 2705 ND Activo Retrogresivo Deslizamiento Traslacional Detritos Volcánico
2.376666667 -76.53838889 1998-02-10 Popayán 34183 1507 16..20 Latente Ensanchado Deslizamiento Traslacional Tierra Volcánico
2.481944444 -76.71905556 1998-02-02 Popayán 34287 1700 16..20 Latente Avanzado Caida CaidaTierras Tierra Volcánico
2.536666667 -76.67994444 1995-03-10 Popayán 34186 1838 16..20 Reactivado Retrogresivo Deslizamiento Rotacional Detritos Volcánico
2.486083333 -76.66622222 1995-03-05 Popayán 34298 1695 ND Activo Ensanchado Caida CaidaTierras Detritos Volcánico
2.483055556 -76.72158333 1995-03-03 Popayán 34291 1713 ND Suspendido Ensanchado Flujo FlujoTierra Tierra Volcánico
2.491111111 -76.69027778 1995-02-26 Popayán 34273 1730 16..20 Latente Creciente Deslizamiento Rotacional Tierra Volcánico
2.523055556 -76.68638889 1995-02-10 Popayán 34187 1787 ND Reactivado Retrogresivo Caida CaidaTierras Tierra Volcánico
2.275563889 -76.72479167 1990-12-13 Rosas 201 ND <1 Activo Retrogresivo Flujo FlujoLodo ND Residual
2.459444444 -76.69333333 1990-02-27 Popayán 34285 1706 21..30 Abandonado Avanzado Flujo FlujoTierra Tierra Volcánico
2.502222222 -76.68722222 1988-10-02 Popayán 34222 1695 21..30 Latente Ensanchado Deslizamiento Rotacional Tierra Volcánico
2.433583333 -76.57441667 1988-04-06 Popayán 33510 1966 21..30 Activo Retrogresivo Deslizamiento Traslacional Detritos Residual
2.464722222 -76.46683333 1985-05-26 Popayán 34321 2336 21..30 Activo Retrogresivo Caida CaidaTierras Tierra Volcánico
2.501111111 -76.68555556 1985-03-02 Popayán 34221 1618 ND Latente Ensanchado Deslizamiento Traslacional Tierra Volcánico
2.496666667 -76.69361111 1985-02-27 Popayán 34276 1682 21..30 Latente Creciente Caida CaidaDetritus Detritos Volcánico
2.442469444 -76.57935833 1985-01-02 Popayán 34223 1680 ND Latente Avanzado Deslizamiento Traslacional Tierra Volcánico
2.461111111 -76.66686111 1983-03-27 Popayán 34297 1779 31..40 Activo Retrogresivo Deslizamiento Rotacional Tierra ND
2.348525 -76.67915 1981-03-01 Timbío 193 ND <1 ND ND Flujo FlujoLodo ND ND
2.509722222 -76.71405556 1980-03-03 Popayán 34213 1677 31..40 Latente Avanzado Caida CaidaRoca Roca Volcánico
2.524944444 -76.69875 1980-02-01 Popayán 34217 1580 31..40 Latente Ensanchado Deslizamiento Traslacional Detritos Volcánico
2.413333333 -76.58111111 1979-06-19 Popayán 34366 2020 31..40 Activo Avanzado Deslizamiento Rotacional Detritos Volcánico
2.466527778 -76.50029444 1975-05-29 Popayán 34324 1623 ND Activo Ensanchado Reptacion ReptacionSuelos Tierra Volcánico
2.484777778 -76.69522222 1975-02-27 Popayán 34280 1734 31..40 Relicto Creciente Caida CaidaTierras Tierra Volcánico
2.492611111 -76.687 1975-02-26 Popayán 34272 1696 31..40 Latente Avanzado Caida CaidaRoca Roca Volcánico
2.491944444 -76.68611111 1970-02-26 Popayán 34271 1321 41..60 Latente Creciente Deslizamiento Rotacional Tierra Volcánico
2.453333333 -76.50077778 1965-05-27 Popayán 34322 2252 41..60 Latente Retrogresivo Deslizamiento Rotacional Tierra Volcánico
2.496944444 -76.71958333 1965-03-03 Popayán 34293 1730 41..60 Activo Retrogresivo Caida CaidaTierras Tierra Volcánico
2.486694444 -76.71530556 1965-03-03 Popayán 34295 1680 41..60 Reactivado Ensanchado Caida CaidaTierras Tierra Volcánico
2.439916667 -76.49775 1960-05-25 Popayán 34323 2150 41..60 Abandonado Ensanchado Reptacion ReptacionSuelos Tierra Volcánico
2.474527778 -76.484575 1955-05-29 Popayán 34325 2347 ND Relicto Ensanchado Deslizamiento Rotacional Tierra Volcánico
2.357605556 -76.66966389 1950-03-07 Timbío 215 ND <1 Activo ND Flujo FlujoLodo ND ND
2.493916667 -76.70783333 1945-03-03 Popayán 34296 1766 61..80 Activo Retrogresivo Caida CaidaTierras Tierra Volcánico
2.442222222 -76.55944444 1915-02-28 Popayán 34284 1761 >80 Activo Confinado Deslizamiento TraslacionalEnCuña Tierra Volcánico
LANDSLIDES DATABASE ON THE STUDY AREA (CGS-SIMMA)
CATALOG TYPE
Latitud Longitud FechaEvento Mpio Vereda Codigo Altura TipoMov Sutipo Material
2.432308333 -76.57272222 2017-11-21 Popayán Popayán 33770 1949 Deslizamiento Traslacional Detritos
2.439444444 -76.62694444 2013-05-17 Popayán Popayán 26452 1721 Deslizamiento ND ND
2.511944444 -76.52888889 2012-05-04 Popayán Popayán 25508 ND Deslizamiento ND ND
2.386388889 -76.665 2012-05-01 Timbío Timbío 25602 ND Deslizamiento ND ND
2.262222222 -76.73722222 2012-04-30 Rosas Rosas 25371 ND Deslizamiento ND ND
2.451111111 -76.58583333 2012-04-11 Popayán Popayán 29593 1853 Deslizamiento ND ND
2.447222222 -76.58694444 2012-04-11 Popayán Popayán 29594 1553 Deslizamiento ND ND
2.417222222 -76.55083333 2012-04-08 Popayán Popayán 25196 ND Deslizamiento ND ND
2.413055556 -76.54444444 2012-04-07 Popayán Popayán 29592 2129 Deslizamiento ND ND
2.441388889 -76.60083333 2012-01-30 Popayán Popayán 25693 ND Deslizamiento ND ND
2.1775 -76.76305556 2012-01-19 LaSierra LaSierra 25259 ND Deslizamiento ND ND
2.452222222 -76.62611111 2011-12-01 Popayán Popayán 29603 1342 Deslizamiento ND ND
2.424722222 -76.6 2011-12-01 Popayán Popayán 29605 1545 Deslizamiento ND ND
2.431711111 -76.62027778 2011-11-30 Popayán Popayán 29606 2200 Deslizamiento ND ND
2.421388889 -76.55944444 2011-11-22 Popayán Popayán 29601 1998 Deslizamiento ND ND
2.422777778 -76.56361111 2011-11-18 Popayán Popayán 29600 2008 Deslizamiento ND ND
2.425833333 -76.60083333 2011-11-15 Popayán Popayán 29604 1534 Deslizamiento ND ND
2.424444444 -76.53611111 2011-11-03 Popayán Popayán 29598 2230 Deslizamiento ND ND
2.26 -76.79 2011-04-24 Rosas Rosas 21117 ND Deslizamiento ND ND
2.450833333 -76.62527778 2011-04-20 Popayán Popayán 29599 2112 Deslizamiento ND ND
2.25 -76.83 2011-04-13 Rosas Rosas 21116 ND Deslizamiento ND ND
2.441388889 -76.61777778 2011-01-04 Popayán Popayán 15695 ND Deslizamiento ND ND
2.549722222 -76.75222222 2010-12-22 Popayán Popayán 29596 1453 Deslizamiento ND ND
2.529722222 -76.65555556 2010-12-22 Popayán Popayán 29595 1553 Deslizamiento ND ND
2.539722222 -76.69583333 2010-12-22 Popayán Popayán 29597 2108 Deslizamiento ND ND
2.261388889 -76.74166667 2010-12-17 Rosas Rosas 15698 ND Deslizamiento ND ND
2.19 -76.47 2010-12-15 Puracé Puracé 21114 ND Deslizamiento ND ND
2.353333333 -76.68444444 2010-12-12 Timbío Timbío 15704 ND Deslizamiento ND ND
2.341666667 -76.49527778 2010-11-16 Puracé Puracé 15697 ND Deslizamiento ND ND
2.441388889 -76.61777778 2010-11-04 Popayán Popayán 15694 ND Deslizamiento ND ND
2.12 -76.58 2010-10-31 Sotará Sotará 21150 ND Deslizamiento ND ND
2.441388889 -76.61777778 2010-10-25 Popayán Popayán 15693 ND Deslizamiento ND ND
2.341666667 -76.49527778 2010-04-12 Puracé Puracé 15696 ND Deslizamiento ND ND
2.193877778 -76.77713056 2008-12-08 LaSierra LaSierra 10429 ND Deslizamiento ND ND
2.477822222 -76.58891944 2008-12-04 Popayán Popayán 10369 ND Deslizamiento ND ND
2.274205556 -76.45725556 2008-12-04 Puracé Puracé 10370 ND Deslizamiento ND ND
2.274205556 -76.45725556 2008-12-02 Puracé Puracé 8039 ND Deslizamiento ND ND
2.38035 -76.70094444 2008-11-26 Timbío Timbío 10268 ND Deslizamiento ND ND
2.379958333 -76.70055278 2008-11-26 Timbío Timbío 8102 ND Deslizamiento ND ND
2.274205556 -76.45725556 2008-11-26 Puracé Puracé 10267 ND Deslizamiento ND ND
2.274205556 -76.45725556 2008-05-26 Puracé Puracé 9606 ND Deslizamiento ND ND
2.479011111 -76.58905 2008-04-26 Popayán Popayán 9440 ND Deslizamiento ND ND
2.183333333 -76.76555556 2008-03-10 LaSierra LaSierra 20022 ND Deslizamiento ND ND
2.192772222 -76.77713056 2008-03-10 LaSierra LaSierra 7942 ND Deslizamiento ND ND
2.258680556 -76.73744444 2008-01-30 Rosas Rosas 8056 ND Deslizamiento ND ND
2.217338889 -76.79900278 2008-01-22 Rosas Rosas 9248 ND Deslizamiento ND ND
2.192772222 -76.77713056 2008-01-18 LaSierra LaSierra 7941 ND Deslizamiento ND ND
2.479011111 -76.58905 2007-12-17 Popayán Popayán 9204 ND Deslizamiento ND ND
2.193877778 -76.77713056 2007-12-16 LaSierra LaSierra 9203 ND Deslizamiento ND ND
2.192772222 -76.77491944 2007-11-30 LaSierra LaSierra 9174 ND Deslizamiento ND ND
2.192772222 -76.77713056 2007-11-19 LaSierra LaSierra 7939 ND Deslizamiento ND ND
2.434866667 -76.43334167 2007-03-27 Popayán Popayán 8722 ND Deslizamiento ND ND
2.456166667 -76.597275 2006-12-05 Popayán Popayán 8608 ND Deslizamiento ND ND
2.432661111 -76.60721389 2006-11-16 Popayán Popayán 8549 ND Deslizamiento ND ND
Latitud Longitud FechaEvento Mpio Vereda Codigo Altura TipoMov Sutipo Material
2.38035 -76.70094444 2006-09-05 Timbío Timbío 8449 ND Deslizamiento ND ND
2.379958333 -76.70055278 2006-09-05 Timbío Timbío 8101 ND Deslizamiento ND ND
2.477822222 -76.58891944 2006-06-05 Popayán Popayán 8400 ND Deslizamiento ND ND
2.425775 -76.59604167 2006-03-29 Popayán Popayán 7976 ND Deslizamiento ND ND
2.189575 -76.78861667 2006-01-28 LaSierra LaSierra 7782 ND Deslizamiento ND ND
2.192772222 -76.77713056 2006-01-28 LaSierra LaSierra 7938 ND Deslizamiento ND ND
2.258680556 -76.73744444 2006-01-10 Rosas Rosas 8055 ND Deslizamiento ND ND
2.364063889 -76.681925 2005-12-22 Timbío Timbío 7701 ND Deslizamiento ND ND
2.438305556 -76.59799167 2005-12-09 Popayán Popayán 7643 ND Deslizamiento ND ND
2.479011111 -76.58905 2005-12-09 Popayán Popayán 8015 ND Deslizamiento ND ND
2.477822222 -76.58891944 2005-12-09 Popayán Popayán 7647 ND Deslizamiento ND ND
2.192772222 -76.77713056 2005-12-07 LaSierra LaSierra 7937 ND Deslizamiento ND ND
2.193027778 -76.77648889 2005-11-29 LaSierra LaSierra 7605 ND Deslizamiento ND ND
2.464902778 -76.69813611 2005-11-28 Popayán Popayán 7601 ND Deslizamiento ND ND
2.461422222 -76.47574444 2005-11-22 Popayán Popayán 7498 ND Deslizamiento ND ND
2.274205556 -76.45725556 2005-11-22 Puracé Puracé 7509 ND Deslizamiento ND ND
2.432125 -76.43059722 2005-11-21 Popayán Popayán 7492 ND Deslizamiento ND ND
2.436411111 -76.61603889 2005-10-31 Popayán Popayán 7323 ND Deslizamiento ND ND
2.250327778 -76.76547222 2005-10-31 Rosas Rosas 7324 ND Deslizamiento ND ND
2.193027778 -76.77648889 2005-10-29 LaSierra LaSierra 7302 ND Deslizamiento ND ND
2.192772222 -76.77713056 2005-10-29 LaSierra LaSierra 7936 ND Deslizamiento ND ND
2.479011111 -76.58905 2005-05-01 Popayán Popayán 6980 ND Deslizamiento ND ND
2.463558333 -76.644075 2005-04-28 Popayán Popayán 6978 ND Deslizamiento ND ND
2.479011111 -76.58905 2005-04-28 Popayán Popayán 8014 ND Deslizamiento ND ND
2.416630556 -76.54187778 2005-01-26 Popayán Popayán 6683 ND Deslizamiento ND ND
2.479011111 -76.58905 2004-10-21 Popayán Popayán 8013 ND Deslizamiento ND ND
2.448380556 -76.62726944 2004-10-20 Popayán Popayán 6520 ND Deslizamiento ND ND
2.477822222 -76.58891944 2004-05-27 Popayán Popayán 6305 ND Deslizamiento ND ND
2.477822222 -76.58891944 2004-01-21 Popayán Popayán 6102 ND Deslizamiento ND ND
2.479011111 -76.58905 2004-01-21 Popayán Popayán 8012 ND Deslizamiento ND ND
2.444991667 -76.63350556 2003-04-26 Popayán Popayán 5921 ND Deslizamiento ND ND
2.182222222 -76.76222222 2003-03-20 LaSierra LaSierra 23656 ND Deslizamiento ND ND
2.452716667 -76.63716389 2003-01-20 Popayán Popayán 5894 ND Deslizamiento ND ND
2.446913889 -76.63560556 2003-01-13 Popayán Popayán 5893 ND Deslizamiento ND ND
2.441041667 -76.63364722 2002-12-26 Popayán Popayán 5888 ND Deslizamiento ND ND
2.477822222 -76.58891944 2002-09-23 Popayán Popayán 5845 ND Deslizamiento ND ND
2.439030556 -76.60884167 2002-06-14 Popayán Popayán 5807 ND Deslizamiento ND ND
2.479011111 -76.58905 2002-01-14 Popayán Popayán 5709 ND Deslizamiento ND ND
2.477822222 -76.58891944 2001-12-06 Popayán Popayán 5681 ND Deslizamiento ND ND
2.379958333 -76.70055278 2001-11-13 Timbío Timbío 5661 ND Deslizamiento ND ND
2.262905556 -76.74528889 2001-11-13 Rosas Rosas 5659 ND Deslizamiento ND ND
2.258680556 -76.73744444 2001-11-13 Rosas Rosas 5660 ND Deslizamiento ND ND
2.202911111 -76.73957778 2001-11-13 LaSierra LaSierra 5655 ND Deslizamiento ND ND
2.258680556 -76.73744444 2000-11-29 Rosas Rosas 8053 ND Deslizamiento ND ND
2.224208333 -76.77986111 2000-11-22 Rosas Rosas 5547 ND Deslizamiento ND ND
2.258980556 -76.73744444 2000-11-22 Rosas Rosas 5548 ND Deslizamiento ND ND
2.193377778 -76.77738056 2000-11-22 LaSierra LaSierra 5546 ND Deslizamiento ND ND
2.479011111 -76.58905 2000-11-12 Popayán Popayán 5535 ND Deslizamiento ND ND
2.192772222 -76.77713056 2000-10-10 LaSierra LaSierra 7935 ND Deslizamiento ND ND
2.420763889 -76.46735278 2000-06-01 Popayán Popayán 5360 ND Deslizamiento ND ND
2.193877778 -76.77713056 2000-05-23 LaSierra LaSierra 5330 ND Deslizamiento ND ND
2.379958333 -76.70055278 2000-04-14 Timbío Timbío 8100 ND Deslizamiento ND ND
2.258680556 -76.73744444 2000-04-14 Rosas Rosas 8052 ND Deslizamiento ND ND
2.477822222 -76.58891944 2000-03-16 Popayán Popayán 5245 ND Deslizamiento ND ND
2.460847222 -76.63743333 2000-03-11 Popayán Popayán 5238 ND Deslizamiento ND ND
2.479011111 -76.58905 2000-03-01 Popayán Popayán 5213 ND Deslizamiento ND ND
2.432930556 -76.60680833 2000-03-01 Popayán Popayán 5214 ND Deslizamiento ND ND
Latitud Longitud FechaEvento Mpio Vereda Codigo Altura TipoMov Sutipo Material
2.192772222 -76.77713056 2000-02-28 LaSierra LaSierra 7933 ND Deslizamiento ND ND
2.433880556 -76.60328333 2000-02-11 Popayán Popayán 5198 ND Deslizamiento ND ND
2.379958333 -76.70055278 2000-02-04 Timbío Timbío 8099 ND Deslizamiento ND ND
2.46925 -76.58471944 2000-02-01 Popayán Popayán 5191 ND Deslizamiento ND ND
2.477822222 -76.58891944 2000-01-14 Popayán Popayán 5178 ND Deslizamiento ND ND
2.477822222 -76.58891944 2000-01-12 Popayán Popayán 5167 ND Deslizamiento ND ND
2.457866667 -76.58973333 2000-01-12 Popayán Popayán 5168 ND Deslizamiento ND ND
2.193877778 -76.77713056 2000-01-12 LaSierra LaSierra 5164 ND Deslizamiento ND ND
2.460577778 -76.64000833 2000-01-10 Popayán Popayán 5151 ND Deslizamiento ND ND
2.460847222 -76.59054722 2000-01-09 Popayán Popayán 5146 ND Deslizamiento ND ND
2.193877778 -76.77713056 2000-01-09 LaSierra LaSierra 5145 ND Deslizamiento ND ND
2.463694444 -76.64041667 2000-01-03 Popayán Popayán 5108 ND Deslizamiento ND ND
2.451788889 -76.60515833 2000-01-03 Popayán Popayán 5106 ND Deslizamiento ND ND
2.193877778 -76.77713056 1999-12-29 LaSierra LaSierra 5099 ND Deslizamiento ND ND
2.258680556 -76.73744444 1999-12-27 Rosas Rosas 5091 ND Deslizamiento ND ND
2.193027778 -76.77648889 1999-12-26 LaSierra LaSierra 5085 ND Deslizamiento ND ND
2.447636111 -76.61325 1999-12-22 Popayán Popayán 5072 ND Deslizamiento ND ND
2.477822222 -76.58891944 1999-12-21 Popayán Popayán 5071 ND Deslizamiento ND ND
2.200811111 -76.75342778 1999-12-21 LaSierra LaSierra 5069 ND Deslizamiento ND ND
2.202738889 -76.81509722 1999-12-21 LaSierra LaSierra 5068 ND Deslizamiento ND ND
2.380502778 -76.70118056 1999-12-20 Timbío Timbío 5061 ND Deslizamiento ND ND
2.379958333 -76.70055278 1999-12-16 Timbío Timbío 8098 ND Deslizamiento ND ND
2.193877778 -76.77713056 1999-11-28 LaSierra LaSierra 5006 ND Deslizamiento ND ND
2.192772222 -76.77713056 1999-11-23 LaSierra LaSierra 7927 ND Deslizamiento ND ND
2.430752778 -76.617775 1999-11-22 Popayán Popayán 4997 ND Deslizamiento ND ND
2.432388889 -76.60653611 1999-11-17 Popayán Popayán 4978 ND Deslizamiento ND ND
2.193027778 -76.77648889 1999-11-14 LaSierra LaSierra 4969 ND Deslizamiento ND ND
2.479011111 -76.58905 1999-07-20 Popayán Popayán 4854 ND Deslizamiento ND ND
2.258680556 -76.73744444 1999-07-20 Rosas Rosas 4855 ND Deslizamiento ND ND
2.258680556 -76.73744444 1999-07-04 Rosas Rosas 4834 ND Deslizamiento ND ND
2.477822222 -76.58891944 1999-04-18 Popayán Popayán 4703 ND Deslizamiento ND ND
2.477822222 -76.58891944 1999-02-24 Popayán Popayán 4591 ND Deslizamiento ND ND
2.233936111 -76.78723333 1999-02-21 Rosas Rosas 4563 ND Deslizamiento ND ND
2.478280556 -76.58855278 1999-02-18 Popayán Popayán 4551 ND Deslizamiento ND ND
2.457866667 -76.61697222 1999-01-22 Popayán Popayán 4518 ND Deslizamiento ND ND
2.452038889 -76.63770556 1999-01-20 Popayán Popayán 4512 ND Deslizamiento ND ND
2.192772222 -76.77713056 1999-01-13 LaSierra LaSierra 7926 ND Deslizamiento ND ND
2.520888889 -76.56137778 1999-01-10 Popayán Popayán 4491 ND Deslizamiento ND ND
2.427783333 -76.6167 1998-09-24 Popayán Popayán 4394 ND Deslizamiento ND ND
2.454072222 -76.63933056 1998-07-24 Popayán Popayán 4362 ND Deslizamiento ND ND
2.457736111 -76.59393333 1998-06-24 Popayán Popayán 4354 ND Deslizamiento ND ND
2.248230556 -76.60250556 1998-01-07 Sotará Sotará 4197 ND Deslizamiento ND ND
2.193877778 -76.77713056 1997-11-19 LaSierra LaSierra 4190 ND Deslizamiento ND ND
2.193027778 -76.77648889 1997-11-16 LaSierra LaSierra 4187 ND Deslizamiento ND ND
2.431983333 -76.61588611 1997-10-30 Popayán Popayán 4179 ND Deslizamiento ND ND
2.447433333 -76.63418333 1997-04-01 Popayán Popayán 4133 ND Deslizamiento ND ND
2.199038889 -76.74689167 1997-01-22 LaSierra LaSierra 4053 ND Deslizamiento ND ND
2.45055 -76.63594444 1997-01-21 Popayán Popayán 4047 ND Deslizamiento ND ND
2.258980556 -76.73744444 1997-01-21 Rosas Rosas 4048 ND Deslizamiento ND ND
2.193877778 -76.77713056 1997-01-18 LaSierra LaSierra 4043 ND Deslizamiento ND ND
2.258680556 -76.73744444 1997-01-17 Rosas Rosas 4041 ND Deslizamiento ND ND
2.258680556 -76.73744444 1997-01-16 Rosas Rosas 4040 ND Deslizamiento ND ND
2.422272222 -76.56042778 1996-12-08 Popayán Popayán 4031 ND Deslizamiento ND ND
2.450683333 -76.62794722 1996-12-06 Popayán Popayán 4028 ND Deslizamiento ND ND
2.2539 -76.75685278 1996-04-27 Rosas Rosas 3802 ND Deslizamiento ND ND
2.248230556 -76.60482778 1996-03-19 Sotará Sotará 3784 ND Deslizamiento ND ND
2.439844444 -76.61733889 1996-03-18 Popayán Popayán 3781 ND Deslizamiento ND ND
Latitud Longitud FechaEvento Mpio Vereda Codigo Altura TipoMov Sutipo Material
2.380502778 -76.70118056 1996-02-10 Timbío Timbío 3700 ND Deslizamiento ND ND
2.479011111 -76.58905 1996-02-06 Popayán Popayán 8011 ND Flujo ND ND
2.448986111 -76.58703611 1995-12-09 Popayán Popayán 3295 ND Flujo ND ND
2.445891667 -76.59730556 1995-12-08 Popayán Popayán 3292 ND Flujo ND ND
2.454344444 -76.59894722 1995-12-07 Popayán Popayán 3688 ND Deslizamiento ND ND
2.465727778 -76.64231389 1995-05-31 Popayán Popayán 3560 ND Deslizamiento ND ND
2.384730556 -76.70353056 1995-05-09 Timbío Timbío 3543 ND Deslizamiento ND ND
2.380502778 -76.70118056 1995-05-09 Timbío Timbío 3544 ND Deslizamiento ND ND
2.379958333 -76.70055278 1995-05-01 Timbío Timbío 8097 ND Flujo ND ND
2.431441667 -76.61714722 1995-04-15 Popayán Popayán 3533 ND Deslizamiento ND ND
2.460036111 -76.628625 1995-02-28 Popayán Popayán 3525 ND Deslizamiento ND ND
2.449194444 -76.62876111 1994-12-03 Popayán Popayán 3519 ND Deslizamiento ND ND
2.478280556 -76.58855278 1994-01-15 Popayán Popayán 3291 ND Flujo ND ND
2.446208333 -76.59691389 1993-11-23 Popayán Popayán 3277 ND Deslizamiento ND ND
2.463016667 -76.58851389 1993-10-14 Popayán Popayán 3262 ND Deslizamiento ND ND
2.443772222 -76.63079444 1993-08-01 Popayán Popayán 3241 ND Deslizamiento ND ND
2.446033333 -76.59824722 1993-06-29 Popayán Popayán 3287 ND Flujo ND ND
2.459458333 -76.45625 1993-04-02 Popayán Popayán 3296 ND Deslizamiento ND ND
2.431577778 -76.60396111 1993-04-01 Popayán Popayán 3181 ND Deslizamiento ND ND
2.431847222 -76.61819167 1992-08-01 Popayán Popayán 3148 ND Deslizamiento ND ND
2.478280556 -76.58855278 1992-05-01 Popayán Popayán 3285 ND Flujo ND ND
2.437675 -76.60341944 1991-11-01 Popayán Popayán 3131 ND Deslizamiento ND ND
2.459086111 -76.59244444 1991-05-21 Popayán Popayán 3101 ND Deslizamiento ND ND
2.454613889 -76.59569444 1991-02-19 Popayán Popayán 3080 ND Deslizamiento ND ND
2.380033333 -76.70118056 1991-02-19 Timbío Timbío 3081 ND Deslizamiento ND ND
2.22495 -76.69301667 1990-12-06 Rosas Rosas 3077 ND Deslizamiento ND ND
2.432661111 -76.60694444 1990-05-01 Popayán Popayán 2915 ND Deslizamiento ND ND
2.193336111 -76.77618056 1990-01-03 LaSierra LaSierra 2897 ND Deslizamiento ND ND
2.479011111 -76.58905 1989-10-19 Popayán Popayán 2868 ND Deslizamiento ND ND
2.379958333 -76.70055278 1988-11-17 Timbío Timbío 2536 ND Deslizamiento ND ND
2.248230556 -76.60250556 1988-11-17 Sotará Sotará 2535 ND Deslizamiento ND ND
2.479011111 -76.58905 1987-11-17 Popayán Popayán 2402 ND Deslizamiento ND ND
2.258680556 -76.73744444 1985-05-15 Rosas Rosas 1737 ND Deslizamiento ND ND
2.435713889 -76.47271111 1984-10-29 Popayán Popayán 11079 ND Deslizamiento ND ND
2.340436111 -76.59708056 1984-10-29 Sotará Sotará 11077 ND Deslizamiento ND ND
2.292397222 -76.629625 1984-10-29 Sotará Sotará 11078 ND Deslizamiento ND ND
2.188286111 -76.82431944 1984-10-29 LaSierra LaSierra 11082 ND Deslizamiento ND ND
2.157313889 -76.72409167 1984-10-29 LaSierra LaSierra 11081 ND Deslizamiento ND ND
2.193130556 -76.77659167 1984-10-29 LaSierra LaSierra 11080 ND Deslizamiento ND ND
2.479011111 -76.58905 1984-10-13 Popayán Popayán 11116 ND Deslizamiento ND ND
2.406327778 -76.41568889 1984-04-30 Puracé Puracé 11293 ND Deslizamiento ND ND
2.478280556 -76.58855278 1983-12-06 Popayán Popayán 3290 ND Flujo ND ND
2.479011111 -76.58905 1983-03-31 Popayán Popayán 11386 ND Deslizamiento ND ND
2.272969444 -76.72593056 1982-05-01 Rosas Rosas 11493 ND Deslizamiento ND ND
2.479011111 -76.58905 1982-04-14 Popayán Popayán 11520 ND Deslizamiento ND ND
2.477916667 -76.58850278 1982-03-21 Popayán Popayán 11555 ND Deslizamiento ND ND
2.477822222 -76.58891944 1982-01-08 Popayán Popayán 3286 ND Deslizamiento ND ND
2.479011111 -76.58905 1982-01-08 Popayán Popayán 8010 ND Deslizamiento ND ND
2.477822222 -76.58891944 1981-12-19 Popayán Popayán 11825 ND Deslizamiento ND ND
2.380502778 -76.70118056 1981-12-08 Timbío Timbío 11830 ND Deslizamiento ND ND
2.248230556 -76.60250556 1975-03-05 Sotará Sotará 3425 ND Flujo ND ND
2.258611111 -76.73735278 1973-12-02 Rosas Rosas 10567 ND Deslizamiento ND ND
2.258680556 -76.73744444 1973-12-02 Rosas Rosas 8046 ND Flujo ND ND
2.258680556 -76.73744444 1973-11-02 Rosas Rosas 8045 ND Deslizamiento ND ND
2.274205556 -76.45725556 1971-11-02 Puracé Puracé 10059 ND Deslizamiento ND ND
2.4779 -76.58905 1971-01-09 Popayán Popayán 8099 ND Deslizamiento ND ND
2.193877778 -76.77713056 1970-11-13 LaSierra LaSierra 7923 ND Flujo ND ND
Latitud Longitud FechaEvento Mpio Vereda Codigo Altura TipoMov Sutipo Material
2.379958333 -76.70055278 1966-12-22 Timbío Timbío 7198 ND Deslizamiento ND ND
2.353119444 -76.68598333 1966-12-22 Timbío Timbío 3433 ND Flujo ND ND
2.274205556 -76.45725556 1966-12-22 Puracé Puracé 7189 ND Deslizamiento ND ND
2.193877778 -76.77713056 1966-12-19 LaSierra LaSierra 7922 ND Flujo ND ND
2.379958333 -76.70055278 1966-12-18 Timbío Timbío 7144 ND Deslizamiento ND ND
2.193877778 -76.77713056 1966-12-18 LaSierra LaSierra 7122 ND Deslizamiento ND ND
2.477822222 -76.58891944 1966-12-15 Popayán Popayán 3293 ND Flujo ND ND
2.248230556 -76.60250556 1966-03-05 Sotará Sotará 3426 ND Flujo ND ND
2.479011111 -76.58905 1963-04-15 Popayán Popayán 5783 ND Deslizamiento ND ND
2.329722222 -76.70972222 1960-01-01 Timbío Timbío 33503 ND Reptación Suelos Tierra
2.250277778 -76.75361111 1960-01-01 Rosas Rosas 33502 ND Reptación Suelos ND
2.193877778 -76.77713056 1956-12-29 LaSierra LaSierra 7920 ND Flujo ND ND
2.479011111 -76.58905 1953-11-25 Popayán Popayán 4288 ND Deslizamiento ND ND
2.380502778 -76.70118056 1950-02-22 Timbío Timbío 3434 ND Flujo ND ND
2.248230556 -76.60250556 1947-06-28 Sotará Sotará 3424 ND Flujo ND ND
2.258680556 -76.73744444 1947-02-25 Rosas Rosas 8044 ND Flujo ND ND
2.477822222 -76.58891944 1944-12-30 Popayán Popayán 11004 ND Deslizamiento ND ND
2.274205556 -76.45725556 1944-05-26 Puracé Puracé 3383 ND Flujo ND ND
2.477822222 -76.58891944 1943-03-05 Popayán Popayán 11474 ND Deslizamiento ND ND
2.477822222 -76.58891944 1943-01-13 Popayán Popayán 11508 ND Deslizamiento ND ND
2.477916667 -76.58850278 1942-11-04 Popayán Popayán 11891 ND Deslizamiento ND ND
2.477822222 -76.58891944 1941-11-14 Popayán Popayán 3288 ND Flujo ND ND
2.477916667 -76.58850278 1939-11-02 Popayán Popayán 12523 ND Deslizamiento ND ND
2.477822222 -76.58891944 1939-04-26 Popayán Popayán 3294 ND Flujo ND ND
2.477822222 -76.58891944 1938-12-16 Popayán Popayán 3298 ND Flujo ND ND
2.442986111 -76.45351667 1938-12-16 Popayán Popayán 3297 ND Flujo ND ND
B. Morphometry
Assessment of vertical accuracy





• Pilot área of 25 squares kilometres
WofE analysis for morphometric variables
• Group 1: Southeastern southwestern zone
• Group 2: Northwestern zone
Página 1 de 13 
 
ASSESSMENT OF VERTICAL ACCURACY – ALOS PALSAR hi 
ELEVATION DATA 
 
FILE NAMES AND OPTIONS 
 CODE  FILE / FUNCTION                     NAME 
   1  INPUT FILE WITH REFERENCE DEM      
D:\BLUH_Abr11_19\TIF\TOPOMCWSAGA.DAT                                            
   2  INPUT FILE WITH POINT NAMES ? Y/N  Y 
   3  INPUT FILE FOR ANALYSIS            
D:\BLUH_Abr11_19\TIF\ALOSPMCWSAGA.DAT                                           
   4  INPUT FILE WITH POINT NAMES ? Y/N  Y 
   5  INPUT FILE WITH CORR.COEFF. ? Y/N  N 
   6  RASTER FILE WITH SPECIAL AREA                                                                                      
   7  Z-INTERVAL FOR GROUPING DZ              1.000 
   8  MAXIMAL ACCEPTED DZ                     50.00 
   9  MAXIMAL ACCEPTED TANGENT(SLOPE)        2.0000 
  10  OUTPUT RASTER FILE  (*.raw)        
D:\BLUH_Abr11_20\OUTPUT\difTopoAP.raw                                           
  11  OVERVIEW (O) OR COLOR CODED DH (D) D 
  12  LISTING   S / L                    S 
  13  INSTEAD OF DZ JUST Z FROM FILE 1   N 
  14  ROUNDING REFERENCE DEM TO VALUE    0.000 
  15  ASTER NUM-FILE (OPTION)                                                                                            
  16  OUTPUT DEM                                                                                                         
  17  FILL GAPS OF RASTER FILE  Y/2-7/N  Y 
  18  MAX DIFF OF INCLINATION          2.00 
  19  A PRIORI SHIFT OF Z                 0.00 
  20  READ SIMPLE/ENHANCED  S/E          S 
  21  INPUT GEOGRAPHIC COORDS.   Y/N     N 
  22  INPUT SYSTEMATIC ERROR FILE                                                                                        
  23  SMOOTH SYST ERR 0/5/7/9/11/13...17   5 
  24  ROTATION - SYSTEMATIC ERRORS [deg]   0.00 
  25  LINEAR REGRESSION WEIGHTED  Y/N    Y 
  26  GROUP NUMBER SYSTEMATIC DZ  30-180   30 
  FILE NAME = BLANK = NO CREATION OF FILE 
  TYPE CODE AND FILE NAME / VALUE IN ONE LINE        DEFAULT = NEXT 
INPUT 
 WAIT A MOMENT 
 NUMBER OF DECIMAL FIGURES    3    3    3 
 MEAN HEIGHT:  126.82  RMS +/-  46.919 
 FOR WHOLE DATA SET: 
 DISTRIBUTION OF HEIGHT   128896 POINTS 
           <    52.96    4.95 %      4.95 %  ******* 
     52.96 -    62.82    1.60 %      6.55 %  ** 
     62.82 -    72.68   10.26 %     16.81 %  ************** 
     72.68 -    82.54    8.85 %     25.66 %  ************ 
     82.54 -    92.40    5.83 %     31.49 %  ******** 
     92.40 -   102.26    5.04 %     36.54 %  ******* 
    102.26 -   112.12    3.67 %     40.21 %  ***** 
    112.12 -   121.98    4.25 %     44.45 %  ****** 
    121.98 -   131.84    5.44 %     49.90 %  ******* 
    131.84 -   141.70    5.53 %     55.43 %  ******* 
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    141.70 -   151.56    5.99 %     61.41 %  ******** 
    151.56 -   161.42    6.05 %     67.46 %  ******** 
    161.42 -   171.28    6.28 %     73.74 %  ******** 
    171.28 -   181.14    8.59 %     82.34 %  ************ 
           >   181.14   17.66 %              ************************* 
 POSSIBLE SPACING IN X:    3.24327027   IN Y:    3.24327027      128896 
POINTS 
    8596 LINES IN X-DIRECTION     12000 LINES IN Y-DIRECTION  (   
103152000) 
       **************************** 
       ****** SPACING CHANGED ***** 
       **************************** 
 AVERAGE SPACING:   91.74018097      128896 POINTS 
     304 LINES IN X-DIRECTION       425 LINES IN Y-DIRECTION  (      
129200) 
 FACTOR     1.00000 
 ********************************************************* 
 DO YOU ACCEPT THE SPACING ?  IF NOT, TYPE ANOTHER SPACING 
 DEFAULT =   91.7400 POSSIBLE =    3.2433 
 ********************************************************* 
 USED SPACING   91.7400 
       303 LINES IN X-DIRECTION       424 LINES IN Y-DIRECTION 
 SPECIFICATION OF WINDOW 
  CODE  MEANING            VALUE 
    1   X-MINIMUM       1046138.000 (ACTUAL DATA SET:    1046138.000) 
    2   X-MAXIMUM       1074014.000 (ACTUAL DATA SET:    1074014.000) 
    3   Y-MINIMUM        739954.000 (ACTUAL DATA SET:     739954.000) 
    4   Y-MAXIMUM        778870.000 (ACTUAL DATA SET:     778870.000) 
    5   Z-MINIMUM            38.000 (ACTUAL DATA SET:         38.000) 
    6   Z-MAXIMUM           191.000 (ACTUAL DATA SET:        191.000) 
 TYPE CODE AND VALUE IN ONE LINE    JUST RETURN = NEXT INPUT 
  "C" = CHANGE TO ACTUAL LIMITS OF DATA SET 
     128896 REFERENCE POINTS FROM D:\BLUH_Abr11_19\TIF\TOPOMCWSAGA.DAT                                                   
     TTT 
 DIFFERENCE OF TERRAIN INCLINATION 
    1 0.030    113570******************** 
    2 0.060      7577* 
    3 0.090      1512 
    4 0.120       374 
    5 0.150        77 
    6 0.180        25 
    7 0.210        11 
    8 0.240         7 
    9 0.270         3 
   10 0.300         0 
   11 0.330         1 
   12 0.360         0 
   13 0.390         0 
   14 0.420         2 
   15 0.450         2 
   16 0.480         1 
   17 0.510         0 
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   18 0.540         2 
   19 0.570         1 
   20 0.600         4 
    126282 POINTS FOR ANALYSIS 
 DZ ACCEPTED UP TO:     50.00          13 VALUES NOT ACCEPTED =   0.01 
% 
 RMSZ:     4.873         BIAS:    -2.038 
 SZ (WITHOUT BIAS)           :     4.427 
 MEDIAN ABSOLUTE DEVIATION RELATED TO BIAS:      2.567  NMAD:      
3.806 
 DISTRIBUTION             :  LE50:     2.973  LE90:     7.992     LE95:     
9.746 
 DISTRIBUTION WITHOUT BIAS:   LE50:     2.567  LE90:     7.038  LE95:     
8.853 
 SZ =    4.621 +  80.488 * TAN(SLOPE) 
 NMAD =    4.257 + 170.285 * TAN(SLOPE) 
 CENTER OF FREQUENCY DISTRIBUTION       0.500 
 STANDARD DEVIATION BASED ON NEGATIVE PART:      5.508 
 STANDARD DEVIATION BASED ON POSITIVE PART:      4.213 
 STANDARD DEVIATION BASED ON 3-SIGMA-LEVEL:      4.108 
 FOR SLOPE < 0.1 
 BIAS:    -2.074 SZ:     4.354 NMAD:     3.741    NUMBER:    123749 
 GRAY VALUES FOR OUTPUT RASTER FILE 
  NO REFERENCE HEIGHT AVAILABLE          0 
  REFERENCE HEIGHT, BUT OUTSIDE LAYER   80 
  USUAL HEIGHT POINT INSIDE LAYER      170 
  EXCLUDED - EXCEEDING Z-TOLERANCE     255 
  EXCLUDED - EXCEEDING SLOPE-TOLERANCE  40 
------------------------------------------------------------------ 
 PLOT OF INFLUENCE OF ASPECTS IN BLPLOT.DAT 
 REFERENCE DATA   : D:\BLUH_Abr11_19\TIF\TOPOMCWSAGA.DAT                                                                 
 FILE FOR ANALYSIS: D:\BLUH_Abr11_19\TIF\ALOSPMCWSAGA.DAT                                                                
 RASTER DIFFERENCE PLOT STORED WITH  323 WIDTH     424 HEIGHT AS RAW 
INTERLEAVED 
  IN: D:\BLUH_Abr11_19\OUTPUT\difTopoAP.raw                                                                              
 SYSTEMATIC ERRORS ON: demori.dat 
  Mon Apr 13 11:56:37 2019 
 END OF PROGRAM DEMANAL 
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ASSESSMENT OF VERTICAL ACCURACY – ASTER GDEM 
FILE NAMES AND OPTIONS 
 CODE  FILE / FUNCTION                     NAME 
   1  INPUT FILE WITH REFERENCE DEM      
D:\BLUH_Abr11_19\TIF\TOPOMCWSAGA.DAT                                            
   2  INPUT FILE WITH POINT NAMES ? Y/N  Y 
   3  INPUT FILE FOR ANALYSIS            
D:\BLUH_Abr11_19\TIF\ASTERMCWSAGA.DAT                                           
   4  INPUT FILE WITH POINT NAMES ? Y/N  Y 
   5  INPUT FILE WITH CORR.COEFF. ? Y/N  N 
   6  RASTER FILE WITH SPECIAL AREA                                                                                      
   7  Z-INTERVAL FOR GROUPING DZ              1.000 
   8  MAXIMAL ACCEPTED DZ                     50.00 
   9  MAXIMAL ACCEPTED TANGENT(SLOPE)        2.0000 
  10  OUTPUT RASTER FILE  (*.raw)                                                                                        
  12  LISTING   S / L                    S 
  13  INSTEAD OF DZ JUST Z FROM FILE 1   N 
  14  ROUNDING REFERENCE DEM TO VALUE    0.000 
  15  ASTER NUM-FILE (OPTION)                                                                                            
  16  OUTPUT DEM                                                                                                         
  18  MAX DIFF OF INCLINATION          2.00 
  19  A PRIORI SHIFT OF Z                 0.00 
  20  READ SIMPLE/ENHANCED  S/E          S 
  21  INPUT GEOGRAPHIC COORDS.   Y/N     N 
  22  INPUT SYSTEMATIC ERROR FILE                                                                                        
  23  SMOOTH SYST ERR 0/5/7/9/11/13...17   5 
  24  ROTATION - SYSTEMATIC ERRORS [deg]   0.00 
  25  LINEAR REGRESSION WEIGHTED  Y/N    Y 
  26  GROUP NUMBER SYSTEMATIC DZ  30-180   30 
  FILE NAME = BLANK = NO CREATION OF FILE 
  TYPE CODE AND FILE NAME / VALUE IN ONE LINE        DEFAULT = NEXT 
INPUT 
  AVAILABLE INFORMATION ABOUT LINEAR SYSTEMATIC ERRORS 
  DZ =   -2.04 + (Z-    112.12) * 0.0256941 
  DZ =   -2.10 + (X-  1060366.25) * 0.0002369 
  DZ =   -2.02 + (Y-   759892.75) *-0.0001327 
  USE OF SYSTEMATIC ERRORS AS PRE-CORRECTION ? 
  LINEAR FUNCTION: 
  LZ= ONLY F(Z)  LX= ONLY F(X)  LY=ONLY F(Y)  LH= X+Y 
  USE OF SYSTEMATIC ERRORS IN demanal.dat 
  SX=FUNCTION OF X,  SY=FUNCTION OF Y,  SA=BOTH 
 N =NO      DEFAULT = N 
SA 
 WAIT A MOMENT 
 NUMBER OF DECIMAL FIGURES    3    3    3 
 MEAN HEIGHT:  126.82  RMS +/-  46.919 
 FOR WHOLE DATA SET: 
 DISTRIBUTION OF HEIGHT   128896 POINTS 
           <    52.96    4.95 %      4.95 %  ******* 
     52.96 -    62.82    1.60 %      6.55 %  ** 
     62.82 -    72.68   10.26 %     16.81 %  ************** 
     72.68 -    82.54    8.85 %     25.66 %  ************ 
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     82.54 -    92.40    5.83 %     31.49 %  ******** 
     92.40 -   102.26    5.04 %     36.54 %  ******* 
    102.26 -   112.12    3.67 %     40.21 %  ***** 
    112.12 -   121.98    4.25 %     44.45 %  ****** 
    121.98 -   131.84    5.44 %     49.90 %  ******* 
    131.84 -   141.70    5.53 %     55.43 %  ******* 
    141.70 -   151.56    5.99 %     61.41 %  ******** 
    151.56 -   161.42    6.05 %     67.46 %  ******** 
    161.42 -   171.28    6.28 %     73.74 %  ******** 
    171.28 -   181.14    8.59 %     82.34 %  ************ 
           >   181.14   17.66 %              ************************* 
 POSSIBLE SPACING IN X:    3.24327027   IN Y:    3.24327027      128896 
POINTS 
    8596 LINES IN X-DIRECTION     12000 LINES IN Y-DIRECTION  (   
103152000) 
       **************************** 
       ****** SPACING CHANGED ***** 
       **************************** 
 AVERAGE SPACING:   91.74018097      128896 POINTS 
     304 LINES IN X-DIRECTION       425 LINES IN Y-DIRECTION  (      
129200) 
 FACTOR     1.00000 
 ********************************************************* 
 DO YOU ACCEPT THE SPACING ?  IF NOT, TYPE ANOTHER SPACING 
 DEFAULT =   91.7400 POSSIBLE =    3.2433 
 ********************************************************* 
 USED SPACING   91.7400 
       303 LINES IN X-DIRECTION       424 LINES IN Y-DIRECTION 
 SPECIFICATION OF WINDOW 
  CODE  MEANING            VALUE 
    1   X-MINIMUM       1046138.000 (ACTUAL DATA SET:    1046138.000) 
    2   X-MAXIMUM       1074014.000 (ACTUAL DATA SET:    1074014.000) 
    3   Y-MINIMUM        739954.000 (ACTUAL DATA SET:     739954.000) 
    4   Y-MAXIMUM        778870.000 (ACTUAL DATA SET:     778870.000) 
    5   Z-MINIMUM            38.000 (ACTUAL DATA SET:         38.000) 
    6   Z-MAXIMUM           191.000 (ACTUAL DATA SET:        191.000) 
 TYPE CODE AND VALUE IN ONE LINE    JUST RETURN = NEXT INPUT 
  "C" = CHANGE TO ACTUAL LIMITS OF DATA SET 
     128896 REFERENCE POINTS FROM D:\BLUH_Abr11_19\TIF\TOPOMCWSAGA.DAT                                                   
 DIFFERENCE OF TERRAIN INCLINATION 
    1 0.030    109814******************** 
    2 0.060      8594* 
    3 0.090      2288 
    4 0.120       820 
    5 0.150       369 
    6 0.180       193 
    7 0.210       129 
    8 0.240        71 
    9 0.270        62 
   10 0.300        33 
   11 0.330        25 
   12 0.360        25 
Página 6 de 13 
 
   13 0.390        13 
   14 0.420        19 
   15 0.450         8 
   16 0.480        15 
   17 0.510        12 
   18 0.540         9 
   19 0.570         9 
   20 0.600       155 
    125773 POINTS FOR ANALYSIS 
 DZ ACCEPTED UP TO:     50.00         187 VALUES NOT ACCEPTED =   0.15 
% 
 RMSZ:     5.870         BIAS:    -2.456 
 SZ (WITHOUT BIAS):     5.331 
 MEDIAN ABSOLUTE DEVIATION RELATED TO BIAS:      3.145  NMAD:      
4.663 
 DISTRIBUTION           :  LE50:     3.463  LE90:     9.391     LE95:    
11.270 
 DISTRIBUTION WITHOUT BIAS:   LE50:     3.145  LE90:     8.210  LE95:    
10.236 
 SZ =    5.595 + 89.746 * TAN(SLOPE) 
 NMAD =    4.751 + 190.034 * TAN(SLOPE) 
 CENTER OF FREQUENCY DISTRIBUTION      -2.407 
 STANDARD DEVIATION BASED ON NEGATIVE PART:      5.365 
 STANDARD DEVIATION BASED ON POSITIVE PART:      5.248 
 STANDARD DEVIATION BASED ON 3-SIGMA-LEVEL:      4.712 
 FOR SLOPE < 0.1 
 BIAS:    -2.504 SZ:     5.214 NMAD:     4.584    NUMBER:    123163 
----------------------------------------------------------------- 
 PLOT OF INFLUENCE OF ASPECTS IN BLPLOT.DAT 
 REFERENCE DATA: D:\BLUH_Abr11_19\TIF\TOPOMCWSAGA.DAT                                                                 
 FILE FOR ANALYSIS: D:\BLUH_Abr11_19\TIF\ASTERMCWSAGA.DAT                                                                
 SYSTEMATIC ERRORS ON: demori.dat 
  Mon Apr 13 16:22:32 2019 





ASSESSMENT OF VERTICAL ACCURACY – 1arc sec SRTM-DEM 
3 D:\BLUH_Abr11_19\TIF\SRTM1MCWSAGA.DAT 
          1  1046138.000   739954.000       90.000 
          2  1046230.000   739954.000       94.000 
          3  1046322.000   739954.000       86.000 
          4  1046414.000   739954.000       77.000 
          5  1046506.000   739954.000       94.000 
          6  1046598.000   739954.000      105.000 
          7  1046690.000   739954.000      111.000 
          8  1046782.000   739954.000      119.000 
          9  1046874.000   739954.000      116.000 
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         10  1046966.000   739954.000      115.000 
 FILE NAMES AND OPTIONS 
 CODE  FILE / FUNCTION                     NAME 
   1  INPUT FILE WITH REFERENCE DEM      
D:\BLUH_Abr11_19\TIF\TOPOMCWSAGA.DAT 
   2  INPUT FILE WITH POINT NAMES ? Y/N  Y 
   3  INPUT FILE FOR ANALYSIS            
D:\BLUH_Abr11_19\TIF\SRTM1MCWSAGA.DAT 
   4  INPUT FILE WITH POINT NAMES ? Y/N  Y 
   5  INPUT FILE WITH CORR.COEFF. ? Y/N  N 
   6  RASTER FILE WITH SPECIAL AREA 
   7  Z-INTERVAL FOR GROUPING DZ              1.000 
   8  MAXIMAL ACCEPTED DZ                     50.00 
   9  MAXIMAL ACCEPTED TANGENT(SLOPE)        2.0000 
  10  OUTPUT RASTER FILE  (*.raw)        diff.raw 
  11  OVERVIEW (O) OR COLOR CODED DH (D) D 
  12  LISTING   S / L                    S 
  13  INSTEAD OF DZ JUST Z FROM FILE 1   N 
  14  ROUNDING REFERENCE DEM TO VALUE    0.000 
  15  ASTER NUM-FILE (OPTION) 
  16  OUTPUT DEM 
  17  FILL GAPS OF RASTER FILE  Y/2-7/N  Y 
  18  MAX DIFF OF INCLINATION          2.00 
  19  A PRIORI SHIFT OF Z                 0.00 
  20  READ SIMPLE/ENHANCED  S/E          S 
  21  INPUT GEOGRAPHIC COORDS.   Y/N     N 
  22  INPUT SYSTEMATIC ERROR FILE 
  23  SMOOTH SYST ERR 0/5/7/9/11/13...17   5 
  24  ROTATION - SYSTEMATIC ERRORS [deg]   0.00 
  25  LINEAR REGRESSION WEIGHTED  Y/N    Y 
  26  GROUP NUMBER SYSTEMATIC DZ  30-180   30 
  FILE NAME = BLANK = NO CREATION OF FILE 
  TYPE CODE AND FILE NAME / VALUE IN ONE LINE        DEFAULT = NEXT 
INPUT 
  AVAILABLE INFORMATION ABOUT LINEAR SYSTEMATIC ERRORS 
  DZ =   -2.56 + (Z-    112.12) * 0.0434463 
  DZ =   -2.51 + (X-  1060338.75) * 0.0001869 
  DZ =   -2.42 + (Y-   759897.94) *-0.0001103 
 
  USE OF SYSTEMATIC ERRORS AS PRE-CORRECTION ? 
  LINEAR FUNCTION: 
  LZ= ONLY F(Z)  LX= ONLY F(X)  LY=ONLY F(Y)  LH= X+Y 
 
  USE OF SYSTEMATIC ERRORS IN demanal.dat 
  SX=FUNCTION OF X,  SY=FUNCTION OF Y,  SA=BOTH 
 N =NO      DEFAULT = N 
SA 
WAIT A MOMENT 
NUMBER OF DECIMAL FIGURES    3    3    3 
 MEAN HEIGHT:  126.82  RMS +/-  46.919 
 FOR WHOLE DATA SET: 
 DISTRIBUTION OF HEIGHT   128896 POINTS 
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           <    52.96    4.95 %      4.95 %  ******* 
     52.96 -    62.82    1.60 %      6.55 %  ** 
     62.82 -    72.68   10.26 %     16.81 %  ************** 
     72.68 -    82.54    8.85 %     25.66 %  ************ 
     82.54 -    92.40    5.83 %     31.49 %  ******** 
     92.40 -   102.26    5.04 %     36.54 %  ******* 
    102.26 -   112.12    3.67 %     40.21 %  ***** 
    112.12 -   121.98    4.25 %     44.45 %  ****** 
    121.98 -   131.84    5.44 %     49.90 %  ******* 
    131.84 -   141.70    5.53 %     55.43 %  ******* 
    141.70 -   151.56    5.99 %     61.41 %  ******** 
    151.56 -   161.42    6.05 %     67.46 %  ******** 
    161.42 -   171.28    6.28 %     73.74 %  ******** 
    171.28 -   181.14    8.59 %     82.34 %  ************ 
           >   181.14   17.66 %              ************************* 
POSSIBLE SPACING IN X:    3.24327027   IN Y:    3.24327027      128896 
POINTS 
    8596 LINES IN X-DIRECTION     12000 LINES IN Y-DIRECTION  (   
103152000) 
       **************************** 
       ****** SPACING CHANGED ***** 
       **************************** 
 AVERAGE SPACING:   91.74018097      128896 POINTS 
     304 LINES IN X-DIRECTION       425 LINES IN Y-DIRECTION  (      
129200) 
 FACTOR     1.00000 
 ********************************************************* 
 DO YOU ACCEPT THE SPACING ?  IF NOT, TYPE ANOTHER SPACING 
 DEFAULT =   91.7400 POSSIBLE =    3.2433 
 ********************************************************* 
 USED SPACING   91.7400 
       303 LINES IN X-DIRECTION       424 LINES IN Y-DIRECTION 
 SPECIFICATION OF WINDOW 
  CODE  MEANING            VALUE 
    1   X-MINIMUM       1046138.000 (ACTUAL DATA SET:    1046138.000) 
    2   X-MAXIMUM       1074014.000 (ACTUAL DATA SET:    1074014.000) 
    3   Y-MINIMUM        739954.000 (ACTUAL DATA SET:     739954.000) 
    4   Y-MAXIMUM        778870.000 (ACTUAL DATA SET:     778870.000) 
    5   Z-MINIMUM            38.000 (ACTUAL DATA SET:         38.000) 
    6   Z-MAXIMUM           191.000 (ACTUAL DATA SET:        191.000) 
 TYPE CODE AND VALUE IN ONE LINE    JUST RETURN = NEXT INPUT 
  "C" = CHANGE TO ACTUAL LIMITS OF DATA SET 
     128896 REFERENCE POINTS FROM D:\BLUH_Abr11_19\TIF\TOPOMCWSAGA.DAT 
DIFFERENCE OF TERRAIN INCLINATION 
    1 0.030    113117******************** 
    2 0.060      7675* 
    3 0.090      1602 
    4 0.120       405 
    5 0.150       122 
    6 0.180        49 
    7 0.210        31 
    8 0.240        19 
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    9 0.270        10 
   10 0.300         5 
   11 0.330        10 
   12 0.360         9 
   13 0.390         5 
   14 0.420         7 
   15 0.450         3 
   16 0.480         2 
   17 0.510         0 
   18 0.540         2 
   19 0.570         2 
   20 0.600         7 
    126186 POINTS FOR ANALYSIS 
 DZ ACCEPTED UP TO:     50.00          14 VALUES NOT ACCEPTED =   0.01 
% 
 RMSZ:     3.941         BIAS:     0.180 
 SZ (WITHOUT BIAS)           :     3.937 
 MEDIAN ABSOLUTE DEVIATION RELATED TO BIAS:      2.087  NMAD:      
3.093 
 DISTRIBUTION             :  LE50:     2.128  LE90:     6.108     LE95:     
7.803 
 DISTRIBUTION WITHOUT BIAS:   LE50:     2.087  LE90:     6.102  LE95:     
7.795 
 SZ =    3.537 + 109.853 * TAN(SLOPE) 
 NMAD =    2.944 + 117.743 * TAN(SLOPE) 
 CENTER OF FREQUENCY DISTRIBUTION       0.346 
 STANDARD DEVIATION BASED ON NEGATIVE PART:      4.006 
 STANDARD DEVIATION BASED ON POSITIVE PART:      3.845 
 STANDARD DEVIATION BASED ON 3-SIGMA-LEVEL:      3.463 
 FOR SLOPE < 0.1 
 BIAS:     0.157 SZ:     3.848 NMAD:     3.035    NUMBER:    123664 
 GRAY VALUES FOR OUTPUT RASTER FILE 
  NO REFERENCE HEIGHT AVAILABLE          0 
  REFERENCE HEIGHT, BUT OUTSIDE LAYER   80 
  USUAL HEIGHT POINT INSIDE LAYER      170 
  EXCLUDED - EXCEEDING Z-TOLERANCE     255 
  EXCLUDED - EXCEEDING SLOPE-TOLERANCE  40 
--------------------------------------------------------------- 
PLOT OF INFLUENCE OF ASPECTS IN BLPLOT.DAT 
 REFERENCE DATA   : D:\BLUH_Abr11_19\TIF\TOPOMCWSAGA.DAT 
 FILE FOR ANALYSIS: D:\BLUH_Abr11_19\TIF\SRTM1MCWSAGA.DAT 
 
 RASTER DIFFERENCE PLOT STORED WITH  323 WIDTH     424 HEIGHT AS RAW 
INTERLEAVED 
  IN: diff.raw 
 
 SYSTEMATIC ERRORS ON: demori.dat 
  Mon Apr 13 16:36:46 2019 
 
 END OF PROGRAM DEMANAL 
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ASSESSMENT OF VERTICAL ACCURACY – 3arc sec SRTM-DEM 
3 D:\BLUH_Abr11_19\TIF\SRTM3MCWSAGA.DAT 
          1  1046138.000   739954.000       96.000 
          2  1046230.000   739954.000       95.000 
          3  1046322.000   739954.000       83.000 
          4  1046414.000   739954.000       83.000 
          5  1046506.000   739954.000       96.000 
          6  1046598.000   739954.000      104.000 
          7  1046690.000   739954.000      111.000 
          8  1046782.000   739954.000      115.000 
          9  1046874.000   739954.000      111.000 
         10  1046966.000   739954.000      110.000 
 
 FILE NAMES AND OPTIONS 
 CODE  FILE / FUNCTION                     NAME 
   1  INPUT FILE WITH REFERENCE DEM      
D:\BLUH_Abr11_19\TIF\TOPOMCWSAGA.DAT 
   2  INPUT FILE WITH POINT NAMES ? Y/N  Y 
   3  INPUT FILE FOR ANALYSIS            
D:\BLUH_Abr11_19\TIF\SRTM3MCWSAGA.DAT 
   4  INPUT FILE WITH POINT NAMES ? Y/N  Y 
   5  INPUT FILE WITH CORR.COEFF. ? Y/N  N 
   6  RASTER FILE WITH SPECIAL AREA 
   7  Z-INTERVAL FOR GROUPING DZ              1.000 
   8  MAXIMAL ACCEPTED DZ                     50.00 
   9  MAXIMAL ACCEPTED TANGENT(SLOPE)        2.0000 
  10  OUTPUT RASTER FILE  (*.raw)        diff.raw 
  11  OVERVIEW (O) OR COLOR CODED DH (D) D 
  12  LISTING   S / L                    S 
  13  INSTEAD OF DZ JUST Z FROM FILE 1   N 
  14  ROUNDING REFERENCE DEM TO VALUE    0.000 
  15  ASTER NUM-FILE (OPTION) 
  16  OUTPUT DEM 
  17  FILL GAPS OF RASTER FILE  Y/2-7/N  Y 
  18  MAX DIFF OF INCLINATION          2.00 
  19  A PRIORI SHIFT OF Z                 0.00 
  20  READ SIMPLE/ENHANCED  S/E          S 
  21  INPUT GEOGRAPHIC COORDS.   Y/N     N 
  22  INPUT SYSTEMATIC ERROR FILE 
  23  SMOOTH SYST ERR 0/5/7/9/11/13...17   5 
  24  ROTATION - SYSTEMATIC ERRORS [deg]   0.00 
  25  LINEAR REGRESSION WEIGHTED  Y/N    Y 
  26  GROUP NUMBER SYSTEMATIC DZ  30-180   30 
  FILE NAME = BLANK = NO CREATION OF FILE 
  TYPE CODE AND FILE NAME / VALUE IN ONE LINE        DEFAULT = NEXT 
INPUT 
  AVAILABLE INFORMATION ABOUT LINEAR SYSTEMATIC ERRORS 
  DZ =    0.10 + (Z-    112.12) * 0.0155761 
  DZ =    0.15 + (X-  1060364.75) * 0.0000634 
  DZ =    0.23 + (Y-   759889.75) *-0.0000294 
  USE OF SYSTEMATIC ERRORS AS PRE-CORRECTION ? 
  LINEAR FUNCTION: 
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  LZ= ONLY F(Z)  LX= ONLY F(X)  LY=ONLY F(Y)  LH= X+Y 
  USE OF SYSTEMATIC ERRORS IN demanal.dat 
  SX=FUNCTION OF X,  SY=FUNCTION OF Y,  SA=BOTH 
 N =NO      DEFAULT = N 
 WAIT A MOMENT 
 NUMBER OF DECIMAL FIGURES    3    3    3 
 MEAN HEIGHT:  126.82  RMS +/-  46.919 
 FOR WHOLE DATA SET: 
 DISTRIBUTION OF HEIGHT   128896 POINTS 
           <    52.96    4.95 %      4.95 %  ******* 
     52.96 -    62.82    1.60 %      6.55 %  ** 
     62.82 -    72.68   10.26 %     16.81 %  ************** 
     72.68 -    82.54    8.85 %     25.66 %  ************ 
     82.54 -    92.40    5.83 %     31.49 %  ******** 
     92.40 -   102.26    5.04 %     36.54 %  ******* 
    102.26 -   112.12    3.67 %     40.21 %  ***** 
    112.12 -   121.98    4.25 %     44.45 %  ****** 
    121.98 -   131.84    5.44 %     49.90 %  ******* 
    131.84 -   141.70    5.53 %     55.43 %  ******* 
    141.70 -   151.56    5.99 %     61.41 %  ******** 
    151.56 -   161.42    6.05 %     67.46 %  ******** 
    161.42 -   171.28    6.28 %     73.74 %  ******** 
    171.28 -   181.14    8.59 %     82.34 %  ************ 
           >   181.14   17.66 %              ************************* 
 POSSIBLE SPACING IN X:    3.24327027   IN Y:    3.24327027      128896 
POINTS 
    8596 LINES IN X-DIRECTION     12000 LINES IN Y-DIRECTION  (   
103152000) 
       **************************** 
       ****** SPACING CHANGED ***** 
       **************************** 
 AVERAGE SPACING:   91.74018097      128896 POINTS 
     304 LINES IN X-DIRECTION       425 LINES IN Y-DIRECTION  (      
129200) 
 FACTOR     1.00000 
 ********************************************************* 
 DO YOU ACCEPT THE SPACING ?  IF NOT, TYPE ANOTHER SPACING 
 DEFAULT =   91.7400 POSSIBLE =    3.2433 
 ********************************************************* 
 USED SPACING   91.7400 
       303 LINES IN X-DIRECTION       424 LINES IN Y-DIRECTION 
 SPECIFICATION OF WINDOW 
  CODE  MEANING            VALUE 
    1   X-MINIMUM       1046138.000 (ACTUAL DATA SET:    1046138.000) 
    2   X-MAXIMUM       1074014.000 (ACTUAL DATA SET:    1074014.000) 
    3   Y-MINIMUM        739954.000 (ACTUAL DATA SET:     739954.000) 
    4   Y-MAXIMUM        778870.000 (ACTUAL DATA SET:     778870.000) 
    5   Z-MINIMUM            38.000 (ACTUAL DATA SET:         38.000) 
    6   Z-MAXIMUM           191.000 (ACTUAL DATA SET:        191.000) 
 TYPE CODE AND VALUE IN ONE LINE    JUST RETURN = NEXT INPUT 
  "C" = CHANGE TO ACTUAL LIMITS OF DATA SET 
Página 12 de 13 
 
       128896 REFERENCE POINTS FROM 
D:\BLUH_Abr11_19\TIF\TOPOMCWSAGA.DAT 
 DIFFERENCE OF TERRAIN INCLINATION 
    1 0.030    114075******************** 
    2 0.060      6838* 
    3 0.090      1577 
    4 0.120       476 
    5 0.150       132 
    6 0.180        40 
    7 0.210        11 
    8 0.240         7 
    9 0.270         2 
   10 0.300         1 
   11 0.330         0 
   12 0.360         0 
   13 0.390         1 
   14 0.420         1 
   15 0.450         1 
   16 0.480         0 
   17 0.510         1 
   18 0.540         0 
   19 0.570         1 
   20 0.600         5 
 
    126282 POINTS FOR ANALYSIS 
 DZ ACCEPTED UP TO:     50.00          13 VALUES NOT ACCEPTED =   0.01 
% 
 RMSZ:     5.017         BIAS:    -2.014 
 SZ (WITHOUT BIAS)           :     4.595 
 MEDIAN ABSOLUTE DEVIATION RELATED TO BIAS:      2.619  NMAD:      
3.883 
 DISTRIBUTION             :  LE50:     3.010  LE90:     8.128     LE95:     
9.984 
 DISTRIBUTION WITHOUT BIAS:   LE50:     2.619  LE90:     7.260  LE95:     
9.144 
 SZ =    4.689 + 100.006 * TAN(SLOPE) 
 NMAD =    4.298 + 171.902 * TAN(SLOPE) 
 CENTER OF FREQUENCY DISTRIBUTION       0.500 
 STANDARD DEVIATION BASED ON NEGATIVE PART:      5.585 
 STANDARD DEVIATION BASED ON POSITIVE PART:      4.560 
 STANDARD DEVIATION BASED ON 3-SIGMA-LEVEL:      4.147 
 FOR SLOPE < 0.1 
 BIAS:    -2.052 SZ:     4.518 NMAD:     3.815    NUMBER:    123745 
 GRAY VALUES FOR OUTPUT RASTER FILE 
  NO REFERENCE HEIGHT AVAILABLE          0 
  REFERENCE HEIGHT, BUT OUTSIDE LAYER   80 
  USUAL HEIGHT POINT INSIDE LAYER      170 
  EXCLUDED - EXCEEDING Z-TOLERANCE     255 
  EXCLUDED - EXCEEDING SLOPE-TOLERANCE  40 
----------------------------------------------------------------- 
 PLOT OF INFLUENCE OF ASPECTS IN BLPLOT.DAT 
 REFERENCE DATA   : D:\BLUH_Abr11_19\TIF\TOPOMCWSAGA.DAT 
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 FILE FOR ANALYSIS: D:\BLUH_Abr11_19\TIF\SRTM3MCWSAGA.DAT 
 RASTER DIFFERENCE PLOT STORED WITH  323 WIDTH     424 HEIGHT AS RAW 
INTERLEAVED 
  IN: diff.raw 
 SYSTEMATIC ERRORS ON: demori.dat 
  Mon Apr 13 16:45:33 2019 
 END OF PROGRAM DEMANAL 
 
LOGISTIC REGRESSION RESULTS
PILOT AREA OF 25 squares kilometers
THEME_ID THEME COEFFICIEN LR_STD_DEV
1 Constant Value -8.606096 3.383696
2 Twi-r, Value 0.453583 0.332831
3 Slope_r, Value 0.948248 0.229372
4 Ldfsaga_r, Value -0.120328 0.145761
5 Convi_r, Value 0.025881 0.450327
ETHEME SLOPE_R LDFSAGA_R CONVI_R
Twi-r 1.0000 1.0000 1.0000
Slope_r 1.0000 1.0000
Ldfsaga_r 1.0000
Values < .05 indicate some conditional dependence.
Overall Test of Conditional Independence0.8600
EVIDENCE_T CLASS_FIEL W1 W2 W3 W4 W5 W6 W7 W8 W9 CONTRAST_ CONFIDENCE
Twi-r Value -2.283 -0.344 0.245 0.621 -5.135 -4.578 1.064 -1.904 0.534 6.199 0.617
Slope_r Value -3.623 -5.762 -1.040 0.049 1.212 -4.285 2.732 -0.578 1.526 8.494 0.847
Ldfsaga_r Value 0.722 -2.147 0.701 -3.887 -0.152 -5.112 -2.438 0.233 -4.606 5.834 0.583
Convi_r Value -1.264 -3.105 0.009 0.086 0.440 -1.321 -4.591 -3.106 -1.205 5.030 0.503
Immzp1_utm.shp 17.0 610.99 0.0278
EVIDENCE_T CLASS_FIEL V1 V2 V3 V4 V5 V6 V7 V8 V9
Twi-r Value 100.29 0.26 0.15 0.21 100.02 100.03 1.08 100.43 104.88
Slope_r Value 100.08 100.01 0.51 0.21 0.16 100.04 0.48 101.61 113.17
Ldfsaga_r Value 0.21 100.33 0.35 100.06 0.15 100.02 100.25 0.52 100.03
Convi_r Value 100.81 100.13 1.03 0.26 0.09 1.01 100.03 100.13 100.86
ETHEME SLOPE_R LDFSAGA_R CONVI_R
Twi-r 4.50 3.42 13.03
Slope_r 3.67 3.57
Ldfsaga_r 3.21
Probability values depend on chi-squared values and number of degrees of freedom.
ETHEME SLOPE_R LDFSAGA_R CONVI_R
Twi-r 64 64 64
Slope_r 64 64
Ldfsaga_r 64
Probability values depend on chi-squared values and number of degrees of freedom.
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CLASS SLOPE AREA_SQ_KM AREA_UNITS NO_POINTS WPLUS S_WPLUS WMINUS S_WMINUS CONTRAST S_CONTRAST STUD_CNT
1 0 - 6.617 36.2313 905.7825 9 -0.3962 0.3350 0.0375 0.0924 -0.4336 0.3475 -1.2478
2 6.617 - 13.234 91.4085 2285.2125 44 0.2748 0.1522 -0.1186 0.1098 0.3934 0.1877 2.0958
3 13.234 - 19.851 99.5490 2488.7250 44 0.1879 0.1521 -0.0859 0.1099 0.2739 0.1876 1.4597
4 19.851 - 26.468 64.3302 1608.2550 25 0.0571 0.2016 -0.0134 0.0993 0.0704 0.2247 0.3135
5 26.468 - 33.085 30.8934 772.3350 4 -1.0525 0.5013 0.0620 0.0905 -1.1145 0.5094 -2.1879
6 33.085 - 39.702 15.3819 384.5475 0
7 39.702 - 46.319 6.9984 174.9600 1 -0.9534 1.0029 0.0126 0.0894 -0.9660 1.0068 -0.9595
8 46.319 - 52.936 2.2599 56.4975 1 0.1891 1.0090 -0.0014 0.0894 0.1904 1.0129 0.1880
9 52.936 - 59.553 0.8019 20.0475 0
10 59.553 - 66.17 0.4050 10.1250 0
11 66.17 - 72.788 0.1377 3.4425 0
12 72.788 - 79.405 0.0162 0.4050 0
CLASS TWI AREA_SQ_KM AREA_UNITS NO_POINTS WPLUS S_WPLUS WMINUS S_WMINUS CONTRAST S_CONTRAST STUD_CNT
1 -4.024 - -2.147 0.0972 2.4300 0
2 -2.147 - -0.271 0.2187 5.4675 0
3 -0.271 - 1.606 4.9572 123.9300 2 0.0951 0.7129 -0.0014 0.0897 0.0966 0.7185 0.1344
4 1.606 - 3.482 35.0163 875.4075 15 0.1561 0.2604 -0.0190 0.0948 0.1751 0.2771 0.6317
5 3.482 - 5.358 68.9148 1722.8700 25 -0.0128 0.2015 0.0031 0.0993 -0.0160 0.2246 -0.0711
6 5.358 - 7.235 42.4278 1060.6950 13 -0.1840 0.2791 0.0231 0.0940 -0.2071 0.2945 -0.7032
7 7.235 - 9.111 14.6691 366.7275 6 0.1091 0.4116 -0.0051 0.0912 0.1141 0.4216 0.2707
8 9.111 - 10.987 70.8021 1770.0525 25 -0.0402 0.2014 0.0100 0.0993 -0.0502 0.2246 -0.2238
9 10.987 - 12.864 91.3437 2283.5925 37 0.0992 0.1657 -0.0377 0.1056 0.1369 0.1965 0.6964
10 12.864 - 14.74 16.4349 410.8725 4 -0.4168 0.5025 0.0168 0.0905 -0.4336 0.5105 -0.8493
11 14.74 - 16.617 3.2481 81.2025 1 -0.1791 1.0062 0.0015 0.0894 -0.1807 1.0102 -0.1788
12 16.617 - 18.493 0.2835 7.0875 0
CLASS CONVI AREA_SQ_KM AREA_UNITS NO_POINTS WPLUS S_WPLUS WMINUS S_WMINUS CONTRAST S_CONTRAST STUD_CNT
1 -100 - -83.333 0.1620 4.0500 0
2 -83.333 - -66.667 0.7128 17.8200 0
3 -66.667 - -50 2.1222 53.0550 1 0.2531 1.0096 -0.0018 0.0894 0.2549 1.0135 0.2515
4 -50 - -33.333 5.2731 131.8275 2 0.0324 0.7125 -0.0005 0.0897 0.0329 0.7182 0.0458
5 -33.333 - -16.667 21.6432 541.0800 5 -0.4694 0.4493 0.0247 0.0909 -0.4941 0.4584 -1.0778
6 -16.667 - 0 144.4068 3610.1700 50 -0.0601 0.1424 0.0405 0.1141 -0.1006 0.1825 -0.5515
7 0 - 16.667 144.0828 3602.0700 57 0.0752 0.1335 -0.0565 0.1195 0.1317 0.1792 0.7348
8 16.667 - 33.333 21.8619 546.5475 10 0.2229 0.3192 -0.0168 0.0927 0.2396 0.3324 0.7211
9 33.333 - 50 5.3298 133.2450 3 0.4346 0.5840 -0.0084 0.0901 0.4431 0.5909 0.7498
10 50 - 66.667 1.8387 45.9675 0
11 66.667 - 83.333 0.8424 21.0600 0
12 83.333 - 100 0.1377 3.4425 0
CLASS FLOWPL AREA_SQ_KM AREA_UNITS NO_POINTS WPLUS S_WPLUS WMINUS S_WMINUS CONTRAST S_CONTRAST STUD_CNT
1 0 - 371.173 223.2927 5582.3175 93 0.1275 0.1046 -0.2761 0.1700 0.4036 0.1996 2.0223
2 371.173 - 742.346 92.3886 2309.7150 32 -0.0598 0.1780 0.0207 0.1028 -0.0805 0.2056 -0.3916
3 742.346 - 1113.518 24.6807 617.0175 3 -1.1160 0.5788 0.0505 0.0901 -1.1665 0.5857 -1.9915
4 1113.518 - 1484.691 6.4800 162.0000 0
5 1484.691 - 1855.864 1.2150 30.3750 0
6 1855.864 - 2227.037 0.2997 7.4925 0
7 2227.037 - 2598.209 0.0567 1.4175 0
CLASS SOILUNIT AREA_SQ_KM AREA_UNITS NO_POINTS WPLUS S_WPLUS WMINUS S_WMINUS CONTRAST S_CONTRAST STUD_CNT
1 AQ 19.5453 488.6325 1 -1.9841 1.0010 0.0507 0.0894 -2.0348 1.0050 -2.0246
2 CA 1.9521 48.8025 1 0.3384 1.0104 -0.0023 0.0894 0.3406 1.0144 0.3358
3 LL 122.1480 3053.7000 18 -0.9224 0.2364 0.2850 0.0963 -1.2074 0.2553 -4.7300
4 LQ 82.4661 2061.6525 79 0.9827 0.1147 -0.6975 0.1434 1.6802 0.1836 9.1497
7 ME 1.8225 45.5625 0
8 MH 21.5136 537.8400 0
9 MK 37.3167 932.9175 26 0.6535 0.1989 -0.1154 0.0997 0.7689 0.2225 3.4558







CLASS LANDFORM AREA_SQ_KM AREA_UNITS NO_POINTS WPLUS S_WPLUS WMINUS S_WMINUS CONTRAST S_CONTRAST STUD_CNT
1
Steep slope, fine texture, high 
convexity 31.1445 778.6125 7 -0.4971 0.3797 0.0380 0.0916 -0.5351 0.3906 -1.3701
2
Steep slope, coarse texture, 
high convexity 7.0065 175.1625 4 0.4491 0.5058 -0.0116 0.0905 0.4607 0.5138 0.8966
4
Steep slope, coarse texture, 
low convexity 17.0991 427.4775 3 -0.7468 0.5794 0.0270 0.0901 -0.7738 0.5864 -1.3197
6
Moderate slope, coarse 
texture, high convexity 8.7156 217.8900 4 0.2263 0.5047 -0.0065 0.0905 0.2328 0.5127 0.4540
7
Moderate slope, fine texture, 
low convexity 87.8040 2195.1000 29 -0.1080 0.1869 0.0340 0.1013 -0.1419 0.2126 -0.6675
9
Gentle slope, coarse texture, 
high convexity 43.5132 1087.8300 6 -0.9892 0.4094 0.0867 0.0913 -1.0759 0.4194 -2.5653
11
Gentle slope, fine texture, 
low convexity 83.2437 2081.0925 48 0.4593 0.1460 -0.1996 0.1125 0.6590 0.1843 3.5749
12
Gentle slope, coarse texture, 
low convexity 69.8868 1747.1700 27 0.0511 0.1940 -0.0132 0.1002 0.0643 0.2183 0.2946
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CLASS SLOPE AREA_SQ_KM AREA_UNITS NO_POINTS WPLUS S_WPLUS WMINUS S_WMINUS CONTRAST S_CONTRAST STUD_CNT
1 0 - 6.617 48.3813 1209.5325 4 -1.4788 0.5008 0.2466 0.1282 -1.7254 0.5170 -3.3375
2 6.617 - 13.234 73.0620 1826.5500 28 0.0671 0.1904 -0.0467 0.1633 0.1138 0.2509 0.4535
3 13.234 - 19.851 40.3623 1009.0575 20 0.3286 0.2259 -0.1149 0.1484 0.4435 0.2702 1.6411
4 19.851 - 26.468 14.8797 371.9925 12 0.8284 0.2934 -0.1179 0.1370 0.9464 0.3238 2.9224
5 26.468 - 33.085 5.0463 126.1575 1 -0.6000 1.0040 0.0127 0.1249 -0.6127 1.0117 -0.6056
6 33.085 - 39.702 1.5876 39.6900 0
7 39.702 - 46.319 0.4212 10.5300 1 1.9752 1.0512 -0.0132 0.1249 1.9883 1.0586 1.8783
8 46.319 - 52.936 0.2025 5.0625 0
9 52.936 - 59.553 0.0324 0.8100 0
10 59.553 - 66.17 0.0081 0.2025 0
CLASS TWI AREA_SQ_KM AREA_UNITS NO_POINTS WPLUS S_WPLUS WMINUS S_WMINUS CONTRAST S_CONTRAST STUD_CNT
1 -4.024 - -2.147 0.0162 0.4050 0
2 -2.147 - -0.271 0.0405 1.0125 0
3 -0.271 - 1.606 4.1391 103.4775 1 -0.4000 1.0049 0.0076 0.1249 -0.4076 1.0126 -0.4026
4 1.606 - 3.482 20.8818 522.0450 10 0.2938 0.3193 -0.0445 0.1346 0.3382 0.3465 0.9762
5 3.482 - 5.358 35.7939 894.8475 15 0.1579 0.2604 -0.0421 0.1410 0.2000 0.2961 0.6753
6 5.358 - 7.235 21.3192 532.9800 11 0.3699 0.3047 -0.0600 0.1358 0.4299 0.3336 1.2888
7 7.235 - 9.111 5.4189 135.4725 0
8 9.111 - 10.987 51.8238 1295.5950 15 -0.2174 0.2597 0.0741 0.1411 -0.2915 0.2956 -0.9863
9 10.987 - 12.864 38.0700 951.7500 14 0.0252 0.2692 -0.0067 0.1397 0.0319 0.3033 0.1050
10 12.864 - 14.74 5.8968 147.4200 0
11 14.74 - 16.617 0.5832 14.5800 0
CLASS CONVI AREA_SQ_KM AREA_UNITS NO_POINTS WPLUS S_WPLUS WMINUS S_WMINUS CONTRAST S_CONTRAST STUD_CNT
1 -100 - -83.333 0.2511 6.2775 0
2 -83.333 - -66.667 1.1988 29.9700 0
3 -66.667 - -50 2.7702 69.2550 0
4 -50 - -33.333 5.4918 137.2950 0
5 -33.333 - -16.667 16.1838 404.5950 0
6 -16.667 - 0 65.8854 1647.1350 29 0.2079 0.1874 -0.1372 0.1654 0.3451 0.2499 1.3808
7 0 - 16.667 66.7521 1668.8025 27 0.1219 0.1940 -0.0765 0.1612 0.1984 0.2523 0.7863
8 16.667 - 33.333 16.9047 422.6175 9 0.4019 0.3369 -0.0509 0.1334 0.4528 0.3624 1.2496
9 33.333 - 50 5.3055 132.6375 1 -0.6504 1.0038 0.0142 0.1249 -0.6646 1.0115 -0.6571
10 50 - 66.667 2.2032 55.0800 0
11 66.667 - 83.333 0.8667 21.6675 0
12 83.333 - 100 0.1701 4.2525 0
CLASS FLOWPL AREA_SQ_KM AREA_UNITS NO_POINTS WPLUS S_WPLUS WMINUS S_WMINUS CONTRAST S_CONTRAST STUD_CNT
1 0 - 371.173 168.5610 4214.0250 64 0.0576 0.1260 -1.0267 0.7089 1.0844 0.7201 1.5060
2 371.173 - 742.346 14.0373 350.9325 2 -0.9321 0.7091 0.0493 0.1260 -0.9814 0.7202 -1.3627
3 742.346 - 1113.518 1.3527 33.8175 0
4 1113.518 - 1484.691 0.0324 0.8100 0
CLASS SOILUNIT AREA_SQ_KM AREA_UNITS NO_POINTS WPLUS S_WPLUS WMINUS S_WMINUS CONTRAST S_CONTRAST STUD_CNT
1 AQ 182.3715 4559.2875 66
2 CA 1.6119 40.2975 0
CLASS LANDFORM AREA_SQ_KM AREA_UNITS NO_POINTS WPLUS S_WPLUS WMINUS S_WMINUS CONTRAST S_CONTRAST STUD_CNT
1
Steep slope, fine texture, high 
convexity 39.7548 993.8700 3 -1.5704 0.5782 0.2001 0.1271 -1.7705 0.5920 -2.9905
2
Steep slope, coarse texture, 
high convexity 6.1722 154.3050 1 -0.8028 1.0033 0.0191 0.1250 -0.8219 1.0110 -0.8130
4
Steep slope, coarse texture, 
low convexity 22.6071 565.1775 4 -0.7141 0.5018 0.0696 0.1280 -0.7837 0.5178 -1.5135
6
Moderate slope, coarse 
texture, high convexity 8.2701 206.7525 4 0.3039 0.5049 -0.0168 0.1279 0.3207 0.5209 0.6157
7
Moderate slope, fine texture, 








Gentle slope, coarse texture, 
high convexity 14.0616 351.5400 5 -0.0089 0.4504 0.0007 0.1290 -0.0097 0.4685 -0.0207
11
Gentle slope, fine texture, 
low convexity 36.0126 900.3150 24 0.6319 0.2069 -0.2372 0.1552 0.8691 0.2586 3.3605
12
Gentle slope, coarse texture, 
low convexity 22.5990 564.9750 15 0.6278 0.2617 -0.1285 0.1409 0.7563 0.2972 2.5445
C. InSAR: InSAR phase, InSAR
coherence, InSAR displacement
• Sentinel-1A: InSAR parameters on LSI with less perpendicular baseline.
• Sentinel-1B: InSAR parameters on LSI with less perpendicular baseline.
Sentinel-1A InSAR parameters on LSI with less perpendicular baseline
InSAR coherence
G1-1 SE-SWAsc G1-2 SE-SWAsc G2 NW Asc G3-1 NE Des G3-2 NE Des
Slide Mean sd min max n Slide Mean sd min max n Slide Mean sd min max n Slide Mean sd min max n Slide Mean sd min max n
C1 0.16 0.07 0.05 0.52 129 C1 0.17 0.08 0.06 0.40 129 C1 0.20 0.08 0.06 0.44 47 C1 0.23 0.07 0.08 0.40 47 C1 0.21 0.08 0.08 0.39 47
C2 0.19 0.08 0.06 0.49 129 C2 0.19 0.06 0.06 0.45 129 C2 0.19 0.11 0.05 0.54 47 C2 0.20 0.08 0.10 0.43 47 C2 0.21 0.07 0.12 0.40 47
Fall Mean sd min max n Fall Mean sd min max n C3 0.25 0.10 0.08 0.49 47 Fall Mean sd min max n Fall Mean sd min max n
C1 0.20 0.09 0.10 0.51 15 C1 0.16 0.05 0.10 0.24 15 Fall Mean sd min max n C1 0.18 0.09 0.06 0.42 13 C1 0.19 0.10 0.09 0.45 13
C2 0.22 0.13 0.09 0.58 15 C2 0.15 0.05 0.07 0.24 15 C1 0.21 0.09 0.07 0.38 16 C2 0.17 0.10 0.06 0.41 13 C2 0.21 0.09 0.12 0.43 13
Spread Mean sd min max n Spread Mean sd min max n C2 0.21 0.08 0.11 0.37 16 Spread Mean sd min max n Spread Mean sd min max n
C1 0.18 0.06 0.09 0.26 6 C1 0.17 0.05 0.08 0.21 6 C3 0.23 0.10 0.10 0.43 16 C1 0.18 0.05 0.10 0.22 5 C1 0.18 0.04 0.13 0.25 5
C2 0.23 0.11 0.08 0.36 6 C2 0.16 0.04 0.10 0.20 6 Flow Mean sd min max n C2 0.16 0.09 0.10 0.31 5 C2 0.15 0.08 0.10 0.29 5
Flow Mean sd min max n Flow Mean sd min max n C1 0.23 0.05 0.19 0.27 2 Flow Mean sd min max n Flow Mean sd min max n
C1 0.19 0.11 0.07 0.29 3 C1 0.10 0.02 0.08 0.12 3 C2 0.23 0.12 0.15 0.32 2 C1 0.27 NA 0.27 0.27 1 C1 0.18 NA 0.18 0.18 1
C2 0.23 0.15 0.13 0.41 3 C2 0.16 0.04 0.14 0.20 3 C3 0.20 0.06 0.16 0.25 2 C2 0.30 NA 0.30 0.30 1 C2 0.34 NA 0.34 0.34 1
Spread Mean sd min max n
C1 0.13 NA 0.13 0.13 1
C2 0.24 NA 0.24 0.24 1
C3 0.18 NA 0.18 0.18 1
InSAR phase
G1-1 SE-SW G1-2 SE-SW G2 NW G3-1 NE G3-2 NE
Slide Mean sd min max n Slide Mean sd min max n Slide Mean sd min max n Slide Mean sd min max n Slide Mean sd min max n
P1 0.09 1.26 -2.62 2.76 129 P1 -0.07 1.14 -2.44 2.09 129 P1 0.40 1.12 -2.13 1.99 47 P1 -0.08 1.16 -2.25 2.27 47 P1 -0.14 0.97 -2.22 1.92 47
P2 0.22 1.16 -2.33 2.64 129 P2 -0.15 1.05 -2.42 2.36 129 P2 0.03 0.97 -1.76 2.10 47 P2 0.00 1.27 -1.94 2.58 47 P2 0.06 0.95 -2.10 2.05 47
Fall Mean sd min max n Fall Mean sd min max n P3 0.02 1.47 -2.44 2.35 47 Fall Mean sd min max n Fall Mean sd min max n
P1 -0.60 0.96 -2.19 1.16 15 P1 0.15 1.08 -1.80 1.57 15 Fall Mean sd min max n P1 0.21 0.87 -1.26 1.41 13 P1 -0.28 0.69 -1.52 1.30 13
P2 0.50 1.02 -1.42 1.67 15 P2 -0.03 1.24 -1.97 1.62 15 P1 -0.03 1.13 -2.00 1.84 16 P2 0.13 0.73 -0.90 1.46 13 P2 0.10 1.17 -1.47 2.29 13
Spread Mean sd min max n Spread Mean sd min max n P2 -0.19 0.91 -2.14 1.47 16 Spread Mean sd min max n Spread Mean sd min max n
P1 -0.20 1.05 -1.21 1.64 6 P1 0.64 0.63 -0.39 1.24 6 P3 0.34 1.23 -1.50 2.53 16 P1 0.55 0.76 -0.16 1.59 5 P1 -0.49 0.78 -1.40 0.69 5
P2 -0.54 1.24 -1.67 1.03 6 P2 -0.25 0.94 -1.46 1.17 6 Flow Mean sd min max n P2 -0.43 0.25 -0.58 0.01 5 P2 -0.08 0.46 -0.55 0.52 5
Flow Mean sd min max n Flow Mean sd min max n P1 0.48 1.50 -0.58 1.54 2 Flow Mean sd min max n Flow Mean sd min max n
P1 -0.09 0.64 -0.49 0.65 3 P1 -0.16 0.97 -1.19 0.74 3 P2 -1.34 0.55 -1.72 -0.95 2 P1 -1.97 NA -1.97 -1.97 1 P1 -0.07 NA -0.07 -0.07 1
P2 0.96 0.55 0.33 1.36 3 P2 -0.33 0.96 -1.34 0.56 3 P3 1.44 0.41 1.15 1.73 2 P2 0.29 NA 0.29 0.29 1 P2 -0.46 NA -0.46 -0.46 1
Spread Mean sd min max n
P1 -2.19 NA -2.19 -2.19 1
P2 -2.00 NA -2.00 -2.00 1
P3 0.06 NA 0.06 0.06 1
InSAR displacement
G1-1 SE-SW G1-2 SE-SW G2 NW G3-1 NE G3-2 NE
Slide Mean sd min max n Slide Mean sd min max n Slide Mean sd min max n Slide Mean sd min max n Slide Mean sd min max n
D1 -10.64 6.83 -31.54 5.10 129 D1 -60.93 18.09 -100.44 -16.40 129 D1 3.44 4.09 -7.57 13.23 47 D1 -3.82 4.70 -15.05 7.69 47 D1 -25.36 10.85 -40.14 9.45 47
D2 -19.15 8.85 -36.36 -1.39 129 D2 24.17 7.84 4.89 44.86 129 D2 -6.75 6.55 -22.63 4.87 47 D2 -29.09 15.72 -51.04 20.58 47 D2 0.89 4.28 -15.93 6.75 47
Fall Mean sd min max n Fall Mean sd min max n D3 6.73 3.33 0.18 13.06 47 Fall Mean sd min max n Fall Mean sd min max n
D1 -12.31 7.74 -22.96 -0.91 15 D1 -50.62 20.24 -89.46 -25.74 15 Fall Mean sd min max n D1 -0.59 6.81 -13.22 6.91 13 D1 -7.49 14.89 -36.15 16.19 13
D2 -14.76 11.10 -31.61 6.00 15 D2 22.82 8.18 10.24 38.97 15 D1 2.85 3.09 -2.57 8.77 16 D2 -7.83 18.76 -37.02 23.86 13 D2 -3.11 5.65 -16.55 4.56 13
Spread Mean sd min max n Spread Mean sd min max n D2 -7.69 6.52 -18.97 1.55 16 Spread Mean sd min max n Spread Mean sd min max n
D1 -10.91 4.76 -19.13 -5.11 6 D1 -53.18 16.46 -81.02 -30.60 6 D3 5.38 4.87 -0.30 15.79 16 D1 -14.81 11.60 -24.92 1.42 5 D1 -21.59 6.24 -28.95 -15.05 5
D2 -27.51 4.92 -37.00 -24.41 6 D2 23.59 9.97 10.35 38.82 6 Flow Mean sd min max n D2 -30.67 15.74 -42.53 -4.73 5 D2 4.99 4.99 -3.10 9.10 5
Flow Mean sd min max n Flow Mean sd min max n D1 3.60 4.32 0.55 6.66 2 Flow Mean sd min max n Flow Mean sd min max n
D1 -13.13 3.28 -16.34 -9.79 3 D1 -53.14 10.50 -61.63 -41.39 3 D2 -2.65 4.55 -5.87 0.56 2 D1 8.68 NA 8.68 8.68 1 D1 12.05 NA 12.05 12.05 1
D2 -3.23 2.06 -5.60 -1.86 3 D2 18.38 8.41 11.61 27.80 3 D3 2.29 2.51 0.52 4.07 2 D2 11.19 NA 11.19 11.19 1 D2 -16.32 NA -16.32 -16.32 1
Spread Mean sd min max n
D1 2.74 NA 2.74 2.74 1
D2 -3.56 NA -3.56 -3.56 1
D3 3.16 NA 3.16 3.16 1
Sentinel-1B InSAR parameters on LSI with less perpendicular baseline
InSAR coherence
SE-SW SE-SW NW
Slide Mean sd min max n Slide Mean sd min max n Slide Mean sd min max n Slide Mean sd min max n Slide Mean sd min max n
C1 0.156 0.064 0.049 0.469 129 C1 0.148 0.058 0.046 0.392 129 C1 0.187 0.077 0.068 0.344 45 C1 0.164 0.052 0.055 0.285 45 C1 0.166 0.056 0.057 0.283 51
C2 0.158 0.059 0.059 0.384 129 C2 0.144 0.052 0.053 0.317 129 C2 0.202 0.077 0.063 0.418 45 C2 0.129 0.043 0.049 0.221 45 C2 0.168 0.078 0.060 0.384 51
Fall Mean sd min max n Fall Mean sd min max n Fall Mean sd min max n Fall Mean sd min max n Fall Mean sd min max n
C1 0.174 0.064 0.089 0.347 15 C1 0.154 0.04 0.094 0.233 15 C1 0.197 0.085 0.053 0.355 16 C1 0.165 0.058 0.085 0.298 16 C1 0.195 0.074 0.117 0.366 13
C2 0.215 0.098 0.061 0.473 15 C2 0.138 0.027 0.094 0.189 15 C2 0.230 0.097 0.106 0.431 16 C2 0.150 0.045 0.090 0.236 16 C2 0.204 0.071 0.055 0.306 13
Spread Mean sd min max n Spread Mean sd min max n Flow Mean sd min max n Flow Mean sd min max n Spread Mean sd min max n
C1 0.187 0.140 0.075 0.465 6 C1 0.181 0.04 0.151 0.254 6 C1 0.175 0.150 0.069 0.281 2 C1 0.230 0.050 0.194 0.265 2 C1 0.190 0.080 0.090 0.269 5
C2 0.234 0.158 0.121 0.549 6 C2 0.178 0.063 0.112 0.286 6 C2 0.194 0.180 0.067 0.322 2 C2 0.088 0.037 0.061 0.114 2 C2 0.192 0.062 0.147 0.286 5
Flow Mean sd min max n Flow Mean sd min max n Spread Mean sd min max n Spread Mean sd min max n Flow Mean sd min max n
C1 0.173 0.033 0.137 0.203 3 C1 0.224 0.039 0.18 0.254 3 C1 0.090 NA 0.090 0.090 1 C1 0.129 NA 0.129 0.129 1 C1 0.178 NA 0.178 0.178 1
C2 0.157 0.021 0.134 0.174 3 C2 0.171 0.01 0.16 0.179 3 C2 0.107 NA 0.107 0.107 1 C2 0.200 NA 0.200 0.200 1 C2 0.293 NA 0.293 0.293 1
InSAR phase
SE-SW SE-SW NW
Slide Mean sd min max n Slide Mean sd min max n Slide Mean sd min max n Slide Mean sd min max n Slide Mean sd min max n
P1 0.074 1.084 -2.118 2.318 129 P1 0.06 1.012 -2.079 2.258 129 P1 0.131 1.169 -2.404 2.177 45 P1 0.430 0.972 -1.249 2.111 45 P1 -0.019 1.110 -2.341 2.416 51
P2 0.047 1.028 -2.072 2.098 129 P2 0.066 0.992 -2.101 2.055 129 P2 0.223 1.073 -2.004 2.131 45 P2 -0.218 0.932 -2.186 1.742 45 P2 -0.067 0.833 -1.799 1.670 51
Fall Mean sd min max n Fall Mean sd min max n Fall Mean sd min max n Fall Mean sd min max n Fall Mean sd min max n
P1 -0.423 1.392 -2.198 1.730 15 P1 0.393 1.143 -1.156 1.799 15 P1 0.515 1.035 -1.651 2.075 16 P1 -0.131 0.903 -1.734 1.680 16 P1 0.139 0.902 -1.692 1.269 13
P2 -0.094 1.168 -2.597 1.420 15 P2 -0.398 1.099 -2.115 1.426 15 P2 0.031 0.746 -1.599 1.592 16 P2 -0.318 0.868 -1.426 1.493 16 P2 -0.167 1.258 -1.927 2.324 13
Spread Mean sd min max n Spread Mean sd min max n Flow Mean sd min max n Flow Mean sd min max n Spread Mean sd min max n
P1 0.125 0.987 -1.530 1.088 6 P1 -0.204 0.672 -0.849 0.718 6 P1 -0.693 0.686 -1.178 -0.208 2 P1 1.335 0.715 0.830 1.841 2 P1 0.006 1.602 -1.448 1.746 5
P2 0.305 1.175 -1.226 1.874 6 P2 0.309 1.54 -1.783 1.705 6 P2 -0.491 1.097 -1.266 0.285 2 P2 0.576 1.913 -0.777 1.929 2 P2 -0.745 0.479 -1.440 -0.292 5
Flow Mean sd min max n Flow Mean sd min max n Spread Mean sd min max n Spread Mean sd min max n Flow Mean sd min max n
P1 -0.405 0.846 -1.380 0.129 3 P1 -0.301 1.019 -1.267 0.764 3 P1 0.090 NA 0.090 0.090 1 P1 -0.296 NA -0.296 -0.296 1 P1 -0.604 NA -0.604 -0.604 1
P2 0.181 0.885 -0.729 1.039 3 P2 -0.773 1.008 -1.722 0.285 3 P2 0.976 NA 0.976 0.976 1 P2 -2.207 NA -2.207 -2.207 1 P2 2.239 NA 2.239 2.239 1
InSAR displacement
SE-SW SE-SW NW
Slide Mean sd min max n Slide Mean sd min max n Slide Mean sd min max n Slide Mean sd min max n Slide Mean sd min max n
D1 3.425 7.984 -28.534 20.541 129 D1 7.228 6.22 -14.413 22.192 129 D1 14.582 6.405 2.152 29.907 45 D1 8.196 5.536 0.053 20.249 45 D1 1.731 3.482 -3.823 13.177 51
D2 -0.550 6.893 -34.918 23.317 129 D2 19.001 7.602 -11.91 33.184 129 D2 4.193 4.855 -9.913 18.211 45 D2 12.437 5.225 0.510 25.703 45 D2 5.087 4.257 ##### 12.747 51
Fall Mean sd min max n Fall Mean sd min max n Fall Mean sd min max n Fall Mean sd min max n Fall Mean sd min max n
D1 2.849 11.510 -16.173 23.236 15 D1 9.281 8.296 -8.547 19.52 15 D1 16.971 8.003 5.503 31.623 16 D1 8.219 4.611 1.039 19.678 16 D1 2.715 6.268 -4.401 13.436 13
D2 -0.701 6.200 -18.617 7.372 15 D2 19.096 17.4 -21.136 42.396 15 D2 4.445 4.776 -1.813 12.803 16 D2 9.466 6.913 0.980 25.664 16 D2 -1.799 5.784 ##### 6.280 13
Spread Mean sd min max n Spread Mean sd min max n Flow Mean sd min max n Flow Mean sd min max n Spread Mean sd min max n
D1 -4.754 5.495 -10.229 2.234 6 D1 5.179 9.139 -4.606 17.414 6 D1 5.714 7.351 0.517 10.912 2 D1 0.828 1.318 -0.103 1.760 2 D1 -3.833 1.694 -5.250 -1.129 5
D2 -4.117 4.966 -12.428 -0.694 6 D2 26.661 6.196 16.047 30.728 6 D2 -2.671 5.998 -6.912 1.570 2 D2 11.826 6.910 6.939 16.712 2 D2 4.788 4.223 -0.901 8.324 5
Flow Mean sd min max n Flow Mean sd min max n Spread Mean sd min max n Spread Mean sd min max n Flow Mean sd min max n
D1 10.026 8.496 0.278 15.855 3 D1 3.208 3.483 -0.8 5.5 3 D1 16.013 NA 16.013 16.013 1 D1 9.347 NA 9.347 9.347 1 D1 8.217 NA 8.217 8.217 1
D2 -8.344 6.381 -13.193 -1.114 3 D2 7.074 9.098 -2.44 15.689 3 D2 12.057 NA 12.057 12.057 1 D2 13.649 NA 13.649 13.649 1 D2 -6.437 NA -6.437 -6.437 1
S1B-G1 S1B-G1vh S1B-G3 S1B-G3vh S1B-G4
S1B-G1 S1B-G1vh S1B-G3 S1B-G3vh S1B-G4
S1B-G1 S1B-G1vh S1B-G3 S1B-G3vh S1B-G4
D. PS-InSAR
• The geometric characteristics for the interferogram stacks: using the PS-InSAR anal-
ysis.
• Code of geostatistical modelling on R software. Prediction of the LOS-PSInSAR ve-
locity on CGS-SIMMA landslide inventory.
• Formulas for the decomposition of the 1D LOS PSInSAR data. Horizontal and vertical
displacement components.
• Results of the PSInSAR-LOS velocity vector decomposition (VE, VN, VZ)
Geometric characteristics of the interferogram stacks used in the PS-InSAR analysis
Sensor Sentinel-1 Sentinel-1 Sentinel-1
Acquisition pass Ascending Ascending Descending
Acquisition mode IW IW IW
Acquisition polarimetry VV VV VV
Acquisition heading (°) -168.226 -168.226 -11.7886
Acquisition incidence angle (°) 34.1831 34.1831 34.1479
Sub-zone SW NW NE
Master Latitude centroid (°) 2.30084 2.547448 2.485475
Master Longitude centroid (°) -76.60844 -76.683364 -76.293113
# SARcode Date Bn Bt # SARcode Bn Bt # SARcode Date Bn Bt
1 CD82 ´20141020 115 -324 1 AC64 115 -324 1 A228 20141027 9 -240
2 8154 ´20141113 123 -300 2 AFBE 123 -300 2 9DB4 20141214 60 -192
3 C194 ´20141207 23 -276 3 950B 23 -276 3 89BF 20150107 17 -168
4 6D71 ´20141231 0 -252 4 74A1 0 -252 4 9029 20150131 23 -144
5 1F08 ´20150124 68 -228 5 133F 68 -228 5 9FD6 20150224 103 -120
6 FFEF ´20150217 24 -204 6 80CC 24 -204 6 4E88 20150320 3 -96
7 D050 ´20150301 7 -192 7 38D9 7 -192 7 93FE 20150413 95 -72
8 0E7B ´20150325 144 -168 8 E1EF 144 -168 8 7109 20150531 63 -24
9 0BAA '20150418 25 -144 9 0BAA 25 -144 9 F9FE 20150624 0 0
10 24FF '20150605 53 -96 10 24FF 53 -96 10 9571 20150718 43 24
11 ADC0 '20150629 116 -72 11 ADC0 116 -72 11 7C59 20150811 46 48
12 0BB8 '20150723 63 -48 12 0BBB 63 -48 12 D85B 20150904 38 72
13 66A0 '20150816 18 -24 13 66A0 18 -24 13 136D 20150928 71 96
14 4F51 '20150909 0 0 14 4F51 0 0 14 561F 20151022 111 120
15 03B4 ´20160107 54 120 15 E2C6 54 120 15 84E4 20151115 2 144
16 FCC7 ´20160224 13 168 16 6E31 17 192 16 511D 20151209 13 168
17 9669 ´20160319 17 192 17 36B0 19 216 17 82D2 20160126 117 216
18 C04D ´20160412 19 216 18 8044 7 264 18 68D6 20160219 28 240
19 E1B8 ´20160530 7 264 19 A82D 26 312 19 10CA 20160314 61 264
20 963E 20160611 9 276 20 1A4A 67 336 20 87F7 20160407 5 288
21 D20E ´20160717 26 312 21 08D0 86 360 21 98OB 20160501 36 312
22 27A4 ´20160810 67 336 22 AC71 18 384
23 C9AA ´20160903 86 360
24 E84A ´20160927 18 384
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CODE OF GEOSTATISTICAL MODELLING ON R SOFTWARE 
 
PREDICTION OF THE LOS-PSInSAR VELOCITY ON CGS_LSI 
 
COMPILED BY: Nixon Correa (2019) 
Taken from class notes of Geostatistics (Professor PhD. Patricia Bohorquez) 
 
## DATA EXPLORATORY ANALYSIS 
read.table("1_S1A_07NSkTSm_PLdbf.txt",head=T,dec=".") # leer tabla 
alt=read.table("1_S1A_07NSkTSm_PLdbf.txt",head=T,dec=".") # leer tabla 
 





#### BOXCOX TRANSFORMATION 
library(car) 

















#### TRENDS ANALYSIS 













































### Trend fit with a function of second order 
tend=trend.spatial("2nd",altgeo) 
 
# Omnidirectional semivariogram (Classic) 
tiff('VariogVel.tiff', units="cm", width=11, height=11, res=300) 
var2=variog(altgeo,trend=~tend) 
var2 




# Omnidirectional semivariogram (Cressie type) 
var3=variog(altgeo,trend=~tend,estimator.type="modulus") 
tiff('VariogVelCressie.tiff', units="cm", width=11, height=11, pointsize=8, res=300) 
plot(var3, main="Velocity (mm/yr)- Cressie semivariogram") 
dev.off() 

















tiff('VarCressVeloc.tiff', units="cm", width=11, height=11, res=300) 





#### FORMAL ESTIMATION OF THE SEMIVARIOGRAM 













# Models Cubic, Gaussian, Wave 










### Summary of models 
tiff('Semivariogram Models.tiff', units="cm", width=17, height=17, pointsize=12, res=300, "lzw") 
P á g i n a  4 | 6 
 








#### SPATIAL PREDICTION (ORDINARY KRIGING) 
library(gstat) 
library(sp) 
m_var=as.vgm.variomodel(var_fit6) # To bring the model of the geoR package 
m_var 
 








#### FUNCIÓN KRIGE 
# ORDINARY KRIGING 
z<-krige(VEL~1,alt,grilla,model=m_var) # kriging function 
z1=as.data.frame(z) 
z1 # To see the results of prediction and variance 
tiff('PredicKrigeVel_wave.tiff', units="cm", width=16, height=16, pointsize=15, res=300) 
spplot(z["var1.pred"], main="OK predictions of LOS-Velocity (mm/yr) - SW/SE 
zone",col.regions=topo.colors(15)) # GRÁFICA DE LA PREDICCIÓN 
dev.off() 
tiff('VarianzaKrigeVel_wave.tiff', units="cm", width=16, height=16, pointsize=15, res=300) 
spplot(z["var1.var"], main="OK variance of LOS-Velocity (mm/yr) - SW/SE 












read.table("tabmg11.txt",head=T,dec=".") # leer tabla 
tabLS=read.table("tabmg11.txt",head=T,dec=".") # leer tabla 
tabm<- tabLS[seq(1,length(tabLS$POINT_X), by=2),c("POINT_X","POINT_Y")] 














contour(pred_1$z,nlevels=10,col=1,main="Contour map of VEL prediction") 
contour(var_1$z,nlevels=10,col=4,main="Contour map of VEL variance") 
 
tiff('FilledPredKrigeVEL_wave.tiff', units="cm", width=16, height=16, res=300, pointsize=11) 
filled.contour(pred_1$z,main="OK prediction of LOS-VEL (mm/yr) - SW/SE zone") 
dev.off() 
 
tiff('FilledVARKrigeVEL_wave.tiff', units="cm", width=16, height=16, res=300, pointsize=11) 
filled.contour(var_1$z,main="OK variance of LOS-VEL (mm/yr) - SW/SE zone") 
dev.off() 
----------------------------------------------------------------------------- 
# Upload the shape of Cauca department with plane coordinates 
library(rgdal) 
library(ggplot2) 




## OK display: filled contour + municipalities in point format 
tiff('FilledPredKrigeVELCauca_wave.tiff', units="cm", width=16, height=16, pointsize=11, res=300) 
filled.contour(x = pred_1$x, 
               y = pred_1$y, 
               z = pred_1$z, 
               color.palette =colorRampPalette(c("cyan","green","yellow","red")), 
               plot.title = {par(cex.main=1);title(main = "Kriging prediction of LOS-VEL (mm/yr) - SW/SE 
zone", 
               xlab = "East", ylab = "North")}, 
               xlim=c(1050000,1070000), 
               ylim=c(740000,770000),                
               key.title = title(main = "VEL (mm/yr)", cex.main = 0.7), 
               key.axes = axis(4, seq(-5, 5, by = 1)), 
               las=1, 
               plot.axes={points(mpCauca,col='black',cex=0.05,pch=1,drawlabels = FALSE, axes = FALSE,  
                                   frame.plot = FALSE, add=TRUE);axis(1);axis(2)}, 
               )       
dev.off() 
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tiff('FilledVarKrigeVELCauca_wave.tiff', units="cm", width=11, height=11, pointsize=9, res=300) 
filled.contour(x = var_1$x, 
               y = var_1$y, 
               z = var_1$z, 
               color.palette =colorRampPalette(c("cyan","green","yellow","red")), 
               plot.title = {par(cex.main=1);title(main = "Kriging variance of LOS-VEL (mm/yr) - SW/SE zone", 
               xlab = "East", ylab = "North")}, 
               xlim=c(1050000,1070000), 
               ylim=c(740000,770000),                
               key.title = title(main = "var(mm/yr)^2", cex.main = 0.7), 
               key.axes = axis(4, seq(0.8, 0.9, by = 0.01)), 
               las=1, 
               plot.axes={points(mpCauca,col='black',cex=0.05,pch=1,drawlabels = FALSE, axes = FALSE,  
                                   frame.plot = FALSE, add=TRUE);axis(1);axis(2)}, 
               )       
dev.off() 
 
#### PRECISION METRICS OF the OK PREDICTION 
 
# Wave model 
---------------------------------- 




#### Cálculo de los estadísticos de validación cruzada para evaluar el ajuste de los modelos 
criteria.cv <- function(m.cv){ 
criteria.mx <- matrix(0, ncol=5) 
colnames(criteria.mx) <- c("RMSSPE", "MSPE", "RMSPE", "ASE", "MPE") 
criteria.mx[,1] <- (sum((m.cv[,5])^2)/nrow(m.cv))^0.5 
criteria.mx[,2] <- sum(m.cv[,5])/nrow(m.cv) 
criteria.mx[,3] <- (sum((m.cv[,4])^2)/nrow(m.cv))^0.5 
criteria.mx[,4] <- sum((m.cv[,2])^0.5)/nrow(m.cv) 
criteria.mx[,5] <- sum(m.cv[,4])/nrow(m.cv) 
criteria.mx 
} 
resultados.cv <- rbind(criteria.cv(KO.wave.cv)) 






Procedure for the decomposition of the 1D LOS PSInSAR data in its 
components horizontal and vertical displacements. 





𝑟𝐴𝐸 𝑟𝐴𝑁 𝑟𝐴𝑍 0
𝑟𝐷𝐸 𝑟𝐷𝐸 𝑟𝐷𝐸 0
1 0 0 −𝑢𝐸
0 1 0 −𝑢𝑁




























− sin𝑎 cos 𝜑




Matricial form of the system equations: 
𝐴𝑥 = 𝑦 
The solution is: 
(𝐴𝑇𝐴)−1𝐴𝑇𝑦 
 
 is the incidence angle with respect to the “flat earth”. 
 is the slope angle. 
 is the aspect angle 
s is the angle between the azimuth and north direction. 
?̂? represents the (opposite) LOS unit vector, whose components for ascending (?̂?𝐴) 
or descending (?̂?𝐷) orbits are 𝑟𝐸, 𝑟𝑁, and 𝑟𝑍. 
VE, VN, VZ are horizontal (easting and northing) and vertical (z) displacements on 
SAR LOS measurements. 
VLOSA and VLOSD are the measured velocities along, respectively, ascending and 
descending orbits. 
LOS VELOCITY VECTOR DECOMPOSITION (VE, VN, VZ)
SW & NE (Ascending & Descending orbit)
POINT_X POINT_Y PRED_SW VAR_SW PRED_NE VAR_NE Height Slope Aspect UE UN UZ VE VN VZ
1058273.131560 748649.932201 -0.19631 0.90460 -0.15797 5.34350 2816 0.17674 0.46365 -0.44025 -0.88049 0.17582 0.11 0.31 -0.12
1058795.910260 755223.546107 -1.55723 0.87529 1.49684 5.40902 2315 0.17674 3.60524 0.44025 0.88049 0.17582 2.73 5.45 0.87
1059044.820970 750677.536475 0.95502 0.88134 1.46903 5.49806 2789 0.33091 0.95055 -0.76958 -0.54970 0.32491 -0.13 -0.45 0.90
1059159.771060 757088.204710 -2.15904 0.86210 -1.73687 4.33538 2264 0.23831 1.73594 -0.95852 0.15975 0.23606 0.83 -0.02 -1.48
1059202.050290 759585.509727 -0.71082 0.88360 2.63849 5.33215 2185 0.17674 4.24874 0.88049 0.44025 0.17582 3.14 1.54 1.07
1059229.552290 752397.754608 0.27926 0.88877 2.24512 5.62539 2533 0.03992 1.57080 -0.99920 0.00000 0.03990 1.73 -0.13 0.84
1059260.547240 760107.721119 0.12823 0.89681 0.58122 5.41912 2132 0.38676 1.76819 -0.90815 0.18163 0.37719 0.24 -0.06 0.22
1059350.773300 758510.474367 -3.20113 0.86991 7.74305 3.80070 2138 0.23831 3.30674 0.15975 0.95852 0.23606 8.57 46.59 10.14
1059508.439870 750278.392448 0.88501 0.87726 -0.61410 2.75360 2780 0.30235 5.58845 0.61115 -0.73337 0.29777 -0.97 0.82 0.01
1059680.042400 758725.008316 -3.76623 0.87000 5.07185 1.96041 2162 0.27523 5.49779 0.68049 -0.68049 0.27177 6.79 -5.84 1.01
1059754.036020 754394.558470 1.19541 0.88497 -1.88936 2.10359 2386 0.19709 3.78509 0.58838 0.78451 0.19582 -2.81 -3.74 -0.94
1059875.802320 759032.869903 -3.64892 0.87455 0.62841 1.97334 2147 0.05642 5.49779 0.70598 -0.70598 0.05639 3.38 -2.87 -1.18
1059885.362910 758295.665956 -4.51494 0.86698 1.84919 2.09032 2183 0.19709 1.57080 -0.98064 0.00000 0.19582 5.87 0.03 -1.43
1060153.585880 759739.471327 -1.86535 0.89378 -2.72607 4.20474 2063 0.27523 4.57049 0.95269 0.13610 0.27177 -1.36 -0.06 -1.82
1061732.371460 752091.560979 -1.22421 0.89946 3.33953 5.37921 2791 0.11924 6.28319 0.00000 -0.99290 0.11896 1.56 -4.95 0.59
1062290.991310 753649.140085 0.73809 0.89332 1.39437 5.04506 2731 0.46777 1.24905 -0.84677 -0.28226 0.45090 0.00 -0.20 0.81
1062565.323830 755255.755296 0.03450 0.88281 0.86469 5.25053 2535 0.16784 3.92699 0.69717 0.69717 0.16706 0.80 0.79 0.46
1062659.076930 752644.840162 0.36127 0.89964 -0.60012 5.25212 2816 0.16320 6.03821 0.23931 -0.95725 0.16247 -0.55 1.36 -0.07
1063228.807430 759415.742694 -0.80826 0.88308 6.28127 4.50119 2151 0.37649 3.92699 0.65758 0.65758 0.36766 6.63 6.71 4.04
1063269.808660 755177.408613 0.71105 0.87269 -0.25838 5.16255 2635 0.22879 4.17197 0.83515 0.50109 0.22680 -0.81 -0.49 0.03
1063269.859980 755053.004244 0.98968 0.87187 -0.67727 5.22002 2632 0.16320 4.95737 0.95725 -0.23931 0.16247 -1.43 0.31 0.04
1063359.925270 756172.066814 -1.53433 0.87807 0.67503 5.11208 2551 0.19709 6.28319 0.00000 -0.98064 0.19582 0.76 1.54 -0.31
1063883.862300 757821.797106 -0.82932 0.87380 1.31081 3.21381 2177 0.16784 0.78540 -0.69717 -0.69717 0.16706 1.64 1.39 0.13
1064019.870390 757671.954566 -0.80888 0.87429 2.79341 3.00048 2172 0.34505 1.57080 -0.94106 0.00000 0.33824 2.60 -0.16 0.35
E. Pol-SAR
WofE analysis for PolSAR data
• SAR scene: ColVol-13900.
• SAR scene: ColVol-31800
WofE analysis for PolSAR method
SAR scene: ColVol-13900
CLASS H-ALPHA (2013) AREA_SQ_KM AREA_UNITS NO_POINTS WPLUS S_WPLUS WMINUS S_WMINUS CONTRAST S_CONTRAST STUD_CNT
1 0 - 1 37.6731 376.7310 10 -0.5307 0.3205 0.0612 0.0943 -0.5919 0.3341 -1.7717
2 1 - 2 5.2974 52.9740 1 -0.8794 1.0096 0.0112 0.0908 -0.8906 1.0136 -0.8786
4 3 - 4 22.2264 222.2640 9 -0.0940 0.3403 0.0075 0.0938 -0.1015 0.3530 -0.2875
5 4 - 5 104.8626 1048.6260 46 -0.0104 0.1508 0.0059 0.1130 -0.0163 0.1884 -0.0867
6 5 - 6 98.8524 988.5240 53 0.2005 0.1412 -0.1208 0.1178 0.3213 0.1839 1.7470
7 6 - 7 0.2511 2.5110 0
8 7 - 8 0.3321 3.3210 0
9 8 - 9 19.3995 193.9950 9 0.0482 0.3413 -0.0036 0.0938 0.0517 0.3540 0.1462
CLASS H-ALPHA (2014) AREA_SQ_KM AREA_UNITS NO_POINTS WPLUS S_WPLUS WMINUS S_WMINUS CONTRAST S_CONTRAST STUD_CNT
1 0 - 1 37.6407 376.4070 9 -0.6379 0.3374 0.0699 0.0939 -0.7078 0.3502 -2.0211
2 1 - 2 5.3703 53.7030 8 1.3286 0.3832 -0.0478 0.0933 1.3764 0.3944 3.4896
4 3 - 4 23.8302 238.3020 10 -0.0568 0.3231 0.0050 0.0942 -0.0617 0.3365 -0.1835
5 4 - 5 107.3979 1073.9790 54 0.1327 0.1396 -0.0868 0.1187 0.2196 0.1833 1.1981
6 5 - 6 94.7376 947.3760 34 -0.2195 0.1747 0.0930 0.1057 -0.3125 0.2042 -1.5304
7 6 - 7 0.3564 3.5640 0
8 7 - 8 0.5184 5.1840 0
9 8 - 9 19.0431 190.4310 13 0.4577 0.2873 -0.0407 0.0953 0.4983 0.3027 1.6462
CLASS H-ALPHA (2015) AREA_SQ_KM AREA_UNITS NO_POINTS WPLUS S_WPLUS WMINUS S_WMINUS CONTRAST S_CONTRAST STUD_CNT
1 0 - 1 37.2033 372.0330 9 -0.6260 0.3374 0.0681 0.0939 -0.6940 0.3503 -1.9815
2 1 - 2 4.9086 49.0860 1 -0.8017 1.0103 0.0097 0.0908 -0.8114 1.0144 -0.7999
4 3 - 4 21.7647 217.6470 8 -0.1947 0.3602 0.0144 0.0934 -0.2091 0.3721 -0.5619
5 4 - 5 104.5953 1045.9530 54 0.1606 0.1397 -0.1028 0.1187 0.2634 0.1833 1.4369
6 5 - 6 98.3583 983.5830 35 -0.2283 0.1721 0.1015 0.1063 -0.3298 0.2023 -1.6303
7 6 - 7 0.3483 3.4830 0
8 7 - 8 0.5751 5.7510 1 1.5129 1.1002 -0.0061 0.0908 1.5191 1.1040 1.3760
9 8 - 9 21.1410 211.4100 20 0.8126 0.2350 -0.0981 0.0982 0.9107 0.2547 3.5754
CLASS WISHART (2013) AREA_SQ_KM AREA_UNITS NO_POINTS WPLUS S_WPLUS WMINUS S_WMINUS CONTRAST S_CONTRAST STUD_CNT
1 0 - 1.778 49.3371 493.3710 19 -0.1463 0.2340 0.0278 0.0980 -0.1741 0.2537 -0.6863
2 1.778 - 3.556 35.2350 352.3500 12 -0.2738 0.2937 0.0331 0.0950 -0.3069 0.3087 -0.9941
3 3.556 - 5.333 36.9927 369.9270 16 -0.0252 0.2556 0.0037 0.0967 -0.0289 0.2733 -0.1056
4 5.333 - 7.111 27.8640 278.6400 14 0.1320 0.2742 -0.0151 0.0958 0.1471 0.2905 0.5062
5 7.111 - 8.889 23.5953 235.9530 9 -0.1562 0.3399 0.0129 0.0938 -0.1691 0.3526 -0.4796
6 8.889 - 10.667 17.2854 172.8540 4 -0.6714 0.5059 0.0314 0.0919 -0.7028 0.5142 -1.3669
7 10.667 - 12.444 26.0496 260.4960 11 -0.0502 0.3081 0.0049 0.0946 -0.0551 0.3223 -0.1710
8 12.444 - 14.222 33.5745 335.7450 33 0.8549 0.1833 -0.1820 0.1046 1.0369 0.2110 4.9133
9 14.222 - 16 38.9610 389.6100 10 -0.5653 0.3204 0.0666 0.0943 -0.6318 0.3340 -1.8919
CLASS WISHART (2014) AREA_SQ_KM AREA_UNITS NO_POINTS WPLUS S_WPLUS WMINUS S_WMINUS CONTRAST S_CONTRAST STUD_CNT
1 0 - 1.778 54.9666 549.6660 19 -0.2584 0.2335 0.0528 0.0981 -0.3112 0.2533 -1.2286
2 1.778 - 3.556 31.8816 318.8160 10 -0.3589 0.3213 0.0373 0.0942 -0.3961 0.3348 -1.1830
3 3.556 - 5.333 46.6155 466.1550 18 -0.1435 0.2404 0.0256 0.0976 -0.1690 0.2594 -0.6515
4 5.333 - 7.111 24.4458 244.4580 4 -1.0250 0.5041 0.0594 0.0920 -1.0843 0.5125 -2.1159
5 7.111 - 8.889 18.3141 183.1410 9 0.1087 0.3418 -0.0078 0.0938 0.1164 0.3545 0.3284
6 8.889 - 10.667 14.9445 149.4450 3 -0.8167 0.5832 0.0308 0.0916 -0.8475 0.5904 -1.4356
7 10.667 - 12.444 27.5562 275.5620 20 0.5236 0.2322 -0.0728 0.0983 0.5963 0.2521 2.3651
8 12.444 - 14.222 29.7675 297.6750 15 0.1351 0.2650 -0.0166 0.0962 0.1517 0.2819 0.5381
9 14.222 - 16 40.4028 404.0280 30 0.5482 0.1898 -0.1215 0.1031 0.6697 0.2159 3.1011
CLASS WISHART (2015) AREA_SQ_KM AREA_UNITS NO_POINTS WPLUS S_WPLUS WMINUS S_WMINUS CONTRAST S_CONTRAST STUD_CNT
1 0 - 1.778 48.8754 488.7540 14 -0.4524 0.2712 0.0729 0.0960 -0.5253 0.2877 -1.8261
2 1.778 - 3.556 30.9663 309.6630 8 -0.5586 0.3582 0.0512 0.0935 -0.6097 0.3702 -1.6470
3 3.556 - 5.333 48.6243 486.2430 24 0.1133 0.2094 -0.0244 0.1003 0.1377 0.2321 0.5931
4 5.333 - 7.111 42.4359 424.3590 27 0.3823 0.1989 -0.0815 0.1016 0.4638 0.2233 2.0768
5 7.111 - 8.889 22.3641 223.6410 12 0.2013 0.2967 -0.0187 0.0949 0.2200 0.3116 0.7061
6 8.889 - 10.667 15.1875 151.8750 3 -0.8332 0.5831 0.0317 0.0916 -0.8649 0.5903 -1.4652
7 10.667 - 12.444 28.6497 286.4970 9 -0.3573 0.3387 0.0330 0.0938 -0.3903 0.3515 -1.1105
8 12.444 - 14.222 25.7094 257.0940 18 0.4848 0.2444 -0.0610 0.0974 0.5458 0.2631 2.0744
9 14.222 - 16 26.0820 260.8200 13 0.1235 0.2845 -0.0131 0.0954 0.1366 0.3001 0.4552
WofE analysis for PolSAR method
SAR scene: ColVol-31800
CLASS H-ALPHA (2013) AREA_SQ_KM AREA_UNITS NO_POINTS WPLUS S_WPLUS WMINUS S_WMINUS CONTRAST S_CONTRAST STUD_CNT
1 0 - 1 37.6731 376.7310 10 -0.5307 0.3205 0.0612 0.0943 -0.5919 0.3341 -1.7717
2 1 - 2 5.2974 52.9740 1 -0.8794 1.0096 0.0112 0.0908 -0.8906 1.0136 -0.8786
4 3 - 4 22.2264 222.2640 9 -0.0940 0.3403 0.0075 0.0938 -0.1015 0.3530 -0.2875
5 4 - 5 104.8626 1048.6260 46 -0.0104 0.1508 0.0059 0.1130 -0.0163 0.1884 -0.0867
6 5 - 6 98.8524 988.5240 53 0.2005 0.1412 -0.1208 0.1178 0.3213 0.1839 1.7470
7 6 - 7 0.2511 2.5110 0
8 7 - 8 0.3321 3.3210 0
9 8 - 9 19.3995 193.9950 9 0.0482 0.3413 -0.0036 0.0938 0.0517 0.3540 0.1462
CLASS H-ALPHA (2014) AREA_SQ_KM AREA_UNITS NO_POINTS WPLUS S_WPLUS WMINUS S_WMINUS CONTRAST S_CONTRAST STUD_CNT
1 0 - 1 37.6407 376.4070 9 -0.6379 0.3374 0.0699 0.0939 -0.7078 0.3502 -2.0211
2 1 - 2 5.3703 53.7030 8 1.3286 0.3832 -0.0478 0.0933 1.3764 0.3944 3.4896
4 3 - 4 23.8302 238.3020 10 -0.0568 0.3231 0.0050 0.0942 -0.0617 0.3365 -0.1835
5 4 - 5 107.3979 1073.9790 54 0.1327 0.1396 -0.0868 0.1187 0.2196 0.1833 1.1981
6 5 - 6 94.7376 947.3760 34 -0.2195 0.1747 0.0930 0.1057 -0.3125 0.2042 -1.5304
7 6 - 7 0.3564 3.5640 0
8 7 - 8 0.5184 5.1840 0
9 8 - 9 19.0431 190.4310 13 0.4577 0.2873 -0.0407 0.0953 0.4983 0.3027 1.6462
CLASS H-ALPHA (2015) AREA_SQ_KM AREA_UNITS NO_POINTS WPLUS S_WPLUS WMINUS S_WMINUS CONTRAST S_CONTRAST STUD_CNT
1 0 - 1 37.2033 372.0330 9 -0.6260 0.3374 0.0681 0.0939 -0.6940 0.3503 -1.9815
2 1 - 2 4.9086 49.0860 1 -0.8017 1.0103 0.0097 0.0908 -0.8114 1.0144 -0.7999
4 3 - 4 21.7647 217.6470 8 -0.1947 0.3602 0.0144 0.0934 -0.2091 0.3721 -0.5619
5 4 - 5 104.5953 1045.9530 54 0.1606 0.1397 -0.1028 0.1187 0.2634 0.1833 1.4369
6 5 - 6 98.3583 983.5830 35 -0.2283 0.1721 0.1015 0.1063 -0.3298 0.2023 -1.6303
7 6 - 7 0.3483 3.4830 0
8 7 - 8 0.5751 5.7510 1 1.5129 1.1002 -0.0061 0.0908 1.5191 1.1040 1.3760
9 8 - 9 21.1410 211.4100 20 0.8126 0.2350 -0.0981 0.0982 0.9107 0.2547 3.5754
CLASS WISHART (2013) AREA_SQ_KM AREA_UNITS NO_POINTS WPLUS S_WPLUS WMINUS S_WMINUS CONTRAST S_CONTRAST STUD_CNT
1 0 - 1.778 13.5999 339.9975 1 -1.7868 1.0015 0.0409 0.0906 -1.8277 1.0056 -1.8176
2 1.778 - 3.556 17.7876 444.6900 7 -0.0964 0.3810 0.0060 0.0929 -0.1025 0.3921 -0.2613
3 3.556 - 5.333 74.2041 1855.1025 39 0.1983 0.1618 -0.0784 0.1087 0.2767 0.1950 1.4192
4 5.333 - 7.111 56.9835 1424.5875 20 -0.2126 0.2252 0.0462 0.0985 -0.2588 0.2458 -1.0528
5 7.111 - 8.889 15.7059 392.6475 11 0.4926 0.3058 -0.0368 0.0945 0.5294 0.3201 1.6540
6 8.889 - 10.667 2.1465 53.6625 0
7 10.667 - 12.444 48.3894 1209.7350 22 0.0504 0.2152 -0.0104 0.0994 0.0608 0.2370 0.2567
8 12.444 - 14.222 37.0980 927.4500 16 -0.0033 0.2522 0.0005 0.0966 -0.0038 0.2701 -0.0139
9 14.222 - 16 22.9797 574.4925 9 -0.1013 0.3360 0.0083 0.0937 -0.1096 0.3488 -0.3143
CLASS WISHART (2014) AREA_SQ_KM AREA_UNITS NO_POINTS WPLUS S_WPLUS WMINUS S_WMINUS CONTRAST S_CONTRAST STUD_CNT
1 0 - 1.778 14.5962 364.9050 5 -0.2372 0.4503 0.0112 0.0921 -0.2485 0.4596 -0.5406
2 1.778 - 3.556 18.7272 468.1800 8 -0.0130 0.3566 0.0009 0.0933 -0.0139 0.3686 -0.0377
3 3.556 - 5.333 69.6438 1741.0950 36 0.1813 0.1684 -0.0649 0.1069 0.2462 0.1995 1.2345
4 5.333 - 7.111 63.3096 1582.7400 26 -0.0531 0.1977 0.0144 0.1014 -0.0675 0.2222 -0.3038
5 7.111 - 8.889 16.9209 423.0225 9 0.2105 0.3369 -0.0146 0.0936 0.2251 0.3497 0.6436
6 8.889 - 10.667 2.9646 74.1150 0
7 10.667 - 12.444 48.1545 1203.8625 21 0.0080 0.2201 -0.0016 0.0989 0.0096 0.2413 0.0398
8 12.444 - 14.222 27.1917 679.7925 14 0.1772 0.2701 -0.0203 0.0957 0.1975 0.2865 0.6894
9 14.222 - 16 27.3861 684.6525 6 -0.6892 0.4100 0.0513 0.0925 -0.7405 0.4204 -1.7616
CLASS WISHART (2015) AREA_SQ_KM AREA_UNITS NO_POINTS WPLUS S_WPLUS WMINUS S_WMINUS CONTRAST S_CONTRAST STUD_CNT
1 0 - 1.778 14.4423 361.0575 5 -0.2265 0.4503 0.0106 0.0921 -0.2371 0.4597 -0.5159
2 1.778 - 3.556 20.1609 504.0225 14 0.4838 0.2711 -0.0472 0.0957 0.5310 0.2875 1.8473
3 3.556 - 5.333 70.6887 1767.2175 21 -0.3815 0.2195 0.0985 0.0990 -0.4800 0.2408 -1.9932
4 5.333 - 7.111 50.3739 1259.3475 10 -0.7886 0.3175 0.1102 0.0942 -0.8989 0.3312 -2.7143
5 7.111 - 8.889 19.5453 488.6325 13 0.4395 0.2811 -0.0404 0.0953 0.4799 0.2968 1.6168
6 8.889 - 10.667 4.0095 100.2375 2 0.1449 0.7143 -0.0022 0.0910 0.1471 0.7200 0.2043
7 10.667 - 12.444 45.9513 1148.7825 20 0.0060 0.2256 -0.0011 0.0984 0.0071 0.2461 0.0290
8 12.444 - 14.222 36.7659 919.1475 15 -0.0598 0.2603 0.0084 0.0962 -0.0682 0.2775 -0.2458
9 14.222 - 16 26.9568 673.9200 25 0.7827 0.2038 -0.1273 0.1008 0.9100 0.2274 4.0023
F. NDVI band ratio
WofE analysis for NDVI band ratio
• Group 1: Southeastern Southwestern zone
• Group 2: Northwestern zone
WofE analysis for NDVI band ratio
Group 1: Southestern & Southwestern zone
CLASS NDVI (2012) AREA_SQ_KM AREA_UNITS NO_POINTS WPLUS S_WPLUS WMINUS S_WMINUS CONTRAST S_CONTRAST STUD_CNT
1 0.026 - 0.113 0.0729 1.8225 0
2 0.113 - 0.201 0.6480 16.2000 0
3 0.201 - 0.288 1.0611 26.5275 0
4 0.288 - 0.375 0.8991 22.4775 0
5 0.375 - 0.462 1.2312 30.7800 2 1.4829 0.7313 -0.0132 0.0936 1.4961 0.7372 2.0294
6 0.462 - 0.549 1.8711 46.7775 2 1.0408 0.7227 -0.0111 0.0936 1.0519 0.7288 1.4434
7 0.549 - 0.636 5.7186 142.9650 3 0.3066 0.5835 -0.0069 0.0940 0.3135 0.5910 0.5304
8 0.636 - 0.723 20.7765 519.4125 17 0.7632 0.2466 -0.0860 0.1002 0.8492 0.2662 3.1902
9 0.723 - 0.81 79.5906 1989.7650 36 0.1554 0.1682 -0.0613 0.1112 0.2167 0.2017 1.0744
10 0.81 - 0.897 120.4227 3010.5675 40 -0.1582 0.1592 0.0920 0.1142 -0.2503 0.1959 -1.2775
11 0.897 - 0.984 68.5179 1712.9475 18 -0.3957 0.2370 0.0914 0.1009 -0.4871 0.2575 -1.8914
12 0.984 - 1.072 3.1347 78.3675 0
-99 Missing Data 44.4690 1111.7250 10
CLASS NDVI (2014) AREA_SQ_KM AREA_UNITS NO_POINTS WPLUS S_WPLUS WMINUS S_WMINUS CONTRAST S_CONTRAST STUD_CNT
1 0.026 - 0.113 0.0729 1.8225 0
2 0.113 - 0.201 0.6480 16.2000 0
3 0.201 - 0.288 1.0611 26.5275 0
4 0.288 - 0.375 0.8991 22.4775 0
5 0.375 - 0.462 1.2312 30.7800 2 1.4829 0.7313 -0.0132 0.0936 1.4961 0.7372 2.0294
6 0.462 - 0.549 1.8711 46.7775 2 1.0408 0.7227 -0.0111 0.0936 1.0519 0.7288 1.4434
7 0.549 - 0.636 5.7186 142.9650 3 0.3066 0.5835 -0.0069 0.0940 0.3135 0.5910 0.5304
8 0.636 - 0.723 20.7765 519.4125 17 0.7632 0.2466 -0.0860 0.1002 0.8492 0.2662 3.1902
9 0.723 - 0.81 79.5906 1989.7650 36 0.1554 0.1682 -0.0613 0.1112 0.2167 0.2017 1.0744
10 0.81 - 0.897 120.4227 3010.5675 40 -0.1582 0.1592 0.0920 0.1142 -0.2503 0.1959 -1.2775
11 0.897 - 0.984 68.5179 1712.9475 18 -0.3957 0.2370 0.0914 0.1009 -0.4871 0.2575 -1.8914
12 0.984 - 1.072 3.1347 78.3675 0
-99 Missing Data 44.4690 1111.7250 10
CLASS NDVI (2016) AREA_SQ_KM AREA_UNITS NO_POINTS WPLUS S_WPLUS WMINUS S_WMINUS CONTRAST S_CONTRAST STUD_CNT
1 0.007 - 0.094 0.0405 1.0125 0
2 0.094 - 0.181 0.5751 14.3775 0
3 0.181 - 0.268 1.1340 28.3500 0
4 0.268 - 0.355 0.9477 23.6925 0
5 0.355 - 0.442 1.2474 31.1850 0
6 0.442 - 0.529 4.6413 116.0325 7 1.4317 0.3899 -0.0445 0.0931 1.4762 0.4009 3.6826
7 0.529 - 0.616 23.5548 588.8700 14 0.4624 0.2705 -0.0460 0.0960 0.5084 0.2870 1.7712
8 0.616 - 0.704 60.2235 1505.5875 35 0.4394 0.1710 -0.1309 0.1067 0.5703 0.2016 2.8288
9 0.704 - 0.791 88.2981 2207.4525 36 0.0778 0.1680 -0.0302 0.1074 0.1080 0.1994 0.5415
10 0.791 - 0.878 93.2796 2331.9900 20 -0.5727 0.2246 0.1609 0.0989 -0.7336 0.2454 -2.9895
11 0.878 - 0.965 50.5926 1264.8150 12 -0.4708 0.2901 0.0666 0.0953 -0.5374 0.3053 -1.7602
12 0.965 - 1.052 3.8151 95.3775 0
-99 Missing Data 20.0637 501.5925 4
WofE analysis for NDVI band ratio
Group 2: Northwestern zone
CLASS NDVI (2012) AREA_SQ_KM AREA_UNITS NO_POINTS WPLUS S_WPLUS WMINUS S_WMINUS CONTRAST S_CONTRAST STUD_CNT
1 0.026 - 0.113 0.0243 0.6075 0
2 0.113 - 0.201 0.3078 7.6950 0
3 0.201 - 0.288 0.4131 10.3275 0
4 0.288 - 0.375 0.6561 16.4025 1 1.4781 1.0320 -0.0118 0.1249 1.4899 1.0395 1.4333
5 0.375 - 0.462 1.0368 25.9200 0
6 0.462 - 0.549 2.8026 70.0650 6 1.8445 0.4269 -0.0808 0.1300 1.9253 0.4463 4.3141
7 0.549 - 0.636 8.0595 201.4875 8 1.0269 0.3608 -0.0848 0.1322 1.1117 0.3842 2.8932
8 0.636 - 0.723 23.9679 599.1975 14 0.4797 0.2704 -0.0977 0.1396 0.5774 0.3043 1.8972
9 0.723 - 0.81 45.1818 1129.5450 17 0.0314 0.2444 -0.0107 0.1439 0.0421 0.2836 0.1485
10 0.81 - 0.897 65.5290 1638.2250 17 -0.3451 0.2438 0.1543 0.1441 -0.4994 0.2832 -1.7634
11 0.897 - 0.984 30.4803 762.0075 1 -2.4220 1.0007 0.1719 0.1251 -2.5940 1.0084 -2.5722
12 0.984 - 1.072 2.4705 61.7625 2 0.8154 0.7188 -0.0173 0.1259 0.8327 0.7298 1.1410
-99 Missing Data 3.0537 76.3425 0
CLASS NDVI (2014) AREA_SQ_KM AREA_UNITS NO_POINTS WPLUS S_WPLUS WMINUS S_WMINUS CONTRAST S_CONTRAST STUD_CNT
1 0.026 - 0.113 0.0243 0.6075 0
2 0.113 - 0.201 0.3078 7.6950 0
3 0.201 - 0.288 0.4131 10.3275 0
4 0.288 - 0.375 0.6561 16.4025 1 1.4781 1.0320 -0.0118 0.1249 1.4899 1.0395 1.4333
5 0.375 - 0.462 1.0368 25.9200 0
6 0.462 - 0.549 2.8026 70.0650 6 1.8445 0.4269 -0.0808 0.1300 1.9253 0.4463 4.3141
7 0.549 - 0.636 8.0595 201.4875 8 1.0269 0.3608 -0.0848 0.1322 1.1117 0.3842 2.8932
8 0.636 - 0.723 23.9679 599.1975 14 0.4797 0.2704 -0.0977 0.1396 0.5774 0.3043 1.8972
9 0.723 - 0.81 45.1818 1129.5450 17 0.0314 0.2444 -0.0107 0.1439 0.0421 0.2836 0.1485
10 0.81 - 0.897 65.5290 1638.2250 17 -0.3451 0.2438 0.1543 0.1441 -0.4994 0.2832 -1.7634
11 0.897 - 0.984 30.4803 762.0075 1 -2.4220 1.0007 0.1719 0.1251 -2.5940 1.0084 -2.5722
12 0.984 - 1.072 2.4705 61.7625 2 0.8154 0.7188 -0.0173 0.1259 0.8327 0.7298 1.1410
-99 Missing Data 3.0537 76.3425 0
CLASS NDVI (2016) AREA_SQ_KM AREA_UNITS NO_POINTS WPLUS S_WPLUS WMINUS S_WMINUS CONTRAST S_CONTRAST STUD_CNT
1 0.007 - 0.094 0.0243 0.6075 0
2 0.094 - 0.181 0.1863 4.6575 0
3 0.181 - 0.268 0.3807 9.5175 0
4 0.268 - 0.355 0.4374 10.9350 0
5 0.355 - 0.442 1.1421 28.5525 4 2.4274 0.5392 -0.0600 0.1311 2.4874 0.5549 4.4826
6 0.442 - 0.529 3.1752 79.3800 3 1.0048 0.5886 -0.0312 0.1300 1.0360 0.6028 1.7188
7 0.529 - 0.616 9.8496 246.2400 10 1.0796 0.3229 -0.1174 0.1382 1.1971 0.3512 3.4085
8 0.616 - 0.704 24.4458 611.1450 8 -0.0808 0.3559 0.0123 0.1358 -0.0931 0.3809 -0.2445
9 0.704 - 0.791 43.2945 1082.3625 16 0.0425 0.2519 -0.0141 0.1469 0.0566 0.2916 0.1940
10 0.791 - 0.878 57.2751 1431.8775 14 -0.3759 0.2686 0.1397 0.1440 -0.5157 0.3048 -1.6920
11 0.878 - 0.965 33.7608 844.0200 8 -0.4073 0.3552 0.0759 0.1359 -0.4832 0.3803 -1.2705
12 0.965 - 1.052 3.7908 94.7700 0
-99 Missing Data 6.2208 155.5200 3
G. Geodatabase
Traceability of the LS-DETECTION.mdb database.
Note: 
The geodatabase with the file name LS-DETECTION.mdb has a size of 163140 KB = 
163.14 Megabyte. All of the files 668 files contained on 33 folders have a capacity 




H. Random forest classification
• Random forest results, NW sub-zone, and binary confusion matrix summary
• Random forest results, SE sub-zone, and binary confusion matrix
• Random forest results, NE sub-zone, and binary confusion matrix
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RANDOM FOREST RESULTS, NW ZONE 
setwd('K:/CHAPTER_10/RandomForest_NW') 
> inraster<- raster::stack('NWmerge1.tif') 
> Training <- read.csv('TrainNW_wgs.csv', header= TRUE, sep=",") 
> Validation <- read.csv('TestNW_wgs.csv', header=TRUE, sep=",") 
> coordinates (Training) <- ~POINT_X + POINT_Y 
> coordinates (Validation) <- ~POINT_X + POINT_Y 
> proj4string(Training) <- CRS("+proj=longlat +datum=WGS84") 
> proj4string(Validation) <- CRS("+proj=longlat +datum=WGS84") 
> Training_Data <- raster::extract(inraster,Training) 
> Training_Response <- as.factor(Training$Mov) 
> Selection <- c(1:12) 
> Predictor_Data <- Training_Data[,Selection] 
> r_tree <- randomForest(Predictor_Data, y=Training_Response, ntree = 1000, 




 randomForest(x = Predictor_Data, y = Training_Response, ntree = 1000, 
     importance = TRUE, keep.forest = TRUE, na.action = na.omit)  
               Type of random forest: classification 
                     Number of trees: 1000 
No. of variables tried at each split: 3 
 
        OOB estimate of  error rate: 68.29% 
 
Confusion matrix: 
       Fall Rslide Tslide class.error 
Fall      2      8      3   0.8461538 
Rslide    5      7      4   0.5625000 
Tslide    3      5      4   0.6666667 
> imp <- importance(r_tree, type = 1) 
> imp 
            MeanDecreaseAccuracy 
NWmerge1.1            -3.0015752 Ch141207_141231 
NWmerge1.2            -1.1400134 Ch150124_141231 
NWmerge1.3             0.5904069 Ch150816_150909 
NWmerge1.4             0.2189794 Dsp141207_141231 
NWmerge1.5            -2.2361904 Dsp150124_141231 
NWmerge1.6             6.8977256 Dsp150816_150909 
NWmerge1.7             3.5141323 flowpl 
NWmerge1.8            -1.3170536 landform 
NWmerge1.9            -1.3361300 ndvi2012 
NWmerge1.10           -0.2519523 ndvi2014 
NWmerge1.11           -4.1760418 ndvi2016 
NWmerge1.12            0.7291982 slope 
 
> validation_Data <- raster::extract(inraster, Validation)[,Selection] 
> validation_Response <- as.factor(Validation$Mov) 
> validation_Predictions <- predict(r_tree,validation_Data) 
> validation_Response <- as.factor(Validation$Mov) 
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> confusionMatrix 
                      validation_Response 
validation_Predictions Fall Rslide Tslide 
                Fall      2      2      5 
                Rslide    1      4      1 
                Tslide    0      2      2 
 
 
> n_obs <- length(validation_Response) # number of observation in validation set 
> n_classes <- length(levels(Validation$Mov)) # number of classes 
> overallAccuracy <- sum(diag(confusionMatrix))/n_obs 
> classAccuracy <- matrix(NA,nrow=2,ncol=n_classes, dimnames= list(c('users', 
 'producers'), levels(Validation$Mov))) 
> for(c in 1:n_classes){ 
+  classAccuracy['users',c] <- confusionMatrix[c,c]/sum(confusionMatrix[c, ]) 
+  classAccuracy['producers',c] <- confusionMatrix[c,c]/sum(confusionMatrix[ ,c]) 
+  } 
> rowColSumProdSum <- sum(apply(confusionMatrix,2,sum)*apply(confusionMatrix,1,sum)) 







               Fall      Rslide     Tslide 
users       0.2222222   0.6666667    0.50 






> OutputRaster <- 'K:/CHAPTER_10/RandomForest_NW/NWmerge1_RFor.tif' 
> Predictor_Data <- subset(inraster, Selection) 
> predictions <- predict(inraster[[Selection]],model=r_tree,file=OutputRaster, 
 overwrite=TRUE)  
  
 













NW Fall Non_Fall Tot UserAcc
Fall 2 7 9 22.2%
Non_Fall 1 9 10 90.0%
Tot 3 16 19
ProdAcc 66.7% 56.3% 57.9%
Rotational slide
NW RotSld NoRotSld Tot UserAcc
RotSld 4 2 6 66.7%
Non_RotSld 4 9 13 69.2%
Tot 8 11 19
ProdAcc 50.0% 81.8% 68.4%
Translational slide
NW TrasSld NoTrasSld Tot UserAcc
TrasSld 2 2 4 50.0%
NoTrasSld 6 9 15 60.0%
Tot 8 11 19
ProdAcc 25.0% 81.8% 57.9%
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RANDOM FOREST RESULTS, SE ZONE 
 setwd('K:/CHAPTER_10/SE_ZONE/RandomForest_SE') 
> inraster<- raster::stack('Merged_SE.tif') 
> Training <- read.csv('Train_SE_wgs.csv', header= TRUE, sep=",") 
> Validation <- read.csv('Test_SE_wgs.csv', header=TRUE, sep=",") 
> coordinates (Training) <- ~POINT_X + POINT_Y 
> coordinates (Validation) <- ~POINT_X + POINT_Y 
> proj4string(Training) <- CRS("+proj=longlat +datum=WGS84") 
> proj4string(Validation) <- CRS("+proj=longlat +datum=WGS84") 
> Training_Data <- raster::extract(inraster,Training) 
> Training_Response <- as.factor(Training$Mov) 
> Selection <- c(1:25) 
> View(Validation) 
> Predictor_Data <- Training_Data[,Selection] 
> r_tree <- randomForest(Predictor_Data, y=Training_Response, ntree = 1000, 




 randomForest(x = Predictor_Data, y = Training_Response, ntree = 1000,   
    importance = TRUE, keep.forest = TRUE, na.action = na.omit)  
               
 Type of random forest: classification 
                     Number of trees: 1000 
No. of variables tried at each split: 5 
 
        OOB estimate of error rate: 30.19% 
 
Confusion matrix: 
                     Debris_Fall Earth_reptation Planar_translational Rotational Translational class.error 
Debris_Fall                    0               0                    0          0       2        1.00000000 
Earth_reptation                0               0                    0          0       2        1.00000000 
Planar_translational           0               0                    2          3       3        0.75000000 
Rotational                     0               0                    0         10       5        0.33333333 
Translational                  0               0                    0          1       25       0.03846154 
> imp <- importance(r_tree, type = 1) 
> imp 
             MeanDecreaseAccuracy 
Merged_SE.1              8.980151    Coher_20141207_20141231_5_5_ortho_32 
Merged_SE.2              5.355856    Coher_20150124_20141231_5_5_ortho_32 
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Merged_SE.3              6.126973    Coher_20160412_20160530_5_5_ortho_32 
Merged_SE.4              8.491615    Coher_20160717_20160530_5_5_ortho_32 
Merged_SE.5              8.418022    Displacement_20141207_20141231_5_5_ortho_32 
Merged_SE.6             12.508608    Displacement_20150124_20141231_5_5_ortho_32 
Merged_SE.7              6.151219    Displacement_20160412_20160530_5_5_ortho_32 
Merged_SE.8              5.913658    Displacement_20160717_20160530_5_5_ortho_32 
Merged_SE.9             10.632543    Freeman_Dbl_2013_r 
Merged_SE.10             6.660079    Freeman_Dbl_2014_r 
Merged_SE.11             5.387165    Freeman_Dbl_2015_r 
Merged_SE.12             8.536458    Freeman_Odd_2015_r 
Merged_SE.13             7.419212    Freeman_Vol_2015_r 
Merged_SE.14            13.819764    H_alpha_class_2015_r 
Merged_SE.15             6.388888    NDVI_2012_w84 
Merged_SE.16             6.336366    NDVI_2014_w84 
Merged_SE.17            11.172754    NDVI_2016_w84 
Merged_SE.18             5.511762    Reflectivity_Map_5_5_ortho_32G1_1 
Merged_SE.19             8.368869    Reflectivity_Map_5_5_ortho_32G1_2 
Merged_SE.20             0.000000    Resampled_Velocity__mm_year__32G1_1_r 
Merged_SE.21             0.000000    Resampled_Velocity__mm_year__32G1_2w84 
Merged_SE.22             7.615875    flowpl84 
Merged_SE.23             2.468776    landform84 
Merged_SE.24             9.465400    slop84 
Merged_SE.25             2.931314    soilun84 
 
> validation_Data <- raster::extract(inraster, Validation)[,Selection] 
> validation_Response <- as.factor(Validation$Mov) 
> validation_Predictions <- predict(r_tree,validation_Data) 
> validation_Response <- as.factor(Validation$Mov) 
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> confusionMatrix 
                      validation_Response 
validation_Predictions Debris_Fall Earth_reptation Planar_translational Rotational Translational 
  Debris_Fall                    1               0                    0          0             0 
  Earth_reptation                0               1                    0          0             0 
  Planar_translational           0               0                    1          1             0 
  Rotational                     0               0                    1          4             1 
  Translational                  0               0                    4          0            10 
 
> n_obs <- length(validation_Response) # number of observation in validation set 
> n_classes <- length(levels(Validation$Mov)) # number of classes 
> overallAccuracy <- sum(diag(confusionMatrix))/n_obs 
> classAccuracy <- matrix(NA,nrow=2,ncol=n_classes, dimnames= list(c('users',  
'producers'), levels(Validation$Mov))) 
> for(c in 1:n_classes){ 
+  classAccuracy['users',c] <- confusionMatrix[c,c]/sum(confusionMatrix[c, ]) 
+  classAccuracy['producers',c] <- confusionMatrix[c,c]/sum(confusionMatrix[ ,c]) 
+  } 
> rowColSumProdSum <- sum(apply(confusionMatrix,2,sum)*apply(confusionMatrix,1,sum)) 







          Debris_Fall Earth_reptation Planar_translational Rotational Translational 
users               1               1            0.5000000  0.6666667     0.7142857 





> OutputRaster <- 'K:/CHAPTER_10/SE_ZONE/RandomForest_SE/Merged_SE_RFor.tif' 
> Predictor_Data <- subset(inraster, Selection) 
> predictions <- predict(inraster[[Selection]],model=r_tree,file=OutputRaster) # overwrite=TRUE  
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SW Fall Non_Fall Tot UserAcc
Fall 1 0 1 100.0%
Non_Fall 0 23 23 100.0%
Tot 1 23 24
ProdAcc 100.0% 100.0% 100.0%
Creep
SW Creep Non_creep Tot UserAcc
Creep 1 0 1 100.0%
Non_creep 0 23 23 100.0%
Tot 1 23 24
ProdAcc 100.0% 100.0% 100.0%
Planar translational
SW Planar Non_planar Tot UserAcc
Planar 1 1 2 50.0%
Non_planar 5 17 22 77.3%
Tot 6 18 24
ProdAcc 16.7% 94.4% 75.0%
Rotational slide
SW RotSld NoRotSld Tot UserAcc
RotSld 4 2 6 66.7%
Non_RotSld 1 17 18 94.4%
Tot 5 19 24
ProdAcc 80.0% 89.5% 87.5%
Translational slide
SW TrasSld NoTrasSld Tot UserAcc
TrasSld 10 4 14 71.4%
NoTrasSld 1 9 10 90.0%
Tot 11 13 24
ProdAcc 90.9% 69.2% 79.2%
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RANDOM FOREST results on NE ZONE PART-1 
R version 3.6.1 (2019-07-05) -- "Action of the Toes" 
Copyright (C) 2019 The R Foundation for Statistical Computing 
Platform: x86_64-w64-mingw32/x64 (64-bit) 
 
R is free software and comes with ABSOLUTELY NO WARRANTY. 
You are welcome to redistribute it under certain conditions. 
Type 'license()' or 'licence()' for distribution details. 
 
R is a collaborative project with many contributors. 
Type 'contributors()' for more information and 
'citation()' on how to cite R or R packages in publications. 
 
Type 'demo()' for some demos, 'help()' for on-line help, or 
'help.start()' for an HTML browser interface to help. 
Type 'q()' to quit R. 
 




Type rfNews() to see new features/changes/bug fixes. 
> library(sp) 
> library(rgdal) 
rgdal: version: 1.4-8, (SVN revision 845) 
 Geospatial Data Abstraction Library extensions to R successfully loaded 
 Loaded GDAL runtime: GDAL 2.2.3, released 2017/11/20 
 Path to GDAL shared files: C:/Users/Nixon/Documents/R/win-library/3.6/rgdal/gdal 
 GDAL binary built with GEOS: TRUE  
 Loaded PROJ.4 runtime: Rel. 4.9.3, 15 August 2016, [PJ_VERSION: 493] 
 Path to PROJ.4 shared files: C:/Users/Nixon/Documents/R/win-library/3.6/rgdal/proj 
 Linking to sp version: 1.3-2  
> setwd('K:/CHAPTER_10/NE_ZONE/RandomForest_NE') 
> inraster<- raster::stack('Merged_NE_p1.tif') 
> Training <- read.csv('TrainDesv2NE_wgs.csv', header= TRUE, sep=",") 
> Validation <- read.csv('TestDesv2NE_wgs.csv', header=TRUE, sep=",") 
> coordinates (Training) <- ~POINT_X + POINT_Y 
> coordinates (Validation) <- ~POINT_X + POINT_Y 
> proj4string(Training) <- CRS("+proj=longlat +datum=WGS84") 
> proj4string(Validation) <- CRS("+proj=longlat +datum=WGS84") 
> Training_Data <- raster::extract(inraster,Training) 
> Training_Response <- as.factor(Training$Mov) 
> Selection <- c(1:25) 
> Selection <- c(1:31) 
> Predictor_Data <- Training_Data[,Selection] 
> r_tree <- randomForest(Predictor_Data, y=Training_Response, ntree = 1000, 





      keep.forest = TRUE, na.action = na.omit)  
       
         Type of random forest: classification 
                     Number of trees: 1000 
No. of variables tried at each split: 5 
 





Page 2 of 6 
 
Confusion matrix: 
              Rotational Translational   class.error 
Rotational             3             3   0.50000000 
Translational          1            12   0.07692308 
 
> imp <- importance(r_tree, type = 1) 
> imp 
                MeanDecreaseAccuracy 
Merged_NE_p1.1             1.6547631   Coh20150107_20150131_NEDesc 
Merged_NE_p1.2             1.2252145   Coh20150224_20150131_NEDesc 
Merged_NE_p1.3             1.1796829   Coher_20141207_20141231_5_5_ortho_32 
Merged_NE_p1.4             0.9461800   Coher_20150124_20141231_5_5_ortho_32 
Merged_NE_p1.5            -0.8305408   Coher_20160412_20160530_5_5_ortho_32 
Merged_NE_p1.6             3.6838238   Coher_20160717_20160530_5_5_ortho_32 
Merged_NE_p1.7            -1.3732073   Displacement_20141207_20141231_5_5_ortho_32 
Merged_NE_p1.8            -1.4842815   Displacement_20150124_20141231_5_5_ortho_32 
Merged_NE_p1.9             1.4426106   Displacement_20160412_20160530_5_5_ortho_32 
Merged_NE_p1.10           -1.4590824   Displacement_20160717_20160530_5_5_ortho_32 
Merged_NE_p1.11            2.9482582   Dsp20150107_20150131_NEDesc 
Merged_NE_p1.12            5.6613175   Dsp20150224_20150131_NEDesc 
Merged_NE_p1.13            1.2923634   Freeman_Dbl_2013_r 
Merged_NE_p1.14            1.1422884   Freeman_Dbl_2014_r 
Merged_NE_p1.15            8.6901711   Freeman_Dbl_2015_r 
Merged_NE_p1.16            8.9337693   Freeman_Odd_2015_r 
Merged_NE_p1.17            8.8059153   Freeman_Vol_2015_r 
Merged_NE_p1.18            4.8808958   H_alpha_class_2015_r 
Merged_NE_p1.19            4.3620428   NDVI_2014_w84 
Merged_NE_p1.20            3.2420761   NDVI_2012_w84 
Merged_NE_p1.21            2.4992757   NDVI_2016_w84 
Merged_NE_p1.22           -0.5609883   Ref_NEDesc 
Merged_NE_p1.23            2.3028981   Reflectivity_Map_5_5_ortho_32G1_1 
Merged_NE_p1.24            2.9925230   Reflectivity_Map_5_5_ortho_32G1_2 
Merged_NE_p1.25            0.0000000   Res_Vel_mm_year_NEDesc 
Merged_NE_p1.26            0.0000000   Resampled_Velocity__mm_year__32G1_1_r 
Merged_NE_p1.27            0.0000000   Resampled_Velocity__mm_year__32G1_2w84 
Merged_NE_p1.28            0.1851672   flowpl84 
Merged_NE_p1.29           -0.7378623   landform84 
Merged_NE_p1.30           -0.8540178   slop84 
Merged_NE_p1.31            1.8409118   soilun84 
 
> validation_Data <- raster::extract(inraster, Validation)[,Selection] 
> validation_Response <- as.factor(Validation$Mov) 
> validation_Predictions <- predict(r_tree,validation_Data) 
> validation_Response <- as.factor(Validation$Mov) 
> confusionMatrix <- table(validation_Predictions,validation_Response) 
 
> confusionMatrix 
                      validation_Response 
validation_Predictions Rotational Translational 
         Rotational             0             1 
         Translational          4             3 
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> n_obs <- length(validation_Response) # number of observation in validation set 
> n_classes <- length(levels(Validation$Mov)) # number of classes 
> overallAccuracy <- sum(diag(confusionMatrix))/n_obs 
> classAccuracy <- matrix(NA,nrow=2,ncol=n_classes, dimnames= list(c('users', 
 'producers'), levels(Validation$Mov))) 
> for(c in 1:n_classes){ 
+  classAccuracy['users',c] <- confusionMatrix[c,c]/sum(confusionMatrix[c, ]) 
+  classAccuracy['producers',c] <- confusionMatrix[c,c]/sum(confusionMatrix[ ,c]) 
+  } 
> rowColSumProdSum <- sum(apply(confusionMatrix,2,sum)*apply(confusionMatrix,1,sum)) 









          Rotational Translational 
users              0     0.4285714 






> OutputRaster <- 'K:/CHAPTER_10/NE_ZONE/RandomForest_NE/Merged_NE_p1_RFor.tif' 
> Predictor_Data <- subset(inraster, Selection) 
> predictions <- predict(inraster[[Selection]],model=r_tree,file=OutputRaster) 
 # overwrite=TRUE  

















NE RotSld NoRotSld Tot UserAcc
RotSld 0 1 1 0.0%
Non_RotSld 4 3 7 42.9%
Tot 4 4 8
ProdAcc 0.0% 75.0% 37.5%
Translational slide
NE TrasSld NoTrasSld Tot UserAcc
TrasSld 3 4 7 42.9%
NoTrasSld 1 0 1 0.0%
Tot 4 4 8
ProdAcc 75.0% 0.0% 37.5%

