We consider the Ising perceptron with gaussian disorder, which is equivalent to the discrete cube t´1,`1u N intersected by M random half-spaces. The perceptron's capacity is the largest integer M N for which the intersection is nonempty. It is conjectured by Krauth and Mézard (1989) that the (random) ratio M N {N converges in probability to an explicit constant α ‹ 0.83. Kim and Roche (1998) proved the existence of a positive constant γ such that γ ď M N {N ď 1´γ with high probability; see also Talagrand (1999) . In this paper we show that the Krauth-Mézard conjecture α ‹ is a lower bound with positive probability, under the condition that an explicit univariate function S ‹ pλq is maximized at λ " 0. Our proof is an application of the second moment method to a certain slice of perceptron configurations, as selected by the so-called TAP (Thouless, Anderson, and Palmer, 1977) or AMP (approximate message passing) iteration, whose scaling limit has been characterized by Montanari (2011) and Bolthausen (2012). For verifying the condition on S ‹ pλq we outline one approach, which is implemented in the current version using (nonrigorous) numerical integration packages. In a future version of this paper we intend to complete the verification by implementing a rigorous numerical method.
κ (our main result is for κ " 0). For any integer N ě 1, we define M N " M N pκq to be the largest integer M such that
J P t´1,`1u N :
Krauth and Mézard [16] conjectured that as N Ò 8 the (random) ratio M N pκq{N converges (in probability) to an explicit constant α ‹ pκq, which for κ " 0 is roughly 0.83. This was one of several works in the statistical physics literature analyzing various perceptron models via the "replica" or "cavity" heuristics [11] [12] [13] 17] . In particular, in the variant where J ranges not over t´1,`1u N but over the entire sphere of radius N 1{2 , the analogous threshold was computed by Gardner and Derrida [13] . Another common variation is to take д µ,i P t´1,`1u to be i.i.d. symmetric random signs (Bernoulli disorder). The conjectured thresholds differ between the Ising [16] and spherical [13] models, but do not depend on whether the disorder is Bernoulli or gaussian. While the classical problem is under Bernoulli disorder, we have chosen to work under gaussian disorder to remove some technical difficulties. For the spherical perceptron, very sharp rigorous results have been obtained, including a proof of the predicted threshold for all nonnegative κ under Bernoulli disorder [20, 22] . For the Ising perceptron, much less has been proved. One can introduce a parameter β ě 0 and define the associated positive-temperature partition function Z κ, β (see (7) below). The replica calculation extends to an explicit prediction [13, 16] for the limit of N´1 ln Z κ, β as N Ò 8 with M{N Ñ α. This formula has been proved to be correct at sufficiently high temperature (small β) under Bernoulli disorder [25] . For the original model (1), corresponding to zero temperature or β " 8, the best rigorous result to date is that for κ " 0 there exists positive γ such that γ ď M N {N ď 1´γ with high probability [15, 24] as N Ò 8 (see also [23] for some work on general κ). Our main result is the following: Theorem 1.1. Consider the Ising perceptron at κ " 0 under gaussian disorder. Under Condition 1.2 (below), we have lim inf
for any α ă α ‹ , where α ‹ is the prediction of Krauth and Mézard [16] , defined formally by Proposition 1.3.
Condition 1.2.
The univariate function S ‹ defined by (55) satisfies S ‹ pλq ă 0 for all λ R t0, 1u.
As noted above, the choice of gaussian disorder is a simplification of the Bernoulli disorder case which does not affect the predicted threshold. We expect that the arguments of [15, 24] can be easily modified to give γ ď M N {N ď 1´γ with high probability in the gaussian disorder setting, but would not recover the sharp threshold α ‹ . In the remainder of this abstract we describe the main ideas and outline the proof of Theorem 1.1. The full version of this paper is available online at https://arxiv.org/abs/1809.07742.
The Krauth-Mézard Threshold
We next give the formal characterization of the predicted threshold [16] for the Ising perceptron. We give the expressions for general κ P R, although we focus on the case κ " 0. Write φ for the standard gaussian density, and Ψ for the complementary gaussian distribution function:
φpxq " expp´x 2 {2q p2π q 1{2 , Ψpxq " ż 8
x φpuq du .
For any ξ P R, a standard gaussian conditioned to be ě ξ has density φ ξ pxq and mean Epξ q where
Given a fixed threshold κ P R and a parameter q P r0, 1q we define
The Gardner free energy (or Gardner volume formula) is the functional of pq,ψ q P r0, 1qˆr0, 8q defined by
Given κ and α, the stationarity equations for pq,ψ q Þ Ñ G κ pα, q,ψ q lead to the definitions
For κ " 0 we abbreviate Rpq, αq " R 0 pq, αq , G pα, q,ψ q " G 0 pα, q,ψ q .
Define the following numerical constants:
α lb " 0.833078599 , α ub " 0.833078600 , q lb " 0.56394907949 , ψ lb " 2.5763513100 ,
Note that q lb ă q l,u ă q u,l ă q ub and likewise for ψ . The following gives a formal characterization of the Krauth-Mézard threshold α ‹ : Proposition 1.3. For κ " 0, let α lb , α ub , q lb , q ub be as defined by (5). For any α P pα lb , α ub q, it holds that sup qPpq lb ,q ub q " dPpRpq, αqq dq
and there is a unique q ‹ " q ‹ pαq P pq lb , q ub q satisfying the fixedpoint equation q ‹ " PpRpq ‹ , αqq. Let ψ ‹ pαq " Rpq ‹ pαq, αq. On the interval pα lb , α ub q the function G ‹ pαq " G pα, q ‹ pαq,ψ ‹ pαqq is welldefined and strictly decreasing, with a unique root α ‹ P pα lb , α ub q. (4), with fixed point q ‹ pαq 0.564. The figure also indicates that condition (6) is satisfied at α 0.833, since the slope of the recursion at q ‹ is strictly less than one.
The map q Þ Ñ PpRpq, αqq is shown in Figure 1 for α 0.833. The function (3) is the conjectural free energy of the perceptron model. To be precise, for pд µ,i q µě1,iě1 a doubly infinite array of i.i.d. standard gaussians, let G MˆN be the submatrix indexed by 1 ď µ ď M and 1 ď i ď N . The perceptron partition function associated to G MˆN at inverse temperature β is given by
We are interested in the zero-temperature limit Z κ " Z κ, 8 ; then M N pκq is the largest M for which Z κ pG MˆN q ą 0. The conjecture is that for all α ď α ‹ pκq there is a unique q ‹ " q ‹κ pαq P r0, 1q satisfying the fixed-point equation q ‹ " PpR κ pq ‹ , αqq, and
where the limit holds in probability. The predicted limiting capacity lim N Ñ8 M N pκq{N " α ‹ pκq is characterized by the relation G ‹κ pα ‹ pκqq " 0. In fact there is an even stronger conjecture, the TAP approximation, which implies (8) and also guides our proof strategy. We explain this next.
Moment Method and the TAP Free Energy
We will prove Theorem 1.1 via the "second moment method" (or Paley-Zygmund inequality): for any nonnegative random variable X having finite second moment,
where the intermediate bound follows from the Cauchy-Schwarz inequality. More generally, for any ϵ ą 0,
Thus, if EX is large and EpX 2 q -pEX q 2 then we have X -EX with positive probability.
It is important to note that the moment method cannot be directly applied to the perceptron partition function Z κ pG MˆN q. For the κ " 0 case abbreviate Z " Z 0 . Trivially, its expected value is
.
However, there is a nontrivial regime 1´γ ď α ď 1 where it is proved [15] that Z " 0 with high probability, even though EZ is exponentially large: in this regime EpZ 2 q -pEZ q 2 certainly cannot hold since it would directly contradict (10) . In fact it is conjectured that at any positive α the first moment EZ is much larger than the typical value exptN G ‹ pαqu, and that as a consequence the relation EpZ 2 q -pEZ q 2 can hold at no positive α.
To explain the fluctuations in Z , we take the TAP perspective [29] . The details are reviewed in the full version of the paper, but we summarize the key points here. Consider fixing G MˆN and sampling uniformly from the random subset
Let m denote the mean value ("magnetization") of such a sample J ; so m is a vector in R N depending on G. Given m let qpmq " }m} 2 N , and let hpmq P R M be the unique solution to
(Existence of h turns out to be a nontrivial issue which will be discussed in Section 2; we assume it for now.) Define
The TAP free energy is the functional
Conjecturally, for α ă α ‹ pκq, the vector m is the unique solution of the stationary equations for Φ tap .
Most importantly for us, it is conjectured that the sample fluctuations of this model, as induced by the randomness of the disorder G, are almost entirely captured by the vector m, in that, with high probability over G, we have
At the same time it is expected that H " ath m "resembles" a vector of i. The TAP heuristic suggests a natural proof strategy, which is to apply the moment method conditional on the marginal statistics pm, hpmqq P R NˆRM . Indeed, for fixed m and h, the characterization of m as a stationary point of Φ tap can be expressed as a collection of linear constraints on G (see below). It suggests at first glance that the conditional moments may reduce to tractable computations on linearly constrained gaussians. The problem with this approach is that the stationary points m are of course correlated with G, and we do not know if there is a unique one, although it is conjectured to be the case. In variants of the SherringtonKirkpatrick (SK) model the critical points of the TAP free energy have been more successfully studied [8] , but the computation for SK is very difficult and we do not have an extension to the perceptron model.
An Iterative Approach
In this paper, we instead follow a constructive approach [5] of iterating the TAP stationary equations from a deterministic starting point m p1q " q 1{2 1. This has the advantage that after t iterations we have explicit control on dependencies among G, m p1q , . . . , m pt q . Moreover, the analysis of [3, 5] gives convergence to stationarity in the sense that
At a high level this iterative approach is related to ideas of [4, 7] . In our setting, we conjecture that in the limit of large t, the σ -field F t " σ pm p1q , . . . , m ptcaptures almost all of the fluctuations of Z . More precisely, we conjecture that for some error lim t Ò8 c t " 0, it holds for all N large enough that
(i.e., the first moment matches the prediction) and moreover that
We expect the last bound to be accurate, in that the ratio between EpZ 2 | F t q and EpZ | F t q 2 should in fact grow exponentially in N for any fixed t. For this reason, the second moment inequality (9) also cannot be directly applied to the random variables F t . Nevertheless, this is a good approximation of the overall proof idea. The principal challenge in this paper was to devise a modified conditioning scheme together with a suitably truncated random variable Z ď Z such that (13) holds with an Op1q rather than exptNc t u upper bound. We conclude this section with a formal (and somewhat abstract) statement of our second moment result. The concrete construction is given in Section 2. In the proof we will introduce parameters δ, t, ϵ where δ, ϵ are positive constants and t is a positive integer.
We write η for an error term depending on M, N , δ, t, ϵ such that lim sup
If a bound has multiple distinct error terms we indicate this by writing η,ή, etc. Theorem 1.4. Take the Ising perceptron at κ " 0 under gaussian disorder, with partition function Z " Z pG MˆN q. We can define a collection of (integer) random variables Z δ,t,ϵ " Z δ,t,ϵ pG MˆN q, and a σ -field F " F M, N ,δ,t , such that the following hold: (i) with probability one 0 ď Z δ,t,ϵ ď Z ; (ii) we have
for all α P pα lb , α ub q; and (iii) assuming Condition 1.2, there exists
where the cst " cst M, N ,δ,t,ϵ denote F M, N ,δ,t -measurable random variables that stay stochastically bounded in the limit N Ò 8 with M{N Ñ α.
The chief innovation of this paper is the design of the conditioning σ -field F and the random variables Z δ,t,ϵ , given in Section 2 (with Z δ,t,ϵ defined explicitly by (37)). The main technical work is in the conditional moment analysis for Z δ,t,ϵ , which occupies most of the full version of the paper. We will see that Z δ,t,ϵ pG MˆN q in fact depends on G MˆN together with an extra small random perturbation κ ∆ (appearing in (26)). The role of κ ∆ is purely technical: it smooths a certain distribution and can only decrease the partition function, so it has no effect on the main result. We include κ ∆ in the definition of F , but otherwise will often suppress it from the notation.
Proof of Theorem 1.1 assuming Theorem 1.4. From the definition, we have M N ě N α if and only if Z pG tN α uˆN q is positive, so
for η as in (15) andή as in (16) (both depending on M, N , δ, t, ϵ). Define the event
On this event, combining (9) and (16) gives
It follows that
where the term o N p1q tends to zero in the limit N Ñ 8, with M{N Ñ α, for any choice of δ, t, ϵ such that (17) 
concluding the proof. □
The proof of Theorem 1.4 occupies essentially the entirety of this paper. In Section 2 we define the σ -fields F and the random variables Z δ,t,ϵ , and give the proof outline which is then implemented in the remainder of the paper.
Remark 1.5. Although our main result is for κ " 0, this assumption is used only in a few steps which will be explicitly indicated.
Otherwise we write most steps of the proof for general κ P R, assuming only that we have a fixed point q ‹ " PpR κ pq ‹ , αqq such that condition (6) is satisfied for a range pq lb , q ub q Q q ‹ . We sometimes indicate the dependence on κ, α by writing
Remark 1.6. A closely related conditional second moment approach is implemented in an independent work [6] to compute the free energy of the Sherrington-Kirkpatrick (SK) spin glass [21] , with external field, at high temperature. For SK and some related spin-glass models, a very powerful framework has been extensively developed (see [14, 18, [26] [27] [28] and refs. therein) that extends to the more difficult low-temperature regime; but the approach of [6] offers an appealing alternative at high temperature. We point out that [6] computes conditional moments of the unrestricted SK partition function, yielding tight lower and upper bounds, but again only at very high temperature. The main challenge of the current paper is to prove an analogous lower bound as [6] , but at zero temperature where the second moment method tolerates much less error, and furthermore for a model with a more complicated (nonlinear) Hamiltonian.
A matching upper bound to Theorem 1.1 remains for us the most natural and interesting open question. Beyond this, we refer to intriguing experimental investigations [1, 2] suggesting surprising algorithmic phenomena for investigation in the Ising perceptron. In another direction we refer to [9, 10] suggesting a range of interesting phenomena to be investigated for the spherical perceptron in the κ ă 0 (replica symmetry breaking) regime.
TAP ITERATION AND CONDITIONING SCHEME
In the proof of Theorem 1.4, a small fraction of the columns of G play a special role, and will be fully revealed in the preliminary setup. The subsequent moment calculation (occupying most of the paper) is based on the randomness in the remaining majority of columns, which are only partially revealed in the preliminary phase. For this reason it is convenient to slightly adjust the notation: we recast N as N all , and instead use N for the portion of G that plays the main role in the second moment. To be precise, for the remainder of the paper we let M " tN all α all u and
where E is an MˆN matrix,Ê is an MˆN matrix, and we assume N all " N`N withN {N "αpδ q Ñ 0 as δ Ó 0. We write
where J P t´1,`1u N andĴ P t´1,`1uN . We then also relabel κ as κ all , so that the perceptron partition function Z κ all pGq counts elements
For most of the proof it will be more convenient to normalize by N 1{2 rather than pN all q 1{2 . We therefore let
(so for our main result κ " κ all " 0). In this section we formally define the σ -field F of Theorem 1.4, and prove some results in preparation for the second moment analysis.
TAP Iteration and State Evolution
As mentioned above, the conditioning σ -field F of Theorem 1.4 is based on the so-called TAP or AMP (approximate message passing) iteration, a constructive approach to finding a stationary point of (11) . We review the construction now, following [5] . " dPpR κ all pq, α alldq
Write ψ ‹ " ψ ‹κ all pα all q " R κ all pq ‹ , α all q. We will arrange (in Proposition 2.3) to haveN {N "αpδ q " o 1{δ p1q, where we use o 1{δ p1q
to indicate a quantity that tends to zero in the limit δ Ó 0. As a result, by continuity considerations, for all sufficiently small δ there will be a value q 1 " q ‹κ pαq " q ‹`o1{δ p1q satisfying the equation q 1 " PpR κ pq 1 , αqq together with sup qPpq lb ,q ub q " dPpR κ pq, αqq dq
(cf. (6) and (20)). This assumption holds for the rest of the paper, even when not explicitly stated. Let ψ 0 " R κ pq 1 , αq.
For ℓ ě 1, x P R ℓ and f : R Ñ R we will write f pxq for the vector obtained by coordinatewise application of f , that is,
Let F " F q 1 as defined by (2). Initialize
Apply the TAP equations
where b psq , d psq are defined by
This defines a sequence n p1q , m p2q , n p2q , . . . , m pt q , n pt q . Then for all s ě 1 denote q s " }m psq } 2 2 {N and ψ s " }n psq } 2 2 {N , and note that the above definition implies b psq " 1´q s . We hereafter abbreviate m " m pt q , H " H pt q , and q • " q t .
Remark 2.2. For a bounded number t of iterations, the N Ò 8 distributional limit of TAP has been rigorously characterized in terms of a "state evolution" recursion [3, 5] . For a special case of AMP, finite-sample results were obtained more recently, allowing even for t growing slowly with N [19] . In this work we only require some results from the earlier works [3, 5] , which we informally summarize as follows: a. For large N and large t the vectors n pt q " F ph ptand n pt´1q are close in ℓ 2 ; likewise the vectors m pt q " thpH ptand m pt´1q are close in ℓ 2 . b. For any s, the empirical profile of h psq resembles a gaussian distribution with variance q 1 , while the empirical profile of H psq resembles a gaussian distribution with variance ψ 0 , where q 1 ,ψ 0 are as defined by Remark 2.1. c. For any fixed t, the matrix of inner products among the vectors h p1q , . . . , h pt q converges to a nondegenerate limit as N Ò 8, as does the matrix of inner products among H p1q , . . . , H pt q .
The formal statements will be reviewed below as required.
With G MˆN all decomposed as in (18), we first prove the following: Proposition 2.3. For any small positive δ there is a decomposition (18) withN {N "αpδ q ď δ { expp1{δ 2{3 q, and a large enough constant tpδ q, such that the following holds: if m " m pt q is defined by t iterations of the TAP equations on E for t ě tpδ q, then with probability at least 1{10 there existsĴ P t´1,`1uN satisfying
coordinatewise.
The proof of Proposition 2.3 is an adaptation of the argument of [15] , and is deferred to the full version of the paper. The purpose of the proposition is explained by the following lemma:
Lemma 2.4. For any y ą κ there is a unique solution h P R to the equation h`p1´q • qF q • phq " y.
Proof. Consider the function
where the last inequality holds because Epxq ě x for all x P R. Since Epxq is always positive, we have
On the other hand, as x Ñ 8 we have Epxq´x -1{x, which implies that as h Ñ´8 we have L q • phq´κ -1{|h|. Finally, since E 1 pxq P p0, 1q for all x P R, we have dL q • {dh P p0, 1q for all h P R. It follows that h Þ Ñ L q • phq is a strictly increasing map from R onto pκ, 8q, so a unique solution to the equation L q • phq " y exists provided y ą κ. □ DefineĴ • to be the lexicographically minimal element of the space t´1,`1uN satisfying
coordinatewise. Let κ ∆ be an independent random vector sampled uniformly from the cube r0, δ { expp1{δ 2 qs M , and solve for h P R N such that
Note that (26) is equivalent to
We recognize (27) as the TAP equation (22) with a perturbation that will have an essential role in the proof. Let
We emphasize that the construction of m pt`1q differs from that of the previous m psq , since we have passed through the perturbed equation (27) . We continue to denote q s " }m psq } 2 2 {N and q • " q t , and we also let ψ • " }n} 2 2 {N . The conditioning σ -field in Theorem 1.4 is then given explicitly by F " F M, N all ,δ,t,ϵ " σ pDATAq where DATA " DATA M, N all ,δ,t is defined bý
Note that F is contained in σ pG MˆN all , κ ∆ q. P´cst M, N all ,δ,t,ϵ ě C¯Ó 0 as C Ò 8, for any α P pα lb , α ub q. In our usage, the value of cst may change from one occurrence to the next, as long as the stochastic boundedness is maintained. If a result depends on multiple choices of cst simultaneously we will indicate this by writing cst, cst 1 , and so on. To indicate dependence on any other parameter, say γ , we shall write cst γ " cst M, N all ,δ,t,ϵ,γ .
Restricted Partition Function
We next make a convenient change of coordinates. Let pr ps1ďsďt be an orthonormal basis for spanppm ps1ďsďt´1 , mq where we denote m " m pt q . Likewise let pc ps1ďsďt be an orthonormal basis for spanppn ps1ďsďt´1 , nq where n is the solution of (26) . From now on we specify
Explicitly, define the Nˆt matrix
and apply the Gram-Schmidt procedure to obtain M " RΓ where R is Nˆt with R t R " I tˆt while Γ is the tˆt matrix containing the change-of-basis coefficients. (In the usual notation of QR factorization, R corresponds to "Q" while Γ corresponds to "R. ") It follows from [3, Lemma 1(a)] that as N Ò 8 with t fixed, we have Γ converging to a constant matrix; and by [3, Lemma 1(g)] the limiting matrix is invertible (cf. Remark 2.2c). The columns of R " MΓ´1 give the desired orthonormal basis pr pt q , . . . , r p1q q. To define c psq we instead consider the Mˆt matrix
and obtain the QR factorization N " CΞ where C is Mˆt with C t C " I tˆt while Ξ is the tˆt change-of-basis matrix. Since n is obtained by (27) rather than by the TAP iteration, the result of [3] does not give convergence of Ξ in the limit N Ò 8. Nevertheless, it follows from the additional randomness introduced by κ ∆ that Ξ is bounded and nondegenerate, in the sense that all its eigenvalues are bounded away from zero and infinity in the limit N Ò 8. We will assume this fact for now, deferring the formal proof to the full paper. Note that both sets of basis vectors, pr ps1ďsďt and pc ps1ďsďt , are measurable with respect to the σ -field F " σ pDATAq as defined by (29) . We now define the restricted partition function Z δ,t,ϵ pG MˆN all q which lower bounds Z κ all pG MˆN all q. The general idea is to first restrict to a certain (affine) slice of the discrete cube selected by the TAP iteration, then to restrict the perceptron satisfiability condition (19) by imposing additional constraints on the vector G J all . The details are as follows. Let δ ą 0, and decompose G MˆN all as in (18) withN {N "αpδ q. Let t ě tpδ q as specified by Proposition 2.3.
On the MˆN matrix E, run the TAP equations (22) and (23) for t iterations; then defineĴ • to be the lexicographically minimal element of t´1,`1uN satisfying (25) . From now on we only consider spin configurations of the form J all " pJ ,Ĵ • q. If there exists noĴ • satisfying (25) then we simply set Z δ,t,ϵ " 0. We also restrict to elements J P t´1,`1u N which "resemble samples from m" in the following manner: Definition 2.6 (restrictions in discrete cube). Conditional on the σ -field F M, N all ,δ,t , we define H M, N all ,δ,t to be the set of spin configurations J P t´1,`1u N such that the orthogonal projection of J onto the span of the vectors m p1q , . . . , m pt q , H p2q , . . . , H pt q , H pt`1q is very close to m pt q " m. Formally, we fix a large positive absolute constant C and say that J P H M, N all ,δ,t if j " J {N 1{2 can be decomposed as
such that |γ J,s | ď C{N for all 1 ď s ď t´1; |q J´q• | ď C{N ; and v is a unit vector which is exactly orthogonal to the span of the vectors m p1q , . . . , m pt q , also is nearly orthogonal to the span of the vectors H p2q , . . . , H pt`1q in the sense that
Assuming that 1{ϵ is a positive integer, we let H ϵ " H M, N all ,δ,t,ϵ be the subset of J P H M, N all ,δ,t which additionally satisfy that for each integer 1 ď ℓ ď 1{ϵ we havěˇˇˇ#
where m i is the i-th entry of the vector m from (26). We shall abbreviate H " H M, N all ,δ,t and H ϵ " H M, N all ,δ,t,ϵ .
We then restrict the satisfiability event as follows:
Definition 2.7 (profile truncation). For J P t´1,`1u N we define the basic satisfiability event as
(Note S J,δ,t implies G J all {pN all q 1{2 ě κ1.) We then define a more restricted event S J,δ,t,ϵ Ď S J,δ,t as follows. Let
and ν " Ev`ζ J . Assuming that 1{ϵ is a positive integer, we now define S J,δ,t,ϵ to be the event that (i) S J,δ,t occurs; (ii) The vector ν satisfies the empirical moment bound
(iii) For each pair of integers 1 ď ℓ, ℓ 1 ď 1{ϵ we havěˇˇˇˇˇˇˇˇ# " µ : pℓ´1qϵ ď Ψph µ {pq • q 1{2 q ď ℓϵ and pℓ 1´1 qϵ ď Ψpν µ q{Ψpξ µ q ď ℓ 1 ϵ
(Informally speaking, we wish to restrict to the event that the empirical distribution of ph, ν q is close to the measure on R 2 specified by the density function
This is formalized by conditions (ii) and (iii).)
We will prove Theorem 1.4 for the restricted perceptron partition function (with M " tN all α all u)
which satisfies 0 ď Z δ,t,ϵ ď Z κ all pG MˆN all q and is integer-valued. We shall always take ϵ Ó 0 followed by t Ò 8 followed by δ Ó 0 while keeping κ all and α all fixed. For this reason we often suppress dependence on κ all and α all in order to simplify the notation. We will also often abbreviate S J " S J,δ,t and S J,ϵ " S J,δ,t,ϵ .
Proof Strategy
As above, fix κ all , α all , q ‹ " q ‹κ all pα all q, ψ ‹ " ψ ‹κ all pα all q. To compute the (conditional) second moment of (37), we take a second K P H ϵ , so that k " K{N 1{2 has an analogous decomposition as (33),
Define the overlap between J and K as λ " λ J, K " pv,ṽq. Let
In the full paper we show that there is a constant λ min P p´1, 0q, explicitly defined by (46), such that
where η is some error tending to zero in the manner of (14) . For any λ min´η ď λ ď 1 we let
To prove Theorem 1.4, we first consider events S J,ϵ " S J,δ,t,ϵ and S K " S K,δ,t for a fixed pair pJ , Kq P Hpλq (for this part of the calculation, the further restriction from H to H ϵ is not needed). We condition on a background σ -field F bg as discussed in Remark 2.8, and hereafter suppress it from the notation, so that Pp¨q means Pp¨| F bg q. We will compute PpS J,ϵ q and prove an upper bound on PpS K | S J,ϵ q. We then compute #H ϵ and prove an upper bound on #H ϵ pλq (at this point the restriction from H to H ϵ becomes important). We shall see the formula (3) arise from the limits
where convergence holds in the limit N all Ò 8 followed by t Ò 8 followed by δ Ó 0, for any fixed ϵ ą 0. Combining gives the first moment estimate (15), since G ‹ " H ‹`P‹ . We will see below that the (restricted) first moment (15) is relatively straightforward, whereas the second moment bound (16) requires significantly more involved calculations. We will introduce here the function S ‹ pλq, and leave most of its interpretation and discussion to later sections. Let P H, D be the probability distribution on t´1,`1u 2 given by
(We assume D is such that P H, D is a nonnegative measure.) Let ΓpH, Dq be the (Shannon) entropy of P H, D , so 0 ď ΓpH, Dq ď ln 4.
For H P R and A P p0, 8q let 
We integrate over the distribution of H to define
We show that the function ℓ is strictly increasing on A P p0, 8q, sandwiched by boundary values ℓp0q "´ż p1´| thpψ 1{2 zq|q 2 1´q φpzq dz " λ min P p´1, 0q , (46)
where the last equality is by (4) . See Figure 2 (where we chose a convenient parametrization A " Apτ q " expp2 athpτ qq). The inverse λ Þ Ñ ℓ´1pλq " Apλq is well-defined for λ min ď λ ď 1. Let
We will find that H p0q " 0, H p1q "´H ‹ , and lim sup
See Figure 3 . Next let
and note that ξ q,z appears in the above definition (42) of P ‹ . Recalling the definition of φ ξ from (2), let Abbreviate I pλq " I 0 pλq and let
Then Pp0q " 0 and Pp1q "´P ‹ ; see Figure 4 . Let
and define A pλq " inf s Bpλ, sq; see Figure 5 . We remark that for all λ we have A pλq ď Bpλ, 0q " 0, and
where the last equality is by (4) . The function Bpλ, sq arises as a limit of cumulant-generating functions, and is therefore convex in s. It follows that s " 0 is a minimizer of Bp0, sq, and so A p0q " 0.
Since A ď 0 everywhere it follows that A 1 p0q " 0 and A 2 p0q ď 0. We will find that lim sup
Let S pλq " H pλq`Ppλq`A pλq; see Figure 6 . Although we have suppressed it from the above notation, we now recall that the functions S pλq, H pλq, Ppλq, A pλq all depend on the parameters κ all and α all . We make the dependence explicit by writing S pλq " S κ all ,α all pλq and so on. Then, from (48) and (53) 
for α ‹ as given by Proposition 1.3. It is not difficult to see from (15) and (54) that Condition 1.2 is certainly a necessary condition for the result of Theorem 1.4.
Remark 2.8. We now make some comments on our conditioning scheme. We decompose G MˆN all as in (18), and run the TAP equations (22) and (23) on E with deterministic initial starting vectors n p0q P R M and m p1q P R N . For s ě 1 we obtain n psq as a function of Em psq and n ps´1q ; then m ps`1q as a function of E t n psq and m psq q; and so on, up to m pt q " m and n pt q . We defineĴ • in (25) as a measurable function of Em,Ê. We then sample an independent vector κ ∆ , and obtain n in (27) as a function of Em,ÊĴ • , and κ ∆ . Lastly we obtain m pt`1q in (28) as a function of E t n and m. This defines for us F " σ pDATAq with DATA as in (29) . Conditional on F , the matrix E has the law of a standard gaussian in R MˆN subject to the equations
" h psq`bpsq n ps´1q , E t n psq N 1{2 " H ps`1q`dpsq m psq (56) for 1 ď s ď t´1, together with (see (27) and (28))
Let Q denote the marginal law of the sequence DATA. For the remainder of this paper, we first sample DATA " Q, and make all calculations conditional on a background σ -field F bg " σ pDATAq.
We then let E be a standard gaussian in R MˆN , independent of F bg until further notice. We shall subsequently reintroduce constraints on E in a way that is equivalent to conditioning on F .
CHANGE OF MEASURE
Letê µ be the µ-th coordinate vector in R M , and 9 e i the i-th coordinate vector in R N . For any x P R M let X i denote the MˆN matrix with x in column i and all other columns zero, X i " xp9 e i q t . For any y P R N let Y µ denote the MˆN matrix with y in row µ and all other rows zero, Y µ "ê µ y t . Note pE, X i q iďN " E t x , pE, Y µ q µďM " Ey .
Recalling (33) and (38), let V µ "ê µ v t , and define similarlyṼ µ and W µ .
Orthogonalized TAP Equations
Recall that pr ps1ďsďt is an orthonormal basis for the subspace spanppm ps1ďsďt´1 , mq, obtained by the change of coordinates (QR factorization) M " RΓ for M as in (31). Similarly, pc ps1ďsďt is an orthonormal basis for spanppn ps1ďsďt´1 , nq, obtained by the change of coordinates N " CΞ for N as in (32). The constraints (56) and (57) can be rewritten as Er psq " x psq for 1 ď s ď t , (ROW) E t c psq " y psq for 1 ď s ď t ,
where x psq and y psq are defined by the same change of coordinates:
x pt q . . . We refer to (ADM 1 ) and (ADM 2 ) as the admissibility constraints. Define the following subspaces of R MˆN :
We use k to refer to the orthogonal sum of two subspaces, so V Q 1 is by definition the orthogonal complement of V A 1 inside V P 1 . For any subspaces V X , V Y we abbreviate their direct (not necessarily orthogonal) sum as V XY " V X ' V Y .
Let V A " V A 1 A 2 , V Q " V Q 1 Q 2 , and V P " V P 1 P 2 " V AQ .
Lemma 3.1 (subspace decompositions). Note from the definitions that V A 1 Ď V A Ď V RC . Let V D 1 and V D be defined by the orthogonal decomposition relations
We then have the additional relations
