The evaluation and improvement of forecasts accuracy generate growth in the quality of decisional process. In Romania, the most accurate predictions for the unemployment rate on the forecasting horizon 2001-2012 were provided by the Institute for Economic Forecasting (IEF) that is followed by European Commission and National Commission for Prognosis (NCP). The result is based on U1, but if more indicators are taken into consideration at the same time using the multi-criteria ranking, the conclusion remains the same. A suitable strategy for improving the degree of accuracy for these forecasts is represented by the combined forecasts. The accuracy of NCP predictions can be improved on the horizon 2001-2012, if the initial values are smoothed using Holt-Winters technique and Hodrick-Prescott filter. The use of Monte Carlo method to simulate the forecasted unemployment rate proved to be the best way to improve the predictions accuracy. Starting from an AR(1) model for the interest variable, the uncertainty analysis was included, the simulations being made for the parameters. Actually, the means of the forecasts distributions for unemployment are considered as point predictions which outperform the expectations of the three institutions. The strategy based on Monte Carlo method is an original contribution of the author introduced in this article regarding the empirical strategies of getting better predictions.
Introduction
It is clear for everybody that efforts should be made to improve the accuracy of our predictions. Nowadays, more institutions provide their own expectations regarding the evolution of a macroeconomic phenomenon. As utilizers of their information, we are interested in choosing the most accurate prediction. The criterion for our choice is an objective one: The degree of accuracy. Comparisons should be made in order to establish the most accurate predictions.
Accuracy herein refers to how close the predicted values are to the real registered values of the analysed variable. An unbiased prediction on a certain horizon implies a null average for the errors. In practice, most of the forecasts are biased. An efficient forecast includes all the available information at a given time. The efficiency supposes comparisons between two or more forecasts, the efficient one being the forecast based on more information. Armstrong and Fildes (1995) recommended the use of more measures of accuracy. Therefore, more accuracy indicators were computed for the three types of forecasts on the specified horizon.
In order to compare the forecasts, we propose to determine the hierarchy of institutions according to the accuracy of their forecasts, for which we shall use a multi-criteria ranking.
Two methods of the multi-criteria ranking (ranks method and the method of relative distance with respect to the maximal performance) are used in order to select the institution which provided the best forecasts on the horizon 2001-2012, taking into account more calculated measures of accuracy at the same time.
"p" is the predicted value for a variable "var", while the actual or registered value is denoted by "a". The error at time (t+k) is: e(t+k). "n" represents the number of forecasts or the length of forecasting horizon. The error is computed as a difference between the actual value (a) and the predicted one (p).
The measures of accuracy that were taken into account at the same time for the multicriteria ranking are as follows:
(1) Mean error (ME)
(2) A positive value for ME implies an underestimation of the indicator, while a negative value is too high in average predictions.
Mean absolute error (MAE)
These measures are not independent of the unit of measurement, unless they are expressed as percentage. RMSE is affected by outliers. If we have two forecasts with the same mean absolute error, RMSE penalizes the one with the highest errors.
U1 and U2 Theil's statistics
If U1 value is close to zero for (less than 0.5), we have a high degree of accuracy.
U1 and U2 Theil's coefficients are used to make comparisons between forecasts. When U2 indicator is used, naïve forecast is the benchmark.
If =1=> no significant differences as a degree of accuracy between the two forecasts If <1=> the forecast to compare has a higher degree of accuracy than the naïve one If >1=> the forecast to compare has a lower degree of accuracy than the naïve one A graphical representation of the actual values that were registered, and of the forecasts made by the three institutions can provide us with information about the degree of accuracy. Ranks method application supposes several steps:
1. Ranks are assigned to each value of an accuracy indicator (the value that indicates the best accuracy receives the rank of 1); statistical units are the four institutions that made forecasts. The rank for each institution is denoted by:
and ݅݊݀ െaccuracy indicator j. We chose 5 indicators: Mean error, mean absolute error, root mean squared error, U1 and U2. 2. If the ranks assigned to each institution are summed up, the score to each of them is computed.
3. The institution with the lowest score has the highest performance and it will get the final rank 1.
The results of the ranks method are the same as those provided by most accuracy measures, especially U1 used in making comparisons between forecasts. Actually, if all accuracy indicators calculated are taken into account at the same time, the following hierarchy was achieved: Institute for Economic Forecasting, European Commission and National Commission for Prognosis. Sum of ranks 10 13 7
Final ranks 2 3 1
Source: own computations
The second way of ranking consists in the method of relative distance with respect to the maximal performance. Actually, we are interested in computing the distance between each prediction and the one with the highest degree of accuracy. The closer the prediction is to the best one, the higher the accuracy.
A distance of each statistical unit (institution) with respect to the one with the best performance is computed for each accuracy indicator. The distance is calculated as a relative indicator of coordination:
, i=1,2,3 and j=1,2,..,5
The relative distance computed for each institution is presented as a ratio, where the best value for the accuracy indicator for all institutions is the denominator.
A geometric mean for the distances of each institution is calculated, its significance being an average relative distance for institution i.
According to values of average relative distances, the final ranks are assigned. The institution with the lowest average relative distance will take the rank of 1. The position (location) of each institution with respect to the one with the best performance is computed as an average relative distance over the lowest average relative distance.
• 100 (9) 
Source: Own computations
The method of relative distance with respect to the best institution gave the same results as the previous methods. The lowest average relative distance was registered by the Institute for Economic Forecasting (1.0605). The EC forecasts are the closest to the IEF predictions while the NCP ones are the most distant, the location being 119.0771% compared to the IEF expectations.
The Diebold-Mariano test (DM test) is utilized in order to check if two forecasts have the same accuracy. The following steps are applied:
• The difference between the squared errors of forecasts (݁ ଶ ) to compare and the squared errors of reference forecasts (݁ * ଶ ):
• We test if "a" differs from zero, where the null hypothesis is that a=0 (equal forecasts). A p-value less than 0.05 implies rejection of the null hypothesis for a probability of 95% in guaranteeing the results.
The following variables are computed: d1, d2 and d3 to make comparisons between EC and NCP forecasts, EC and IEF predictions, or NCP and IEF expectations. All the parameters are zero from the statistical point of view, so in terms of accuracy, there are no significant differences between the forecasts provided by the three institutions. Regression models are estimated in EViews and the results are presented in Appendix 1. Therefore, the accuracy test showed that there are no significant differences between the forecasts provided by the three institutions. If we take into account the results based on accuracy indicators and those of the DM test, we may conclude that those of IEF are the best predictions, followed by EC and NCP. It is necessary to say, though, that the differences between the unemployment rate forecasts are not too big.
By applying qualitative tests for directional accuracy we check if there is a correct prediction of the change. A test of independence between the effective values and the direction of change can be applied in this situation, where the independence is shown by the null hypothesis. A probability of less than 0.05 implies that the null hypothesis be rejected. All the asymptotic significances are greater than 0.05, according to Appendix 2, which is a fact that makes us conclude that the directional changes in the outturn are independent from the predictions.
We also check the bias and the efficiency using t tests. All the forecasts are biased, following the international tendency.
The t test is used to check the biasness. Actually, we test if the free term is different from zero or not. We have to compare the t-statistic with the critical value, or use the approach based on the probability associated to each test. In general, to check if a model is valid, probability should be lower than the level of significance. The lower the probability is, the better the model. We will check if the probability displayed by EViews is lower than the significance level of 0.05. 
The lower probability is, the higher the degree of bias. Hence, the NCP forecasts are the most biased, being followed by EC and IEF predictions on the horizon 2001-2012.
The informational efficiency tests check the degree of use for the past information. For the variable which should be predicted and which is denoted by "var" in this case, the following regression model is built:
݁ ௧ାଵ,௧ െ the error for a future time (t+1), but anticipated at a time t, which is the forecast horizon ߝ ௧ାଵ -the error of the model at a time (t+1) ‫ݎܽݒ‬ ௧ିଵ -the registered value of the variable "var" in the previous period (t-1)
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Source: Own computations in EViews and Excel
According to the t test, the IEF predictions are efficient in the informational approach, while those of EC and NCP are not efficient. So, the last two institutions did not use all the past information.
Empirical Strategies of Improving the Accuracy of Unemployment Rate Forecasts
Bratu (2012) utilized some strategies to improve the accuracy of forecasts (combined predictions, regressions models, historical errors method, application of filters, and exponential smoothing techniques).
More accurate predictions can be achieved by yet another strategy possible, i.e. combined forecasts. The following are most utilized combination approaches:
• optimal combination (OPT);
• equal-weights-scheme (EW);
• inverse MSE weighting scheme (INV).
Bates and Granger (1969) started from two forecasts p1;t and p2;t, for the same variable var(t), derived h periods ago. If the forecasts are unbiased, the error is calculated as:
. The errors follow a normal distribution of parameters 0 and ߪ ଶ . If ߩ is the correlation between the errors, then their covariance is ߪ ଵଶ ൌ ߩߪ ଵ ߪ ଶ . The linear combination of the two predictions is a weighted average:
The error of the combined forecast is:݁ ,௧ ൌ ݉݁ ଵ௧ ሺ1 െ ݉ሻ݁ ଶ௧ .The mean of the combined forecast is zero and the variance is:
݉ሻߪ ଵଶ . By minimizing the error variance, the optimal value for m is determined (݉ ௧ ):
The individual forecasts are inversely weighted to their relative mean squared forecast error (MSE) resulting INV. In this case, the inverse weight (݉ ௩ ) is:
Equally weighted combined predictions (EW) are achieved when the same weights are given to all models. The U Theil's statistics were computed for the combined forecasts based on the three schemes, the results being shown in the following table (Table 4) . 
Source: Author's computations
The combined forecasts proved to be a good strategy of improving the accuracy when EC and NCP forecasts, or EC and IEF predictions are combined using OPT and INV schemes. Only if equally weighted scheme is utilized, we got better forecasts for the combined predictions of NCP and IEF. The most accurate forecasts are those resulting from combining EC and IEF expectations. All the combined predictions are better than the naïve ones except for those of NCP and IEF using OPT scheme.
We test the bias of the combined forecasts. Only the combined forecasts based on CE and IEF expectations are biased; all other predictions are unbiased. The combined forecasts are thus a very good strategy leading to unbiased forecasts.
Each combined forecast based on INV scheme provided different information when comparisons of two forecasts from this group are made. The combined forecasts of CE and IEF, and those of NCP and IEF, too, are relatively efficient with respect to the combined predictions of CE and NCP. As far as efficiency is concerned, these efficient combined forecasts have a better performance than the original ones made by the institutions.
Application of filters to the predicted data is another technique possible to use for improving the forecasts accuracy; this technique was used by Bratu (Simionescu) (2013). The author also recommends the use of exponential smoothing methods like Holts-Winters.
Hodrick-Prescott filter and Holt-Winters exponential technique were applied to the original predictions, and the accuracy of new forecasts was evaluated.
The Hodrick-Prescott (HP) filter is used very often in macroeconomics to extract the trend of the data series and separate the cyclical component of the time series. The smoothed data thus achieved are more sensitive to long-term changes.
The initial data series is composed of trend and cyclical component:
Hodrick & Prescott (1997) suggest solving the minimization problem:
The solution to the above equation can be written as:
݂݅݊ ௧ -vector of the initial data series of the inflation rate
The trend is calculated as:
Holt-Winters Simple exponential smoothing method is recommended for data series with linear trend and without seasonal variations, the forecast being determined as:
Finally, the prediction value on the horizon "k" is: Another empirical and interesting strategy to improve the forecasts accuracy is based on Monte Carlo and bootstrap simulations. Firstly, the coefficients of an econometric model are estimated using the bootstrap technique with 10000 replications. The horizon of the data series is 1990-2000. The unemployment rate is denoted by ur and an AR(1) was estimated for the unemployment data series, which is stationary according to Phillips-Perron test (Appendix 3). The AR(1) model with simulated coefficients is: ‫ݎݑ‬ ௧ ൌ 9.986 0.262 • ‫ݎݑ‬ ௧ିଵ . Monte Carlo simulations are carried out for the estimated coefficients. Actually, for the estimators the average and the standard deviations of the estimators are taken into account and normal distributions are generated using these parameters (1000 replications). Knowing the values of the unemployment rate in the previous period and the simulated coefficients, the distribution of the unemployment as forecasted is created, and the average of this distribution is considered as a point forecast. These steps are followed to predict each unemployment rate on the horizon 2001-2012. The U1 value for these point forecasts based on Monte Carlo simulations is 0.0535, which implies a higher degree of accuracy for the forecasts based on simulations. In fact, those predictions are better than those provided by all institutions.
Conclusions
In our study, we assessed unemployment forecasts performance for the predictions provided during 2001-2012 as made by three institutions: European Commission, National Commission for Prognosis, and Institute of Economic Forecasting. The best accuracy is provided by IEF, followed by EC and NCP. This hierarchy resulted from the application of multi-criteria ranking, but also from the measurement of accuracy indicators, as U1, used in making comparisons between forecasts.
Combined forecasts which take advantage of the three classical schemes are a good strategy of improving the accuracy, as most of the predictions combined were better than the initial ones. Filtered forecasts based on HP filter, or the smoothed ones based on Holt-Winters technique succeeded in improving the NCP forecasts only.
Accuracy of forecasts should be a priority for the public that uses these predictions in underlying the decisional process. Combined forecasts -and filtered and smoothed predictions in some cases, too -are a very good strategy of achieving improvement in accuracy for the unemployment rate predictions.
