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a b s t r a c t
In this article, we study a shock model in which the shocks occur according to a
binomial process, i.e. the interarrival times between successive shocks follow a geometric
distribution with mean 1/p. According to the model, the system fails when the time
between two consecutive shocks is less than a prespecified level. This is the discrete
time version of the so-called δ-shock model which has been previously studied for the
continuous case. We obtain the probability mass function and probability generating
function of the system’s lifetime. We also present an extension of the results to the case
where the shock occurrences are dependent in a Markovian fashion.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Shockmodels have attracted a great deal of interest in applied probability and reliability theory. This can be attributed to
the fact that such models have potential applications in various fields including reliability and survival analysis, insurance
and finance. In the context of system reliability, the system is assumed to be subject to shocks that occur randomly over time
and the system failure criteria depend on the time between two successive shocks and/or the damage caused by a shock.
The models based on the magnitudes of the shocks can be classified as follows. In extreme shock models, the system fails
because of a single shock (the extreme shock model) while in the cumulative shock model, system failure occurs because
of the cumulative effect of shocks. In a run shock model, the magnitudes of a specified number of consecutive shocks are
considered as a failure criteria. See, e.g., [1–3].
An interesting shock model which is based on the length of the times between successive shocks has been studied in
[4–8]. The model has been called a δ-shock model. According to this model, the system fails when the time between two
consecutive shocks falls below a fixed threshold δ and the system’s lifetime is measured as the time up to the occurrence
of this event. That is, the lifetime is a compound random variable. The aforementioned papers have studied the lifetime
behavior of the system when the interarrival times between shocks have a continuous probability distribution.
In the present paper, we study the discrete time version of the δ-shockmodel described above. In the discrete timemodel,
we assume that the shocks occur according to a binomial process at times n = 1, 2, . . . and the interarrival times between
successive shocks follow a geometric distribution with mean 1/p. The δ-shock model is useful not only in the context of
system reliability but also applicable in other fields such as insurance and finance. If the concept of shock is interchanged
with a claim associated with a certain portfolio of an insurance company, then the corresponding lifetime coincides with
the waiting time for two sufficiently close claim occurrences.
The paper is organized as follows. In Section 2, we obtain the probability mass function (pmf), probability generating
function (pgf), mean and variance of the system’s lifetime. In Section 3, we extend the results to the case where the shock
occurrences form a Markov chain.
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2. The system and its lifetime properties
Assume that a system is subject to a sequence of external shocks that arrive according to a binomial process at times
n = 1, 2, . . .. That is, a shock occurs with probability p and does not occur with probability 1 − p in any period of time
n = 1, 2, . . .. Let Xi denote the time between ith and (i + 1)th shocks for i = 1, 2, . . . and X0 be the time until the
first shock. Then the random variables X0, X1, . . . are independent and identical (iid) with the probability mass function
P {Xi = x} = p(1− p)x−1 for x = 1, 2, . . ..
Under the above assumptions the lifetime of a system under the discrete time δ-shock model can be defined as
Tδ =
M
i=0
Xi, (1)
where the stopping random variableM is defined as
{M = m} iff {X1 > δ, . . . , Xm−1 > δ, Xm ≤ δ} ,
for δ ≥ 1 andm = 1, 2, . . ..
The representation (1) is mathematically intractable as regards finding the distribution of Tδ since the random variable
M is dependent on X1, X2, . . .. In the following, we derive the distribution of this lifetime random variable by defining an
equivalent waiting time random variable and using combinatorial arguments. This method has been successfully used for
the analysis of binary sequences. See, e.g., [9]. In Theorems 1 and 2, we obtain the distribution and the probability generating
function of the lifetime random variable Tδ , respectively. These results are necessary for computing failure probabilities and
the mean time to failure of the system under consideration.
Define
In =

1 if a shock occurs in period n
0 otherwise, (2)
for n = 1, 2, . . ..
Theorem 1. Let the shock occurrences be iid with P {In = 1} = p. Then for n = 2, 3, . . .,
P {Tδ = n} =

n+2δ
δ+1

i=2

n− (i− 2)δ − 1
i− 1

−

n− (i− 1)δ − 1
i− 1

pi(1− p)n−i.
Proof. LetWδ denote the waiting time until two 1s are separated by at most ‘‘δ − 1’’ failures in I1, I2, . . .. Then
Tδ
st=Wδ,
for δ ≥ 1. A typical pattern of length n including i (≥ 2) 1s for the occurrence of the event {Wδ = n} is
0 · · · 0  
y1≥0
1 0 · · · 0  
y2≥δ
1 0 · · · 0  
y3≥δ
1 · · · 1 0 · · · 0  
yi−1≥δ
1 0 · · · 0  
0≤yi<δ
1. (3)
Thus by conditioning on the number of 1s we have
P {Wδ = n} =

i≥2
C(n, δ, i)pi(1− p)n−i,
where C(n, δ, i) denotes the number of binary sequences in the form of (3), or equivalently the number of integer solutions
to the equation y1 + · · · + yi = n − i such that y1 ≥ 0, y2 ≥ δ, . . . , yi−1 ≥ δ, 0 ≤ yi < δ. Let z1 = y1, zj = yj − δ for
j = 2, . . . , i−1 and zi = yi. Then C(n, δ, i) is equivalent to the number of integer solutions to z1+· · ·+ zi = n− i− (i−2)δ
such that z1 ≥ 0, z2 ≥ 0, . . . , zi−1 ≥ 0, 0 ≤ zi < δ and
C(n, δ, i) = C1(n, δ, i)− C2(n, δ, i),
where C1(n, δ, i) and C2(n, δ, i) represent respectively the number of integer solutions to the equation z1 + · · · + zi =
n− i− (i− 2)δ under the constraints zj ≥ 0, j = 1, . . . , i and zj ≥ 0, j = 1, . . . , i− 1, zi ≥ δ, respectively. It is known
that the number of solutions to z1+· · ·+ zr = n such that zj ≥ 0, j = 1, . . . , r is

n+r−1
r−1

(see, e.g., [10]). Thus the required
result is obtained since
C1(n, δ, i) =

n− (i− 2)δ − 1
i− 1

and C2(n, δ, i) =

n− (i− 1)δ − 1
i− 1

. 
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Theorem 2. Let the shock occurrences be iid with P {In = 1} = p = 1− q. Then the pgf of Tδ is
ψ(z) = (pz)
2

1− (qz)δ
(1− qz) 1− qz − pz(qz)δ .
Proof. The pgf of Tδ can be written as
ψ(z) = E(zTδ ) = E(zX0)E(z

i=1
MXi
).
The pgf of a geometric random variable is
E(zX0) = pz
1− qz .
On the other hand,
E(z
M
i=1 Xi) =
∞
m=1
E(z
m
i=1 Xi | M = m)P {M = m}
=
∞
m=1

E(zX1 | X1 > δ)
m−1
E(zX1 | X1 ≤ δ)P {M = m} .
The pgfs of the conditional random variables {X1 | X1 > δ} and {X1 | X1 ≤ δ} are given respectively as
E(zX1 | X1 > δ) = pz(qz)
δ
qδ(1− qz) ,
and
E(zX1 | X1 ≤ δ) = pz

1− (qz)δ
(1− qδ)(1− qz) .
Thus the proof follows on noting that
P {M = m} = (1− qδ)qδ(m−1),
form = 1, 2, . . .. 
The mean and variance of Tδ can be obtained using the pgf since
E(Tδ) = ψ ′(1),
Var(Tδ) = ψ ′′(1)+ ψ ′(1)−

ψ ′(1)
2
.
In the following, we obtain explicit expressions for the mean and variance of Tδ . The mean of Tδ defines the mean time to
failure of the system, and it provides information about the average lifetime of the system. With the variance formula, we
can observe how the parameters p and δ affect the deviation in Tδ .
Proposition 1. The mean and variance of Tδ are
E(Tδ) = 2− (1− p)
δ
p

1− (1− p)δ ,
and
Var(Tδ) = 2(1− p)
2δ+1 + (1− p)δ(p(2δ + 6)− 6)+ 6− 4δ
p2(1− p)2δ − 2p2(1− p)δ + p2 +
2− (1− p)δ
p

1− (1− p)δ −

2− (1− p)δ
p

1− (1− p)δ
2
.
Fig. 1 depicts the mean time to failure of the system as a function of p for δ = 2, 3, 5, i.e. E(Tδ). As expected, E(Tδ) is
decreasing in δ.
3. Markovian shock occurrences
The results obtained in the previous section were based on the assumption of independence of the shock occurrences
over the periods. One realistic extension of this model would be to consider the shock occurrences as a Markov chain.
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Fig. 1. Plot of E(Tδ) versus p for δ = 2, 3, 5.
Assume that the shock occurrence indicators defined by (2) are dependent in a Markovian fashion with the transition
probability matrix
P =

p00 p01
p10 p11

,
and initial probability distribution p0 = P {I1 = 0} and p1 = P {I1 = 1} (p0 + p1 = 1).
Under this setup, the distributions of interarrival times between successive shocks have the following forms:
P {X0 = x} =

p1, if x = 1
p01px−200 p0, if x ≥ 2
and for i = 1, 2, . . .
P {Xi = x} =

p11, if x = 1
p01px−200 p10, if x ≥ 2.
The following theorem generalizes Theorem 1 by assumingMarkovian type dependence between the shock occurrences.
A Markov chain is suitable for modeling such a sequential dependence among the shock occurrences. In particular, for
p01 = p11 = p, p00 = p10 = 1− p, p1 = p, p0 = 1− p in Theorem 3 we can obtain the result in Theorem 1.
Theorem 3. Let the shock occurrences form a Markov chain with transition probability matrix P. Then for n = 2, 3, . . .,
P {Tδ = n} =

n+2δ−1
δ+1

i=2

n− (i− 2)δ − 2
i− 1

−

n− (i− 1)δ − 2
i− 1

p0pn−2i00 p
i
01p
i−1
10
+

n+2δ
δ+1

i=2

n− (i− 2)δ − 2
i− 2

−

n− (i− 1)δ − 2
i− 2

p1pn−2i+100 p
i−1
10 p
i−1
01 .
Proof. Like in the proof of Theorem 1, the two possible forms for the occurrence of {Wδ = n} are
(A) 0 · · · 0  
y1>0
1 0 · · · 0  
y2≥δ
1 0 · · · 0  
y3≥δ
1 · · · 1 0 · · · 0  
yi−1≥δ
1 0 · · · 0  
0≤yi<δ
1,
(B) 1 0 · · · 0  
y1≥δ
1 0 · · · 0  
y2≥δ
1 0 · · · 0  
y3≥δ
1 · · · 1 0 · · · 0  
yi−2≥δ
1 0 · · · 0  
0≤yi−1<δ
1.
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The number of sequences in the form of (A) is the number of solutions to y1 + · · · + yi = n − i such that y1 > 0, y2 ≥
δ, . . . , yi−1 ≥ δ, 0 ≤ yi < δ, and each sequence of type (A) has the probability of p0pn−2i00 pi01pi−110 . Similarly, the number of
sequences in the formof (B) is the number of solutions to y1+· · ·+yi−1 = n−i such that y1 ≥ δ, . . . , yi−2 ≥ δ, 0 ≤ yi−1 < δ,
and each sequence of type (B) has the probability of p1pn−2i+100 p
i−1
10 p
i−1
01 . Thus the proof is completed using the combinatorial
arguments in the proof of Theorem 1. 
4. Summary and conclusions
In this paper,we have studied a discrete time shockmodel forwhen the shock occurrences are independent, and forwhen
they areMarkov dependent.We have obtained the failure time distribution of the systemby using combinatorial arguments.
The formulas are computationally efficient for evaluating the distribution of the lifetime random variable and the results
are useful for studying reliability properties of this particular system model. Some modifications and generalizations of
this model can be considered as future work. For example, the same model can be studied under the run rule investigated
in [3,8].
On the other hand, the randomvariable Tδ can be used formodeling the lifetime of a discrete time repairable 1-out-of-2:G
systemwith cold standby. Consider a two-unit systemwith identical components. At time t = 0, both of the two components
are new, and component 1 starts work first, while component 2 is in the cold standby state. The standby component is put
into operation when the component 1 fails, and component 1 is repaired. Assume that the repair time is fixed, say δ, and
the component is as good as new after repair. If X0, X1, X2, . . . represent the times to failure of active components, then such
a system survives as soon as the lifetime Xi is greater than δ. Thus the lifetime of a repairable 1-out-of-2:G systemwith cold
standby is defined by the random variable Tδ . Thematerial presented in this paper is also interesting from this point of view,
and further studies can be done on reliability properties of such systems using the findings in this article.
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