Combining moving least square approximations and boundary integral equations, a meshless Galerkin method, which is the Galerkin boundary node method (GBNM), for two-and three-dimensional infinite elastic solid mechanics problems with traction boundary conditions is discussed. In this numerical method, the resulting formulation inherits the symmetry and positive definiteness of variational problems, and boundary conditions can be applied directly and easily. A rigorous error analysis and convergence study for both displacement and stress is presented in Sobolev spaces. The capability of this method is illustrated and assessed by some numerical examples.
A meshless Galerkin method with moving least square approximations for infinite elastic solids
Introduction
Meshless (or meshfree) methods have been developed and applied to a wide range of boundary value problems. Compared to the finite element method (FEM), this type of method can get rid of the difficulty of meshing and remeshing the entire structure by simply adding or deleting scattered nodes. Some meshless Galerkin methods, such as the element free Galerkin method, [1] [2] [3] the reproducing kernel particle method, [4] [5] [6] the smoothed particle hydrodynamics method, [7] and the meshless local Petrov-Galerkin method [8] have been proposed and gained noticeable progress.
As in the FEM, most works involved in the Galerkin methods mentioned above are for problems with bounded domains. In practice, however, many scientific and engineering problems are formed in infinite domains. This kind of problem includes the diffraction of water waves around an obstacle in an open sea, scattering of elastic waves by an elastic inclusion, and the problem of viscous flows around a solid body, and so forth. In numerical simulation, the unboundedness of the domain is a common difficulty. [9] In engineering treatment, the computation is usually restricted in a finite sub-domain which should be large enough. Then, the aforementioned Galerkin methods can be used to solve the new problem and obtain a numerical solution of the original problem in the bounded computational domain. Obviously, such a numerical solution is not guaranteed to converge to the true solution of the original problem in the infinite domain.
Boundary reduction is a forceful means for problems in infinite domains. In this reduction, infinite problems can be reformulated as boundary integral equations (BIEs) over the boundary of the domain. The numerical discretization of BIEs is commonly known as the boundary element method (BEM). [10, 11] The BEM is powerful for infinite problems as it can reduce the dimensionality of the original problem by one. However, as for the FEM, the BEM depends on the generation of meshes, adapted or not.
The moving least squares (MLS) approximation is a welldeveloped scheme used to construct meshless shape functions. A variety of meshless methods [12] [13] [14] [15] [16] are developed by combining the MLS approximation with BIEs, such as the boundary node method (BNM) [12] and the boundary face method. [13] Because the MLS approximations lack the delta function property, boundary conditions in these methods cannot be enforced easily. The strategy used in these methods doubles the number of system equations. Recently, Cheng and Peng developed an improved MLS approximation and introduced it into BIEs to develop the boundary element-free method (BEFM). [14] Since the improved MLS approximation still lacks the delta function property, boundary conditions are implemented with constraints in the BEFM. [15] To make the application of boundary conditions easy, a new meshless Galerkin scheme, the Galerkin boundary node method (GBNM), [17] [18] [19] [20] has been developed by combining the weak formulations of BIEs and the MLS approximation. Compared to the aforementioned BIEs-based meshless methods, boundary conditions in the GBNM can be imposed with ease. Besides, the resulting coefficient matrices in the GBNM inherit the symmetry and positive definiteness of the variational problems. Moreover, to our knowledge the GBNM is the first BIEs-based meshless approach that has a rich mathematical foundation to justify its use. The GBNM has been applied to elastic problems in two dimensions [21] and three dimensions. [22] The results in Refs. [21] and [22] were only shown for elastic solids with displacement boundary conditions. Since the need to solve infinite elastic solids with traction boundary conditions arises in many areas of physics and engineering, this meshless Galerkin method is further developed in this paper for this kind of elastic problem in two and three dimensions simultaneously.
The following discussion begins with a deduction of variational formulation for infinite elastic solids in Section 2. The approximate cells are constructed in Section 3 for numerical integration. Section 4 gives a brief description of the MLS approximation. Section 5 presents a detailed numerical implementation and Section 6 gives the asymptotic error estimates. A comparison between GBNM, BNM, and BEM is given in Section 7. Numerical examples are provided in Section 8. Section 9 contains some conclusions.
Variational formulation for elastic solids
Let Ω be a bounded domain in R d (d = 2, 3) with boundary Γ and let Ω denote the exterior ofΩ = Ω ∪ Γ . In
Consider the following infinite elastic problem of solid mechanics
where = (u 1 , u 2 , . . . , u d ) is the unknown displacement field;
µ > 0 and λ > −µ are given Lamé constants; ∆ , ∇, and ∇ are the Laplacian, gradient, and divergence operators, respectively; is a prescribed function on Γ ; and T is the following conformal derivative operator
where is the outward normal direction on Γ . Besides, we append to problem (1) the following condition at infinity: [10, 11] 
to be sure of the uniqueness of the solution. Here,
denotes the space of the rigid body motions. The solution of problem (1) can be expressed as [11] 
where = (ψ 1 , ψ 2 , . . . , ψ d ) is the jump of across Γ , the subscript in T denotes differentiations with respect to , and
is the displacement of Kelvin's solution. [11] Applying the boundary condition of problem (1), we get the following BIE
where D is the following hypersingular integral operator
denote the usual Sobolev space of functions defined on Γ . [10, 11] Clearly, L 2 (Γ ) = H 0 (Γ ). Besides, let H −τ (Γ ) be the dual space of H τ (Γ ) with respect to the duality ·, · Γ which is defined for functions w and v by w, v Γ = Γ w ( ) v ( ) dS . The known traction function in problem (1) needs to satisfy certain equilibrium conditions for a solution to exist. In fact, from Betti formula we obtain the necessary compatibility conditions , Γ = 0 for all ∈ R. Therefore, for any τ ∈ R, let
Theorem 1 [11] The BIE (3) defines an isomorphism from 1/2 (Γ ) onto −1/2 0 (Γ ) and admits a variational problem to find ∈¯1 /2 (Γ ) such that
in which the bilinear form D·, · Γ is continuous and coercive on¯1 /2 (Γ ).
The variational problem (4) admits only one solution due to the Lax-Milgram theorem. However, it is not convenient to tackle directly the rigid body motions. To determine ∈ 1/2 (Γ ) in a definite manner we can add the constraint condition [10, 11] ,
where ξ l is the basis function of the space R. For d = 2,
The variational problem (4) has integrations on Γ . As in many other meshless methods, an integration cell is used in the GBNM to approximate the boundary and perform integration via Gaussian quadrature, while the unknown function is approximated by the MLS method based only on boundary nodes.
Integration cell
Suppose that the boundary Γ is the union of piecewise smooth segments called panels and can be partitioned finitely into many smooth pieces
bounded straight segment in R, while in the three-dimensional case (d = 3), G k is a bounded polygonal domain in R 2 . Let T kh be a subdivision of G k by straight segments for d = 2 and by triangles for d = 3. On each T kh , we construct the β -degree interpolant function of ϕ k denoted by ϕ kh . Let ϒ kh = φ kh (G k ) be the images of G k by ϕ kh , then Γ h : = N k=1 ϒ kh is the desired integration cell. Clearly, Γ h is a connected parametric curve or surface of degree β .
In meshless methods, the number of nodes corresponding to each cell is arbitrary. However, to perform accurate numerical integration, it is recommended to use a small number of nodes per cell. [12, [17] [18] [19] [20] Previous works demonstrated that one node per cell and the position of the node at the centroid of the cell can yield excellent results. In this study, one boundary node i is selected at the centroid of the cell Γ i . Therefore, we have N boundary nodes
The moving least squares (MLS) scheme
The MLS approximation for a function v is defined by [23] [24] [25] 
where M is an approximation operator, and
is the MLS shape function, s is a local coordinate of on Γ ,
. . , I κ } is the set of the global sequence numbers of boundary nodes in the influence domain of , (s) is a vector of the polynomial basis, ℓ + 1 is the number of monomials in the polynomial basis, and w k is a nonnegative weight function. In what follows, we assume that there is a nonnegative integer γ such that w k is γ-times continuously differentiable. Then we have: [17, 19] Proposition 1 Let ℜ i be the influence domain of i , then
Under appropriate assumptions on nodes and MLS shape functions, Cheng and Cheng obtained error estimates of the MLS scheme in W k,p . [23] Recently, with weaker suppositions on nodes and weight functions, Li and Zhu obtained the following estimates in H k . [17, 19] Theorem 2 For any v ∈ H m+1 (Γ ), we have
where h is the nodal spacing.
Approximation and discretization
In the presented GBNM, the MLS approximation is used for generating the meshless approximate space. Based on the MLS approximation, Cheng and Li developed a new approximation scheme -the complex variable moving least-squares (CVMLS) approximation in which the trial function of a twodimensional problem is formed with a one-dimensional basis function. [24, 25] The CVMLS approximation has been inserted into the element-free Galerkin method and the BEFM. [26] [27] [28] [29] [30] [31] The CVMLS approximation can also be used in the GBNM.
Let
where h is an approximation of restricted on Γ h . In computations, one can determine h as an interpolation of with basis functions of piecewise polynomial degree β , and then [12, 13] −g h k
where 0 ≤ k ≤ m ≤ β + 1,
Ψ is an orthogonal projection mapping of Γ onto Γ h and J is the Jacobian by Ψ . Once h is found from variational problem (6), the approximate solution h of the elastic problem (1) can be computed from an approximation of Eq. (2), i.e.,
To prove variational problem (6) has a unique solution, we need the following lemma.
Lemma 1 For any
.
Proof With Theorem 5.7 of Ref. [11] , we can prove
and |J(∂Ψ )( )| ≤ C. Thus,
Accordingly, by changing the integrals in D h , h Γ h into integrals on Γ by Ψ we get
Theorem 3
Variational problem (6) has one and only one solution.
Proof Using Lemma 1 and the coerciveness of D·, · Γ yields
Therefore, the proof is complete by the Lax-Milgram theorem.
In light of Eq. (5), the solution h of variational problem (6) should satisfy the following constraint condition
To tackle this condition, one can solve the discrete equations of problem (6) and Eq. (10) simultaneously by the least square method. This strategy will lose the symmetry. To maintain the symmetry and positive definiteness of problem (6), we formulate an extended variational problem, along the lines as in Ref. [19] , to find h ∈ h (Γ h ) such that
It can be verified that variational problems (6) and (11) are equivalent. Now, the discrete equations of the GBNM for infinite elastic solid mechanics problems are deduced using variational problem (11) . On h (Γ h ), the approximate solution h = (ψ 1h , ψ 2h , . . . , ψ dh ) can be written as 
In Eqs. (13) and (14), k, m = 1, 2, · · · , N, and
where ℜ k and ℜ m are, respectively, the influence domain of the boundary nodes k and m , and are parts of the integration cell Γ h . It can be found that a From the above analysis, one can see that the boundary function is multiplied by MLS shape functions and integrated over the boundary. Although MLS approximations lack the delta function property, no additional equations are used in the present method for imposing boundary conditions.
Error estimates
Theorem 4 Let and h be the solutions of variational problems (4) and (6), respectively. Suppose that ∈ β +1 0 (Γ ) and ∈¯m +1 (Γ ) with 1/2 ≤ m ≤ γ ≤ β , then
Then, according to Eq. (9), Lemma 1, and the continuity of D·, · Γ , we obtain
So, applying Theorem 2 and Eq. (7) yields
which shows Eq. (15) for k = −1/2. Let = D −1 , then using Theorem 1 leads to
Now, we have
Applying Eq. (16) and Theorem 2, we get
Besides, according to Lemma 1, we obtain
By inserting Eqs. (18)- (20) into Eq. (17) we can prove Eq. (15) for k = γ. For the remaining case −1/2 < k < γ, an interpolation between the obtained inequalities yields the desired result. Theorem 5 Let ( ) and h ( ) be given by Eqs. (2) and (8), respectively. Then there exists a constant δ > 0, for any ∈ Ω with d : = min ∈Γ | − | ≥ δ , we have
where
with non-negative integers λ i . Proof According to Eqs. (2) and (8) we have
. Besides, using Theorem 5.7 of Ref. [13] yields
Consequently, by inserting these inequalities into Eq. (21) and using Theorem 4 we can prove the desired inequality for | | = 0. Other cases are similar. Theorem 5 shows that extremely high accuracy can be achieved not only for the but also for its derivatives. Therefore, contrary to the case of the domain-type Galerkin methods, errors of stress and displacement in the present method are all of the same order. Besides, Theorems 4 and 5 indicate that the errors of the GBNM come from two terms: one from the approximation of the unknown function by the MLS scheme, and another from the approximation of the boundary by the integration cell. These statements are confirmed by numerical experiments.
Comparison between GBNM, BNM, and BEM
A comparison between the GBNM, the BNM, and the BEM is summarized concisely in Table 1 . It can be observed that these methods are all based on BIEs. The difference is in the means of implementation. Compared with the BEM, the GBNM alleviates the difficulty of meshing and remeshing the entire boundary structure via simply adding or deleting boundary nodes. Compared with the BNM, the GBNM conserves the symmetry and positive definiteness of variational problems in the process of numerical implementation. Besides, the number of system equations and the number of unknowns in the BNM are double those in the GBNM.
Numerical experiments
To demonstrate the validity of the proposed Galerkin method and to confirm the theoretical error estimates, some numerical experiments are presented for infinite elastic solids. In all computations, unless indicated otherwise, a quadratic geometric representation is used for each cell, that is β = 2.
Infinite plate with a circular hole
Consider an infinite plate with a unit central hole. The plate is subjected to a uniform tension, σ 0 = 1, in the x 1 direction at infinity. Figure 1 depicts the sketched geometric configuration and the distribution of boundary nodes. In the computation, the traction boundary conditions given by the exact solutions are imposed on the boundary. Besides, a plane stress case with Young's modulus E = 10 and Poisson's ratio ν = 0.3 is considered.
The numerical results for the stress σ 11 on the vertical centerline are shown in Fig. 2 together with the analytical solutions, while the stress σ 22 on the horizontal centerline is given in Fig. 3 . In this analysis, we applied 32 regularly distributed nodes on the circular boundary. From these figures, it can be observed that the numerical solutions are in excellent agreement with the exact solutions.
Numerical results with random distributed nodes are also plotted in Figs. 2 and 3 . In this analysis, random nodes are generated via adding a random perturbation of value 0.20h to the uniform node distribution. Comparing two cases for random and uniformly spaced nodes, it can be found that the difference between their results is small. To investigate the influence of the integration background cell to the solution accuracy, the boundary is approximated by two types of cells, i.e. a linear geometric representation, β = 1, 080204-6 and a quadratic geometric representation, β = 2. Error
is defined to evaluate the present method performance, where v (i) and v convergence rates are 2 for β = 1 and 3 for β = 2. Both figures indicate that the experimental convergence rates approximate to the theoretical rates. Besides, stress and displacement have almost the same experimental convergence rates. Therefore, the numerical results for this example are in good consistency with the theoretical error analysis.
Infinite cube with a spherical cavity
This problem consists of examining the stress distribution in the vicinity of a small cavity in an infinite cube subjected to far-field uniform tension, as illustrated in Fig. 6 . The problem is solved for a = 1 and σ 0 = 1 with the material parameters, E = 3.0 × 10 7 and ν = 0.3. The problem is solved for a = 1 and σ 0 = 1 with the material parameters, E = 3.0 × 10 7 and ν = 0.3. Figure 7 gives the comparison between the analytical solution and the numerical solution for the normal stress σ 33 along the x 1 axis. It can be clearly seen that the numerical solution is in excellent agreement with the analytical ones. 080204-7
Conclusions
A meshless Galerkin method, known as the GBNM, has been developed in this paper for the numerical solution of infinite elastic solid mechanics problems. This Galerkin method reduces the computational dimensions of the original problem by one and thus gives a simple discretization of the infinite problems. The optimal asymptotic error estimates for both displacement and stress have been established in Sobolev spaces. The error study shows that the error bound of the numerical solution is directly related to the nodal spacing. Additionally, the error of displacement and stress hold the same order of convergence. Some examples have been given and the numerical results are accurate and are in good consistency with the theoretical analysis.
