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Abstract. In practical situations, calculating approximations of concepts is the central step
for knowledge reduction of dynamic covering decision information system, which has re-
ceived growing interests of researchers in recent years. In this paper, the second and sixth
lower and upper approximations of sets in dynamic covering information systems with varia-
tions of coverings are computed from the perspective of matrix using incremental approaches.
Especially, effective algorithms are designed for calculating the second and sixth lower and
upper approximations of sets in dynamic covering information systems with the immigra-
tion of coverings. Experimental results demonstrate that the designed algorithms provide
an efficient and effective method for constructing the second and sixth lower and upper ap-
proximations of sets in dynamic covering information systems. Two examples are explored
to illustrate the process of knowledge reduction of dynamic covering decision information
systems with the covering immigration.
Keywords: Characteristic matrix; Covering information system; Covering decision informa-
tion system; Rough set
1 Introduction
Covering-based rough set theory [41] as a generalization of Pawlak’s rough sets is a powerful math-
ematical tool to deal with uncertainty and imprecise information in the field of knowledge discovery
and rule acquisition. To handle with uncertainty knowledge, researchers have investigated covering-based
rough set theory [4,21,25,26] and presented three types approximation operators summarized by Yao [40]
∗Corresponding author. Tel./fax: +86 021 69585800,
E-mail address: langguangming1984@126.com(G.M.Lang), cmjlong@163.com (M.J.Cai).
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as follows: element-based operators, granular-based operators and system-based operators for covering
approximation spaces, and discussed the relationships among them. Additionally, all approximation op-
erators are also classified into dual and non-dual operators and their inner properties are investigated.
Researchers have proposed many lower and upper approximation operators with respect to different
backgrounds. Particularly, they [31, 32, 35–37, 39, 42, 45–50] have investigated approximation opera-
tors from the view of matrix. For example, Liu [15] provided a new matrix view of rough set theory
for Pawlak’s lower and upper approximation operators. He also represented a fuzzy equivalence rela-
tion using a fuzzy matrix and redefined the pair of lower and upper approximation operators for fuzzy
sets using the matrix representation in a fuzzy approximation space. Wang et al. [35] proposed the
concepts of the type-1 and type-2 characteristic matrices of coverings and transformed the computa-
tion of the second, fifth and sixth lower and upper approximations of a set into products of the type-1
and type-2 characteristic matrices and the characteristic function of the set in covering approximation
spaces. Zhang et al. [42] proposed the matrix characterizations of the lower and upper approximations
for set-valued information systems. He [45–47] also presented efficient parallel boolean matrix based
algorithms for computing rough set approximations in composite information systems and incomplete
information systems. Actually, because of the dynamic characteristic of data collection, there are a lot
of dynamic information systems with variations of object sets, attribute sets and attribute values, and
researchers [1–3, 5–14, 16–20, 22–24, 27–30, 33, 34, 38, 42–44] have focused on knowledge reduction of
dynamic information systems. Especially, researchers [5, 6, 42] have computed approximations of sets
for knowledge reduction of dynamic information systems from the view of matrix. For instance, Zhang
et al. [42] provided incremental approaches to updating the relation matrix for computing the lower and
upper approximations with dynamic attribute variation in set-valued information systems. They also pro-
posed effective algorithms of computing composite rough set approximations for dynamic data mining.
Lang et al. [5, 6] presented incremental algorithms for computing the second and sixth lower and upper
approximations of sets from the view of matrix and investigated knowledge reduction of dynamic covering
information systems with variations of objects. In practical situations, there are many dynamic covering
information systems with the immigration and emigration of coverings, and computing the second and
sixth lower and upper approximations of sets is time-consuming using the non-incremental algorithms in
these dynamic covering information systems, it also costs more time to conduct knowledge reduction of
dynamic covering information systems with variations of coverings. Therefore, it is urgent to propose ef-
fective approaches to updating the second and sixth lower and upper approximations of sets for knowledge
reduction of dynamic covering decision information systems with the covering variations.
This work is to investigate knowledge reduction of dynamic covering decision information systems.
First, we investigate the basic properties of dynamic covering information systems with variations of
coverings. Particularly, we study the properties of the type-1 and type-2 characteristic matrices with the
covering variations and the relationship between the original type-1 and type-2 characteristic matrices and
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the updated type-1 and type-2 characteristic matrices. We also provide incremental algorithms for updat-
ing the second and sixth lower and upper approximations of sets using the type-1 and type-2 characteristic
matrices, respectively. We employ examples to illustrate how to update the second and sixth lower and
upper approximations of sets with variations of coverings. Second, we generate randomly ten dynamic
covering information systems with the covering variations randomly and compute the second and sixth
lower and upper approximations of sets in these dynamic covering information systems. We also employ
experimental results to illustrate the proposed algorithms are effective to update the second and sixth lower
and upper approximations of sets in dynamic covering information systems. Third, we employ two exam-
ples to demonstrate that the designed algorithms are effective to conduct knowledge reduction of dynamic
covering decision information systems with immigrations of coverings, which will enrich covering-based
rough set theory from the matrix view.
The rest of this paper is organized as follows: Section 2 briefly reviews the basic concepts of covering-
based rough set theory. In Section 3, we update the type-1 and type-2 characteristic matrices in dynamic
covering information systems with variations of coverings. We design the incremental algorithms for
computing the second and sixth lower and upper approximations of sets. We also provide examples to
demonstrate how to calculate the second and sixth lower and upper approximations of sets. In Section
4, the experimental results illustrate the incremental algorithms are effective to construct the second and
sixth lower and upper approximations of sets in dynamic covering information systems with the covering
immigration. In Section 5, we explore two examples to illustrate how to conduct knowledge reduction of
dynamic covering decision information systems with the covering immigration. Concluding remarks and
further research are given in Section 6.
2 Preliminaries
In this section, we briefly review some concepts related to covering-based rough sets.
Definition 2.1 [41] Let U be a finite universe of discourse, and C a family of subsets of U. Then C is
called a covering of U if none of elements of C is empty and ⋃{C|C ∈ C } = U. Furthermore, (U,C ) is
referred to as a covering approximation space.
If U is a finite universe of discourse, and D = {C1,C2, ...,Cm}, where Ci(1 ≤ i ≤ m) is a covering of
U, then (U,D) is called a covering information system, which can be viewed as a covering approximation
space. Furthermore, if the coverings of D are classified into two categories: conditional attribute-based
coverings and decision attribute-based coverings, then (U,D) is referred to as a covering decision infor-
mation system. For convenience, a covering decision information system is denoted as (U,DC ∪ DD),
where DC and DD mean conditional attribute-based coverings and decision attribute-based coverings,
respectively.
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Definition 2.2 [35] Let (U,C ) be a covering approximation space, and N(x) = ⋂{Ci|x ∈ Ci ∈ C } for
x ∈ U. For any X ⊆ U, the second and sixth upper and lower approximations of X with respect to C are
defined as follows:
(1) S HC (X) = ⋃{C ∈ C |C ∩ X , ∅}, S LC (X) = [S HC (Xc)]c;
(2) XHC (X) = {x ∈ U |N(x) ∩ X , ∅}, XLC (X) = {x ∈ U |N(x) ⊆ X}.
According to Definition 2.2, the second and sixth lower and upper approximation operators are impor-
tant standards for knowledge reduction of covering information systems in covering-based rough set the-
ory; they are also typical representatives of approximation operators for covering approximation spaces.
If U = {x1, x2, ..., xn} is a finite universe of discourse, C = {C1,C2, ...,Cm} a family of subsets of
U, and MC = (ai j)n×m, where ai j =
{ 1, xi ∈ C j;
0, xi < C j. , then MC is called a matrix representation of C .
Additionally, we also have the characteristic function XX =
[
a1 a2 . . . an
]T for X ⊆ U, where
ai =
{ 1, xi ∈ X;
0, xi < X. .
Definition 2.3 [35] Let (U,C ) be a covering approximation space, A = (ai j)n×m and B = (bi j)m×p
Boolean matrices, and A ⊙ B = (ci j)n×p, where ci j = ∧mk=1(bk j − aik + 1). Then
(1) Γ(C ) = MC • MTC = (di j)n×n is called the type-1 characteristic matrix of C , where di j =
∨m
k=1(aik ·
a jk), and MC • MTC is the boolean product of MC and its transpose MTC ;
(2) ∏(C ) = MC ⊙ MTC = (ei j)n×n is called the type-2 characteristic matrix of C .
We show the second and sixth lower and upper approximations of sets using the type-1 and type-2
characteristic matrices respectively as follows.
Definition 2.4 [35] Let (U,C ) be a covering approximation space, and XX the characteristic function of
X in U. Then
(1) XS HC (X) = Γ(C )•XX, XS LC (X) = Γ(C )⊙XX; (2) XXHC (X) =
∏(C )•XX, XXLC (X) =∏(C )⊙XX.
We present the concepts of the type-1 and type-2 reducts of covering decision information systems as
follows.
Definition 2.5 [5] Let (U,DC ∪ DD) be a covering decision information system, where DC = {Ci|i ∈ I},
DD = {Di|i ∈ J}, I and J are indexed sets. Then P ⊆ DC is called a type-1 reduct of (U,DC ∪ DD) if it
satisfies (1) and (2) as follows:
(1) Γ(DC) • MDD = Γ(P) • MDi , Γ(DC) ⊙ MDD = Γ(P) ⊙ MDD ;
(2) Γ(DC) • MDD , Γ(P
′) • MDD , Γ(DC) ⊙ MDD , Γ(P
′) ⊙ MDD ,∀P
′
⊂ P .
Definition 2.6 [5] Let (U,DC ∪ DD) be a covering decision information system, where DC = {Ci|i ∈ I},
DD = {Di|i ∈ J}, I and J are indexed sets. Then P ⊆ DC is called a type-2 reduct of (U,DC ∪ DD) if it
satisfies (1) and (2) as follows:
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(1) ∏(DC) • MDD =∏(P) • MDD ,∏(DC) ⊙ MDD =∏(P) ⊙ MDD ;
(2) ∏(DC) • MDD ,∏(P ′) • MDD ,∏(DC) ⊙ MDD ,∏(P ′ ) ⊙ MDD ,∀P ′ ⊂ P .
3 Update the type-1 and type-2 characteristic matrices with variations of
coverings
In this section, we present incremental approaches to computing the type-1 and type-2 characteristic
matrices with variations of coverings.
Definition 3.1 Let (U,D) and (U,D+) be covering information systems, where U = {x1, x2, ..., xn}, D =
{C1,C2, ...,Cm}, and D+ = {C1,C2, ...,Cm,Cm+1}(m ≥ 1). Then (U,D+) is called a dynamic covering
information system of (U,D).
In practical situations, the cardinalities of coverings which describes objects in covering information
systems are increasing with the development of science and technology. Moreover, (U,D) is referred to
as a static covering information system of (U,D+).
Example 3.2 Let (U,D) be a static covering information system, where U = {x1, x2, x3, x4, x5}, D =
{C1,C2,C3}, C1 = {{x1, x2, x3, x4}, {x5}}, C2 = {{x1, x2}, {x3, x4, x5}}, and C3 = {{x1, x2, x5}, {x3, x4}}. By
adding C4 = {{x1, x2}, {x3, x4}, {x5}} into D , we obtain a dynamic covering information system (U,D+) of
(U,D), where D+ = {C1,C2,C3,C4}.
In what follows, we show how to construct Γ(D+) based on Γ(D). For convenience, we denote MD =[ MC1 MC2 . . . MCm ], MD+ = [ MC1 MC2 . . . MCm MCm+1 ], MCk = (aki j)n×|Ck |, Γ(D) =
(bi j)n×n, and Γ(D+) = (ci j)n×n, where | ∗ | denotes the cardinality of ∗.
Theorem 3.3 Let (U,D+) be a dynamic covering information system of (U,D), Γ(D) and Γ(D+) the
type-1 characteristic matrices of D and D+, respectively. Then
Γ(D+) = Γ(D)
∨
Γ(Cm+1),
where Γ(Cm+1) = MCm+1 • MTCm+1 .
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Proof. By Definitions 2.3 and 3.1, we get Γ(C ) and Γ(C +) as follows:
Γ(D) = MD • MTD
=

a111 a
1
12 . a
1
1|C1 | a
2
11 a
2
12 . a
2
1|C2 | . . . a
m
11 a
m
12 . a
m
1|Cm |
a121 a
1
22 . a
1
2|C1 | a
2
21 a
2
22 . a
2
2|C2 | . . . a
m
21 a
m
22 . a
m
2|Cm |
. . . . . . . . . . . . . . .
. . . . . . . . . . . . . . .
. . . . . . . . . . . . . . .
a1
n1 a
1
n2 . a
1
n|C1 |
a2
n1 a
2
n2 . a
2
n|C2 |
. . . am
n1 a
m
n2 . a
m
n|Cm |

•

a111 a
1
12 . a
1
1|C1 | a
2
11 a
2
12 . a
2
1|C2 | . . . a
m
11 a
m
12 . a
m
1|Cm |
a121 a
1
22 . a
1
2|C1 | a
2
21 a
2
22 . a
2
2|C2 | . . . a
m
21 a
m
22 . a
m
2|Cm |
. . . . . . . . . . . . . . .
. . . . . . . . . . . . . . .
. . . . . . . . . . . . . . .
a1
n1 a
1
n2 . a
1
n|C1 |
a2
n1 a
2
n2 . a
2
n|C2 |
. . . am
n1 a
m
n2 . a
m
n|Cm |

T
=

b11 b12 . . . b1n
b21 b22 . . . b2n
. . . . . .
. . . . . .
. . . . . .
bn1 bn2 . . . bnn

,
Γ(D+) = MD+ • MTD+
=

a111 a
1
12 . a
1
1|C1 | a
2
11 a
2
12 . a
2
1|C2 | . . . a
m
11 a
m
12 . a
m
1|Cm |
am+111 a
m+1
12 . a
m+1
1|Cm+1 |
a121 a
1
22 . a
1
2|C1 | a
2
21 a
2
22 . a
2
2|C2 | . . . a
m
21 a
m
22 . a
m
2|Cm | a
m+1
21 a
m+1
22 . a
m+1
2|Cm+1 |
. . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . .
a1
n1 a
1
n2 . a
1
n|C1 |
a2
n1 a
2
n2 . a
2
n|C2 |
. . . am
n1 a
m
n2 . a
m
n|Cm |
am+1
n1 a
m+1
n2 . a
m+1
n|Cm+1 |

•

a111 a
1
12 . a
1
1|C1 | a
2
11 a
2
12 . a
2
1|C2 | . . . a
m
11 a
m
12 . a
m
1|Cm |
am+111 a
m+1
12 . a
m+1
1|Cm+1 |
a121 a
1
22 . a
1
2|C1 | a
2
21 a
2
22 . a
2
2|C2 | . . . a
m
21 a
m
22 . a
m
2|Cm | a
m+1
21 a
m+1
22 . a
m+1
2|Cm+1 |
. . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . .
a1
n1 a
1
n2 . a
1
n|C1 |
a2
n1 a
2
n2 . a
2
n|C2 |
. . . am
n1 a
m
n2 . a
m
n|Cm |
am+1
n1 a
m+1
n2 . a
m+1
n|Cm+1 |

T
=

c11 c12 . . . c1n
c21 c22 . . . c2n
. . . . . .
. . . . . .
. . . . . .
cn1 cn2 . . . cnn

.
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According to Definition 2.3, we have
bi j =
[
a1i1 a
1
i2 . a
1
i|C1 | a
2
i1 a
2
i2 . a
2
i|C2 | . . . a
m
i1 a
m
i2 . a
m
i|Cm |
]
•[
a1j1 a
1
j2 . a
1
j|C1 | a
2
j1 a
2
j2 . a
2
j|C2 | . . . a
m
j1 a
m
j2 . a
m
j|Cm |
]T
= [(a1i1 · a1j1) ∨ (a1i2 · a1j2) ∨ ... ∨ (a1i|C1 | · a1j|C1 |)] ∨ [(a2i1 · a2j1) ∨ (a2i2 · a2j2) ∨ ... ∨ (a2i|C2 | · a2j|C2 |)] ∨ ... ∨
[(ami1 · amj1) ∨ (ami2 · amj2) ∨ ... ∨ (ami|Cm | · a
m
j|Cm |)],
ci j =
[
a1i1 a
1
i2 . a
1
i|C1 | a
2
i1 a
2
i2 . a
2
i|C2 | . . . a
m
i1 a
m
i2 . a
m
i|Cm | a
m+1
i1 a
m+1
i2 . a
m+1
i|Cm+1 |
]
•[
a1j1 a
1
j2 . a
1
j|C1 | a
2
j1 a
2
j2 . a
2
j|C2 | . . . a
m
j1 a
m
j2 . a
m
j|Cm | a
m+1
j1 a
m+1
j2 . a
m+1
j|Cm+1 |
]T
= [(a1i1 · a1j1) ∨ (a1i2 · a1j2) ∨ ... ∨ (a1i|C1 | · a1j|C1 |)] ∨ [(a2i1 · a2j1) ∨ (a2i2 · a2j2) ∨ ... ∨ (a2i|C2 | · a2j|C2 |)] ∨ ... ∨
[(ami1 · amj1) ∨ (ami2 · amj2) ∨ ... ∨ (ami|Cm | · amj|Cm |)] ∨ [(am+1i1 · am+1j1 ) ∨ (am+1i2 · am+1j2 ) ∨ ... ∨ (am+1i|Cm+1 | · amj|Cm+1 |)]
= bi j ∨
[
am+1i1 a
m+1
i2 . . . a
m+1
i|Cm+1 |
]
•
[
am+1j1 a
m+1
j2 . . . a
m+1
j|Cm+1 |
]T
.
To obtain Γ(D+), we only need to compute Γ(Cm+1) as follows:
Γ(Cm+1) =

am+111 a
m+1
12 . . . a
m+1
1|Cm+1 |
am+121 a
m+1
22 . . . a
m+1
2|Cm+1 |
. . . . . .
. . . . . .
. . . . . .
am+1
n1 a
m+1
n2 . . . a
m+1
n|Cm+1 |

•

am+111 a
m+1
12 . . . a
m+1
1|Cm+1 |
am+121 a
m+1
22 . . . a
m+1
2|Cm+1 |
. . . . . .
. . . . . .
. . . . . .
am+1
n1 a
m+1
n2 . . . a
m+1
n|Cm+1 |

T
.
Therefore, we have
Γ(D+) = Γ(D)
∨
Γ(Cm+1),
where Γ(Cm+1) = MCm+1 • MTCm+1 . 
We present the non-incremental and incremental algorithms for computing S HD+(X) and S LD+(X) in
dynamic covering information systems.
Algorithm 3.4 (Non-incremental algorithm of computing S HD+(X) and S LD+ (X)(NIS))
Step 1: Input (U,D+);
Step 2: Construct Γ(D+) = MD+ • MTD+ ;
Step 3: Compute XS HD+ (X) = Γ(D+) • XX and XS LD+ (X) = Γ(D+) ⊙ XX;
Step 4: Output S HD+(X) and S LD+(X).
Algorithm 3.5 (Incremental algorithm of computing S HD+(X) and S LD+(X)(IS))
Step 1: Input (U,D) and (U,D+);
Step 2: Calculate Γ(D) = MD • MTD ;
Step 3: Construct Γ(D+) = Γ(D)∨ Γ(Cm+1), where Γ(Cm+1) = MCm+1 • MTCm+1;
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Step 4: Obtain XS HD+ (X) = Γ(D+) • XX and XS LD+ (X) = Γ(D+) ⊙ XX;
Step 5: Output S HD+(X) and S LD+(X).
The time complexity of computing the second lower and upper approximations of sets is O(2n2 ∗∑m+1
i=1 |Ci| + 2n2) using Algorithm 3.4. Furthermore, O(2n2 ∗ |Cm+1| + 3n2) is the time complexity of
Algorithm 3.5. Therefore, the time complexity of the incremental algorithm is lower than that of the
non-incremental algorithm.
Example 3.6 (Continued from Example 3.2) Taking X = {x2, x3, x4}. According to Definition 2.3, we first
have
Γ(D) = MD • MTD =

1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
 , Γ(C4) = MC4 • M
T
C4
=

1 1 0 0 0
1 1 0 0 0
0 0 1 1 0
0 0 1 1 0
0 0 0 0 1
 .
Second, by Theorem 3.3, we obtain
Γ(D+) = Γ(D)
∨
Γ(C4) =

1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1

∨

1 1 0 0 0
1 1 0 0 0
0 0 1 1 0
0 0 1 1 0
0 0 0 0 1

=

1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
 .
Third, by Definition 2.4, we get
XS HD+ (X) = Γ(D+) • XX =

1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
 •

0
1
1
1
0
 =
[ 1 1 1 1 1 ]T ,
XS LD+ (X) = Γ(D+) ⊙ XX =

1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
 ⊙

0
1
1
1
0
 =
[ 0 0 0 0 0 ]T .
Therefore, S HD+(X) = {x1, x2, x3, x4, x5} and S LD+(X) = ∅.
In Example 3.6, we only need to calculate elements of Γ(C4) for computing S HD+(X) and S LD+ (X)
using Algorithm 3.5. But we must construct Γ(D+) for computing S HD+ (X) and S LD+ (X) using Algo-
rithm 3.4. Thereby, the incremental approach is more effective to compute the second lower and upper
approximations of sets.
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Theorem 3.7 Let (U,D+) be a dynamic covering information system of (U,D), Γ(D) = (bi j)n×n and
Γ(D+) = (ci j)n×n the type-1 characteristic matrices of D and D+, respectively. Then
ci j =
{ 1, bi j = 1;[
am+1i1 a
m+1
i2 . . . a
m+1
i|Cm+1 |
]
•
[
am+1j1 a
m+1
j2 . . . a
m+1
j|Cm+1 |
]T
, bi j = 0.
Proof. It is straightforward by Theorem 3.3.
Example 3.8 (Continued from Example 3.6) According to Definition 2.3, we have
Γ(D) = MD • MTD =

1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
 .
Therefore, by Theorem 3.7, we get
Γ(D+) = Γ(D) =

1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
 .
Proposition 3.9 Let (U,D+) be a dynamic covering information system of (U,D), Γ(D) and Γ(D+) the
type-1 characteristic matrices of D and D+, respectively.
(1) If Γ(D) = (1)n×n, then Γ(D+) = (1)n×n;
(2) If Γ(D) = (0)n×n, then Γ(D+) = Γ(Cm+1).
Proof. It is straightforward by Theorem 3.7.
Subsequently, we construct
∏(C +) based on ∏(C ). For convenience, we denote ∏(C ) = (di j)n×n
and ∏(C +) = (ei j)n×n.
Theorem 3.10 Let (U,D+) be a dynamic covering information system of (U,D), ∏(D) and ∏(D+) the
type-2 characteristic matrices of D and D+, respectively. Then
∏
(D+) =
∏
(D)
∧∏
(Cm+1),
where
∏(Cm+1) = MCm+1 ⊙ MTCm+1 .
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Proof. By Definitions 2.3 and 3.1, we get ∏(D) and ∏(D+) as follows:
∏
(D) = MD ⊙ MTD
=

a111 a
1
12 . a
1
1|C1 | a
2
11 a
2
12 . a
2
1|C2 | . . . a
m
11 a
m
12 . a
m
1|Cm |
a121 a
1
22 . a
1
2|C1 | a
2
21 a
2
22 . a
2
2|C2 | . . . a
m
21 a
m
22 . a
m
2|Cm |
. . . . . . . . . . . . . . .
. . . . . . . . . . . . . . .
. . . . . . . . . . . . . . .
a1
n1 a
1
n2 . a
1
n|C1 |
a2
n1 a
2
n2 . a
2
n|C2 |
. . . am
n1 a
m
n2 . a
m
n|Cm |

⊙

a111 a
1
12 . a
1
1|C1 | a
2
11 a
2
12 . a
2
1|C2 | . . . a
m
11 a
m
12 . a
m
1|Cm |
a121 a
1
22 . a
1
2|C1 | a
2
21 a
2
22 . a
2
2|C2 | . . . a
m
21 a
m
22 . a
m
2|Cm |
. . . . . . . . . . . . . . .
. . . . . . . . . . . . . . .
. . . . . . . . . . . . . . .
a1
n1 a
1
n2 . a
1
n|C1 |
a2
n1 a
2
n2 . a
2
n|C2 |
. . . am
n1 a
m
n2 . a
m
n|Cm |

T
=

d11 d12 . . . d1n
d21 d22 . . . d2n
. . . . . .
. . . . . .
. . . . . .
dn1 dn2 . . . dnn

,
∏
(D+) = MD+ ⊙ MTD+
=

a111 a
1
12 . a
1
1|C1 | a
2
11 a
2
12 . a
2
1|C2 | . . . a
m
11 a
m
12 . a
m
1|Cm |
am+111 a
m+1
12 . a
m+1
1|Cm+1 |
a121 a
1
22 . a
1
2|C1 | a
2
21 a
2
22 . a
2
2|C2 | . . . a
m
21 a
m
22 . a
m
2|Cm | a
m+1
21 a
m+1
22 . a
m+1
2|Cm+1 |
. . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . .
a1
n1 a
1
n2 . a
1
n|C1 |
a2
n1 a
2
n2 . a
2
n|C2 |
. . . am
n1 a
m
n2 . a
m
n|Cm |
am+1
n1 a
m+1
n2 . a
m+1
n|Cm+1 |

⊙

a111 a
1
12 . a
1
1|C1 | a
2
11 a
2
12 . a
2
1|C2 | . . . a
m
11 a
m
12 . a
m
1|Cm |
am+111 a
m+1
12 . a
m+1
1|Cm+1 |
a121 a
1
22 . a
1
2|C1 | a
2
21 a
2
22 . a
2
2|C2 | . . . a
m
21 a
m
22 . a
m
2|Cm | a
m+1
21 a
m+1
22 . a
m+1
2|Cm+1 |
. . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . .
a1
n1 a
1
n2 . a
1
n|C1 |
a2
n1 a
2
n2 . a
2
n|C2 |
. . . am
n1 a
m
n2 . a
m
n|Cm |
am+1
n1 a
m+1
n2 . a
m+1
n|Cm+1 |

T
=

e11 e12 . . . e1n
e21 e22 . . . e2n
. . . . . .
. . . . . .
. . . . . .
en1 en2 . . . enn

.
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According to Definition 2.3, we have
di j =
[
a1i1 a
1
i2 . a
1
i|C1 | a
2
i1 a
2
i2 . a
2
i|C2 | . . . a
m
i1 a
m
i2 . a
m
i|Cm |
]
⊙[
a1j1 a
1
j2 . a
1
j|C1 | a
2
j1 a
2
j2 . a
2
j|C2 | . . . a
m
j1 a
m
j2 . a
m
j|Cm |
]T
= [(a1j1 − a1i1 + 1) ∧ (a1j2 − a1i2 + 1) ∧ ... ∧ (a1j|C1 | − a1i|C1 | + 1)] ∧
[(a2j1 − a2i1 + 1) ∧ (a2j2 − a2i2 + 1) ∧ ... ∧ (a2j|C2 | − a2i|C2 | + 1)] ∧ ... ∧
[(amj1 − ami1 + 1) ∧ (amj2 − ami2 + 1) ∧ ... ∧ (amj|Cm | − a
m
i|Cm | + 1)],
ei j =
[
a1i1 a
1
i2 . a
1
i|C1 | a
2
i1 a
2
i2 . a
2
i|C2 | . . . a
m
i1 a
m
i2 . a
m
i|Cm | a
m+1
i1 a
m+1
i2 . a
m+1
i|Cm+1 |
]
⊙[
a1j1 a
1
j2 . a
1
j|C1 | a
2
j1 a
2
j2 . a
2
j|C2 | . . . a
m
j1 a
m
j2 . a
m
j|Cm | a
m+1
j1 a
m+1
j2 . a
m+1
j|Cm+1 |
]T
= [(a1j1 − a1i1 + 1) ∧ (a1j2 − a1i2 + 1) ∧ ... ∧ (a1j|C1 | − a1i|C1 | + 1)] ∧
[(a2j1 − a2i1 + 1) ∧ (a2j2 − a2i2 + 1) ∧ ... ∧ (a2j|C2 | − a2i|C2 | + 1)] ∧ ... ∧
[(amj1 − ami1 + 1) ∧ (amj2 − ami2 + 1) ∧ ... ∧ (amj|Cm | − ami|Cm | + 1)] ∧
[(am+1j1 − am+1i1 + 1) ∧ (am+1j2 − am+1i2 + 1) ∧ ... ∧ (am+1j|Cm+1 | − am+1i|Cm+1 | + 1)]
= di j ∧
[
am+1i1 a
m+1
i2 . . . a
m+1
i|Cm+1 |
]
⊙
[
am+1j1 a
m+1
j2 . . . a
m+1
j|Cm+1 |
]T
.
To obtain ∏(D+), we only need to compute ∏(Cm+1) as follows:
∏
(Cm+1) =

am+111 a
m+1
12 . . . a
m+1
1|Cm+1 |
am+121 a
m+1
22 . . . a
m+1
2|Cm+1 |
. . . . . .
. . . . . .
. . . . . .
am+1
n1 a
m+1
n2 . . . a
m+1
n|Cm+1 |

⊙

am+111 a
m+1
12 . . . a
m+1
1|Cm+1 |
am+121 a
m+1
22 . . . a
m+1
2|Cm+1 |
. . . . . .
. . . . . .
. . . . . .
am+1
n1 a
m+1
n2 . . . a
m+1
n|Cm+1 |

T
.
Therefore, we have
∏
(D+) =
∏
(D)
∧∏
(Cm+1),
where
∏(Cm+1) = MCm+1 ⊙ MTCm+1 . 
We also provide the non-incremental and incremental algorithms for computing XHD+(X) and XLD+ (X)
in dynamic covering information systems.
Algorithm 3.11 (Non-incremental algorithm of computing XHD+ (X) and XLD+(X)(NIX))
Step 1: Input (U,D+);
Step 2: Construct
∏(D+) = MD+ ⊙ MTD+ ;
Step 3: Compute XXHD+ (X) =
∏(D+) • XX and XXLD+ (X) =∏(D+) ⊙ XX;
Step 4: Output XHD+(X) and XLD+(X).
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Algorithm 3.12 (Incremental algorithm of computing XHD+(X) and XLD+(X)(IX))
Step 1: Input (U,D) and (U,D+);
Step 2: Construct
∏(D) = MD ⊙ MTD ;
Step 3: Calculate ∏(D+) =∏(D)∧∏(Cm+1), where ∏(Cm+1) = MCm+1 ⊙ MTCm+1;
Step 4: Get XHD+ (X) =∏(D+) · XX and XLD+ (X) =∏(D+) ⊙ XX;
Step 5: Output XHD+(X) and XLD+(X).
The time complexity of computing the sixth lower and upper approximations of sets is O(2n2 ∗∑m+1
i=1 |Ci| + 2n2) by Algorithm 3.11. Furthermore, O(2n2 ∗ |Cm+1| + 3n2) is the time complexity of Al-
gorithm 3.12. Therefore, the time complexity of the incremental algorithm is lower than that of the
non-incremental algorithm.
Example 3.13 (Continued from Example 3.2) Taking X = {x2, x3, x4}. By Definition 2.3, we first have
∏
(D) = MD ⊙ MTD =

1 1 0 0 0
1 1 0 0 0
0 0 1 1 0
0 0 1 1 0
0 0 0 0 1
 .
Second, by Theorem 3.10, we get
∏
(D+) =
∏
(D)
∧∏
(C4) =

1 1 0 0 0
1 1 0 0 0
0 0 1 1 0
0 0 1 1 0
0 0 0 0 1

∧

1 1 0 0 0
1 1 0 0 0
0 0 1 1 0
0 0 1 1 0
0 0 0 0 1

=

1 1 0 0 0
1 1 0 0 0
0 0 1 1 0
0 0 1 1 0
0 0 0 0 1
 .
Third, according to Definition 2.4, we obtain
XXHD+(X) =
∏
(D+) • XX =

1 1 0 0 0
1 1 0 0 0
0 0 1 1 0
0 0 1 1 0
0 0 0 0 1
 •

0
1
1
1
0
 =
[ 1 1 1 1 0 ]T ,
XXLD+(X) =
∏
(D+) ⊙ XX =

1 1 0 0 0
1 1 0 0 0
0 0 1 1 0
0 0 1 1 0
0 0 0 0 1
 ⊙

0
1
1
1
0
 =
[ 0 0 1 1 0 ]T .
Therefore, XHD+(X) = {x1, x2, x3, x4} and XLD+(X) = {x3, x4}.
In Example 3.11, we must compute
∏(C +) for constructing XHD+ (X) and XLD+(X) using algorithm
3.11. But we only need to calculate ∏(C4) for computing XHD+(X) and XLD+(X) using Algorithm 3.12.
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Thereby, the incremental approach is more effective to compute the sixth lower and upper approximations
of sets.
Theorem 3.14 Let (U,D+) be a dynamic covering information system of (U,D), ∏(C ) = (di j)n×n and∏(C +) = (ei j)n×n the type-2 characteristic matrices of D and D+, respectively. Then
ei j =
{ 0, di j = 0;[
am+1i1 a
m+1
i2 . . . a
m+1
i|Cm+1 |
]
⊙
[
am+1j1 a
m+1
j2 . . . a
m+1
j|Cm+1 |
]T
, di j = 1.
Proof. It is straightforward by Theorem 3.10.
Example 3.15 (Continued from Example 3.2) According to Definition 2.3, we have
∏
(D) = MD ⊙ MTD =

1 1 0 0 0
1 1 0 0 0
0 0 1 1 0
0 0 1 1 0
0 0 0 0 1
 .
Therefore, by Theorem 3.14, we obtain
∏
(D+) =

1 1 0 0 0
1 1 0 0 0
0 0 1 1 0
0 0 1 1 0
0 0 0 0 1
 .
Proposition 3.16 Let (U,D+) be a dynamic covering information system of (U,D), ∏(D) and ∏(D+)
the type-2 characteristic matrices of D and D+, respectively.
(1) If ∏(D) = (0)n×n, then ∏(D+) = (0)n×n;
(2) If ∏(D) = (1)n×n, then ∏(D+) =∏(Cm+1).
Proof. It is straightforward by Theorem 3.14.
In practical situations, there are some dynamic covering information systems because of the emigra-
tion of coverings, which are presented as follows.
Definition 3.17 Let (U,D) and (U,D−) be covering information systems, where U = {x1, x2, ..., xn},
D = {C1,C2, ...,Cm}, and D− = {C1,C2, ...,Cm−1}(m ≥ 2). Then (U,D−) is called a dynamic cover-
ing information system of (U,D).
In other words, (U,D) is also referred to as a static covering information system of (U,D−). Further-
more, we employ an example to illustrate dynamic covering information systems given by Definition 3.17
as follows.
Example 3.18 Let (U,D) be a static covering information system, where U = {x1, x2, x3, x4, x5}, D =
{C1,C2,C3,C4}, C1 = {{x1, x2, x3, x4}, {x5}}, C2 = {{x1, x2}, {x3, x4, x5}}, C3 = {{x1, x2, x5}, {x3, x4}}, and
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C4 = {{x1, x2}, {x3, x4}, {x5}}. If we delete C4 from D , then we obtain a dynamic covering information
system (U,D−) of (U,D), where D− = {C1,C2,C3}.
We also show how to construct Γ(C −) based on Γ(C ). For convenience, we denote Γ(D) = (bi j)n×n
and Γ(D−) = (c−i j)n×n.
Theorem 3.19 Let (U,D−) be a dynamic covering information system of (U,D), Γ(D) = (bi j)n×n and
Γ(D−) = (c−i j)n×n the type-1 characteristic matrices of D and D+, respectively. Then
c−i j =

0, bi j = 0;
1, bi j = 1 ∧ △ci j = 0;
c∗i j, bi j = 1 ∧ △ci j = 1.
where
△ci j =
[
am+1i1 a
m+1
i2 . . . a
m+1
i|Cm+1 |
]
•
[
am+1j1 a
m+1
j2 . . . a
m+1
j|Cm+1 |
]T
;
c∗i j =
[
a1i1 a
1
i2 . a
1
i|C1 | a
2
i1 a
2
i2 . a
2
i|C2 | . . . a
m−1
i1 a
m−1
i2 . a
m−1
i|Cm−1 |
]
•[
a1j1 a
1
j2 . a
1
j|C1 | a
2
j1 a
2
j2 . a
2
j|C2 | . . . a
m−1
j1 a
m−1
j2 . a
m−1
j|Cm−1 |
]T
.
Proof. It is straightforward by Theorem 3.3.
Example 3.20 (Continued from Example 3.14) Taking X = {x2, x3, x4}. According to Definition 2.3, we
first obtain
Γ(D) = MD • MTD =

1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
 .
Second, by Theorem 3.19, we get
Γ(D−) =

1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
 .
Third, by Definition 2.4, we have
XS HD− (X) = Γ(D−) • XX =

1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
 •

0
1
1
1
0
 =
[ 1 1 1 1 1 ]T ,
XS LD− (X) = Γ(D−) ⊙ XX =

1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
 ⊙

0
1
1
1
0
 =
[ 0 0 0 0 0 ]T .
Therefore, S HD−(X) = {x1, x2, x3, x4, x5} and S LD−(X) = ∅.
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We also show how to construct ∏(C −) based on ∏(C ). For convenience, we denote ∏(D) = (di j)n×n
and ∏(D−) = (e−i j)n×n.
Theorem 3.21 Let (U,D−) be a dynamic covering information system of (U,D), ∏(D) = (di j)n×n and∏(D−) = (e−i j)n×n the type-2 characteristic matrices of D and D−, respectively. Then
e−i j =

1, di j = 1 ∧ △ei j = 1;
0, di j = 0 ∧ △ei j = 1;
e∗i j, di j = 0 ∧ △ei j = 0.
where
△ei j =
[
am+1i1 a
m+1
i2 . . . a
m+1
i|Cm+1 |
]
⊙
[
am+1j1 a
m+1
j2 . . . a
m+1
j|Cm+1 |
]T
,
e∗i j =
[
a1i1 a
1
i2 . a
1
i|C1 | a
2
i1 a
2
i2 . a
2
i|C2 | . . . a
m−1
i1 a
m−1
i2 . a
m−1
i|Cm−1 |
]
⊙[
a1j1 a
1
j2 . a
1
j|C1 | a
2
j1 a
2
j2 . a
2
j|C2 | . . . a
m−1
j1 a
m−1
j2 . a
m−1
j|Cm−1 |
]T
.
Proof. It is straightforward by Theorem 3.10.
Example 3.22 (Continued from Example 3.18) According to Definition 2.3, we first have
∏
(D) = MD ⊙ MTD =

1 1 0 0 0
1 1 0 0 0
0 0 1 1 0
0 0 1 1 0
0 0 0 0 1
 .
Second, by Theorem 3.21, we get
∏
(D−) =

1 1 0 0 0
1 1 0 0 0
0 0 1 1 0
0 0 1 1 0
0 0 0 0 1
 .
Third, by Definition 2.4, we obtain
XXHD−(X) =
∏
(D−) • XX =

1 1 0 0 0
1 1 0 0 0
0 0 1 1 0
0 0 1 1 0
0 0 0 0 1
 •

0
1
1
1
0
 =
[ 1 1 1 1 0 ]T ,
XXLD−(X) =
∏
(D−) ⊙ XX =

1 1 0 0 0
1 1 0 0 0
0 0 1 1 0
0 0 1 1 0
0 0 0 0 1
 ⊙

0
1
1
1
0
 =
[ 0 0 1 1 0 ]T .
Therefore, XHD−(X) = {x1, x2, x3, x4} and XLD−(X) = {x3, x4}.
15
In practical situations, we compute the type-1 and type-2 characteristic matrices for dynamic cov-
ering information systems with the immigrations and emigrations of covering simultaneously using two
steps as follows: (1) compute the type-1 and type-2 characteristic matrices by Theorems 3.3 and 3.10,
respectively; (2) construct the type-1 and type-2 characteristic matrices by Theorems 3.19 and 3.21, re-
spectively. Actually, there are more dynamic covering information systems given by Definition 3.1 than
those defined by Definition 3.17. Therefore, the following discussion focuses on the dynamic covering
information systems given by Definition 3.1.
4 Experimental analysis
In this section, we perform experiments to illustrate the effectiveness of Algorithms 3.5 and 3.12 for
computing the second and sixth lower and upper approximations of concepts, respectively, in dynamic
covering information systems with the immigration of coverings.
To test Algorithms 3.5 and 3.12, we generated randomly ten artificial covering information systems
{(Ui,Di)|i = 1, 2, 3, ..., 10}, which are outlined in Table 1, where |Ui| means the number of objects in Ui
and |Di| denotes the cardinality of the covering set Di. For convenience, each covering here contains five
elements in each covering information system (Ui,Di). Moreover, we conducted all computations on a PC
with a Intel(R) Dual-Core(TM) i5-4590 CPU @ 3.30 GHZ and 8 GB memory, running 64-bit Windows
7; the software used was 64-bit Matlab R2009b.
Table 1: Covering information systems for experiments.
No. Name |Ui| |Di|
1 (U1,D1) 2000 1000
2 (U2,D2) 4000 1000
3 (U3,D3) 6000 1000
4 (U4,D4) 8000 1000
5 (U5,D5) 10000 1000
6 (U6,D6) 12000 1000
7 (U7,D7) 14000 1000
8 (U8,D8) 16000 1000
9 (U9,D9) 18000 1000
10 (U10,D10) 20000 1000
4.1 The stability of Algorithms 3.4, 3.5, 3.11 and 3.12
In this section, we illustrate the stability of Algorithms 3.4, 3.5, 3.11 and 3.12 with the experimental
results. First, we present the concept of sub-covering information system as follows.
Definition 4.1 Let (U,D) be a covering information system, and D j ⊆ D . Then (U,D j) is called a
sub-covering information system of (U,D).
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According to Definition 4.1, we see that a sub-covering information system is a covering information
system. Furthermore, the number of sub-covering covering information systems is 2|D |−1 for the covering
information system (U,D).
Example 4.2 Let (U,D) be a covering information system, where U = {x1, x2, x3, x4, x5}, D = {C1,C2,C3},
C1 = {{x1, x2, x3, x4}, {x5}}, C2 = {{x1, x2}, {x3, x4, x5}}, and C3 = {{x1, x2, x5}, {x3, x4}}. Then we obtain
a sub-covering information system (U,D1) by taking D1 = {C1,C2}. Furthermore, (U,D2) is also a
sub-covering information system of (U,D), where D2 = {C1,C3}.
Second, according to Definition 4.1, we obtain ten sub-covering information systems {(Ui,D ji )| j =
1, 2, 3, ..., 10} for covering information system (Ui,Di) outlined in Table 1, and show these sub-covering
information systems in Table 2, where D ji ⊆ Di.
Table 2: Sub-covering information systems for experiments.
(U,D) |D1i | |D2i | |D3i | |D4i | |D5i | |D6i | |D7i | |D8i | |D9i | |D10i |
(U1,D j1) 100 200 300 400 500 600 700 800 900 1000
(U2,D j2) 100 200 300 400 500 600 700 800 900 1000
(U3,D j3) 100 200 300 400 500 600 700 800 900 1000
(U4,D j4) 100 200 300 400 500 600 700 800 900 1000
(U5,D j5) 100 200 300 400 500 600 700 800 900 1000
(U6,D j6) 100 200 300 400 500 600 700 800 900 1000
(U7,D j7) 100 200 300 400 500 600 700 800 900 1000
(U8,D j8) 100 200 300 400 500 600 700 800 900 1000
(U9,D j9) 100 200 300 400 500 600 700 800 900 1000
(U10,D j10) 100 200 300 400 500 600 700 800 900 1000
Third, to demonstrate the stability of Algorithms 3.4, 3.5, 3.11, and 3.12, we compute the second
and sixth lower and upper approximations of sets in sub-covering information systems {(Ui,D ji )|i, j =
1, 2, 3, ..., 10}. For example, we show the process of computing the second and sixth lower and upper
approximations of sets in covering information system (U1,D11 ), where |U1| = 2000 and |D11 | = 100 as
follows:
(1) By adding a covering into D11 , we obtain the dynamic covering information system (U1,D1+1 ),
where |U1| = 2000 and |D1+1 | = 101.
(2) Taking any X ⊆ U1, we compute the second lower and upper approximations of X in dynamic
covering information system (U1,D1+1 ) using Algorithms 3.4 and 3.5. Furthermore, we also compute
the sixth lower and upper approximations of X in dynamic covering information system (U1,D1+1 ) using
Algorithms 3.11 and 3.12. To confirm the accuracy of the experiment results, we conduct each experiment
ten times and show the average time of ten experimental results in Table 3, where t(s) denotes that the
measure of time is in seconds.
17
Table 3: Computational times using NIS, NIX, IS, and IX in (Ui,D ji )
(U,D) Algo. D1i D2i D3i D4i D5i D6i D7i D8i D9i D10i
(U1,D j1)
NIS 0.294 0.291 0.308 0.305 0.303 0.326 0.302 0.315 0.333 0.333
NIX 0.433 0.452 0.470 0.487 0.505 0.515 0.538 0.555 0.563 0.581
IS 0.019 0.019 0.019 0.019 0.019 0.019 0.019 0.019 0.019 0.019
IX 0.044 0.044 0.044 0.045 0.045 0.046 0.046 0.046 0.045 0.044
(U2,D j2)
NIS 1.392 1.239 1.392 1.488 1.414 1.318 1.261 1.508 1.446 1.290
NIX 1.789 1.844 1.871 1.896 1.957 2.018 2.051 2.067 2.114 2.153
IS 0.116 0.116 0.116 0.115 0.115 0.114 0.114 0.115 0.113 0.114
IX 0.276 0.276 0.279 0.279 0.277 0.277 0.278 0.278 0.277 0.278
(U3,D j3)
NIS 2.815 2.743 2.950 3.004 2.978 3.276 2.860 3.058 3.427 3.091
NIX 4.123 4.185 4.255 4.270 4.391 4.421 4.553 4.592 4.592 4.685
IS 0.281 0.280 0.282 0.282 0.280 0.281 0.280 0.281 0.280 0.280
IX 0.693 0.692 0.689 0.691 0.691 0.693 0.692 0.688 0.686 0.687
(U4,D j4)
NIS 4.812 4.911 5.758 5.260 5.441 5.773 5.546 5.216 5.085 5.683
NIX 7.356 7.437 7.474 7.583 7.771 7.855 7.985 8.060 8.128 8.171
IS 0.536 0.534 0.534 0.535 0.535 0.535 0.534 0.533 0.534 0.534
IX 1.312 1.306 1.307 1.307 1.308 1.310 1.308 1.307 1.308 1.306
(U5,D j5)
NIS 7.816 8.327 8.747 8.482 9.026 9.564 9.596 9.171 9.096 8.673
NIX 11.695 11.841 11.794 12.020 12.065 12.161 12.315 12.551 12.595 12.828
IS 0.899 0.900 0.901 0.901 0.901 0.900 0.899 0.898 0.901 0.901
IX 2.220 2.217 2.217 2.217 2.217 2.215 2.217 2.215 2.215 2.219
(U6,D j6)
NIS 11.815 11.974 11.925 13.100 11.836 11.959 12.498 13.341 13.524 13.960
NIX 16.855 17.095 17.211 17.254 17.646 17.956 17.972 18.145 18.271 18.487
IS 1.311 1.310 1.310 1.311 1.312 1.314 1.314 1.312 1.313 1.313
IX 3.232 3.232 3.234 3.233 3.237 3.235 3.234 3.233 3.235 3.235
(U7,D j7)
NIS 15.390 17.084 18.474 16.966 17.148 17.170 15.884 19.168 16.926 17.414
NIX 23.261 23.363 23.450 23.800 24.187 24.420 25.003 24.783 25.168 25.532
IS 1.816 1.812 1.816 1.815 1.816 1.814 1.814 1.816 1.813 1.813
IX 4.489 4.493 4.487 4.487 4.482 4.491 4.484 4.486 4.493 4.488
(U8,D j8)
NIS 19.268 20.399 20.427 25.125 24.195 21.648 22.758 25.579 23.050 24.523
NIX 30.730 31.684 31.922 31.874 32.383 32.862 33.181 33.333 34.418 34.292
IS 2.329 2.348 2.334 2.339 2.335 2.333 2.331 2.335 2.336 2.329
IX 5.739 5.730 5.730 5.736 5.726 5.733 5.738 5.735 5.722 5.727
(U9,D j9)
NIS 27.727 24.680 27.103 27.168 28.197 29.591 27.240 28.775 30.566 33.012
NIX 38.314 40.551 40.245 40.752 41.291 41.870 42.196 42.385 42.256 42.956
IS 3.081 3.079 3.077 3.084 3.080 3.077 3.082 3.082 3.077 3.076
IX 7.632 7.634 7.626 7.639 7.634 7.633 7.634 7.632 7.632 7.645
(U10,D j10)
NIS 38.748 31.240 35.121 35.774 37.235 36.723 38.385 37.174 40.780 36.097
NIX 47.874 49.295 50.355 52.001 50.068 53.765 52.696 54.178 53.650 55.917
IS 3.728 3.730 3.725 3.727 3.719 3.723 3.724 3.721 3.722 3.721
IX 9.219 9.223 9.230 9.217 9.215 9.218 9.219 9.225 9.217 9.220
(3) We compute the variance of ten experimental results for computing the approximations of sets in
each dynamic covering information system and show all variance values in Table 4. According to the
experimental results, we see that Algorithms 3.4, 3.5, 3.11, and 3.12 are stable to compute the second
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and sixth lower and upper approximations of sets in dynamic covering information systems with the
immigration of coverings. Especially, Algorithms 3.5 and 3.12 are more stable to compute the second
and sixth lower and upper approximations of sets than Algorithms 3.4 and 3.11, respectively, in dynamic
covering information systems.
Table 4: Variance values of computational times using NIS, NIX, IS, and IX in (Ui,D ji )
(U,D) Algo. D1i D2i D3i D4i D5i D6i D7i D8i D9i D10i
(U1,D j1)
NIS 0.005 0.004 0.002 0.001 0.001 0.002 0.001 0.001 0.001 0.001
NIX 0.004 0.001 0.001 0.001 0.001 0.001 0.002 0.001 0.001 0.001
IS 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
IX 0.000 0.001 0.001 0.000 0.001 0.001 0.000 0.000 0.000 0.001
(U2,D j2)
NIS 0.001 0.002 0.002 0.002 0.002 0.002 0.001 0.003 0.002 0.002
NIX 0.003 0.002 0.002 0.003 0.003 0.002 0.004 0.003 0.002 0.003
IS 0.001 0.000 0.001 0.000 0.000 0.000 0.001 0.000 0.000 0.001
IX 0.001 0.001 0.001 0.001 0.002 0.001 0.001 0.001 0.001 0.002
(U3,D j3)
NIS 0.003 0.003 0.004 0.004 0.003 0.004 0.002 0.004 0.004 0.002
NIX 0.005 0.004 0.008 0.004 0.004 0.013 0.005 0.017 0.005 0.003
IS 0.002 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.002
IX 0.006 0.003 0.002 0.001 0.003 0.003 0.002 0.004 0.003 0.002
(U4,D j4)
NIS 0.003 0.013 0.009 0.003 0.006 0.004 0.004 0.006 0.004 0.006
NIX 0.019 0.004 0.005 0.007 0.004 0.006 0.007 0.004 0.004 0.014
IS 0.003 0.002 0.002 0.002 0.003 0.003 0.002 0.002 0.002 0.003
IX 0.004 0.004 0.002 0.004 0.003 0.007 0.004 0.003 0.004 0.002
(U5,D j5)
NIS 0.005 0.019 0.014 0.003 0.009 0.006 0.008 0.008 0.006 0.006
NIX 0.020 0.022 0.009 0.010 0.020 0.014 0.023 0.009 0.021 0.013
IS 0.003 0.003 0.004 0.004 0.002 0.003 0.003 0.003 0.004 0.001
IX 0.008 0.007 0.007 0.007 0.005 0.005 0.005 0.003 0.004 0.005
(U6,D j6)
NIS 0.008 0.007 0.007 0.032 0.012 0.008 0.007 0.007 0.025 0.008
NIX 0.024 0.015 0.019 0.034 0.021 0.045 0.028 0.033 0.042 0.031
IS 0.005 0.004 0.005 0.003 0.005 0.007 0.005 0.003 0.003 0.005
IX 0.004 0.004 0.004 0.007 0.006 0.007 0.005 0.008 0.005 0.005
(U7,D j7)
NIS 0.023 0.008 0.057 0.012 0.009 0.021 0.022 0.032 0.025 0.030
NIX 0.110 0.036 0.027 0.037 0.031 0.096 0.071 0.060 0.074 0.124
IS 0.007 0.003 0.003 0.005 0.003 0.006 0.006 0.004 0.004 0.004
IX 0.008 0.011 0.007 0.009 0.003 0.006 0.005 0.005 0.014 0.005
(U8,D j8)
NIS 0.043 0.039 0.034 0.075 0.041 0.126 0.053 0.035 0.042 0.087
NIX 0.211 0.402 0.411 0.510 0.278 0.313 0.433 0.437 0.808 0.492
IS 0.005 0.013 0.006 0.007 0.004 0.007 0.006 0.003 0.003 0.012
IX 0.011 0.011 0.010 0.007 0.010 0.011 0.010 0.012 0.006 0.007
(U9,D j9)
NIS 0.050 0.059 0.070 0.105 0.072 0.247 0.092 0.102 0.116 0.191
NIX 0.234 0.830 0.794 0.729 0.880 0.828 0.426 0.176 0.722 0.761
IS 0.010 0.005 0.005 0.008 0.008 0.005 0.010 0.010 0.010 0.010
IX 0.006 0.009 0.008 0.013 0.006 0.015 0.011 0.007 0.007 0.019
(U10,D j10)
NIS 0.495 0.088 0.167 0.167 0.143 0.592 0.210 0.124 0.308 0.459
NIX 0.608 1.353 1.380 1.841 0.396 1.083 0.747 1.435 1.754 1.877
IS 0.011 0.011 0.009 0.009 0.007 0.012 0.005 0.009 0.007 0.005
IX 0.008 0.008 0.017 0.013 0.011 0.011 0.015 0.016 0.016 0.018
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4.2 The influence of the cardinality of object set
In this section, we analyze the influence of the cardinality of object set on time of computing the
second and sixth lower and upper approximations of sets using Algorithms 3.4, 3.5, 3.11, and 3.12 in
dynamic covering information systems with the covering immigration.
There are ten sub-covering information systems with the same cardinality of covering sets. First, we
compare the times of computing the second lower and upper approximations of sets using Algorithm 3.4
with those using Algorithm 3.5 in dynamic covering information systems with the same cardinality of
covering sets. From the results in Table 3, we see that the computing times are increasing with the in-
creasing cardinality of object sets using Algorithms 3.4 and 3.5. We also find that Algorithm 3.5 executes
faster than Algorithm 3.5 in dynamic covering information systems. Second, we also compare the times of
computing the sixth lower and upper approximations of sets using Algorithm 3.11 with those using Algo-
rithm 3.12 in dynamic covering information systems with the same cardinality of covering sets. From the
results in Table 3, we see that the computing times are increasing with the increasing cardinality of object
sets using Algorithms 3.11 and 3.12. We also find that Algorithm 3.12 executes faster than Algorithm
3.11 in dynamic covering information systems. Third, to illustrate the effectiveness of Algorithms 3.5 and
3.12, we show these results in Figures 1-10. In each figure, NIS , IS , NIX, and IX mean Algorithms 3.4,
3.5, 3.11, and 3.12, respectively; i stands for the cardinality of object set in X Axis, while the y-coordinate
stands for the time to construct the approximations of concepts. Therefore, Algorithms 3.5 and 3.12 are
more effective to compute the second and sixth lower and upper approximations of sets, respectively, in
dynamic covering information systems.
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Figure 1: Computational times using Algorithms 3.4, 3.5, 3.11, and 3.12 in (Ui,D1i ).
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Figure 2: Computational times using Algorithms 3.4, 3.5, 3.11, and 3.12 in (Ui,D2i ).
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Figure 3: Computational times using Algorithms 3.4, 3.5, 3.11, and 3.12 in (Ui,D3i ).
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Figure 4: Computational times using Algorithms 3.4, 3.5, 3.11, and 3.12 in (Ui,D4i ).
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Figure 5: Computational times using Algorithms 3.4, 3.5, 3.11, and 3.12 in (Ui,D5i ).
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Figure 6: Computational times using Algorithms 3.4, 3.5, 3.11, and 3.12 in (Ui,D6i ).
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Figure 7: Computational times using Algorithms 3.4, 3.5, 3.11, and 3.12 in (Ui,D7i ).
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Figure 8: Computational times using Algorithms 3.4, 3.5, 3.11, and 3.12 in (Ui,D8i ).
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Figure 9: Computational times using Algorithms 3.4, 3.5, 3.11, and 3.12 in (Ui,D9i ).
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Figure 10: Computational times using Algorithms 3.4, 3.5, 3.11, and 3.12 in (Ui,D10i ).
4.3 The influence of the cardinality of covering set
In this section, we analyze the influence of the cardinality of covering set on time of computing the
second and sixth lower and upper approximations of sets using Algorithms 3.4, 3.5, 3.11, and 3.12 in
dynamic covering information systems with the covering immigration.
In Table 2, there also exist ten sub-covering information systems with the same cardinality of object
sets. First, we compare the times of computing the second lower and upper approximations of sets using
Algorithm 3.4 with those using Algorithm 3.5 in dynamic covering information systems with the same
cardinality of object sets. According to the experimental results in Table 3, we see that the computing
times are almost not increasing with the increasing cardinality of covering sets using Algorithms 3.4 and
3.5. We also find that Algorithm 3.5 executes faster than Algorithm 3.4 in dynamic covering information
systems. Second, we compare the times of computing the sixth lower and upper approximations of sets
using Algorithm 3.11 with those using Algorithm 3.12 in dynamic covering information systems with
the same cardinality of object sets. From the results in Table 3, we see that the computing times are
increasing with the increasing cardinality of covering sets using Algorithms 3.11. But the computing
times are almost not increasing with the increasing cardinality of covering sets using Algorithms 3.12.
We also find that Algorithms 3.12 executes faster than Algorithm 3.11 in dynamic covering information
systems. Third, to illustrate the effectiveness of Algorithms 3.5 and 3.12, we show these results in Figures
11-20. In each figure, NIS , IS , NIX, and IX mean Algorithms 3.4, 3.5, 3.11 and 3.12, respectively; i
stands for the cardinality of covering set in X Axis, while the y-coordinate stands for the time to construct
the approximations of concepts. Therefore, Algorithms 3.5 and 3.12 are more effective to compute the
second and sixth lower and upper approximations of sets, respectively, in dynamic covering information
systems with the immigration of coverings.
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According to the experimental results, we see that Algorithms 3.5 and 3.12 are more effective to
compute the second and sixth lower and upper approximations of sets than Algorithms 3.4 and 3.11,
respectively, in dynamic covering information systems with the immigrations of objects and coverings.
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Figure 11: Computational times using Algorithms 3.4, 3.5, 3.11, and 3.12 in (U1,D i1).
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Figure 12: Computational times using Algorithms 3.4, 3.5, 3.11, and 3.12 in (U2,D i2).
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Figure 13: Computational times using Algorithms 3.4, 3.5, 3.11, and 3.12 in (U3,D i3).
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Figure 14: Computational times using Algorithms 3.4, 3.5, 3.11, and 3.12 in (U4,D i4).
27
100 200 300 400 500 600 700 800 900 1000
0
2
4
6
8
10
12
14
Number of coverings
Co
m
pu
ta
tio
na
l t
im
e(s
)
 
 
NIS
NIX
IS
IX
Figure 15: Computational times using Algorithms 3.4, 3.5, 3.11, and 3.12 in (U5,D i5).
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Figure 16: Computational times using Algorithms 3.4, 3.5, 3.11, and 3.12 in (U6,D i6).
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Figure 17: Computational times using Algorithms 3.4, 3.5, 3.11, and 3.12 in (U7,D i7).
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Figure 18: Computational times using Algorithms 3.4, 3.5, 3.11, and 3.12 in (U8,D i8).
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Figure 19: Computational times using Algorithms 3.4, 3.5, 3.11, and 3.12 in (U9,D i9).
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Figure 20: Computational times using Algorithms 3.4, 3.5, 3.11, and 3.12 in (U10,D i10).
Remark. In the experiment, we can transform data sets downloaded from the University of California
at Irvine(UCI)’s repository of machine learning databases into covering information systems. For exam-
ple, we can transform the Balance Scale Weight & Distance Database with four conditional attributes
into the covering information system (U,D), where |U | = 625 and |D | = 4. Concretely, since there
are five attribute values for each conditional attribute, we can obtain a covering with five elements for
each conditional attribute. Subsequently, based on Left-Weight, Left-Distance, Right-Weight, and Right-
Distance, we have the covering information system (U,D), where |U | = 625 and |D | = 4. Furthermore,
we can obtain a decision covering information system (U,D∗) by constructing a covering based on the
decision attribute, where |U | = 625 and |D∗| = 5. Therefore, we can obtain covering information systems
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and decision covering information systems by transforming Irvine(UCI)’s repository of machine learning
databases. Since the purpose of the experiment is to test the effectiveness of Algorithms 3.5 and 3.12 and
the transformation process costs more time, we generated randomly ten artificial covering information
systems (Ui,Di) to test the designed algorithms in the experiments.
5 Knowledge reduction of covering decision information systems with the
covering immigration
In this section, we employ examples to illustrate how to conduct knowledge reduction of covering
decision information systems with the covering immigration.
Example 5.1 Let (U,DC ∪ DD) be a covering decision information system, where DC = {C1,C2,C3},
C1 = {{x1, x2, x3, x4}, {x5}}, C2 = {{x1, x2}, {x3, x4, x5}}, C3 = {{x1, x2, x5}, {x3, x4}}, DD = {D1, D2}, D1 =
{x1, x2}, and D2 = {x3, x4, x5}. First, according to Definition 2.3, we obtain
Γ(DC) = MDC • MTDC =

1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
 .
Second, by Definition 2.4, we have
Γ(DC) • MDD =

1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
 •

1 0
1 0
0 1
0 1
0 1
 =

1 1
1 1
1 1
1 1
1 1
 ,
Γ(DC) ⊙ MDD =

1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
 ⊙

1 0
1 0
0 1
0 1
0 1
 =

0 0
0 0
0 0
0 0
0 0
 .
Third, according to Definition 2.3, we get
Γ({C1,C3}) =

1 1 1 1 1
1 1 1 1 1
1 1 1 1 0
1 1 1 1 0
1 1 0 0 1
 , Γ(C1) =

1 1 1 1 0
1 1 1 1 0
1 1 1 1 0
1 1 1 1 0
0 0 0 0 1
 , Γ(C3) =

1 1 0 0 1
1 1 0 0 1
0 0 1 1 0
0 0 1 1 0
1 1 0 0 1
 .
31
Fourth, by Definition 2.4, we derive
Γ({C1,C3}) • MDD =

1 1 1 1 1
1 1 1 1 1
1 1 1 1 0
1 1 1 1 0
1 1 0 0 1
 •

1 0
1 0
0 1
0 1
0 1
 =

1 1
1 1
1 1
1 1
1 1
 ,
Γ({C1,C3}) ⊙ MDD =

1 1 1 1 1
1 1 1 1 1
1 1 1 1 0
1 1 1 1 0
1 1 0 0 1
 ⊙

1 0
1 0
0 1
0 1
0 1
 =

0 0
0 0
0 0
0 0
0 0
 ,
Γ(C1) • MDD =

1 1 1 1 0
1 1 1 1 0
1 1 1 1 0
1 1 1 1 0
0 0 0 0 1
 •

1 0
1 0
0 1
0 1
0 1
 =

1 1
1 1
1 1
1 1
0 1
 ,
Γ(C1) ⊙ MDD =

1 1 1 1 0
1 1 1 1 0
1 1 1 1 0
1 1 1 1 0
0 0 0 0 1
 ⊙

1 0
1 0
0 1
0 1
0 1
 =

0 0
0 0
0 0
0 0
0 1
 ,
Γ(C3) • MDD =

1 1 0 0 1
1 1 0 0 1
0 0 1 1 0
0 0 1 1 0
1 1 0 0 1
 •

1 0
1 0
0 1
0 1
0 1
 =

1 1
1 1
0 1
0 1
1 1
 ,
Γ(C3) ⊙ MDD =

1 1 0 0 1
1 1 0 0 1
0 0 1 1 0
0 0 1 1 0
1 1 0 0 1
 ⊙

1 0
1 0
0 1
0 1
0 1
 =

0 0
0 0
0 1
0 1
0 0
 .
Therefore, according to Definition 2.5, {C1,C3} is a type-1 reduct of (U,DC ∪ DD).
In Example 5.1, we must compute Γ({C1,C3}) • MDD , Γ({C1,C3}) ⊙ MDD , Γ(C1) • MDD , Γ(C1) ⊙
MDD , Γ(C3) • MDD , and Γ(C3)⊙ MDD for constructing the type-1 reducts of covering decision information
system (U,DC ∪DD).
In what follows, we employ an example to illustrate how to compute the type-1 reducts of dynamic
covering decision information systems with the immigration of coverings.
Example 5.2 (Continued from Example 5.1) Let (U,D+C ∪ DD) be a dynamic covering decision informa-
tion system of (U,DC∪DD), where D+C = {C1,C2,C3,C4}, C1 = {{x1, x2, x3, x4}, {x5}}, C2 = {{x1, x2}, {x3, x4,
x5}}, C3 = {{x1, x2, x5}, {x3, x4}}, C4 = {{x1, x2}, {x3, x4}, {x5}}, DD = {D1, D2}, D1 = {x1, x2}, and
D2 = {x3, x4, x5}. First, by Theorem 3.3 and Example 5.1, we obtain
Γ(D+C ) = Γ(DC)
∨
Γ(C4) =

1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
 .
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Second, by Definition 2.4, we have
Γ(D+C ) • MDD =

1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
 •

1 0
1 0
0 1
0 1
0 1
 =

1 1
1 1
1 1
1 1
1 1
 ,
Γ(D+C ) ⊙ MDD =

1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
 ⊙

1 0
1 0
0 1
0 1
0 1
 =

0 0
0 0
0 0
0 0
0 0
 .
Third, by Example 5.1, we get
Γ(DC) • MDD =

1 1
1 1
1 1
1 1
1 1
 , Γ(DC) ⊙ MDD =

0 0
0 0
0 0
0 0
0 0
 , Γ({C1,C3}) • MDD =

1 1
1 1
1 1
1 1
1 1
 ,
Γ({C1,C3}) ⊙ MDD =

0 0
0 0
0 0
0 0
0 0
 , Γ(C1) • MDD =

1 1
1 1
1 1
1 1
0 1
 , Γ(C1) ⊙ MDD =

0 0
0 0
0 0
0 0
0 1
 ,
Γ(C3) • MDD =

1 1
1 1
0 1
0 1
1 1
 , Γ(C3) ⊙ MDD =

0 0
0 0
0 1
0 1
0 0
 .
Therefore, according to Definition 2.5, {C1,C3} is a type-1 reduct of (U,D+C ∪ DD).
In Example 5.2, we must compute Γ(D+C )•MDD , Γ(D+C )⊙MDD , Γ(DC)•MDD , Γ(DC)⊙MDD , Γ({C1,C3})•
MDD , Γ({C1,C3}) ⊙ MDD , Γ(C1) • MDD , Γ(C1) ⊙ MDD , Γ(C3) • MDD , and Γ(C3) ⊙ MDD if we construct the
type-1 reducts of dynamic covering decision information system (U,D+C ∪ DD) with the non-incremental
approach. But we only need to compute Γ(D+C ) • MDD and Γ(D+C ) ⊙ MDD for constructing the type-1
reducts of (U,D+C ∪ DD) with the incremental approach. Therefore, the designed algorithm is effective to
conduct knowledge reduction of dynamic covering decision information systems with the immigration of
coverings.
6 Conclusions
In this paper, we have updated the type-1 and type-2 characteristic matrices and designed effective
algorithms for computing the second and sixth lower and upper approximations of sets in dynamic cov-
ering information systems with variations of coverings. We have employed examples to illustrate how to
calculate the second and sixth lower and upper approximations of sets. We have employed experimental
results to illustrate the designed algorithms are effective to calculate the second and sixth lower and upper
33
approximations of sets in dynamic covering information systems with the immigration of coverings. We
have explored two examples to demonstrate how to conduct knowledge reduction of dynamic covering
decision information systems with the immigration of coverings.
In the future, we will investigate the calculation of approximations of sets in other dynamic covering
information systems and propose effective algorithms for knowledge reduction of dynamic covering de-
cision information systems. Furthermore, we will provide parallel algorithms for knowledge reduction of
dynamic covering decision information systems using the type-1 and type-2 characteristic matrices.
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