Abstract-Low rank regularization, in essence, involves introducing a low rank or approximately low rank assumption for matrix we aim to learn, which has achieved great success in many fields including machine learning, data mining and computer version. Over the last decade, much progress has been made in theories and practical applications. Nevertheless, the intersection between them is very slight. In order to construct a bridge between practical applications and theoretical research, in this paper we provide a comprehensive survey for low rank regularization. We first review several representative machine learning models using low rank regularization, and then show their (or their variants) applications in solving practical issues, such as nonrigid structure from motion and image denoising. Subsequently, we summarize the regularizers and optimization methods that achieve great success in traditional machine learning tasks but are rarely seen in solving practical issues. Finally, we provide a discussion and comparison for some representative regularizers including convex and non-convex relaxations. Extensive experimental results demonstrate that non-convex regularizers can provide a large advantage over the nuclear norm, a convex regularizer that is widely used in solving practical issues.
INTRODUCTION
Over the last decade, low rank regularization has attracted much attention due to its success in various fields, ranging from machine learning, computer version, data mining to deep learning. For all of them, the fundamental assumption is that the matrix we aim to learn lie near some low-dimensional subspaces. Generally, the algorithms using low rank regularization are based on the following formulation(or its variants):
where L(X) represents the loss term, rank(X) denotes the rank of X, i.e., the regularization term, C represents the constraints over X, and λ is a regularization parameter. Optimizing the problem (1) inevitably involves solving a rank minimization problem. Matrix rank minimization, a pioneer of low rank regularization, is known to be an NPhard problem. The most widely used method is looking for a heuristic which solves the original problem approximately but efficiently [1] . Correspondingly, we can obtain an approximation of problem (1) as follows:
where R(X) represents the relaxation that we use to replace the original rank minimization problem, and the nuclear norm is the most widely used. The nuclear norm is proposed by [1] and highlighted by [2, 3] . Recently, much progress over formulation (2) and its variants has been made. Indeed, most of them along the following three directions.
1) Use the formulation (2) or its variants to solve some particular tasks, such as machine learning tasks including Matrix Completion [3] [4] [5] [6] [7] [8] , Subspace Clustering [9] [10] [11] [12] [13] , and Multi-Task Learning [14] [15] [16] [17] [18] , and computer version tasks including Visual Tracking [19] , 3D Reconstruction [20] [21] [22] [23] , and Salient Object Detection [24] [25] [26] [27] . 2) Find a better approximation, i.e., a better regularizer R(X) for original rank minimization problem. For instance, the TNN (Truncated Nuclear Norm) [28] , WNN (Weighted Nuclear Norm) [29] [30] [31] , Schatten-p norm [32] [33] [34] [35] [36] , and CNN (Capped Nuclear Norm) [37] . 3) Develop efficient optimization methods for solving the problem (2) and its variants, such as the IRW (Iteratively Re-weighted method) [38] [39] [40] , ALM (Augmented Lagrangian Method) [41] , ADMM (Alternating Direction Method of Multipliers) [42] , APG (Accelerated Proximal Gradient) method [43] [44] [45] [46] , FrankWolfe Algorithm [47] .
For each of three directions presented above, a great many of efforts have been made. But the intersection between three groups is very slight. As presented in the rest of this paper, the nuclear norm is generally selected to serve as regularizer in solving practical issues due to its convexity, advantages in optimization and sound theoretical guarantee. Besides, ADMM method is generally used to solve the corresponding models due to its advantages in tackling complicated problems. In practice, however, the superiority of non-convex regularizers over nuclear norm has been verified in many traditional machine learning models, such as matrix completion [28, [32] [33] [34] [35] [36] , and robust PCA [35, 37] . Besides, numerous efficient optimization approaches over relaxed matrix rank minimization problems have been proposed, such as APG. Both of these two techniques are rarely seen in solving practical issues. Hence, taking a comprehensive arXiv:1808.04521v2 [cs.CV] 14 Sep 2018 survey for both theories and applications over low rank regularization is urgent.
Note that some investigations have been made for low rank matrix learning. For instance, a survey for low-rank matrix learning and its applications in image analysis has been provided in [48] . Furthermore, the low rank matrix learning in the visual analysis has been summarized in [49, 50] . A discussion for optimization algorithms used in RPCA or its variants has been made in [51] . Nevertheless, both of them revolve around the nuclear norm regularization or matrix factorization method, and pay little attention to the non-convex regularization, which is the core of this paper.
To construct a hub for low rank regularization, in this paper we summarize the main process over it along three directions mentioned above. In particular, considering that low rank regularizer is one of the most significant factors influencing the performance of algorithm, we provide a comprehensive comparison over several representatives including convex and non-convex relaxations. Extensive experimental results demonstrate that non-convex regularization can provide a large advantage over nuclear norm (The experimental results can be found in supplementary materials). Such a result may be useful for promoting the application of non-convex regularization in solving practical issues.
Notations. In this paper, the matrix is denoted by boldface capital letters, such as X, and vector is denoted by lower-case letters, such as x. In addition, we denote the ith singular value of X by σ i (X) = σ i .
APPLICATION
Although a great many of algorithms have been developed for solving various tasks, most of them are actually the variants of several traditional machine learning models. According to the type of desired matrix, we roughly grouped them into two categories: 1) the matrix we aim to learn is a data matrix, such as Robust Principal Component Analysis and Robust Matrix Completion; 2) the matrix we aim to learn is a coefficient matrix, such as Subspace Clustering and Multi-Task Learning. In this section, we first describe the details of these four representative models in Sect.2.1. And then, we show several practical issues solved by them or their variants in Sect.2.2.
Representative Machine Learning Models based on Low Rank Regularization

Robust Principal Component Analysis
In most cases, the fundamental assumption for using low rank regularization is that the data we collected lie near some low-dimensional subspaces. For instance, users' records (such as ratings for movies) in recommender systems, and images in computer version. In the real world, however, the data are generally corrupted by noise and outliers. Robust Principal Component Analysis (RPCA) [2] is one of the most significant tools for recovering a low-rank matrix robustly from noisy observations, and it opens the door of using low rank regularization. Mathematically, the problem of RPCA can be solved by using the following formulation:
where M is the noisy observation matrix, • denotes the loss function which depends on the assumption over noise distribution.
Robust Matrix Completion
Robust Matrix Completion (RMC) is one of the most important variants of RPCA, which considers a general case that some entries of input data matrix M are unknown, and the known entries are corrupted by noise. The goal of RMC is utilizing the known information to estimate the values of missing entries. The basic assumption used by RMC is that the complete matrix we aim to recover is low rank or approximately low rank. Correspondingly, the problem of RMC can be solved by using the following formulation:
where P Ω represents a projecting operator, Ω represents a set recording the indices of known entries. The entries of matrix P Ω (X) are consistent with X on Ω and are 0 on residuals.
Multi-Task Learning
Both RPCA and RMC are based on the assumption that the data matrix we aim to learn is low rank or approximately low rank. That is, the data we collected is relevant. The relatedness among different samples further inspires researchers to explore the relatedness among different tasks.
, we can learn them simultaneously to improve the generalization performance of each one. Such a problem refers to Multi-Task Learning (MTL). Suppose W ∈ R d×K is a weight matrix we aim to learn, where ith column w i is the weight vector for task T i . The relatedness among K tasks imply that the structure of W is low rank or approximately low rank [52] . Hence, a general model for MTL using low rank assumption is:
where L i (•) denotes the loss function used in ith task.
Subspace Clustering
Given a set of data points approximately drawn from a union of multiple subspaces, the goal of Subspace Clustering (SC) is partitioning the data points into their respective subspaces. To this end, [10] proposed a Low-Rank Representation (LRR) model, which seeks a low rank matrix Z consisting of the candidates of data points in a given dictionary D. To obtain the matrix Z, we need to solve a model as follows:
Here, the low rank matrix Z can be seen as a rough similarity matrix, and the final partitioning result can be obtained by conducting spectral clustering with a refined similarity matrix. [19, 75] X * others 3D Reconstruction [20] [21] [22] [23] X * ADMM Image denoising [30, [76] [77] [78] 
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Summarization
For each model mentioned above, various variants have been developed. For instance, RPCA [30, 37, 53] , MC [3-8, 54, 55] , MTL [14-18, 52, 56, 57] , and SC [9] [10] [11] [12] [13] . Nevertheless, the main differences between them are loss function or regularization term. A short discussion for loss function widely used in machine learning can be found in [58] . The details with respect to the regularization term will be discussed in next section.
Furthermore, it is worth noting that in addition to the models mentioned above, the low rank regularization has achieved success on other fields including Component Analysis [59, 60] , Compressive Sensing [61] , Multi-View Learning [62] [63] [64] [65] , Self-taught [66] , Transfer Learning [67, 68] , Spectral Clustering [69] , Metric Learning [70] , and so on. Indeed, most of them including LRR and MTL are derived from RPCA and MC. Recently, the progress achieved in RPCA and MC may be useful for further improving the performance of existing algorithms.
Practical Issues Solved by Using Low Rank Regularization
We provide a summarization for practical issues solved by using low rank regularization in Table 1 . Next, we describe the details of some representatives among them.
Background Subtraction
Video background subtraction is one of the most well known topics using low rank regularization. Suppose X is a data matrix, and its each column is a vectorized image. As illustrated in [2] , the background component can be recovered by recovering a low rank matrix L, and the foreground component, i.e., the moving object can be detected by learning a sparse matrix E. In [2] , such a problem was solved by solving a PCP model as follows:
where the E 1 is the the convex surrogate of E 0 . Subsequently, in order to achieve better splitting results, numerous improvements for Eq. (7) have been made. In [30] , the nuclear norm is replaced by non-convex regularizers to achieve better low rank approximation. In order to cope with the nonrigid motion and dynamic background, a DECOLOR method (DEtecting Contiguous Outliers in the LOw-rank Representation) is proposed in [118] . Recently, Shakeri et al. [86] construct a low-rank and invariant sparse decomposition model to reduce the effect caused by various illumination changes. Serving as one of the indices evaluating the performance of RPCA, background subtraction has received a great many of attentions, and a comprehensive survey for it can be found in [119] 1 .
Image Denoising
Image denoising, in essence, involves estimating the latent clean image from an noisy image, which is a fundamental problem in low level vision. The success of several state-of-the-art image denoising algorithms, such as [120] is based on the exploitation of image nonlocal self-similarity, which refers to the assumption that for each local patch in a natural image, one can find some similar patches to it. Intuitively, by vectoring all similar patches as column vectors and stacking them as a matrix, one can obtain a matrix with low rank structure [121] . Using low rank assumption, Gu et al. [29] propose a low rank approximation model to tackle the problem of image denoising. The proposed model based on weighted nuclear norm is as follows:
where M refers to the noisy matrix stacked by all vectorized similar patches, X w, * = w i σ i is a non-convex relaxation for rank minimization. The Eq. (8) is also a variant of Eq. (3). Similar models with different regularizers have been proposed in [77] , and a different model with similar regularizer has been developed in [122, 123] .
Image Alignment
Image Alignment (IA) involves transforming various images into a common coordinate system. Stacking all transformed images as a matrix, the matrix may be a sum of a approximately low rank matrix L, corresponding to aligned images, and sparse matrix E, corresponding to noise or the differences among images. In praticular, the low rank component and noise component can be split via a RPCA model. In order to learn the transformation and aligned images simultaneously, Peng et al. [95] introduce a transformation τ into RPCA and construct a novel model for IA problems: (9) 1. BS library: https://github.com/andrewssobral/lrslibrary where τ denotes the transformation. Then, the method was improved by [93, 104] . In practice, however, both of them select the nuclear norm serve as regularizer and the ADMM method to optimize the corresponding models.
Non-rigid Structure From Motion
Using low rank regularization to cope with the Nonrigid Structure From Motion (NSFM) problems is introduced by [23] 2 . Assuming that the nonrigid 3D shapes lie in a single low dimensional subspace, Dai et al. use the following model to estimate the 3D coordinates.
where W consists of the 2D projected coordinates of all data points. In addition, the definitions of R and X # can be found in [21, 23] . Obviously, such a formulation is derived from RPCA. Subsequently, in order to cope with the complex nonrigid motion that 3D shapes lie in a union of multiple subspaces rather than a single subspace, Zhu et al. [22] proposed a subspace clustering based model, which can learn the 3D structure X and a affinity matrix Z, simultaneously. Recently, a more complicated case that the 2D point tracks contain multiple deforming objects is considered by [20, 124, 125] , and a scalable dense NSFM is considered by [126] .
Summarization
In addition to the issues mentioned above, low rank regularization has been also applied into other fields, including Visual Tracking [19, 75, 127] , salient object detection [24] [25] [26] [27] , face analysis [59, 71, 73] , Deep Leaning [111-113, 128, 129] and so on. Acturally, most of the algorithms are the variants of RPCA, MC, or SC. Besides, observing the summarization reported in Table 1 , one can find that nuclear norm serving as regularizer and ADMM serving as optimization method is in general. The reasons mainly include:
• For regularizer, the nuclear norm is convex, and closeform solution exists in the following Nuclear Norm Proximal (NNP) problem:
• For optimization method, ADMM can tackle complicated problems with various constraints.
Both nuclear norm and ADMM perform well in previous studies, but the progress made in RPCA and MC brings up the question: Could we further improve the performance of existing algorithms by selecting new regularizers and optimization methods. Next, we will turn our attention to the regularizers replacing rank minimization.
LOW RANK RELAXATIONS
For matrix X, suppose σ(X) = (σ 1 (X), . . . , σ k (X)) is a ordered vector that consists of the singular values of X. The matrix rank is equivalent to σ(X) 0 , i.e.,
2. The best paper of CVPR 2012. A review for regularizers including convex and non-convex relaxations. γ or p refers to the parameter used in regularizer, and λ represents the regularization parameter.
Geman [7, 135] 
MCP [7, 137] 
SCAD [7, 138] 
where σ 1 (X) ≥ σ 2 (X), . . . , ≥ σ r (X) ≥ 0. Similar to 0 -norm minimization, rank minimization is also a NP-hard problem. An alternative is selecting a relaxation to replace it. Here, we denote the relaxed regularizer by
, where f (x) represents a relaxation function. According to the property of f (x), we roughly divide some representative regularizaers used in previous studies into two groups: convex relaxations and non-convex relaxations. A summarization for both of them can be found in Table 2 .
Convex Relaxations
Nuclear norm, i.e., trace norm is the most widely used regularizer for matrix rank minimization, which corresponds to the function f (x) = x. The connection between nuclear norm and rank function is introduced by [139] where the authors show that nuclear norm is the convex envelope of rank function when σ 1 (X) ≤ 1, where σ 1 (X) denotes the largest singular values of matrix X. As mentioned above, a dominant advantage of nuclear norm is its convexity. In addition, the close-form solution of problem (11) can be obtained directly via a singular value thresholding operator ρ(x, λ) [140] .
where U SV T = M is the SVD of M , and
The Eq. (14) shows that nuclear norm treats all singular values equally and shrink them with the same threshold λ. This, however, will introduce a bias to the matrix with small singular values. Recently, a particular convex regularizer was developed in [141] , which aims to find a convex approximation for function rank(X) + λ X − X 0 2 F rather than the rank function. So, the regularizer will be ignored in the rest of this paper. In addition, a Elastic-Net Regularization of Singular Values (ERSV) has been proposed in [130] , which corresponds to function f (x) = x + µx 2 .
Non-Convex Relaxations
Although nuclear norm has achieved success in low rank matrix learning, it suffers a well-documented shortcoming that all singular values are simultaneously minimized. In practice, however, larger singular values generally quantify the main information we want to preserve. An alternative for nuclear norm is using non-convex relaxations.
The advantages of non-convex relaxations over nuclear norm are first shown in [32, 33] for dealing with the matrix completion problems. In particular, both of them generalize the nuclear norm to Schatten-p norm 3 . Considering that larger singular values should not be punished, Hu [28] proposes a Truncated Nuclear Norm (TNN) regularizer to cope with the matrix completion problem, which punish only the n − r smallest singular values. A similar regularizer, namely Partial Sum Nuclear Norm (PSNN), has been developed in [? ] . Indeed, both TNN and PSNN can be considered as special cases of Capped Nuclear Norm (CNN) used in [37] . To alleviate rather than abandon the punishment on larger singular values, Gu et al. [29] propose a weighted nuclear norm:
where w = [w 1 , w 2 , . . . , w k ] and w i ≥ 0 is a weight value assigned to σ i (X). Replacing the nuclear norm of NNP (11) by weighted nuclear norm, one can obtain a weighted nuclear norm proximal (WNNP) operator:
It has been shown that when the entries of weight vector w are non-descending, the close-form solution of problem (16) can be easily obtained by a weighted soft-thresholding operator defined as:
Here, ρ w is a generalization of ρ. Furthermore, we have:
It is obvious that the punishment bias between larger values and small values can be alleviated by assigning small weights to former and larger weights to latter. Note that TNN, PSNN, and CNN can be considered as the special cases of WNN with weight vector:
In addition to the regularizers mentioned above, numerous non-convex regularizers derived from sparse learning have been proposed, such as γ-nuclear norm [131] , Log Nuclear Norm (LNN) [132] , ETP [134] , Logarithm [133] , Geman [135] , Laplace [136] , MCP [137] , and so on. The details of using them to tackle the matrix completion problems can be found in [7, 45, 142, 143] . A significant result reported in [143] is Generalized Singular Value Thresholding (GSVT) operator P rox λ g (M ) defined as:
where f (x) can be anyone continuous function satisfying the Assumption 1.
3. Actually, Schatten-p norm refers to the Schatten-p quasi norm when 0 < p < 1.
Assumption 1.
Solving the problem (19) is equivalent to solving the following problem with b = σ i (M ), and i = 1, 2, . . . , k.
A general solver for finding the optimal solution of the problem (20) has been provided in [143] 4 . To demonstrate the difference between different regularizers including nuclear norm, we report the shrinkage results returned by them in Figure 1 , where the difference between b and P rox λ f (b) represents the shrink. Figure 1 shows that when b takes a small value the shrinkage effect of different regularizers are similar. Nevertheless, when b takes a large value the difference between non-convex regularizers and nuclear norm are significant. In particular, the shrink of non-convex relaxations on larger values are very small, which is contrast with the nuclear norm taking serious shrinks on larger singular values. Hence, using non-convex regularizers can preserve the main information of M . In addition, one can find that non-convex relaxations prefer to generate 0 singular values, i.e., the low rank solution when regularization parameter λ takes the same value.
Matrix factorization is another method for low-rank regularization, which represents the expected low rank matrix X with rank r as X = U V T , where U ∈ R m×r and V ∈ R n×r . Moreover, the equation (21) has been adopted by [144] for dealing with matrix completion problem and [91] for dealing with Multi-Image Matching problem.
where A ∈ R m×d , B ∈ R n×d and d ≥ r. Recently, Shang et al. [34] develop two variants of Eq. (21), namely Double Nuclear norm penalty ( X D−N ) and Frobenius/nuclear hybrid norm penalty ( X F −N ). Both of them focus on the connection between Schatten-p norm and matrix factorization.
The superiorities of non-convex regularizers over nuclear norm have been shown in a great many of studies w.r.t RPCA and MC, but the following two reasons prevent it from solving practical issues.
• R.1: The resultant optimization problem is non-convex and much more challenging to be solved.
• R.2: Facing various non-convex regularizers the researchers may be confused about selecting a reasonable one for their algorithms.
For R.1, we in next section review several representative optimization methods used in low rank approximation, and provide a short discussion for them. For R.2, we provide a comprehensive comparison between several representative regularizers.
OPTIMIZATION
Solving a problem with low rank regularization has drawn significant attention, and a great many of specialized optimization approaches have been proposed. Nevertheless, 4 . Codes: https://github.com/sudalvxin/2018-GSVT.git most of therm are developed for solving the RPCA or MC problems. In this section we review three representatives, and discuss their superiorities and deficiencies. Some traditional methods such as FrankWolfe Algorithm [47] and SDP are omitted due to the limitations for solving practical issues.
Without specific description, our discussion is based on the following problem:
where L(X) represents the loss function which depends on the specific task 5 .
Proximal Gradient Algorithm
Proximal Gradient algorithm (PG) is one of the earliest first-order approaches for solving the problem (22) with nuclear norm regularizer [145] . Suppose f (x) = x. Instead of directly solving the original problem F(X), PG method aims to iteratively minimize a quadratic approximation of it [49] . The convergence rate of PG is O( [146] . Both PG and APG require that the relaxation function f (x) is convex. Recently, the case that f (x) or L(X) is non-convex was considered by [43] [44] [45] [46] . In [43] , the authors develope two APG-type algorithms, named monotone APG (mAPG) and non-monotone APG (nmAPG), respectively, which replace the descent condition used in [147] by a sufficient descent condition. Subsequently, an Inexact Proximal Gradient algorithm (IPG) was developed in [46] to reduce the computation cost caused by two proximal mappings, and a fast proximal algorithm was developed in [45] to reduce the computation cost caused by conducting SVT over a large scale matrix.
Note that most of the existing PG-type algorithms are constructed for solving the problem that is unconstrained (over 5 . Without any specific description we suppose that L(X) is convex and L-Lipschitz smooth. desired matrix) and has only one variable to optimize 6 . Hence, although it has sound theoretical guarantee in terms of convergence, it is rarely used in solving the practical issues where various constraints must be considered and multiple variables must be optimized simultaneously.
Iteratively Re-Weighted Algorithm
The Iteratively Re-Weighted algorithm (IRW), primitively designed for sparse learning problems [38] [39] [40] , is derived from the Majorization-Minimization (MM) approaches [39] . The essence of MM is iteratively solving a convex optimization problem that is amenable to existing first-order methods. Iterative Reweighted Least Squares algorithms (IRLS) proposed in [32] is a seminal work using IRW to handle the rank minimization problem, and a similar algorithm was developed in [33] . Both of them aim to solve the matrix completion problems with Schatten-p norm (0 < p ≤ 1) regularizer. Then, a variant of IRW was developed in [148] , which is designed for optimizing a matrix completion model with celebrated Huber loss function and nuclear norm regularizer. In [36] , IRW is generalized to deal with the subspace clustering problem where both the regularizer and the loss function can be non-convex. Recently, Nie et al. [56] consider a more general case that f (x) can be any concave function, and propose an efficient framework for solving the problem (22) . Theoretically, most of the studies show that the solution (a limited point of solution sequence {X t }) provided by IRW is a stationary point of original problem. To the best of our knowledge, no works have been made for analysing the convergence speed of IRW. In addition, an Iteratively Reweighted Nuclear Norm (IRNN) method has been proposed in [7] , which can be seen as a combination of PG and IRW. In (k + 1)th iteration, IRNN updates the variable X k+1 by minimizing a surrogate function which is a relaxation of original objective function (22) . Indeed, the relaxing problem is constructed by linearizing the loss function L(X) and regularization at X k . So, IRNN will converges slowly when the relaxation is very loose.
Comparing to IRNN, IRW is more easy to implement and has no parameters needed to be tuned. But, the matrix returned by IRW is generally approximately low rank rather than exactly low rank. The reason is that without any Proximal operator was used in it. Similar to PG-type method, both IRNN and IRW are constructed for dealing with the problems with single variable. So, its feasibility in practical issues is also very limited.
Alternating Direction Method of Multipliers
As presented in Table 1 , ADMM occupies a dominant position in solving practical issues. The reason is that it can deal with various complicated problems with multiple non-separable variables accompanied by multiple equality constraints.
For PG-type algorithm, the obstacle of solving the problem with constraints is that proximal operator is generally unsuitable to the subproblem with equality constraints and multiple non-separable variables. For IRNN or IRW, the 6 . In [45] , the authors extend it to cope with the problem involved two separable parameter blocks. obstacle is that the optimal solution of relaxing subproblem with equality constraints and the multiple non-separable variables cannot be solved directly. Nevertheless, in ADMM method, the low rank regularization over any one variable X i can be transferred to a auxiliary variable C i . And, the subproblems involving C i can be solved directly by using proximal operator (SVT, WSVT or GSVT).
It is worth noting that most theoretical analysis over ADMM are based on the assumption that original problem is convex. The theoretical analysis over ADMM for nonconvex problems is not solid. In practice, however, it works well empirically. A practical variant of ADMM, namely Relaxed ADMM, was discussed in [149, 150] . Besides, a comprehensive survey and an useful tool for ADMM can be found in [42] , where an unified optimization framework and theoretical analysis over ADMM for convex problems are provided.
Summarization
We have described three representative methods for solving the problems involving low rank regularization. We can find that both of them require that the close-form solution of subproblem can be obtained directly. PG can deal with the problems with single variable or multiple separable variables, and has convergence guarantee. IRW is generally suitable to the problems with single variable. For multiple variables problems, IRW can ensure the objective function value of original problem being monotonously decreasing when we use the alternating minimization method to update the variables in subproblem. Comparing with PG and IRW, ADMM is more suitable to complicated problem, but the convergence speed of it is generally slow.
To compute the weighted matrix of X ∈ R m×n , IRW generally need to compute the full SVD of X or the eigenvalue decomposition of XX T (X T X) [56] . So, the time consuming of IRW on large scale data is very high. In the intermediate step, no matter which regularizer, both ADMM and PG have to solve a subproblem defined as Eq. (19) . It is obvious that ith singular value of X is zero when σ i (M ) is smaller than a specific threshold. That is, only serval leading singular values and singular vectors of M are needed in SVT and GSVT [45] . Such that the computational complexity of SVT or GSVT can be reduced from O(mn 2 ) to O(mnr) by using PROPACK [151] , where r represents the number of leading singular values. In addition, an useful tool for further reducing the time consuming of algorithm is using approximate SVT or GSVT [45, 152] .
EXPERIMENTS
A huge number of models based on low rank regularization have been developed for solving various problems in the past decade. In practice, however, loss function and regularization term are the main differences between them. In particular, the selection of loss function depends on the problem we aim to solve. Taking a comprehensive comparison for all problems beyond the scope of our ability. The main goal of this paper is promoting the application of non-convex regularizers in solving practical issues. Hence, in this section, we would like to take a comprehensive investigation for several non-convex regularizers listed in Table 2 . Our investigation is based on image denoising, a low level computer version problem solved by the following model:
The reasons include:
1) As discussed above, the problem (23) is a basic problem that we cannot avoid when deal with majority complicated models; 2) The model (23) has only one parameter needed to be tuned. Such that the results can be analysed conveniently.
3) The structure of original matrix we aim to learn is approximately low rank. Recovering a approximately low rank rather than exactly low rank matrix is more reasonable for solving practical issues.
In addition, note that the relaxation functions that we select, including: Weighted Nuclear Norm (WNN), Log Nuclear Norm (LNN), Truncated Nuclear Norm (TNN), and Schattenp norm with p = 1, p = 0.5, = 0.01, respectively. Particularly, Nuclear Norm (NN) is equivalent to the Schatten-p norm with p = 1. For each regularizer we can obtain the solution of problem (23) directly via SVT or GSVT. Here, we abandon the Capped Nuclear Norm, ETP, Laplace, Geman and so on, for all of them have additional parameters needed to be tuned.
Experimental Setting
We select 8 widely used images with size 256 × 256 to evaluate the competing regularizers. The thumbnails are shown in Fig 2. Similarly, we corrupt the original image by Gaussian noise with distribution N (0, σ 2 ). We use the codes provided by Gu et al. [30] 7 . For each patch, in [30] the authors run K iterations of this approximation process to enhance the quality of denoising. Nevertheless, in this paper to avoid introducing additional parameters used in iterations, we fix K = 1 and other parameters as authors suggested. More implementation details over experiments can be found in [30] . 7 . https://sites.google.com/site/shuhanggu/home For all regularizers except for WNN we set λ = τ η √ n p σ 2 , where n p is the number of similar parts, σ represents the noise level, τ controls the large scale range of varying λ, and η controls the small scale range of varying λ. For WNN, we set λ w = C * λ, where C = √ 2 as authors suggested. Comparison 1. In this test, we fix σ = 50 and vary τ and η in the sets S τ = {0.1, 1, 10} and S η = {1, 2, . . . , 9}, respectively. We select only Lena and Peppers two images to test. The PSNR results under different parameters for all competing regularizers are shown in Figure 3 and Figure 4 , respectively, where R 0 refers to the PSNR of input noisy image. {R 1 , R 2 , . . . , R 6 } refer to the regularizers WNN, LNN, TNN, S p with p = 0.1, S p with p = 0.5, and nuclear norm, respectively. According to the definitions of SVT and GSVT, we can find that all regularizers, and especially nuclear norm, will shrink all singular values to zero when λ takes a large value (Under this case, we set P SN R = 1 for visualization). The information delivered by Figure 3 and Figure 4 can be summarized as fellows:
• Non-convex regularizers outperforms nuclear norm in terms of the best result;
• We should select a smaller regularization parameter λ for nuclear norm, for it prefers to shrink all singular values to zero when λ takes a large value (see the cases that τ > 1 and η > 5). In practice, however, the shrink for larger singular values may be insufficient when λ takes small value (see the case that τ = 0.01 and 1 ≤ η ≤ 4). Such a contradiction limits the performance of nuclear norm;
• TNN performs well even when λ takes a large value, for it prevents the r largest singular values from being shrinked. Nevertheless, two limitations of it cannot be ignored. First, the value of r must be estimated. Second, the r largest singular values generally carry noise information we want to remove, and preserving them may degenerate the performance of algorithm;
• We should select a larger regularization parameter λ for non-convex regularizers. When λ takes a small value, the shrink on all singular values is vary slight, so, the PSNRs of them are very close to original images. Comparing nuclear norm, non-convex regularizers can reduce the shrink on larger singular values and enhance the shrink on smaller singular values simultaneously.
In this test, we ignore the numerical difference (PSNR values) between different non-convex regularizers, because such a difference can be compressed by carefully selecting regularization parameter for each regularizer.
Comparison 2. In this test, for each regularizer we fix λ as the value achieving the best performance in above test. More specifically, we fix τ η = 5 for WNN, τ η = 2 for LNN, τ η = 0.03 for TNN and nuclear norm, τ η = 8 for S p with p = 0.1, τ η = 0.5 for S p with p = 0.5. Besides, we select the WNN with multiple Iterations (WNN-I) just like [30] for baseline. Particularly, all parameters of the algorithm are selected as author suggested. The noise level is controlled by varying the parameter σ in the set S σ = {10, 30, 50, 70, 100}. The PSNR results for alternative regularizers are reported in Table 3 . The information delivered by Table 3 can be summarized as follows:
• WNN-I achieves the best result in all cases due to conducting the reconstruction process iteratively. But, it provides only a small advantage over others that conduct only one iteration, especially the best one highlighted in bold.
• The performance of NN is the worst in most cases. Particularly, when σ takes a small value, the difference between NN and TNN is very small, while other nonconvex regularizers provide a large advantage over TNN and NN.
• The regularizer S p with p = 0.1 achieves the best results in most cases, because the gap between its relaxation function and original rank minimization problem is very small. A natural idea is: using the regularizer S p with p < 0.1 can generate a better result. In practice, however, we do not support to use such a regularizer, because it treats all singular values almost equally. For instance, 10 0.01 ≈ 1.0233 and 1000 0.01 ≈ 1.0715.
CONCLUSION AND DISCUSSION
In this paper, we provided a comprehensive survey for low rank regularization including applications, regularizers, and optimization methods. Differing from previous investigations over low rank matrix learning, we pay more attention to the regularizers, especially the non-convex relaxations. Although the nuclear norm with solid theoretical guarantee has been widely used to solve various problems, the solution returned by it may deviate from the original problem significantly. And, such a deviation can be alleviated by using non-convex relaxations. In order to promote the application of non-convex relaxations in solving practical issues, we give a detailed summarization for non-convex regularizers used in previous studies, and discuss the properties of them. The relevant experimental results can be found in supplementary materials.
It is worth mentioning that the theoretical research over non-convex regularizers is very limited. In practice, however, its advantages over nuclear norm has been shown in numerous experiments including the results reported in this paper. We believe that the difference between different nonconvex regularizers is very slight in terms of performance. The most significant thing we need to consider is choosing a reasonable regularization parameter, and a larger value is generally required by non-convex regularizers.
An inevitable thing of using low rank regularization (without considering matrix factorization) is conducting SVD, which is time consuming for large scale data. So, introducing the techniques over approximate SVD is an important direction in the future [45] .
Recently, more efforts have been made in tensor learning [153] [154] [155] [156] [157] [158] [159] [160] [161] [162] . But most of them are based on the convex relaxations. The problem of tensor completion based on nonconvex regularization is considered in [163] . Generalizing tensor learning based on non-convex regularizers to more practical issues may be interesting.
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The work was supported by National Science Foundation of China under Grant 61772427, 61751202 and 61761130079. [30] , which iteratively conduct the reconstruction process on all patches. The best results (without considering WNN-I) are highlighted in bold.
