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1. Introduction
It is well known that the Schrödinger operator derived from a general quantum field
theory has to be defined on an infinite-dimensional space. For example if the theory is a
sigma-model with target a sphere
Sk = {n ∈ Rk+1|n · n = R2}
(in physics jargon the theory of n-field or O(k + 1)-model) then the Schrödinger operator
H has to be defined on the loop space L(Sk) = Maps(S1, Sk). It seems to be a formidable
task to define H acting directly in L2(L(Sk)) because of the famous quantum field theory
divergencies.
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In this paper we investigate the idea to use instead of L(Sk) some finite-dimensional
approximations which we denote by LN (Sk). Our hope is that on these LN (Sk) the sigma-
model’s Schrödinger operator H is much better defined and in the limit N →∞ we will be
able to recover spectral property of the full theory. More precisely, we let
(1)
TrigN (R
k+1) = {n(θ) = v +
N∑
s=1
a[s] cos(sθ) + b[s] sin(sθ) =
N∑
s=0
ns(θ)|v, a[s], b[s] ∈ Rk+1}
be the space of trigonometric polynomials of degree N . TrigN contains a subspace
(2) LN (Sk) = {n(z) ∈ TrigN |n(z) · n(z) = R2 ∀z = exp(
√−1θ) ∈ C∗}
to approximate L(Sk). It follows immediately form the definition that n(z) is a Laurent
polynomial. The spaces LN (Sk) turns to be Riemannian stratified spaces. For such spaces
definition of L2(LN (Sk)) is straightforward. The tradeoff is that LN (Sk) is singular and
this complicates the analysis.
The spaces LN (Sk) are ordered by inclusion:
L0(Sk) ⊂ L1(Sk) ⊂ · · ·
It turns out that the space of smooth points L˜N (Sk) coincides with LN (Sk)\LN−1(Sk). It
is not clear at the moment what boundary conditions on functions C∞(M˜N (S
k)) to make
the closure of the operator self-adjoint.
A possible round-about is to remove a tubular neighborhood U(LN−1(Sk)) in LN (Sk).
The complements L˜N,U (Sk) = LN (Sk)\U(LN−1(Sk)) is a manifold with a boundary. A
Dirichlet or Neumann eigenvalue problem can serve as a replacement to the unknown bound-
ary conditions. The hope is that under certain assumptions in the limit when the size of
U goes to zero the spectra σ(HL˜N,U (Sk)) of the operators converge to σ(HL˜N (Sk)) and it is
discrete.
One of the fundamental questions posed by physicists is to establish the mass gap esti-
mates in the context of sigma models. In our language it would mean that we need to find
gap estimates for σ(HL˜N,U (Sk)) and σ(HL˜N (Sk)) when N →∞.
Conjecture 1. (C.f. [6] p.1175) Let ΓN be the difference λ2−λ1 of the first two eigenvalues
of Neumann (Dirichlet?) problem on L˜N,U(Sk). Then there are constant C1, C2 > 0 such
that
Γ(N) ≥ C1N2e−C2R2
It is well known that the sets of eigenvalues {ηk} of a positive self-adjoint operator
HL˜N,U (Sk) can be arranged in a nondecreasing order of magnitude as follows:
η1 ≤ η2 ≤ · · · ≤ ηk ≤ · · · → ∞
Much of the work has been done in mathematical community to estimate the difference
Γk = ηk − η1 for the Neumann problem for a general Schrödinger operator in terms of
differential geometry of the underlying manifold [5],[4],[26].
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Here is some relevant definitions: let (Mm, gij) be an m-dimensional compact Riemann-
ian manifold with metric gij and ∂M 6= ∅ be the boundary of M . Let ∆ be the Laplacian
operator associated to gij on M then we define on M a Schrödinger operator by ∆− q(x),
where q(x) ∈ C2(M). We consider the following Neumann eigenvalue problem:
∆u− qu = −ηu in M
∂u
∂ν
= 0 on ∂M.
Definition 2. ∂M is said to satisfy the "interior rolling R-ball" condition if for each point
p ∈ ∂M there is a geodesic ball Bq(R2 ), centered at q ∈ M with radius R/2,such that
p = Bq(
R
2 ) ∩ ∂M and Bq(R2 ) ⊂M .
Theorem 3. [5] Let Mm, m ≥ 3, be an m-dimensional compact manifold with boundary
∂M and ω(q) = sup q − inf q denote the oscillation of q over M . Suppose that the Ricci
curvature of M satisfies Rij +Kgij is positive-definite, K ≥ 0 and the second fundamental
form αij of ∂M with respect to outward pointing unit normal ν satisfies α+Hgij |∂M positive-
definite H ≥ 0. Suppose that ∂M also satisfies the "interior rolling r-ball condition" with r
chosen small (see [4], [26] for the choice of r). Then the gap Γk of k-th Neumann eigenvalues
ηk and η1 of M satisfies Γk ≥ α1k 2m for all k = 2, 3, . . . and some explicitly computable
constant α1 depending on m,K,H, r diameter of M and ω(q).
Here are some formulations for the problem with zero potential.
Theorem 4. [4]Let M be as in Theorem 3. Then the first nonzero Neumann eigenvalue
λ1 of Laplacian operator has a lower bound given by
λ1 ≥ Cp = 1
1 +H2
(
1− α2
4(m− 1)d2B
2
1 −B2
)
exp(−B1)
αand R are positive constants less then one,
d = diameter of M
B1 = 1 +
(
1 +
4(m− 1)d2B2
1− α2
) 1
2
B2 = (1 +H)B3 +
((2m− 3)2 + (4m− 5)α2)H2
(m− 1)R2α2 + (1 +H)
2K
B3 =
2(m− 1)H(1 +H)(1 + 3H)
R
+
H(1 +H)
R2
Theorem 5. [18] Let n ≥ 2 be an integer and let D, a, e,K be real numbers with D > 0 and
a > 0. Then a continuous function C(n, e, a,D,K) of these numbers can be constructed,
such that for any compact, Riemannian manifold (M,∂M, g) with diameter d the inequality
λ1d
2 ≥ C(n, e, a,K,D)
holds, provided that the following conditions are satisfied:
(1) d ≤ D,
4 M.V.MOVSHEV
(2) the Ricci curvature is ≥ (n− 1)K,
(3) the so-called "sectional radius” (defined as the radius of injectivity of the exponential
map of the normal bundle of ∂M into M is ≥ a, and
(4) the principal curvatures of the boundary are ≤ e. Where
C(n, e, a,K,D) = α(n) exp
(
−β(n)Dmax
(
e,
1
a
))
if K ≥ 0
C(n, e, a,K,D) = α(n) exp
−β(n)Dmax(e, 1a
)
− γ(n)D
√|K|
Th
(
a
√
|K|
2
)
 if K < 0
with
α(n) =
e−2
4(n− 1)
β(n) = 16n
γ(n) = 2(n − 1) 32
This theorem motivates our interest in differential geometry of L˜N,U(Sk). In this paper
(Section 6) we are going to present explicit formulas for Ricci curvature of L˜N,U(Sk) the
second quadratic form α.
We also going to study (Section 7) Schrödinger equation on the space L1(Sk). We derive
asymptotic of radial eigenfunctions near singular locus of L1(Sk).
2. The classical O(k + 1)-sigma model
In this section we are goin to remind the reader the basic definition related to the theory
of n-field. First of all the field of the theory is the smooth map n : R× S1 → Rk+1 subject
to a constraint. To formulate the constraint we choose coordinates t, θ on R × S1. Also
we equip Rk+1 with the dot-product such that for x, y ∈ Rk+1, x · y =∑n+1i=1 xiyi. We will
usually use an abbreviation x2 := x · x. We assume that n satisfies
(3) n(t, θ)2 −R2 = 0
(4) n(t, θ + L) = n(t, θ)
Thus, effectively, n is a map R× S1 → Sk, where S1 is a circle of radius L2π and Sk is a
sphere of radius R. Lagrangian L(n)dtdθ of the theory is
(5) L(n)dtdθ =
1
2
(
n2t − n2θ
)
dtdθ
In our finite approximation the space of fields Maps(R × S1, Sk) = Maps(R,L(Sk)) gets
replaced by Maps(R,LN (Sk)). The circle of questions typically discussed when Lagrangian
has been written is what are the solutions of the equation of motion and what are spectral
properties of the associated Schrödinger operator. In the present situation we have to
postpone answering these questions there is more pressing one: what are the singularities
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of LN (Sk) and is it possible to resolve them. We will answer these question in the next
sections
3. Resolution of singularities
L(Sk) is a homogenous space of the loop groups L(SO(k + 1)) ⊂ L(O(k + 1)). It means
that we have the action map
(6) L(O(k + 1)) × L(Sk)→ L(Sk)
and the product map
(7) L(O(k + 1))× L(O(k + 1))→ L(O(k + 1))
Only the action of constants O(k+1) ⊂ L(O(k+1)) survives after the truncation L(Sk)⇒
LK(Sk). The group O(k + 1) is an algebraic submanifold in Matk+1(R). Following the
analogy with Sk we define a finite-dimensional subvariety LM (O(k + 1)) ⊂ L(O(k + 1)).
The maps
LM(O(k + 1))× LK(Sk)→ LM+K(Sk)
LM(O(k + 1))× LK(O(k + 1))→ LM+K(O(k + 1))
(8)
are restriction of (6, 7).
The set of (smooth) homomorphisms Hom(S1,SO(k+1)) is a subset of L(O(k+1)) . The
group SO(k+1) acts on Hom(S1,SO(k+1)) by conjugations and Hom(S1,SO(k+1)) is a
union of SO(k + 1)-orbits. The intersection Hom(S1,SO(k + 1)) ∩ L(SO1(k + 1)) contains
an element λ0. It is a block-sum of standard two-dimensional representation r and a trivial
k − 1-dimensional representation. We denote the SO(k + 1) orbit of λ0 by G(k + 1).
The map
(9) µN : G(k + 1)× LN−1(Sk)→ LN (Sk)
is a restriction of the top map in (8) with M = 1 and K = N − 1 from L1(O(k + 1)) to
G(k + 1).
The goal of this section is to construct an open subset
XN ⊂ G(k + 1)× (LN (Sk+1)\LN−1(Sk+1))
which is isomorphic to LN+1(Sk+1)\LN−1(Sk+1) and it projects onto LN (Sk+1)\LN−1(Sk+1), N ≥
1. The fibers of the projection are affine spaces . Thus µN is binational isomorphism, We
can use µN for different N to birationally identify LN (Sk) with G(k+1)×N ×Sk. Moreover
the map µ : G(k + 1)×N × Sk → LN (Sk+1) (µ(λN (z), . . . , λ1(z), n) = λN (z) · · · λ1(z)n ) is
a resolution of singularities.
The reader might wish to compare this with a ideologically similar result [23] Appendix
A. in which the authors describe generators and relations in the group polynomial loops in
U(n).
First we want to identify the space G(k + 1). Representation λ ∈ G(k + 1) carries an
information about a two-dimensional subspace V (1) ⊂ Rk+1 together with the orientation
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or specified by the operator W = λ(
√−1π2 ). Conversely, any point V or in an oriented
Grassmannian G˜r2(R
k+1) determins a homomorphism λV or ∈ G(k + 1) by the rule
λV or(θ) = PV cos(θ) +WV sin(θ) + Id− PV
P 2V = PV ,W
2
V = −PV , ImPV = V
(10)
where PV is an orthogonal projection on V ,WV is an operator of projection on V followed by
rotation on ninety degree in agreement with orientation or. Note that λV −or(θ) = λV or(θ)
−1
and G(k + 1) is closed under taking inverses.
For construction of XN we will use some lemmas.
Lemma 6. Let
(11) {a, b|||a|| = ||b||}
be an orthogonal basis for V or ∈ G˜r2(Rk+1). In the future we will call an admissible basis
an orthogonal basis that satisfies 11. The map γl : S
1 → V, γl(θ) = cos(lθ)a + sin(lθ)b
satisfies
λV −orγl = γl−1
if {a, b} is a basis of V that agrees with orientation and
λV orγl = γl−1
if {a, b} has the opposite orientation.
Lemma 7. Let V or be a space generated by a positively oriented basis {a[N ], b[N ]}-the
leading coefficients (??) of a fixed n(θ) ∈ LN (Sk)\LN−1(Sk). Let P be the orthogonal
projection on V . Vectors P (a[N − 1]), P (b[N − 1]) have equal lengths and if nonzero are
orthogonal and define the same orientation as {a[N ], b[N ]}.
Proof. Nonzero vectors a[N ], b[N ] are orthogonal and a[N ]2 = b[N ]2 (formulas d2N , c2N ,
equation ??). The formula for projection is
P (v) =
a[N ] · v
a[N ]2
a[N ] +
b[N ] · v
b[N ]2
b[N ]
Then
P (a[N−1])·P (b[N−1]) = a[N ] · a[N − 1]
a[N ]2
a[N ] · b[N − 1]
a[N ]2
+
b[N ] · a[N − 1]
b[N ]2
b[N ] · b[N − 1]
b[N ]2
=
=
1
a[N ]2a[N ]2
((a[N ] · a[N − 1])(a[N ] · b[N − 1]) + (b[N ] · a[N − 1])(b[N ] · b[N − 1])) =
=
a[N ] · a[N − 1]
a[N ]2a[N ]2
(a[N ] · b[N − 1] + b[N ] · a[N − 1]) = 0
We use formulas d2N−1 and c2N−1 from ??:
a[N ] · b[N − 1] + b[N ] · a[N − 1] = 0, a[N ] · a[N − 1]− b[N ] · b[N − 1] = 0.
A similar computation shows that quantities
P (a[N − 1])2 = (a[N ] · a[N − 1])2 + (b[N ] · a[N − 1])2
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P (b[N − 1])2 = (a[N ] · b[N − 1])2 + (b[N ] · b[N − 1])2
are equal. Transition matrix from {a[N ], b[N ]} to {P (a[N − 1]), P (b[N − 1])}(
a[N ]·a[N−1]
a[N ]2
a[N ]·b[N−1]
a[N ]2
b[N ]·a[N−1]
b[N ]2
b[N ]·b[N−1]
b[N ]2
)
has determinant
a[N ] · a[N − 1]
a[N ]2
b[N ] · b[N − 1]
b[N ]2
− b[N ] · a[N − 1]
b[N ]2
a[N ] · b[N − 1]
a[N ]2
=
=
1
a[N ]2a[N ]2
(
(a[N ] · a[N − 1])2 + (a[N ] · b[N − 1])2) = P (a[N − 1])2
a[N ]2a[N ]2
≥ 0
This verifies the statement about orientation. 
Proposition 8. The map (9) is onto.
Proof. It suffices to show that for any N ≥ 1 and n(θ) ∈ LN (Sk)\LN−1(Sk)∃λ ∈ G(k + 1)
such that λ−1n ∈ LN−1(Sk). Then trivially λ(λ−1n) = n. Then the general statement will
follows because LN (Sk) is filtered by Ll(Sk)\Ll−1(Sk), l = 0, . . . , N .
We denote a homomorphism λV or based on the space V from Lemma 7 by λ. We would
like to show that λ−1n ∈ TrigN−1. In terms of Fourier harmonics n =
∑N
l=0 nl (1) it suffice
to verify that λ−1nN , λ
−1nN−1 ∈ TrigN−1. All other terms λ−1nl, l ≤ N − 2 belong to
TrigN−1 by virtue of basic trigonometric identities. Note that λ
−1nN ∈ TrigN−1 follows
from Lemma 6 and the choice of λ. Denote PV from Lemma 7 by P . Then λ
−1 acts trivially
on (Id − P )nN−1 so (Id − P )nN−1 ∈ TrigN−1. By Lemma 7 λ−1PnN−1 ∈ TrigN−2, thus
λ−1nN−1 ∈ TrigN−1 and Proposition is proven.
The set L1(SO(k + 1)) is invariant with respect to taking inverses because φ(θ)−1 =
φ(θ)t, where t stands for transpose which is a linear operation. Then n(θ) is equal to
φ(θ)−1φ(θ)n(θ). The statement would follow if for any n(θ) ∈ LN (Sk) we will find φ(θ) ∈
L1(SO(k+1)) such that φ(θ)n(θ) ∈ LN−1(Sk). Matrix coefficients of φ(θ) = V +A cos(θ)+
B sin(θ) ∈ L1(SO(k + 1)) have to satisfy
ABt +BAt = 0, AAt −BBt = 0
V Bt +BV t = 0, V At +AV t = 0
AAt + V V t = Id
(12)
We expand φ(θ)n(θ) into Fourier series a′[N + 1] cos((n + 1)θ) + b′[N + 1] sin((n + 1)θ) +
a′[N ] cos(nθ) + b′[N ] sin(nθ) + · · · whose coefficients satisfy
a′[N + 1] =
1
2
(Aa[N ]−Bb[N ]), b′[N + 1] = 1
2
(Ba[N ] +Ab[N ])
a′[N ] =
1
2
(Aa[N − 1]−Bb[N − 1] + 2V a[N ]), b′[N ] = 1
2
(Ba[N − 1] +Ab[N − 1] + 2V b[N ])
· · ·
(13)
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Our goal is to find A,B, V that satisfy constraints (12) such that a′[N+1], b′[N+1], a′[N ], b′[N ]
vanish. Introduce notations: (a, b)ij stands for a matrix whose i-th row is a vector a, j-th
row is a vector b and all the remaining rows vanish. From equations (??) we know that if
one of a[N ], b[N ] is nonzero then both are nonzero. Let a = a[N ]/|a[N ]|, b = b[N ]/|b[N ]|
be normalized leading coefficients. We set A = (a, b)k,k+1, B = (b,−a)k,k+1. To define V
we choose k − 1 orthonormal vectors e1, . . . , ek−1 perpendicular to a and b. We define V
to be the matrix (e1, . . . , ek−1, 0, 0), whose first k − 1 are formed by vectors ei and whose
remaining two rows are equal to zero. In geometric terms V is an orthogonal projection
on orthogonal complement < a, b >⊥. We leave it to the reader to verify that equations
(13,12). The reader should use four equations from the set (??) a[N ]2 = b[N ]2, a[N ] ·b[N ] =
0, a[N ] · a[N − 1]− b[N ] · b[N − 1] = 0, a[N ] · b[N − 1] + b[N ] · a[N − 1] = 0. We denote the
resulting element in L1(SO(k + 1)) by φab

Proposition 9. Pick n ∈ LN (Sk)\LN−1(Sk). Suppose n = λini, λi ∈ G(k + 1), ni ∈
LN−1(Sk), i = 1, 2. Then λ1 = λ2 and n1 = n2 ∈ LN−1(Sk)\LN−2(Sk).
Proof. We decompose maps into finite Fourier series
n = v +
N∑
k=1
a[k] cos(kθ) + b[k] sin(kθ), ni = v
i +
N∑
k=1
ai[k] cos(kθ) + bi[k] sin(kθ), i = 1, 2
λi = Pi cos(θ) +Wi sin(θ) + Id− Pi, i = 1, 2
Then
a[N + 1] = Pia
i[N ]−Wibi[N ]
b[N + 1] =Wia
i[N ] + Pib
i[N ], i = 1, 2
(14)
By assumptions a[N + 1], b[N + 1] 6= 0 and by virtue of equations (10) Wia[N + 1] =
b[N + 1],Wib[N + 1] = −a[N + 1], i = 1, 2. This implies that
< a[N + 1], b[N + 1] >⊂ ImPi + ImWi ⊂ ImPi ⇒< a[N + 1], b[N + 1] >= ImPi
and because of that P1 = P2,W1 = W2. We conclude that λ1 = λ2 = λ and λ
−1n = n1 =
n2. Were n1 an element of LN−2(Sk), then λn1 would be an an element of LN−1(Sk), which
is impossible because λn1 = n = LN (Sk)\LN−1(Sk). 
Remark 10. The space G(k + 1) is diffeomorphic to a complex quadric Q ⊂ P(Ck+1):
an admissible basis (11) for V or ∈ G˜r2(Rk+1) generate a line < a +
√−1b >∈ P(Ck+1).
Equation (a+
√−1b, a+√−1b) = ||a||2− ||b||2+2√−1(a, b) = 0 is automatically satisfied.
Complex rescaling of the generator a+
√−1b corresponds to different choices of admissible
bases for V or
Now we are ready to determine the subset XN
Definition 11. Fix n ∈ LN (Sk). We call an element λ ∈ G(k + 1) n-regular if λn ∈
LN+1(Sk)\LN (Sk). If λn ∈ LN (Sk) then we call λ an n-singular homomorphism. We
denote the set of n-singular elements in G(k + 1) by D(n).
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Proposition 12. The set G(k + 1)\D(n) is algebraically isomorphic to Ck−1 ∼= R2k−2.
Proof. Equation λn ∈ LN (Sk) is equivalent to equations
Pa[N ]−Wb[N ] = 0
Wa[N ] + Pb[N ] = 0
(15)
on the Fourier coefficients of the highest degree. Representation λ is defined in (10). We
pick an admissible basis a, b ∈ ImP . Operators P and W can be defined purely in terms of
the basis:
P (v) =
1
||a||2 ((a · v)a+ (b · v)b)
W (v) =
1
||a||2 (−(a · v)b+ (b · v)a)
Equations (15) are equivalent to
a · a[N ] = b · b[N ]
b · a[N ] = −a · b[N ]
These equations are equivalent to orthogonality of complex vectors
A = a[N ] +
√−1b[N ]
A′ = (a+
√−1b)
A · A′ = (a[N ] · a− b[N ] · b) +√−1(a[N ] · b+ b[N ] · a) = 0
Together with admissible basis equations A ·A = A′ ·A′ = 0 these ensure that a P1 spanned
by A,A′ lies entirely in Q ⊂ P(Ck+1).
For fixed A ∈ Q the set D = {X ∈ Q|A · X = 0} is invariant under the parabolic
subgroup P ⊂ SO(k + 1,C) that fixes A. Thus D is a codimension one Schubert cell in Q.
The complement of D is isomorphic to affine space Ck−1. Suppose k + 1 = 2l is even. We
can choose a system of complex coordinates such that quadric equation is
∑l
i=1 ziwi = 0,
the set X is defined by equation z1 = 0. We can solve quadric equation in the complement
of D
w1 = − 1
z1
l∑
i=2
ziwi
This verifies isomorphism of the space of solutions with Ck−1.
Suppose k + 1 = 2l + 1 is odd. The quadric equation in suitable coordinates is h2 +∑l
i=1 ziwi = 0. The set X is still defined by equation z1 = 0.
w1 = − 1
z1
(
h2 +
l∑
i=2
ziwi
)
To summarize-the set Q\D is isomorphic to G(k + 1)\D(n) is contractible 
We arrive at the following conclusion
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Corollary 13. The space LN+1(Sk+1)\LN (Sk+1) is homotopy equivalent to LN (Sk+1)\LN−1(Sk+1),
N ≥ 1. Thus by results in Section 5 LN+1(Sk+1)\LN (Sk+1) is homotopy equivalent to
L1(Sk+1)\L0(Sk+1), which is homotopy equivalent to the Stiefel manifold V2.
Remark 14. The spaces LN (S3) are dense in L(S3) in L∞ topology. For the proof see
David E Speyer response at https://mathoverflow.net/questions/158105/real-varieties-with-
enough-algebraic-loops
4. Equation of motion
The Lagrangian (5) with n(t, θ) ∈ Maps(R,LN (Sk)) can be written in terms of uncon-
strained fields by means of the Lagrange multiplier c:
(16) L(n, c) := 1
2
(
nt · nt − nθ · nθ + c(n · n−R2)
)
, n ∈ TrigN (Rk+1), c ∈ Trig2N (R)
Introduce a notation
(17) DN (θ) =
sin((N + 1/2)θ)
sin(θ/2)
Denote by (PrN n)(θ) =
1
2π
∫
S1 DN (θ−θ′)n(θ′)dθ′ the orthogonal projection onto TrigN (Rk+1) ⊂
TrigN+N ′(R
k+1).
Equations of motion for (16) look like
(18) PrN (−ntt + nθθ + cn) = 0
(19) n · n−R2 = 0
Note that PrN (−ntt + nθθ) = −ntt + nθθ, so (18) is equivalent to
−ntt(t, θ) + nθθ(t, θ) + 1
2π
∫ 2π
0
c(t, θ′)n(t, θ′)DN (θ
′ − θ)dθ′ = 0
After taking the dot-product with n we get
n2t − n2θ + gn,N (c) = 0
Here gn,N is an operator on Trig2N (R) define by the formula
gn,N (c) =
1
2π
∫ 2π
0
c(t, θ′)n(t, θ′) · n(t, θ)DN (θ′ − θ)dθ′
The inverse to gN is the operator Gn,N . we can solve the last equation for c:
c = Gn,N (n
2
θ − n2t )
finally equation (18) becomes equation of extremals
(20) − ntt(t, θ) + nθθ(t, θ) + 1
2π
∫ 2π
0
GN (n
2
θ − n2t )(t, θ′)n(t, θ′)DN (θ′ − θ)dθ′ = 0
The remarkable fact [7] is that the O(k + 1)-model is completely integrable. It is not clear
if it admits a sequence of finite integrable approximations. In particular it is not clear
whether (20) is integrable.
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If we explicitely impose the constraints (19) and n ∈ TrigN (Rk+1) we get the action for a
system that moves on a manifold LN (Sk) in the potential U =
∫
S1 n
2
θ. On general grounds
we know that classical trajectories satisfy Newton’s law equation ∇n′t = − ∗ dU(n). ∇ is
the Levi-Civita connection associated with the metric on LN (Sk). In the next section we
will describe the metric on L1(Sk)-the simplest manifold in the family LN (Sk).
5. Variety L1(Sk)
The space L1(Sk) is the simplest nontrivial case of our construction. It consists of a
triple of vectors (v, a, b) = (v, a[1], b[1]) that satisfy
v · a = v · b = a · b = 0
a2 − b2 = 0 v2 + a2 −R2 = 0(21)
This data has a simple geometric interpretation (cf. [14] Section 2.3). Nonzero vectors a
and b span a two-plane Wa,b ⊂ Rk+1, which intersects Sk by a big circle. We see that the
Grassmannian G˜r2(R
k+1) coincides with the space of such circles. A choice of an orthogonal
basis {a, b} for W encodes a parametrization of W ∩Sk. A shift W → v+W of W,v ∈W⊥
produces a family of smaller circles (W + v) ∩ Sk, which degenerate to points of Sk when
v · v = R2. Thus for a fixed W the set of admissible shifts is a k − 1-dimensional disk
D
k−1
= {v ∈ W⊥|v · v ≤ R2}. From this we deduce that the complement L1(Sk)\L0(Sk)
is a Dk−1 × S1-bundle over oriented Grassmannian G˜r2(Rk+1): under projection
p : L1(Sk)\L0(Sk)→ G˜r2(Rk+1)
the triple (v, a, b) get mapped to Wa,b ∈ G˜r2(Rk+1). The following two vector bundles over
G˜r2(R
k+1) were extensively studied in the theory of characteristic classes (cf [19]):
γ2 = {(v,W )|v ∈W,W ∈ G˜r2(Rk+1)} → {W |W ∈ G˜r2(Rk+1)}
γ⊥2 = {(v,W )|v ∈W⊥,W ∈ G˜r2(Rk+1)} → {W |W ∈ G˜r2(Rk+1)}
Our bundle is a fiber product of the disk and the circle bundles Dk−1(γ⊥2 )× S(γ2).
It is convenient to introduce vectors ev =
v
|v| , ea =
a
|a| , eb =
b
|b| , A triple (ev , ea, eb) defines
a point in a Stiefel manifold V3(R
k+1) of orthonormal 3-frames in Rk+1. In this paper we
will use two local parametrizations:
trig : (0, πR/2) × V3(Rk+1)→ L1(Sk)
alg : (0, 1) × V3(Rk+1)→ L1(Sk).
(22)
They are defined by the formula:
trig(τ, ev , ea, eb) = (R sin (τ/R) ev , R cos (τ/R) ea, R cos (τ/R) eb)
alg(t, ev , ea, eb) =
(
Rt1/2ev, R(1 − t)1/2ea, R(1− t)1/2eb
)(23)
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The inverses
trig−1(v, a, b) = (R arcsin (|v|/R) , v/|v|, a/|a|, b/|b|)
alg−1(v, a, b) = (|v|/R, v/|v|, a/|a|, b/|b|)
are defined away from the sets S = {(Rev , 0, 0)|ev ∈ Sk} and S′ = {(0, Rea, Reb)|(ea, eb) ∈
V2(R
k+1)}
Proposition 15. The singular locus L1(Sk)sing coincides with S.
Proof. The set S is a subset of L1(Sk)sing because the differentials d(a2 − b2) and d(a · b)
vanish on S. Let S′ be {(0, Rea, Reb)|(ea, eb) ∈ V2(Rk+1)}. The complement L1(Sk)\(S∪S′)
is smooth because the map alg defines a diffeomorphism of the set with a smooth manifold.
A direct inspection shows that differentials of (21) are linearly independent along S′. By
inverse function theorem L1(Sk) is smooth near S′. 
As a corollary we see that dimL1(Sk) = 3k − 2
The space Trig1(R
k+1) is equipped with metrics
g = dv · dv + 1
2
(da · da+ db · db).(24)
Our next goal is to compute restrictions g = pol∗g′ .
For this purpose we need to have a description of a tangent space Tx to a point x ∈
V3(R
k+1). V3(R
k+1) ∼= SO(k + 1)/SO(k − 2) is a homogeneous SO(k + 1) × SO(3)-space.
Suppose the point x is represented by a coset SO(k − 2). Then the tangent space to x is
so(k+ 1)/so(k− 2). Using the isomorphism so(k + 1) ∼= Λ2Rk+1 and the inner product we
identify the tangent space to x = (ev, ea, eb) with Λ
2〈ev, ea, eb〉+ 〈ev , ea, eb〉 ⊗ 〈ev , ea, eb〉⊥.
The space Tx being a subspace in R
k+1 ⊗Rk+1 carries its own inner product induced from
the metric (l ⊗m, l′ ⊗m′) = (l · l′) × (m ·m′). It is convenient to use the corresponding
metric, which we denote by h, as a reference point in the space of metrics on V3(R
k+1).
We will need a description of an h-orthonormal basis for Tx . For this purpose we
complete x to an orthonormal basis {ev , ea, eb, e1, . . . , ek−2} for Rk+1. We define a basis Bx
for Tx as {eva, evb, eab, evi, eai, ebi|i = 1, . . . , k − 2}, where
(25) eij =
1√
2
(eiej − ejei)
i, j = v, a, b, 1, . . . , k − 3. Indeed each eij ∈ Bx defined a variation of the frame :
(26) x→ x+ ǫ 1√
2
((ei · ev)ej − (ej · ev)ei, (ei · ea)ej − (ej · ea)ei, (ei · eb)ej − (ej · eb)ei)
where ǫ is an infinitesimal parameter. The metric h in this frame is
(27) gref = de
2
va + de
2
vb + de
2
vb +
k−2∑
i=1
de2vi + de
2
ai + de
2
bi
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In the above notations the pullback of the metric g (24) is equal to
alg∗g =
R2
4
(
1
t(1− t)dt
2 + gΩ(t)
)
, trig∗g = dτ2 +
R2
4
gΩ(sin
2 (τ/R))
gΩ(t) = (1 + t)de
2
va + (1 + t)de
2
vb + 2(1 − t)de2ab+
+
k−2∑
i=1
2tde2vi + (1− t)de2ai + (1− t)de2bi
trig∗g =
R2
4
(
4
R2
dτ2 +
(
1 + sin2
( τ
R
))
de2va +
(
1 + sin2
( τ
R
))
de2vb + 2cos
2
( τ
R
)
de2ab+
+
k−2∑
i=1
(
2 sin2
( τ
R
)
de2vi + cos
2
( τ
R
)
de2ai + cos
2
( τ
R
)
de2bi
))
alg∗t g =
R2
4
(
1
t(1− t)dt
2 + (1 + t)de2va + (1 + t)de
2
vb + 2(1− t)de2ab+
+
k−2∑
i=1
2tde2vi + (1− t)de2ai + (1− t)de2bi
)
Proposition 16.
(1)
s(t) =
√
detGΩ(t) = dvolgΩ/dvolgref = 2
k−2
2 t
k−2
2 (1− t)k− 12 (1 + t)√
detGhΩ(t) = dvolghΩ/dvolgref = 2
3k−2
2 t
k−2
2 (1− t) 2k−32
(2) Let G = dτ2 + gref be the product metric on (0,
πR
2 ) × V3(Rk+1). The quantity
dvoltrig∗g/dvolG is equal to
(28) wktrig(τ) =
R3k−3
2
5k−5
2
sink−2 (τ/R) cos2k−3 (τ/R) (1 + sin2 (τ/R))
The volume of (0, πR2 )× V3(Rk+1) with respect to dvoltrig∗g is equal to
23−
5k−1
2 R3k−2Γ(k − 1)Γ (k+12 )
Γ
(
3k
2 − 12
) × π
2
× V olgref (V3(Rk+1))
(3) Let G′ = dt2 + gref be the product metric on (0, 1) × V3(Rk+1). The quantity
dvolalg∗g/dvolG is equal to
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wkalg(t) = ckt
k−3
2 (1− t)k−2(1 + t) where
ck =
R3k−2
2
5k−3
2
(29)
In the following we will omit explicit k-dependence of wktrig, w
k
alg when the value of k is
clear from the context.
The volume of a unit k-sphere is equal to (see e.g. [10]) to V ol(Sk) = 2π
k+1
2
Γ(k+1
2
)
where Γ(x)
is the gamma function. Projection on the first vector defines a homogeneous submersion
V3(R
k+1)→ Sk. From this we deduce that
V olgref (V3(R
k+1)) =
8π
3k
2
Γ(k+12 )Γ(
k
2 )Γ(
k−1
2 )
6. Ricci curvature
Such information could be useful because general theorems concerning Schrödinger op-
erator (like 5) rely on it.
6.1. Some explicit computations for L1(Sk). In this section we present results of com-
putation of Ricci curvature of L1(Sk) carried out with a help of Mathematica. Here we
present some partial but explicit results.
Ricci operator Ricji = Ricikg
kj be diagonalized in a gij-othonormal basis.
For k = 2 one can compute all relevant tensors explicitly using RGTC Mathematica
pakage. The eigen values for the space L1(S2) are 3t2+6t−1
R
2(t+1)2
having multiplicity 3 and
3t2+2t+3
R
2(t+1)2
with multiplicity one. In particular, the scalar curvature is 4t(3t+5)
R2(t+1)2
. From this we
see that for L1(S2)
Ricij ≥ − 1
R2
gij .
The map
(30) p : L1(Sk)→ (0, R), (v, a, b) → |v|/R
is a submersion because it commutes with the action of SO(k + 1). It is defined on Lk ⊂
L1(Sk) which consists of a, b, v such that ||a|| 6= 0, R.
It is natural to use O’Neill formulas [22] for computation of the Ricci curvature of L1(Sk).
The fibers of the map p are Stiefel manifolds that carry SO(k + 1)-homogeneous metric.
Besse in [3] gives formulas for curvature tensors of homogenous manifold that we are going
to use. We have to set notations first. Let G be a Lie group and F be a closed connected
Lie subgroup. We denote by g and f the Lie algebras of G and F respectively. We assume
that g splits
(31) g = f+ p
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into a direct sum of f representations. We identify the tangent space to eF ∈ G/F with
g/f ∼= p. The G-invariant metric on G/F defines an inner product on p and is completely
characterized by it. All curvature tensors are G-invariant and can be written purely in
terms of the inner product (., .) on p, bracket in g and decomposition (31). We denote by
[a, b]f projection of [a, b] onto f and by [a, b]p the corresponding projection on p. According
to [3] the formula for Riemann tensor R(X,Y ) ∈ End(p) reads as
(R(X,Y )X,Y ) =
3
4
||[X,Y ]p||2 − 1
2
([X, [X,Y ]]p, Y )− 1
2
([Y, [Y,X]]p, Y )
+ ||U(X,Y )||2 − (U(X,X), U(Y, Y )), X, Y ∈ p
The map U : p⊗ p→ p is defined by the formula:
2(U(X,Y ), Z) = ([Z,X]p, Y ) + (X, [Z, Y ]p)
In order to write a formula for Ricci curvature Ric we have to fix orthogonal basis {Xi}for
p. Then
Ric(X,X) = −1
2
∑
j
||[X,Xj ]p||2 − 1
2
∑
j
([X, [X,Xj ]p]p,Xj)− 1
2
∑
j
([X, [X,Xj ]f]p,Xj)
+
1
4
∑
i,j
([Xi,Xj ]p,X)
2 − ([Z,X]p,X)
where Z =
∑
i U(Xi,Xi). It is known that (Z,X) = tr(adX). This is why Z = 0, when
the group G is SO(k + 1).
The formula for the Ricci tensor of the fiber of the projection p is
Ricp =
(2(k + 1)− 4)t2 + (4(k + 1)− 16)t + 2(k + 1)− 4
(1 + t)2
dv2ab+
(2(k + 1)− 4)t+ 2(k + 1)− 6
t+ 1
(
dv2va + dv
2
vb
)
+ (k − 3)
k−2∑
i=1
(dv2vi + dv
2
ai + dv
2
bi), k ≥ 3
Ricp =
2t2 − 4t+ 2
(1 + t)2
dv2ab +
2t
t+ 1
(
dv2va + dv
2
vb
)
,
k = 2
Ricp is positive definite when n ≥ 3, t ≥ 0
In order to compute second fundamental form of the fibers of the projection p we choose
a vector field e′ = ∂∂t which is orthogonal to the fibers of p. The formula for the form reads
T (η, ξ) =
1
|e′|∇ηξ · e
′
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where ∇ is the Levi-Civita connection. We can compute the same quantity If we extend
η, ξ, e′ from L1(Sk) to Trig1(Rk+1) compute it there and then restrict back to L1(Sk). For
connection we take Levi-Civita connection on Trig1(R
k+1).
If vector fields η, ξ are elements of sok+1, then they have a canonical extension to
Trig1(R
k+1), produced by sok+1 action. The vector field e
′ is a restriction of the vector
field
R2
2|v|2 v · ∂v −
R2
2(R2 − |v|2)a · ∂a −
R2
2(R2 − |v|2)b · ∂b
which is defined on Trig1(R
k+1), for which we will keep the same notation. Components
v · ∂v , a · ∂a, b · ∂b are dilation operators acting on separately on v, a and b components.
Advantage of working on Trig1(R
k+1) is that covariant derivative associated with Levi-
Civita connection defined by partial derivatives. In order to simplify result of coordinate
computation it is convenient to evaluate T at a point with v = (Rt1/2, 0, 0, . . . , 0), a =
(0, R
√
1− t, 0, . . . , 0), b = (0, 0, R√1− t, 0, . . . , 0). The result of the computation is
T =
R
2
√
t(1− t)
(
dv2va + dv
2
vb − 2dv2ab +
k−2∑
i=1
(2dv2vi − dv2ai − dv2bi)
)
k ≥ 3
T =
R
2
√
t(1− t)(dv2va + dv2vb − 2dv2ab), k = 2
The trace of T is equal to
trT =
2
(
(7− 4k)t2 + (7− 3k)t+ k − 2)
R(t+ 1)
√
t(1− t) , k ≥ 3
trT = 4
√
t(1− t)
R(t+ 1)
, k = 2
The tensor CT = Tikg
kk′Tkj is equal to
CT = t(1− t)
(
1
1 + t
dv2va +
1
1 + t
dv2vb +
2
1− tdv
2
ab +
k−2∑
i=1
2
t
dv2vi +
1
1− tdv
2
ai +
1
1− tdv
2
bi
)
k ≥ 3
CT = t(1− t)
(
1
1 + t
dv2va +
1
1 + t
dv2vb +
2
1− tdv
2
ab
)
k = 2
Finally the vertical component of the Ricci tensor is equal to
−
(
(8k − 7)t2 + (5k − 6)t− 3k + 5) (de2ai + de2bi)
t+ 1
+
(
16kt2 + 13kt − 3k − 14t2 − 19t+ 3) de2vi
t+ 1
− 2de
2
ab
(
(8k − 7)t3 + (13k − 15)t2 + (2k − 1)t− 3k + 3)
(t+ 1)2
+ ((8k − 7)t− 2) (de2va + de2vb)
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We will not attempt to compute the horizontal and mixed components here and just
notice that if k ≥ 4 then the mixed component must be zero by symmetry reasons. The
general for the Ricci curvature for arbitrary LN (Sk) will be presented in the next section.
6.2. The curvature of a submanifold M ⊂ Rn. A review. The space LN (Sk) (2)
are defined as a submanifold inside f the linear space TrigN (R
k+1). Curvature of such
submanifold can be computed from fundamental equations of differential geometry. In this
section we are going to remind how this is done and set up notations. Let (f1(v), . . . , fk(v))
be components of a a smooth map f : Rn → Rk. Let us assume that f is transversal at
0 ∈ Rk, that is collection of smooth df1, . . . , dfk are linearly independent on
(32) M = {v ∈ Rn|f(v) = 0}.
By inverse function theorem M is a smooth submanifold in Rn. Introduce notation: TM
and NM stands for the tangent and normal bundles of M ⊂ Rn, Γ(M,L) is a space of C∞-
sections of a vector bundle L over M . Let R′ be the curvature of a metric tensor g′ab on R
n.
The curvature R of the induced metric gcd on M can be computed via Gauss’-Weingarten
equation
〈R′(X,Y )Z,W 〉 = 〈R(X,Y )Z,W 〉+ 〈α(X,Z), α(Y,W )〉 − 〈α(Y,Z), α(X,W )〉
where α ∈ Γ(M,Sym2TM ⊗NM ) is the second quadratic form. We can compute it by the
formula
α(X,Y ) = −〈X,∇Y ei〉ei.
Here ei is an orthonormal basis for NM . Obviously we get the same answer if we use the
formula
(33) α(X,Y ) = 〈∇XY, hi〉hi
where
(34) {hi|i = 1, . . . , k} is a basis for NM and {hi} is the g′-dual basis.
In the following indices labelled by latin letters i, j, k, l, q, r will run through this range.
Then
〈α(X,Z), α(Y,W )〉 = 〈∇XZ, hi〉〈∇YW,hk〉sik
sik = 〈hi, hk〉
and (sik) is the inverse to (s
ik). In our case collection
(35) {hi} = {grad fi}
defines a local basis for NM . Furthermore
(36) we assume that g′ab written in standard coordinates is a constant matrix.
Then the covariant derivative ∇′a associated with Levi-Civita connection is ∂∂xa , R′ = 0 and
(37) 〈R(X,Y )Z,W 〉 = 〈∇′Y Z, gradfi〉〈∇′XW, gradfj〉sij−〈∇′XZ, gradfi〉〈∇′YW, gradfj〉sij
sij = 〈gradfi, gradfj〉g′
We just proved the following proposition
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Proposition 17. The curvature of the submanifold M ⊂ Rn (32), where Rn is equipped
with a metric g′ab (36) is given by the formula (37).
For M -tangential vectors 〈Z, gradfi〉 = 0. Then 〈∇′Y Z, gradfi〉 = −〈Z,∇′Y gradfi〉 and
the formula can be written in a form that is more suitable for computations:
〈R(X,Y )Z,W 〉 =
= 〈∇′Y Z, gradfi〉〈∇′XW, gradfj〉sij − 〈∇′XZ, gradfi〉〈∇′WY, gradfj〉sij
(38)
Let {li} be a local basis of the tangent bundle TM , and {li} be the g′-dual basis. The
tensor g′ab ∂∂xa ⊗ ∂∂xb , 1 ≤ ab ≤ n is a sum of two orthogonal components li ⊗ li + hr ⊗ hr.
Then
(39) li ⊗ li = g′ab ∂
∂xa
⊗ ∂
∂xb
− hr ⊗ hr.
Recall that the Ricci tensor is a contaction
Ric(X,Y ) = 〈R(X, li)Y, li〉 = −〈R(X, li)li, Y 〉
We use the second sum in the above formula and (39) to derive Ric(X,W ):
Ric(X,W ) = g′ab〈∇′ ∂
∂xa
∂
∂xb
, gradfi〉〈∇′XW, gradfj〉sij − g′ab〈∇′X
∂
∂xa
, gradfi〉〈∇′W
∂
∂xb
, gradfj〉sij
− 〈∇′hrhr, gradfi〉〈∇′XW, gradfj〉sij + 〈∇′Xhr, gradfi〉〈∇′Whr, gradfj〉sij
We know that ∂∂xa is covariantly constant so ∇′X ∂∂xa = 0 for all X. Additionally
hq = sqrgradfr
and
(40) 〈∇′Xhr, gradfi〉 = −〈hr,∇′Xgradfi〉 because 〈hr, gradfi〉 = δri
Thus
Ric(X,W ) = −〈∇′gradfrhr, gradfi〉〈∇′XW, gradfj〉sij + 〈∇′Xhr, gradfi〉〈∇′W gradfr, gradfj〉sij =
〈gradfq,∇′gradfrgradfi〉〈∇′XW, gradfj〉sqrsij − 〈gradfq,∇′Xgradfi〉〈gradfr,∇′W gradfj〉sqrsij
Proposition 18. Ricci curvature of the submanifold M ⊂ Rn (32), where Rn is equipped
with a metric g′ij (36) is equal to
Ric(X,W ) = 〈gradfq,∇′gradfrgradfi〉〈∇′XW, gradfj〉sqrsij
− 〈gradfq,∇′Xgradfi〉〈gradfr,∇′W gradfj〉sqrsij
(41)
where X,W ∈ Γ(M,TM ).
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Corollary 19. The scalar curvature Sc of M is equal to
Sc =
− 〈gradfq, grad ∂fi
∂xa
〉〈gradfr, grad∂fj
∂xb
〉g′absqrsij
+ 〈gradfq,∇′gradfrgradfi〉〈gradfk,∇′gradflgradfj〉sklsqrsij
+ 〈gradfq,∇′gradfkgradfi〉〈gradfl,∇′gradfrgradfj〉sklsqrsij
(42)
Proof. Follows from the formula R = R(li, l
i), (39) and (40) 
The mean curvature H is equal to
α(li, l
i) = 〈∇lj lj, hi〉hi = gab〈∇ ∂
∂xa
∂
∂xb
, hi〉hi − 〈∇hrhr, hi〉hi = −〈∇hrhr, hi〉hi =
= 〈gradfq,∇gradfrgradfi〉gradfjsrqsij
It square is equal to
(43) H2 = srq〈gradfq,∇gradfrgradfi〉skl〈gradfk,∇gradflgradfj〉sij
Note that it is the middle term in the formula for Sc.
Proposition 20. [17] Let Mn be an immersed submanifold in the Euclidean space Rn+p
where p denotes the codimension. Let Ricmin, Sc, and H denote the functions that assign to
each point of M the minimum Ricci curvature, the scalar curvature, and the mean curvature
respectively of M at the point. Then we have
(44) Ricmin ≥ Sc− (n− 1)H
2
4
+
1
4n2
(√
n− 1(n− 2)|H| − 2
√
(n− 1)H2 − nSc
)2
6.3. Curvature tensors of LN (Sk). So far discussion was very general. Suppose now
R
n ∼= TrigN (Rk+1). It carries a metric metric 〈δn1(θ), δn2(θ)〉 = 12π
∫ 2π
0 δn1(θ) · δn2(θ)dθ,
which in our coordinates is
(45) dv · dv + 1
2
N∑
s=1
(da[s] · da[s] + db[s] · db[s])
A trigonometric polynomial φ(θ) ∈ C2N (S1) defines a quadratic functional
(46) n(θ)→ 1
2π
∫
S1
(n(θ) · n(θ)−R2)φ(θ)dθ = fφ(n)
on TrigN (R
k+1). We defined the real algebraic variety LN (Sk) ⊂ TrigN (Rk+1) as {n(θ) ∈
TrigN (R
k+1)|fφ(n(θ)) = 0 ∀φ ∈ C2N (S1)}.
It will be useful to rewrite metric (45) by using Dirichlet kernel (17)
〈δ1n, δ2n〉 = 1
4π2
∫
S1×S1
δ1n(θ1) · δ2n(θ1)DN (θ1 − θ2)(47)
The tangent bundle to Rk+1 is canonically trivialized. This is why we can identify tangent
vectors Tn(θ)(TrigN (R
k+1)) with elements e(θ) ∈ TrigN (Rk+1).
20 M.V.MOVSHEV
We start curvature computations with writing down the formula for gradfφ.
Proposition 21. (1)
(48) gradfφ(θ) =
1
π
∫
S1
DN (θ − θ′)n(θ′)φ(θ′)dθ′
(2) Consider the bilinear form
4gN (φ,ψ) := 〈gradfφ, gradfψ〉 = 1
4π2
∫
S1×S1
4gN (θ, θ
′)φ(θ)ψ(θ′)dθdθ′
on C2N (S
1). The kernel gN is equal to
(49) gN (θ, θ
′) = DN (θ − θ′)n(θ) · n(θ′)
Proof. (1) Let nt(θ) be a sooth path t ∈ [0, ǫ), n0(θ) = n(θ) Follows from the formula
∂fφ
∂t
∣∣∣∣
t=0
=
2
2π
∫
S1
n(θ) · ∂nt(θ)
∂t
∣∣∣∣
t=0
φ(θ)dθ =
1
π
∫
S1×S1
n(θ′) · ∂nt(θ)
∂t
∣∣∣∣
t=0
φ(θ′)DN (θ−θ′)dθdθ′
(2)
4g(φ,ψ) =
4
8π3
∫
S1×S1×S1
DN (θ − θ′)DN (θ − θ′′)n(θ′) · n(θ′′)φ(θ′)φ(θ′′)dθdθ′dθ′′ =
=
4
4π2
∫
S1×S1
DN (θ
′ − θ′′)n(θ′) · n(θ′′)φ(θ′)φ(θ′′)dθ′dθ′′
We used
(50)
1
2π
∫
S1
DN (θ − θ′)DN (θ − θ′′)dθ = DN (θ′ − θ′′)

Besides inner product g(·, ·) the space C2N (S1) carries the standard L2-inner product
(φ,ψ) = 12π
∫
S1 φ(θ)ψ(θ)d(θ). Then g(φ,ψ) = (g(φ), ψ), where g is some symmetric opera-
tor on C2N (S
1). The inverse by
(51) G(ψ)(θ) =
1
2π
∫
S1
G(θ, θ′)ψ(θ′)dθ′
has the kernel that satisfies
1
2π
∫
S1
DN (θ − θ′)n(θ) · n(θ′)G(θ′, θ′′)dθ′ = D2N (θ − θ′′)
Let ∇ be the covariant derivative associated with 〈·, ·〉-compatible Levi-Civita connection
on TTrigl(R
k+1).
Proposition 22. Let e(θ) be a tangent vector to Trigl(R
k+1). Then
(∇bgradfψ)(θ) = 1
2π
∫
S1
2DN (θ − θ′)e(θ′)ψ(θ′)dθ′
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Proof. The action of the operator ∇b on tensor fields has a very simple description in our
coordinates. It acts as ∂∂e component-wise.The vector field gradfφ) has linear coefficients.
Introduce temporally coordinates {nα} TTrigl(Rk+1) in which metric has the identity Gram
matrix. ∇bgradfφ is obtained by replacing all occurrences of nα by eα. Then the formula
immediately follows from (48). 
Corollary 23. The vector field (∇gradfφgradfψ)(θ) is equal
1
4π2
∫
S1×S1
4DN (θ − θ′)DN (θ′ − θ′′)n(θ′′)φ(θ′′)ψ(θ′)dθ′dθ′′
The formula for Ricci curvature (41) involves contraction of several tensors. In the
following corollary we list results of a computation of various components of Ricci tensor:
Corollary 24.
Fix in addition two vector fields are X(θ),W (θ). Then
(1) The kernel of tri-linear form
〈gradfη,∇gradfφgradfψ〉 =
1
8π3
∫
S1×S1×S1
K(θ, θ′, θ′′)η(θ)φ(θ′)ψ(θ′′)dθdθ′dθ′′
is equal to
K(θ, θ′, θ′′) = 8DN (θ − θ′′)DN (θ′ − θ′′)n(θ) · n(θ′)
(2) For a fixed W and X the functional
1
2π
∫
S1
TX,T (θ)φ(θ)dθ = 〈W,∇Xgradfφ〉
has the kernel
(52) TX,T (θ) = 2W (θ) ·X(θ)
(3) For a fixed X the kernel of the bilinear form 1
4π2
∫
S1×S1 RX(θ, θ
′)φ(θ)ψ(θ′)dθdθ′ =
〈gradfφ,∇Xgradfψ〉 is
RX(θ, θ
′) = 4DN (θ − θ′)n(θ) ·X(θ′)
(4) For a fixed W the kernel of the bilinear form 1
4π2
∫
S1×S1 SW (θ, θ
′)φ(θ)ψ(θ′)dθdθ′ =
〈W,∇gradfφgradfψ〉 is
SX(θ, θ
′) = 4DN (θ − θ′)n(θ) ·W (θ′)
Proof. (1)
〈gradfη,∇gradfφgradfψ〉 =
= 〈 1
2π
∫
S1
2DN (µ−θ)n(θ)η(θ)dθ, 1
4π2
∫
S1×S1
4DN (µ−θ′)DN (θ′−θ′′)n(θ′′)φ(θ′′)ψ(θ′)dθ′dθ′′〉, µ ∈ S1
=
1
8π3
∫
S1×S1×S1
8DN (θ − θ′′)DN (θ′ − θ′′)n(θ) · n(θ′)η(θ)φ(θ′)ψ(θ′′)dθdθ′dθ′′
We used (50).
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(2)
〈W,∇Xgradfφ〉 = 1
4π2
∫
S1×S1
2W (θ) ·X(θ′)DN (θ − θ′)φ(θ′)dθdθ′
=
1
2π
∫
S1
2W (θ) ·X(θ)φ(θ)dθ
(3)
〈gradfφ,∇Xgradfψ〉 = 1
8π3
∫
S1×S1×S1
4[DN (µ−θ)n(θ)φ(θ)]·[DN (µ−θ′)X(θ′)ψ(θ′)]dµdθdθ′ =
=
1
4π2
∫
S1×S1
4DN (θ − θ′)n(θ) ·X(θ′)φ(θ)ψ(θ′)dθdθ′
We used (50).
(4)
〈W,∇gradfφgradfψ〉 =
1
8π3
∫
S1×S1×S1
4W (µ)·[DN (µ−θ′)DN (θ−θ′)n(θ)φ(θ)ψ(θ′)]dµdθdθ′ =
=
1
4π2
∫
S1×S1
4n(θ) ·W (θ′)DN (θ − θ′)φ(θ)ψ(θ′)dθdθ′

An immediate corollary of the formulas (38,52) and of the definition of G (51) is that
the full curvature tensor is equal to
〈RN (X,Y )Z,W 〉 = 1
4π2
∫
S1×S1
(
Z(θ) · Y (θ)X(θ′) ·W (θ′)− Z(θ) ·X(θ)W (θ′) · Y (θ′))GN (θ, θ′)dθdθ′
We can put together results of the computations and obtain from equation (41) and
Corollary 24 a formula for the Ricci curvature:
Ric(W,X) =
1
16π4
∫
S1×S1×S1×S1
(
DN (µ− θ)GN (θ, θ′)n(θ) · n(θ′)DN (µ′ − θ′)GN (µ, µ′)W (µ) ·X(µ)
−DN (θ − θ′)n(θ) ·X(θ′)DN (µ− µ′)n(µ) ·W (µ′)GN (θ, µ)GN (θ′, µ′)
)
dθdθ′dµdµ′
In order to use inequality (44) we compute the square of mean curvature H2 and the
scalar curvature. For computation of H2 we use (43) and (52):
H2 =
=
1
(2π)6
∫
(S1)×6
G(θ, θ′)n(θ) · n(θ′)DN (θ − θ′′)DN (θ′ − θ′′)G(θ′′, µ′′)
DN (µ
′′ − µ)DN (µ′′ − µ′)n(µ) · n(µ′)G(µ′, µ)dθ · · · dµ′′
(53)
We would like contract Ric(X,W ) further and find scalar curvature.
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Proposition 25.
Sc = H2+
+
1
(2π)6
∫
(S1)×6
n(θ) · n(θ′)DN (θ − θ′′)DN (θ′ − θ′′)
DN (µ
′′ − µ)DN (µ′′ − µ′)n(µ) · n(µ′)G(θ, µ)G(θ′, µ′)G(θ′′, µ′′)dθ · · · dµ′′
− 1
(2π)4
∫
(S1)×4
DN (θ − µ)GN (θ, µ)n(θ′) · n(µ′)GN (θ′, µ′)DN (θ − θ′)DN (µ− µ′)dθ · · · dµ′
Proof. This is a straightforward adaptation of formula (42) to the case of LN (S
k) 
On manifolds LN (S
k) there are several ways to gauge the closeness of a point n to a
singular locus LN−1(S
k). Besides the most obvious way to do it with the distance function
ρ(n,LN−1(S
k)) we can use the function n(θ)→ fN (n) = A2N . The square of the last Fourier
coefficients A2N = B
2
N have the same zero locus as ρ(n,LN−1(S
k)) and algebraically more
simple. This is why we use it in the definition of tubular neighborhood
UǫLN−1(S
k) = {n(θ) ∈ LN (Sk)|f(n) ≤ ǫ}
Proposition 26. The set UǫLN−1(S
k) has a convex boundary {n(θ) ∈ LN (Sk)|f(n) = ǫ}.
Proof. The second fundamental form (33) is the Hessian of A2N , evaluated on two tangent
vectors X,Y ∈ Tn(LN (Sk)). We used that connection ∇ on T (LN (Sk)) is induced from
the trivial connection on TrigN (R
k+1). Then α(X,Y ) = 2XN · YNh, where h = gradfNgradf2
N
is
a vector normal to ∂UǫLN−1(S
k) such that 〈grad, h〉 = 1 The form α(X,Y ) is semidefinite
and ∂UǫLN−1(S
k) is convex. 
7. Schrödinger operator on L1(Sk)
Our goal is to define the Schrödinger operator on L2(L1(Sk)smooth). It is the sum −∆+U ,
where U is a restriction of the potential defined on Trig1(R
k+1). Keep in mind that U has
an intrinsic meaning for L1(S
k). The vector field ρ is tangential to M1(S
k) ⊂ Trig1(Rk+1)
and pol∗g(ρ, ρ) = (ρ, ρ) = U . Equations for L1(S
k) imply that
U =
1
2L2
(a2 + b2) =
a2
L2
=
R2
L2
cos2
( τ
R
)
=
R2
L2
(1− t)
We use a densely defined quadratic form
(54) Q(f, g) =
∫
M1(Sk)smooth
(∇f · ∇g¯ + Ufg¯)dvol
on the L2(M1(S
k)smooth)∩C∞c (M1(Sk)smooth) to define Schrödinger operatorH asQ(f, g) =
(Hf, g) with
(55) (f, g) =
∫
M1(Sk)smooth
f g¯dvol
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The fibers of projection (30) are Stiefel manifolds we will start with analysis of the angular
part of the Schrödinger operator that acts on functions on the fibers.
7.1. Harmonic analysis on Stiefel manifolds. We let Vm(R
k+1) denote the Stiefel man-
ifold of real matrices V ∈ Mk+1,m such that V tV = Im. The rotation group SO(k + 1)
acts on Vm(R
k+1) by left matrix multiplication so that Vm(R
k+1) is isomorphic to SO(k +
1)/SO(k+1−m). We would like to think about L2(Vm(Rk+1) as L2(SO(k+1))SO(k+1−m).
The later space has an inner product 〈f, g〉 = ∫SO(k+1) f g¯dµ, where dµ is a normalized
bi-invariant Haar measure on SO(k + 1) According to [8] if k > 2m
L2(Vm(R
k+1)) =
⊕
ω
Hk+1,mω ⊗Gω
In this sum Hk+1,mω is an irreducible representation of SO(k + 1) of highest weight ω =
[m1, . . . ,m[ k+12 ]
], with m1 ≥ · · · ≥ m[k+12 ]. The linear space Gω coincides with the linear
space of some irreducible representation of GL(m) if mi = 0 for i > m. Otherwise Gω = 0.
In our application we are interested in the case m = 3. Then
dimG[m1,m2,m3] = 1/2(m1 −m2 + 1)(m2 −m3 + 1)(m1 −m3 + 2)
7.2. Case k = 2. In this case V3(R
3) is isomorphic to the group O(3). Then L2(V3(R
3)) =
L2(SO(3)) + L2(SO(3)) and
L2(SO(3)) =
⊕
l≥0
W2l ⊗W 2l
The space Wl are highest weight l representation of so3(R) ⊗ C ∼= sl2(C). The inverse to
t-transverse part of the metric R
2
4 gΩ(t) is
4
R2
((1 + t)−1∂2eva + (1 + t)
−1∂2evb + (2(1 − t))−1∂2eab) =
4
R2
((1 + t)−1(∂2eva + ∂
2
evb
+ ∂2eab) +
3t− 1
2(1− t2)∂
2
eab
)
(56)
The group O(3) is a O(3)×SO(2)-homogeneous space, where O(3) acts freely from the left
and SO(2) acts freely from the right. The bi-tensor (56) is a O(3)×SO(2)-invariant. We use
the Levi-Civita connection associated with a O(3)-bi-invariant metric gb = de
2
va+de
2
vb+de
2
ab
on O(3) to lift the tensor, interpreted as a symbol, to a differential operator.
We omit a trivial verification that the resulting operator is
(57) HΩ = − 4
R2(1 + t)
∆− 2(3t − 1)
R2(1− t2)L
2
eab
,
where ∆ is the Laplace operator associated with the metric gb and Leab is the Lie derivative
along the vector field ∂eab .
The operator ∆ up to suitable rescaling coincides with the operator defined by the
Casimir element C ∈ U(so3).
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Lemma 27. Let T ∈ U(sok+1) be
∑
1≤s<t≤k+1 estest. with est as in (25). The operator
ρ(Θ) in Rk+1 acts as a scalar multiplication on −k/2.
Let ρl be representation of U(so3) in Wl.
Lemma 28. The operator ∆ acts on W2l by multiplication on − l(2l+1)3 .
Proof. It is well known that ρl(C) = l(l + 1)Id (see e.g. [11]). By so3-invariance T =
const × C. Note that the so3 representation R3 is isomorphic to W2. We find constant
const equal to −1/6 by comparing const×l(l+1)|l=2 with the scalar −k/2|k=2 form Lemma
27. Under regular representation of so3 in L
2(SO(3)) ρL2(SO(3))(T ) = ∆. 
Lemma 29. Operator L2eab in W = W2l has a spectral decomposition
⊕
λW
λ. The eigen-
values satisfy
(58) λ = −s
2
2
,−l ≤ s ≤ l
For s = 0 dim(W 0) = 1, for s 6= 0 dim(W− s
2
2 ) = 2
Proof. The regular element eab generates a Cartan subalgebra in so3(R) ⊗ C. It is known
that the operator ρl(eab) in Wl can be diagonalized in a weight basis. After a suitable
normalization eab  ceab the eigenvalues of ceab in W2l become 2s, −l ≤ s ≤ l. We find
normalization constant from the condition that e2ab acts in R
3 by the formula ρ2(e
2
ab)ea =
−1/2ea, ρ2(e2ab)eb = −1/2eb, ρ2(e2ab)ev = 0. On the other hand ceab has a standard weight
basis e, h, f such that ρ2(ceab)e = 2e, ρ2(ceab)h = 0, ρ2(ceab)f = −2e. From this c2 = −1/8
and the eigenvalues are given by (58). The spectral decomposition follows from the weight
decomposition
V 0 =W 02l ⊗W 2l, V −
s2
2 = (W 2s2l +W
−2s
2l )⊗W 2l

Our previous results enable us to compute the eigenvalues of ∆Ω, which are
4l(2l + 1)
3R2(1 + t)
+
s2(3t− 1)
R2(1− t2) =
4l(2l + 1)
3R2
(
sin2(τ) + 1
) + s2 (3 sin2(τ)− 1)
R2
(
1− sin4(τ)) +R2 (1− sin2(τ)) ,−l ≤ s ≤ l
7.3. Case k = 3. In this case V3(R
4) is isomorphic to the group SO(4). Then L2(V3(R
4)) =
L2(SO(4)) and
L2(SO(4)) =
⊕
l≥0,l+m≡0 mod 2
Wl ⊗Wm ⊗W l ⊗Wm
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Let ρregU(so4) → Diff(SO(4)) be a identification of the universal enveloping algebra
with the algebra of left-invariant differential operators. The operator ∆Ω is equal to image
of
−1
2
(
1
1 + t
e212 +
1
1 + t
e213 +
1
2(1 − t)e
2
23 +
1
2t
e214 +
1
1− te
2
24 +
1
1− te
2
34
)
The eigenvalues in representations W2l ⊗ W0 and W0 ⊗ W2l ⊗ W0 are described in the
previous subsection. The eigenvalues in W1 ⊗W1 are{
t+ 5
4(t− 1)(t+ 1) ,
t+ 5
4(t− 1)(t+ 1) ,
3t+ 1
4(t− 1)t ,−
5t+ 1
4t(t+ 1)
}
The formulas for eigenvalues in representations of greater highest weight become signifi-
cantly more complicates because involve roots of algebraic equations of degree increasing
with l and m. For example eigenvalues in W3 ⊗W1 are{
3t2 + 12t+ 1
4(t− 1)t(t+ 1) ,
3t2 + 12t+ 1
4(t− 1)t(t+ 1) ,
7t2 + 16t+ 1
4(t− 1)t(t+ 1) ,−
9t2 − 16t− 1
4(t− 1)t(t+ 1) ,−
t2 + 2
√
13t4 + 4t3 + 2t2 − 4t+ 1− 13t− 2
4(t− 1)t(t+ 1) ,−
t2 + 2
√
13t4 + 4t3 + 2t2 − 4t+ 1− 13t− 2
4(t− 1)t(t+ 1) ,−
t2 − 2√13t4 + 4t3 + 2t2 − 4t+ 1− 13t− 2
4(t− 1)t(t+ 1) ,−
t2 − 2√13t4 + 4t3 + 2t2 − 4t+ 1− 13t− 2
4(t− 1)t(t+ 1)
}
7.4. Radial component of the Shrödinger operator. In this section we assume that
k ≥ 2 is an integer. The form Q(f, g) simplifies significantly when f, g are (ev , ea, eb)-
independent functions :
Q(f, g) =
∫ 1
0
(
4t(1− t)
R2
f ′(t)g¯′(t) +R2(1− t)f(t)g¯(t)
)
w(t)dt,
w = wkalg as in (29) written in a chart defined by the map alg. We assume that f, g ∈
C∞c (0, 1). Integration by parts lead to the operator Hrad, which satisfies Qrad(f, g) =
(Hradf, g)w, where (f, g)w =
∫ 1
0 f(t)g¯(t)walg(t)dt, The operator Hrad is defined by the
formula
Hrad(f) = −w−1alg(pkf ′)′ + w−1algqkf
pk(t) =
4
R2
t(1− t)wkalg(t), qk(t) = R2(1− t)wkalg(t)
(59)
For brevity sake we denote pk(t) and qk(t) by p and q. The same formula defines an operator,
which we denote by the same symbol, in the extended domain Hrad : Oan(C\{0, 1,−1}) →
Oan(C\{0, 1,−1}). Here Oan stands for complex analytic functions of parameter z ∈
C\{0, 1,−1}. The eigenvalue problem Hradf = λR2f in this space becomes an ODE:
f ′′(t) +
(
k − 1
t− 1 +
k − 1
2t
+
1
t+ 1
)
f ′(t) + η2
(
λ− 1
4t
− λ
4(t− 1)
)
f(t) = 0, η =
R2
L
(60)
At infinity it has the form
f ′′(t) +
(
k − 1
t− 1 +
5− 3k
2t
+
1
t+ 1
)
f ′(t) + f(t)η2
(
− 1
4t3
− λ
4t2
+
λ
4(t− 1) −
λ
4t
)
f(t) = 0
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A more general equation
f ′′(t) +
(
1− µ2
t− a + α+
1− µ0
t
+
1− µ1
t− 1
)
f ′(t) +
β0 + β2t
2 + β1t
t(t− 1)(t − a) f(t) = 0
have been studied in It reduced to our equation after substitution a → −1, α → 0, µ0 →
3−k
2 , µ1 → 2− k, µ2 → 0, β0 → 14η(1− λ), β1 → −14ηλ, β2 → −η4
7.5. Local solutions. The method of Frobenius [12] enables us two find a series solutions
at the relevant singular points. We find that z = 0 is a regular singularity with characteristic
exponents (3− k)/2 and 0. These series provide us with a general solution of the form
f(z) = c1y1(z) + c2
1
z
k−3
2
y2(z)(k ≡ 0 mod 2) or
f(z) = c1y1(z) + c2
(
1
z
k−3
2
y2(z) + β(k,R, λ) ln(z)y1(z)
)
(k ≡ 1 mod 2)
(61)
where y1, y2 are analytic functions near zero.
A similar analysis at z = 1 give characteristic exponents 2− k and 0 and
f(z) = c1y˜1(z − 1) + c2
(
1
(z − 1)k−2 y˜2(z − 1) + α(k,R, λ) ln(z − 1)y˜1(z − 1)
)
(62)
y˜1, y˜2 are analytic at z = 0
Differential equation (60) is equivalent to
Mkf = −(pkf ′)′ + qkf
Mkf − λwkf = −(pkf ′)′ + qkf − λwkf = 0
(63)
whose local solutions also have asymptotics (61,62). As usual, when it is clear from the
context we abbreviate Mk to M .
Let ACloc(0, 1) be the space of all complex-valued functions on (0, 1) that are absolutely
continuous on any compact interval [α, β] ⊂ (0, 1). We define L2w(0, 1) as a space of Lebesgue
measurable functions on (0, 1) with a finite
∫ 1
0 |f |2wdt = (f, f)w. Let
Dk = {f ∈ ACloc(0, 1)|pkf ′ ∈ ACloc(0, 1)}
Following [21] we define the maximal domain of M as the subspace
(64) ∆k =
{
f ∈ Dk|f, 1
wk
Mk(f) ∈ L2wk(0, 1)
}
7.6. Endpoint classification of the domain of the operator M . We follow [21] clas-
sification of singularities of (63).
Proposition 30.
The following classification of end-points of the domain (0, 1) of the equation (63) holds
(1) The point t = 0
(a) is a regular point if k = 2,
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(b) is limit circle singularity if k = 3, 4,
(c) is limit point singularity if k ≥ 5.
(2) The point t = 1
(a) is limit circle singularity if k = 2,
(b) is limit point singularity if k ≥ 3.
Proof. The quantities |q|, |w| are finite on (0, 1), therefore only |p−1| can contribute to
singularity. The function p−1 is never integrable near t = 1 and p−1 ∈ L1(0, 1/2) only when
k = 2.
Expression |f |2(t)w(t) is locally integrable at 0 ∈ (0, 1) ∀f as in (61) if k ≤ 4, which
takes care of the cases (1b,1c).
Likewise, the function |f |2(t)w(t) is locally integrable near 1 ∈ (0, 1) ∀f as in (62) if
k ≤ 2. 
Definition 31. Define the operator Tk : Ωk → L2w(0, 1), k = 2, 3, . . . such that
(1) Ω2 = {f ∈ ∆2| limt→0+(pf ′)(t) = limt→1−(pf ′)(t) = 0}
(2) Ω3 = {f ∈ ∆3| limt→0+(pf ′)(t) = 0}
(3) Ω4 = {f ∈ ∆4| limt→0+(pf ′)(t) = 0}
(4) Ωk = ∆k, k ≥ 5
and Tkf =
1
wk
Mkf for f ∈ Ωk.
For self-consistency of this definition the reader should check [1]. When confusion can’t
arise we abbreviate Tk to T and Ωk to Ω.
Theorem 32. The operator T (see the definition (35)) is a self-adjoint in the Hilbert space
L2w(0, 1)
Proof. See [21] Section 18. 
Theorem 33. Let T be the self-adjoint operator as defined in Definition 35. Then T has
the following spectral properties:
(1) The spectrum σ(T ) is real simple and discrete; that is the spectrum consists solely
of real simple eigenvalues , say
σ(Tk) = {λn ∈ R, n ∈ N}
with the property
λ0 ≥ 0
λn < λn+1, n ∈ N
lim
n→+∞
λn = +∞
The operator T is bounded below in L2w(0, 1) with
(Tf, f)w ≥ 0, f ∈ Ω
Since each eigenvalue is simple the eigenspaces satisfy
dim{f ∈ Ω : Tf = λnf} = 1, n ∈ N
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(2) Let the eigenfunction be denoted by {ψn|n ∈ N}; then Mψn = λnwψn, n ∈ N
(a) The eigenfunction ψn satisfy boundary conditions formulated in Definition 35.
(b) The eigenfunction {ψn|n ∈ N} is orthogonal and complete in L2w(0, 1).
(c) For each n ψn has exactly n isolated zeros on (0, 1).
(d) For each n and x = 0+, 1− the limits limt→p ψn(t) exist and finite. The eigen-
functions ψn ∈ AC[0, 1]
Proof. The proof of the similar statement for Heun equation can be found in [1]. It can
be used almost verbatim to justify our theorem. Furthermore all other theorems of that
paper remain valid in our context. The key moment in the proof in [1] specific to ordinary
Heun equation are inequalities (83) and (84). Their analogues in our case are the following.
Suppose 0 ≤ t ≤ 1/2 then
p(t) ≥ k1t
k−1
2 =
3ck
2k−2R2
t
k−1
2
q(t) ≤ k2t
k−3
2 = ckR
2t
k−3
2
w(t) ≤ k3t
k−3
2 , k3 = ck if k ≥ 3 or k3 = 3ck/2 if k = 2
If 1/2 ≤ t ≤ 1 then
p(t) ≥ l1(1− t)k−1 = 3ck
2
k−3
2 R2
(1− t)k−1
q(t) ≤ l2(1− t)k−1, l2 = 2R2ck if k ≥ 3 or l2 = 3ckR2/
√
2 if k = 2
w(t) ≤ l3(1− t)k−2, l3 = 2ck if k ≥ 3 or l3 = 3ck/
√
2 if k = 2
Following arguments of Theorem 23 [1] that uses Hardy type inequalities we deduce that
for k 6= 3∫ b
a
(
pf ′2 + qf2 − λwf2) dt > ∫ b
a
(
k1
(k − 3)2
16
t
k−5
2 − k2t
k−3
2 − k3|λ|t
k−3
2
)
f2dt =
=
∫ b
a
(
k1
(k − 3)2
16
− (k2 + k3|λ|)t
)
t
k−5
2 f2dt
The last integral is positive if 0 < a < b < k1(k−3)
2
16(k2+k3|λ|)
. If k = 3 then∫ b
a
(
pf ′2 + qf2 − λwf2) dt > ∫ b
a
(
k1
4t ln(t)2
− (k2 + |λ|k3)
)
f2dt
The integrand is obviously positive if 0 < a < b < δ where δ is sufficiently small. Suppose
that 1/2 < a < b < 1. Then∫ b
a
(
pf ′2 + qf2 − λwf2) dt > ∫ b
a
(
l1
(k − 2)2
4
(1− t)k−3 − l2(1− t)k−1 − l3|λ|(1 − t)k−2
)
f2dt =
=
∫ b
a
(
l1
(k − 2)2
4
− (l2(1− t)2 + l3|λ|(1− t))
)
(1− t)k−3f2dt
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If k = 2 then∫ b
a
(
pf ′2 + qf2 − λwf2) dt > ∫ b
a
(
l1
4(1 − t) ln(1− t)2 − (l2(1− t) + |λ|l3)
)
f2dt =
=
∫ b
a
(
l1
4
− (l2(1− t)2 ln(1 − t)2 + |λ|l3(1− t) ln(1− t)2)
)
1
(1− t) ln(1− t)2 f
2dt
The rest of the arguments repeats [1]. 
7.7. Incorporating harmonics at k = 2. Finally we would like to incorporate harmonics
of angular Laplacian. Our equation becomes
−f ′′(t)−
(
1
2t
+
1
t+ 1
+
1
t− 1
)
f ′(t)+f(t)
(
4l(2l + 1)
3R2(1 + t)
+
s2(3t− 1)
R2(1− t2) +
R2
(
R2 − λ)
4t
+
λR2
4(t− 1)
)
= 0
Ql,s(f, g) = c2
∫ 1
0
(
4t(1− t)
R2
f ′(t)g¯′(t) +
(
R2(1− t) + 4l(2l + 1)
3R2(1 + t)
+
s2(3t− 1)
R2(1− t2)
)
f(t)g¯(t)
)
(1+t)t−
1
2dt,
Suppose 0 ≤ t ≤ 1/2 then
p(t) ≥ k1t
1
2 =
3c2
R2
t
1
2
q(t) ≤ k2t−
1
2 = c2(
4(2l + 1)l
3R2
+
s2
R2
+R2)t−
1
2
w(t) ≤ k3t−
1
2 , k3 = 3c2/2 if k = 2∫ b
a
(
pf ′2 + qf2 − λwf2) dt > ∫ b
a
(
k1
16
t−
3
2 − (k2 + |λ|k3)t−
1
2
)
f2dt =
=
∫ b
a
(
k1
16
− (k2 + |λ|k3)t
)
t−
3
2 f2dt
If 1/2 ≤ t ≤ 1 then
p(t) ≥ l1(1− t) = 3
√
2c2
R2
(1 − t)
q(t) ≤ l2(1− t)−1, l2 = c2
√
2l(2l + 1)
3R2
+
2s2
R2
+
3R2
8
√
2
w(t) ≤ l3, l3 = 3c2/
√
2∫ b
a
(
pf ′2 + qf2 − λwf2)dt > ∫ b
a
(
l1
4(1 − t)(ln(1− t))2 − (
l2
1− t + |λ|l3)
)
f2dt =
=
∫ b
a
(
l1
4
− (l2 + |λ|l3(1− t))(ln(1− t))2
)
1
(1− t)(ln(1− t))2 f
2dt
Additional terms do not change characteristic exponents. The local solutions are
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f(z) = c1y1(z) + c2z
1
2 y2(z)(65)
where y1, y2 are analytic functions near zero.
f(z) = c1y1(z − 1) + c2 (y2(z − 1) + α(k,R, λ) ln(z − 1)y1(z − 1))(66)
7.8. Estimates of the spectral gap of M . R. Lavine in [16] showed that that one-
dimensional Schrödinger operators with a convex potential admits an estimate for the
spectral gap:
Theorem 34. Let U be convex on [0, r], and let λ1 and λ2 be the first two eigenvalues for
the Dirichlet Schrödinger operator −d2/dx2 + U on [0, r]. Then λ2 − λ1 ≥ Γ0 where Γ0 is
the gap for constant U for the Dirichlet operator with equality only if U is constant. Thus
λ2 − λ1 ≥ 3π
r2
We are going to use this theorem to find the spectral gap for Hrad k ≥ 5. For this purpose
we rewrite bilinear form (54) in the chart associated with the map trig and restrict it to
the space of SO(k + 1)-invariant functions. We get
Qtrig(f, g) =
∫ πR/2
0
(
f ′g¯′ +R2 cos2 (τ/R) f g¯
)
wdτ
where w = wtrig as in (28). A substitution f → fw−1/2 transform Qtrig(f, g) to
Etrig(f, g) =
∫ πR/2
0
(
f ′g¯′ + Veff (τ)f g¯
)
dτ.
The substitution simultaneously trivializes the inner product
∫ πR/2
0 f g¯wdτ  
∫ πR/2
0 f g¯dτ .
The differential equation associated is
(67) Nk(f) = −f ′′ + Veff,kf = λf.
Here we introduce k-dependence of the potential Veff , which was implicit in the previous
formulas of this section. The reader can find a formula for Veff and discussion of its prop-
erties in Appendix ??. The given formulation of the spectral problem is unitary equivalent
to the formulation given in Definition 35 if we define
D′(a, b) = {f ∈ ACloc(a, b)|f ′ ∈ ACloc(a, b)} ∆′k(a, b) =
{
f ∈ D′(a, b)|f,Nk(f) ∈ L2(a, b)
}
, 0 ≤ a < b ≤ πR/2
D′ = D′(0, πR/2) ∆′k = ∆
′
k(0, πR/2)}
Definition 35. Define the operator Sk : Ω
′
k → L2(0, πR/2), k = 5, 6, . . . such that Ω′k =
∆′k, and Skf = Nkf for f ∈ Ωk.
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Unfortunately Lavine’s theorem is valid only for a regular Sturm-Liouville. Following [27]
we approximate a singular Sturm-Liouville problem on an interval (0, πR/2) by a sequence
of regular Sturm-Liouville problems on truncated intervals (ar, br) where
0 < ar < br < πR/2 ar ≥ ar+1, ar → 0 br+1 ≥ br, br → πR/2 as r →∞
By Sr = Sr,k we denote self-adjoint realizations of Nk on the intervals (ar, br). Thus Sr are
self-adjoint operators in the Hilbert spacesHr = L
2((ar, br)). The spectrum and eigenvalues
are denoted by σ(Sr), λn(Sr), n ∈ N. Among possible Sr there are "inherited" operators Sir
that are defined by "inherited" boundary conditions. Here is an adaptation of the general
Definition 10.8.1 from [27] to our situation.
Definition 36. The domain of the self-adjoint Sir,k k ≥ 5 is Ω′r,k = {f ∈ ∆′k(ar, br)| limt→a+r f(t) =
limt→b−r f(t) = 0} -the Dirichlet condition.
We will also need the following approximation theorem adapted to our needs.
Theorem 37. [2] Suppose
My = (py′)′ + qy = λwy on J = (a, b),∞ < a < b <∞,
under the conditions
1
p
, q, w ∈ Lloc(J,R), w > 0 a.e. on J
in the Hilbert space H = L2(J,w) and
−∞ < a < ar < br < b <∞
hold. Let S be a self-adjoint realization of (M,w) on (a, b) where a, b limit point singularity
of M . Let Sir be the inherited operator on (ar, br). Assume that the spectrum σ(S) =
{λn(S)|n ∈ N} is bounded below and discrete. Then
λn(S
i
r)→ λn(S), as r →∞, for each n ∈ N
Corollary 38. The operator Sk (Definition 35) has a discrete simple real spectrum. The
eigenvalues λ1 and λ2 satisfy λ2 − λ1 ≥ 12R2 if k ≥ 5 and R < 59049(k − 4)(k − 2)/4096.
Proof. The operators Sir (see Definition 36) define a regular Sturm-Liouville problem. They
have discrete spectrum (see e.g. [27]). Let Γ(A) be the difference λ2(A) − λ1(A) . By
Theorem 37 the inequality Γ(Sin) ≥ 3π(bn−an)2 implies the statement of corollary. Convexity
of Veff has been verified in Proposition ??. Therefore corollary follows from Theorem
34. 
The same form in τ -coordinate is
Q(f, g)− λ(f, g) =
∫ πR/2
0
(
f ′g¯′ + (R2 cos2(τ/R)− λ)f g¯)wdτ
The fraction Q(f,f)(f,f) for function f(x) = 1 is equal to
1−2k
1−3kR
2 we conclude that the first
eigenvalue satisfies the inequality
0 ≤ λ1 ≤ 1− 2k
1− 3kR
2
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We transform the form to Liouville form by a change of variables f = w−
1
2F , where
w = sink−2
(
τ
R
)
cos2k−3
(
τ
R
)
(1 + sin2
(
τ
R
)
). The result is
Q(F,G) =
R3k−3
2
5k−4
2
∫ piR
2
0
F ′(τ)G¯′(τ) + V (τ)F (τ)G¯(τ)dτ
Normalization of the inner product is R
3k−3
2
5k−4
2
∫ piR
2
0 F (τ)G¯(τ)dτ We set Veff = V+R
2 cos2(τ/R)−
λ. Then Veff =
A(csc(τ/R))
B(csc(τ/R)) , where A and B are the following polynomials:
A(x) =
(
k2 − 6k + 8) x10 + (−4k2 + 12k + 4R4 − 4λR2 − 6)x8+(−2k2 − 8k − 4λR2 + 5) x6 + (12k2 − 44k − 8R4 + 4λR2 + 44) x4+(
9k2 − 18k + 4λR2 + 9)x2 + 4R4
B(x) = 4R2x2
(
x2 − 1) (x2 + 1)2
(68)
Function Veff (τ) has poles at z =
πR
2 s, iR log
(
1 +
√
2
)
+πRs, iR log
(√
2− 1)+πRs, s ∈ Z.
Veff ∼ k
2 − 6k + 8
4(τ − πRs)2 + . . . , µ = 2− k/2, k/2 − 1
Veff ∼ 4k
2 − 16k + 15
4 (τ − (π/2 − πs)R)2 + . . . , µ = 5/2− k, k − 3/2
Veff ∼ − 1
4
(
τ −R(i log (1 +√2)+ πs))2 + . . . , µ = 1/2
Veff ∼ − 1
4
(
τ −R(i log (√2− 1) + πs))2 + . . . µ = 1/2
34 M.V.MOVSHEV
In the above formulas µ are the characteristic exponents of the singularity. Local solutions
for various values of k τ ′ = τ − πR/2
k = 2
τy1(τ
2)
y2(τ
2)
τ ′1/2y1(τ
′2),
ln(τ ′)τ ′1/2y1(τ
′2) + τ ′5/2y2(τ
′2)
k = 3
τ1/2y1(τ
2),
ln(τ)τ1/2y1(τ
2) + τ5/2y2(τ
2),
τ ′3/2y1(τ
′2),
τ ′3/2(ln(τ ′)y1(τ
′2) + τ ′−1/2y2(τ
′2)
k = 4
y1(τ
2)
τy2(τ
2)
τ ′5/2y1(τ
′2)
ln(τ ′)τ ′5/2y2(τ
′2) + τ ′−3/2y1(τ
′2)
k ≥ 5
τk/2−1y1(τ
2)
ln(τ)τk/2−1y1(τ
2) + τ2−k/2y2(τ
2)
τ ′k−3/2y1(τ
′2)
ln(τ ′)τ ′k−3/2y2(τ
′2) + τ ′5/2−ky1(τ
′2)
(69)
If k ≥ 5 and R is sufficiently small the function V is convex. From this we conclude that
λ2 − λ1 ≥ 12
R2
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