Abstract. Using Rickert's contour integrals, we give effective lower bounds for simultaneous rational approximations to numbers in the sets
Here N > a ≥ 1 are integers, 0 < ν < 1 is a rational number and at least one of the radicals is irrational in each set. The result is valid for all q ≥ 1 where q denotes the denominator of the approximating rational number.
Introduction
The method of Padé approximation has been widely used to obtain effective lower bounds for simultaneous rational approximations to algebraic numbers. See for example [9] , [2] , [7] , [8] , [10] and [5] . In these papers hypergeometric polynomials were used as Padé approximants to transcendental functions of the form (1 + ax) ν with a ∈ Z \ {0} and ν ∈ Q + \ N.
Rickert [11] used contour integral representation for the Padé approximants to these transcendental functions to show the following result. Let .
This result leads to bounds for solutions to certain simultaneous Pelltype equations as soon as λ < 2. See [11] for details. By taking N = 49 in the above result, he derives that
with (c 0 , λ 0 ) = (10 −7 , 1.913) for all integers p 1 , p 2 , q with q > 0. In [4] , Bennett improved the value of λ in (2) asymptotically, i.e. for q ≥ q 0 where q 0 is effectively computable but not explicitly given. In fact, this is a special case of a more general result ([4, Theorem 1.1]) proved by elaborating on the ideas of Chudnovsky [5] which included estimating more precisely the common denominators of the coefficients of the approximants. As a result, he showed that (3) holds with (c 0 , λ 0 ) = (1, 1.79155) for all integers p 1 , p 2 , q with q ≥ q 0 , where q 0 is a large inexplicit constant. In [3] , he made this result explicit with q 0 = 1 and (c 0 , λ 0 ) = (10 −10 , 1.8161). This is a particular case of the following result [3, Theorem 4.1] .
Let θ 1 , θ 2 be given by (1) and N ≥ 13. Then
for all integers p 1 , p 2 , q with q > 0 where
Let a, N be positive integers and let 0 < ν < 1 be a rational number. Write ν = s/n with gcd(s, n) = 1. Our aim in this paper is to extend the above result of Bennett for numbers (θ 1 , θ 2 ) where
To state our results, we put 
6.794e
2 a 3 . Assume that at least one of θ 1 and θ 2 is irrational. Then (2) is valid with λ = 1 + log(6 √ 3e N + 12ae ) log(27(N 2 − a 2 )/(16a 3 e )) and c = 0.005
. Remark 1.2. Taking a = 1 and ν = in Theorem 1.1, we get Theorems 4.1 and 4.3 of [3] . Note that λ < 2 whenever N ≥ 13 if ν = 1/2 and N ≥ 62 if ν = 1/4.
Example. By taking N = 18
3 , a = 1 and ν = 1/3, we obtain
Assume that at least one of θ 1 and θ 2 is irrational. Then (2) is valid with
. Remark 1.4. Let θ 1 and θ 2 be algebraic numbers such that 1, θ 1 , θ 2 are linearly independent over Q. Then it is known by a celebrated theorem of Schmidt [12] that given > 0 there exists c = c(θ 1 , θ 2 , ) > 0 such that
q λ with λ = 1.5 + , for all integers p 1 , p 2 , q with q > 0. By the classical theorem of Dirichlet on Diophantine approximation, it follows that such a result cannot hold for λ = 1.5. Thus Schmidt's result is optimal, but it is ineffective in the sense that c cannot be computed. In Theorems 1.1 and 1.3, c is explicitly determined for the specified numbers (θ 1 , θ 2 ). Further, the exponent λ of q is found to be less than 2.
Let θ 1 and θ 2 be either as in Theorem 1.1 or Theorem 1.3, with ν = 1/2. Take N = N 2 0 and write
N 0 with N 0 , s i positive integers and α i square free for i = 1, 2. By the irrationality assumption on θ 1 and θ 2 , at least one of the α i 's exceeds 1. We apply Theorems 1.1 and 1.3 with q replaced by N 0 q and p i replaced by s i p i to get
. We give few values of a, N 0 , the corresponding α 1 , α 2 and λ in Tables 1 and 2 below for Theorems 1.1 and 1.3, respectively. In all these cases c may be taken as 10 −17 . The values of a and N that we have chosen are taken from Table 1 of [4] in which an asymptotic value of λ is given. The values of λ given in the tables below are valid for all q ≥ 1. , precise estimates for the coefficients of the approximants are used as in [3] . See Lemma 6.1.
To present our next result, we introduce some notation. Let a 0 < a 1 < a 2 be integers with one of them equal to zero. Suppose that N is a positive integer exceeding M = max(|a 0 |, |a 1 |, |a 2 |). For 0 ≤ j ≤ 2, put
Denote by θ 1 and θ 2 the two values from ξ 0 , ξ 1 and ξ 2 , which are not equal to 1. Define
In the following theorem we show that, under certain conditions, one can obtain positive numbers c and λ such that (2) holds for all integers p 1 , p 2 , q with q > 0. Although the method leads to explicit values of c, these values are very small and we do not present them here. We will only give the values of λ explicitly.
,
, and
Then (2) holds with
provided the denominator is positive.
Examples.
(1) By taking N = 1713 2 , ν = 1/2 and (a 0 , a 1 , a 2 ) = (−6, 0, 2), we obtain λ(
(2) By taking N = 7940
Remark 1.7. The proof of Theorem 1.6 depends on expressing the contour integral appearing in the Padé approximation as an infinite integral. We connect this integral to the values of the classical Beta function, which are then estimated using Stirling's formula.
In Sections 2-6 we present several lemmas for the proofs of the theorems. These lemmas deal with simultaneous rational approximation to algebraic numbers
for 0 ≤ j ≤ m with m ≥ 2 and one of the a j 's equals zero. The theorems are obtained in Section 7 by specializing to m = 2.
Approximating Forms
The lemma presented in this section is used to find effective lower bounds for simultaneous rational approximations to real numbers θ 1 , . . . , θ m by the construction of suitable independent approximation forms. This is a mild variant of Lemma 2.1 from [11] .
Lemma 2.1. Let θ 1 , . . . , θ m ∈ R. Put θ 0 = 1. Suppose that there are positive real numbers , p, d, L, P , D, r 0 having the following property. For each integer r ≥ r 0 ≥ 0, there exist p ijr ∈ Q (0 ≤ i, j ≤ m), with non-zero determinant and C r ∈ Z such that for all i, j = 0, . . . , m, we have
and
Further for all q ≥ 1, we can take χ as in (9) and
where
Remark 2.1. Our aim is to find χ as small as possible. For this, we see from (9) that P and D should be small and L should be large. The auxiliary parameters p, d and are introduced to facilitate this.
Proof of Lemma 2.1.
Since L > D, this implies that r ≥ r 0 . Therefore, by hypothesis, there exist numbers p ijr ∈ Q, 0 ≤ i, j ≤ m, with det(p ijr ) = 0, and C r ∈ Z satisfying the conditions (5)- (7). Then
Comparing (10) and (11) we get 
where A(z) = (z − a 0 ) . . . (z − a m ) and γ is a closed, counter-clockwise contour containing a 0 , . . . , a m , but not passing through any of them. Then I i (x) = I i (x, r, γ) defines a function of x which is analytic near the origin. The following lemma summarizes the results in Lemmas 3.1, 3.3 and 3.4 of [11] .
has a zero of order at least (m + 1)r at the origin.
(2) There are polynomials q ijr (x) (0 ≤ j ≤ m) of degree at most r such that
Here, q ijr (x)(1 + a j x) ν is the residue of the integrand in (12) at z = a j for j = 0, . . . , m. Also,
Thus
where r il = r + δ il where δ il is the Kronecker delta function. We will now take x = 1/N where N is a natural number exceeding max 0≤i≤m |a i |.
For 0 ≤ i, j ≤ m put ξ j = 1 + a j N ν and q ijr = q ijr (1/N ). Note that one of the ξ i 's, say ξ u is equal to 1. For 0 ≤ i, j ≤ m, put
We approximate θ i 's simultaneously by using Lemma 2.1. For this purpose, we need to determine the values of d, p, l, D, P, L occurring in Lemma 2.1. Thus we need to obtain upper bounds of the shape given in Lemma 2.1 for C r , |p ijr | and m j=0 p ijr θ j . This is equivalent to finding such bounds for C r , |q ijr | and m j=0 q ijr ξ j as (p i0r , . . . , p imr ) is a permutation of (q i0r , . . . , q imr ) for all i, r.
Determination of p and P
and for j = 1, . . . , m − 1, define
, take
Further we define
Lemma 4.1. Condition (6) in Lemma 2.1 is satisfied by taking
Proof. Fix j with 0 ≤ j ≤ m. Let γ j denote the circle of radius R j centered at a j . Then
Notice that, for z ∈ γ j ,
. In this case,
By (14) and (15), we get
Case 2:
. In this case
Again, using (14) and (15), we get
j . This proves the lemma.
If the integers a j ' s are equally spaced, we deduce the following result.
Corollary 4.1. Let a 0 , . . . , a m satisfy a j+1 − a j = a j − a j−1 for all j = 1, . . . , m − 1. Then condition (6) in Lemma 2.1 is satisfied by taking
.
Proof. Since T ji ≥ 2R for all i, we get that
The denominator in the above expression equals
From the inequality 2t t ≥ 4 t t + 1 for the central binomial coefficient, it follows that
Also min This implies that
The corollary follows from (16), (17) and Lemma 4.1. Now we consider the case m = 2 in Corollary 4.1. In this case, we take the lemniscate used by Rickert as the contour and get better values for p and P . Lemma 4.2. Suppose (i) (a 0 , a 1 , a 2 ) = (−a, 0, a), then condition (6) in Lemma 2.1 is satisfied by taking
(ii) (a 0 , a 1 , a 2 ) = (0, a, 2a), then condition (6) in Lemma 2.1 is satisfied by taking
Proof. In the first case, A(z) = z(z 2 − a 2 ). Let γ be the lemniscate defined by |A(z)| = . By taking z = at, this can be transformed to
around −1, 0, 1. This splits into three contours γ 0 , γ 1 and γ 2 such that γ i is a contour around i − 1 and not including the other two points. Let γ i (z) = γ i (z/a) for 0 ≤ i ≤ 2. From (14) with x = 1 N , we get
Now we use some numerical calculations from the proof of [11, Lemma 4.1]. On γ 0 , we have |t − a i a −1 | > 0.344
Also, γ 0 has length < 2.775. Therefore (18)
Similarly, on γ 1 and γ 2 we have
Further, the lengths of both γ 1 and γ 2 can be bounded by 1.496. Therefore, for j = 1, 2 we obtain
which is also valid for j = 0 by (18). Thus we may take
Similarly, when (a 0 , a 1 , a 2 ) = (0, a, 2a), we have A(z) = z(z−a)(z−2a).
) and following the above argument, we get 
Observe that |x + 1 +
). Therefore Combining (19)-(21) and using (r + 1) −1.5/r ≥ 0.99 for r ≥ 1100, we get the assertion of the lemma.
For some special numbers a i the values of and L can be improved as shown in the lemma below.
Lemma 5.2. Suppose that the set S = {a 0 , . . . , a m } satisfies one of the following two properties:
(i) All the elements of S are non-negative.
(ii) a i ∈ S if and only if −a i ∈ S. Then condition (7) in Lemma 2.1 is satisfied by taking
Proof. We follow [11, Lemma 3.1] . Let γ be a closed contour enclosing all the a i 's, traced counter clockwise. Then
. For h ≥ r, b h decreases as h increases. Hence we have
Further, by induction on r it follows that
Suppose that |x| < 1/M and that γ is a circle centered at the origin, with radius r satisfying M < r < |x| −1 . Arguing as in the proof of [11, Lemma 3.2], we get that
Thus when property (i) holds for S, the coefficients J ih of J i (x) are all positive. Taking x = 1/N in the above expression, we obtain that
This is also true when property (ii) holds for S and a i is non-negative. Further, when property (ii) holds, we have A(N ) = A(−N ). Now suppose that a i is negative. Then we get
Hence from (22)-(25), we find in both cases 
Further, for k with 1 ≤ k < n, let S(k) be the set of all primes
) and pk ≡ s (mod n). .
Further, in [3, Lemma 3.3], Bennett used estimates from Prime Number Theory to show that H(2, r) < 168(2/3) r and H(4, r) < 679(3/4) r . Using these results, we prove the following lemma.
Lemma 6.1. Let e and e be given by (4) . Thus χ < 1 whenever
Since e ≥ 4/3 and a ≥ 1, the above quadratic inequality holds if N ≥ 6.794e 2 a 3 . This proves the theorem. Thus by Lemma 2.1, the value of χ can be taken as log(P D) log(6.68(N − M ) 3 /D)
