We derive hydrodynamic equations of evolution for diffusion-annihilation system with a power-law long-range interaction. By completely neglecting the total density fluctuaions, but taking into account the charge density fluctuations, we obtain the analytically solvable approximation. Large-t, intermediate-t and small-t asymptotics were calculated and compared with existing scaling theories, exact results and simulation data.
I. INTRODUCTION
In recent years, the annihilation-diffusion problem has generated significant interest, both theoretical and experimental. The annihilation-diffusion problem usually corresponds to that of the kinetics of particle density decay in the annihilation reaction A + A −→ ∅ (one-species annihilation) and A+B −→ ∅ (two-species annihilation). In the latter case, one can assume particles of type A to have positive charge, particles of type B to have negative charge, and impose a long-range power-law interaction in addition to the regular thermal diffusion. Such an interaction would add additional dimension to the problem, and there would be three time scales in the annihilation process, giving rise to all sorts of possible critical behavior and anomalous dimensions.
It is known that in classical chemical kinetics, density decay for both one-species and two-species annihilation is described by the kinetic rate-equation (see, e.g., [1] ):
with the large-t asymptotics:
where K is a reaction constant. Equation (2) is a mean-field solution because it completely neglects density fluctuations. It is expected that this solution would be correct above some upper critical space dimension, yet below this dimension, fluctuations would play important role and slow down the density decay. It was shown indeed [2] , that for the one-species annihilation without long-range interactions, upper critical dimension is 2; when d is less than 2, fluctuations slow down annihilation, and the large-t asymptotics is described by the power-law:
where D is diffusion constant, ρ 0 is the initial particle density. For the two-species case, it was shown (Refs. [2] - [6] ) that the upper critical dimension is 4, and that for d less than 4, the large-t asymptotics is:
The decay law (4) was confirmed in several numerical simulations of one-, two-, and threedimensional systems [2, 7, 8] . It is important to mention that in order to observe such powerlaw decay, it is necessary initially to have equal number of positive and negative charges, distributed at random. If initial numbers of positive and negative charges are different, one would observe instead the exponential decay to the non-vacuum equilibrium (see, e.g., Sokolov [9] ).
The addition of long-range forces complicates the picture even more. Equations of evolution become intrinsically nonlinear, and only approximate solutions could be sought. Up to date, only Coulombic systems in two dimensions were studied numerically [8, 10, 11] , and results seem to be inconclusive. The authors proposed a scaling theory [8] suggesting that for a Coulombic two-dimensional diffusion-annihilation system, annihilation exponent is equal to 0.85 -close to but less than mean-field exponent 1. However, another scaling theory, proposed recently by Ispolatov and Krapivsky [13] , suggests that decay exponent for all Coulombic systems should be exactly 1. Because two scaling theories use very different initial assumptions, it is hard to make a direct comparison of their validities.
For systems without long-range interaction, several attempts to go beyond scaling were made. Peliti [14] proposed a renormalization-group theory for the one-species annihilation, and Cardy [15] suggested similar approach to the two-species annihilation. Still, there is no easy extension of these techniques for cases with long-range forces.
In this paper, we make a first attempt to go beyond scaling and analyze approximate solutions of hydrodynamic equations of evolution. The paper is organized as follows: in section II we define all variables and derive hydrodynamic equations of evolution. In section III the self-consistent approximation is described and asymptotic approximate solutions 
II. EQUATIONS OF EVOLUTION
Let us consider a system consisting of particles of two kinds, A and B. We label their (time-and position-dependent) concentrations as n 1 (r, t) and n 2 (r, t), respectively, and impose the condition that < n 1 (r, t) >=< n 2 (r, t) > = n 0 . In this case, from the generalized law of mass conservation, we can write the equations of evolution:
where
and
is the potential at point r at time t due to long-range interactions; n is the power exponent of the long-range force. Equations (5) - (7) should be solved in conjunction with initial conditions for n 1 (r, t = 0) and n 2 (r, t = 0). If we are interested in statistical averages, rather than a dynamic solution for a given system with specific initial conditions, we should know probability distributions at time t = 0.
It is more natural and convenient to describe the system in terms of particle density and charge density. We denote the former one as ρ(r, t), and the latter one as f (r, t) and relate them to densities n 1 and n 2 as follows:
If we rewrite equations (5) - (7) using variables f and ρ, we obtain:
where Q = µq 2 .
In order to simplify the further analysis, we divide each of the evolution equations (10) - (11) by ρ 0 and transform everything to dimensionless variables as follows:
It is important to notice that equation (11) is linear with respect to f , while equation (10) is quadratic with respect to f (this points to the system's invariance with respect to the simultaneous charge sign reversal for all atoms). In the next section, we will describe the self-consistent approximation and its solutions.
III. SELF-CONSISTENT APPROXIMATION AND SOLUTIONS OF EQUATIONS OF EVOLUTION
A. Self-Consistent Approximation
We now make an important assumption in order to analytically treat equations (10)- (11), namely, we choose to ignore fluctuations of the particle density ρ and concentrate only on fluctuations of the charge density f . This assumption is somewhat similar in spirit to the approach of Glotzer and Coniglio [16] for the problem of spinodal decomposition, or to the spherical approximation for the Ising model in the limit of N −→ ∞. Unlike mean-field approach, however, the proposed approximation does take into account charge density fluctuations, and is expected, therefore, to describe at least some of the features of the fluctuation-dominated kinetics.
A reasonable justification of the proposed assumption lies in a simple observation that, while average particle density at any time is nonzero, so that < (ρ− < ρ >) 2 > / < ρ > 2 is finite and likely to be small, average charge density is always zero, and < (f − < f >) 2 > / < f > 2 is infinite. Thus, we can expect that the former fluctuations are less important that the latter, and that we can approximate the particle density by its average (time-dependent) value in equations of evolution without losing their important features. In a sense, this approximation is a generalization of an argument used by Toussaint and Wilczek [2] , in which they based their scaling decay law on a suggestion that < ρ >≈ √ < ρ 2 >.
Taking into account the above approximation, we rewrite the equation (11) in Fourier representation, assuming that ρ is spatially independent:
The equation (10) in this self-consistent approximation is rewritten as:
These equations of evolution have to be supplemented with initial conditions. In many cases initial conditions are important in the determination of final scaling decay law, but such a study is beyond the scope of this article (although the proposed self-consistent approximation can be used to alleviate the role of initial conditions). We, however, will always use the same initial condition, corresponding to the random particle distribution in the beginning of the process:
As it turns out, the diffusion-only (DO) case and Coulombic case are the simplest systems with relatively clear, yet interesting asymptotic behavior. All the intermediate interactions generate much more complicated scaling behavior, with several regimes and crossovers for each system. We will devote a subsection to each of these three cases.
B. Systems without Long-Range Interactions
There are two ways of approaching the limit of "no long-range interactions": by decreasing the force constant Q to 0 or by increasing power exponent n to infinity. Obviously, these limits should give the same answer. For simplicity, we will set Q = 0 and show that our self-consistent approximation yields the well-known (Refs. [2] - [6] ) answer:
The solution of the evolution equation for f , which in this case becomes the simple diffusion equation, is:
Substituting the solution (16) for f (k, t) in equation (13), and taking into account the initial condition (14), we obtain:
It can be easily shown that equation (15) describes the asymptotic solution of equation (17). This is expected, since, as we argued above, the approximations made by Toussaint and Wilczek [2] are very similar to our self-consistent model.
C. Coulombic Systems
In Coulombic systems, the long-range interaction is the strongest possible that one can achieve without making a system thermodynamically unstable (systems with interactions stronger than Coulombic have infinite pressure and chemical potential even if their total charge is zero). Because of this, one would expect that Coulombic systems' particle density decay would be very close to the mean-field law ρ(t) ≈ (Kt) −1 .
We will assume that "Coulombic relaxation rate" Q is smaller than reaction rate K and later will show that if this condition is not satisfied, the large-t asymptotic is always given by the mean-field solution (2), independently of either space dimensionality d or initial conditions.
Equation for the evolution of charge density f for Coulombic system in the self-consistent approximation can be solved to yield:
and ρ(t) satisfies the following ODE:
where we already have taken into account both the solution (18) and the initial condition (14) . In order to find asymptotic solutions, we introduce a new variable:
The equation (19) then transforms to:
Let us find the critical dimension d cr , above which the mean-field behavior is manifested.
The mean-field solution for Θ is given by
where . . . corresponds to constant or decreasing terms. By counting powers of t in the right-hand side and the left-hand side of equation (21), we obtain:
Obviously, for the mean-field solution to be valid, power(LHS) should be larger than power(RHS), so for the "normal" region we obtain:
and if Q ≥ K, interactions are always irrelevant -the kinetics is determined by a slower process, which is annihilation.
In order to analyze the system kinetics when space dimensionality d is below d cr , we employ the "steady-state" approximation. It suggests that the time derivative in the LHS of equation (19) is the least important of the three terms. In this case, equation of evolution can be written as:
Θ(0) = 0.
An exact solution of this equation can be written as:
It can be easily shown that for very large t, asymptotic solution for the particle density is:
This large-t limit is achieved when:
and it can be easily seen that in the limit of Q → 0 (vanishing interactions), it is never reached -transition time to this region becomes infinite.
For times less than t L , annihilation is governed by the intermediate asymptotics:
so the particle density is described by the Toussaint-Wilczek solution:
Thus, Coulombic systems represent (at least within this self-consistent approximation) a very interesting degenerate case: both reaction-driven decay and interaction-driven decay have the same power law -density inversely proportional to t. Because of this, the critical dimension corresponding to transition between mean-field and non-mean-field behavior is not universal and depends on the value of Q/K; when Q/K → 0, this critical dimension approaches 4, and the region where thermal fluctuations determine the decay rate (ToussaintWilczek region) expands.
D. Intermediate systems
Let us now consider the general case d − 1 < n < ∞ (long-range interactions are present yet weaker than Coulombic). Equations (13) - (12) can be solved to yield:
Equation (32) is much more complicated than its analogs for either Coulombic or noninteracting cases. Still, asymptotic analysis is possible. Several possible scenarios exist, depending on the value of σ. Rather than describing details of asymptotic analysis, we here simply summarize all results. In Figure 1 , a phase diagram is plotted in (d, n) space. Three different regions are found:
Region IR: strong deterministic force. Boundaries: n > d − 1 and n < d/2 + 1. The asymptotic behavior of particle density is given by:
where ν = 
