new strategy for inverting a nonsingular matrix is evaluated in this paper. The essential concept of this strategy is to partition a nonsingular matrix into blocks, then to apply the author's decomposition to the block-based procedure. Since different partitions require different costs, finding an economical partition is necessary. This paper studies the optimum partition so that the complexity for the inverse of a nonsingular matrix may be significantly reduced.
INTRODUCTION
The author's decomposition [1, 2] 
The procedure for decomposing [A] of order (n x n) into [A]-' = [L][D][U] is as follows [2]:
For j = n + 1 with step (-l) , do 
(2) 
(8)
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(e) for I = N + J + 1 with step (-l), do there exists a variety of partition patterns. This work will try a baIance partition, i.e., each block has as equal size as possible. Generally, M is not a multiple of N. Because of balance partition, the difference between any blocks is at most 1; for example, some blocks may be of size n, while others may be of size n + 1. In this work, we just write the block size n as
It can be counted that the procedure in equations (6)- (10) FACT 1. The number of arithmetic operations for the product of 2 matrices of order (n x n) is 2n3 -n2, and the number of arithmetic operations for the addition of 2 matrices of order (n x n) is n2.
Since a (N x N)-block procedure has N inverse operations, $N3 -4N2 -QN addition/subtraction operations, and N3 -$N2 + ;N multiplication operations, the cost in implementing a (N x N)-block procedure is
Substituting equation (14) into (15) yields
The optimum partition may be analyzed by the first and second order derivatives of C with respect to N, which can be written as
Then, the optimum N is the solution of s = 0 subject to the condition that $ > 0. The condition that g = 0 yields
Generally, the solution N to equation ( in which the value in each () is positive. This means that F(30M/(9M + 8)) < 0. Therefore, F(1) * F(30M/(9M + 8)) < 0, which implies that there exist one or three roots of F(N) where M 2 2, so that 1 < 4 < 9 < 30M/(9M + 8). Furthermore, F($) = -(4960/g3) < 0, and F(G) = (52M -69)/8 > 0 since M 2 2. This shows that F(g) * F(F) < 0, and implies that the optimum partition N is between 4 and $. Therefore, the closest integer N to the interval between z and T is 2. This completes the proof. I
DISCUSSION
This paper proves that for a given nonsingular matrix, the optimum partition is N = 2, such that equation (16) becomes C = 2 M3 -M2 + 5M and the block procedure as shown in equations (6)- (10) is simplified as:
The optimum partition also requires two inverse operations as shown in equations (22) and (24). Certainly, we may apply other optimum partitions to invert submatrices, and we may repeatedly apply an optimum partition to the inverse of submatrices in each level. This forms a recurrent optimum strategy for the inverse of a nonsingular matrix. A recurrent optimum partition may make a significant reduction in arithmetic operations. For the example of [A221 of order (T x 3) in equation (22) This paper proposes a smart procedure as shown in equations (22)- (25) for the inverse of a nonsingular matrix, by which the complexity can be significantly reduced. The procedures in equations (22)- (25) are clear and easy to program. The inverse of submatrices in equation (22) and (24) can be efficiently and accurately implemented by the original version of the author'8 decomposition as shown in equations (l)- (5); f or example, let us consider an ill-conditioned matrix [A] of order (500 x 500) in which Aii = 1.0, A, = 1.0 + c (i > j), and A, = 1.0 -E (i < j) with a tiny E. We understand that if E = 0, then matrix [A] is singular, and for a tiny e the matrix [A] in this example is ill-conditioned.
In this example, let E = 10m7. The 4-byte computation with 7 digits (single precision) is not suited for this example because roundoff error will truncate (1.0 f E) into 1.000000 such that [A] becomes singular. We have to use g-byte computation (double precision) for this example. Define bi = Cy='i Aij the ith coefficient of {B}. Then, the exact solution {X} to [A](X) = {B} is with unit coefficients. The author's decomposition accurately solves this example, and all the obtained 500 coefficients of {X} are unit. More experimental tests with pseudo random procedures for generating matrix [A] show that double precision may provide a high accurate result of the new class of decomposition. Another
