Abstract. The stationary points of the total scalar curvature functional on the space of unit volume metrics on a given closed manifold are known to be precisely the Einstein metrics. One may consider the modified problem of finding stationary points for the volume functional on the space of metrics whose scalar curvature is equal to a given constant. In this paper, we localize a condition satisfied by such stationary points to smooth bounded domains. The condition involves a generalization of the static equations, and we interpret solutions (and their boundary values) of this equation variationally. On domains carrying a metric that does not satisfy the condition, we establish a local deformation theorem that allows one to achieve simultaneously small prescribed changes of the scalar curvature and of the volume by a compactly supported variation of the metric. We apply this result to obtain a localized gluing theorem for constant scalar curvature metrics in which the total volume is preserved. Finally, we note that starting from a counterexample of Min-Oo's conjecture such as that of Brendle-Marques-Neves, counterexamples of arbitrarily large volume and different topological types can be constructed.
Introduction
Let M be a closed manifold with dimension at least three, M the cone of Riemannian metrics on M , and M c ⊂ M the subset of Riemannian metrics with constant scalar curvature c. Let V (g) = vol(M, g) be the volume of a metric g ∈ M, and let R(g) be its scalar curvature. For c = 0, critical points of the restricted volume map V c : M c → (0, ∞) are precisely stationary points of the total scalar curvature R(g) = M R(g) dµ g restricted to M c . (Note that the total scalar curvature is a topological invariant in dimension two.) Critical metrics for V c are special, as they admit non-trivial solutions (f, κ) to the overdetermined-elliptic system L is its formal adjoint, and κ is a constant. We make this precise in Theorem 2.3.
In this paper, we localize the above analysis to the case where the metric deformations are supported on the closure of a bounded domain Ω ⊂ M . In Theorem 1.1, we show that when the metric g does not admit non-trivial solutions to L solution (f, κ) exists, we call the metric g V -static with V -static potential f . This condition is a mild generalization of the static equation L * g f = 0, cf. [7] . A metric g is called static if the static equation admits a non-trivial solution f , in which case f is called a static potential for g. In Theorem 2.3, we provide a variational characterization of V -static metrics, emphasizing the role of the boundary values of a V -static potential. The case where κ = 0 and the V -static potential vanishes on the boundary was studied in [20] , where an interesting volume comparison result (stated here as Theorem 2.4) was proved. We include a new proof of this result from [20] that actually leads to a slightly stronger result.
We now give a precise statement of the local deformation theorem. Let h be a symmetric (0, 2)-tensor on M . The linearization L g of the scalar curvature map R : M → R is L g (h) = −∆ g (tr g h)+div g div g h−h·Ric(g), and its formal L 2 -adjoint is L * g f = −(∆ g f )g + ∇ Theorem 1.1. Let (Ω, g) be a compact C 4,α Riemannian manifold 1 of dimension n ≥ 2 with boundary. Let Ω be the manifold interior of Ω. Assume that the equation S * g (f, a) = 0 has no non-trivial solutions (f, a) ∈ C 2 (Ω) × R. There exist ǫ, C > 0 so that for any (σ, τ ) ∈ B 0 with ||(σ, τ )|| 0 < ǫ there is a metric γ on Ω so that R(γ) = R(g) + σ, V (γ) = V (g) + τ . In fact, γ − g ∈ B 2 and γ − g 2 ≤ C (σ, τ ) 0 .
In particular, γ − g can be extended by 0 as a C 2,α tensor across the boundary of Ω.
The following version of Theorem 1.1 includes the dependence on the metric and higher order regularity: Theorem 1.2. Let k ≥ 4. Let (Ω, g 0 ) be a compact C k,α Riemannian manifold of dimension n ≥ 2 with boundary, and let Ω be the manifold interior of Ω. Assume that the equation S Example 1.5. Consider the metric g = (n − 2)
where n ≥ 3. Then f (t, ω) = sin(t) is a static potential for g. Clearly, scaling the S 1 -factor preserves the scalar curvature while the total volume changes. Thus g is not a critical point for the volume functional on M (n−1)(n−2) .
To summarize the above discussion, let K be the space of V -static metrics g on a closed connected manifold M of dimension at least three. This space contains all Einstein metrics and all metrics that are static. By Theorem A in [24] , a metric which is Einstein and static is either Ricci-flat or a round sphere. We can write K as a disjoint union K = K + ∪ K 0 ∪ K − according to the sign of the constant scalar curvature R(g) = c, cf. Proposition 2.1. By Example 1.3, the space K − consists precisely of the Einstein metrics of negative scalar curvature. None of these metrics is static. By Example 1.4, K 0 is the space of Ricci-flat metrics, all of which are static, and none of which are critical for V 0 . The structure of K + is more complicated. K + consists of metrics that are critical for V c , e.g. the Einstein metrics of positive scalar curvature, and static metrics that are not critical for V c , cf. with Example 1.5. Static metrics in K + admit c n−1 in the spectrum of the Laplacian, such as the sphere (c = n(n − 1)) and S 1 × S n−1 (c = (n − 1)(n − 2)). Further examples have been found by Kobayashi and Lafontaine in [29] . If c n−1 is not in the spectrum of the Laplacian of a metric in K + , then the metric is Einstein and non-static, for example RP n . As our first application of Theorems 1.1 and Theorem 1.2, we establish a gluing result which is largely inspired by those in [5, 13, 14] . The result gives a condition that guarantees that two metrics with the same constant scalar curvature can be glued together to produce a metric with the same constant scalar curvature, preserving both the total volume and the original metrics outside a specified region. Theorem 1.6. Fix n ≥ 3 and k ≥ 4. Let σ n ∈ {−n(n − 1), 0, n(n − 1)}. Let (M 1 , g 1 ) and (M 2 , g 2 ) be two compact C k,α Riemannian manifolds such that R(g 1 ) = σ n = R(g 2 ). Assume that each (M i , g i ) contains a non-empty smooth domain U i ⊂ int(M i ) where g i is not V -static. There exists a C k−2,α metric g on the connected sum M 1 #M 2 ⊃ (M 1 \ U 1 ) ⊔ (M 2 \ U 2 ) such that R(g) = σ n , vol(M 1 #M 2 , g) = vol(M 1 , g 1 ) + vol(M 2 , g 2 ), and g = g i on M i \ U i , i = 1, 2. If (M 1 , g 1 ) and (M 2 , g 2 ) are smooth, then we can find (M 1 #M 2 , g) smooth with these properties.
There are many gluing results for constant scalar curvature and, more generally, the Einstein constraint equations in the literature. Gromov-Lawson [12] and Schoen-Yau [27] used different methods to prove that the existence of a positive scalar curvature metric on a manifold is preserved under surgeries of co-dimension at least three. The seminal paper of Schoen [25] on the singular Yamabe problem on the sphere has inspired a large number of works on scalar curvature gluing constructions. The resolution of the Yamabe problem shows that the connected sum of two closed manifolds admits a metric of constant scalar curvature in the conformal class of any metric on the sum. It is interesting and important to understand in what way the constant scalar curvature metric on the sum can be made to reflect the geometry of the original summands. Joyce [15] produced constant scalar curvature metrics on connected sums of closed manifolds by constructing approximate solutions on the joined manifolds by hand, and then solving for a conformal deformation to constant scalar curvature. He also described the geometry of the resulting configuration. A difference in Theorem 1.6 (as in [5, Theorem 1.2] ) is that we use a deformation out of the conformal class to preserve the initial metrics away from the gluing region. In particular, we note that in [15] , the resulting metric on the connected sum of two zero scalar curvature metrics has constant negative scalar curvature.
The conformal part of the proof of Theorem 1.6 follows closely the works [13, 14] , see also [18] , on gluing constructions for the Einstein constraint equations. An important observation for localized gluing was made by Chruściel-Delay [4] . They noticed that the conformal constructions could be combined with the localized deformation technique of Corvino-Schoen [7, 9] to produce, under certain nondegeneracy conditions, solutions to the Einstein constraint equations on connected sums for which the original data is left unchanged outside the gluing region. We refer to [5, Theorem 1.2] for an analogue of our Theorem 1.6 in the case σ n ≤ 0. A gluing construction for constant positive scalar metrics was obtained by Chruściel-Pacard-Pollack [6] . An overview of these constructions with additional references is given in [8, . We also refer the reader to the recent work of Delay [10] .
In the final section of this paper, we note how connect-sum constructions for scalar curvature can be combined with the recent counterexample to Min-Oo's conjecture by Brendle, Marques, and Neves [3] to produce counterexamples of different topological types and of large volume. Such examples are interesting in light of the recent results in [22] . 
Variational characterization of V -static metrics
Let (Ω, g) be a connected n-dimensional compact C 3 Riemannian manifold with boundary, and let Ω be the manifold interior of Ω. We say that (Ω, g) is V -static (or simply that the metric g is V -static) if the equation
We will see in Proposition 2.2 that every solution (f, a) ∈ H 1 loc (Ω) × R of (2.1) is actually in C 2 (Ω) × R. The goal of this section is to study properties of V -static metrics and to characterize the boundary values of V -static potentials.
The kernel of S
is equivalent to (2.1) with a = −2κ. Given κ ∈ R, L * g f = κg is an overdetermined elliptic system for f . It is well-known how to re-cast (2.2) into a proper elliptic system for (f, g) in appropriate coordinates (e.g. harmonic coordinates), cf. [1] or [7, p. 145-146 ]. In such coordinates, then, f and g are analytic. It follows that if (Ω, g) is V -static, then so is any subdomain (with the restricted metric); this also follows from the proof of Proposition 2.1.
The following property of V -static metrics follows as in [7, Proposition 2.3] , see also [20, Theorem 7 (i) ].
Proposition 2.1. Assume that for some constant κ ∈ R there exists a non-trivial weak solution f ∈ H 1 loc (Ω) of (2.2). Then g has constant scalar curvature. Proof. By elliptic regularity, f ∈ C 2 (Ω) ∩ H 3 loc (Ω). Taking the divergence of the equation L * g f = κg and using the Bianchi identity and the Ricci formula, it follows that f dR(g) = 0. Along a unit-speed geodesic γ with γ(0) = p, the equation L * g f = κg reduces to a second-order ODE with initial data (f (p), df (γ
In the homogeneous case κ = 0, observe that if f has a zero that is a critical point, then f is identically zero. Thus the zero set of f has codimension one. It follows that dR(g) = 0 so that the scalar curvature R(g) is constant. If κ = 0, then a solution of the (inhomogeneous) ODE cannot vanish identically in a non-empty open set, from which we can again conclude that R(g) is constant.
The ODE argument in the proof of Proposition 2.1 shows that the kernel of L * g has dimension at most (n + 1). Thus, the dimension of the kernel of S * g is at most (n + 2). This maximal dimension is achieved, for example, by the standard metric on the sphere S n . Viewing S n as the unit sphere in R n+1 with center at the origin, the kernel is spanned by (x j | S n , 0), j = 1, . . . , n + 1, and (1, 2(n − 1)) in this case. By employing the exponential map from points near the boundary and using basic facts about existence, uniqueness, and dependence on initial data for ODEs as in [7, Proposition 2.5] , we see that every solution f of (2.2) extends to the boundary as a C 2 function; using an interior elliptic estimate, or appealing to the finite-dimensionality of the kernel, we also obtain an estimate on such solutions: 2.2. The variational principle. In this section, we characterize the boundary values of solutions f of (2.2) whose existence is ensured by Proposition 2.2. For simplicity, we will assume that n ≥ 3 and that (Ω, g) is smooth in this subsection and the next.
We adopt the notation from [20] . Let γ be a smooth Riemannian metric on ∂Ω. Let c be a constant. For any integer k > n 2 + 2, let M c γ denote the set of H k Riemannian metrics g on Ω such that R(g) = c and g| T (∂Ω) = γ, where R(g) is the scalar curvature of g and g| T (∂Ω) is the metric induced by g on ∂Ω. We recall from [20] that if g is such that ∆ g + c n−1 has positive (Dirichlet) spectrum, then M c γ is a Hilbert manifold near g. Let ν be the outward unit normal to ∂Ω, let II(X, Y ) = ∇ X ν, Y for vector fields X, Y tangent to ∂Ω, and let H = tr γ (II) be the mean curvature. (Our sign convention follows that of [20] .)
The Theorem 2.3. Let κ be a constant and let φ be a smooth function on ∂Ω. We assume that either κ = 0 or that φ does not vanish identically. Consider the functional on M c γ given by
where V (g) is the volume of (Ω, g) and dσ is the volume form of γ. Suppose g ∈ M Proof. We follow the proof of Theorem 2.1 in [19] . Let {g(t)} |t|≤ǫ ⊂ M c γ be a continuously differentiable path such that g(0) = g. Let h = g ′ (0). Let H(t) be the mean curvature of ∂Ω in (Ω, g(t)) computed with respect to the outward unit normal as above. A calculation as in [20, (34) 
where ν is the outward unit normal to ∂Ω in (Ω, g(0)), X is the vector field dual to the 1-form h(ν, ·)| T (∂Ω) on (∂Ω, γ), div γ X is the divergence of X on (∂Ω, γ), and ·, · γ is the metric product on (∂Ω, γ). Using that h| T (∂Ω) = 0, it follows that
where we have omitted the volume forms. For any function f on Ω with f = φ along ∂Ω, we can integrate by parts in (2.6) to obtain
where ·, · g denotes the metric product on (Ω, g) and ∇ γ is the gradient operator on (∂Ω, γ). Since h| T (∂Ω) = 0,
On the other hand, the fact that
where we recall that L g (h) = DR g (h) is the linearization of the scalar curvature map at g in direction h. Therefore, it follows from (2.7)-(2.9) that
Hence if f is a solution of (2.4), then g is a critical point of
For the other direction, assume now that g is a critical point of E κ,φ (·), and consider the unique solution f of the boundary value problem
Letĥ be an arbitrary smooth symmetric (0, 2)-tensor with compact support in Ω.
Since the first Dirichlet eigenvalue of ∆ g + c n−1 is positive, by [20, Proposition 1] there exist t 0 > 0 and ǫ > 0 such that, for every t ∈ (−t 0 , t 0 ), there exists a unique smooth positive function u(t) on Ω with |u(t) − 1| ≤ ǫ such that u(t) = 1 on ∂Ω, such that g(t) = u(t) 4 n−2 (g + tĥ) ∈ M c γ , and such that {u(t)} |t|<t0 is differentiable at t = 0 with u(0) = 1. For such a path g(t), we have h := g ′ (0) = 4 n−2 u ′ (0)g +ĥ. Hence, by (2.10) and the fact that f is a solution to (2.11), we have
Sinceĥ can be chosen arbitrarily, we conclude that f satisfies (2.4).
2.3.
A volume comparison result for V -static metrics. When the function φ in Theorem 2.3 is chosen to be identically zero and κ = 1, then Theorem 2.3 reduces to Theorem 5 in [20] and claims that for a metric g ∈ M c γ for which ∆ g + c n−1 has positive first Dirichlet eigenvalue, the system (2.13)
(Ω) if and only if g is a critical point of the volume functional V (·) restricted to M c γ . We recall the following volume comparison result from [20] for such metrics when c = 0.
Theorem 2.4 ([20]
). Let g be a smooth, scalar flat metric on Ω. Suppose there exists a function f such that g and f satisfy (2.13). Let γ be the metric induced on Σ = ∂Ω. Suppose Σ is connected and that (Σ, γ) can be isometrically embedded in R n as a compact strictly convex hypersurface Σ 0 . If n > 7, where n is the dimension of Ω, we assume in addition that Ω is spin. Then
where V (g) is the volume of (Ω, g) and V 0 is the Euclidean volume of the compact domain bounded by Σ 0 in R n . Moreover, V (g) = V 0 if and only if (Ω, g) is isometric to a standard ball in R n .
The proof of Theorem 2.4 in [20] uses the result of Shi and Tam in [30] and thus depends on the Positive Mass Theorem [26, 32] . Here we include another proof of Theorem 2.4 that does not depend on the Positive Mass Theorem, so we can omit the spin assumption in high dimensions. We start with the following proposition.
Proposition 2.5. Let g be a smooth, scalar flat metric on Ω. Suppose there exists a function f such that g and f satisfy (2.13). Let γ be the metric induced on Σ = ∂Ω, let |Σ| be the area of (Σ, γ), and suppose that Σ is connected. Then a) Σ R γ > 0, where R γ is the scalar curvature of (Σ, γ).
Equality holds if and only if (Ω, g) is isometric to a standard ball in R n . c) When n = 3, one has
Equality holds if and only if (Ω, g) is isometric to a round ball in R 3 .
Proof. Let ν be the outward unit normal to Σ. Let H and II be the mean curvature and the second fundamental form of Σ in (Ω, g) with respect to ν. By Theorem 7 (iii) in [20] , f is positive on Ω, H is a positive constant, and (n − 1)II = Hγ. Moreover, by (48) and (53) in [20] , we have that H ∂f ∂ν = −1 and |Σ| = n n−1 HV (g). Hence (2.14)
where the first equality follows from an integration by parts, and where we used that 2div g (Ric(g)) = dR(g) = 0 and that ∂f ∂ν is constant along Σ to justify the second equality. Taking the metric product of (2.13) with Ric(g) and using again that R(g) = 0, we see that
Equations (2.14) and (2.15), together with the fact that H
In particular, this shows that
with equality if and only if Ric(g) = 0 on Ω.
The Gauss Equation, along with the fact R(g) = 0 and
It follows from (2.17) and (2.18) that
This proves a). The inequality in b) follows from (2.19) and the fact |Σ| = n n−1 HV (g). If equality holds, then Ric(g) = 0 on Ω. That (Ω, g) is isometric to a ball in R n in this case then follows from [21, Theorem 2.1].
Finally, c) follows from b) and the Gauss-Bonnet Theorem.
The fact that Proposition 2.5 implies Theorem 2.4 was first noted by Tam [31] . We thank Luen-Fai Tam for pointing out the following lemma.
n is an embedded, closed, strictly convex hypersurface. Let R γ be the scalar curvature of Σ with respect to the metric γ induced from the Euclidean metric, let |Σ| be its area, and let V be the Euclidean volume of the region enclosed by Σ. Then
Proof. Let H denote the (positive) mean curvature of Σ. Taking i, j, k to be 1, 2, 3 and then 0, 1, 2 in (6.4.6) in [28, p. 334] , one arrives at two of the Minkowski inequalities
Theorem 2.4 without the spin assumption in dimension n > 7 now follows from Proposition 2.5 and Lemma 2.6.
Proof of Theorem 1.1
The proof of Theorem 1.1 is similar to those of the localized deformation theorems in [7, 9, 4] . It proceeds by iteration with a linear correction at each stage. The linearized problem is solved variationally. This requires delicate weighted L 2 -estimates. The pointwise bounds on these variational solutions required to establish convergence of the iteration follow from interior Schauder estimates.
3.1. Function spaces. Let k be a non-negative integer, α ∈ (0, 1), and let (Ω, g) be a compact C k,α Riemannian manifold with boundary. Let Ω denote the manifold interior of Ω. Let ℓ ≤ k be a non-negative integer, and let ρ be a positive measurable function on Ω. Below, we use the connection and the tensor norms induced by g, and we integrate with respect to the volume form dµ g .
Let L 2 ρ (Ω) be the set of functions (or tensor fields) 
Assume now that k ≥ 1. Let d(x) = d(x, ∂Ω) be the distance to the boundary ∂Ω computed with respect to the metric g. Then d(x) is a C k,α function near ∂Ω [11] . We will use a C k,α weight ρ with 0 < ρ ≤ 1 on Ω with the following boundary behavior: ρ depends monotonically on the distance d to ∂Ω, ρ = e −1/d near ∂Ω, and ρ ≡ 1 outside a neighborhood of ∂Ω.
⊂ Ω, and so that near 
There is a constant D > 0 so that for all ǫ > 0 sufficiently small, there is an extension operator E ǫ :
Note that S * g has trivial kernel in H 1 loc (Ω ǫ ) for ǫ > 0 sufficiently small. Indeed, the kernels K ǫ of S * g on Ω ǫ decrease as ǫ ↓ 0 (by restriction, which is injective by the remarks following (2.2)). Since each is at most (n + 2)-dimensional (cf. Section 2.1) and there is no kernel on Ω, they must stabilize at {0}.
We claim that there is a constant C > 0 so that for all ǫ > 0 sufficiently small and (u, a) ∈ H 2 (Ω ǫ ) × R,
We prove this by contradiction. Suppose the estimate does not hold. There is a sequence ǫ j > 0 with ǫ j ↓ 0 and (
We normalize so that (ũ j , a j ) H 1 (Ω)×R = 1. Using (3.2) and (3.4), we obtain
For j large enough so that C(n, g,
. By the Rellich Lemma and the fact that the sequence {a j } is bounded, there exist (u, a) ∈ H 2 (Ω) × R and a subsequence of {(ũ j , a j )} that converges to (u, a) weakly in
(Ω), and using (3.4), we see S * g (u, a) = 0 holds weakly, so that (u, a) is a non-trivial element of the kernel of S * g . This is a contradiction. Thus (3.3) holds uniformly for ǫ > 0 small, as asserted.
The uniformity of (3.3) in ǫ > 0 allows us to promote this estimate to the weighted coercivity estimate (3.1) exactly as in [7, p. 149-150] , using the co-area formula and integration by parts. Indeed, for any u ∈ C 2 (Ω), and any sufficiently small d 1 > 0, we have that
.
By the density of 
Then F has a unique critical point (u, a) ∈ H 2 ρ (Ω) × R. This critical point is the global minimizer of F and it is a weak solution of the equation
shows that µ ≤ 0. The coercivity estimate (3.1) shows that µ is finite. Standard Hilbert space arguments exactly as in [7, p. 150-152] show that a minimizer (u,
, and the map t → F ((1 − t)(u, a) + t(û,â)) is strictly convex. This shows that (u, a) is the unique critical point and in particular the only global minimizer of F .
The Euler-Lagrange condition for the critical point (u, a) of F gives that for all
Finally, using the coercivity estimate (3.1), Cauchy-Schwarz, and µ ≤ 0, we obtain that 1
3.4.
Pointwise estimates of the variational solution. We will use the following function spaces:
The operator ρS * g is continuous from C (Ω)
(Ω) × R. 
. We apply the Schauder interior estimates in the form discussed in Appendix A. We also use the bound (u, a) H 2 ρ ×R ≤ C (σ, τ ) 0 from Proposition 3.2 and the obvious estimate h L 2
3.5. Solving the non-linear problem by iteration. The goal of this section is to obtain a solution of the non-linear problem Θ(g + h) = Θ(g) + (σ, τ ) using the linear theory from Section 3.4 to iteratively adjust approximate solutions. The proof of Theorem 1.1 will be complete once Proposition 3.4 has been established. We first make a general remark about the quadratic remainder term in the Taylor expansion of h → Θ(g + h) at an arbitrary C 2,α (Ω) metric g. We have that
where S g = DΘ g is the linearization of Θ at g and where Q g is the "quadratic remainder" term. More precisely, in a fixed coordinate system, S g (h) (respectively Q g (h)) is a homogeneous linear (quadratic) polynomial in h ij , ∂ k h ij and ∂ 2 kℓ h ij whose coefficients are smooth functions of
. Using this estimate for U = B(x, φ(x)) a small ball near the boundary, and for U the complement of a thin collar neighborhood of ∂Ω, we obtain
where D might have changed. Here, we also used that the weight ρ tends to zero faster on approach to the boundary than any power of the distance function. Enlarging D slightly if necessary, we also see that
holds for every metric γ that is sufficiently close to g in C 2,α (Ω). Similarly, we have that
provided that γ, γ ′ are C 2,α (Ω) close to g. In (3.7) and (3.8) the weighted L 2 and Schauder and norms, in whose definition we use the distance function to the boundary of Ω, are computed with respect to the fixed metric g, cf. Remark 3.6.
Proposition 3.4. Let (Ω, g) be as in Theorem 1.1. Let C > 0 be the constant from Proposition 3.3. There exists ǫ 0 > 0 so that given any (σ, τ ) ∈ B 0 with (σ, τ ) 0 ≤ ǫ 0 , there exists (u, a) ∈ B 4 so that for h = ρS * g (u, a), g + h is a metric with Θ(g + h) = Θ(g) + (σ, τ ), and such that (u, a) 4 
. We let γ 1 := g + h 0 . Note that γ 1 is a C 2,α (Ω) metric provided ||(σ, τ )|| 0 is sufficiently small. Fix δ ∈ (0, 1). We require that ǫ 0 > 0 to be so small that DC 2 ǫ 1−δ 0 ≤ 1. We now proceed inductively: 
and that for all 1 ≤ j ≤ m,
If we define h m := ρS * g (u m , a m ) where (u m , a m ) is the variational solution to S g ρS * g (u m , a m ) = (R(g) + σ, V (g) + τ ) − Θ(γ m ) from Proposition 3.3, and if we let γ m+1 := γ m + h m , then γ m+1 is a C 2,α (Ω) metric and the estimates (3.9) and (3.10) hold for p = m and j = m + 1.
Proof. We let γ 0 := g. The induction hypotheses ensure that g − γ j C 2,α (Ω) stays small (depending on ǫ 0 > 0) throughout the iteration. Using Proposition 3.3, we find (u m , a m ) ∈ B 4 such that S g ρS * a m ) , the hypotheses imply the following:
Using (3.7), (3.8) and elementary manipulations, we obtain that
It follows that the series ∞ p=0 (u p , a p ) converges in B 4 to some (u, a), and that if h := ρS * g (u, a), then γ := g + h satisfies Θ(γ) = (R(g) + σ, V (g) + τ ). Choosing ǫ 0 > 0 even smaller if necessary, we obtain that ||(u, a)|| 4 ≤ 2C||(σ, τ )|| 0 and ||h|| 2 ≤ 2C||(σ, τ )|| from summing the estimates for (u p , a p ) and h p . This concludes the proof of Proposition 3.4.
Remark 3.6. The conclusion of Proposition 3.4 holds with one choice for ǫ 0 > 0 and C > 0 for any metric g ′ from a small C 4,α (Ω) neighborhood of g. To see this, note that the condition that S *
. This follows easily from Proposition 2.2. The fundamental coercivity estimate (3.3), and hence (3.1), holds with a uniform constant C for all metrics g ′ that are close to g in C 4,α (Ω). The dependence on the metric can easily be made part of the proof. The derivation of (3.3) is the only indirect argument that was used in the proof of Proposition 3.4. We emphasize that the norms of the lower order terms of the operators to which we apply Schauder estimates in the proof of Proposition 3.3 are uniformly bounded in appropriate spaces, even though the weighted norms as g ′ varies in a neighborhood of g are not necessarily equivalent. Thus there is a constant C for which the weighted Schauder estimates will hold for all g ′ from a C 4,α (Ω) neighborhood of g.
Continuous dependence.
Proposition 3.7. There exist ǫ 0 > 0 and C > 0 with the following property. If (σ i , τ i ) ∈ B 0 with (σ i , τ i ) 0 ≤ ǫ 0 for i = 1, 2, and if γ 1 and γ 2 are the corresponding solutions of Θ(γ i ) = Θ(g) + (σ i , τ i ), i = 1, 2, constructed in the proof of Proposition 3.4, then
, and γ i = g + h i be as in Proposition 3.4. Then
Analysis of the remainder term in the Taylor expansion as in Section 3.5 gives
Interior Schauder estimates for the operator ρ −1 L g ρL * g give that
By the coercivity estimate (3.1),
We would like to integrate by parts in the last term. Since S *
(Ω), it is not immediately clear that the boundary terms will vanish. Using that C ∞ (Ω) is dense in H 2 ρ (Ω) (cf. [9, Lemma 2.1]), we can justify the integration by parts using an approximation argument. It follows that
. Together with (3.11), this completes the proof.
Higher order regularity of the solution and the proof of Theorem 1.2.
The non-linear differential operator u →P (u) = ρ −1 R(g + ρS * g (u, a)) − R(g) is quasi-linear fourth order elliptic in u provided that ρS * g (u, a) is sufficiently small. The fourth order part of this operator is equal to
Here, γ ij := (g + ρS * g (u, a))
ij . To see ellipticity, note that for ρS * g (u, a) sufficiently small, γ ij is close to g ij and the symbol of the operator is close to (n − 1)|ξ| 4 . The lower order terms may blow up on the boundary. The equationP (u) = ρ −1 σ can be cast in a form to which higher order Schauder estimates similar to those in (A.2) of Appendix A and bootstrapping can be applied. Note that the right hand side is compactly supported and hence lies in any of the weighted Sobolev spaces we defined. Under the regularity assumptions for (Ω, g) in the statement of Theorem 1.2, we obtain that
This implies that
In particular, it follows that h = ρS * g (u, a) extends by 0 as a C k−2,α function across the boundary of Ω. We emphasize that we lose two degrees of differentiability in the construction of h. Theorem 1.2 follows from this, Remark 3.6, and inspection of how the weighted norms we have used are constructed and depend on the metric tensor. Note that to arrange supp(γ − g) to be compactly contained in Ω, we would first replace Ω by Ω δ , for δ > 0 so small that Ω 0 ⊂ Ω δ and so that Ω δ is not V -static (see the proof of Proposition 3.1).
We remark that if the metric g is smooth to start with, then we can bootstrap to conclude that h, and hence γ = g + h, is also smooth.
Constant scalar curvature gluing with a volume constraint
Theorem 4.1. Let k ≥ 2, n ≥ 3, and σ n ∈ {−n(n − 1), 0, n(n − 1)}. Let (Σ 1 , γ 1 ), (Σ 2 , γ 2 ) be two compact n-dimensional C k,α Riemannian manifolds with non-empty boundary. Assume that R(γ 1 ) = R(γ 2 ) = σ n . When σ n > 0, we also assume that the operators (∆ γi + n) have positive Dirichlet spectrum on Σ i . Let p i ∈ int(Σ i ) and U i be a neighborhood of p i in Σ i for i ∈ {1, 2}. There is a family of C k,α metrics {γ T } on the connected sum
with R(γ T ) = σ n and such thatγ , where an analogous gluing result is formulated for σ n ≤ 0, without a volume constraint. We include here the case σ n > 0, and we also estimate the volume, which we need for our application to Theorem 1.6. The proof of Theorem 4.1 follows the approach of the proofs of [13, Theorem 1] and [14, Theorem 3.10] closely. For completeness and clarity, we repeat many of the arguments rather than simply indicating necessary modifications. Some of our estimates are slightly sharper than the analogues in [13, 14] , and there is at least one technical simplification as we do not need to employ weighted Hölder spaces in our argument.
4.1.
The approximate solution. Here we construct approximate solutions to the scalar curvature equation on the connected sum. To do this, we use a conformal rescaling in each of two punctured geodesic balls B i \ {p i } ⊂ U i to produce a metric on each of Σ i \ {p i } with an asymptotically cylindrical end. We identify these ends (after a cut off to an exact cylindrical metric far along the end) to form the connected sum. We then superimpose the two conformal factors used to produce these cylindrical blow ups on the ends to obtain a new conformal factor. This gluing generalizes how the (scalar flat) Schwarzschild metric (R n \{0}, (1+ Lemma 4.3 (Quasi-polar and quasi-cylindrical coordinates). Let n, k ≥ 2, let (M, g) be an n-dimensional C k,α Riemannian manifold, and let p ∈ int(M ). There exists r 0 > 0 such that for every ρ ∈ (0, r 0 ), there exist C k+1,α coordinates (x 1 , . . . , x n ) on an open subset containing B(p, ρ/2), with (0, . . . , 0) corresponding to p, and such that g ij = δ ij + Q ij , where Q ij ∈ C k,α (B(p, ρ/2)), with Q ij (0) = 0 = Q ij,ℓ (0) for all i, j, ℓ ∈ {1, . . . , n}. Let (r, θ) be polar coordinates in this coordinate system. One can extend r to all of M \ {p} as a C k,α function with uniform bounds on all of B(p, ρ) , and so that
Changing to cylindrical coordinates t(x) = − log r(x), we can express the metric r −2 g on B(p, ρ/2) \ {p} in the form dt 2 + g S n−1 + e −2tĥ wherê h ∈ C k,α loc (B(p, ρ/2) \ {p}). Moreover, ĥ C k,α ([− log(ρ/2),∞)×S n−1 ) < ∞, where the norm (including covariant derivatives) is taken with respect to the cylindrical metric dt 2 + g S n−1 .
Proof. We can compose any C k+1,α diffeomorphism ϕ of a neighborhood of p in M onto a neighborhood of the origin ϕ(p) in R n with a map that is a non-singular linear transformation plus a vector field whose entries are homogenous quadratic polynomials in the coordinates, to obtain a new coordinate system centered at p in which g ij = δ ij + Q ij , with Q ij (0) = 0 = Q ij,ℓ (0) for all i, j, ℓ ∈ {1, . . . , n}. Let θ : S n−1 → R n be the standard embedding of the unit sphere, and let Φ :
. . , 0)} be the "cylindrical coordinates map" Φ(t, θ) = e −t θ. Pulling back g ij by this map, we get
Using Q ij (0) = 0 = Q ij,ℓ (0), the assertions about the decay ofĥ follow readily.
Remark 4.4. In [13, (9) ], the weaker decay rate e −2t (dt 2 + g S n−1 + e −tĥ ) withĥ and its derivatives bounded as t → ∞ is used. Our sharper estimate leads to better bounds in some places than those obtained in [13] .
Remark 4.5. We do not work with cylindrical coordinates based on geodesic polar coordinates in Lemma 4.3 to avoid an unnecessary loss of regularity. Recall that the distance function of a C k,α metric to a point p is C k,α in a punctured neighborhood of p, see [11] . Note that one could arrange the coordinates (x 1 , . . . , x n ) to be smooth, say, by starting with a smooth diffeomorphism ϕ in the above proof.
We now fix R ∈ (0,
Here, (r 0 ) i is as in Lemma 4.3 applied with M = Σ i and p = p i . We let r (i) (x) be the functions constructed in Lemma 4.3 for ρ = R.
We define r i (x) = min{2R, r (i) (x)}. Let ψ : (0, ∞) → (0, ∞) be a smooth, positive function with
with an infinite, asymptotically cylindrical end attached.
Let T ≥ T 0 ≫ −2 log R > 1, and let (r i , θ) be the quasi-geodesic polar coordinates on B γi (p i , 3R) ⊂ Σ i of Lemma 4.3. Let s i = − log r i + log R − 
. Such a transition can be accomplished using a cut-off function whose norms do not depend on T .
The cylindrical ends of the two Riemannian manifolds so obtained can be identified by forming the quotient via the relation (s 1 , θ) ∼ (−s 2 , θ) in the exactly cylindrical pieces (−
. We obtain a new manifold (Σ T , γ T ), where Σ T is topologically just Σ 1 #Σ 2 . We define a new linear coordinate
whereĥ T and its derivatives with respect to the cylindrical metric are bounded independently of T , and whereĥ T = 0 on [− 
Note that on (− T 2 + 1,
The scalar curvature of Ψ
Here, c n = n−2 4(n−1) . Because γ T is exactly cylindrical on (− (n−2) e −(n−2)T /2 , with the minimal sphere at s = 0 in our coordinates (cf. [2] ). The geometry of (Σ T , Ψ 4/(n−2) T γ T ) is thus that of a Schwarzschild neck together with interpolating regions joining (
We use {(Σ T , Ψ 4/(n−2) T γ T )} T ≥T0 as a family of approximate solutions to the constant scalar curvature equation on Σ 1 #Σ 2 that we want to perturb to obtain exact solutions. The injectivity radius of (Σ T , γ T ) is bounded below uniformly as T → ∞. Define the operator
In view of (4.2), we would like to solve N T (Ψ T + η T ) = 0 for small η T , such that Ψ T + η T > 0. To accomplish this by perturbation, we will estimate N T (Ψ T ) and analyze the mapping properties of the linearization L T of N T at Ψ T .
Let f k,α := f C k,α (ΣT ) denote the Hölder norm on (Σ T , γ T ). Let " " denote an inequality up to multiplication by a constant that is independent of T . We begin by estimating N T (Ψ T ): Proposition 4.6 (Cf. [13, Proposition 6] ). Let k ≥ 2. If 3 ≤ n ≤ 6, we have that
For n > 6,
This estimate follows along the lines of [13, Proposition 6] , [14, Proposition 3.6] . For the reader's convenience, we include a proof in Appendix B. The cited proofs involve some additional terms coming from the Einstein constraint equations. Our estimates are also slightly sharper due in part to the fact that we use a better estimate on the metric (Lemma 4.3) .
For a given integer ℓ with 0 ≤ ℓ ≤ k, we define the function spaceC ℓ,α (Σ T ) = {u ∈ C ℓ,α (Σ T ) and u ∂ΣT = 0}. The proof of the following proposition is very similar to [13, 14] . We include the proof for completeness and clarity. We let
is invertible for large T . The invertibility of these operators for k ≥ 3 follows from elliptic regularity. This map is Fredholm of index zero, so we only have to show that it is injective for T large enough. We do this by contradiction below. First, note that s = (−1) j corresponds to r j = Re In the first case, we assume that for one of j = 1, 2, and for some 0 < r < R, there is a c > 0 so that max Σ * j,r |η m | ≥ c (at least for a subsequence, which we re-index).
. Since the η m are uniformly bounded, interior Schauder estimates on the equations L Tm (η m ) = 0 imply that we can take a subsequence converging in C 2 on compact subsets of Σ * j , to a non-trivial limit function η on Σ * j . Moreover, we have L j (η) = 0 on Σ * j . Applying the identity
for the conformal Laplacian (valid for every f ∈ C 2 (Σ j )) with f = η, we obtain that
Since R(γ j ) = σ n , we conclude that
We have that |Ψ locally smoothly on R × S n−1 . Using interior Schauder estimates and the supremum bound on η m , we get a subsequence converging in C 2 on compact subsets of the cylinder to a solution η ofL(η) = 0. Moreover, |η| ≤ 1 and |η| = 1 at some point withs = 0. This contradicts the maximum principle.
Finally, we show that the norm of the inverse The same rescaling to a cylinder as above leads to a contradiction.
We have now established the linear theory. Before moving on to the non-linear estimates, we note that in the zero scalar curvature case σ n = 0, the problem we want to solve is linear:
By Proposition 4.6, we have that
for n ≤ 6 e −T for n > 6. (4.5) This guarantees that
on Σ T for sufficiently large T .
4.3.
Non-linear estimates. When σ n = 0, we solve the non-linear problem N T (Ψ T + η T ) = 0 using a contraction mapping argument. To do this, we apply the linear estimates above, along with the following estimate of the quadratic error term Q T , where
The arguments in this subsection follow those of [13, Section 6] closely. we have that
Proof. This follows at once from the expansion 
is a contraction mapping F T : B β → B β .
Proof. Recall that " " denotes an inequality up to multiplication by a constant that is independent of T . In view of the explicit expression of Ψ T in Section 4.1, we easily see that for η ∈ B β we have that
Since β > n−2 4 , the right-hand side of (4.7) goes to 0 uniformly as T → ∞. Therefore, for any η 1 , η 2 ∈ B β and sufficiently large T , using the uniform bound on G T from Proposition 4.7, we have
By (4.6) and (4.7), F T is a contraction mapping on B β for T large. To see that F T maps B β into itself, we note that by Proposition 4.6 and the upper bound for β we have that N T (Ψ T ) k−2,α = o(e −βT ), while (4.6) and (4.7) imply that Q T (η) k−2,α = o(e −βT ). Using once more the T -independent bound for the norm of G T from Proposition 4.7, we conclude that indeed F T (η) ∈ B β for η ∈ B β . Choose β as in Proposition 4.9. For sufficiently large T , F T has a unique fixed point η T ∈ B β . If we letΨ T := Ψ T + η T , then N T (Ψ T ) = 0. Since η T ∈ B β , by (4.7), we have thatΨ T > 0 for large T . Thus we have solved the constant scalar curvature equation R(Ψ 4/(n−2) T γ T ) = σ n . Moreover, by elliptic regularity,
We remark that if the metrics g i are smooth to start with, then we can bootstrap to conclude thatγ T is also smooth.
4.4. Volume estimate. We now derive estimates on the volume of (Σ T ,γ T ). The following proposition will complete the proof of Theorem 4.1. The idea of combining the theory of local scalar curvature deformation in conjunction with a conformal gluing method in the proof here is exactly as in [4, p. 57-58] .
Proof. Fix two points p i ∈ U i . There exists ρ 0 > 0 such that B gi (p i , ρ 0 ) ⊂ U i , such that for any ρ ∈ (0, ρ 0 ) the operators ∆ gi + σn n−1 have positive Dirichlet spectrum on B gi (p i , ρ), and such that U i \ B gi (p i , ρ/2) is not V -static. (The last assertion follows from an argument as in the proof of Proposition 3.1.) Fix ρ ∈ (0, ρ 0 ).
Applying Theorem 4.1 with Σ i := B gi (p i , ρ), γ i := g i , we get a family of metrics
We patch back in the original metric g i , transitioning from g i near ∂Σ i toĝ T near ∂B gi (p i , ρ/2) in the usual way: let 0 ≤ χ i ≤ 1 be a fixed smooth function on M i such that χ i = 1 in a neighborhood of ∂Σ i and χ i = 0 in a neighborhood of ∂B gi (p i , ρ/2).
, and R(g T ) → σ n , with R(g T ) = σ n in a neighborhood of ∂U i and ∂B gi (p i , ρ/2). Since g i is not V -static on U i \ B gi (p i , ρ/2), Theorem 1.2 can now be applied on U i \ B gi (p i , ρ/2) to deformg T (for sufficiently large T ) to a metricg such that (g T −g) has compact support in U i \ B gi (p i , ρ/2), R(g) = σ n , and ρ/2) ) has all the properties asserted in Theorem 1.6.
6. Counterexamples to Min-Oo's conjecture with non-trivial topology and arbitrarily large volume
In [23] , Min-Oo conjectured that if (Ω, g) is a compact Riemannian manifold with boundary such that g has scalar curvature at least n(n−1), such that ∂Ω is isometric to the standard round sphere S n−1 , and such that ∂Ω is totally geodesic in (Ω, g), then (Ω, g) is isometric to the standard round hemisphere S n + . Various affirmative partial results under stronger hypotheses have been achieved in this direction. We refer the reader to [3] for a comprehensive account of these contributions. Recently, Brendle, Marques, and Neves constructed a counterexample to Min-Oo's conjecture: Proof. By analyticity, cf. the comments following (2.2), the metric g cannot be V -static on S n + . Let B g (p, ρ) ⊂ S n + be a geodesic ball such that R(g) = n(n−1) on B g (p, ρ), ∆ g +n has positive Dirichlet spectrum on B g (p, ρ), and g is not V -static on S n + \B g (p, ρ/2). We can proceed exactly as in the proof of Theorem 1.6 and glue (S In conjunction with Theorem 6.1, it follows that there are counterexamples to Min-Oo's conjecture of arbitrarily large volume. In contrast, it is shown in [22] that a metric g on S n + that satisfies conclusions (1) and (3) of Theorem 6.1 and which is also C 2 -close to the standard round metricḡ on S n + has volume less than vol(S n + ,ḡ). Remark 6.3. In the proof of Proposition 6.2, we can arrange thatĝ agrees with the round metricḡ near ∂S n + . Indeed, when applying the proof of Theorem 1.2, we can first find a collar neighborhood N ⊂ S n + of ∂S n + , so that B g (p, ρ) ⊂ U := S n + \N , and U \ B g (p, ρ/2) is not V -static. We also note that the proof of Proposition 6.2 can be applied to any counterexample of the Min-Oo conjecture which is not V -static and contains a domain with constant scalar curvature. We can connect to such a space one of the examples satisfying conditions (1) and (3) of Theorem 6.1. After applying Theorem 1.6, we can cap off this end with a round sphere as above.
Remark 6.4. The large-volume counterexamples to Min-Oo's conjecture can alternatively be obtained from the Brendle-Marques-Neves counterexample using the Gromov-Lawson connect-sum construction for positive scalar curvature [12] . The construction in [12] is local near the gluing points. One would connect two copies of the example of Brendle-Marques-Neves at points where R(g) > n(n − 1), applying the technique of Gromov-Lawson carefully so as to maintain the lower bound on the scalar curvature.
Remark 6.5. In the proof of Proposition 6.2, one can start with two disjoint small balls B g (p 1 , ρ 1 ) and B g (p 2 , ρ 2 ) in (S n + , g) such that R(g) = n(n − 1) on B g (p i , ρ i ), ∆ g + n has positive Dirichlet spectrum on B g (p i , ρ i ), i = 1, 2, and g is not V -static
2 )). By forming the connected sum of B g (p 1 , ρ 1 ) and B g (p 2 , ρ 2 ) (adding a handle) and deforming the metric on U , one obtains a counterexample to Min-Oo's conjecture with non-trivial fundamental group. One can also obtain such an example by connecting a counterexample to Min-Oo's conjecture to a non-V -static metric on S 1 × S n−1 or S n /Γ (where Γ is a finite subgroup of SO(n + 1)) which has scalar curvature at least n(n − 1), and in some region has constant scalar curvature n(n − 1). The existence of such metrics on S 1 × S n−1 or S n /Γ follows from results of Kazdan-Warner. In fact, it is shown in [16, 17] that on every closed manifold that admits a smooth metric of positive scalar curvature, every smooth function is the scalar curvature of some smooth metric. Applying the proof of Proposition 6.2 to such an example, one obtains more complicated counterexamples with non-trivial topology and arbitrarily large volume. Recall that the weight ρ is a smooth (C k,α ) function that behaves like e −1/d near ∂Ω. It is easy to check that ||b β || C 0,α φ,φ 4−|β| < ∞. By appropriate scaling, one can obtain interior Schauder estimates on small balls near the boundary of Ω from interior Schauder estimates on balls of a fixed size for an operator whose coefficients are well controlled. The weighted Hölder norms defined in Section 3.1 are designed for this purpose.
For simplicity, we assume that we are working in R n with the standard metric, and that x is close to ∂Ω so that φ(x) = d(x)
2 . For z ∈ B(0, 1), let y = x + φ(x)z, and for any f , letf (z) = f (x + φ(x)z) = f (y). Then D zũ | z = φ(x)D y u| x+φ(x)z . We compute that (P u)(x + φ(x)z) = (n − 1)∆ .
We can multiply this inequality by ϕ(x) where ϕ = φ r ρ s to obtain the following weighted estimate on Ω:
This estimate is similar to that in [4, Appendix B] . Note that we impose slightly different conditions on the lower order coefficients here, and that we use a different convention for the weighted L 2 norms. As for higher regularity, we obtain similarly that Here we sketch the proof of Proposition 4.6, which is similar to that of [13, Proposition 6] and [14, Proposition 3.6] .
Recall that [− This proves the desired C 0 bound in (4.3) and (4.4). The estimate of the derivatives and the Hölder bound follow from similar reasoning.
