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Abstract
We present a human-robot dialogue system that en-
ables a robot to work together with a human user to
build wooden construction toys. We then describe
a study which assessed the responses of naı¨ve users
to output that varied along two dimensions: the
method of describing an assembly plan (pre-order
or post-order), and the method of referring to ob-
jects in the world (basic and full). Varying both
of these factors produced signiﬁcant results: sub-
jects using the system that employed a pre-order
description strategy asked for instructions to be re-
peated signiﬁcantly less often than those who expe-
rienced the post-order strategy, while the subjects
who heard references generated by the full refer-
ence strategy judged the robot’s instructions to be
signiﬁcantly more understandable than did those
who heard the output of the basic strategy.
1 Introduction
Numerous interactive systems have addressed the task of sup-
porting intelligent cooperation with a human partner, where
both partners work together to achieve a mutual task. This
type of task-based collaboration is particularly relevant for
robots, which are able to sense and perform actions in the
physical world and can often be treated as full team members;
examples of such systems include the Bielefeld situated arti-
ﬁcial communicator [Knoll et al., 1997], the Leonardo robot
developed at MIT [Breazeal et al., 2004] and the NASA Peer-
to-Peer human-robot system [Fong et al., 2005].
When humans carry out this type of joint action with one
another, they are able to employ a wide range of verbal and
non-verbal cues to coordinate their actions; indeed, natural-
language (or multimodal) dialogue can itself be seen as a
form of joint action [Clark, 1996]. If a robot is to cooper-
ate naturally with a human partner, it must be able to under-
stand and produce the same sort of communicative cues. If
the communicative signals are “wrong”—even very subtly—
it can have an impact on the usability of a robot system. For
example, [Goetz et al., 2003] found that people complied
more with a robot whose demeanour matched the seriousness
of the task. It has also recently been demonstrated [Huber et
al., 2008] that, when a robot arm hands pieces to a human re-
cipient, users react signiﬁcantly more quickly if the arm uses
biologically-inspired motions than if it uses motions created
by standard motion-planning algorithms.
In this paper, we describe a user evaluation of a human-
robot dialogue system that is designed to enable a humanoid
robot to cooperate with a human partner on building wooden
construction toys. In the evaluation, we experimentally vary
two aspects of the output generated by the system: the way
that it describes assembly plans to the user, and the way that
it refers to objects in the world. We then measure the impact
of varying each of these features on the users’ objective suc-
cess at working with the system, as well as on their subjective
impressions of the interaction.
2 Background
The two aspects of the output that were manipulated in this
experiment—describing domain plans in dialogue and refer-
ring to objects in a multimodal context—are both research
areas that have been widely studied in the natural-language
community. This section presents an overview of existing ap-
proaches to each of these tasks.
2.1 Domain plans and dialogue plans
As part of developing a task-based dialogue system, a crit-
ical aspect of the design process is determining the relation-
ship between domain plans—that is, plans for achieving task-
related goals—and dialogue plans—plans for achieving com-
municative goals. In a task-based interaction, there is a tight
relationship between the two types of plans: for example, the
system must be able to discuss goals and plan steps, to recog-
nise user actions and integrate them into the plan, and to mon-
itor the execution of the plan as it proceeds.
While it is generally agreed that these two types of plans
are tightly related, there is no consensus on exactly how the
plans should be linked to one another in practice. One gen-
eral model for this type of task-based dialogue is the collab-
orative problem-solving (CPS) model of dialogue [Blaylock
and Allen, 2005]. In collaborative problem solving, multi-
ple agents jointly select and pursue goals in three interleaved
phases: selecting the goals to address, choosing procedures
for achieving the goals, and executing the selected proce-
dures. This model was used as the basis for the SAMMIE
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in-car dialogue system [Becker et al., 2006], while the COL-
LAGEN system [Rich et al., 2001] takes a similar view of
dialogue and task goals. [Moore, 1995] describes how text
structure and domain plan structure can be closely related,
while more recent work on automatic tutoring in the LeAc-
tiveMath project [Callaway et al., 2006] makes similar as-
sumptions about the interaction between the domain level and
dialogue level representations.
2.2 Generation of referring expressions
When agents—human or artiﬁcial—work together on a task
involving manipulating objects, an important communicative
function is indicating to a conversational partner which of a
set of available domain entities should be used. In the natural-
language generation (NLG) community, this is a core task
called generation of referring expressions; that is, selecting
an expression to identify an entity from a set of entities that
can be referred to, in a context available to both the speaker
and the hearer. Generating referring expressions, linguistic or
multimodal, is one of the classic tasks in NLG, and a number
of algorithms have been proposed.
The classic algorithm in reference generation—and the one
on which most subsequent implementations are based—is the
incremental algorithm of [Dale and Reiter, 1995], which se-
lects a set of attributes of a target object to single it out from
a set of distractor objects. Attributes are selected repeat-
edly until only the target object remains in the distractor set.
This algorithm ignores much of the context that is available:
it aims to generate only initial mentions consisting of noun
phrases with articles and modiﬁers. Several extensions to
the incremental algorithm have been proposed to deal with
the fact that, in practice, the speaker and the hearer quite
often have more context in common. These extensions add
notions such as visual and discourse salience [Kelleher and
Kruijff, 2006] and the ability to produce multimodal refer-
ences including actions such as pointing [van der Sluis, 2005;
Kranstedt and Wachsmuth, 2005].
[Foster et al., 2008a] noted another type of multimodal ref-
erence which is particularly useful in embodied, task-based
contexts: haptic-ostensive reference, in which an object is
referred to as it is being manipulated by the speaker. Ma-
nipulating an object, which must be done in any case as part
of the task, also makes an object more salient and therefore
affords linguistic references that indicate the increased acces-
sibility of the referent. This type of reference is similar to the
placing-for actions noted by [Clark, 1996].
3 Human-robot dialogue in JAST
The experiment described in this paper makes use of the JAST
human-robot dialogue system [Rickert et al., 2007], which
supports multimodal human-robot collaboration on a joint
construction task. The user and the robot work together to
assemble wooden construction toys on a common workspace,
coordinating their actions through speech, gestures, and facial
displays. The robot (Figure 1) consists of a pair of manipu-
lator arms with grippers, mounted in a position to resemble
human arms, and an animatronic talking head [van Breemen,
2005] capable of producing facial expressions, rigid head mo-
Figure 1: The JAST dialogue robot
tion, and lip-synchronised synthesised speech. The system is
able to interact in either English or German.
The robot is able to manipulate objects in the workspace
and to perform simple assembly tasks. In the system used
in the current study, the robot instructs the user on building
a particular compound object, explaining the necessary as-
sembly steps and retrieving pieces as required, with the user
performing the actual assembly actions. The workspace is di-
vided into two areas—one belonging to the robot and one to
the human—to make joint action necessary for task success.
Messages on all of the input channels (speech, object
recognition, and gesture recognition) are processed and com-
bined by a multimodal fusion component [Giuliani and Knoll,
2008], which sends uniﬁed hypotheses to the dialogue man-
ager. The dialogue manager is based on the TrindiKit
dialogue management toolkit [Larsson and Traum, 2000],
which implements the well-known information-state based
approach to dialogue management.
As the system works through an assembly plan with the
user, the dialogue manager follows one of two strategies for
describing the plan. It may use a pre-order strategy, in which
the structure of the plan is described before moving to spe-
ciﬁc assembly actions, or it may use a post-order strategy, in
which it proceeds directly to describing the concrete assem-
bly actions. Figure 2 shows excerpts from sample dialogues
using each of these strategies; note that we adopt the same
close relationship between domain plans and discourse plans
described by [Moore, 1995]. More details on the dialogue
manager and on the description strategies are given in [Foster
and Matheson, 2008].
Once the dialogue manager has selected a response to the
user’s input, it sends a high-level speciﬁcation of the desired
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(a) Windmill (b) Snowman (c) L Shape (d) Railway signal
Figure 3: Target objects
Pre-order description strategy, basic reference strategy
SYSTEM First we will build a windmill. Okay?
USER Okay.
SYSTEM To make a windmill, we must make a snowman.
SYSTEM [picking up and holding out red cube] To make a snow-
man, insert the green bolt through the end of the red cube and
screw it into the blue cube.
USER [takes cube, performs action] Okay.
Post-order description strategy, full reference strategy
SYSTEM First we will build a windmill. Okay?
USER Okay.
SYSTEM [picking up and holding out red cube] Insert the green
bolt through the end of this red cube and screw it into the blue
cube.
USER [takes cube, performs action] Okay.
SYSTEM Well done. You have made a snowman.
Figure 2: Sample dialogue excerpts
response to the output planner, which in turn sends commands
to produce appropriate output on each of the individual chan-
nels to meet the speciﬁcation: linguistic content (including
appropriate multimodal referring expressions), facial expres-
sions and gaze behaviours of the talking head, and actions
of the robot manipulators. Two strategies were implemented
for generating references to objects in the world: a basic ver-
sion that uses only the basic incremental algorithm to select
properties [Dale and Reiter, 1995], and a full version that also
includes aspects of haptic-ostensive reference [Foster et al.,
2008a]. The main distinction between the output of the two
versions is that the basic system says ‘the red cube’ while
handing a cube to the user, while the full system instead says
‘this red cube’ (as in the underlined sentences in Figure 2).
Once the system has described a plan step, the user re-
sponds, using a combination of the available input modali-
ties. The user’s contribution is processed by the input mod-
ules and the fusion component, a new hypothesis is sent to
the dialogue manager, and the interaction continues until the
target object has been fully assembled.
4 Experiment design
The JAST dialogue system described in the preceding section
was evaluated through a user study in which subjects inter-
acted with the complete system; all interactions were in Ger-
man. Using a between-subjects design, this study compared
all of the combinations of the two description strategies with
the two reference strategies, measuring the quality of the re-
sulting dialogue, the users’ success at building the required
objects and at learning the names of new objects, and the
users’ subjective reactions to the system.
4.1 Subjects
43 subjects (27 male) took part in this experiment; the re-
sults of an additional subject were discarded due to technical
problems with the system. The mean age of the subjects was
24.5, with a minimum of 14 and a maximum of 55. Of the
subjects who indicated an area of study, the two most com-
mon areas were Informatics (12 subjects) and Mathematics
(10). On a scale of 1–5, subjects gave a mean assessment of
their knowledge of computers at 3.4, of speech-recognition
systems at 2.3, and of human-robot systems at 2.0. Subjects
were compensated for their participation in the experiment.
4.2 Scenario
Each subject built the same three objects in collaboration
with the JAST system, always in the same order. The ﬁrst
target object was a windmill (Figure 3a), which has a sub-
component called a snowman (Figure 3b). After the windmill
had been completed, the system then described how to build
an L shape (Figure 3c). Finally, the robot instructed the user
on building a railway signal (Figure 3d), which combines an
L shape with a snowman.
Before the system explained each target object, the experi-
menter ﬁrst conﬁgured the workspace with exactly the pieces
required to build it. The pieces were always distributed across
the two work areas in the same way to ensure that the robot
would always hand over the same pieces to each subject. For
the windmill, the robot handed over one of the cubes and one
of the slats; for the L shape, it handed over both of the re-
quired slats; while for the railway signal, it handed over both
cubes and both slats.
For objects requiring more than one assembly operation
(i.e., all but the L shape), the system gave names to all of
the intermediate components as they were built. For exam-
ple, the windmill was always built by ﬁrst making a snowman





Table 1: Distribution of subjects across the conditions
Figure 2. When the railway signal was being built, the sys-
tem always asked the user if they remembered how to build a
snowman and an L shape. If they did not remember, the robot
explained again; if they did remember, the robot simply asked
them to build another one using the pieces on the table.
4.3 Independent variables
In this study, we manipulated two independent variables, de-
scription strategy and reference strategy, each with two dif-
ferent levels. As explained in Section 3—and as illustrated in
Figure 2—the two possible description strategies were pre-
order and post-order, while the two possible reference strate-
gies were basic and full. Users were assigned to condi-
tions using a between-subjects design, so that each subject
interacted with the system using a single combination of de-
scription strategy and reference strategy throughout. Subjects
were assigned to each combination of factors in turn, follow-
ing a Latin-square design. As shown in Table 1, 10 subjects
interacted with the system that combined the post-order de-
scription strategy with the full reference strategy, while each
of the other combinations was used by 11 subjects.
4.4 Dependent variables
We measured a wide range of dependent values in this study:
objective measures based on the logs and recordings of the in-
teractions, as well as subjective measures based on the users’
ratings of their experience. The objective metrics fell into
the following three classes, based on those used by [Walker
et al., 1997]: dialogue efﬁciency, dialogue quality, and task
success. The subjective metrics were of two types: users rated
their emotional state before and after the interaction, and also
answered a standard user-satisfaction questionnaire. The full
set of dependent variables is given in [Foster et al., 2009].
4.5 Hypotheses
There is no evidence from the existing studies of task-based
dialogue to prefer either of the plan-description strategies
over the other. Also, previous evaluations of automatically-
generated referring expressions (e.g., [Belz and Gatt, 2008])
have found little relationship between the ‘naturalness’ (i.e.,
human-likeness) of the references and any task-based mea-
sures. We therefore made no speciﬁc prediction about the
effect of either manipulation on the results of this study.
5 Results
In this study, we gathered a wide range of dependent mea-
sures. For the purposes of this paper, we concentrate on the
speciﬁc impact of the two independent measures that were
manipulated. In [Foster et al., 2009], we describe the results
of a detailed examination of the relationship among the var-
ious subjective and objective measures, using a PARADISE-








































Figure 4: Repetition requests by description strategy
the primary predictors of user satisfaction were the dialogue
length, the number of repetition requests, and the users’ recall
of the system instructions.
To determine the impact of the two independent measures
on each of the dependent measures, we performed an ANOVA
analysis on each class of dependent measures, using both of
the independent measures as categorical predictors—in no
case was there a signiﬁcant interaction between the two fac-
tors. We list the primary signiﬁcant factor for each indepen-
dent measure below, giving the signiﬁcance values from the
ANOVA analysis. None of the demographic factors (age,
gender, area of study, experience with computers) affected
any of the results presented here.
5.1 Description strategy
The primary difference between the two description strategies
(pre-order vs. post-order) was found on one of the dialogue-
quality measures: the rate at which subjects asked the system
to repeat itself during an interaction. As shown in Figure 4,
subjects in the pre-order condition asked for instructions to
be repeated an average of 1.14 times over the course of an
interaction, while subjects who used the post-order version of
the system asked for repetition 2.62 times on average—that
is, more than twice as frequently. The ANOVA analysis indi-
cated that the difference between the two means is signiﬁcant:
F1,39 = 8.28, p= 0.0065.
5.2 Reference strategy
The choice of referring-expression strategy had no signiﬁcant
effect on any of the objective measures. However, this factor
did have an impact on the responses on a set of items from
the subjective user-satisfaction questionnaire which speciﬁ-
cally addressed the understandability of the robot’s instruc-
tions. The relevant items are shown in Figure 5. The re-
sponses of subjects to these three items was different across
the two groups: subjects using the system which employed
full referring expressions tended to give higher scores on
the ﬁrst question and lower scores on the second and third,
while the responses of subjects using the system with ba-
sic referring expressions showed the opposite pattern. The
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• Es war einfach den Anweisungen des Roboters zu folgen
It was easy to follow the robot’s instructions
• Der Roboter gab zu viele Anweisungen auf einmal
The robot gave too many instructions at once
• Die Anweisungen des Roboters waren zu ausfu¨hrlich
The robot’s instructions were too detailed
Figure 5: Questionnaire items addressing the understandabil-








































Figure 6: Understandability rating by reference strategy
mean perceived understandability—i.e., the mean of the re-
sponses on these three items, using an inverse scale for the
latter two—was 3.44 (out of 5) for the system with basic ref-
erences and 4.10 for the system with full references; these
results are shown in Figure 6. The ANOVA analysis indi-
cated that the difference between the two means is signiﬁcant:
F1,39 = 8.32, p= 0.0064.
6 Discussion
Both of the experimental manipulations had an effect on
users’ ability to understand the instructions presented by the
system, but each at a different level. The choice of descrip-
tion strategy primarily affected how often users asked for in-
structions to be repeated, but had no effect on their subjective
opinions. On the other hand, the choice of reference strategy
had no effect on the number of repetition requests, but signiﬁ-
cantly affect users’ subjective impressions of the instructions.
Neither of the manipulations had a signiﬁcant effect on any
of the other dependent measures, subjective or objective.
The difference in level is likely due to the different ef-
fects that the two manipulations had on the generated output:
as shown in Figure 2, using a different description strategy
changes the whole progress of the dialogue, while using a dif-
ferent reference strategy makes a more subtle, purely lexical
change within a system turn. It appears that, when the system
used the less-favoured description strategy, the subjects im-
mediately noticed if they did not understand the instructions;
however, the need to ask for repetition did not greatly affect
their opinion of the instructions after the fact. On the other
hand, the less-preferred reference strategy did not prevent the
subjects from understanding the instructions, but does appear
to have had an overall effect on their opinions of the system.
7 Conclusions and Future Work
We have reported the results of a user evaluation that was car-
ried out on a human-robot dialogue system. In the study, the
robot explained to naı¨ve users how to assemble a collection
of objects using a wooden toy construction set. The two in-
dependent variables in the study were the robot’s strategy for
describing the assembly plan to the user and its strategy for
generating referring expressions. The two assembly descrip-
tion strategies included a pre-order version in which the robot
ﬁrst labelled an assembly and then explained how to build
it, and a post-order version in which the robot gave the in-
structions ﬁrst and labelled the assembly afterwards. The two
strategies for generating referring expressions included a ba-
sic version that used the incremental algorithm of [Dale and
Reiter, 1995] and a full version that added aspects of haptic-
ostensive reference as described by [Foster et al., 2008a].
The results of the study show that users signiﬁcantly ben-
eﬁt from the pre-order dialogue strategy over the post-order
strategy, which can be seen from the reduced number of times
they had to ask the robot to repeat the instructions—this re-
sult extends previous ﬁndings on the relationship between do-
main plans and discourse plans and also suggests a preferred
strategy for any system that must generate step-by-step in-
structions. The other signiﬁcant ﬁnding from the study is that
users found it easier to follow the robot’s instructions when
the robot used the full referring expression strategy in com-
parison to the basic strategy, which supports the current ef-
forts in the natural-language generation community to devise
more sophisticated reference-generation algorithms.
For the next version of the JAST system, we plan to sup-
port a more sophisticated collaborative assembly scenario in
which the user and the robot both know the assembly plan. In
such a scenario, the emphasis will shift from explaining the
plan to coordinating the actions of the two participants, and
a decreased use of verbal communication is expected. There-
fore, the non-verbal communication skills of the robot must
be improved in order to anticipate and monitor the user’s ac-
tions and intentions. To achieve these monitoring skills, ad-
vanced input modules are necessary, which for example track
the user’s head orientation to determine the focus of atten-
tion, or classify the user’s gestures in order to infer their
next actions. For error monitoring and goal inference on
the robot side, are integrating a non-verbal goal inference
component based on dynamic ﬁelds [Erlhagen et al., 2007;
Foster et al., 2008b]. This will enable the system to monitor
the user’s action and report any errors to the dialogue man-
ager so that it can determine the correct response, and should
also increase the system’s ability to respond proactively to the
user’s needs without needing to be asked. We intend to evalu-
ate this integrated system in an experiment similar to that that
described here in order to measure the impact of the added
non-verbal goal-inference facilities on the interactions.
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