





Prof. Dr.-Ing. Michael Beitelschmidt
Prof. Dr.-Ing. habil. Markus Kästner










Dieses Werk ist urheberrechtlich geschützt. Die dadurch begründeten Rechte, insbesondere
die der Übersetzung, des Nachdrucks, des Vortrags, der Entnahme von Abbildungen und Ta-
bellen, der Funksendung, der Mikroverfilmung oder Vervielfältigung auf anderem Weg und
der Speicherung in Datenverarbeitungsanlagen, bleiben, auch bei nur auszugsweiser Verwer-
tung, vorbehalten.
Schriftsatz: LATEX
Druck und Bindung: DIEKOPIE24.de GmbH, Dresden
ISSN 2702-6787 Veröffentlichungen des Instituts für Festkörpermechanik
Vorwort
Die vorliegende Arbeit entstand während meiner Tätigkeit als wissenschaftlicher Mitarbeiter
am Institut für Festkörpermechanik (IFKM) an der TU Dresden von 2016 bis 2020. Meine For-
schung wurde während dieser Zeit im Rahmen des Schwerpunktprogramms (SPP) 1681 durch
die Deutsche Forschungsgemeinschaft gefördert.
Zuallererst möchte ich mich bei Prof. Markus Kästner – meinem wissenschaftlichen Betreuer
und erstem Gutachter – für interessante Diskussionen, meine fachliche Forderung und För-
derung sowie sein großes entgegengebrachtes Vertrauen in mich bedanken. An der Professur
für Numerische und Experimentelle Festkörpermechanik ist es Ihm gelungen, ein sehr ange-
nehmes, fast familiäres wissenschaftliches Umfeld zu gestalten.
Für das Interesse an meiner Arbeit und die freundliche Bereitschaft zur Erstellung des zweiten
Gutachtens möchte ich mich herzlich bei Prof. Björn Kiefer bedanken. Ebenso gilt mein Dank
auch den weiteren Mitgliedern der Promotionskommission, den Herren Professoren Stefan
Odenbach, Volker Ulbricht und Thomas Wallmersperger. Besonders hervorheben möchte ich
dabei Prof. Stefan Odenbach, der mit der Initiierung des SPP 1681 ein beispielloses Umfeld für
die Forschung an magnetisch aktiven Materialien geschaffen hat.
Für interessante fachliche Diskussionen, die gemeinsame wissenschaftliche Arbeit und die Be-
reitstellung von zahlreichenMessdatenmöchte ichmich bei meinen Kooperationspartnern Dr.
Günter Auernhammer, Dr. Dmitry Borin, Dr. Eike Dohmen, Prof. Andreas Menzel, Dr. Malte
Schümann und Dirk Sindersberger bedanken.
Weiterhin gilt mein besonderer Dank Karin Müller, die mir stets bereitwillig bei der Überwin-
dung organisatorischer und verwaltungstechnischer Unwegsamkeiten half, sowie Swen Blo-
bel für IT-technische und experimentelle Unterstützung. Vielmals danken möchte ich auch all
meinen Kolleginnen und Kollegen sowie Studierenden am IFKM, die stets für ein tolles und
oft freundschaftliches, humorvolles Arbeitsumfeld gesorgt haben und sorgen. Besonders her-
vorheben möchte ich dabei Dr. Jörg Brummund, Franz Dammaß, Philipp Gebhart, Dr. Joseph
Goldmann, Franz Hirsch, PhilippMetsch undMaximilianWollner. Sie haben durch umfangrei-
che fachliche Diskussionen und Unterstützung sowie die akribische Ausarbeitung der Skripte
serverJob und imgexport entscheidend zum Gelingen dieser Arbeit beigetragen.
Weiterhin möchte ich ein großes Dankeschön an meinen Freundeskreis richten, der mir durch
gelegentliche Ablenkung zu notwendigen Arbeits- und Denkpausen verhalf. Schließlich sei
auch meiner Familie und insbesondere meinen Eltern herzlich gedankt, die mich mit viel Ge-
duld und Unterstützung von der Schule bis zum Abschluss meines Studiums begleitet haben.
Für die akribische Rechtschreibkorrektur meiner Arbeit gebührt meinen Großeltern Gisela
und Dr. Hartmut Kalina besonderer Dank. Meiner lieben Martha möchte ich zu guter Letzt




Vollständiger Abdruck der von der Fakultät Maschinenwesen der Technischen Universität
Dresden zur Erlangung des akademischen Grades Doktoringenieur (Dr.-Ing.) genehmigten
Dissertation.
Vorsitzender der
Promotionskommission: Prof. Dr. rer. nat. habil. Stefan Odenbach
(Technische Universität Dresden)
Gutachter: Prof. Dr.-Ing. habil. Markus Kästner
(Technische Universität Dresden)
Prof. Dipl.-Ing. Björn Kiefer, Ph.D.
(Technische Universität Bergakademie Freiberg)
Mitglieder der
Promotionskommission: Prof. Dr.-Ing. habil. Thomas Wallmersperger
(Technische Universität Dresden)
Prof. Dr.-Ing. habil. Volker Ulbricht
(Technische Universität Dresden)
Tag der Einreichung: 24. September 2020
Tag der öffentlichen Verteidigung: 22. Januar 2021
Kurzfassung
Die vorliegende Arbeit stellt eine mehrskalige Modellierungs-Strategie für die Beschreibung
magnetorheologischer Elastomere (MRE) vor. Diese ermöglicht die Betrachtung von MRE so-
wohl auf der Mikroskala, wo die heterogene Mikrostruktur bestehend aus Partikeln und Ma-
trix explizit aufgelöst ist, als auch auf der Makroskala, in welcher das MRE als homogener
magnetisch aktiver Körper aufzufassen ist. Auf beiden Skalen kommt dabei eine Kontinu-
umsformulierung des gekoppelten magneto-mechanischen Feldproblems mit Gültigkeit für
finite Deformationen zum Einsatz, wobei die Lösung des Systems partieller Differentialglei-
chungen mittels der Finite-Elemente-Methode erfolgt. Ausgehend von einer experimentellen
Charakterisierung der Konstituenten werden Materialmodelle für die elastomere Matrix so-
wie Carbonyleisen- und Neodym-Eisen-Bor-Partikel formuliert und mittels dieser Daten ka-
libriert. Im nächsten Schritt erfolgt die Analyse des effektiven Verhaltens hart- und weichma-
gnetischer MRE auf Basis von numerischen Homogenisierungen verschiedener mikroskopi-
scher Partikelverteilungen und den Materialmodellen für die Konstituenten. Umweiterhin die
effiziente Simulation makroskopischer MRE-Proben und -Bauteile zu ermöglichen, ist daran
anschließend die Entwicklung und Parametrisierung eines Makromodells ausgehend von mi-
kroskopisch generierten Datensätzen beschrieben. Mit diesem für isotrope, weichmagnetische
und elastischeMRE gültigenModell werden abschließend Simulationen desmagnetostriktiven
sowie des magnetorheologischen Effektes verschiedener Proben durchgeführt.
Abstract
In this contribution, a strategy for the multiscale modeling of magnetorheological elastomers
(MREs) is presented. It allows to consider these materials on the microscopic scale, where the
heterogeneous microstructure consisting of an elastomer matrix and embedded magnetizable
particles is explicitly resolved, as well as the macroscopic scale, where the MRE is considered
to be a homogeneous magneto-active body. On both scales, a continuum formulation of the
coupled magneto-mechanical boundary value problem valid for finite strains is applied. The
solution of the system of partial differential equations is calculated by using the finite ele-
ment method. Starting with an experimental characterization of the individual constituents,
constitutive models for the elastomer matrix as well as carbonyl iron and neodymium-iron-
boron particles are formulated and adjusted to experimental data. In a next step, basic effective
properties of magnetically soft and hardMREs are analyzed by using a computational homoge-
nization scheme, where different geometrical arrangements of the particles on the microscale
are considered. In order to enable the efficient simulation of macroscopic MRE samples and
components, the developement and parametrization of a macroscopic model based on amicro-
scopically generated data basis is described. With this model which is applicable for isotropic,
magnetically soft and elastic MREs, simulations of the magnetostrictive and magnetorheolo-
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mF̄ Berandung mit Vorgabe des Vektorpotentials
mF̄[ Berandung mit Vorgabe magnetischer Flächenladungen
mF̄ Berandung mit Vorgabe der Linienstromdichte
mF̄i Berandung mit Vorgabe des Skalarpotentials
Γ0 In der FEM betrachtete materielle Sprungfläche
H1 Sobolew-Funktionsraum
K Materieller Körper
L= Raum der Tensoren =-ter Stufe
Lsym2 Raum der symmetrischen Tensoren 2. Stufe
N Natürliche Zahlen
Ω0 In der FEM betrachtetes Gebiet
Ω40 Gebiet eines finiten Elementes
Pℎ Magneto-mechanischer Arbeitspunkt
Q Eigentlich orthogonale Gruppe
R3 Dreidimensionaler Euklidischer Raum
R Reelle Zahlen
R<×= Raum der< × =-Matrizen
S , S0 Sprungflächen der Momentan- und Referenzkonfigura-
tion
T Menge der Zeitpunkte C




VXu , VXG, VXi Sobolew-Funktionsräume der Wichtungsfunktionen
Skalare
Symbol Einheit Beschreibung
0̄, 0̄0 m Probenlänge im deformierten und undeformierten Zu-
stand
U? − Parameter des Ogden-Modells
1̄, 1̄0 m Probenbreite im deformierten und undeformierten Zu-
stand
c T Koerzitivfeldstärke
j1 Am−1T−1 Magnetische Suzeptibilität bezogen auf b
jℎ − Magnetische Suzeptibilität
3 m Partikeldurchmesser
d0, d m2 Flächenelemente der Momentan- und Referenzkonfigu-
ration
d< kg Massenelement
dE, d+ m3 Volumenelemente derMomentan- und Referenzkonfigu-
ration
¤D Jm−3s−1 Auf d+ bezogene Dissipationsrate
¤D∗ Jm−3s−1 Auf d+ bezogene, transformierte Dissipationsrate
X1 T−1 Parameter der makroskopischen Magnetisierungsfunk-
tion
X2, X3 T−2 Materialparameter des Kopplungsanteils
Δ N Prüfkraft
Δ;8: m Mittelpunktabstände
Δ;hex m Partikelabstand einer hexagonalen Struktur
Δ;min8 m Minimaler Abstand zweier benachbarter Partikel
Xi A Virtuelles Skalarpotential
ΔD m Verschiebung der Traverse
 Pa Initialer Elastizitätsmodul
Ekin Jm−3 Kinetische Energiedichte
(̄̄) N Proben-Dehnsteifigkeit
Ȳ − Magnetostriktive Proben-Dehnung (linearisiertes Ver-
zerrungsmaß)







[ T Magnetische Flächenladung
 Pa Initialer Schubmodul






WU Am−1 Inkrementelle Änderung der Teilmagnetisierung
W1 T Parameter der makroskopischen Magnetisierungsfunk-
tion
W2, W3 T2 Materialparameter des Kopplungsanteils






^ Pa Initialer Kompressionsmodul
;̄ , ;̄0 m Probenlänge im deformierten und undeformierten Zu-
stand
ℓ , ℓ̄ m Charakteristische Längen der Mikro- und Makroskala
ℓ̄B , ℓ̄F m Charakteristische Längen von MRE und umgebendem
Vakuum
ℓRVE m Charakteristische Längenabmessung des RVE
_U − Hauptstreckung
_U Am−1s−1 Lagrange-Parameter bzw. Inkrement der Teilmagneti-
sierungsrate
_ ‖ , _⊥ − Streckungen in Lastrichtung und quer dazu
_\ − Streckung in tangentialer Richtung
M (- ) Am−1 Magnetisierungsfunktion
"S Am−1 Sättigungsmagnetisierung
=El − Anzahl finiter Elemente
=K − Knotenanzahl
#U (^ ) − Formfunktionen bzw. Lagrange-Polynome
#_ − Anzahl verschiedener Eigenwerte
# P − Partikelanzahl
a − Initiale Querkontraktionszahl
aU − Algebraische Vielfachheit
` TmA−1 Permeabilität
`0 TmA−1 Permeabilität des Vakuums
`? Pa Parameter des Ogden-Modells
`r − Relative Permeabilität
lU − Wichtungsfaktoren des Bergqvist-Modells
Ω Jm−3 Erweiterte freie Helmholtzsche Energiedichte bezogen
auf d+
Ω∗ Jm−3 Legendre-Fenchel-Transformation der erweiterten
freien Helmholtzschen Energiedichte bezogen auf d+
Ωfrei TmA−1 Magnetische Freifeldenergie bezogen auf d+
Ω∗frei TmA−1 Transformiertemagnetische Freifeldenergie bezogen auf
d+
? Pa Mechanischer hydrostatischer Druck
%U Pa Hauptspannung von P




P pon Wm−3 Ponderomotorische Leistungsdichte





iU A Knotenfreiwerte des Skalarpotentials
iU,Ma A Skalarpotential der Masterknoten
k Jkg−1 Spezifische freie Helmholtz-Energie
k ∗ Jkg−1 Transformierte spezifische freie Helmholtz-Energie
Ψ Jm−3 Freie Helmholtzsche Energiedichte pro d+
Ψ∗ Jm−3 Transformierte freie Helmholtzsche Energiedichte pro
Ausgangsvolumen d+
Ψ̄∗lin Jm
−3 Linear-magnetische makroskopische Energiedichte pro
Ausgangsvolumen d+
&3 − Summenverteilung der Partikelgrößen
A Wkg−1 Spezifische innere Wärmeproduktionsrate
A0 m Ecken-Abrundungsradius von Proben
Amin m Minimaler Partikelabstand
'Ui Tm−1 Magnetisches Residuum
r , r0 kgm−3 Massendichten der Momentan- und Referenzkonfigura-
tion
B J(kgK)−1 Spezifische Entropie
) s Periodendauer
C , C0 s Aktuelle Zeit und Bezugszeit
Cges s Gesamtzeit
C= s Zeitinkrement
)U Pa Hauptspannung von T




◦ Rotationswinkel von Partikel und magnetischem Mo-
ment
D Jkg−1 Spezifische innere Energie
ΥU,Ma Tm2 Magnetische Masterknotenladung
ERVE, + RVE m3 Momentan- und Ausgangsvolumina des RVE
F Jkg−1 Spezifische erweiterte innere Energie
, Jm−3 Erweiterte innere Energiedichte bezogen auf d+
F frei Jkg−1 Spezifische magnetische Freifeldenergie
b T−1 Skalierungsparameter der Magnetisierungsfunktion
b1 T−2 Materialparameter des makroskopischen magnetischen
Anteils
I Wkg−1K−1 Spezifische Entropiequelle





Z1 T2 Materialparameter des makroskopischen magnetischen
Anteils
Tensoren erster und höherer Stufe
Symbol Einheit Beschreibung
a, G Tm Eulersches und Lagrangesches Vektorpotential
GU Tm Knotenfreiwerte des Vektorpotentials
GU,Ma Tm Vektorpotential der Masterknoten
b , H T Eulersche und Lagrangesche magnetische Flussdich-
ten
HrU , HiU T Reversible und irreversible Flussdichten des U-ten Ele-
mentes
(HiU )trial T Irreversible Flussdichte des U-ten Elementes im Prädik-
torschritt
b̄
∞ T Magnetische Flussdichte des Fernfelds
c m Aufgeprägter Verschiebungsvektor (Starrkörpertransla-
tion)
cpon Pa Ponderomotorische Momentendichte




6 , 6−1 m Bijektive Abbildung und inverse Abbildung
da, dG m2 Flächenelemente der Momentan- und Referenzkonfigu-
ration
dx , d^ m Linienelemente der Momentan- und Referenzkonfigura-
tion
XG m3 Virtuelles Vektorpotential
Xu m3 Virtuelle Verschiebung






f Nkg−1 Spezifische mechanische Kraft
L̄ L, L̄Q N Längs- undQuerkraft
fU,Ma N Masterknotenkräfte
f pon Nm−3 Ponderomotorische Kraftdichte
h, N Am−1 Eulersche und Lagrangesche magnetische Feldstärken
h̄
∞ Am−1 Magnetische Feldstärke des Fernfeldes
xii
Tensoren erster und höherer Stufe
Symbol Einheit Beschreibung
OU,Ma A Masterknotenströme
i, I − Einheitstensoren













m, S Am−1 Eulersche und Lagrangesche Magnetisierungen
mP Am2 Magnetisches Moment
mDipolU Am2 Dipolmoment
MU − Projektionstensor
n, T − Normaleneinheitsvektoren der Momentan- und Refe-
renzkonfiguration
T U − Eigenvektor
T̄∞ − Normaleneinheitsvektor der Vakuumbox
p̂ Pa Vorgegebener nomineller Spannungsvektor
ptot Pa Nomineller totaler Spannungsvektor
Ptot Pa Totaler 1. Piola-Kirchhoff-Spannungstensor
q, W Wm−2 Auf d0 und d bezogene Wärmestromvektoren





XUD Wm−2 Mechanischer Residuumsvektor
σ Pa Mechanischer Cauchy-Spannungstensor
σ Pa Mechanischer Cauchy-Spannungstensor
σtot Pa Totaler Cauchy-Spannungstensor
t̂ Pa Vorgegebener wahrer Spannungsvektor
Ẑ Pa Vollständig auf B0 bezogener Spannungsvektor
Ttot Pa Totaler 2. Piola-Kirchhoff-Spannungstensor
u m Verschiebungsvektor
uU m Knotenfreiwerte der Verschiebung
uU,Ma m Verschiebung der Masterknoten
v ms−1 Geschwindigkeit
wS ms−1 Geschwindigkeit einer Sprungfläche S
x , ^ m Ortsvektoren der Momentan- und Referenzkonfigurati-
on






A Vektor der globalen Vektorpotential-Freiwerte
B Vektor der Lagrangeschen magnetischen Induktion
BrU , BiU Vektoren der reversiblen und irreversiblen Flussdichten
B, Bi , BD Matrizen mit Ableitungen der Formfunktionen
C Matrix der Koordinaten des Tensors C
C
alg
Algorithmisch konsistente Tangente des Bergqvist-
Modells
F Vektor der Koordinaten des Deformationsgradienten
fext Generalisierte externe Knotenlasten
f int Generalisierte interne Knotenlasten
fMa Vektor der generalisierten Masterknotenkräfte
H Vektor der Lagrangeschen magnetischen Feldstärke
I Einheitsmatrix
K Vektor der Linienstromdichte
K Globale Tangentensteifigkeit
KDD , KD, KD , K Tangentensteifigkeiten der Vektorpotential-
Formulierung
KDD , KDi , KiD , Kii Tangentensteifigkeiten der Skalarpotential-
Formulierung
+ Vektor mit Materialparametern
MU Vektor der Teilmagnetisierung
m, n Sortiermatrizen zur algorithmischen Umsetzung peri-
odischer RB
N, Ni , ND Matrizen der Formfunktionen
p̂ Vorgegebener Spannungsvektor
ptot Totaler Spannungsvektor
Ptot Vektor der Koordinaten des totalen Spannungstensors
ϕ Vektor der globalen Skalarpotential-Freiwerte
RU Residuum in der lokalen Newton-Iteration
R Globaler Residuumsvektor
R Globaler Residuumsvektor des magnetischen Teilpro-
blems
Ri Globaler Residuumsvektor des magnetischen Teilpro-
blems
RD Globaler Residuumsvektor des mechanischen Teilpro-
blems
S Sortiermatrix zur algorithmischen Umsetzung periodi-
scher RB
u Vektor der globalen Knotenverschiebungen































Für technische Innovationen sind weiterentwickelte oder gänzlich neuartige Werkstoffsyste-
me häufig unabdingbar. Neben besonders temperaturbeständigen oder leichten und gleich-
zeitig widerstandsfähigen Werkstoffen sind dabei auch so genannte intelligente Materiali-
en von immer größerem Interesse. Diese spezielle Werkstoffklasse ist durch die Möglichkeit
der gezielten Steuerung mittels externer Stimuli wie thermischen, chemischen oder elektro-
magnetischen Feldern gekennzeichnet [9]. Eine Untergruppe intelligenter Materialien bilden
magnetisch aktive Werkstoffe, also solche die unter Einwirkung externer Magnetfelder ei-
ne signifikante Änderung der mechanischen Eigenschaften aufzeigen. Zu ihnen gehören bei-
spielsweise Materialien, bei denen der als Joule-Magnetostriktion bezeichnete Effekt – also
die magnetisch induzierte Deformation infolge von Prozessen auf Ebene der Gitter- und Do-
mänenstruktur – auftritt. DasMaterial mit der stärksten bekannten Kopplung dieser Art ist die
Legierung Terfenol-D, bei der sich Dehnungen von bis zu 2‰ induzieren lassen [95, 98]. Deut-
lich größere Effekte von bis zu 10% magnetisch induzierter Dehnung sind mit magnetischen
Formgedächtnis-LegierungenwiemonokristallinenNickel-Mangan-Gallium-Legierungen rea-
lisierbar [78, 83, 84]. Die makroskopische magneto-mechanische Kopplung bei diesen Mate-
rialien basiert auf der Reorientierung von Martensit-Varianten sowie feldinduizerten Phasen-
umwandlungen [78].
Eine weitere Klasse magnetisch aktiver Werkstoffe stellen Komposite, bestehend aus magne-
tisierbaren Partikeln und einer magnetisch inaktiven Matrix oder Trägerflüssigkeit, dar. Das
Wirkprinzip dieserMaterialien basiert auf lokalen Partikel-Partikel- und Partikel-Matrix-Wech-
selwirkungen unter Einfluss externer Magnetfelder. Beispiele sind Ferrofluide oder magne-
torheologische Flüssigkeiten, bei denen sich durch Magnetfelder signifikante Änderungen
der rheologischen Eigenschaften infolge von Partikelkettenbildung induzieren lassen [71, 118,
119]. Bereits bei moderaten externen Feldern deutlich unter 100 kAm−1 sind so Änderungen
der Viskosität von mehr als 100% erreichbar [118]. Der entscheidende Nachteil magnetischer
Flüssigkeiten ist allerdings die fehlende Langzeitstabilität infolge von Sedimentations- und
Agglomerationsprozessen der suspendierten Partikel. Dieser lässt sich durch die Verwendung
von Polymeren als Trägermaterial umgehen. Dabei werden Komposite auf Basis von Gelen
als Ferrogele [86, 170] und solche auf Basis von Elastomeren als magnetisch aktive, magneto-
sensitive oder magnetorheologische Elastomere (MRE) bezeichnet.
1.1 Magnetorheologische Elastomere
MRE sind aufgrund ihrer vielversprechenden Eigenschaften seit etwa 20 Jahren von großem
Interesse in der Materialforschung und für verschiedenste technische Anwendungsmöglich-
keiten einsetzbar. Der Aufbau sowie die wesentlichen Eigenschaften dieser Materialien sind
im Folgenden zusammengefasst.
Aufbau und Herstellung
Im Herstellungsprozess von MRE wird eine Vielzahl von magnetisierbaren Partikeln in der





Abb. 1.1: Elektronenmikroskopische Aufnahme der Mikrostruktur von MRE aus Tian et al. [160]: (a)
vollständig stochastische Verteilung und (b) kettenartige Struktur. Nachdruck mit Genehmi-
gung von Springer Nature: Rheologica Acta, Microstructure andmagnetorheology of graphite-
based MR elastomers, T. F. Tian et al., ©2011.
verschiedene Materialien wie Carbonyleisen, Magnetit oder Neodym-Eisen-Bor (NdFeB) als
magnetische Komponente gängig [5], wobei ersteres aufgrund der ausgeprägtenmagnetischen
Eigenschaften am häufigsten verwendet wird. Die Form der eingebrachten magnetischen Füll-
stoffe reicht von sphärischen [12, 25, 45, 71] bis hin zu vollständig irregulär geformten Par-
tikeln [148, 156]. Um die Kopplungseigenschaften des Komposits zu maximieren, werden als
Matrixkomponente Materialien mit einer möglichst geringen, jedoch aus Sicht der jeweili-
gen technischen Anwendung sinnvollen Steifigkeit gewählt. Der umfangreichen Übersicht
zur Synthese von MRE aus Bastola & Hossain [5] folgend, kommen meist Silikonelastomere
zum Einsatz, bspw. [12, 25, 40, 45, 60, 100, 153]. Im Herstellungsprozess lassen sich die Eigen-
schaften dieser Elastomer-Klasse durch Zugabe von Silikonöl zusätzlich anpassen [153, 157].
Nach der Aushärtung der Matrix sind die Partikel aufgrund der deutlich geringeren Größe
der Polymerketten im Netzwerk fest gebunden, sodass ein langzeitstabiles, magnetisch akti-
ves Kompositmaterial entsteht.
Neben dem resultierenden Partikelvolumengehalt lässt sich die Mikrostruktur von MRE wäh-
rend der Herstellung gezielt beeinflussen. So entstehen strukturierte MRE mit kettenartigen
[25, 45, 60, 71, 164] oder deutlich komplexeren Anordnungen wie Waben [100, 101], wenn
während der Vernetzung der Matrix Magnetfelder mit konstanter oder variierender Richtung
angelegt werden. Hingegen bildet sich ohne Einwirkung äußerer Felder eine gänzlich statisti-
sche Verteilung aus [45, 160], s. Abb. 1.1.
Eigenschaften und Verhalten
Bei Betrachtung des makroskopischen Verhaltens von MRE folgen aus den verschiedenen Mi-
krostrukturen isotrope bzw. anisotrope Eigenschaften. Die Materialantwort hängt dabei ne-
ben der mikrostrukturellen Geometrie maßgeblich von den konstitutiven Eigenschaften der
einzelnen Komponenten, also Partikeln und Matrix, ab. Somit ist das mechanische Verhalten
von MRE entweder elastisch [12] oder durch mögliche viskoelastische Effekte ratenabhängig
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Abb. 1.2: Experimentelle Daten zu den Schalteffekten vonMRE: (a) MS-Effekt einer strukturierten MRE-
Probe mit einem longitudinalen Schubmodul von 1037,4 kPa in Feldrichtung aus Danas et al.
[25], (b) Änderung der elastischen Steifigkeit Δ einer doppelt überlappenden Scherprobe mit
0 = 266,7 kPa aus Jolly et al. [70] und (c) feldinduzierte Plastizität einer zylindrischen Probe
mit 0 = 5,3 kPa aus Stepanov et al. [157].
[60, 90, 153].1 Wird das Elastomer mit weichmagnetischen Partikeln wie Carbonyleisen ge-
füllt, sind die magnetisch induzierten Eigenschaftsänderungen reversibel. Hingegen führt die
Verwendung von hartmagnetischen Partikeln wie NdFeB zu einem deutlich ausgeprägten ir-
reversiblen Verhalten [72, 93, 156, 158].
Unter Einfluss eines Magnetfelds ändert sich die Mikrostruktur des MRE durch magnetische
Wechselwirkungen und daraus folgende Umstrukturierungen der eingebetteten Partikel. In-
folge der mikroskopischen Wechselwirkungen ändern sich auch die effektiven makrosko-
pischen Eigenschaften desWerkstoffverbunds. Makroskopisch resultieren daraus drei wesent-
liche magneto-mechanische Kopplungen bzw. Schalteffekte:
(i) der magnetostriktive (MS)-Effekt,
(ii) der magnetorheologische (MR)-Effekt, sowie
(iii) die feldinduzierte Plastizität.
Der MS-Effekt bezeichnet die freie Deformation infolge externer Magnetfelder [44]. Je nach
Steifigkeit der elastomeren Matrix lassen sich in homogenen magnetischen Feldern Dehnun-
gen von einigen Prozent bis hin zu 20% erzielen [157]. Deutlich stärker ausgeprägt ist der
MR-Effekt, d. h. die feldabhängige Änderung von Speicher- und Verlustmoduli. Bei besonders
weichen MRE lassen sich dabei relative Steifigkeitsänderungen von mehreren 100% erreichen
[13, 60]. In Abb. 1.2(a) und (b) sind der Literatur entnommene experimentelle Daten des MS-
undMR-Effektes aufgetragen. Bei beiden Phänomenen ist der typische S-förmige Verlauf, wel-
cher aus dem Sättigungsverhalten der magnetischen Partikel resultiert, gut zu erkennen. Wei-
terhin lassen sich sowohl MS- als auch MR-Effekt durch Vordeformation oder Vorspannung
der MRE-Probekörper beeinflussen [25, 165]. Die feldinduzierte Plastizität oder auch Pseudo-
Plastizität markiert den dritten bekannten Effekt. Wie in Abb. 1.2(c) dargestellt, zeigen MRE
1Aufgrund von irreversiblen Gleitprozessen zwischen Partikeln und Matrix auf der Mikroskala können in der
Materialantwort von MRE zusätzlich zum rein elastischen oder viskoelastischen Verhalten Gleichgewichtshysteresen
auftreten [12, 109]. Weiterhin ist in der Regel die als Mullins-Effekt [117] bezeichnete Steifigkeitsänderung nach dem





MRE-Isolator MRE-Ventil Ohne Feld
Mit Feld
Magnetisch steuerbarer MRE-Roboter
Abb. 1.3: Beispiele technischer Anwendungen von MRE: (a) MRE-Isolator zur Dämpfung mechanischer
Schwingungen aus Li et al. [91], (b) magnetisch steuerbares Ventil aus Böse et al. [17] und
(c) Navigation eines MRE-Roboters durch nachgebildete Blutgefäße aus Kim et al. [85]. Nach-
drucke mit Genehmigung von IOPscience: Smart Materials and Structures, A state-of-the-art
review on magnetorheological elastomer devices, Y. Li et al., (2014); SAGE journals: Journal
of Intelligent Material Systems and Structures, Soft magnetorheological elastomers as new ac-
tuators for valves, H. Böse et al., (2012); AAAS: Y. Kim et al., Ferromagnetic soft continuum
robots, Science Robotics Vol. 4, Issue 33, eaax7329, (2019)
Hysteresen im Spannungs-Dehnungs-Verlauf, die infolge eines externen Magnetfelds auftre-
ten [102, 157]. Eine umfängliche Übersicht zur experimentellen Charakterisierung von MRE
ist in Bastola & Hossain [5] zu finden.
Anwendungen
Aufgrund des stark ausgeprägten Kopplungsverhaltens sind MRE für zahlreiche ingenieur-
technische Anwendungen interessant. Prominentestes Beispiel sind steuerbare Dämpfer und
Lastaufnahmen [19, 26, 92]. Diese nutzen den MR-Effekt gezielt aus und ermöglichen so die
Verminderung von Schwingungen und Vibrationen der gelagerten Komponenten wie etwa
Autositzen [33]. In Abb. 1.3(a) ist exemplarisch ein aus Schichten von MRE und Stahlscheiben
aufgebauter Isolator aus Li et al. [91] dargestellt. Das gut erkennbare Schicht-Design ermög-
licht eine hohe mechanische Tragfähigkeit und erhöht gleichzeitig die Gesamtpermeabilität
des Bauteils. Weitere vielversprechende Möglichkeiten zur Anwendung stellen Aktoren und
Sensoren [6, 96, 161, 167], Ventile [17] oder mikrofluidische Transportsysteme [7] dar. Das in
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Abb. 1.3(b) dargestellte Ventil aus Böse et al. [17] nutzt dabei gezielt den MS-Effekt aus, indem
sich der MRE-Ring durch das Anlegen eines magnetischen Feldes radial aufweitet. Weiterhin
lässt sich die Geometrie von Greifern variabel anpassen und temporär speichern [6, 21]. Da-
bei wird in Analogie zu klassischen Formgedächtnis-Legierungen die feldinduzierte Plastizität
ausgenutzt.
Durch Einbringung hartmagnetischer Partikel ergeben sich weitere Möglichkeiten zum Ein-
satz vonMRE, bspw. als aktiv steuerbare Roboter [62, 85]. Dazu sind die als SoftRobots bezeich-
neten Systeme vorab zu magnetisieren, um später mittels externer Magnetfelder Bewegungen
induzieren zu können. Durch die remanente Magnetisierung der eingebetteten hartmagneti-
schen Partikel lassen sich dabei neben Translationen auch Drehbewegungen quer zum Feld
realisieren. In Abb. 1.3(c) ist exemplarisch ein MRE-Roboter aus Kim et al. [85] dargestellt, der
durch nachgebildete Blutgefäße navigierbar ist. Prothesen und Orthesen mit kontrollierbarer
Steifigkeit [52] sind weiterhin als medizinische Anwendungen zu nennen. Für umfangreiche
Übersichten mit weiteren Referenzen zu möglichen technischen Applikationen sei abschlie-
ßend auf Li et al. [91] oder Schubert [147] verwiesen.
1.2 Modellierungsstrategien
Um das Verständnis für das komplexe Verhalten von MRE zu erweitern, ist neben der experi-
mentellen Charakterisierung auch die theoretische Betrachtung dieserMaterialien notwendig.
Dabei lassen sich Strategien zur Modellierung von MRE grundsätzlich in zwei Kategorien, mi-
kroskopische und makroskopische Ansätze, unterteilen [18]. In ersteren wird die heterogene
Mikrostruktur bestehend aus Partikeln und Matrix explizit aufgelöst, wohingegen makrosko-
pische Ansätze das Komposit als homogenes, magnetisch aktives Kontinuum betrachten.
Mikroskopische Modelle
Die erste Klasse mikroskopischer Modelle stellen Partikel-Interaktionsmodelle wie die von
Asadi Khanouki et al. [3], Cremer et al. [23], Fischer & Menzel [35], Puljiz et al. [131, 132]
oder Romeis et al. [137, 138] verwendeten Formulierungen dar. Diese basieren auf einer En-
ergieminimierung und beschreiben die Partikel als magnetische Dipole. Die polymere Matrix
wird dabei als elastisches Kontinuum oder durch Federn zwischen den Partikeln beschrieben,
vgl. Menzel [103]. Partikel-Interaktionsmodelle sind numerisch sehr effizient, aber aufgrund
der Dipolnäherung nur für Systeme mit großen relativen Partikelabständen ausreichend ge-
nau. Eine präzisere Beschreibung der Partikelinteraktionen für geringe Relativabstände der
Einschlüsse ist durch die Verwendung einer Multipolentwicklung möglich [11].
Die zweite Klasse mikroskopisch motivierter Modelle stellen kontinuumsbasierte Ansätze ge-
mäß Danas [24], Galipeau et al. [37, 38], Javili et al. [67], Kalina et al. [72, 75], Keip &
Rambausek [80, 81], Metsch et al. [104–106] oder Mukherjee et al. [115] dar. In diesen Mo-
dellen werden sowohl magnetische als auch mechanische Felder lokal aufgelöst, sodass auch
die exakte Beschreibung hoch gefüllter Systememit geringen Relativdistanzen der Einschlüsse
möglich ist. Weiterhin lässt sich beliebiges dissipatives Verhalten der einzelnen Komponenten
verhältnismäßig einfach berücksichtigen [72, 114] oder die Stabilität unter verschiedenen Las-
ten analysieren [47, 82, 112, 126, 139]. Ein entscheidender Nachteil mikroskopischer Kontinu-
umsmodelle gegenüber Partikel-Interaktionsmodellen ist jedoch der erhebliche rechnerische
Aufwand für die numerische Lösung der zugrunde liegenden Randwertaufgabe (RWA). Die
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Finite-Elemente (FE) Simulation einer realen MRE-Probe mit zehntausenden Partikeln ist so-
mit nicht mit vertretbarem Aufwand zu realisieren.
Um das effektive Verhalten realer MRE zu berechnen, finden daher Homogenisierungssche-
mata gemäß Chatzigeorgiou et al. [20] Anwendung. Weiterhin ermöglicht die FE2-Methode
gleichzeitig Effekte der Mikrostruktur und makroskopische Geometrieeinflüsse zu erfassen,
vgl. Keip & Rambausek [80, 81], Rambausek et al. [136], Rambausek [135] oder Zabihyan
et al. [175].
Makroskopische Modelle
Makroskopische Modelle stellen eine vollständig andere Modellierungsstrategie dar. Da die
heterogene Mikrostruktur in dieser Art von Modellen nicht explizit aufgelöst ist, und das
MRE als homogenes Kontinuum beschrieben wird, ist die Berechnung realer makroskopi-
scher Strukturen mit verhältnismäßig geringem Aufwand möglich, vgl. [130, 140]. Zugrunde
liegende Partikel-Matrix-Interaktionen werden dabei durch geeignete magneto-mechanische
Kopplungsterme erfasst, sodass die Formulierung dieser Modelle gegenüber mikroskopischen
Ansätzen deutlich komplexer wird. Es lassen sich eine Vielzahl von isotropen [1, 15, 31, 32,
77, 130, 140] und transversalisotropen [16, 25, 65, 144] Ansätzen zur Beschreibung magneto-
elastischen Verhaltens in der Literatur finden. Auch für die Formulierung ratenabhängiger
oder hartmagnetischer Modelle existieren verschiedene Vorschläge, vgl. Saxena et al. [142,
143] und Haldar et al. [54] sowie Mukherjee et al. [116].
Naturgemäß sind alle makroskopischen Ansätze rein phänomenologischer Art, sodass in je-
dem Fall eine Modellkalibrierung erfolgen muss. Diese kann einerseits auf Basis experimen-
teller Ergebnisse [25, 54, 65] oder mittels mikroskopischer Modelle in Kombination mit einem
Homogenisierungsansatz erfolgen [41, 74, 76, 88, 114–116]. Die Parametrisierung auf Basis
makroskopischer Experimente bietet jedoch einen entscheidenden Nachteil: Es ist zu beach-
ten, dass die magnetisch induzierte mechanische Feldverteilung im MRE unabhängig von der
Probengeometrie starke Inhomogenitäten aufweist [42, 43, 73, 81, 88]. Wenn weiterhin keine
ellipsoidischen Proben – wie etwa in Bodelot et al. [12] oder Pössinger [133] vorgeschlagen
– verwendet werden, ist die Verteilung der Magnetisierung ebenfalls stark inhomogen. Da al-
lerdings im Regelfall zahlreiche vereinfachende Annahmen zur besseren Handhabbarkeit der
Modellkalibrierung getroffen werden, enthält das parametrisierte Modell stets den Einfluss
der Probengeometrie. Es wird also das Verhalten der betrachteten Probe und nicht das reine
Materialverhalten des Komposits beschrieben. Einen Ausweg stellt die deutlich aufwendigere
inverse Parametrisierung des Modells über eine FE-Simulation dar. Die Modellanpassung mit-
tels mikroskopischer Simulationen umgeht die beschriebene Problematik dagegen vollständig
und erlaubt eine Modellkalibrierung unabhängig von der Probengeometrie.
1.3 Zielsetzung und Aufbau der Arbeit
Wie zuvor diskutiert und in Abb. 1.2 exemplarisch dargestellt, zeigen MRE verschiedenste
makroskopische Schalteffekte mit stark nichtlinearer Ausprägung. Die mikroskopischen Ur-
sachen von MS- und MR-Effekt sowie pseudo-plastischen Verhaltens basieren dabei auf ei-
nem einzigen Mechanismus: der magnetisch getriebenen Wechselwirkung im Elastomer ein-
gebetteter Partikel. Allerdings lässt sich bei der Betrachtung von MRE-Bauteilen oder -Proben
keinesfalls eine Trennung zwischen mikrostrukturellen Prozessen und makroskopischen Ein-
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flüssen wie der äußeren Form vornehmen, denn die räumliche Ausprägung des Magnetfelds
und insbesondere Sprünge der Feldgrößen auf Materialgrenzen spielen eine entscheidende
Rolle für die genannten lokalen Wechselwirkungen und führen zusätzlich zu makroskopisch-
en Lasttermen. Um das Verständnis dieser Werkstoffklasse zu erweitern und so zukünftig die
virtuelle Optimierung technischer Applikationen zu ermöglichen, sind demnach Mikro- und
Makroskala gleichzeitig – also in gekoppelter Art und Weise – zu betrachten.
Das Kernziel dieser Arbeit besteht daher in der Entwicklung einer effizienten mehrskaligen
Modellierungs-Strategie für MRE. Dabei kommen sowohl auf der Mikro- als auch auf der Ma-
kroebene Kontinuumsansätzemit Gültigkeit für finite Deformationen zumEinsatz. Die Lösung
des gekoppelten magneto-mechanischen Feldproblems erfolgt mittels einer nichtlinearen FE-
Formulierung. Dies bietet den Vorteil sowohl die magnetischen als auch die mechanischen
Feldverteilungen auf der Mikroebene durch Lösung der beschreibenden partiellen Differen-
tialgleichungen (PDGL) explizit aufzulösen, sodass sich die komplexen Partikel-Partikel- und
Partikel-Matrix-Wechselwirkungen im Rahmen der numerischen Genauigkeit ohne verein-
fachende Annahmen abbilden lassen. Um außerdem makroskopische Einflüsse untersuchen
zu können und den numerischen Aufwand dabei zu beschränken, soll die bereits erläuterte
implizite Berücksichtigung mikrostruktureller Prozesse durch mikroskopisch kalibrierte Ma-
kromodelle für MRE erfolgen.
Die vorliegende Arbeit ist folgendermaßen strukturiert: Nach der Bereitstellung wesentlicher
Grundlagen in den Kapiteln 2 und 3, wird das konstitutive Verhalten der einzelnen Kompo-
nenten in Kapitel 4 anhand von experimentellen Daten charakterisiert und modelliert. Um
grundlegende Eigenschaften weich- und hartmagnetischer MRE zu diskutieren, folgt in Ka-
pitel 5 die Analyse des effektiven Verhaltens anhand von Homogenisierungs-Simulationen.
In einem nächsten Schritt wird die Formulierung und Modellkalibrierung makroskopischer
Ansätze für weichmagnetische MRE in Kapitel 6 diskutiert. Diese basiert auf einer mittels
Homogenisierung generierten Datenbasis die ebenfalls zur Validierung des Modells fungiert.
Schließlich erfolgt in Kapitel 7 die Anwendung der entwickelten Modellierungsstrategie zur
Simulation von MS- und MR-Effekt verschiedenster weichmagnetischer Probekörper. Nach




Grundlage für die physikalische Beschreibung vonMRE bildet in dieser Arbeit die Kontinuum-
sphysik. Bei der Modellierung wird der atomare Aufbau des Materials vernachlässigt und der
materielle Körper K ist als strukturloses Kontinuum bestehend aus einer zusammenhängen-
den Menge von materiellen Punkten P ∈ K zu betrachten [2, 48, 56, 61]. Die physikalischen
Eigenschaften eines einzelnen Punktes sind durch orts- und zeitabhängige Tensoren
(=)T ∈ L= :=

R für = = 0
R3 ⊗ · · · ⊗ R3︸            ︷︷            ︸
=-mal
∀ = ∈ N≥1 (2.1)
=-ter Stufe beschrieben. Dabei bezeichnen R die reellen Zahlen, R3 den dreidimensionalen
Euklidischen Vektorraum undN die natürlichen Zahlen. Zur Verkürzung der Notation seien
Tensoren 0. bis 4. Stufe im Folgenden durch ) ∈ L0, Z ∈ L1, T ∈ L2, T ∈ L3 und T ∈
L4 gekennzeichnet. Die in der symbolischen Schreibweise verwendeten Operationen sind in
Anhang A zu finden.
2.1 Feldgleichungen
In diesem Abschnitt sind die wesentlichen Gleichungen des gekoppelten magneto-mechani-
schen Feldproblems zusammengefasst. Diese umfassen die Kinematik, dieMaxwell-Gleichun-
gen, die mechanischen Bilanzgleichungen sowie die Angabe allgemeiner konstitutiver Bezie-
hungen. Der Gleichungssatz ist sowohl auf der Mikro- als auch auf der Makroskala gültig, s.
Kapitel 4. Die konkrete Einführung und Klassifizierung beider Skalen sowie die Angabe von
Randbedingungen (RB) erfolgt in Abschnitt 2.2.
2.1.1 Kinematik
Konfigurationen
Es sei B0 ⊂ R3 die Referenzkonfiguration eines materiellen Körpers K, die zum Zeitpunkt
C0 ∈ R+ in den R3 eingebettet ist. Linien-, Flächen und Volumenelemente dieser Konfigurati-
on sind dabei durch die Symbole d^ , dG und d+ bezeichnet. Infolge äußerer Einwirkungen,
die vorerst nicht näher diskutiert seien, nimmt K für C ∈ T := {g ∈ R+ | g ≥ C0} die Gebiete
B ⊂ R3 ein. All diese räumlichen Anordnungen B sollen als Momentankonfigurationen von
K mit Linien-, Flächen und Volumenelementen dx , da und dE bezeichnet sein. Unter Aus-
schluss von Selbstdurchdringung der Materie, lässt sich die Bewegung von K bezüglich eines
Bezugspunktes O ∈ R3 durch die bijektiven Abbildungen
6 :
{
B0 × T → B ⊂ R3
(^ ,C) ↦→ x := 6 (^ ,C)
und 6−1 :
{
B × T → B0 ⊂ R3
(x,C) ↦→ ^ := 6−1 (x,C)
(2.2)
beschreiben, wobei 6−1 die Invertierung von 6 kennzeichnet. In der oberen Gleichung be-























































Abb. 2.1: Kinematik des materiellen Körpers: (a) Ausgangs- und Momentankonfiguration mit Linien-,
Flächen- und Volumenelementen sowie Verschiebungsvektor u eines materiellen Punktes und
nach außen gerichtete Normaleneinheitsvektoren T und n und (b) Aufspannen materieller
Flächen- und Volumenelemente aus materiellen Linienelementen.
tankonfiguration. Zusätzlich zur geforderten Invertierbarkeit der Abbildung 6 sei diese frei
von Sprüngen, sodass Risse auszuschließen sind. Außerdem sind Gebietsränder der jeweiligen
Konfiguration mit mB0 ⊂ R3 bzw. mB ⊂ R3 und zugehörige nach außen gerichtete Norma-
leneinheitsvektoren mit T bzw. n gekennzeichnet. Eine schematische Veranschaulichung der
eingeführten Größen ist in Abb. 2.1(a) zu finden. Die Beziehungen (2.2) sollen im Folgenden
durch
x := 6 (^ ,C) mit È6 (^ ,C)É = 0 auf S0 bzw. (2.3a)




= 0 auf S . (2.3b)
abgekürzt werden. Dabei kennzeichnet die Operation È(•)É = (•)+ − (•)− den Sprung einer
Größe auf einer materiellen Sprungfläche1 S ⊂ R3 bzw. S0 ⊂ R3 zwischen zwei Gebieten,
also zwischen B+ und B− bzw. B+0 und B−0 , vgl. Abb. 2.2(a) und (b). Die Normaleneinheitsvek-
toren T und n auf der Sprungfläche zeigen jeweils von − nach +.
Mit den eingeführten Beziehungen lässt sich der Verschiebungsvektor eines materiellen Punk-
tes P ∈ K folglich mittels
u (^ ,C) := 6 (^ ,C) − ^ ∀^ ∈ B0 bzw. u (x,C) := x − 6−1 (x,C) ∀x ∈ B (2.4)
definieren. Dabei wird die Beschreibung von Tensorfunktionen in Abhängigkeit von ^ und C
als Lagrangesche Betrachtung und die Beschreibung als Funktion von x und C als Eulersche
Betrachtung bezeichnet [2, 48]. In dieser Arbeit findet ausschließlich die Lagrangesche Be-
trachtung Anwendung. Sofern nicht explizit angegeben, ist die funktionale Abhängigkeit von
Tensorfeldern somit durch ^ und C gegeben und wird im Folgenden nicht weiter aufgeführt.
Ferner sei das Symbol einer Funktion identisch zum Symbol des Funktionswertes selbst, bspw.
1Die Geschwindigkeit wS einer materiellen Sprungfläche ist identisch mit der Geschwindigkeit der Materie, d. h.
























Abb. 2.2: Materielle Sprungfläche eines Körpers mit differentiellen Volumen- und Flächenelementen: (a)
Ausgangs- und (b) Momentankonfiguration.
u = u (^ ,C). Somit ist die Geschwindigkeit der Materie v := ¤u als materielle Zeitableitung der
Verschiebung mit ¤(•) := mC (•) gegeben.
Zum Ausführen räumlicher Differentiationen seien die Nabla-Operatoren L1 3 ∇̂ := K m- 
bezüglich ^ bzw. L1 3 ∇ := e: mG: bezüglich x definiert. Dabei bezeichnen K ∈ {K1, K2, K3}
und e: ∈ {e1, e2, e3} Basisvektoren kartesischer Koordinatensysteme und es wird die Ein-
steinsche Summationskonvention, also die Summation über doppelt auftretende Indizes, ver-
wendet. Im weiteren Verlauf kennzeichnen kleine Indizes die Zugehörigkeit zu B und große
Indizes einen Bezug zu B0. Dementsprechend werden für Tensorfelder mit Bezug auf die Re-
ferenzkonfiguration große und für solche mit Bezug auf die Momentankonfiguration kleine
Symbole gewählt. Wie in der Literatur üblich, seien die entsprechenden Tensoren außerdem
auch als Lagrangesche bzw. Eulersche Größen bezeichnet, wobei diese Bezeichnungen kei-
nesfalls mit der Betrachtungsweise zu verwechseln sind.
Deformation und Verzerrung
Um neben der Bewegung von K auch die Deformation und Verzerrung von B bzgl. B0 zu
beschreiben, ist die Einführung von geeigneten tensoriellen Deformationsmaßen notwendig.
So sind der Deformationsgradient und die Jacobi-Determinante durch
F := (∇̂ 6 )T und  := det F > 0 (2.5)
definiert. In Koordinatenschreibweise lässt sich der Ausdruck det Fmittels des vollständig an-
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
+1, wenn :,;,< gerade Permutation von 1,2,3





Gemäß der Definition in Gleichung (2.5)1 erfüllen der Deformationsgradient und dessen In-
verse F−1 automatisch die Kompatibilitätsbedingungen




= 0 auf S0 sowie (2.8a)




= 0 auf S . (2.8b)
Da F sowohl Rotations- als auch Streckanteile enthält, ist zur Formulierung konstitutiver Glei-
chungen die Einführung weiterer Deformationsmaße notwendig. So sind der auf B0 bezogene
Rechts-Cauchy-Green-Deformationstensor sowie der auf B bezogene Links-Cauchy-Green-
Deformationstensor gemäß
C := FT · F und c := F · FT (2.9)
definiert. Diese sind im Gegensatz zu F frei von Starrkörperrotationen und stets symmetrisch,
d. h.C,c ∈ Lsym2 := {τ ∈ L2 | τ = τT}. Neben den diskutiertenDeformationsgrößen, lassen sich
weiterhin Verzerrungsmaße – die bei verschwindender Deformation denWert null annehmen




(C − I) und e := 1
2
(i − c−1) (2.10)
definiert, wobei I := X !K ⊗ K! und i := X:; e: ⊗ e; Einheitstensoren bzgl. der eingeführten
Basisvektoren bezeichnen. Hierin ist
X:; :=
{
1 für : = ;
0 sonst
(2.11)
das Kronecker-Symbol. Neben E und e lassen sich beliebig viele weitere Verzerrungsmaße
einführen [48]. Da diese im Rahmen dieser Arbeit jedoch keine Anwendung finden, erfolgt
diesbezüglich keine weitere Ausführung.
Kinematische Relationen zwischen den Konfigurationen
Für die Umrechnung zwischen Größen der Referenz- und Momentankonfiguration werden
zusätzliche kinematische Relationen benötigt. Mittels des Deformationsgradienten lassen sich
beispielsweise die Zusammenhänge dx = F · d^ , da = F−T · dG und dE = d+ zwischen
materiellen Linien-, Flächen- und Volumenelementen der Ausgangs- und Momentankonfigu-
ration herstellen. Weiterhin gelten zwischen d0 := |da | und d := |dG| sowie n und T die
Beziehungen
d0 =  |F−T · T |d und n = F
−T · T
|F−T · T | sowie (2.12a)
d = −1 |FT · n|d0 und T = F
T · n
|FT · n| . (2.12b)
Wird ein materielles Flächenelement auf einer Sprungfläche betrachtet, so müssen sich die
aktuelle Fläche d0 ∈ S und die Ausgangsfläche d ∈ S0 sowohl von der positiven Seite B+, als
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auch von der negativen Seite B− ineinander überführen lassen. Da von beiden Seiten aus die
gleiche materielle Fläche beschrieben wird, folgen gemäß Brummund [14] die Beziehungen
0 =





−1 |FT · n|

. (2.13)
Schließlich ergeben sich aus der Definition der Jacobi-Determinante  gemäß Gleichung (2.5)2
bzw. (2.6) die Relationen
∇ · (−1F) = 0 und ∇̂ · (F−1) = 0 (2.14a)
sowie
4 !" = 




2.1.2 Stationäre magnetische Feldgleichungen
Das elektromagnetische Feldproblem lässt sich durch die Maxwell-Gleichungen beschreiben.
Im stationären Fall entkoppeln diese und das magnetische sowie das elektrische Randwertpro-
blem lassen sich separat behandeln.
Maxwell-Gleichungen
Für ausreichend langsame Änderungen der magnetische Felder und verschwindende Polarisa-
tion der Materie sowie Gebiete ohne freie Flächenstromdichten j folgen somit das Gaußsche
Gesetz sowie das Ampèresche Durchflutungsgesetz zu
∇ · b = 0 mit n · ÈbÉ = 0 auf S und (2.15a)
∇ × h = 0 mit n × ÈhÉ = 0 auf S . (2.15b)
Dabei bezeichnen b und h die magnetische Flussdichte sowie die magnetische Feldstärke, vgl.
Jackson [66]. Diese Größen sind über die Verknüpfungsgleichung
b = `0 (h +m) (2.16)
verbunden, wobei `0 = 4c · 10−7 TmA−1 die Permeabilität des Vakuums und m die Magneti-
sierung der Materie bezeichnen.
Magnetische Potentiale
Mit der Einführung geeigneter konstitutiver Gleichungen gemäß Abschnitt 2.1.4 und aus den
Sprungbedingungen (2.15)2 ableitbaren RB ist das System von PDGL (2.15) und (2.16) des ma-
gnetischen Teilproblems vollständig definiert. Zur Lösung ist es allerdings zweckmäßig ein
geeignetes Potential einzuführen. So ist das Ampèresche Durchflutungsgesetz (2.15b) a priori
erfüllt, wenn das Skalarpotential
i :
{
B0 × T → R
(^ ,C) ↦→ i (^ ,C)
mit h =: −∇i und ÈiÉ = 0 auf S , (2.17)
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zur Lösung verwendet wird. Das Potential i muss somit lediglich das Gaußsche Gesetz (2.15a)
erfüllen. Aufgrund der Definition von i ergibt sich die Stetigkeit auf Sprungflächen.
Wird hingegen das Vektorpotential, definiert als
a :
{
B0 × T → R3
(^ ,C) ↦→ a(^ ,C)
mit b =: ∇ × a und n × ÈaÉ = 0 auf S , (2.18)
zur Lösung verwendet, ist das Gaußsche Gesetz (2.15a) a priori erfüllt und es verbleibt das
Ampèresche Durchflutungsgesetz (2.15b). Die Definition des Vektorpotentials nach Gleichung
(2.18) ist allerdings nicht eindeutig. Ein weiteres Vektorpotentialfeld a′ = a +∇b , welches sich
um den Gradienten eines beliebigen Skalarpotentials b unterscheidet, erfüllt ebenso a priori
Gleichung (2.15a) und führt auf identische Feldgrößen b , h und m. Wird für a zusätzlich die
als Coulomb-Eichung bezeichneteQuellfreiheit
∇ · a = 0 mit n · ÈaÉ = 0 auf S (2.19)
gefordert, verschwindet diese Uneindeutigkeit. Es sei angemerkt, dass die Eichbedingung für
den zweidimensionalen Fall automatisch erfüllt ist. Schließlich folgt aus der eindeutigen De-
finition gemäß (2.18) und (2.19) die Stetigkeit des Vektorpotentials, d. h. ÈaÉ = 0 auf S .
Bezug auf die Referenzkonfiguration
Um zur numerischen Lösung des gekoppelten Problems eine totale Lagrange-Formulierung
zu verwenden und die Objektivität konstitutiver Beziehungen a priori zu gewährleisten, ist es
zweckmäßig den eingeführten Gleichungssatz auf die Referenzkonfiguration B0 zu transfor-
mieren. Dazu sind die Lagrangeschen magnetischen Feldgrößen H, N , S und G durch ge-
eignete Pull-Back-Operationen zu bestimmen. Gemäß Kankanala & Triantafyllidis [77]
sowie Dorfmann & Ogden [31], lassen sich diese durch die Beziehungen
H := F−1 · b , N := FT · h , S := FT ·m und G := FT · a (2.20)
definieren. Dabei sei angemerkt, dass die Definition Lagrangescher magnetischer Feldgrößen
nicht eindeutig ist2, die Wahl entsprechend Gleichung (2.20) ist jedoch im Fachgebiet weit
verbreitet und erhält die grundlegende Struktur derMaxwell-Gleichungen (2.15a) und (2.15b)
in der Formulierung bezüglich B0. Wie im Anhang B gezeigt, folgen unter Anwendung der
Kompatibilitätsbedingungen (2.8a) und (2.8b) sowie der Relationen (2.12a), (2.13)1, (2.14a)1 und
(2.14b)2 die Gleichungen
∇̂ · H = 0 mit T · ÈHÉ = 0 auf S0 und (2.21a)
∇̂ × N = 0 mit T × ÈNÉ = 0 auf S0 . (2.21b)
2Da die eingeführten Lagrangeschen magnetischen Feldgrößen mit Bezug aufB0 fiktiv sind, dienen Sie lediglich
als Hilfsfelder innerhalb der Kontinuumsformulierung. So lange die Transformationen der Feldgrößen derart gewählt




Die Struktur der Verknüpfungsgleichung (2.16) bleibt jedoch in der Lagrangeschen Form
H = `0 C
−1 · (N +S) (2.22)
nicht erhalten. Mittels der gewählten Transformationen gemäß Gleichung (2.20) lässt sich wei-
terhin zeigen, dass die Definition der magnetischen Potentiale in ihrer Lagrangeschen Form
ebenfalls strukturerhaltend ist, s. Anhang B:
N = −∇̂ i mit ÈiÉ = 0 auf S0 , (2.23)
H = ∇̂ ×G mit T × ÈGÉ = 0 auf S0 . (2.24)
Die Form der Eichbedingung gemäß Gleichung (2.19) ist allerdings nicht invariant. Mit (2.20)
folgt der Zusammenhang G · (∇ · F−T) + C−1 : (∇̂ G) = 0. Da diese Form der Eichbedingung
unpraktikabel ist, soll zweckmäßigerweise die Uneindeutigkeit der Definition von G – also
G′ = G + ∇̂ b – in Lagrangescher Form gemäß (2.24) über die Relation
∇̂ · G = 0 mit T · ÈGÉ = 0 auf S0 , (2.25)
im Folgenden als Lagrangesche Coulomb-Eichung bezeichnet, beseitigt werden.
2.1.3 Mechanische Bilanzgleichungen
Neben den im vorherigen Abschnitt diskutierten Maxwell-Gleichungen sind die thermome-
chanischen Bilanzen, also die Massen-, Impuls-, Drehimpuls-, Energie- und Entropiebilanz zu
diskutieren. Diese lassen sich ausgehend von einer allgemeinen Bilanz formulieren, wobei je-
weils Quell- und Flussterme entsprechend anzupassen sind [48, 56, 61].3 Weiterhin resultiert
aus dem zweiten Hauptsatz der Thermodynamik die Clausius-Duhem-Ungleichung.
Infolge der magnetischen Felder treten zusätzlich zu rein thermomechanischen Problemstel-
lungen ponderomotorische Kraft-, Momenten- und Leistungsdichten auf, vgl. Groot & Sut-
torp [49], Eringen & Maugin [34] oder Pao [121].4 Diese resultieren aus einer statistischen
Mittelung von Größen quantenmechanischerTheorien und sind in den entsprechenden Bilan-
zen zu berücksichtigen. Dabei seien lediglich quasistationäre Prozesse gemäß der Gleichungen
(2.15a) und (2.15b) – d. h. solche mit ausreichend langsamer Änderung magnetischer Felder,
nicht polarisierbarer Materie sowie Gebiete ohne freie Ladungs- und Stromdichten – betrach-
tet. Somit sind die ponderomotorischen Kraft-, Momenten- und Leistungsdichten durch
f pon := (∇b) ·m , cpon := m × b und P pon := f pon · v −m · ¤b (2.26)
3In materieller Form lassen sich die Bilanz einer auf dE bezogenen Dichtegröße q sowie die zugehörige Sprung-
bedingung stets in der Form
¤q + q∇ · v = ∇ · 7 + i ∀x ∈ B und k̂ + n · È7É = 0 ∀x ∈ S
angeben. Hier bezeichnen 7 und i Fluss- bzw. Quellterme im Gebiet B ⊂ R3. Die Größe k̂ kennzeichnet einen
Flächenquellterm auf der Sprungfläche S ⊂ R3.
4Neben der Einbindung ponderomotorischer Kopplungsterme über Kraft-, Momenten- und Leistungsdichten las-
sen sich die gekoppelten magneto-mechanischen Feldgleichungen auch über die Bilanzierung von Gesamtimpuls,
-drehimpuls und -energie und eine anschließende Vereinfachung durch Annahmen bestimmen.
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gegeben [34]. Um die Formulierung und numerische Umsetzung des gekoppelten Feldpro-
blems zu erleichtern, ist es allerdings zweckmäßig, die Kraftdichte f pon implizit durch die
Divergenz eines ponderomotorischen Cauchy-Spannungstensors σpon, also gemäß
f pon = ∇ · σpon mit σpon = 1
`0
[




+ (b ·m)i − b ⊗ m , (2.27)
darzustellen [30].
Thermomechanische Bilanzen
Im Folgenden sind die angesprochenen Bilanzgleichungen in kurzer Form dargelegt. Es wer-
den weiterhin lediglich materielle Sprungflächen, also solche mit wS = v, betrachtet. Eine
Diskussion vereinfachender thermischer und mechanischer Annahmen folgt im Anschluss.
Allgemeiner Gleichungssatz
Die lokale Massenbilanz, formuliert für die Massendichte r der Konfiguration B, ist durch
¤r + r∇ · v = 0 (2.28)
gegeben. Im Rahmen der Lagrangeschen Betrachtung lässt sich die Massenbilanz (2.28) durch
Integration in die algebraische Form r−r0 = 0, die in dieser Arbeit lediglich zur Umrechnung
derMassendichten dient, überführen.5 Dabei bezeichnet r0 dieMassendichte der Referenzkon-
figuration B0.
Unter Berücksichtigung von Gleichung (2.28), der ponderomotorischen Volumenkraftdichte
gemäß (2.26)1 und Gleichung (2.27) folgt für die Bilanz des mechanischen Impulses




+ t̂ = 0 auf S . (2.29)
Darin bezeichnenσtot, f und t̂ den totalen Cauchy-Spannungstensor, eine auf das Massenele-
ment d< := rdE bezogene spezifische mechanische Kraft sowie einen auf der Sprungfläche S
vorzugebenden Spannungsvektor, wobei σtot := σ + σpon als Summe des mechanischen und
ponderomotorischen Spannungstensors definiert ist [30, 34, 49].
Unter Berücksichtigung der Massen- und Impulsbilanz sowie der ponderomotorischen Mo-
mentendichte cpon gemäß (2.26)2 folgt aus der Bilanz des mechanischen Drehimpulses bzgl.
eines beliebigen Bezugspunktes O ∈ R3 der Zusammenhang
0 = skw(σ +m ⊗ b) = skwσtot (2.30)
Aus der obigen Gleichung ist ersichtlich, dass die mechanische Cauchy-Spannung im Gegen-
satz zur Totalspannung σtot im Allgemeinen nicht symmetrisch ist. Dies tritt insbesondere bei














die algebraische Form der Massenbilanz r0r−1 =  . Dabei bezeichnet 0 = 1 die Jacobi-Determinante zur Zeit C0.
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anisotropen oder hartmagnetischen MRE auf, ist jedoch auch im Fall von weichmagnetischen
isotropenMaterialien zu beobachten. Die auftretende Anisotropie des Magnetisierungsverhal-
tens resultiert dabei aus der aufgeprägten Deformation, s. Kapitel 6.
Neben den bisherigen Bilanzierungen von Masse, Impuls und Drehimpuls ist ebenso eine Be-
trachtung der Energie notwendig. Eine Bilanzierung der spezifischen inneren Energie D und










∇ · v = Pmech + P therm + P pon . (2.31)
Hier bezeichnen Pmech := rf · v + ∇ · (σ · v) und P therm := rA − ∇ · q die mechanische
bzw. thermische Leistungsdichte. Weiterhin kennzeichnet A die spezifische innere Wärmepro-
duktionsrate und q den auf da bezogenen Wärmestrom. Unter Berücksichtigung der zuvor
eingeführten Bilanzgleichungen (2.28) und (2.29) sowie der ponderomotorischen Leistungs-
dichte gemäß (2.26)3 lassen sich die lokale Energiebilanz und die zugehörige Sprungbedingung
schließlich in der Form
r ¤D = −m · ¤b + σ :
( ¤F · F−1) + rA − ∇ · q und 0 = n · ÈqÉ auf S (2.32)
angeben. Dabei ist in dieser Form der Bilanz der Energieanteil der magnetischen Freifeldter-
me, also rF frei := 1/(2`0)b · b , abgezogen. Folglich lässt sich die Energiebilanz ebenso für die
erweiterte innere EnergieF := D +F frei angeben:
r ¤F = h · ¤b + σ : ( ¤F · F−1) + 1
2`0
(b · b)∇ · v + rA − ∇ · q und 0 = n · ÈqÉ auf S . (2.33)
Zusätzlich zur energetischen Betrachtung ist letztlich noch die Entropie als weitere thermo-
dynamische Zustandsgröße einzuführen. Unter der Annahme, dass Entropiestrom z und En-
tropiequelle I ausschließlich durch Wärmezufuhr verursacht sind, also z = o−1q und I = o−1A
gelten, ergibt sich unter Berücksichtigung der zuvor eingeführten Bilanzgleichungen die lo-
kale Form der Entropiebilanz zu
ro ¤B = −∇ · q + 1
o
q · ∇o + rA + rZ mit 0 = ÈoÉ auf S . (2.34)
Dabei bezeichnen B die spezifische Entropie, o ∈ R+ die absolute Temperatur und Z die spezi-
fische, nicht kontrollierbare spontane Entropie-Produktionsrate.
Gemäß des zweiten Hauptsatzes der Thermodynamik muss für die spontane Entropieproduk-
tion Z die Forderung rZ ≥ 0 an jedem Punkt P ∈ K gelten [48]. In Verbindung mit Gleichung
(2.34) ergibt sich demnach die Entropieungleichung
ro ¤B + ∇ · q − 1
o
q · ∇o − rA ≥ 0 . (2.35)
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Über eine Legendre-Fenchel-Transformation kannweiterhin die spezifische freieHelmholtz-
Energie
k (· · · ,o) := inf
B∈R
{
D (· · · ,B) − oB
}
(2.36)
eingeführt werden, wobei die weiteren als unabhängige Variablen gewählten Größen von k
und D vorerst bewusst ausgespart sind. Somit lässt sich schließlich unter Ausnutzung der En-
ergiebilanz (2.32) der als Clausius-Duhem-Ungleichung (CDU) bezeichnete Zusammenhang
−r ( ¤k + ¤oB) −m · ¤b + σ : ( ¤F · F−1) − 1
o
q · ∇o ≥ 0 (2.37)
angeben.
Reduzierter Gleichungssatz
Da im Folgenden thermische Effekte keine Berücksichtigung finden, lassen sich die zuvor an-
gegebenen Bilanzgleichungen (2.28) – (2.37) reduzieren. Für ¤o = 0 und ∇o = 0 sowie vernach-
lässigte Trägheitsterme r ¤v und mechanische Volumenlasten rf folgen:
r − r0 = 0 , (2.38a)




= −t̂ auf S , (2.38b)
skwσtot = 0 und (2.38c)
−r ¤k −m · ¤b + σ : ( ¤F · F−1) ≥ 0 . (2.38d)
Unter den getroffenen Vereinfachungen entfällt die Energiebilanz vollständig, da diese keine
unabhängige Gleichung darstellt.
Bezug auf die Referenzkonfiguration
Wie bereits in Abschnitt 2.1.2 erwähnt, sind die eingeführten Bilanzgleichungen auf die Refe-
renzkonfiguration B0 zu transformieren. Dazu werden der totale 1. Piola-Kirchhoff-Spann-
ungstensor und der zugehörige auf S0 vorgegebene Spannungsvektor gemäß
Ptot := F−1 · σtot und p̂ :=  |F−T · T | t̂ . (2.39)
eingeführt. Dabei ist zu beachten, dass es sich bei Ptot = % tot
 ;
K ⊗e; , ebenso wie beimDeforma-
tionsgradienten F = ; e; ⊗ K , um einen Zweipunkt-Tensor handelt. Weiterhin ist es für die
nachfolgenden Diskussionen zweckmäßig, die erweiterte freie Helmholtzsche Energiedichte
Ω := r0k +
1
2`0
−1C : (H ⊗ H) (2.40)
nach Dorfmann & Ogden [32] einzuführen. Hierin ist der als Freifeldterm Ωfrei bezeichnete
zweite Summand die zurücktransformierte freie Energiedichte des Terms 1/(2`0)b ·bdE . Unter
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Ausnutzung der Relationen (2.12a)2, (2.13)1 und (2.14a)1 ergeben sich mit (2.39) und (2.40) die
Impuls- und Drehimpulsbilanz sowie die CDU zu




= −p̂ auf S0 , (2.41a)
skw(F · Ptot) = 0 und (2.41b)
− ¤Ω + N · ¤H + Ptot : ¤F ≥ 0 , (2.41c)
s. Anhang B. Wie aus (2.41b) ersichtlich wird, ist der Spannungstensor Ptot im Gegensatz zu
σtot nicht symmetrisch. Es ist daher zweckmäßig, ein weiteres, vollständig auf B0 bezogenes
Spannungsmaß gemäß
Ttot := F−1 · σtot · F−T und Ẑ :=  |F−T · T |F−1 · t̂ . (2.42)
zu definieren. Dabei bezeichnen Ttot den totalen zweiten Piola-Kirchhoff-Spannungstensor
und Ẑ einen zugehörigen auf S0 vorzugebenden Spannungsvektor. Unter Anwendung dieser
Transformationen folgen schließlich:




= −F · Ẑ auf S0 , (2.43a)
skwTtot = 0 und (2.43b)
− ¤Ω + N · ¤H + Ttot : 1
2
¤C ≥ 0 . (2.43c)
2.1.4 Konstitutive Gleichungen
Zur Vervollständigung der Feldgleichungen ist letztendlich noch die Angabe eines konstituti-
ven Gleichungssatzes notwendig. Dazu werden die tensoriellen Feldgrößen nun in abhängige
und unabhängige Zustandsvariablen untergliedert. Dem Formalismus der rationalenThermo-
dynamik folgend, seien bei der Formulierung von Materialgleichungen einige grundlegende,
axiomatische Prinzipien befolgt:
(i) Gemäß dem Prinzip des Determinismus können nur Ereignisse aus der Vergangenheit
Einfluss auf das aktuelle Verhalten des Kontinuums haben. Zum Zeitpunkt C sind also
lediglich die unabhängigen Variablen zu den Zeiten g ≤ C für die abhängigen Zustands-
variablen relevant.
(ii) Nach dem Prinzip der lokalen Wirkung hat nur die nähere Umgebung eines Punktes
P ∈ K Einfluss auf die lokalen abhängigen Variablen. Im speziellen Fall hat nur die
infinitesimale Umgebung einen Einfluss und das Material wird als einfach bezeichnet.
(iii) Nach dem Prinzip der materiellen Objektivität in der aktiven Interpretation darf sich das
Materialverhalten nicht ändern, wenn der Körper K eine beliebige Starrkörperbewe-
gung durchführt. Diese Starrkörperbewegung ist durch die Ortsvektoren
x∗ := q · x + c ∀ q ∈ Q :=
{
τ ∈ L2 | τT = τ−1, detτ = 1
}
(2.44)
der Konfiguration B∗ ⊂ R3 ausgedrückt. Dabei bezeichnet q einen eigentlich ortho-
gonalen Tensor und c einen Verschiebungsvektor. Im Allgemeinen gilt, dass Lagran-
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gesche Tensoren – also solche mit Bezug auf die Konfiguration B0 – stets objektiv sind
[2, 48].
(iv) Bei der Modellierung von Materialien werden gemäß des Prinzips der Äquipräsenz für
alle abhängigen Variablen vorerst die gleichen unabhängigen Variablen zugelassen.
(v) Letztlich müssen die Materialgleichungen stets physikalisch konsistent, also ohne Wi-
derspruch zu den zuvor eingeführten Feld- und Bilanzgleichungen, sein. Besondere Be-
deutung kommt dabei der Einhaltung des zweiten Hauptsatzes der Thermodynamik –
hier in Form der CDU (2.43c) gegeben – zu. Man spricht daher häufig auch von thermo-
dynamischer Konsistenz.
Formulierung mittels C und H
Im Rahmen der zuvor genannten Einschränkungen und den Prinzipien (i) – (iv) folgend, sei
ein magneto-mechanisches, konstitutives Modell nun implizit durch die Funktionen
Ω = Ω(C,H,Z1,Z2, · · · ,Z=,` 1,` 2, · · · ,`<) , (2.45)
Ttot = Ttot (C,H,Z1,Z2, · · · ,Z=,` 1,` 2, · · · ,`<) und (2.46)
N = N (C,H,Z1,Z2, · · · ,Z=,` 1,` 2, · · · ,`<) (2.47)
in Abhängigkeit der als unabhängige konstitutive Variablen gewählten Größen C, H, ZU und
`V beschrieben. Dabei bezeichnen ZU ∈ L2 und `V ∈ L1 potentielle mechanische und magne-
tische innere Variablen, die zur Erfassung der Lastgeschichte an einem beliebigen materiellen
PunktP ∈ K des Körpers dienen. GemäßHaupt [56] lässt sich deren zeitliche Änderung durch
einen Satz von Evolutionsgleichungen der Form
¤ZU = ¤ZU (C,H,Z1,Z2, · · · ,Z=,` 1,` 2, · · · ,`<) ∀U ∈ {1, · · · , =} und (2.48)
¤̀ V = ¤̀ V (C,H,Z1,Z2, · · · ,Z=,` 1,` 2, · · · ,`<) ∀V ∈ {1, · · · ,<} (2.49)
darstellen. Zur Verkürzung der Notation seien die Abhängigkeiten der eingeführten Funktio-
nen im Folgenden nicht explizit angegeben.
Um die thermodynamische Zulässigkeit des Modells zu gewährleisten, muss der Gleichungs-
satz (2.45) – (2.49) schließlich den zweiten Hauptsatz der Thermodynamik erfüllen. Gemäß


















· ¤̀ V ≥ 0 (2.50)
Offensichtlich sind also nach (2.50)3 die freie Energiedichte sowie die Evolutionsgleichungen
(2.48) und (2.49) so zu wählen, dass die Dissipationsrate ¤D stets größer gleich Null ist.
Formulierung mittels C und N
Da sich die als unabhängige Variable gewählte Flussdichte H direkt aus G berechnen lässt, ist
die vorgestellte Formulierung geeignet, wenn das magnetische Vektorpotential nach (2.24) zur
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Lösung der Feldgleichungen verwendet wird. Soll hingegen das Skalarpotential gemäß Glei-
chung (2.23) zur Lösung dienen, ist es zweckmäßig, die Legendre-Fenchel-Transformation
Ω∗ (C,N ,ZU ,`V ) := inf
H∈L1
{
Ω(C,H,ZU ,`V ) − N · H
}
(2.51)
durchzuführen [107, 110, 112]. Ebenso wie in Gleichung (2.40) für Ω angegeben, lässt sich auch
für
Ω∗ = r0k
∗ (C,N ,ZU ,`V ) − `0
2
C−1 : (N ⊗ N ) (2.52)
eine Aufteilung in materialabhängigen Teil k ∗ und Freifeldanteil Ω∗frei auffinden.6 Weiterhin




, H = − mΩ
∗
mN










· ¤̀ V ≥ 0 . (2.53)
2.2 Mehrskalige Betrachtung
Das effektive Verhalten von MRE hängt neben den konstitutiven Eigenschaften der Kompo-
nenten maßgeblich von mikrostrukturellen Parametern wie Volumengehalt q , Anordnung
oder Form der Partikel, aber auch von der makroskopischen Geometrie ab [73, 81, 88]. Um
Einflüsse beider Skalen theoretisch erfassen und untersuchen zu können, ist somit eine mehr-
skalige Betrachtung unabdingbar. Dazu notwendige wesentliche Prinzipien und Gleichungen
werden im Folgenden diskutiert.
2.2.1 Homogenisierung und Lokalisierung
Zunächst seien die Grundlagen des zur Verknüpfung vonMikro- undMakroskala notwendigen
Verfahrens mit den Teilschritten:
(i) Festlegung eines repräsentativen Volumenelementes (RVE), welches die statistischen Ei-
genschaften der Mikrostruktur wiedergibt,
(ii) Berechnung effektiver Eigenschaften durch Lösung einer mikroskopischen RWA und
anschließende Volumenmittelung (Homogenisierung), sowie
(iii) Bestimmung lokaler Feldverteilungen imRVE durch Lösung einermikroskopischen RWA
bei Vorgabe makroskopischer Größen (Lokalisierung)
6Die Aufteilung der Energiedichte Ω∗ geht aus der Ausführung der Legendre-Fenchel-Transformation (2.52)
unter Ausnutzung der Lagrangeschen Verknüpfungsgleichung von H = `0 C−1 · (N +S) hervor:
Ω∗ (C,N , · · · ) = inf
H∈L1
{
r0k (C,H, · · · ) +
1
2`0
 −1C : (H ⊗ H) − N · H
}
= r0k (C,N , · · · ) +
`0
2
C−1 : [S (C,N , · · · ) ⊗ S (C,N , · · · ) ]︸                                                                               ︷︷                                                                               ︸
r0k ∗ (C,N ,··· )
− `0
2
















Abb. 2.3: Repräsentative Volumenelemente (RVE): (a) Schematische Darstellung und Definition charak-
teristischer Längen, (b) und (c) ideal hexagonale und kubisch einfache Mikrostrukturen mit
Einheitszellen, (d) Auswahl eines RVE aus einer statistischen Anordnung sowie (e) konstru-
iertes statistisch-periodisches RVE. Darstellung der Abbildungen nach Gross & Seelig [50]
sowie Goldmann [46].
in kurzer Form zusammengefasst. Eine ausführlichere Abhandlung zum Thema ist bspw. in
Gross & Seelig [50] oder Schröder & Hackl [146] zu finden.
Skalenseparation und repräsentative Volumenelemente
Für die Analyse vonMRE sei die bereits eingeführte Unterteilung in zwei verschiedene Skalen,
die Mikro- und Makroskala, formal definiert. Erstere ist durch eine heterogene Struktur –
bestehend aus Matrix BM0 ⊂ R3 und Partikeln BP0 ⊂ R3 der charakteristischen Länge ℓ ∈ R+ –
gekennzeichnet, wohingegen die zweite einen als homogen angenommenenmakroskopischen
Körper B̄0 ⊂ R3 mit der charakteristischen Länge ℓ̄ ∈ R+ betrachtet, vgl. Abb. 2.3(a). Für die
eingeführten Längen muss dabei die als Skalenseparation bezeichnete Beziehung
ℓ̄  ℓ (2.54)
gelten [46, 50, 146]. Zur Kennzeichnung makroskopischer Größen sind diese im Folgenden
mit ¯(•) markiert. Jedem makroskopischen Punkt ¯̂ ∈ B̄0 lassen sich nun abhängig vom
zeitlichen Verlauf der aufgeprägten Deformationen und Magnetfelder Eigenschaften zuord-
nen, die aus dem Verhalten der Mikrostuktur resultieren. Dazu wird in der Umgebung von ¯̂
ein repräsentativer Volumenausschnitt des Materials auf der Mikroskala betrachtet und durch
Mittelung die effektive Materialantwort des zugeordneten homogenen Ersatzkontinuums be-
stimmt. Damit diese Mittelung unabhängig vom betrachteten Ort ¯̂ ist, muss der gewählte
mikroskopische Ausschnitt ebenfalls ortsunabhängig sein. Weiterhin darf das berechnete ef-
fektive Verhalten nicht von der Größe des Ausschnitts abhängen, sodass dieser die Statistik
der Mikrostruktur ausreichend genau abbildet [50]. Ein solcher Ausschnitt wird aufgrund sei-
ner Eigenschaften als RVE bezeichnet.
Handelt es sich um eine ideale – d. h. periodisch fortsetzbare – Struktur, so lässt sich eine Ein-
heitszelle auffinden, mit der die Eigenschaften der mikroskopischen Geometrie aufgrund der
Periodizität vollständig beschrieben sind, vgl. Abb. 2.3(b) und (c). In diesem Fall gilt für die
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charakteristische Länge ℓRVE des RVE BRVE0 = BM0 ∪ BP0 der Zusammenhang ℓRVE ≈ ℓ .
Reale Werkstoffe weisen allerdings immer eine mehr oder weniger statistisch geprägte Mi-
krostruktur auf, sodass eine Einheitszelle nicht mehr existiert. Um die Repräsentativität des
zu wählenden Ausschnitts dennoch zu gewährleisten, muss das Gebiet BRVE0 also ausreichend
viele Partikel enthalten. Die Beziehung (2.54) erweitert sich somit auf die schärfere Forderung
ℓ̄  ℓRVE  ℓ [46, 50]. Ein mögliches RVE einer zufälligen Partikelverteilung ist in Abb. 2.3(d)
dargestellt. Um weiterhin die periodische Fortsetzbarkeit der Zelle zu gewährleisten, kommen
allerdings häufig statistisch-periodische RVE gemäß Abb. 2.3(e) zum Einsatz. Da derartige Ver-
teilungen in realen Werkstoffen allerdings nicht auffindbar sind, werden diese algorithmisch
generiert. Um dabei Periodizität zu gewährleisten, ist innerhalb des Algorithmus ein auf dem
Rand platzierter Einschluss auf den gegenüberliegenden Rand bzw. auf die gegenüberliegen-
den Ränder zu kopieren [46].
Definition makroskopischer Größen
Dem Grundgedanken der Homogenisierung folgend, lassen sich makroskopische Tensorgrö-












definiert. Gemäß Chatzigeorgiou et al. [20] sind nun im Rahmen der hier betrachteten geo-
metrisch nichtlinearen Theorie die Größen
F̄ := 〈F〉0 und P̄tot := 〈Ptot〉0 sowie (2.56a)
H̄ := 〈H〉0 und N̄ := 〈N 〉0 (2.56b)
mittels Gleichung (2.55)1 definiert.7 Weiterhin folgt aus der Definition des Deformationsgra-
dienten (2.5)1 sowie der Divergenzfreiheit von Ptot gemäß (2.41a) der Zusammenhang des Mit-










^ ⊗ ptot d , (2.57)
wobei ptot := T · Ptot gilt. Ebenso lassen sich für eine Skalarpotential-Formulierung mittels
(2.17) und (2.21a) bzw. für eine Vektorpotential-Formulierung mittels (2.18) und (2.21b) die
Randintegrale









[^ d bzw. (2.58)
7Die Wahl dieser Größen ist willkürlich, ist aber in der Literatur als Standard vorzufinden. Ebenso wäre auch die














^ × Q d (2.59)
herleiten. Dabei gelten die Definitionen [ := H · T sowie Q := N × T .
Durch Anwendung der in Abschnitt 2.1 eingeführten Relationen, lassen sich dann aus F̄, P̄tot,
H̄ und N̄ die makroskopischen Tensoren S̄ , b̄ , h̄ und m̄ sowie C̄, c̄, T̄tot, T̄pon, T̄, σ̄tot, σ̄pon
und σ̄ bestimmen. Dabei ist zu beachten, dass die Berechnung sogar ausdrücklich über die
genannten Relationen und nicht durch Anwendung der Mittelungsoperatoren gemäß (2.55)
durchzuführen ist, da es sonst im Allgemeinen zu Widersprüchen in der Definition einiger
Größen kommen kann, vgl. Schröder & Hackl [146].
Mikroskopische Randbedingungen
Vektorpotential-Formulierung
Um die gemäß Gleichung (2.56a) und (2.56b) definierten mechanischen und magnetischen
Größen aufzuprägen bzw. zu bestimmen, ist die Formulierung einer mikroskopischen RWA
notwendig. Neben der Definition des RVE und der Vorgabe konstitutiver Eigenschaften von
Partikeln und Matrix sind also im Fall einer Vektorpotential-Formulierung zu den partiellen
Differentialgleichungen (PDGL) ∇̂ · Ptot = 0 und ∇̂ ×N = 0 zugehörige RB auf mBRVE0 vorzu-
geben. Die Wahl dieser ist dabei durch die im magneto-mechanischen Fall gemäß
P̄tot : ¤̄F + N̄ · ¤̄H = 〈Ptot : ¤F〉0 + 〈N · ¤H〉0 (2.60)
gegebene Hill-Mandel-Bedingung [59] restriktiert. Beziehung (2.60) drückt die Äquivalenz
der makroskopischen und gemittelten mikroskopischen Raten der erweiterten freien Energie
sowie der Dissipation, also ¤Ω + ¤D , aus und geht aus einer Rücktransformation der Energie-
bilanz (2.33) unter Annahme isothermer Prozesse hervor.8 Um Gleichung (2.60) zu erfüllen,
lassen sich gemäß Zabihyan et al. [174, 175] für jedes Teilproblem drei verschiedene Typen
von RB auffinden, wobei in dieser Arbeit lediglich die sogenannten periodischen RB verwen-
det werden. Dazu ist der Rand mBRVE0 gemäß Abb. 2.4(a) in positiven und negativen Rand,
also mB+0 und mB−0 , zu zerlegen. Für den dreidimensionalen Fall sind die RB des mechanischen
Teilproblems durch
u ∈ U (F̄) :=
{
u ∈ R3 | u = (F̄ − I) · ^ + ũ mit ũ+ = ũ−
}
und (2.64a)
8Mit der erweiterten inneren Energie, := r0D + 1/(2`0  ) C : (H ⊗ H) folgt unter Ausnutzung der Transforma-
tionen (2.20) und (2.39) sowie ¤r = −r∇ · v und W :=  F−1 · q die Energiebilanz in der Form
¤, = Ptot : ¤F + N · ¤H + r0A − ∇̂ · W . (2.61)
Die Rücktransformation der thermo-magneto-mechanischen CDU (2.37) und anschließende Auswertung nach Cole-
man und Noll ergibt mit Ω = Ω (C,H,o,ZU ,`V ) den Zusammenhang
¤Ω = Ptot : ¤F + N · ¤H − ¤D − r0B ¤o . (2.62)
Schließlich lässt sich aus der Legendre-Transformation Ω (C,H,o, · · · ) =, (C,H,r0B, · · · ) −or0B und der Annahme
von Prozessen mit ¤o = 0, A = 0 und ∇̂ ·W = 0 sowie Gleichung (2.61) und (2.62) die Beziehung ¤D = r0o ¤B gewinnen,
sodass sich die Energiebilanz (2.61) zu




















(a) (b) (c) (d)
Abb. 2.4: Periodische Randbedingung an einer kubisch einfachen Einheitszelle: (a) Ausgangsgeometrie
mit positivem und negativem Rand und (b) – (d) deformierte Geometrie mit Fluktuationsan-
teilen von Verschiebung, Vektor- und Skalarpotential sowie schematischer Darstellung der
antiperiodischen Größen ptot, Q und [ für Scherung mit ̄12 = 0,3.
ptot ∈ P tot :=
{
ptot ∈ R3 | (ptot)− = −(ptot)+
}
(2.64b)
gegeben. Dabei kennzeichnet ˜(•) den Fluktuationsanteil einer Größe. Sind u undptot Elemente
der eingeführten Räume (2.64a) und (2.64b), lässt sich durch Anwendung des Gaußschen Inte-
gralsatzes zeigen, dass mit dieser Wahl der mechanische Anteil der Hill-Mandel-Bedingung
(2.60) stets erfüllt ist, falls ∇̂ · Ptot = 0 gilt. Aus (2.64a) geht weiterhin die Zerlegung des De-
formationsgradienten F = F̄ + F̃ in Mittelwert und Fluktuationsanteil hervor.
Für den magnetischen Anteil gelten die RB
G ∈ A(H̄) :=
{
G ∈ R3 | G = 1
2
H̄ × ^ +G̃mitG̃+ =G̃−
}
und (2.65a)
Q ∈ K :=
{
Q ∈ R3 | Q− = −Q+
}
. (2.65b)
Aus (2.65a) folgt in Äquivalenz zu F die Zerlegung H = H̄ + H̃. Die Gültigkeit der magne-
tischen Anteile von (2.60) für G ∈ A(H̄), Q ∈ K lässt sich erneut durch Anwendung des
Gaussschen-Integralsatzes sowie ∇̂ × N = 0 zeigen. Werden zweidimensionale Problemstel-
lungen behandelt, ändert sich die Definition der zuvor eingeführten Funktionsräume. Eine
entsprechende Diskussion ist im anschließenden Kapitel 3 zu finden.
Skalarpotential-Formulierung
Findet statt einer Vektorpotential-Formulierung das Skalarpotential zur Lösung des magneti-
schen Teilproblems Anwendung, ist es zweckmäßig N statt H als unabhängige konstitutive
Variable zu wählen. Somit folgt für die Hill-Mandel-Bedingung dann die Beziehung
P̄tot : ¤̄F − H̄ · ¤̄N = 〈Ptot : ¤F〉0 − 〈H · ¤N 〉0 (2.66)
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und es sind RB für die PDGL ∇̂ · H = 0 vorzugeben.9 Diese sind durch
i ∈ P (N̄ ) :=
{
i ∈ R | i = −N̄ · ^ + ĩ mit ĩ+ = ĩ−
}
, (2.67a)
[ ∈ E :=
{
[ ∈ R | [− = −[+
}
(2.67b)
definiert, sodass für die Lagrangesche magnetische Feldstärke N = N̄ + Ñ gilt. Die Wahl der
RB für das mechanische Teilproblem bleibt unbeeinflusst. Erneut lässt sich die Gültigkeit der
magnetischen Anteile von (2.66) für i ∈ P (N̄ ), [ ∈ E durch Anwendung des Gaussschen-
Integralsatzes sowie ∇̂ · H = 0 zeigen.
Die Fluktuationsanteile von Verschiebung, Vektor- und Skalarpotential sind für eine zweidi-
mensionale kubische Einheitszelle unter Scherung in Abb. 2.4(b) – (d). dargestellt.
Lösung der mikroskopischen RWA
Zur Umsetzung der Homogenisierungs- bzw. Lokalisierungsoperation ist schließlich die durch
das System von PDGL, RB und Materialgleichungen definierte mikroskopische RWA zu lösen.
Diese erweitert sich im Falle dissipativenMaterialverhaltens auf eineAnfangs-Randwertaufga-
be (ARWA), da für die inneren Variablen Anfangsbedingungen (AB) vorzugeben sind. Eine ers-
te Möglichkeit besteht dabei in der Anwendung analytischer Methoden, wie etwa in Galipeau
& Ponte Castañeda [37], Galipeau et al. [39], Lèvevre et al. [88] oder Ponte Castañeda
& Galipeau [127] dargelegt. Diese Methoden sind sehr effizient, jedoch mit Annahmen oder
Restriktionen hinsichtlich Form- und Verteilung der Einschlüsse sowie dem konstitutiven Ver-
halten der Komponenten verbunden.
Universeller einsetzbar sind FE-basierte Verfahren, wie sie für MRE in Danas [24], Javili et
al. [67], Kalina et al. [72, 74], Keip & Rambausek [80, 81], Metsch et al. [104, 105], Mukher-
jee et al. [115], Rambausek et al. [134] oder Zabihyan et al. [174, 175] zu finden sind. In der
vorliegenden Arbeit soll daher die numerische Lösung auf Basis der in Kapitel 3 diskutierten
FE-Formulierung präferiert werden.
2.2.2 Multiskalenschemata
Mittels der im vorherigen Teilabschnitt eingeführten Methodik lässt sich einerseits einem ma-
kroskopischen Punkt ¯̂ ∈ B̄0 durch Homogenisierung die effektive Materialantwort zuweisen
oder durch Lokalisierung die mikroskopische Feldverteilung in der Umgebung von ¯̂ bestim-
men. Auf Basis dieser beiden Schritte ist nun die mehrskalige Modellierung eines makrosko-
pischen Körpers auf zwei unterschiedlichen Wegen möglich, dem gekoppelten und dem ent-
koppelten Multiskalenschema.
Gekoppeltes Multiskalenschema (FE2)
Eine erste Möglichkeit zur Umsetzung der mehrkskaligen Betrachtung besteht in der Nut-
zung eines FE2-Schemas, welches für MRE in Keip & Rambausek [80, 81], Rambausek et al.
[136] oder Zabihyan et al. [175] zu finden ist. Wie in Abb. 2.5(a) dargestellt, ermöglicht diese
9Mit (2.51) und (2.53) ergibt sich analog zur C-H-basierten Formulierung



























Abb. 2.5: Schematische Darstellung der mehrskaligen Simulation von MRE: (a) voll gekoppeltes FE2-
Schema und (b) entkoppeltesMultiskalenschema. Die Kennzeichnung von Variablenmit einem
Überstricht markiert makroskopische Größen.
Methode die vollständige Kopplung der mikroskopischen und makroskopischen Skalen ohne
die Notwendigkeit der expliziten mathematischen Formulierung des effektiven Materialver-
haltens. Sie ist somit bei Kenntnis der Mikrostruktur und den konstitutiven Eigenschaften der
Einzelkomponenten universell für beliebige Bauteil- und Probengeometrien einsetzbar. Ent-
scheidender Nachteil ist allerdings der sehr hohe Rechenaufwand, welcher aus der Lösung der
mikroskopischen RWA zur Homogenisierung und Lokalisierung an jedem Integrationspunkt
des makroskopischen FE-Netzes resultiert. Durch die im Allgemeinen notwendige iterative
Lösung erhöht sich dieser Aufwand nochmals.
Entkoppeltes Multiskalenschema
Eine Alternative zur vergleichsweise rechenintensiven FE2-Methode stellt die Anwendung ei-
nes entkoppelten Multiskalenschemas nach Terada et al. [159] dar. Dabei wird vorerst das
effektive Verhalten für verschiedene Lastfälle aus einer Homogenisierung bestimmt und dann
ein geeignetes konstitutives Modell, das sogenannte Makromodell, an diese Daten angepasst.
Mit diesem können nun makroskopische RWA gelöst werden, wobei der Einfluss der Mikro-
struktur implizit durch das Makromodell erfasst wird. Somit entfällt im Gegensatz zur FE2-
Methode die explizite Lösung der mikroskopischen RWA an jedem Integrationspunkt. Natur-
gemäß geht mit dem reduzierten numerischen Aufwand der Verlust der im Rahmen der Ho-
mogenisierungstheorie exakten Skalenkopplung einher, da sich im Allgemeinen kein für alle
makroskopisch auftretenden Lastmoden beliebig genaues konstitutives Modell aufinden lässt.
Weiterhin kann die Formulierung eines solchen Modells unter Umständen extrem kompliziert
sein. Die mikroskopische Feldverteilung in der Umgebung eines makroskopischen Punktes






























Abb. 2.6: Makroskopische Rand- und Übergangsbedingungen für ein MRE mit dem Gebiet B0 eingebet-
tet in Vakuum F0: (a) Vorgaben für das mechanische Feldproblem und (b) und (c) Vorgaben
für das magnetische Feldproblem für Vektor- bzw. Skalarpotential-Formulierung. Darstellung
der Abbildung gemäß Gebhart & Wallmersperger [43].
der F̄ und N̄ bzw. H̄ am RVE, bestimmen. Das entkoppelte Multiskalenschema ist in Abb. 2.5(b)
veranschaulicht.
Für MRE ist ein solches Vorgehen auf Basis analytischer Homogenisierungsmethoden in Le-
fèvre et al. [88] oder Mukherjee et al. [115] diskutiert, die jedoch nur bis zu begrenzten Par-
tikelvolumengehalten von q = 20% ausreichend genau sind [115]. In dieser Arbeit soll daher
die auf einem numerischen Homogenisierungsverfahren basierte Methodik gemäß Kalina
et al. [73] Anwendung finden. Diese ist auch für höhere Volumengehalte einsetzbar, erfordert
jedoch einen gewissen Rechenaufwand zur Generierung der benötigten Datensätze.
2.2.3 Makroskopische Randbedingungen
Der Satz von Gleichungen der makroskopischen RWA wird durch geeignete RB komplettiert.
Wie in Abb. 2.6 dargestellt, ist das MRE in einen Bereich mit verschwindender mechanischer
Steifigkeit und Magnetisierbarkeit, im folgenden als Vakuum mit dem Gebiet F̄0 und äußerer
Berandung mF̄0 bezeichnet, eingebettet. Da das magnetisierbare MRE in seiner Umgebung die
magnetischen Felder stört, gelten allerdings Restiktionen für F̄0. Um in diesemAusschnitt end-
licher Größe die Situation in einem unendlich ausgedehnten Raum mit homogenem Fernfeld
mit der Induktion b̄∞ bzw. Feldstärke h̄∞ zu modellieren, muss die größte charakteristische
Abmessung ℓ̄B des MRE im Verhältnis zur Kantenlänge ℓ̄F des Umgebungsbereiches ausrei-
chend klein sein. Gemäß Salas & Bustamante [140] ist der Randeinfluss der Probe dann
vernachlässigbar, wenn ℓ̄F ≥ 10max(ℓ̄B) gilt.
Da in dieser Arbeit eine Lagrangesche Betrachtung verwendet wird, ist nebenḠ bzw. ī auch
das Verschiebungsfeld innerhalb von F̄0 zu bestimmen. Dazu wird F̄0 durch ein elastisches
Kontinuum mit, im Vergleich zu B̄0, vernachlässigbarer Steifigkeit angenähert.10 Die magne-
tischen Eigenschaften von F̄0 sind durch b̄ = `0h̄ gegeben.
10Vorgehensweisen, die eine genauere Beschreibung des umgebenden Vakuums ermöglichen, sind beispielsweise
sogenannte moving mesh Methoden, wie sie etwa in Bustamante et al. [15], Pelteret et al. [122], Salas & Busta-
mante [140] oder Saxena et al. [144] beschrieben sind.
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Für die magneto-mechanischen Rand- und Sprungbedingungen auf der Oberfläche mB̄0 gelten
mit der Aufteilung gemäß Abb. 2.6(a), also mB̄0 = mB̄D0 ∪ mB̄
?
0 und ∅ = mB̄D0 ∩ mB̄
?
0 ,
ÈīÉ = 0 auf mB̄0 bzw. ÈḠÉ = 0 auf mB̄0 sowie (2.68)




+ ˆ̄p = 0 auf mB̄?0 . (2.69)
Zur Vereinfachungwird die Verschiebung ū auf dem gesamten äußeren Rand mF̄0 der Vakuum-
Box zu null vorgeschrieben, d. h. ū = 0 auf mF̄0. Gemäß Vogel et al. [166] stellt diese Verein-
fachung keinen Verlust der Allgemeinheit der untersuchten Problemstellung dar.
Weiterhin wird mF̄0 in einen magnetischen Dirichlet- und Neumann-Rand unterteilt. Das
heißt im Fall einer Skalarpotential-Formulierung gelten mF̄0 = mF̄i0 ∪ mF̄
[






ī = ˆ̄i auf mF̄i0 und H̄ · T̄
∞
= ˆ̄[ auf mF̄[0 (2.70)
vorgeschrieben sind. Die Größe T̄∞ bezeichnet den nach außen gerichteten Normalenein-
heitsvektor der Vakkum-Box. Findet hingegen eine Vektorpotential-Formulierung Anwen-
dung, so gelte für den Rand mF̄0 = mF̄0 ∪ mF̄ 0 ∧ ∅ = mF̄0 ∩ mF̄ 0 , wobei
Ḡ = ˆ̄G auf mF̄0 und N̄ × T̄
∞
= ˆ̄Q auf mF̄ 0 (2.71)
vorzuschreiben sind. Die eingeführten Gebietsränder und vorzuschreibenden Größen sind in
Abb. 2.6(a) – (c) für dasmechanische Feld sowie eine Vektor- bzw. Skalarpotential-Formulierung
schematisch dargestellt. Die Größen ˆ̄[ und ˆ̄Q werden auch als magnetische Flächenladung und
Linienstromdichte bezeichnet [98]. Mit ihnen erfolgt die Vorgabe normaler bzw. tangentialer
Anteile der jeweiligen magnetischen Größen.
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Randwertaufgaben
Die numerische Lösung der im vorherigen Kapitel 2 zusammengefassten magneto-mechani-
schen RWA erfolgt in dieser Arbeit mittels der Finite-Elemente-Methode (FEM). Die wesent-
lichen Gleichungen der hier verwendeten totalen Lagrange-Formulierung werden im Fol-
genden für die konkrete Problemstellung diskutiert. Für eine ausführlichere Abhandlung zur
nichtlinearen FEM sei allerdings auf Belytschko [8] oder Wriggers [172] verwiesen. Da sich
die vorliegende Arbeit aufgrund des beträchtlichen numerischen Aufwands auf die numeri-
sche Lösung zweidimensionaler Problemstellungen beschränkt, werden vorerst entsprechende
Vereinfachungen diskutiert.
3.1 Zweidimensionale Problemstellungen
Zur Reduktion von einer 3D- auf eine 2D-Aufgabe werden in den Kapiteln 5 – 7 lediglich Feld-
verteilungen, welche dem ebenen Verzerrungszustand (EVZ) genügen, betrachtet. Die Lage
der kartesischen Basisvektoren K und e: ist dabei so gewählt, dass für die Koordinaten von
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 (3.1)
gelten. Ferner seien Flussdichte b , Feldstärke h und Magnetisierung m innerhalb der G1G2-

















Mit den Gleichungen (3.1)1 und (3.2) folgt weiterhin, dass auch die Lagrangeschen magneti-
schen Größen H, N undS innerhalb der G1G2- bzw.-1-2-Ebene liegen. Aus der Definition des
Vektorpotentials gemäß Gleichung (2.24)1 und den getroffenen Annahmen geht schließlich die












Die Restriktionen (3.1) – (3.3) vereinfachen den numerischen Aufwand erheblich, haben aber
weitreichende Konsequenzen hinsichtlich der Modellierung. So bedingen diese die Approxi-
mation einer MRE-Mikrostruktur mit sphärischen Partikeln durch unendlich lange Zylinder
entlang der G3-Achse. Damit ändern sich nicht nur das magnetische Verhalten, sondern auch
die mechanischen Partikel-Matrix-Interaktionen. Gemäß Metsch et al. [104, 106] lässt sich
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aber dennoch eine qualitative Übereinstimmung mit 3D-Problemen, in denen sphärische Par-
tikel betrachtet werden, feststellen. Demnach ist die Betrachtung von 2D-Problemen zur Ana-
lyse grundlegender Effekte und Phänomene durchaus sinnvoll.
Schließlich wirkt sich die Reduktion auf Problemstellungen des EVZ auch auf die im vorheri-
gen Kapitel 2 eingeführten mikroskopischen RB (2.64a) – (2.67b) aus: Hier ist die Periodizität
nunmehr für die betrachteten Fluktuationsanteile ũ, G̃ und ĩ ebenfalls auf die G1G2-Ebene
zu beschränken, sodass sich positive und negative Ränder auf jeweils zwei Randflächen bzw. -
kanten reduzieren. Zusätzlich ergeben sich damit Änderungen für die vektorwertigen Größen.
Demnach gilt für das mechanische Teilproblem
u ∈ U (F̄) :=
{




für ; ∈ {1,2}, D̃3 = 0
}
und (3.4a)
ptot ∈ P tot :=
{
ptot ∈ R3 | (? tot
;
)− = −(? tot
;
)+für ; ∈ {1,2}
}
. (3.4b)
Bei einer Vektorpotential-Formulierung ergibt sich analog
G ∈ A(H̄) :=
{
G ∈ R3 | 3 = 43 !̄ -! + ̃3 mit ̃+3 = ̃−3 , 1 = 2 = 0
}
, (3.5a)
Q ∈ K :=
{
Q ∈ R3 |  −3 = − +3 ,  1 =  2 = 0
}
, (3.5b)
vgl. Danas [24], Lux [98] oder Metsch et al. [105].
3.2 Finite-Elemente-Formulierung
3.2.1 Schwache Form
Da die zu lösenden PDGL (2.21a), (2.21b) und (2.41a) sowohl auf der mikroskopischen als
auch auf der makroskopischen Ebene gelten, sei vorerst nicht explizit zwischen beiden Ska-
len unterschieden. Betrachtet wird daher im Folgenden ein Gebiet Ω0, welches entweder als
BRVE0 := BM0 ∪ P0 oder als B̄0 ∪ F̄0 zu verstehen ist.
Die schwache Form der Impulsbilanz (2.41a) ergibt sich somit zu∫
Ω0
Ptot : (∇̂ Xu)T d+ −
∫
Γ0
p̂ · Xu d −
∮
mΩ0
ptot · Xu d = 0 , (3.6)
wobei Xu die als virtuelle Verschiebung interpretierbareWichtungsfunktion undptot := T ·Ptot
den totalen nominellen Spannungsvektor bezeichnen. Bei Betrachtung einer Homogenisie-
rungsaufgabe gilt dabei (ptot)− = −(ptot)+, wohingegen für makroskopische Problemstellun-
gen p̄tot = ˆ̄ptot auf mΩ?0 gelte. Das Integral über materielle Sprungflächen Γ0 berücksichtigt die
Vorgabe von Spannungsvektoren p̂ auf Γ?0 gemäß Gleichung (2.69). Die Lösbarkeit der schwa-
chen Form (3.6) setzt die quadratische Integrierbarkeit der Funktionen {u,Xu} voraus, sodass
diese jeweils Elemente der Sobolew-Funktionsräume
Vu :=
{





Xu ∈ H1 (Ω0) | Xu = 0 auf mΩD0 ∪ ΓD0
}
(3.7b)
sein müssen, vgl. Simo & Hughes [151].
Unter Anwendung der in Abschnitt 2.1.2 eingeführten Skalar- und Vektorpotential-Formulie-
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rungen ist die schwache Form der magnetischen RWAmit [ := H ·T und Q := N×T entweder
gemäß ∫
Ω0
H · ∇̂ Xi d+ −
∮
mΩ0
[Xi d = 0 oder (3.8)∫
Ω0
N · (∇̂ × XG) d+ −
∮
mΩ0
Q · XG d = 0 (3.9)
gegeben.1 In den eingeführten Gleichungen bezeichnen Xi und XG magnetische Wichtungs-
funktionen, die in Äquivalenz zu Gleichung (3.6) als virtuelles Skalar- und Vektorpotential in-
terpretierbar sind. Ebenso gilt für Homogenisierungsaufgaben die Antiperiodizität von [ bzw.
Q und für makroskopische Feldprobleme deren Vorgabe gemäß (2.70)2 und (2.71)2. Zur Ge-

























Zur numerischen Lösung der zuvor eingeführten schwachen Formulierungen sind diese räum-





in =El Elemente untergliedert, wobei im Allgemeinen ein gewisser Diskretisierungsfehler auf-
treten kann. Die Approximation der primären Feldgrößen erfolgt in jedem Element Ω40 durch
Lagrange-Polynome #U (^ ). Für die Wichtungsfunktionen sollen weiterhin dieselben An-
sätze gelten, sodass in jedem Element, also für alle ^ ∈ Ω40 mit 4 ∈ {1, 2, · · · , =El}
u (^ ,C) = #U (^ )uU (C) und Xu (^ ,C) = #U (^ )XuU (C) , (3.13)
i (^ ,C) = #U (^ )iU (C) und Xi (^ ,C) = #U (^ )XiU (C) , (3.14)
G(^ ,C) = #U (^ )GU (C) und XG(^ ,C) = #U (^ )XGU (C) (3.15)
1Wird der allgemeine dreidimensionale Fall für eine Vektorpotential-Formulierung betrachtet, ist zusätzlich die
Coulomb-Eichung durch Lagrange-Parameter oder mittels der Strafparametermethode als Nebenbedingung in die
Gleichung (3.9) einzubringen, s. Stark et al. [155].
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gilt. Die Indizierung (•)U bezeichnet zur globalen Knotennummer U ∈ {1, 2, · · · , =K} zuge-
hörige Knotenfreiwerte, wobei =K für die Anzahl der Knoten im System steht. Dabei ist die
Summation in den Gleichungen (3.13) – (3.15) über alle U ∈ {U ∈ N | ^U ∈ Ω40} auszuführen,
wobei ^U die Position des Knoten mit der Nummer U bezeichnet. Die so gewählten Ansätze
erfüllen weiterhin die im vorherigen Abschnitt aufgestellten Forderungen u ∈ VD , i ∈ Vi und
G ∈ V sowie Xu ∈ VXD , Xi ∈ VXi und XG ∈ VX. Schließlich sind die gesuchten Freiwerte uU ,
iU und GU im Falle periodischer RB zusätzlich eingeschränkt, vgl. Abschnitt 3.3.2.
Unter Ausnutzung der Gleichungen (3.12) – (3.15) ergeben sich aufgrund der zu fordernden
Beliebigkeit der virtuellen Knotengrößen in jedem Zeitinkrement C= > C0 die aus den schwa-











































Die Indizierungen (•)D , (•)i und (•) sind hier nicht als Zählindex zu verstehen, sondern
sollen lediglich die Zugehörigkeit zur primären Feldvariable kennzeichnen.
Schließlich sei angemerkt, dass durch die Approximation der primären Feldvariablen auch
die Sprungbedingungen (2.21a)2, (2.21b)2 und (2.41a)2 im Allgemeinen nicht exakt erfüllt sein
müssen [98]. Da die Ableitungen entlang von Elementkanten stetig sind, gelten allerdings
T × È∇̂ uÉ = 0 , T × È∇̂ iÉ = 0 und T × È∇̂ GÉ = 0 ∀^ ∈ Γ0 . (3.19)
Somit ist die Tangentialstetigkeit von F gemäß (2.8a)2 gewährleistet, wohingegen der Sprung
von Ptot im Allgemeinen nicht exakt ist. Analog folgt aus (3.19)2,3, dass eine Skalarpotential-
Formulierung lediglich die tangentiale Stetigkeit vonN exakt erfüllt und bei einer Vektorpoten-
tial-Formulierung die Normalstetigkeit von H gewährleistet wird, vgl. Gleichungen (2.21a)2
und (2.21b)2.
3.2.3 Linearisierung
Aus der geometrischen und materiellen Nichtlinearität sowie dem magnetischen Anteil der
Totalspannung resultiert sowohl auf der Mikro- als auch auf der Makroebene ein stark gekop-
peltes, nichtlineares Problem. Je nach Wahl des magnetischen Potentials, d. h. N = −∇̂ i oder
H = ∇̂ ×G, sind also in jedem Zeitschritt C= die nichtlinearen Gleichungen
=XUD (=uV ,=iV ) = 0 ∧ ='Ui (=uV ,=iV ) = 0 ∀U,V ∈ {1,2, · · · ,=K} bzw. (3.20)
=XUD (=uV ,=GV ) = 0 ∧ =XU (
=uV ,=GV ) = 0 ∀U,V ∈ {1,2, · · · ,=K} (3.21)
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bzgl. der globalen Knotenfreiwerte zu lösen. Dazu soll ein Newton-Raphson-Schema, das
eine monolithische Lösung der Gleichungen (3.20) und (3.21) ermöglicht, Anwendung finden.
Dieses basiert auf einer Linearisierung, also einer Taylor-Reihenentwicklung bzgl. der als
unabhängigen Variablen fungierenden Knotenfreiwerte mit Abbruch nach dem linearen Glied,
die durch





· =,9ΔuV + QUVDi
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· =,9ΔGV = 0
(3.23)
gegeben ist, vgl. Kalina et al. [75] und Metsch et al. [104].2 Hierin bezeichnen 9 den Iterati-
onsschritt und =,9Δ(•)V den Zuwachs einer Größe in diesem Schritt. Die Tangententerme sind
abhängig vom konstitutiven Verhalten zu bestimmen. Dabei resultieren in dieser Arbeit die Li-
nearisierungen auf beiden Skalenebenen lediglich aus demGebietsintegral überBRVE0 bzw. B̄0∪
F̄0.3 Somit sindmit den Beziehungen (muVF) · ΔuV = ΔuV ⊗ ∇̂ # V und miVNΔiV = −ΔiV ∇̂ # V
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2Die Tangententerme folgen aus dem Gâteaux-Differential
ΔX (x,Δx) := d
dn







das die Änderung von X in Richtung von Δx beschreibt, s. Wriggers [172].
3Auf makroskopischer Ebene wird auf den Rändern mB̄?0 sowie mF̄
[/ 
0 in jedem Inkrement
=p̄tot = = ˆ̄ptot sowie
=[̄ = = ˆ̄[ bzw. = Q̄ = = ˆ̄Q vorgegeben, sodass die Linearisierung dieser Terme und der Randintegrale verschwindet.
Auf mikroskopischer Ebene entfallen die Randintegrale über mBRVE0 aufgrund der Antiperiodizität der Terme p
tot, [
und Q gemäß (2.64b), (2.67b) und (2.65b) vollständig.
33
3 Numerische Lösung von Randwertaufgaben
gegeben, wohingegen sich diese für eine Vektorpotential-Formulierung unter Nutzung der
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ergeben. Aus den Gleichungen (3.24a) – (3.24d) bzw. (3.25a) – (3.25d) geht die Symmetrie der
FE-Matrizen innerhalb des durchzuführenden Newton-Raphson-Schemas hervor. Da die er-
weiterte Energiedichte Ω(C, · · · ) von C und nicht direkt von F abhängt, erfolgt die Bestim-


















K ⊗ e; ⊗ e? ⊗ K& . (3.26)
Die in (3.26) auftretenden Summanden führen auf die materielle und die geometrische Tangen-
tensteifigkeit [172]. Weiterhin sei die zum 2. Piola-Kirchhoff-Spannungstensor zugehörige








bezeichnet. Liegt, wie etwa in Kapitel 6, eineModellformulierung in Abhängigkeit eines Satzes
von Invarianten U mit U ∈ {1, 2, · · · , =} vor, lassen sich die gesuchten Ableitungen erneut

































































Zur Implementierung in einen FE-Code ist es zweckmäßig, die Beziehungen (3.16) – (3.18)
sowie (3.24a) – (3.25d) in die Vektor-Matrix-Notation zu überführen. Dazu sei eine Matrix im
Folgenden durch die Schreibweise
T ∈ R<×= :=
{
g8 9 ∈ R mit 8 ∈ {1, · · · , <} und 9 ∈ {1, · · · , =}
}
(3.29)
gekennzeichnet, wobei R<×= den Raum der < × = Matrizen darstellt. Als Spezialfall seien
ferner Vektoren T ∈ R<×1 eingeführt. Analog zur knotenweisen Sortierung der globalen me-






















erfolgt nun unter Anwendung desAssemblierungsoperatorsA der Zusammenbau des globalen
FE-Systems. Somit sind die vektorwertigen Residuen der Teilprobleme im zweidimensionalen
Fall durch



























ptot d , (3.31)


















[ d und (3.32)
















K d . (3.33)
gegeben. Darin bezeichnen ND/i/ und BD/i/ Matrizen der Formfunktionen und ihrer Ab-










] T definiert. Die in (3.31) – (3.33) auftretenden Integrale werden
je nach Elementtyp durch Anwendung geeigneterQuadraturregeln gelöst, wobei zuvor der In-
tegrationsbereich unter Anwendung des isoparametrischen Konzepts auf ein Einheitselement
in den natürlichen Koordinaten transformiert wird, siehe Lux [98] oder Wirggers [172].
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gegeben, vgl. Kalina et al. [75] und Metsch et al. [104]. Im Falle dissipativen Materialverhal-
tens ist zusätzlich in jedem globalen Iterationsschritt eine lokale Newton-Iteration zur Lösung
der zeitdiskretisierten Evolutionsgleichung an den entsprechendenQuadraturpunkten durch-
zuführen. Nach jedem globalen Iterationsschritt 9 findet ein Update der Knotenfreiwerte statt
bis das betrachtete Gleichungssystem, also (3.34)1 oder (3.34)2, im Rahmen einer vorzugeben-
den Toleranz erfüllt ist. Die eingeführten Tangentenmatrizen K•• bezeichnen die Ableitung
















11 12 21 22
] T. Die Umsetzung der vorgestellten FE-Formulierung basiert
in dieser Arbeit auf einem MATLAB-Code. Dabei erfolgt die Lösung des Gleichungssystems
mittels des Pakets PARDISO [124, 125].
3.3.2 Berücksichtigung periodischer Randbedingungen
Wie in Abschnitt 3.2.2 bereits erwähnt, sind die gesuchten Primärgrößen im Falle einer Homo-
genisierung unter Annahme periodischer RB durch u ∈ U (F̄) sowie i ∈ P (H̄) bzw. G ∈ A(B̄)
zusätzlich eingeschränkt. Weiterhin sind die zugehörigen Terme ptot, [ und Q – also Span-












Abb. 3.1: Algorithmische Umsetzung periodischer RB: (a) Unterteilung des Gebietsrands in positive und
negative Anteile und (b) Aufteilung der Knoten des FE-Systems und Masterknoten.
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(2.67b) und (3.5b) als antiperiodisch zu fordern. Die entsprechenden Zwangsbedingungenwer-
den dabei mittels des Konzepts der Masterknoten in das FE-Gleichungssystem eingebracht, s.
Haasemann et al. [53], Kästner [87] oder Lux [98]. Dieses wird im Folgenden kurz skizziert.
Es bezeichnen v ∈ R3=K×1, R ∈ R3=K×1 und K ∈ R3=K×3=K den Vektor der generalisierten
Freiwerte, den Residuumsvektor und die Tangentenmatrix eines zweidimensionalen magneto-











. Dieses System wird nun gemäß Abb. 3.1(b) in

















Wird ein rechteckiges RVE mit periodischem Netz vorausgesetzt, lassen sich die Koordinaten
von Knoten auf paarweise gegenüberliegenden Rändern mBU,+0 und mB
U,−
0 mit U ∈ {1,2} auffin-
den. Gemäß Abb. 3.1(a) sind also die Verbindungsvektoren gegenüberliegender Seiten durch
Δ^U := ^U,+ − ^U,− für alle ^U,+ ∈ mBU,+0 ∧^U,− ∈ mB
U,−
0 definiert. Aufgrund der geforderten
Periodizität gelten zwischen den primären Feldvariablen der positiven und negativen Ränder








= (̄; − X; )Δ-U , (3.39)







3 = 43 !̄ Δ-
U
! (3.41)
mit ;, ,! ∈ {1, 2} gegeben, wobei die eingeführten Differenzen jeweils als Freiwerte (•)U,Ma
der Masterknoten definiert sind. Zugehörige generalisierte Masterknotenkräfte {fU,Ma,ΥU,Ma}
bzw. {fU,Ma,OU,Ma} sind durch Integration über den positiven Rand definiert und lassen sich


























U,Ma mit ΥU,Ma :=
∫
mBU,+0















 3 d (3.44)
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d (3.45)
zu ersetzen ist. Der fehlende Faktor 1/2 kommt dadurch zustande, dass anstelle von der Be-
ziehung 4 !"4%!" = 2X % der Zusammenhang 4 !34%!3 = X % −X 3X%3 gilt und lediglich über
vier Ränder zu integrieren ist.
Durch Ausnutzung der eingeführten Zwangsbedingungen (3.39) und (3.40) bzw. (3.41) lässt
sich das diskrete System nun auf vG, v− sowie die Freiwerte vMa der Masterknoten reduzieren.

































︸          ︷︷          ︸
=R∗
, (3.46)
wobei m und n Matrizen besetzt mit Nullen und Einsen bezeichnen. Es erfolgt nun eine Auf-
teilung des Residuums in interne und externe Knotenlasten: R = f int + fext. Hier bezeichnet
f int alle Terme in den Gleichungen (3.31) – (3.33), die aus den Gebietsintegralen über Ω0 re-
sultieren. Die externen Knotenlasten ergeben sich dagegen aus den Randintegralen über mΩ0.
Im nächsten Schritt ist nun die Struktur des transformierten Residuumsvektors R∗ in Glei-
chung (3.46)2 zu betrachten. Dabei gilt aufgrund der Antiperiodizität von ptot ∈ P tot und
[ ∈ E bzw. Q ∈ K , dass sich die externen Knotenlasten der positiven und negativen Seite
aufheben. Somit stehen die entsprechenden internen Knotenlasten im Gleichgewicht, sodass
auch abgeleitete Feldgrößen – also Ptot und F sowie N , H und S – periodischen Charakter
aufweisen. Aus den Gleichungen (3.42) – (3.44) geht weiterhin hervor, dass die generalisierte
Masterknotenkraft fMa demAusdruckmTf+ext entspricht [53, 98]. Nach den diskutierten Schrit-












in dem sowohl die Periodizität der primären Feldgrößen als auch die Antiperiodizität als
Zwangsbedingungen eingebracht sind. Die effektiven magneto-mechanischen Zustände las-
sen sich dabei durch Vorgabe der Masterknotenverschiebungen und -potentiale vorgeben.
Werden stattdessen generalisierte Kräfte vorgeschrieben, stellen sich die effektive Deformati-
on F̄ und die magnetischen Größen N̄ bzw. H̄ ein. Zusätzlich ist ein Knoten ^U ∈ BRVE0 mit
homogenen Dirichlet-RB zu versehen [98].
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Um das Verhalten von MRE auf der Mikroebene zu beschreiben, ist neben der strukturellen
Anordnung die Kenntnis des Materialverhaltens von Partikeln und Matrix notwendig. Dieses
Kapitel beinhaltet die Charakterisierung undModellierung derMaterialantwort beider Konsti-
tuenten anhand von experimentellen Daten und soll mit einer kurzen Einordnung beginnen.
4.1 Klassifizierung
Typische in MRE verwendete Partikel- und Matrixmaterialien können verschiedenste konsti-
tutive Charakteristika aufweisen. Dabei wird an dieser Stelle das Verhalten auf mikroskopi-
scher Ebene – in der beide Konstituenten näherungsweise als separate, homogene Kontinua
beschreibbar sind – betrachtet. Die in Abb. 4.1 skizzierten Polymerketten und magnetischen
Domänen werden also nicht explizit aufgelöst.
Ferromagnetische Partikel
Das magnetische Schaltverhalten von MRE resultiert im Wesentlichen aus den Eigenschaften
des verwendeten magnetischen Füllstoffes. Werden ferromagnetische Multidomänenteilchen
mit polykristalliner Substruktur – d. h. stochastischer Verteilung der anisotropen Kristalle und
Domänen – betrachtet, resultiert auf der Mikroebene ein isotropes Verhalten. Dabei lässt sich
die in Abb. 4.1 dargestellte Untergliederung in harte und weiche Ferromagneten vornehmen,
vgl. Jiles [68]. Äquivalent zur Elastizität weisen ideale Weichmagneten keinerlei Lastpfad-
abhängigkeit auf. Das Magnetisierungsverhalten realer ferromagnetischer Materialien weist
allerdings stets eine gewisse Pfadabhängigkeit, die zu einer schwach ausgeprägten Hysterese
führt, auf. Diese resultiert aus irreversiblen Domänen-Umwandlungs-Prozessen, ist jedoch bei
weichmagnetischen Materialien vernachlässigbar klein. Als Hartmagneten bezeichnete Mate-
rialien zeigen dagegen eine signifikante Geschichtsabhängigkeit ähnlich zur Plastizität.
Aus mechanischer Sicht sind die magnetisierbaren Partikel im Vergleich zur elastomeren Ma-
trix sehr steif, sodass C ≈ I für alle ^ ∈ BP0 gilt. Magneto-mechanische Kopplungseffekte
innerhalb der Partikel sind somit vernachlässigbar und die spezifische freie Energie lässt sich
gemäß
k (C,H,`U ) := kmech (C) +kmag (H,`U ) oder (4.1)
k ∗ (C,N ,`U ) := k ∗mech (C) +k ∗mag (N ,`U ) (4.2)
in einen rein mechanischen und einen rein magnetischen Anteil zerlegen, vgl. Danas [24],
Javili et al. [67], Kalina et al. [72, 74, 75], Metsch et al. [104–106] oder Ponte Castañeda
und Galipeau [127].
Elastomere Matrix
Neben den Eigenschaften der Partikel hängt das effektive Verhalten von MRE maßgeblich von
der Wahl der elastomeren Matrix ab. Um große Schalteffekte im magnetisch aktiven Kompo-
sit zu erzielen, muss die Steifigkeit des Elastomers möglichst gering sein. Für den Einsatz in
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Abb. 4.1: Schematische Darstellung des Aufbaus und konstitutiver Charakteristika von Partikeln und
Matrix: Polymere mit elastischem und viskoelastischem Verhalten für einen Zug-Druck-
Zyklus sowie Partikel mit weich- und hartmagnetischem Verhalten für einen Zyklus des
ℎ-Feldes. Die abgebildete MRE-Mikrostruktur ist Metsch et al. [104] entnommen. Nach-
druck mit Genehmigung von Springer Nature: Archive of Applied Mechanics, Two- and
three-dimensional modeling approaches in magneto-mechanics: a quantitative comparison,
P. Metsch et al., ©2019.
spezifischen technischen Applikationen ergeben sich allerdings Restriktionen hinsichtlich der
minimal wählbaren Steifigkeit. Zur Herstellung von MRE werden daher häufig Silikonelasto-
mere verwendet, vgl. Bastola & Hossain [5]
Aus der stochastischen Anordnung der Polymerketten innerhalb der Matrix resultiert auf der
Mikroebene ein isotropes Verhalten, wobei die charakteristische Kettenlänge von Silikonelas-
tomeren im Nanometerbereich liegt und damit deutlich geringer als der Durchmesser der ein-
gebetteten Mikropartikel ist [173]. Werden Schädigungseffekte und plastisches Verhalten aus-
geschlossen, lässt sich auf Seiten der Matrix zwischen dem in Abb. 4.1 schematisch dargestell-
ten ideal elastischen und viskoelastischen Verhalten unterscheiden [56]. Dabei sei angemerkt,
dass in der Realität stets eine gewisse Ratenabhängigkeit auftritt. Abhängig vom Elastomer
lässt sich das Verhalten in einem für die Problemstellung relevanten Bereich von Deformati-
onsgeschwindigkeiten ¤C aber häufig als elastisch annähern.
Aus magnetischer Sicht verhalten sich Polymere diamagnetisch, d. h. für die relative Permea-
bilität gilt `r < 1. Im Vergleich zu den ferromagnetischen Partikeln ist dieser Effekt allerdings
verschwindend gering, sodass die Permeabilität durch ` = `0`r ≈ `0 gegeben ist, vgl. Wapler
et al. [169]. Somit kann die erweiterte freie Energie der Matrixphase BM0 unter der getroffenen
Annahme durch
Ω(C,H,ZU ) := r0k (C,ZU ) +
1
2`0
−1C : (H ⊗ H) (4.3)
definiert werden [72, 74, 75]. Ist N als unabhängige konstitutive Variable festgelegt, so ist der




Um bei der Modellbildung das reale Verhalten eines Silikonelastomers abzubilden, wurde im
Rahmen der studentischen Arbeit Wollner [171] das Elastomer Zhermack Silikon ZA 8 LT




Zur Herstellung der Proben erfolgte die Mischung von Basis- und Katalysatorflüssigkeit so-
wie verschiedenen Gehalten von Silikonöl. Um den Einfluss des Silikonöls auf die mechani-
schen Eigenschaften des Elastomers zu untersuchen, wurden jeweils sechs Proben mit den
Ölgehalten qÖl = {0, 10, 20, 30, 40} % hergestellt. Für die verbleibenden Volumenanteile erfolg-
te eine gleichmäßige Aufteilung auf Basis- und Katalysatorkomponente. Weiterhin wurden
zur Erleichterung der vorgesehenen lokalen Dehnungsmessung jeweils geringe Mengen eines
Farbstoffs auf Silikonbasis zugesetzt. Nach der sorgfältigen Vermischung aller Chemikalien
bei Raumtemperatur wurde die Flüssigkeit 10min in einer Vakuumkammer entgast und dann
in zwei separate Polytetrafluorethylen (PTFE)-Formen gegeben. Zur Ankopplung an die Ein-
spannvorrichtung dienten jeweils zwei Metallhülsen. Nach einer Wartezeit von mindestens
2 h erfolgte schließlich die in Abb. 4.2(b) dargestellte Entformung der Proben. Die Geometrie
des Prüfkörpers samt Einspannhülsen ist in Abb. 4.2(a) zu finden und ist Dohmen [29] ent-
nommen.
Zur Durchführung der Zugversuche kam eine elektro-mechanische Prüfmaschine mit einer
Maximalkraft von 5 kN zum Einsatz. Aufgrund der verhältnismäßig geringen Steifigkeit der
hergestellten Proben lag die größte auftretende Prüfkraft samt Gewicht der Einspannung aller-
dings bei ca. 50N. Um dennoch eine präzise Messung der anliegenden Zugkraft zu gewährleis-
ten, wurde in den Laststrang eine Kraftmessdose mit einer Nennlast von 100N eingebaut. Die













Abb. 4.2: Elastomer-Prüfkörper: (a) Geometrie der Probe gemäß Dohmen [29] mit Längenangaben in
mm und (b) PTFE-Formschalen mit Probe und Lasteinleitungshülsen.
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_ ‖ ≈ 2_ ‖ = 1
Abb. 4.3: Experimenteller Aufbau der Elastomer-Prüfung: (a) und (b) lastfreie und belastete Probe mit
aufgesprühtemMuster zur lokalen Dehnungsmessung und Einspannung gemäß Dohmen [29]
sowie (c) und (d) Messung der lokalen Streckung _ ‖ in Lastrichtung mittels Aramis. Die Foto-
grafie unter (a) ist Kalina et al. [76] entnommen. Nachdruck mit Genehmigung von De Gruy-
ter: Physical Sciences Reviews, Multiscale modeling and simulation of magneto-active elasto-
mers based on experimental data, K. Kalina et al. 2020.
Dohmen [29]. Sämtliche Versuche erfolgten verschiebungsgesteuert, sodass die Traversen-
Relativverschiebung ΔD (C) vorzugeben war. Prüfkraft Δ und Verschiebung ΔD wurden mit
500Hz aufgezeichnet.
Neben der Aufzeichnung von ΔD kam eine lokale Dehnungsmessung mittels digitaler Bild-
korrelation zum Einsatz. Dies bietet den Vorteil, auf eine näherungsweise Berechnung der
lokalen Dehnungen bzw. Streckungen _ ‖ in Lastrichtung anhand von ΔD verzichten zu kön-
nen.1 Zusätzlich lässt sich auch die Streckung _\ in tangentialer Richtung bestimmen. Da für
eine homogene Deformation die Kreisform des Querschnitts erhalten bleibt, folgt weiterhin
die Gleichheit von radialer und tangentialer Streckung. Somit ist neben _ ‖ die Streckung _⊥
quer zur Lastrichtung bekannt. Die praktische Umsetzung der beschriebenen Prozedur erfolgte
mit dem Tool Aramis der Firma GOM. Dazu war jeder Prüfkörper vorab mit einem stochas-
tischen Muster zu besprühen. Die maximal aufgeprägte lokale Streckung in Lastrichtung lag
bei _ ‖ ≈ 2. Zwei aufgezeichnete Feldverteilungen von _ ‖ sind in Abb. 4.3(b) und (c) dargestellt.
Die Aufnahme der Bilder zur anschließenden Auswertung erfolgte mit 1/3Hz, wobei der Start
der Aufnahme manuell vorgenommen wurde.
Zugversuche
Voruntersuchungen
Bevor die Aufzeichnung der Spannungs-Dehnungs-Kurven begann, wurden alle Proben vor-
konditioniert, d. h. es fand eine Belastung bis zur Maximalverschiebung und anschließende
Entlastung statt. Somit lässt sich die Nicht-Reproduzierbarkeit der Versuche aufgrund des
1Aus einem Vergleich der in Abb. 4.3(a) und (b) dargestellten Zustände wird die Schwierigkeit ersichtlich _‖ im
Prüfbereich aus ΔD zu bestimmen. Da der aufgeweitete Lasteinleitungsbereich der knochenförmigen Zugprobe eine



































Abb. 4.4: Voruntersuchungen zur Charakterisierung des Silikonelastomers mit qÖl = 0%. Prüfkraft Δ
über Verschiebung ΔD für: (a) Mullins-Effekt bei einer unkonditionierten Probe und (b) einer
vorkonditionierten Probe bei unterschiedlichen Verschiebungsraten ¤D der Traverse.
Mullins-Effektes [117] vermeiden. Die Be- und Entlastungskurven einer unkonditionierten
Probe in fünf Stufen sind in Abb. 4.4(a) dargestellt. Dabei ist der für den Mullins-Effekt typi-
sche Steifigkeitsabfall deutlich zu erkennen.
Weiterhin wurde in einem Vorversuch die Ratenabhängigkeit des Silikonelastomers unter-
sucht. Es ließ sich für die Verschiebungsraten Δ ¤D = {20, 100, 200}mmmin−1 kein signifikanter
Unterschied in den Kraft-Weg-Kurven detektieren, vgl. Abb. 4.4(b). Weitergehende Untersu-
chungen mittels einer dynamisch-mechanischen Analyse bestätigten die vernachlässigbare
Ratenabhängigkeit des Elastomers erneut. Das Materialverhalten kann folglich in sehr guter
Näherung als ideal elastisch betrachtet werden. Die ermittelte nahezu elastische Spannungs-
antwort ist auch von anderen Silikonelastomeren bekannt, vgl. Leonard et al. [89].
Durchführung der Messungen und Auswertung
Zur statistischen Absicherung sind für jede Spannungs-Dehnungs-Kurve die Messdaten aus
jeweils sechs separaten Versuchen berücksichtigt. Dabei tritt eine gewisse Schwierigkeit bei
der Datenauswertung auf. Zum einen wurden die diskreten Signale von Kraft Δ (C8 ) und Stre-
ckungen _ ‖/⊥ (C 9 ) von zwei unterschiedlichen Systemen mit verschiedenen Frequenzen auf-
gezeichnet und zum anderen erfolgte die Initiierung der Dehnungsmessung über Aramis bei
jedem Versuch per Hand.
Die angesprochenen Probleme lassen sich nun folgendermaßen umgehen: Durch Einspeisung
des Signals ΔD (C8 ) in Aramis ist über einen Abgleich eine einheitliche Zeitparametrisierung
zu erreichen, sodass mit der Transformation C∗8 = C8 + ΔC∗ jeweils Δ (C0) = 0 und _ ‖/⊥ (C∗0 ) = 1
für die relevanten Signale gelten. Aufgrund des manuellen Starts der Dehnungsmessung kön-
nen die Messpunkte _(C∗8 ) der jeweils sechs Versuche aber dennoch unmöglich an den gleichen
Zeitpunkten vorliegen. Um zur Bestimmung vonMittelwert und Fehlern ein isochrones Signal
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zu erhalten, erfolgt somit mittels der Stützwerte ~8 mit 8 ∈ {0, · · · , =} eine Interpolation durch
kubische 2-Splines
B8 (C) := 08 (C − C8 )3 + 18 (C − C8 )2 + 28 (C − C8 ) + 38 ∀C ∈ [C8 ,C8+1] mit 8 ∈ {0, · · · , = − 1} . (4.4)
Die Freiwerte sind dabei aus den Interpolations-Bedingungen B8 (C8 ) = ~8 und B8 (C8+1) = ~8+1,
der Forderung nach zweifach stetiger Differenzierbarkeit sowie den natürlichen RB B ′′0 (G0) = 0
und B ′′=−1 (G=) = 0 bestimmbar. Unter Ausnutzung der Spline-Interpolation lassen sich nun für
jeden Silikonölgehalt isochrone Signale {_ ‖,8 , _⊥,8 , Δ8 } mit äquidistanten Zeitschritten extra-
hieren. Da pro Versuch ca. 100 Stützstellen vorliegen, ist der Fehler infolge der Interpolation
der gemessenen Streckungen vernachlässigbar. Für die Prüfkraft liegen aufgrund der deutlich
höheren Abtastrate von 500Hz nochmals wesentlich mehr Stützstellen vor.
Alle ermittelten Spannungs-Dehnungs-Messungen für die zuvor gewählten Silikonölgehalte
qÖl = {0, 10, 20, 30, 40} % sind in Abb. 4.5(a) zu finden. Es zeigt sich ein deutlich ausgepräg-
tes nichtlineares Verhalten mit drei Teilbereichen, im englischen als small-to-moderate strain
regime, strain-hardening regime und limiting-chain regime bezeichnet [27]. Der charakteris-
tische Anstieg bei hohen Streckungen lässt sich auf die zugrunde liegende Polymerketten-
Struktur zurückführen. Sind diese komplett in Richtung der angelegten Deformation ausge-
richtet, steigt der Widerstand gegen eine weitere Dehnung deutlich an. Weiterhin zeigt sich
für den betrachteten Deformationsbereich eine nahezu perfekt ausgeprägte Inkompressibilität
des Elastomers, vgl. Abb. 4.5(b).
Für viele Anwendungen ist der initiale Bereich der Spannungs-Dehnungs-Kurve besonders
relevant. Dabei verhalten sich alle elastischen Materialien in einem kleinen Bereich um den
spannungsfreien Zustand F = I annähernd linear, d. h. es gilt % =  (_ − 1). Folglich lässt sich
der initiale Elastizitätsmodul  anhand der Datenpunkte des linearen Bereiches bestimmen. Es
zeigt sich, dass der in Tab. 4.1 aufgeführte initiale Schubmodul = /3 des Silikonelastomers
durch Zugabe von Silikonöl systematisch beeinflusst werden kann. Die Abhängigkeit von 
ist jedoch stark nichtlinear und lässt sich durch die Funktion
 (qÖl) = 98,56 kPa(1 − qÖl)2,735 mit max
 (q8Öl) −88
 = 4,78% (4.5)
beschreiben [171].
4.2.2 Modellierung und Parametrisierung
Aufgrund der vernachlässigbaren Ratenabhängigkeit des charakterisierten Silikonelastomers
sind mögliche interne Variablen ZU nicht von Belang. Somit lässt sich k für alle ^ ∈ BM0 in
Abhängigkeit des rechten Cauchy-Green-Deformationstensors darstellen.
Um volumetrische und deviatorische Anteile der Spannungsantwort separat modellieren zu
können, ist die als Flory-Split [36] bezeichnete Zerlegung des Deformationsgradienten F in
volumetrischen und isochoren Anteil gemäß
F := Fvol · Fiso mit Fvol :=  1/3I und Fiso = −1/3F (4.6)
zweckmäßig. Somit kann das in Abb. 4.5(b) dargestellte nahezu perfekt inkompressible Verhal-
ten sehr gut beschrieben werden. Dazu ist die freie Helmholtzsche Energiedichte Ψ := r0k
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additiv in Deviator- und Kugelanteil aufzuspalten: Ψ(C) := Ψdev(Ciso) + Ψvol ( ). Mit dem iso-
choren Rechts-Cauchy-Green-Deformationstensor Ciso = −2/3C und mC  = /2C−1 sowie








Um ideal-inkompressibles Verhalten zu modellieren, gelten hingegen die Relationen
Ψ(C) := Ψdev (Ciso) − ? ( − 1) und T = 2 mΨ
dev
mC
− ?C−1 , (4.8)
wobei ? den mechanischen hydrostatischen Druck bezeichnet.
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Abb. 4.5: Charakterisierung des Silikonelastomers durch uniaxiale Zugversuche: (a) experimentell er-
mittelte Spannungs-Dehnungs-Kurven für die Silikonölgehalte qÖl = {0, 10, 20, 30, 40} %
sowie angepasste Ogden-Modelle (4.18) und (4.20) und (b) gemessene lokale Streckungen _ ‖
und _⊥ für qÖl = 0 % sowie ideal inkompressible und quasi-inkompressible Streckungskurven.
Die Richtungen ‖ und ⊥ sind im abgebildeten Foto des Probekörpers gekennzeichnet. Mess-
daten und Fotografie sind Kalina et al. [76] entnommen. Nachdruck mit Genehmigung von
De Gruyter: Physical Sciences Reviews, Multiscale modeling and simulation of magneto-active
elastomers based on experimental data, K. Kalina et al. 2020.
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Isotrope Hyperelastizität
Aufgrund der stochastischenAnordnung der Ketten innerhalb von Polymeren lassen sich diese
als isotrop betrachten, d. h. es gilt Ψ(C) = Ψ( iso1 , iso2 ,3) = Ψ(_iso1 ,_iso2 ,_iso3 , ). Dabei sind die
Hauptinvarianten mit isochor-volumetrischer Zerlegung gemäß
 iso1 := 
−2/3 trC ,  iso2 :=
−4/3
2
(tr2 C − trC2) und 3 := detC (4.9)
definiert. Für die isochoren Anteile der Hauptstreckungen gilt _isoU = −1/3_U , wobei sich die
Hauptstreckungen _U ∈ R+ mit U ∈ {1, 2, 3} aus dem Eigenwertproblem (C − _2I) · T = 0
mit dem Eigenvektor T ergeben.
Um das stark nichtlineare Verhalten des Elastomers abzubilden, hat sich die Anwendung des
Ogden-Modells [120] als besonders geeignet herauskristallisiert [171]. Daher soll im Folgen-
den die Beschreibung in Abhängigkeit der Hauptstreckungen präferiert werden. Unter Nut-









U ·MV := MUX (U)V und
#_∑
U=1
MU := I (4.10)
ausdrücken, vgl. Miehe & Lambrecht [111]. Dabei bezeichnen #_ ∈ {1, 2, 3} die Anzahl
unterschiedlicher Eigenwerte und aU ∈ {1, 2, 3} die algebraische Vielfachheit von _U . Das
Einklammern von Indizes kennzeichne im Weiteren, dass über diese nicht zu summieren ist.

























folgen für deviatorischen und volumetrischen Anteil des mechanischen Spannungstensors


































Der nachfolgend zur Parametrisierung verwendete 1. Piola-Kirchhoff-Spannungstensor nach





U , F =
#_∑
U=1
_U R ·M(U)︸   ︷︷   ︸
:=P(U )
und F ·MU = _UP(U) (4.14)
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mit den Hauptspannungen )U und dem eigentlich orthogonalen Rotationstensor
Q 3 R := F ·
√
C−1 . (4.15)





UT mit %U := )U_ (U) . (4.16)
Parametrisierung
Ideale Inkompressibilität
Zur Beschreibung der in Abb. 4.5 dargestellten experimentellen Daten soll, wie bereits er-



































Für den engstenQuerschnitt der Probe sei nun ein homogener, uniaxialer Spannungszustand
mit % = %1 angenommen. Somit gilt für die Spannungen in Querrichtung %2 = %3 = 0 und
für die Hauptstreckungen folgt _1 = _ ‖ sowie _2 = _3 = _⊥ mit a⊥ = 2. Aus der geforderten
Inkompressibilität folgt weiterhin _⊥ = _−1/2‖ . Der hydrostatische Druck ? lässt sich aus den zu
null geforderten Spannungen in Querrichtung bestimmen. Somit ergeben sich die gesuchten
Parameter + =
[
`1 `2 · · · `# U1 U2 · · ·U#














`? ,U? ∈ R






Über die Nebenbedingung C wird der initiale Schubmodul eingestellt und weiterhin der Satz
von Parametern {`? ,U? } auf physikalisch sinnvolle Wertepaare beschränkt [120]. Bei der Op-
timierung hat sich für qÖl = {0, 10, 20} % ein Modell mit # = 3 Gliedern als geeignet erwiesen.
Für qÖl = {30, 40} %, ist die angepasste Kurve bereits für # = 2 ausreichend genau. Die be-
stimmten Datensätze für alle Sikikonölgehalte sowie die angepassten Spannungs-Dehnungs-
Kurven sind in Tab. 4.1 und Abb. 4.5 zu finden. Das Modell ist im Bereich der gemessenen
Streckungen sehr gut in der Lage, das stark nichtlineare Verhalten abzubilden.
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Tab. 4.1: Identifizierte Parameter des inkompressiblen Ogden-Modells (4.18) für verschiedene Silikon-
ölgehalte qÖl und zugehörige initiale Schubmoduli . Die Werte von sind anhand der ersten
vier Datenpunkte der gemessenen Spannungs-Dehnungs-Kurven bestimmt.
qÖl/% /kPa `1/kPa `2/kPa `3/kPa U1 U2 U3
0 99,17 −22,67 24,17 9,00 · 10−5 −6,61 2,00 18,78
10 71,79 −15,88 19,33 8,16 · 10−5 −6,58 2,03 18,29
20 52,09 −11,78 12,31 4,07 · 10−5 −6,67 2,08 18,18
30 33,55 −13,63 2,81 − −3,99 4,53 −
40 25,19 −6,85 1,72 − −6,85 2,00 −
Quasi-inkompressibles Modell
Um im Rahmen der FE-Simulationen eine numerisch aufwendigere gemischte Elementformu-
lierung mit dem Druck ? als zusätzlichen Freiwert zu umgehen, soll das Verhalten im Folgen-
den durch einen quasi-inkompressiblen Ansatz approximiert werden. Dabei bleibt der devia-
torische Anteil des Modells unverändert und der volumetrische Term sei durch den Ansatz























( 2 − 1) (4.20)
folgt. In Gleichung (4.20) bezeichnet ^ = 2/3 (1 + a)/(1 − 2a) den Kompressionsmodul, wo-
bei für ^ → ∞ ideal inkompressibles Verhalten resultiert [61]. Um eine stabile FE-Simulation
und dennoch eine nahezu inkompressible Spannungsantwort zu gewährleisten, wird für die
initialeQuerkontraktion derWert a = 0,49 gewählt. Die Parameter des kompressiblen Modells
ergeben sich erneut aus dem Optimierungsproblem (4.19), wobei an die Stelle der inkompres-
siblen Spannungsdefiniton (4.18) die Definition gemäß (4.20) tritt. Weiterhin ist zu beachten,
dass sich die Querstreckungen _⊥ im Gegensatz zur idealen Inkompressibilität nicht explizit
angeben lassen. Sie sind durch %2 (_ ‖,_⊥) = %3 (_ ‖,_⊥) = 0 implizit gegeben und sind in jedem
Optimierungsschritt der nichtlinearen Aufgabe (4.19) iterativ zu bestimmen. Für den initialen
Schubmodul gilt  = /[2(1 + a)].
Die bestimmten Parameter für alle Silikonölgehalte sowie die angepassten Spannungs-Deh-
nungs-Kurven sind in Tab. 4.2 und Abb. 4.5 zu finden. Insgesamt lässt sich für das kompressible
Modell ebenfalls eine sehr gute Abbildung der experimentellen Spannungsantworten festhal-
ten. Naturgemäß tritt allerdings durch die vorgeschriebeneQuerkontraktionszahl eine leichte
Abweichung von 1,15% bzgl. der gemessenenQuerstreckungen auf.
Finite-Elemente-Implementierung
Um das parametrisierte Ogden-Modell in die im Kapitel 3 behandelte FE-Formulierung zu
integrieren, ist schließlich noch die Bestimmung der Materialtangente C = 2mCT erforder-
lich. Neben der Kenntnis von mC_U gemäß (4.11), ist dazu auch die Ableitung der Projekti-
onstensoren mCMU zu bestimmen. Diese lässt sich gemäß Miehe [108] auf verschiedenen We-
gen ermitteln. In dieser Arbeit wird dabei ein Vorgehen auf Basis des totalen Differentials
dC = m_UCd_U + mMUC : dMU gewählt. Die einzelnen Schritte sind im Anhang A.2 aufge-
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Tab. 4.2: Identifizierte Parameter des kompressiblen Ogden-Modells (4.20) für verschiedene Silikonöl-
gehalte qÖl und zugehörige initiale Schubmoduli  . Die Werte von  sind anhand der ersten
zwei Datenpunkte der gemessenen Spannungs-Dehnungs-Kurven bestimmt.
qÖl/% /kPa `1/kPa `2/kPa `3/kPa U1 U2 U3 ^/kPa für a = 0,49
0 98,56 −22,34 23,70 1,20 · 10−4 −6,48 2,20 18,73 4,90 · 103
10 72,37 −15,80 19,55 7,38 · 10−5 −6,65 2,03 18,67 3,59 · 103
20 52,40 −11,80 12,45 4,59 · 10−5 −6,68 2,09 18,34 2,60 · 103
30 33,90 −13,71 2,65 − −4,05 4,64 − 1,68 · 103
40 25,16 −6,77 1,88 − −6,88 2,00 − 1,25 · 103


















T U ⊗ T V ⊗ (T U ⊗ T V + T V ⊗ T U )
(4.21)
für die Tangente. Tritt während des Lösungsprozesses der Fall _U = _V für U ≠ V ein, so ist für
den zweiten Term eine Grenzwertbildung mittels der Regel von l’Hospital vorzunehmen, s.
A.2.
4.3 Weichmagnetische Partikel
Klassische MRE sind mit weichmagnetischen Partikeln gefüllt, wobei zur Herstellung in der
Regel Carbonyleisen-Pulver (CEP) zum Einsatz kommt.Weit verbreitet sind Partikel der Firma
BASF, welche Produkte mit verschiedensten mechanischen und magnetischen Eigneschaften
sowie Größenverteilungen anbietet. Um während der Herstellung von MRE chemische Inter-
aktionen mit dem unvernetzten Elastomer zu vermindern, ist außerdem eine Beschichtung
der Partikel möglich. Die weichmagnetischen CEP weisen eine polykristalline Struktur auf,
die durch Ausglühen der Partikel erreicht wird, vgl. Pelteret & Steinmann [123]. Eine elek-
tronenmikroskopische Aufnahme von Partikeln der Klasse CC ist in Abb. 4.6(a) dargestellt.
Die zugehörige Summenverteilung &3 der Partikelgrößen ℓ ist in Abb. 4.6(b) zu finden. Hier
liegt die mittlere Partikelgröße bei ca. 5 µm [98].
Das experimentell mittels eines Vibrating Sample Magnetometers (VSM) bestimmte Magneti-
sierungsverhalten von CEP CC ist in Abb. 4.7 dargestellt. Die Messdaten sind der Arbeit Spie-
ler et al. [154] entnommen.2 Anhand der Kurve wird ersichtlich, dass das betrachtete CEP
2 Die Daten entstammen Messungen einer zylindrischen Probe aus gepresstem CEP. Kritisch anzumerken ist
daher, dass in der Probe ein makroskopisch inhomogenes h̄-Feld vorliegt. Weiterhin sind die lokalen Felder innerhalb
der Partikel durch die heterogene Mikrostruktur, bestehend aus Partikeln und Luft, ohnehin stark inhomogen und
lassen sich nicht analytisch bestimmen. Die herangezogenen Daten sind demnach mit einer starken Unsicherheit be-
legt. Dem Autor der vorliegenden Arbeit stehen jedoch zum aktuellen Zeitpunkt keine anderen Daten zur Verfügung.
Zu präferieren sind Einzelpartikelmessungen, wie sie bspw. in Metsch et al. [106] für Nickel dokumentiert sind.
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Abb. 4.6: Weichmagnetische Carbonyleisen-Partikel CC der Firma BASF: (a) rasterelektronenmikrosko-
pische Aufnahme einzelner Partikel sowie (b) Summenverteilung&3 der Partikelgrößen ℓ . Bild
und Daten sind Lux [98] entnommen. Nachdruck mit Genehmigung von C. Lux.
tatsächlich eine nahezu ideal weichmagnetische Materialantwort zeigt. Im Experiment erfolg-
te eine Magnetisierung zum maximalen Wert und eine anschließende Umkehr des äußeren
Feldes [98]. Hin- und Rückkurve sind zugunsten der Übersicht nicht gesondert gekennzeich-
net.
4.3.1 Modellierung
Unabhängig von den magnetischen Eigenschaften der Partikel sei der mechanische Anteil
kmech = k ∗mech durch das kompressible neo-Hooke-Potential




 (1 − ln  2 − 3) +
a
1 − 2a (
2 − ln  2 − 1)
]
(4.22)
mit 1 := trC gegeben. Die Steifigkeit der Partikel sollte dabei so gewählt werden, dass diese
groß im Vergleich zu derer der Matrix ist. Somit lassen sich die Partikel als nahezu starre Ein-
schlüsse in der FE-Simulation repräsentieren.
Da ideal weichmagnetische Materialien keine Lastpfadabhängigkeit aufzeigen, hängt der ak-
tuelle Zustand des Materials lediglich von der primären magnetischen Feldgröße, also H oder
N , ab. Aufgrund der angenommenen Isotropie folgen somit aus Gleichung (2.22) und (2.50)








M ( ) d und S = 1

M ( |N |)C · N|N | . (4.24)
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Dabei ist zu beachten, dass sich die Magnetisierung für kleine angelegte Felder stets linear
verhält, sodass im initialen Bereich









Δ = j1Δ (4.25)
gelten, wobei der Parameter jℎ die magnetische Suszeptibilität und j1 einen äquivalenten
Parameter in Bezug auf die magnetische Flussdichte bezeichnen. Diese lassen sich durch die
Zusammenhänge jℎ = `r − 1 sowie j1 = (`r − 1)`−1r `−10 mit der relativen Permeabilität und
der Permeabilität des Vakuums in Verbindung bringen.Weiterhin ist diemaximaleMagnetisie-
rung stets auf einen Sättigungswert"S beschränkt, d. h. lim
→∞
M ( ) = "S. Diese Eigenschaft
resultiert aus der Tatsache, dass sich der Betrag der den Domänen zugeschriebenen magne-
tischen Momente nicht ändert [79]. Aus den beschriebenen Eigenschaften folgt ein deutlich
ausgeprägtes nichtlineares Verhalten, das durch die Wahl der Funktionen M () bzw. M ( )
phänomenologisch zu beschreiben ist. Als geeignete Funktionen seien hier die Ising-Relation
sowie die Langevin-Funktion
M (- ) = "S tanh(b- ) mit M ′(0) = b"S und (4.26)
M (- ) = "S [coth(b- ) − (U- )−1] mit M ′(0) = b"S/3 (4.27)
genannt. Denkbar ist auch die Wahl anderer Funktionen mit Sättigungscharakter, wie etwa
der dreiparametrigen Brillouin-Funktion:

















Diese enthält für V = 1/2 die tanh-Funktion (4.26) und für V → ∞ die Langevin-Funktion
(4.27) als Grenzfälle [88].
4.3.2 Parametrisierung
Die phänomenologischenModelle (4.23) und (4.24) sollen nun an die in Abb. 4.7 aufgetragenen
Messpunkte angepasst werden. Dabei ist es zweckmäßig, vorerst die initiale relative Permea-
bilität `r zu ermitteln, um im weiteren Verlauf das anfangs lineare Magnetisierungsverhalten
korrekt abzubilden. Eine Regression ergibt `r = 7,495, was deutlich unter Werten von reinem
Eisen liegt. Die Ursache ist dabei in der Kristallstruktur, welche infolge des Herstellungspro-
zesses entsteht, zu suchen. Es sei aber auch auf die in Fußnote 2 diskutierte Unsicherheit der
Tab. 4.3: Materialparameter für CEP CC von BASF: Schubmodul  und Querkontraktion a des mecha-
nischen Anteils der freien Energie (4.22) sowie identifizierte Parameter b und"S der magneti-
schen Sättigungsfunktion.
 / MPa a Sättigungsfunktion M (- ) b / T−1 "S / kAm−1
2000 0,3 "S tanh(b) 0,7809 883
2000 0,3 "S
[
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Abb. 4.7: Experimentelle Daten des Magnetisierungsverhaltens weichmagnetischer Carbonyleisen-
Partikel und angepasste Modelle: (a) N -Formulierung mit Sättigungsfunktion (4.27) und (b)
H-Formulierung mit Sättigungsfunktion (4.26). Die VSM-Messdaten der Partikel der Klasse
CEP CC von BASF sind Spieler et al. [154] entnommen.
herangezogenen VSM-Messung hingewiesen.
Die gesuchten Parameter + =
[
"S b









M (8 ,+) −"8
] 2} mit C := {"S, b ∈ R+ | M ′(0) = jℎ} , (4.29)
wobei durch die Nebenbedingung M ′(0) = jℎ die aus den Experimenten hervorgehende in-
itiale Suszebtibilität gewährlesitet wird. Für eine Formulierung mit N als unabhängige konsti-
tutive Variable ergibt sich mit der Langevin-Funktion (4.27) das beste Ergebnis. Die bestimm-
ten Materialparameter und das angepasste Modell sind in Tab. 4.3 und Abb. 4.7(a) zu finden.
Wird hingegen H anstelle von N als unabhängige konstitutive Variable gewählt, erweist sich
die Ising-Relation (4.26) als beste Wahl, wobei das Optimierungsproblem (4.29) dementspre-
chend anzupassen ist. Wie in Abb. 4.7(b) dargestellt, ist die Güte des angepassten Modells al-
lerdings deutlich schlechter als bei der N -Formulierung. Es zeigt sich, dass die tanh-Funktion
nicht in der Lage ist, den Übergang zur Sättigungsmagnetisierung akkurat abzubilden. Al-
lerdings lässt sich auch mit der dreiparametrigen Brillouin-Funktion (4.28) kein besseres
Ergebnis erzielen. Die Materialparameter sind ebenfalls in Tab. 4.3 aufgelistet.
4.4 Hartmagnetische Partikel
Magnetisch harte Materialien wie NdFeB stellen die zweite Klasse zu charakterisierender Füll-
stoffe dar. Dabei kommt zur Herstellung vonMRE häufig das NdFeB-Pulver der FirmaMagne-
qench zum Einsatz [13, 72, 93]. Eine rasterelektronenmikroskopische Aufnahme aus Skalon
et al. [152] sowie die statistische Summenverteilung &3 der Partikelgrößen ℓ sind in Abb. 4.8
dargestellt. Genau wie das weichmagnetische Carbonyleisen lassen sich die NdFeB-Partikel















Abb. 4.8: Hartmagnetische NdFeB-Partikel MQP-S-11-9-20001-070 der Firma Magneqench: (a) ras-
terelektronenmikroskopische Aufnahme einzelner Partikel und (b) Summenverteilung &3 der
Partikelgrößen ℓ . Bild und Daten sind Skalon et al. [152] entnommen. Nachdruck mit Geneh-
migung vonMDPI: Materials, Influence ofMelt-Pool Stability in 3D Printing of NdFeBMagnets
on Density and Magnetic Properties, M. Skalon et al. 2019.
von ca. 50 µm deutlich größer als diese [93]. Ebenso wie CEP weisen die NdFeB-Partikel eine
polykristalline Struktur mit zufälliger Anordnung der Körner auf und lassen sich daher als
isotrop betrachten [63, 99].
Da das hartmagnetische Verhalten von NdFeB eine signifikante Lastgeschichts-Abhängigkeit
aufweist, ist zur Beschreibung der Materialantwort ein geeignetes Hysterese-Modell notwen-
dig. Populäre Modelle dieser Art sind beispielsweise das Jiles-Atherton-Modell [69] oder
das Preisach-Modell [128]. Für beide sind zahlreiche Vorschläge zur Verallgemeinerung auf
ein Vektor-Modell vorhanden. Diese ermöglichen allerdings entweder keine konsistente Inter-
pretation der dissipierten und gespeicherten Energien oder erfordern eine immens große Zahl
von Parametern. Zur Beschreibung magnetischer Hysteresen existiert weiterhin eine Vielzahl
thermodynamisch konsistenter Modelle in Analogie zu plastischen Theorien. Hier seien die
ArbeitenMiehe et al. [110], Mukherjee undDanas [113] oder Linnemann et al. [94] genannt.
Um das Verhalten hartmagnetischer Multidomänenteilchen zu beschreiben, soll in dieser Ar-
beit ein solcher Ansatz gemäß Kalina et al. [72] basierend auf dem Bergqvist-Modell [10]
Anwendung finden. Dieses ist phänomenologischer Natur und ist in vielfachen Adaptionen,
Erweiterungen und Anwendungen in der Literatur zu finden, bspw. Prigozhin et al. [129] und
Henrotte et al. [57, 58].
4.4.1 Modellierung
Ebenso wie für die weichmagnetischen Partikel soll der mechanische Anteil der spezifischen
freien Energiek := kmech (C) +kmag (H,`U ) durch das elastischeModell gemäßGleichung (4.22)
beschreiben sein. Im Gegensatz zu den vorherigenModellen sind nun allerdings die eingeführ-
ten internen Variablen von Belang.
Wie im Jiles-Atherton-Modell wird im Bergqvist-Modell die Ursache magnetischer Hyste-
resen irreversiblen Domänen-Umwandlungs-Prozessen infolge von Korngrenzen und anderen
Inhomogenitäten zugeschrieben [10]. Um den statistischen Charakter dieser Prozesse inner-
halb der Vielzahl von Domänen zu erfassen, werden – ähnlich wie beim Preisach-Modell – #
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Einzelmodelle mit Wichtungsfaktoren lU überlagert. Diese seien derart beschränkt, dass sie
die Beziehungen
lU > 0 und
#∑
U=1
lU = 1 (4.30)
erfüllen.
Vektor-Hysterese-Modell
Unter Beachtung vonGleichung (4.30) ist dermagnetischeAnteil der spezifischen freienHelm-
holtzschen Energie im dreidimensionalen Fall durch
r0k










−1 ("U ) d"U (4.31)
gegeben. Dabei ist dieser derart konstruiert, dass sich die Magnetisierung sowie die Dissipa-






















· ¤SU ≥ 0 (4.33)
ergeben. Um das charakteristische Sättigungsverhalten abzubilden, muss die in (4.33) einge-
führte Funktion M U−1 ( |S (U) |) die Bedingungen
M U
−1 (" (U) ) ≥ 0 ∧ M U−1 (0) = 0 ∧ lim
"→"S
M U
−1 (" (U) ) = ∞ (4.34)
erfüllen und wird in Analogie zur Plastizitätstheorie auch als Verfestigungsfunktion bezeich-
net [110].3 Dabei fungieren die mit der Magnetisierung assoziierten Vektoren SU als innere
Variablen. Mit der Einführung einer additiven Zerlegung der magnetischen Flussdichte in re-
versiblen und irreversiblen Anteil gemäß




3Die Bezeichnung von M U−1 als Verfestigungsfunktion wird anhand des Schaltkriteriums qU gemäß (4.37) klar.
Mit der Definition der additiven Zerlegung (4.35) lässt sich qU auch als
qU =
H − M U−1 ( |S (U ) |) S (U )|S (U ) |
 − :U ≤ 0
schreiben. Im Allgemeinen führt die Funktion M U−1 folglich auf ein in SU nichtlineares Schaltkriterium analog zur
kinematischen Verfestigung in der Plastizität.
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lU HiU · ¤SU︸    ︷︷    ︸
¤DU
. (4.36)
Um eine Evolutionsgleichung für die inneren Variablen SU zu bestimmen, findet das Prinzip








3 ∈ R3 | qU (3 ) := |3 | − :U ≤ 0
}
(4.37)
für festgehaltene Raten ¤SU Anwendung, vgl. Miehe et al. [107]. Dabei bezeichnet EU den
Raum der zulässigen irreversiblen Induktion mit qU als Schaltkriterium. Der Faktor :U lässt
sich alsWiderstand derDomänen gegen eineÄnderung derMagnetisierung interpretieren und
soll im Folgenden als Schaltgrenze bezeichnet werden, vgl. Bergqist [10] oder Henrotte
et al. [57, 58]. Die notwendigen Bedingungen der Optimierung mit Nebenbedingung gemäß
(4.37) sind die Evolutionsgleichungen




mit U ∈ {1, 2, · · · , # } und die Karush-Kuhn-Tucker-Bedingungen
_Uq (U) = 0 ∧ _U ≥ 0 ∧ qU ≤ 0 . (4.38b)
Dabei bezeichnet _U = | ¤SU | das Inkrement der Teilmagnetisierungsrate. Wenn qU = 0 gilt,
folgt aus (4.38b) weiterhin die Konsistenzbedingung _U ¤q (U) = 0.
Eindimensionales Hysterese-Modell
Das entwickelte Modell soll im Folgenden anhand von eindimensionalen Lastfällen demons-
triert werden. Dabei reduziert sich die Evolutionsgleichung (4.38a) zu ¤" = _ sign(i). Unter
Ausnutzung von  = rU + iU lässt sich das Modell für einen vorgegebenen inkrementellen




lUM U (=Ur) mit =rU =
{
max{= − :U ,=−1rU } für = ≥ =−1
min{= + :U ,=−1rU } für = < =−1
(4.39)
formulieren. Wird eine gleichmäßige Verteilung der Gewichte lU = # −1 und Schaltgrenzen






c für # > 1
c für # = 1
(4.40)
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max = 2Tmax = 1T
(a)
(b)
Abb. 4.9: Magnetisierungskurven des eindimensionalen Hysterese-Modells (4.39) für die Funktion
M U = "S tanh(brU ) mit b = 2,5T−1, c = 0,5T und :U gemäß (4.40): (a) Initialkurve mit
geschlossener Hysterese und (b) FORC-Kurven.
einstellen. Mit der Wahl M U = "S tanh(brU ) liegt nun eine vollständige Formulierung vor.
In Abb. 4.9(a) sind die initiale Magnetisierungskurve und eine darauf folgende geschlossene
Hysterese dargestellt. Für # = 1 ergibt sich eine horizontale und somit unrealistische Initi-
alkurve. Die anschließende Hysterese zeigt ebenfalls lediglich für hohe Flussdichten, d. h. es
gilt "max → "S, einen für polykristalline Hartmagneten typischen Verlauf. Das horizontale
Zurücklaufen bis zum nächsten Schaltprozess für max = 1T und"max ≈ 0,85"S bildet dage-
gen das Verhalten von Multidomänenteilchen nicht sinnvoll ab. Wie für # = 10 in Abb. 4.9(a)
rechts exemplarisch dargestellt, lässt sich ein realistisches Verhalten durch die Kombination
mehrerer Modelle erreichen.
Gleiches gilt für die in Abb. 4.9(b) dargestellten First Order Reversal Curves (FORC). Bereits
mit # = 10 Teilstufen lassen sich Verläufe dieser Kurven modellieren, die dem experimentell
beobachtbaren Verhalten qualitativ sehr gut entsprechen, vgl. Linke et al. [93].
4.4.2 Numerische Lösung
Integration der Evolutionsgleichung
Die Einbindung des entwickelten Materialmodells in eine FE-Simulation erfordert die nume-
rische Lösung der Evolutionsgleichung (4.38a) unter Beachtung von (4.38b) sowie die Bestim-
mung einer algorithmisch konsistenten Tangente. Dazu findet ein aus der Plastizität adaptier-
tes Prädiktor-Korrektor-Verfahren Anwendung. In einem initialen Prädiktor-Schritt wird die
irreversible Induktion durch
= (HiU )trial := =H − =−1HrU (4.41)
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bestimmt. Erfüllt der so berechnete Vektor = (HiU )trial das Schaltkriterium =qU (= (HiU )trial) < 0,
so handelt es sich um einen Zeitschritt ohne Änderung der TeilmagnetisierungSU und es gilt
_U = 0. Ist das Kriterium hingegen verletzt, ist im Korrektor-Schritt die Evolutionsgleichung
zu lösen. Eine Integration führt dabei auf







Das in Gleichung (4.42) auftretende Integral soll im Folgenden durch die Mittelpunktregel
approximiert werden, sodass sich die zweiter Ordnung genaue zeitdiskretisierte Form




=− 12WU := =−
1





(=HiU + =−1HiU )
(4.43)
ergibt. Da die Teilmagnetisierung gemäß sup(=SU ) = "S beschränkt ist, ist es zweckmä-
ßig, zur Lösung dieser nichtlinearen Gleichung =HrU als gesuchte Größe zu verwenden. Mit
der aus Gleichung (4.35)2 folgenden Beziehung SU = M U ( |Hr(U) |)Hr(U) |Hr(U) |−1 und (4.38b)
lassen sich die Residuen für das zu lösende Problem als
`−10
=R<U :=
=− 12B − =− 12BrU  [M(U) (=Br(U) ) − =−1M(U) ] · · ·
− =− 12W (U) (=− 12B − =− 12BrU ) , (4.44a)
=RqU := |=B − =BrU | − :U (4.44b)
formulieren. Die Skalierung von =R<U mit `0 dient dabei lediglich zur besseren Konditionie-


















Hier bezeichnet =,9 (•) den Iterationsschritt 9 im Zeitinkrement C= , wobei =,9+1x = =,9x + =,9Δx
gilt. Die im Folgenden als lokale Newton -Iteration bezeichnete Lösung erfolgt an jedem In-
tegrationspunkt und für jedes Teilglied U separat, sodass |=,9RU | ≤ Atol erfüllt ist.
Algorithmisch konsistenter Tangentenmodul
Für die Einbindung in einen FE-Code ist außerdem die Berechnung eines Tangentenmoduls
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Hier bezeichnetC−1 dieMatrix der Koordinaten des Rechts-Cauchy-Green-Deformationsten-








getroffen, wobei an dieser Stelle = (•) den auskonvergierten Zustand von (4.45) im Rahmen
der Toleranz bezeichnet. Der gesuchte Term lässt sich nun mittels des Residuums-Vektors


























Aus der Matrix KU
alg
lässt sich schließlich der gemäß (4.47) gesuchte Zusammenhang bestim-
















Das entwickelte Modell soll nun an VSM-Messdaten einer ellipsoiden Probe angepasst wer-
den, welche einen Volumenanteil von q = 28% in eine Epoxidharzmatrix eingebettete NdFeB-
Partikel enthält. Die Daten sind dabei Linke et al. [93] entnommen. Aufgrund der verhältnis-
mäßig hohen Steifigkeit der Epoxidharzmatrix, waren die Partikel während der Messung in
der Probe vollständig fixiert. Somit lassen sich Relativbewegungen dieser ausschließen und
es ist sichergestellt, dass die Messungen das rein magnetische Verhalten der Partikel reprä-
sentieren. Aufgrund der starken Interaktionen der magnetischen Einschlüsse innerhalb der
Probe lässt sich das ohnehin inhomogene lokale N -Feld in diesen allerdings nicht bestimmen.
Daher sei zur Auswertung der Daten das lokale Feld in den Partikeln mit dem effektiven Feld
der Probe gleichgesetzt, d. h.  = ̄ mit ̄ = ̄∞ − ̄Probe"̄ . Hier bezeichnen ̄Probe = 0.46
und ̄∞ den äußeren Demagnetisierungsfaktor der Probe und das am VSM angelegte Fern-
feld. Die gemittelte Magnetisierung der Partikel berechnet sich gemäß " = q"̄ . Weiterhin
sei angemerkt, dass sich der gesättigte Zustand der Probe im Experiment aufgrund der dazu
notwendigen enorm hohen Feldstärke nicht erreichen ließ. Die aufbereiteten experimentell
ermittelten FORC-Kurven sowie eine geschlossene Hysterese-Kurve sind in Abb. 4.10(a) dar-
gestellt.
Damit das Modell möglichst gut das komplexe Magnetisierungsverhalten der NdFeB-Partikel
abbildet, soll dieses an die Hysterese-Kurve sowie die FORC-Kurven angepasst werden. Ei-
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Abb. 4.10: Magnetisierungsverhalten von NdFeB-Partikeln: (a) mit einem VSM gemessene FORC-
Kurven und Hysterese-Kurve aus Linke et al. [93] sowie angepasstes Modell und (b) ermit-
telte Verteilung der Gewichte lU .
ne Anpassung an die Initialkurve wird nicht vorgenommen.4 Aus Gleichung (4.39)2 lässt sich
dazu die Beziehung
rU () = max{ − :U ,rU0 } mit rU0 = min{0 + :U ,max − :U } (4.50)
für das reversible Teilfeld rU innerhalb einer FORC-Kurve bestimmen, wobei 0 und max





lU tanh(bUrU ) und :U := U − 1
# − 1:0 (4.51)
mit"S = 912 kAm−1,:0 = 1,7T und# = 10 gegeben. Unter Anwendung von (4.39)2 und (4.50)
lassen sich die Parameter+ =
[
b1 b2 · · · b# l1 l2 · · · l#
] T durch das nichtlinea-
re Optimierungsproblem
+ = arg












lU = 1 ∧ lU ≥ # −14
} (4.52)
4Eine akkurate Wiedergabe der gemessenen initialen Magnetisierungskurve ist mit dem vorgestellten Modell
nicht möglich. Hier sei auf einen alternativen Ansatz von Mukherjee & Danas [113] verwiesen. Darin wird eine
Erweiterung äquivalent zur isotropen Verfestigung in der Plastizität vorgeschlagen, die eine bessere Abbildung der
Initialkurve ermöglicht.
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Tab. 4.4: Materialparameter des Hysterese-Modells gemäß Abschnitt 4.4.1 für NdFeB-Partikel. Die me-
chanischen Parameter sind durch  = 2000MPa und a = 0,3 gegeben und für die Sättigungs-
magnetisierung gilt"S = 912 kAm−1
U :U / T lU bU / T−1
1 0 0,42152 0,41366
2 0,18889 0,025 0,71145
3 0,37778 0,025 1,2496
4 0,56667 0,025 1,8295
5 0,75556 0,025 2,0382
6 0,94444 0,041626 1,8377
7 1,1333 0,08404 1,5428
8 1,3222 0,025 1,2826
9 1,5111 0,097232 1,5252
10 1,7 0,23054 0,39489
bestimmen. Um einen möglichst glatten Verlauf der angepassten Hysterese und der FORC-
Kurven zu gewährleisten, sind die Wichtungsfaktoren gemäß der Nebenbedingung Cl auf
einen Minimalwert von #
−1
4 beschränkt. Der ermittelte Datensatz und das modellierte Magne-
tisierungsverhalten sind in Abb. 4.10(a) bzw. Tab. 4.4 zu finden. Insgesamt ist das so angepasste
Modell sehr gut in der Lage, die experimentellen Daten wiederzugeben. Der dazu notwendige
Datensatz ist allerdings verhältnismäßig groß.
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MRE
Neben den im vorherigen Kapitel 4 charakterisierten Eigenschaften von Partikeln und Matrix
resultiert das effektive Verhalten von MRE maßgeblich aus der Anordnung und der Wech-
selwirkung der Konstituenten innerhalb der Mikrostruktur. Um das mikroskopisch getriebene
Verhalten zu analysieren, soll in diesem Kapitel das in Abschnitt 2.2 eingeführte Homogenisie-
rungsschema zumEinsatz kommen, wobei F̄ und H̄ bzw. N̄ vorzuschreiben sind. Grundlegende
Effekte werden dazu anhand vonmehreren Studien fürMREmit weich- und hartmagnetischen
Partikeln diskutiert.
5.1 Weichmagnetische MRE
Die Simulationen für magnetisch weicheMRE sollenmittels der Skalarpotential-Formulierung
durchgeführt werden. Demnach kommt auch für die Magnetisierung die funktionale Abhän-
gigkeit entsprechend (4.24) zum Einsatz. Die Materialparameter der konstitutiven Modelle für
Elastomer und Carbonyleisen-Partikel sind den Tabellen 4.2 und 4.3 zu entnehmen.
5.1.1 Größeneinfluss statistischer RVE
Um den Einfluss der statistisch geprägten Mikrostruktur von MRE auf deren effektive Ma-
terialantwort zu bestimmen, ist die Auswahl eines repräsentativen Gebietes mit ausreichend
vielen Partikeln notwendig. Dabei stellt sich allerdings die Frage, welche Partikelanzahl # P
erforderlich ist. In der Literatur sind diesbezüglich für die in dieser Arbeit betrachteten zwei-
dimensionalen RVE verschiedene Werte zu finden, vgl. Danas [24] und Zabihyan et al. [174].
Unterschiede lassen sich auf Einflüsse, wie den minimalen Partikelabstand Amin, den Parti-
kelvolumengehalt oder die Dispersität der Partikelgrößen zurückführen. Im Folgenden soll
die Analyse für monodisperse, statistisch-periodische Mikrostrukturen mit einem Minimal-
abstand von Amin = 1,13 durchgeführt werden, wobei 3 den Partikeldurchmesser bezeichnet.
Dabei erfolgt die Platzierung der Partikel und die anschließende Erstellung der periodischen
Vernetzung mit dem Python-Tool gmshModel.1
Vergleich der Partikelverteilung für verschiedene Volumengehalte q
Zuerst ist nun der Einfluss des Partikelvolumengehaltes q auf die statistische Verteilung der
Einschlüsse innerhalb der Mikrostruktur von Interesse. Die Untersuchung erfolgt auf Basis
der Mittelpunktabstände Δ;8: := |^P8 − ^P: | mit 8 ∈ {1, 2, · · · , #
P}. Zur Klassifizierung wird
vorerst der minimale Abstand
Δ;min8 := min
9 ∈N8
Δ;8 9 mit N8 := {1, 2, · · · , # P} \ 8 (5.1)
1Das Python-Tool gmshModel ist unter dem Link https://gmshmodel.readthedocs.io/en/latest/ frei
zugänglich. Die Generierung stochastischer Partikelverteilungen basiert in diesem Tool auf dem Random Sequential
Adsorption (RSA)-Algorithmus [162].
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zweier benachbarter Partikel ausgewertet. Dabei erfolgt zur besseren Interpretation eine Um-








innerhalb einer äquivalenten hexagonalen Struktur gemäß Abb. 2.3(b). In dieser liegt eine
ideale Gleichverteilung vor, da jeder Partikel zu allen unmittelbar benachbarten Einschlüs-
sen – also insgesamt sechs – den identischen Abstand hat. Ein weiteres sinnvolles Maß stellt
demnach das arithmetische Mittel Δ;AM8 := 1/6(Δ; ′82 + Δ; ′83 + · · · + Δ; ′87) der Abstände zu den














































































Abb. 5.1: Verteilung der Abstände monodisperser statistisch-periodischer RVE für die Partikelvolumen-
gehalte q = {10, 25, 40} %: (a) Zellen mit jeweils # P = 400 Einschlüssen, (b) Verteilung der Mi-
nimalabstände Δ;min
8
und (c) arithmetisches Mittel Δ;AM
8
der sechs geringsten Partikelabstände
aus jeweils 100 Zellen. Es erfolgt ein Bezug auf den Partikelabstand Δ;hex hexagonaler Struk-
turen mit äquivalentem Volumengehalt q und Partikeldurchmesser 3 .
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mäß 0 = Δ; ′81 < Δ;
′
82 ≤ Δ; ′83 ≤ · · · ≤ Δ; ′8# P gilt.
Drei generierte RVE für q = {10, 25, 40} % mit # P = 400 Partikeln und die Verteilung der
minimalen Abstände von insgesamt 100 Zellen je Volumengehalt sind in Abb. 5.1(a) und (b)
dargestellt. Für alle q stellt sich aufgrund der Definition des minimal zulässigen Partikelab-
standes Amin eine scharfe Grenze an der linken Seite der Verteilung ein. Auffällig ist die nahe-
zu vollständige Verschiebung von (Δ;min8 − Δ;hex)/Δ;hex in den negativen Bereich, welche ein
Indiz für die Bildung von Partikel-Agglomerationen ist. Besonders ausgeprägt sind diese für
q = 10%. Im Gegensatz zur Verteilung der minimalen Partikelabstände zeigt sich für das arith-
metischeMittel der Abstände zu den sechs nächsten Einschlüssen eine näherungsweise zu null
symmetrische Kurve, vgl. Abb. 5.1(c). Insgesamt lässt sich sowohl für die Verteilung Δ;min8 als
auch für Δ;AM8 festhalten, dass die Streuung mit steigendem Volumengehalt deutlich abnimmt.
Diese Charakteristik folgt aus der limitierten Anzahl von Platzierungsmöglichkeiten, die zu
einer Streckung der statistischen Verteilung relativer Partikelabstände innerhalb eines RVE
führt. Demnach ist zu erwarten, dass die Streuung in der Materialantwort für q = 10% am
stärksten ausgeprägt ist.
Streuung der effektiven Materialantwort
Im nächsten Schritt ist nun die Streuung der Materialantwort statistisch-periodischer RVE













[ (•)8 − 〈(•)〉=]2 (5.3)
der magneto-mechanischen Antworten verschiedener Stichproben mit dem Umfang = be-
stimmt. Der Wert t bezeichnet dasQuantil der Studentschen t -Verteilung.





































̄휎11 ̄휎12 ̄휎21 ̄휎22
(a) (b) (c)
Abb. 5.2: Bestimmung der magneto-mechanischen Materialantwort = = 10 statistisch-periodischer Zel-
len mit q = 10% Volumengehalt und jeweils # P = 400 Partikeln: (a) – (c) Mittelwerte 〈<̄: 〉10,
〈f̄ tot
:;
〉10 und 〈f̄:; 〉10 mit 95%-Vertrauensintervall. Für die vorzugebenden Größen gilt F̄ = I
und N̄ = ̄K1.
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푁 P = 100 푁 P = 200 푁 P = 300 푁 P = 400
(a) (b) (c)
































































Abb. 5.3: Studie zur Repräsentativität statistisch-periodischer Zellen mit q = 10% Partikelvolumenge-
halt und# P = {100, 200, 300, 400} Einschlüssen: (a) Relative Abweichung des prognostizierten
Mittelwertes 〈f̄11〉= bezogen auf 〈f̄11〉∗20 mit #
P = 400 sowie (b) und (c) auf 〈f̄11〉= bezogene
Konfidenzintervalle K 95%= (f̄11) und K 95%= (f̄12).
In Abb. 5.2 sind die effektive Magnetisierung, Totalspannung und mechanische Spannung von
= = 10 Zellen mit q = 10% und jeweils 400 Partikeln für den Lastfall F̄ = I und N̄ = ̄K1
aufgetragen. Dabei zeigt sich, dass die Vertrauensintervalle K 95%= (<̄: ) und K 95%= (f̄ tot:; ) im Be-
zug auf die jeweiligenMittelwerte äußerst gering sind. Die berechnete mechanische Spannung
weist dagegen gemäß Abb. 5.2(c) eine deutlich stärkere Streuung auf. Offensichtlich reagiert
die Spannungsantwort von RVE also äußerst empfindlich auf Änderungen der Mikrostruk-
tur, was vermutlich auf die starke Nichtlinearität der ponderomotorischen Kraftdichte gemäß
(2.26)1 zurückzuführen ist. Ein äquivalentes Verhalten ist in Danas [24] für die effektive Ma-
gnetisierung und die magnetisch induzierte Dehnung dokumentiert.
Um die statistische Repräsentativität von Zellen mit zufälliger Partikelverteilung zu bewer-
ten, soll nun die sensitivste Größe, also σ̄, herangezogen werden. Dabei fließen jeweils 20
generierte Zellen mit q = 10%, welche # P = {100, 200, 300, 400} Einschlüsse aufweisen, in
die Analyse ein. Von Interesse sind nun die prognostizierten Mittelwerte 〈(•)〉= und die zuge-
hörigen Vertrauensintervalle K 95%= (•) in Abhängigkeit der Parameter # P und =. Als Lastfall
sei erneut der Zustand F̄ = I und N̄ = ̄K1 mit ̄ = 1500 kAm−1 betrachtet. Die relative
Abweichung von 〈f̄11〉= , bezogen auf den Referenzwert 〈f̄11〉20 der Zellen mit # P = 400 Ein-
schlüssen, ist in Abb. 5.3(a) zu finden. Bei einem Stichprobenumfang von = = 2 zeigt sich für
alle RVE-Klassen, also # P = {100, 200, 300, 400}, eine Abweichung von ca. 5 – 6 %. Für = = 10
weicht der prognostizierte Mittelwert der Zellen# P = {300, 400} bereits nur noch geringfügig
ab, wohingegen die RVE mit # P = {100, 200} auch für = = 20 nicht gegen den Referenzwert
konvergieren. Es lässt sich also bereits festhalten, dass Zellen mit mindestens 300 Partikeln
zu wählen sind, um Repräsentativität mit maximal 20 Realisierungen zu gewährleisten. Die
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Abb. 5.4: Vergleich der Streuung statistisch-periodischer Zellen mit 10, 25 und 40% Partikelvolumenge-
halt und jeweils # P = 400 Einschlüssen: (a) Relative Abweichung des prognostizierten Mittel-
wertes 〈f̄11〉= bezogen auf 〈f̄11〉20 sowie (b) und (c) auf 〈f̄11〉= bezogene Konfidenzintervalle
K 95%= (f̄11) und K 95%= (f̄12).
(c) dargestellt. Generell zeigt sich für geringe Stichprobengrößen eine deutlich ausgeprägte
Streuung von teilweise mehr als 20% bezogen auf 〈f̄11〉= . Die anfänglich geringere Streuung
der Zellen mit # P = {200, 300} ist stochastischen Effekten zuzuschreiben. Ab = = 10 bildet
sich für RVE mit # P = {300, 400} ein annähernd konstantes Verhalten bzgl. der Streuung in
der Spannungsantwort aus, wobei diese bei # P = 400 noch etwas geringer ist.
Neben dem Einfluss der Partikelanzahl ist abschließend auch der Einfluss von q auf die Streu-
ung der Spannung σ̄ von Interesse. Die in Abb. 5.4(b) und (c) aufgetragenen Konfidenzinterval-
le für die Volumengehalte q = {10, 25, 40} % zeigen, dass die Streuung der Spannungsantwort
mit der Verteilung von Abständen gemäß Abb. 5.1 zusammenhängt. Ebenso wie die Breite der
Minimalabstands-Verteilung nimmt also die anhand von K 95%= (σ̄) quantifizierte Streuung für
steigende q ab. Abschließend lässt sich daher festhalten, dass bei den nachfolgenden Simula-
tionen für alle q ≥ 10% jeweils 10 Zellen a 400 Einschlüsse ausreichen sollten, um Repräsen-
tativität zu gewährleisten.
5.1.2 Magnetorheologischer Effekt
Als technisch besonders relevanter Kopplungseffekt von MRE ist der eingangs in Kapitel 1
erläuterte MR-Effekt – also die Steifigkeitsänderung infolge eines aufgeprägten Magnetfelds
– anzusehen, s. Abb. 1.2(b). Dieser soll nun detailliert untersucht werden, wobei der Einfluss
der Probengeometrie vorerst keine Berücksichtigung findet. Vielmehr ist hier das effektive
Schaltverhalten verschiedener Mikrostrukturen bei vorgeschriebenen makroskopischen Fel-
dern von Interesse.
Um die magnetisch induzierte Steifigkeitsänderung zu bestimmen, ist in einem ersten Schritt
ein effektives Magnetfeld N̄ mit vorzugebendem Betrag und festzulegender Richtung anzu-
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Abb. 5.5: Schematische Darstellung eines Scherversuchs zur Bestimmung des MR-Effektes: (a) Lastauf-
bringung mit Deformation gemäß Gleichung (5.9) und (b) Richtung der Spannungsdifferenzen
Δ)̄ ! an einem Arbeitspunkt Pℎ = {F̄ = Ī, N̄ } sowie resultierendes ponderomotorisches Mo-
ment c̄pon.
legen, während für die Deformation F̄ = I gelte. Von Interesse ist nun die Änderung der
Spannungs-Dehnungs-Antwort in der Umgebung verschiedener magneto-mechanischer Ar-
beitspunkte Pℎ := {F̄ = I, N̄ }. Dazu ist in einem zweiten Schritt bei konstantem Lagrange-
schen Magnetfeld eine kleine Änderung ΔF̄ der Deformation aufzubringen. Um das beschrie-
bene virtuelle Experiment auszuwerten, lässt sich die Spannungsdifferenz in der Umgebung
von Pℎ näherungsweise mittels der konstanten Tangentenmoduli C̄tot ∈ L4 und ℭ̄tot ∈ L3
durch die Linearisierung
ΔT̄tot = C̄tot : ΔĒ + ℭ̄tot · ΔN̄ (5.4)
beschreiben. Da weiterhin ΔN̄ = 0 gewählt wird, reduziert sich der Ausdruck unter Anwen-
dung der additiven Spannungsaufspaltung T̄tot = T̄ + T̄pon zu
ΔT̄ + ΔT̄pon = C̄ : ΔĒ + C̄pon : ΔĒ . (5.5)
Durch geeignete Wahl der Deformationsmoden ΔĒ lassen sich auf diese Art die Koordinaten
des mechanischen Anteils der Steifigkeit an jedem Arbeitspunkt bezüglich des Basissystems
K aus


















bestimmen. Dabei ist zu beachten, dass die mechanische Spannung aufgrund der ponderomo-
torischen Momentendichte im Allgemeinen nicht symmetrisch ist, vgl. mit Gleichung (2.30).




Auf Basis von Gleichung (5.6) sollen nun exemplarisch die feldabhängigen Schubmoduli, also
̄1212 = ̄1212 und ̄2112 = ̄2112, bestimmt werden. Dazu sei ein Magnetfeld N̄ gemäß





 mit ̄ =
{
C/Ch̄max für C ≤ Ch
̄max für C > Ch
(5.7)
aufgeprägt. Um die Schubanteile zu isolieren, ist anschließend die Deformation so einzustellen,






 mit W̄ =
{
0 für C ≤ Ch
(C − Ch)/(Cges − Ch)W̄max für C > Ch
(5.8)
gilt, wobei W̄ die Gleitung bezeichnet. Die entsprechende Scherdeformation ist in Abb. 5.5(a)
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Die feldabhängigen Schubmoduli ̄1212 und ̄2112 ergeben sich demnach mit (5.8) aus dem
Gleichungssystem (5.6) zu
̄1212 (N̄ ) =
)̄12 (W̄,N̄ ) − )̄12 (0,N̄ )
W̄
bzw. ̄2112 (N̄ ) =
)̄21 (W̄,N̄ ) − )̄21 (0,N̄ )
W̄
. (5.10)
Im Allgemeinen gilt, dass ̄1212 ≠ ̄2112 ist. Die Richtungen der auszuwertenden Spannungen
Δ)̄ ! sind in Abb. 5.5(b) schematisch dargestellt.
Im Folgenden ist nun die Betrachtung von idealisierten Verteilungen und stochastischen Mi-
krostrukturen von Interesse. Zur Analyse verschiedener Einflussfaktoren auf den MR-Effekt
werden
(i) die Feldstärke N̄ ,
(ii) der Partikelvolumengehalt q ,
(iii) die Steifigkeit der polymeren Matrix, sowie
(iv) die Richtung des angelegten Feldes N̄ relativ zur aufgeprägten Deformation
systematisch variiert. In den ersten drei Punkten wird dazu exemplarisch die Komponente
̄2112 betrachtet und ein Magnetfeld N̄ = |N̄ |K2 in vertikaler Richtung angelegt. Nach dem
Aufbringen der effektiven magneto-mechanischen Felder gemäß der Gleichungen (5.7) und
(5.9) erfolgt die Auswertung der ermittelten Materialantwort anhand von (5.10).
Ideale Einheitszellen
Als erster Schritt bietet sich die Untersuchung idealer Einheitszellen an. Dabei sollen als Ver-
treter klassischer Gitterstrukturen einfache kubische und hexagonale Anordnungen gemäß
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(a)
(b)
q = 20% q = 30%
q = 20% q = 30%
(c)




Abb. 5.6: Einheitszellen idealisierter Mikrostrukturen für die Volumengehalte q = {20, 30} %: (a) und (b)
hexagonale und einfach kubisch Anordnungen sowie (c) und (d) idealisierte Kettenstrukturen.
Der Partikeldurchmesser beträgt 3 = 5 µm. Der Partikel-Mittelpunktabstand in den idealisier-
ten Kettenstrukturen liegt bei 1,13 .
Abb. 5.6(a) und (b) betrachtet werden. Weiterhin stellen idealisierte Ketten mit exakt geradli-
niger und welliger Anordnung der Partikel gemäß 5.6(c) und (d) interessante Mikrostrukuten
dar, die in erster Näherung vorstrukturierte MRE gemäß Abb. 1.1(b) beschreiben.
Abhängigkeit von der Feldstärke
Die Abhängigkeit von N̄ wird nun exemplarisch für Zellen mit dem Partikelvolumengehalt
q = 30% und einem Elastomer mit qÖl = 40% Silikonölgehalt – also  = 25,19 kPa – betrach-
tet, vgl. Tab. 4.2. Es zeigt sich für alle vier analysierten Einheitszellen die in Abb. 5.7(a) darge-
stellte S-förmige Abhängigkeit des effektiven Schubmoduls ̄2112 vom angelegten Magnetfeld.
Diese ist typisch fürMRE und resultiert aus den lokalenmagneto-mechanischen Interaktionen
der Partikel, aus denen letztendlich die makroskopische Veränderung der elastischen Eigen-
schaften folgt. Somit lässt sich das beobachtete Verhalten auf die ponderomotorische Volu-
menkraftdichte f pon = `0 (∇h + ∇m) ·m zurückführen.
Offensichtlich lässt sich nun aber für den betrachteten Fall einer stark heterogenen Mikro-
struktur keine geschlossene Lösung für die Feldverteilungen h(x) und m(x) in Abhängigkeit
vom effektiven magnetischen Feld angeben. Um dennoch eine qualitative Interpretation zu
ermöglichen, ist es daher zweckmäßig, zwei Partikel vereinfachend als magnetische Dipole
in einem Fernfeld h∞ zu betrachten. Wird ferner angenommen, dass die Magnetisierung und
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|H̄ | = 1,5MAm−1
퐺 = 25,19 kPa 휙 = 30%
Abb. 5.7: Untersuchung verschiedener Einflussparameter auf den MR-Effekt der Schubkomponente
̄2112 idealer Einheitszellen bei Feld N̄ in vertikale Richtung: Variation von (a) angelegter Feld-
stärke N̄ , (b) des Partikelvolumengehaltes q und (c) der initialen Steifigkeit ̄0.
eines Partikels mit dem Gebiet BPU ausschließlich von h∞ abhängen, so folgt für die ortsabhän-






3rU (r (U) ·mDipol(U) ) −m
Dipol
U |r (U) |2
|r (U) |5
(5.12)
mit rU := x− r0U ∀x ∉ BPU . Auf den Partikel BP2 wirkt also infolge der Anwesenheit vom ersten








2 dE ∝ |m(h
∞) |2 . (5.13)
Das Ergebnis ist gemäß Gleichung (5.13) proportional zum Quadrat der Magnetisierung. Die
geführte Argumentation ist stark abstrahiert und berücksichtigt nicht die komplexenmagneto-
mechanischen Wechselwirkungen von Partikeln und Matrix. Eine Übertragung auf die be-
trachtete Problemstellung ermöglicht es dennoch, das berechnete Materialverhalten in quali-
tativer Art und Weise zu erklären, wobei h̄ bzw. N̄ an die Stelle von h∞ tritt.
Da das Magnetisierungsverhalten für kleine Felder linear ist, hängt die Partikelwechselwir-
kung anfangs quadratisch vom effektiven Feld ab. Somit ergibt sich für N̄ . 250 kAm−1 ein
parabelförmiger Verlauf. Für höhere Feldstärken setzt das für ferromagnetische Materialien
typische Sättigungsverhalten der Magnetisierung m ein. Dieses führt schließlich zu nichtli-
nearen Effekten in der magnetisch induzierten Partikelwechselwirkung und damit zu einer
Abflachung der Kraftwechselwirkung, vgl. Gleichung (5.13). Auffällig ist die deutlich stärkere
Ausprägung des Effektes für die Kettenstrukturen gegenüber den kubischen und hexagonalen
Anordnungen. Diese ist auf die geringeren Abstände der Partikel zurückzuführen.
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Abhängigkeit vom Partikelvolumengehalt q
Ein weiterer entscheidender Einfluss auf den MR-Effekt ist der Partikelvolumengehalt des
MRE. Für die Füllgrade q = {10, 15, 20, 25, 30, 35, 40} % ist dieser in Abb. 5.7(b) für die
analysierten Typen von Einheitszellen aufgetragen, wobei für Feldstärke und Silikonölgehalt
der Matrix |N̄ | = 1500 kAm−1 bzw. qÖl = 40% gelten. Verschiedene Geometrien mit variier-
tem Volumengehalt sind exemplarisch in Abb. 5.6 dargestellt.
Bei den hexagonalen und kubischen Anordnungen ist nun eine Korrelation des Effektes mit
dem Füllgrad erkennbar. Da bei diesen Mikrostrukturen der Partikelabstand mit steigendem q
stetig sinkt und sich somit die magneto-mechanischen Interaktionen verstärken, ist der ermit-
telte Anstieg erklärbar. Für die kettenförmigen RVE zeigt sich dagegen eine anfänglich degres-
sive Zunahme des Effektes und ein mehr oder weniger ausgeprägtes Maximum bei q = 30%
bzw. q = 35%. Bei diesen Mikrostrukturen ändert sich der minimale Partikelabstand mit q
nicht, sodass die Wechselwirkungen innerhalb einer Kette näherungsweise unverändert blei-
ben. Dennoch steigt der Anteil der Ketten am Gesamtvolumen der Zelle und somit auch die
magnetisch induzierte Steifigkeitsänderung. Dem wirkt allerdings die mechanische Verstei-
fung des Komposits durch die Zunahme von q entgegen, sodass sich der maximale Effekt hier
nicht für q = 40% einstellt.
Abhängigkeit von der Steifigkeit des Elastomers
Neben den magnetischen Eigenschaften der Partikel hängt das effektive Verhalten in entschei-
dendem Maße vom mechanischen Verhalten des Elastomers ab. Da sich das in Abschnitt 4.2
charakterisierte Silikonelastomer annähernd elastisch verhält, ist hier der Einfluss der initia-
len Steifigkeit des unbeladenen Matrixmaterials von Interesse. Dabei ergeben sich bei Zugabe
der Silikonölanteile qÖl = {0, 10, 20, 30, 40} % im Herstellungsprozess initiale Schubmoduli
zwischen 99,17 kPa und 25,19 kPa, vgl. Tab. 4.2. Die Steifigkeit der elastomeren Matrix sinkt
somit bei zunehmendem Silikonölanteil deutlich ab. Je nach Mikrostruktur ergeben sich nun
für q = 30% Partikelvolumengehalt und qÖl = 0%, also  ≈ 100 kPa, effektive Schubmoduli
̄0 im Bereich von 150 – 185 kPa. Die relative, magnetisch induzierte Versteifung nimmt nun
indirekt proportional mit ̄0 zu, d. h. es gilt
Δ̄/̄0 ∝ ̄−10 . (5.14)
für den Zusammenhang zwischen MR-Effekt und initialer Schubkonstante. Durch die Zugabe
von Silikonöl imHerstellungsprozess lassen sich die magneto-mechanischen Kopplungseigen-
schaften des Komposits also signifikant steigern.
Abhängigkeit von der Feldrichtung
Letztendlich ist neben den vorangegangenen Untersuchungen – also dem Einfluss von ange-
legter Feldstärke N̄ , Partikelvolumengehalt q und Steifigkeit der elastischen Matrix – auch
die Richtung des effektiven Magnetfelds von Interesse. Da im Fall der betrachteten weichma-
gnetischen Materialien der Zusammenhang σpon (h) = σpon (−h) mit m = M ( |h|)h|h|−1 gilt,
muss die Materialantwort unabhängig von der Mikrostruktur für einen Feldwinkel U ′ = U + c
dieselben Ergebnisse wie für U liefern. Es reicht also aus, die Richtung für U ∈ [0,c] abzutas-
ten. Die Ergebnisse sind für die betrachteten Mikrostrukturen in Abb. 5.8 dargestellt, wobei
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Ḡ/Ḡ0



























Abb. 5.8: Abhängigkeit des MR-Effektes der Schubkomponenten ̄1212 und ̄2112 von der Richtung U
des angelegten Magnetfelds N̄ mit |N̄ | = 1500 kAm−1 für verschiedene Einheitszellen bei
einem Partikelvolumengehalt von q = 30%: (a) und (b) hexagonale und einfache kubische
Anordnungen sowie (c) und (d) kettenförmige Strukturen.
für die restlichen Parameter q = 30%, qÖl = 40% und |N̄ | = 1500 kAm−1 gelten. Dabei zeigt
sich aufgrund des anisotropen effektiven Materialverhaltens der Mikrostrukturen eine deut-
lich ausgeprägte unsymmetrische Spannungsantwort, sodass im Allgemeinen ̄1212 ≠ ̄2112
gilt.
Die kubische Zelle weist über den gesamten Bereich einen positiven Effekt auf. Dabei tritt
der maximale MR-Effekt jeweils bei den Winkeln 0◦ bzw. 90◦ auf. Bedingt durch die vorhan-
dene Symmetrie gilt außerdem ̄kub1221 (U + 90◦) = ̄kub2112 (U), vgl. Abb. 5.8(b). Im Gegensatz zur
kubischen Mikrostruktur treten bei der hexagonalen Partikelanordung je nach Feldwinkel ne-
gative und positive MR-Effekte auf, vgl. Abb. 5.8(a). Dabei liegen die maximale Erhöhung und
Verringerung der Schubsteifigkeit bei U = 90◦ und U = 0◦ vor. Lediglich unter einem Feldwin-
kel von 45◦ stellt sich die Symmetrie der magnetisch induzierten Schubmoduli ein. Trotz des
aus magnetischer Sicht rein isotropen Verhaltens der hexagonalen Zelle zeigt sich eine signi-
fikante magneto-mechanische Anisotropie. Diese ist durch die unterschiedliche Ausprägung
der kettenartigen Strukturen je nach Blickrichtung zu erklären, vgl. Abb. 2.3(b).
Gemäß Abb. 5.8(c) und (d) zeigt sich für die betrachteten RVE mit kettenartiger Anordnung
eine deutlich stärker ausgeprägte Unsymmetrie in den Schubsteifigkeiten. Diese ist auf die
besonders starke geometrische Anisotropie zurückzuführen. Die gerade Kette weist dabei die
stärkste Richtungsabhängigkeit des MR-Effektes auf. Unter einem Feldwinkel von 90◦ tritt die
maximale relative Steifigkeitsänderung von ca. 280% auf, wohingegen der Effekt bei 0◦ fast
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gänzlich verschwindet. Die wellige Kettenstruktur zeigt dagegen auch bei 0◦ einen deutlich
positiven MR-Effekt. Interessant ist, dass die Versteifung unter einem Winkel von ca. 52◦ an-
nähernd verschwindet. Im Herstellungsprozess strukturierter MRE, bei denen während der
Vernetzung des Elastomers ein externes Magnetfeld anliegt, lässt sich die resultierende ma-
gnetische Schaltbarkeit also gezielt beeinflussen. Dabei sind Kettenstrukturen mit geringer
Abweichung von ideal geraden Ketten insbesondere bei höheren Feldern zur Strukturierung
zu erwarten.
Statistisch-monodisperse Partikelverteilung
Im nächsten Schritt soll nun, zumindest unter der Einschränkung zweidimensionaler Problem-
stellungen, der MR-Effekt realitätsnaher Mikrostrukturen analysiert werden. Wie bereits in
Abschnitt 5.1.1 anhand der Abbildungen 5.3 und 5.4 ermittelt, ist es notwendig, je Volumen-
gehalt 10 RVE mit jeweils 400 Partikeln heranzuziehen, um die Ergebnisse statistisch abzusi-
chern. Im Gegensatz zur Berechnung des MR-Effektes idealer Einheitszellen ist nun also das
arithmetische Mittel inklusive Vertrauensintervall
〈Δ̄̄−10 〉10 und K 95%10 (Δ̄̄−10 ) (5.15)
auszuwerten. Verschiedene Einflussfaktoren werden durch Variation von Feldstärke, Volu-
mengehalt, initialer mechanischer Steifigkeit und Feldrichtung ermittelt.
Abhängigkeit von der Feldstärke
Die Abhängigkeit von |N̄ |, exemplarisch für ein Feld in vertikaler Richtung analysiert, sei er-
neut für Zellen mit dem Partikelvolumengehalt q = 30% und einem Polymer mit qÖl = 40%
Silikonölgehalt betrachtet. Auch für stochastische Partikelverteilungen zeigt sich die in Abb.
5.9(a) dargestellte S-förmige Abhängigkeit des effektiven Schubmoduls ̄2112 vom angelegten
Magnetfeld. Dabei ist der maximale MR-Effekt mit ca. 60% signifikant schwächer ausgeprägt
als bspw. bei den zuvor untersuchten Kettenstrukturen gemäßAbb. 5.6(c) und (d). Durch Struk-
turierung im Herstellungsprozess lassen sich folglich MRE mit deutlich stärker ausgeprägtem
Schaltverhalten produzieren. Dieses Ergebnis stimmt mit den experimentellen Untersuchun-
gen in Hiptmair et al. [60] überein.
Das relative Konfidenzintervall des arithmetischen Mittels der magnetisch induzierten Steifig-
keitsänderung Δ̄̄−10 ist mit dem Maximalwert von max
[
K 95%10 (Δ̄̄−10 )〈Δ̄̄−10 〉−110
]
≈ 7,7 %
noch einmal etwas größer als das der in Abb. 5.3 ausgewerteten mechanischen Spannung.
Dieses Verhalten ist darin begründet, dass in die Berechnung des Koeffizienten drei streu-
ungsbehaftete Werte eingehen. Es lässt sich also eine sehr starke Sensitivität des MR-Effektes
hinsichtlich mikrostruktureller Änderungen detektieren.
Abhängigkeit vom Partikelvolumengehalt q
Die Variation der Füllgrade q = {10, 15, 20, 25, 30, 35, 40} % ist in Abb. 5.9(b) für ein Magnet-
feld in vertikaler Richtung aufgetragen. Für Feldstärke und Silikonölgehalt der Matrix gelten
dabei die Werte |N̄ | = 1500 kAm−1 bzw. qÖl = 40%.
Es zeigt sich ein Anstieg des Effektes für steigende q , wobei der maximale Wert bei ca. 75%
liegt. Das leichte Abknicken der Kurve bei q = 35% ist dabei vermutlich stochastischen Effek-
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Abb. 5.9: Untersuchung verschiedener Einflussparameter auf den MR-Effekt statistisch-periodischer
RVE: Schubkomponente ̄2112 für Feld in vertikale Richtung bei Variation von (a) angelegter
Feldstärke |N̄ |, (b) Partikelvolumengehaltq und (c) der initialen Steifigkeit ̄0 sowie (d) Schub-
komponenten für Feldwinkel U ∈ [0◦,180◦] mit q = 30%, |N̄ | = 1500 kAm−1,  = 25,19 kPa.
Dargestellt ist das arithmetische Mittel für jeweils 10 RVE inklusive 95%-Vertrauensintervall.
ten zuzuschreiben. Dies verdeutlicht sich anhand der eingetragenen Konfidenzintervalle, wel-
che die Präzision der geschätzten Mittelwerte und somit die Lage der zu erwartenden wahren
Werte mit einerWahrscheinlichkeit von 95% kennzeichnen. Im Vergleich zu den kettenartigen
Strukturen stellt sich also kein Extremum unterhalb eines Füllgrades von 40% ein. Da der MR-
Effekt insbesondere von Partikelpaaren mit geringem Abstand Δ;min8 ≈ Amin gesteigert wird,
soll an dieser Stelle eine Bewertung anhand der in Abb. 5.1(b) dargestellten Verteilungen vor-
genommenwerden. Dem folgend tritt bei steigendem Füllgrad eine höhereWahrscheinlichkeit
für sehr geringe Abstände auf. Somit ist es auch naheliegend, dass die magnetisch induzierbare
Steifigkeitsänderung zunehmen muss. Der simulativ vorhergesagte Anstieg stimmt qualitativ
mit den experimentellen Ergebnissen aus Lokander & Stenberg [97] und Wang et al. [168]
für MRE mit 11% ≤ q ≤ 38% bzw. 10% ≤ q ≤ 30% überein.
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Abhängigkeit von der Steifigkeit des Polymers
Wie bereits anhand der idealisierten Einheitszellen aufgezeigt, kann der relative MR-Effekt
durch Senkung der initialen mechanischen Steifigkeit signifikant gesteigert werden. Dabei
ergeben sich bei Zugabe der Silikonölanteile qÖl = {0, 10, 20, 30, 40} % im Herstellungspro-
zess sinkende initiale Schubmoduli gemäß Tab. 4.2. Für eine stochastische Mikrostruktur mit
q = 30% Partikelvolumengehalt und qÖl = 0% ergibt sich ein effektiver Schubmodul von
ca. 212 kPa. Im Vergleich zu den idealisierten Mikrostrukturen ist die mechanische Verstei-
fung durch Zugabe von Partikeln also stärker ausgeprägt. Die relative magnetisch induzierte
Steifigkeitsänderung Δ̄/̄0 nimmt auch für die statistisch-periodischen Zellen annähernd in-
direkt proportional mit ̄0 zu. Durch die Zugabe von Silikonöl im Herstellungsprozess lassen
sich die magneto-mechanischen Kopplungseigenschaften des Komposits also signifikant stei-
gern. Konkret folgt aus einer Senkung der mechanischen Steifigkeit um den Faktor Vier eine
Erhöhung des relativen MR-Effektes um das sechsfache.
Abhängigkeit von der Feldrichtung
In einem letzten Schritt ist schließlich auch die Abhängigkeit der magnetischen Schalteigen-
schaften von der Feldrichtung zu untersuchen. Wie zu erwarten, ist der MR-Effekt aufgrund
der isotropen Effektiv-Eigenschaften stochastischer Mikrostrukturen nur geringfügig rich-
tungsabhängig. Wie Abb. 5.9(d) zu entnehmen ist, zeigt sich allerdings eine schwache Aniso-
tropie in den feldabhängigen Schubkomponenten ̄1212 und ̄2112, welche aus der magnetisch
induzierten Vorzugsrichtung folgt. Da die stochastischen Mikrostrukturen im statistischen
Mittel in G1- und G2-Richtung annähernd gleiche Verteilungen aufweisen, gilt außerdem in
guter Näherung ̄ sto1221 (U + 90◦) ≈ ̄ sto2112 (U).
5.2 Hartmagnetische MRE
Im Gegensatz zu magnetisch weichen MRE führt die Verwendung von hartmagnetischen Füll-
stoffen wie NdFeB zu stark irreversiblem und pfadabhängigem Verhalten des Komposits. Bei-
spielsweise treten in experimentellen Untersuchungen starke Unterschiede in den m̄-h̄-Hyste-
resen hartmagnetischer MRE und denen des reinen NdFeB auf [72, 93, 156]. In Abb. 5.10 sind
exemplarisch die VSM-Messungen einer mechanisch steifen Probe auf Basis von Epoxidharz
aus Linke et al. [93] sowie die zweier MRE-Proben mit den effektiven -Moduli 2000 kPa und
250 kPa aus Kalina et al. [72] gegenübergestellt. Die in Abb. 5.10(a) dargestellte Hysterese
der Epoxidharz-Probe – in der lokale Bewegungen der Partikel nahezu vollständig behindert
sind – stimmt dabei im Wesentlichen mit dem typischen Magnetisierungsverhalten von Nd-
FeB überein, wobei für die nicht vorliegenden zweiten und dritten Hysterese-Schleifen kein
Unterschied zum ersten Zyklus zu erwarten ist. Im Vergleich dazu zeigen die MRE-Proben
deutlich schmaler ausgeprägte Hysteresen sowie eine zusätzliche Pfadabhängigkeit, die sich
in einer Abweichung zwischen dem ersten und den darauf folgenden Zyklen widerspiegelt,
vgl. Abb. 5.10(b) und (c).
Dieses Verhalten beruht im Wesentlichen auf magnetisch induzierten Rotationen der einge-
betteten NdFeB-Partikel, die durch die Invertierung des angelegten makroskopischen h̄-Feldes
ausgelöst werden [72, 156, 158, 163]. Aus energetischer Sicht ist die Umkehr der effektivenMa-
gnetisierungsrichtung durch Partikelrotationen innerhalb der elastomerenMatrix somit güns-
























































MRE: ̄퐸 ≈ 2MPa
Initialkurve Erster Zyklus Zweiter Zyklus Dritter Zyklus
(a) (b) (c)
Abb. 5.10: VSM-Messungen des effektiven Magnetisierungsverhaltens hartmagnetischer Kompositma-
terialien gefüllt mit NdFeB-Partikeln und verschiedenen Matrixmaterialien: (a) Probe mit
Epoxidharzmatrix und Füllgrad q = 28% sowie (b) und (c) MRE-Proben mitq = 40% Partikel-
volumengehalt und ̄ ≈ {2000, 250} kPa. Die Messdaten sind Linke et al. [93] sowie Kalina
et al. [72] entnommen.
die mechanischen Rückstellkräfte derMatrix zu überwinden sind, vgl. Kalina et al. [72].Theo-
retische Untersuchungen aus Sánchez et al. [158] sowie Vaganov et al. [163] belegen aller-
dings die zusätzliche Relevanz von irreversiblen Schädigungsprozessen an der Grenzfläche
bzw. innerhalb des Elastomers: Treten starke Rotationen auf, ist demnach eine vollständige
oder teilweise Ablösung der Polymerketten von den Partikeln zu erwarten.
5.2.1 Simulation magnetischer Hysteresen
Ausgehend von den vorgestellten experimentellenDaten soll im Folgenden eine Untersuchung
der magnetischen Materialantwort hartmagnetischer MRE auf Basis von numerischen Homo-
genisierungen mittels der Vektorpotential-Formulierung (3.9) erfolgen. Dabei wird das Ver-
halten der NdFeB-Partikel durch das in Abschnitt 5.2 vorgestellte Hysterese-Modell mit den
Parametern gemäß Tab. 4.4 beschrieben. Die zuvor angemerkten Schädigungseffekte von Ma-
trix und Grenzfläche werden in dieser Arbeit jedoch nicht berücksichtigt. Da sich die physi-
kalischen Prozesse somit nicht in voller Gänze abbilden lassen, soll ein magneto-elastisches
Modellsystem mit idealer Anbindung der Partikel betrachtet werden. Das mechanische Ver-
halten der elastischen Matrix wird dabei durch das neo-Hooke-Modell
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Da für das Nachfahren mehrerer Hysterese-Zyklen eine Vielzahl von Inkrementen notwen-
2Obwohl das an experimentelle Daten angepasste Ogden-Modell gemäß Abschnitt 4.2.2 das mechanische Verhal-
ten von Silikonelastomeren deutlich besser als das Neo-Hooke-Modell abbildet, ist unter der getroffenen Annahme
einer idealen Grenzschicht – also ohne Berücksichtigung von Schädigungseffekten – das neo-Hooke-Modell vor-
zuziehen. Dies ist darin begründet, dass das parametrisierte Modell die Partikel-Rotationen aufgrund des extremen
Anstiegs der Spannungs-Dehnungs-Kurve bei hohen Streckungen zu sehr behindert, vgl. Abb. 4.5.
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dig ist, wird die Partikelanzahl im Vergleich zu den weichmagnetischen MRE deutlich redu-
ziert. Insgesamt seien daher zehn monodisperse RVE mit q = 40 %, Amin = 1,153 und jeweils
# P = 80 statistisch verteilten Einschlüssen betrachtet, s. Abb. 5.11(a). Dabei ist anzumerken,
dass sich die Repräsentativität statistisch-periodischer Zellen im Bezug auf dieMagnetisierung
m̄ deutlich früher einstellt als hinsichtlich der Spannung σ̄, und diese RVE-Größe hier somit
ausreichend ist, vgl. Danas [24] und Abb. 5.2. Gemäß Abb. 5.4 ist die Streuung der effektiven
Materialantwort für den betrachteten Volumengehalt von 40 % außerdem deutlich geringer als
für 10 %.
Vorhersage der idealisierten FE-Simulation
Exemplarisch seien zwei MRE mit den Matrix-Steifigkeiten  = {200, 300} kPa und a = 0,49
sowie eine Referenz auf Basis von Epoxidharz mit  = 3000MPa und a = 0,4 betrachtet. Wie
in den experimentellen Untersuchungen gemäß Abb. 5.10 wird den RVE ein zyklisches H̄-Feld
in G1-Richtung aufgeprägt, wobei für die effektive Deformation F̄ = I gelte. Insgesamt werden
zur Analyse der Systeme volle fünf Hysterese-Zyklen simuliert. Zur Reduktion der Inkrement-




























































Abb. 5.11: Simulation hartmagnetischer Kompositmaterialien gefüllt mit NdFeB-Partikeln und verschie-
denen Matrixmaterialien: (a) RVE mit 80 Partikeln und einem Füllgrad von q = 40% sowie
(b) – (c) homogenisiertes Magnetisierungsverhalten für -Moduli von 3000MPa, 200 kPa und
300 kPa. Dargestellt ist der Mittelwert 〈<̄1〉10 aus jeweils 10 Einzelsimulationen.
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ellen Inkrement C= nach 10 Iterationen keine Konvergenz ein, so erfolgt in diesem Verfahren
eine Halbierung des Zeitschrittes ΔC . Kann die Lösung des Inkrementes dagegen in weniger
als 4 Iterationen erfolgen, so ist der Zeitschritt ΔC wieder zu verdoppeln. Zur statistischen Ab-
sicherung der Ergebnisse werden die betrachteten zeitlichen Verläufe der effektiven magne-
tischen Feldgrößen gemittelt. Um diese Auswertung trotz der unterschiedlichen Zeitschritte
der einzelnen Simulationen vornehmen zu können, erfolgt vorab eine Spline-Interpolation, s.
Gleichung (4.4). Die simulierten m̄-h̄-Kurven der RVE sind in Abb. 5.11(b) – (d) dargestellt.
Aufgetragen ist jeweils der Mittelwert 〈<̄1〉10, wobei das zugehörige 95 %-Vertrauensintervall
nach Gleichung (5.3)2 mit einem Maximalwert von ±0,0152 "̄S für alle Steifigkeiten sehr ge-
ring ist.
Für das Komposit auf Basis von Epoxidharz zeigt sich eine zu den Messergebnissen nach Abb.
5.11(a) äquivalente Kurve.Wie zu erwarten, sind die Partikel aufgrund der verhältnismäßig ho-
hen Steifigkeit der umgebenden Matrix nahezu fixiert, sodass Rotationen hier nicht auftreten
und erster bis fünfter Hysterese-Zyklus übereinstimmen. Im Gegensatz dazu stellen sich bei
den MRE deutliche Unterschiede in den m̄-h̄-Kurven ein. So zeigt die fünfte Hysterese für bei-
de betrachteten -Moduli deutlich geringere Koerzitivfeldstärken als der steifere Epoxidharz-
Verbund. Für  = 200 kPa ist dabei bereits ein stationärer Zustand des Systems erreicht, d. h. es
tritt kein merklicher Unterschied mehr zur vorherigen Hysterese auf. Es zeigt sich weiterhin
eine deutliche Abhängigkeit der Hysteresenform von der Anzahl der zuvor durchlaufenen Zy-
klen. Zwar sind diese Unterschiede in der Simulation wesentlich stärker ausgeprägt als es die
experimentellen Daten aus Abb. 5.10(b) und (c) belegen, aber ein qualitativ ähnliches Verhalten
lässt sich offensichtlich grundsätzlich abbilden.
Mikroskopische Analyse
Wie bereits erwähnt, resultiert die Charakteristik der effektiven magnetischen Materialant-
wort auf Partikelrotationen innerhalb der Mikrostruktur. Für die durchgeführten Simulatio-
nen soll daher im Folgenden eine konkrete Analyse dieser lokalen Prozesse stattfinden. Um
Änderungen der Magnetisierung einzelner Einschlüsse verfolgen zu können, erfolgt die Auf-
zeichnung der Rotationswinkel \PU und \<
P





m dE ∀U ∈ {1, 2, · · · , 80} (5.17)
exemplarisch für eine FE-Simulationmit = 200 kPa. Die entsprechendenVerläufe von\P,\<P
und |mP | innerhalb der ersten zweieinhalb Hysterese-Zyklen mit den Periodendauern ) sind
für einen ausgewählten Partikel in Abb. 5.12(a) und (c) dargestellt. Zur Veranschaulichung ist
weiterhin der aktuelle Zustand des betrachteten Einschlusses zu jeder viertel Periode in Abb.
5.12(b) schematisch dargestellt.
Einzelpartikel
Zu Beginn der ersten Periode ist der Partikel mit etwa 76 % der Sättigung "SP in G1-Richtung
magnetisiert. Da zum Erreichen der vollständigen Sättigung bei NdFeB deutlich höhere Induk-
tions-Felder notwendig sind, wird dieser Wert im weiteren Lastverlauf auch nicht überschrit-
ten, vgl. Abb. 4.10(a). Ausgehend vom Remanenz-Punkt bei C/) = 0,25, wo die effektive In-
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Abb. 5.12: Simulierte Rotation eines einzelnen NdFeB-Partikels innerhalb der ersten zweieinhalb
Hysterese-Zyklenmit den Periodendauern) für eineMatrix-Steifigkeit von 200 kPa: (a) Rota-
tionswinkel \P des Partikels und Winkel \<
P
des zugehörigen magnetischen Momentes m̄P,
(b) schematische Darstellung des Partikel-Zustandes sowie (c) Betrag |m̄P | normiert auf den
Partikel-Sättigunswert"SP .
duktion b̄ verschwindet, weist der Partikel ein bleibendes magnetisches Moment in die hori-
zontale Richtung auf. Wenn nun das b̄-Feld in die entgegengesetzter Richtung erhöht wird,
ergibt sich aus der ponderomotorischen Momentendichte cpon gemäß Gleichung (2.26)2 ein
resultierendes Drehmoment. Dieses führt zu einer leichten Rotationsbewegung des Partikels
nach der Hälfte der ersten Periode. Dabei ist anzumerken, dass die initiale Drehbewegung
des Einschlusses aus Inhomogenitäten in den lokalen magnetischen Feldern resultiert. Da die
magnetisch induzierte Bewegung durch das Rückstell-Moment der elastomeren Matrix behin-
dert ist undmP nahezu kollinear zu b̄ ist, tritt vorerst nur eine leichte Rotation von ca. 2,5◦ auf.
Der Großteil der Invertierung der Magnetisierung des Partikels erfolgt also durch Domänen-
Umwandlungs-Prozesse.
Wenn das effektive b̄-Feld dann in der zweitenHälfte des ersten Zyklus erneut auf Null zurück-
gefahren wird, verschwindet das resultierende Drehmoment bei C/) = 0,75 erneut. Aufgrund
des Gleichgewichts von elastischem Rückstellmoment und magnetischem Drehmoment geht
somit auch die Partikelrotation \P auf Null zurück und das magnetische Moment mP dreht
sich dadurch in mathematisch negativer Richtung. Aus energetischer Sicht wird also die in
der umgebenden Matrix gespeicherte Verzerrungsenergie frei, die zu einer inversen Rotation
des Partikels führt. Wenn das effektive b̄-Feld danach wieder auf den Maximalwert in positi-
ver G1-Richtung erhöht wird, ergibt sich aus der Abweichung von e1 := b̄ |b̄ |−1 bezüglich der
Magnetisierungs-Richtung erneut ein Drehmoment. Da die Richtungen e< := mP |mP |−1 und
e1 in diesem Systemzustand deutlicher voneinander abweichen, führt dies nun zu einer stär-
keren Rotation von ca. 23◦ in mathematisch negativer Richtung, vgl. Abb. 5.12(b). Dabei sinkt
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Abb. 5.13: Rotationen der Partikel eines RVE mit insgesamt 80 hartmagnetischen Einschlüssen: (a) Ro-
tationswinkel \P innerhalb von fünf Hysterese-Zyklen sowie (b) – (d) 12-Koordinate des
Deformationsgradienten dargestellt auf der deformierten Konfiguration zu den Zeitpunkten
C/) = {1, 3/2, 2}.
der Betrag |mP | zwischen C/) = 0,75 und 1 nicht mehr auf null ab, da infolge der Rotation ein
Anteil in G2-Richtung verbleibt.
In den folgenden Perioden wiederholen sich die beschriebenen Prozesse, jedoch verstärkt sich
die Drehbewegung mit jeder Feldumkehr, bis infolge der Beschränkung durch die elastische
Rückstellwirkung der Matrix ein stationärer Zyklus erreicht ist. Zusammenfassend resultie-
ren die auftretenden Effekte somit aus einem magnetisch induzierten Drehmoment sowie der
Speicherung und dem anschließenden Freiwerden von elastischer Verzerrungsenergie. In dem
betrachteten System treten dabei zusätzlich auch Domänen-Umwandlungs-Prozesse inner-
halb der Partikel auf. Das Zusammenwirken der beschriebenen Effekte in einer mechanisch
weichen Probe ermöglicht im Vergleich zu einer steifen Probe die schnellere Invertierung des
Magnetisierungszustandes der NdFeB-Partikel und führt zu den in der Simulation auftreten-
den schmaleren Hysteresen.
Mittels der vorgestellten idealisierten Modellierung lässt sich somit das experimentell beob-
achtete Verhalten bereits nachvollziehen. Wie zuvor erwähnt, ist es jedoch notwendig Schä-
digungseffekte der Grenzschicht zwischen Partikeln und Matrix zu betrachten, um die auftre-
tenden physikalischen Prozesse vollständig zu erfassen.
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Gesamte Partikel eines RVE
Nach der Betrachtung eines einzelnen Einschlusses soll nun die Analyse des RVE als Gesamt-
system folgen. In diesem resultiert die initiale Rotationsrichtung der einzelnen Partikel aus
lokalen magnetischen Interaktionen mit den benachbarten Einschlüssen und dem Deformati-
onszustand der elastomeren Matrix. Gemäß der in Abb. 5.13(a) dargestellten Rotationswinkel
\P der insgesamt 80 Partikel eines RVE mit  = 200 kPa, treten also sowohl Drehungen in
die mathematisch positive als auch in die negative Richtung auf. Zur Veranschaulichung ist
die 12-Koordinate des zugehörigen RVE in Abb. 5.13(b) – (d) für C/) = {1, 3/2, 2} darge-
stellt. Da innerhalb der Partikel F = R gilt, stellt diese Koordinate mit '12 = sin(\P) somit
ein Maß für den vorliegenden Rotationswinkel dar. Es zeigt sich weiterhin, dass die maximal
auftretenden Winkel innerhalb der ersten Periode deutlich schwanken. Erst nach Abschluss
des dritten Hysterese-Zyklus erreichen nahezu alle Partikel die jeweils maximale Verdrehung,
sodass sich dann ein stationärer Zyklus einstellt. Somit lässt sich auch das Erreichen der sta-
tionären Hysterese nach drei durchlaufenen Perioden in der Simulation erklären, vgl. Abb.
5.11(c).
5.2.2 Simulation mechanischer Hysteresen
Um neben der magnetischen Materialantwort auch das effektive mechanische Verhalten zu
analysieren, sei bei den zuvor betrachteten RVE ein alternierendes H̄-Feld in 45◦-Richtung zur
G1-Achse aufgebracht, vgl. Abb. 5.14(a). Für die -Moduli gilt dabei erneut  = {200, 300} kPa
und die effektive Deformation ist zu F̄ = I festgelegt.
Analyse einer RVE-Geometrie
Die simuliertenmechanischen Schubspannungen f̄12 und f̄21 einer ausgewählten RVE-Geome-
trie sind für die betrachteten Steifigkeiten in Abb. 5.14(b) und (c) aufgetragen. Demnach zei-
gen beide MRE im ersten Zyklus eine Schmetterlingskurve ähnlich zu Piezokeramiken oder
piezomagnetischen Materialien. Dabei ist der mechanische Spannungstensor vorerst nahezu




































Abb. 5.14: Simulation der Spannungsantwort hartmagnetischer MRE: (a) simuliertes RVE mit Richtung




Für das MRE mit  = 200 kPa stellt sich bereits im zweiten Zyklus eine deutliche Abwei-
chung von der initialen Schmetterlingskurve ein. Weiterhin zeigt die homogenisierte Mate-
rialantwort eine stark unsymmetrische Spannung auf. Wie bereits bei den Magnetisierungs-
Hysteresen stellt sich dieses Verhalten infolge der lokalen Partikelrotationen innerhalb des
RVE ein. Da sowohl Rotationen in die mathematisch positive als auch negative Richtung auf-
treten und diese nicht im Gleichgewicht stehen, tritt ein resultierendes magnetisches Dreh-
moment auf, das zu dem unsymmetrischen mechanischen Spannungstensor führt. Weiter-
hin sind auch hier die bereits in der magnetischen Materialantwort beobachteten schmaleren
Hysteresen erkennbar. Diese Effekte nehmen daher mit der Steigerung lokaler Rotationen der
NdFeB-Einschlüsse zu, s. Abb. 5.13(a). Bei dem steiferenMREmit  = 300 kPa werden die stark
nichtlinearen Effekte durch das verzögerte Einsetzen der Partikelrotationen erst etwas später
dominant, vgl. Abb. 5.14(c). Insgesamt treten allerdings höhere Spannungswerte auf.
Vergleich verschiedener RVE-Geometrien
Abschließend sei exemplarisch die effektive Schubspannung f̄12 von vier äquivalenten RVE
mit einem -Modul von 300 kPa über insgesamt sechs Perioden verglichen. Die in Abb. 5.15
dargestellten Simulationsergebnisse belegen eine geringe Streuung der Materialantwort bis
zum Ende der ersten beiden Perioden. Mit Einsetzen der lokalen Rotationen von eingebette-
ten NdFeB-Partikeln kommt es jedoch im Gegensatz zur magnetischen Materialantwort zu
deutlichen Abweichungen der Spannungsverläufe. Demnach tritt offenbar der Verlust einer
systematischen Materialantwort bezüglich der mechanischen Spannungen auf.













RVE 1 RVE 2 RVE 3 RVE 4
Abb. 5.15: Vergleich der Schubspannung f̄12 vier hartmagnetischer RVE unter einem H̄-Feld in 45◦-
Richtung für 6 Hysterese-Zyklen. Die Matrix-Steifigkeit beträgt  = 300 kPa.
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6 Makroskopische Materialmodellierung
Im vorherigen Kapitel ist aufgezeigt, dass sich durch die Anwendung der numerischen Homo-
genisierung das effektive Verhalten von hart- und weichmagnetischen MRE qualitativ abbil-
den lässt. Dabei werden die makroskopischen Felder, d. h. F̄ und N̄ bzw. H̄, in der Umgebung
eines fiktiven makroskopischen Punktes vorgegeben und dem RVE aufgeprägt. Somit findet
bei dieser Methodik keinerlei Berücksichtigung der makroskopischen Geometrie statt. Dieser
hat allerdings einen erheblichen Einfluss auf die magneto-mechanische Charakteristik von
Proben und Bauteilen [74, 81, 88]. Um also neben mikrostrukturellen Effekten auch Formein-
flüsse erfassen zu können, soll in diesem Kapitel die Entwicklung und Parametrisierung eines
makroskopischen Materialmodells für weichmagnetische, elastische MRE mit stochastischer
Partikelverteilung erfolgen.
In der Literatur sind zahlreiche isotrope, magneto-elastische Modelle zur Beschreibung von
MRE zu finden. Die erste Gruppe dieser Modelle stellt Ansätze dar, welche ausgehend von
makroskopischen Versuchen entwickelt oder anhand dieser motiviert sind, bspw. Abali &
Queiruga [1], Bustamante et al. [15], Dorfmann & Ogden [31, 32], Kankanala & Trian-
tafyllidis [77], Psarra et al. [130] oder Salas & Bustamante [140]. Wie bereits in Kapitel 1
angemerkt, geht die Modellkalibrierung mittels makroskopischer Experimente jedoch mit ei-
nem entscheidenden Nachteil einher: Die magnetisch induzierte mechanische Feldverteilung
im MRE weist unabhängig von der Probengeometrie starke Inhomogenitäten auf [43, 73, 81,
88]. Somit enthält das parametrisierte Modell unter den zumeist getroffenen vereinfachenden
Annahmen stets den Einfluss der Probengeometrie und beschreibt nicht das reine konstitutive
Verhalten des Materials.
Diese Problematik umgeht die zweite Gruppe von Modellen, welche auf homogenisierten Da-
ten beruhen und sich somit ohne Einfluss der Probengeometrie kalibrieren lassen. Als Vertreter
auf der Basis analytischer Homogenisierungsmethoden sind hier die Arbeiten Lefèvre et al.
[88] und Mukherjee et al. [115] zu nennen. Diese erlauben lediglich eine akkurate Beschrei-
bung bis q ≈ 20% Partikelvolumengehalt [115]. In dieser Arbeit soll daher die in Kalina et al.
[74] vorgestellte Methodik, welche eine numerische Homogenisierung gemäß Abschnitt 2.2
zugrunde legt, Anwendung finden. Als weiterer Vorteil der aufgeführten Modelle ist die me-
thodisch bedingte Kenntnis über die kompletten Komponenten von F̄ und N̄ sowie effektiver
Magnetisierungs- und Spannungsantwort zu nennen. Das zu entwickelnde Materialmodell er-
möglicht durch Einbindung in makroskopische Simulationen das effiziente entkoppelte Mul-
tiskalenschema [159] gemäß 2.2, welches die implizite Berücksichtigung mikrostruktureller
Effekte ermöglicht, s. Kapitel 7.
6.1 Generierung der Datenbasis
Für die Modellentwicklung und Parametrisierung ist die Generierung einer geeigneten Daten-
basis notwendig. Dabei ist zu beachten, dass ein breites Spektrum von Lastmoden abzudecken
ist, um eine sinnvolle Modellkalibrierung für die spätere Anwendung in makroskopischen
FE-Simulationen sicherzustellen. Der Modellierungsansatz ist hier für zweidimensionale, mo-
nodisperse MRE mit den Partikelvolumengehalten q = {10, 15, 20, 25, 30, 35, 40} % realisiert.
Zur statistischen Absicherung kommen gemäß der Untersuchung in Abschnitt 5.1.1 jeweils 10
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RVE a 400 Einschlüsse in den Simulationen zum Einsatz, wobei für den Minimalabstand der
Einschlüsse erneut Amin = 1,13 gilt. Die konstitutiven Eigenschaften der elastomeren Matrix
und der eingebetteten Carbonyleisen-Partikel sind den Tabellen 4.2 und 4.3 zu entnehmen.
Zur Reduktion des numerischen Aufwandes wird in den folgenden Simulationen lediglich das
Elastomer mit qÖl = 40% Silikonölgehalt verwendet, da sich mit diesem nach Abb. 5.9(c) die
maximalen Kopplungseffekte erzielen lassen. Der initiale -Modul des Matrixmaterials liegt
damit bei ca. 75 kPa.
Als Datenbasis fungieren insgesamt vier mechanische (M1 – M4) und 10 gekoppelte magneto-
mechanische Lastfälle (MM1 – MM10) gemäß Tab. 6.1. Eine gewisse Schwierigkeit stellt hier
die Behandlung des quasi-inkompressiblen Verhaltens der elastomeren Matrix dar. Um für
diemagneto-mechanischen Lastfälle physikalisch sinnvolle Deformationsmoden aufzuprägen,
wird bei auftretender Zugdeformation jeweils eine rein mechanische Simulation mit freier
Kontraktion quer zur aufgebrachten Streckung _̄ durchgeführt und die Streckung _̄⊥ = 5 (_̄)
abgespeichert. Somit lässt sich dann in den gekoppelten Homogenisierungs-Lastfällen ̄; in-
krementweise vorschreiben. Die entsprechende schematische Darstellung von effektiver De-
formation und Feldrichtung ist in Abb. 6.1 exemplarisch für ein RVE mit q = 30% zu finden.
Für jeden Volumengehalt ergeben sich mit der Anzahl von jeweils 10 RVE in Summe 180 Ein-
zelsimulationen.
Tab. 6.1: Simulierte rein mechanische Lastfälle M1 – M4 und magneto-mechanische Lastmoden MM1
– MM10. Die Aufbringung von effektiver Deformation F̄ und N̄ -Feld erfolgt simultan, wobei
maximal aufgeprägte Streckung _̄ und Scherdeformation W̄ für die jeweiligen Volumengehalte
q spezifiziert sind. Für das angelegte magnetische Feld gilt |N̄max | = 1500 kAm−1.











10%, 15% 1,02 1,05 1,08 0,04 0,08 0,12
20%, 25% 1,04 1,08 1,12 0,04 0,08 0,12
30%, 35%, 40% 1,05 1,10 1,15 0,05 0,10 0,15
Lastfall ̄11 ̄12 ̄21 ̄22 %̄11/kPa %̄22/kPa Kalibrierung Validierung
M1 − 0 0 _̄iii 0 − 3 7
M2 − 0 0 1 − _̄ii 0 − 3 7
M3 1 0 W̄iii 1 − − 3 7
M4 − 0 W̄iii _̄iii 0 − 7 3
Lastfall ̄11 ̄12 ̄21 ̄22 ^(K1,N̄ ) Kalibrierung Validierung
MM1 1 0 0 1 0◦ 3 7
MM2 5 (_̄i) 0 0 _̄i 0◦ 3 7
MM3 1 0 W̄ii 1 0◦ 3 7
MM4 1 0 W̄ii 1 45◦ 3 7
MM5 5 (_̄ii) 0 0 _̄ii 90◦ 3 7
MM6 5 (_̄ii) 0 W̄ii _̄ii 45◦ 3 7
MM7 5 (_̄i) 0 W̄i _̄i 0◦ 7 3
MM8 5 (_̄ii) 0 W̄ii _̄ii −67,5◦ 7 3
MM9 5 (_̄iii) 0 0 _̄iii 90◦ 7 3




















Abb. 6.1: Schematische Darstellung der Simulationen zur Anpassung des makroskopischen Material-
modells für ein RVE mit q = 30% Partikelvolumengehalt: (a) Lastfälle zur Parametrisierung
und (b) Lastfälle zur Validierung. M1 – M4 bezeichnen rein mechanische Lastfälle und MM1
– MM10 kennzeichnen magneto-mechanische Lastmoden, wobei Deformation F̄ und N̄ -Feld
simultan aufgebracht sind. Die gestrichelte Linie kennzeichnet jeweils die Ausgangskonfigu-
ration des RVE.
Innerhalb der magneto-mechanischen Lastfälle sind die effektive magnetische Feldstärke N̄
und der Deformationsgradient F̄ simultan aufgebracht. Dabei liegt das maximale Feld bei
|N̄max | = 1500 kAm−1. Da mit steigendem Partikelvolumengehalt höhere magnetisch indu-
zierte Dehnungen zu erwarten sind, soll außerdem die maximal aufgebrachte Deformation
abhängig von q variiert werden, vgl. Tab. 6.1. Somit lässt sich eine bessere Anpassung der
kalibrierten Modelle auf die makroskopisch auftretenden Lastzustände erreichen.
6.2 Modellformulierung
Es ist nun ein geeignetes makroskopisches Modell zu formulieren, das die Beschreibung des
effektiven Verhaltens der analysierten Mikrostrukturen mit ausreichender Güte ermöglicht.
Dabei sei angemerkt, dass sich das aus den mikroskopischen Partikel-Matrix-Interaktionen
resultierende Verhalten quasi unmöglich in voller Gänze nachbilden lässt. Werden eine idea-
le Skalenseparation sowie vernachlässigbare Diskretisierungsfehler angenommen, stellt ein
Makromodell also im Vergleich zu einem voll gekoppelten Multiskalenschema [80, 81, 136]
lediglich eine Approximation dar.
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6.2 Modellformulierung
6.2.1 Struktur makroskopischer Modelle
Da im Folgenden ausschließlich weichmagnetische MRE mit ideal-elastischer Matrix betrach-
tet werden, ist das Verhalten vollständig durch C̄ und H̄ bzw. N̄ beschreibbar. Mit der in den
Abschnitten 2.1.3 und 2.1.4 diskutierten Zerlegung der erweiterten Energiedichten Ω̄ bzw. Ω̄∗
in materialabhängigen Anteil und materialunabhängigen Freifeldterm gilt folglich
Ω̄(C̄,H̄) := Ψ̄(C̄,H̄) + 1
2`0
̄−1C̄ : (H̄ ⊗ H̄) bzw. (6.1)
Ω̄∗ (C̄,N̄ ) := Ψ̄∗ (C̄,N̄ ) − `0
2
̄ C̄−1 : (N̄ ⊗ N̄ ) . (6.2)
An dieser Stelle sei nun die weitere Diskussion, also die Ausarbeitung und Parametrisierung
desModells, auf die C̄-N̄ -Formulierung beschränkt. Diese lässt sichmittels der Skalarpotential-
Formulierung nach Gleichung (3.17) in eine FE-Umgebung einbinden und bietet daher den
Vorteil, deutlich leichter auf den dreidimensionalen Fall erweiterbar zu sein.
Zur systematischen Entwicklung eines magneto-elastischenMakromodells ist es zweckmäßig,
den materialabhängigen Anteil Ψ̄∗ weiter zu untergliedern. Dabei lässt sich ohne Einschrän-
kung der Allgemeinheit eine Unterteilung in mechanischen, magnetischen sowie gekoppelten
Anteil vornehmen. Für die erweiterte Energie folgt damit der Ansatz
Ω̄∗ (C̄,N̄ ) := Ψ̄∗mech (C̄) + Ψ̄∗Kopp(C̄, N̄ ) + Ψ̄∗mag (N̄ ) + Ω̄∗frei (C̄, N̄ ) . (6.3)
Analyse der Datenbasis















Kopp + b̄mag + b̄ frei (6.5)
für die Anteile der Totalspannung und der magnetischen Induktion ableiten. Die in (6.4) sowie








und b̄ frei = `0h̄ (6.6)
festgeschrieben.Weiterhin soll der Spannungsanteil σ̄mech das reinmechanische Verhalten des
Komposits erfassen. Somit lassen sich aus einem Vergleich der in Abschnitt 2.1.3 eingeführten
Cauchy-Totalspannung σ̄tot := σ̄ + σ̄pon in der Form
σ̄tot = σ̄ + `0m̄ ⊗ h̄ +
1
2
`0 (m̄ · m̄)i + `0
[









































Abb. 6.2: Homogenisiertes Magnetisierungsverhalten eines isotropen MRE mit q = 30% Partikelvo-
lumengehalt: (a) Magnetisierungskurve für verschiedene Deformationszustände und (b) Ab-
weichung der Magnetisierungsrichtung ē< = m̄ |m̄ |−1 von der Richtung des lokalen h̄-Feldes
ēℎ = h̄|h̄|−1 für den Lastfall MM10. Dargestellt ist das arithmetische Mittel 〈(•)〉10 für jeweils
10 RVE
und der Verknüpfungsgleichung (2.16) die Anteile σ̄Kopp, b̄Kopp und b̄mag durch
σ̄Kopp = σ̄ − σ̄mech + `0m̄ ⊗ h̄ +
1
2
`0 (m̄ · m̄)i und m̄ =
1
`0
(b̄Kopp + b̄mag) (6.8)
identifizieren.1 Die Struktur der Energieansätze ist mit Kenntnis von (6.8) derart zu wählen,
dass die einzelnenAnteile akkurat abbildbar sind. Dabei ist insbesondere die Nichtlinearität in-
folge des charakteristischen Sättigungsverhaltens der magnetisierbaren Partikel zu beachten.
Vor der Modellbildung ist es daher zweckmäßig, die jeweiligen magnetischen und mechani-
schen Terme genauer anhand der vorhandenen Datenbasis zu untersuchen. Exemplarisch soll
dies nun für ein MRE mit q = 30% Partikelvolumengehalt geschehen.
Wie auch das Magnetisierungsverhalten der Partikel, weist die effektive magnetische Materi-
alantwort des Komposits eine signifikant nichtlineare m̄-h̄-Kurve auf. Nach dem initial linea-
ren Verlauf tritt die typische Sättigung auf, wobei sich die effektive Sättigungsmagnetisierung
"̄S = q"S direkt aus dem entsprechenden Materialparameter der Partikel und dem Volumen-
gehalt q bestimmen lässt [24].2 Interessant ist nun, dass der Einfluss des makroskopischen
Deformationszustandes auf den Verlauf des Betrags der Magnetisierungskurve |m̄(h̄,F̄) | nur
sehr klein ist, sofern diese durch das aktuelle h̄-Feld beschrieben wird, vgl. Abb. 6.2(a). Dieses
Ergebnis stimmt mit den experimentellen Untersuchungen aus Danas et al. [25] sowie den
Simulationen aus Danas [24] oder Metsch et al. [104] überein. Der vergrößerte Bereich im
Diagramm zeigt allerdings eine, wenn auch nur sehr gering ausgeprägte, Abweichung der je-
weiligen Kurven. So liegt die Magnetisierungskurve für F̄ = I über deren für Stauchung bzw.
Streckung in Feldrichtung. Gemäß Abb. 6.2(b) ist weiterhin eine deformationsabhängige Ab-
weichung der Magnetisierungsrichtung ē< = m̄ |m̄ |−1 von der Richtung des lokalen h̄-Feldes
ēℎ = h̄|h̄|−1 unter Scherung zu beobachten. Beide Effekte resultieren aus der mechanisch indu-
1Gleichung (6.7) ergibt sich aus der Definition der ponderomotorischen Spannung nach (2.27) und einer Umfor-
mung mit der Verknüpfungsgleichung (2.16), also b̄ = `0 (h̄ + m̄) .
2Die Magnetisierung der eingebetteten Carbonyleisen-Partikel ist aufgrund ihrer zugrunde liegenden Domänen-
struktur auf die Sättigungsmagnetisierung beschränkt [79]. Da die annähernd nicht-magnetisierbareMatrixmit `r = 1
abgebildet wird, kann die effektive Magnetisierung den Wert q"S nicht überschreiten.
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Abb. 6.3: Homogenisierte Spannungsanteile eines isotropen MRE mit q = 30% Partikelvolumenge-
halt für den Lastfall MM8: (a) symmetrischer Kopplungsanteil σ̄Kopp, (b) Aktuationsspannung
σ̄Akt := σ̄− σ̄mech und (c) deformiertes RVE mit Richtung des effektiven N̄ -Feldes. Dargestellt
ist das arithmetische Mittel für jeweils 10 RVE.
zierten räumlichen Anisotropie infolge von Umstrukturierungen der Partikel auf mikroskopi-
scher Ebene.
Bei Betrachtung des Kopplungsanteils σ̄Kopp der Cauchy-Spannung ist, ebensowie bei derMa-
gnetisierung, zwischen dem Initial- und dem Sättigungsbereich zu unterscheiden. Anfänglich
treten in allen Komponenten quadratische Verläufe auf, welche infolge der Sättigung langsam
abflachen, vgl. Abb. 6.3(a). Dominant ist dabei der Term `0m̄ ⊗ h̄, der nach dem Einsättigen
von m̄ in einen linearen Bereich übergeht. Wird außerdem `0m̄⊗ h̄+1/2`0 (m̄ · m̄)i abgezogen,
zeigt sich der für MRE charakteristische S-Schlag im verbleibenden Anteil von σ̄Kopp gemäß
Gleichung (6.8), also der magnetisch induzierten Aktuationsspannung σ̄Akt := σ̄ − σ̄mech. Die
erkennbare Unsymmetrie dieser Spannung lässt sich auf die zuvor diskutierte Abweichung
der Richtungen ēℎ und ē< zurückführen.
Satz von Invarianten für Isotropie
Aufgrund der angenommenen materiellen Isotropie lässt sich die Formulierung weiter spezi-
fizieren, da in diesem Fall
Ψ̄∗ (C̄, N̄ ) = Ψ̄∗ (Q̄ · C̄ · Q̄T, Q̄ · N̄ ) ∀Q̄ ∈ Q (6.9)
für die Energiedichte gilt. Hier kennzeichnet Q den Raum der eigentlich orthogonalen Ten-
soren gemäß Gleichung (2.44)2. Wird die Beziehung (6.9) vorausgesetzt, so lässt sich die freie
Helmholtzsche Energiedichte in Abhängigkeit von sechs Invarianten darstellen [30], wobei
unendlich viele Sätze irreduzibler Invarianten existieren. In dieser Arbeit werden
̄ iso1 := ̄




tr2 C̄ − tr(C̄2)
]
und ̄3 := ̄ 2 sowie (6.10a)
̄4 := |N̄ |2 , ̄5 := N̄ · C̄−1 · N̄ und ̄6 := N̄ · C̄−2 · N̄ (6.10b)
gewählt. Es sei darauf hingewiesen, dass in vielen Modellen statt ̄5 und ̄6 die Invarianten
̄ ∗5 := N̄ · C̄ · N sowie ̄ ∗6 := N̄ · C̄2 · N verwendet werden, bspw. Bustamante et al. [15],
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Dorfmann & Ogden [32] oder Salas & Bustamante [140]. Die unterschiedlichen Sätze von
Invarianten lassen sich allerdings mittels des Cayley-Hamilton-Theorems ineinander über-
führen.3 Ein Vorteil der gewählten Invarianten gemäß Gleichung (6.10b) besteht darin, dass
diese – ausgedrückt durch Tensorgrößen der Momentankonfiguration – als ̄5 = |h̄|2 und
̄6 = h̄ · c̄−1 · h̄ gegeben sind. Mittels ̄5 lässt sich somit das Magnetisierungsverhalten gemäß
Abb. 6.2(a) sehr gut modellieren.
6.2.2 Nichtlinear-magnetisches Modell
Energiedichte, Spannungen und Magnetisierung
Wie bereits erwähnt, muss das Verhalten des MRE in Abwesenheit makroskopischer Ma-
gnetfelder durch den mechanischen Anteil Ψ̄∗mech abgebildet werden. Um den nichtlinearen
Spannungs-Dehnungs-Verlauf akkurat zu beschreiben, wird für diesen Summanden der freien
Energie das bereits auf mikroskopischer Ebene verwendete Ogden-Modell gewählt. Demnach
sind die drei mechanischen Invarianten gemäß (6.10a) durch die Hauptstreckungen _̄U zu er-
setzen, d. h.









































− 3ª®¬ +  4
(
̄ 2 − ln ̄ 2 − 1
)
(6.12)
gegeben [120], wobei für die Abbildung der Spannungen σ̄ innerhalb eines Deformationsbe-
reiches von 0,9 ≤ _̄ ≤ 1,15 der Streckungen bereits # = 1 Glied ausreicht, s. Abschnitt 6.3.
Unter Beachtung des zuvor analysierten Verhaltens, sind nun funktionale Zusammenhänge
für die Energieanteile Ψ̄∗Kopp und Ψ̄∗mag zu wählen. Dabei ist insbesondere die zuvor disku-


































3Das Cayley-Hamilton-Theorem besagt, dass ein Tensor 2. Stufe stets seine eigene Eigenwertgleichung erfüllt,
z. B. gilt für den rechten Cauchy-Green-Deformationstensor C̄3 − ̄1C̄2 + ̄2C̄ − ̄3I = 0. Somit folgt für die Inverse
von C̄ der Zusammenhang C̄−1 = ̄−13 (C̄2 − ̄1C̄ + ̄2I) , sodass
̄5 = ̄
−1
3 (̄ ∗6 − ̄1 ̄ ∗5 + ̄2 ̄4) und
̄6 = ̄
−1




als besonders geeignet herauskristallisiert. Die Wahl der einzelnen Terme wird im Folgenden
begründet. Zur besseren Referenzierung seien die drei Summanden des Kopplungsanteils in





Der erste Term in Ψ∗Kopp bildet im Wesentlichen das Magnetisierungsverhalten des MRE ab.











sowie σ̄Kopp1 = `0m̄
Kopp
1 ⊗ h̄ . (6.14)
Interessant ist, dass sich die effektive Magnetisierung nicht durch die für die Carbonyleisen-
Partikel gewählte Langevin-Funktion beschreiben lässt, sondern deutlich besser mittels der
tanh-Funktion abbildbar ist. Eine solche Abweichung von mikroskopischer und makroskopi-
scher Magnetisierungsfunktion ist ebenfalls in Mukherjee et al. [115] beschrieben. Der zweite
und dritte Summand Ψ̄∗Kopp2 + Ψ̄
∗Kopp
3 sind dafür zuständig, die magnetisch induzierte Aktuati-
ons-Spannung σ̄Akt sowie den Term 1/2`0 (m̄ · m̄)i zu erfassen. Eine partielle Ableitung nach
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Der zweite Summand in (6.15b) stellt dabei einen Störanteil dar, der zu Lasten des volumetri-
schen Terms in das Modell eingebracht wird. Da für die betrachteten quasi-inkompressiblen
MRE allerdings ̄ ≈ 1 gilt, fällt der Einfluss vernachlässigbar klein aus. Schließlich folgen aus




c̄−1 · h̄ , (6.16a)
m̄Kopp3 = −X3W3`
−1
















m̄mag = −2−1 Z1b1
1 + `20b1̄6
c̄ · h̄ . (6.16c)
Eigenschaften der Sättigungsfunktionen
Um die Eigenschaften der gewählten Sättigungsfunktionen kurz zu diskutieren, seien diese für
den eindimensionalen, deformationsfreien Fall betrachtet. Die Funktionen zur Beschreibung
der Magnetisierung sind folglich durch
51 (G) = tanh(G) und 52 (G) =
G
1 + G2 (6.17)
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Abb. 6.4: Dimensionslose Sättigungsfunktionen des Makromodells: (a) Funktionen 51 (G) und 52 (G) zur
Beschreibung der Magnetisierung sowie (b) 61 (G), 62 (G) und 63 (G) zur Abbildung der Span-
nungsantwort. Die Variable G in den Funktionen gemäß (6.17) und (6.18) ist äquivalent zur
effektiven magnetischen Feldstärke h̄.
gegeben, wobei die Variable G die Rolle des effektiven magnetischen Feldes h̄ einnimmt. Ana-
log ergeben sich für die Beschreibung der Spannungsantwort
61 (G) = G tanh(G) , 62 (G) =
G2
1 + G2 und 63 (G) = tanh
2 (G) . (6.18)
Zur Veranschaulichung sind die gewählten Sättigungsfunktionen in Abb. 6.4 dargestellt. Bei
den Funktionen (6.17) zeigt sich ein anfänglich linearer Verlauf mit einem Übergang in den
Sättigungsbereich. ImGegensatz dazuweisen die Funktionen (6.18) einen initial quadratischen
Verlauf auf. Ein Vergleich mit den Abbildungen 6.2 und 6.3 zeigt, dass in den gewählten Sätti-
gungsfunktionen die charakteristischen Verläufe der jeweiligen Anteile enthalten sind.
Die zur Einbindung des Modells in eine FE-Umgebung notwendigen Tangentenmodule erge-
ben sich aus den Gleichungen (3.28a) – (3.28c) sowie (4.21).
6.2.3 Linearisiertes Modell
In technischen Anwendungen ist oftmals lediglich das Verhalten für kleine Magnetfelder, in
denen die relative Permeabilität ¯̀r nahezu konstant ist, von Interesse. Im initialen Bereich
treten in der Magnetisierung lineare Terme und in den Spannungen quadratische Terme be-
züglich N̄ auf. Folglich müssen in der freien Energie ebenfalls Terme proportional zu |N̄ |2
auftreten. Da die Invarianten ̄4, ̄5 und ̄6 quadratisch in N̄ sind und in den einzelnen Sum-
manden der Energiedichten (6.13a) und (6.13b) keine Produkte verschiedener Invarianten auf-
treten, ergibt sich die Energiedichte Ψ∗lin für den linear-magnetischen Bereich aus einer Tay-
lor-Reihenentwicklung bezüglich
√































Aus Gleichung (6.19) folgen die freien Helmholtzschen Energiedichten des Kopplungsanteils

















( − 1)̄5 und (6.20a)
Ψ̄
∗mag
lin = `0 b1X1︸︷︷︸
=4
̄4 . (6.20b)
Der mechanische Anteil Ψ̄∗mech sowie der Freifeldanteil Ω̄∗frei bleiben unverändert. Insgesamt
verringert sich die Anzahl derModellparameter von Ψ̄∗Kopp und Ψ̄∗mag damit vonAcht auf Vier.
Gemäß Abb. 6.2(a), ist das vereinfachte Modell bis zu einer lokalen magnetischen Feldstärke
von ca. 250 kAm−1 sinnvoll anwendbar.
6.3 Parametrisierung
Neben der Formulierung des makroskopischen Materialmodells besteht die entscheidende








W1 X1 W2 X2 W3 X3
] T ,+mag = [Z1 b1] T . (6.21)
Um eine physikalisch sinnvolle Kalibrierung vorzunehmen, soll das durch (6.12), (6.13a) und
(6.13b) gegebene Modell gewährleisten, dass die effektive homogenisierte Magnetisierung m̄
sowie die totalen und mechanischen Spannungen σ̄tot und σ̄ bestmöglich abgebildet werden.
6.3.1 Modell-Kalibrierung
Zur Bestimmung der Parameter findet hier der schrittweise vorgehende Identifikations-Algo-
rithmus gemäß Kalina et al. [74] für linear-magnetische Modelle Anwendung. Dazu ist dieser
auf den Fall nichtlinear-magnetischer Modelle zu erweitern. Die besondere Anforderung be-
steht nun darin, sowohl den initialen Bereich als auch das Sättigungsverhalten zu erfassen.
Optimierungen (i.i) – (i.iii)
Im ersten Hauptschritt (i) werden die Parametersätze +mech, +Kopp und +mag durch die drei
separaten Optimierungsprobleme (i.i) – (i.iii) gemäß Tab. 6.2 bestimmt. Dabei erfolgt die Kali-
brierung des Anteils Ψ̄∗mech anhand der rein mechanischen Lastfälle M1 – M3 im Schritt (i.i).
Es zeigt sich, dass für den betrachteten Deformationsbereich bereits # = 1 Glied im Ogden-
Modell ausreicht, um die homogenisierten Spannungs-Dehnungs-Kurven des Verbundmateri-
als mit hoher Genauigkeit zu beschreiben, vgl. Abb. 6.5. Die bestimmten Parameter sowie der
initiale Schubmodul sind für die betrachteten Volumengehalte in Tab. 6.3 aufgeführt.
Mit Kenntnis der Parameter+mech lassen sich in den Schritten (i.ii) und (i.iii) die Anteile Ψ̄∗Kopp
und Ψ̄∗mag anhand der gekoppelten magneto-mechanischen Lastfälle MM1 – MM6 kalibrie-
ren. Dabei dienen die aus den magnetisch linearen Modellen (6.20a) und (6.20b) abgeleiteten
Nebenbedingungen CKopp und Cmag zur akkuraten Anpassung des initialen Bereiches. In die-
sem sind insbesondere die Spannungen um ein vielfaches kleiner als in der Sättigung. Zur
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Vorgabe der Zwangsbedingungen aus Schritt (i.ii) und (i.iii) gemäß Tab. 6.2, ist vor der Ka-
librierung über den gesamten Bereich von Feldstärken – also |N̄ | ∈ [0,1500] kAm−1 – der
komplette Optimierungs-Algorithmus für |N̄ | ≤ NB durchzuführen um 1 bis 4 zu ermit-
teln. Es hat sich allerdings gezeigt, dass es deutlich zu restriktiv ist, die Zwangsbedingungen
aus dem vollständig linear-magnetischen Regime bisNB ≈ 250 kAm−1 zu bestimmen, da sich
Tab. 6.2: Algorithmus zur Parameteridentifikation des makroskopischen Materialmodells auf Basis der
Fehlerquadrat-Optimierungen (i.i) – (i.iii) und (ii). Der Index 8 bezeichnet ein Tupel zusam-
mengehörender Tensorfelder {F̄8 ,N̄ 8 } → {b̄8 , σ̄tot8 } und # ist die Gesamtanzahl der Tupel. Im




Wichtungsfaktoren für die einzelnen Fehlersummen, die sich für
jeden Lastfall aus den Maxima von |f̄Akt
:;
| und |<̄: | ermitteln.








σ̄mech (F̄8 ,+mech) − σ̄82} mit
Cmech :=
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`? ,U? ∈ R
 (U? < −1 ∨ U? ≥ 2) ∧ U?` (?) ≥ 0} .












W1X1 = 1 ∧ W2X2 = 2 ∧ W3X23 = 3} .
(i.iii) Bestimmung der restlichen Parameter des magnetischen Anteils Ψ∗mag anhand von











Z1b1 = 4} .
(ii) Festhalten der Parameter +mech von (i.i) und finale Kalibrierung von Ψ̄∗Kopp + Ψ̄∗mag
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2 . . .
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Abb. 6.5: Angepasste mechanische Lastfälle M1 – M3 für ein MRE mit q = 30 % Partikelvolumengehalt:
(a) uniaxialer Zug-Druck-Versuch mit freier Kontraktion in G1-Richtung und (b) einfache Sche-
rung.
dann der Sättigungsbereich nicht mehr mit hinreichender Genauigkeit anpassen lässt. Besse-
re Ergebnisse lassen sich erzielen, wenn das Auftreten erster Nichtlinearitäten bereits in der
Vorbetrachtung mit erfasst wird. Als guter Wert erweist sich NB = 500 kAm−1. Die Opti-
mierungsaufgabe ist in einem MATLAB-Code umgesetzt, wobei für die einzelnen Schritte die
Funktion fmincon mit einem interior-point-Verfahren angewendet wird.
Durch Anwendung der beschriebenen Prozedur ist es möglich, sowohl den totalen Span-
nungstensor σ̄tot = σ̄mech + σ̄Kopp + σ̄frei als auch die Magnetisierung m̄ mit hoher Genau-
igkeit durch das Makromodell abzubilden. Allerdings tritt an dieser Stelle eine entscheidende
Schwierigkeit auf: Da der in Schritt (i.ii) angepasste Kopplungsanteil und die Aktuationsspan-
nungen nach Abb. 6.3 mehr als eine Größenordnung voneinander abweichen, lässt sich σ̄Akt
– und folglich auch σ̄ = σ̄mech + σ̄Akt – im Allgemeinen nicht mit entsprechender Präzision
abbilden.
Optimierungsschritt (ii)
Demnach erfolgt in einem zweiten und finalen Schritt (ii) durch simultane Anpassung der
Größen σ̄Akt und m̄ die Feinabstimmung von +Kopp und +mag. Um gleichermaßen Magnetisie-
Tab. 6.3: Initialer Schubmodul ̄ sowie identifizierte mechanische Parameter des makroskopischen Og-
den-Modells gemäß Gleichung (6.12) für die analysierten Partikelvolumengehalte q .
q/% ̄/kPa  /MPa `1/kPa U1/−
10 31,65 1,39 −7,99 −7,92
15 35,63 1,48 −7,92 −8,99
20 40,62 1,57 −7,79 −10,42
25 46,63 1,67 −7,99 −11,67
30 54,21 1,80 −8,33 −13,01
35 64,04 1,93 −8,70 −14,72
40 78,24 2,08 −9,48 −16,51
93
6 Makroskopische Materialmodellierung

















































































Abb. 6.6: Angepasste magneto-mechanische Lastfälle für ein MRE mit q = 30 % Partikelvolumengehalt:
Magnetisierung, Totalspannung und mechanische Spannung der Lastfälle (a) MM4 und (b)
MM6.
rung und Spannung anzupassen, erfolgt eine Skalierung der einzelnen Fehlerquadrat-Summen
durch die Wichtungsfaktoren l<8 und l
f
8
, die als das Inverse des maximalen Wertes der Ko-
ordinaten |f̄Akt
:;
| bzw. |<̄: | für jeden Lastfall bestimmt werden. Der Schritt (ii) gewährleistet
folglich mit Kenntnis von +mech aus (i.i) eine Optimierung bzgl. σ̄ und m̄ und führt somit
ebenfalls auf eine akkurate Beschreibung der Totalspannung:
σ̄tot = σ̄mech + σ̄Akt + `0m̄ ⊗ h̄ +
1
2
`0 (m̄ · m̄)i + σ̄frei . (6.22)
Die in den Schritten (i.ii) – (i.iii) ermittelten Parameter dienen als Startwerte des stark nicht-
linearen Optimierungsproblems. Exemplarisch sind die angepassten Kurven von Magnetisie-
rung, Totalspannung und mechanischer Spannung der Lastfälle MM4 und MM6 für ein MRE
mit q = 30 % Partikelvolumengehalt in Abb. 6.6 dargestellt. Für diese Lastfälle zeigt sich, dass
mit dem entwickelten Modell in Verbindung mit dem Algorithmus gemäß Tab. 6.2 eine sehr
gute Wiedergabe der homogenisierten Materialantwort möglich ist. Die bestimmten Materi-
alparameter sind in Tab. 6.4 für die untersuchten Volumengehalte zu finden.
6.3.2 Fehlerbetrachtung und Modell-Validierung
Im Anschluss an die zuvor beschriebene Parametrisierung des makroskopischen Materialmo-
dells sind die erzielten Ergebnisse nun hinsichtlich der erreichten Genauigkeit zu bewerten.
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Tab. 6.4: Identifizierte Parameter von Kopplungsanteil und magnetischem Anteil des makroskopischen
Modells gemäß der Gleichungen (6.13a) und (6.13b) für die analysierten Partikelvolumengehal-
te q .
q/% W1/T X1/T−1 W2/T2 X2/T−2 W3/T2 X3/T−1 Z1/T2 b1/T−2
10 0,11 2,05 1,55 · 10−3 7,25 3,86 · 10−3 2,09 2,00 · 10−3 6,34
15 0,16 2,34 3,52 · 10−3 8,23 8,26 · 10−3 2,22 4,67 · 10−3 6,57
20 0,21 2,46 4,56 · 10−3 7,77 1,40 · 10−2 2,26 6,74 · 10−3 6,65
25 0,27 2,53 6,48 · 10−3 6,39 2,17 · 10−2 2,27 1,02 · 10−2 5,48
30 0,33 2,65 7,32 · 10−3 6,76 2,97 · 10−2 2,40 1,30 · 10−2 5,77
35 0,38 2,82 6,92 · 10−3 7,63 3,83 · 10−2 2,48 1,56 · 10−2 6,41
40 0,43 2,99 6,63 · 10−3 9,14 4,92 · 10−2 2,65 1,83 · 10−2 6,89
Weiterhin ist zu prüfen, inwiefern die nicht angepassten Validierungs-Lastfälle ebenfalls mit
ausreichender Güte durch das Modell nachgebildet werden.
Fehlerbetrachtung
Um die Qualität des Makromodells zu bewerten, sollen erneut die Magnetisierung sowie die
totale und mechanische Spannung betrachtet werden. Ein gutes Maß zurQuantifizierung stel-
len dabei die relativen Fehler
n<8 :=











‖σ̄(F̄8 ,N̄ 8 ) − σ̄8 ‖
‖σ̄8 ‖
(6.23)
der Euklidischen Norm bzw. der Frobenius-Norm nach Gleichung (A.7) dar [74]. Die einge-
führten Fehlermaße der angepassten Lastfälle MM1 – MM6 sind in Abb. 6.7 für ein MRE mit
q = 30% Partikelvolumengehalt über |h̄| aufgetragen. Wie bereits den Diagrammen aus Abb.
6.6(a) und (b) zu entnehmen ist, stellen sich sowohl für die Magnetisierung als auch für die
Totalspannung sehr geringe relative Abweichungen der durch das Makromodell prognosti-






































Kalibrierungs-Lastfälle MM1 – MM6 Validierungs-Lastfälle MM7 – MM10
(a) (b) (c)
Abb. 6.7: Relative Fehler des kalibrierten Makromodells für ein MRE mit q = 30 % Partikelvolumenge-










zierten Materialantwort bezüglich der homogenisierten Größen ein. Dabei treten die größten
Fehler von 2 % bzw. 3 % im Initialbereich auf und sinken in der Sättigung auf Werte von unter
1 %. Der lokale Anstieg der Fehler ab ca. 200 kAm−1 folgt aus dem Einsetzen der Nichtlineari-
tät in der effektiven Magnetisierungskurve.
Im Gegensatz zu m̄ und σ̄tot zeigen sich für die mechanische Spannung σ̄ deutlich größe-
re Fehler. Aufgrund der in Abschnitt 5.1.1 diskutierten stark ausgeprägten Sensitivität dieser
Größe bezüglich kleinster Änderungen in der Mikrostruktur ist dieses Verhalten naheliegend.
Dennoch liegen die Fehler für vier der sechs Kalibrierungs-Lastfälle über den gesamten Be-
reich unter 10 %. Lediglich beim Lastfall MM2 treten im Initialbereich 20 % Fehler auf. Für
den Sättigungsbereich zeigt MM2 mit 15,4 % ebenfalls den größten Fehler der herangezogenen
Lastfälle.
Validierung
Um das Modell zu validieren, sind neben MM1 – MM6 auch die Modell-Vorhersagen für die
Lastfälle MM7 – MM10 mit der homogenisierten Materialantwort zu vergleichen. Die relati-
ven Fehlermaße gemäß Gleichung (6.23) sind für ein MRE mit q = 30 % ebenfalls in Abb. 6.7
aufgetragen. Dabei zeigt sich, dass die Abweichung der nicht zur Parametrisierung verwen-
deten Lastfälle in einem ähnlichen Bereich wie die zuvor betrachteten Kalibrierungs-Lastfälle
liegen. Exemplarisch sind die Kurven von m̄, σ̄tot und σ̄ für MM7 in Abb. 6.8 dargestellt. Da-
bei stellt sich im Sättigungsbereich eine Abweichung der Spannungen f̄11 und f̄22 ein, die zu
einem maximalen Fehler von ca. 12,5 % führt. Die vorgestellte Analyse belegt somit die Prä-
diktivität des makroskopischen Materialmodells. Es sei jedoch darauf hingewiesen, dass der
Gültigkeitsbereich des Modells auf die in Tab. 6.1 aufgeführten Maxima der Lastmoden ̄; 
sowie |N̄ | beschränkt ist.
In Anbetracht der stark nichtlinearen elastischen bzw. magnetischen Charakteristika von Par-
tikeln und Matrix sowie den komplexen mikrostrukturellen Wechselwirkungen ist die Appro-
ximation desMakromodells als insgesamt sehr gut zu bewerten. Für die restlichen analysierten
Volumengehalte liegen die relativen Fehler in einem ähnlichen Bereich. Die entsprechenden
̄푚1 ̄푚2 ̄휎11 ̄휎12 ̄휎21 ̄휎22 Modell







































Abb. 6.8: Homogenisierte Magnetisierung, Totalspannung und mechanische Spannung sowie Vorher-
sage des kalibrierten Modells für den magneto-mechanischen Validierungs-Lastfall MM7. Der







































|H̄ | = 1500kAm−1(a) (b)
Abb. 6.9: Vergleich des simulierten MR-Effektes statistisch-periodischer Zellen mit der Vorhersage des
kalibrierten Makromodells (6.12) – (6.13b): (a) Abhängigkeit von der Feldstärke für q = 30%
und (b) Effekt über dem Volumengehalt für |N̄ | = 1500 kAm−1.
Kurven für MM1 – MM10 sind in Anhang C zu finden.
Zuletzt soll auch noch eine Bewertung des durch das Makromodell vorhergesagten MR-Ef-
fektes, also der magnetisch induzierten Steifigkeitsänderung, erfolgen. Dazu wird das in Ab-
schnitt 5.1.2 beschriebene Vorgehen angewendet, sodass der Effekt für die Schubkomponenten
̄1212 und ̄2112 durch Nachfahren der Lastfolge (5.7) und (5.8) ermittelbar ist. Eine Bewertung
erfolgt durch Vergleich mit den Resultaten der numerischen Homogenisierung gemäß Abb.
5.7. Die in Abb. 6.9(a) dargestellten Ergebnisse für q = 30% zeigen, dass der MR-Effekt für
kleine Feldstärken bis ca. |N̄ | = 300 kAm−1 sehr gut getroffen wird. In der Sättigung unter-
schätzt das makroskopische Modell den Effekt für beide Schubsteifigkeit-Komponenten al-
lerdings um ca. 10 %. Die auftretende Differenz (Δ̄1212 − Δ̄2112)̄−10 der relativen Steifig-
keitsänderungen wird aber trotz der Abweichung der einzelnen Anteile gut wiedergegeben.
Für |N̄ | = 1500 kAm−1 stimmt die relative Steifigkeitsänderung der für die Volumengehalte
q = {10, 15, 20, 25, 30, 35, 40} % kalibrierten Modelle bis 25 % sehr gut mit den Daten aus
der Homogenisierung überein und fällt dann ab 30 % ab. Obwohl der MR-Effekt nicht explizit
in die Modell-Kalibrierung eingeflossen ist, wird dieser also bis ca. 25 % sehr gut vorausge-
sagt. Um bessere Ergebnisse für diesen Effekt zu erzielen, müsste folglich eine Anpassung des
Parametrisierungs-Prozesses stattfinden. Da es sich bei dem MR-Effekt um eine magnetisch
induzierte Steifigkeitsänderung handelt, ist dazu nicht nur die Modell-Kalibrierung anhand
der Spannungen, sondern auch der entsprechenden abgeleiteten Größen notwendig. Der zu-
sätzliche Aufwand ist demnach als beträchtlich einzustufen.
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Im Folgenden kommt das im vorherigen Kapitel 6 entwickelte Makromodell zur Simulation
makroskopischer MRE-Proben zum Einsatz. Dabei wird der Einfluss mikrostruktureller Effek-
te implizit durch das mittels der homogenisierten Materialantwort stochastischer RVE kali-
brierte Modell gemäß der Gleichungen (6.12), (6.13a) und (6.13b) erfasst. Da die explizite Si-
mulation des zugrunde liegenden RVE an jedem makroskopischen Quadraturpunkt dadurch
vermieden wird, ist das gewählte Vorgehen im Vergleich zur numerisch deutlich aufwändi-
geren FE2-Methode [80, 81, 136, 175] besonders effizient. Sind neben den makroskopischen
Feldgrößen die Feldverteilungen innerhalb der Mikrostruktur von Interesse, so kann eine Lo-
kalisierung durchgeführt werden.
Betrachtet werden der MS-Effekt, also die freie Deformation infolge eines externen magneti-
schen Feldes, sowie der MR-Effekt, also die magnetisch induzierte Steifigkeitsänderung eines
MRE. Um die Situation in einem homogenenmagnetischen Fernfeld h̄∞ betrachten zu können,
wird die MRE-Probe innerhalb der FE-Simulationen in eine nicht-magnetisierbare Umgebung
– dem Vakuumbereich F̄ – eingebettet, vgl. Abschnitt 2.2.3. Dabei sind die Gebietsabmessun-
gen ℓ̄F × ℓ̄F so gewählt, dass ℓ̄F = 15ℓ̄B gilt, wobei ℓ̄B die größte Abmessung der MRE-Probe
bezeichnet. Somit ist gewährleistet, dass der Proben-Randeinfluss vernachlässigbar klein ist
[140]. Zur Bestimmung des Verschiebungsfeldes ū ( ¯̂ ,C) für alle ¯̂ ∈ F̄ , werden die mechani-





̄ (̄1 − ln ̄ 2 − 3) +
̄ā
1 − 2ā ( ̄
2 − ln ̄ 2 − 1)
]
(7.1)
mit ̄ = 30 Pa und ā = 0,4 angenähert. Da der initiale Schubmodul des MRE mit der geringsten
Steifigkeit nach Tab. 6.3 bei ca. 32 kPa liegt, lässt sich so ein vernachlässigbarer mechanischer
Einfluss auf das Verhalten der Proben gewährleisten.
7.1 Magnetostriktiver Effekt
Als erster wesentlicher Effekt wird die magnetisch induzierbare Dehnung von MRE unter-
sucht, sodass für den vorzugebenden mechanischen Spannungsvektor
ˆ̄p = 0 auf mB̄0 (7.2)
gilt, s. Gleichung (2.69). Da im Folgenden lediglich bezüglich der Ḡ1- und Ḡ2-Achse symmetri-
sche Probengeometrien von Interesse sind und das externe Feld h̄∞ ebenfalls in Ḡ1-Richtung
orientiert ist, lässt sich der Simulationsaufwand reduzieren. Durch Ausnutzen der Symmetrien
innerhalb der Anordnung reicht es aus, ein Viertel des Gebietes zu betrachten. Das Viertel-
Modell mit entsprechenden RB ist in Abb. 7.1(a) schematisch dargestellt. Die vernetzte Geo-
metrie ist in Abb. 7.1(b) zu finden. Um die Sprungbedingungen der relevanten magnetischen
und mechanischen Feldgrößen möglichst genau abzubilden, ist die Vernetzung an der Materi-
















Abb. 7.1: Makroskopische FE-Simulation des MS-Effektes: (a) Viertel-Modell des MRE B̄0 in Vakuum F̄0
mit Randbedingungen sowie (b) vernetzte Geometrie bestehend aus 4686 Dreiecks-Elementen
mit quadratischen Ansatzfunktionen.
7.1.1 Analyse von Kreis- und Quadratgeometrie
Von Interesse ist nun die magnetisch induzierte Gesamtdehnung von MRE-Proben in Abhän-
gigkeit der angelegten Feldstärke. Exemplarisch seien an erster Stelle eine kreisförmige sowie
eine quadratische MRE-Probe mit einem Volumengehalt von jeweils q = 30% analysiert. Die
Längen der Proben betragen dabei 2 cm. Um bei der quadratischen Geometrie an den Ecken
auftretende Singularitäten zu vermeiden, sind diese mit einem Radius von 0,05 cm abgerundet.
Gesamtdehnung der Proben
Da die magnetisch induzierten Deformationsfelder innherhalb der Probe in jedem Fall stark








in Richtung des äußeren Feldes auszuwerten, wobei Δ0̄ = 0̄−0̄0 die Längenänderung der Probe
kennzeichnet. Die Definition von Δ0̄ für beide Klassen von Probengeometrien ist anhand der
verformten Konfigurationen in Abb. 7.2(a) und (b) dargestellt.
Von Interesse ist nun der Verlauf von Ȳ in Abhängigkeit von |h̄∞ |. Dieser ist in Abb. 7.2(c)
bis zu einer maximalen Feldstärke von 1500 kAm−1 für beide Proben aufgetragen. Sowohl für
rechteckige als auch für kreisförmige MRE stellt sich eine Verlängerung in Feldrichtung ein.
Dabei zeigt sich der für MRE charakteristische Verlauf mit einem quadratischen Initialbereich
und daran anschließendem Abflachen infolge von Sättigungseffekten. Der simulierte Effekt
stimmt qualitativ mit den experimentellen Ergebnissen aus Guan et al. [51], Han et al. [55],
Pössinger [133], Saveliev et al. [141] oder Stepanov et al. [157] überein, die für sphärische
und zylindrische Proben aus isotropem Material ebenfalls eine Verlängerung in Feldrichtung
aufzeigen.
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Kreis Quadrat
(b) (c)




















Abb. 7.2: MS-Effekt kreisförmiger und quadratischerMRE-Proben: (a) und (b) unverformte und verform-
te Proben sowie (c) induzierte Dehnung Ȳ in Abhängigkeit der angelegten Feldstärke.
Aus mikroskopischer Sicht lässt sich dieser Effekt durch die magnetisch getriebene Bildung
von Partikelketten innerhalb der stochastischen Mikrostruktur erklären. Dabei kommt es zur
Bewegung von Partikeln in Lücken zwischen benachbarten Einschlüssen, die schließlich zur
Verdrängung der quasi-inkompressiblen Matrix und folglich zu einer Verlängerung in Feld-
richtung führt [75, 104]. Es zeigt sich allerdings eine deutlich ausgeprägte Abhängigkeit von
der Probengeometrie, die im Folgenden genauer analysiert werden soll.
Lokale Felder in den Proben
Die magnetisch induzierbare Gesamtdeformation einer MRE-Probe hängt gemäß Abb. 7.2(c)
neben mikrostrukturellen Effekten von der makroskopischen Geometrie ab. So lässt sich bei
gleicherMaterialzusammensetzung für die kreisförmige Probe ein deutlich größererMS-Effekt
erzielen. Dieses Verhalten resultiert im Wesentlichen aus der Verteilung makroskopischer
Feldgrößen innerhalb der MRE-Proben und den entsprechenden Sprüngen der Felder auf mB̄.
Anhand der beiden Proben folgt nun ein Vergleich der einzelnen Aspekte, wobei exemplarisch
die Zustände für ein Fernfeld in Ḡ1-Richtung mit |h̄∞ | = 1500 kAm−1 analysiert werden.
Magnetische Feldgrößen
Die magnetischen Felder, also b̄ , h̄ und m̄, wirken sich über die ponderomotorischen Kopp-
lungsterme gemäß Gleichung (2.26) auf die auftretenden Spannungen und somit auch auf die
Deformationen innerhalb der MRE aus. Bei Betrachtung des Betrages der lokalen magneti-
schen Induktion b̄ ist nach Abb. 7.3(a) eine nahezu homogene Feldverteilung für die kreis-
förmige Probe zu erkennen. Im Vergleich dazu zeigt sich für die quadratische Geometrie eine
deutlich ausgeprägte inhomogene Verteilung, wobei sich an der Ober- und Unterseite der Pro-
be stärkere Induktionsfelder als in der Mitte sowie links und rechts einstellen. Das Maximum
des Betrags |b̄ | liegt in den Eckbereichen vor, wo auch der größte Gradient ∇b̄ auftritt, s. Ver-
größerung in Abb. 7.3(a)
Da sich beide Proben für das angelegte Fernfeld nahezu im Sättigungszustand befinden, tritt
eine annähernd homogene Magnetisierung m̄ mit einer Schwankung von ca. 1 % um den mitt-
leren Wert von |m̄ | = 243 kAm−1 auf. Die schwachen Inhomogenitäten lassen sich darauf
zurückführen, dass die Sättigungsmagnetisierung "̄S nicht vollständig erreicht ist. Da bei der
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Abb. 7.3: Verteilungmagnetischer Felder in kreisförmigen und quadratischenMRE-Proben bei Striktion:
(a) Betrag der magnetischen Induktion b̄ und (b) Betrag der Magnetisierung m̄ für ein Fernfeld
von |h̄∞ | = 1500 kAm−1 in Ḡ1-Richtung.
sowie im Zentrum auftreten, ist dort die Ausprägung der stärksten Magnetisierung gemäß der
Untersuchung in Abb. 6.2(a) plausibel. Bei der Rechteck-Geometrie ist das Maximum dagegen
imWesentlichen auf den betragsmäßig größtenWert von |b̄ | und somit auch |h̄| zurückzufüh-
ren. Es sei abschließend darauf hingewiesen, dass sich aus der Anwendung des Makromodells
innerhalb der Simulation auch in den magnetischen Größen gewisse Fehler ergeben können,
s. Abb. 6.7(a).
Auftretende Spannungen
Entscheidend für die resultierende magnetostriktive Dehnung Ȳ sind neben der Mikrostruktur
die sich einstellenden mechanischen Spannungen innerhalb der MRE-Proben. Dabei muss σ̄
die Gleichgewichtsbeziehungen (2.38b) erfüllen, die sich für verschwindende Steifigkeit des
umgebenden Vakuumbereiches und mittels (2.26)1 durch
∇ · σ̄ + (∇b̄) · m̄︸    ︷︷    ︸
=f̄
pon
= 0 ∀ ¯̂ ∈ B̄ und n̄ · σ̄ = ˆ̄tpon ∀ ¯̂ ∈ mB̄ . (7.4)
ausdrücken lassen. Hier bezeichnet ˆ̄tpon den ponderomotorischen Spannungsvektor, welcher
aus der Sprungbedingung (2.69)2 mit ˆ̄p = 0 folgt. Ausgedrückt durch Tensorgrößen der Mo-
mentankonfiguration ist diese als n̄ · Èσ̄totÉ = 0 ∀ ¯̂ ∈ mB̄ gegeben. Mit der Zerlegung der
Totalspannung σ̄tot := σ̄ + σ̄pon und für σ̄ = 0 im umgebenden Vakuum folgt
ˆ̄tpon = n̄ · Èσ̄ponÉ = n̄ · σ̄ . (7.5)
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Sind Magnetisierung m̄ und magnetische Feldstärke h̄ an der Oberfläche mB̄ eines Körpers
mit isotropen Eigenschaften bekannt, lässt sich Gleichung (7.5) analytisch auswerten. Nach




(<̄2⊥ − |m̄ |2)n̄ mit <̄⊥ := m̄ · n̄ . (7.6)
Da für den Anteil der Magnetisierung in Normalenrichtung <̄⊥ ≤ |m̄ | gilt, wirkt also ge-
mäß Gleichung (7.6) auf mB̄ ein ponderomotorischer Spannungsvektor entgegensetzt zu n̄.
Aus Gleichung (7.4) geht nun hervor, dass die Deformation der Proben durch die auftretenden
Lastterme f̄ pon und ˆ̄tpon beeinflusst wird, wobei sich für die ponderomotorische Kraftdichte
kein allgemeingültiger Ausdruck gewinnen lässt. Um ein gewisses Verständnis für die auftre-
tenden Phänomene zu erlangen, soll im Folgenden eine Analyse der vektorwertigen Größen
unter vereinfachenden Annahmen erfolgen.
Unter Vernachlässigung der Verformung des kreisförmigen MRE folgt der ponderomotorische












∀U ∈ [0,2c] (7.7)
und ist in Abb. 7.4(a) aufgetragen. Infolge der Proben-Magnetisierung stellt sich somit ein
radialer Spannungsvektor in Richtung der Kreismitte ein. Dabei liegt der größte Betrag des







. Da für den betrachteten Kreis auch
h̄ und b̄ innerhalb von B̄ homogen sind, gilt weiterhin f̄ pon = (∇b̄) · m̄ = 0 ∀ ¯̂ ∈ B̄. Es sei an
dieser Stelle allerdings darauf hingewiesen, dass sich die Ausprägungen von ˆ̄tpon sowie f̄ pon
infolge der magnetisch induzierten Verformung des MRE leicht ändern werden.
Für die Rechteck-Probe sind die vorangestellten Untersuchungen aufgrund der im Allgemei-
nen inhomogenen magnetischen Felder nicht ohne weiteres möglich. Gemäß Abb. 7.3(b) stellt
sich aber nahe der Sättigung ein annähernd homogenes m̄-Feld in Ḡ1-Richtung ein. Wird nun
1Betrachtet wird ein magnetisierbarer Körper B̄− innerhalb eines nicht-magnetisierbaren Mediums B̄+. Für den
Körper sowie die Tensorgrößen gelten die vereinfachenden Annahmen zweidimensionaler Problemstellungen gemäß
Abschnitt 3.1. Die Felder b̄−, h̄− und m̄− auf der Minus-Seite der Oberfläche mB̄ seien nun als bekannt angenommen.
Verhält sich der Körper außerdem isotrop, zeigen alle Felder in die gleiche Richtung. Mit einer Aufteilung der magne-
tischen Größen in Normal- und Tangentialanteil gemäß h̄− = ℎ̄−‖ e‖ + ℎ̄
−
⊥e⊥ mit ℎ̄−⊥ = h̄
− · e⊥ und ℎ̄−‖ = h̄
− · (e3 × e⊥)
folgt aus den Sprungbedingungen (2.15a)2 und (2.15b)2
h̄
+
= ℎ̄−‖ e‖ + (ℎ̄
−
⊥ + <̄−⊥)e⊥
für das Feld auf der Plus-Seite der Oberfläche. Dabei gelten zwischen den eingeführten Einheitsvektoren und dem
Normalenvektor n̄ auf mB̄ die Beziehungen e⊥ · n̄ = 1 und e‖ · n̄ = 0. Da nun die magnetischen Felder auf der Minus-
und Plus-Seite der Sprungfläche bekannt sind, ist der Sprung n̄ · Èσ̄ponÉ des ponderomotorischen Spannungstensors
direkt auswertbar und ergibt sich zu
n̄ ·

`0m̄ ⊗ h̄ +
1
2
`0 |m̄ |2i + `0
(





































Abb. 7.4: Spannungszustände bei Magnetostriktion von MRE-Proben: (a) analytisch berechneter ponde-
romotorischer Spannungsvektor ˆ̄tpon an einem homogen magnetisierten Kreiskörper gemäß
Gleichung (7.7), (b) idealisierter Spannungsvektor ˆ̄tpon und schematisierte Richtungen der pon-
deromotorischen Kraftdichten ēpon := f̄pon |f̄pon |−1 an einem als homogen magnetisiert ange-
nommenen Rechteckkörper sowie (c) und (d) simulierte Feldverteilungen des mechanischen
Anteils der Cauchy-Spannung σ̄ für ein Fernfeld von |h̄∞ | = 1500 kAm−1.
ein rechteckiges MRE betrachtet, das vollständig gesättigt ist, und werden die Abweichungen
der Feldrichtung infolge der Ecken vernachlässigt, ergibt sich
ˆ̄tpon =

0 auf der linken und rechten Seite
− `02 |m̄ |
2e2 auf der Oberseite
`0
2 |m̄ |
2e2 auf der Unterseite
. (7.8)
Infolge der Proben-Magnetisierung muss sich somit an Ober- und Unterseite eine Druckspan-
nung proportional zum Quadrat von |m̄ | einstellen, vgl. Abb. 7.4(b). Im Gegensatz zur Kreis-
Geometrie ergibt sich aber beim Viereck keine homogene Verteilung von b̄ und h̄, was Abb.
7.3(a) folgend auch für den gesättigten Zustand gilt. Daraus folgt, dass neben ˆ̄tpon auch der
Lastterm f̄ pon auftretenmuss, der sich unter den zuvor getroffenenAnnahmen desMagnetisie-
rungs-Zustandes zu 5̄ pon
;
= <̄1mG; 1̄1 ergibt. Aus einem qualitativen Vergleich mit Abb. 7.3(a)
sowie den vorhandenen Symmetrien lassen sich damit in erster Näherung die in Abb. 7.4(b)
schematisch dargestellten Richtungen des Volumenlastterms feststellen. Werden die Resultie-
renden von f̄ pon und ˆ̄tpon für Ober- bzw. Unterseite der Probe getrennt betrachtet, wirken die
magnetisch induzierten Lastterme also entgegensetzt zueinander. Der größte Betrag des Gra-
diententerms ∇b̄ , und damit auch von f̄ pon, ist direkt an den Ecken zu erwarten.
Mit den durchgeführten Betrachtungen lassen sich nun die simulierten Spannungszustän-
de in beiden Proben plausibilisieren. Dabei ist zu beachten, dass in den durchgeführten FE-
Simulationen keine der angemerkten Vereinfachungen zu treffen sind. Für die kreisförmige
Probe ist σ̄ in Abb. 7.4(c) aufgetragen. An der Ober- und Unterseite tritt dabei in einem klei-
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nen Bereich eine Druckspannung in Ḡ1-Richtung auf, die aus dem horizontalen Anteil e1 · ˆ̄tpon
resultiert. Insgesamt zeigt sich, dass der auf mB̄ wirkende Spannungsvektor zu einem magne-
tisch induzierten Druckspannungszustand senkrecht zum angelegten Feld h̄∞ führt. Für die
Rechteck-Geometrie sind die simulierten Spannungen in Abb. 7.4(d) dargestellt. Auch hier
stellen sich infolge von ˆ̄tpon Druckspannungen in Ḡ2-Richtung ein. Diese sind an der Ober-
und Unterseite maximal und fallen zur Mitte sowie zum linken bzw. rechten Rand hin deut-
lich ab. Das beschriebene Abklingen der Spannungen lässt sich durch das Auftreten der ˆ̄tpon
entgegenwirkenden Volumenlast f̄ pon begründen. Zu bemerken ist außerdem, dass durch den
starken Gradienten des b̄-Feldes im Eckbereich bereits direkt unter bzw. über den Ecken ein
nahezu vollständiger Abbau der Druckspannungen vollzogen ist, s. vergrößerter Bereich in
Abb. 7.4(d).
Infolge des quasi-inkompressiblen Verhaltens ergibt sich also aus dem Druckspannungs-Zu-
stands in Ḡ2-Richtung für beide Proben eine Verlängerung in Feldrichtung. Dabei lässt sich die
stärkere Ausprägung des MS-Effektes für die Kreis-Probe im Wesentlichen mittels des räum-
lich deutlich ausgeprägteren Druckbereiches begründen. Der beschriebene rein makrosko-
pisch getriebene Effekt überlagert sich mit der mikrostrukturellen Partikelwechselwirkung,
die je nach Partikelverteilung zu einer Verlängerung oder Verkürzung in Feldrichtung führt
[75, 105]. Beispielsweise neigen im Gegensatz zu stochastischen Anordnungen die in Abb.
5.6(b) und (d) dargestellten kubischen Mikrostrukturen und idealen Ketten zu einer Kontrakti-
on [75, 105]. Insgesamt ist so durchaus eine Verkürzung vonMRE-Proben in Feldrichtungmög-
lich. Dieses Verhalten bestätigen FE2-Simulationen aus Keip & Rambausek [81] oder Rambau-
sek et al. [136] für kubische Anordnungen. Experimentelle Untersuchungen mechanisch vor-
gespannter MRE-Proben mit kettenartiger Mikrostruktur aus Danas et al. [25] belegen eben-
falls die Möglichkeit einer Kontraktion in Feldrichtung. Insbesondere anhand der Rechteck-
Geometrie wird nun klar, dass die Erfassung der Vielzahl von nichtlinearen makroskopischen
und mikroskopischen Effekten eine Simulation der Problemstellung zwingend erfordert.
Lokale Deformationen
Abschließend soll nach der Auswertung von magnetischen Feldern sowie der mechanischen
Spannung die Bewertung der lokalen Deformationen erfolgen. Für das quadratische MRE ist
das Deformationsmaß C̄ in Abb. 7.5(a) über der Probengeometrie dargestellt. Die höchsten De-
formationen treten im Eckbereich der Probe auf, wobei sich für einen Abrundungsradius von
Ā → 0 eine Singularität ergeben würde. Das Auftreten der maximalen Deformation ̄11 unmit-
telbar in den Eckbereichen bedingt, dass sich diese stärker als die restliche Probe nach außen
bewegen. Da die Druckspannungen im oberen und unteren Probenbereich maximal sind, ist
dieses Verhalten plausibel.
Im Gegensatz zur quadratischen Probe weist das kreisförmige MRE keine stark lokalisier-
te Konzentration der maximalen Zug- und Druckbereiche auf. Infolge des makroskopischen
Spannungsfeldes und der Überlagerungmit mikrostrukturellen Effekten stellen sich allerdings
stark inhomogene Deformationsfelder innerhalb der Probe ein, vgl. Abb. 7.3(b). Interessant ist
dabei, dass sich im Zentrum des MRE eine Zugdeformation und am Probenrand eine Druckde-
formation in Feldrichtung ergeben. ImVergleich zur quadratischenGeometrie ist insbesondere





























Abb. 7.5: Feldverteilung der Koordinaten des Rechts-Cauchy-Green-Deformationstensors C̄ in MRE-
Proben für Striktion bei |h̄∞ | = 1500 kAm−1: (a) quadratische Probe und (b) kreisförmige
Probe.
7.1.2 Einfluss von Seitenverhältnis und Partikelvolumengehalt
Im Anschluss an die vorangestellte Analyse kreisförmiger und quadratischer MRE-Proben mit
q = 30% Partikelvolumengehalt soll nun die Untersuchung verschiedener Einflussfaktoren auf
den MS-Effekt vorgenommen werden. Dabei seien die betrachteten Geometrien auf rechtecki-
ge und elliptische Proben beschränkt.
Variation der Seitenverhältnisse
Von Interesse ist zuerst, bei welchem Seitenverhältnis 0̄0/1̄0 sich für die elliptische sowie
rechteckige Geometrie der maximale MS-Effekt gemäß Gleichung (7.3) erzielen lässt. Dabei
sei der Volumengehalt erneut auf 30% festgelegt. In der folgenden Studie wird das Verhält-
nis der Länge 0̄0 in Feldrichtung zur Breite 1̄0 quer dazu zwischen den Werten 1/4 und 4



































gelten soll. Die Abmessungen sind gemäßmax{0̄0, 1̄0} =
2 cm definiert. Um bei der Rechteck-Geometrie an den Ecken auftretende Singularitäten zu
vermeiden, sind diese wie bereits beimQuadrat mit einem Radius von 0,05 cm abgerundet.
Für den linear-magnetischen Bereich ist die Dehnung Ȳ rechteckiger Proben über 0̄0/1̄0 ex-
emplarisch für ein externes Feld von |h̄∞ | = 300 kAm−1 in Abb. 7.6(a) aufgetragen. Ausge-
hend von 0̄0/1̄0 = 4 ergibt sich mit sinkendem Seitenverhältnis der Proben in Feldrichtung
ein deutlicher Anstieg von Ȳ, der allerdings ab 0̄0/1̄0 ≤ 3/4 nicht mehr stark anwächst und
dann bei 0̄0/1̄0 noch einmal leicht abfällt. Im nichtlinear-magnetischen Bereich zeigt sich für
die Rechteck-Geometrien im Wesentlichen ein ähnlicher Verlauf, vgl. Abb. 7.6(b). Bei der vor-
gestellten Untersuchung ist zu beachten, dass sich die Dehnung Ȳ gemäß der Definition in
Abb. 7.2(a) aus der Verschiebung der Eckbereiche ergibt. Wie in Abb. 7.7(a) dargestellt, sind
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Abb. 7.6: MS-Effekt elliptischer und rechteckiger MRE-Proben mit verschiedenen Seitenverhältnis-
sen: (a) und (b) induzierte Dehnung für den linear- und nichtlinear magnetischen Be-
reich sowie (c) Verhalten elliptischer Proben für steigende magnetische Feldstärken von
|h̄∞ | = {300, 450, · · · , 1500} kAm−1.
die absoluten Verschiebungen der Ecken ebenso wie die auftretenden Deformationen ̄ ( ) in
Feldrichtung für die Seitenverhältnisse ähnlich. Die größere Dehnung für 0̄0/1̄0 = 1/4 resul-
tiert also im Wesentlichen aus dem Bezug auf die kleinere Ausgangslänge in Feldrichtung. Es
zeigt sich weiterhin, dass für die beiden dargestellten Seitenverhältnisse der zentrale Proben-
bereich nahezu undeformiert bleibt.
Verglichen mit den rechteckigen MRE lassen sich mit elliptischen Geometrien generell deut-
lich größere Effekte erzielen. Dabei stellt sich für |h̄∞ | = 300 kAm−1 einMaximum für 0̄0/1̄0 = 1
ein, vgl. Abb. 7.6(a). Interessant ist auch, dass die Kurve im logarithmischen Bereich nähe-
rungsweise eine Symmetrie um das Extremum aufweist. Gemäß Keip & Rambausek [81] lässt
























Abb. 7.7: Feldverteilung der Deformation in verformten MRE-Proben mit verschiedenen Seitenverhält-
nissen 0̄0/1̄0 für Striktion bei |h̄∞ | = 1500 kAm−1: (a) rechteckige Proben mit zweifach über-




nungsvektors ˆ̄tpon nach (7.6) begründen. Dazu wird eine Integration über die Oberfläche mB̄
durchgeführt, sodass sich durchMittelung ein representatives Spannungsmaß definieren lässt.
Dieses zeigt ein Maximum für das Verhältnis 0̄0/1̄0 = 1.
Wird der nichtlinear-magnetische Bereich bei |h̄∞ | = 1500 kAm−1 betrachtet, verschiebt sich
der maximale Effekt gemäß Abb. 7.6(b) zu Verhältnissen 0̄0/1̄0 < 1. Dieses Verhalten resultiert
aus der magnetisch induzierten Verformung der Proben, welche für die Seitenverhältnisse 3/4
und 1 in Abb. 7.7(b) dargestellt ist. Da sich eine deutliche Elongation in Feldrichtung einstellt,
liegt der größte MS-Effekt nun bei einer im undeformierten Zustand nicht-kreisförmigen Pro-
be mit 0̄0/1̄0 = 3/4. Die Änderung der Kurve für ein steigendes Feld |h̄∞ | ist in Abb. 7.6(c)
dargestellt. Die vorausgesagte Verschiebung der maximalen Striktion zu Werten 0̄0/1̄0 < 1
für hohe äußere Felder stimmt qualitativ mit FE2-Simulationen von Keip & Rambausek [81]
überein. Diese betrachten elliptische Proben mit zur Feldrichtung rotierten kubischen Mikro-
strukturen.
Variation des Partikelvolumengehaltes
Eine weitere Möglichkeit, den MS-Effekt von MRE-Proben gezielt zu beeinflussen, besteht in
der Variation des Partikelvolumengehaltes q im Herstellungsprozess. Exemplarisch seien nun
kreisförmige (0̄0/1̄0 = 1) sowie rechteckige (0̄0/1̄0 = 1/2) MRE-Proben mit den bereits in den
vorherigen Kapiteln betrachteten Partikelvolumengehalten q = {10, 15, 20, 25, 30, 35, 40} %
analysiert. Das äußere Feld h̄∞ wird dabei bis auf maximal 1500 kAm−1 hochgefahren.
Die simulierten Ergebnisse der kreisförmigen Probe sind in Abb. 7.8(a) für die externen ma-
gnetischen Felder |h̄∞ | = {300, 600, 1500} kAm−1 aufgetragen. Dabei erhöht sich die indu-
zierte Dehnung für den linear-magnetischen Bereich mit steigendem Volumengehalt deut-
lich. Für stärkere externe Felder stellt sich allerdings ab q = 30% eine ausgeprägte Sätti-
gung ein. Da der MS-Effekt sowohl aus dem magnetischen als auch aus dem mechanischen
Verhalten von MRE resultiert, ist die Ursache der beobachteten Systematik in verschiede-
nen Einflussfaktoren zu suchen. Einerseits nimmt die Steifigkeit des Verbundwerkstoffes mit
(a) (b)
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Abb. 7.8: MS-Effekt von MRE-Proben mit verschiedenen Partikelvolumengehalten: (a) induzierte Deh-
nung kreisförmiger Proben für verschiedene externe Feldstärken und (b) Vergleich der nor-
mierten Striktion ȲS bei Sättigung für Kreis- und Rechteckgeometrie mit experimentellen Da-
ten von Zylinderproben aus Diguet et al. [28].
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Abb. 7.9: Entkoppeltes Multiskalenschema für ein kreisförmiges MRE mit q = 30% Partikelvolumenge-
halt bei Striktion: (a) Deformationsfeld in der Probe und Momentankonfigurationen der Mi-
krostruktur an zwei Quadraturpunkten sowie (b) Vergleich der homogenisierten effektiven
Spannung σ̄ an denQuadraturpunkten mit dem kalibrierten Makromodell.
steigendem q gemäß Tab. 6.3 deutlich zu, gleichzeitig aber auch die initiale Permeabilität ¯̀r
und die Sättigungsmagnetisierung "̄S, sodass sich der Betrag des ponderomotorischen Span-
nungsvektors ˆ̄tpon ∝ |m̄ |2 ebenfalls erhöht. Auf mikroskopischer Ebene verstärken sich die
magneto-mechanischen Partikel-Partikel- und Partikel-Matrix-Wechselwirkungen für gerin-
gere Partikel-Relativabstände, die gemäß Abb. 5.1 mit steigendem q wahrscheinlicher werden.
Es lässt sich also festhalten, dass die effektive Probendehnung Ȳ aus der Überlagerung all die-
ser Effekte resultiert. Wie im vorherigen Abschnitt 7.1.1 diskutiert, ist eine Trennung aufgrund
des stark nichtlinearen Charakters nur schwer möglich.
Die makroskopischen Modelle von Lefèvre et al. [88] und Mukherjee et al. [115] auf Basis
analytischer Homogenisierungsmethoden betrachten zwar nur MRE mit Füllgraden zwischen
5 bismaximal 30 Prozent, belegen allerdings innerhalb dieses Bereiches ebenfalls einenAnstieg
des Effektes. ImGegensatz zu Abb. 7.8 zeigen die Ergebnisse der in Danas [24] durchgeführten
Homogenisierung ein deutlich ausgeprägtes Maximum bei q = 30%. Es besteht allerdings ein
wesentlicher Unterschied in der angewendeten Methodik: So erfasst diese keine makrosko-
pischen Probeneinflüsse und es wird für die effektiven Werte ̄12 = ̄21 = 0 und f̄11 = f̄22 = 0
gewählt, was in Widerspruch zu den simulierten Spannungsfeldern gemäß Abb. 7.4 steht. Fer-





Ein qualitativer Vergleich der berechneten Striktion ȲS im Sättigungsbereich mit den Messun-
gen zylindrischer Proben aus Diguet et al. [28] ergibt eine gute Übereinstimmung, vgl. Abb.
7.8(b). Das schwach ausgeprägte Maximum bei einem Volumengehalt von etwa 30 % stellt sich
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in den Simulationen allerdings weder für die Kreis- noch für die Rechteck-Geometrie ein.
7.1.3 Lokalisierung
Zur Validierung der erzielten Ergebnisse soll im Rahmen des angewendeten entkoppeltenMul-
tiskalenschemas [159] eine Lokalisierung für einzelne Quadraturpunkte der simulierten ma-
kroskopischen Proben vorgenommen werden. Diese ermöglicht gleichzeitig die Analyse der
mikroskopischen Verteilung magnetischer und mechanischer Felder. Exemplarisch erfolgt der
Lokalisierungs-Schritt für die in 7.1.1 ausführlich betrachtete kreisförmige Probe mit q = 30%
Partikelvolumengehalt. Dabei findet eine Auswertung für einen Punkt in der Probenmitte so-
wie einen Randpunkt unter einem Winkel von U ≈ 45◦ in mathematisch positiver Richtung –
ausgehend von der Ḡ1-Achse – statt, vgl. Abb. 7.9(a). In der makroskopischen FE-Simulation
sind dazu die effektiven Felder F̄ und N̄ zu speichern, um diese in der RVE-Simulation der
zugrunde liegenden Mikrostruktur aufzuprägen. Die Bewertung der Güte des kalibrierten Ma-
kromodells erfolgt nun anhand des Vergleichs mit der homogenisierten effektiven Material-
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Abb. 7.10: Lokalisierte Felder innerhalb der Mikrostruktur im Zentrum einer kreisförmigen MRE-Probe
mit 30 % Partikelvolumengehalt für |h̄∞ | = 1500 kAm−1: (a) und (b) Hauptsreckungen _1
und _3 mit _1 ≥ _2 ≥ _3, _2 ≡ 1 sowie (c) und (d) Koordinaten 11 und 12 der magnetischen
Induktion.
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effektive Spannung T̄tot und Induktion H̄ von jeweils 10 RVE zu mitteln.
Gemäß der Betrachtung relativer Fehler des Makromodells in Abschnitt 6.3.2 hat sich gezeigt,
dass es sich bei der mechanischen Spannung σ̄ um die sensitivste makroskopische Größe han-
delt – diese also in der Regel den größten relativen Fehler aufweist. Demnach soll hier ein
Vergleich der Homogenisierung mit der durch das kalibrierte Makromodell vorausgesagten
Spannung σ̄ vorgenommen werden. Für die betrachteten Quadraturpunkte ergibt sich nach
Abb. 7.9 eine sehr gute Übereinstimmung der Koordinaten f̄:; mit :,; ∈ {1, 2} bis zu Feldern
von ca. |h̄| = 500 kAm−1. Im Sättigungsbereich zeigt sich eine leichte Abweichung, wobei
die relativen Fehler deutlich unter 10 % liegen. Insgesamt lässt sich daher festhalten, dass sich
mit dem entwickelten Modell in Verbindung mit dem vorgeschlagenen Parametrisierungs-
Algorithmus gemäß Tab. 6.2 die Magnetostriktion von MRE-Proben sehr gut abbilden lässt.
Infolge der heterogenenMikrostruktur kommt es zu stark inhomogenenmikroskopischen Fel-
dern in der Umgebung der betrachteten makroskopischen Punkte. Dabei sind insbesondere
die auftretenden Deformationen um ein Vielfaches höher als die gemittelten Effektivwerte.
In Abb. 7.10(a) und (b) sind die Hauptstreckungen _1 sowie _3 mit _1 ≥ _2 ≥ _3 und _2 ≡ 1
dargestellt. Hier treten im Zugbereich Streckungen bis zu maximalen Werten von _1 ≈ 2,13
auf. Im Druckbereich stellen sich vereinzelte Regionen mit _3 ≈ 0,5 ein. Neben der makrosko-
pischen Streckung von _̄1 ≈ 1,1 resultiert das Deformationsfeld aus den magnetischen Wech-
selwirkungen der Partikel. Bei entsprechend geringer Steifigkeit der umgebenden Matrix ist
es gemäß Biller et al. [11] und Puljiz et al. [132] durchaus möglich, dass diese sich nahezu
in den Kontakt bewegen. Anhand der Lokalisierung zeigt sich somit die große Relevanz der
Berücksichtigung finiter Deformationen zur Beschreibung von MRE.
Auch die magnetischen Felder innerhalb der Mikrostruktur sind aufgrund der unterschiedli-
chen magnetischen Eigenschaften von Partikeln und Matrix stark inhomogen. Exemplarisch
ist die magnetische Induktion in Abb. 7.10(c) und (d) dargestellt. Auffällig ist die Verstärkung
der lokalen Felder für besonders nah beieinander liegende Einschlüsse. Neben geometrischen
Aspekten hängt diese auch von dem nichtlinearen Magnetisierungsverhalten des Carbonylei-
sens ab. Es wird deutlich, dass es nicht ausreichend ist, die Partikel als magnetische Dipole zu
betrachten. Dies gilt insbesondere für hoch gefüllte Systeme, in denen die Wahrscheinlichkeit
nah beieinander liegender Einschlüsse deutlich steigt.
7.2 Magnetorheologischer Effekt
Besondere technische Relevanz ist neben dem MS-Effekt dem MR-Effekt, der die Umsetzung
magnetisch schaltbarer Dämpfer oder Lastaufnahmen ermöglicht, zuzusprechen. Die folgende
Betrachtung dieses Effektes gliedert sich an die Analyse des effektiven Verhaltens verschiede-
ner Mikrostrukturen weichmagnetischer MRE in Abschnitt 5.1.2 an. Mittels des Makromodells
ist nun aber auch die Erfassung von makroskopischen Einflussfaktoren – wie etwa der Pro-
bengeometrie –möglich, die gemäß den Untersuchungen des vorherigen Abschnittes 7.1 einen
entscheidenden Einfluss auf die lokalen Felder und damit auf das effektive Verhalten von MRE
hat.
Um den MR-Effekt zu untersuchen, sei im Folgenden eine quadratische Probe mit ;̄0 = 2 cm























Abb. 7.11: Makroskopische FE-Simulation des MR-Effektes: (a) und (b) MRE-Probe B̄0 mit Lagerung und
aufgeprägten Kräften für Zug und Scherung sowie (c) Ausschnitt des simulierten h̄-Feldes der
Probe unter Scherung mit Umgebung und Fernfeld von |h̄∞ | = 1500 kAm−1.
reits bei der Analyse des MS-Effektes wird die Probe dabei vor der mechanischen Belastung
in ein homogenes Magnetfeld
h̄
∞
= ℎ̄∞e2 mit ℎ̄∞ =
{
C/Chℎ̄∞max für C ≤ Ch
ℎ̄∞max für C > Ch
(7.9)
in Ḡ2-Richtung eingebracht, welches dann konstant gehalten wird. Von Interesse ist nun, wie
sich die initialen Dehn- und Schubsteifigkeiten (̄̄) und (̄̄) der betrachteten Probe in Ab-
hängigkeit des äußeren Magnetfelds h̄∞ ändern. Dazu erfolgt an der Probeneinspannung die
Aufbringung von Längs- bzw. Querkräften L̄ L und L̄Q mit dem zeitlichen Verlauf
L̄ • =
{
0 für C ≤ Ch
(C − Ch)/(Cges − Ch)L̄ •max für C > Ch .
(7.10)
Die entsprechenden Lagerungen und Lasteineinleitungen sind für den Zug- und den Schub-
lastfall in Abb. 7.11(a) und (b) zu finden. Das simulierte h̄-Feld in der Probe und der Umgebung
ist für ein Fernfeld von |h̄∞ | = 1500 kAm−1 sowie eine mechanische Scherung in Abb. 7.11(c)
dargestellt. Da am Übergang von MRE zur Einspannung jeweils eine einspringende Ecke auf-
tritt, ist die Vernetzung an diesen Stellen stark verfeinert.
Werden Zugkraft bzw. Schubkraft in der Simulation vorgeschrieben, ergeben sich je nach
Steifigkeit der Probe eine resultierende Längsdehnung Ȳ und Scherung W̄ des Prüfkörpers. Da
hier lediglich derMR-Effekt im initialen Bereich der Spannungs-Dehnungs-Kurven untersucht
werden soll, erfolgt die Wahl der eingeleiteten Lasten derart, dass die auftretenden Dehnun-
gen für alle externen Felder unter 2 % liegen. Für die Untersuchung der Dehnsteifigkeit ist
nun zu beachten, dass infolge des MS-Effektes bereits vor der Aufbringung der mechanischen
Zugkraft eine magnetisch induzierte Längenänderung der Probe erfolgt. Somit sind zwei Mög-
lichkeiten zur Definition der Längsdehnung möglich. Zum einen lässt sich diese auf die Länge
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Abb. 7.12: Simulierter MR-Effekt einer rechteckigen MRE-Probe für verschiedene Lastfälle: (a) und (b)
relative Änderungen von Dehn- und Schubsteifigkeitenmit Bezug auf den Referenzwert ohne
externes Magnetfeld.
;̄0 des undeformierten Zustands und zum anderen auf die Länge der Probe nach der Aufbrin-








In der oberenGleichung bezeichnenΔ;̄ die infolge dermechanischen Zugkraft ̄ L eingeprägte
und Δ;̄ℎ die magnetisch induzierten Längenänderung durch Striktion in Ḡ2-Richtung. Da le-
diglich ein externes Magnetfeld in Ḡ2-Richtung vorgegeben wird, ergibt sich für die Scherung
die Definition W̄ = Δ; /;̄0. Mit Gleichung (7.11) ergeben sich nun für die initialen Bereiche der











7.2.1 Einfluss der Feldstärke
Im ersten Schritt sei der Effekt nun für eine MRE-Probe mit q = 30% Partikelvolumengehalt
analysiert. Die simulierten Ergebnisse der magnetisch induzierten Dehnsteifigkeits-Änderung
sind in Abb. 7.12(a) über h̄∞ aufgetragen. Wie bereits bei der Betrachtung des MR-Effektes in
Kapitel 5 zeigt die Probe ebenfalls den für MRE typischen Verlauf mit quadratischem Initi-
albereich und anschließender Einsättigung. Dabei ist die Steifigkeitsänderung Δ(̄̄)ii etwas
stärker ausgeprägt als Δ(̄̄)i, was auf die magnetostriktive Längenänderung in Richtung des
äußeren Feldes zurückzuführen ist. Da der MS-Effekt rechteckiger Proben Abschnitt 7.1.1 fol-
gend einen ähnlichen Verlauf über h̄∞ wie der MR-Effekt aufweist, nimmt die Differenz der
beiden Dehnsteifigkeiten bis zum Sättigungswert der Striktion deutlich zu und bleibt dann
nahezu konstant. Ein Vergleich mit den experimentellen Daten aus Borin et al. [13] führt auf
eine qualitative Übereinstimmung des prognostizierten Verlaufs der magnetisch induzierten
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Steifigkeitsänderung. Jedoch sind die gemessenen Schalteffekte aufgrund der deutlich gerin-
geren Steifigkeit der synthetisierten MRE-Proben signifikant höher als in der Simulation. Hier
sei auf die in Abb. 5.9(c) aufgetragene Kurve verwiesen, welche ein annähernd indirekt pro-
portionales Verhältnis von Δ̄/̄0 zur initialen Steifigkeit des Verbundmaterials aufzeigt.
Die in Abb. 7.12(b) dargestellten Simulationsergebnisse der relativen Änderung der Schubstei-
figkeit zeigen einen im Vergleich zum Zuglastfall deutlich erhöhten Effekt mit einem Maxi-
malwert von etwa 35%. Die Sättigung stellt sich hier auch bei 1500 kAm−1 nicht vollständig
ein und wird somit deutlich später als bei der Dehnsteifigkeit erreicht. Experimentelle Daten,
welche die vorhergesagte stärkere Ausprägung des MR-Effektes unter Schub bestätigen, lie-
gen dem Autor aktuell nicht vor.
Verglichen mit dem simulierten MS-Effekt rechteckiger MRE-Proben von ca. 4% in der Sätti-
gung sagt die Simulation sowohl für Zug als auch für Schub deutlich stärkere MR-Effekte vor-
aus. Dieses Ergebnis stimmt Stepanov et al. [157] folgend mit Erkenntnissen experimenteller
Untersuchungen überein. Die ermittelte relative Änderung der Schubsteifigkeit ist allerdings
wesentlich schwächer ausgeprägt als die mittels Homogenisierung vorausgesagte Änderung
der initialen Schubmoduli ̄1212 und ̄1221 gemäß Abb. 6.9(a). Teilweise lässt sich diese Ab-
weichung auf die fehlerbehaftete Vorhersage der magnetisch induzierten Steifigkeitsänderung
durch das Makromodell zurückführen: Für den betrachteten Partikelvolumengehalt von 30 %
liegen dieWerte für Δ̄1212̄−10 und ̄1221̄
−1
0 jeweils ca. 10% unter den Ergebnissen der Homo-
genisierung, vgl. Abb. 6.9(a). Da allerdings in der makroskopischen Simulation eine deutlich
größere Differenz gegenüber der Homogenisierung als die zuvor genannte Abweichung auf-
tritt, ist festzuhalten, dass der Einfluss von Probeneffekten offenbar einen erheblichen Einfluss
auf denMR-Effekt hat. Ursachen sind ebenso wie beimMS-Effekt in Gradienten und Sprüngen
makroskopischer Feldgrößen zu suchen, s. Abschnitt 7.1.1.
7.2.2 Variation des Partikelvolumengehaltes
Abschließend sei neben dem Einfluss des externen Feldes auch das Verhalten für verschiede-
ne Partikelvolumengehalte betrachtet. Es werden erneut MRE-Proben mit den bereits in den
vorherigen Kapiteln betrachteten Werten q = {10, 15, 20, 25, 30, 35, 40} % analysiert, wobei
lediglich ein Vergleich des Effektes für ein äußeres Feld von |h̄∞ | = 1500 kAm−1 erfolgen soll.
Die simulierten Ergebnisse für die betrachteten rechteckigen MRE-Proben sind in Abb. 7.13(a)
(a) (b)
q = 10 % q = 25 % q = 40 %


















|h̄∞ | = 1500 kAm−1
Abb. 7.13: MR-Effekt von MRE-Proben mit verschiedenen Partikelvolumengehalten: (a) induzierte rela-
tive Steifigketisänderung für ein Feld von |h̄∞ | = 1500 kAm−1 in vertikale Richtung und (b)
Ausschnitte der zugrunde liegenden Mikrostrukturen für q = {10, 25, 40} %.
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aufgetragen. Für die Dehnsteifigkeit ergibt sich demnach mit steigendem Volumengehalt ein
deutlicher Anstieg des relativen MR-Effektes. Dabei tritt über dem gesamten Bereich von q
eine Differenz zwischen den beiden Auswertungsmethoden der Längsdehnungen nach Glei-
chung (7.11) und den daraus resultierenden Dehnsteifigkeiten gemäß Gleichung (7.12) auf.
Erklärbar ist dieses Ergebnis durch die deutlich höhere Wahrscheinlichkeit geringer Partikel-
Relativabstände mit steigendem q . Diese bedingen stärkere magneto-mechanische Wechsel-
wirkungen innerhalb der Mikrostruktur. Exemplarisch sind Ausschnitte zugrunde liegender
Partikelverteilungen in Abb. 7.13(b) dargestellt. Der prognostizierte Anstieg des MR-Effektes
zeigt sich ebenfalls in experimentellen Ergebnissen für MREmit Partikelvolumengehalten von
11% ≤ q ≤ 38% aus Lokander & Stenberg [97].
Ein Vergleich von Dehn- und Schubsteifigkeit zeigt erneut einen merklich größerenMR-Effekt
unter Schublast über den gesamten Bereich von q . Dabei zeigt sich in etwa eine Verdreiein-
halbfachung der relativen Schubsteifigkeitsänderung von q = 10 % auf q = 30 %. Im Gegensatz
zur Dehnsteifigkeit stellt sich hier eine Sättigung des Effektes ab 30 % Partikelvolumengehalt
ein. Gemäß dem in Abb. 6.9(b) dargestellten Vergleich ist allerdings zu beachten, dass der MR-




8.1 Zusammenfassung und Bewertung
Die effektive Materialantwort von MRE hängt stark von den konstitutiven Eigenschaften der
Bestandteile, also den magnetisierbaren Einschlüssen und der elastomeren Matrix, sowie der
mikrostrukturellen Partikelverteilung ab. Um das Verhalten von MRE-Proben und -Bauteilen
theoretisch beschreiben zu können und so eine virtuelle Auslegung zu ermöglichen, sind dem-
nach sowohl mikroskopische als auch makroskopische Einflussfaktoren zu berücksichtigen.
Ausgehend von dieser Problemstellung stellt die vorliegende Arbeit eine mehrskalige Model-
lierungs-Strategie für die Beschreibung von MRE vor, die auf Basis der Partikelverteilung und
den Materialeigenschaften der Mikroebene eine Vorhersage des effektiven Verhaltens hart-
und weichmagnetischer Komposite ermöglicht. Durch mikroskopisch kalibrierte Makromo-
delle wird außerdem eineMethodik zur effizienten Simulation weichmagnetischer Proben um-
gesetzt, wobei eine implizite Berücksichtigung mikrostruktureller Effekte erfolgt.
Kontinuumsformulierung und numerische Lösung
Die vorgestellten mikro- und makroskopischen Modelle basieren auf einer Kontinuumsfor-
mulierung mit Gültigkeit für finite Deformationen. Nach einer Zusammenstellung allgemein-
gültiger magneto-mechanischer Feldgleichungen und eines Satzes konstitutiver Relationen
folgt die Vorstellung der benötigten Grundlagen zur mehrskaligen Beschreibung der mikro-
heterogenen MRE. Dies beinhaltet die Schritte zur Homogenisierung und Lokalisierung, den
Vergleich von gekoppelten und entkoppelten Multiskalenschemata sowie die Formulierung
makroskopischer RB.
Um das resultierende System von PDGL, RB und AB einer Lösung zugänglich zu machen, er-
folgt im Anschluss an die kontinuumsphysikalischen Grundgleichungen die Betrachtung der
nichtlinearen FEM. Nach einer Diskussion zur Vereinfachung auf zweidimensionale Problem-
stellungen werden die entsprechenden schwachen Formen der mechanischen und magneti-
schen Teilprobleme aufgestellt, diskretisiert und innerhalb einer totalen Lagrange-Formulie-
rung linearisiert.
Charakterisierung der Konstituenten
Um mikroskopische Einflüsse zu erfassen, erfolgt auf Basis der vorgestellten Grundlagen die
Untersuchung und Beschreibung der Konstituenten, also der weich- und hartmagnetischen
Partikeln sowie der elastomeren Matrix. Dazu wird eine umfangreiche experimentelle Cha-
rakterisierung eines Silikonelastomers vorgestellt. Im betrachteten Bereich von Deformations-
geschwindigkeiten zeigt sich dabei ein nahezu elastisches Verhalten mit stark nichtlinearen
Spannungs-Streckungs-Kurven. Eine Studie zeigt weiterhin, dass sich die elastischen Eigen-
schaften des Elastomers durch Zugabe von Silikonöl signifikant beeinflussen lassen. Auf Basis
der experimentellen Datensätze erfolgt die Parametrisierung von Ogden-Modellen für ver-
schiedene Silikonölgehalte.
Der Formulierung von Materialmodellen für die eingebetteten Partikel liegt in dieser Arbeit
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eine additive Aufspaltung der freien Helmholtzschen Energiedichte in mechanische und ma-
gnetische Anteile zugrunde. Zur Beschreibung dissipativen magnetischen Verhaltens wird ne-
ben dem pfadunabhängigen Modell für Weichmagneten das Bergqvist-Vektor-Hysteresemo-
dell erweitert. Es erfolgt eine Anpassung der Ansätze an vorhandene experimentelle Daten
für weichmagnetisches Carbonyleisen und hartmagnetisches NdFeB. Die kalibrierten Mate-
rialmodelle sind für alle drei betrachteten Konstituenten in der Lage, die stark nichtlinearen
Materialantworten sehr gut abzubilden.
Studie der effektiven Materialantwort
Mit der Kenntnis der spezifischen Charakteristika von Partikeln und Matrix erfolgt im An-
schluss eine Studie zum effektiven Verhalten weich- und hartmagnetischer MRE. Eine erste
Analyse der Repräsentativität statistisch-periodischer Zellen mit weichmagnetischen Parti-
keln zeigt dabei, dass die klassische Vorstellung eines RVE bei MRE mit stochastischer Mikro-
struktur verloren geht. Da die Materialantwort im Hinblick auf den mechanischen Anteil des
Spannungstensors extrem sensitiv ist, zeigt sich, dass es notwendig ist, die effektive Antwort
mehrerer Zellen zu mitteln, um Repräsentativität mit vertretbarem numerischen Aufwand zu
gewährleisten. Eine Analyse der zugrunde liegenden Partikelverteilungen belegt weiterhin die
Reduzierung der Streuung für einen steigenden Partikelvolumengehalt.
Im Anschluss daran wird der MR-Effekt weichmagnetischer MRE mit verschiedenen Mikro-
strukturen untersucht. Die Variation idealisierter Geometrien zeigt dabei einen sehr deutlichen
Einfluss auf die effektiven Eigenschaften, die für alle betrachteten RVE ein stark anisotropes
Verhalten aufweisen. Mit steigendem Volumengehalt lässt sich weiterhin eine zunehmende
relative Steifigkeitsänderung von bis zu 300 % erzielen. Für kettenartige Strukturen ist das
Maximum dabei bereits vor dem größten betrachteten Partikelanteil von 40 Volumenprozent
erreicht. Letztlich ergibt die Variation der elastischen Eigenschaften des Elastomers einen an-
nähernd indirekt proportionalen Zusammenhang zwischen relativem MR-Effekt und initialer
Steifigkeit. Die anschließende Untersuchung stochastischer Zellen führt zu ähnlichen Resul-
taten. Im Vergleich zu den Zellen mit kettenartigen Strukturen ist der MR-Effekt der stochasti-
schen RVE dabei deutlich schwächer ausgeprägt. Ebenso zeigt sich nur eine geringe Anisotro-
pie, die aus der magnetisch induzierten Vorzugsrichtung folgt. Die erzielten Resultate zeigen
eine qualitative Übereinstimmung mit experimentellen Befunden und belegen so die Validität
der angewandten Methodik.
Die anschließende Untersuchung von MRE mit hartmagnetischen Partikeln belegt das Auftre-
ten zusätzlicher Kopplungseffekte. Es zeigt sich, dass die Einschlüsse infolge vonmagnetischen
Momentendichten zu starken Rotationen innerhalb vonmagnetischen Lastzyklen neigen. Die-
ses Verhalten führt zu einer deutlichen Verringerung der Koerzitivfeldstärke im Vergleich zur
Hysterese von reinem NdFeB. Die detektierten Effekte können experimentell aufgezeichnete
Hysteresen hartmagnetischer Komposite mit verschiedenen Steifigkeiten so bereits teilwei-
se erklären. In der zugehörigen Spannungsantwort zeigen sich erwartungsgemäß Schmetter-
lingskurven, wobei sich mit Einsetzen der lokalen Partikelrotationen ein deutlich unsymme-
trischer Spannungstensor einstellt. Der Vergleichmehrerer RVE führt auf eine starke Streuung
in den mechanischen Spannungen und deutet damit auf den Verlust einer systematischen Ma-
terialantwort hin.
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Makroskopische Materialmodellierung und Simulation
Um eine numerisch effiziente Simulation makroskopischer MRE-Proben und -Bauteile zu er-
möglichen, erfolgt nach den Untersuchungen der effektiven Eigenschaften die Formulierung
einesmakroskopischenMaterialmodells für weichmagnetische, isotropeMRE. Ausgehend von
einer homogenisierten Datenbasis wird ein Energieansatz formuliert, der die Nichtlinearität
infolge der elastomeren Matrix und der Partikel gut abbilden kann. Das Modell wird innerhalb
eines speziell entwickelten Parametrisierungs-Prozesses an die vorhandenen Daten angepasst.
So lässt sich erreichen, dass sowohl die mechanische als auch die magnetische Materialant-
wort möglichst gut abbildbar sind. Die Betrachtung der relativen Fehler für sieben analysierte
Partikelvolumengehalte zwischen 10 % und 40 % belegt die Güte des Modells sowohl für die
Kalibrierungs- als auch für die Validierungs-Lastfälle. Abschließend zeigt die Modellvorher-
sage des nicht in der Parametrisierung berücksichtigten MR-Effektes eine sehr gute Überein-
stimmung bis zu Volumengehalten von ca. 25 %.
Mit den so kalibrierten makroskopischen Materialmodellen erfolgt im Anschluss die Unter-
suchung des MS-Effektes verschiedener MRE-Proben. Dabei lassen sich unabhängig von der
Probenform stark heterogene Spannungs- und Dehnungsfelder in den MRE feststellen. Ei-
ne systematische Untersuchung makroskopischer Lastterme kann diese Charakteristik in den
Sprüngen der ponderomotorischen Spannung sowie der auftretenden ponderomotorischen
Volumenkraftdichte begründen. Die Untersuchungen verdeutlichen, dass sich mikro- und ma-
kroskopische Einflüsse in Proben nicht getrennt voneinander betrachten lassen und belegen so
die Vorteile der gewählten mehrskaligen Vorgehensweise. Eine Untersuchung von rechtecki-
gen und elliptischen Proben mit verschiedenen Seitenverhältnissen ergibt schließlich einen
maximalen MS-Effekt von ca. 7 % für eine elliptische Geometrie mit dem Seitenverhältnis von
Drei zu Vier in Feldrichtung. Weiterhin zeigt sich eine Zunahme der magnetisch induzierten
Dehnung mit steigendem Partikelvolumengehalt, die in qualitativer Übereinstimmung mit ex-
perimentellen Ergebnissen steht. Letztlich ergibt eine Lokalisierung an ausgewählten Punkten
einer Kreisprobe eine sehr gute Übereinstimmung zwischen Makromodell und der effektiven
Antwort der zugrunde liegenden RVE.
Neben dem MS-Effekt erfolgt eine abschließende Analyse des MR-Effektes makroskopischer
Proben. Dabei zeigen sich sowohl unter Zug als auch unter Scherung im Vergleich zum MS-
Effekt deutlich stärker ausgeprägte Effekte von maximal 12 % bzw. 35 %. Auch hier ergibt eine
Untersuchung, dass die erzielbaren Effekte mit Erhöhung des Partikelvolumengehaltes zuneh-
men.
Fazit
Insgesamt stellt der vorgestellte mehrskalige Modellierungsansatz ein effizientes Werkzeug
zur Beschreibung von MRE dar. Dabei erlauben die mittels experimenteller Daten parame-
trisierten Materialmodelle für die Konstituenten in Verbindung mit numerischen Homoge-
nisierungen die effektive Materialantwort simulativ vorherzusagen. Mit Hilfe des mikrosko-
pisch kalibriertenMakromodells können außerdem typische Kopplungseffekte weichmagneti-
scher MRE-Proben abgebildet und makroskopische Einflussfaktoren untersucht werden, wo-
bei durch Lokalisierungen auch mikroskopische Spannungen, Dehnungen und magnetische
Felder ermittelbar sind. Aufgrund des beträchtlichen numerischen Aufwandes beschränken





Aus den erzielten Ergebnissen resultiert eine Vielzahl von relevanten Punkten zur Fortfüh-
rung dieser Arbeit, die im Folgenden diskutiert werden.
Um in Zukunft quantitative Vorhersagen der effektiven Materialantwort mittels mikrosko-
pischer Simulationen zu ermöglichen, stellt eine valide Datenbasis der konstitutiven Eigen-
schaften von Partikeln und Matrix eine wesentliche Voraussetzung dar. Die experimentelle
Untersuchung der magnetischen Eigenschaften von Mikropartikeln ist allerdings nicht frei
von Problemen. Da die in der Literatur vorhandenen Daten für Carbonyleisen und NdFeB auf
Messungen von gepresstem Pulver bzw. makroskopischen Prüfkörpern basieren, liegen keine
belastbaren Daten vor, die das reine konstituive Verhalten in quantitativer Art und Weise zu-
gänglich machen. Geeigneter sind dagegen Einzelpartikel-Messungen wie sie etwa für Nickel-
Partikel mit einer Größe im Bereich von ca. 200 µm in Metsch et al. [106] beschrieben sind.
Aufgrund der geringen Abmessungen von CEP ist diese Technik allerdings für Carbonyleisen
nicht sinnvoll umsetzbar. Eine Alternative stellen daher Messungen sphärischer Probekörper
dar, die aufgrund ihrer Form makroskopisch homogene Felder im inneren aufweisen. Ist der
Partikelvolumengehalt der Proben außerdem niedrig, nimmt die Wahrscheinlichkeit von Par-
tikeln mit geringen Relativabständen deutlich ab. Somit lässt sich dann auf die lokalen Felder
innerhalb der magnetisierbaren Einschlüsse mittels analytischer Homogenisierungsmethoden
mit hoher Genauigkeit rückschließen.
Die hier getroffene Vereinfachung auf zweidimensionale Problemstellungen ermöglicht zwar
die qualitative Analyse von MRE, schließt jedoch eine quantitative Auslegung realer MRE-
Bauteile aus. In Zukunft ist daher eine Erweiterung auf dreidimensionale Problemstellungen,
wie bei Mukherjee et al. [115, 116], von besonderer Relevanz. Dabei ist allerdings eine im-
mense Steigerung des numerischen Aufwandes zu bewältigen. Da neben den konstitutiven Ei-
genschaften von Partikeln undMatrix auch derenmikrostrukturelle Anordnung von äußerster
Relevanz ist, muss außerdem die Berücksichtigung realer Partikelverteilungen erfolgen. Dies
lässt sich einerseits durch die direkte Erstellung von FE-Netzen aus Computer-Tomographie
(CT)-Daten oder indirekt durch die Generierung statistisch äquivalenter Volumenelemente
(SVE) erreichen, s. Balzani et al. [4] oder Scheunemann et al. [145]. Dabei sind SVE aufgrund
der deutlichen Reduktion der im Materialausschnitt enthaltenen Einschlüsse aus rechentech-
nischer Sicht erheblich effizienter.
Da sich mit strukturierten MRE deutlich größere Effekte als mit klassischen MRE erzielen las-
sen [60], ist auch die makroskopische Modellierung dieser Materialklasse anzustreben. Diese
verhalten sich allerdings im Gegensatz zu MRE mit vollständig stochastischer Partikelver-
teilung stark anisotrop. In Anbetracht der komplexen Mikrostruktur, die sich beim Vernet-
zungsprozess unter Feldeinfluss ausbildet, wird eine idealisierte Beschreibung als transversa-
lisotropes Ersatzkontinuum unter Umständen nicht ausreichen. Hier stellt daher ein hybrider
Modellierungsansatz gemäß Ibáñez et al. [64] und Settgast et al. [149, 150] einen möglichen
Zugang dar. Dabei werden die Abweichungen zwischen Modell und homogenisierter Materi-
alantwort durch ein künstliches neuronales Netz abgebildet.
Weiterer Forschungsbedarf besteht auch bei der Modellierung hartmagnetischer MRE. Hier
zeigt sich, dass neben den Eigenschaften von Partikeln undMatrix auch Informationen über die
Grenzschicht benötigt werden [158, 163]. Dabei stellt sich die Frage, wie Schädigungsprozes-
se experimentell ermittelbar sind, um diese einem geeigneten Modell zugänglich zu machen.
Unter Voraussetzung solcher Daten ist bspw. die Verwendung von Kohäsivzonen-Elementen
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in FE-Simulationen denkbar. Weiterhin erfordert die simulative Analyse dieser Materialklasse
die Anwendung von Algorithmen zur Neuvernetzung während der Berechnung. Nur so lässt
sich eine stabile Simulation bis hin zu sehr geringen Steifigkeiten erzielen.
Die vorgeschlagenen Verbesserungen und Erweiterungen der entwickelten Modellierungs-
strategie stellen wesentliche Schritte hin zur quantitativen Vorhersage des Verhaltens von
MRE dar. Durch virtuelles Designen kann so in Zukunft die Nutzung dieser vielversprechen-
den Materialien in technischen Anwendungen vorangetrieben werden.
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Die in dieser Arbeit verwendete symbolische Tensornotation ist im Folgenden kurz zusam-
mengestellt. Dabei gelten entsprechend der in Kapitel 2 eingeführten Konvention und dem
Raum von Tensoren =-ter Stufe gemäß Gleichung (2.1) die Symbole ) ∈ L0, Z ∈ L1, T ∈ L2,
T ∈ L3 und T ∈ L4.
Um die Definition der verwendeten Operationen wie Produkte und Normen eindeutig dar-
zulegen, erfolgt für die wesentlichen Elemente eine Überführung in die Indexnotation. Dabei
gilt die Einsteinsche Summationskonvention, also die Summation über doppelt auftretende
Indizes. Eingeklammerte Indizes sind dagegen von der Summation ausgeschlossen, bspw.








Dyadisches Produkt, Kreuzprodukt und Skalarprodukte sind gemäß
(<)A ⊗ (=)B = (<+=)C :1:2 ...:<;1;2 ...;= = :1:2 ...:<;1;2 ...;= , (A.2)
(<)A × (=)B = (<+=−1)C 4:<;1 9:1:2 ...:<;1;2 ...;= = :1:2 ...:<−1 9;2 ...;= , (A.3)
(<)A · (=)B = (<+=−2)C :1:2 ...:<−1B1B1;2 ...;= = :1:2 ...:<−1;2 ...;= und (A.4)
(<)A : (=)B = (<+=−4)C :1:2 ...:<−2B1B2B2B1;3 ...;= = :1:2 ...:<−2;3 ...;= (A.5)
gegeben. Ferner ist das Potenzieren eines Tensors 2. Stufe durch
L2 3 A= := A · . . . · A︸     ︷︷     ︸
=-mal
∀= ∈ N≥2 (A.6)
definiert. Die Eukildische Norm sowie die Frobenius-Norm sind durch
|a | :=
√
a · a = √0;0; und ‖A‖ :=
√





Der Nabla-Operator kennzeichnet die vektorwertige partielle Ableitung nach den Raumko-
ordinaten und ist durch L1 3 ∇ := e; mG; definiert. Somit ergeben sich mittels dieser Definition
Gradient, Divergenz und Rotation von Tensoren 1. und 2. Stufe zu
∇v = E:,; e; ⊗ e: ∇T = ):;,<e< ⊗ e: ⊗ e; , (A.8)
∇ · v = E:,: ∇ · T = ):;,:e; und (A.9)
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A.2 Spektrale Zerlegung
∇ × v = 4:;<E<,; e: ∇ × T = 48 9:):;,9 e8 ⊗ e; . (A.10)






























= det():; )) −198 (A.14)
gegeben. Für symmetrische Tensoren S ∈ Lsym2 := {τ ∈ L2 | τ = τT} gelten aufgrund der




























Zur Bestimmung der Spannung T ∈ L2 und der Materialtangente C ∈ L4 des Ogden-Modells
sind die Ableitungen der Hauptsreckungen _U ∈ R+ und der Projektionstensoren MU nach C
zu bestimmen. Diese Terme werden im Folgenden unter Ausnutzung der Projektoreigenschaf-





U mit MU ·MV := MUX (U)V und
#_∑
U=1
MU := I (A.17)
ermittelt, wobei sich aus den obigen Gleichungen zusätzlich die Relationen
MU : I = aU und dMU : MV = 0 , (A.18)
mit aU der algebraischen Vielfachheit, ermitteln lassen. Für die Änderung der Projektoren sind




(dMU ·MW − dMW ·MU ) und (A.19)
MU · dMV ·MW = dMU ·MW (X (U)V − X (W )V ) (A.20)




A.2.1 Ableitung der Hauptstreckungen
Durch Bilden des totalen Differentials der Gleichung (A.17)1 und anschließende zweifache







)  : MV





U : MV︸    ︷︷    ︸
=trMUXUV
+_2U dMU : MV︸      ︷︷      ︸
=0
)
dC : MV = 2_Vd_ (V)a (V) . (A.21)
Nach Einsetzen von d_V = mC_V : dC in Gleichung (A.21) folgt aus einem Vergleich der linken







Zur Formulierung von Materialgleichungen mittels des Flory-Splits gemäß Gleichung (4.6)





















1 + (aU − 1)XUV













(V)  . (A.24)















A.2.2 Ableitungen der Projektionstensoren
Die Ableitung der ProjektorenMU nach C lässt sich ebenfalls aus dem totalen Differential der
Gleichung (A.17)1 gewinnen. Davon ausgehend ergibt sich durch skalare Multiplikation mit
den Projektoren von links und rechts sowie Ausnutzen von (A.20)





U ·MV ·MW + _2
V
MU · dMV ·MW
)
MU · dC ·MW = 2_Ud_ (U)M(U)X (U)W + (_2U − _2W )dM(U) ·M(W ) . (A.26)
Es lassen sich nun die zwei Fälle U = W sowie U ≠ W diskutieren, wobei aus ersterem erneut
die Beziehung (A.22) ableitbar ist. Für den zweiten Fall ergibt sich dagegen
dMU ·MW = M




∀U ≠ W . (A.27)














W · dC ·MU











(MU · dC ·MW +MW · dC ·MU ) ∀#_ ∈ {2, 3} . (A.28)
Mit dC = mCC : dC = Isym : dC und dMU = mCMU : dC ergibt sich durch Vergleichen der
























































A.2.3 Bestimmung der Materialtangente
Mit der Kenntnis der zuvor hergeleiteten Relationen (A.22) und (A.30) lässt sich nun die Ma-













































T U ⊗ T V ⊗ (T U ⊗ T V + T V ⊗ T U ) .
(A.33)
Die in (A.33) auftretende Ableitung m_V)U ist für das Ogden-Modell mit der freien Energie-












^ 2 · · ·





























gegeben. Für den Fall gleicher Eigenwerte, d. h. _U = _V mit U ≠ V , muss der zweite Summand
in Gleichung (A.33) über eine Grenzwertbildung ermittelt werden. Dieser Fall tritt beispiels-
weise für den undeformierten Zustand, an dem F = I gilt, auf. Mit der Regel von l’Hospital


















































B Transformation von Feldgleichungen
Zur Ermittlung der auf die Referenzkonfiguration B0 bezogenen Feldgleichungen dienen die
Pull-Back-Operationen (2.20) und (2.39). Um schließlich die denMaxwell-Gleichungen (2.15a)
und (2.15b) sowie die der Impulsbilanz (2.38b) entsprechenden Lagrangeschen Formen der
PDGL und zugehörigen Sprungbedingungen zu erhalten, sind die in Abschnitt 2.1.1 einge-
führten kinematische Relationen auszunutzen. Die notwendigen Operationen werden im Fol-




Mit der Pull-Back-Operation (2.20)1 sowie der kinematische Relation (2.14a)1 ergibt sich für
das Gausssche Gesetz nach kurzer Umformung die auf B0 bezogene PDGL:
0 = 1;,; = (−1;!),;︸     ︷︷     ︸
=0
! + −1;!!, −1 ; → !,! = 0 ∀^ ∈ B0 . (B.1)
Um partielle Ableitungen bezüglich der aktuellen Koordinaten x durch Ableitungen nach ^







Für das Ampèresche Durchflutungsgesetz folgt mit der Pull-Back-Operation (2.20)2, Gleichung
(B.2) sowie der Kompatibilität von F−1 gemäß (2.8b) der Zusammenhang
4:;<
−1
"<,;︸     ︷︷     ︸
=0
" + 4:;<−1"<−1!; ",! = 0 . (B.3)
Multiplikation mit  −1
 :






!;︸                   ︷︷                   ︸
4 !"
",! = 4 !"",! = 0 ∀^ ∈ B0 . (B.4)
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B Transformation von Feldgleichungen
Impulsbilanz
Umdie Impulsbilanz bzw. die Gleichgewichtsbeziehungenmit dem 1. Piola-Kirchhoff-Span-
nungstensor auszudrücken, erfolgt eine Umformung analog zu (B.1). Mit der Definition gemäß
Gleichung (2.39) ergibt sich somit
0 = f tot
:;,:









= 0 ∀^ ∈ B0 . (B.5)
Magnetische Potentiale
Für die Definition des magnetischen Skalarpotentials in Lagrangescher Form folgt mit (2.20)2
ℎ; = −i,; → −1 ; = −i, 
−1
 ;
→  = −i, ∀^ ∈ B0 . (B.6)
Da sich das magnetische Vektorpotential gemäß (2.20)4 genauso wie die Feldstärke h transfor-
miert, lässt sich die Definition von a gemäß Gleichung (2.18) analog zu (B.3) und (B.4) behan-
deln. Mit (2.20)1 folgt
0 = 1: − 4:;<0<,; = −1:&& − 4:;<−1"<−1!; ",! . (B.7)
Multiplikation mit  −1
 :
führt schließlich auf




!;︸                ︷︷                ︸
4 !"
",! →  = 4 !"",! ∀^ ∈ B0 . (B.8)
B.2 Sprungbedingungen
Gausssches Gesetz
Auch die Lagrangesche Formder Sprungbedingungen (2.15a)2 istmittels der Pull-Back-Opera-
tion (2.20)1 herzuleiten. Wird ausgenutzt, dass der Normalenvektor n auf S unabhängig vom
Sprung selbst ist, lässt sich dieser in den Operator hineinziehen. Mit der Transformation des
Normalenvektors gemäß (2.12a)2 ergibt sich nun









Da T sowie der Term  |F−T ·T | gemäß Gleichung (2.13)1 frei von Sprüngen sind, folgt schließ-
lich




Mit der Pull-Back-Operation (2.20)2 sowie der bereits in Gleichung (B.9) ausgenutzten Metho-
dik folgt für die Sprungbedingung des Ampèreschen Durchflutungsgesetzes











Aus Gleichung (2.14b) lässt sich nun der Zusammenhang 4:;< = −14 !": ;!<" gewin-
nen, mit dem schließlich
0 = −1 |F−T · T |−1 È4"! #!: "É (B.12)
folgt. Da der Deformationsgradient F gemäß (2.8a)2 tangential stetig ist, kann der Ausdruck
4"! #!: ebenfalls aus dem Sprung-Operator herausgezogen werden. Überschieben mit F−1
und Ausnutzen der Eigenschaften des Permutationssymbols liefert schließlich die Gleichung
4 !"#! È"É = 0 ∀^ ∈ S0 . (B.13)
Impulsbilanz
Um die zur Impulsbilanz zugehörige Sprungbedingung in Bezug auf S0 zu erhalten sind die






















|F−T · T |

+ −1 |F−T · T |−1?̂; . (B.14)
Erneut kann gemäß Gleichung (2.13)1 der Term −1 |F−T ·T |−1 aus der Sprung-Operation her-




# + ?̂; = 0 ∀^ ∈ S0 . (B.15)
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C Relative Fehler der kalibrierten
Makromodelle
Die in Gleichung (6.23) eingeführten Fehlermaße sind für die Partikelvolumengehalte 10 %,
15 % und 20 % in Abb. C.1 sowie für 25 %, 35 % und 40 % in Abb. C.2 über der magnetischen
Feldstärke h̄| aufgetragen.





















































































































gemäß Gleichung (6.23) der kalibrierten Makromodelle
für MRE: (a) – (c) Partikelvolumengehalte 10 %, 15 % und 20 %.
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gemäß Gleichung (6.23) der kalibrierten Makromodelle
für MRE: (a) – (c) Partikelvolumengehalte 25 %, 35 % und 40 %.
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