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Resumo
A motivação desta tese funda-se no (des)enquadramento à realidade das soluções
caóticas do modelo centro-periferia em tempo discreto de Currie e Kubin (2006) e
que contrastam com o estacionário comportamento de longo prazo, exibido primor-
dialmente na versão standard em tempo contínuo. Após uma descrição minuciosa
do trabalho destes autores, mostra-se que a previsão de caos determinístico, com
os custos de transporte elevados a tornarem-se desestabilizadores, é inﬂuenciada pe-
las características da modelação adotadas na dinâmica de ajustamento. A partir daí,
propõe-se uma nova discretização regida por propriedades especíﬁcas, de forma a imi-
tar ﬁavelmente o processo decorrente no quadro temporal contínuo, assumindo que
a migração inter-regional dos trabalhadores industriais sucede, de período a período,
enquanto persistirem diferenças nos salários reais. Apresentam-se alguns exemplos
de funções de migração cumpridoras de tais propriedades. O seu estudo analítico,
complementado com simulações numéricas em Matlab, sugerem a convergência das
conclusões do modelo centro-periferia formulado em tempo contínuo e em tempo
discreto.
Palavras-chave: Modelo centro-periferia; Caos; Aglomeração; Dispersão.
Abstract
This thesis arises from the (non-)conformity of the chaotic solutions of the core-
periphery model in discrete time by Currie and Kubin (2006) to reality, since they are
not in line with stationary long-term behaviour, primarily exhibited in the standard
continuous-time version. Following on a detailed description of these authors' work,
it is shown that the prediction of deterministic chaos, with de-stabilising growing
costs of transportation, is inﬂuenced by the modelling characteristics adopted in the
adjustment dynamics. A new discretisation is thus suggested which is ruled by speciﬁc
properties so as to consistently reproduce the deriving process in a continuous-time
setting on the assumption that the inter-regional migration of manufacturing workers
occurs, from time to time, as long as diﬀerences in their real wage persist. A few
examples of migration functions that comply with such properties are presented.
Their analytic study, complemented with Matlab numerical simulations, suggests
the convergence of the conclusions drawn from the core-periphery model both in
continuous and in discrete time.
Keywords : Core-periphery model; Chaos; Agglomeration, Dispersion
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Capítulo 1
Introdução
A Rua de Santa Catarina é a zona comercial mais antiga da cidade do Porto, al-
bergando lojas de vestuário, miudezas, sapatarias, o centro comercial Via Catarina
e numerosos vendedores de rua. Torna-se numa localização bastante aceitável para
o comércio de retalho mas, à partida, qualquer outra serviria com o mesmo propó-
sito. Então, porque é que os proprietários escolheram estabelecer-se aí? A resposta é
simples: para estarem perto uns dos outros. Atualmente, o que sustenta esta proxi-
midade traduz-se numa lógica circular em que os potenciais consumidores dirigem-se
à Rua de Santa Catarina porque esperam encontrar uma variedade de lojas que satis-
façam as suas necessidades, enquanto essas localizam-se nas redondezas uma vez que
é sabido que terão acesso a um grande leque de clientes. O fenómeno de aglomera-
ção que se ilustrou ocorre em diversos níveis geográﬁcos. Assim, outros tipos podem
ser encontrados na formação e crescimento das cidades, no surgimento de indústrias,
ou na existência de extremas diferenças regionais no próprio país. Estudos empíricos
revelam que a distribuição espacial da atividade económica se processa de forma desi-
gual. Redding (2009) relata que a percentagem de população mundial residente numa
cidade cresceu de menos de um décimo em 1300, para cerca de um sexto em 1900, e
para cerca de metade em 2008. Em 1980, havia mais de dois milhões de cidades que
ultrapassavam os cem mil habitantes e, em 1995, simplesmente quinze cidades tinham
uma população superior a dez milhões. No que diz respeito a Portugal, conclui-se a
existência de processos de aglomeração, à volta de Lisboa e Vale do Tejo, no período
de 1987 a 1999, e conﬁrma-se a desertiﬁcação do interior a favor do litoral de Portugal
Continental entre 1996 e 2002, apontando o rendimento real, a taxa de desemprego
e o emprego agrícola como as principais causas para a mobilidade do factor trabalho
(Martinho, 2004, 2006).
A Economia Geográﬁca dedica-se ao estudo da localização da atividade económica
no espaço e das razões que estão no seu encalço. Começou por ser um assunto negli-
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genciado pelos economistas contanto que o encaravam como intratável. O desenvol-
vimento de novas ferramentas de modelação, destinadas à exploração da organização
industrial, do comércio internacional e do crescimento económico, removeram as suas
barreiras técnicas, transformando-a num campo fortífuro. Nesse sentido, nos anos
90 emerge a Nova Economia Geográﬁca, abreviada por NEG1, mediante a exordial
contribuição de Krugman (1991), com o seu trabalho intitulado Increasing Returns
and Economic Geography, que impulsiona uma abordagem de equilíbrio geral com o
objetivo de explicar a aglomeração geográﬁca e as disparidades de crescimento regi-
onal. O modelo resultante mostra como uma economia endogenamente se distribui
num centro industrializado e numa periferia agrícola, tendo ﬁcado conhecido como
modelo centro-periferia. Organiza-se a partir de duas regiões, dois setores (agricul-
tura e indústria) e dois fatores de produção (agricultores e trabalhadores industriais).
Os seus pressupostos modeladores confrontam um setor agrícola perfeitamente com-
petitivo com um setor industrial a que se impõe rendimentos crescentes à escala e um
mercado caracterizado por concorrência monopolística Dixit-Stiglitz (1977), custos
de transporte do tipo iceberg e mobilidade dos trabalhadores industriais.
Fujita et al. (1999) criam o slogan Dixit-Stiglitz, icebergs, evolution, and the com-
puter para sumariar os aspetos distintivos da NEG como teoria económica. Antes de
mais, destaca-se a evolução que se refere à forma como a economia processa a escolha
de uma entre várias conﬁgurações geográﬁcas possíveis. Inevitavelmente, sugere o uso
de uma linguagem que encerra uma história de dinâmica. Em particular, Fujita et al.
(1999) seguem este atalho e reﬁnam o modelo estático de Krugman (1991) com uma
dinâmica de ajustamento em que os trabalhadores industriais migram continuamente
para a região que concede o maior salário real corrente. O seu ponto marcante con-
siste em deslindar os pormenores da emergência do padrão centro-periferia urbano
através de bifurcações. Por outro lado, é extremamente difícil trabalhar este modelo
de papel e lápis pelo que surge a necessidade de recorrer ao computador. A simulação
computacional permite facilmente aceder a exemplos numéricos que guiam e comple-
mentam os resultados analíticos. Aliás, durante mais de uma década, as conclusões
extraídas do modelo centro-periferia baseavam-se simplesmente nas simulações exe-
cutadas, atribuindo valores a certos parâmetros, em concordância com evidências
empíricas. O número e estabilidade dos equilíbrios de longo prazo foram determina-
dos por Robert-Nicoud (2005), tendo-se adiantado a Mossay (2006) que estabeleceu
a existência e unicidade do equilíbrio geral de curto prazo.
1Existe uma certa discussão em torno da designação mais correta dessa vertente económica
teórica, colocando frente a frente Nova Economia Geográﬁca e Nova Geograﬁa Económica.
2
CAPÍTULO 1. INTRODUÇÃO
Fujita el al. (1999) resumam com clareza a principal conclusão de Krugman
(1991):
Para custos de transporte suﬁcientemente elevados, há um único equilíbrio es-
tável em que a atividade industrial se distribui equitativamente pelas regiões
[equilíbrio de dispersão simétrica]. Quando os custos de transporte são inferio-
res a um certo nível crítico [ponto de sustentação], emerge um novo equilíbrio
estável, no qual toda a atividade industrial se concentra numa região [equilí-
brio de aglomeração]. Ao ﬁcarem aquém de um segundo nível crítico [ponto de
rutura], o equilíbrio simétrico torna-se instável. (p. 68, tradução livre)
Estas duas conﬁgurações espaciais dizem-se steady states da economia, o que signiﬁca
que, uma vez alcançado este estado, a economia aí perdura na ausência de choques.
Os custos de transporte consistem no elemento-chave dos modelos da NEG. A
sua dimensão determina a intensidade da interdependência espacial entre as regiões
e, dessa forma, a relevância do acesso ao mercado. O termo económico correto seria
custos de comercialização que abrangem os próprios custos de transporte mas na
modelação formal desta teoria há uma tendência em considerar esses dois conceitos
como sinónimos2. As noções de geograﬁa e de espaço são introduzidas sob a forma de
uma função de custos de transporte iceberg, em que uma parte dos bens transferidos
se perde no próprio ato da transação, tendo-se tornado numa prática standard desde
a aplicação inicial de Krugman (1991). A adoção desta formulação é justiﬁcada
por conveniência analítica, permitindo a direta manipulação matemática de funções
distância-custo de maneira consistente com a estrutura de mercado Dixit-Stiglitz.
Segundo Krugman (1998), não só dispensa a modelação de um setor adicional como
preserva a elasticidade preço da procura percebida, visto que o custo de transporte
entre duas regiões é sempre uma fração constante do preço de fábrica. Não obstante,
sabe-se que a explicitação deste pressuposto é implausível, opondo-se amplamente
a qualquer evidência observada a partir das economias de transporte (Fingleton e
McCann, 2007). Ainda assim, Pires (2006) salienta a importância destes modelos
na análise empírica dos efeitos da condição espacial sobre a atividade económica.
Acrescente-se que a sua aplicação para o ﬁm de subtrair informações sobre o mundo
real deverá ser feita cautelosamente.
A especiﬁcação empírica dos custos de comercialização está longe de ser fácil
devido às diﬁculdades de medição inerentes. A solução passa pela aproximação mas
a forma como é realizada inﬂuencia seriamente as conclusões alcançadas sobre a
proeminência do acesso ao mercado, sendo que a maioria dos estudos empíricos da
NEG geralmente não atentam às possíveis implicações (Bosker e Garretsen, 2010).
2Anderson e Wincoop (2004 como citado em Leite et al. 2009) deﬁnem amplamente custos de
comercialização distinguindo-os de custos de transporte.
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As estimativas de Hanson (2005), efetivadas sobre dados dos EUA, prescrevem que
os custos de comercialização são elevados e aumentam gradualmente, defendendo que
estes resultados poderão reﬂetir a mudança secular em curso da atividade económica
de manufatura de baixo custo comercial para serviços de alto custo comercial (p. 21,
tradução livre), de modo a justiﬁcar-se perante o reconhecimento de que os custos
de comunicação e alguns tipos de custos de transporte têm vindo a diminuir progres-
sivamente ao longo do tempo. Leite et al. (2009) expõem que, geograﬁcamente, os
custos de comercialização são maiores nas regiões sem acessos a zonas costeiras e nos
países em desenvolvimento.
Não menos importante é a lei de migração que ostenta um papel decisivo na
maneira de explicar o porquê e quando esse movimento terá lugar. De acordo com
Krugman (1991), os agentes são míopes e buscam maximizar a utilidade presente,
ignorando o efeito da sua ação na economia. Já Fujita e Thisse (2002) e Ottaviano
(2001) assumem agentes forward-looking que avaliam a trajetória da utilidade indireta
futura, devidamente descontada. Camacho (2013) conclui que a simples alteração da
lei de migração no modelo de Fujita e Thisse (2002) pela lei de Krugman não resolve
os problemas analíticos com que se depara no estudo do primeiro, mas possibilita a
análise das propriedades de longo prazo através de técnicas usuais.
Foram várias as versões do modelo centro-periferia que se ergueram subsequente-
mente, desde acrescer regiões (Castro et al., 2012; Fujita et al., 1999) ou simplesmente
um setor de bens não-transacionáveis (Leite et al., 2013), incorporar custos de trans-
porte no setor agrícola (Fujita et al., 1999), impor expetativas forward-looking aos
migrantes (Baldwin, 2001), introduzir heterogeneidade entre trabalhadores móveis
altamente qualiﬁcados e trabalhadores imóveis não qualiﬁcados (Forsild e Ottaviano,
2003), alterar o quadro temporal de contínuo para discreto (Currie e Kubin, 2006),
entre muitas outras.
O foco desta dissertação assenta no último trabalho mencionado. Currie e Kubin
(2006) investigam se as proposições decorrentes do modelo standard são robustas
em relação à variável temporal. Para tal, limitam-se a enunciar o modelo centro-
periferia contínuo, proposto por Fujita et al. (1999), agora em tempo discreto. O que
aparenta ser à primeira vista inofensivo, traz implicações signiﬁcativas ao nível dos
comportamentos de longo prazo praticáveis na economia, sendo que os equilíbrios de
aglomeração e de dispersão poderão imperar juntamente com soluções periódicas ou
até mesmo caóticas. Revolucionariamente, signiﬁca que, no longo prazo, é possível a
coexistência da manufatura nas duas regiões. Por sua vez, a interpretação económica
do caos remete aqui para a incessante e desorganizada deslocalização da mão-de-obra
industrial. Todavia, contrastando com a realidade, esta conduta não é observável,
por mais que se estenda o horizonte temporal, o que constituiu o motivo do presente
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trabalho. A eminente contradição deu lugar a um problema a ser estudado, regido
por duas questões que se passam a listar:
1. Quais os fatores desencadeadores do caos no modelo centro-periferia em tempo
discreto apresentado por Currie e Kubin (2006)?
2. Existirão dinâmicas alternativas discretas que obedeçam aos pressupostos base
e cujos resultados não diferem dos originais de Fujita et al. (1999)?
Ora, a precisa alteração de Currie e Kubin (2006) consiste em tornar o movimento
migratório num processo de ajustamento discreto, complementado com a introdução
de um novo parâmetro que mede a velocidade de migração. Esta combinação é a
chave determinante para a diferenciada natureza qualitativa do sistema dinâmico,
que tende a despontar para custos de transporte elevados.
A propriedade em tempo contínuo de que o equilíbrio simétrico é o único equi-
líbrio estável para custos de transporte elevados não transita para o modelo em
tempo discreto. Pelo contrário, para um determinado conjunto de parâmetros
(µ, σ, γ, L), existem custos de transporte suﬁcientemente elevados para os quais
o equilíbrio simétrico é instável e o comportamento de longo prazo envolve a
coexistência assimétrica ou a aglomeração. (...) Um aumento em T 'estica' a
função. (Currie e Kubin, 2006, p. 273, tradução livre)3
A elevação da velocidade de migração, para qualquer combinação (µ, σ, T ) desde
que T se manifeste signiﬁcativamente elevado, poderá desencadear o mesmo efeito.
Sendo assim, tudo aponta para que a resposta à questão 1. esteja na forma funcional
adotada para descrever a migração em cada instante.
Dos registos disponíveis, parece que Yokoo (2001) foi o primeiro a discretizar
diretamente o modelo de Krugman (1991) com o interesse de explorar somente os
possíveis padrões de ajustamento e outros fenómenos não lineares, em vez de perceber
os estados da economia. Já aí, conclui que endógenas ﬂutuações periódicas e caóticas
da quota de trabalhadores industriais são factíveis e que tais dinâmicas não podem
ser geradas num quadro temporal contínuo a duas regiões. Todavia, este trabalho
nunca foi comentado nem citado, pelo que se pode considerar que, oﬁcialmente, a
literatura da NEG numa vertente determinística discreta foi inaugurada por Currie e
Kubin (2006), tendo-se seguido a discretização de outros modelos aﬁns por intermédio
dos mesmos autores, conforme ilustra a Tabela B.2 do Apêndice B. Daí, veriﬁca-se
que a estratégia usada coincide em todos os casos, pelo que a questão 2. detém uma
3µ−quota de rendimento despendido nos produtos industriais; σ−constante de elasticidade de
substituição entre as variedades industrializadas; γ−velocidade de migração; L−número de traba-
lhadores industriais; T−custos de transporte.
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maior abertura, requerendo a construção de novas funções migratórias, devidamente
testadas no ambiente discreto do modelo centro-periferia.
O tratamento do problema levantado ocorre por via analítica e computacional,
recorrendo no último feito, ao software interativo Matlab, e dá lugar à redação da
presente tese que se organiza em cinco capítulos. O presente capítulo familiariza o
leitor com o tema abordado, contextualizando-o através de uma seletiva revisão de
literatura. Explicita as questões em estudo e a metodologia adotada no seu solu-
cionamento. O ponto de partida da efetiva investigação é preconizado pela análise
exaustiva do modelo de Currie e Kubin (2006) que se reproduz detalhadamente no
Capítulo 2. Aí, apresentam-se os pressupostos afetos à classe dos consumidores e dos
produtores agrícolas e industriais. Caracteriza-se o equilíbrio geral de curto prazo,
condicionado à alocação regional da força de trabalho industrial. Levantada essa res-
trição, explora-se o complexo comportamento dinâmico do modelo, demarcando os
pontos ﬁxos e as condições de estabilidade associadas. Nesta secção vai-se além do tra-
balho de Currie e Kubin (2006), provando as aﬁrmações consideradas relevantes para
compreender o seu fundamento. O Capítulo 3 inicia-se com uma breve apresentação
do software Matlab e, no seu seguimento, expõem-se as estratégias que sustentam
as funções construídas nessa linguagem, propositadamente para a resolução numérica
do modelo. Avança-se para a discussão dos resultados obtidos por Currie e Kubin
(2006), identiﬁcando quatro interrogações cujo julgamento vai ao encontro de uma
solução para a primeira questão instaurada. As simulações computacionais em va-
riados cenários são aqui proeminentes e abrem caminho para o quarto capítulo, que
se dedica à questão 2., contanto que as supostas dúvidas que remanescem na função
de ajustamento apoiam na idealização de uma dinâmica migratória em tempo dis-
creto, dita bem comportada. Desde logo, enunciam-se as características inovadoras
que uma tal dinâmica deve satisfazer, tomando como dados os pressupostos originais.
Posteriormente, concretiza-se um exemplo que se retrata de forma minuciosa, encer-
rando uma pesquisa no âmbito da simetria, dos pontos ﬁxos e sua estabilidade, que
culmina com a descrição do comportamento de longo prazo da economia, em função
do custo de transporte, conjeturado primeiramente por meio de simulações. A sua
execução é feita a partir do conveniente ajustamento dos programas em Matlab
já existentes. A secção termina com a formulação da proposição que se esperava
alcançar e comum ao caso contínuo. Prossegue-se com a listagem de uma série de
outros exemplos que são agora relatados sucintamente. O último capítulo expressa
as conclusões, proporcionando uma perspetiva uniﬁcadora do trabalho efetuado.
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Capítulo 2
Modelo centro-periferia em tempo
discreto
Why and when does manufacturing become concentrated in a few regions,
leaving others relatively undeveloped?
(Krugman, 1991, p. 484)
A localização da atividade económica no espaço não se estabelece por acaso, porém
revela-se um processo complexo pela diversidade de intervenientes, que simultanea-
mente, pretendem otimizar o seu excedente económico. Os estudos a este nível são
consensuais, denunciando uma desigual distribuição geográﬁca da atividade econó-
mica. O modelo centro-periferia de Krugman (1991) surge precisamente para dar
resposta à evolução da estrutura espacial de uma economia, afeto às questões de
porquê e quando ocorre a concentração industrial. Combina rendimentos cres-
centes à escala, custos de transporte e mobilidade laboral que impulsionam a fricção
das forças opostas, centrífugas (de dispersão) e centrípetas (de aglomeração), donde
emerge o equilíbrio de mercado. Entre outros autores, Fujita et al. (1999) aban-
donam a estaticidade impressa no modelo e concebem uma versão dinâmica, num
quadro temporal contínuo, reunindo na sua obra The Spatial Economy: Cities, Re-
gions and International Trade desenvolvimentos subsequentes da própria. Currie e
Kubin (2006) tomam essa referência como ponto de partida e estudam a robustez do
modelo quanto à variável temporal, reformulando-o em tempo discreto. O capítulo
que se inicia, apresenta esta extensão, enumerando os respetivos pressupostos na sec-
ção 2.1 e os principais resultados nas secções 2.22.3. Baseia-se maioritariamente no
trabalho de Currie e Kubin (2006), que se completa com as publicações de Fujita et
al. (1999), Baldwin et al. (2002), Forslid e Ottaviano (2003), Brakman et al. (2009),
preservando a notação dos primeiros.
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2.1 Pressupostos
O modelo é estruturado em duas regiões e dois setores: a agricultura (A) e a indústria
(M ). Existem dois fatores de produção, especíﬁcos a cada setor: os agricultores e
os trabalhadores industriais. O setor agrícola funciona em regime de concorrência
perfeita, produzindo um bem homogéneo sob rendimentos constantes à escala. A
indústria insere-se num mercado de concorrência monopolística Dixit-Stiglitz (1977),
sujeita a rendimentos crescentes à escala.
As trocas comerciais entre regiões acontecem de forma voluntária. O transporte
do produto agrícola é isento de qualquer custo adicional e a comercialização do bem
compósito industrializado incorre num custo de transporte do tipo iceberg, ou seja,
por cada unidade de bem transacionada de uma região para outra, apenas chega ao
destino a fração 1
T
, com T > 1, suportado pelo consumidor. O parâmetro T captura
todos os custos associados a uma transação entre mercados distanciados, incluindo
assim, quer os custos de transporte físico, quer as próprias barreiras comerciais.
2.1.1 Preferências
Os consumidores partilham preferências Cobb-Douglas em relação a combinações
de consumo do bem agrícola (CA) e de um agregado de variedades industrializadas
(CM), o último determinado por uma função de sub-utilidade CES. Sejam 1−µ e µ as
quotas (invariantes) de rendimento, despendido nos produtos agrícola e industriais,
respetivamente; σ > 1 é a constante de elasticidade de substituição entre as variedades
industrializadas; nr,t é o número de variedades na região r = 1, 2, no instante t, com
nt = n1,t + n2,t suﬁcientemente grande; ci,t é o consumo da variedade i no instante t.
Então, sem perda de generalidade, para t = 0, 1, 2, . . .,
Ut ≡ U (CA,t, CM,t) = C1−µA,t CµM,t (2.1)
CM,t =
(
nt∑
i=1
c
σ−1
σ
i,t
)σ−1
σ
. (2.2)
2.1.2 Setor agrícola
A população agrícola, de dimensão F, supõe-se imóvel no espaço, distribuindo-se equi-
tativamente pelas duas regiões. Cada agricultor oferece uma unidade de trabalho e
a produção de uma unidade de output requer uma unidade de trabalho agrícola. O
preço do bem resultante ao longo do tempo, pA,t, coincide em ambas as regiões, na
hipótese de gratuitidade dos custos de transporte. Por sua vez, o ambiente perfeita-
mente competitivo sentencia a igualdade entre pA,t e o salário nominal dos agricultores
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wA,t, comummente utilizado como numerário tal que wA,t = pA,t = 1, para todo t.
A procura de mercado de bem agrícola na região r = 1, 2 em t, dAr,t, deriva do
problema de maximização de (2.1) em ordem a CA,t, sujeito à restrição orçamental
pA,tCA,t ≤ (1− µ)Yr,t, onde Yr,t denota o rendimento nominal nessa região. Assim,
dAr,t = (1− µ)
Yr,t
pA,t
= (1− µ)Yr,t.
2.1.3 Setor industrial
A oferta de mão-de-obra industrial, em número L, goza de perfeita mobilidade inter-
regional, em resposta aos incentivos económicos. Cada trabalhador disponibiliza uma
unidade de trabalho. A tecnologia de produção é a mesma para todas as variedades,
envolvendo um custo ﬁxo de α unidades de trabalho industrializado, acrescido de um
custo variável de β unidades daquele fator, o que dá origem às economias de escala.
Não há barreiras à entrada e saída de empresas. As preferências dos consumidores
por diversidade e os rendimentos crescentes à escala exigem a uma potencial entrante
a manufatura de uma variedade diferente das vigentes no mercado. Isso implica que,
cada variedade é produzida por uma única empresa, de maneira que, o número de
variedades é idêntico ao número de empresas.
Seja pr,t (i) o preço de fábrica da variedade i produzida na região r = 1, 2, no
período t. O preço efetivo pago pelo consumidor na região s 6= r é pr,t (i)T . O índice
de preço industrial mede a despesa mínima que permite comprar uma unidade do
bem compósito industrializado CM,t que, para cada região, se deﬁne por:
G1,t =
[∑n1,t
i=1 p1,t (i)
1−σ +
∑n2,t
i=1 p2,t (i)
1−σ T 1−σ
] 1
1−σ
G2,t =
[∑n1,t
i=1 p1,t (i)
1−σ T 1−σ +
∑n2,t
i=1 p2,t (i)
1−σ] 11−σ .
A decisão ótima dos residentes na região s, em relação ao consumo da variedade
i produzida na região r, csr,t (i), obtém-se da maximização de (2.2) em ordem a
ci,t, sujeita à restrição orçamental
∑nr,t
i=1 ci,tpr,t (i)T ≤ µYs,t no caso de s 6= r, ou∑ns,t
i=1 ci,tps,t (i) ≤ µYs,t se s = r, da qual vem:
csr,t (i) = µYs,tG
1−σ
s,t pr,t (i)
−σ T−σ e css,t (i) = µYs,tGσ−1s,t ps,t (i)
−σ.
Logo, a procura de mercado de uma variedade i cuja manufatura se processa na
região r = 1, 2, é dada por dr,t (i) = crr,t (i) + csr,t (i)T , com s 6= r. Separadamente,
tem-se:
d1,t (i) = µ
[
Y1,tG
σ−1
1,t + Y2,tG
σ−1
2,t T
1−σ] p1,t (i)−σ
d2,t (i) = µ
[
Y1,tG
σ−1
1,t T
1−σ + Y2,tGσ−12,t
]
p2,t (i)
−σ .
(2.3)
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Seja wr,t o salário nominal auferido por um trabalhador industrial na região
r = 1, 2, no período t. Do ponto de vista do produtor, a empresa especializada na va-
riedade i e ativa na região r, beneﬁcia da receita pr,t (i) qr,t (i) com a venda da quanti-
dade qr,t (i), em detrimento do custo suportado de wr,tlr,t (i), onde lr,t (i) = α+βqr,t(i)
representa o número de trabalhadores industrializados requeridos para o cumprimento
de tal volume de produção. Por conseguinte, o lucro económico da empresa em t, é
pir,t (i) = pr,t (i) qr,t (i)− wr,tlr,t (i) =
= (pr,t (i)− βwr,t) qr,t (i)− wr,tα. (2.4)
A estrutura de concorrência monopolística Dixit-Stiglitz reconhece as empresas
atomísticas, pelo que individualmente são negligenciáveis, de modo que o impacto
das suas ações nas respostas rivais é ignorado. Por outro lado, de (2.3) depreende-se
que a elasticidade preço da procura percebida é igual a σ. Assim, o comportamento
maximizador do lucro de uma empresa ﬁxa os índices de preço industrial nas diferen-
tes localidades, prescrevendo o preço de equilíbrio como um mark-up sobre o custo
marginal, constante entre as variedades de uma região:
pr,t ≡ pr,t (i) = βσ
σ − 1wr,t, r = 1, 2, ∀t. (2.5)
2.2 Equilíbrio geral de curto prazo
A análise do equilíbrio de curto prazo concentra-se na interação da procura e da oferta
nos mercados de trabalho e do produto dada, exogenamente, a distribuição espacial
da força de trabalho industrializada.
Seja λt a fração de trabalhadores industriais existentes na região 1, no início do
período t, em que 0 ≤ λt ≤ 1. Então, 1−λt é a remanescente fração de trabalhadores,
localizados na região 2, admitindo uma economia fechada.
A entrada e saída de empresas no setor industrial é interrompida quando, em cada
instante, prevalece a condição de lucro normal para as instaladas. Nesse sentido,
substituindo (2.5) em (2.4), decorre que a quantidade de equilíbrio, produzida por
uma empresa típica na região r = 1, 2, é
pir,t =
(
βσ
σ − 1wr,t − βwr,t
)
qr,t − wr,tα = 0 =⇒
wr,t 6=0
qr,t =
α (σ − 1)
β
≡ q¯,
o que corresponde a um nível de emprego industrializado de
lr,t = α + βq¯ = ασ ≡ l¯.
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Daí, a procura agregada de trabalho na região r estabalece-se em nr,tl¯ e o número de
empresas que operam em equilíbrio, motivando o pleno-emprego da força de trabalho
industrializada, especiﬁca-se para
n1,tl¯ = λtL⇔ n1,t = λt L
ασ
n2,tl¯ = (1− λt)L⇔ n2,t = (1− λt) L
ασ
.
(2.6)
É de destacar o caráter intemporal da dimensão de uma empresa ativa, q¯, e
do número total de empresas (variedades), nt = Lασ , e ainda o facto de, o número
de empresas (variedades) numa região ser sempre proporcional à oferta regional de
trabalho industrializado.
A desigualdade estrita 0 < λt < 1 indicia que a manufatura se estende às duas
regiões. Posto isto, o equilíbrio no mercado do produto dita a igualdade entre a
quantidade oferecida e a quantidade procurada:
q¯ = d1,t (i) = µ
[
Y1,tG
σ−1
1,t + Y2,tG
σ−1
2,t T
1−σ] p−σ1,t (i) , i = 1, . . . , n1,t
q¯ = d2,t (j) = µ
[
Y1,tG
σ−1
1,t T
1−σ + Y2,tGσ−12,t
]
p−σ2,t (j) , j = 1, . . . , n2,t.
(2.7)
Acontece que todas as empresas de uma região cobram o mesmo preço, avaliado
em (2.5), o que incorporado nas equações (2.7) conduz a
w1,t =
σ − 1
βσ
[
µβ
α (σ − 1)
] 1
σ [
Y1,tG
σ−1
1,t + Y2,tG
σ−1
2,t T
1−σ] 1σ
w2,t =
σ − 1
βσ
[
µβ
α (σ − 1)
] 1
σ [
Y1,tG
σ−1
1,t T
1−σ + Y2,tGσ−12,t
] 1
σ
(2.8)
com
G1,t =
βσ
σ − 1
[
n1,tw
1−σ
1,t + n2,tw
1−σ
2,t T
1−σ] 11−σ =
=
(2.6)
βσ
σ − 1
(
L
ασ
) 1
1−σ [
λtw
1−σ
r,t + (1− λt)w1−σ2,t T 1−σ
] 1
1−σ
G2,t =
βσ
σ − 1
[
n1,tw
1−σ
1,t T
1−σ + n2,tw1−σ2,t
] 1
1−σ =
=
(2.6)
βσ
σ − 1
(
L
ασ
) 1
1−σ [
λtw
1−σ
1,t T
1−σ + (1− λt)w1−σ2,t
] 1
1−σ .
(2.9)
O rendimento nominal na região r = 1, 2, Yr,t, é a soma dos rendimentos internos,
pertencentes aos agricultores e aos trabalhadores industriais, pois não há lucros, nem
outros fatores de produção. Imediatamente, vem que:
Y1,t =
F
2
+ w1,tλtL Y2,t =
F
2
+ w2,t (1− λt)L. (2.10)
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Além disso, o rácio entre o total de rendimentos nominais afetos aos trabalhadores
industriais e o seu homólogo para os agricultores é invariável ao longo do tempo. De
facto, igualando o rácio das quotas de rendimento, vê-se que:
w1,tλtL+ w2,t (1− λt)L
F
=
µ
1− µ. (2.11)
Por outro lado, um trabalhador industrial na região r = 1, 2 dispõe da sua (única)
remuneração nominal wr,t para consumir produtos agrícola e industrializados, conhe-
cidos os preços de mercado. Da combinação ótima, que resulta do problema de
maximação individual de (2.1) em ordem a (CA,t, CM,t), sujeito ao orçamento wr,t,
acede-se à utilidade indireta do trabalhador, isto é, ao valor máximo de utilidade
atingível nas condições vigentes:
CA,t = (1− µ)wr,t
CM,t = µ
wr,t
Pr,t
}
=⇒ Ut = µµ (1− µ)1−µ wr,t
P µr,t
. (2.12)
O termo P µr,t retrata simultaneamente o índice de custo de vida na região r, que tem
como objetivo medir as alterações ao longo do tempo na despesa dos consumidores,
de forma a manter o seu nível de utilidade. Interessa aos trabalhadores industriais
comparar a evolução dos salários em termos reais, pelo que o índice de custo de
vida é utilizado para deﬂacionar o seu valor nominal. Seja ωr,t o salário real de um
trabalhador na região r = 1, 2, no período t, deﬁnido por:
ωr,t =
wr,t
P µr,t
. (2.13)
Comparando com (2.12), o salário real revela-se proporcional à utilidade indireta,
sendo µµ (1− µ)1−µ a constante de proporcionalidade.
Em suma, ﬁxado λt, as equações (2.8), (2.9), (2.10) e (2.13) determinam o equi-
líbrio de curto prazo do modelo.
2.3 Modelo dinâmico
A distinção entre os horizontes temporais curto prazo e longo prazo reside na
mobilidade inter-regional dos trabalhadores industriais. Enquanto no primeiro caso,
se ignora a migração, tomando como um dado a alocação espacial dos trabalhadores
industriais, no segundo, adicionalmente paira a questão se existe algum incentivo
económico para eles migrarem e, em caso aﬁrmativo, qual a direção que o ﬂuxo
migratório irá seguir. O processo intermédio de ajustamento culmina numa situação
em que não ocorre migração, na medida em que, nenhum trabalhador aumenta o seu
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bem-estar face à deslocalização, atingindo-se o equilíbrio de longo prazo.
Desde logo, adianta-se que a migração dos trabalhadores no ﬁnal do período t
depende do rácio dos salários reais em t. Ora, de (2.13) tem-se:
ω1,t
ω2,t
=
w1,t
w2,t
(
G2,t
G1,t
)µ
.
Do mesmo modo, os rácios aqui relevantes satisfazem:
• de (2.8),
(
w1,t
w2,t
)σ
=
Y1,tG
σ−1
1,t + Y2,tG
σ−1
2,t T
1−σ
Y1,tG
σ−1
1,t T
1−σ + Y2,tGσ−12,t
=
Y1,t
Y2,t
+
(
G1,t
G2,t
)1−σ
T 1−σ
Y1,t
Y2,t
T 1−σ +
(
G1,t
G2,t
)1−σ ; (2.14)
• de (2.9),
(
G1,t
G2,t
)1−σ
=
λtw
1−σ
r,t + (1− λt)w1−σ2,t T 1−σ
λtw
1−σ
1,t T
1−σ + (1− λt)w1−σ2,t
=
λt
1−λt
(
wr,t
w2,t
)1−σ
+ T 1−σ
λt
1−λt
(
wr,t
w2,t
)1−σ
T 1−σ + 1
; (2.15)
• de (2.10) e (2.11),
Y1,t
Y2,t
=
F
2
+ w1,tλtL
F
2
+ w2,t (1− λt)L
=
(1 + µ) λt
1−λt
wr,t
w2,t
+ 1− µ
(1− µ) λt
1−λt
wr,t
w2,t
+ 1 + µ
. (2.16)
Portanto, ω1,t
ω2,t
escreve-se como uma função implícita da distribuição da mão-de-obra
industrial λt, sendo essa relação expressa por:
ω1,t
ω2,t
= R (λt) . (2.17)
Lema 2.3.1. A função R : [0, 1]→ R+ goza das seguintes propriedades:
1. Contínua em qualquer ponto do seu domínio;
2. [Currie e Kubin, 2006, p. 259]
(a) Dependente de σ, µ, T e, em contrapartida, independente de α, β, F, L;
(b) ω2,t
ω1,t
= R (1− λt), pela simetria das regiões no que diz respeito ao número
de agricultores e à tecnologia de produção;
(c) ∀λt ∈ [0, 1], R (1− λt) = 1R(λt) ;
3. Se R (·) é continuamente diferenciável em λt ∈ [0, 1] então R′ (1− λt) = R
′
(λt)
[R(λt)]
2 .
13
CAPÍTULO 2. MODELO CENTRO-PERIFERIA EM TEMPO DISCRETO
A complexidade formal associada a (2.17) torna o modelo intratável por via ana-
lítica, pelo que não pode ser facilmente manipulado, sem os recursos computacionais
adequados. A implementação do problema em computador permite a sua simulação
em vários cenários, mediante a concretização prévia de certos parâmetros. A sec-
ção 3.1 do Capítulo 3 expõe o procedimento metodológico, envolvido na construção
de ferramentas computacionais, necessárias para a pretendida resolução numérica e
consequente visualização gráﬁca. Em particular, a reprodução de todas as ﬁguras,
exibidas de antemão, será devidamente explicada a seu tempo.
A conﬁguração da função R (·) para custos de transporte diferentes é desvendada
na Figura 2.1, com base nos parâmetros preferenciais µ = 0.4 e σ = 5, cuja escolha
se dirige ao trabalho de Krugman (1991), simultaneamente próxima de estimativas
empíricas razoáveis (Brakman et al., 2009, p. 136).
Figura 2.1: Relação entre ω1,tω2,t e λt para diferentes custos de transporte.
Dados µ = 0.4, σ = 5, para T = 1.50, há três equilíbrios e a economia converge para λ = 1/2;
para T = 1.70, há cinco equilíbrios e a economia converge para λ = 1/2, λ = 0 ou λ = 1;
para T = 1.83, há três equilíbrios e a economia converge para λ = 0 ou λ = 1.
É meritório realçar que, tudo o que até agora foi narrado, concorda exatamente
com o modelo standard em tempo contínuo. Por isso, os resultados aí demonstrados,
sob esta divisa, mantém-se válidos no quadro discreto. Ottaviano (2001) prova que
as três formas alternativas para a função rácio dos salários reais estão traçadas na
Figura 2.1, quaisquer que sejam as variações dos remanescentes parâmetros.
Esta mesma ﬁgura também permite antecipadamente, extrair informação qua-
litativa acerca da estrutura económica esperada no longo prazo. À vista disso,
distingue-se que, para custos de transporte suﬁcientemente elevados (T = 1.83), os
trabalhadores industriais tendem a dispersar-se simetricamente nas duas frentes re-
gionais porque uma região que detém mais de metade da força de trabalho indus-
trializada não se revela profícua para um trabalhador residente na região adversária
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(R (λt) < 1, ∀λt ∈ ]1/2, 1]). Refere-se λ = 1/2 como o equilíbrio simétrico de dis-
persão. Uma vez alcançado o equilíbrio simétrico, o declive negativo da curva nesse
ponto indica que um aumento [redução] marginal em λt, ceteris paribus, produz uma
redução [aumento] do rácio dos salários reais. Por hipótese, o número de empresas
locais vai ajustar-se instantaneamente, de forma a restaurar o lucro normal, o que
incita um movimento autocorretivo dos trabalhadores de volta à região de origem.
Diz-se então que o equilíbrio simétrico é estável. No caso extremo, relativo a custos
de transporte baixos (T = 1.5), a idêntica partição geográﬁca da atividade industrial
prossegue como equilíbrio, dado que, na inexistência de uma perturbação migratória,
nenhuma região é mais atrativa. Contudo, torna-se agora instável, em resultado do
declive positivo da curva na sua vizinhança, do qual um ligeiro acréscimo [decréscimo]
de λt, ceteris paribus, responde com um aumento [redução] do rácio dos salários reais,
que alimentará gradualmente a expansão [contração] do setor industrial instalado na
região 1, diante da saída [entrada] de trabalhadores industriais da região 2. Qualquer
uma das situações, propende à concentração das indústrias numa região, ou seja, a
economia organiza-se no espaço segundo um centro industrializado e uma periferia
puramente agrícola. Refere-se λ = 0 e λ = 1 como os equilíbrios centro-periferia ou
de concentração, que demonstram ser estáveis pelo nível do rácio dos salários reais,
e não através do sinal do declive da curva correspondente. A título exempliﬁcativo,
se λ = 0, tem-se que R (0) < 1, logo o salário real no centro (região 2) supera o da
periferia (região 1). Um choque migratório de intensidade reduzida, na direção do
centro para a periferia, tende a sustentar a desigualdade salarial e os trabalhadores in-
dustriais deslocalizados não conseguem encontrar contrapartes para a sua disposição
à oferta, levando a economia a convergir para o seu estado inicial. Por último, me-
diante custos de transporte intermédios (T = 1.7), a curva do rácio dos salários reais
interseta a reta horizontal de imagem um, em três pontos, suscitando o aparecimento
de três equilíbrios interiores, o simétrico, ladeado por dois assimétricos adicionais. A
estes, juntam-se ainda os equilíbrios centro-periferia. Ao seguir o percurso argumen-
tativo anterior, anuncia-se a estabilidade dos equilíbrios simétrico e centro-periferia,
que se confronta com a instabilidade das duas distribuições assimétricas.
Os conceitos de equilíbrio de longo prazo e estabilidade serão formalmente
retomados na subsecção 2.3.2.
2.3.1 Migração
À semelhança de Krugman (1991), supõe-se que os trabalhadores industriais são mío-
pes, no sentido em que, as suas decisões de localização têm em vista a maximização do
bem-estar corrente, mensurado pela utilidade indireta, logo convenientemente, pelo
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salário real de equilíbrio. Impõe-se ainda a permanência dos trabalhadores numa re-
gião sempre que a atividade de manufatura não seja exercida na opositora, justiﬁcado
em termos de simplicidade. Especiﬁcamente, para λt ∈ [0, 1], a migração é regulada
através do seguinte processo (Currie e Kubin, 2006, Eqs. (23)-(24)):
λt+1 = Z (λt) =

0 se M (λt) < 0
M (λt) se 0 ≤M (λt) ≤ 1
1 se M (λt) > 1
(2.18)
em que
M (λt) = λt + λt (1− λt)Lγ ln (R (λt)) , (2.19)
λt+1 ∈ [0, 1] e γ > 0 denota a velocidade de migração. A sua idealização atende aos
pressupostos da dinâmica migratória adotada por Puga (1998, p. 235) e que passam
a ser discriminados:
1. As oportunidades para migrar da região r para a região s chegam a uma taxa de
Poisson ρLs,t, r 6= s = 1, 2, onde ρ é uma constante, e Ls,t, a oferta de mão-de-
obra industrial na região s no período t, o que signiﬁca que, cada trabalhador
da região r espera receber no intervalo [t, t+ 1[, de amplitude unitária, ρLs,t
oportunidades de migração para a região s ;
2. Quando tal oportunidade surge, um trabalhador migra efetivamente só se o
salário real que vigora na região de destino é maior que o salário real auferido
atualmente, por um fator de, pelo menos, c;
3. O custo de migração c é uma variável aleatória que obedece a uma distribuição
com função densidade de probabilidade
f (c) ≡ dF (c) =
 1δc se 1 ≤ c ≤ exp (δ)0 caso contrário .
Dessarte, sabe-se que a função densidade de probabilidade determina univocamente
a função de distribuição F (·) com
F (c) =

´ c
1
1
δu
du se 1 ≤ c ≤ exp (δ)
0 se c < 1
1 se c > exp (δ)
=

1
δ
ln c se 1 ≤ c ≤ exp (δ)
0 se c < 1
1 se c > exp (δ)
sendo evidente a sua continuidade, ∀c ∈ R. Como resultado, a probabilidade de um
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trabalhador ser atraído da região r para a região s é
P
(
c <
ωs,t
ωr,t
)
≡ F
(
ωs,t
ωr,t
− 0
)
=
F contínua
F
(
ωs,t
ωr,t
)
=
1
δ
ln
(
ωs,t
ωr,t
)
.
Por sua vez, durante a transição de t para t + 1, a população industrial da região r
defronta-se com ρLs,tLr,t oportunidades migratórias e, no seu seguimento,
ρLs,tLr,t
1
δ
ln
(
ωs,t
ωr,t
)
trabalhadores tornam-se emigrantes. Noutra perspetiva, a imi-
gração líquida na região s satisfaz
Ls,t+1 − Ls,t = γLs,tLr,t ln
(
ωs,t
ωr,t
)
, s = 1, 2, γ ≡ ρ
δ
, (2.20)
o que comporta a equação (2.19) para a região 1, explicitando L1,t = λtL e
L2,t = (1− λt)L. A dinâmica integrada em (2.20) é uma discretização do próprio
processo migratório de Puga (1998, Eq. (5)).
A evolução da migração ao longo do tempo, descrita pela sequência de estados
{λt}t∈N0 , caracteriza um sistema dinâmico discreto, coligado à equação às diferenças
de primeira ordem λt+1 = Z (λt), enunciada em (2.18).
Deﬁnição 2.3.1. Sejam λt+1 = Z (λt) e λ0 uma condição inicial em t = 0. A órbita
de λ0 por Z (·) é o conjunto de todas as iterações, aplicando sucessivamente a função
Z (·) à condição inicial λ0, ou seja, {λ0, Z (λ0) , Z2 (λ0) , Z3 (λ0) , . . .}, onde Zn (λ0)
repesenta a n-ésima iteração de λ0 por Z (·).
Deﬁnição 2.3.2. (a) Um ponto λ∗ ∈ [0, 1] diz-se um ponto de equilíbrio ou steady
state do sistema (2.18) se é um ponto ﬁxo de Z (·), isto é, Z (λ∗) = λ∗.
(b) Um ponto λ∗ ∈ [0, 1] diz-se um ponto periódico de período k se k é o menor
número natural tal que Zk (λ∗) = λ∗. A órbita de λ∗ por Z (·) consiste em k
pontos e diz-se um órbita periódica de período k.
Observação 2.3.1. Se λ∗ é um ponto periódico de período k por Z (·) então λ∗ é um
ponto ﬁxo de Zk (·) mas o contrário não é verdade! Um ponto ﬁxo de Zk (·) pode
perfeitamente ser um ponto ﬁxo de uma iteração por Z (·) de ordem inferior a k.
Deﬁnição 2.3.3. Seja λ∗ um ponto ﬁxo de Z : [0, 1]→ [0, 1]. A bacia de atração de
λ∗ é o conjunto das condições iniciais λ0 cuja órbita é assintótica a λ∗, isto é,{
λ0 ∈ [0, 1] : lim
n→∞
Zn (λ0) = λ
∗
}
.
Seja Z
′
(λt) a derivada de primeira ordem de Z (·), avaliada em λt ∈ [0, 1], caso
exista.
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Lema 2.3.2. A função Z : [0, 1]→ [0, 1] goza das seguintes propriedades:
1. Contínua em qualquer ponto do seu domínio;
2. [Currie e Kubin, 2006, p. 259]
(a) Dependente de µ, σ e T, por via de R (·), de γ e L, por via do processo
migratório;
(b) Em geral, não invertível: λt não pode ser univocamente determinado por
λt+1;
3. [Currie e Kubin, 2006, Proposition 1]
Simétrica: ∀λt ∈ [0, 1], M (λt) = 1−M (1− λt)⇒ Z (λt) = 1− Z (1− λt);
4. [Currie e Kubin, 2006, Proposition 2]
Dada uma órbita periódica de período k ∈ N, ou é simétrica em relação a
λ = 1/2, ou existe uma órbita de igual período sua simétrica. No primeiro caso,
a bacia de atração é simétrica em torno de λ = 1/2 e, no último, as bacias de
atração das duas órbitas são simétricas em relação uma à outra.
5. [Currie e Kubin, 2006, p. 261]
Se Z (·) é continuamente diferenciável em λt ∈ [0, 1] então Z ′ (1− λt) = Z ′ (λt);
2.3.2 Estacionariedade e estabilidade
A seriação regional de trabalhadores industriais no início do período t determina o
salário real para o decorrer desse período, que regerá a migração laboral no ﬁnal do
mesmo, segundo (2.18). No momento em que, simultaneamente, os agentes resolvem
os problemas de otimização individuais e os mercados estão em equilíbrio, a economia
alcança o estado estacionário, usualmente designado de steady state, que se preserva
na ausência de choques migratórios. Sem demora, perante a Deﬁnição 2.3.2, a distri-
buição da atividade económica λ∗ é um steady state se e só se Z (λ∗) = λ∗. A saber,
se λt = λ∗ então λs = λ∗, ∀s > t, e s, t ∈ N0. São três os casos a examinar, tantos
quanto o número de ramos da função Z (·):
Caso 1. 0 ≤M (λt) ≤ 1, ∀t ∈ N0 e
Z (λ∗) = λ∗ ⇔ M (λ∗) = λ∗ ⇔
⇔ λ∗ + λ∗ (1− λ∗)Lγ ln (R (λ∗)) = λ∗ ⇔
⇔ λ∗ (1− λ∗)Lγ ln (R (λ∗)) = 0⇔
⇔
L,γ>0
λ∗ = 0 ∨ λ∗ = 1 ∨R (λ∗) = 1⇔
⇔ λ∗ = 0 ∨ λ∗ = 1 ∨ λ∗ ∈ {λt ∈ [0, 1] : ω1,t = ω2,t} ;
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Caso 2. M (λt) < 0, ∀t ∈ N0 e Z (λ∗) = λ∗ ⇔ 0 = λ∗, pois
λt + λt (1− λt)Lγ ln (R (λt)) < 0⇔
⇔ λt (1− λt)Lγ ln (R (λt)) < −λt ⇔
⇔ (1− λt)Lγ ln (R (λt)) < −1⇔
⇒
1−λt≥0
L,γ>0
ln (R (λt)) < 0⇔
⇔ R (λt) < 1⇔
⇔ ω1,t < ω2,t
ou seja, a força de trabalho industrial é atraída para a região 2;
Caso 3. M (λt) > 1, ∀t ∈ N0 e Z (λ∗) = λ∗ ⇔ 1 = λ∗, pois
λt + λt (1− λt)Lγ ln (R (λt)) > 1⇔
⇔ λt (1− λt)Lγ ln (R (λt)) > 1− λt ⇔
⇔ λtLγ ln (R (λt)) > 1⇔
⇒
λt≥0
L,γ>0
ln (R (λt)) > 0⇔
⇔ R (λt) > 1⇔
⇔ ω1,t > ω2,t
ou seja, a força de trabalho industrial é atraída para a região 1.
Isto mostra que, a estacionariedade do modelo ocorre para um leque de três possibi-
lidades: (i) todos os trabalhadores industriais localizam-se na região 2; (ii) todos os
trabalhadores industriais localizam-se na região 1; ou (iii) a distribuição da força de
trabalho industrial entre as regiões 1 e 2 é tal que o salário real se iguala em ambas
as regiões. Além do mais, reconhece-se que a aglomeração quer na região 1, quer
na região 2, constituirão persistentemente um steady state , autónomo dos demais
parâmetros, e o mesmo acontece quando a atividade económica se dispersa, de forma
equitativa, porque obviamente, R (1/2) = 1. O conjunto dos steady states do modelo
podem assim ser catalogados em duas classes: concentração e dispersão.
A análise do comportamento de soluções do sistema (2.18), próximas de um steady
state, estende-se à teoria da estabilidade local. Um equilíbrio de longo prazo consiste
precisamente num steady state dito estável, isto é, robusto a pequenas perturbações
na distribuição geográﬁca da mão-de-obra industrializada. Por outras palavras, na
sequência de um desvio marginal do steady state, a economia prescinde de qualquer
intervenção exógena para retornar ao estado original. Neste âmbito, a literatura
sobre sistemas dinâmicos discretos providencia um teste de estabilidade local que se
submete à magnitude da primeira derivada num ponto de equilíbrio.
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Proposição 2.3.1. [adapt. Elaydi (2005)] Seja λ∗ ∈ [0, 1] um ponto de equilíbrio do
sistema (2.18), com Z (·) continuamente diferenciável numa vizinhança de λ∗.
1. Se
∣∣Z ′ (λ∗)∣∣ < 1 então λ∗ é localmente (assintoticamente) estável e diz-se um
ponto ﬁxo atrator;
(a) A convergência é monótona se e só se 0 ≤ Z ′ (λ∗) < 1;
(b) A convergência é oscilatória se e só se −1 < Z ′ (λ∗) < 0;
2. Se
∣∣Z ′ (λ∗)∣∣ > 1 então λ∗ é instável e diz-se um ponto ﬁxo repulsor;
(a) A divergência é monótona se e só se Z
′
(λ∗) > 1;
(b) A divergência é oscilatória se e só se Z
′
(λ∗) < −1.
A expressão do coeﬁciente de estabilidade varia consoante a natureza do steady
state. Enquanto, para um equilíbrio interior, 0 < λ∗ < 1, onde R (λ∗) = 1, a
derivabilidade de Z (·) permite que se escreva diretamente
Z
′
(λ∗) = M
′
(λ∗) = 1 + λ∗ (1− λ∗)LγR
′
(λ∗)
R (λ∗)
+ (1− 2λ∗)Lγ ln (R (λ∗)) , (2.21)
uma conﬁguração de canto, λ∗ = 0 ou λ∗ = 1, invoca alguma atenção, pois contraria-
mente, a sua individual proveniência está ligada a dois dos três ramos em (2.18), que
acarretam a formação de vizinhanças distintas, conducentes à aplicação de regras de
derivação igualmente distintas. Assim,
Z
′
(0) =
0 se ∃ε > 0 : 0 < λt < ε⇒M (λt) < 0M ′ (0) = 1 + Lγ ln (R (0)) caso contrário
Z
′
(1) =
0 se ∃ε > 0 : 1− ε < λt < 1⇒M (λt) > 1M ′ (1) = 1− Lγ ln (R (1)) caso contrário
(2.22)
e, nitidamente Z
′
(0) = Z
′
(1), como regista o Lema 2.3.2.
Proposição 2.3.2. A derivada de primeira ordem de Z (·), avaliada nos equilíbrios
centro-periferia, é sempre não negativa, independentemente dos parâmetros µ, σ, T,
γ e L.
Demonstração. Ver Apêndice A.1.
Observação 2.3.2. Pela Proposição 2.3.2, a convergência da órbita aos pontos ﬁxos
centro-periferia, quando estes são atratores, procede-se sempre de forma monótona.
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A expressões (2.21)(2.22) consentem que as Proposições 2.3.1 e 2.3.2 declarem
formalmente que:
Proposição 2.3.3. Seja λ∗ ∈ [0, 1] um ponto de equilíbrio do sistema (2.18), com
Z (·) continuamente diferenciável numa vizinhança de λ∗.
(a) 0 < λ∗ < 1 com R (λ∗) = 1 é estável se e só se − 2
Lγλ∗(1−λ∗) < R
′
(λ∗) < 0;
(b) λ∗ = 0 é estável se e só se Z
′
(0) = 0 ∨ 0 < R (0) < 1;
(c) λ∗ = 1 é estável se e só se Z
′
(1) = 0 ∨R (1) > 1.
Demonstração. Considere-se λ∗ ∈ [0, 1] um ponto ﬁxo de Z (·). Então,
(a) 0 < λ∗ < 1 com R (λ∗) = 1 é estável se e só se
∣∣Z ′ (λ∗)∣∣ < 1 e∣∣∣Z ′ (λ∗)∣∣∣ < 1⇔
⇔ 1 + λ∗ (1− λ∗)LγR′ (λ∗) < 1 ∧ 1 + λ∗ (1− λ∗)LγR′ (λ∗) > −1⇔
⇔ λ∗ (1− λ∗)LγR′ (λ∗) < 0 ∧ λ∗ (1− λ∗)LγR′ (λ∗) > −2⇔
⇔
λ∗,1−λ∗>0
L,γ>0
R
′
(λ∗) < 0 ∧R′ (λ∗) > − 2
Lγλ∗ (1− λ∗) ⇔
⇔ R′ (λ∗) ∈
]
− 2
Lγλ∗ (1− λ∗) , 0
[
.
Por conseguinte, uma condição necessária para a estabilidade local do equilí-
brio de dispersão sustenta a monotonia decrescente de R (·) numa vizinhança
de λ∗ (e de 1 − λ∗, pelo Lema 2.3.1), prescrevendo que, se um trabalhador
industrial decide migrar de uma região para outra, o salário real na região de
destino torna-se inferior ao da região de partida e a deslocalização apresenta-se
desincentivadora, o que leva a que a conﬁguração inicial seja restabelecida.
(b) λ∗ = 0 é estável se e só se (0 ≤)Z ′ (0) < 1 e
Z
′
(0) < 1⇔
⇔ Z ′ (0) = 0 ∨ 1 + Lγ ln (R (0)) < 1⇔
⇔ Z ′ (0) = 0 ∨ Lγ ln (R (0)) < 0⇔
⇔
L,γ>0
Z
′
(0) = 0 ∨R (0) < 1
⇔ Z ′ (0) = 0 ∨R (0) ∈ ]0; 1[ .
Repare-se ainda que
Z
′
(0) = 0⇔ ∃ε > 0 : 0 < λt < ε ⇒ M (λt) < 0
⇒
Caso 2
R (λt) < 1.
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(c) λ∗ = 1 é estável se e só se (0 ≤)Z ′ (1) < 1 e
Z
′
(1) < 1⇔ Z ′ (1) = 0 ∨R (1) ∈ ]1; +∞[,
em que
Z
′
(1) = 0⇔ ∃ε > 0 : 1− ε < λt < 1 ⇒ M (λt) > 1
⇒
Caso 3
R (λt) > 1.
Assim, uma condição suﬁciente para a estabilidade local dos equilíbrios de con-
centração deriva-se através da comparação do poder de compra que a população
industrial dispõe em cada região, tal que λ∗ = 0 [λ∗ = 1] é um ponto ﬁxo atrator
se a região 2 [região 1] aparecer como favorita, isto é, oferecer o maior salário
real, pelo que o desvio de um trabalhador industrial para a região despovoada
de indústrias será desfeito voluntariamente.
Repare-se que, os critérios de estabilidade, enunciados acima, vão ao encontro
das justiﬁcativas que acompanham a Figura 2.1, sendo que as últimas recaem sobre
o intuitivo método aferidor das propriedades de estabilidade local, esboçado pelo
pioneiro Krugman (1991) e, comummente usado na prática, a este nível.
Os estudos no ramo da NEG depositam especial importância na relação entre
os custos de transporte e os tipos de equilíbrio de longo prazo. Expressa-se esta
relação na dinâmica de ajustamento de forma que, para todo λt ∈ [0, 1], T > 1
tem-se R (λt) ≡ R (λt, T ), M (λt) ≡ M (λt, T ) e Z (λt) ≡ Z (λt, T )1. A propó-
sito, a Figura 2.1 ﬁlia-se a essa realidade, inferindo-se rigorosamente da própria, o
rumo que é expectável a economia tomar, desde que o custo de transporte preserve
Z
′
(1/2, T ) > −1 ⇔ R′ (1/2, T ) > − 8
Lγ
, ceteris paribus. Concretamente, regista-se
que isso acontece para1 < T < TP onde TP satisfaz Z
′
(1/2, TP ) = −1, ﬁxados os
parâmetros µ, σ, γ e L.
A dependência dos pontos ﬁxos sobre o parâmetro T pode ser esmiuçada numa
ilustração diferente, redeﬁnindo os eixos coordenados. O desfecho cinge-se à Figura
2.2.
Dois níveis críticos de custos de transporte saltam à vista, TB e TS, ao que Fujita
et al. (1999) chama de ponto de rutura e ponto de sustentação, respetivamente2.
Com esta terminologia, Fujita et al. (1999) pretendem assinalar os pontos de vira-
gem das condições de estabilidade dos equilíbrios simétrico e centro-periferia. Assim,
1Esta notação será usada somente em caso de ambiguidade.
2Essas designações provêm dos respetivos termos em inglês break point e sustain point.
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Figura 2.2: Pontos ﬁxos em função do custo de transporte.
Dados µ = 0.4, σ = 5, os trabalhadores industriais não se movem para uma região sem
manufatura no período antecedente pelo que a concentração da indústria (λ = 0 ou λ = 1)
numa região é um ponto ﬁxo. Por outro lado, a migração não ocorre quando os salários reais
se igualam, i.e. R (λ∗) = 1, e λ∗ é um ponto ﬁxo. Daqui resultam a dispersão simétrica
(λ = 1/2) e, para TB < T < TS , dois pontos ﬁxos adicionais interiores.
resguardando a sua essência agora no cenário discreto, o ponto de rutura ﬁgura o
custo de transporte mínimo para o qual o comportamento assintótico de dispersão
simétrica se quebra, ao passo que, o ponto de sustentação condiz com o custo de
transporte máximo que sustenta uma estrutura centro-periferia estável. Ora, é fá-
cil perceber pela Figura 2.1 que, as propriedades de (in)estabilidade do ponto ﬁxo
simétrico alteram-se, pela primeira vez, quando R
′
(1/2, TB) = 0 ⇔ Z ′ (1/2, TB) = 1,
e que, a completa aglomeração numa região é estável até ao momento em que os
trabalhadores industriais se mostram indiferentes em permanecer todos na mesma
localização, ou seja, até que o salário real no centro iguale o salário real (virtual) da
periferia e, R (0, TS) = R (1, TS) = 1.
O caráter implícito da função R (·) não impossibilita a determinação da derivada
de primeira ordem R
′
(·), porém os cálculos envolventes manifestam-se bastante en-
tediantes, pelo que se remetem ao Apêndice A.23. Daí, vem
R
′
(1/2, T ) = 0 ⇔ −41− T
σ−1
σ − 1
×µ (2σ − 1) (1 + T
σ−1) + (σ − 1 + µ2σ) (1− T σ−1)
(1− T σ−1) [µ (1 + T σ−1) + 1− T σ−1] + 4σT σ−1 = 0⇔
⇔
σ,T>1
µ (2σ − 1) (1 + T σ−1)+ (σ − 1 + µ2σ) (1− T σ−1) = 0⇔
⇔ TB =
[(
1− 1
σ
+ µ
)
(1 + µ)(
1− 1
σ
− µ) (1− µ)
] 1
σ−1
, (2.23)
3A aplicação do Teorema da Função Implícita confere a factível diferenciação de uma função
implícita sob determinadas hipóteses.
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não obstante, µ, 1
σ
∈ ]0, 1[ e, para que TB valide a desigualdade TB > 1, obriga a que
1− 1
σ
− µ > 0⇔ σ − 1
σ
> µ. (2.24)
Por outro lado,
R (0, T ) = 1⇔
(
1− µ+ (1 + µ)T 2(1−σ)
2T 1−σ
) 1
σ
T−µ = 1⇔
⇔ 1− µ
2
T σ−1−µσS +
1 + µ
2
T 1−σ−µσS = 1. (2.25)
Fujita et al. (1999) denominam (2.24) de condição no-black-hole. A sua negação,
σ−1
σ
≤ µ, implica R′ (1/2) > 0, R (0) < 1 e R (0) > 1, para todo T > 1, o que signiﬁca
que a concentração da indústria seria sempre o único equilíbrio estável. Aliás, em
termos económicos, σ−1
σ
é interpretado como o inverso do grau de economias de escala
em equilíbrio e σ−1
σ
≤ µ revela que a diferenciação das variedades é tal que a procura
enfrentada pelas empresas não é sensível à diferença de custos de transporte, forta-
lecendo deveras as forças de aglomeração. Para evitar o eterno colapso da economia
numa região, prevelace a partir de agora, a condição no-black-hole.
Lema 2.3.3. Os pontos de rutura e de sustentação, TB e TS respetivamente, gozam
das seguintes propriedades:
1. Dependentes exclusivamente de µ e σ;
2. [Currie e Kubin, 2006, pp. 257-258]
(a) Crescentes em µ;
(b) Decrescentes em σ;
3. [Robert-Nicoud, 2005, Proof of Proposition 5] TB < TS .
O modelo captura a presença de três forças de localização distintas que gover-
nam a estabilidade dos equilíbrios4. Um exercício reﬂetivo, recomendado por Puga
(1998), para compreender o potencial das mesmas, consiste em averiguar o efeito que
a acomodação de um trabalhador adicional no setor industrial de uma região, exerce
na rentabilidade de uma empresa local e no bem-estar dos trabalhadores industriais
conterrâneos. Nesse sentido, sobressaiem dois tipos de efeito: o efeito concorrência
e o efeito ligação. Por um lado, ﬁxado o custo de transporte, o aumento do número
de trabalhadores industriais numa região repercute-se num aumento proporcional de
empresas concorrentes, induzindo uma queda no índice de preço regional. Dada a
quota de despesa nos produtos industriais, cada empresa vê a sua procura declinar, o
4Detalhes sobre estas forças encontram-se em Fujita et al. (1999) e Baldwin et al. (2002).
24
CAPÍTULO 2. MODELO CENTRO-PERIFERIA EM TEMPO DISCRETO
que afeta negativamente o lucro operacional. Tal prejuízo anula-se com o decaimento
dos salários nominais nessa região, ceteris paribus. Logo, a extensão da concorrência
local tende a deslocalizar os trabalhadores industriais aí instalados, eliminando as
diferenças de dimensão populacional entre as regiões. O efeito concorrência promove
assim a dispersão da indústria e integra a única força centrífuga ou de dispersão. Na
direção oposta está o efeito ligação, impulsionador da concentração geográﬁca, que
se subdivide em duas forças centrípetas ou de aglomeração. A primeira, a ligação
backward, interpreta que o acréscimo de trabalhadores industriais numa região am-
plia o rendimento nominal daí oriundo, sendo que uma fração (constante) é gasta
localmente nos bens industrializados. Em conformidade, a despesa local aumenta,
o que empreende a intensiﬁcação da procura, ﬁncado o índice de preços. Por sua
vez, o lucro das empresas sai favorecido, o que possibilita remunerar os trabalhadores
industriais com um maior salário nominal. Posto isto, essa região visa atrair outros
trabalhadores e empresas, ceteris paribus. Na segunda, a ligação forward, reitere-se
que o acréscimo de trabalhadores industriais numa região também alarga o leque
de variedades produzidas na localidade (igual ao número de empresas domésticas).
Consequentemente, encolhem-se as importações de produtos manufaturados, sobre-
carregadas com um custo de transporte. Para o salário nominal vigente, o índice de
preço regional cede, pelo que o poder de compra dos consumidores residentes se eleva
e o incentivo à deslocação para essa região é maior, ceteris paribus.
A intensidade relativa das forças centrífugas e centrípetas deriva da conjugação
dos parâmetros µ, σ, T, γ e L, no âmbito da função de migração Z (·), deﬁnida por
(2.18), e o resultado deste antagonismo projeta a estrutura espacial da economia no
longo prazo.
A Figura 2.3 representa a azul, o gráﬁco de Z (·) para uma diversidade de valores
de T, estrategicamente selecionados, assumindo na generalidade, µ = 0.4 e σ = 5,
como na Figura 2.1, e L = 100. Aditivamente, a alínea (a) toma γ = 0.4, e a alínea
(b), γ = 2. Além disso, qulaquer caso abriga a bissectriz dos quadrantes ímpares, a
verde, cuja interseção com a função Z (·) corresponde a um steady state, e a trajetória
da órbita do sistema para algum λ0 ∈ ]0, 1/2[, com traço interrompido vermelho, no
domínio plano [0, 1]× [0, 1].
Na Tabela 2.1, apontam-se os valores de TB, TS e TP , arredondados às décimas
milésimas, para estas duas ocorrências.
TB TS TP
(a) γ = 0.4
1.62658 1.80731
1.84441
(b) γ = 2 1.67516
Tabela 2.1: Valores de TB, TS e TP com µ = 0.4, σ = 5, L = 100.
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(a) γ = 0.4 (b) γ = 2
Figura 2.3: Representação gráﬁca da função Z (·) para diferentes custos de transporte.
Dados µ = 0.4, σ = 5, L = 100, a linha de traço contínuo verde representa a função
identidade e a sua interseção com o gráﬁco de Z (·) a azul produz um ponto ﬁxo. A linha de
traço interrompido vermelho ilustra a trajetória da órbita com condição inicial λ0 ∈ ]0, 1/2[.
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Proposição 2.3.4. Dados µ, σ, γ e L, considerem-se as funções de T, R (0, T ) ≡
≡ R (0) e Z ′ (1/2, T ) ≡ Z ′ (1/2). Seja Tˆ =
[
(1− 1σ+µ)(1+µ)
(1− 1σ−µ)(1−µ)
] 1
2(σ−1)
. Então,
1. R (0, ·) é decrescente para 1 < T < Tˆ e crescente para T > Tˆ , onde Tˆ é o
minimizante absoluto de R (0, ·). Mais, R (0, ]1; +∞[) =
[
R
(
0, Tˆ
)
; +∞
[
;
2. Z
′
(1/2, ·) é crescente para 1 < T < Tˆ e decrescente para T > Tˆ , onde Tˆ é o ma-
ximizante absoluto de Z
′
(1/2, ·). Mais, Z ′ (1/2, ]1; +∞[) =
]
1− Lγ σ−1−µσ
σ−1 ;Z
′
(
1/2, Tˆ
)]
.
Demonstração. Ver Apêndice A.3.
Corolário 2.3.1. Dados µ, σ, γ e L, considerem-se Tˆ da Proposição 2.3.4, TB e TP .
Então, Tˆ < TB < TP .
Demonstração. Ver Figura A.2 do Apêndice A.3.
Proposição 2.3.5. Dados µ, σ, γ e L, considere-se a função de T, R (0, T ) ≡ R (0).
Se R
(
0, Tˆ
)
≡ min
T>1
R (0, T ) < exp
(
− 1
Lγ
)
então existe TM > Tˆ tal que
M
′
(0, TM) = 0⇔ R (0, TM) = exp
(
− 1
Lγ
)
.
Demonstração. Ver Apêndice A.4.
Corolário 2.3.2. Dados µ, σ, γ e L, considerem-se TM da Proposição 2.3.5, TB e
TS. Então, TB < TM < TS.
Demonstração. Ver Figura A.2 do Apêndice A.3.
A interpretação da Proposição 2.3.5 induz que, para valores de T superiores a TM ,
existe uma vizinhança em que a imagem recíproca de zero por Z (·, T ) é o próprio
zero e a simetria da função Z (·, T ), enunciada no Lema 2.3.2, traça o mesmo ﬁm
para a imagem recíproca de 1. Traduz-se simbolicamente por
∀T > TM , ∃ε > 0, ∀λt ∈ [0; ε[ , Z (λt, T ) = 0⇒ λt = 0
∀λt ∈ [1− ε; 1[ , Z (λt, T ) = 1⇒ λt = 1.
Ou melhor,
0 < λt < ε ⇒ Z (λt, T ) = M (λt, T ) > 0
1− ε < λt < 1 ⇒ Z (λt, T ) = M (λt, T ) < 1.
As expressões (2.22) podem desenhar-se como funções de T com
Z
′
(0, T ) ≡ Z ′ (0) =
0 se T ≤ TMM ′ (0) = 1 + Lγ ln (R (0)) se T > TM
(
= Z
′
(1, T )
)
.
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Por outro lado, seja TN > TM tal que max
0<λt<1
M (λt, TN) = 1. Quer dizer que no
intervalo TM ≤ T ≤ TN , o gráﬁco de Z (·, T ) reduz-se ao gráﬁco de M (·, T ). Nestas
condições, quando T < TM ou T > TN , max
0<λt<1
M (λt, T ) > 1 e o gráﬁco de M (·, T )
extrapola aí o domínio plano [0, 1]× [0, 1].
A Figura 2.4 segue a concretização da Figura 2.3 e ilustra a signiﬁcância dos
níveis TM e TN na função de ajustamento. Assinala para o primeiro que, a curva
associada ﬁca somente presa pelos pontos vermelhos (0, 0) e (1, 1) numa proximidade
dos equilíbrios centro-periferia, e para o segundo, que o mínimo e máximo locais
tornam-se em mínimo e máximo absolutos. Observa-se ainda que, com a mudança
de γ = 0.4 para γ = 2, vem que o (único) candidato a TN é inferior a TM , pelo que
Z (·, T ) nunca coincidirá com M (·, T ), para algum T > 1.
(a) γ = .4
(b) γ = 2
Figura 2.4: Representação gráﬁca da função Z (·) para T ∈ {TM , TN}.
Dados µ = 0.4, σ = 5, L = 100, (a) A função Z (·, T ) coincide com a função M (·, T ) no
intervalo [TM , TN ]; (b) O candidato a TN é inferior a TM e não há um intervalo em T onde
Z (·, T ) e M (·, T ) coincidam por completo em todo o domínio.
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Dessarte, faça-se o ponto de situação sobre a natureza qualitativa do sistema
dinâmico (2.18) face ao impacto de uma variação nos custos de transporte auxiliada,
sempre que possível, pelo nível de rácio dos salários reais R (·) e/ou pela sua derivada
de primeira ordem.
• Para T < TB, dos três pontos ﬁxos, sobressai que o ponto ﬁxo simétrico é
instável porque R
′
(1/2) > 0, afetando a Z
′
(1/2) > 1 por (2.18), enquanto os
pontos ﬁxos centro-periferia são localmente estáveis, em razão de R (0) < 1 e
R (1) > 1, o que inscrito em (2.22), implica Z
′
(0) = Z
′
(1) < 1. A Figura 2.3
para T = 1.5 exterioriza que a bacia de atração de λ = 0 é [0, 1/2[ e, simétrica
a esta, encontra-se ]1/2, 1], a bacia de atração de λ = 1.
• Para TB < T < TP , a única aﬁrmação assertiva que se pode erigir, divulga a
estabilidade local da dispersão simétrica da indústria, contanto que
∣∣Z ′ (1/2)∣∣ <
1. A indeterminação que paira sobre o estado dos demais equilibrios advém da
contingente relação de ordem entre TP e TS, como se avança na Tabela 2.1.
 Se TS < TP então, para TB < T < TS, o número de equilíbrios sobe para
cinco com o surgimento dos pontos ﬁxos (interiores) assimétricos, que se
mostram instáveis. Com efeito, seja λ∗ um tal ponto ﬁxo. Em termos
formais, tem-se que, R (λ∗) = 1 e R
′
(λ∗) > 0, o que se reﬂete, através
de (2.21), na desigualdade Z
′
(λ∗) > 1. A estabilidade do equilíbrio de
aglomeração prolonga-se em detrimento da contração da respetiva bacia
de atração. Assim, mediante a Figura 2.3(a) com T = 1.7, o sistema
converge monotonamente para λ = 1/2
(
isto é, 0 < Z
′
(1/2) < 1
)
, qualquer
que seja a condição inicial λ0 ∈ ]λ∗, 1− λ∗[. Por outro lado, a atração por
λ = 0 ou λ = 1, ocorre disjuntamente, sempre que λ0 ∈ [0, λ∗[ ou λ0 ∈
]1− λ∗, 1]. Logo, as bacias de atração estão em conformidade com o Lema
2.3.2. Para TS < T < TP , a distribuição assimétrica dos trabalhadores
industriais deixa de acompanhar os múltiplos steady states que a economia
pode alcançar. O período de estabilidade local dos pontos ﬁxos centro-
periferia encerra, tornando-se estes instáveis pois, para valores de T à
direita de TS, o salário real vigente no centro ﬁca aquém do salário real
virtual na periferia, pelo que R (0) > 1 e R (1) < 1. Consequentemente,
de (2.22) e do Corolário 2.3.2, vem Z
′
(0) = Z
′
(1) > 1. Segue-se que o
equilíbrio simétrico é um atrator para todo λ0 ∈ ]0, 1[. A Figura 2.3(a) com
T = 1.83, conﬁrma isso mesmo, através de uma aproximação oscilatória.
E, o que acontece para T > TP , onde todos os potenciais equilíbrios são
instáveis?
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 Se TP < TS, o primeiro caso TB < T < TP equipara-se ao sucedido entre
TB e TS no ponto anterior. A diferença reside quando TP < T < TS.
Aqui, o critério de estabilidade local da distribuição simétrica da ativi-
dade económica ﬁca comprometido. A saber, valores de T superiores a
TP incitam R
′
(1/2) < − 8
Lγ
, e imediatamente, Z
′
(1/2) < −1. Em par-
ticular, uma órbita que se estreia numa vizinhança de λ = 1
2
, diverge
oscilantemente. Entretanto, remanescem os equilíbrios (interiores) assi-
métricos, perseverantemente instáveis. Daí, o único steady state estável
conﬁna-se à concentração da indústria numa região, no entanto, a sua
atratividade continua a pronunciar-se simplesmente em [0, λ∗[ para a re-
gião 2, e em ]1− λ∗, 1], para a região 1, como se assiste na Figura 2.3(b),
em que T = 1.7. E, o que acontece para λ0 ∈ ]λ∗, 1− λ∗[, onde nenhuma
órbita converge para os presentes atratores?
A Figura 2.5 vai responder às questões levantadas acima, evidenciando prontamente,
conclusões idênticas. Trata-se de um diagrama de bifurcação e consiste na represen-
tação gráﬁca dos valores assintóticos de órbitas do sistema (2.18) versus o parâmetro
T, ceteris paribus. Isto signiﬁca que os pontos retornados aproximam pontos ﬁxos e
periódicos atratores ou outros conjuntos ditos igualmente atratores. Especiﬁcamente,
o diagrama de bifurcação evidencia a origem, a evolução e o ﬁm de todo o tipo de
conjuntos atratores, fornecendo informações relevantes acerca do comportamento da
economia expetável no futuro, mediante a perturbação dos custos de transporte, sob
pena da constância dos restantes parâmetros. A Figura 2.5 é construída com base
em µ = 0.4, σ = 5, L = 100 e λ0 = 0.499, distinguindo-se na alínea (a) γ = 0.4, e na
alínea (b), γ = 2.
Deﬁnição 2.3.4. Chama-se a um valor de um parâmetro para o qual se altera o
número ou a estabilidade, ora de pontos ﬁxos, ora de pontos periódicos de Z (·), um
valor de bifurcação do parâmetro.
Na análise itemizada anteriormente, ﬁca claro que TB, TS e TP são valores de
bifurcação, segundo a Deﬁnição 2.3.4. Aliás, recorde-se que:
• TB def=
{
T > 1 : R
′
(1/2) = 0
}
, contudo R
′
(1/2) = 0 ⇔ Z ′ (1/2) = 1. Mais, em
T = TB, a função Z (·) admite um ponto de inﬂexão em λ = 1/2 (algebricamente,
Z
′′ (1
2
)
= 0), de forma que, se T < TB, existe um único equilíbrio, numa
vizinhança arbitrária de λ = 1/2, coincidente com o próprio equilíbrio simétrico,
e se T > TB, esse número aumenta para três, juntando-se ao primeiro, os
equilíbrios assimétricos. Diz-se então que ocorre uma bifurcação de forquilha
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(a) γ = .4
(b) γ = 2
Figura 2.5: Diagrama de bifurcação em ordem a T para diferentes valores de γ.
Dados µ = 0.4, σ = 5, L = 100, λ0 = 0.499, para T < TB , o sistema converge para o
ponto ﬁxo centro-periferia λ = 0; para TB < T < TP , o sistema converge para o ponto ﬁxo
simétrico λ = 1/2; a presença de dois ramos entre TP e TQ signiﬁca que o sistema converge
para um ciclo de período 2, simétrico em torno de λ = 1/2, para cada T nesse intervalo;
para valores de T superiores, as órbitas tornam-se cada vez mais complexas. Note-se que
são apenas projetados os conjuntos atratores.
para T = TB5. A designação está relacionada com a disposição gráﬁca dos
pontos ﬁxos, aquando a variação do parâmetro de controlo T. Em termos de
estabilidade, a bifurcação recebe o adjetivo subcrítica, o que quer dizer que o
estado repulsor, onde se recolhe o ponto ﬁxo simétrico, para valores à esquerda
de TB, transita para o par de pontos ﬁxos assimétricos emergentes, logo que
T = TB, com o equilíbrio de dispersão simétrica, a progredir agora, na condição
de localmente (assintoticamente) estável.
5Bifurcação de forquilha é a tradução usual de pitchfork bifurcation.
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• TS def= {T > 1 : R (0) = R (1) = 1}, sendo que, pelo Corolário 2.3.2, R (0) =
= R (1) = 1 ⇔ Z ′ (0) = Z ′ (0) = 1. Irrompe uma bifurcação em T = TS,
sem nenhuma denotação especíﬁca, vincada pela extinção dos pontos ﬁxos as-
simétricos e pela irreversível perda de estabilidade, por parte do equilíbrio de
aglomeração, para custos de transporte que ascendem TS.
• TP def=
{
T > 1 : Z
′
(1/2) = −1} e, à medida que T aumenta ao longo de TP , o
ponto ﬁxo simétrico, atrator desde T = TB, torna-se instável, dando lugar a
uma órbita de período 2, simétrica em torno de λ = 1/2, que aloja a estabilidade
do seu antecessor. O sinal negativo de Z
′
(1/2)  e que perdura para T > TP 
assinala que a trajetória de uma órbita que se inicia na proximidade de λ = 1/2
é oscilatória, ao passo que, o sistema acaba mesmo por ser atraído por um
ciclo de periodicidade 2, ﬂutuando entre dois pontos ﬁxos periódicos do tipo
λ
′
e 1 − λ′ . Ergue-se assim, em T = TP , uma bifurcação de duplicação do
período e a explicação revela-se óbvia6. Caracteriza-se ainda por supercrítica,
expressando justamente o oposto de subcrítica.
Observação 2.3.3. As condições para a exata identiﬁcação das bifurcações de forquilha
e de duplicação do período listam-se na Tabela B.1 do Apêndice B.1, donde se extrai
que a ocorrência de uma bifurcação de duplicação do período por Z (·) implica a
ocorrência de uma bifurcação de forquilha por Z2 (·).
A Proposição 2.3.1 estende-se facilmente às órbitas periódicas. Tem-se que:
Proposição 2.3.6. [adapt. Elaydi (2005)] Seja {λ0, λ1, . . . , λk−1} uma órbita perió-
dica de período k > 1 do sistema (2.18), com Z (·) continuamente diferenciável na
vizinhança dos pontos periódicos λi, i = 0 (1) k − 1.
1. Se
∣∣∣Z ′ (λ0)Z ′ (λ1) . . . Z ′ (λk−1)∣∣∣ < 1 então {λ0, λ1, . . . , λk−1} é assintoticamente
estável;
2. Se
∣∣∣Z ′ (λ0)Z ′ (λ1) . . . Z ′ (λk−1)∣∣∣ > 1 então {λ0, λ1, . . . , λk−1} é instável;
Retome-se a descrição global do comportamento qualitativo das órbitas do sistema
(2.18), para cada valor de T, ceteris paribus, interrompida em T = TP , a partir da
Figura 2.5(a). O caso retratado na alínea (b) aprecia-se de forma totalmente análoga.
• Para TP < T < TQ, reitere-se que, os dois ramos percetíveis, ﬁguram o resultado
de uma bifurcação de duplicação do período supercítica que aﬂui em T = TP .
A Figura 2.6(a) alicerça-se sobre T = 1.9 e sinaliza pormenorizadamente que a
bacia de atração do ciclo de período 2,
{
λ
′
; 1− λ′}, consiste no conjunto que
6Uma bifurcação de duplicação do período também pode ser chamada de bifurcação ﬂip.
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se obtém do domínio [0, 1], suprimindo os pontos ﬁxos 0, 1, 1
2
e a reunião da
imagem recíproca do subconjunto {0, 1, 1/2} de ordem de iteração k ∈ N, de-
ﬁnida por ∪
k∈N
(
Zk
)−1
({0, 1, 1/2}) = ∪
k∈N
{
φ ∈ [0, 1] : Zk (φ) ∈ {0, 1, 1/2}}. Pela
primeira vez, fundamenta-se a possibilidade da economia suportar, no longo
prazo, a coexistência assimétrica da atividade industrial nas duas regiões.
(a) TP < T = 1.9 < TQ
(b) T = 2 > TQ
Figura 2.6: Representação gráﬁca da função Z (·), à esquerda, e da função Z2 (·), à
direita.
As soluções da equação Z2 (λt) = λt são representadas à direita pela interseção da função
Z2 (·) a azul com a função identidade a verde e resultam nos pontos ﬁxos de Z2 (·). Dados
µ = 0.4, σ = 5, L = 100, γ = 0.4, (a) para TP < T < TQ, dos cincos pontos ﬁxos de Z
2 (·),
apenas λ
′
e 1− λ′ são pontos periódicos de período 2 que formam a única solução atratora
do sistema; (b) para T > TQ, dos nove pontos ﬁxos de Z
2 (·), seis são pontos periódicos de
período 2 que se agrupam dois a dois originando três ciclos de período 2. Destes, dois são
atratores, A1 =
{
λ
′
, λ
′′
}
e A2 =
{
1− λ′′ , 1− λ′
}
, exibidos à esquerda de cor vermelha, e
um é repulsor retratado por R a cor ciano.
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• TQ def=
{
T > 1 : Z2 (λ∗) = λ∗ ∧ Z (λ∗) 6= λ∗ ∧ (Z2)′ (λ∗) = 1
}
e, pela Proposi-
ção 2.3.6, sabe-se que (Z2)
′
(λ∗) = Z
′
(λ∗)Z
′
(1− λ∗). Acontece que TQ é
um valor de bifurcação pois deterioram-se as condições de estabilidade da
órbita de periodo 2, surgindo duas órbitas de período 2 atratoras, deriva-
das de uma bifurcação de forquilha supercrítica por Z2 (·), em cada ponto
periódico que se antecipa. A Figura 2.6(b) exibe os três ciclos de periodi-
cidade 2 para T = 2, devidamente conjeturados pelo número de pontos pe-
ríodicos de período 2, que pertencem ao conjunto dos pontos ﬁxos de Z2 (·).
Com efeito, reconhece-se que três destes, 0, 1 e 1
2
, são pontos periódicos de
período 1, pelo que os seis restantes, totalizam os pontos periódicos de pe-
ríodo 2. O quociente entre este número e a periodicidade resulta no número
de ciclos (6 ptos periódicos/2 = 3 ciclos de período 2). Veriﬁca-se que a órbita
R = {0.2784, 0.7216} é repulsora
(
(Z2)
′
(0.2784) = (Z2)
′
(0.7216) =
= Z
′
(0.2784)Z
′
(0.7216) > 1
)
enquanto as órbitas A1 =
{
λ
′ ≈ 0.2385,
λ
′′ ≈ 0.6575} e A2 = {1 − λ′′ ≈ 0.3425, 1 − λ′ ≈ 0.7615} apontam-se como
atratoras. Sobressai ainda que, a órbita R dispõe-se de forma simétrica em
torno de λ = 1/2. Por outro lado, se a economia converge para A1, a percen-
tagem de trabalhadores industriais na região 1 alterna assimetricamente entre
λ
′
e λ
′′
já que λ
′
+ λ
′′ 6= 1, persistindo todavia, a simetria entre os atratores,
avançada pelo Lema 2.3.2, com a percentagem de trabalhadores industriais na
região 2 a revezar-se entre 1 − λ′ e 1 − λ′′ . De antemão, as bacias de atração
de A1 e A2 são simétricas entre si, constituindo-se individualmente, pela reu-
nião inﬁnita de intervalos disjuntos e distribuídos de modo regular em [0, 1].
Separam-se pelos dois pontos periódicos de R, λ = 1/2 e as respetivas imagens
recíprocas de qualquer ordem de iteração k ∈ N.
O limiar de instabilidade dos dois ciclos de período 2 inicia-se em
T4
def
=
{
T > 1 : Z4 (λ∗) = λ∗ ∧ Z3 (λ∗) 6= λ∗ ∧ (Z4)′ (λ∗) = 1
}
, tal que uma bifur-
cação de forquilha supercrítica por Z4 (·) toma posição nos últimos quatro pontos
periódicos, fazendo eclodir exatamente, quatro órbitas de período 4 que demons-
tram ser assintoticamente estáveis. Uma vez mais, este episódio prevalece em regime
provisório, consoante a variação do custo de transporte não excede o nível T8 com
T8
def
=
{
T > 1 : Z8 (λ∗) = λ∗ ∧ Z7 (λ∗) 6= λ∗ ∧ (Z8)′ (λ∗) = 1
}
a demarcar o apareci-
mento de ciclos atratores de periodicidade 8, por via de uma bifurcação de forquilha
supercrítica por Z8 (·). Este processo de duplicação do periodo das soluções estáveis
vai repetir-se sucessivamente, mas para valores de T cada vez mais próximos. Seja
então Tn o valor de bifurcação de forquilha supercrítica por Z2n (·), n ∈ N. Essa
cascata de bifurcações acaba mesmo por convergir no ponto de acumulação T∞.
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n Período 2n T
1 2 T2 ≡ TQ ≈ 1.976
2 4 T4
3 8 T8
4 16 T16
...
...
...
∞ ponto de acumulação T∞
Tabela 2.2: Valores de T para os quais surge sucessivamente um ciclo de período 2n,
n ∈ N.
Para T > T∞, o sistema entra na chamada região caótica. Apesar de tamanha
complexidade gráﬁca, ao longo da Figura 2.5, espreitam janelas periódicas cuja origem
se deve ao facto de, um aumento do custo de transporte, modiﬁcar bruscamente o
atual comportamento de longo prazo, manifesto aperiódico ou períódico de período
elevado, para uma órbita de periodicidade muito baixa, recomeçando aí, o fenónemo
de duplicação do período, em cada ramo. A Figura 2.7(a) exibe uma janela que
contém uma órbita de período 3 no intervalo de T, [2.1548, 2.1559]. De acordo com
o Lema 2.3.2, se primar uma órbita de periodicidade ímpar então a sua simétrica
também ocorre em simultâneo. Não obstante, apenas uma dessas é contemplada na
janela, o que está relacionado com a sensibilidade do sistema à condição inicial. Em
(a) (b)
Figura 2.7: Janela periódica e órbitas atratoras de periodo 3.
Dados µ = 0.4, σ = 5, L = 100, γ = 0.4, (a) a janela periódica exibe uma órbita de
período 3 com λ0 = 0.676 suﬁcientemente próximo ao ponto periódico de período 3, λ
′ ≈
0.6747, projetado na alínea seguinte, sucedendo-lhe uma cascata de duplicação do período
que culmina no caos; (b) para T = 2.155, o sistema converge para uma de duas soluções
periódicas de periodo 3, simétricas entre si, a vermelha ou a violeta, dependendo da condição
inicial λ0.
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particular, a ilustração é executada distintamente para λ0 = 0.676, valor próximo
a um dos pontos periódicos de período 3, assinalado na alínea (b). A importância
da existência de uma órbita de periodo 3 reporta-se a Li e York (1975), garantindo
a existência de ciclos de qualquer periodicidade (inteira positiva). Para além disso,
assegura que as órbitas de um número inﬁnito de condições iniciais não convergem
para nenhum dos dois ciclos de período 3 atrativos, sendo que esses pontos exibem
dependência sensível das condições iniciais e o estado da economia no longo prazo
deixa de ser previsível. A janela ﬁnda do mesmo modo que principia, com uma banda
repleta de pontos de todos os períodos.
Deﬁnição 2.3.5. Um ponto λ0 ∈ [0, 1] tem dependência sensível das condições ini-
ciais se existe uma distância não nula d tal que a imagem de um ponto λ, numa
vizinhança arbitrária de λ0, por Zk (·) dista de, pelo menos, d unidades em re-
lação à correspondente imagem de λ0, por Zk (·), para algum k ∈ N, ou seja,∣∣Zk (λ)− Zk (λ0)∣∣ > d.
Observação 2.3.4. Este comportamento ﬁcou conhecido através de Edward Lorenz
(1917-2008) por efeito borboleta, sugerindo que o bater das asas de uma borboleta
num ponto do globo terrestre, pode provocar uma tempestade no ponto oposto, num
determinado espaço de tempo, ou seja, uma pequena causa poderá ter consequências
incalculáveis.
Ora, o efeito borboleta, ou tecnicamente designado por dependência sensível das
condições iniciais, esteve na génese da Teoria do Caos, que despontou com o objectivo
de compreender e dar resposta às ﬂutuações erráticas e irregulares que se encontram
na Natureza. Não há um claro entendimento quanto à deﬁnição de caos mas ﬁca-se
pela mais simples e abrangente, atendendo a Alligood et al. (1997):
Deﬁnição 2.3.6. Uma órbita {λ0, λ1, λ2, . . .} por Z (·) diz-se caótica se é limitada,
aperiódica e apresenta dependência sensível das condições iniciais.
Posto isto, a conﬁrmação de que, o modelo ostenta realmente um comportamento
caótico, advém do já destacado trabalho de Li e York (1975), cujo título não deixa
margens para dúvidas Period Three Implies Chaos.
Para ﬁnalizar a descrição global, na Figura 2.5 distingue-se ainda o custo de
tranporte TA, segundo o qual, para valores à sua direita, dá-se a aglomeração dos
trabalhadores industriais numa região, para a maioria das condições iniciais. Pre-
cisamente, TA
def
=
{
T > TP : Z (λ
∗) = λ∗ ∧ max
λ∗<λt<1−λ∗
Z (λt) = 1− λ∗
}
e a simetria
de Z (·) acarreta imediatamente que min
λ∗<λt<1−λ∗
Z (λt) = λ
∗. Logo, o gráﬁco de Z (·)
para T = TA é tangente ao quadrado de vértices (λ∗, λ∗), (λ∗, 1− λ∗), (1− λ∗, λ∗),
36
CAPÍTULO 2. MODELO CENTRO-PERIFERIA EM TEMPO DISCRETO
(1− λ∗, 1− λ∗), como confere a Figura 2.8, para (a) γ = 0.4 e (b) γ = 2. Por sua
vez, se λt ∈ ]1− λ∗, λ∗[ então λt+1 = Z (λt) ∈ ]1− λ∗, λ∗[, para todo t, o que equi-
vale a escrever Z (]1− λ∗, λ∗[) ⊆ ]1− λ∗, λ∗[. Observa-se ainda que existem órbitas
de qualquer período e que todo o domínio [0, 1] apresenta dependência sensível das
condições iniciais.
(a) γ = 0.4 (b) γ = 2
Figura 2.8: Representação gráﬁca da função Z (·) para T = TA e diferentes valores de γ.
Dados µ = 0.4, σ = 5, L = 100, para T = TA (a) o máximo local interior é 1 e o mínimo local
interior é 0, sendo que Z (·) é tangente ao quadrado [0, 1]× [0, 1]; (b) o máximo local interior
é 1−λ∗ e o mínimo local interior é λ∗, sendo que Z (·) é tangente ao quadrado [λ∗, 1− λ∗]×
[λ∗, 1− λ∗] . Em qualquer caso, para T > TA, o sistema é suﬁcientemente volátil que acaba
por convergir para um ponto ﬁxo centro-periferia, praticamente para qualquer condição
inicial λ0, fenómeno esse que Currie e Kubin (2006) designaram de algomeração volátil.
Quando T ultrapassa a barreira TA, antecipa-se que Z (]1− λ∗, λ∗[) * ]1− λ∗, λ∗[
e a dinâmica do sistema (2.18) aﬁgura-se suﬁcientemente volátil tal que, mais cedo ou
mais tarde, prevalece a convergência para um dos pontos ﬁxos centro-periferia, em-
bora o respetivo critério de estabilidade remanesça inválido. Currie e Kubin (2006)
nomearam esta situação de aglomeração volátil, de forma a diferenciar da concentra-
ção industrial que acontece para níveis baixos de custos de transporte, estabelecidos
para T < TB. O conjunto dos pontos iniciais, conducentes a órbitas que divergem
na realidade do equilíbrio centro-periferia, aparece como insigniﬁcante, retendo so-
mente que, o processo dinâmico culmina em aglomeração seja qual for, praticamente,
a condição inicial ﬁxada em [0, 1]7.
Além do parâmetro custo de transporte T, a velocidade de migração γ, ou de
um modo geral, o seu produto com o número total de trabalhadores industriais, Lγ,
7A identiﬁcação desse conjunto elabora-se similarmente à identiﬁcação do conjunto de pontos
com órbitas permanecentes em ]0, 1[ pela função logística G (x) = µx (1− x) onde µ > 4, difundida
em Devaney (1989, como citado em Currie e Kubin, 2006).
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ceteris paribus, tem a capacidade de inﬂuenciar complexamente o comportamento
dinâmico de longo prazo do sistema, atendendo à posição relativa de T em relação
ao ponto de rutura TB. Ora, percebe-se pela Figura 2.1 que, para todo T < TB,
R
′
(1/2) > 0, logo Z
′
(1/2) = 1 + 1
4
LγR
′
(1/2) > 1, independentemente de Lγ. Signiﬁca
que o equilíbrio de dispersão simétrica é repulsor, sendo que a economia converge
monotonamente para um padrão centro-periferia e a velocidade de migração apenas
indica a rapidez com que isso decorre. Fixado T > TB, vem R
′
(1/2) < 0 e o produto
Lγ determina o sinal e a magnitude do coeﬁciente de estabilidade Z
′
(1/2). Sabe-se
que ocorre uma bifurcação de duplicação do periodo quando, na generalidade, se
dá a igualdade Z
′
(1/2) = −1. Assim, da mesma forma que se deﬁne o valor de bi-
furcação TP , dados µ, σ, γ, L, pode-se caracterizar γP , dados µ, σ, T , L, donde
γP
def
=
{
γ > 0 : Z
′
(1/2, γ) = −1}. Antevê-se que o impacto de uma variação em γ
(e portanto, em Lγ) segue o rumo já explorado para o caso do custo de tranporte
assumido como parâmetro de controlo. Daqui, estender a velocidade de migração
acima de γP torna o equilíbrio simétrico desestabilizador e cíclico, produzindo ór-
bitas de qualquer periodicidade e o expetável comportamento caótico, até que ao
ultrapassar γA, a concentração de indútrias impõe-se para quase todas as condições
iniciais. Em termos gráﬁcos, perante uma perturbação da velocidade de migração,
a função Z (·) sofre uma homotetia no eixo vertical, sem ter consequências sobre os
seus pontos ﬁxos. Preservando µ = 0.4, σ = 5, L = 100, a Figura 2.9 ilustra essa
(a) TB < T = 1.7 < TS (b) T = 2 > TS
Figura 2.9: Representação gráﬁca da função Z (·) para γ ∈ {γP , γA} e diferentes valores
de T .
Dados µ = 0.4, σ = 5, L = 100, o aumento de γP para γA dilata verticalmente a represen-
tação gráﬁca de Z (·), sem alterar os pontos ﬁxos, sendo que (a) para TB < T = 1.7 < TS ,
mantêm-se os cinco pontos ﬁxos com γP ≈ 1.298 e γA ≈ 3.132; (a) para T = 2 > TS ,
mantêm-se três pontos ﬁxos com γP ≈ 0.219 e γA ≈ 0.622.
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transformação por intermédio do incremento da velocidade de migração de γP para
γA, assente em (a) TB < T = 1.7 < TS e (b) T = 2 > TS.
A preponderância da velocidade de migração está resumida na Figura 2.10, onde a
curva PP é o lugar geométrico dos pontos do plano (γ, T ) cujo ponto ﬁxo simétrico se
bifurca num ciclo atrator de período 2 e a curva AA representa o lugar geométrico dos
pontos do plano (γ, T ) acima do qual se processa o fenómeno de aglomeração volátil.
Portanto, quando T > TB, o equilíbrio de dispersão simétrica é localmente estável
para toda a combinação (γ, T ) aquém de PP. As ﬂutuações periódicas e caóticas
acontecem no domínio plano circunscrito por PP e AA. Conﬁrma-se então que, para
T > TB, quer um aumento da velocidade de migração, ceteris paribus, quer um
aumento do custo de transporte, ceteris paribus, comprometem o comportamento de
longo prazo do sistema.
Figura 2.10: Relação entre o custo de transporte e a velocidade de migração.
Dados µ = 0.4, σ = 5, L = 100, para T > TB , o ponto ﬁxo simétrico é atrator para qualquer
combinação (γ, T ) abaixo de PP , onde PP representa o lugar geométrico das combinações
(γ, T ) para as quais o ponto ﬁxo simétrico perde a estabilidade e bifurca-se num ciclo atrator
de período 2; o sistema exibe um comportamento periódico ou caótico entre PP e AA, onde
AA representa o lugar geométrico das combinações (γ, T ) tal que acima dessas o processo
dinâmico resulta na aglomeração volátil da indústria numa região.
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Dinâmica: análise
the discrete-time model can exhibit cycles of any periodicity or chaotic beha-
vior, and high transport costs are de-stabilizing.
(Currie e Kubin, 2006, p. 252)
A Teoria do Caos é a ciência das surpresas, da não-linearidade e do imprevisível, que
descreve a complexidade e a dinâmica de sistemas regidos por leis deterministas. É
assim entendida como o estudo da desordem organizada. O princípio base estabelece
que as condições iniciais inﬂuenciam crucialmente a evolução do sistema, na medida
em que, ínﬁmas perturbações podem produzir resultados divergentes, o que se deﬁniu
no Capítulo 2 por dependência sensível das condições iniciais ou efeito borboleta.
O modelo de Currie e Kubin (2006) provou ser caótico e a interrogação que agora
se ergue, remete à tentativa de deslindar a proveniência deste deveras estranho com-
portamento, contanto que, em termos empíricos, não há registo de movimentação
signiﬁcativa e ininterrupta de trabalhadores, de região para região, seja qual for a
unidade temporal escolhida (anos, séculos, etc.).
Recupere-se a essência da dinâmica de ajustamento, conﬁnada à função Z (·) e
sobre a qual irá recair a análise exploratória a que se dedica o presente capítulo:
λt+1 = Z (λt) =

0 se M (λt) < 0
M (λt) se 0 ≤M (λt) ≤ 1
1 se M (λt) > 1
(2.18)
em que
M (λt) = λt + λt (1− λt)Lγ ln (R (λt)) . (2.19)
A Secção 3.1 trata da abordagem computacional adotada para a simulação do mo-
delo e na Secção 3.2 discutem-se, de modo crítico, os resultados que foram alcançados
precedentemente.
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3.1 Abordagem Computacional
A utilização do computador mostra-se extremamente determinante no tratamento nu-
mérico do problema em causa, o que desperta a necessidade de traduzir o último numa
linguagem computacional. Nesse sentido, recorre-se ao software Matlab, desenvol-
vido pela The MathWorks, Inc., que proporciona um soﬁsticado ambiente interativo,
no qual se integram capacidades de cálculo cientíﬁco e simbólico, um avançado sistema
gráﬁco e uma linguagem de programação poderosa mas intuitiva. O termo Matlab
é um acrónimo de MATrix LABoratory pois foi e continua a ser desenvolvido para
simpliﬁcar eﬁcientemente a manipulação e o cálculo matricial. Os elementos básicos
de informação são justamente as matrizes que não requerem dimensionamento a pri-
ori. A contínua evolução, mediante contribuições e sugestões dos usuários, permite
no presente a resolução eﬁciente e robusta de problemas bastante complexos, abran-
gendo as mais diversas áreas, a partir de funções elementares de caráter genérico
que se podem agregar a uma vasta coleção de aplicativos especíﬁcos, denominados
de toolboxes. As características relatadas juntam-se a uma agradável interface grá-
ﬁca, tornando a criação de algoritmos em Matlab relativamente fácil e de rápida
implementação, com o output a expressar-se de modo muito semelhante à sua es-
crita matemática. O Matlab providencia duas formas de armazenar uma sequência
de comandos em ﬁcheiros de extensão .m. São elas script m-ﬁles e function m-
ﬁles. Enquanto as primeiras limitam-se simplesmente a executar a concebida série
de instruções, as segundas aceitam ainda argumentos (inputs) distintos e fornecem
Variável e função no modelo Representação em MATLAB
µ mu
σ sigma
γ gamma
L L
T T
λt lambda
w1,t
w2,t
w
Y1,t
Y2,t
Y
G1,t
G2,t
G
ω1,t
ω2,t
wr
R (λt) fwr(T,lambda,w)
Z (λt) Z(lambda,wr)
TB, TS, TP , TQ, TA, TM , TN TB, TS, TP, TQ, TA, TM, TN
Tabela 3.1: Correspondência entre variáveis no modelo e símbolos nos programas em
Matlab.
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os outputs correspondentes.
Sem demora, na Tabela 3.1 instaura-se a correspondência entre as variáveis do
modelo e a simbologia usada em Matlab. Posteriormente, apresentam-se as princi-
pais funções do modelo, formuladas em linguagem Matlab, ﬁxados os parâmetros
apropriados, e que acompanham a maioria, senão todos, os programas erigidos para
a simulações numérica e gráﬁca, comtempladas ao longo deste trabalho.
% rácio dos salários nominais como função implícita da alocação da força de
% trabalho
fw=@(T,lambda,w)w.^sigma-((((1+mu).*lambda.*w+(1-mu).*(1-lambda))./((1-mu)...
.*lambda.*w+(1+mu).*(1-lambda))+((lambda.*w.^(1-sigma)+(1-lambda)...
.*T.^(1-sigma))./(lambda.*w.^(1-sigma).*T.^(1-sigma)+1-lambda))...
.*T.^(1-sigma))./((((1+mu).*lambda.*w+(1-mu).*(1-lambda))./((1-mu)...
.*lambda.*w+(1+mu).*(1-lambda))).*T.^(1-sigma)+(lambda.*w.^(1-sigma)...
+(1-lambda).*T.^(1-sigma))./(lambda.*w.^(1-sigma).*T.^(1-sigma)+1-...
lambda)));
% rácio dos salários reais como função implícita da alocação da força de
% trabalho
fwr=@(T,lambda,w)w.*((lambda.*w.^(1-sigma)+(1-lambda).*T.^(1-sigma))./...
(lambda.*w.^(1-sigma).*T.^(1-sigma)+1-lambda)).^(-mu./(1-sigma));
% função de ajustamento que determina a migração dos trabalhadores no fim
% de cada período
Z=@(lambda,wr)0*(lambda+lambda*(1-lambda)*L*gamma*log(wr)<0)+(lambda+...
lambda*(1-lambda)*L*gamma*log(wr))*(lambda+lambda*(1-lambda)*L*gamma...
*log(wr)>=0)*(lambda+lambda*(1-lambda)*L*gamma*log(wr)<=1)+1*(lambda...
+lambda*(1-lambda)*L*gamma*log(wr)>1);
É de ressalvar que as funções fw e fwr não estão escritas exatamente da mesma
forma que as expressões (2.14) e (2.17) que lhes deram origem, no que diz respeito
ao quociente λt
1−λt . Isto porque tal quociente é indeterminado quando λt = 1, o que
ocasionava problemas numéricos no ato da simulação. Assim, para contornar este
obstáculo multiplicaram-se (2.14) e (2.17) por 1−λt
1−λt (= 1), conduzindo precisamente a
fw e fwr.
Com isto, passa-se a discriminar a estratégia procedimental, admitida na cons-
trução do código Matlab, que perfaz cada um dos programas mencionados acima,
transcrevendo-se nalguns casos, partes do mesmo, consideradas proeminentes. Opcio-
nalmente, as instruções que envolvem a resolução numérica do modelo são guardadas
no formato function m-ﬁle e, na possibilidade de serem transpostas para um cenário
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gráﬁco, chama-se a primeira m-ﬁle, acrescendo os comandos especíﬁcos num ﬁcheiro
do tipo script, que é denominado por plot_name.m, em que name denota o nome da
function m-ﬁle que se pretende visualizar. Excetua-se aqui o diagrama de bifurcação.
3.1.1 Função rácio dos salários reais
A m-ﬁle functionR.m aceita como inputs os parâmetros mu, sigma, T e computa a
função rácio dos salários reais fwr(T,lambda,w), enumerada por (2.17). Recorde-se
que da última apenas era possível obter uma deﬁnição implícita. Para ultrapassar
tal inconveniente, o plano passa por determinar a curva de nível fw(T,lambda,w)=0
através do comando contourc(), tendo previamente criado uma grelha no espaço
(lambda,w), com recurso a meshgrid(), e avaliado a função fw em todos os pontos
desta. A sua composição é de um vetor lambdaGrid=linspace(0,1,100) com 100 va-
lores igualmente espaçados no intervalo [0, 1], por um vetor wGrid=linspace(0,2,100)
do mesmo tipo, no intervalo antecipado [0, 2]. O acesso aos valores de wr realiza-se
no domínio plano da curva de nível decifrada e o comando plot() completa o que se
pretendia.
A Figura 2.1 é o resultado das sucessivas execuções de functionR.m para mu=.4,
sigma=5 e T ∈ {1.5, 1.7, 1.83}, devidamente separadas por hold on para que o refe-
rencial seja partilhado e ﬁnalizando-se com hold off.
3.1.2 Pontos ﬁxos
Am-ﬁle fixedpoints.m calcula os pontos ﬁxos da função de migração Z(lambda,wr),
consoante a variação do parâmetro T no intervalo [T0, Tf], ceteris paribus. Sabe-
se de antemão que 0, 1 e 1/2 são equilíbrios permanentes. Assim, basta progra-
mar a computação generalizada dos pontos ﬁxos interiores, soluções da equação
fwr(T,lambda,w)=1, em cada valor de T, detendo-se meramente mu e sigma. Essa
ação iterativa consegue-se por meio de um ciclo for, incrementando T de T0 a Tf em
200 passos. Invoca-se exclusivamente a computação simbólica através do comando
syms para que a estimativa dos pontos ﬁxos seja o mais precisa possível. O código
abaixo constitui o excerto correspondente no ﬁcheiro, devidamente comentado, com
o ﬁto de elucidar o leitor sobre a funcionalidade dos comandos inseridos.
TGrid=linspace(T0,Tf,200);
m=1;
for i=1:length(TGrid)
T=TGrid(i);
syms lambda w % criar as variáveis simbólicas lambda e w
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% resolver o sistema fw(T,lambda,w)==0, fwr(T,lambda,w)==1 conducente aos
% ptos fixos interiores
[lambdaaux,waux]=solve(fw(T,lambda,w)==0,fwr(T,lambda,w)==1);
% escrever em precisão dupla o conjto-solução encontrado
sol_lambda=double(sol_lambda);
% recolher apenas as soluções reais
intFP=sol_lambda(real(sol_lambda)==sol_lambda);
% construir o vetor do alargado conjto dos pontos fixos por ordem crescente
FP=[0;sort(intFP(intFP(:,1)>=0eintFP(:,1)<=1));1];
n=length(FP); % dimensão do vetor dos pontos fixos
Tvalues(m:m+n)=T;
FPvalues(m:m+n)=FP;
m=m+n+1;
end
Adicionalmente, o plot() dos vetores Tvalues e FPvalues reproduz na prática a
Figura 2.2, com mu=.4, sigma=5, T0=1, Tf=2.225.
3.1.3 Função de migração
Am-ﬁle functionZ.m acolhe a lista de parâmetros mu, sigma, L, gamma, T como inputs
e retorna o gráﬁco da função de migração Z(lambda,wr). Por uma questão de preci-
são, considera-se uma partição do intervalo [0, 1] para lambda, com 10000 elementos
linearmente espaçados, ou seja, lambdaGrid=linspace(0,1,10000). Num ciclo for,
percorre-se um a um, os valores de lambdaGrid e calcula-se o rácio dos salários no-
minais e reais, w e wr, o primeiro através dos zeros da função fw(T,lambda,w), na
proximidade da unidade, auxiliando-se do comando fzero() e, o segundo, substi-
tuindo a solução descoberta w em fwr(T,lambda,w). Imediatamente, ascende-se à
imagem de lambda pela função Z(lambda,wr), e daí, o gráﬁco de Z(lambda,wr).
O corpo programador das Figuras 2.3, 2.6 e 2.8 situa-se em functionZ.m, com-
plementado pela instrução plot(), tendo digitado preliminar e commumente, mu=.4,
sigma=5, L=100mas diferentes valores de gamma ∈ {.4, 2} e T ∈ {1.5, 1.65, 1.7, 1.83, TA}.
De um modo geral, interceta-se a n-ésima iteração de lambda por Z(lambda,wr),
perante a execução de functionZ.m um número n de vezes, indo ao encontro da
relação de recorrência que a deﬁne Zn (λt) = Z (Z (. . . Z (λt)))︸ ︷︷ ︸
n vezes
.
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3.1.4 Níveis de custo de transporte relevantes
A m-ﬁle levelsT.m exige os inputs mu, sigma, L, gamma para desvendar os níveis
de custo de transporte evidenciados no modelo: TB, TS, TP, TQ e TA. Esta meta
é alcançada recorrendo à deﬁnição dos próprios, revelada no Capítulo 2. Assim, TB
decorre da mera substituição de mu e sigma na expressão (2.23). Já TS e TP enunciam-
se implicitamente, pelo que se usa o comando fzero() para resolver as equações
correspondentes, numa vizinhança suﬁcientemente abrangente. No que diz respeito
a TQ e TA, a situação passa a ser diferente porque dependem de outras variáveis que
não só os parâmetros inputs. Em particular, TQ relaciona-se com os pontos periódicos
de período 2, e TA, com os pontos ﬁxos e extremos de Z(lambda,wr), sendo que,
contrariamente ao que vinha a acontecer, não existe agora uma simples equação cuja
solução seja um dos dois últimos valores de T. A determinação de TQ ﬁca-se pela sua
existência por meio da representação gráﬁca de Z2 (·), como se indicia na Figura 2.6.
Por outro lado, expõe-se abaixo a parte do código que tem o propósito de computar
TA.
% nível TA
% determinar previamente limites inferior (T0) e superior (Tf) para TA por
% meio da simulação da função Z
TGrid=linspace(T0,Tf,1000);
lambdaGrid=linspace(0,1,1000);
erro=.0001; % erro máximo admissível no cálculo de TA
for i=1:length(TGrid)
T=TGrid(i);
z=functionZ(mu,sigma,gamma,L,T,lambdaGrid);
% determinar os pontos fixos
FPvalues=fixedpoints(mu,sigma,T,T,1);
% recolher, caso exista, o ponto fixo interior máximo além de .5
maxvalue=max(FPvalues(FPvalues>.5eFPvalues<1));
% caso não exista, ficar com o ponto fixo centro-periferia máximo, o 1
if isempty(maxvalue)==1
maxvalue=1;
end
% encontrar o máximo local das imagens de lambdaGrid pela função Z
lmval=findpeaks(z);
% confrontar maxvalue com lmval
if abs(lmval-maxvalue)<erro
TA=T;
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break
end
end
3.1.5 Diagrama de bifurcação
A m-ﬁle bifurcation.m foi ajustada de uma função yue_bifur.m, construída por
Yue Wu (2010)1, e disponível no centro de partilha de ﬁcheiros da MathWorks
(MatlabCentral). É desencadeada pela inicialização dos parâmetros mu, sigma,
L, gamma, com T variável no intervalo [T0, Tf], e visa traçar o diagrama de bifurcação
em ordem ao custo de transporte, para a assumida condição inicial lambda0. Para
esse efeito, gera-se um vetor TGrid com 1000 valores igualmente espaçados entre T0
e Tf, e ﬁxado um elemento de forma sequencial, determina-se a órbita de lambda0
em 2000 períodos consecutivos. A identiﬁcação do comportamento de longo prazo
do sistema acontece, descartando as primeiras 1000 iterações e representando graﬁ-
camente as subsequentes 1000 iterações, o que signiﬁca que, para cada T, projetam-se
no plano os pontos Zj (λ0) com 1001 ≤ j ≤ 2000. Tudo isso elabora-se mediante o
encadeamento de ciclos for, como avança a transcrição da parte principal do ﬁcheiro.
TGrid=linspace(T0,Tf,1000);
B=zeros(1000,1000); % matriz de bifurcação
for i=1:length(TGrid)
T=TGrid(i);
for j=1:1000
if j==1 % ignorar as primeiras 1000 iterações
lambda=lambda0;
for k=1:1000
nxt=functionZ(mu,sigma,gamma,L,T,lambda);
lambda=nxt;
end
end
% computar as 1000 iterações seguintes e guardar em B
nxt=functionZ(mu,sigma,gamma,L,T,lambda);
B(i,j)=nxt;
lambda=nxt;
end
end
1http://www.mathworks.com/matlabcentral/ﬁleexchange/26839-1d-bifurcation-plot/content/yue_bifur.m
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Um exemplo de aplicação deste programa é observado na Figura 2.5, onde mu=.4,
sigma=5, L=100, gamma ∈ {.4, 2}, T0=1.5, Tf=2.5 e lambda0=.499.
3.2 Discussão dos resultados
3.2.1 Quatro questões
A função de ajustamento Z (·) resulta da discretização do processo migratório ado-
tado em Puga (1998), que originalmente, contempla quer a migração externa (inter-
regional), quer a interna (intra-regional), sendo que o seu propósito vindica um estudo
em termos populacionais. Claramente, esta não se revela uma exigência do modelo a
ser tratado, porém o número total de trabalhadores L marca presença na expressão
de Z (·) 2. Daqui, irrompe a questão de saber se a própria dinâmica de ajustamento
poderia ter a sua quota parte de responsabilidade no comportamento caótico, reco-
nhecido experimentalmente. Assim, a primeira dúvida que se coloca é:
Como é que, em tempo contínuo, o modelo standard e suas variantes, não
fazem depender a migração do número total de trabalhadores, e a simples
reformulação em tempo discreto, deturpa aparentemente esta caracterís-
tica?
A escassa literatura, identiﬁcada na Tabela B.2 do Apêndice B.2, permite imedia-
tamente descartar a conceção de que poderia ser uma prática corrente dos modelos
discretizados da NEG.
Repare-se também que, o produto Lγ pode ser visto como um todo, donde uma
variação percentual ocorrida em L, ceteris paribus, equivale a uma variação no mesmo
sentido e proporção em γ, ceteris paribus. Segue-se que, a migração será tanto mais rá-
pida, quanto maior a população de trabalhadores industriais. Instala-se prontamente
a incerteza sobre se esta relação estará ou não em concordância com a realidade.
Um outro aspeto que merece atenção é a curvatura de Z (·) que, em função do
parâmetro custo de transporte T, tanto se mostra continuamente derivável, quando
M ([0, 1]) = [0, 1], como se assume apenas contínua, remetendo para o caso em que a
imagem do intervalo [0, 1] por M (·) extravaza esse domínio, isto é, M ([0, 1]) ! [0, 1].
Currie e Kubin (2006) contornam este entrave, mediante a imposição da restrição
0 ≤ λt+1 ≤ 1, que dá origem ao primeiro e terceiro ramos da função de migração em
(2.18) e cuja interpretação é a seguinte:
2A dinâmica de Puga (1998) é estabelecida pela equação diferencial
L˙s,i = λ
∑
j=1,2
∑
r=U,R
ln
(
Vs,i
Vr,j
)
Ls,iLr,j , para s = U (Urbano), R (Rural), e i = 1, 2, com
λ > 0 e Vs,i a denotarem respetivamente, a velocidade de ajustamento e a utilidade indireta que
um trabalhador retira da sua atividade no setor s da região i.
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• se o saldo migratório na região 1, tomado em períodos consecutivos, é negativo,
tal que saiem daí mais trabalhadores do que efetivamente existem no presente,
M (λt) < 0, signiﬁca que a região 1 ﬁca despovoada de indústrias;
• por outro lado, se o saldo migratório na região 1, tomado em períodos consec-
utivos, é positivo, de modo que entram aí mais trabalhadores do que os que
existem atualmente na região 2, M (λt) > 1, então a atividade industrial passa
a concentrar-se toda na região 1.
Portanto, o gráﬁco de Z (·) advém da forçada supressão, prescrita ao gráﬁco deM (·),
que tomará perentoriamente lugar, desde que a concretização dos parâmetros µ, σ,
T, γ e L assim o exija.
A Figura 3.1 recupera a ilustração de Z (·), divulgada na Figura 2.3(a) para o
evento µ = 0.4, σ = 5, γ = 0.4, L = 100, ostentando dois valores de T, situados me-
todicamente em relação a TM e TN , para os quaisM ([0, 1]) ! [0, 1] e, por conseguinte,
Z (·) 6= M (·).
(a) T = 1.5 < TM (b) T = 2.3 > TN
Figura 3.1: Representação gráﬁca da função Z (·) para valores à esquerda de TM e à
direita de TN .
Dados µ = 0.4, σ = 5, L = 100, γ = 0.4, (a) para T < TM , a função Z (·) re-
sulta da interceção da função M (·) nos intervalos extremos
]
0, λ˜
[
e
]
1− λ˜, 1
[
; (b) para
T > TN , a função Z (·) resulta da interceção da função M (·)nos intervalos interiores
]
λ˜,
˜˜
λ
[
e
]
1− ˜˜λ, 1− λ˜
[
.
Porque modelar a migração por uma lei de base que se vê obrigada a ser
intercetada em certas circunstâncias?
A título exempliﬁcativo, considere-se a situação em que a população industrial é 100
e que a dinâmica migratória, na ausência da restrição 0 ≤ λt+1 ≤ 1, quantiﬁca num
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instante, uma razão de trabalhadores industriais na região 1 para a região 2 de 40
para 60, e no instante seguinte, de 120 para −20. Acontece que o saldo migratório na
região 1 é de +80, o que se manifesta irrealista, já que aí se poderiam instalar até +60
novos trabalhadores industriais, perfazendo o total de 100. O prescrito movimento de
80 migrantes entre dois períodos sucessivos poderá ser substituído pelo movimento
retraído, mas máximo, de 60 migrantes, sem quaisquer consequências?
Assim, mostra-se pertinente averiguar as condições que os diversos parâmetros
devem satisfazer para que a dinâmica do sistema (2.21) seja caracterizada livremente
pela função M (·).
Proposição 3.2.1. Dados µ, σ, e T, sejam α = max
{
− 1
(1−λ) ln(R(λ)) : 0 < R (λ) < 1
}
e β = max
{
1
λ ln(R(λ))
: R (λ) > 1
}
. Se 0 < Lγ ≤ min {α, β} então Z (·) ≡M (·).
Demonstração. Ver Apêndice A.5.
Proposição 3.2.2. Dados γ, L > 0, sejam A (µ, σ, T ) = {(1− λ) ln (R (λ)) : 0 < R (λ) < 1}
e B (µ, σ, T ) = {λ ln (R (λ)) : R (λ) > 1}.
1. se minA
(
µ, σ, T
) ≥ − 1
γL
e maxB
(
µ, σ, T
) ≤ 1
Lγ
então Z (·) ≡M (·);
2. se minA
(
µ, σ, T
) ≥ − 1
γL
e maxB
(
µ, σ, T
) ≤ 1
Lγ
então Z (·) ≡M (·);
3. se minA (µ, σ, T ) ≥ − 1
γL
e maxB (µ, σ, T ) ≤ 1
Lγ
então Z (·) ≡M (·).
Demonstração. Percorrer os passos da Proposição 3.2.1, ﬁxando os devidos parâme-
tros.
De um modo geral, estes dois resultados estabelecem que, quando a diferença
entre os salários reais é mais extrema, a função M (·) passará a ter imagens fora de
[0, 1].
As reticências que incidem sobre a deﬁnição de Z (·) não se ﬁcam por aqui, re-
manescendo ainda dois pontos controversos. Na dianteira, Currie e Kubin (2006)
declaram, sem apresentar qualquer justiﬁcação evidente que, os trabalhadores não
se movem para uma região sem manufatura no período t (p. 255, tradução livre),
reﬂetindo-se de imediato, na dinâmica migratória, com Z (0) = 0 e Z (1) = 1, inde-
pendentemente dos parâmetros µ, σ, T, γ e L.
Mas, porquê impor a permanente desertiﬁcação de mão-de-obra industrial
de uma região sem manufatura?
Ora, as tentativas de explicar a previsão de um trabalhador não migrar para uma
região não industrializada são inexistentes ou muito vagas. Nesse sentido e, em tempo
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contínuo, Baldwin et al. (2002) confere essa mesma indeterminação alegando que, a
função de ajustamento laboral, não provém diretamente de um problema de otimiza-
ção.
Por outro lado, o confronto da teoria com a simulação, usando valores ﬁxos dos
parâmetros, permite aceder a informação e resultados privilegiados que, de outro
modo, seriam inatingíveis. Em particular, com base nos originais µ = 0.4, σ = 5,
γ = 0.4 e L = 100, observa-se que, no longo prazo, o espaço paramétrico de T
comporta duas situações antagónicas, separadas em T = T∞. Assim, para valores de
T aquém de T∞, o movimento migratório toma o seu rumo dito normal, prevalecendo
a preferência dos trabalhadores por regiões cujo salário real é maior. Quando o custo
de transposte ultrapassa essa barreira, sabe-se que a periodicidade dá lugar ao caos,
fazendo-se acompanhar pela reversão da lei de migração de Krugman, na medida em
que os trabalhadores são agora capazes de se deslocar para uma região que ofereça
piores condições salariais.
Como é que a migração deixa de se reger pelos incentivos económicos?
Esta característica destaca-se prontamente ao nível do fenómeno de aglomeração vo-
látil - T > TA - onde a alocação de trabalho industrial se torna irreversível, ﬁcando os
trabalhadores presos a uma determinada região. Uma possível justiﬁcação, adaptada
de Matsuyama (1991), seria de que, um jovem trabalhador decide em que região lab-
orar e, uma vez formado o seu padrão de vida, muito diﬁcilmente se alterará, contudo
nenhuma das hipóteses do modelo denuncia tal razão de ser.
A informação redigida vai ao encontro dos fatores que se apontam como causado-
res do caos, responsabilizando totalmente a dinâmica migratória que ﬁgura no sistema
(2.18) e que constitui o cerne do modelo. Assim, retome-se que a primeira questão
discute a subsistência da variável L, concernente ao número total de trabalhadores,
na função de ajustamento, dado o confronto com a versão contínua que está no seu
encalço. Este problema poderá aparentemente ser solucionado se se decretar que o
produto de L pela velocidade de migração γ renomeia a velocidade de migração em
detrimento da sua efetiva extensão. As consequências de um aumento da velocidade
de migração são conhecidas no ﬁnal da subsecção 2.3.2. A segunda questão comenta
os cortes que a primordial função de migração M (·) sofre para preservar o domínio
percentual [0, 1]. Graﬁcamente, para valores baixos de T, M (·) é circunscrita a um
intervalo do tipo [a, b] ⊂ [0, 1], enquanto níveis de T elevados obrigam à restrição
de M (·) numa reunião de três intervalos disjuntos 3∪
i=1
[ai, bi] ⊂ [0, 1], o que reforça
a volatilidade da aglomeração que aí tem lugar, visto que se antecede ao singular
fenómeno popularizado por Currie e Kubin (2006) de aglomeração volátil. A ter-
ceira questão julga a sentença do eterno despovoamento de indústria numa região
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não industrializada de antemão, ao passo que, empiricamente, esse evento revela-se
contra-factual. A dinâmica vê-se coagida a um padrão de centro-periferia quando o
ajustamento paira na sua proximidade. Por último, a quarta questão vem mostrar
que repentina e inexplicavelmente, o movimento migratório deixa de se exercer em
favor da melhoria do bem-estar do consumidor.
Em jeito de conclusão, não há margens para dúvidas, que o contacto destas quatro
características da modelação arrastam a economia para o caos, pondo em causa os
pressupostos previamente admitidos até que, no último caso, chega a ser evidente
a contradição daquele que pronuncia a mobilidade dos trabalhadores na direção da
região mais atrativa, em termos reais.
3.2.2 Origem do caos
O comportamento caótico só é possível em sistemas não lineares por natureza. O
exemplo típico de uma equação às diferenças não linear que intervem comummente em
suportes de estudo ao caos determinístico é a aplicação logística. A sua popularidade
está interligada à sua simplicidade que não evita o aparecimento de uma dinâmica de
complexidade desmedida, tendo sido explorada exaustivamente no trabalho de May
(1976) como a discretização da equação logística estabelecida por Verhulst (1838),
para modelar o crescimento demográﬁco. Escreve-se na forma canónica
xn+1 = rxn (1− xn) (3.1)
onde 0 ≤ xn ≤ 1 traduz a população normalizada da n-ésima geração e r é o parâme-
tro de crescimento que mensura a propensão marginal para a população aumentar.
A aplicação prática de (3.1) impõe 0 ≤ xn+1 ≤ 1 e isso veriﬁca-se quando 0 ≤ r ≤ 4.
Ao contrário da equação logística cujo comportamento é insensível à concretização de
r, May (1976) descobre que o comportamento da aplicação logística muda drastica-
mente em função de r. De um modo genérico, os pontos ﬁxos são x∗ = 0 e x∗ = r−1
r
.
O primeiro é localmente estável quando r varia entre 0 e 1, sendo que a importância
do segundo remete-se a 1 < r ≤ 4, onde de tudo acontece. Com efeito, a menos do
último intervalo, seja para r < 1, seja para r > 4, a população extingue-se. Sucinta-
mente, a estabilidade local de x∗ = r−1
r
ﬁca-se por 1 < r < 3 e as soluções periódicas e
caóticas manifestam-se para 3 < r ≤ 4. Em particular, ocorre uma bifurcação de du-
plicação do período supercrítica em r = 3, à qual se segue uma cascata de bifurcações
de duplicação do período, convergente no ponto de acumulação r∞ ≈ 3.57. A partir
daqui, a dinâmica é marcada pelo caos que se encerra em r = 4, intercalando com
janelas períodicas. O que interessa reter é que o caos aparece quando o parâmetro
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de controlo se torna suﬁcientemente grande.
Repare que a aﬁnidade algébrica entre a função M (·), expressa por (2.19), e
a função logística f (λt) = rxn (1− xn) reside no fator λt (1− λt), prevalecendo a
notação do modelo de Currie e Kubin (2006). Não obstante, Commendatore et al.
(2008) garantem que apesar da sua semelhança com a logística, não é responsável
pela complexa dinâmica (p. 128, tradução livre). Por outro lado, intrinsecamente, a
rota para o caos, expressão que se refere ao processo pelo qual um conjunto atrator
de um sistema dinâmico se torna caótico, faz-se, em ambos os casos, via duplicação
do período, notando-se que o tipo de bifurcação que está na sua origem é diferente.
Assim, na função logística imperam literalmente as bifurcações de duplicação do
período supercríticas e, para a função saldo migratório M (·), são as bifurcações de
forquilha supercríticas que abrem caminho à desordem.
Ora, o produto Lγ pode ser equiparado ao parâmetro r na logística, ceteris pari-
bus. Nesse sentido, é importante analisar a partir de que valor de Lγ, ceteris paribus ,
o caos eclode. Sabe-se que uma bifurcação de duplicação do período supercrítica
adianta-se em T = TP , pelo que a existência de TP é uma condição necessária para
a ocorrência de caos e este apontamento servirá para determinar um minorante para
γL desse ponto de vista.
Proposição 3.2.3. Dados µ e σ, se Lγ < 2(σ−1)
σ−1−µσ então não ocorre a bifurcação de
duplicação do período supercrítica no ponto (1/2, T ), para algum custo de transporte
T.
Demonstração. Ver Apêndice A.6.
Este resultado reproduz precisamente o que já tinha sido sublinhado para a apli-
cação logística, ou seja, o fenómeno caótico desperta apenas se o produto Lγ é suﬁ-
cientemente grande.
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Capítulo 4
Dinâmica: nova proposta
A striking diﬀerence between discrete and continuous modelings (...) is related
to the occurrence of deterministic chaos
Krivine et al . (2007, p. 261)
A relação entre uma dinâmica em tempo contínuo e a sua correspondente em tempo
discreto é um assunto amplamente reconhecido pela Análise Numérica. A modelação
requer que sejam feitas várias escolhas fundamentais e uma delas consiste no qua-
dro temporal em que se deve formular o modelo. As opiniões dividem-se e alguns
investigadores intercedem pela modelação em tempo discreto, baseados no princípio
de que para notiﬁcar uma mudança, algum tempo tem que passar, enquanto outros
argumentam que a vida desenrola-se continuamente, sugerindo que a modelação em
tempo contínuo será mais realista. Ainda recentemente, essa decisão parecia assen-
tar numa questão de estilo pois poucos acreditavam que havia diferenças económicas
signiﬁcativas e relevantes entre os dois. Todavia, no presente observa-se uma maior
ponderação em torno deste parecer, derivado aos critérios de estabilidade local e
global dos dois ambientes de modelação sustentarem dissemelhanças consideráveis,
levando eventualmente à prescrição de diferentes políticas. Uma sua consequência
está relacionada com a ocorrência de caos determinístico. Assim, um sistema dinâ-
mico discreto em R pode exibir um comportamento caótico, ao contrário da evolução
contínua nas mesmas condições dimensionais, que não detém sequer uma solução não
trivial periódica.
Neste capítulo dá-se a conhecer, em primeiro lugar, os indispensáveis atributos
que a função de ajustamento em tempo discreto deve obedecer, para travar o caos e
aproximar os resultados aos do modelo em tempo contínuo. A secção 4.2 remete a
um exemplo concreto. munida de todos os pormenores, sucedendo-se um elenco de
outras propostas, expostas brevemente, na secção 4.3.
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4.1 Características da proposta
É evidente que o processo migratório de Currie e Kubin (2006) não reproduz o seu
homólogo em tempo contínuo, onde os trabalhadores industriais migram continua-
mente para a região que oferece o salário real mais elevado e a direção do movimento
é de imediato inferida através da Figura 2.1. Signiﬁca que a rigorosa função de ajus-
tamento, assim como a inerente velocidade de migração, tornam-se aí dispensáveis.
Aliás, Baldwin et al. (2002) revela que, surpreendentemente, nos primórdios tra-
balhos da NEG  Krugman (1991), Venables (1996), Krugman e Venables (1995)
 os autores manipulam modelos dinâmicos em que a migração está no centro da
aglomeração da indústria, sem nunca discutir equações dinâmicas ou especiﬁcar uma
equação de migração. Puga (1998) e Fujita et al. (1999) parecem ter sido os pioneiros
no tratamento explícito da dinâmica do modelo centro-periferia mas os próprios en-
fatizam a prescindibilidade da enunciação formal do processo migratório. Aﬁrmações
como esta não se aplicam ao caso discreto, uma vez que as propriedades de estabili-
dade local deixam de se aferir diretamente pela Figura 2.1, assumindo a equação de
migração um papel crucial na sua análise.
Na subsecção 3.2.2 do Capítulo 3, a aplicação logística exempliﬁcou que a simpli-
cidade analítica não é sinónimo de dinâmica bem comportada, apesar da trajetória
em tempo contínuo, ditada pela equação logística, se abstrair de qualquer comporta-
mento errático. O problema atual poderia perfeitamente enquadrar-se numa situação
análoga. Contudo, a discretização do modelo standard, em tempo contínuo, pode ser
elaborada de diversas formas, pelo que prontamente, surge a interrogação sobre se
todas elas conduzirão, mais cedo ou mais tarde, ao caos. Para tal, testaram-se vá-
rias funções migratórias, tendo iniciado esta exploração com dinâmicas conhecidas
da Teoria de Jogos Evolucionária, já que Fujita et al. (1999) justiﬁca a sua lei de
migração com base na dinâmica do replicador, frequentemente utilizada nessa área,
e assinala que o modelo pode ser visto como um jogo evolucionário. Os resultados
obtidos são idênticos aos de Currie e Kubin (2006), no entanto o seu desenvolvimento
não merece destaque porque as tentativas não se ﬁcaram por aqui. Eis que surge a
ideia de estruturar uma dinâmica migratória em tempo discreto que se aproxime o
mais ﬁavelmente possível do processo de realocação contínuo. De um modo geral,
pretende-se encontrar funções que retratem a percentagem de trabalhadores que irá
efetivamente migrar entre as regiões, em cada instante, nos dois sentidos permissíveis,
de acordo com o rácio dos salários reais.
Posto isto, seja αt a percentagem de trabalhadores que, no ﬁnal do instante t,
migram da região 2 para a região 1, consoante o rácio dos salários reais. Escreve-
se αt = α
(
ω1,t
ω2,t
)
. Portanto, αt 6= 0 se e só se ω1,tω2,t > 1. Analogamente, seja βt a
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percentagem de trabalhadores que, no ﬁnal do instante t, migram da região 1 para a
região 2, em função do rácio dos salários reais, identiﬁcando βt = β
(
ω1,t
ω2,t
)
, em que
βt 6= 0 se e só se ω1,tω2,t < 1. Da deﬁnição de αt e βt advém a condição 1 abaixo. Por
outro lado, no sentido de manter os pressupostos usuais para a dinâmica de migração,
requisita-se a veriﬁcação das condições 2 a 4.
C1. αt : ]1,+∞[→ [0, 1] e βt : ]0, 1[→ [0, 1];
C2. α (1) = β (1) = 0 e α (+∞) = β (0) = 1;
C3. α
(
ω1,t
ω2,t
)
= β
(
ω2,t
ω1,t
)
;
C4. αt, βt crescentes em ω1,t e ω2,t, respetivamente.
A condição 1. indica que αt e βt são funções percentagens escritas no formato
decimal, em que a variável independente é o rácio dos salários reais ω1,t
ω2,t
. Na condição
2. reconhece-se que os trabalhadores industriais não se deslocalizam quando o salário
real vigente em ambas as regiões é igual. Por sua vez, a condição 3. garante que os
acontecimentos decorrem simetricamente entre as regiões, enquanto na condição 4.
se exprime que as percentagens migratórias são tanto maiores, quanto maior o salário
real da região de destino.
Assim, diante das hipóteses do modelo, expostas na secção 2.1 do Capítulo 2, a
discretização à qual se associa a lei de migração toma o seguinte aspeto
λt+1 = S (λt) = λt +
αt (1− λt) se
ω1,t
ω2,t
≥ 1
−βtλt se ω1,tω2,t < 1
(4.1)
e a sua interpretação decompõe-se em dois pontos:
• se o salário real é maior na região 1 no instante t, uma percentagem αt de
trabalhadores industriais da região 2 vai migrar para a região 1 no ﬁnal desse
período e os trabalhadores industriais instalados na região 1 mantêm a sua
residência, logo a percentagem de trabalhadores na região 1 no período t + 1
remonta a λt+1 = λt + αt (1− λt);
• se o salário real é maior na região 2 no instante t, uma percentagem βt de
trabalhadores industriais da região 1 vai abandonar a sua região no ﬁnal do
período e a força de trabalho industrial afeta atualmente à região 2 perpetua-
se, pelo que a região 1 ﬁca desfalcada no período t + 1 com uma percentagem
de trabalhadores industrais igual a λt+1 = λt − βtλt.
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O ramo onde se inclui a igualdade ω1,t
ω2,t
= 1 mostra ser indiferente pela condição 2.,
que estabelece λt+1 = λt nessa circunstância. Ressalve-se ainda que a implicação
0 ≤ λt ≤ 1⇒ 0 ≤ λt+1 ≤ 1 é imediatamente satisfeita sem recurso a uma restrição,
o que não sucedia no modelo de Currie e Kubin (2006), formalizando-se no seguinte
resultado:
Proposição 4.1.1. Considere-se o sistema λt+1 = S (λt), para todo t ∈ N0. Se
0 ≤ λt ≤ 1 então 0 ≤ λt+1 ≤ 1.
Demonstração. Sejam λt+1 = S (λt) determinado por (4.1) e 0 ≤ λt ≤ 1. Logo,
0 ≤ 1− λt ≤ 1.
• Suponha-se que ω1,t
ω2,t
> 1. Decorre que λt+1 = λt + αt (1− λt) com 0 < αt ≤ 1
Daí, 0 ≤ αt (1− λt) ≤ 1 − λt, pelo que, 0 ≤ λt ≤ λt + αt (1− λt) ≤ 1, e
equivalentemente, 0 ≤ λt+1 ≤ 1.
• Suponha-se agora que ω1,t
ω2,t
< 1. Vem que λt+1 = λt − βtλt com 0 < βt ≤ 1 e, à
vista disso, −λt ≤ −βtλt ≤ 0, conduzindo a 0 ≤ λt − βtλt ≤ λt ≤ 1, ou seja,
0 ≤ λt+1 ≤ 1.
• Se ω1,t
ω2,t
= 1, ocorre diretamente que 0 ≤ λt+1 = λt ≤ 1.
4.2 Proposta detalhada
O modelo centro-periferia em tempo contínuo assume que a mão-de-obra industrial
se transfere entre regiões para eliminar as diferenças atuais dos salários reais, sendo
natural que trabalhos como Fujita et al. (1999), Balwin (2001), Forsild e Ottaviano
(2003) encarem a taxa de migração proporcionalmente ao diferencial dos salários reais.
Com base neste facto, considere-se que a percentagem de trabalhadores industriais
migrantes no ﬁnal do período t é dada pela diferença dos salários reais entre a região
de chegada e a região de partida, normalizada pela soma dos salários reais. Assim,
α : ]1,+∞[ → [0, 1]
ω1,t
ω2,t
7→ ω1,t − ω2,t
ω1,t + ω2,t
=
ω1,t
ω2,t
− 1
ω1,t
ω2,t
+ 1
,
β : ]0, 1[ → [0, 1]
ω1,t
ω2,t
7→ ω2,t − ω1,t
ω1,t + ω2,t
=
1− ω1,t
ω2,t
ω1,t
ω2,t
+ 1
.
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As condições 1. e 2. são trivialmente obedecidas. No que diz respeito às condições
3. e 4. tem-se que:
C3. β
(
ω2,t
ω1,t
)
=
1−ω2,t
ω1,t
ω2,t
ω1,t
+1
=
ω2,t
ω1,t
6=0
ω2,t
ω1,t
(
ω1,t
ω2,t
−1
)
ω2,t
ω1,t
(
1+
ω1,t
ω2,t
) =
ω1,t
ω2,t
−1
1+
ω1,t
ω2,t
= α
(
ω1,t
ω2,t
)
;
C4. ∂α
∂ω1,t
= ω1,t+ω2,t−(ω1,t−ω2,t)
(ω1,t+ω2,t)
2 =
2ω2,t
(ω1,t+ω2,t)
2 =
2
ω2,t(
ω1,t
ω2,t
+1
)2 > 0, ∀ω1,t, ω2,t > 0 com
ω1,t
ω2,t
> 1 e
∂β
∂ω2,t
= ω1,t+ω2,t−(ω2,t−ω1,t)
(ω1,t+ω2,t)
2 =
2ω1,t
(ω1,t+ω2,t)
2 =
2
ω1,t(
ω1,t
ω2,t
+1
)2 > 0, ∀ω1,t, ω2,t > 0 com
ω1,t
ω2,t
< 1.
Por conseguinte, reavendo a notação (2.17) de Currie e Kubin (2006), simpliﬁca-se
αt =
R (λt)− 1
R (λt) + 1
, βt =
1−R (λt)
R (λt) + 1
e
λt+1 = S (λt) = λt +

R(λt)−1
R(λt)+1
(1− λt) se R (λt) ≥ 1
−1−R(λt)
R(λt)+1
λt se R (λt) < 1
. (4.2)
4.2.1 Estudo da função de migração
4.2.1.1 Simetria
Seja λt ∈ [0, 1]. Do Lema 2.3.1 vem R (1− λt) = 1R(λt) . Daqui resulta,
S (1− λt) = 1− λt +

R(1−λt)−1
R(1−λt)+1λt se R (1− λt) ≥ 1
−1−R(1−λt)
R(1−λt)+1 (1− λt) se R (1− λt) < 1
= 1− λt +

1
R(λt)
−1
1
R(λt)
+1
λt se 1R(λt) ≥ 1
−1−
1
R(λt)
1
R(λt)
+1
(1− λt) se 1R(λt) < 1
= 1− λt −
−
1−R(λt)
1+R(λt)
λt se R (λt) ≤ 1
R(λt)−1
1+R(λt)
(1− λt) se R (λt) > 1
= 1− S (λt) .
A clara dependência entre as funções R (·) e S (·), explícita em (4.2), permite que
se estabeleçam as propriedades relativas à própria função S (·).
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Lema 4.2.1. A função S : [0, 1]→ [0, 1] goza das seguintes propriedades:
(a) Dependente de µ, σ e T, por via de R (·), e independente de α, β, F, L;
(b) ∀λt ∈ [0, 1], S (1− λt) = 1− S (λt);
(c) Contínua em qualquer ponto do seu domínio;
(c) Se S (·) continuamente diferenciável em λt ∈ [0, 1] então S ′ (λt) = S ′ (1− λt).
4.2.1.2 Pontos ﬁxos
Seja λ∗ ∈ [0, 1]. A distribuição da atividade económica λ∗ é um ponto ﬁxo de S (·) se
e só se S (λ∗) = λ∗. Desta maneira,
Caso 1. R (λt) ≥ 1, ∀t ∈ N0
S (λ∗) = λ∗ ⇔ λ∗ + R (λ
∗)− 1
R (λ∗) + 1
(1− λ∗) = λ∗ ⇔
⇔ R (λ
∗)− 1
R (λ∗) + 1
(1− λ∗) = 0⇔
⇔ R (λ
∗)− 1
R (λ∗) + 1
= 0 ∨ λ∗ = 1⇔
⇔
R(λ∗)≥1
R (λ∗) = 1 ∨ λ∗ = 1.
Logo, {0 < λ∗ < 1 : R (λ∗) = 1} ∪ {λ∗ = 1 : R (1) ≥ 1};
Caso 2. 0 < R (λt) ≤ 1, ∀t ∈ N0
S (λ∗) = λ∗ ⇔ λ∗ − 1−R (λ
∗)
R (λ∗) + 1
λ∗ = λ∗ ⇔
⇔ 1−R (λ
∗)
R (λ∗) + 1
λ∗ = 0⇔
⇔ 1−R (λ
∗)
R (λ∗) + 1
= 0 ∨ λ∗ = 0⇔
⇔
0<R(λ∗)≤1
R (λ∗) = 1 ∨ λ∗ = 0.
Logo, {0 < λ∗ < 1 : R (λ∗) = 1} ∪ {λ∗ = 0 : R (0) ≤ 1}.
Os dois casos separados conduzem a desfechos equivalentes, de acordo com a simetria
da função S (·). Observa-se que o conjunto dos pontos ﬁxos de S (·) mantém-se ﬁel
ao original. Assim, subsistem dois tipos de equilíbrio espacial para a economia: o
equilíbrio de concentração onde a indústria se instala numa única região, e o equilíbrio
de dispersão, no qual a mão-de-obra industrializada se distribui pelas duas regiões, ora
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de forma simétrica, ora de forma assimétrica. O equilíbrio simétrico é sempre solução,
quaisquer que sejam os valores dos demais parâmetros, o mesmo já não se pode dizer
do padrão centro-periferia, que preserva o título de equilíbrio enquanto o salário real
no centro superar o salário real (virtual) da periferia. Sem demora, invalida-se a
característica assumida por Currie e Kubin (2006) de que os trabalhadores não se
movem para uma região sem manufatura. A dinâmica agora proposta evidencia que
uma região que passa a ser industrializada consegue sim atrair trabalhadores, tal
como os factos reais deixam transparecer.
4.2.1.3 Estabilidade
A derivada de primeira ordem de S (·) existe para λt ∈ [0, 1] tal que R (λt) 6= 1,
S
′
(λt) = 1 +

2R
′
(λt)
(R(λt)+1)
2 (1− λt)− R(λt)−1R(λt)+1 se R (λt) > 1
2R
′
(λt)
(R(λt)+1)
2λt − 1−R(λt)R(λt)+1 se R (λt) < 1
e, excecionalmente, em λ = 1/2, com
S
′
(1/2) = 1 +
R
′
(1/2)
4
.
Posto isso, afere-se que é possível estudar diretamente as propriedades de estabil-
idade local do sistema através do coeﬁciente S
′
(·), para os pontos ﬁxos simétrico e
centro-periferia, contanto que os últimos não satisfaçam R (0) = R (1) = 1. A situ-
ação dos pontos ﬁxos interiores assimétricos é mais delicada, visto que as derivadas
laterais à esquerda e à direita de S (·) avaliadas nesses pontos, só se vão igualar se
R
′
(λ∗) = 0, comprometendo desse modo, a existência da derivada pontual de S (·).
Proposição 4.2.1. Seja λ∗ ∈ [0, 1] um ponto de equilíbrio do sistema (4.2), com
S (·) continuamente diferenciável à esquerda ou à direita numa vizinhança de λ∗.
(a) λ∗ = 1/2 é estável se e só se −8 < R′ (1/2) < 0.;
(b) 0 < λ∗ < 1 e λ∗ 6= 1/2 com R (λ∗) = 1 é estável se e só se − 4
λ∗ < R
′
(λ∗) < 0 ou
− 4
1−λ∗ < R
′
(λ∗) < 0;
(c) λ∗ = 0 é estável se e só se 0 < R (0) < 1;
(d) λ∗ = 1 é estável se e só se R (1) > 1.
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Demonstração. Considere-se λ∗ ∈ [0; 1] um ponto ﬁxo de S (·). Então,
(a) λ∗ = 1/2 é estável se e só se
∣∣S ′ (1/2)∣∣ < 1 e
∣∣∣S ′ (1/2)∣∣∣ < 1⇔ ∣∣∣∣1 + R′ (1/2)4
∣∣∣∣ < 1⇔
⇔ 1 + R
′
(1/2)
4
< 1 ∧ 1 + R
′
(1/2)
4
> −1⇔
⇔ R′ (1/2) < 0 ∧R′ (1/2) > −8⇔
⇔ R′ (1/2) ∈ ]−8, 0[ ;
(b) 0 < λ∗ < 1 e λ∗ 6= 1/2 com R (λ∗) = 1 é estável se e só se ∣∣S ′ (λ∗+)∣∣ < 1 ou∣∣S ′ (λ∗−)∣∣ < 1.
Suponha-se que 0 < λ∗ < 1− λ∗ < 1. Então,
S
′ (
λ∗+
)
= lim
λ→λ∗+
S (λ)− S (λ∗)
λ− λ∗ = 1 +
λ∗
2
R
′
(λ∗)
e
S
′ (
λ∗−
)
= lim
λ→λ∗−
S (λ)− S (λ∗)
λ− λ∗ = 1 +
1− λ∗
2
R
′
(λ∗) .
Consequentemente,∣∣∣S ′ (λ∗+)∣∣∣ < 1 ⇔ ∣∣∣∣1 + λ∗2 R′ (λ∗)
∣∣∣∣ < 1⇔
⇔ 1 + λ
∗
2
R
′
(λ∗) < 1 ∧ 1 + λ
∗
2
R
′
(λ∗) > −1⇔
⇔ λ∗R′ (λ∗) < 0 ∧ λ∗R′ (λ∗) > −4⇔
⇔
0<λ∗<1
R
′
(λ∗) < 0 ∧R′ (λ∗) > − 4
λ∗
⇔
⇔ R′ (λ∗) ∈
]
− 4
λ∗
; 0
[
.
Por analogia, vem∣∣∣S ′ (λ∗−)∣∣∣ < 1 ⇔
0<λ∗<1
R
′
(λ∗) ∈
]
− 4
1− λ∗ ; 0
[
;
(c) λ∗ = 0 [λ∗ = 1] com 0 < R (0) < 1 [R (1) > 1] é estável se e só se
∣∣S ′ (0)∣∣ =
=
∣∣S ′ (1)∣∣ < 1 e
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∣∣∣S ′ (0)∣∣∣ < 1⇔ ∣∣∣∣1− 1−R (0)R (0) + 1
∣∣∣∣ < 1⇔
⇔
∣∣∣∣ 2R (0)R (0) + 1
∣∣∣∣ < 1⇔
⇔ 2R (0)
R (0) + 1
< 1⇔
⇔ R (0) ∈ ]0; 1[⇔
⇔ R (1) ∈ ]1; +∞[ .
Ou seja, uma conﬁguração de canto (λ∗ = 0 ou λ∗ = 1) é estável desde o mo-
mento em que se torna um equilíbrio até que R (0) = R (1) = 1.
4.2.1.4 Diagrama de bifurcação
A caracterização do steady state da economia em termos do nível de custo de trans-
porte T > 1 revela-se um clássico nos modelos da NEG, por causa da importância
depositada nesse parâmetro, conforme avança a Introdução. Assim sendo, ﬁxam-se os
demais parâmetros da dinâmica, µ e σ, de forma a respeitarem a condição no-black-
hole (2.24). Recorde-se que esta afasta a previsão de longo prazo, pouco interessante,
em que a atividade económica se concentra numa única região, independentemente
de T. A partir daqui, reconhece-se S (λt) ≡ S (λt, T ) e R (λt) ≡ R (λt, T ), para todo
(λt, T ) ∈ [0; 1]× ]1; +∞[.
Figura 4.1: Pontos ﬁxos em função do custo de transporte.
Dados µ = 0.4, σ = 5, uma conﬁguração de canto (λ = 0 ou λ = 1) é um ponto ﬁxo até
T = TS , onde uma região é preferível em detrimento da outra. A migração não ocorre
quando os salários reais se igualam, i.e. R (λ∗) = 1, e λ∗ é um ponto ﬁxo, pelo que a
dispersão simétrica (λ = 1/2) é sempre um ponto ﬁxo para qualquer T e, para TB < T < TS ,
permanecem dois pontos ﬁxos adicionais internos.
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À semelhança de Currie e Kubin (2006), tome-se em simulações computacionais
µ = 0.4 e σ = 5.
Em primeiro lugar, quanto aos pontos ﬁxos, em função do nível T, a subsecção
4.2.1.2 antecipa que a Figura 2.2 é agora substituída pela Figura 4.1, o que aliado
aos critérios de estabilidade local da Proposição 4.2.1, denunciam que os pontos de
rutura, TB, e de sustentação, TS, permanecem inalteráveis. Aliás, genericamente,
a estabilidade local do equilíbrio de dispersão simétrica continua a subordinar-se à
taxa de variação do rácio dos salários reais, do mesmo modo que, o nível do rácio
dos salários reais insiste em avaliar a estabilidade local do equilíbrio de aglomera-
ção. Signiﬁca que as deﬁnições de TB e TS preservam as expressões (2.23) e (2.25),
respetivamente. Ou seja,
TB
def
=
{
T > 1 : S
′
(1/2, T ) = 1
}
=
=
{
T > 1 : R
′
(1/2, T ) = 0
}
=
=
[(
1− 1
σ
+ µ
)
(1 + µ)(
1− 1
σ
− µ) (1− µ)
] 1
σ−1
,
TS
def
=
{
T > 1 : S
′
(0, T ) = S
′
(1, T ) = 1
}
=
= {T > 1 : R (0, T ) = R (1, T ) = 1} =
=
{
T > 1 :
1− µ
2
T σ−1−µσ +
1 + µ
2
T 1−σ−µσ = 1
}
.
Em segundo lugar, a Proposição 4.1.1 declara que o traçado da função S (·, T )
nunca trespassa o quadrado de vértices (0, 0), (0, 1), (1, 0) e (1, 1), qualquer que
seja o valor de T > 1. A Figura 4.2 desvenda que, em vizinhanças suﬁcientemente
próximas, quer à direita de T = 1, quer à esquerda de T = TB, a função S (·, T )
é indistinguível da identidade, o que claramente tem repercussões na trajetória de
longo prazo, mediante a condição inicial λ0 ∈ [0, 1]. A Figura 4.3 apresenta a órbita
de λ0 = 0.499 por S (·, T ) para um conjunto de n = 2000 iterações, com T nas
circunstâncias anunciadas. Veriﬁca-se na alínea (a) que, à medida que o nível de custo
de transporte se afasta ligeiramente da gratuitidade (T = 1), dá-se a convergência
monotóna para o equilíbrio centro-periferia λ∗ = 0 de forma cada vez mais rápida.
Assim, enquanto para T = 1.005, passadas 2000 iterações, a atividade económica
ainda se encontra bastante dividida entre as duas regiões e a economia não atingiu o
steady state previsto λ∗ = 0, para T = 1.03 este é alcançado sensivelmente na 1000-
ésima iteração. Por sua vez, o cenário inverte-se quando o custo de transporte se
aproxima de T = TB, por valores à sua esquerda, patente na alínea (b). A saber, para
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(a) T < TB (b) T > TB
Figura 4.2: Representação gráﬁca da função S (·) para diferentes custos de transporte.
A linha de traço contínuo verde representa a função identidade e a sua interseção com o
gráﬁco de S (·) a azul produz um ponto ﬁxo. Dados µ = 0.4, σ = 5, a função S (·) não se
aparte da função identidade antes de sensivelmente T = 1.8. Para valores de T superiores,
o afastamento é notório e progressivamente maior.
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(a) Vizinhança à direita de T = 1.
(b) Vizinhança à esquerda de T = TB .
Figura 4.3: Representação gráﬁca da órbita {λn}n∈N0 para diferentes valores de T .
Dados µ = 0.4, σ = 5, λ0 = 0.499, (a) à medida que T se afasta de 1 por valores à direita,
a convergência para o ponto ﬁxo λ = 0 tende a ser mais rápida; (b) à medida que T se
aproxima de TB por valores à esquerda, a convergência para o ponto ﬁxo λ = 0 tende a ser
mais lenta.
T = 1.6 a economia vê-se atraída monotonamente para a conﬁguração de aglomeração
industrial e aí permanece após 1400 iterações, já um aumento de duas milésimas em T
tem um efeito retardante, fazendo com que, ao ﬁm de 2000 iterações, a estruturação
espacial da indústria não se afaste muito da condição inicial.
Em terceiro lugar, a análise do novo sistema dinâmico λt+1 = S (λt, T ) ﬁca com-
pleta com o diagrama de bifurcação em ordem a T que mostra o impacto de uma
alteração nos custos de transporte, no âmbito do comportamento qualitativo das ór-
bitas. A Figura 4.4 é elaborada com 1 < T ≤ 3, para (a) λ0 = 0.499, tal que cada
órbita se estreia próxima do equilíbrio simétrico, e para (b) λ0 = 0.001, isto é, toda
a órbita se inicia como vizinho de um dos equilíbrios centro-periferia.
À primeira vista, o sistema é bem comportado. Saliente-se que o traço mais
grosso que se observa na alínea (a), quer à direita de T = 1, quer à esquerda de
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(a) λ0 = .499
(b) λ0 = .001
Figura 4.4: Diagrama de bifurcação em ordem a T para diferentes condições iniciais.
Dados µ = 0.4, σ = 5, para T < TS , o sistema converge para o ponto ﬁxo centro-periferia
λ = 0 e para T > TS , o sistema converge para o ponto ﬁxo simetrico λ = 1/2. Na alínea
(a), a convergência mostra-se mais lenta do que na alínea (b) numa proximidade de T = 1
e T = TS .
T = TB, está diretamente relacionado com os comentários feitos à Figura 4.3, re-
avendo que a economia atrasa aí a convergência para o devido equilíbrio. A de-
monstração analítica para o contemplado comportamento de longo prazo recorre de
uma consequência direta da Proposição 2.3.4 que se mantém válida, substituindo
Z
′
(1/2, T ) = 1 + Lγ
4
R
′
(1/2, T ) por S
′
(1/2, T ) = 1 + R
′
(1/2,T )
4
, o que coincide a modiﬁcar
na sua prova, o produto Lγ por 1.
Corolário 4.2.1. A derivada de primeira ordem de S (·), avaliada no equilíbrio si-
métrico, é sempre positiva, independentemente dos parâmetros µ, σ e T .
Demonstração. Basta notar que, da Proposição 2.3.4 devidamente ajustada vem que,
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quaisquer que sejam µ e σ, obedecendo a (2.24), lim
T−→+∞
S
′
(1/2, T ) = 1 − σ−1−µσ
σ−1 > 0
e S
′
(1/2, ]1; +∞[) =
]
1− σ−1−µσ
σ−1 ;S
′
(
1/2, Tˆ
)]
⊂
]
0;S
′
(
1/2; Tˆ
)]
, o que quer dizer que
S
′
(1/2, T ) > 0, para todo T > 1.
Este desfecho evidencia que não existe um nível de custo de transporte para o qual
S
′
(1/2, T ) = −1. Por outras palavras, não ocorre nenhuma bifurcação de duplicação
do período no ponto (1/2, T ), para um certo custo de transporte e a rota para o caos
é travada. As soluções periódicas e caóticas deixam de ser concebíveis. Mais, os
critérios de estabilidade local, afetos aos equilíbrios simétrico e centro-periferia, em
tempo discreto e em tempo contínuo, são convergentes. Por outro lado, a Proposição
4.2.1 decreta que a atração aos pontos ﬁxos interiores assimétricos é também medida
pela taxa de variação do rácio dos salários reais na sua vizinhança. Porém, segundo
Robert-Nicoud (2005, Proposition 5), a existência destes é marcada pela instabilidade,
conﬁrmado na exploração da Figura 2.1. Dessarte, a descrição que acompanha o
diagrama de bifurcação resume-se no seguinte resultado:
Corolário 4.2.2. Suponha-se que a condição no-black-hole (2.25) é cumprida no
modelo centro-periferia em tempo discreto, regido pela lei de migração (4.2). Então,
(a) o equilíbrio de aglomeração é estável se e só se T < TS;
(b) o equilíbrio de dispersão simétrica é estável se e só se T > TB;
(c) o equilíbrio de dispersão assimétrica nunca é estável.
Portanto, sinaliza-se que a economia se estrutura no espaço sob uma conﬁgu-
ração de dispersão simétrica para elevados custos de transporte enquanto é certo
que a atividade económica se concentra toda numa só região, desde que o custo de
transporte se ostente signiﬁcativamente baixo. Faz sentido que assim seja: quando
a provisão de produtos manufaturados distantes se revela demasiada dispendiosa, os
consumidores devem satisfazer essas necessidades localmente, o que fortalece uma
tendência de dispersão e, se porventura, tais produtos são fáceis de transportar de
uma região para outra, o próprio mercado imóvel os pode importar, sem ameaçar
contrariar as vantagens da aglomeração de indústrias. Como TB < TS, acontece que
os equilíbrios de algomeração e de dispersão simétrica são simultaneamente estáveis,
pelo que as condições iniciais manifestam-se preponderantes no comportamento de
longo prazo do sistema. Neste contexto, cá está novamente a dependência sensível
das condições iniciais, conforme já tinha sido avançado por Krugman (1991) e Currie
e Kubin (2006). Em jeito de síntese, quer dizer que o Corolário 4.2.2 concorda com
as conclusões realistas que Fujita et al. (1999) obteve com a reformulação do modelo
centro-periferia num quadro temporal contínuo.
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4.3 Lista de propostas alternativas
A proposta exposta na secção 4.2 não indicia ser a única a encaixar-se nos impres-
cindíveis requisitos C1 a C4. A existência de alternativas atesta-se facilmente com a
apresentação de outros exemplos que seguem a idealização do primeiro e cuja utiliza-
ção permite, ao mesmo tempo, modelar ponderações que eventualmente se pretenda
atribuir no processo de migração.
4.3.1 Norma euclidiana
A norma da soma é apenas um exemplo de uma função norma no espaço vetorial
generalizado Rn, n ∈ N. Assim, ao assumir-se que a percentagem de trabalhadores
industriais migrantes no ﬁnal do período t é dada pela diferença dos salários reais
entre a região de chegada e a região de partida, mas agora normalizada pela norma
euclidiana dos salários reais, constata-se que o efeito pormenorizado na secção 4.2 é
reproduzido na íntegra.
Deﬁnição 4.3.1. Seja x = (x1, x2, . . . , xn) um vetor de Rn, n ∈ N. A norma eucli-
diana de x é o número real não negativo ‖x‖2 =
√
x21 + x
2
2 + · · ·+ x2n.
Considerem-se então αt a percentagem de trabalhadores que, no ﬁnal do instante
t, migram da região 2 para a região 1 e βt a percentagem de trabalhadores que, no
ﬁnal do instante t, migram da região 1 para a região 2, descritas por:
α : ]1,+∞[ → [0, 1]
ω1,t
ω2,t
7→ ω1,t − ω2,t√
ω21,t + ω
2
2,t
=
ω1,t
ω2,t
− 1√(
ω1,t
ω2,t
)2
+ 1
,
β : ]0, 1[ → [0, 1]
ω1,t
ω2,t
7→ ω2,t − ω1,t√
ω21,t + ω
2
2,t
=
1− ω1,t
ω2,t√(
ω1,t
ω2,t
)2
+ 1
.
donde as condições C1-C4 são veriﬁcadas. Com efeito, C1 e C2 decorrem imedia-
tamente da deﬁnição, ao passo que C3 e C4 exigem alguns cálculos. Logo,
C3. β
(
ω2,t
ω1,t
)
=
1−ω2,t
ω1,t√(
ω2,t
ω1,t
)2
+1
=
ω2,t
ω1,t
>0
ω2,t
ω1,t
(
ω1,t
ω2,t
−1
)
ω2,t
ω1,t
√
1+
(
ω1,t
ω2,t
)2 =
ω1,t
ω2,t
−1√
1+
(
ω1,t
ω2,t
)2 = α
(
ω1,t
ω2,t
)
;
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C4. ∂α
∂ω1,t
=
√
ω21,t+ω
2
2,t−(ω1,t−ω2,t)(
√
ω21,t+ω
2
2,t)
−1
ω1,t
ω21,t+ω
2
2,t
=
ω21,t+ω
2
2,t−(ω1,t−ω2,t)ω1,t
(ω21,t+ω22,t)
3
2
=
ω22,t+ω2,tω1,t
(ω21,t+ω22,t)
3
2
,
então ∂α
∂ω1,t
> 0, ∀ω1,t, ω2,t > 0 com ω1,tω2,t > 1 e
∂β
∂ω2,t
=
√
ω21,t+ω
2
2,t−(ω2,t−ω1,t)(
√
ω21,t+ω
2
2,t)
−1
ω2,t
ω21,t+ω
2
2,t
=
ω21,t+ω
2
2,t−(ω2,t−ω1,t)ω2,t
(ω21,t+ω22,t)
3
2
=
ω21,t+ω1,tω2,t
(ω21,t+ω22,t)
3
2
,
então ∂β
∂ω2,t
> 0, ∀ω1,t, ω2,t > 0 com ω1,tω2,t < 1.
Com R (λt) =
ω1,t
ω2,t
, escreve-se a dinâmica de ajustamento na forma (4.1) em que
αt =
R (λt)− 1√
[R (λt)]
2 + 1
, βt =
1−R (λt)√
[R (λt)]
2 + 1
e
λt+1 = S (λt) = λt +

R(λt)−1√
[R(λt)]
2+1
(1− λt) se R (λt) ≥ 1
− 1−R(λt)√
[R(λt)]
2+1
λt se R (λt) < 1
.
4.3.2 Norma do máximo
Outra função norma conhecida em Rn, n ∈ N, é a norma do máximo. Esta única
alteração, nas funções percentagem αt e βt que têm vindo a ser propostas, gera
igualmente os primeiros resultados apontados na secção 4.2.
Deﬁnição 4.3.2. Seja x = (x1, x2, . . . , xn) um vetor de Rn, n ∈ N. A norma do
máximo de x é o número real não negativo ‖x‖∞ = max
i∈{1,2,...,n}
|xi|.
Ora, sabe-se que αt está deﬁnida para
ω1,t
ω2,t
> 1, o que equivale a ω1,t > ω2,t. Logo,
max {ω1,t, ω2,t} = ω1,t. Por outro lado, βt só faz sentido quando ω1,tω2,t < 1, ou seja,
ω1,t < ω2,t e max {ω1,t, ω2,t} = ω2,t. Segue-se que:
α : ]1,+∞[ → [0, 1]
ω1,t
ω2,t
7→ ω1,t − ω2,t
max {ω1,t, ω2,t} = 1−
1
ω1,t
ω2,t
,
β : ]0, 1[ → [0, 1]
ω1,t
ω2,t
7→ ω2,t − ω1,t
max {ω1,t, ω2,t} = 1−
ω1,t
ω2,t
.
De maneira idêntica, basta conﬁrmar que as condições C3 e C4 se cumprem efetiva-
mente.
C3. β
(
ω2,t
ω1,t
)
= 1− ω2,t
ω1,t
=
ω2,t
ω1,t
<1
1− 1ω1,t
ω2,t
= α
(
ω1,t
ω2,t
)
;
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C4. ∂α
∂ω1,t
= ω2,t
ω21,t
> 0, ∀ω1,t, ω2,t > 0 com ω1,tω2,t > 1 e
∂β
∂ω2,t
= ω1,t
ω22,t
> 0, ∀ω1,t, ω2,t > 0 com ω1,tω2,t < 1.
Por último, mantendo R (λt) =
ω1,t
ω2,t
, a migração no ﬁnal do instante t é governada
pela especíﬁca lei de movimento
λt+1 = S (λt) = λt +

[
1− 1
R(λt)
]
(1− λt) se R (λt) ≥ 1
− [1−R (λt)]λt se R (λt) < 1
.
4.3.3 Função sigmoide
Recupere-se que o movimento migratório da mão-de-obra industrial é conduzido pela
dissemelhança entre os salários reais que vigoram nas regiões em cada período. Di-
ante disso, não é absurdo ponderar o rácio dos salários reais, de forma a privilegiar as
amplas diferenças, em detrimento da atribuição de um peso menor consoante a sua
atenuação. Essas funções de ponderação enunciam as percentagens de trabalhadores
industriais migrantes no ﬁnal do período t, αt ≡ α
(
ω1,t
ω2,t
)
e βt ≡ β
(
ω1,t
ω2,t
)
, generica-
mente expostas na secção 4.2. Uma restrição da função sigmoide em R+ encaixa-se
na perfeição no papel de ponderadora de qualquer valor do rácio dos salários reais,
atendendo aos requisitos pretendidos.
Deﬁnição 4.3.3. Uma função sigmoide é uma função real de variável real limitada
e com derivada positiva em todos os pontos do domínio.
Nesta classe de funções incluem-se a logística, arco-tangente, hiperbólica, entre
outras. As duas primeiras funções pronunciadas foram alvo de estudo no âmbito da
nova dinâmica sugerida para o modelo centro-periferia em tempo discreto. Desde logo,
antecede-se que o desenlace não saiu afetado. Concisamente, passam-se a apresentar
as funções αt e βt correspondentes, a validação das condições C3-C4 e a dinâmica
que daí resulta.
4.3.3.1 Função logística
A função logística é uma solução da equação logística de Verhulst (1838) que na sua
forma canónica se escreve como
f : R → [0, 1]
x 7→ 1
1 + exp (−x)
.
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As condiçõesC1-C2 exigem que se apliquem certas transformações a f (·). Exempliﬁque-
se a construção da percentagem de trabalhadores industriais que, no ﬁnal do período
t, migram da região 2 para a região 1, αt:
• A composição de uma translação vertical com uma translação horizontal se-
gundo o vetor −→v = (1,−1/2) ajusta a imagem de 1 a 0, impondo que a derivada
de primeira ordem seja decrescente no subconjunto ]1,+∞[. Daqui obtém-se a
expressão geral,
g (x) = f (x− 1)− 1/2 = 1− exp (−x+ 1)
2 [1 + exp (−x+ 1)] ;
• A dilatação na vertical pelo fator 2 encaminha a função transformada g (·) para
1 quando a variável independente tende para +∞. Vem que
h (x) = 2g (x) =
1− exp (−x+ 1)
1 + exp (−x+ 1) =
exp (x− 1) + 1− 2
exp (x− 1) + 1 = 1−
2
1 + exp (x− 1) .
Consequentemente, αt = h|]1,+∞[. Sem demora, tem-se que:
α : ]1,+∞[ → [0, 1]
ω1,t
ω2,t
7→ 1− 2
1 + exp
(
ω1,t
ω2,t
− 1
) ,
β : ]0, 1[ → [0, 1]
ω1,t
ω2,t
7→ 1− 2
1 + exp
(
1
ω1,t
ω2,t
− 1
)
donde
C3. β
(
ω2,t
ω1,t
)
= 1− 2
1+exp
 1ω2,t
ω1,t
−1
 = 1−
2
1+exp
(
ω1,t
ω2,t
−1
) = α(ω1,t
ω2,t
)
;
C4. ∂α
∂ω1,t
=
2
ω2,t
exp
(
ω1,t
ω2,t
−1
)
[
1+exp
(
ω1,t
ω2,t
−1
)]2 > 0, ∀ω1,t, ω2,t > 0 com ω1,tω2,t > 1 e
∂β
∂ω2,t
=
2
ω1,t
exp
(
ω2,t
ω1,t
−1
)
[
1+exp
(
ω2,t
ω1,t
−1
)]2 > 0, ∀ω1,t, ω2,t > 0 com ω1,tω2,t < 1.
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Por sua vez, a dinâmica de migração ocorre por meio do sistema
λt+1 = S (λt) = λt +

[
1− 2
1+exp(R(λt)−1)
]
(1− λt) se R (λt) ≥ 1
−
[
1− 2
1+exp
(
1
R(λt)
−1
)
]
λt se R (λt) < 1
.
4.3.3.2 Função arco-tangente
A função arco-tangente insere-se na categoria de funções trigonométricas inversas e
deﬁne-se por
f : R → [−pi
2
, pi
2
]
x 7→ arctan (x) .
De imediato, salta à vista a necessidade de transformar a f (·) para verem satis-
feitas as condições C1-C2 na dianteira. Uma translação horizontal segundo o vetor
−→v = (1, 0) faz corresponder o objeto 1 à imagem 0 e uma contração na vertical pelo
fator 2
pi
encolhe o contradomínio para [0, 1]. Posto isto, expõe-se simplesmente:
α : ]1,+∞[ → [0, 1]
ω1,t
ω2,t
7→ 2
pi
arctan
(
ω1,t
ω2,t
− 1
)
,
β : ]0, 1[ → [0, 1]
ω1,t
ω2,t
7→ 2
pi
arctan
(
1
ω1,t
ω2,t
− 1
)
,
contanto que
C3. β
(
ω2,t
ω1,t
)
= 2
pi
arctan
(
1
ω2,t
ω1,t
− 1
)
= 2
pi
arctan
(
ω1,t
ω2,t
− 1
)
= α
(
ω1,t
ω2,t
)
;
C4. ∂α
∂ω1,t
= 2
pi
1
ω2,t
1+
(
ω1,t
ω2,t
−1
)2 > 0, ∀ω1,t, ω2,t > 0 com ω1,tω2,t > 1 e
∂β
∂ω2,t
= 2
pi
1
ω1,t
1+
(
ω2,t
ω1,t
−1
)2 > 0, ∀ω1,t, ω2,t > 0 com ω1,tω2,t < 1.
Assim, a função de ajustamento toma o aspeto
λt+1 = S (λt) = λt +

2
pi
arctan [R (λt)− 1] (1− λt) se R (λt) ≥ 1
2
pi
arctan
[
1
R(λt)
− 1
]
λt se R (λt) < 1
.
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Capítulo 5
Conclusão
Os Capítulos 3 e 4 apresentaram individualmente as respostas às duas perguntas
formuladas na Introdução e que motivaram o desenvolvimento desta dissertação.
Invertendo agora a ordem de análise, a questão 2. pretendia investigar a exis-
tência de dinâmicas migratórias, em tempo discreto, cumpridoras dos pressupostos
do modelo de centro-periferia de Fujita et al. (1999), que produzissem os resultados
já adiantados por Krugman (1991). Isso porque o único trabalho nesse âmbito, que
é da autoria de Currie e Kubin (2006), visa apenas a primeira parte desta questão,
ostentando um desfecho de caos determinístico, que aparentemente não se adere à
realidade económica. Desta maneira, a solução redigida no quarto capítulo, passou
por construir duas funções que expressassem a percentagem de trabalhadores indus-
triais que iriam deslocalizar-se nos dois sentidos permissíveis, ou seja, da região 1
para a região 2 e da região 2 para a região 1, atendendo ao nível do rácio dos salários
reais ω1,t
ω2,t
no instante t = 0, 1, 2, . . .. O propósito era aproximar, o mais possível, a
evolução discreta da dinâmica de ajustamento ao cenário homólogo, contemplado no
quadro temporal contínuo em Fujita et al. (1999). O primeiro passo foi estabelecer as
condições genéricas que essas mesmas funções deveriam respeitar para salvaguardar a
lei de migração de Krugman. Recupere-se que Krugman (1991) modela o ﬂuxo inter-
regional da classe dos trabalhadores industriais em resposta aos incentivos económicos
vigorantes, transpostos neste modelo para o poder de compra dos agentes, isto é, para
o salário real auferido no presente. Daí, resultaram quatro requisitos, assinalados pe-
las condições C1 a C4. O segundo passo consistiu em formular a discretização da
dinâmica de ajustamento, mediante o cálculo da variação percentual da população na
região 1, apta à indústria, para dois períodos consecutivos, λt+1 − λt, inserindo-se as
inovadoras funções percentagem anunciadas anteriormente. No seguimento, adveio a
relação de recorrência λt+1 = S (λt). A simetria do modelo foi preservada, pelo que
a distribuição espacial dos trabalhadores industriais ﬁcou univocamente determinada
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para todo o instante t. Uma diferença imediata com Currie e Kubin (2006) reside na
Proposição 4.1.1 que valida naturalmente a implicação 0 ≤ λt ≤ 1⇒ 0 ≤ λt+1 ≤ 1
sem recorrer a qualquer restrição adicional. Não obstante, o modelo continua a ser
irresolúvel analiticamente, porquanto da deﬁnição implícita do rácio dos salários reais
em ordem à fração de trabalhadores industriais na região 1, λt.
A teoria fez-se acompanhar da prática, tendo sido divulgadas diversas propostas
para a função S (·). Do ponto de vista matemático, concluiu-se a manutenção dos
equilíbrios de aglomeração e de dispersão simétrica e assimétrica, bem como das ex-
pressões que descrevem os ilustres níveis de custos de transporte TB (ponto de rutura)
e TS (ponto de sustentação). A simulação computacional, com recurso ao software
Matlab, debateu-se essencialmente sobre o impacto do custo de transporte, ceteris
paribus, como vem sendo hábito nos modelos de NEG. Permitiu recolher informações
qualitativas das soluções do sistema discreto que conjeturaram o tão aguardado desen-
lace, equivalente ao caso contínuo, posteriormente demonstrado na Proposição 4.2.2.
A saber, trata-se da monótona relação entre os custos de transporte e a localização
da atividade económica que constitui um dos preponderantes resultados teóricos da
NEG. Se os custos de transporte são elevados (i.e., T > TS), a indústria dispersa-se
por todas as regiões. O único ponto ﬁxo atrator envolve a repartição equitativa da
força de trabalho industrial entre as regiões
(
λ = 1
2
)
, face à instabilidade do equilíbrio
de aglomeração. Para baixos custos de transporte (i.e., T < TB), o emprego indus-
trial concentra-se numa região (λ = 0 ou λ = 1) que dependerá da condição inicial
λ0 ∈ [0, 1]. Das duas conﬁgurações admissíveis nesse intervalo, a simétrica e o padrão
centro-periferia, apenas a última é estável. Uma ocorrência intermédia dá-se quando
TB < T < TS, onde acrescem os pontos ﬁxos interiores assimétricos que se revelam
repulsores, qualquer que seja a condição inicial. A economia vê-se atraída para dois
equilíbrios distintos, o de aglomeração e o de dispersão simétrica, que remanescem,
em simultâneo, localmente estáveis.
Nessa medida, entendeu-se que as características C1-C4 conseguem abolir o sur-
gimento da primeira bifurcação de duplicação do período que demarcava o nível TP ,
e da cascata de bifurcações de forquilha supercrítica que se iniciava em TQ, traçando
a rota para o caos. Como consequência, o quadro de aglomeração volátil, introdu-
zido por Currie e Kubin (2006), que avança surpreendentemente que, para valores
superiores a TA, o sistema mais cedo ou mais tarde converge para um ponto ﬁxo
centro-periferia, ainda que o próprio seja instável, deixou de fazer sentido.
A conceção destas renovadas dinâmicas em tempo discreto acontece devido à pré-
via identiﬁcação dos fatores que suscitam o comportamento caótico no modelo de
Currie e Kubin (2006), pairando sobre a questão 1. que estrutura o problema in-
vestigado. A sua resposta deu azo ao Capítulo 3 que, por meio de quatro questões,
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comentou num tom crítico os resultados obtidos por Currie e Kubin (2006). Daqui,
reconheceu-se que a sua dinâmica de ajustamento, λt+1 = Z (λt), tinha sérias respon-
sabilidades na complexa evolução do sistema. A função Z (·) deﬁne-se por três ramos
em torno da discretização do processo migratório de Puga (1998), que se integra numa
função isolada M (·) com M (λt) = λt + λt (1− λt)Lγ ln
(
ω1,t
ω2,t
)
. Aí, a permanência
da variável L, concernente ao número total de trabalhadores industriais, a imposição
ex-post da restrição 0 ≤ λt+1 ≤ 1 que obriga a intercetar M (·), se M ([0, 1]) ) [0, 1],
tal que Z (·) 6= M (·), a deliberação preliminar de que as regiões sem manufatura
permanecem tal qual e a transgressão da lei de migração de Krugman a partir de um
determinado instante foram as quatro características de modelação que se aﬁrmaram
como causadoras do fenómeno caos, chegando a pôr em causa os pressupostos admi-
tidos inicialmente. Posto isto, confrontou-se a funçãoM (·) com a aplicação logística,
um dos exemplos usuais no estudo do caos determinístico, dada as visíveis semelhan-
ças entre as duas. Daqui, depreendeu-se que o produto Lγ se equipara ao (único)
parâmetro de controlo da aplicação logística e, paralelamente, o caos aparece quando
Lγ se torna suﬁcientemente grande.
A investigação não seria possível sem uma análise cuidada e completa ao mo-
delo de Currie e Kubin (2006). A sua reprodução realizou-se no Capítulo 2, não se
tendo ﬁcado pela simples exposição teórica do trabalho destes autores. Com efeito,
formularam-se e provaram-se proposições que apoiam na compreensão de algumas das
suas aﬁrmações não tão imediatas como iludem ser. Criaram-se também os códigos
emMatlab que resolvem numericamente o modelo, mediante a atribuição de valores
aceitáveis aos parâmetros envolvidos, produzindo ﬁguras idênticas àquelas contidas
no artigo original. A mais-valia destas ferramentas computacionais concentra-se na
modesta simulação de choques sobre a economia através da variação dos parâmetros
e prorroga-se à exploração de dinâmicas alternativas.
A contribuição que esta dissertação traz para o conhecimento manifesta-se na des-
coberta de características especíﬁcas que, o processo de ajustamento da versão dis-
creta do modelo centro-periferia de Fujita et al. (1999) deve satisfazer, para repetir os
primordiais resultados de Krugman (1991) e evitar as endógenas ﬂutuações periódicas
e/ou caóticas da quota de trabalhadores industriais de cada região, sentenciadas por
Currie e Kubin (2006). Quer dizer que a reformulação do modelo contínuo standard
em tempo discreto pode associar-se a dois tipos de dinâmicas dissemelhantes, o que
não se revela invulgar de todo. Aliás, os sistemas unidimensionais não-lineares são
capazes de gerar padrões complexos apenas num quadro temporal discreto. Por con-
seguinte, Currie e Kubin (2006) mostram que o modelo centro-periferia pode exibir
ciclos de qualquer periodicidade ou comportamento caótico, com os custos de tran-
porte elevados a serem desestabilizadores, ao tomar uma função de migração assente
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na discretização do processo de ajustamento de Puga (1998). Opostamente, este
trabalho esclarece que a ocorrência desta dinâmica não é exclusiva e que se podem
perfeitamente preservar as conclusões de Krugman (1991), em tempo discreto, por
intermédio de uma função de migração dita bem-comportada. Em termos matemá-
ticos, é claro que a análise de Currie e Kubin (2006) se apresenta mais rica, não
obstante, a sua interpretação económica não vai ao encontro do que é observável na
realidade. Dessarte, declara-se que o modelo centro-periferia em tempo discreto é
sensível ao processo de ajustamento adotado.
Em trabalhos futuros, seria interessante acrescentar o setor institucional Resto
do Mundo, para que os trabalhadores industriais pudessem sair do esquema de duas
regiões. Não se consideraria como uma terceira região mas teria simplesmente a fun-
cionalidade de agrupar os aspirantes a não residentes. Possivelmente, as expetativas
devessem afetar a mobilidade laboral na determinação da evolução da distribuição
espacial da atividade económica e, nesta perspetiva, a lei de migração de Krugman
tornar-se-ia redutora.
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Apêndice A
Demonstrações matemáticas
A.1 Prova da Proposição 2.3.2
Proposição 2.3.2. A derivada de primeira ordem de Z (·), avaliada nos equilíbrios
centro-periferia, é sempre não negativa, independentemente dos parâmetros µ, σ, T,
γ e L.
Demonstração. Suponha-se, por redução ao absurdo, que Z
′
(0) < 0, dados σ, µ,
T, γ e L. A deﬁnição da função Z (·) reduz-se ao segundo ramo em (2.18), tal que
Z ([0, 1]) ≡ M ([0, 1]) = [0, 1]. De Z ′ (0) < 0, vem que a função Z (·) ≡ M (·)
é estritamente decrescente numa vizinhança de λ∗ = 0, arbitrariamente pequena.
Deste modo, para ε > 0,
0 < λt < ε⇒< M (0)︸ ︷︷ ︸
=0
> M (λt) ,
o que contraria M ([0, 1]) = [0, 1]. Imediatamente, Z
′
(0) ≥ 0 e, o mesmo acontece
com Z
′
(1), pois Z
′
(0) = Z
′
(1).
A.2 Derivada de primeira ordem da função R (·)
Considere-se a função R : [0, 1] → R+, deﬁnida por R (λt) ≡ ω1,tω2,t =
w1,t
w2,t
(
G1,t
G2,t
)−µ
.
Por uma questão de simplicidade, denote-se w1,t
w2,t
= wt,
G1,t
G2,t
= Gt e
Y1,t
Y2,t
= Yt. Então,
mediante a aplicação das devidas regras de derivação, obtém-se:
R
′
(λt) =
dwt
dλt
G−µt + wt
dG−µt
dλt
= dwt
dλt
G−µt − wt µ1−σG−µ−1+σt dG
1−σ
t
dλt
,
o que suscita o alargamento da diferenciabilidade às expressões (2.14)(2.16), donde:
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dwσt
dλt
=
[(
dYt
dλt
+
dG1−σt
dλt
T 1−σ
) (
YtT
1−σ +G1−σt
)
− (Yt +G1−σt T1−σ) (dYtdλtT 1−σ + dG1−σtdλt )](
YtT 1−σ +G1−σt
)2 =
=
[
1− T 2(1−σ)] dYtdλtG1−σt − dG1−σtdλt Yt(
YtT 1−σ +G1−σt
)2 ,
dG1−σt
dλt
=
{[
w1−σt
(1−λt)2 +
λt
1−λt (1− σ)w−σt dwtdλt
] (
λt
1−λtw
1−σ
t T
1−σ + 1
)
−
(
λt
1−λtw
1−σ
t + T
1−σ
) [
w1−σt
(1−λt)2T
1−σ + λt
1−λt (1− σ)w−σt dwtdλt T 1−σ
]}
(
λt
1−λtw
1−σ
t T
1−σ + 1
)2 =
=
[
1− T 2(1−σ)] w1−σt + λt (1− λt) (1− σ)w−σt dwtdλt(
λtw
1−σ
t T
1−σ + 1− λt
)2 ,
dYt
dλt
=
{[
1+µ
(1−λt)2wt + (1 + µ)
λt
1−λt
dwt
dλt
] [
(1− µ) λt
1−λtwt + 1 + µ
]
−
[
(1 + µ) λt
1−λtwt + 1− µ
] [
1−µ
(1−λt)2wt + (1− µ)
λt
1−λt
dwt
dλt
]}
[
(1− µ) λt
1−λtwt + 1 + µ
]2 =
= 4µ
wt + λt (1− λt) dwtdλt
[(1− µ)λtwt + (1 + µ) (1− λt)]2
.
Substituindo as expressões encontradas para dG
1−σ
t
dλt
e dYt
dλt
em dw
σ
t
dλt
, decorre que
dwσt
dλt
= σwσ−1t
dwt
dλt
⇔
⇔ dwt
dλt
=
1
σwσ−1t
dwσt
dλt
⇔
⇔ dwt
dλt
=
[
1− T 2(1−σ)] [ 4µwt
[(1−µ)λtwt+(1+µ)(1−λt)]2G
1−σ
t − [
1−T 2(1−σ)]w1−σt
(λtw1−σt T 1−σ+1−λt)
2Yt
]
[
σwσ−1t
(
YtT
1−σ +G1−σt
)2 − [1−T 2(1−σ)]4µλt(1−λt)
[(1−µ)λtwt+(1+µ)(1−λt)]2G
1−σ
t
+
[1−T 2(1−σ)]2λt(1−λt)(1−σ)w−σt
(λtw1−σt T 1−σ+1−λt)
2 Yt
]
.
E, por último, ao sobrepor os resultados atinentes a dwt
dλt
e dG
1−σ
t
dλt
, em R
′
(λt), tem-se
o pretendido.
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Em particular, para o ponto ﬁxo simétrico, λ∗ = 1/2, sabe-se que:
R (1/2) = 1⇔
⇔ w1,t
w2,t
∣∣∣∣
λt=1/2
=
(
G1,t
G2,t
∣∣∣∣
λt=1/2
)µ
⇔
⇔ w1,t
w2,t
∣∣∣∣
λt=1/2
=

(
wr,t
w2,t
∣∣∣
λt=1/2
)1−σ
+ T 1−σ(
wr,t
w2,t
∣∣∣
λt=1/2
)1−σ
T 1−σ + 1

µ
1−σ
⇔
⇔
(
w1,t
w2,t
∣∣∣∣
λt=1/2
) 1−σ
µ
=
(
wr,t
w2,t
∣∣∣
λt=1/2
)1−σ
+ T 1−σ(
wr,t
w2,t
∣∣∣
λt=1/2
)1−σ
T 1−σ + 1
⇔
⇔
(
w1,t
w2,t
∣∣∣∣
λt=1/2
) (1−σ)2
µ
T 1−σ +
(
w1,t
w2,t
∣∣∣∣
λt=1/2
) 1−σ
µ
−
(
w1,t
w2,t
∣∣∣∣
λt=
1
2
)1−σ
= T 1−σ ⇔
⇔ w1,t
w2,t
∣∣∣∣
λt=1/2
= 1.
Logo,
(
G1,t
G2,t
)1−σ∣∣∣∣
λt=1/2
= 1 e Y1,t
Y2,t
∣∣∣
λt=1/2
= 1. Assim, vem
R
′
(1/2) =
dwt
dλt
∣∣∣∣
λt=1/2
− µ
1− σ
dG1−σt
dλt
∣∣∣∣
λt=1/2
=
=
(
1− µ1− T
1−σ
1 + T 1−σ
)
dwt
dλt
∣∣∣∣
λt=1/2
− 4µ
1− σ
1− T 1−σ
1 + T 1−σ
=
=
4
[
1− T 2(1−σ)] (µ− 1−T 1−σ
1+T 1−σ
)(
1− µ1−T 1−σ
1+T 1−σ
)
σ (T 1−σ + 1)2 − (1− T 2(1−σ))µ+ (1− T 1−σ)2 (1− σ) −
4µ
1− σ
1− T 1−σ
1 + T 1−σ
=
= − 4
σ − 1
T σ−1 − 1
T σ−1 + 1
×
{
[µ (T σ−1 + 1)− (T σ−1 − 1)] [(T σ−1 + 1)− µ (T σ−1 − 1)] (1− σ)
(1− T σ−1) [µ (1 + T σ−1) + 1− T σ−1] + 4σT σ−1 − µ
}
=
= −41− T
σ−1
σ − 1
µ (2σ − 1) (1 + T σ−1) + (σ − 1 + µ2σ) (1− T σ−1)
(1− T σ−1) [µ (1 + T σ−1) + 1− T σ−1] + 4σT σ−1 ,
tal como registam Currie e Kubin (2006, Eq. (29)).
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A.3 Prova da Proposição 2.3.4
Proposição 2.3.4. Dados µ, σ, γ e L, considerem-se as funções de T, R (0, T ) ≡
≡ R (0) e Z ′ (1/2, T ) ≡ Z ′ (1/2). Seja Tˆ =
[
(1− 1σ+µ)(1+µ)
(1− 1σ−µ)(1−µ)
] 1
2(σ−1)
. Então,
1. R (0, ·) é decrescente para 1 < T < Tˆ e crescente para T > Tˆ , onde Tˆ é o
minimizante absoluto de R (0, ·). Mais, R (0, ]1,+∞[) =
[
R
(
0, Tˆ
)
,+∞
[
;
2. Z
′
(1/2, ·) é crescente para 1 < T < Tˆ e decrescente para T > Tˆ , onde Tˆ é o ma-
ximizante absoluto de Z
′
(1/2, ·). Mais, Z ′ (1/2, ]1,+∞[) =
]
1− Lγ σ−1−µσ
σ−1 , Z
′
(
1/2, Tˆ
)]
.
Demonstração. Firme-se os parâmetros µ, σ, γ e L. A simpliﬁcação dos cálculos
consegue-se, notando que a forma característica da função M (·, T ) para cada valor
de T, deixa escapar que, quanto menorM
′
(0, T ) = M
′
(1, T ), maior será Z
′
(1/2, T ) =
= M
′
(1/2, T ). A Figura A.1, reproduzida para µ = 0.4, σ = 5, L = 100 e γ = 0.4,
exibe a função M (·, T ) para custos de transporte diferentes, fazendo-se acompanhar
pelas retas tangentes às curvas nos pontos (0, 0) e (1/2, 1/2), a linha de traço interrom-
pido, cujos declives constituem precisamente a interpretação geométrica de M
′
(0, T )
e M
′
(1/2, T ).
Figura A.1: Representação gráﬁca da função M (·) para diferentes custos de transporte.
Dados µ = 0.4, σ = 5, L = 100, γ = 0.4, a linha de traço contínuo verde representa a
função identidade. Para cada T , as linhas de traço interrompido ilustram retas tangentes
à função M (·, T ) nos pontos (0, 0) e (1/2, 1/2), respetivamente. O seu declive é quantiﬁcado
por M
′
(0, T ) e M
′
(1/2, T ), donde M
′
(1/2, T ) é tanto maior, quanto menor M
′
(0, T ).
Considerem-se então as funções de T,
R (0, T ) =
[
1− µ+ (1 + µ)T 2(1−σ)
2T 1−σ
] 1
σ
T−µ,
Z
′
(1/2, T ) = 1− Lγ 1− T
σ−1
σ − 1
µ (2σ − 1) (1 + T σ−1) + (σ − 1 + µ2σ) (1− T σ−1)
(1− T σ−1) [µ (1 + T σ−1) + 1− T σ−1] + 4σT σ−1 .
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Assim sendo,
min
T>1
R (0, T ) =
L,γ>0
min
T>1
{1 + LγR (0, T )} = min
T>1
M
′
(0, T ) = max
T>1
Z
′
(1/2, T ).
Por sua vez, as condições suﬁcientes para um mínimo local (interior), atingido nalgum
Tˆ > 1, são:
(i) R
′
(
0, Tˆ
)
= 0;
(ii) R
′′
(
0, Tˆ
)
> 0.
Da alínea (i), segue-se que
R
′
(0, T ) =
1
σ
[
1− µ+ (1 + µ)T 2(1−σ)
2T 1−σ
] 1
σ
−1
×4 (1 + µ) (1− σ)T
2−3σ − 2 [1− µ+ (1 + µ)T 2(1−σ)] (1− σ)T−σ
4T 2(1−σ)
T−µ
+
[
1− µ+ (1 + µ)T 2(1−σ)
2T 1−σ
] 1
σ
(−µ)T−µ−1 =
=
1
2σ
[
1− µ+ (1 + µ)T 2(1−σ)
2T 1−σ
] 1
σ
−1
T σ−µ−2
× [(1 + µ) (1− σ − σµ)T 2(1−σ) − (1− µ) (1− σ + σµ)] =
=
1
σ
[
1− µ+ (1 + µ)T 2(1−σ)
2T 1−σ
] 1
σ
−1
T−µ−1
× (1 + µ) (1− σ)T
2(1−σ) − (1− µ) (1− σ)− σµ [1− µ+ (1 + µ)T 2(1−σ)]
2T 1−σ
=
=
1
2σ
[
1− µ+ (1 + µ)T 2(1−σ)
2T 1−σ
] 1
σ
−1
T σ−µ−2
× [(1 + µ) (1− σ − σµ)T 2(1−σ) − (1− µ) (1− σ + σµ)] .
Como 1
2σ
[
1−µ+(1+µ)T 2(1−σ)
2T 1−σ
] 1
σ
−1
T σ−µ−2 6= 0, quaisquer que sejam σ, T > 1 e 0 < µ < 1,
tem-se:
R
′
(0, T ) = 0⇔ (1 + µ) (1− σ − σµ)T 2(1−σ) − (1− µ) (1− σ + σµ) = 0⇔
⇔ T ≡ Tˆ =
[
(1 + µ) (σ − 1 + σµ)
(1− µ) (σ − 1− σµ)
] 1
2(σ−1)
.
No que diz respeito à alinea (ii), mostra-se que
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R
′′
(0, T ) =
1− σ
σ2
[
1− µ+ (1 + µ)T 2(1−σ)
2T 1−σ
] 1
σ
−2
T−µ−2
×(1 + µ) (1− 2σ − σµ)T
2(1−σ) − (1− µ) (1 + σµ)
2T 1−σ
×(1 + µ) (1− σ − σµ)T
2(1−σ) − (1− µ) (1− σ+σµ)
2T 1−σ
+
1− σ
σ
[
1− µ+ (1 + µ)T 2(1−σ)
2T 1−σ
] 1
σ
−1
T−µ−1
×(1 + µ) (1− σ − σµ)T
2(1−σ) + (1− µ) (1− σ + σµ)
2T 1−σ
=
=
σ − 1
4σ2
[
1− µ+ (1 + µ)T 2(1−σ)
2T 1−σ
] 1
σ
−2
T 2σ−µ−4
× [− (1 + µ)2 (σ − 1 + σµ)2 T 4(1−σ) + 2 (σ − 1− σµ)
× (2σ − 1 + σµ)T 2(1−σ) + (1− µ)2 (σ − 1− σµ) (σ + 1 + σµ)] .
Claramente, σ−1
4σ2
[
1−µ+(1+µ)T 2(1−σ)
2T 1−σ
] 1
σ
−2
T 2σ−µ−4 > 0, para todo T > 1. Logo, para
provar que R
′′
(
0, Tˆ
)
> 0, basta averiguar o sinal do fator
− (1 + µ)2 (σ − 1 + σµ)2 Tˆ 4(1−σ) + 2 (σ − 1− σµ) (2σ − 1 + σµ) Tˆ 2(1−σ)
+ (1− µ)2 (σ − 1− σµ) (σ + 1 + σµ) .
Substituindo Tˆ pela respetiva expressão, decorre que
− (1 + µ)2 (σ − 1 + σµ)2 Tˆ 4(1−σ) + 2 (σ − 1− σµ) (2σ − 1 + σµ) Tˆ 2(1−σ)
+ (1− µ)2 (σ − 1− σµ) (σ + 1 + σµ) =
= − (1 + µ)2 (σ − 1 + σµ)2 (1− µ)
2 (σ − 1− σµ)2
(1 + µ)2 (σ − 1 + σµ)2 + 2 (σ − 1− σµ)
× (2σ − 1 + σµ) (1− µ) (σ − 1− σµ)
(1 + µ) (σ − 1 + σµ) + (1− µ)
2 (σ − 1− σµ) (σ + 1 + σµ) =
= (1− µ)2 [(σ − 1− σµ) (σ + 1 + σµ)− (σ − 1− σµ)2]+ 2 (σ − 1− σµ)
× (2σ − 1 + σµ) (1− µ) (σ − 1− σµ)
(1 + µ) (σ − 1 + σµ) > 0,
pois, dado σ > 1 e 0 < µ < 1, vem σ + 1 + σµ > σ − 1 − σµ. Consequentemente,
(σ − 1− σµ) (σ + 1 + σµ) − (σ − 1− σµ)2 > 0, sendo esta a única expressão que
carecia de alguma dúvida.
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Deste modo, conclui-se de uma só vez, que R
(
0, Tˆ
)
e Z
′
(
1/2, Tˆ
)
são um mínimo
local de R (0, ·) e um máximo local de Z ′ (1/2, ·), respetivamente, em que
Tˆ =
[
(1 + µ) (σ − 1 + σµ)
(1− µ) (σ − 1− σµ)
] 1
2(σ−1)
=
[
(1 + µ)
(
1− 1
σ
+ µ
)
(1− µ) (1− 1
σ
− µ)
] 1
2(σ−1)
.
É certo que o domínio de R (0, ·) e Z ′ (1/2, ·) é ]1,+∞[ enquanto
lim
T−→1+
R (0, T ) = lim
T−→1+
[
1− µ+ (1 + µ)T 2(1−σ)
2T 1−σ
] 1
σ
T−µ = 1 > R
(
0, Tˆ
)
,
lim
T−→+∞
R (0, T ) = lim
T−→+∞
[
1− µ
2
T σ−1−σµ +
1 + µ
2
T 1−σ−σµ
] 1
σ
= +∞ > f
(
Tˆ
)
,
lim
T−→1+
Z
′
(1/2, T ) = lim
T−→1+

1− Lγ 1− T
σ−1
σ − 1
×µ (2σ − 1) (1 + T
σ−1) + (σ − 1 + µ2σ) (1− T σ−1)
(1− T σ−1) [µ (1 + T σ−1) + 1− T σ−1] + 4σT σ−1

= 1 < Z
′
(
1/2, Tˆ
)
,
lim
T−→+∞
Z
′
(1/2, T ) = lim
T−→+∞
1− Lγ
σ − 1
µ (2σ − 1) + (σ − 1 + µ2σ) 1−Tσ−1
1+Tσ−1
µ+ 1−T
σ−1
1+Tσ−1 +
4σTσ−1
(1−Tσ−1)(1+Tσ−1)
=
= 1− Lγσ − 1− σµ
σ − 1 < 0 < g
(
Tˆ
)
,
o que signiﬁca que:
• R
(
0, Tˆ
)
e Z
′
(
1/2, Tˆ
)
são os únicos mínimo e máximo de R (0, ·) e Z ′ (1/2, ·),
ou seja, R
(
0, Tˆ
)
e Z
′
(
1/2, Tˆ
)
são extremos absolutos com Tˆ simultaneamente
minimizante e maximizante;
• R (0, ]1; +∞[) =
[
R
(
0, Tˆ
)
; +∞
[
e Z
′
(1/2, ]1; +∞[) =
]
1− Lγ σ−1−µσ
σ−1 ;Z
′
(
1/2, Tˆ
)]
.
Daqui, facilmente se deduz que as representações gráﬁcas de R (0, ·) e Z ′ (1/2, ·) têm
o aspeto da Figura A.2.
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(a) Função R (0, ·).
(b) Função Z
′ ( 1
2 , ·
)
.
Figura A.2: Representação gráﬁca das funções R (0, ·) e Z ′ (1/2, ·).
Dados µ = 0.4, σ = 5, L = 100, γ = 0.4, (a) a função R (0, ·) a azul atinge o mínimo absoluto
em Tˆ ; a interseção de R (0, ·) com a reta horizontal de imagem 1 a vermelho conduz ao nível
TS ; a interseção de R (0, ·) com a reta horizontal de imagem exp
(
− 1Lγ
)
a verde conduz
ao nível TM , deﬁnido na Proposição 2.3.5; (b) a função Z
′
(1/2, ·) a azul atinge o máximo
absoluto em Tˆ ; a interseção de Z
′
(1/2, ·) com as retas horizontais de imagens 1 e −1 a
vermelho conduz aos níveis TB e TP , respetivamente.
A.4 Prova da Proposição 2.3.5
Proposição 2.3.5. Dados µ, σ, γ e L, considere-se a função de T, R (0, T ) ≡ R (0).
Se R
(
0, Tˆ
)
≡ min
T>1
R (0, T ) < exp
(
− 1
Lγ
)
então existe TM > Tˆ tal que
M
′
(0, TM) = 0⇔ R (0, TM) = exp
(
− 1
Lγ
)
.
Demonstração. Retome-se a função R (0, T ) ≡ R (0) =
[
1−µ+(1+µ)T 2(1−σ)
2T 1−σ
] 1
σ
T−µ, da
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Proposição 2.3.4, ﬁxados µ, σ, γ e L. Segundo esse mesmo resultado, R (0, ·) atinge
um mínimo absoluto em Tˆ =
[
(1+µ)(1− 1σ+µ)
(1−µ)(1− 1σ−µ)
] 1
2(σ−1)
.
Suponha-se que R
(
0, Tˆ
)
≡ min
T>1
R (0, T ) < exp
(
− 1
Lγ
)
.
Por outro lado,
M
′
(0, T ) = 0⇔ 1 + Lγ ln (R (0, T )) = 0⇔ R (0, T ) = exp
(
− 1
Lγ
)
.
Ora, a hipótese relativa ao mínimo absoluto de R (0, ·), aliada às propriedades de
R (0, ·) ilustradas na Figura A.2, garantem que a equação em T,R (0, T ) = exp
(
− 1
Lγ
)
,
tem uma solução real para algum TM > Tˆ .
A.5 Prova da Proposição 3.2.1
Proposição 3.2.1. Dados µ, σ, e T, sejam α = max
{
− 1
(1−λ) ln(R(λ)) : 0 < R (λ) < 1
}
e β = max
{
1
λ ln(R(λ))
: R (λ) > 1
}
. Se 0 < Lγ ≤ min {α, β} então Z (·) ≡M (·).
Demonstração. Fixados os parâmetros
(
µ, σ, T
)
, tome-se Lγ ∈ ]0,min {α, β}]. Tem-
se que
Z (·) ≡M (·)⇔M ([0, 1]) = [0, 1].
Seja λ ∈ [0, 1]. Então,
M (λ) ≥ 0 ⇔ λ+ λ (1− λ)Lγ ln (R (λ)) ≥ 0⇔
⇔ λ [1 + (1− λ)Lγ ln (R (λ))] ≥ 0⇔
⇔
0≤λ≤1
1 + (1− λ)Lγ ln (R (λ)) ≥ 0⇔
⇔
1 + (1− λ)Lγ ln (R (λ)) ≥ 0 se 0 < R (λ) < 11 + (1− λ)Lγ ln (R (λ)) ≥ 0 se R (λ) > 1 ⇔
⇔ Lγ ≤ − 1
(1− λ) ln (R (λ)) se 0 < R (λ) < 1
e
M (λ) ≤ 1 ⇔ λ+ λ (1− λ)Lγ ln (R (λ)) ≤ 1⇔
⇔ (1− λ) [−1 + λLγ ln (R (λ))] ≤ 0⇔
⇔
0≤λ≤1
−1 + λLγ ln (R (λ)) ≤ 0
⇔
−1 + λLγ ln (R (λ)) ≤ 0 se 0 < R (λ) < 1−1 + λLγ ln (R (λ)) ≤ 0 se R (λ) > 1 ⇔
⇔ Lγ ≤ 1
λ ln (R (λ))
se R (λ) > 1.
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Logo,
0 ≤M (λ) ≤ 1⇔
⇔ Lγ ∈
{
− 1
(1− λ) ln (R (λ)) : 0 < R (λ) < 1
}
∪
{
1
λ ln (R (λ))
: R (λ) > 1
}
.
A.6 Prova da Proposição 3.2.3
Proposição 3.2.3. Dados µ e σ, se Lγ < 2(σ−1)
σ−1−µσ então não ocorre a bifurcação de
duplicação do período supercrítica no ponto (1/2, T ), para algum custo de transporte
T.
Demonstração. Tome-se 0 < µ < 1, σ > 1 e 0 < Lγ < 2(σ−1)
σ−1−µσ . A condição ful-
cral para que aconteça a bifurcação de duplicação do período no ponto (1/2, T ) é
Z
′
(1/2, T ) = −1. Logo,
Z
′
(1/2, T ) = −1⇔
⇔ 1− Lγ 1− T
σ−1
σ − 1
µ (2σ − 1) (1 + T σ−1) + (σ − 1 + µ2σ) (1− T σ−1)
(1− T σ−1) [µ (1 + T σ−1) + 1− T σ−1] + 4σT σ−1 = −1⇔
⇔ Lγ = 2 σ − 1
1− T σ−1
(1− T σ−1) [µ (1 + T σ−1) + 1− T σ−1] + 4σT σ−1
µ (2σ − 1) (1 + T σ−1) + (σ − 1 + µ2σ) (1− T σ−1) ,
obtendo-se Lγ como função de T. Daí, vem uma assíntota horizontal
lim
T→∞
2
σ − 1
1− T σ−1
(1− T σ−1) [µ (1 + T σ−1) + 1− T σ−1] + 4σT σ−1
µ (2σ − 1) (1 + T σ−1) + (σ − 1 + µ2σ) (1− T σ−1) ,=
= lim
T→∞
2 (σ − 1)
µ+ 1−T
σ−1
1+Tσ−1 +
4σTσ−1
(1−Tσ−1)(1+Tσ−1)
µ (2σ − 1) + (σ − 1 + µ2σ) 1−Tσ−1
1+Tσ−1
=
=
2 (σ − 1)
σ − 1− µσ
e uma assíntota vertical para
µ (2σ − 1) (1 + T σ−1) + (σ − 1 + µ2σ) (1− T σ−1) = 0⇔
⇔ [µ (2σ − 1)− (σ − 1 + µ2σ)]T σ−1 = µ (2σ − 1) + (σ − 1 + µ2σ)⇔
⇔ T =
[
(µ+ 1) (σ − 1 + µσ)
(µ− 1) (−σ + 1 + µσ)
] 1
σ−1
≡ TB.
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A visualização gráﬁca destas propriedades realiza-se prontamente ao recuperar a curva
PP da Figura 2.10, considerando como variável dependente o produto Lγ.
Figura A.3: Representação gráﬁca de Lγ como função de T a partir de Z ′ (1/2, T ) = −1.
Dados µ = 0.4, σ = 5, a curva a azul representa o lugar geométrico das combinações (γL, T )
que satisfazem Z
′
(1/2, T ) = −1, condição necessária para a ocorrência de uma bifurcação
de duplicação do período no ponto (1/2, T ). Para Lγ < 2(σ−1)σ−1−µσ , a equação Z
′
(1/2, T ) = −1
não tem solução em T .
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Notas complementares
B.1 Tabela B.1
Considere-se a família de funções Z (·), para cada valor do parâmetro T > 1, ceteris
paribus, escrevendo essa exclusiva dependência como Z (·, T ) ≡ Z (·).
Bifurcação ∂Z
∂λ
(
λ∗, T
∗) ∂Z
∂T
(
λ∗, T
∗) ∂2Z
∂λ2
(
λ∗, T
∗) ∂2Z
∂λ∂T
(
λ∗, T
∗) ∂3Z
∂λ3
(
λ∗, T
∗) ∂3Z2
∂λ3
(
λ∗, T
∗)
Forquilha 1 = 0 = 0 6= 0 6= 0
Duplicação
do periodo
-1 6= 0 6= 0 6= 0
Tabela B.1: Condições suﬁcientes para a existência de bifurcações do tipo forquilha e
duplicação do período.
B.2 Tabela B.2
Modelos Versão em tempo discreto
Centro-Periferia
(Krugman, 1991)
λt+1=Z(λt)=

0 se M(λt)<0
M(λt) se 0≤M(λt)≤1
1 se M(λt)>1
com M(λt)=λt+Lγλt(1−λt) ln
(
ω1,t
ω2,t
)
para 2 regiões in Currie e Kubin (2006)
Tabela B.2: Correspondência entre modelos da NEG e suas discretizações.
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Modelos Versão em tempo discreto
Footloose Entrepeneur
(Forslid e Ottaviano,
2003)
λt+1=Z(λt)=

0 se M(λt)<0
M(λt) se 0≤M(λt)≤1
1 se M(λt)>1
com M(λt)=λt+Nγλt(1−λt) ln
(
1−τ1
1−τ2
ω1,t
ω2,t
)
para 2 regiões in Commendatore et al. (2008)
λ1,t+1=F (λ1,t,λ2,t)=

0 se F (λ1,t,λ2,t)<0
F (λ1,t,λ2,t) se 0≤F (λ1,t,λ2,t)≤1
1 se F (λ1,t,λ2,t)>1
com F (λ1,t,λ2,t)=λ1,t
(
1+γ
ω1,t−
∑3
s=1 ωs,t∑3
s=1 ωs,t
)
λ2,t+1=Y (λ1,t,λ2,t)=

0 se H(λ1,t,λ2,t)<0
H(λ1,t,λ2,t) se 0≤H(λ1,t,λ2,t)≤1
1 se H(λ1,t,λ2,t)>1
com H(λ1,t,λ2,t)=λ2,t
(
1+γ
ω2,t−
∑3
s=1 ωs,t∑3
s=1 ωs,t
)
λ3,t+1=1−λ1,t+1−λ2,t+1=

0 se 1−F (•,•)−H(•,•)<0
1−F (•,•)−H(•,•) se 0≤1−F (•,•)−H(•,•)≤1
1 se 1−F (•,•)−H(•,•)>1
para 3 regiões in Commendatore e Kubin (2013)
Footloose Capital
(Martin e Rogers, 1995)
λt+1=F (λt)=

0 se F (λt)<0
F (λt) se 0≤F (λt)≤1
1 se F (λt)>1
com F (λt)=λt+γλt(1−λt)
pi1,t
pi2,t
−1
λt
pi1,t
pi2,t
+(1−λt)
para 2 regiões in Commendatore e Kubin (2006)
λt+1=Z(λt)=

0 se M(λt)<0
M(λt) se 0≤M(λt)≤1
1 se M(λt)>1
com M(λt)=λt+γλt(1−λt)(pi1,t−pi2,t)
para 2 regiões in Commendatore et al . (2007)
Tabela B.2: Correspondência entre modelos da NEG e suas discretizações
(Continuação).
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