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ABSTRACT 
 
 This dissertation describes the characterization of optoelectronic and electronic 
materials being considered for next generation semiconductor devices, primarily using 
electron microscopy techniques. The research included refinement of growth parameters 
for optimizing material quality, and investigation of heterostructured interfaces. The 
results provide better understanding of the fundamental materials science and should lead 
to future improvements in device applications. 
A microstructural study of tin selenide and tin manganese selenide thin films 
grown by molecular beam epitaxy (MBE) on GaAs (111)B substrates with different 
Se:Sn flux ratios and Mn concentrations was carried out. Low flux ratios lead to highly 
defective films, mostly consisting of SnSe, whereas higher flux ratios gave higher 
quality, single-phase SnSe2. The ternary (Sn,Mn)Se films evolved quasi-coherently, as 
the Mn concentration increased, from SnSe2 into a complex lattice, and then into MnSe 
with 3D rock-salt structure. These structural transformations should underlie the 
evolution of magnetic properties of this ternary system reported earlier in the literature.  
 II-VI/III-V compound semiconductor heterostructures have been characterized for 
growth in both single- and dual-chamber MBE systems. Three groups of lattice-matched 
materials have been investigated: i) 5.65Å materials based on GaAs, ii) 6.1Å materials 
based on InAs or GaSb, and iii) 6.5Å materials based on InSb. High quality II-VI 
materials grown on III-V substrates were demonstrated for ZnTe/GaSb and CdTe/InSb. 
III-V materials grown on II-VI buffer layers present additional challenges and were 
grown with varying degrees of success. InAsSb quantum wells in between ZnTe barriers 
were nearly defect-free, but showed 3D island growth. All other materials demonstrated 
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flat interfaces, despite low growth temperature, but with stacking faults in the II-VI 
materials.  
 Femtosecond laser-induced defects (LIDs) in silicon solar cells were 
characterized using a variety of electron microscopy techniques. Scanning electron 
microscope (SEM) images showed that the intersections of laser lines, finger and busbar 
intersections, exhibited LIDs with the potential to shunt the contacts. SEM and 
transmission electron microscope (TEM) images correlated these LIDs with ablated c-Si 
and showed these defects to come in two sizes ~40nm and ~.5µm. The elemental profiles 
across defective and non-defective regions were found using energy dispersive x-ray 
spectroscopy. 
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Chapter 1 
INTRODUCTION 
 
1.1 Motivation 
 Determination of the crystal structure and chemical composition of materials 
contributes to a better knowledge and understanding of their mechanical, electrical, and 
optical properties. The microstructure is determined by growth processes and any 
subsequent treatments, including patterning and annealing. Characterization using 
techniques such as Raman spectroscopy, x-ray diffraction (XRD), transmission electron 
microscopy (TEM), and photoluminescence (PL), yields crucial information on 
crystalline quality and physical properties, and can be used to further refine the growth 
processes. The resultant materials and heterostructures enable many of the technology-
based activities of modern-day society. 
 Electronic and optoelectronic materials are crucial to energy, light, and 
information storage. Information technology requires the ability to record, write and read 
different physical or chemical states. Data can be recorded in several ways, which can be 
classified as being one of two main types: analog and digital. Digital technologies rely on 
a two-state model of true or false and are based on Boolean algebra. These technologies 
have the benefit of high immunity to noise and the ease with which a wide array of 
information manipulation algorithms can be performed. Analog technologies, on the 
other hand, are based on a continuously varying signal and can be considered as the 
normal responses of the world around us. Analog technologies are primarily useful for 
producing, shaping, and amplifying electrical signals. Creation of these technologies 
requires devices that can act in many ways including switches, amplifiers, and/or 
2 
 
rectifiers. These devices have been 
implemented in many different forms 
including mechanical relays, vacuum 
tubes, field-effect transistors, p-n 
junctions, and integrated circuits. 
While older types of devices are still 
useful for particular applications, 
semiconductors currently form the 
backbone of information technology 
because they are inexpensive, reliable, 
and compact.1 
Figure 1.1 shows a breakdown 
of the types of semiconductor 
products that were manufactured in 2016. Interestingly, the vast majority of 
semiconductor demand is driven by products ultimately purchased by consumers, such as 
PCs for personal use, or communication devices, such as smartphones. Figure 1.1 also 
shows the breakdown of semiconductor sales by device type. 86% of semiconductor 
industry sales were made up of logic, memory, analog, microprocessor, and 
optoelectronic devices.  
Semiconductors also provide large benefits to the energy industry. Electricity 
represents the world’s fastest-growing form of end-use energy consumption, as it has 
been for many decades.3 Figure 1.2 shows the breakdown by type of the net electricity 
generation for the world from 2012 to 2040. It can be seen that the total electricity 
Figure 1.1: Charts showing the distribution of semiconductor 
sales by end use (top) and product type (bottom).2 
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generation is expected to 
increase from 21.6 trillion 
Kilowatt-hours (KWh) in 2012 
to 36.5 trillion KWh in 2040.3 
To provide this increased 
amount of energy, new 
infrastructure will need to be 
built. Coal is the primary fuel used 
to generate electricity, but there 
has been significant recent shifts to other sources. Nuclear power generation increased 
rapidly from 1970 to 1980. Natural gas-fired generation increased significantly after the 
1980s. The use of oil for electricity generation declined after the late 1970s, when sharp 
increases in oil prices stimulated power generators to replace oil with other sources. 
Beginning in the early 2000s, as concerns about climate change rose, there has been 
heightened interest in the development of renewable energy sources. In 2012, the 
breakdown of electrical power generation was 22% renewable, 40% coal, 22% natural 
gas, 11% nuclear, and 5% petroleum.3  
The international community laid out a plan in 2015 that limited the total 
remaining cumulative energy-related CO2 emissions between 2015 and 2100 to 1000 
gigatonnes of CO2 (GtCO2), with the goal of at least a 50% chance of limiting the 
average global temperature increase to 2°C.4 To meet this goal, renewable energy sources 
and other carbon-friendly technologies will need to be further developed. Solar cell 
technology potentially offers a major contribution to this goal. The Sun delivers more 
Figure 1.2: Chart showing the expected net global 
electricity generation. The colors further indicate the 
particular method.3 
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Figure 1.4: The surface area required to power the world in 2030 with only solar cells based on the US 
Department of Energy statistics of worldwide Btu consumption.6 
energy to the Earth in 90 minutes than the entire planet uses in a year, as shown in figure 
1.3.5 The square area of solar cells required to power the entire earth for 2030, assuming 
20% efficient solar cells with 2000 hours of 1000 watts/m2 solar irradiance, is shown in 
figure 1.4.6 Despite this potential, only an estimated 275 TWh was produced by 
photovoltaics in 2016.7 This amount represents only 1.3% of the electricity demand of the 
planet.7 Further implementation of existing technology as well as research on greater  
 
Figure 1.3: The global solar flux (in kWh/m2/y) at the Earth’s surface over one year.5 
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efficiency and lower cost should improve these numbers. These global considerations 
provide the background and motivation for the research described in this dissertation.  
 
1.2 Electronic and Optoelectronic Materials  
 To understand the properties of electronic and optoelectronic materials, it is first 
necessary to determine the properties of electrons inside a material. In particular, it is 
important to measure their position, momentum, and energy, and how they respond to 
external forces and stimuli. While nucleons are also present and determine the bonding 
that sets up the framework for electrons, they are generally immobile. Thus, electrons 
determine the basic electrical properties of materials. 
 
1.2.1 Classical Studies 
 Some of the earliest studies of electron interactions with materials were made by 
Franklin, Volta, Ohm, and Ampère. Franklin identified that there were positive and 
negative static charges, but he postulated that there was only one type of charge carrier 
and that the negative was actually the absence of the positive.8 Volta developed the 
concept of electric potential and he discovered the principle of the battery.8 Ampere 
conducted extensive theoretical studies on currents and he found the magnetic force 
between two electric currents.8 Ohm found that the current in a metal was directly related 
to the applied voltage. This important discovery is termed Ohm’s law.8,9  
 The physics behind these discoveries began to be revealed with the invention of 
the cathode ray tube. Thomson showed that the rays were made up of negatively charged 
particles and that the rays could not be separated from the charge. He further showed that 
the path of the rays bent under the presence of an electric field in a properly evacuated 
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tube. Thus, the gas remaining in the tubes in previous failed experiments must have been 
turned into a conductor which thus prevented the rays from bending. Based on these 
discoveries, Thomson concluded that the rays consisted of negatively charged particles 
that he termed corpuscles. Thomson went on to measure the charge-to-mass ratio of the 
particles, and concluded that either these particles were very strongly charged relative to 
their mass or else they had very small masses relative to their charge.10 
 To incorporate these new particles into current knowledge of the atom, Thomson 
proposed the Plum-Pudding model.11 This model suggested that electrons were uniformly 
spread across a sphere of equally positive charge. Rutherford, Geiger and Marsden in a 
series of landmark papers showed this model to be incorrect.12-16 The key result was that 
alpha particles fired at a thin metal foil would not experience a strong enough 
electrostatic force to reflect back unless there were areas of concentrated charge. 
Rutherford’s model then replaced the plum pudding model with a planetary model, where 
there was a nucleus of strong positive charge surrounded by a cloud of negative 
Figure 1.5: Diagrams showing the progression in knowledge of atomic structure.17 
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charge.15,16 This model also had its limitations, which are discussed later. A summary 
showing the evolution of atomic models is shown in figure 1.5.17  
During the same time period, Drude was working towards an understanding of the 
conduction of electrons. He proposed that materials were composed of a mass of 
positively charged ions from which a number of valence electrons were detached.18,19 
These valence electrons formed an ideal gas and their properties determined the 
conductivity. This model was successful in predicting the DC and AC conductivity in 
metals, the Hall effect, and thermal conductivity in metals near room temperature. 
Drude’s model was also successful in predicting Ohm’s law. 
Despite these various successes, there were many unexplained observations. 
According to Drude’s model, conductivity was proportional to the number of valence 
electrons per volume, which implied that the conductivity of aluminum should be lower 
than that of silicon or diamond. Furthermore, some measurements indicated that the 
charge carriers were positively charged.20 Moreover, the conductivity of materials such as 
silicon increased with temperature which was opposite to the behavior of metals.20 The 
conductivity of some materials changed by orders of magnitudes with the introduction of 
minute amounts of impurities.20 In addition, some materials and junctions did not obey 
Ohm’s law.21 Rutherford’s model of the atom implied that the electrons were orbiting 
around the nucleus, and since they were charged particles and accelerating they should be 
radiating. This radiation would quickly cause loss of energy and the electrons would fall 
into the nucleus. The many attempts to explain these puzzling observations eventually 
lead to quantum mechanics.  
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1.2.2 Emergence of Quantum Mechanics 
 Quantum mechanics was born from observations involving light, and has two 
important principles: quantization and wave-particle duality. Quantization states that 
certain observables only have discrete values, as opposed to the continuously varying 
levels of classical mechanics. This principle was proposed by Planck and Einstein in their 
studies of blackbody radiation, and the photoelectric effect, respectively.22-24 Bohr 
applied this idea to the atomic model and was able to explain why the electron would not 
radiate, despite the supposed acceleration.25-27 This semiclassical approach was shown to 
correctly predict the spectrum of hydrogen, but was unsuccessful in predicting the spectra 
of more complex atoms such as helium.28  
The other basic principle of quantum mechanics is wave-particle duality. Light 
which was long considered to be a wave was shown by experiments on the photoelectric 
effect to have particle-like properties as well.23,24 Based on the general reciprocity of 
physical laws, De Broglie conjectured that particles should exhibit wave-like properties.29 
This conjecture was later proven to be correct by the diffraction of electrons by metals by 
Davisson/Germer and Thomson.30,31  
Given these properties of waves and particles, a new set of equations that could 
encompass these phenomena was needed. The Schrödinger equation governs the 
propagation of the wavefunction.32 The general time-dependent Schrödinger equation is 
   𝑖ħ ப
ப୲
Ψ(𝐫, t) = ĤΨ(𝐫, t).        (1.1) 
In this equation i is the imaginary unit, ħ is the reduced Planck’s constant, Ĥ is the 
Hamiltonian operator, and Ψ is the wavefunction of the system. The wavefunction is 
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given meaning by the statistical interpretation of quantum mechanics which states that the 
probability of finding the particle between points a and b at time t is given by 
𝑃(𝑎, 𝑏, 𝑡) = ∫ Ψ∗(𝐫, t) Ψ(𝐫, t)dr௕௔ .      (1.2) 
This expression means that the wavefunction can be considered as a probability 
density. Thus, knowledge of the wavefunction at any point in time provides the 
probability density of where the particle will be found. The general time progression of 
the wavefunction is then given by the Schrödinger equation. Conversely, measurements 
of the wavefunction disturb the system and create wavefunction collapse. Thus, a 
repeated measurement on a single system will not return the wavefunction but will 
instead return the first value measured repeatedly. If instead an ensemble of particles 
were prepared in identical systems and then each one of them were measured separately, 
these would return the wavefunction (at least to the degree of number of particles used). 
Due to the statistical interpretation of quantum mechanics, it is necessary that the 
wavefunction is normalized, ie. 
P(−∞, ∞, t) = ∫ Ψ∗(𝐫, t) Ψ(𝐫, t)drஶିஶ = 1.          (1.3) 
The Schrödinger equation allows this to be done. If Ψ(r,t)is a solution to the 
Schrödinger equation then AΨ(r,t) is also a solution. Thus, as long as -Ψ*(r,t)Ψ(r,t)dr is 
not infinite or zero then it can be scaled appropriately and the statistical interpretation 
will hold. Further, if AΨ(r,t) is normalized at one point in time, then it will always be 
normalized. This implies that the constants A are not time-dependent and once again the 
statistical interpretation holds. If further information is desired from the wavefunction 
this can be obtained using expectation values. For the operator Q, the expected value is 
computed from 
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< Q >= ∫ Ψ∗(𝐫, t)Q(x, −iħ ௗௗ௫) Ψ(𝐫, t)dr
ஶ
ିஶ .     (1.4) 
Expected values yield the mean measurement of observable Q for a large number of 
identical systems.  
 
1.2.3 Band Structure 
Applying quantum mechanics to an electron within an atom yields a modern 
understanding of atomic structure. First, the system is regarded as time-independent for 
which the non-relativistic Schrödinger equation simplifies to 
[ିħ
మ
ଶ௠
∇ଶ + V(r)]ψ(r) = Eψ(r).             (1.5) 
Here ∇2 is the Laplacian operator, V(r) is the potential, E is the energy, and ψ(r) is the 
spatial component of the wavefunction. Applying an atomic lattice potential to an 
electron (or several) and solving this equation yields the wavefunctions for the electron in 
an atomic lattice. These calculations quickly become analytically cumbersome and are 
typically done numerically using simplified models.33-36 A conceptual understanding of 
what is happening, however, can be built up by considering much simplified systems. 
 For electrons in free space, or with a constant potential Vo, the Schrödinger 
equation is 
[ିħ
మ
ଶ௠
∇ଶ + V௢]ψ(r) = Eψ(r).                 (1.6) 
Solutions to this equation are 
ψ(r)=exp(±ik·r).       (1.7) 
 
 
 
11 
 
Note that k is the wavenumber and represents a particular solution of the Schrödinger 
equation. The corresponding energy and momenta are given by 
𝐸 = ħ
మ୩మ
ଶ௠
+ 𝑉௢ and p=ħk.            (1.8) 
The energy-momentum diagram is plotted in figure 1.6 for the case Vo=0. As the electron 
has a constant potential background, the Schrödinger equation allows any value of 
momentum and energy similar to the classical case, which is reflected in the smooth 
transition between allowable values of k and E.  
 When the electron is confined to an atom, solutions of the Schrödinger equation 
dictate only certain allowable energy values. For the case of hydrogen, the Schrödinger 
equation is 
ቈ
−ħଶ
2µ
∇ଶ + V(r)቉ ψ(r) = Eψ(r), 
𝑉(𝑟) = − ௓௘
మ
ସ஠க೚௥
, 
µ = ௠ெ
௠ାெ
.             (1.9) 
Figure 1.6: Energy vs. k for a free electron.37 
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In polar coordinates, the solutions are given by 
ψ(r,θ,φ)=ARn,l(r)Plm(cosθ)eimφ               (1.10) 
where Rn,l(r) and Plm(cosθ) are standard equations that are defined elsewhere. Similar to 
the free electron, several constants define the wavefunctions. For the case of hydrogen, 
these are n, l, and m. While l and m give information about the angular dependence of the 
wave, n determines the electron energy 
𝐸௡ = −
ஜ௓మ௘ర
଼க೚మ௛మ௡మ
.       (1.11) 
Unlike the free electron, the electron in a hydrogenic potential only has certain energy 
values. By finding the differences between these allowed energy values, and assuming 
that a photon takes away all of that energy, yields correct prediction of the spectra of the 
hydrogen atom.  
 
When an electron is placed in a periodic potential well, known as the Kronig-
Penney model, energy bands are observed. As shown in figure 1.7, the Kronig-Penney 
model consists of an infinite series of rectangular barriers with potential height, V0, and 
width, b, separated by a distance, a-b, resulting in a periodic potential with period, a. The 
Figure 1.7: The Kronig-Penney model as detailed in the text.37 
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analysis requires the use of Bloch functions, traveling wave solutions multiplied with a 
periodic function, that have the same periodicity as the potential. Following this 
methodology yields solutions with energy E for the wavenumber k when the following 
equation is satisfied 
cos (ka) = F = ⍺
మିꞵమ
ଶ⍺ꞵ sinh[⍺ꞵ]sin[ꞵ(a − b)] + cosh[⍺ꞵ]cos[ꞵ(a − b)], 
where 
⍺ = ඥଶ௠(௏೚ିா)
ħ
 and ꞵ = √ଶ௠ா
ħ
.          (1.12) 
This equation can only be solved numerically and solutions are only obtained when the 
function F is between -1 and 1. The energy E is plotted as a function of the wavenumber 
and the function F in figure 1.8. For reference, the free electron E vs k is also plotted in 
green. The existence of energy gaps is clearly evident and labeled.    
  
Figure 1.8: E vs. k and E vs. F for the Kronig-Penney model. Energy bandgaps appear as expected.37 
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Figure 1.9 shows the energy band structure of diamond for different theoretical 
values of its lattice constant. For large lattice constants, there are distinct energy values. 
The higher orbitals start to overlap as the lattice constant gets smaller, which leads to 
splitting of the energy levels in order to be consistent with the Pauli Exclusion Principle. 
For diamond, this splitting results in an energy band containing 2N states in the 2s band 
and 6N states in the 2p band, where N is the number of atoms in the crystal. A further 
reduction of the lattice constant causes the 2s and 2p energy bands to merge and split 
again into two bands containing 4N states each.  
1.2.4 Carrier Concentrations 
 The fact that electron states exist does not mean they will be occupied. The 
probability of a given state being occupied is governed by Fermi-Dirac statistics, with  
𝑓(𝐸) = ଵ
ଵା௘(ಶషಶಷ)ೖಳ೅
.          (1.13) 
Figure 1.9: E vs. lattice constant for diamond.37 
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EF is the Fermi level and represents the energy where the probability of being occupied is 
½. Filling the states according to these rules yields the number of electrons at a given 
energy level. 
 Carriers are charges that move in response to an external force. When an external 
force is applied to these electrons they respond according to  
𝐹 =ħௗ௞
ௗ௧
.          (1.14) 
For electrons in partially filled bands, there many available states so that a slight force 
changes its momentum accordingly and the electron occupies a new state. For electrons 
in completely filled bands, small forces are unable to provide the energy required to 
move the electron from one available state to another. Therefore, no motion occurs with 
these electrons. Thus, electrons in bands that are partially filled are carriers, while those 
that are in completely filled bands are not. Further empty spots in energy bands left 
behind when electrons are promoted have positive charge and can also move. These 
positive charges are termed holes and are also charge carriers. The total carrier 
concentration is n+p, where n is the typical term for the electron concentration and p is 
the typical term for the hole concentration. Utilizing this knowledge, the carrier 
concentrations can be calculated by 
𝑛 = ∫ 𝑔௖(𝐸)𝑓(𝐸)𝑑𝐸
ா೅೚೛
ா೎
 and      (1.15) 
𝑝 = ∫ 𝑔௩(𝐸)[1 − 𝑓(𝐸)]𝑑𝐸
ாೡ
ாಳ೚೟೟೚೘
,        (1.16) 
where g(E) is the associated density of states and f(E) is the Fermi function. The carrier 
distributions, density of states, and Fermi functions are shown for several Fermi energies 
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in figure 1.10. Details on calculating the (approximate) density of states and Fermi 
energy are found in reference 38. 
 The material and band structure greatly affect the carrier concentration. For 
materials that have partially filled bands at 0K, there are many carriers, and these are 
termed metals. Materials with only completely filled bands at 0K have limited carriers, 
and are termed insulators or semiconductors depending on the band gap.  
Figure 1.10: Carrier distributions (not drawn to scale) in the respective bands when the Fermi level is 
positioned (a) above midgap, (b) near midgap, and (c) below midgap. Also shown in each case are 
coordinated sketches of the energy-band diagram, density of states, and the occupancy factors.38 
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The band gap, by definition, is the energy difference between the top occupied 
(valence) band and the next available (conduction) band. Semiconductors have band gaps 
small enough that a reasonable number of electrons are promoted across the band gap at 
operating temperature in order to create current. Historically, materials with band gaps of 
less than 4eV have been classified as semiconductors while those with larger band gaps 
are classified as insulators. A list of common semiconductors and their band gaps is given 
in table 1.1, and Figure 1.11 shows a plot of band-gap energy vs. lattice constant for 
many common semiconductors. Alloying three or more elements changes the band gap 
and lattice parameter and is commonly done in band-gap engineering. Tertiary examples 
are shown on the figure by the lines connecting the binary compounds. Vertical dashed 
lines indicate the lattice constant of important substrates. As detailed more in chapter 4, 
expanded material properties are available when combining II-VI and III-V materials that 
are lattice-matched.  
Figure 1.11: Plot of semiconductor materials as a function of lattice constant and band-
gap energy. Colors indicate the groups for the semiconductors.40 
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Table 1.1: List of some semiconductor materials. Z is zince-blende, D is diamond, W is wurtzite, and 
N is NaCl (rocksalt). The bandgap I is indirect and D is direct.39 
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Current in these devices depends upon both the number of carriers available 
(determined above) and the resistance to motion of those carriers. The resistance of the 
carriers is summarized in the effective mass term or mobility, as discussed below. 
Carriers are typically from near the band edge (see figure 1.10). In these locations, 
the band structure can be approximated by a parabola, similar to an electron’s energy 
momentum profile in free space. This is commonly done and results in the electron 
having similar equations of motion to free space, except with an effective mass. This 
analysis recasts a complicated electron crystal structure relationship with many different 
forces into a much simpler form involving only those carriers which are mobile and the 
external forces that are controled. All of the forces inherent in the crystalline lattice are 
encapsulated in the dispersion relationship which is recorded in the effective mass. Since 
the effective mass is just an approximation, it holds only within the context of the given 
problem. Furthermore, as many different problems require different information, there 
are commonly reported many different effective masses each with their own specific 
method of calculation and each valid within their own assumptions. In general, the 
effective mass can be calculated by 
      ଵ
௠∗
= ଵ
ħమ
𝛛మா
𝛛𝒌𝟐
.              (1.17) 
While this is useful, the mobility is more often reported when dealing with 
currents. The mobility is related to the effective mass by 
       µ = ௤த
௠∗
        (1.18) 
where q is the charge of the electron, τ is the mean free time between scattering events 
and m* is the effective mass. Several different types of scattering events contribute to τ, 
including phonon scattering, ionized impurity scattering, neutral impurity scattering, 
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defect scattering, carrier-carrier scattering, and piezoelectric scattering. For device quality 
material, the first two mechanisms dominate. In other materials, many of these scattering 
events may be present.  
 
1.2.5 Semiconductor Junctions 
 Semiconductors have finite conductivity that can be increased or decreased with 
temperature and with doping. In order for devices to function requires an ability to 
rapidly alter the state of the device, such as its conductivity. Because the conductivity of 
metals and insulators is constant, they play passive roles in devices. Conversely, 
semiconductors play active roles in devices because their conductivity can be changed, 
which requires some sort of junction. Important examples include p-n junctions, ohmic 
contacts, Schottky barriers, and insulator/semiconductor junctions. These have the 
properties of rectification and strong nonlinear response, linear response, rectification, 
and isolation, respectively. While some of these form devices alone, they are most often 
used in combination. 
Junctions are generally made 
of two materials that can have 
different band gaps, electron 
affinities, Fermi energies, work 
functions, and indexes of refraction, 
as shown in figure 1.12. However, 
when brought together, carriers near 
the interface shift across to the lowest allowable energy so that the Fermi Energy is the 
Figure 1.12: Energy band diagram for a general 
heterojunction.41 
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same for both sides of the junction, leaving an area depleted of free charges with 
stationary ionized nuclei behind. These charges cause band bending according to 
Poisson’s Equation. Furthermore, there is an offset between the conduction and/or 
valence band for materials with different band gaps. The relative work functions of the 
materials in general determines the relationship between ∆EC and ∆EV. However, 
interface states (including defects) can pin the Fermi Energy and change this difference 
considerably. The non-uniform band structure, particularly the values of ∆EC and ∆EV, 
has profound consequences on device performance.  
Multiple junctions can be stacked together to make more complex devices. Some 
examples include the bipolar junction transistor and the field effect transistor. Stacking 
junctions in a pattern of repeated thin layers forms what is termed a superlattice (SL).42 
Such materials exhibit abrupt discontinuities in their local band structure, usually 
associated with gradual band bending, which reflects space-charge effects. According to 
the band alignment, these materials are classified into three different types. In Type I 
SLs, the bottom of the conduction subband and the top of the valence subband are formed 
in the same semiconductor layer. Thus, electrons and holes are confined in the smaller 
band gap material. In Type II SLs, the bottom of the conduction subband is formed in one 
layer and the top of the valence subband is formed in the other. Thus, electrons and holes 
are confined in different layers. Type III SLs involve semimetal materials and are similar 
to Type I in that the bottom of the conduction subband and the top of the valence subband 
are formed in the same semiconductor layer. However, the band gap of type III SLs can 
be continuously adjusted from a semiconductor to a zero-band-gap material or even to a 
semimetal.43  
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1.3 Crystal Defects 
Perfect crystalline lattices were assumed for most of the above discussion. 
Deviations from these lattices will affect the background potential in the Schrödinger 
equation. These defects affect the allowable states. These situation can be difficult if not 
impossible to solve analytically, so they are generally treated perturbatively and/or 
numerically. The net result is that defects generate extra allowable states that may or may 
not be filled depending on the Fermi Energy. These extra states usually create undesirable 
effects, and the goal is to minimize these defects as much as possible. 
Defects can be formed during growth or later during processing. Each type of 
defect has a thermodynamic equilibrium, which means they will often have non-zero 
concentration even in “perfect” samples. However, many other types of defects can be 
greatly reduced and or completely removed with proper control of growth and 
manufacturing processes. Defect formation during different types of growth is discussed 
in the following, with more details on growth methods and important growth parameters 
discussed in Chapter 2. 
 
1.3.1 Crystal Structures 
 Most semiconductors of interest for electronic and optoelectronic applications 
have an underlying face-centered-cubic (FCC) lattice with a two-atom basis, with the 
coordinates of the two atoms in the unit cell given by (000) and (a/4,a/4,a/4). The 
structure is termed diamond when the two atoms of the basis are identical. Si, Ge, and C 
have this crystal type. The structure is termed zinc-blende (ZB) when the two atoms are 
different. Compound semiconductors such as GaAs, CdS, AlAs, InSb, etc., have this 
23 
 
crystal structure. Dislocations, stacking faults, etc. are energetically favored to form on 
the {111} planes in these ZB crystal structures. Therefore, it is often advantageous to 
image these crystals from a <110> direction since two sets of {111} planes are visible. 
 Hexagonal crystal structures are commonly found in other semiconductors. The 
primitive vectors are a1, a2, and a3. The a1 and a2 vectors lie in the basal plane, have 
length a, and span an angle of 120°. The a3 vector is perpendicular to the basal plane with 
length c. Examples of materials with this structure include GaN, AlN, CdS, SiC and BN. 
The (111) direction in fcc crystals is similar to the (0001) direction in hexagonal crystals. 
These planes are close-packed in both cases and the only difference is in the placement of 
atoms. There are three locations that these planes occupy which are termed A, B, and C. 
Depending on the layer stacking, polytypes are possible. For example, SiC can be 2H 
(wurtzite) with stacking ABAB, 4H (ABACABAC…), 6H (ABCACBABCACB…), or 
even 3C (zinc-blende) (ABCABC).  
 
1.3.2 Defects in Bulk Crystals 
Bulk crystals as-grown can have many different types of defects. These include 
vacancies, interstitials, Schottky defects, Frenkel defects, antisite defects, dislocations, 
stacking faults, and surfaces. Additionally, addition of other materials can create 
substitutional and interstitial defects. These defects often interact to form complexes. The 
amount and types of defects depend upon the growth method and growth parameters. For 
example, the number of vacancies is strongly dependent on growth temperature. 
Furthermore, the type and amount of impurities depends upon the type of growth and 
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segregation coefficients. These defects will often create energy levels within the band gap 
which, with careful control, can sometimes be utilized to create desired properties.  
 
1.3.3 Defects in Epitaxial Films 
 To create devices, several films must be deposited onto a substrate in specific 
patterns. These active areas of the device are usually grown using epitaxial techniques. 
The control of defects largely determines the device performance. These films can suffer 
from similar defects to those mentioned above. In addition, other factors need to be 
considered. These include surface cleanliness, crystal structure mismatch, lattice 
parameter mismatch, and valence mismatch. Lattice strain can be purposely introduced at 
the growth surface by utilizing some of these parameters. Such strained crystal structures 
will often have properties different from the corresponding bulk material. Additionally, it 
is often desirable to grow these materials on one substrate and then add other device 
layers, which could lead to a decrease in cost and lead to an improvement in desired 
device properties. Further, patterning and regrowth is often required, which involves a 
mask and chemical etch and/or lithography. The cleanliness of the surface etched away 
for regrowth is highly important to the subsequent crystalline quality. The development 
of these processes has led to great advances in electronic devices: corresponding 
advances are still ongoing in many types of optoelectronic devices. 
 
1.4 Outline of dissertation 
 The research presented in this dissertation involves the use of transmission 
electron microscopy techniques to characterize the microstructural properties of 
semiconductor chalcogenides, II-VI and III-V compound semiconductor heterostructures, 
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and solar cells grown by molecular beam epitaxy and plasma-enhanced chemical vapor 
deposition. These studies were done in collaboration with colleagues who provided 
samples for examination and also used other characterization techniques, which are 
described where appropriate.  
 Chapter 2 provides basic information about the material growth and 
characterization techniques used in this work including, MBE and CVD growth, silicon 
solar cell processing with laser ablation, and TEM, XRD, and PL characterization 
techniques. Further information about sample preparation for TEM observations is also 
included. 
 Two studies of tin selenide based materials are presented in Chapter 3. The first 
study details the microstructure of SnSex (x=1 or 2) as a function of Se:Sn flux ratio 
during MBE growth. The results show defective SnSe at lower Se:Sn ratios and higher 
quality SnSe2 at higher Se:Sn ratios. Growth methods, epitaxial relationships, lattice 
constants, and some analysis of defects are presented. In the second study, Mn is added to 
the Sn and Se fluxes to grow the dilute magnetic semiconductor (SnMn)Se2. Several 
samples were grown with different Mn fluxes. The resultant crystal structure and Mn 
profile are characterized and shown to exhibit different behavior at low Mn 
concentrations than at high Mn concentrations.  
 Several II-VI/III-V heterojunctions including ZnSe/GaAs, ZnTe/GaSb, and 
CdTe/InSb are characterized in Chapter 4. These interfaces have much potential for 
applications but these have not been fully realized due to defects originating at the 
interface. The study of this problem was broken into two components: i) refinement of 
growth, and ii) characterization of the highest quality interface that could be grown. For 
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the refinement of growth, several nearly-lattice-matched materials were grown both in a 
dual chamber and a novel single-chamber MBE system. These samples displayed a range 
of growth quality. In general, II-VI growth on the III-V materials was demonstrated to be 
nearly defect-free. The corresponding III-V growth on II-VI materials was much more 
challenging. A variety of results are presented, including some high quality material. 
Initial studies of several interfaces are also presented.   
 Silicon solar cells that have been processed with a novel laser ablation technique 
are described in Chapter 5. The initial results showed a larger than expected formation of 
voids at the intersection of fingers and busbars. These voids were typically ~200nm in 
size but could also be very large (micron-sized). These voids explained the shunting seen 
in illuminated-lock in thermography. The Ni contact profile was further investigated 
using energy dispersive x-ray spectroscopy for both non-defective and defective regions. 
This chemical profile was compared with simulations to explain the observed shunting. 
Further research is ongoing as to the exact nature of these defects (3D profile) and to 
determine whether redesign of the laser optics can minimize their formation. 
Chapter 6 summarizes important results of these studies and proposes future 
promising research topics in these areas. 
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Chapter 2 
EXPERIMENTAL METHODS 
 
This chapter provides information about the methods of growth and 
characterization for the materials studied in this research. The two growth methods are 
chemical vapor deposition (CVD) and molecular beam epitaxy (MBE). Characterization 
techniques outlined are x-ray diffraction (XRD), photoluminescence (PL), and 
transmission electron microscopy (TEM). Some details about sample preparation for 
TEM observation are also provided.  
 
2.1 Growth Techniques 
Semiconductor growth can be classified as either bulk or epitaxial. Bulk crystal 
growth is important for producing high quality substrates with specific electronic 
properties. Examples of bulk crystal growth methods include Czochralski (CZ), float-
zone, and Bridgman.1-7 CZ growth is the oldest and most common technique, and has 
been successfully used to produce high quality materials including Si, GaAs, Ge, and 
InP.1-3 However, use of the CZ technique for silicon leads to unintended oxygen and 
carbon dopants, and the float-zone technique was developed to mitigate these problems.8 
The float-zone technique is generally able to produce higher quality crystals, although 
often at a higher price. 
Epitaxy, by definition, is the growth of a crystalline film on a crystalline substrate 
with a well-defined orientation relationship.9 Epitaxial growth techniques are generally 
used for growing active device regions. Examples of epitaxial growth methods are liquid 
phase epitaxy (LPE), molecular beam epitaxy (MBE), and metal-organic chemical vapor 
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deposition (MOCVD). LPE is capable of producing epitaxial layers of high purity and is 
fairly inexpensive.10 However, the prevalence of LPE has diminished in recent years 
because interfaces between adjacent layers are often not atomically sharp, and the 
composition or the dopant concentration cannot be conveniently varied in a continuous 
fashion.8 MOCVD, on the other hand, is an all-gas technique that offers excellent control 
of composition and doping with moderate growth rates.8 MOCVD is the workhorse 
technique for growth of III-V multilayer structures. MBE is governed by kinetics, as 
opposed to thermodynamics, which is the case for the other methods.8,11-13 Thus, it is 
conceptually the easiest growth to consider. Furthermore, MBE can be used to achieve 
the highest quality films but it is also the most expensive due to its stringent high-vacuum 
requirements. Further details about the growth methods that were used for the materials 
in this research are provided below. 
 
2.1.1 Molecular Beam Epitaxy 
 A typical MBE growth system 
is illustrated in Figure 2.1. 11-13 Growth 
takes place inside a large, stainless-
steel, ultrahigh-vacuum chamber, with 
typical pressures in the range of 10-10 to 
10-11 Torr. Several effusion ovens are 
usually attached to the growth chamber 
to provide beams of molecules or atoms by heating the various source materials to 
temperatures where the required partial pressures can be met. These molecular beams 
travel collisionless through the ultrahigh vacuum to the substrate where growth occurs. 
Figure 2.1: Typical molecular beam epitaxy growth 
chamber. 
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Surface reactions and migration, which assist growth, are promoted by substrate heating. 
Shutters placed in front of the effusion cells control when the source is on or off. 
Reflection high-energy electron diffraction (RHEED) and mass spectrometry are used in 
situ to monitor growth. Ideally, the beams either combine to form the film or reevaporate 
and are then subsequently pumped out to maintain chamber vacuum. Important growth 
parameters to consider when growing epitaxial films by MBE include flux ratios and 
substrate temperature. Furthermore, the crystal structure, lattice mismatch, valency, and 
thermal expansion coefficients of both the film and substrate, can all affect the quality of 
growth. Chapters 3 and 4 characterize samples grown by MBE.  
 
2.1.2 Chemical Vapor Deposition 
 Chemical vapor 
deposition (CVD) techniques 
are used extensively in the 
semiconductor industry to 
grow thin films of crystalline 
and polycrystalline metals, 
silicon, silicides, compound 
semiconductors, and 
insulators. These techniques involve sending reactant molecules via a gas flow onto a 
substrate where chemical reactions occur, as depicted in Figure 2.2.  8 The products of 
these chemical reactions are used to form the film, as detailed in the following steps:  
a) Reactant gas molecules AB are transported by carrier gas to the deposition region; 
Figure 2.2: Growth process for chemical vapor deposition.8 
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b) The reactants diffuse through the near-surface gas layer to the surface; 
c) The reactants are adsorbed on the surface; 
d) The molecules dissociate, and atom A goes to its proper site via surface diffusion; 
e) The reaction products B are desorbed from the surface; 
f) The reaction products out-diffuse to the gas stream; 
g) The reaction products are removed. 
The slowest step dictates the type of growth and the growth rate. For growths limited by 
steps a, b, f, and/or g the growth is termed mass-transport-limited, whereas the growth is 
termed surface-reaction-limited for growths limited by steps c, d, and/or e. Doping is 
accomplished by adding the appropriate gas flow(s) to the overall mixture. Care must be 
taken with these processes since HCl, which is a common growth byproduct, can lead to 
unintended etching of doped layers and consequently cause unintended doping 
downstream. This process is termed autodoping. 
 Important types of CVD are vapor-phase epitaxy (VPE), metal-organic chemical 
vapor deposition (MOCVD), and plasma-enhanced chemical vapor deposition (PECVD). 
These techniques have the benefits of atomic-level control of interface growth and 
relatively high growth rates, and they are relatively inexpensive. Due to these properties, 
CVD techniques, particularly MOCVD, have become the workhorses of the 
semiconductor industry. MOCVD uses all-gas precursors and is thus slightly easier to 
control than VPE. PECVD introduces a plasma-generating device to the setup, which can 
help provide the energy needed to dissociate precursor materials as well as drive 
precursor materials onto the surface with sufficient energy that it can be planarized 
through sputtering. Chapter 5 shows results for samples grown by PECVD.  
34 
 
2.2 Characterization Techniques 
Determining the location and types of defect, and understanding their cause(s), is 
crucial to refining growth techniques and achieving better device performance. This task 
can be accomplished through using a wide range of techniques, each with its own specific 
advantages. For optoelectronic and electronic materials these characterization techniques 
are based on one of two factors: The effect the defect has on the energy-band diagram, 
and direct measurement of the effect of defects on the crystalline lattice. Important 
techniques include x-ray diffraction, transmission electron microscopy, scanning electron 
microscopy, photoluminescence, atomic force microscopy, Raman spectroscopy, 
reflection high-energy electron diffraction, scanning tunneling microscopy, and angle-
resolved photoemission spectroscopy. More details about the techniques used in this 
dissertation research are given in the following. 
2.2.1 Diffraction 
 Diffraction techniques provide information about lattice parameters as well as 
structural imperfections. The basis for diffraction experiments is Bragg’s Law 
2dsinθ=nλ,       (2.1) 
where d is the spacing between lattice planes, θ is the diffraction angle, and λ is the 
wavelength.14-15 By utilizing this equation in carefully planned experiments, information 
about lattice parameters, lattice mismatch, misorientation, dislocation content, mosaic 
spread, curvature, relaxation, and inhomogeneity can be extracted. Lattice parameters are 
determined using the indexing of reflections. Lattice mismatch is obtained by observing 
any relative shift Δθ in the diffraction pattern. This occurs in all directions for relaxed 
films whereas the in-plane mismatch is zero for coherently strained films and only out-of-
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plane diffraction spots are shifted. Tilt can also be measured from a shift Δθ in diffraction 
spots. Rotation of a crystal by 90° and 180° distinguishes between shifts caused by tilt 
and lattice misfit. Dislocation content can be measured by observing whether there is a 
shift in the diffraction peak position and/or from peak broadening. Mosaicity and 
curvature can be measured by relating the diameter of the beam to a shift Δθ by  
Δθ=D/R              (2.2) 
where R is the radius of curvature and D is the diameter of the incoming beam. This shift 
occurs because the curvature of the sample means that the angle of diffraction on one side 
of the beam is not the same as on the other side, and hence there is a shift in diffraction 
spots. This diffraction is accomplished with XRD by sending a beam of monochromatic 
x-rays at the sample and observing the resultant diffraction spots. Neutrons and electrons 
are also used for diffraction purposes. A brief summary of the advantages and 
disadvantages of several types of diffraction techniques is given in Table 2.1. 
 
Type of 
Diffraction: 
Advantages and Disadvantages: 
X-Ray -Nondestructive 
-easy sample preparation 
-can be performed under atmospheric pressure 
-broad beam, gives information on the general crystal 
characteristics 
-relatively inexpensive 
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Electron -small amount of material needed 
-good for giving site-specific information: surfaces, interfaces 
-special sample preparation is often required 
Neutron -large penetration depth 
-necessity of a neutron source 
-sensitive to light atoms 
-able to distinguish isotopes 
-no radiation damage 
 
2.2.2 Photoluminescence (PL) 
PL spectroscopy is an important technique for studying the optical and electronic 
properties of semiconductors because of its high sensitivity, contactless and 
nondestructive character. During the PL process, photon absorption by the 
semiconductor, considered as the optical excitation, generates electron-hole pairs that are 
separated in the conduction band (CB) and valence band (VB). The electron-hole pairs 
then have many pathways by which they could recombine, including giving off heat and 
light. The radiative energy of the emitted photon is determined by the band structure of 
the semiconductor and gives highly characteristic information about the material. For 
example, PL peaks can be associated with transitions from the conduction band to the 
valence band, providing the band gap. Other transitions that could result in PL peaks 
include donor to valence band, conduction band to acceptor band, and donor to acceptor 
band.  
Table 2.1 Types of diffraction technique and related advantages and disadvantages. 
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2.2.3 Transmission Electron Microscopy (TEM) 
 The transmission electron 
microscope uses a beam of 
electrons and a series of magnetic 
and/or electrostatic lenses to 
image samples. TEMs are unique 
in their capability to give 
structural and analytical 
information over a very wide 
range of length scales from 
microns to sub-Ångstrom. Figure 
2.3 shows the important 
components of a TEM. The 
electron gun and the system of 
condenser lenses and apertures are important in forming the beam to image the specimen. 
The objective lens and further transfer lenses magnify the resultant image. Any 
aberrations from the imaging system as a whole are convoluted with specimen details in 
the formation of the final image. 
The resolution of a TEM depends on the accelerating voltage of the microscope 
(wavelength of the electrons), the aperture size, and lens aberrations. Typical TEMs use 
high energy, 80 keV-1250 keV, electrons that have wavelengths ~4pm - 0.4pm, 
respectively. Historically, TEMs were pushed to operate at higher voltages since they 
would provide better spatial resolution with smaller electron wavelength. However, 
Figure 2.3: Standard TEM with major parts identified.16 
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sample damage at higher voltages often precludes any useful measurements and hence 
many modern microscopes are operated in the 200-300kV range.  
The TEM has several complementary operating modes, including imaging, 
diffraction, and analytical. Imaging is the standard TEM mode. The scanning 
transmission electron microscope (STEM) uses a small focused probe that is scanned 
across the sample. The imaging is based either on Z-contrast for high-angle annular 
detectors, diffraction contrast for small bright-field detectors, or a mix of the two for 
medium-angle detectors. The STEM technique can be used together with energy-
dispersive x-ray spectrometry (EDS) and/or electron energy-loss spectroscopy (EELS), 
thus allowing quantitative structural and chemical analysis at the same time. Moreover, 
greater precision in the analytical results can be obtained due to the much smaller beam 
size associated with STEM. STEM has the drawbacks of a finite time to raster across the 
sample, which precludes time-sensitive imaging, large beam current densities which can 
cause greater contamination and damage to the sample, and more image noise due to the 
beam rastering process. Conventional TEM, on the other hand, uses an almost parallel 
beam of electrons to illuminate the sample. The images recorded are based on diffraction 
contrast or phase contrast depending on the size of the objective aperture, and can be 
recorded continuously or as a single snapshot. TEM and STEM images are useful for 
measuring crystal structure and size, crystalline defects, interfaces, grain boundaries, 
nanocrystalline features in amorphous materials, and small particles in heterogeneous 
catalysts. Images are particularly useful in identifying defects and interfaces as they have 
sufficient resolution that the local structural features can be identified. Combining STEM 
images with the corresponding analytical information can lead to chemical composition 
39 
 
as a function of atomic column.  Other analytical techniques average over larger areas 
and thus can not provide atomic resolution detail about these features. 
Similar to XRD, electron diffraction gives intensity differences based on the size 
and structure of the specimen, and can yield information about lattice parameters, crystal 
structure, stress and strain, 3D crystal symmetry (using Higher-Order Laue Zone lines), 
and thickness. The technique is essential for aligning the specimen to the required 
crystallographic zone axis.  
There are two major types of TEMs, namely aberration-corrected and non-
aberration-corrected. For TEMs without aberration correction, the resolution limit is a 
compromise between small-angle diffraction and wide-angle spherical-aberration. 
Typical resolution values for modern microscopes operating between 200-300kV are 
between 1.5-2.5 Ångstroms, which is comparable to the spacing between atoms. 
Aberration-corrected TEMs, on the other hand, are limited by beam divergence, focal 
spread, or incoherent effects such as mechanical vibrations and stray magnetic fields. 
These TEMs can routinely achieve sub-Ångstrom resolution with some workers reporting 
below 0.5 angstroms. Both types of microscopes can resolve atomic columns separately, 
and examples of typical images are provided later in this dissertation. 
Analytical methods available in the TEM include electron energy-loss 
spectroscopy (EELS) and energy-dispersive x-ray spectroscopy (EDX or EDS). Both 
methods are based on deriving information from inelastic scattering of the incident 
electron beam. The majority of the electron beam is elastically scattered as the beam is 
transmitted through the sample. Some electrons, however, are scattered inelastically. 
These electrons provide information for analytical studies. The energies of the 
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transmitted electrons are measured by EELS. The zero-loss peak is large and represents 
transmitted electrons which have only undergone elastic scattering. Electrons that 
undergo inelastic scattering lose energy. The amount of energy lost will have certain 
specific values that are directly related to the energy band structure of the specimen. The 
energy-loss spectrum provides information about elements that are present. The near-
edge fine structure provides information about the local chemical bonding and oxidation 
states. Monochromated STEMs with very small electron energy spread allow extraction 
of information in the low-loss part of the energy spectrum, including band gap and 
phonon scattering. EDS is complementary to EELS. After an incident electron loses 
energy by exciting an electron to a higher state, that electron will quickly radiate energy 
in the form of an x-ray. EDS measures the x-ray spectrum and provides information 
about the elements present as well as chemical composition when properly calibrated. 
Typical EDS energy resolutions are 150 eV whereas EELS resolutions are typically 0.5 - 
1.5 eV depending on the type of electron source. 
Sample preparation can be a major obstacle for the TEM technique. While many 
other characterization techniques can use the sample “as-is” or with minimal preparation, 
TEM observations require a clean, electron-transparent, and un-damaged sample, which 
implies that part of the specimen should ideally be much thinner than 100 nm. Sample 
thicknesses of ~10-20 nm are preferred for high-resolution TEM imaging, while EDS and 
EELs typically use slightly thicker samples. However, it has recently been shown that the 
increased signal from thicker samples for EDS comes from a broader area so the sample 
needs to be thin, ~10nm, when the goal is to do atomic-resolution EDS.  
41 
 
Thinning with the Focused Ion Beam (FIB) is the method preferred by industry 
because it is relatively quick and site-specific. FIB procedures target a small area of the 
specimen and can be almost fully automated. The FIB uses a very narrow beam of ions 
(usually gallium) to remove material and then thin the specimen to electron transparency. 
The major drawbacks to the FIB technique are gallium implantation, which can 
complicate image interpretation, and amorphization of the sample surface, which can 
degrade image quality. These problems have been alleviated by the recent development 
of FIBs that allow final milling at lower kV.  
Mechanical polishing followed by dimpling and a final polish with argon-ion 
milling (sometimes termed hand prep) can provide larger areas for imaging with varying 
thicknesses. These TEM specimens generally show less sample preparation damage than 
with FIB due to the lower milling energy. Further hand prep takes less machine time than 
FIB and is thus cheaper. However, preparation by hand takes longer overall for a high 
quality specimen and requires considerable practice and skill.  
Wedge polishing is similar to hand prep in that the specimen is mechanically 
polished and then placed in an ion mill to remove any residual damage. However, wedge-
polished samples are typically mechanically polished to electron transparency and the ion 
polish is only used for a short period of time to clean up any damage caused by the 
mechanical polishing. This approach leads to shorter preparation times and better control 
of the sample thickness. This method also requires that the sample has some structural 
rigidity because the specimen is liable to shatter when the material is to brittle. 
Sample preparation can alter the specimen considerably, as shown by the example 
in figure 2.4. These images are taken from a SnSe2/GaAs sample prepared under two 
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different ion-milling conditions and with two crystallographic orientations. Figures 2.4(a) 
and (b) compare specimens prepared in different projections. The image in (a) shows a 
high quality film, whereas the image in (b) suggests a highly defective film. This 
difference did not make physical sense, and so the specimen in (b) was further ion-milled 
and the image shown in (c) was obtained. It is evident that the TEM specimen in (b) had 
been damaged by the high-energy beams, and insufficient low kV cleaning had been done 
to remove the damaged areas and expose the underlying undamaged material. Experience 
and correlation with other methods helps to ensure that the results obtained are 
representative of as-grown specimens rather than sample preparation artefacts. It has been 
found that ion milling at liquid nitrogen temperatures can be very helpful in reducing 
these artefacts.17 
 
Figure 2.4: TEM images of SnSe2/GaAs as prepared in three ways: (a) <112> crystal direction , (b) <110> 
crystal direction, (c) <110> crystal direction with additional  low voltage and low temperature ion milling 
to ensure damage from ion milling is minimized. 
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Chapter 3 
STRUCTURAL CHARACTERIZATION OF TIN SELENIDE MATERIALS 
 
 This chapter describes characterization of tin selenide-based thin films grown 
under a variety of conditions. This work was done in collaboration with the group of Dr. 
Jacek Furdyna at University of Notre Dame. My role was microstructural 
characterization, particularly crystal structure, using electron microscopy. Major results 
from these studies have been published.1,2  
 
3.1 Introduction 
Two-dimensional (2D) materials have unique electrical and optical properties that 
differ significantly from those of the corresponding bulk materials.3 These properties 
open up many possibilities for new and exciting types of device functionalities that are 
just beginning to be explored.4 Graphene is the material most studied so far, but some 
types of electronic devices, such as field-effect transistors, cannot be fabricated with 
graphene without added complexity because it is intrinsically a zero-gap material.3 This 
drawback has led researchers to explore other 2D systems. Transition-metal 
dichalcogenides (TMDs) as well as other semiconductor chalcogenides, are among the 
2D materials which have properties that are complementary yet distinct from those of 
graphene. The TMDs are quite diverse, with properties that vary primarily with 
composition and crystal structure, and include metals, semiconductors, superconductors, 
half-metallic magnets and super-lubricants.3,5 Moreover, the band gap in 2D systems can 
be tuned using quantum confinement so that monolayer TMDs promise to be highly 
useful in optoelectronic and field-effect transistors.5 Thus, TMD materials such as MoS2 
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and WSe2 which have the 2H polytype structure, are being widely studied for possible 
device applications. For IV-VI chalcogenides, most research has focused on PbS and 
PbSe nanocrystals because their band gap can be tuned across the infared and visible 
spectrum by varying the nanocrystal size.6 
 In comparison with many other 2D chalcogenides, the tin selenide system has so 
far received very little attention. The tin selenides exist primarily in two stoichiometric 
phases, tin monoselenide (SnSe) and tin diselenide (SnSe2), and are also known to 
display many polytypes that could lead to interesting devices.7-13 SnSe, which adopts an 
orthorhombic layered structure (Pnma, Space Group #62 at room temperature), is 
reported to be a p-type semiconductor with a narrow band gap (~0.90eV indirect and 
~1.30 eV direct).7,10,14 SnSe2 has been reported to have several crystal structures, with 
different polytypes that are possibly linked to different types of conductivity.15 SnSe2 is 
intrinsically an n-type semiconductor (~1 eV indirect band gap)14,16, but it has also been 
found to show p-type conductivity15,17. Additionally, SnSe2 has a very high bulk electron 
affinity and can thus form a near-broken gap alignment with other 2D-TMDs, which hold 
special promise for interband tunneling devices.18,19   
Figure 3.1 shows the crystal structure of SnSe2, SnSe, and other important crystal 
structures for 2D materials.3,10 In general SnSe2 has been reported to crystallize in the 
CdI2 crystal structure, with each layer of Sn atoms sandwiched between two layers of 
hexagonal-close-packed Se atoms, and the adjacent Se layers connected by weak van der 
Waals interaction.7,14 The interlayer stacking has several different forms which determine 
the specific polytype of this 2D material, compare the 2H, 3R and 1T stacking 
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Figure 3.1 Crystal structure and effect of layer stacking for several 2D materials.3,10  
as shown in figure 3.1. SnSe2 grown from the melt was reported to consist only of the 
18R structure while SnSe2 grown by chemical transport resulted in 2H and 18R 
structures.20,21 It was also concluded that 2H and 18R were the most common polytypes 
of SnSe2. These 2H polytypes with CdI2 -type structure have been associated with space 
group P3m1.22 However, there is some lack of consistency in the literature regarding 
descriptions of the SnSe2 crystal structure since other workers have referred to this same 
space group in describing SnSe2 yet described the structure as 1T.16 Other papers have 
used CdI2 -type, or 2H, or 1T, or just hexagonal when describing the crystal structure of 
SnSe2. From our understanding, these different nomenclatures all refer to the same crystal 
structure with space group P3m1, which should be termed 1T. 
Most previous studies of tin selenides have been made on bulk materials or by 
using nanocrystals/nanorods, with only very limited investigations of thin films. Thin 
films of SnSe grown on rock salt were shown to adopt the underlying NaCl structure.23 
The growth of strained-layer superlattices of PbSe/SnSe was reported, in which the PbSe 
material adopted the SnSe crystal structure when the PbSe layers were thinner than about 
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3 nm.24 Another study of MBE-grown tin selenide films found that both orthorhombic 
SnSe and hexagonal (1T) SnSe2 could coexist in the same MBE-grown film with 
transitions between the phases governed by the defect structure and the local 
composition.25 The electrical and optical properties of SnSe2 in bulk as well as layer form 
were recently systematically characterized.16 Finally, exploratory studies of MBE-grown 
SnSe2 have investigated the effects of using different substrates and the possibility of 
producing in situ tunnel junctions in combination with MoTe2.26,27 
In addition to the studies mentioned above, 2D materials with ferromagnetic 
properties could potentially be highly useful for the next generation of spintronic 
devices.28,29 One possible method to achieve these goals would be to introduce magnetic 
dopants into the 2D lattice of a “parent” material.30 Several dilute magnetic 
semiconductors (DMSs)31-32 have been grown, but are generally limited by low Curie 
temperatures and cation solubilities. (Sn,Mn)Se2 is a new DMS with a high Mn 
concentration that has recently been shown to have weak ferromagnetic properties at 
room temperature and could thus be useful to the spintronic industry.29  
 This study builds on and complements the initial (Sn,Mn)Se2 studies. The first 
part investigates the growth conditions needed to produce high quality SnSe2 while the 
second part investigates the crystal structure of the (Sn,Mn)Se system as a function of Mn 
concentration. 
 
3.2 Experimental Details 
 The tin selenide thin films were grown on GaAs (111)B substrates using a dual-
chamber Riber-32 MBE system. The growth sequences were as follows: First, epi-ready 
substrates were deoxidized by heating to 600 °C in the III–V MBE chamber, and 60-nm-
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thick GaAs buffer layers were then deposited. The samples were subsequently transferred 
via an ultrahigh-vacuum load-lock system to a second chamber for tin selenide 
deposition. The substrates were immediately selenated by exposure to Se2 flux for 15 min 
at 600 °C, and the RHEED patterns were observed to become streaky. The substrates 
were then cooled in the presence of Se flux to 150 °C, and growth of the SnSe(x) or 
(Snx,Mny)Sez films was initiated. The growth was then performed at a substrate 
temperature of ~150 °C, using specific Se:Sn flux ratios. The reason for choosing the 
temperature growth of 150 °C was based on the following criteria. Low growth 
temperatures (<~120 °C) led to the formation of amorphous selenium. Conversely, a 
spotty RHEED pattern, indicative of 3D growth, was observed at temperatures higher 
than 160 °C. Thus, the substrate temperature was kept as high as possible, but below the 
temperature where 3D growth was initiated. Finally, a protective capping layer was 
deposited. The growth processes in each chamber was monitored in situ using reflection-
high-energy electron diffraction (RHEED). Four growths were carried out for the first 
project using Se:Sn flux ratios of 3:1, 4.6:1, 10:1, and 40:1, and the corresponding growth 
rates were 115 s/ML, 36.8 s/ML, 38.4 s/ML, and 37.0 s/ML. Nine growths were carried 
out for the second project using different effusion cell temperatures for the manganese 
(TMn): Mn Shutter Closed=SnSe2, 600°C, 630°C, 670°C, 690°C, 710°C, 730°C, 760°C, 
and Sn Shutter Closed= MnSe.  
The materials were characterized ex situ by high-resolution x-ray diffraction (HR-
XRD), atomic force microscopy (AFM), and transmission electron microscopy (TEM). 
Cross-section samples suitable for TEM observation were made using standard 
mechanical polishing and argon-ion-milling techniques with the samples held at liquid-
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nitrogen temperature to minimize artefacts caused by ion-beam damage.33 Further 
samples were prepared in an FEI-Helios focused-ion-beam (FIB) system. Identical results 
were obtained, independent of the thinning technique. The TEM observations and 
energy-dispersive X-ray spectroscopy (EDS) were carried out with a Philips-FEI CM200 
FEG TEM, JEOL 2010F FEG TEM, FEI Titan 80-300 TEM, and FEI Themis TEM. 
Diffractograms (i.e., Fourier transforms) of high-resolution electron micrographs were 
used to measure lattice-fringe spacings and to distinguish between the monoselenide and 
diselenide phases. 
 
3.3 Growth of SnSex 
 Figure 3.2 compares RHEED patterns for samples grown with Se:Sn flux ratios of 
3:1 and 40:1 taken in orthogonal [110] and [112] directions of the GaAs (111) buffer 
layer. After deposition of tin and selenium for 2 min, a streaky RHEED pattern became 
visible for all samples, as shown in figure 3.2, indicating formation of a reasonably flat 
surface. Two types of RHEED pattern were observed, depending on the Se:Sn flux ratio. 
The sample with the higher Se:Sn flux ratio yielded an unreconstructed pattern with 
distinctly different features observed for the GaAs [110] and [112] directions. This 
feature was attributed to the hexagonal symmetry of the surface. On the other hand, a low 
Se:Sn flux ratio (<4.6) yielded a complex RHEED pattern that was the same for both 
GaAs [110] and [112] directions. This behavior is attributed to the coexistence of two 
rotated RHEED patterns, indicating the formation of multigrain structures. 
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Figure 3.3: RHEED intensity of the specular 
point vs. growth time observed for different 
Se:Sn flux ratios.1 
Figure 3.2: RHEED patterns observed for two specific orientations of GaAs (111) substrate during MBE 
growth of tin selenides compounds. Left panels: GaAs (111) surface; center panels: multigrain growth 
mode (which, based on XRD measurements, we assume to be dominated by SnSe); right panels: single 
phase growth mode (ascribed to SnSe2). Se:Sn ratios are indicated at the upper right of the panels).1 
 At the beginning of growth, clear RHEED oscillations of the specular spot were 
observed, with each oscillation corresponding to the growth of a single monolayer, 
indicating that the growth of the selenide 
films was initiated in a layer-by-layer 
mode. Figure 3.3 compares RHEED 
oscillations observed for growth with 
different Se:Sn flux ratios. For Se:Sn 
ratios larger than 4.6:1, the period of the 
oscillations was essentially the same, 
indicating that the growth rate in this case 
was directly controlled by the Sn flux. On 
the other hand, the period of the oscillations 
Se:Sn=3:1 Se:Sn=40:1 
GaAs [211] 
[011] 
51 
 
Figure 3.4: HRXRD data obtained for tin selenide films grown on GaAs (111)B substrates by MBE. It 
is clear that SnSe tends to form when the Se flux is weak, while conditions for formation of SnSe2 are 
favorable in the presence of strong Se flux.1 
 
for low Se:Sn flux ratios became considerably longer (e.g., for Se:Sn=3:1, the period was 
115 s), indicating that the growth rate in that range was limited by the Se flux.  
Figure 3.4 shows HR-XRD patterns obtained from films grown with two different 
Se:Sn flux ratios. For the film grown with a Se:Sn ratio of 3:1, only reflections from 
{200}-type lattice planes of SnSe are visible. For the film grown with Se:Sn ratio of 40:1, 
only reflections from {001}-type lattice planes of SnSe2 are observed, which also 
indicates highly pronounced c-axis growth of the film. Layer thicknesses calculated from 
the XRD data give lattice parameter values d=11.72±0.13 Å for SnSe and d=6.16±0.01 Å 
52 
 
for SnSe2, respectively. These numbers are close to the published values of a=11.49 Å for 
bulk SnSe, and c=6.14 Å for bulk SnSe2.10,34-35 
Cross-section electron 
micrographs of the ~30-nm-thick tin 
selenide films generally showed flat 
selenide/GaAs interfaces and relatively 
flat top surfaces, while improved 
crystallinity was apparent for the 
samples grown with higher Se:Sn flux 
ratios. Observations at higher 
magnification provided more detailed 
information about the crystal structure, 
as well as indicating the presence of 
structural defects. As an example, figure 
3.5 shows two different areas of the tin 
selenide thin film grown with the flux 
ratio Se:Sn=3:1, which was the lowest 
flux ratio used in this study. Both images were recorded with the GaAs substrate oriented 
in the [ ] projection. Overall, the film showed reasonable crystallinity and the 
structure was consistent with layer-by-layer growth. However, a high density of 
horizontal stacking faults and dislocations was visible, and the film appeared to have 
several layers of differing thickness. Figure 3.5(a) shows two distinctive layers. The 
bottom part of the film has a layer that can be identified by digital diffractograms 
011
Figure 3.5: High-resolution electron micrographs of tin 
selenide thin film grown with flux ratio of Se:Sn=3:1: 
(a) region of sample with both SnSe and SnSe2 phases 
present; (b) highly defective crystal with many stacking 
faults resulting in what almost appears like three ill-
defined layers. The substrate projection is GaAs [ ] 
for both images. 
011
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(described later) as SnSe oriented along the [011] direction, while the upper layer is 
identified as SnSe2 oriented in the [
] direction. Figure 3.5(b) shows an area 
that consists primarily of SnSe with many 
stacking defects. Regions of SnSe2 were 
also identified in this sample, although 
SnSe was the predominant selenide phase 
that was present. 
Figure 3.6 shows electron 
micrographs taken from different areas of 
the film grown with Se:Sn=4.6:1 flux 
ratio, where the electron beam is oriented 
along the [ ] crystal direction of the 
GaAs substrate in both cases. The film 
here consists entirely of hexagonal SnSe2, 
and it has the epitaxial relationship of [
]SnSe2//[ ]GaAs. The material 
also displays a considerable density of 
horizontal stacking faults and has a thin 
layer of interfacial defects. The partially 
crystalline layer visible at the top of the selenide film is the GaAs capping layer. 
1010
011
0112 011
Figure 3.6: High-resolution electron micrographs of the 
SnSe2 thin film grown with flux ratio of Se:Sn=4.6:1: 
(a) partially defective single crystal; (b) grain boundary 
between two crystals. The crystal projections are SnSe2 
[ ] and GaAs [ ] for both images. 0112 011
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Figure 3.7 shows electron 
micrographs of the tin selenide film 
grown with the flux ratio of 
Se:Sn=10:1, as viewed in the two 
orthogonal directions identified as [
] and [ ] for hexagonal 
SnSe2. The overall high quality of the 
SnSe2 crystal lattice is readily 
apparent. It is interesting that the 
SnSe2 lattice is observed to be tilted 
by ~0.5° with respect to the substrate, 
as found by comparing the angular 
alignment of spots in the 
diffractogram corresponding to the 
substrate and the film. Fewer defects 
are present in this sample compared 
with the samples grown with lower 
flux ratios, indicating that the crystal 
quality of SnSe2 grown on the GaAs 
(111)B substrate improved when the Se2 flux during growth was increased to 
Sn:Se=10:1. However, as shown and discussed further below, the density of structural 
defects was variable from place to place across the film. 
1010 0112
Figure 3.7: High-resolution electron micrographs of the 
SnSe2 thin film grown with flux ratio of Se:Sn=10:1, 
shown in two orthogonal directions: (a) SnSe2 [ ] 
and GaAs [ ]; (b) SnSe2 [ ] and GaAs [ ]. 
0112
011 1010 211
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Figure 3.8 shows further 
electron micrographs of the tin 
selenide film grown with Se:Sn=10:1 
flux ratio: these correspond to the [
] GaAs and [ ] SnSe2 
crystal projections. Misfit dislocations, 
stacking faults, and grain boundaries 
are visible at different locations. 
Figure 3.8(a) shows a large single 
crystal grain with relatively few 
dislocations or stacking faults. Similar 
to the previous examples, a thin layer 
is visible near the interface where 
most of the misfit dislocations are 
confined. Figure 3.8(b) clearly shows 
a stacking fault and a grain boundary, 
and there is a small area in the image 
where two grains seem to overlap 
along the viewing direction. The left side of the image shows an area of SnSe2 oriented in 
the [ ] projection, while the right side of the image shows an area identified as 
SnSe2 oriented in the [ ] projection. Figure 3.8(c) shows a complete grain of SnSe2, 
which is considerably smaller than most that are visible in the film. The top surface also 
011 0112
1010
0112
Figure 3.8: High-resolution electron micrographs of the 
SnSe2 thin film grown with flux ratio of Se:Sn=10:1 
displaying regions of different crystal quality: (a) single 
phase crystal, (b) partially defective single crystal with a 
grain boundary on the left; (c) unusual narrow grain. 
The crystal projections are primarily SnSe2 [ ] 
and GaAs [ ] for all images. 
0112
011
56 
 
has noticeable grooves at the grain 
boundaries. The overall topography of 
this film suggests columnar growth. 
Figure 3.9 shows electron 
micrographs taken in two orthogonal 
directions, namely [ ] and [
], for the tin selenide film grown with 
the highest selenium to tin flux ratio 
used in this study (Se:Sn=40:1). A high 
quality SnSe2 crystal with minimal 
defects is observed with lattice planes 
that are again found to be tilted by 
~0.5° with respect to the substrate 
surface. The growth defects here are 
mainly confined to a region within a 
few nanometers of the GaAs substrate 
surface, most likely due to the lattice 
mismatch between GaAs and SnSe2. The threading defect visible within the bulk of the 
film (arrowed) can be traced back down to the termination of an extra GaAs monolayer 
step at the interface, again suggesting the occurence of columnar growth. 
Figure 3.10 presents two EDXS spectra from the two tin selenide phases observed 
in this study. Figure 3.10(a) shows the spectrum from the orthorhombic phase of SnSe 
observed in the selenide film grown with Se:Sn=3:1. The relative heights of the Sn-L and 
1010 0112
Figure 3.9: High-resolution electron micrographs of the 
SnSe2 thin films grown with flux ratio of Se:Sn=40:1, 
shown in two orthogonal directions: (a) SnSe2 [ ] 
and GaAs [ ]; (b) SnSe2 [ ] and GaAs [
]. 
0112
011 1010
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the Se-K peaks (arrowed) should be 
noted. For comparison, figure 3.10(b) 
shows the spectrum from the 
hexagonal selenide film grown with 
Se:Sn=40:1, and the relative peak 
heights have changed, reflecting the 
different composition. The relative 
intensities of the Sn-L and Sn-K peaks 
arrowed in the two spectra reinforce 
that the orthorhombic film grown with 
Se:Sn=3:1 is SnSe whereas the 
selenide film grown with Se:Sn=40:1 
is SnSe2. 
The crystal structure of the two 
different films was confirmed by measuring spots that are visible in diffractograms 
(FFTs) of the high-resolution electron micrographs, using the lattice spacings of the 
GaAs substrate for internal calibration purposes. Examples of diffractograms for the two 
tin selenide phases observed in this study are shown in figure 3.11, and the lattice 
parameters calculated from these diffractograms are summarized in table 3.1. The 
diffraction spots in figure 3.11(a) and (b) are consistent with [011] and [012] diffraction 
patterns, respectively, for the Pnma Space Group using the published SnSe lattice 
parameters.10 The diffraction spots in figure 11(c) and (d) are consistent with [ ] 
and [ ] diffraction patterns, respectively, for the Space Group when the 
0112
1010 m13P
Figure 3.10: Energy-dispersive x-ray spectra recorded 
for: (a) orthorhombic tin selenide film grown with 
Se:Sn = 3:1 and (b) hexagonal tin selenide film grown 
with Se:Sn = 40:1. Arrows indicate peaks for Sn-L(left) 
and Se-K (right), respectively. 
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published lattice parameters for SnSe2 
are used.34,35 Based on the 
diffractograms in figure 3.11(a) and (b), 
the lattice parameters for the SnSe 
region of the film grown with 
Se:Sn=3:1 were calculated to be a=11.7 
Å, b=4.61 Å, and c=3.80 Å, which 
compare quite closely with the 
published values of a=11.49 Å, b=4.44 
Å, and c=4.135 Å.10 The discrepancy in 
the b and c lattice parameters is 
possibly due to the limited region of the 
sample present in the electron micrograph. The lattice parameters for the tin selenide film 
grown with Se:Sn=40:1 were calculated to be a=3.84 Å and c=6.14 Å, which compare 
closely with the published values of a=3.810 Å and c=6.140 Å.34-35 
Figure 3.11: Diffractograms (i.e., fast Fourier 
transforms) of high-resolution electron micrographs of 
tin selenide films. (a) and (b) correspond to [011] and 
[012], respectively, of Space Group Pnma, as measured 
for the film grown with Se:Sn = 3:1. (c) and (d) 
correspond to  along orthogonal, [ ] and 
[ ] projections, respectively, as measured for 
film grown with Se:Sn = 40:1. 
m13P 0112
1010
Table 3.1: Lattice parameters for the tin selenide phases as calculated from the digital 
diffractograms of the HRTEM images and their corresponding values found in 
literature. 
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The agreement of the measured lattice parameters with those published elsewhere 
suggests that the tin selenide films grow unstrained despite having large lattice mismatch 
with the substrate. The GaAs (111) surface shares the six-fold symmetry of the [0001] 
planes of the structure, which results in the hexagonal selenide film growth 
direction also being [0001]. Moreover, the tin selenide films display the common epitaxy 
relationships of orthorhombic//GaAs=[011]//[ ] and hexagonal//GaAs=[ ]// 
[ ]. However, some areas of the hexagonal selenide film were found with [ ]// 
[ ], and the orthorhombic selenide film was ordered in the growth direction but not 
aligned to a (low-order) zone axis in the other directions. 
 
3.4 Growth of (SnxMny)Sez 
 The addition of manganese to the tin selenide system creates an interesting 
structural transformation, as detailed in reference 2. As shown in figure 3.1 SnSe2 has a 
1T (hexagonal) crystal structure with Se-Sn-Se layers bonded together by weak Van der 
Waals forces. MnSe has a rocksalt crystal structure. In addition both materials have other 
polytypes. The ternary compound SnxMnySez would naturally be assumed to have a 
crystal structure somewhere between the two end points if growth is reasonably 
controlled. XRD characterization of the SnxMnySez films is shown in figure 3.12. 
Samples grown with Mn effusion cell temperatures below 630℃ appear to line up with 
SnSe2 peaks, whereas the XRD peaks shift towards the positions associated with MnSe 
for samples grown at higher temperatures. All samples, except MnSe, have the SnSe2 003 
peak which suggests there is some resemblance of the SnSe2 phase present for all ranges 
m13P
011 0112
011 1010
011
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of Mn concentration. Due to the closeness of the peaks, it is easy to see how hard it is too 
distinguish these crystal structures utilizing this method. 
Figure 3.13 shows TEM micrographs for five ranges of Mn concentrations: 
0=SnSe2, Low <10%, Medium 10% to 17%, High >17%, and 50%=MnSe. These 
concentrations were calculated by EDX and correspond to a percent of all of the atoms 
present in the ternary alloy. The samples above corresponding to these ranges are SnSe2, 
600℃ - 630℃, 670℃ - 690℃, 710℃ - 760℃, and MnSe. Images 3.13 c,d,i, and j are 
Figure 3.12 XRD patterns of the SnSe2, (Sn,Mn)Se and MnSe films grown at Mn effusion cell temperatures 
indicated in the figure. Yellow band is a guide for the eye to indicate the transformation of layer spacing.2 
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taken from reference 2. It is evident from viewing these images that the crystal structure 
changes across these samples. The diffractograms in Figs. 3.13 b and d are similar, 
showing that for low Mn concentrations the crystal structure is likely still that of SnSe2.  
                        However, for 
Figure 3.13: TEM micrographs in 
the [110] projection of the GaAs 
substrates for five Mn 
concentrations. (a,b) SnSe2 (c,d)2 
<10%, (e,f) TMn=690℃, (g,h) 
TMn=710℃, (i,j) 2 MnSe 
62 
 
However for both medium and high Mn concentrations the crystal structure has obviously 
changed, with a hexagonal symmetry, similar to MnSe when viewed from this direction, 
however with a doubling of the lattice constant, as shown by the extra spots in all 
directions. The MnSe pattern for this zone axis is shown at the bottom. 
 Figure 3.14 shows 
TEM micrographs for three 
ranges of Mn concentrations: 
0=SnSe2, Medium 10% to 
17%, and High >17% in the 
orthogonal direction. While the 
pattern appears similar for the 
Mn samples and the pure 
SnSe2, there are changes in the 
spacings. Particularly, once 
again there is a doubling of the 
lattice constant for the Mn 
samples. These findings agree 
with the earlier images and 
suggest that there is a change 
in crystal structure for the higher Mn 
concentrations, including a lattice-doubling. 
Figure 3.14: TEM micrographs in the 
[112] projection of the GaAs substrates 
for three Mn concentrations. (a,b) SnSe2 
(c,d) TMn=670℃, (e,f) TMn=710℃ 
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 Figure 3.15 shows proposed models illustrating the structural progression of these 
samples with increasing Mn concentration. Figure 3.15(a) represents pure SnSe2. At low 
concentrations, Mn ions simply substitute for Sn (Fig. 3.15(b)). As the Mn flux during 
MBE growth is increased, some Mn ions also enter spaces between the 2D layers, as 
indicated in Fig. 3.15(c). It appears that Mn ions prefer intercalation in the VdW spaces, 
so that the 2D layered character is preserved in this structure, even for Mn content as high 
Figure 3.15: Suggested 
structure evolution of 
(Sn,Mn)Se system 
from 2D to 3D with 
increasing Mn 
concentration: (a) 
SnSe2, (b-e) 
(Sn,Mn)Se with 
increasing Mn at.%, 
and (f) MnSe. 
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as 22 at. %. As the Mn concentration is further increased, however, the system as a whole 
gradually acquires the rock-salt structure (see Figs. 3.15(d) and 3.15(e)), leading to the 
pure MnSe rock-salt structure shown in Fig. 3.15(f). The evidence for and limitations of 
this model are discussed below. 
 EDS, HAADF, and photo-emission spectra of these films were acquired as shown 
in reference 2. The EDS for the low concentration sample shows that the Mn distribution 
is quite scattered, although it is mainly located on the Sn peaks, thus suggesting that Mn 
is mainly substitutional at low concentration levels. For higher Mn concentration levels, 
HAADF images confirm there is a new intensity peak corresponding to atoms between 
the Se planes. Moreover, the intensity levels of the metal sublattice (Sn or Mn) alternate 
between bright and dark suggesting that there is a difference in composition on these 
planes, which would explain the extra ordering in the growth direction. The extra 
ordering in the lateral direction is proposed to originate from Mn vacancy ordering in the 
Van der Waals gap. Mn in this position would have an ionization of 2+, while Mn that is 
substitutional for Sn would have an ionization of 4+. Thus, it is encouraging that Mn has 
both the 4+ and 2+ ionization values according to photo-emission spectra for 
TMn=710℃. However, TMn=690℃, which also has extra spots present in the 
diffractograms, only has Mn 4+ ionization values.   
EDS line scans of three samples, as shown in figure 3.16, further indicate unusual 
behavior for the sample grown at TMn=670℃. The Mn profile shows that there is excess 
Mn present near the film surface, whereas Mn is uniformly distributed across the film for 
the other two samples. Further studies are necessary to determine whether these 
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anomalous results are because of poor control of sample growth or due to natural Mn 
segregation for this particular concentration. 
 
3.5 Conclusions 
This study has shown that the crystal quality and composition of tin selenide thin 
films grown by molecular beam epitaxy on GaAs (111)B substrates depend strongly on 
the Se:Sn flux ratio. Low flux ratios (Se:Sn = 3:1) led to defective films consisting 
primarily of SnSe, whereas high flux ratios (Se:Sn ≥ 10:1) gave higher quality, single-
phase SnSe2. The structure of the monoselenide films was consistent with the Space 
Group Pnma with the epitaxial growth relationship of [011]SnSe //[110]GaAs , while the 
diselenide films were consistent with the Space Group P3m1, and had the epitaxial 
growth relationship [2110]SnSe2 //[110]GaAs. As the flux ratio was increased, the presence 
of SnSe rapidly diminished. Furthermore, the crystal quality of the SnSe2 continued to 
Figure 3.16: EDS line scans for (SnMn)Se2 films with different Mn concentrations. 
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improve with increasing Se2 flux intensity, with decreasing concentrations of misfit 
dislocations. 
 A change in crystal structure was apparent for (Snx,Mny)Sez growth with higher 
Mn concentrations. Based on EDS and HAADF data, a structural model as a function of 
Mn was proposed and shown to mostly agree. Ongoing questions about the exact nature 
of the lateral ordering are left open to future studies. The model proposed here could 
explain why earlier reports showed weak ferromagnetic signatures for samples grown 
with TMn in the range 670℃-740℃.  
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Chapter 4 
     STRUCTURAL AND CHEMICAL CHARACTERIZATION OF 
II-VI/III-V HETEROSTRUCTURES AND HETEROVALENT INTERFACES 
 
 This chapter describes investigations of II-VI/III-V heterostructures and 
heterovalent interfaces involving lattice-matched ZnSe/GaAs, ZnTe/GaSb, and 
CdTe/InSb. This work was done in collaboration with the group of Professor Yong-Hang 
Zhang at Arizona State University. My role in this work was microstructural 
characterization of the various films and interfaces using a wide range of electron 
microscopy techniques. Major results from these studies are in the process of being 
published.1,2 
 
4.1 Introduction 
The invention of semiconductor heterostructures and superlattices has enabled the 
discovery of novel low-dimensional phenomena such as quantum confinement, Bloch 
oscillations, and the fractional quantum Hall effect, in turn leading to technological 
breakthroughs in areas as diverse as light-emitting diodes (LEDs), quantum cascade 
lasers (QCLs), and quantum-well infrared photodetectors (QWIPs).3 Remarkably, all of 
these developments were based on structures having isovalent interfaces, such as II-VI/II-
VI (e.g., CdTe/HgTe), III-V/III-V (e.g., GaAs/AlAs), or IV/IV (Si/Ge). Further 
developments should become possible with materials involving heterovalent II-VI/III-V 
interfaces.4-7 For example, carrier mobilities, band offsets, and refractive-index contrast 
in these heterovalent structures can reach values unobtainable with conventional isovalent 
heterostructures alone. Potential applications of these heterovalent structures include spin 
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filters in spintronics, visible emitters in optoelectronics, spin transistors, monolithic 
multifunctional integration, multiband photodetectors, and ultrahigh-efficiency 
multijunction solar cells.8-10  However, suitable growth methods will be needed in order 
to reduce structural defects.1-2,11-12 Otherwise, the effects of interface bonding and the 
need for significantly different growth conditions for the separate II-VI and III-V layers 
could negate these opportunities. 
Figure 4.1 shows the lattice constant and valency for many prominent 
semiconductors.13 To minimize the formation of misfit dislocations at the interface, 
materials should be grown with similar lattice constants and similar crystal structure to 
the underlying material. Figure 4.1 shows several regions with materials that have similar 
Figure 4.1: Plot of semiconductor materials as a function of lattice constant and band-gap energy. Colors 
indicate the groups for the semiconductors.13 
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lattice constants. These can be separated into three groups, i) 5.65-Å materials based on 
GaAs, ii) 6.1-Å materials based on GaSb and InAs, and iii) 6.5-Å materials based on 
InSb. Epitaxial growth of these heterovalent structures must consider crystal structure, 
thermal expansion coefficient, diffusion, and lattice mismatch. Table 4.1 includes more 
information for several of the 6.1-Å class of materials. Importantly, they have similar 
thermal expansion coefficients, which should help to mitigate formation of defects during 
post-growth cooling. Moreover, all of these materials have direct band gaps, which is 
essential for optoelectronic devices.  
It would clearly be beneficial to combine materials from different groups in order 
to access a wider range of bandgaps, although there will be a valence mismatch at the 
interface that must be accommodated. Density-functional theory calculations have 
suggested that atomically abrupt interfaces are thermodynamically unstable.14 Other 
studies have reported empirical evidence for interfacial intermixing, frequently 
interspersed with vacancy defects.15-18 The atomic arrangement and elemental 
composition profiles at these interfaces is an important topic for further research. 
The quality of the epitaxial films grown above these interfaces has also been 
studied. Stacking faults nucleating at the II-VI/III-V interface and extending through the 
II-VI epilayer are reported to be the main type of growth defect.19-22 The density of these 
defects is controlled by the conditions under which the II-VI/III-V interface is initiated, 
Table 4.1: Crystallographic data for several 6.1-Å class of materials. 
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and varying these conditions is reported to affect the defect density by three orders of 
magnitude.19 For example, in the specific case of ZnSe/GaAs (001) heterostructures, 
measurements of etch pit densities suggested that stacking fault densities below 104 /cm2 
were obtainable for optimized interface treatment and growth conditions.19 
 II-VI materials typically have optimal growth temperatures well below those of 
the corresponding lattice-matched III-V materials, as shown in Table 4.2. Thus, III-V 
growth on II-VI materials presents additional challenges, which include possible non-
stoichiometry of surface roughness as well as potential poisoning (unintentional doping) 
during the III-V growth. A temperature ramp was previously used to overcome this 
problem in the case of GaSb growth on ZnTe buffer layers, enabling thick, high quality 
GaSb layers to be grown.23 Thinner quantum wells and superlattice structures are more 
challenging to grow since temperature ramps are not feasible in these situations.  
In this study, several II-VI/III-V lattice-matched heterostructures grown using 
molecular beam epitaxy (MBE) have been investigated. These include II-VI materials 
grown on III-V substrates, III-V materials grown on II-VI buffer layers, and thick and 
thin multilayered structures. This study reports a microstructural investigation of these 
epitaxial systems primarily using electron microscopy. Results are separated into two 
Table 4.2: MBE optimal growth and desorption temperatures for several 6.1-Å materials.  
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categories: i) characterization of the film quality as a function of growth, and ii) 
characterization of the highest quality as-grown interfaces. 
4.2. Experimental Methods 
 The samples were grown on III-V [001] substrates in either of two VG-V80 
molecular beam epitaxy systems. These were a dual-chamber VG-V80 MBE system with 
separate III-V and II-VI growth chambers to reduce cross contamination, and a single-
chamber VG-V80 MBE system equipped with Ga, In, As, Sb, Cd, Zn, Te, and Se 
effusion cells in the growth chamber, which allowed for better control of the growth 
conditions at the heterovalent interface.1 Flux ratios were measured using a retractable 
ion gauge to relate the beam equivalent pressure to the cell temperatures and valve 
positions. The V/III flux ratio was calibrated using the change in the surface 
reconstruction observed by reflection-high-energy electron diffraction (RHEED) to locate 
the 1:1 stoichiometry point at the growth temperature of the buffer layer. The VI/II ratio 
was determined using RHEED oscillations with a constant Zn cell temperature to find the 
point at which the growth rate became Zn-limited. Substrate temperatures were measured 
using an optical pyrometer, and extrapolation of the thermocouple/pyrometer results were 
used for temperatures below 300 °C.  
 These films were characterized by x-ray diffraction (XRD), photoluminescence 
(PL), and transmission electron microscopy. XRD was performed using Cu K-α1 
radiation. PL spectra were recorded with a SPEX 1404 double-grating spectrometer with 
a photomultiplier tube detector for the ZnSe/GaAs samples, and a Nicolet Magna-IR 760 
Fourier Transform Infrared Spectrometer for the ZnTe/GaSb samples. TEM cross-section 
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samples were prepared by standard mechanical polishing followed by low-keV argon-ion 
milling with the sample held at liquid-nitrogen temperature to minimize ion-induced-
damage artifacts.24 The TEM observations were primarily carried out with a Philips-FEI 
CM200 FEG TEM and a JEOL 2010F FEG TEM, both operated at 200 keV. One sample 
was also characterized with a FEI Titan G2 60-300 TEM operated at 300keV.  
4.3 Results and Discussion 
4.3.1 II-VI Materials Grown on III-V Substrates 
 
Figure 4.2: ZnTe/GaSb heterostructures as a function of initial surface treatment.  
 Interface initiation is critical for heterovalent systems in determining the quality 
of the resultant films and interfaces. Figure 4.2 shows examples of this important step for 
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two separate ZnTe films grown on GaSb (001) substrates following different surface 
treatments, as illustrated on the left. The films were exposed to either 10 seconds of Te 
flux or 10 seconds of Zn flux. Following this pre-exposure, the ZnTe films were grown 
using standard growth conditions. The XRD spectra and cross-section TEM images 
shown on the right depict the resultant film quality. The ZnTe film grown after pre-
exposure to Te flux is highly defective from the interface at the bottom all the way to the 
top surface, as shown in the upper image. In comparison, the corresponding ZnTe film 
grown after pre-exposure to Zn flux appears to be defect-free. The XRD insets further 
confirm these results. The red curve is the theoretical curve for ZnTe grown on GaSb, 
while the blue curve shows the experimental results. For the case of the Zn pre-exposure, 
the experimental plot matches closely with the theoretical prediction, whereas the 
theoretical and experimental plots do not match for the case of Te pre-exposure. These 
results indicate that the ZnTe film is highly defective for Te pre-exposure, thus 
confirming the importance of the initial pre-treatment of the heterovalent interface.  
 Figure 4.3 shows another example of II-VI growth on a III-V substrate. Here, a 
prototype CdTe/MgCdTe HEMT is grown with InSb (001) substrate. The very high 
quality of the material is readily apparent from the absence of defects visible in the TEM 
images, and can also be inferred from the shape of the PL and XRD curves. The 
CdTe/InSb interface has been well studied by our collaborators and previous students in 
our group, and the results have been published.25 Importantly, they show a slight 
contraction of the dumbbell spacing at the interface. These examples indicate that high 
quality II-VI materials can be grown on III-V substrates. The important issues of the 
structure and composition at the interface are left for future studies. 
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Figure 4.3: CdTe/MgCdTe/CdTe/InSb heterostructure showing high quality crystal.  
4.3.2 III-V Materials Grown on II-VI Buffer Layers 
4.3.2.1 Dual Chamber MBE Growth 
Once growth of the II-VI material on III-V substrate has been optimized, then 
growth of additional layer(s) of III-V and II-VI materials can be refined. Characterization 
of several different heterostructures is described in the following sections. 
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Growth of III-V layers at lower than optimum temperature with migration-
enhanced epitaxy is a strategy that can be employed to assist with the desorption 
challenge. ZnSe/GaAs, ZnTe/GaSb, and CdSe/InAs heterostructures were grown using 
this approach, and TEM cross-section images are shown in Figure 4.4. The resultant film 
quality appears to be a function of the material system. This is partly due to the level of 
growth refinement for the different systems. Of the three materials systems, growth 
parameters have been refined the most for the ZnTe/GaSb system and the least for 
CdSe/InAs. Despite this variable level of refinement, interesting trends and similarities 
appear which help in understanding III-V growth on II-VI buffer layers. All three III-V 
quantum wells (QWs) were grown at lower than optimum growth temperatures. For 
ZnSe/GaAs and CdSe/InAs, the interfaces appear flat, whereas the InAsSb QW is non-
uniform in thickness. This difference is attributed to 3D island growth occuring as a 
result of the lower growth temperature. The ZnTe/GaSb heterostructures are almost 
Figure 4.4: TEM micrographs showing III-V materials grown on II-VI buffer layers. GaAs/ZnSe 
(left), InAsSb/ZnTe (middle), InAs/CdSe (right). 
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defect-free, as apparent from the absence of stacking faults and dislocations, but the 
ZnSe/GaAs and CdSe/InAs heterostructures display a considerable density of stacking 
faults in the II-VI material.   
Thicker samples were also grown and similar trends were observed, as shown in 
 Thicker samples were also grown and similar trends were observed, as shown in 
figure 4.5. A ZnTe/InAsSb/ZnTe/GaSb heterostructure, with the nominal thickness of the 
Figure 4.5: TEM micrographs showing thick III-V materials grown on II-VI buffer layers. 
InAsSb/ZnTe (left), GaAs/ZnSe (right) 
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InAsSb layer increased to 1000 nm, is shown on the left. While the InAsSb appears much 
more uniform in thickness than the thin quantum wells, the top surface is still not flat, as 
clearly visible in the top left image. Similar to the thinner QW structures, the bottom 
layer is flat and the material is almost defect-free. The rotation of the layer direction in 
the bottom image is due to imaging conditions in the microscope and does not represent 
the sample orientation. The ZnSe/GaAs heterostructure also showed similar trends to the 
smaller QW, as shown by the images on the right. The interfaces are once again flat, and 
some stacking faults are visible in the II-VI material.  
These results confirm that high quality II-VI material can be epitaxially grown on 
III-V materials using a dual-chamber system. When the corresponding III-V material is 
then grown on II-VI material, additional challenges must be considered, which partially 
depend upon growth temperature and the specific material. Growth of these systems in a 
single- chamber MBE system provides additional control over fluxes and can potentially 
mitigate some of these problems. For example, during initiation of III-V growth, II-VI 
flux could be provided to accommodate desorption. Samples grown in the new single-
chamber system are discussed in the following. 
4.3.2.2 Growth in Single-Chamber MBE 
Figure 4.6 illustrates the importance of the substrate temperature during MBE 
growth for these systems. In this example a GaAs/ZnSe/GaAs heterostructure was grown 
utilizing T=280℃ for ZnSe growth and T=600℃ for GaAs growth. Clearly the higher 
growth temperature was too hot, creating a large number of defects as well as causing 
interdiffusion. It is apparent that an optimal temperature must be established that is high 
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enough to promote surface migration and high quality growth, yet low enough to prevent 
interdiffusion. A systematic test was performed to determine these temperatures for the 
case of ZnSe/GaAs.  
 Surface reconstructions for the ZnSe/GaAs heterostructures were monitored by 
RHEED to determine when the - c(2x2) -  Zn-terminated surface was lost due to Zn 
desorption. The RHEED changed to a (1x1) reconstruction at around 530°C 
thermocouple temperature and with Zn overpressure, suggesting that growth of the GaAs 
layer must be initiated below this temperature to retain the Zn-As interface. At 
temperatures above 450°C, the RHEED pattern changed from a streaky 2x1 pattern with 
As overpressure to a spotty pattern immediately after opening the Ga shutter, suggesting 
that the epilayer quality was reduced by incorrect interface bonds and not caused by the 
low temperature. The surface reconstruction may shift back to a streaky RHEED pattern 
Figure 4.6: TEM micrograph showing ZnSe/GaAs heterostructure grown in a single-
chamber MBE at T=600°C for GaAs and T=280°C for ZnSe. 
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Figure 4.7: TEM, XRD, and PL characterization of ZnSe/GaAs heterostructure grown in single-chamber 
MBE, as described in the text. 
after a couple hundred nanometers of GaAs growth when the substrate temperature is low 
enough to retain a stable ZnSe layer. However, QW structures require more precise 
control of the interface to minimize the surface recombination velocity. Even with a few 
monolayers of GaAs deposited on ZnSe, growth of the GaAs layer needs to be initiated at 
or below 450°C in order to avoid any intermixing between the GaAs and ZnSe that would 
completely destroy the material quality.   
 High quality GaAs layers on ZnSe were achieved by reducing the substrate  
temperature to around 125°C according to the thermocouple readout before applying 30 
seconds of As flux. This step was followed by deposition of two monolayers of Ga on top 
of the As layer, which resulted in a low-quality film that could then be annealed at 400°C 
under As overpressure to regain a streaky surface reconstruction. Once the GaAs surface 
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reconstruction was obtained, growth of a thin, high quality GaAs layer was achieved at a 
substrate temperature of around 440°C. Figure 4.7 shows a sample grown by this method. 
The XRD pattern indicates high quality material. The broadness of the PL emission peak 
can most likely be attributed to the reduced growth temperature and the slow growth rate, 
which would increase the incorporation of surface contaminants, most likely, residual Zn 
and Se resulting from growth of the ZnSe buffer layer. Moreover, no change in the PL 
spectrum was observed as the pump wavelength was varied, suggesting that the 
heterovalent interface recombination was insignificant compared to point defect 
incorporation in the low-temperature III-V material. Interestingly, the TEM cross-section 
images still showed stacking faults, despite the better optical properties apparent from the 
PL studies.  
 
 
 
 
 
 
 
 
Figure 4.8: TEM micrographs showing ZnTe/GaSb heterostructure grown in single-
chamber MBE system. 
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Figure 4.8 shows TEM images of a 20-nm GaSb QW between 60-nm ZnTe 
barriers that was grown using a growth temperature of 325°C for the entire structure. The 
Zn and Te fluxes were calibrated for a flux ratio near unity, and the ZnTe barrier layers 
showed a streaky 2x1 RHEED surface reconstruction during growth. After deposition of 
the first ZnTe layer, a Zn-terminated interface was promoted by leaving the Zn shutter 
open for 10 seconds after the Te valve was closed. Sb was then deposited on the ZnTe 
surface for 30 seconds before initiating the GaSb growth. The surface reconstruction of 
the GaSb layer showed a streaky 3x1 pattern about 5 nm into the layer growth. The 
reverse process was used after deposition of the GaSb layer to promote a high quality 
ZnTe/GaSb interface, with an immediate transition from 3x1 to 2x1 becoming visible 
once the ZnTe deposition began. Figure 4.8 shows flat interfaces, but with many stacking 
faults originating from the GaSb buffer layer. These defects explain features of the PL 
spectra, which had suggested the presence of mid-gap defect states that dominated the 
luminescence. 
Figure 4.9 shows TEM images of a ZnTe/GaSb double Bragg reflector. The 
nominal thicknesses of the layers here are ~300-400nm. The interfaces are flat, consistent 
with most of the other ZnTe/GaSb samples and the thin films are free from stacking 
faults. The high-resolution images further show high quality interfaces. However, more 
detailed studies are still needed to determine whether there is any intermixing. 
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Figures 4.10 and 4.11 shows superlattices of the ZnTe/GaSb and ZnSe/GaAs 
systems, respectively. Both systems have layers that are mostly flat and defect-free. 
However, further refinement of growth parameters is necessary for the optimal 
superlattice quality to be reached.  
 
 
 
Figure 4.9: TEM micrographs showing ZnTe/GaSb DBR heterostructure grown in single-
chamber MBE system. 
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Figure 4.10: TEM micrographs showing a ZnTe/GaSb superlattice grown in single-chamber MBE system. 
 
Figure 4.11: TEM micrographs showing ZnSe/GaAs superlattice grown in single-chamber MBE system. 
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4.3.3 II-VI/III-V Heterostructure Growth Summary 
 Two different methods have been used to grow II-VI/III-V heterostructures. High 
quality II-VI materials can be grown on III-V substrates once the initial conditions are 
optimized. Different III-V materials were grown on corresponding lattice matched II-VI 
materials with varying degrees of success. Defects in these systems are summarized in 
figure 4.12, which shows one of the most defective heterostructures. Stacking faults 
primarily located in the II-VI material are the primary defect in these systems. These 
defects primarily originate near the interface and are frequently observed in pairs, as seen              
Figure 4.12: TEM micrographs showing regions of highly defective CdSe/InAs heterostructure. 
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by the V shapes in the images. The tip of these Vs are frequently offset from the 
interface, as shown particularly well in this case for the CdSe/InAs heterostructure, where 
the bottom interface appears to be defect-free for ~20nm before a horizontal line of 
different defects appeared. These defects propagated for different lengths, but typically 
did not pass through the III-V material.   
 
4.4 Conclusions: 
 Heterovalent II-VI/III-V heterostructures have been grown in both single-and 
dual-chamber MBE systems using different approaches. High quality ZnTe was grown on 
GaSb with a Zn pre-exposure, whereas the corresponding ZnTe grown with Te pre-
exposure was highly defective. Different III-V materials were grown on lattice-matched 
II-VI materials with varying degrees of success. InAsSb quantum wells were grown 
nearly defect-free in between ZnTe barriers on GaSb substrates. However, these wells 
showed 3D island growth, due to the lower than optimum growth temperature. All other 
materials demonstrated flat interfaces, despite similarly low growth temperatures, 
although showing stacking faults in the II-VI materials. Growth in the single chamber 
showed better optical quality for the ZnSe/GaAs heterostructure.  
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Chapter 5 
SEM AND TEM CHARACTERIZATION OF 
LASER-INDUCED DEFECTS IN SILICON SOLAR CELLS 
 
 This chapter describes investigations of laser-induced defects in silicon solar 
cells. This work was done in collaboration with the group of Professor Stuart Bowden at 
Arizona State University. My role in this work was characterization of the defect 
topology and elemental profiles using electron microscopy techniques. Major results 
from this study are in the process of being published.1 
 
5.1 Introduction 
Patterning of silicon nitride (SiNx), silicon oxide (SiOx), and hydrogenated 
amorphous silicon (a-Si:H) on silicon solar cells are essential steps towards improving 
cell efficiencies through processes such as selective diffusion and precise metallization. 
Photolithography, a well-developed method used in integrated chip manufacturing, is 
expensive for implementation in industrial production of solar cells. Laser patterning 
provides a cheaper alternative to photolithography, but defects are typically created in 
textured surfaces.4-9 While low-energy techniques can reduce the effects, defects are not 
completely eliminated.10-13 Laser-induced defects (LIDs) have been correlated with the 
generation of post-annealing nickel silicide shunts and subsequent pseudo-fill-factor 
losses.7 Understanding the nature and depth of LIDs, and how they interact with the 
formation of nickel silicide, is important for determining the appropriate treatment profile 
for laser processing.  
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In this study, transmission electron microscopy (TEM) and scanning electron 
microscopy (SEM) have been used to investigate defects generated in Si solar cells by 
femto-second laser patterning. The depth of the nickel silicide layer that forms after 
thermal annealing of light-induced plated (LIP) nickel has also been studied.  
5.2 Experimental Methods 
Monocrystalline p-type B-doped textured Si wafers with bulk resistivity of 1-3 
Ω·cm and thicknesses of ~170 µm were used for this study. Bulk resistivities and sheet 
resistances were determined with a Kelvin four-point probe. Substrates were pseudo-
square and measured (156 ± 0.5)2 mm2. The processing steps outlined in figure 5.1 were 
then followed to pattern and plate the solar cells. Films consisting of 78nm of SiNx and 
30nm of a-Si:H were deposited with an Applied Materials Precision 5000 PECVD tool. 
Film thicknesses were determined via a combination of statistical process control and 
deposition rates measured via ellipsometry. The solar cell was then patterned using a 
femto-second laser. The film stack illustrated in figure 5.1 was used to avoid direct laser 
removal of the wide-band-gap semiconductor (SiNx) on top of the narrow-band-gap 
semiconductor (c-Si) and to allow for protection of the underlying c-Si lattice via 
absorption of the laser energy in the a-Si:H etch mask. After laser patterning, the samples 
were submerged in a 10:1 BOE solution for 5 minutes to remove exposed SiNx. Residual 
a-Si:H from the patterning process was then removed with 3% dilute KOH mixture at 
room temperature. Following residual film removal, substrates with Ni were plated in a 
Light-Induced Plating solution to form a ~0.5-µm layer of Ni in the dielectric openings. 
These plated samples were then annealed at 300° C for 5 minutes to form NiSi contact 
regions. Emitter formation was done with an MRL-FCE horizontal tube furnace. The 
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POCL3 bubbler was set to 30°C with the tube at 860°C for 20 minutes, followed by an N2 
ambient drive-in for 45 minutes.  
Figure 5.1: Outline of processing steps used for indirect laser 
patterning of Si solar cells. 
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 SEM images were taken with a FEI NOVA 200 Nanolab. TEM images were 
recorded on FEI-Phillips CM200 and JEOL 2010F microscopes operated at 200 kV. 
STEM images and energy-dispersive x-ray spectra (EDS) were recorded on the JEOL 
2010F. Specimens were prepared for TEM observation using standard FIB preparation 
techniques with final 5-keV cleaning.  
 
5.3 Results 
 Initial SEM images of the solar cells, that were processed according to the 
procedure outlined above, only showed LIDs for locations that were scanned twice with 
the laser, i.e. the intersection of laser lines where the a-Si:H mask had already been 
removed by previous laser pulses. Ideally, these defects were shallow enough so that they 
would not perforate the emitter of the Si solar cell. Thus, solar cells were prepared with 
an n-type phosphorus emitter and patterned using the method outlined in figure 5.1. After 
light-induced Ni/Cu plating and contact annealing, the samples were characterized with 
illuminated lock-in thermography (ILIT), as shown in Fig. 5.2.1 Any apparent shunting 
should appear as bright spots due to localized heating. The solar cell prepared with 
fingers and busbars (laser line intersections) displayed lines of light along the busbar, 
indicating that defects previously observed are a likely source of shunting. The solar cell 
prepared only with fingers (no laser line intersections) displayed no light emerging from 
the middle of the solar cell, indicating that shunting did not occur for laser processing 
with fingers only.  
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Figure 5.3 shows SEM images of an intersection of a finger with one of the laser 
lines that makes up the busbar. The textured surface is easily observed. The lines in this 
image have been nickel-plated, and nickel is visible covering these areas as well as 
forming clumps on some of the other peaks. The LIDs are hard to see in this situation 
since nickel has already been deposited. In samples shown later where nickel has not 
Figure 5.2: ILIT images for solar cells prepared in two ways: (a) laser patterning in both horizontal 
(finger) and vertical (busbar) directions; (b) laser patterning with horizontal contacts (fingers) only. The 
red light visible in (a) is due to localized heating and indicates shunting. 
Figure 5.3: SEM images showing an intersection of a finger with one of the lines that make up the 
busbar. The facetted surface of this device is clearly visible. The large bump in the middle of the field 
of view is the area where the images shown in figure 5.4 were recorded. 
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been deposited, an uneven distribution of LIDs across the intersection was found, 
generally with more near the edges than in the middle. This distribution is probably due 
to non-uniform intensity of the laser across the ablation path. The large bump near the top 
of the intersection is Pt that was deposited in the FIB in order to do cross-section 
imaging. These cuts are shown in figure 5.4.  
 Cross-section cuts were made and imaged in the FIB using ~100nm per slice. 
Eight cuts in total were made. The first four showed less defects and are not shown. The 
later four displaying several defects are shown in figure 5.4. Earlier slices are shown at 
the top with cuts progressing deeper placed in sequence down the page. Four wide views 
of the cuts are shown on the left. The higher magnification images, on the right, highlight 
the progression of one set of unablated SiNx and correspond to the peak arrowed.  
The dark material on the bottom of the images is the crystalline Si substrate. The 
lighter contrast on top of that corresponds to the position of the nickel. The grayish 
material on top of that is Pt deposited in the FIB. In the higher magnification images on 
the right, an additional layer of unablated SiNx is visible either in between the nickel or 
on top of the silicon substrate. 
 In the first image, at the top, a piece of SiNx is observed within the nickel layer. 
As shown later, most partially ablated areas of the SiNx layer have distinctive overhangs. 
This top image catches this overhang pointing outwards. In the second set of images, the 
overhang is visible on the top and bottom of the unablated film. The SiNx layer in the 
middle is sufficiently unablated that it remains in contact with the Si crystal below it. The 
unablated area has reached its maximum size in the third set of images. There is an 
overhang to the left of the peak, a small ablated opening in the middle of the peak, and an 
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overhang at the bottom of the peak. The unablated area is getting smaller for the final set 
of images, with no overhang on the top, a small overhang in the middle, and the bottom is 
completely ablated.  
Figure 5.4: SEM images showing cross section cuts from region shown in 
figure 5.3. The uneven distribution of Ni and some unablated SiNx are visible. 
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 Figure 5.5 shows TEM images of a similar Si solar cell that had been laser 
processed, but without nickel plating. The absence of nickel plating for this sample was  
to assist in locating defects in the FIB. LIDs are generally visible in one of three spots, at 
the base of the pyramid, on the sidewall, and at the top. Corresponding areas of ablation 
in between areas of SiNx film have been found, and are correlated with the LIDs noted 
earlier. The progression and size of these defects can be correlated with the similar 
defects present in figure 5.4. The top and side wall defects are only ~40nm deep, but the 
defect at the bottom of the pyramid is ~500nm deep. Since many diffusions for n-type 
emitters are 350-500 nm in depth, the defect in 5.5 (b) could cause substantial shunting, 
especially when combined with a Ni silicidation process. 
Figure 5.5: Cross-sectional TEM of laser line intersection with LIDs 
(a) Low magnification image showing pyramid peak, sidewall, and 
trough damage, (b) TEM of pyramid trough damage with a depth of 
500 nm, (c) TEM of pyramid peak damage with a depth of 40 nm, (d) 
TEM of pyramid sidewall defect. 
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 Figure 5.6 shows a concatenated TEM image (top right) of a laser line intersection 
together with a series of higher magnification Scanning Transmission Electron 
Microscopy (STEM) images. Each STEM image is a magnified area of the concatenated 
TEM image, with red-dashed boxes encircling the area of interest, and red-dashed arrows 
indicating the area for each STEM image. Energy-dispersive X-ray spectroscopy (EDS) 
line scans for each region are indicated by and follow the same direction as the solid 
orange arrows in each STEM image.  
Figure 5.6: Cross sectional TEM and STEM of laser line intersection with 
annealed Ni. Top right image shows concatenated low magnification TEM of the 
sample, the small red boxes represent the region of interest and the dashed red 
arrows point to the corresponding STEM regions. The solid orange arrows 
indicate the direction of the EDS line scan for material composition analysis. 
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 The areas 1 and 2 in figure 5.6 are believed to be significant laser defect regions, 
whereas area 3 is a shallow defect region, area 4 is a normal region (non-defective), and   
area 5 is a SiNx coated region. These designations are based on the ablation depth. 
Regions with threading dislocations and cracks were not found. EDS scans were done on 
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Figure 5.7: EDS line scans of STEM regions: A1 deep defect area, A2 deep 
defect area, A3 shallow defect area, A4 normal area, and A5 SiNx coated area. 
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each STEM region along (and in the direction of) the orange arrows. The origin of each 
scan is in the Si bulk, and crosses into nickel or platinum regions of the sample, capturing 
transition regions in the process. Figure 5.7 details the results for each area. Areas 1-5 
indicate a noticeable Cu signal in all Ni or Pt regions. This could indicate the Ni bath was 
contaminated with copper or could be due to the increased x-ray scattering from the Ni 
and Pt. Either way it is of little concern for the present investigation. Despite the 
defective nature of areas 1-3, no evidence was found of Ni spiking through the Si/Ni 
interface. Area 3 shows some void generation which is attributed to thermal strain from 
the annealing process used to form the silicide. Areas 1, 2, and 4 show NiSi silicidation 
depths of approximately 30-70 nm. Area 5 shows a SiNx-coated region without Ni 
silicidation, indicating that the film is a sufficient barrier to Ni migration. 
5.4 Discussion and Conclusions 
 This study investigated the nature and depth of LIDs and how they are related to 
the formation of nickel silicide for Si solar cells patterned using an indirect laser ablation 
technique. SEM, TEM, and ILIT identified the source of cell shunting as the intersection 
of laser lines. SEM and TEM images further showed that these defects generally 
consisted of ablated material of variable depths. The small defects are not a concern since 
they do not penetrate the emitter. However, larger defects penetrate typical emitter depths 
and are thus likely to be the source of shunting. Further studies of the nickel silicidation 
depth showed NiSi depths on the order of 30-70nms and no evidence for Ni spiking. 
Possible solutions to mitigate the effect of these defects on the solar cell are to remove 
the busbar entirely and replace it with a press on wire or using a low surface 
101 
 
concentration, such that it would allow for high Voc and Jsc values while maintaining a 
reasonable RSHEET when projected into the bulk. 
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Chapter 6 
SUMMARY AND FUTURE WORK 
 
This dissertation has described the characterization of semiconductor thin films 
intended for possible optoelectronic and electronic devices, primarily using electron 
microscopy techniques. The research has covered refinement of growth parameters for 
optimizing material quality, as well as investigation of the as-grown interfaces. The 
results provide improved knowledge and understanding of the basic materials science and 
should lead to improvement in future device applications. 
 A microstructural study of tin selenide thin films grown by molecular beam 
epitaxy on GaAs (111)B substrates at a growth temperature of 150°C has been carried 
out.1 The Se:Sn flux ratio during growth was systematically varied and found to have a 
strong impact on the resultant crystal structure and quality. Low flux ratios (Se:Sn = 3:1) 
led to defective films consisting mainly of SnSe, whereas high flux ratios (Se:Sn ≥ 10:1) 
gave higher quality, single-phase SnSe2 . The structure of the monoselenide films was 
found to be consistent with the Space Group Pnma with the epitaxial growth relationship 
of [011]SnSe //[ ]GaAs , while the diselenide films were consistent with the Space Group 
, and had the epitaxial growth relationship [ ]SnSe2//[ ]GaAs. 
The structural evolution of dilute magnetic (Sn,Mn)Se films grown by molecular 
beam epitaxy on GaAs (111) substrates was also investigated.2 When the Mn 
concentration was increased, the crystal lattice of the ternary (Sn,Mn)Se films evolved 
quasi-coherently from the two-dimensional (2D) crystal structure of SnSe2 into a 
complex lattice structure, resembling MnSe with a double period, before transforming 
011
m13P 0112 011
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into the antiferromagnetic MnSe with a 3D rock-salt structure as the Mn concentration 
approached 50 at.%. These structural transformations should underlie the evolution of 
magnetic properties of this ternary system reported earlier in the literature. At high Mn 
concentrations, unexpected ‘superlattice’ ordering was observed in all directions of the 
film, which was attributed to Mn vacancy ordering. However, further studies are 
necessary for confirmation. 
 Studies of II-VI/III-V compound semiconductor heterostructures showed the 
effects of varying growth parameters on the quality of the subsequent epitaxial layers.3-4 
Three groups of lattice-matched materials were investigated: i) 5.65-Å materials based on 
GaAs, ii) 6.1-Å materials based on InAs or GaSb, and iii) 6.5-Å materials based on InSb. 
The ZnTe/GaSb heterointerfaces were found to be high quality when grown with 
optimized parameters. Surface pretreatment had a major impact on the subsequent film 
quality: the sample treated with 10 seconds of Te flux before initiating film growth had a 
highly defective ZnTe film, whereas the sample treated with 10 seconds of Zn flux before 
starting growth was nearly defect-free. ZnTe/InAsSb/ZnTe quantum wells grown with 
different Zn:Te partial pressures on GaSb substrates were studied. These samples had 
similar morphology, implying that this parameter did not have a large effect on the film 
growth over the range studied. The InAsSb films were, however, non-uniform in 
thickness, which was attributed to the lower than optimum temperature during growth 
that was required to protect the surface of the II-VI film, and also to prevent poisoning of 
the III-V chamber by desorption of II-VI material during the III-V growth. Initial studies 
with a new chamber, which allowed continuous variation of growth temperature as well 
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as II-VI and III-V fluxes, indicated higher quality material. Further structural and 
chemical characterization of the II-VI/III-V interfaces is ongoing. 
ZnSe/GaAs heterostructures were studied and found to be of reasonable quality. 
Stacking faults originating on or near the ZnSe/GaAs interface and extending into the 
ZnSe film were the primary type of defect. The ZnSe/GaAs quantum well interfaces were 
shown to be flat, despite temperature differences similar to the InAsSb quantum wells. 
Further characterization is again ongoing. The CdTe/InSb system has been well studied 
recently, and this work was briefly summarized. Our results demonstrated that high 
quality CdTe/InSb interfaces can be grown, while setting up conditions for possible 
future studies, such as InSb growth on CdTe buffer layers.  
The composition profiles across all of these interfaces is not well known. Several 
studies have suggested an interfacial layer that is typically 1-2 monolayers in thickness. 
Using HAADF STEM imaging in combination with analytical techniques such as EELs 
might enable a spatial map of the interfacial composition to be obtained. This 
information, possibly in combination with electron holography, would be useful feedback 
for modeling purposes, since abrupt interfaces are normally assumed for the purposes of 
band structure calculations. More realistic models would enable better design and more 
reliable prediction of interface properties. 
 The size, shape, and composition of femtosecond laser-induced defects (LIDs) in 
silicon solar cells was characterized using scanning electron microscopy (SEM) and 
transmission electron microscopy (TEM) techniques.5 SEM images showed that the 
intersections of laser lines, finger and busbar intersections, exhibited LIDs which have 
the potential to shunt contacts. These defects were mostly located on the sidewalls, at the 
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peak, and at the intersections of the pyramids. Two general sizes of defects were 
observed, namely ~40nm and ~.5μm. The larger defects tended to occur at the 
intersection of two pyramids and were deep enough to shunt most emitters, while the 
smaller defects were typically found on the peaks or edges of the pyramids. The Ni 
composition for defective and non-defective region-s was found using energy dispersive 
x-ray spectroscopy. A typical NiSi silicidation depth of approximately 30nm was found. 
Interestingly, defective areas showed no evidence of Ni spiking through the Si/Ni 
interface. The SiNx coated areas showed no Ni silicidation, indicating that the film was a 
sufficient barrier to Ni migration. A small defect was observed to have void generation 
which could possibly mean different defect generation methods for the large and small 
defects. Further studies on samples with varying laser and/or emitter profiles could yield 
higher efficiency and lower cost solar cells. 
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