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Abstrakt
Tato pra´ce se zaby´va´ zpracova´nı´m le´karˇsky´ch onkologicky´ch dat z Fakultnı´ nemocnice
Ostrava. Vy´chozı´ data byla zı´ska´na prˇi le´cˇbeˇ karcinomu prostaty. Cı´lem je nava´zat na
autorcˇinu bakala´rˇskou pra´ci a zaby´vat se porovna´va´nı´m parametricky´ch a neparametric-
ky´ch metod v analy´ze prˇezˇitı´. Prˇi rˇesˇenı´ byly vyuzˇity aplikace MS Excel 2007, SPSS 18.0,
Statgraphics Centurion XV a Matlab R2010a.
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Abstract
This project is focused on processing of carcinological data gained from Faculty Hospital
of Ostrava. The data were obtained by therapy of prostate cancer. This thesis aims to
extend author’s bachelor thesis and compares parametric and non-parametricmethods in
survival analysis. There are used applications like MS Excel 2007, SPSS 18.0, Statgraphics
Centurion XV and Matlab R2010a by elaboration.
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Seznam pouzˇity´ch zkratek a symbolu˚
PSA – prostaticky´ specificky´ antigen - koncentrace enzymu v krvi,
ktery´ urcˇuje aktivitu onemocneˇnı´, cˇı´m je vysˇsˇı´, tı´m je onemoc-
neˇnı´ pokrocˇilejsˇı´
CT – Computer Tomograf – pocˇı´tacˇova´ tomografie - radiolo-
gicka´ vysˇetrˇovacı´ metoda, ktera´ pomocı´ rentgenove´ho za´rˇenı´
umozˇnˇuje zobrazenı´ vnitrˇnostı´ teˇl cˇloveˇka
TNM – klasifikace, ktera´ urcˇuje rozsah postizˇenı´ na´dorovy´m onemoc-
neˇnı´m
FNOP – Fakultnı´ nemocnice v Ostraveˇ Porubeˇ
RAPE – radika´lnı´ prostatektomie - chirurgicke´ vyjmutı´ prostaty
LAE – pa´nevnı´ lymfadenektomie - odstraneˇnı´m pa´nevnı´ch lymfatic-
ky´ch uzlin
OE – orchiektomie – chirurgicke´ odstraneˇnı´ varlat
K – kurativnı´ typ radioterapie - je ambice pacienta vyle´cˇit i za cenu
nezˇa´doucı´ch u´cˇinku˚
P – paliativnı´ typ radioterapie - stav je nevyle´cˇitelny´, le´cˇba je ve-
dena sˇetrneˇ s minimem nezˇa´doucı´ch u´cˇinku˚
RTOG – Radiation Therapy Oncology Group - stupnice pro hodnocenı´
chronicke´ radiacˇnı´ toxicity
UGS – urogenita´lnı´ soustava
GIT – gastrointestina´lnı´ soustava
GS – (Gleason Score) popisuje agresivitu na´doru na za´kladeˇ vysˇe-
trˇenı´ pod mikroskopem
IMRT – Intensity-Modulated Radiation Therapy - radioterapie s mo-
dulovanou intenzitou svazku
IGRT – Image-Guided Radiation Therapy - obrazem rˇı´zena´ radiotera-
pie
CRT – Cardiac Resynchronizaion Therapy - resynchronizacˇnı´ le´cˇba
srdce
MST – Mean Survival Time – Strˇednı´ doba prˇezˇitı´
SE – Standard Error – Smeˇrodatna´ odchylka
ROI – Region Of Interesr - oblast za´jmu˚
GTV – Gross Tumor Volume - objem na´dorove´ho lozˇiska
CTV – Clinical Tumor Volume - klinicky´ cı´lovy´ objem (cı´lovy´ objem
zveˇtsˇeny´ o tzv. bezpecˇnostnı´ lem)
PTV – Planning Target Volume - pla´novany´ cı´lovy´ objem (CTV
rozsˇı´rˇeny´ o tzv. polohovy´ lem)
DVH – Dose Volume Histogram - da´vkoveˇ objemovy´ histogram
TR – Time Ratio - pomeˇr dob prˇezˇitı´
HR – Hazard Ratio - pomeˇr rizika
EDF – Empirical Distribution Function - empiricka´ distribucˇnı´ funkce
f(x) – hustota pravdeˇpodobnosti
λ(x) – hazardnı´ funkce
S(x) – funkce prˇezˇitı´
F (x) – distribucˇnı´ funkce doby prˇezˇitı´ X
G(x) – distribucˇnı´ funkce cˇasove´ho cenzoru
H(x) – distribucˇnı´ funkce na´hodne´ velicˇinyW
Hˆ(x) – odhad H(x)
P (x) – pravdeˇpodobnostnı´ funkce
Λ(x) – kumulativnı´ hazardnı´ funkce
ni – pocˇet zˇijı´cı´ch pacientu˚ sledovany´ch do okamzˇiku xi−1
di – pocˇet u´mrtı´ v intervalu Ji
vi – pocˇet pacientu˚, kterˇı´ byly vyjmuti ze sledova´nı´
wi – pocˇet za´meˇrneˇ vyjmuty´ch pacientu˚ ze sledova´nı´
Sˆ(t) – odhad funkce prˇezˇitı´
Ji – interval cˇasovy´ch okamzˇiku˚
pi – podmı´neˇna´ pravdeˇpodobnost
pˆi – odhad podmı´neˇne´ pravdeˇpodobnosti
P (X) – pravdeˇpodobnost na´hodne´ velicˇiny X
Pˆ (X) – odhad pravdeˇpodobnosti na´hodne´ velicˇiny X
Wj – okamzˇik, kdy byl pacient vyjmut ze sledova´nı´
Ij – indika´tor u´mrtı´ nebo vyjmutı´ pacienta ze sledova´nı´
nj – pocˇet zˇijı´cı´ch pacientu˚ sledovany´ch do okamzˇikuWj
dj – pocˇet u´mrtı´ do okamzˇikuWj
nl – pocˇet pacientu˚, kterˇı´ jsou na zacˇa´tku l-te´ho intervalu v riziku
dl – pocˇet u´mrtı´ beˇhem intervalu l
cl – pocˇet cenzorova´nı´ beˇhem l-te´ho intervalu
Pl – podmı´neˇna´ pravdeˇpodobnost prˇezˇitı´ pro l-ty´ interval
D−→ – konvergence v distribuci
eˆ – odhad ocˇeka´vane´ho pocˇtu u´mrtı´ v cˇase
Sl – mnozˇina subjektu˚ v rozdeˇlenı´ l
dli – pocˇet u´mrtı´ v cˇase ti v Sl
nli – pocˇet subjektu˚ v riziku z Sl prˇed ti
η – scale - parametr meˇrˇı´tka
β – shape - parametr tvaru
L(x, θ) – veˇrohodnostnı´ funkce
Tk – cˇas, v ktere´m koncˇı´ pozorova´nı´
Dn – hodnota testove´ statistiky
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51 U´vod
Tato pra´ce u´zce navazuje na mou bakala´rˇskou pra´ci s podobny´m le´karˇsky´m te´matem.
Jsou vyuzˇita stejna´ le´karˇska´ data, ktera´ byla poskytnuta le´karˇi onkologicke´ho oddeˇlenı´
z Fakultnı´ nemocnice v Ostraveˇ Porubeˇ. V bakala´rˇske´ pra´ci jsem se zaby´vala u´vodem
do problematiky rakoviny prostaty. V diplomove´ pra´ci s touto problematikou pokracˇuji,
zameˇrˇuji se jizˇ pouze na analy´zu prˇezˇitı´ u pacientu˚ s karcinomem prostaty.
Prvnı´ cˇa´st pra´ce je zameˇrˇena na teorii potrˇebnoukna´sledne´muprakticke´muvy´sledku.
V teorii popisuji samotnou radioterapii, jejı´ metody a nezˇa´doucı´ u´cˇinky, analy´zu prˇezˇitı´
a v neposlednı´ rˇadeˇ parametricke´ a neparametricke´ metody, ktere´ budou podstatne´ pro
praktickou cˇa´st.
Cı´lem te´to pra´ce je aplikovat na zı´skana´ onkologicka´ data pacientu˚ jak parametricky´,
tak neparametricky´ prˇı´stup a vza´jemneˇ je porovnat. Ze softwaru byl pouzˇit MS Excel
2007, SPSS 18.0, Statgraphics Centurion XV a Matlab R2010a.
62 Karcinom prostaty
Karcinom prostaty tvorˇı´ asi 4% vsˇech na´dorovy´ch onemocneˇnı´. U muzˇu˚ tahle rakovina
prˇedstavuje 10% vsˇech na´doru˚. V Cˇeske´ republice se vy´skyt te´to nemoci pohybuje okolo
97 prˇı´padu˚ na 100 000 muzˇu˚. Oproti pocˇa´tku devadesa´ty´ch let je to na´ru˚st o 70%. Je
to prˇedevsˇı´m proto, zˇe v dnesˇnı´ dobeˇ lze tuto nemoc le´pe diagnostikovat a tedy i le´cˇit.
Mortalita se dlouhodobeˇ nemeˇnı´ a pohybuje se kolem 29 prˇı´padu˚ na 100 000 muzˇu˚.
Riziko onemocneˇnı´ stoupa´ s veˇkem, take´ pokud se jizˇ v rodineˇ rakovina vyskytuje
a dalsˇı´m rizikovy´m faktorem je cˇerna´ rasa. Muzˇi mladsˇı´ 45 let prˇedstavujı´ pouze jeden
prˇı´pad na 100 000 muzˇu˚, avsˇak muzˇi nad 80 let tvorˇı´ jizˇ 735 prˇı´padu˚. U starsˇı´ch muzˇu˚
je karcinom prostaty beˇzˇny´, pokud se dozˇijı´ vysoke´ho veˇku, pravdeˇpodobneˇ tuto nemoc
budou mı´t, i kdyzˇ se u nich nemusı´ projevit zˇa´dne´ prˇı´znaky.
[1]
2.1 Prˇı´znaky
Cˇasna´ sta´dia karcinomu prostaty jsou veˇtsˇinou bez prˇı´znaku˚ – asymptomaticka´. Klinicke´
prˇı´znaky pak by´vajı´ cˇasto zna´mkou jizˇ pokrocˇilejsˇı´ho sta´dia nemoci. U loka´lneˇ pokrocˇi-
ly´ch na´doru˚, teˇch, ktere´ se sˇı´rˇı´ do okolı´ mocˇove´ho meˇchy´rˇe a mocˇove´ trubice, jsou prˇı´-
znaky hlavneˇ potı´zˇe prˇi mocˇenı´. Pokud se onemocneˇnı´ rozsˇı´rˇı´ i do vzda´leneˇjsˇı´ch orga´nu˚
(tzv. metastazujı´cı´ onemocneˇnı´), objevuje se i bolestivy´ kostnı´ syndrom. Prˇi pa´nevnı´ch
lymfaticky´ch metasta´za´ch se vyskytujı´ otoky dolnı´ch koncˇetin.
2.2 Diagnostika
Historicky nejstarsˇı´ metoda ke stanovenı´ karcinomu prostaty je vysˇetrˇenı´ prˇes konecˇnı´k
(tzv. per rectum), dalsˇı´ metodou je stanovenı´ se´rove´ koncentrace PSA [ng/ml] (prostaticky´
antigen). PSA je produkova´n bunˇkami karcinomu prostaty. V soucˇasnosti se povazˇuje za
nejlepsˇı´ se´rovy´ marker pro stanovenı´ diagno´zy karcinomu prostaty a take´ sta´dia nemoci.
Pro urcˇenı´ sta´dia se cˇasto pouzˇı´va´ mezina´rodnı´ syste´m TNM klasifikace, kde T popi-
suje samotnou rakovinu cˇı´selny´m ohodnocenı´m uda´vajı´cı´ velikost (1-4), N je alternativnı´
promeˇnna´ popisujı´cı´ rozsˇı´rˇenı´ na lymfaticke´ uzliny a dalsˇı´ alternativnı´ promeˇnna´ M in-
formuje, zda se rakovina rozsˇı´rˇila a stala se metastatickou (skupina M1).
Lokalizovany´ karcinom mu˚zˇeme da´le prˇesneˇji predikovat pomocı´ Gleasonova sko´re
(GS) a hladiny PSA. GS je stupenˇ diferenciace na´doru stanoveny´ na za´kladeˇ biopsie (viz
tabulka 1).
[7]
2.3 Le´cˇba
Vy´beˇr le´cˇby za´visı´ na mnoha faktorech. Prˇi rozhodova´nı´, jaka´ le´cˇba je nejvhodneˇjsˇı´ pro
konkre´tnı´ho pacienta,musı´me bra´t v u´vahupokrocˇilost onemocneˇnı´, biologickou aktivitu
na´doru, celkovy´ stav pacienta, jeho veˇk a ostatnı´ choroby.
7Tabulka 1: Klinicka´ sta´dia [7]
Klinicka´ sta´dia
Lokalizovany´
na´dor prostaty
Nı´zke´ riziko M0 ∧N0 ∧ T1 ∧ (PSA ≤ 10) ∧ (GS ≤ 6)
Strˇednı´ riziko [M0 ∧ N0 ∧ T1 ∧ ((10 < PSA ≤ 20) ∨ (GS = 7))] ∨
[M0 ∧N0 ∧ T2 ∧ (PSA ≤ 20) ∧ (GS ≤ 7)]
Vysoke´ riziko [M0 ∧N0 ∧ (T1 ∨ T2) ∧ ((PSA > 20) ∨ (GS > 7))] ∨
[M0 ∧N0 ∧ (T1 ∨ T2)
Metastaticky´
na´dor prostaty
M1 ∨ (T3 ∨ T4)]
2.3.1 Lokalizovany´ karcinom prostaty
Prˇi le´cˇbeˇ lokalizovane´ho karcinomu prostaty (M0) se vycha´zı´ prˇedevsˇı´m z rozsahu na´-
doru a stupneˇ jeho vyzra´losti. U pacientu˚ s nı´zky´m rizikovy´m karcinomem se volı´ tzv.
observace, kdy je pacient sledova´n pomocı´ PSA (2-4x rocˇneˇ) a opakovany´ch biopsiı´ pro-
staty (prˇiblizˇneˇ 1x rocˇneˇ). Le´karˇi se vsˇak nejcˇasteˇji rozhodujı´ pro radika´lnı´ prostatektomii
(RAPE) nebo radioterapii (oza´rˇenı´ prostaty).
• Radika´lnı´ prostatektomie (RAPE)
RAPE je chirurgicky´ za´krok, prˇi ktere´m je odstraneˇna prostata se semenny´mi va´cˇky.
Prova´dı´ se u pacientu˚, u ktery´ch je prˇedpoklad minima´lneˇ 10lete´ho prˇezˇitı´ a v soucˇasno-
sti se cˇasto prova´dı´ laparoskopicky. Prostatektomie nenı´ vhodna´ prˇi diagnostice rozsˇı´rˇenı´
rakoviny do lymfaticky´ch uzlin. Neˇkdy se prˇed RAPE a take´ prˇed radioterapiı´ prova´dı´
i lymfadenektomie (LAE), cozˇ je odstraneˇnı´ mı´znı´ch pa´nevnı´ch uzlin. Mezi nejcˇasteˇjsˇı´
pooperacˇnı´ komplikace patrˇı´ poruchy erekce a do 10% se vyskytuje take´ u´nik mocˇi.
• Radioterapie
Pouzˇı´va´ se k le´cˇbeˇ takrˇka 50% zhoubny´ch na´doru˚ a u´speˇsˇnost u lokalizovane´ho na´doru je
velmi vysoka´. Prˇedpokladem pro u´speˇsˇnou le´cˇbu je aplikace dostatecˇneˇ vysokou da´vkou
za´rˇenı´.
Radioterapie se rozdeˇluje na zevnı´ radioterapii a na brachyterapii (vnitrˇnı´ oza´rˇenı´).
K zevnı´ terapii se dnes nejcˇasteˇji jako zdroj za´rˇenı´ pouzˇı´va´ linea´rnı´ urychlovacˇ. Vy´hodou
je mozˇnost volby ru˚zne´ energie za´rˇenı´, podle toho, kde je na´dor ulozˇen. Dalsˇı´ vy´hodou je
prˇesne´ oza´rˇenı´ na´doru bez veˇtsˇı´ho oza´rˇenı´ okolnı´ch zdravy´ch tka´nı´, cozˇ je pro pacienta
velmi du˚lezˇite´ a omezuje to na´sledne´ nezˇa´doucı´ u´cˇinky le´cˇby.
Brachyterapie je noveˇjsˇı´ metoda, prˇi ktere´ jsou vpravova´ny desı´tky azˇ stovky radio-
aktivnı´ch zrn prˇı´mo do zˇla´zy za kontroly transrekta´lnı´ sonografie. Je to le´cˇba za´rˇenı´m na
kra´tkou vzda´lenost, kdy se zdroj za´rˇenı´ umı´st’uje do teˇsne´ blı´zkosti na´doru nebo na´doro-
ve´ho lu˚zˇka po operaci. I zde je hlavnı´m u´cˇelem le´cˇby na´dor oza´rˇit co nejveˇtsˇı´m za´rˇenı´m
bez oza´rˇenı´ okolnı´ch zdravy´ch tka´nı´ a orga´nu˚.
• Hormona´lnı´ terapie
8Hormona´lnı´ terapie se pouzˇı´va´ u pacientu˚, u ktery´ch nelze z jaky´chkoliv du˚vodu˚ vyuzˇı´t
operace ani radioterapii, jsou v pokrocˇile´m veˇku nebo se u nich soucˇasneˇ vyskytuje vı´ce
chorob. Tato le´cˇba je paliativnı´, tj. pouze zlepsˇuje symptomy a prodluzˇuje cˇas do progrese
onemocneˇnı´. V prˇı´padeˇ, zˇe karcinom jizˇ nenı´ ohranicˇen na zˇla´zu, proru˚sta´ vneˇ prostaty
a mu˚zˇe proru˚stat i do okolnı´ch orga´nu˚, je kombinace hormona´lnı´ le´cˇby a radioterapie
nejuzˇı´vaneˇjsˇı´ metodou le´cˇby.
Podstatou hormona´lnı´ terapie je zabra´neˇnı´ pu˚sobenı´ muzˇske´ho pohlavnı´ho hormonu
testosteronu, ktery´ podporuje rakovinny´ ru˚st, na bunˇky prostaty. Pomocı´ orchioektomie
(OE) lze dosa´hnout snı´zˇenı´ hladiny testosteronu. OE je chirurgicke´ odstraneˇnı´ varlat,
ktera´ testosteron produkujı´. Je jednou z nejspolehliveˇjsˇı´ch metod snı´zˇenı´ hladiny tes-
tosteronu v prostaticke´ tka´ni, avsˇak pacienty je tato metoda cˇasto odmı´ta´na pro svu˚j
negativnı´ psychologicky´ dopad. Alternativou je poda´va´nı´ le´ku˚ (LHRH) zpu˚sobujı´cı´ch,
zˇe se v pohlavnı´ch zˇla´za´ch prˇestane testosteron vytva´rˇet nebo le´ku˚ (tzv. antiandrogenu˚),
ktere´ blokujı´ (po dobu 1–6 meˇsı´cu˚) u´cˇinek testosteronu a tı´m i jeho vliv na prostatic-
kou tka´nˇ. Vy´hodou pouzˇitı´ le´ku˚ mı´sto chirurgicke´ho za´kroku je mensˇı´ psychicka´ za´teˇzˇ
pacienta. Nevy´hodou pak to, zˇe prˇi pouzˇitı´ urcˇite´ho typu antiandrogenu˚ (steroidnı´ch
antiandrogenu˚) docha´zı´ ke snı´zˇenı´ libida a erektilnı´ funkce.
2.3.2 Metastaticky´ karcinom prostaty
Progno´zametastaticke´ho karcinomu je da´na de´lkou odpoveˇdi na potlacˇova´nı´ androgenu˚.
Po jejı´m selha´nı´ je pru˚meˇrna´ de´lka prˇezˇı´va´nı´ pacientu˚ prˇiblizˇneˇ jeden rok. 15% na´doru˚
na hormona´lnı´ manipulaci neodpovı´da´, i kdyzˇ je na´dorova´ bunˇka prima´rneˇ citliva´ na an-
drogeny. Prˇi pokrocˇile´m onemocneˇnı´ se cˇasto prˇecha´zı´ na paliativnı´ le´cˇbu (le´cˇbu bolesti),
kdy je stav pacienta jizˇ nevyle´cˇitelny´ a jde pouze o zmı´rneˇnı´ bolesti pacienta.
[3]
93 Radioterapie karcinomu prostaty
3.1 Modernı´ metody zevnı´ radioterapie
V soucˇasne´ dobeˇ je za optima´lnı´ zdroj za´rˇenı´ povazˇova´n linea´rnı´ urychlovacˇ s mozˇnostı´
u´pravy ozarˇovane´ho pole (viz Obr. 1). Na Obr. 2 vidı´me uka´zku 3D-CRT.
Obra´zek 1: Linea´rnı´ urychlovacˇ [4] Obra´zek 2: 3D-CRT [5]
3.1.1 Konvencˇnı´ radioterapie
V konvencˇnı´ radioterapii se vyuzˇı´va´ ozarˇova´nı´ pomocı´ fotonovy´ch nebo elektronovy´ch
svazku˚. Zdrojem teˇchto svazku˚ by´vajı´ kobaltove´ za´rˇicˇe cˇi linea´rnı´ urychlovacˇe. Teˇmito
cˇa´sticemi je nejvı´ce energie prˇeda´va´no tka´nı´m, ktere´ lezˇı´ na povrchu teˇla nebo teˇsneˇ
pod nı´m. S rostoucı´ hloubkou pru˚niku do tka´neˇ docha´zı´ po mı´rne´m pocˇa´tecˇnı´m na´ru˚stu
k exponencia´lnı´mu poklesu prˇeda´vane´ energie. Nevy´hodou konvencˇnı´ radioterapie je,
zˇe mı´sta lezˇı´cı´ prˇed cı´lovou oblastı´ jsou svazky oza´rˇena zpravidla vı´ce nezˇ vlastnı´ lozˇisko
a urcˇite´ radiacˇnı´ za´teˇzˇi jsou vystavena i mı´sta lezˇı´cı´ za cı´lovou oblastı´.
Do urcˇite´ mı´ry lze vliv teˇchto neprˇı´znivy´ch skutecˇnostı´ snı´zˇit, pokud je ozarˇova´nı´
prova´deˇno z vı´ce smeˇru˚. Standardnı´ da´vky za´rˇenı´ (65-70 Gy) nejsou pro cˇa´st pacientu˚
s karcinomem prostaty dostatecˇne´ a nemusı´ ve´st k vyle´cˇenı´. Da´vku vysˇsˇı´ nezˇ 70 Gy lze
aplikovat vy´hradneˇ metodou konformnı´ 3D radioterapie nebo IMRT cˇi IGRT technikou,
avsˇak ne standardnı´ radioterapiı´.
3.1.2 Konformnı´ 3D radioterapie (3D-CRT)
Prˇi exaktnı´m pla´nova´nı´ 3D-CRT se pouzˇı´va´ prˇı´stroj, ktery´ napodobuje cely´ proces oza-
rˇova´nı´ a umozˇnˇuje jeho optimalizaci - tzv. simula´tor. Simula´tor umozˇnˇuje lokalizaci
cı´love´ho objemu, zameˇrˇova´nı´ svazku paprsku˚, modelova´nı´ ozarˇovacı´ch parametru˚, mo-
delova´nı´ tvaru ozarˇovany´ch polı´ podle tvaru cı´love´ho objemu, zakreslenı´ orientacˇnı´ch
a referencˇnı´ch bodu˚ na teˇle pacienta. Prˇi ozarˇova´nı´ je reprodukovatelna´ identicka´ po-
loha pacienta zajisˇteˇna polohovacı´m zarˇı´zenı´m, laserovy´m zameˇrˇenı´m polohy pacienta
a kontrolou rentgenovy´m obrazem prˇı´mo na ozarˇovacı´m stole.
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3.1.3 Radioterapie s modulovanou intenzitou (IMRT)
Prˇi te´to radioterapii kmodulaci tvaru svazku za´rˇenı´ prˇistupuje navı´cmodulace jeho inten-
zity. Vy´hodou je prˇesneˇjsˇı´ tvarova´nı´ da´vky okolo cı´love´ho orga´nu. To je vyuzˇito zejme´na
u objemu˚ konka´vnı´ho tvaru. IMRT je tak dnes standardnı´ technikou pro radioterapii
tvaroveˇ slozˇiteˇjsˇı´ch cı´lovy´ch objemu˚ a to zejme´na pokud je nutne´ ozarˇovat malou pa´nev
nebo semenne´ va´cˇky. Tato metoda vy´razneˇ sˇetrˇı´ zdrave´ tka´neˇ a proto se vyuzˇı´va´ dalsˇı´ho
zvy´sˇenı´ da´vky za´rˇenı´ s veˇtsˇı´ ochranou konecˇnı´ku prˇed za´rˇenı´m.
3.1.4 Radioterapie modulovana´ obrazem (IGRT)
Radioterapie rˇı´zena´ obrazem (IGRT - angl. ”image guided radiation therapy“) rˇesˇı´ neprˇes-
nosti, ktere´ se objevujı´ beˇhem ozarˇova´nı´ na´doru. Mezi neˇ patrˇı´ neprˇesnosti nastavenı´
zpu˚sobene´ odlisˇnou svalovou tenzı´ pacienta, zmeˇny jeho teˇlesne´ hmotnosti, dy´chacı´ po-
hyby, take´ neprˇesnosti nastavenı´ souvisejı´cı´ s pracı´ radiologicky´ch asistentu˚. Pro samotny´
karcinomprostaty se jedna´ o neprˇesnosti zpu˚sobene´ pohybemprostaty uvnitrˇ pa´nve paci-
enta, ktere´ souvisejı´ s na´plnı´ kriticky´ch orga´nu˚ (rektum a mocˇovy´ meˇchy´rˇ). Soucˇet teˇchto
neprˇesnostı´ mu˚zˇe ve´st k chyba´m prˇesnosti radioterapie azˇ do 2 cm.
Principem metody IGRT je zobrazit pacienta prˇed frakcı´ radioterapie na ozarˇovacı´m
stole v ozarˇovacı´ poloze, srovnat tuto polohu s referencˇnı´ polohou pouzˇitou pro pla´no-
va´nı´, korekce polohy a na´sledneˇ prove´st vlastnı´ oza´rˇenı´.
3.2 Pla´novacı´ proces
Pla´novacı´ proces je za´kladnı´m prˇedpokladem u´speˇsˇne´ radioterapie. Jeho vy´stupem je
tzv. ozarˇovacı´ pla´n, ktery´ obsahuje vsˇechny konkre´tnı´ detaily ozarˇovacı´ho procesu pro
dane´ho pacienta. Obvykle je pro jeho tvorbu pouzˇı´va´n pla´novacı´ syste´m, cozˇ je software,
ktery´ umozˇnˇuje na za´kladeˇ rentgenovy´ch snı´mku˚ ozarˇovane´ oblasti prove´st napla´nova´nı´
oza´rˇenı´.
Umozˇnˇuje tedy
• prˇesnou lokalizaci na´dorove´ho lozˇiska spolu se stanovenı´m jeho velikosti a tvaru,
• zameˇrˇova´nı´ svazku paprsku˚ amodelova´nı´ geometrie polı´ a ozarˇovacı´ch parametru˚,
• zakreslenı´ orientacˇnı´ch a referencˇnı´ch bodu˚ na teˇle pacienta.
Pla´novacı´ proces se skla´da´ z na´sledujı´cı´ch kroku˚:
1. Analy´za diagnosticky´ch dat - volba strategie le´cˇby (kurativnı´ cˇi paliativnı´ tera-
pie, kombinace s chirurgiı´ a chemoterapiı´), lokalizace cı´love´ho objemu na´dorove´ho
lozˇiska.
2. Zpracova´nı´ vy´chozı´ch rtg obrazu˚ z CT.
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3. Zakreslenı´ oblastı´ za´jmu˚ ROI (angl. “region of interest”).
Definujı´ se 3 za´kladnı´ oblasti:
GTV - objem na´dorove´ho lozˇiska
CTV - klinicky´ cı´lovy´ objem (cı´lovy´ objem zveˇtsˇeny´ o tzv. bezpecˇnostnı´ lem)
PTV – pla´novany´ cı´lovy´ objem (CTV rozsˇı´rˇeny´ o tzv. polohovy´ lem)
4. Prˇedpis da´vek za´rˇenı´ pro jednotlive´ cı´love´ objemy.
5. Volba ozarˇovacı´ techniky (pocˇet a geometricka´ konfigurace ozarˇovacı´ch polı´, ener-
gie a intenzita svazku).
6. Vy´pocˇet da´vkove´ distribuce (mapova´nı´ prostorove´ho rozlozˇenı´ radiacˇnı´ da´vky
pomocı´ tzv. isodosnı´ch krˇivek).
7. Optimalizace ozarˇovacı´ho pla´nu pomocı´ da´vkoveˇ objemovy´ch histogramu˚ (DVH,
angl. ”Dose Volume Histogram“).
8. Simulace pla´nu (tj. vytvorˇenı´ ozarˇovacı´ho prˇedpisu).
9. Kontrola pla´nu ve verifikacˇnı´m syste´mu pro simulaci.
[7]
3.3 Nezˇa´doucı´ u´cˇinky radioterapie
S vysokou da´vkou za´rˇenı´ je prˇi radioterapii spojena i toxicita zdravy´ch tka´nı´. Jde o to,
zasa´hnout na´dor co nejveˇtsˇı´ da´vkou za´rˇenı´ a za´rovenˇ co nejme´neˇ ohrozit zdrave´ tka´neˇ.
U´kolem je analyzovat za´vislost mezi da´vkou za´rˇenı´ a rozsahem komplikacı´.
Nezˇa´doucı´ u´cˇinky le´cˇby pomocı´ ozarˇova´nı´ deˇlı´me podle cˇasove´ho vy´skytu na akutnı´
a pozdnı´. Akutnı´ nezˇa´doucı´ u´cˇinky se mohou objevit beˇhem samotne´ho ozarˇova´nı´, jsou
relativneˇ dobrˇe zvla´dnutelne´ a ustupujı´ zpravidla do 2-4 ty´dnu˚ po ukoncˇenı´ ozarˇova´nı´.
Potı´zˇe, ktere´ nastupujı´ po ukoncˇenı´ ozarˇova´nı´ (od 2-4 meˇsı´cu˚ do 2-3 let) oznacˇujeme jako
pozdnı´ nezˇa´doucı´ u´cˇinky. Pozdnı´ u´cˇinky jsou pro le´karˇe i pacienta obtı´zˇneˇjsˇı´, jsou trvale´
a mohou za´sadneˇ ovlivnit zˇivot pacienta. V souvislosti s radioterapiı´ karcinomu prostaty
je obvykle sledova´na toxicita tra´vicı´ho traktu (GIT) a toxicita mocˇove´ho traktu (UGS).
[9] [10]
Pro klasifikaci nezˇa´doucı´ch u´cˇinku˚ radioterapie je uzˇı´va´n mezina´rodneˇ uzna´vany´
sko´rovacı´ syste´m mı´ry akutnı´ch a pozdnı´ch u´cˇinku˚ radioterapie (viz tabulka 2).
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Tabulka 2: Mezina´rodneˇ uzna´vany´ sko´rovacı´ syste´m toxicity prˇi radioterapii prostaty [7]
Typ to-
xicity
akutnı´ GIT pozdnı´ GIT akutnı´ UGS pozdnı´ UGS
0 zˇa´dne´ kompli-
kace
zˇa´dne´ kompli-
kace
zˇa´dne´ kompli-
kace
zˇa´dne´ kompli-
kace
1 zmeˇna frekvence
cˇi kvality stolice,
bez medikace
slabe´ krva´cenı´,
slabe´ bolesti,
stolice 5x denneˇ
dvojna´sobna´
frekvence
mocˇenı´, urgence
bez medikace
atrofie sliznice,
teleangiekta´zie,
mikroskopicka´
hematurie
2 pru˚jem
s parasympato-
lytiky, odchod
hlenu˚ s nut-
nostı´ vlozˇek,
bolesti vyzˇadujı´cı´
analgetika
strˇedneˇ silny´
pru˚jem, intermi-
tentnı´ krva´cenı´,
stolice vı´ce nezˇ 5x
denneˇ, nadmeˇrny´
odchod hlenu˚
mocˇenı´ s interva-
lem > 1 hodina,
dysurie a spazmy
s medikacı´
strˇednı´ frekvence
mocˇenı´, intermi-
tentnı´ makrosko-
picka´ hematurie
3 pru˚jem s in-
fuznı´ podporou,
odchod hlenu˚
s nutnostı´ vlozˇek,
disterze klicˇek
strˇevnı´ch na rtg
obstrukce nebo
krva´cenı´ vyzˇadu-
jı´cı´ chirurgicky´
za´krok
mocˇenı´ s interva-
lem < 1 hodina,
dysurie a spazmy
se silny´mi analge-
tiky, hematurie
vysoka´ frekvence
mocˇenı´, cˇasta´
hematurie, re-
dukce kapacity
pod 150 cm3
4 nekro´znı´ stav, kr-
va´cenı´ s transfu´zi
nekro´za, perfo-
race, fistula
hematurie vyzˇa-
dujı´cı´ transfu´zi,
akutnı´ obstrukce,
nekro´za
teˇzˇka´ hemora-
gicka´ cystitida,
redukce kapacity
pod 100 cm3,
nekro´za
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4 Analy´za prˇezˇitı´
Analy´za prˇezˇitı´ je obor statistiky, ktery´ se zaby´va´ popisem a analy´zou dat, korespondu-
jı´cı´ch dobeˇ od vstupnı´ uda´losti (pocˇa´tecˇnı´ bod) do vy´skytu sledovane´ uda´losti (koncovy´
bod). Za vstupnı´ uda´lost mu˚zˇeme povazˇovat narozenı´ jedince nebo zapsa´nı´ jedince do
studie. Jako koncovy´ bod uvazˇujeme smrt pacienta, na´vrat nemoci poprˇı´padeˇ uzdravenı´
pacienta. Doba mezi teˇmito uda´lostmi se nazy´va´ doba prˇezˇitı´.
4.1 Funkce prˇezˇitı´ a hazardnı´ funkce
Necht’X je doba do vy´skytu urcˇite´ho jevu, t.j.X je (absolutneˇ) spojita´ neza´porna´ na´hodna´
velicˇina s konecˇnou strˇednı´ hodnotou. Rozdeˇlenı´ velicˇinyX mu˚zˇeme popsat teˇmito zpu˚-
soby:
Hustota pravdeˇpodobnosti X :
f(x), x ≥ 0. (4.1)
Funkce prˇezˇitı´:
S(x) = P (X > x) =
 ∞
x
f(u)du = 1− F (x), (4.2)
kde F (x) je distribucˇnı´ funkce X .
Funkce prˇezˇitı´ tedy urcˇuje pravdeˇpodobnost, zˇe pacient bude zˇı´t de´le nezˇ do cˇasu x
(sledovana´ uda´lost se u neˇj objevı´ pozdeˇji nezˇ v cˇase x).
Hazardnı´ funkce:
λ(x) = lim
∆x→0+
P (x ≤ X < x+∆x|X ≥ x)
∆x
, (4.3)
pro vsˇechna x > 0.
Hazardnı´ funkce znacˇı´ derivaci podmı´neˇne´ pravdeˇpodobnosti vy´skytu sledovane´
uda´losti v prˇı´sˇtı´m okamzˇiku za prˇedpokladu, zˇe uda´lost nenastala do cˇasu x. Mezi ha-
zardnı´ funkcı´ a funkcı´ prˇezˇitı´ je na´sledujı´cı´ vztah:
λ(x) = lim
∆x→0+
1
∆x
P (x ≤ X < x+∆x)
P (X ≥ x) =
= lim
∆x→0+
1
∆x
 x+∆x
x f(u)du∞
x f(u)du
=
f(x)
S(x)
=
= −
dS(x)
dx
S(x)
= − d
dx
lnS(x) (4.4)
pro vsˇechna x > 0.
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Kumulativnı´ hazardnı´ funkce:
Λ(x) =
 x
0
λ(u)du = −lnS(x). (4.5)
Platı´ tedy:
S(x) = e(−Λ(x)) = e(−
 x
0 λ(u)du). (4.6)
Je-li X diskre´tnı´ na´hodna´ velicˇina s hodnotami x1 < x2 < · · · a rozdeˇlenı´m pravdeˇ-
podobnosti f(x1) = P (X = x1), i = 1, 2, · · · , je pak funkce prˇezˇitı´ tvaru
S(x) =

j:xj>t
f(xj) (4.7)
a hazardnı´ funkce v bodeˇ xi je
λi = P (X = xi|X ≥ xi) = f(xi)
S(x−i )
, i = 1, 2, · · · , (4.8)
kde S(x−) = limt→x− S(t).
Rozdeˇlenı´ velicˇiny X mu˚zˇe by´t i obecneˇjsˇı´, zcˇa´sti diskre´tnı´ a zcˇa´sti spojite´. K obeˇma
teˇmto cˇa´stem lze prˇistupovat soucˇasneˇ, a to skrze soucˇinovy´ integra´l.
Necht’λc(x) je spojita´ cˇa´st hazardnı´ funkce a necht’λ1, λ2, · · · jsou diskre´tnı´ slozˇky
v cˇasech x1 < x2 < · · · . Celkova´ funkce prˇezˇitı´ je potom
S(x) = e(−
 x
0 λc(u)du)

j:xj≤x
(1− λj) (4.9)
a kumulativnı´ hazardnı´ funkce je tvaru
Λ(x) =
 x
0
λc(u)du−

j:xj≤x
ln (1− λj) . (4.10)
Necht’ dΛ(x) znacˇı´ diferencia´lnı´ prˇı´ru˚stek kumulativnı´ho rizika na intervalu
⟨x, x+∆x). Potom
dΛ(x) = Λ(x− +∆x)− Λ(x−) = P (X ∈ ⟨x, x+∆x) |X ≥ x) =
=
 −ln(1− λi) pro x = xi, i = 1, 2, · · ·
λc(x)∆x jinde
(4.11)
Funkci prˇezˇitı´ v diskre´tnı´, spojite´, nebo smı´sˇene´ formeˇ lze potom zapsat jako
S(x) = P x0 (1− dΛ(u)), (4.12)
kde
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P x0 (1− dΛ(u)) = limγ→∞
γ
k=1
(1− (Λ(uk)− Λ(uk−1))) (4.13)
je soucˇinovy´ integra´l.
[18],[11]
4.2 Cenzorova´nı´ dat
Ne vzˇdy ma´me mozˇnost pracovat s u´plny´mi daty. V teˇch prˇı´padech, kdy tato mozˇnost
nenı´, vyuzˇı´va´me cenzorovana´ data.
4.2.1 Cenzorova´nı´ zprava
V praxi se nejcˇasteˇji setka´va´me s cenzorova´nı´m zprava. Tento typ se vyuzˇı´va´ pokud
u pacienta nastanou sledovane´ uda´losti azˇ po ukoncˇenı´ sledova´nı´ pacienta. Taky sem
spada´ situace, kdy skutecˇna´ de´lka zˇivota pacienta je delsˇı´ nezˇ de´lka nasˇeho pozorova´nı´.
4.2.2 Cenzorova´nı´ zleva
Cenzorova´nı´ zleva zahrnuje pouze tu mozˇnost, kdy pacient zemrˇe (poprˇı´padeˇ se od-
steˇhuje nebo je jiny´m zpu˚sobem odebra´n ze studie) jesˇteˇ prˇed zaha´jenı´m studie.
4.2.3 Intervalove´ cenzorova´nı´
Intervalove´ cenzorova´nı´ nasta´va´, pokud nemu˚zˇeme prˇesneˇ urcˇit skutecˇnou de´lku doby,
kdy se uda´lost nevyskytla, protozˇe nejsme schopni pacienta neprˇetrzˇiteˇ sledovat. Pacient
prˇicha´zı´ na kontrolu pouze jednou za urcˇity´ cˇasovy´ interval. Pokud by beˇhem tohoto
cˇasove´ho intervalu dosˇlo ke sledovane´ uda´losti, nejsme schopni prˇesneˇ urcˇit, kdy k te´to
uda´losti skutecˇneˇ dosˇlo. Nakonecmusı´me k vlastnı´ dobeˇ mezi pocˇa´tkem a koncem studie
prˇicˇı´st cˇas doby mezi koncovy´m bodem a cˇasem, kdy jsme zjistili, zˇe sledovana´ uda´lost
jizˇ nastala.
Nı´zˇe (viz obra´zek 3) vidı´meprˇı´klady cenzorova´nı´.Upacientu˚ 2 a 6dosˇlo k cenzorova´nı´
zleva, protozˇe pacient cˇ. 2 zemrˇel drˇı´ve, nezˇ zacˇala studie a pacient cˇ. 6 byl vyjmut
z pozorova´nı´ prˇed zacˇa´tkem. U pacientu˚ cˇ. 1, 3 a 5 dosˇlo k cenzorova´nı´ zprava. Pacienti
1 a 5 byli sledova´nı´ azˇ do konce studie, avsˇak sledovana´ uda´lost nenastala. Pacient cˇ. 3
byl z pozorova´nı´ vyjmut drˇı´ve, nezˇ pozˇadovana´ uda´lost nastala. Pouze u pacienta cˇ. 4
nastala sledovana´ uda´lost a proto pouze u neˇj nedocha´zı´ k cenzorova´nı´.
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Obra´zek 3: Cenzorova´nı´ dat
V praxi se navı´c vyuzˇı´vajı´ 4 druhy neza´visle´ho cenzorova´nı´:
• Jednoduchy´ typ I
- zde jsou vsˇichni pacienti sledova´nı´ pevnou dobu.
• Progresivnı´ typ I
- vsˇichni pacienti jsou cenzorova´ni ve stejny´ cˇasovy´ okamzˇik
• Typ II
- pozorova´nı´ pacientu˚ trva´ do uskutecˇneˇnı´ n uda´lostı´
• Na´hodne´ pozorova´nı´
- zde jsou cˇasy cenzorovany´ch dat neza´visle´ na dobeˇ, kdy probeˇhla sledovana´ uda´-
lost
[12]
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5 Neparametricke´ metody
Ve statisticke´ analy´ze prˇezˇitı´ zaujı´majı´ klı´cˇovou u´lohu prˇeva´zˇneˇ parametricke´ metody, ale
v te´to kapitole si uka´zˇeme, zˇe jemozˇne´ neˇktere´ proble´my rˇesˇit i pomocı´ neparametricky´ch
metod. Uvedeme neparametricke´ odhady funkce prˇezˇitı´, pomocı´ ktery´ch se odhadujı´
momenty doby prˇezˇitı´ a take´ jine´ charakteristiky. Nevy´hodou teˇchto neparametricky´ch
metod je nemozˇnost zı´ska´nı´ informacı´ o chova´nı´ „konce“ rozdeˇlenı´. Avsˇak i tyto metody
majı´ sve´ vy´hody. Jednou z vy´hod je mozˇnost sestrojenı´ odhadu˚ z pomeˇrneˇ neupraveny´ch
dat. Proto se s nimi cˇasto setka´va´me v praxi.
Tyto odhady se cˇasto pouzˇı´vajı´ jak v teorii spolehlivosti, tak i v klinicke´m vy´zkumu
a pojisˇt’ovnictvı´ prˇi analy´ze tabulek u´mrtnosti.
Meˇjme: X , ktere´ oznacˇuje dobu prˇezˇitı´, S(x) odpovı´dajı´cı´ funkci prˇezˇitı´,
0 = x0 < x1 < · · · < xk cˇasove´ okamzˇiky a interval Ji = (xi−1, xi⟩ , i = 1, · · · , k. Prˇed-
pokla´da´me, zˇe meˇrˇenı´ je usporˇa´da´no tak, zˇe v okamzˇiku x0 = 0 zacˇneme pozorovat
n pacientu˚ se stejny´m onemocneˇnı´m. U´daje o pru˚beˇhu zjisˇt’ujeme pouze v cˇasovy´ch
okamzˇicı´ch x1, · · · , xk a zı´skane´ u´daje jsou naprˇı´klad
ni · · · pocˇet zˇijı´cı´ch pacientu˚ sledovany´ch do okamzˇiku xi−1 (bez okamzˇiku xi−1),
di · · · pocˇet u´mrtı´ v intervalu Ji
vi · · · pocˇet pacientu˚, kterˇı´ byli ztraceni ze sledova´nı´ (zmeˇna le´karˇe, odsteˇhova´nı´ se)
v intervalu Ji
wi · · · pocˇet pacientu˚ za´meˇrneˇ vyjmuty´ch ze sledova´nı´, i = 1, · · · , k
Polozˇme n0 = n, d0 = v0 = w0 = 0.
Pro t ∈ Ji odhadneme hodnotu S(t)pomocı´
Sˆ(t) = 1− di−1/ni−1. (5.1)
Tento odhad je neˇkdy nazy´va´n odhadem, ktery´ je zalozˇeny´ na redukovane´m vy´beˇru.
Ignoruje vsˇak obsazˇenou informaci ve vi awi. Na´sledujı´cı´ u´vaha je zalozˇena na mysˇlence,
v nı´zˇ je zahrnuta i tato informace.
Oznacˇı´me Ei = x : x ≥ xi, pi = P (Ei|Ei−1), i = 1, · · · , k. Pak zrˇejmeˇ platı´
P (Ek) = P (Ek|Ek−1)P (Ek−1) = P (Ek|Ek−1)P (Ek−1|Ek−2) · · ·P (E1) =
k
i=1
pi. (5.2)
Pokud v intervalu Ji nedosˇlo ke ztra´ta´m a zˇa´dnı´ pacienti nebyli ze sledova´nı´ vyjmuti,
mu˚zˇeme pi odhadnout pomocı´ 1 − di/ni. Pokud vsˇak v intervalu Ji dosˇlo ke ztra´ta´m
nebo k za´meˇrne´mu vyjmutı´, prˇedpokla´da´ se, zˇe ztracenı´ a vyjmutı´ pacienti byli sledova´ni
polovinu prˇı´slusˇne´ho intervalu. V takove´m prˇı´padeˇ pocˇı´ta´me s tzv. efektivnı´m pocˇtem
pacientu˚ sledovany´ch v intervalu Ji.
ni = ni − 1
2
(vi + wi) (5.3)
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Za odhad podmı´neˇny´ch pravdeˇpodobnostı´ pi potom bereme
pˆi = 1− di/ni (5.4)
a to spolu s rovnicı´ 5.2 vede k odhadu funkce prˇezˇitı´
Sˆ(t) =
j
i=1
pˆi, xj < t ≤ xj+1, j = 1, · · · , k − 1, (5.5)
Sˆ(t) = 1, t ≤ x1 (5.6)
Obvykle jsou konstruova´ny tabulky u´mrtnosti s ekvidistantnı´mi cˇasovy´mi intervaly,
kde de´lka cˇasove´ho intervalu je rovna jednomu roku. Abychom dostali takova´ data,
museli bychomsledovaturcˇitou skupinupacientu˚ poneˇkolikdesetiletı´. Veˇtsˇinou seovsˇem
pouzˇı´vajı´ pru˚beˇzˇne´ tabulky u´mrtnosti vznikajı´cı´ ze statistik beˇhem jednoho roku. Skupiny
jedincu˚ v disjunktnı´ch cˇasovy´ch intervalech jsou disjunktnı´.
[13]
5.1 Funkce prˇezˇitı´ a strˇednı´ doba prˇezˇitı´, za´kladnı´ vztahy
Jestlizˇe na´hodna´ velicˇina (v le´karˇsky´ch aplikacı´ch - doba prˇezˇitı´ [19]) je popsa´na distribu-
cˇnı´ funkcı´ F a hustotou f , pak hazardnı´ funkce λ(t) je definova´na pro ty hodnoty t, pro
ktere´ F (t) < 1:
λ(t) =
f(t)
1− F (t) =
f(t)
S(t)
. (5.7)
Pokud zna´me hazardnı´ funkci λ(t), mu˚zˇeme funkcı´ prˇezˇitı´ S(t) snadno vyja´drˇit dle 4.6
jako:
S(t) = e[−
 t
0 λ(x)dx]. (5.8)
Pote´, kdyzˇ zna´me funkci prˇezˇitı´ S(t), mu˚zˇeme definovat strˇednı´ dobu zˇivotaMST (Mean
Survival Time) a smeˇrodatnou odchylku SE (Standard Error) na´sledovneˇ:
MST =
 ∞
0
S(x)dx (5.9)
SE =

2
 ∞
0
x2S(x)dx− (MST )2 (5.10)
[15]
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5.2 Kaplan-Meieru˚v odhad (angl. Product limit estimate)
Tento odhad je v dnesˇnı´ dobeˇ nejpouzˇı´vaneˇjsˇı´m neparametricky´m odhadem funkce
prˇezˇitı´. Vycha´zı´ z vyja´drˇenı´ 5.2, mezi du˚lezˇite´ okamzˇiky bere prˇı´mo cˇasy, kdy byl pa-
cient vyjmut z pozorova´nı´ a nebo zemrˇel. Data u Kaplan–Meierova odhadu jsou na´hodneˇ
cenzorova´na a vy´sledkem pozorova´nı´ je n dvojic
(W1, I1), · · · , (Wn, In),
kde Wj , j, · · · , n, je okamzˇik, kdy byl pacient vyjmut ze sledova´nı´ a Ij = 1, resp. Ij = 0
podle toho, zda dosˇlo k u´mrtı´ pacienta, resp. jeho vyjmutı´ ze sledova´nı´.
Pro jednoduchost mu˚zˇeme prˇedpokla´dat, zˇe ve vy´beˇru W1, · · · ,Wn se nevyskytly
shody a sestavme usporˇa´dany´ na´hodny´ vy´beˇr W(1) < · · · < W(n). Necht’ I(j) je indi-
ka´tor odpovı´dajı´cı´ W(j), j = 1, · · · , n. (I(1), · · · , I(n) jsou neusporˇa´dana´!). Za vy´znacˇne´
okamzˇiky tedy vezmemeW(1), · · · ,W(n).
Oznacˇme:
nj · · · pocˇet zˇivy´ch pacientu˚ do okamzˇikuW(j) (okamzˇikW(j) k tomu nepocˇı´ta´me),
dj · · · pocˇet u´mrtı´ do okamzˇikuW(j).
Za odhady podmı´neˇny´ch pravdeˇpodobnostı´ pj vezmeme
pˆj = 1− dj/nj , j = 1, · · · , n. (5.11)
Poznamenejme, zˇe pˆj = 1− 1/nj jestlizˇe I(j) = 1 a pˆj = 1, jestlizˇe I(j) = 0.
Kaplan-Meieru˚v odhad funkce prˇezˇitı´ je
Sˆ(t) =

j:W(j)<t
pˆj , t ≤W(n), (5.12)
Sˆ(t) = 0, t > W(n). (5.13)
Pokuddata obsahujı´ shody,modifikujemeKaplan-Meieru˚v odhadna´sledovneˇ.Meˇjme
Sj , ktere´ oznacˇuje porˇadı´ dvojic (Wj , 1− Ij) v lexikograficke´m usporˇa´da´nı´ posloupnosti
(W1, 1− Ij), · · · , (Wn, 1− In).
Modifikovany´ Kaplan-Meieru˚v odhad:
Sˆ(t) =

j:W(j)<t

n− Sj
n− Sj + 1
Ij
, t ≤W(n), (5.14)
Sˆ(t) = 0, t > W(n). (5.15)
Pro u´plny´ vy´beˇr je pak Kaplan-Meieru˚v odhad stejny´ s empirickou funkcı´ spolehli-
vosti.
V na´sledujı´cı´ veˇteˇ jsou uvedeny asymptoticke´ vlastnosti Kaplan-Meierova odhadu
a to v prˇı´padeˇ na´hodne´ho cenzorova´nı´.
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Veˇta 5.1 Necht’ distribucˇnı´ funkce F doby prˇezˇitı´ X a distribucˇnı´ funkce G cˇasove´ho cenzoru
jsou spojite´. Necht’ t > 0 je takove´, zˇe S(t) = 1− F (t) > 0. Potom
√
n(Sˆ(t)−S(t)) D−→ N

0, S2(t)
 t
0
((1− F (x))(1−G(x)))−2 dP (X < x, I = 1)

, (5.16)
kde D−→ znacˇı´ konvergenci v distribuci.
Rozptyl aproximujeme nejcˇasteˇji pomocı´
V arSˆ(t) = Sˆ2(t)

j:W(j)<t
I(j)
(n− j)(n− j + 1) (5.17)
cozˇ je Greenwoodu˚v vzorec [17].
[13]
5.3 Odhad funkce prˇezˇitı´ pomocı´ metody Life-table)
Tatometoda pouzˇı´va´ pro svu˚j odhad prˇezˇitı´ tzv. u´mrtnostnı´ tabulky a funguje na stejne´m
principu jakoKaplan-Meierovametoda.Metody se lisˇı´ pouzevdefinici cˇasovy´ch intervalu˚
deˇlı´cı´ch dobu pozorova´nı´. Kaplan-Meierova metoda vyuzˇı´va´ intervaly, ktere´ mu˚zˇou by´t
velikostneˇ blı´zke´ nule, oproti tomu metoda Life-table pracuje s pevneˇ dany´mi cˇasovy´mi
intervaly.
Meˇjme dobu pozorova´nı´ rozdeˇlenou na k intervalu˚ s indexy l = 1, 2, . . . k. Do u´mrtno-
stnı´ tabulky se pro kazˇdy´ z intervalu˚ zaznamenajı´ hodnoty, ktere´ jsou potrˇebne´ k odhadu
pravdeˇpodobnosti prˇezˇitı´:
nl · · · pocˇet pacientu˚, kterˇı´ jsou na zacˇa´tku l-te´ho intervalu v riziku,
dl · · · pocˇet u´mrtı´ beˇhem intervalu l,
cl · · · pocˇet cenzorovanı´ beˇhem l-te´ho intervalu,
Pl · · · podmı´neˇna´ pravdeˇpodobnost prˇezˇitı´ pro l-ty´ interval:
Pl = 1− dl
nl − 1
2
cl
. (5.18)
Pokud postupneˇ vyna´sobı´me podmı´neˇne´ pravdeˇpodobnosti prˇezˇitı´ v prˇedesˇly´ch in-
tervalech, zı´ska´me kumulativnı´ pravdeˇpodobnost prˇezˇitı´ od zacˇa´tku sledova´nı´ azˇ do
konce l-te´ho intervalu:
P(l) =
l
i=1
Pi =

i=1
l
1− di
ni − 1
2
ci
 (5.19)
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Metoda Life-table zohlednˇuje cenzorovane´ uda´losti jiny´m zpu˚sobem nezˇ Kaplan-
Meierova metoda, cozˇ lze videˇt z 5.18. Life-table v riziku povazˇuje pru˚meˇrneˇ polovinu
z cenzorovany´ch pacientu˚, oproti tomu metoda Kaplan-Meier prˇedpokla´da´, zˇe vsˇichni
pacienti s cenzorovany´m cˇasem jsou v riziku u´mrtı´. Pokud se ve stejne´m cˇase objevujı´
u´mrtı´ i cenzorova´nı´, je vhodneˇjsˇı´ pouzˇı´t metodu Life-table, Kaplan-Meierova metoda
v tomto prˇı´padeˇ mı´rneˇ nadhodnocuje pravdeˇpodobnost prˇezˇitı´. Kaplan-Meierovu me-
todu vı´ce vyuzˇijeme v klinicky´ch studiı´ch, kde ma´me k dispozici prˇesne´ u´daje o doba´ch
prˇezˇitı´ pacientu˚.
[14]
22
6 Testy pomocı´ neparametricky´ch metod
Pokud okolnosti nedovolujı´ pouzˇitı´ zcela parametricke´ho modelu, obracı´me se cˇasto na
neparametricke´ metody. V te´to kapitole budeme trochu vı´ce do detailu zkoumat dva
specificke´ proble´my. Jsou to odhady kvantilu˚ doby prˇezˇitı´ a funkce prˇezˇitı´ pomocı´ nepa-
rametricky´ch metod a srovna´nı´ pomocı´ porˇadovy´ch testu˚.
6.1 Neparametricky´ odhad funkce prˇezˇitı´ a kvantilu˚
Za prˇedpokladu specificke´ho parametricke´ho modelu, je odhad charakteristik, alesponˇ
v principu, jednoduchy´. Budeme se zaby´vat neparametricky´m intervalovy´m odhadem
funkce prˇezˇitı´ a kvantilu˚ doby prˇezˇitı´. Tyto metody mu˚zˇeme pouzˇı´t, pokud nenı´ mozˇne´
nebo vhodne´ vytvorˇit specificky´ parametricky´ model.
6.1.1 Intervalovy´ odhad funkce prˇezˇitı´
Necenzorovana´ data
Intervalove´ odhady funkce prˇezˇitı´ je mozˇne´ zı´skat z necenzorovany´ch dat pouzˇitı´m zna´-
my´ch postupu˚ zalozˇeny´ch na binomicke´m rozdeˇlenı´. Prˇedpokla´da´me, zˇe t1, · · · , tn je
na´hodny´ vy´beˇr s funkcı´ prˇezˇitı´ S(t) a prˇedpokla´dejme, zˇe potrˇebujeme urcˇit odhad S(a)
pro specifickou dobu a. Definujme na´hodnou promeˇnnou X jako pocˇet ti ve vy´beˇrove´m
souboru, ktery´ je veˇtsˇı´ nebo roven a. PakX ma´ binomicke´ rozdeˇlenı´ s pravdeˇpodobnostnı´
funkcı´
P (X = x; p) =

n
x

px(1− p)n−x
kde p = S(a). Intervaly spolehlivosti pro p jsou zı´ska´va´ny pomocı´ zna´my´ch zpu˚sobu˚,
ktere´ jsou popsa´ny ve veˇtsˇineˇ za´kladnı´ch statisticky´ch knih.
Naprˇı´klad, aby bylo dosazˇeno dolnı´ α meze spolehlivosti pro p, je nutne´ stanovit
vsˇechny hodnoty p tak, zˇe
P (X ≥ x0; p) ≥ 1− α (6.1)
kde x0 je pozorovana´ hodnota X . Mnozˇina hodnot p splnˇujı´cı´ 6.1 ma´ tvar (pL, 1) a pL je
pozˇadovana´ dolnı´ mez spolehlivosti. Da´ se uka´zat, zˇe
pL =
x0
x0 + (n− x0 + 1)F(2(n−x0+1),2x0),α
.
Hornı´ mez spolehlivosti pro p lze nale´zt podobny´m zpu˚sobem.
pU =
x0 + 1
(x0 + 1) + (n− x0)F(2(n−x0),2x0+2),1−α
.
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Cenzorovana´ data
Pokud jsou cenzorovana´ data Typu I nebo Typu II, S(a) mu˚zˇe by´t odhadnuto v pod-
stateˇ stejny´m zpu˚sobem jako kdyzˇ cenzorovana´ nejsou. Jestlizˇe jsou cenzorovana´ data
Typu I, jsou zna´me´ jen doby prˇezˇitı´, ktere´ jsou mensˇı´ nebo rovny neˇjake´ prˇeddefinovane´
hodnoteˇ T0. Pak pro a ≤ T0 lze S(a) odhadnout naprosto stejny´m zpu˚sobem jako pro
necenzorovana´ data.
Cenzorova´nı´ Typu II je o neˇco slozˇiteˇjsˇı´, protozˇe konecˇny´ cˇas experimentu t(r) je
na´hodna´ velicˇina a mu˚zˇe by´t veˇtsˇı´ nebo mensˇı´ nezˇ zadana´ hodnota a. Je-li odhad S(a)
du˚lezˇity´, mu˚zˇe by´t experiment navrzˇen tak, aby pravdeˇpodobnost, zˇe t(r) je mensˇı´ nezˇ a,
byla mala´. V tomto prˇı´padeˇ je mozˇne´ prˇistoupit k odhadu S(a) jako by byl cenzorovany´
Typu I a ignorovat malou pravdeˇpodobnost t(r) < a. Jestlizˇe pravdeˇpodobnost, zˇe t(r) je
mensˇı´ nezˇ a, nenı´ zanedbatelna´, potom mu˚zˇe by´t postup upraven. Pote´ vsˇak jeho za´veˇry
nebudou neparametricke´.
Pokud jsou data cenzorovana´, lze rozsˇı´rˇit postupy pomocı´ necenzorovany´ch dat a vy-
uzˇı´t meznı´ odhad Sˆ(a) odhadu S(a). Prˇedpokla´dejme, zˇe z vy´beˇrove´ho souboru zahr-
nujı´cı´ho n subjektu˚ je pozorova´no k ru˚zny´ch dob prˇezˇitı´ t(1) < · · · < t(k). Necht’ dj
reprezentuje pocˇet u´mrtı´ v cˇase t(j) a nj pocˇet zˇijı´cı´ch subjektu˚ do doby t(j). Limitnı´
odhad S(a) je
Sˆ(a) =

j:t(j)<a
nj − dj
nj
a odhad rozptylu Sˆ(a) je
varSˆ(a) = Sˆ(a)2

j:t(j)<a
dj
nj(nj − dj) . (6.2)
6.1.2 Intervalovy´ odhad kvantilu˚ doby prˇezˇitı´
Necenzorovana´ data
Intervaly spolehlivosti neparametricky´ch dat pro p-ty´ kvantil tp spojite´ho rozdeˇlenı´ mo-
hou by´t snadno urcˇeny tehdy, pokud jsou data kompletnı´ nebo cenzorovana´ Typu II.
Oboustranne´ intervalove´ odhady pro tp jsou naprˇı´klad ve tvaru
t(r) ≤ tp ≤ t(s) (6.3)
kde 1 ≤ r < s ≤ n a t(1) < · · · < t(n) jsou usporˇa´dana´ pozorova´nı´ v na´hodne´m vy´beˇru
o velikosti n.
Urcˇeme spolehlivost odhadu pro interval tvaru 6.3. Meˇjme tedy X reprezentujı´cı´
pocˇet pozorova´nı´ v na´hodne´m vy´beˇru o velikosti n, ktera´ jsoumensˇı´ nebo rovno tp.X ma´
binomicke´ rozdeˇlenı´ s pravdeˇpodobnostnı´ funkcı´

n
x

px(1− p)n−x. Nerovnost t(r) ≤ tp ≤
t(s) vy´beˇrove´ho souboru je splneˇna pra´veˇ tehdy, kdyzˇ r ≤ X ≤ s− 1 a tedy
P [t(r) ≤ tp ≤ t(s)] =
s−1
x=r

n
x

px(1− p)n−x. (6.4)
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S vyuzˇitı´m zna´me´ho vztahu mezi binomicky´m rozdeˇlenı´m a neu´plnou beta funkcı´
Bp(a, n− a+ 1) =
n
j=a

n
j

pj(1− p)n−j ,
mu˚zˇeme 6.4 napsat v alternativnı´ formeˇ
P [t(r) ≤ tp ≤ t(s)] = Bp(r, n− r + 1)−Bp(s, n− s+ 1) (6.5)
kde Bp(a, b) je neu´plna´ beta funkce
Bx(a, b) =
1
B(a, b)
 x
0
ta−1(1− t)b−1dt 0 ≤ x ≤ 1.
Intervalovy´ odhad 6.3 je tedy neparametricky´ a ma´ hladinu vy´znamnosti α danou 6.4.
Spolehlivost odhadu lze vypocˇı´tat prˇı´mo, zı´skat z tabulek binomicke´ho rozdeˇlenı´ nebo
z neu´plne´ beta funkce.
Pro dane´ p a n budemozˇne´ nale´zt intervaly spolehlivosti 6.3 pouze pro urcˇite´ hodnoty
α. Pokud chceme oboustranny´ 90-ti procentnı´ interval spolehlivosti pro tp, pak r, s a n lze
zvolit tak, aby se α co nejvı´ce blı´zˇila k 0,90. Obvykle se nabı´zı´ vı´ce mozˇnostı´ pro n, r a s,
acˇkoli jine´ u´vahy mohou ukazovat na konkre´tnı´ kombinaci. Pro velmi prˇesny´ odhad je
zˇa´doucı´, aby byl rozdı´l mezi r a s co nejmensˇı´. Je dobre´ poznamenat, zˇe prˇestozˇe zde
popsany´ postup intervalu spolehlivosti je neparametricky´, jeho vlastnosti za´visı´ na typu
rozdeˇlenı´ stejneˇ tak, jako na r, n a s.
Jednostranne´ intervaly spolehlivosti ve tvaru t(r) ≤ tp nebo tp ≤ t(s) mohou by´t
zahrnuty v 6.3, a to definova´nı´m t(0) = 0 a t(n+1) = ∞. Pak naprˇı´klad volba s = n + 1
da´va´ interval spolehlivosti
t(r) ≤ tp (6.6)
s odhadem spolehlivosti vycha´zejı´cı´m z 6.4 jako
n
x=r

n
x

px(1− p)n−x. (6.7)
V urcˇity´ch aplikacı´ch, u ktery´ch na´s zajı´ma´ tp pro male´ p je r neˇkdy voleno v 6.6 jako
jednotka. To na´m da´va´

t(1),∞

jako interval spolehlivosti s odhadem spolehlivosti
n
x=1

n
x

px(1− p)n−x = 1− (1− p)n.
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Cenzorovana´ data
Jsou-li cenzorovana´ dataTypu II,metody, ktere´ jsmepra´veˇ popsali, sta´le platı´. Samozrˇejmeˇ
za prˇedpokladu, zˇe experiment pokracˇuje, dokud nejsou pozorova´ny pozˇadovane´ porˇa-
dove´ statistiky t(r) a t(s) v 6.4. S pouzˇitı´m cenzorovany´ch dat neexistuje zcela vyhovujı´cı´
postup. Pomocı´ vztahu mezi kvantily a funkcı´ prˇezˇitı´ vsˇak mu˚zˇeme zı´skat pro kvantily
prˇiblizˇne´ intervaly spolehlivosti. Prˇipomenˇme, zˇe pokud tp je p-ty´ kvantil s funkcı´ prˇezˇitı´
S(t), pak P (L ≤ tp) = P [S(L) ≥ 1 − p]. Z toho vyply´va´, zˇe pokud pL(data; a) je dolnı´
α mez spolehlivosti pro S(a), pak dolnı´ α mez spolehlivosti pro tp lze zı´skat tı´m, zˇe
najdeme a takove´, aby pL(data; a) = 1− p.
[18]
6.2 Porˇadove´ testy (rank tests) pro porovna´va´nı´ rozdeˇlenı´
6.2.1 Linea´rnı´ porˇadove´ testy pro m-souborovy´ proble´m
Cˇasto jsou vyzˇadova´ny testy pro porovna´nı´ dvou nebo vı´ce rozdeˇlenı´. Pokudnenı´ vhodne´
pouzˇitı´ parametricky´ch modelu˚, ve ktery´ch se majı´ prove´st testy, mu˚zˇeme pouzˇı´t metody
neparametricke´. Tato cˇa´st se zaby´va´ dalsˇı´ trˇı´dou neparametricky´ch testu˚, zalozˇeny´ch na
linea´rnı´m modelu pro logaritmicke´ doby prˇezˇitı´. Dva testy budou popsa´ny podrobneˇji.
Jednı´m z nich je log rank test a druhy´ je zobecneˇny´Wilcoxonu˚v test a Kruskalu˚v-Wallisu˚v
test. Tyto dva jsou z velke´ trˇı´dy mozˇny´ch testu˚, ale vyzˇadujı´ pozornost dı´ky sve´mu
sˇiroke´mu vyuzˇitı´ v souvislosti s dobou prˇezˇitı´. Na oba tyto testy mu˚zˇe by´t nahlı´zˇeno
z vı´ce u´hlu˚ pohledu, ale my je zde budeme zkoumat jako linea´rnı´ porˇadove´ testy. K tomu
budeme posuzovat za´kladnı´ mysˇlenky porˇadovy´ch testu˚ a zvazˇovat jejich rozsˇı´rˇenı´ na
cenzorovana´ data.
Neˇktere´ knihy obsahujı´ rozsˇı´rˇene´ zpracova´nı´ porˇadovy´ch testu˚ (naprˇ. [22], [23], [24])
a v mnoha detailech se na neˇ lze odka´zat. Nı´zˇe je popsa´no neˇkolik vy´sledku˚ pro proble´m
testova´nı´ rovnostim rozdeˇlenı´. Konkre´tneˇ, jak vytvorˇit testy pro porovna´va´nı´ rozdeˇlenı´,
ktere´ se mohou lisˇit pouze s ohledem na polohu. V tomto prˇı´padeˇ se prˇedpokla´da´, zˇe dveˇ
rozdeˇlenı´, 1 a 2, majı´ pravdeˇpodobnosti distribucˇnı´ch funkcı´ g(y − θ) a g(y) a ty jsou si
rovny pra´veˇ tehdy, kdyzˇ θ = 0. Popsane´ testy jsou tedy vhodne´ pro testova´nı´, zda majı´
dveˇ nebo vı´ce rozdeˇlenı´ stejnou mı´ru polohy, vzhledem k tomu, zˇe majı´ stejny´ parametr
meˇrˇı´tka (scale) a tvaru (shape). Mohou by´t pouzˇity pro testova´nı´ rovnosti vsˇech skupin,
ale nebudou stacˇit na odhalova´nı´ urcˇity´ch typu˚ odchylek od rovnosti.
Vezmeˇme v u´vahu m rozdeˇlenı´, ktere´ se mu˚zˇou lisˇit pouze polohou. Bez ztra´ty na
obecnosti, mu˚zˇeme prˇedpokla´dat, zˇe pravdeˇpodobnostnı´ distribucˇnı´ funkce budou tvaru
g1(y) = g(y − θ1), · · · , gm−1(y) = g(y − θm−1), gm(y) = g(y). (6.8)
Rovnost je pak testova´na pro θ1 = · · · = θm−1 = 0. Vy´sledky pro m-souborovy´
proble´m lze strucˇneˇ vyja´drˇit z hlediska fiktivnı´ch regresnı´ch promeˇnny´ch. Necht’
θ = (θ1, · · · , θm−1)′ a necht’ x = (x1, · · · , xm−1) je vektor indika´toru promeˇnny´ch,
definovany´ tak, zˇe pro subjekty z rozdeˇlenı´ 1, · · · ,m − 1 ma´ x vektory v porˇadı´
(1, 0, · · · , 0), (0, 1, · · · , 0), · · · , (0, · · · , 0, 1) a pro subjekty z rozdeˇlenı´ m ma´ x =
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(0, · · · , 0). Prˇedpokla´dejme model, ve ktere´m ma´ subjekt s regresnı´m vektorem x prav-
deˇpodobnostnı´ distribucˇnı´ funkci
f(y|x) = g(y − xθ). (6.9)
Pak subjekty s rozdeˇlenı´mi 1, · · · ,mmajı´ pravdeˇpodobnostnı´ distribucˇnı´ funkce uvedene´
v 6.8.
Testy s necenzorovany´mi daty
Konstrukce porˇadovy´ch testu˚ θ = 0 v 6.9 bude popsa´na nejprve pro prˇı´pad necenzo-
rovany´ch dat, s cenzorova´nı´m se budeme zaby´vat pozdeˇji. Sı´la porˇadove´ho testu za´visı´
na alternativnı´ch hypote´za´ch a rozdeˇlenı´, ale testy mohou by´t zvoleny tak, at’ jsou silne´
proti specificky´m typu˚m alternativ. Necht’je y1, · · · , yn vzorek z 6.9, ktery´ je vybra´n jako
soubor na´hodny´ch vzorku˚ z kazˇde´ho rozdeˇlenı´ 1, · · · ,m. Necht’Ni je pocˇet pozorova´nı´
z i(N1 + · · · + Nm = n). Necht’ r = [(1), · · · , (n)] oznacˇuje porˇadı´ vektoru zalozˇene´m
na yi, kde (i) je oznacˇenı´ pro subjekt s i-tou nejmensˇı´ hodnotou y. Usporˇa´dana´ pozo-
rova´nı´ y(1) < · · · < y(n) jsou povazˇova´na za odlisˇna´. Porˇadove´ testy θ = 0 mohou by´t
konstruova´ny s ohledem na vy´sledky testu zalozˇene´ho na r.
Testy s cenzorovany´mi daty
Pokud jsou data cenzorovana´, je zapotrˇebı´ neˇktery´ch modifikacı´ u postupu˚ popsany´ch
vy´sˇe. Porˇadove´ testy s cenzorovany´mi daty Typu II byly popsa´ny neˇkolika autory ([25]
a [26]. Konstrukcı´ porˇadovy´ch testu˚ s libovolneˇ cenzorovany´mi daty se zaby´vali [27], [28]
a dalsˇı´. Navı´c bylo delsˇı´ dobu k dispozici zobecnˇova´nı´ log rank testu aWilcoxonova testu
na libovolneˇ cenzorovana´ data ([29],[30],[31]).
Uvazˇujme jesˇteˇ jednou linea´rnı´ regresnı´ model 6.9 a prˇedpokla´dejme, zˇe z vy´beˇrove´ho
souboru zahrnujı´cı´n subjektu˚ s regresnı´mi vektory x1, · · · , xn vznika´ k ru˚zny´ch pozorova-
ny´ch logaritmicky´ch dob prˇezˇitı´ y(1) < · · · < y(k) a n−k cenzorovany´ch cˇasu˚. Navı´c prˇed-
pokla´dejme, zˇe existuje mi logaritmicky cenzorova´ny´ch dob, ktere´ spadajı´ do intervalu
y(i), y(i+1)

, pro i = 0, 1, · · · , k, kde pro zjednodusˇenı´ definujeme y(0) = 0 a y(k+1) =∞.
Necht’x(i) je regresnı´ vektor, jehozˇ hodnota y je y(i) a at’s(i) je soucˇet teˇchto vektoru˚ pro
mi subjektu˚ s logaritmicky cenzorovany´mi dobami cˇasy v intervalu

y(i), y(i+1)

. Pro vy-
tvorˇenı´ porˇadovy´ch testu˚ hypote´zyH0 : θ = 0 navrhli Prentice a veˇtsˇina ostatnı´ch pouzˇitı´
„sko´rove´“ statistiky, ktera´ ma´ prvky tvaru
Ul(0) =
k
i=1
(x(i)lαi + s(i)lai) l = 1, · · · ,m− 1. (6.10)
6.2.2 Log rank test s cenzorovany´mi daty
Prˇedpokla´dejme, zˇe ni je celkovy´ pocˇet subjektu˚ v riziku ve vsˇech m rozdeˇlenı´ch do
doby t(i), kde t(i) = ey(i) je i-ta´ pozorovana´ doba prˇezˇitı´ (i = 1, · · · , k). Necht’di je pocˇet
u´mrtı´ v t(i). Necht’Sl je mnozˇina subjektu˚ z rozdeˇlenı´ l a definujme pro l = 1, · · · ,m
a i = 1, · · · , k
27
dli . . . pocˇet u´mrtı´ v cˇase t(i) mezi subjekty v Sl
nli . . . pocˇet subjektu˚ v riziku z Sl prˇed t(i)
Samozrˇejmeˇ
m
l=1
dli = di a
m
l=1
nli = ni
V [27] a [28] autorˇi navrhli vyuzˇitı´ na´sledujı´cı´ch vzorcu˚ v 6.10:
αi =
i
j=1
1
nj
− 1 i = 1, · · · , k
ai =
i
j=1
1
nj
i = 1, · · · , k (6.11)
6.2.3 Zobecneˇny´ Wilcoxonu˚v test s cenzorovany´mi daty
Rozsˇı´rˇenı´ Wilcoxonova a Krushkalova-Wallisova testu o prˇı´pad cenzorovany´ch dat rˇesˇilo
neˇkolik autoru˚. Prentice [27] navrhuje statistiku 6.10 v souvislosti s dosazenı´m
αi = 1− 2
i
j=1
nj
nj + 1
= 1− 2Fi i = 1, · · · , k
ai = 1−
i
j=1
nj
nj + 1
= 1− Fi i = 1, · · · , k (6.12)
kde nj je celkovy´ pocˇet subjektu˚ v riziku prˇes vsˇechna rozdeˇlenı´ do cˇasu t(j), kde
t(j) = e
y(j) je j-ty´ cˇasovy´ u´sek (j = 1, · · · , k).
Alternativnı´ test byl navrzˇen Gehanem [29] pro dvouvy´beˇrovy´ prˇı´pad a Breslowem
[30] prom-vy´beˇrovy´ prˇı´pad. Test je zalozˇen na 6.10 s dosazenı´m
αi =
i− ni
n+ 1
i = 1, · · · , k
ai =
i
n+ 1
i = 1, · · · , k (6.13)
Acˇkoli vy´sledky v 6.12 vyzˇadujı´ o neˇco vı´ce vy´pocˇtu˚ nezˇ ty v 6.13, je 6.12 uprˇednostnˇo-
va´n pro obecne´ pouzˇitı´.
[18]
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7 Parametricke´ metody
Pro pouzˇitı´ parametricky´chmetod je du˚lezˇite´ prˇedpokla´dat, zˇe na´hodna´ velicˇina T se rˇı´dı´
urcˇity´m rozdeˇlenı´m pravdeˇpodobnosti.
Metody vyuzˇı´vajı´ na´sledujı´cı´ rozdeˇlenı´ pravdeˇpodobnosti:
• Exponencia´lnı´ rozdeˇlenı´
• Weibullovo rozdeˇlenı´
• Log-norma´lnı´ rozdeˇlenı´
• Zobecneˇne´ gamma rozdeˇlenı´
V na´sledujı´cı´ kapitole si je blı´zˇe prˇedstavı´me.
7.1 Exponencia´lnı´ rozdeˇlenı´
Toto rozdeˇlenı´ je spojite´ rozdeˇlenı´ pravdeˇpodobnosti popisujı´cı´ cˇasovy´ interval mezi vza´-
jemneˇ neza´visly´mi uda´lostmi, ktere´ se vyskytujı´ s konstantnı´ intenzitou λ.
Necht’na´hodna´ velicˇina T ma´ exponencia´lnı´ rozdeˇlenı´ pravdeˇpodobnosti s paramet-
rem λ oznacˇovane´ T ∼ E(λ). Jejı´ distribucˇnı´ funkce F (t) je
F (t) =

1− e−λt, t > 0
0, t ≤ 0 (7.1)
Derivova´nı´m distribucˇnı´ funkce dostaneme hustotu pravdeˇpodobnosti f(t):
f(t) =

λe−λt, t > 0
0, t ≤ 0 (7.2)
Da´le si vyja´drˇı´me funkci prˇezˇitı´ S(t) a hazardnı´ funkci λ(t):
S(t) = 1− F (t) = e−λt (7.3)
λ(t) =
f(t)
S(t)
= λ (7.4)
Exponencia´lnı´ rozdeˇlenı´ je za´visle´ jen na jednomparametruλ a jeho hazardnı´ funkce je
v cˇase konstantnı´. Dı´ky tomuto je exponencia´lnı´ rozdeˇlenı´ nejjednodusˇsˇı´ pro modelova´nı´
prˇezˇitı´, ale za´rovenˇ je to jiste´ omezenı´, jelikozˇ konstantnı´ riziko se u onkologicky´ch one-
mocneˇnı´ vyskytuje velmi ma´lo. Z exponencia´lnı´ho rozdeˇlenı´ byla odvozena rˇada dalsˇı´ch
rozdeˇlenı´, ktere´ majı´ slozˇiteˇjsˇı´ hazardnı´ funkci za´visejı´cı´ na vı´ce parametrech.
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7.2 Weibullovo rozdeˇlenı´
Weibullovo rozdeˇlenı´ je zobecneˇnı´m exponencia´lnı´ho rozdeˇlenı´, ktere´ je rozsˇı´rˇene´ o pa-
rametr β. Pokud platı´, zˇe se na´hodna´ velicˇina T umocneˇna´ na β rˇı´dı´ exponencia´lnı´m
rozdeˇlenı´m s parametrem λ, pak T ma´ Weibullovo rozdeˇlenı´ pravdeˇpodobnosti s para-
metry θ a β. Kde θ =
1
λ
Znacˇı´me T ∼ W (θ, β). Parametr θ je nazy´va´n parametr meˇrˇı´tka
(angl. scale) a β nazy´va´me parametr tvaru (angl. shape).
Distribucˇnı´ funkce F (t) a hustota pravdeˇpodobnosti f(t) jsou na´sledujı´cı´:
F (t) =

1− e−(λt)β , t > 0
0, t ≤ 0 (7.5)
f(t) =

βλβtβ−1e−(λt)β , t > 0
0, t ≤ 0 (7.6)
Hazardnı´ funkce funkce λ(t) pro Weibullovo rozdeˇlenı´:
λ(t) = βλβtβ−1 (7.7)
Vidı´me, zˇe pro β = 1 dosta´va´me exponencia´lnı´ rozdeˇlenı´, ktere´ je specia´lnı´m prˇı´pa-
dem Weibullova rozdeˇlenı´. Hazardnı´ funkce je monoto´nnı´ funkce a jejı´ pru˚beˇh za´visı´ na
parametru β na´sledovneˇ:
• β < 1, hazardnı´ funkce je klesajı´cı´
• β = 1, hazardnı´ funkce je konstantnı´
• β > 1, hazardnı´ funkce je rostoucı´
V te´to pra´ci budeme u Weibullova rozdeˇlenı´ potrˇebovat take´ hodnotu strˇednı´ doby
prˇezˇitı´ (MST), kterou pomocı´ funkce prˇezˇitı´ S(x) odvodı´me na´sledovneˇ:
S(t) = e[−
 t
0 λ(x)dx] = e[−
 t
0 λβ(λx)
β−1dx] =
= e[−λλ
β−1β
 t
0 x
β−1dx] = e
−λββ
xβ
β
t
0

S(t) = e−(λt)
β
(7.8)
Pote´, kdyzˇ zna´me funkci prˇezˇitı´ S(t), mu˚zˇeme definovat strˇednı´ dobu zˇivotaMST (Mean
Survival Time):
MST =
 Tk
0
S(x)dx =
 Tk
0
e−(λx)
β
dx (7.9)
kde Tk je cˇas, v ktere´m koncˇı´ pozorova´nı´.
[14]
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7.3 Log-norma´lnı´ rozdeˇlenı´
Toto rozdeˇlenı´ je spojite´ rozdeˇlenı´ pravdeˇpodobnosti. Pokud ma´ na´hodna´ velicˇina ln(T )
norma´lnı´ rozdeˇlenı´ se strˇednı´ hodnotou µ a smeˇrodatnou odchylkou σ, pak se na´hodna´
velicˇina T rˇı´dı´ log-norma´lnı´m rozdeˇlenı´m se dveˇma parametry µ a σ. Znacˇı´me
T ∼ LN(µ, σ). Distribucˇnı´ funkce F (t) a hustota pravdeˇpodobnosti f(t) jsou:
F (t) =
 φ

ln(t)− µ
σ

, t > 0
0, t ≤ 0
(7.10)
f(t) =

1
tσ
√
2π
e
−
1
2
 ln(t)− µσ

2
, t > 0
0, t ≤ 0
(7.11)
kde φ(x) oznacˇuje kumulativnı´ distribucˇnı´ funkci standardizovane´ho norma´lnı´ho rozdeˇ-
lenı´ N(0, 1).
Funkce prˇezˇitı´ S(t) a hazardnı´ funkce λ(t) pro log-norma´lnı´ rozdeˇlenı´ jsou definova´ny
takto:
S(t) = 1− φ

ln(t)− µ
σ

(7.12)
λ(t) =
f(t)
S(t)
(7.13)
Hazardnı´ funkce log-norma´lnı´ho rozdeˇlenı´ nenı´ vzˇdy monoto´nnı´, ale zpocˇa´tku roste,
dosahuje sve´ho maxima a pak klesa´ zpeˇt k nule pro t→∞.
7.4 Zobecneˇne´ gamma rozdeˇlenı´
Podobneˇ jako Weibullovo rozdeˇlenı´, je i gamma rozdeˇlenı´ zobecneˇnı´m exponencia´lnı´ho.
Pokudprˇida´meparametrk dostanemedvouparametricke´ rozdeˇlenı´, ktere´ znacˇı´meΓ(λ, k)
s distribucˇnı´ funkcı´ a hustotou pravdeˇpodobnosti:
F (t) =

γ(k, λt)
Γ(k)
, t > 0
0, t ≤ 0
(7.14)
f(t) =

λ(λt)k−1e−λt
Γ(k)
, t > 0
0, t ≤ 0
(7.15)
kde Γ oznacˇuje funkci gamma definovanou jako:
Γ(z) =
 ∞
0
tz−1e−tdt (7.16)
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a γ je tzv. dolnı´ neu´plna´ gamma funkce, pro kterou platı´:
γ(z, x) =
 x
0
tz−1e−tdt (7.17)
Abychom dosa´hli zobecneˇne´ho gamma rozdeˇlenı´, prˇida´me trˇetı´ parametr p. Potom
zobecneˇne´ gamma rozdeˇlenı´ Γ(λ, k, p)ma´ distribucˇnı´ funkci a hustotu pravdeˇpodobnosti
na´sledujı´cı´:
F (t) =

γ(k, (λt)p)
Γ(k)
, t > 0
0, t ≤ 0
(7.18)
f(t) =

λp(λt)pk−1e(−λt)p
Γ(k)
, t > 0
0, t ≤ 0
(7.19)
Gamma rozdeˇlenı´ v sobeˇ zahrnuje vsˇechna vy´sˇe zmı´neˇna´ rozdeˇlenı´ jako specia´lnı´ prˇı´pady,
cozˇ je taky jeho velka´ vy´hoda.
7.5 Metoda maxima´lnı´ veˇrohodnosti funkce prˇezˇitı´
V analy´ze prˇezˇitı´ jsou parametricke´ odhady zjisˇt’ova´ny pomocı´ metody maxima´lnı´ veˇro-
hodnosti.
Je to statisticka´metoda, ktera´ odhaduje nezna´me´ parametry na za´kladeˇ pozorovany´ch
dat. Meˇjme na´hodnou velicˇinu X , jejı´ realizace x = (x1, · · · , xn) a hustotu pravdeˇpodob-
nosti f(x, θ), kde θ je nezna´my´ parametr. Pak funkce:
L(x, θ) = L(x1, · · · , xn, θ) =
n
i=1
f(xi, θ) (7.20)
se nazy´va´ veˇrohodnostnı´ funkce.
Tato metoda jako odhad nezna´me´ho parametru θ volı´ hodnotu θˆ, pro nı´zˇ je veˇrohod-
nostnı´ funkce maxima´lnı´.
Podmı´nkou optimality je rovnice:
∂ln⌊L(x, θˆ)⌋
∂θˆ
= 0, (7.21)
kde hodnotu parametru θˆ zı´skanou z te´to podmı´nky nazy´va´me maxima´lneˇ veˇrohodny´
odhad parametru θ. A navı´c platı´:
L(x, θˆ) ≥ L(x, θ) (7.22)
Avsˇak pokud ma´me v analy´ze prˇezˇitı´ cenzorovana´ data, musı´me veˇrohodnostnı´ fun-
kci vı´ce specifikovat. Pozorujeme n pacientu˚, jejichzˇ doby prˇezˇitı´ popisujeme dvojicı´
promeˇnny´ch (Ti, Ci), kde C je indika´tor cenzorova´nı´ a T je na´hodna´ promeˇnna´, ktera´
reprezentuje doby prˇezˇitı´. U pacientu˚, kterˇı´ majı´ dobu prˇezˇitı´ ti u´plnou, tedy ci = 1, se do
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veˇrohodnostnı´ funkce zahrnuje hodnota hustoty pravdeˇpodobnosti. Pokud je vsˇak cˇas ti
cenzorova´n, tedy ci = 0, pak pacient dobu ti prˇezˇil a ve veˇrohodnostnı´ funkci je tohle
vyja´drˇeno pomocı´ hodnoty funkce prˇezˇitı´.
Obecny´ tvar te´to veˇrohodnostnı´ funkce pro cenzorovana´ data je na´sledovny´:
L ((t1, c1), · · · , (tn, cn), θ) =
n
i=1
{[f(ti, θ)]ci [S(ti, θ)]1−ci} (7.23)
Vyja´drˇenı´ pomocı´ funkce prˇezˇitı´ S(t) a hazardnı´ funkce λ(t) pro f(t) = λ(t)S(t):
L ((t1, c1), · · · , (tn, cn), θ) =
n
i=1
{[λ(ti, θ)]ci [S(ti, θ)]} (7.24)
kde θ je parametr zvolene´ho parametricke´ho rozdeˇlenı´ pravdeˇpodobnosti. Funkce prˇezˇitı´
i hazardnı´ funkce jsou tı´mto rozdeˇlenı´m jednoznacˇneˇ urcˇeny.
[14][21]
7.6 Regresnı´ modely
Vy´hodou parametricke´ho odhadu prˇezˇitı´ je to, zˇe mu˚zˇeme vyja´drˇit funkci prˇezˇitı´ S(t)
a hazardnı´ funkci λ(t) pomocı´ spojite´ funkce. Odhad kvantilu˚ S(t) nebo trˇeba strˇednı´
doby prˇezˇitı´ je dı´ky tomu snazsˇı´ a prˇesneˇjsˇı´ nezˇ je tomu u neparametricky´ch odhadu˚.
K dispozici ma´me taky u´daje o tzv. vysveˇtlujı´cı´ch promeˇnny´ch, ktere´ mohou mı´t
vy´znamny´ vliv na pru˚beˇh rizika a prˇezˇitı´ pacientu˚ (typ le´cˇby, veˇk pacienta, vy´sˇka, hmot-
nost,...).
Regresnı´ modely na´m umozˇnˇujı´ hodnocenı´ vlivu vı´ce faktoru˚ soucˇasneˇ a za´rovenˇ
tento vliv kvantifikovat, testovat jeho statistickou vy´znamnost a urcˇovat druh za´vislosti.
Meˇjme da´na data o prˇezˇitı´ u n pacientu˚, ktera´ jsou popsa´na pomocı´ doby prˇezˇitı´ ti,
indika´toru cenzorova´nı´ ci a vektoru p vysveˇtlujı´cı´ch promeˇnny´ch xi = (x1, · · · , xp), kde
i = 1, · · · , n. Efekt vysveˇtlujı´cı´ promeˇnne´ xk je pak vyja´drˇen jako hodnota tzv. regresnı´ho
koeficientu β(k), kde k = 1, · · · , p. Vektor regresnı´ch koeficientu˚ prˇı´slusˇny´ch jednotlivy´ch
promeˇnny´ch oznacˇı´me jako β = (β1, · · · , βp).
V analy´ze prˇezˇitı´ nejcˇasteˇji pouzˇı´va´medveˇ skupinymodelu˚, dı´ky ktery´m jsme schopni
popsat model ukazujı´cı´ vztah mezi vysveˇtlujı´cı´ promeˇnnou a dobou prˇezˇitı´:
• AFT modely (Accelerated Failure Time)
• Modely proporciona´lnı´ho rizika (PH modely)
AFT modely (Accelerated Failure Time)
Ma´meda´n logaritmusdobprˇezˇitı´, ktery´ je popsa´n pomocı´ regresnı´homodelu na´sledovneˇ:
Y = ln(T ) = β0 + x
′
β + σW, (7.25)
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kdeβ0 je absolutnı´ cˇlen,x
′
je transponovany´ vektor vysveˇtlujı´cı´ch promeˇnny´ch,β je vektor
regresnı´ch koeficientu˚. Chybova´ slozˇkaW ma´ odpovı´dajı´cı´ rozdeˇlenı´ pravdeˇpodobnosti.
Zvolme referencˇnı´ skupinu pacientu˚, kterˇı´ majı´ hodnotu vysveˇtlujı´cı´ promeˇnne´ x = 0,
pak vyja´drˇenı´ jejı´ch cˇasu˚ prˇezˇitı´ je T0 = e(β0+σW ). Pravdeˇpodobnost, zˇe pacient z refere-
ncˇnı´ skupiny prˇezˇije cˇas t, oznacˇme S0(t):
S0(t) = P (T0 > t) = P

W >
ln(t)− β0
σ

. (7.26)
Tato funkce prˇezˇitı´ se nazy´va´ za´kladnı´ funkce prˇezˇitı´.
Vyja´drˇeme z 7.25 T pomocı´ referencˇnı´ch dob prˇezˇitı´, promeˇnna´ ma´ multiplikativnı´
efekt:
T = e(β0+x
′β+σW ) = T0e
x′β (7.27)
Pravdeˇpodobnost, zda pacient s hodnotou vysveˇtlujı´cı´ promeˇnne´ x prˇezˇije cˇas t je:
S(t, x) = P (T > t|x) = P (T0ex′β > t) = P (T0 > te−x′β) = S0(te−x′β) (7.28)
Vztah pro hazardnı´ funkci:
λ(t) = λ0(te
−x′β)e−x
′β (7.29)
kde λ0(t) je za´kladnı´ hazardnı´ funkce referencˇnı´ skupiny.
S teˇmito modely souvisı´ take´ pojem pomeˇr dob prˇezˇitı´ (TR-Time ratio). Jedna´ se
o hodnotu, vyjadrˇujı´cı´ vztah mezi prˇezˇitı´m pacientu˚ a to v za´vislosti na hodnoteˇ dane´
vysveˇtlujı´cı´ promeˇnne´.
TR =
T1
T2
=
T0e
x1β
T0ex2β
= eβ(x1−x2) (7.30)
• β < 0 · · · pacienti, majı´cı´ hodnotu promeˇnne´ x ̸= 0, prˇezˇı´vajı´ kratsˇı´ dobu nezˇ
pacienti patrˇı´cı´ do referencˇnı´ skupiny
• β = 0 · · · pacienti, majı´cı´ hodnotu promeˇnne´ x ̸= 0, prˇezˇı´vajı´ stejnou dobu jako
pacienti patrˇı´cı´ do referencˇnı´ skupiny
• β > 0 · · · pacienti, majı´cı´ hodnotu promeˇnne´ x ̸= 0, prˇezˇı´vajı´ delsˇı´ dobu nezˇ pacienti
patrˇı´cı´ do referencˇnı´ skupiny
Modely proporciona´lnı´ho rizika (PH modely)
Tento prˇı´stup vyja´drˇenı´ modelu prˇedpokla´da´, zˇe vysveˇtlujı´cı´ promeˇnna´ modifikuje ha-
zardnı´ funkci konstantnı´ hodnotou v cˇase:
λ(t, x, δ) = λ0(t)e
xδ (7.31)
kde λ0(t) je za´kladnı´ hazardnı´ funkce referencˇnı´ skupiny (x = 0), δ je vektor regres-
nı´ch koeficientu˚. Vy´raz e(x
′δ) se nazy´va´ relativnı´ riziko pacienta s hodnotou vysveˇtlujı´cı´
promeˇnne´ x vzhledem k pacientovi z referencˇnı´ skupiny.
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Vyja´drˇenı´ funkce prˇezˇitı´ pomocı´ rovnice 7.31:
S(t, x, δ) = [S0(t)]
exδ (7.32)
Tzv. pomeˇr rizik (HR-hazard ratio) u proporciona´lnı´ho rizika je obdoba pomeˇru
dob (TR-time ratio) u AFT modelu˚. Vysveˇtluje o kolik veˇtsˇı´mu cˇi mensˇı´mu riziku jsou
vystaveni pacienti (s hodnotou x1 a x2).
HR =
λ(t, x = x1, δ)
λ(t, x = x2, δ)
=
λ0(t)e
x1δ
λ0(t)ex2δ
= eδ(x1−x2) (7.33)
• δ < 0 · · · pacienti, majı´cı´ hodnotu promeˇnne´ x ̸= 0 jsou vystaveni mensˇı´mu riziku
nezˇ pacienti patrˇı´cı´ do referencˇnı´ skupiny
• δ = 0 · · · pacienti, majı´cı´ hodnotu promeˇnne´ x ̸= 0 jsou vystaveni stejne´mu riziku
nezˇ pacienti patrˇı´cı´ do referencˇnı´ skupiny
• δ > 0 · · · pacienti, majı´cı´ hodnotu promeˇnne´ x ̸= 0 jsou vystaveni veˇtsˇı´mu riziku
nezˇ pacienti patrˇı´cı´ do referencˇnı´ skupiny
Kdyzˇ vyhodnocujeme vy´sledky, je du˚lezˇite´ veˇdeˇt, ktera´ forma vyja´drˇenı´ regresnı´ho
modelu byla vyuzˇita. Kazˇdy´ model interpretuje vliv vysveˇtlujı´cı´ch promeˇnny´ch odlisˇneˇ.
AFT ho interpretuje jako modifikaci cˇasove´ osy a PH model jako modifikaci rizika. Ve
formeˇ AFT modelu mohou by´t vyja´drˇeny exponencia´lnı´, Weibullu˚v, log-norma´lnı´ i zo-
becneˇny´ gamma model. Exponencia´lnı´ a Weibullu˚v mu˚zˇeme navı´c vyja´drˇit i jako model
proporciona´lnı´ho rizika.
[14]
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V dalsˇı´ cˇa´sti se zameˇrˇı´me na jednotlive´ regresnı´ modely dle prˇedpokladu o rozdeˇlenı´
pravdeˇpodobnosti na´hodne´ velicˇinyT . Budemepro jednoduchost uvazˇovatmodely s jed-
nou vysveˇtlujı´cı´ promeˇnnou x, ktera´ naby´va´ hodnot 0 nebo 1.
Exponencia´lnı´ regresnı´ model
Exponencia´lnı´ regresnı´ model lze vyja´drˇit jako AFT model i jako model proporcia´lnı´ho
rizika. Prˇedpokla´da´me, zˇe na´hodna´ velicˇina T ma´ exponencia´lnı´ rozdeˇlenı´ pravdeˇpodob-
nostiE(λ), chybova´ slozˇkaW se rˇı´dı´ log-exponencia´lnı´m rozdeˇlenı´m oznacˇeny´mG(0, σ),
kde σ = 1.
Vyja´drˇenı´ exponencia´lnı´ho AFT modelu:
ln(T ) = β0 + xβ1 +W (7.34)
T =

eβ0W ∗

exβ1 (7.35)
kdeW ∗ je chybova´ slozˇka s exponencia´lnı´m rozdeˇlenı´m pravdeˇpodobnosti E(1).
Funkci prˇezˇitı´ exponencia´lnı´ho rozdeˇlenı´ vyja´drˇı´me:
S(t) = e−λt (7.36)
kde parametr λ je vyja´drˇen jako funkce vysveˇtlujı´cı´ch promeˇnny´ch λ = e(x
′β). Pokud
ma´me jednu vysveˇtlujı´cı´ promeˇnnou, je λ = e(−β0−xβ1) a β0, β1 jsou regresnı´ koeficienty
AFT modelu.
Vyja´drˇenı´ funkce prˇezˇitı´ exponencia´lnı´ho AFT modelu:
S(t, x, β) = e−te
(−β0−xβ1)
= e−(te
−xβ1 )(e−β0 ) = S

te−xβ1 , x = 0, β

= S0(te
−xβ1) (7.37)
Funkce prˇezˇitı´ ve tvaru 7.32 pro model proporciona´lnı´ho rizika:
S(t, x, β) = e−te
−β0e−xβ1 = [S0(t, x = 0, β0)]
e−xβ1 = [S0(t, x = 0, δ0)]
exδ1 (7.38)
kde S0(t) je za´kladnı´ funkce prˇezˇitı´ pro x = 0 a δ0, δ1 jsou regresnı´ koeficienty, pro neˇzˇ
platı´ δ = −β.
Pokud polozˇı´me pravou stranu rovnice 7.36 rovno α a vyrˇesˇı´me ji pro t, zı´ska´me alfa
kvantil doby prˇezˇitı´ ta. Media´n doby prˇezˇitı´ je pak:
t50(x, β) = −eβ0+xβ1 ln(0, 5) (7.39)
Pomeˇr dob prˇezˇitı´ (time ratio) pro media´n:
TR(x = 1, x = 0) =
t50(x = 1, β)
t50(x = 0, β)
=
−eβ0+β1 ln(0, 5)
eβ0 ln(0, 5)
= eβ1 (7.40)
Hazardnı´ funkce exponencia´lnı´ho modelu:
λ(t, x, β) = λ = e(−β0−xβ1) = λ0exβ1 (7.41)
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λ(t, x, δ) = λ = e(δ0+xδ1) = λ0e
xδ1 (7.42)
Za´visı´ pouze na parametru λ a je v cˇase konstantnı´.
Pomeˇr rizik (hazard ratio) pro vysveˇtlujı´cı´ promeˇnnou x:
HR(x = 1, x = 0) =
λ(t, x = 1, β)
λ(t, x = 0, β)
=
e−(β0+β1)
e−(β0)
= e−β1 (7.43)
Weibullu˚v regresnı´ model
Prˇedpokla´dejme, zˇe na´hodna´ velicˇina T se rˇı´dı´ Weibullovy´m rozdeˇlenı´m pravdeˇpodob-
nosti a vztah mezi parametrem pWeibullova rozdeˇlenı´W (λ, p) a parametrem σ je
p = 1/σ. Take´ tento model mu˚zˇeme vyja´drˇit jako AFT model a model proporcia´lnı´ho
rizika.
Funkce prˇezˇitı´ ve tvaru AFT modelu:
S(t, x, β) = e−(te
−β0−xβ1 )p = e−(te
xβ1 )pe−pβ0 = S0(te
−xβ1) (7.44)
a da´le ve formeˇ modelu proporciona´lnı´ho rizika:
S(t, x, β) = e−(te
−β0−xβ1 )p =

e−t
p(e−pβ0 )
e−pxβ1
= [S0(t)]
e−pxβ1 = [S0(t)]
exδ1 (7.45)
kde β0, β1 jsou regresnı´ koeficienty AFT modelu a δ0, δ1 jsou regresnı´ koeficienty modelu
proporciona´lnı´ho rizika, kde δ = −pβ.
Funkci prˇezˇitı´ 7.44 polozˇı´me rovno 0, 5, vyrˇesˇı´me ji pro promeˇnnou t a tı´m zı´ska´me
opeˇt media´n prˇezˇitı´:
t50(x, β, p) = [−ln(0, 5)]
1
p eβ0+xβ1 (7.46)
Pomeˇr dob prˇezˇitı´ pro media´n vyja´drˇı´me na´sledovneˇ:
TR(x = 1, x = 0) =
t50(x = 1, β, p)
t50(x = 0, β, p)
=
[−ln(0, 5)] 1p eβ0+β1
[−ln(0, 5)] 1p eβ0
= eβ1 (7.47)
Hazardnı´ funkce ve tvaru AFT modelu:
λ(t, x, β, p) =

e−β0−xβ1
p
ptp−1 = e−pβ0p(te−xβ1) (7.48)
λ(t, x, β, p) = λ0(te
−xβ1)e−xβ1 (7.49)
a zde hazardnı´ funkce ve formeˇ modelu proporciona´lnı´ch rizik:
λ(t, x, β, p) = (e−β0−xβ1)pptp−1 = e−pβ0ptp−1e−pxβ1 = λ0(t)e−pxβ1 (7.50)
λ(t, x, δ, p) = λ0(t)e
xδ1 (7.51)
Pomeˇr rizik pro vysveˇtlujı´cı´ promeˇnnou x:
HR = (x = 1, x = 0) =
(e−β0−β1)pptp−1
(e−β0)pptp−1
= e−pβ1 = eδ1 (7.52)
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Log-norma´lnı´ regresnı´ model
Budeme-li prˇedpokla´dat, zˇe na´hodna´ velicˇina T pocha´zı´ z log-norma´lnı´ho rozdeˇlenı´
LN(µ, σ), pak ma´ chybova´ slozˇka regresnı´ho modelu norma´lnı´ rozdeˇlenı´ σW ∼ N(0, σ).
Parametr µ vyja´drˇı´me jako linea´rnı´ funkci promeˇnny´ch: µ = x′β. V prˇı´padeˇ jedne´ vysveˇt-
lujı´cı´ promeˇnne´ je µ = β0 + xβ1. Jelikozˇ ma´ hazardnı´ funkce u log-norma´lnı´ho rozdeˇlenı´
specificky´ tvar, log-norma´lnı´ model nelze vyja´drˇit jako model proporciona´lnı´ch rizik, ale
pouze ve formeˇ AFT modelu.
Funkce prˇezˇitı´ log-norma´lnı´ho AFT modelu:
S(t, x, β, σ) = 1−φ

ln(t)− (β0 + xβ1)
σ

= 1−φ

ln(texβ1)− β0
σ

= S0(te
−xβ1) (7.53)
kde φ je distribucˇnı´ funkce standardizovane´ho norma´lnı´ho rozdeˇlenı´.
Media´n prˇezˇitı´ a pomeˇr dob prˇezˇitı´ pro media´n vysveˇtlujı´cı´ promeˇnne´ x:
t50 = e
µ = eβ0+xβ1 (7.54)
TR(x = 1, x = 0) =
t50(x = 1, β)
t50(x = 0, β)
=
eβ0+β1
eβ0
= eβ1 (7.55)
Hazardnı´ funkci vypocˇı´ta´me jako pomeˇr hustoty pravdeˇpodobnosti a funkce prˇezˇitı´.
Vliv vysveˇtlujı´cı´ promeˇnne´ odpovı´da´ tomu, jak byl popsa´n u hazardnı´ funkce AFT mo-
delu˚.
Hazardnı´ funkce log-norma´lnı´ho AFT modelu:
λ(t, x, β, σ) = [λ0(te
−xβ1)]e−xβ1 (7.56)
Zobecneˇny´ gamma regresnı´ model
Stejneˇ jako u log-norma´lnı´ho regresnı´ho modelu, lze zobecneˇny´ gamma model vyja´drˇit
pouze AFT modelem. Jeho vyja´drˇenı´ s jednou vysveˇtlujı´cı´ promeˇnnou x vypada´ na´sle-
dovneˇ:
ln(T ) = β0 + xβ1 + σW (7.57)
kdeW se rˇı´dı´ zobecneˇny´m rozdeˇlenı´m extre´mnı´ch hodnot s parametrem k.
Prˇedpokla´dejme, zˇe na´hodna´ velicˇina T pocha´zı´ ze zobecneˇne´ho gamma rozdeˇlenı´
pravdeˇpodobnosti Γ(λ, k, p), kde λ = e(−β0−xβ1) a parametr p = 1/σ.
Funkce prˇezˇitı´ zobecneˇne´ho gamma regresnı´ho modelu:
S(t) =

1− γ(k, u), κ > 0
γ(k, u), κ < 0
(7.58)
kde κ je parametr, pro neˇzˇ platı´, zˇe k = |κ|−2, u = ke(|κ|z), z = sign(κ)[ln(t)− β0 − xβ1]/σ
a γ je dolnı´ neu´plna´ gamma funkce.
Pro parametr k → ∞ se zobecneˇne´ gamma rozdeˇlenı´ redukuje na dvouparametricke´
log-norma´lnı´ rozdeˇlenı´ LN(µ, σ), pro parametr µ platı´: µ = −ln(λ).
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Funkce prˇezˇitı´ S(t) ma´ pro k = |κ|−2 → ∞, neboli κ → 0, tvar funkce prˇezˇitı´ log-
norma´lnı´ho rozdeˇlenı´:
S(t) = 1− φ(z) (7.59)
Stejneˇ jako u vsˇech AFT regresnı´ch modelu˚, se da´ vliv vysveˇtlujı´cı´ promeˇnne´ vyja´drˇit
jako vztah funkce prˇezˇitı´ pacientu˚ s hodnotou vysveˇtlujı´cı´ promeˇnne´ x (naprˇ. x = 1)
a za´kladnı´ funkce prˇezˇitı´ pacientu˚ s hodnotou promeˇnne´ x = 0 nebo pomocı´ TR.
Funkce prˇezˇitı´ a TR je na´sledujı´cı´:
S(t, x, β) = S0(te
−xβ1) (7.60)
TR(x1 = 1, x2 = 0) = e
β1(x1−x2) = eβ1 (7.61)
V za´vislosti na parametru κ, volı´memezi hustotou pravdeˇpodobnosti log-norma´lnı´ho
rozdeˇlenı´ pro κ→ 0 a hustotou zobecneˇne´ho gamma rozdeˇlenı´.
Ze vsˇech vy´sˇe zmı´neˇny´ch parametricky´ch regresnı´ch modelu˚ je zobecneˇny´ gamma
AFT model nejslozˇiteˇjsˇı´. Tento model je za´visly´ na trˇech parametrech a jeho hazardnı´
funkce je velmi flexibilnı´. Zobecneˇny´ gamma regresnı´ model je schopen popsat dany´
datovy´ soubor nejprˇesneˇji, jelikozˇ exponencia´lnı´, Weibullovo i log-norma´lnı´ rozdeˇlenı´
jsou specia´lnı´mi prˇı´pady zobecneˇne´ho gamma rozdeˇlenı´.
[14]
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8 Testy dobre´ shody
Je du˚lezˇite´ zkontrolovat adekva´tnost modelu˚, na nichzˇ jsou zalozˇeny za´veˇry. V te´to kapi-
tole se budeme zaby´vat neˇktery´mi oficia´lnı´mi testy dobre´ shody a testy pro vy´beˇr mezi
modely.
Uvazˇujme na´hodnou promeˇnnou X s distribucˇnı´ funkcı´ F (x). Budeme rˇesˇit nulovou
hypote´zu ve tvaru:
H0 : F (x) = F0(x) (8.1)
kde F0(x) je specifikovany´ prˇı´buzny´ model. Obvykle bude F0(x) zahrnovat nezna´me´
parametry, ale obcˇas je zcela specifikova´n. TestyH0 jsou cˇasto odkazova´ny na testy dobre´
shody. Neˇkdy je vhodne´ rozlisˇovat dva typy testu˚. Ty, ktere´ jsou navrzˇeny tak, aby byly
u´cˇinne´ proti sˇiroky´m trˇı´da´m alternativ k dane´ F0(x), jsou cˇasto nazy´va´ny „souhrnne´
testy“. Druhy´ typ testu˚ je u´cˇinny´ prˇi odhalova´nı´ neˇktery´ch specificky´ch typu˚ odchylek
od F0(x), ty jsou oznacˇova´ny jako „smeˇrove´ testy“. Zna´me´ obecne´ postupy testu dobre´
shody, jako Kolmogorovu˚v-Smirnovu˚v nebo Pearsonu˚v χ2, cˇasto poskytujı´ dostatecˇneˇ
dobre´ souhrnne´ testy. Na druhe´ straneˇ, je obvykle mozˇne´ najı´t testy s podstatneˇ veˇtsˇı´
silou proti specificky´m typu˚m odchylek od dane´ho modelu.
Na´sledujı´cı´ kapitola uvede postupy, ktere´ jsou obecne´ v tom smyslu, zˇe mohou by´t
pouzˇity k testova´nı´ v podstateˇ jaky´chkoliv prˇı´buzny´ch modelu˚. Vezmeme v u´vahu testy
vhodne´ pro neˇkolik vy´znamny´ch rozdeˇlenı´, vcˇetneˇ exponencia´lnı´ho, Weibullova a log-
norma´lnı´ho rozdeˇlenı´.
8.1 Neˇktere´ obecne´ metody testova´nı´ shody
Vezmeme v u´vahu neˇkolik obecny´ch metod testova´nı´ hypote´z H0 : F (x) = F0(x) jako
v 8.1. Nejzna´meˇjsˇı´mi postupy jsou pro neˇ klasicke´ testy dobre´ shody na za´kladeˇ empiricke´
distribucˇnı´ funkce (EDF) pro spojita´ nekategorizovana´ data a Pearsonu˚vχ2 test nebo testy
maxima´lnı´ veˇrohodnosti pro diskre´tnı´ nebo kategorizovana´ data. Pokud je F0(x) zcela
specifikovana´ a data jsou necenzorovana´, pak testy jsou neparametricke´ a procentnı´ body
pro ru˚zne´ testove´ statistiky jsouobecneˇ zna´me´.Nicme´neˇ toto jizˇ nenı´ prˇı´pad, kdy jsoudata
cenzorovana´ nebo kdy F0(x) zahrnuje nezna´me´ parametry. Nejprve se budeme zaby´vat
testy s vyuzˇitı´m spojity´ch dat a pote´ uvedeme testy s diskre´tnı´mi daty.
8.1.1 Testy zalozˇene´ na empiricke´ distribucˇnı´ funkci (EDF)
Necht’X je na´hodna´ promeˇnna´ se spojitou distribucˇnı´ funkcı´ F (x) a berme v u´vahu hy-
pote´zu 8.1, zˇe F (x) = F0(x), kde F0(x) je neˇktera´ ze skupin distribucˇnı´ch funkcı´. Nejprve
budeme uvazˇovat prˇı´pad, kdy jsou data necenzorovana´ a F0(x) je zcela specifikovana´
(tzn. neobsahuje zˇa´dne´ nezna´me´ parametry). Vzhledem k na´hodne´mu vzorku x1, · · · , xn
z rozdeˇlenı´ pro X ,
Fˆn(x) =
pocˇet xi ≤ x
n
je EDF pro vzorek. Mnoho statistik, ktere´ byly navrzˇeny pro testova´nı´ H0 jsou zalozˇeny
na pojmu meˇrˇenı´ „vzda´lenosti“ mezi Fˆn(x) a F0(x). Jsou zde popsa´ny trˇi statistiky a to:
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1. Kolmogorovovy-Smirnovovy statistiky:
D+n = sup
x

Fˆn(x)− F0(x)

D−n = sup
x

F0(x)− Fˆn(x)

Dn = sup
x
Fˆn(x)− F0(x) = max D+n , D−n  . (8.2)
2. Cramerova-von Misesova statistika:
W 2n = n
 ∞
−∞

Fˆn(x)− F0(x)
2
dF0(x). (8.3)
3. Andersonova-Darlingova statistika:
A2n = n
 ∞
−∞

Fˆn(x)− F0(x)
2
F0(x) [1− F0(x)] dF0(x). (8.4)
Fˆn(x) je EDF nespojita´ v porˇa´dkovy´ch statistika´ch x(1) < x(2) < · · · < x(n). Pro
vy´pocˇetnı´ u´cˇely jsou uzˇitecˇne´ na´sledujı´cı´ alternativnı´ vy´razy:
D+n = max
1≤i≤n

i
n
− F0(x(i))

D−n = max
1≤i≤n

F0(x(i))−
i− 1
n

(8.5)
W 2n =
n
i=1

F0(x(i))−
i− 0, 5
n
2
+
1
12n
(8.6)
A2n = −
n
i=1
2i− 1
n
log[F0(x(i))] + log[1− F0(x(n+1−i))]− n. (8.7)
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EDF testy s cenzorovany´mi daty
Pokud jsou data cenzorovana´ Typu II nebo Typu I, mohou by´t provedeny jednoduche´
modifikace na EDF statistice dobre´ shody a teorie se sta´va´ jen trochu slozˇiteˇjsˇı´ nezˇ ve
stejne´ necenzorovane´ situaci. S libovolny´m cenzorova´nı´m jsou veˇci vı´ce slozˇiteˇjsˇı´, proto
si tyto dveˇ situace uvedeme jednu po druhe´.
Cenzorova´nı´ Typu I nebo Typu II
Uvazˇujme prˇı´pad, ve ktere´m je F0(x) zcela specifikovane´. Pokud jsou data cenzorovana´
Typu II vx(r), r-te´mnejmensˇı´mpozorova´nı´ v na´hodne´m souboru o rozsahun, pakDn,W 2n
a A2n mu˚zˇeme modifikovat jako
Dn,r = sup
−∞<x≤x(r)
Fˆn(x)− F0(x)
W 2n,r = n
 x(r)
−∞

Fˆn(x)− F0(x)
2
dF0(x)
A2n,r = n
 x(r)
−∞

Fˆn(x)− F0(x)
2
F0(x) [1− F0(x)] dF0(x). (8.8)
Pro cenzorova´nı´ Typu I v bodeˇ L jsou statistiky definova´ny analogicky:
Dn,p = sup
−∞<x≤L
Fˆn(x)− F0(x)
W 2n,p = n
 L
−∞

Fˆn(x)− F0(x)
2
dF0(x)
A2n,p = n
 L
−∞

Fˆn(x)− F0(x)
2
F0(x) [1− F0(x)] dF0(x). (8.9)
kde p = F0(L).
[18]
8.2 Kolmogoru˚v–Smirnovu˚v jednovy´beˇrovy´ test
Kolmogorov–Smirnovu˚v test se pouzˇı´va´ k oveˇrˇenı´ hypote´zy, zda porˇı´zeny´ vy´beˇr pocha´zı´
z rozdeˇlenı´ se zadanou spojitou distribucˇnı´ funkcı´ F0(x).
H0: Na´hodny´ vy´beˇr pocha´zı´ z rozdeˇlenı´ se spojitou distribucˇnı´ funkcı´ F0(x).
HA: Na´hodny´ vy´beˇr nepocha´zı´ z rozdeˇlenı´ se spojitou distribucˇnı´ funkcı´ F0(x).
Meˇjme na´hodny´ vy´beˇr X1, . . . , Xn z rozdeˇlenı´ se spojitou distribucˇnı´ funkcı´. Necht’
X(1) ≤ X(2) ≤ · · · ≤ X(n) je tenty´zˇ na´hodny´ vy´beˇr usporˇa´dany´ vzestupneˇ podle veli-
kosti. Empiricka´ (vy´beˇrova´) distribucˇnı´ funkce Fn(x) je pak da´na vztahem
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Fn(x) =

0 x < X(1)
i
n
X(i) ≤ x ≤ X(i+1), i = 1, · · · , n− 1
1 x ≥ X(n)
(8.10)
Jako testove´ krite´rium pouzˇijeme statistiku Dn. Testova´ statistika Dn je definova´na jako
maxima´lnı´ odchylka teoreticke´ a empiricke´ distribucˇnı´ funkce (viz obr. 9.1).
Obra´zek 4: Testova´ statistika
Kolmogorov-Smirnovova testu [8]
Dn = max|Fn(x)− F0(x)| = max(D∗1, D∗2, · · · , D∗n), (8.11)
kde
D∗i = max
 i− 1n − F0(xi)
 ,  in − F0(xi)
 pro i = 1, 2, · · · , n.
Nulovou hypote´zu zamı´ta´me, pokud pozorovana´ hodnota testove´ statistikyDn prˇekrocˇı´
kritickou hodnotu Dn(α) . Je-li n male´, pouzˇı´va´me specia´lnı´ tabulky kriticky´ch hodnot
Dn(α) . Prˇi velky´ch hodnota´ch n se kriticke´ hodnoty Dn(α) aproximujı´ pomocı´ vztahu
Dn(α) ∼=

1
2n
ln
2
α
. (8.12)
Je trˇeba zdu˚raznit, zˇe nulova´ hypote´zaH0musı´ distribucˇnı´ funkciF (x) urcˇovat jedno-
znacˇneˇ, vcˇetneˇ jejı´ch prˇı´padny´ch parametru˚. Rˇı´ka´me, zˇe distribucˇnı´ funkce F (x)musı´ by´t
u´plneˇ specifikova´na. Kolmogorov-Smirnovu˚v test tedy lze pouzˇı´t naprˇı´klad k oveˇrˇenı´,
zda vy´beˇr pocha´zı´ z rovnomeˇrne´ho rozdeˇlenı´ R(0; 1), cozˇ se hodı´ naprˇı´klad prˇi testo-
va´nı´ genera´toru˚ na´hodny´ch cˇı´sel. Pokud vsˇak parametry distribucˇnı´ funkce odhadujeme
43
z vy´beˇru (testujeme-li naprˇı´klad, zda vy´beˇr pocha´zı´ zWeibullova rozdeˇlenı´), zmeˇnı´ se roz-
deˇlenı´ testove´ statistiky Dn. [8]
Pro na´hodne´ cenzorova´nı´ pakKolmogorov-Smirnovu˚v test (ktery´ je pouzˇit softwarem
v prakticke´ cˇa´sti) ve vy´pocˇtu pro distribucˇnı´ funkci Fn(x) vyuzˇı´va´ mı´sto funkce
i
n
na´sle-
dujı´cı´ vztah:
Fn(x) =

0 x < X(1)
1−j∈S,xj≤x n− jn− j + 1

X(i) ≤ x ≤ X(i+1), i = 1, · · · , n− 1
1 x ≥ X(n)
(8.13)
kde S je mnozˇina vsˇech necenzorovany´ch pozorova´nı´. Zˇa´dna´ z jiny´ch statistik s tı´mto
prˇı´padem nepocˇı´ta´. Pro cenzorova´nı´ Typu I a Typu II jsou hodnoty z vy´beˇrove´ho souboru
necenzorovany´ch dat prˇevedeny na kompletnı´ vy´beˇrovy´ soubor prˇes necenzorovanou
oblast modifikacı´ kumulativnı´ distribucˇnı´ funkce podle vzorce:
Fˆ ∗(Xi) =
Fˆ (Xi)−A
B −A (8.14)
Pro cenzorova´nı´ Typu I je A distribucˇnı´ funkce vyhodnocena na dolnı´ cenzorovane´
hodnoteˇ (pokud existuje), zatı´mco B je distribucˇnı´ funkce vyhodnocena na hornı´ cenzo-
rovane´ hodnoteˇ (pokud existuje).
Pro cenzorova´nı´ Typu II je A ta cˇa´st pozorova´nı´, ktera´ je cenzorova´na zleva a B je ta
cˇa´st pozorova´nı´, ktera´ je cenzorova´na zprava.
[49]
8.3 Testy shody pro specificka´ rozdeˇlenı´
V te´to kapitole jsou uvazˇova´ny testy shody pro neˇkolik nejdu˚lezˇiteˇjsˇı´ch modelu˚ rozdeˇlenı´
doby prˇezˇitı´. Graficke´ metody jsou prˇi posuzova´nı´ modelu˚ neocenitelne´. Budeme uvazˇo-
vat pouze forma´lnı´ testy shody. Exponencia´lnı´, extre´mnı´ hodnoty a norma´lnı´ rozdeˇlenı´,
vsˇechny zahrnujı´ parametry polohy a meˇrˇı´tka. Budeme zkoumat testy shody, ktere´ jsou
vhodne´ pro neˇ, proWeibullovo i log-norma´lnı´ rozdeˇlenı´. Da´le se zaby´va´me testy pro tyto
a dalsˇı´ modely.
8.3.1 Testy shody pro exponencia´lnı´ rozdeˇlenı´
V testova´nı´ dobre´ shody lze rozlisˇovat mezi testy, ktere´ jsou urcˇene´ k nalezenı´ konkre´t-
nı´ch typu˚ odchylek od prˇedpokla´dane´homodelu a testy navrzˇeny´mi pouze s ohledem na
sˇirokou sˇka´lu alternativ. Pro exponencia´lnı´ rozdeˇlenı´ budeme uvazˇovat trˇi typy postupu˚.
Prvnı´ zahrnuje vkla´da´nı´ exponencia´lnı´ho rozdeˇlenı´ do obecneˇjsˇı´ho parametricke´ho mo-
delu, jako je Weibullu˚v nebo gammamodel. Tyto testy jsou obecneˇ u´cˇinne´ prˇi odhalova´nı´
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odchylky od exponenciality v ra´mci obecneˇjsˇı´ho modelu, ale nemusı´ by´t efektivnı´ prˇi od-
halova´nı´ dalsˇı´ch typu˚ odchylek. Uvazˇujeme take´ test exponenciality, ktery´ je silny´ proti
sˇiroke´ sˇka´le alternativ, zejme´na rozdeˇlenı´ s monoto´nnı´mi hazardnı´mi funkcemi.
Testy zalozˇene´ na specificky´ch parametricky´ch modelech
Uvazˇujme testy shody pro jednoparametricke´ exponencia´lnı´ rozdeˇlenı´, v takove´m prˇı´-
padeˇ je nulova´ hypote´za takova´, zˇe funkce prˇezˇitı´ je exponencia´lnı´,
H0 : S(t) = e
−t/θ t > 0 (8.15)
kde θ > 0 je nezna´my´ parametr. Jeden ze zpu˚sobu˚ jak testovat H0 je zahrnout expo-
nencia´lnı´ model do skupiny parametricky´ch modelu˚ se dveˇma nebo vı´ce parametry. H0
mu˚zˇe by´t tedy testova´na jako parametricka´ hypote´za. Dva nejvy´znamneˇjsˇı´ testy tohoto
druhu jsou takove´, kdy je exponencia´lnı´ rozdeˇlenı´ vlozˇeno doWeibullova rozdeˇlenı´ nebo
gamma rozdeˇlenı´.
Testy tohoto druhu jsou u´cˇinne´ prˇi odhalova´nı´ odchylek od exponenciality v ra´mci
prˇedpokla´dane´ skupiny modelu˚. Tyto postupy majı´ tu vy´hodu, zˇe zpracova´nı´ libovolneˇ
cenzorovany´ch dat lze prove´st relativneˇ snadno. Na druhou stranu, testy, ktere´ jsou
efektivnı´ proti sˇirsˇı´ sˇka´le alternativ jsou cˇasto vyzˇadova´ny, nebot’ mu˚zˇe by´t nemozˇne´
prˇesneˇ urcˇit alternativy.
Test u´cˇinny´ proti alternativa´m monoto´nnı´ hazardnı´ funkce
Pro exponencia´lnı´ rozdeˇlenı´ bylo navrzˇeno sˇiroke´ spektrum testu˚ shody. Mnoho odkazu˚
je uvedeno v [32] a [33]. V [34] a [35] najdeme reference na mnoho dalsˇı´ch testu˚. Spousta
testu˚ je silna´ proti alternativa´m, ktere´ majı´ rostoucı´ nebo klesajı´cı´ hazardnı´ funkce. Nı´zˇe
uvedeme pouze jeden test. Tento test je silny´ proti zmı´neˇny´m alternativa´m a doka´zˇe
zpracovat cenzorovana´ data Typu II. Test je take´ odolny´ vu˚cˇi zaokrouhlova´nı´ a zazna-
mena´va´nı´ chyb, cozˇ jine´ testy nejsou. Nelze tvrdit, zˇe je test v neˇjake´m smyslu nejlepsˇı´,
ale ma´ pozˇadovane´ vlastnosti a je u´cˇinny´ v mnoha situacı´ch. Dalsˇı´ testy s podobny´mi
vlastnostmi mohou by´t nalezeny naprˇ. v [35]
Test, da´le jen test G, je zalozˇen na tzv. Gini statistice. Uvazˇujme na´hodny´ soubor
t1, · · · , tn velikosti n. Statistika navrzˇena´ Gailem a Gastwirthem pro testova´nı´ 8.15 je
Gn =
n
i=1
n
j=1
|ti − tj |/2n(n− 1)t.
Alternativnı´ vy´raz, ktery´ je vhodny´ pro vy´pocˇet a pro pozdeˇjsˇı´ zobecneˇnı´ na prˇı´pad
cenzorova´nı´ Typu II, pouzˇı´va´ zmensˇene´ rozestupy
Wi = (n− i+ 1)(t(i) − t(i−1)) i = 1, · · · , n
kde t(0) = 0 a t(1) ≤ · · · ≤ t(n) jsou usporˇa´dana´ pozorova´nı´. Je snadne´ uka´zat, zˇe
Gn =

n−1
i=1
iWi+1

/(n− 1)
n
i=1
Wi. (8.16)
45
Gn naby´va´ hodnot mezi 0 a 1, hodnoty blı´zke´ 0 nebo 1 poskytujı´ du˚kaz proti exponenci-
aliteˇ. Podle nulove´ hypote´zy 8.15Wi/θ (i = 1, · · · , n) jsou neza´visle´ a majı´ exponencia´lnı´
rozdeˇlenı´.
G test je snadno modifikovany´ k zpracova´nı´ cenzorovany´ch dat Typu II. Pokud jsou
v na´hodne´m souboru rozsahu n sledova´ny pouze t(1) ≤ · · · ≤ t(r), definujme Wi stejneˇ
jako prˇedtı´m a uvazˇujme
Gr,n =

r−1
i=1
iWi+1

/(r − 1)
r
i=1
Wi. (8.17)
Hodnoty Gr,n blı´zke´ 0 nebo 1 poskytujı´ du˚kaz proti exponencialiteˇ. V podstateˇ, protozˇe
jsou Wi/θ (i = 1, · · · , r neza´visle´ a majı´ exponencia´lnı´ rozdeˇlenı´, je zrˇejme´, zˇe rozdeˇlenı´
Gr,n je totozˇne´ s Gr. V du˚sledku toho se nemusı´ cenzorovany´m datu˚m Typu II prˇizpu˚so-
bovat zˇa´dne´ nove´ tabulky nebo vy´sledky.
G test je silny´ proti alternativa´m rostoucı´ch nebo klesajı´cı´ch hazardnı´ch funkcı´. Hod-
noty Gn blı´zke´ 0 naznacˇujı´ klesajı´cı´ hazardnı´ funkci a hodnoty blı´zke´ k 1 naznacˇujı´
rostoucı´ hazardnı´ funkci. Gail a Gastwirth v [36] zkoumajı´ sı´lu testu proti urcˇity´m alter-
nativnı´m modelu˚m. Take´ ukazujı´, zˇe asymptoticka´ relativnı´ u´cˇinnost testu je pomeˇrneˇ
vysoka´ v zjisˇt’ova´nı´ gamma a Weibullovy odchylky od exponenciality.
8.3.2 Testy shody pro Weibullovo rozdeˇlenı´ nebo extre´mnı´ hodnotu rozdeˇlenı´
Acˇkoli Weibullu˚v model je du˚lezˇity´, nebylo veˇnova´no dostatek pra´ce pro jeho testy dobre´
shody nebo pro ekvivalentnı´ rozdeˇlenı´ extre´mnı´ hodnoty. Uvazˇujme testova´nı´, kdeX ma´
funkci prˇezˇitı´ extre´mnı´ch hodnot tvaru
S(x) = e(−e
(x−µ)/σ) −∞ < x <∞
nebo ekvivalentneˇ, kde hustota pravdeˇpodobnosti X je
f(x) =
1
σ
e[(x−µ)/σ−e
(x−µ)/σ]. (8.18)
Budou zde zmı´neˇny cˇtyrˇi testy: prvnı´ je parametricky´ test modelu extre´mnı´ hodnoty
v ra´mci trˇı´parametricke´ log-gamma skupiny modelu˚, druhy´ a trˇetı´ jsou testy podle [37]
a [38] a cˇtvrty´ je Cramer-von Mises test.
Parametricky´ test zalozˇeny´ na log-gamma modelu
Pomocı´ dat logaritmicke´ doby prˇezˇitı´ a rozdeˇlenı´ extre´mnı´ hodnoty je zı´ska´n uzˇitecˇny´
test vlozˇenı´m 8.18 do trˇı´parametricke´ho log-gamma modelu. Hustota pravdeˇpodobnosti
X pro nejobecneˇjsˇı´ model je
|λ|(λ−2)λ−2
σΓ(λ−2)
e

λ−1
x− µ
σ
−λ−2eλ(x−µ)/σ

−∞ < λ <∞ λ ̸= 0
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1
(2π)1/2σ
e
−(x− µ)2
2σ2

λ = 0. (8.19)
Test modelu extre´mnı´ hodnoty se zı´ska´ testova´nı´m, zˇe λ = 1. Vy´hodou tohoto testu
je schopnost zpracovat libovolneˇ cenzorovana´ data. Nevy´hodou je, zˇe test nemusı´ by´t
u´cˇinny´ pro detekci odchylek od modelu extre´mnı´ hodnoty, ktery´ nemu˚zˇe by´t aproximo-
va´n cˇleny z 8.19.
Test Mann-Scheuer-Fertig a Tiku test
V [37] je prˇedstaven test Weibullova dvouparametricke´ho rozdeˇlenı´ nebo rozdeˇlenı´ ex-
tre´mnı´ hodnoty, ktery´ se umı´ prˇizpu˚sobit cenzorovany´m datu˚m Typu II a zda´ se, zˇe je
silny´ proti neˇktery´m typu˚m alternativ. Necht’Z(i) prˇedstavuje i-tou porˇa´dkovou statistiku
v na´hodne´m souboru o velikosti n z rozdeˇlenı´ extre´mnı´ hodnoty. Necht’X(1) ≤ · · · ≤ X(r)
je r nejmensˇı´ch pozorova´nı´ v na´hodne´m souboru o velikosti n z pozorovane´ho rozdeˇlenı´
a definujme normovane´ rozestupy
li =
X(i+1) −X(i)
E(Z(i+1) − Z(i))
i = 1, · · · , r − 1. (8.20)
Statistika navrzˇena´ pro testova´nı´, zˇe rozdeˇlenı´ je rozdeˇlenı´m extre´mnı´ hodnoty, je
M =
r
2
 r−1
i=[r/2]+1
li/

r − 1
2
 [r/2]
i=1
li (8.21)
kde [m] oznacˇuje nejveˇtsˇı´ cele´ cˇı´slo, ktere´ je mensˇı´ nebo rovno m. Velke´ hodnoty M po-
skytujı´ du˚kaz proti modelu extre´mnı´ hodnoty.
Je zrˇejme´, zˇe M je neparametricke´ podle hypote´zy H0 a zˇe vy´chozı´ rozdeˇlenı´ je roz-
deˇlenı´ extre´mnı´ hodnoty. V [37] jsou navrzˇeny procentnı´ body proM nalezene´ metodou
Monte Carlo pro soubory s velikostı´ n v rozmezı´ od 3 do 25. Nicme´neˇ, [37] take´ bere
na veˇdomı´, zˇe podle H0 jsou li velmi blı´zko, aby se staly neza´visly´mi exponencia´lnı´mi
na´hodny´mi promeˇnny´mi. Proto rozdeˇlenı´M podleH0 je u´zce aproximova´no rozdeˇlenı´m
F jako
M ∼ F(2[(r−1)/2],2[r/2]). (8.22)
Tato aproximace je celkem prˇesna´, zejme´na pro n ≥ 20. Pro male´ n je mozˇne´ pouzˇı´t
tabulky v [37] nebo [39].
TestM vyzˇaduje ocˇeka´vanou hodnotu extre´mnı´ hodnoty porˇa´dkovy´ch statistik nebo
jejich na´sledne´ rozdı´ly. V [37] je tabulova´no E(Z(i+1) − Z(i)) pro soubory s velikostı´
n od 3 do 25. Prˇı´padneˇ se mu˚zˇeme podı´vat na tabulky E(Z(i) dane´ Whitem [40] [41]. Ve
skutecˇnosti je pro veˇtsˇinu situacı´ aproximace od Bloma [42] dostatecˇneˇ prˇesna´, abychom
se vyhnuli potrˇebeˇ pouzˇitı´ tabulek
E(Z(i)
.
= log

− log

1− i− 0, 5
n+ 0, 25

(8.23)
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a je dostatecˇneˇ prˇesna´ i pro n = 10.
Modifikovany´M test byl uveden v [43] jako
M
′
=
m
r − 1−m
r−1
i=m+1
li/
m
i=1
li
kde 1 ≤ m < r− 1. Ukazujı´, zˇe bylo dosazˇeno urcˇite´ho zvy´sˇenı´ sı´ly oproti log trˇı´paramet-
ricky´mWeibullovy´m alternativa´m a to zvolenı´mm, ktere´ je prˇiblizˇneˇ rovno r/3. V ra´mci
H0 je M
′
prˇiblizˇneˇ F(2(r−1−m),2m). Mann a Fertig take´ ukazujı´, jak pouzˇı´t M
′
k zı´ska´nı´
mezı´ spolehlivosti pro hranicˇnı´ parametr v trˇı´parametricke´m Weibullove´m rozdeˇlenı´.
Tiku a Singh v [44] aplikujı´ vy´sledky z [38] k navrzˇenı´ testu pro model extre´mnı´
hodnoty, ktery´ je mı´rneˇ podobny´ testu Manna-Scheuera-Fertiga. Jejich testova´ statistika
je
Z∗ =

2
r−2
i=1
(r − i− 1)li

/(r − 2)
r−1
i=1
li. (8.24)
Velke´ nebo male´ hodnoty Z∗ poskytujı´ du˚kaz proti modelu extre´mnı´ hodnoty. Necht’
cˇitatel a jmenovatel ze Z∗ je D1 a D2 a definujme
V =
V ar(D1)
E(D1)2
+
V ar(D2)
E(D2)2
− 2Cov(D1, D2)
E(D1)E(D2)
. (8.25)
Tiku a Singh ukazujı´, zˇe aproximace Z∗ ∼ N(1, V ) pro n ≥ 20 poskytuje velmi dobrou
aproximaci pro nulove´ Z∗. Pro vy´pocˇet V pozˇadujeme strˇednı´ hodnoty, rozptyly a kova-
riance extre´mnı´ hodnoty porˇa´dkove´ statistiky. Pro n ≥ 25 nejsou rozptyly a kovariance
snadno dostupne´.
Tiku a Singh diskutujı´ vy´sledky studie, ktera´ ukazuje, zˇe jejich test je v urcˇity´ch
situacı´ch o neˇco silneˇjsˇı´ nezˇ M test. Vystupuje take´ dobrˇe ve srovna´nı´ s EDF testy, ktere´
jsou popsane´ v na´sledujı´cı´ cˇa´sti.
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Testy zalozˇene´ na EDF
Pro u´plne´ vzorky x1, · · · , xn z rozdeˇlenı´ extre´mnı´ hodnoty pouzˇil Stephens v [45] metody
Monte Carlo k urcˇenı´ prˇiblizˇny´ch procentnı´ch bodu˚ statistiky Cramera-von Misese, ktere´
jsou dane´ 8.6 a 8.7, prˇicˇemzˇ F0(x) je nahrazena
Fˆ0(x) = 1− e(−e(x−µˆ)/σˆ)
kde µˆ a σˆ jsou maxima´lnı´ veˇrohodnostnı´ odhady µ a σ.
V [46] studovali testy W 2n a A2n, ktere´ spolu s Kolmogorovy´m-Smirnovovy´m testem
zı´skali vlozˇenı´m µˆ a σˆ do 8.5. Poskytujı´ procentnı´ body odhadnute´metodamiMonte Carlo
pro soubory s velikostı´ v rozmezı´ n = 10 azˇ n = 40.
EDF testy nebyly rozsˇı´rˇeny na cenzorovana´ data Typu II, i kdyzˇ asymptoticke´ roz-
deˇlenı´ statistik na za´kladeˇ 8.8 s µˆ a σˆ, ktere´ odhadujı´ µ a σ, by mohly by´t vypocˇtene´
z vy´sledku˚ uvedeny´ch v [47].
[18]
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9 Prakticka´ cˇa´st
V te´to cˇa´sti budou vyhodnoceny vy´sledky pomocı´ neparametricky´ch a parametricky´ch
metod. Byla vyuzˇita data vı´ce nezˇ 500 pacientu˚, zı´ska´na z Fakultnı´ nemocnice v Ostraveˇ-
Porubeˇ z onkologicke´ho oddeˇlenı´. Musı´me mı´t vsˇak na pameˇti, zˇe studie nebyla rando-
mizova´na, jelikozˇ le´karˇi sve´ pacienty nezarˇazovali do skupin na´hodneˇ, ale podle sta´dia
onemocneˇnı´. Mnohem objektivneˇjsˇı´ vy´sledky by byly, pokud by se pacienti od zacˇa´tku
studie rozdeˇlovali na´hodneˇ do skupin, ktere´ by na´sledneˇ podstupovaly ru˚zne´ operace
a le´karˇskou pe´cˇi. Pra´veˇ tohle by do budoucna mohlo by´t te´matem dalsˇı´ pra´ce.
9.1 Pouzˇity´ software
Pro tuto diplomovou pra´ci jsem se rozhodla pouzˇı´t dva statisticke´ softwary Statgraphics
Centurion XV a SPSS 18.0, dı´ky ktery´m jsem zı´skala parametry pro jednotlive´ skupiny
pacientu˚ a na´sledneˇ vykreslila Kaplan-Meierovy krˇivky prˇezˇitı´. Pomocı´ MS Excel 2007
jsem parametry z vy´sˇe zmı´neˇny´ch statisticky´ch softwaru˚ pouzˇila pro vy´pocˇet funkcı´
prˇezˇitı´ a na´sledne´ho vykreslenı´ krˇivek prˇezˇitı´ jak pro parametricke´, tak neparametricke´
metody.
Da´le byl pouzˇit Matlab R2010a a internetovy´ Wolfram Alpha, dı´ky ktery´m jsem spo-
cˇı´tala jednotlive´ strˇednı´ doby prˇezˇitı´, pomocı´ ktery´ch jsem mohla da´le porovna´vat tyto
parametry a zjisˇt’ovat vhodnost jednotlivy´chmetod. Jednotlive´ vy´pocˇty jsouda´le uvedeny
v prˇı´loha´ch [I],[II] a [III].
9.2 Neparametricke´ metody
Nejprve se zameˇrˇı´me na neparametricke´ metody Kaplan-Meiera a Life-table. Srovna´me
neˇkolik skupin pacientu˚ a zjistı´me, zda se statisticky vy´znamneˇ lisˇı´. U Kaplan–Meiera
k tomupouzˇijemeLogRank (Mantel-Coxu˚v) test a Breslowovu˚v (Wilcoxonu˚v) test, u Life-
table vyuzˇijeme test Wilcoxonu˚v (Gehanu˚v) test. Vsˇechny testy na´m podle vy´pocˇtu p-
value potvrdı´, prˇı´padneˇ vyvra´tı´, nasˇi nulovou hypote´zu, ktera´ tvrdı´, zˇe mezi skupinami
nenı´ vy´znamny´ statisticky´ rozdı´l.
Na´sledujı´cı´ tabulky a grafy pocha´zı´ ze softwaru SPSS.
Nejprve porovna´me skupiny M0 a M1 (viz tab. 3), zjistı´me celkovy´ pocˇet pacientu˚
v jednotlivy´ch skupina´ch, pocˇet cenzorovany´ch dat a jejich strˇednı´ hodnoty.
Tabulka 3: Tabulky pro srovna´nı´ skupiny M0 a M1
Kaplan-Meier: Tabulka shrnutı´ dat
M0 vs. M1 Celkove´ N N v uda´losti
Cenzorova´no
N Procenta
M0 290 16 274 94,5%
M1 26 13 13 50,0%
Celkoveˇ 316 29 287 90,8%
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Kaplan-Meier: Strˇednı´ hodnoty pro dobu prˇezˇitı´
M0 vs. M1
Strˇednı´ hodnota
Odhad
95% interval spolehlivosti
Dolnı´ mez Hornı´ mez
M0 135,2 118,2 152,3
M1 36,8 22,2 51,4
Celkoveˇ 102,2 73,4 131,0
Z na´sledujı´cı´ch grafu˚ (viz grafy 5 a 6) vidı´me, zˇe krˇivka pro skupinu M1 lezˇı´ cela´
pod krˇivkou skupiny M0, proto lze tvrdit, zˇe skupiny se velmi vy´znamneˇ lisˇı´. Tabulka 4
ukazuje hodnoty MST a SE pro jednotlive´ skupiny.
Obra´zek 5: Kaplan-Meier M0 vs. M1 Obra´zek 6: Life-Table M0 vs. M1
Tabulka 4: Tabulka hodnot MST a SE pro skupiny M0 a M1
Skupina M0 Skupina M1
MST 135,2 36,8
SE 15,6 6,9
51
Tabulky 5 s testy rovnosti na´m potvrzujı´ to, zˇe se vy´sˇe uvedene´ krˇivky vy´znamneˇ
statisticky odlisˇujı´.
Tabulka 5: Tabulky pro testy rovnosti mezi skupinami M0 a M1
Kaplan-Meier: Celkove´ srovna´nı´
Chi/Square df Sig.
Log Rank (Mantel-Cox) 32,0 1 0,0
Breslow (Generalized Wilcoxon) 20,7 1 0,0
Life-table: Celkove´ srovna´nı´
Wilcoxon (Gehan) Statistic df Sig.
24,0 1 0,0
Da´le se podı´va´me na srovna´nı´ trˇı´ sta´diı´ skupiny M0. V tabulka´ch 6 opeˇt najdeme
shrnute´ informace z pouzˇity´ch dat.
Tabulka 6: Tabulky pro srovna´nı´ sta´diı´ u skupiny M0
Kaplan-Meier: Tabulka shrnutı´ dat
Sta´dium M0 Celkove´ N N v uda´losti
Cenzorova´no
N Procenta
Nı´zke´ riziko 38 1 37 97,4%
Strˇednı´ riziko 108 5 103 95,4%
Vysoke´ riziko 144 10 134 93,1%
Celkoveˇ 290 16 274 94,5%
Kaplan-Meier: Strˇednı´ hodnoty pro dobu prˇezˇitı´
Sta´dium M0
Strˇednı´ hodnota
Odhad
95% interval spolehlivosti
Dolnı´ mez Hornı´ mez
Nı´zke´ riziko 100,5 9,7 191,3
Strˇednı´ riziko 74,7 64,1 85,2
Vysoke´ riziko 68,9 59,4 78,5
Celkoveˇ 135,2 118,2 152,3
Podle dany´ch grafu˚ (viz grafy 7 a 8) a nı´zˇe uvedeny´ch tabulek (viz tab. 8) s testy,
nezamı´ta´me zde nulovou hypote´zu a proto nemu˚zˇeme tvrdit, zˇe se skupiny pacientu˚
v ru˚zny´ch sta´diı´ch skupiny M0 od sebe vy´znamneˇ statisticky lisˇı´. Tabulka 7 ukazuje
hodnoty MST a SE pro jednotliva´ sta´dia skupiny M0.
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Obra´zek 7: Kaplan-Meier sta´dia M0 Obra´zek 8: Life-Table sta´dia M0
Tabulka 7: Tabulka hodnot MST a SE pro sta´dia skupiny M0
Nı´zke´ riziko Strˇednı´ riziko Vysoke´ riziko
MST 100,5 74,7 68,9
SE 46,3 6,4 7,0
Tabulka 8: Tabulky pro testy rovnosti mezi sta´dii skupiny M0
Kaplan-Meier: Celkove´ srovna´nı´
Chi/Square df Sig.
Log Rank (Mantel-Cox) 1,2 2 0,5
Breslow (Generalized Wilcoxon) 1,3 2 0,5
Life-table: Celkove´ srovna´nı´
Wilcoxon (Gehan) Statistic df Sig.
1,3 2 0,5
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V dalsˇı´m srovna´nı´ porovna´me skupiny pacientu˚, kterˇı´ podstoupili hormona´lnı´ le´cˇbu
s teˇmi, kterˇı´ ji nepodstoupili. Tabulka 9 z SPSS na´m opeˇt shrne jednotlive´ u´daje a tabulka
10 ukazuje hodnoty MST a SE pro jednotlive´ skupiny.
Tabulka 9: Tabulka pro srovna´nı´ pacientu˚ bez a s hormona´lnı´ le´cˇbou
Kaplan-Meier: Tabulka shrnutı´ dat
Hormony Celkove´ N N v uda´losti
Cenzorova´no
N Procenta
Bez hormonu˚ 129 0 129 100,0%
S Hormony 161 16 145 90,1%
Celkoveˇ 290 16 274 94,5%
Obra´zek 9: Kaplan-Meier hormona´lnı´ le´cˇba Obra´zek 10: Life-Table hormona´lnı´ le´cˇba
Tabulka 10: Tabulka hodnot MST a SE pro hormona´lnı´ le´cˇbu a bez nı´
Bez hormona´lnı´ le´cˇby S hormona´lnı´ le´cˇbou
MST 85 109,3
SE 0 18,9
Zde vidı´me (viz grafy 9 a 10), zˇe pacienti, kterˇı´ podstoupili hormona´lnı´ le´cˇbu, jsou na
tom s prˇezˇı´va´nı´m mnohem hu˚rˇ, nezˇ pacienti, kterˇı´ tuto le´cˇbu nepodstupujı´. Samozrˇejmeˇ
musı´me zohlednˇovat to, zˇe hormona´lnı´ le´cˇbou projdou spı´sˇe ti pacienti, kterˇı´ jsou na tom
zdravotneˇ hu˚rˇe. Ti, kterˇı´ tuto le´cˇbu nepotrˇebujı´, jsou na tom zdravotneˇ mnohem le´pe
a le´cˇba hormony u nich nenı´ nutna´.
To, zˇe zamı´ta´me nulovou hypote´zu, na´m potvrzujı´ i na´sledujı´cı´ testy pro Kap-
lan–Meierovu krˇivku a Life-table krˇivku prˇezˇitı´ (viz tab. 11). Mu˚zˇeme tedy rˇı´ct, zˇe se
tyto skupiny od sebe statisticky lisˇı´.
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Tabulka 11: Tabulky pro testy rovnosti mezi skupinami s hormona´lnı´ le´cˇbou a bez nı´
Kaplan-Meier: Celkove´ srovna´nı´
Chi/Square df Sig.
Log Rank (Mantel-Cox) 13,9 1 0,0
Breslow (Generalized Wilcoxon) 8,9 1 0,0
Life-table: Celkove´ srovna´nı´
Wilcoxon (Gehan) Statistic df Sig.
8,9 1 0,0
V neposlednı´ rˇadeˇ porovna´me pacienty, kterˇı´ podstoupili operaci vyjmutı´ prostaty
(RAPE) s teˇmi, kterˇı´ ji nepodstoupili. Na´sledujı´ tabulky se shrnuty´mi daty (viz tab. 12).
Tabulka 12: Tabulka pro srovna´nı´ pacientu˚ bez RAPE a po RAPE
Kaplan-Meier: Tabulka shrnutı´ dat
RAPE Celkove´ N N v uda´losti
Cenzorova´no
N Procenta
bez RAPE 310 40 270 87,1%
po RAPE 77 8 69 89,6%
Celkoveˇ 387 48 339 87,6%
Kaplan-Meier: Strˇednı´ hodnoty pro dobu prˇezˇitı´
RAPE
Strˇednı´ hodnota
Odhad
95% interval spolehlivosti
Dolnı´ mez Hornı´ mez
bez RAPE 76,3 59,2 93,4
po RAPE 114,5 85,8 143,3
Celkoveˇ 93,6 78,3 108,8
Na´sledujı´cı´ grafy (viz grafy 11 a 12) zobrazujı´ krˇivky prˇezˇitı´ pro pacienty po RAPE
a bez RAPE. Vidı´me, zˇe prakticky cela´ modra´ krˇivka zna´zornˇujı´cı´ pacienty bez operace
vyjmutı´ prostaty, lezˇı´ poddruhoukrˇivko. Tatokrˇivka zobrazujepacienty, kterˇı´ tuto operaci
podstoupili. Proto jizˇ z grafu lze rˇı´ct, zˇe se krˇivky jisteˇ lisˇı´, cozˇ na´m taky potvrzujı´ na´sledne´
tabulky s testy (viz tab. 14) a tabulka 13 obsahuje hodnotyMSTa SEpro jednotlive´ skupiny
pacientu˚ bez RAPE a po RAPE.
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Obra´zek 11: Kaplan Meier pacienti s RAPE
vs. bez RAPE
Obra´zek 12: Life-Table pacienti s RAPE vs.
bez RAPE
Tabulka 13: Tabulka hodnot MST a SE pro skupiny bez RAPE a po RAPE
Bez RAPE Po RAPE
MST 76,3 114,5
SE 11,8 15,9
Tabulka 14: Tabulky pro testy rovnosti pro pacienty bez RAPE a po RAPE
Kaplan-Meier: Celkove´ srovna´nı´
Chi/Square df Sig.
Log Rank (Mantel-Cox) 11,0 1 0,0
Breslow (Generalized Wilcoxon) 7,5 1 0,0
Life-table: Celkove´ srovna´nı´
Wilcoxon (Gehan) Statistic df Sig.
9,2 1 0,0
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9.3 Parametricke´ metody
V te´to kapitole budeme pouzˇı´vat parametricke´ metody pro zjisˇteˇnı´ hodnot krˇivek prˇezˇitı´
a na´sledneˇ vy´sledky porovna´me s vy´sˇe pouzˇity´mi neparametricky´mi metodami.
Budeme s Kaplan-Meierovy´mi krˇivkami porovna´vat Exponencia´lnı´ aWeibullovo roz-
deˇlenı´, kde potrˇebujeme dva parametry meˇrˇı´tka (eta) a tvaru (beta). Pomocı´ softwaru
Statgraphics otestujeme data modifikovany´m Kolmogorov-Smirnovovy´m testem, da´le si
zjistı´me vy´sˇe zmı´neˇne´ parametry a na´sledneˇ dopocˇı´ta´me pomocı´ Matlabu (prˇı´padneˇ po-
mocı´ WolframAlpha) hodnotu MST (Mean Survival Time) pro kazˇdou skupinu pacientu˚.
Vy´sledne´ grafy jsou zı´ska´ny pomocı´ Excelu, dı´ky ktere´mu byly spocˇı´ta´ny funkce prˇezˇitı´
pro kazˇdou krˇivku.
Zacˇneme se skupinamiM0 aM1. V tabulce 15 vidı´me, zˇe hodnoty p-value jsou u obou
rozdeˇlenı´ a obou skupin pacientu˚ > 0,05, proto jsou data z teˇchto rozdeˇlenı´ a vy´sledky
budou vypovı´dajı´cı´. Da´le v tabulce 16 jsou hodnoty parametru˚ pro vy´pocˇet Strˇednı´ doby
prˇezˇitı´ (MST)Weibullova rozdeˇlenı´, ktere´ na´sledneˇmu˚zˇeme porovnat s hodnotou Strˇednı´
doby prˇezˇitı´ pro Kaplan-Meiera, kterou na´m spocˇı´tal Statgraphics.
Tabulka 15: Modifikovany´ Kolmogorov-Smirnovu˚v test pro skupiny M0 a M1
M0 M1
p-value Exponencia´lnı´ho rozdeˇlenı´ ≥ 0,1 ≥ 0,1
p-value Weibullova rozdeˇlenı´ ≥ 0,1 ≥ 0,1
Tabulka 16: Weibullovo rozdeˇlenı´ pro skupiny M0 a M1
M0 M1
param. meˇrˇı´tka 157,2 35,3
param. tvaru 1,3 1,4
Tk 166 82
MST-Weibull 109,3 31,5
MST-Kaplan Meier 135,2 36,8
Na´sledujı´ grafy (viz grafy 13 a 14), kde vidı´me, zˇe krˇivky pro Kaplan-Meiera a Wei-
bullovo rozdeˇlenı´ u skupiny M0 majı´ zpocˇa´tku stejny´ pru˚beˇh, ale postupneˇ se rozcha´zı´,
i kdyzˇ hodnoty Strˇednı´ doby prˇezˇitı´ z vy´sˇe zmı´neˇny´ch tabulek se prˇı´lisˇ nelisˇı´, prˇesto
nemu˚zˇeme rˇı´ct, zˇe by Weibullova krˇivka mohla by´t vhodna´ pro popis onkologicky´ch
dat, jelikozˇ krˇivky obsahujı´ „schody“ prˇedstavujı´cı´ sledovanou uda´lost a tı´m se krˇivka
vychyluje od krˇivek z parametricke´ho rozdeˇlenı´.
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Obra´zek 13: Porovna´nı´ krˇivek skupiny M0 Obra´zek 14: Porovna´nı´ krˇivek skupiny M1
Da´le se podı´va´me na skupiny pacientu˚ podle sta´dia rizik skupiny M0. Tabulka 17
obsahuje vy´sledky modifikovane´ho Kolmogorov-Smirnovova testu, ktere´ na´m rˇı´kajı´, zˇe
u nı´zke´ho a strˇednı´ho sta´dia nejsou data z uvedeny´ch rozdeˇlenı´, tudı´zˇ hodnoty MST (viz
tab. 18) a ani na´sledne´ grafy nemajı´ vypovı´dajı´cı´ hodnotu. Naopak u skupiny s vysoky´m
sta´diem rizika jizˇ hodnota p-value je vysˇsˇı´ nezˇ 0,05, a proto na hladineˇ vy´znamnosti 0,05
lze data povazˇovat za vy´beˇr z testovany´ch rozdeˇlenı´.
Tabulka 17: Modifikovany´ Kolmogorov-Smirnovu˚v test pro sta´dia skupiny M0
Nı´zke´ Strˇednı´ Vysoke´
p-value Exponencia´lnı´ho rozdeˇlenı´ < 0,01 < 0,01 ≥ 0,1
p-value Weibullova rozdeˇlenı´ < 0,01 < 0,01 ≥ 0,1
Tabulka 18: Weibullovo rozdeˇlenı´ pro sta´dia skupiny M0
Nı´zke´ Strˇednı´ Vysoke´
param. meˇrˇı´tka 236,1 231,9 109,1
param. tvaru 1,6 1,1 1,4
Tk 166 85 84
MST-Weibull 134,4 73,7 64,6
MST-Kaplan Meier 100,5 74,7 68,9
V grafech pro porovna´nı´ sta´diı´ skupinyM0 (viz grafy 15, 16 a 17) vidı´me jizˇ to, co na´m
potvrdily prˇedchozı´ tabulky. U nı´zke´ho a strˇednı´ho sta´dia musı´me zohlednit, zˇe pouzˇita´
data nelze na hladineˇ vy´znamnosti 0,05 povazˇovat za vy´beˇr z testovany´ch rozdeˇlenı´. Na
grafech pro nı´zke´ a strˇednı´ sta´dia, lze videˇt, zˇe sledovany´ch uda´lostı´, ktere´ u Kaplan-
Meierovy´ch krˇivek vytva´rˇı´ jednotlive´ „schody“, je zde velmi ma´lo a pravdeˇpodobneˇ
i pra´veˇ proto, vysˇly modifikovane´ Kolmogorovovy-Smirnovovy testy negativneˇ, i prˇesto,
zˇe co se hodnot MST ty´cˇe, tak u strˇednı´ho rizika jsou tyto hodnoty pro Kaplan-Meiera
a Weibulla srovnatelne´.
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Obra´zek 15: Porovna´nı´ krˇivek nı´zke´ho ri-
zika
Obra´zek 16: Porovna´nı´ krˇivek strˇednı´ho ri-
zika
Naproti tomuuvysoke´ho sta´dia jizˇ lze jednotlive´ krˇivky objektivneˇ vyhodnotit, jelikozˇ
zde jsou data ze sledovany´ch rozdeˇlenı´. I u te´to skupiny, z vy´sˇe uvedene´ tabulky pro
hodnoty MST, vidı´me, zˇe MST je u Kaplan-Meiera a Weibulla srovnatelne´. Prˇesto ke
konci sledova´nı´, kdy jizˇ nenastaly sledovane´ uda´losti, uda´va´ Kaplan-Meier jiny´ pru˚beˇh
oproti dveˇma zby´vajı´cı´m krˇivka´m.
Obra´zek 17: Porovna´nı´ krˇivek vysoke´ho ri-
zika
Krˇivky pro parametricke´ rozdeˇlenı´ jsou hladke´, proto nenı´ snadne´ kompletneˇ kopı´-
rovat pru˚beˇh krˇivky Kaplan-Meiera, ktera´ ma´ schodovity´ tvar a stacˇı´ jeden sebemensˇı´
vy´kyv a parametricke´ rozdeˇlenı´ uzˇ tento rozdı´l nedoka´zˇou napodobit.
Vy´sledky pro skupiny pacientu˚ bez hormona´lnı´ le´cˇby a s hormona´lnı´ le´cˇbou taky
nejsouprˇı´lisˇ idea´lnı´. V tabulce 19opeˇt vidı´mevy´sledkyhodnotp-value, ktere´ na´mukazujı´,
zˇe data pro skupiny pacientu˚ bez hormona´lnı´ le´cˇby nejsou z vybrany´ch rozdeˇlenı´.
Tabulka 20 pro hodnoty MST take´ ukazuje, zˇe u pacientu˚, kterˇı´ hormona´lnı´ le´cˇbu
nepodstoupili jsou hodnoty u Weibullova rozdeˇlenı´ a Kaplan-Meiera velmi rozdı´lne´,
cozˇ je prˇi pohledu na konstantnı´ Kaplan-Meierovu krˇivku zrˇejme´. Pacienti, kterˇı´ hormo-
na´lnı´ le´cˇbu podstoupili, jizˇ tuto hodnotu majı´ vı´ce podobnou, i kdyzˇ opeˇt kvu˚li vy´ky-
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vu˚m Kaplan-Meierovy krˇivky nelze parametricky´mi metodami dosa´hnout podobne´ho
pru˚beˇhu.
Tabulka 19: Modifikovany´ Kolmogorov-Smirnovu˚v test pro pacienty bez hormona´lnı´
le´cˇby a s hormona´lnı´ le´cˇbou
Bez hormona´lnı´ le´cˇby S hormona´lnı´ le´cˇbou
p-value Exponencia´lnı´ho rozdeˇlenı´ < 0,01 ≥ 0,1
p-value Weibullova rozdeˇlenı´ < 0,05 ≥ 0,1
Tabulka 20: Weibullovo rozdeˇlenı´ pro pacienty bez hormona´lnı´ le´cˇby a s hormona´lnı´
le´cˇbou
Bez hormona´lnı´ le´cˇby S hormona´lnı´ le´cˇbou
param. meˇrˇı´tka 16,1 98
param. tvaru 1,1 1,3
Tk 85 166
MST-Weibull 15,4 82,4
MST-Kaplan-Meier 85 109,3
Na´sledujı´cı´ grafy 18 a 19 ukazujı´ jizˇ zmı´neˇnou konstantnı´ krˇivku prˇezˇitı´ pro pacienty
bez hormona´lnı´ le´cˇby, proto ani jedna krˇivka pro neparametricky´ zpu˚sob nemu˚zˇe by´t
vhodna´. Navı´c i hodnota MST je u Weibullova rozdeˇlenı´ zkreslena´, jelikozˇ data z te´to
skupiny nejsou vy´beˇrem z dane´ho rozdeˇlenı´. U druhe´ skupiny s hormona´lnı´ le´cˇbou jizˇ
krˇivky vypadajı´ le´pe, avsˇak Kaplan-Meierova krˇivka prˇestala opeˇt klesat drˇı´ve, proto
hladke´ krˇivky pro parametricke´ rozdeˇlenı´ tuto zmeˇnu jizˇ nemohly napodobit.
Obra´zek 18: Porovna´nı´ krˇivek bez hormo-
na´lnı´ le´cˇby
Obra´zek 19: Porovna´nı´ krˇivek s hormona´lnı´
le´cˇbou
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Parametry (viz tab. 22) pro pacienty, kterˇı´ podstoupili vyjmutı´ prostaty a kterˇı´ ne,
na´m prozrazujı´, zˇe se krˇivky nebudou celkoveˇ prˇı´lisˇ lisˇit, avsˇak bude tam opeˇt vy´kyv
v podobeˇ „schodu˚“ u Kaplan-Meierovy´ch krˇivek. Navı´c dı´ky tabulce 21 vı´me, zˇe data pro
obeˇ skupiny pacientu˚ pocha´zejı´ ze sledovany´ch rozdeˇlenı´.
Tabulka 21: Modifikovany´ Kolmogorov-Smirnovu˚v test pro pacienty bez RAPE a po
RAPE
Bez RAPE Po RAPE
p-value Exponencia´lnı´ho rozdeˇlenı´ ≥ 0,1 ≥ 0,1
p-value Weibullova rozdeˇlenı´ ≥ 0,1 ≥ 0,1
Tabulka 22: Weibullovo rozdeˇlenı´ pro pacienty bez RAPE a po RAPE
Bez RAPE Po RAPE
param. meˇrˇı´tka 75,1 173,6
param. tvaru 1,4 1,6
Tk 149 166
MST-Weibull 65,7 121,2
MST-Kaplan-Meier 76,3 114,5
I z grafu˚ mu˚zˇeme videˇt, zˇe Weibullovo i Exponencia´lnı´ rozdeˇlenı´ zpocˇa´tku opravdu
kopı´ruje krˇivku Kaplan-Meiera a to jak u pacientu˚, kterˇı´ podstoupili operaci vyjmutı´
prostaty, tak i u pacientu˚, kterˇı´ tuto operaci nepodstoupili. Avsˇak ke konci se u obou
skupin krˇivky rozcha´zejı´, dı´ky pru˚beˇhu Kaplan-Meierovy krˇivky, cozˇ na´m jizˇ napoveˇdeˇly
vy´sˇe uvedene´ hodnoty MST.
Obra´zek 20: Porovna´nı´ krˇivek bez RAPE Obra´zek 21: Porovna´nı´ krˇivek po RAPE
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Ze vsˇech vy´sledku˚ lze rˇı´ci, zˇe pro dana´ data jsou neparametricke´ metody vhodneˇjsˇı´m
na´strojem, protozˇe po vykreslenı´ Kaplan-Meierovy´ch krˇivekmu˚zˇeme videˇt nepravidelny´
pru˚beˇh krˇivky. Takovy´to pru˚beˇh na´m parametricke´ metody teˇzˇko popı´sˇou pomocı´ svy´ch
hladky´ch krˇivek. I kdyzˇ na´mmodifikovany´Kolmogorov-Smirnovu˚v test u veˇtsˇiny skupin
potvrdil, zˇe data pocha´zı´ z dany´ch rozdeˇlenı´, prˇi vykreslenı´ krˇivek vidı´me, zˇe jednotlive´
vy´sledky pravdeˇpodobnosti prˇezˇitı´ u pacientu˚ by tı´mto mohly by´t zkresleny.
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10 Za´veˇr
Cı´lem me´ diplomove´ pra´ce bylo zpracovat onkologicka´ data pomocı´ analy´zy prˇezˇitı´.
Jako efektivnı´ na´stroj pro zpracova´nı´ dat byl vyuzˇit statisticke´ software, pomocı´ neˇhozˇ
jsem mohla du˚kladneˇji porovnat neparametricke´ a parametricke´ metody. Prˇi porovna´-
va´nı´ jsem kvu˚li cenzorovany´m datu˚m pouzˇila neparametrickou metodu Kaplan-Meiera,
kterou jsem na´sledneˇ porovna´vala s parametricky´m odhadem pomocı´ Weibullova a ex-
ponencia´lnı´ho rozdeˇlenı´. Ani jedna z metod vsˇak nedopadla v porovna´nı´ nejle´pe, tudı´zˇ
u dat, ktera´ byla pro pra´ci poskytnuta, je podle me´ho mı´neˇnı´ rozumneˇjsˇı´ pouzˇı´t nepara-
metricky´ zpu˚sob.
Tato pra´ce mi umozˇnila zdokonalit se v statisticke´m softwaru a jeho vyuzˇitı´ v analy´ze
prˇezˇitı´. Jelikozˇ vsˇak tato le´karˇska´ data nebyla prˇedem randomizova´na, nema´me jistotu, zˇe
by parametricke´ metody opravdu nemohly by´t vhodny´m na´strojem pro analy´zu prˇezˇitı´
teˇchto dat. Avsˇak prˇi tomto rozdeˇlenı´ do skupin podle uva´zˇenı´ le´karˇu˚, na´m vı´ce pomu˚zˇe
prˇi analy´ze dat neparametricky´ zpu˚sob.
Parametricke´ metody vsˇak majı´ v analy´ze prˇezˇitı´ opravdu du˚lezˇite´ postavenı´. Oproti
neparametricky´m metoda´m na´m o datech da´vajı´ podrobneˇjsˇı´ informace, ktere´ se da´le
mohou vyuzˇı´t k predikci budoucı´ch hodnot prˇezˇitı´.
Jizˇ v me´ bakala´rˇske´ pra´ci jsem si mohla vyzkousˇet statistiku na rea´lny´ch datech a tı´m
si zkusit analy´zu dat v praxi. Dı´ky te´to diplomove´ pra´ce jsemmohla pokracˇovat ve snaze
se jesˇteˇ da´le zdokonalit v tomto oboru, cozˇ se mi taky jisteˇ povedlo.
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