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AN APPLICATION OF “SELMER GROUP CHABAUTY”
TO ARITHMETIC DYNAMICS
MICHAEL STOLL
1 Introduction
We describe how one can use the “Selmer group Chabauty” method developed by the
author in [Sto17] to show that certain hyperelliptic curves of the form
(1.1) C : y2 = xN + h(x)2 ,
whereN = 2g+1 is odd, h ∈ Z[x] with degh ≤ g and h(0) odd, have only the “obvious”
rational points ∞ (the unique point at infinity on the smooth projective model of the
curve) and P0 = (0, h(0)), (0,−h(0)).
We note that curves of the form (1.1) can be characterized by a nice property.
Lemma 1.1. Let C : y2 = f(x) be a hyperelliptic curve of genus g over a field k with
char(k) 6= 2 such that f is monic of odd degree 2g + 1. We use the unique point ∞ at
infinity to define an embedding i : C→ J, where J is the Jacobian variety of C.
(1) If P ∈ C(k)\{∞} is such that i(P) ∈ J(k) has finite order n, then n = 2 or n ≥ 2g+1.
(2) If P ∈ C(k) is such that i(P) has order 2g + 1 and x(P) = 0, then f = x2g+1 + h(x)2
with a polynomial h ∈ k[x] of degree ≤ g such that P = (0, h(0)). Conversely, if f is
of this form and P = (0, h(0)), then i(P) has order 2g+ 1.
Proof.
(1) The divisor n·(P−∞) is principal; let φ denote a function in C(k)× with this divisor.
Then φ ∈ L(n · ∞). If n ≤ 2g, then this Riemann-Roch space is generated by
powers of x. The divisor of a function of x alone is invariant under the hyperelliptic
involution. This forces P to be a Weierstrass point on C, but then i(P) has order 2.
(2) Taking φ as in (1), we now have φ ∈ L((2g+1) ·∞), which has basis 1, x, . . . , xg, y.
As we have just seen, φ cannot be a function of x alone, so (up to scaling),
φ = y− h(x) with h ∈ k[x] of degree ≤ g. The fact that P = (0, h(0)) is a zero
of order 2g + 1 of φ implies that x2g+1 divides f(x) − h(x)2. Since f is monic of de-
gree 2g+ 1 (and degh ≤ g), it follows that f(x) = x2g+1 + h(x)2. For the converse,
we check that the divisor of y− h(x) is (2g+ 1) · (P −∞). 
As an application of the method, we prove the following result.
Theorem 1.2. Let c ∈ Q and write fc(x) = x2 + c. We denote the iterates of fc by f◦nc ;
i.e., we set f◦0c (x) = x and f
◦(n+1)
c (x) = fc(f
◦n
c (x)). If f
◦2
c is irreducible, then f
◦6
c is also
irreducible. Assuming the Generalized Riemann Hypothesis (GRH), it also follows that f◦10c
is irreducible.
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This is based on the following observation. Define the polynomial An(c) = f◦nc (0), for
n ≥ 1; i.e., A1(c) = c and An+1(c) = An(c)2 + c. The following implication holds when
n ≥ 2 (see [Sto92, Lemma 1.2]).
f◦(n−1)c irreducible and An(c) not a square =⇒ f◦nc irreducible
By results in [DHJ+19], we know that A3(c) and A4(c) are never squares unless c = 0,
or c = −1 in the case of A4, but then fc = x2 or x2 − 1 is already reducible. So the
proposition follows if we can show that both A5(c) and A6(c) (and A7(c), A8(c), A9(c),
A10(c) under GRH) can never be a square for c 6= 0,−1. We note that degAn = 2n−1
and that An(0) = 0. The curve y2 = An(x), whose rational points are of interest to us,
is isomorphic with the curve y2 = an(x), where
an(x) = x
2n−1An(x
−1) ,
so
a1(x) = 1 and an+1(x) = x2
n−1 + an(x)
2 .
This shows that the curve under consideration has the form studied in this paper. For
n = 5, we have the explicit equation
y2 = a5(x) = x
15 + x14 + 2x13 + 5x12 + 14x11 + 26x10 + 44x9 + 69x8
+ 94x7 + 114x6 + 116x5 + 94x4 + 60x3 + 28x2 + 8x+ 1 .
Our method shows that this curve has only the three obvious rational points ∞, (0, 1)
and (0,−1), which is equivalent to saying that A5(c) can never be a square for c 6= 0.
We also show that A6(c) is a square only for c = 0 and c = −1 using by now standard
methods for rational points on curves of genus 2.
We show that A7(c) can only be a square when c = 0 by computing the 2-Selmer group
of the Jacobian of the curve y2 = a7(x); this Selmer group turns out to be trivial. We
need to assume GRH to verify that the class group of the number field obtained by
adjoining a root of a7 to Q is trivial.
We can reduce the question whether An(c) can be a square for a given c ∈ Q to the
analogous question for Ap(c), ±Ap(c), or A4(c), where p is an odd prime divisor of n,
for n odd, n twice an odd number, and n divisible by 4, respectively. Thus we can
deal with A8 and A9 by reducing the question to A4 and A3, respectively. We show,
again using Selmer group Chabauty, that −A5(c) can be a square only for c = 0,−1,
which, together with our result on A5, also deals with A10. We note that it is only the
implication
f◦6c irreducible =⇒ f◦7c irreducible
that depends on GRH, whereas the implication
f◦7c irreducible =⇒ f◦10c irreducible
is unconditional, since it follows from the unconditional results on A8, A9, and A10.
We describe the method in detail in Section 2, prove the claims on the various An(c) in
Section 3, and give some further examples and statistics in Section 4.
2
2 Selmer group Chabauty for a family of hyperelliptic curves
Fix g ≥ 2. We consider the hyperelliptic curve
C : y2 = f(x) := x2g+1 + h(x)2 ,
where h ∈ Z[x], and we make the following assumptions (we will make additional
assumptions later).
Assumptions 2.1.
(A1) degh ≤ g, so f is monic of degree 2g+ 1.
(A2) h(0) is odd.
By considering f and its derivative f ′(x) = (2g + 1)x2g + 2h(x)h ′(x) modulo 2, we see
that f is squarefree over F2, hence f is squarefree and the discriminant of f is odd,
and so C is a hyperelliptic curve of genus g. Since deg f = 2g + 1 is odd, there is a
unique (and hence rational) point at infinity on (the smooth projective model of) C
with respect to the given affine equation. We denote this point by∞. We write J for the
Jacobian variety of C; we have the embedding i : C→ J, P 7→ [P −∞], defined over Q.
We note that C has at least the three obvious rational points ∞ and (0,±h(0)). We
write P0 = (0, h(0)); if ι : C → C, (x, y) 7→ (x,−y), denotes the hyperelliptic involution
on C, then the third point is ι(P0).
Lemma 2.2. C has potentially good reduction at 2. More precisely, let pi = 21/(2g+1); then
C is isomorphic to
C ′ : η2 + h(pi2ξ)η = ξ2g+1
over Q(pi), with reduction mod pi given by
C˜ : η2 + η = ξ2g+1 ,
which is a hyperelliptic curve of genus g over F2.
Proof. We set
y = 2η+ h(pi2ξ) and x = pi2ξ
in the equation defining C; some elementary manipulations then give us the equation
of C ′. Since h(0) is odd by Assumption (A2), we have that h(pi2ξ) ≡ 1 mod pi, and so
we get the indicated reduction C˜ mod pi. The reduction is smooth, since the partial
derivative of the equation with respect to η is constant = 1, so C˜ is a curve of genus g.

Let C(Q)odd denote the set of points P ∈ C(Q) such that i(P) has odd order; similarly
for C(Q2)odd.
Lemma 2.3. C(Q)odd = C(Q2)odd = {∞, P0, ι(P0)}.
Proof. By Lemma 2.2, we have the following commutative diagram
C(Q)   // C(Q2) 

//
α
%%
C(Q2(pi)) 
 i
//

J(Q2(pi))

C˜(F2) 
 i
// J˜(F2) ,
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where J˜ denotes the Jacobian of C˜. The right-most vertical map is injective on the tor-
sion points of odd order. This implies that α : C(Q2)odd → C˜(F2) is also injective. Since
C˜(F2) = {∞, (0, 0), (0, 1)} consists of three points, this already shows that #C(Q2)odd
has at most three elements. On the other hand, i(∞) = 0 has order 1 and i(P0) and
i(ι(P0)) = −i(P0) have odd order 2g+ 1 (see Lemma 1.1). So
{∞, P0, ι(P0)} ⊂ C(Q)odd ⊂ C(Q2)odd and #C(Q2)odd ≤ 3 ,
which proves the claim. 
We note that J˜[2] = 0 (the hyperelliptic involution on C˜ is given by η 7→ η+ 1; the point
at infinity is the only fixed point), so that J(Q2)[2] maps into the kernel of reduction
in J(Q2(pi)).
For later use, we now consider regular differentials on C and their formal integrals
over Q2. We write v2 : Q¯2 → Q ∪ {∞} for the 2-adic valuation normalized such that
v2(2) = 1.
Lemma 2.4. We set, for j = 0, 1, . . . , g − 1, ωj = xj dx/y ∈ Ω1(C). Then the following
holds.
(1) ω = (ω0, . . . ,ωg−1) is a basis of the Z2-module of Ne´ron differentials on C over Z2.
(2) Let t = x be a uniformizer at P0 and writeωj = wj(t)dt with power serieswj ∈ Q2[[t]].
Let `j(t) =
∫t
0
wj(τ)dτ ∈ Q2[[t]] be the formal integral. Then the coefficient of tn in `j
has 2-adic valuation at least 2
2g+1
− 2
2g+1
n − log2 n. In particular, the series `j(t)
converge when v2(t) > 22g+1 .
(3) Let t˜ = (y − h(x))/xg+1; this is a uniformizer at ∞. Write ωj = w˜j(t˜)dt˜ with
w˜j ∈ Q2[[t˜]] and let ˜`j(t˜) =
∫t˜
0
w˜j(τ)dτ ∈ Q2[[t˜]]. Then the coefficient of t˜n in ˜`j has
2-adic valuation at least 2
2g+1
+ 1
2g+1
n− log2 n. In particular, the series ˜`j(t˜) converge
when v2(t˜) > − 12g+1 .
Proof. Since C ′ has good reduction, the differentials ω ′j = ξ
j dξ/(2η + h(pi2ξ)), for
j = 0, 1, . . . , g − 1, form a basis of the Ne´ron differentials on C ′ over Z2[pi]. In terms
of the isomorphism between C and C ′ given in the proof of Lemma 2.2, we find that
ωj = pi
2j+2ω ′j . So each ωj gives a Ne´ron differential on C
′, and conversely, it is easy to
see that any Ne´ron differential on C ′ that pulls back to a differential defined over Q2
on C must be a Z2-linear combination of the ωj. This proves (1).
To prove (2), we observe that theω ′j reduce to regular differentials on C˜, which implies
that we can write ω ′j(τ) = uj(τ)dτ with uj ∈ Z2[pi][[τ]], where τ = ξ = pi−2t is a
uniformizer at the image of P0 on C ′ that reduces to a uniformizer at the reduction of
this point on C˜. Then
ωj = pi
2j+2ω ′j = pi
2j+2uj(τ)dτ = pi
2juj(pi
−2t)dt = wj(t)dt ,
so the coefficient of tn in wj has valuation ≥ (2j − 2n)v2(pi) ≥ − 22g+1n. The claim
follows.
The proof of (3) is similar. τ˜ = η/ξg+1 = pit˜ is a uniformizer at∞ on C ′ that reduces to
a uniformizer at∞ on C˜. As before, we have that ω ′j(τ˜) = u˜j(τ˜)dτ˜ with u˜j ∈ Z2[pi][[τ˜]].
Then
ωj = pi
2j+2ω ′j = pi
2j+2u˜j(τ˜)dτ˜ = pi
2j+3u˜j(pit˜)dt˜ = w˜j(t˜)dt˜ ,
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so the coefficient of t˜n in w˜j has valuation ≥ (2j + 3 + n)v2(pi) ≥ 12g+1(3 + n), and the
claim follows. 
Recall that pull-back under i induces a canonical isomorphism between the space of
regular (equivalently, invariant) 1-forms on J and the space of regular differentials on C.
We write ωJ for the basis of Ω
1(JQ2) corresponding under this isomorphism to ω. On
the compact commutative 2-adic Lie group J(Q2)we have the logarithm homomorphism
J(Q2) → T0J(Q2), where the target is the tangent space at the origin. Since the space
of invariant differentials on JQ2 is canonically isomorphic to the cotangent space at the
origin, the logarithm corresponds to a pairing between J(Q2) and the space of invariant
differentials. Using the isomorphism mentioned above, the pairing is given by
J(Q2)×Ω1(CQ2) 3
( m∑
j=1
i(Pj),ω
) 7−→ m∑
j=1
logω Pj :=
m∑
j=1
∫Pj
∞ω,
where the Pj are points in C(Q¯2) and the integral here is the Berkovich-Coleman integral
on C over Q2. (It agrees with the abelian integral, since the Berkovich space of C
over C2 is simply connected; this comes from the fact that C has potentially good
reduction.) We define log : J(Q2) → Qg2 as the g-tuple of homomorphisms given in this
way by pairing with ω. Then log induces a Z2-linear map on the kernel of reduction
in J(Q2). In particular, its image is a full Z2-lattice.
For later use we will need to know the image log(J(Q2)). We note that Lemma 2.4
shows that when P = (x, y) is a point on C with v2(x) < 22g+1 , then its image P
′ on C ′
has v2(ξ) = v2(x)− 22g+1 < 0, so it reduces to∞ on C˜, and we have that t˜(P) = pi−1τ˜(P ′)
has valuation > − 1
2g+1
. We can then evaluate log i(P) =
∫P∞ω ∈ Qg2 numerically by
evaluating the series ˜`j at t˜ to any desired 2-adic accuracy. Similarly, if v2(x) > 22g+1 ,
we can evaluate log i(P) numerically by evaluating the series `j at x, since we have that
log i(P) = log i(P) − log i(P0) =
∫P
P0
ω (i(P0) has finite order and so is killed by the
logarithm). We recall that every point Q ∈ J(Q2) is represented by a divisor of the
form D − d ·∞, where D is an effective divisor of degree d ≤ g defined over Q2. This
implies that J(Q2) is generated by points of the form TrK/Q2 i(P) where P ∈ C(K) and K
is an extension of Q2 of degree ≤ g. Since the ramification index of K is at most g, it
follows that v2(x(P)) 6= 22g+1 , so that we can evaluate log i(P) for all relevant P in the
way sketched above.
Write A = Q[x]/〈f〉; we denote the image of x in A by θ, so that A = Q[θ]. Then A
is an e´tale algebra over Q; it is a product of algebraic number fields corresponding to
the irreducible factors of f. Recall that the 2-Selmer group of J can be identified with
a subgroup of A×/A×2; more precisely, a subgroup of elements of A(S, 2) with trivial
norm in Q×/Q×2. Here S is the set of primes of A above prime numbers p such that p2
divides the discriminant of f, and A(S, 2) is the (finite) subgroup of A×/A×2 consisting
of elements whose valuation at all primes outside S is even; see [Sto01]. We let H
denote the subgroup of A(S, 2) consisting of elements with trivial norm. We identify
the 2-Selmer group Sel2(J) with its image in H. (Usually, we would have to include the
primes above 2 in S, but here we can leave them out, since f has odd discriminant. The
standard argument then shows that elements in the image of the Selmer group must
have even valuation at the primes above 2.)
5
We have the 2-adic local analogue
H2 = Z2[θ]×/Z2[θ]×2
(note that Z2[θ] is the ring of integers of A2 = Q2[x]/〈f〉 = A⊗Q Q2) and the canonical
homomorphism ρ2 : H→ H2.
We need a further assumption.
Assumption 2.5.
(A3) The map ρ2|Sel2(J) : Sel2(J)→ H2 is injective.
Remark 2.6. In the assumption above, we can replace the Selmer group by the larger
subgroup of H that takes into account all local conditions except those at 2. The con-
ditions are equivalent, but this variant is potentially more efficient in computations.
See [Sto17].
Remark 2.7. One way of making sure the assumption above is satisfied is to assume
that A has odd class number (i.e., all number fields in the splitting of A as a product
of number fields have odd class number) and that disc(f) is squarefree. Then H is con-
tained in Z[θ]×/Z[θ]×2 (and Z[θ] ⊂ A is the ring of integers of A), and the assumption
is satisfied when the latter group injects into H2. We can first restrict to the subgroup of
elements satisfying the local conditions at the infinite place; this amounts to replacing
the Selmer group by the larger group mentioned in Remark 2.6 above.
Note also that in this setting the injectivity follows when there is no quadratic extension
of A that is unramified at all finite places and totally split at all places above 2 (and has
certain restricted behavior at infinity). By Class Field Theory, this is the case when the
narrow class group of Z[ 1
2
, θ] has odd order.
We also note that it is easy to see that disc(f) is divisible by h(0)2. So assuming that
disc(f) is squarefree forces h(0) = ±1.
Write δ2 for the composition J(Q2) → H1(Q2, J[2]) ↪→ H2. Then we have the following
commutative diagram.
(2.1) J(Q) δ //
 _

Sel2(J) _
ρ2

J(Q2)
δ2
// H2
Since the kernel of the top left horizontal map δ is 2J(Q) and ρ2 is injective, we see that
the image of a point Q ∈ J(Q) \ 2J(Q) under δ2 is nontrivial. Since the kernel of δ2
is 2J(Q2), this in turn implies that a point Q ∈ J(Q) that is divisible by 2 in J(Q2) is
already divisible by 2 in J(Q).
If we write S˜el ⊂ H for the supergroup of Sel2(J) discussed in Remark 2.6, then
ρ2(Sel2(J)) = ρ2(S˜el) ∩ δ2(J(Q2)). So we can compute Sel2(J) from S˜el and the im-
age of δ2. If the Selmer group is trivial, then J(Q) must be finite of odd order, and it
follows immediately that C(Q) = C(Q)odd.
We now come back to determining the image of log. By Nakayama’s Lemma, log(J(Q2))
is generated as a Z2-module by the images of representatives of a basis of (the F2-
vector space) J(Q2)/2J(Q2). We know that dimF2 J(Q2)/2J(Q2) = g + dimF2 J(Q2)[2],
and dimF2 J(Q2)[2] is one less than the number of irreducible factors of f over Q2;
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see [Sto01]. Also, we have the injective homomorphism δ2 : J(Q2)/2J(Q2)→ H2, which
we can compute fairly easily.
A more thorough analysis allows us to pin down log(J(Q2)) precisely without having to
search for suitable points in J(Q2). First we need a handle on H2.
Lemma 2.8. We denote reduction mod 2 by a bar. Note that F2[θ¯] = F1 × · · · × Fm is a
direct product of finite field extensions of F2 (this is because the discriminant of f is odd).
For α ∈ Z2[θ], we let α¯j ∈ Fj denote the jth component of α¯ ∈ F2[θ¯]. Let R ⊂ Z2[θ] be a
complete set of representatives of F2[θ¯].
(1) Let α ∈ Z2[θ]. Then 1 + 4α is a square in Z2[θ] if and only if TrFj/F2 α¯j = 0 for all j.
We define Tr : F2[θ¯]→ Fm2 as Tr(α¯) = (TrFj/F2 α¯j)j=1,...,m.
(2) Let B ⊂ R be representatives of an F2-basis of F2[θ¯] and let B ′ ⊂ R be representatives
of an F2-basis of F2[θ¯]/ ker Tr. Then (1 + 2β)β∈B together with (1 + 4β ′)β ′∈B ′ is an
F2-basis of H2.
Proof. Let P = 1+2Z2[θ] be the group of principal units. Since Z2[θ]×/P ' F×1 ×· · ·×F×m
is finite of odd order, the inclusion P ↪→ Z2[θ]× induces an isomorphism P/P2 ' H2.
(1) If 1 + 4α is a square, it must be the square of an element of the form 1 + 2β with
β ∈ Z2[θ]. Now (1 + 2β)2 = 1 + 4(β + β2), so the condition is that α = β+ β2 for
some β ∈ Z2[θ]. Since Tr β¯ = Tr β¯2, every such α satisfies Tr α¯ = 0. Conversely, if
Tr α¯ = 0, there is β¯ ∈ F2[θ¯] such that α¯ = β¯ + β¯2. Then 1 + 4α ≡ (1 + 2β)2 mod
8Z2[θ], which implies that 1+ 4α is a square as well.
(2) We clearly have that P2 ⊂ 1 + 4Z2[θ]. The result of (1) implies that 1 + 4α 7→ Tr α¯
induces an isomorphism (1 + 4Z2[θ])/P2 ' Fm2 . In particular, (1 + 4β ′)β ′∈B ′ is a
basis of the F2-vector space on the left. Also, 1 + 2β 7→ β¯ induces an isomorphism
P/(1 + 4Z2[θ]) ' F2[θ¯], so that (1 + 2β)β∈B gives a basis of the space on the left.
Combining these two bases gives the result. 
Now we can use this information to get at the image of log.
Lemma 2.9. We write ΣTrα¯ for
∑m
j=1 TrFj/F2 α¯j ∈ F2, with notation as in Lemma 2.8.
(1) We have that ΣTr θ¯−d = 0 for 1 ≤ d ≤ 2g.
(2) The image in H2 of J(Q2) under δ2 has basis represented by (1 − 2(−θ)−d)d=1,...,g and
(1 − 4(−θ)−d)d∈I, where I ⊂ {1, 3, 5, . . . , 2g − 1} is such that (θ¯−d)d∈I is a basis of
kerΣTr/ ker Tr.
(3) Let ω =
∑∞
n=0 t
nan dt with t = x a uniformizer at P0 = (0, h(0)) and an ∈ Qg2 with
v2(an) ≥ d− 2n2g+1e. Then
log(J(Q2)) =
〈 ∞∑
n=1
2n
n
adn−1 : d = 1, . . . , g
〉
Z2
+
〈 ∞∑
n=1
4n
n
adn−1 : d ∈ I
〉
Z2
.
Proof. To prove (1), recall that if p is the reciprocal characteristic polynomial of α ∈ L,
where L is an e´tale algebra over a field K, then we have the following identity of formal
power series over K. ∞∑
n=1
(TrL/K αn)zn =
−zp ′(z)
p(z)
.
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(We have that p(z) = z[L:K]c(z−1) = 1 − (TrL/K α)z + . . . when c is the characteristic
polynomial of α.) We apply this to α = θ¯−1 ∈ F2[θ¯] = L and K = F2. In this case,
p(z) = f¯(z) = h¯(z)2 + z2g+1 ∈ F2[z], so that
−zp ′(z)
p(z)
=
z(2h¯(z)h¯ ′(z) + (2g+ 1)z2g)
f¯(z)
=
z2g+1
f¯(z)
∈ F2[[z]] ,
which shows that ΣTr θ¯−d = TrF2[θ¯]/F2 θ¯
−d = 0 when 1 ≤ d ≤ 2g.
We know that dimF2 J(Q2)/2J(Q2) = dimF2 J(Q2)[2] + g. Since
#I = dim(kerΣTr/ ker Tr) = m− 1 = dim J(Q2)[2] ,
to show (2) it is enough to show that the given elements are in the image of δ2, since
their number is correct and they are linearly independent according to Lemma 2.8.
(Note that the reductions of (−θ)d, 0 ≤ d ≤ 2g, form a basis of F2[θ¯], so by (1), we
can select representatives of a basis of kerΣTr/ ker Tr from powers of (−θ). Also note
that ΣTr 1 = 1 and ΣTr θ¯−2d = ΣTr θ¯−d, so it is sufficient to consider powers with odd
exponents.)
Let K be a finite extension of Q2 and take α ∈ K with v2(α) > 22g+1 . Then
f(α) = α2g+1 + h(α)2 ≡ h(α)2 mod 4piK ,
where piK is a uniformizer of K, so f(α) is a square in K (note that h(α) is a unit),
and there is a point P = (α,β) ∈ C(K). Then TrK/Q2 i(P) ∈ J(Q2), and if c is the
characteristic polynomial of α, then δ2(TrK/Q2 i(P)) = (−1)
deg cc(θ) (we specify elements
of H2 by representatives in Z2[θ]×).
Now consider α = 21/d ∈ Q2(21/d) for 1 ≤ d ≤ g. Then v2(α) = 1d > 22g+1 , so we obtain
a point Qd ∈ J(Q2) with
δ2(Qd) = (−1)
d(θd − 2) = (−θ)d(1− 2(−θ)−d) .
Since −θ = (θ−gh(θ))2 is a square in Z2[θ], this shows that 1 − 2(−θ)−d is in the image
of δ2. Similarly, taking α = 41/d ∈ Q2(21/d) with d odd and d ≤ 2g − 1, we again have
v2(α) >
2
2g+1
, and we find that 1− 4(−θ)−d is in the image of δ2. This proves (2).
To see (3), we recall that the image of log is the Z2-span of the logarithms of elements
of J(Q2) that give generators of J(Q2)/2J(Q2). By the reasoning above, such elements
are given by divisors of the form
d∑
k=0
(ζkd2
1/d, ∗) − d ·∞ , 1 ≤ d ≤ g, and d∑
k=0
(ζkd4
1/d, ∗) − d ·∞ , d ∈ I .
Here ζd denotes a primitive dth root of unity in Q¯2. The claim follows by noting that
log[(α, ∗) −∞] = ∞∑
n=1
αn
n
an−1
when v2(α) > 22g+1 and that TrQ2(21/d)/Q2(2
k/d) = 0 when d - k and = d2k/d otherwise.
(We use that d is odd when d ∈ I, so that xd − 4 is irreducible over Q2.) 
Note that in (3) we can replace I by any larger set contained in {1, 3, . . . , 2g − 1}, since
we get the logarithm of some element of J(Q2) for any such d. So to determine the
image of log, we first compute the (2g × g)-matrix L whose rows are given by the
individual logarithms specified in the lemma (computed to sufficient precision), but
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with I = {1, 3, 5, . . . , 2g − 1}. Then we echelonize this matrix over Z2, which gives us a
Z2-basis of the image. If the precision turns out to be insufficient for the echelonization
process, we have to recompute the logarithms to higher precision. We obtain a matrix
U ∈ GL(g,Z[ 1
2
]) such that the rows of LU generate Zg2 . Then log
′ : Q 7→ (logQ)U is a
logarithm on J(Q2) with image Zg2 (we consider logQ as a row vector here).
Remark 2.10. Lemma 2.9 shows, among other things, that J(Q2)/2J(Q2) can be gener-
ated by classes represented by divisors [D− (degD) ·∞] with D reducing to a multiple
of P¯0. This can be seen independently as follows. Recall that J˜(F2) has odd order.
Let Q ∈ J(Q2) be arbitrary. Then an odd multiple of Q is in the kernel of reduction
in J ′(Q2(pi)), hence we can assume that Q is in this kernel of reduction to begin with.
We can represent Q by a divisor of the form D− (degD) · P0 with degD ≤ g. Since P¯0
is not a Weierstrass point, the reduction of D, considered as a divisor on C ′, must be
(degD) · P¯0 (because Q is in the kernel of reduction). We can add (degD) · [P0 −∞]
without changing the image mod 2J(Q2), since [P0 −∞] is a torsion point of odd order.
We now want to use the “Selmer group Chabauty” method [Sto17] to determine the
rational points on C.
Let P ∈ C(Q) \ C(Q)odd. Then i(P) is not infinitely 2-divisible in J(Q), so we can write
i(P) = 2νQ with ν ∈ Z≥0 andQ ∈ J(Q)\2J(Q). If we can show that for all such (P, ν,Q)
we have that δ2(Q) /∈ im(ρ2), then it follows that C(Q) = C(Q)odd = {∞, (0, 1), (0,−1)},
since by the diagram (2.1), δ2(Q) must be in the image of ρ2. We will in fact aim to
prove the following stronger statement.
Claim 2.11. For all P ∈ C(Q2) \ C(Q)odd, ν ∈ Z≥0 and Q ∈ J(Q2) \ 2J(Q2) such that
i(P) = 2νQ, we have that δ2(Q) /∈ im(ρ2).
In the following, we will outline an algorithm that can be used to prove Claim 2.11.
We first consider points P ∈ C(Q2) such that x(P) ∈ Z×2 .
Lemma 2.12. Assume that h(1) is even. Then all points P ∈ C(Q2) such that x(P) ∈ Z×2
have x(P) ≡ 1− h(1)2 mod 8, and such points exist. If δ2(i(P)) = (x(P) − θ) is not in the
image of ρ2 for one of them, then C(Q) does not contain points P such that x(P) ∈ Z×2 .
Proof. We first note that f ′(a) = (2g + 1)a2g + 2h(a)h ′(a) ∈ Z×2 when a ∈ Z×2 , which
implies that f(a+ 2mk) ≡ f(a) + 2mk mod 2m+1 for k ∈ Z2.
Since h(1) is even by assumption, we have f(1) = 1+h(1)2 ∈ 1+4Z. Then f(1−h(1)2) ≡
1 mod 8, hence there is P ∈ C(Q2) with x(P) = 1− h(1)2.
If P ′ ∈ C(Q2) is any other point such that x(P ′) ∈ Z×2 , write x(P ′) = x(P) + 2k with
k ∈ Z2. Then f(x(P ′)) ≡ 1 + 2k mod 4, so k must be even for f(x(P ′)) to be a square.
We can then write x(P ′) = 1+ 4k with k ∈ Z2. Then f(x(P ′)) ≡ 1+ 4k mod 8, so k must
again be even, and we have that x(P ′) ≡ x(P) mod 8.
Write f = f1 · · · fm with the fj the monic irreducible factors of f in Q2[x]. Then Q2[θ] is
isomorphic to the product of them (unramified) extensions ofQ2 obtained by adjoining
a root of f1, . . . , fm. Since f(1) is odd, fj(1) ∈ Z×2 for all j, hence x(P)− θ is a 2-adic unit
in each component of this product. Then x(P ′) ≡ x(P) mod 8 implies that the square
classes of x(P ′) − θ and x(P) − θ are the same, and so δ2(i(P ′)) = δ2(i(P)). Since by
assumption, δ2(i(P)) /∈ im(ρ2), none of these points can be in C(Q). 
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Remark 2.13. If h(1) is odd (hence f(1) is even), dealing with points P such that
x(P) ∈ Z×2 can be more involved, depending on the precise behavior of h. We do not
discuss this here.
It remains to consider points whose x-coordinate has either strictly positive or strictly
negative 2-adic valuation. We consider rational points P with v2(x(P)) > 0 first. We can
assume that P is 2-adically closer to P0 than to ι(P0). Then log
′ i(P) = (
∫P
P0
ω) · U, and
we can express the right hand side as a vector of power series in the uniformizer t = x
at P0. Define ρ : Zg2 \ {0} → Fg2 \ {0}, a 7→ 2−v2(a)a. Note that when i(P) = 2νQ with
Q /∈ 2J(Q2), then log ′Q = ρ log ′ i(P). So we need to determine the set
Z(P0) := {ρ log
′ i(τ, ∗) : 0 6= τ ∈ 2Z2} ⊂ Fg2 .
This is a finite problem, since ρ is locally constant and ρ log ′ i(τ, ∗) is given by the
reduction of the coefficient of t in the series vector whenever the valuation of τ is large
enough for the first term in the series to dominate all others. We then check that Z(P0)
has empty intersection with the image of the Selmer group. If this is the case, then
Q /∈ J(Q) and therefore P /∈ C(Q). (See also [PS14], where this kind of argument is
used to show that most odd degree hyperelliptic curves have the point at infinity as
their only rational point.)
When v2(x(P)) < 0, then P is in the residue disk of∞. We express log ′ i(P) = (∫P∞ω) ·U
as power series in t = y/xg+1, which is a uniformizer at∞. The series giving ω involve
only even powers of t, so no loss of precision is introduced by the formal integral. We
then compute Z(∞) in an analogous way as we did Z(P0) and check that it does not
meet the image of the Selmer group.
We have implemented this procedure in Magma [BCP97]. This implementation is avail-
able at [Sto19, SelChabDyn.magma].
3 An application to arithmetic dynamics
As an application of the method described above, we show that the curve
C : y2 = a5(x) = x
15 + x14 + 2x13 + 5x12 + 14x11 + 26x10 + 44x9 + 69x8
+ 94x7 + 114x6 + 116x5 + 94x4 + 60x3 + 28x2 + 8x+ 1
of genus 7 has exactly the three rational points∞, (0, 1) and (0,−1). As usual, we write
J for its Jacobian variety. Since a5(x) = x15 + a4(x)2 with dega4 = 7, a4(0) = 1 and
a4(1) = 26, Assumptions 2.1 and the assumption in Lemma 2.12 are satisfied. We can
also check that a5 is irreducible and that
disc(a5) = 13 · 24554691821639909
is squarefree. Let θ be a root of a5 and let K = Q(θ). Then the ring of integers of K
is OK = Z[θ]. One checks (using Magma [BCP97], say) that OK has trivial narrow
class group (the Minkowski bound is less than 104, so this can easily be done uncon-
ditionally). This implies that both the usual class group and the narrow class group
of OK[ 12 ] are trivial, as they both are quotients of the narrow class group of OK. So
Assumption 2.5 is also satisfied by Remark 2.7.
Over F2, a5 splits into a product of three irreducible factors of degree 5. So A ⊗ Q2
is a product of three copies of the unramified extension of Q2 of degree 5. In partic-
ular, dim J(Q2)[2] = 2. We set up H2 and compute the image of J(Q2) under δ2 using
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Lemma 2.9. The set I can be taken to be {3, 5}. We intersect this image with the image
of S˜el, which is the subgroup of the unit group O×K consisting of units with norm 1
whose images under the real embeddings corresponding to the two largest roots of a5
have the same sign. This intersection, which is isomorphic to the 2-Selmer group, has
dimension 2. This latter fact was already observed in [DHJ+19]. We will identify the
Selmer group with its image in H2. Since there is no rational 2-torsion, this implies that
the rank of J(Q) is at most 2. However, we were unable to find any point of infinite
order in J(Q). So we cannot use the standard Chabauty method to determine C(Q).
Points P ∈ C(Q2) with x(P) ∈ Z×2 have x(P) ≡ −3 mod 8. We check that the image of
−3 − θ in H2 is not in the Selmer group. This already shows that there are no rational
points on C whose x-coordinate is a 2-adic unit; see Lemma 2.12.
We then compute the image of log, again using Lemma 2.9. The transformation ma-
trix U can be taken to be
U =

1/2 0 0 0 0 0 0
0 1/2 0 0 0 0 0
0 0 1/2 0 0 −1/4 0
0 0 0 1/2 0 0 0
0 0 0 0 1/2 0 −1/4
0 0 0 0 0 1/4 0
0 0 0 0 0 0 1/4

.
In terms of the corresponding basis of Fg2 = (im log
′)/2(im log ′), the image of the
Selmer group is generated by (0, 1, 0, 0, 0, 1, 0) and (0, 0, 1, 1, 1, 1, 0).
Then log ′ i(2t, ∗) is given by the vector of power series(
t− 22t2 + 22t4 +O(23), t2 + 22t4 +O(23), 22t3 +O(23),
2t4 +O(23), O(23), 5 · 2t3 + 22t4 +O(23), O(23)) .
For odd t, this gives ρ log ′ i(2t, ∗) = (1, 1, 0, 0, 0, 0, 0). For even t, the linear term is
dominant and gives ρ log ′ i(2t, ∗) = (1, 0, 0, 0, 0, 0, 0). Both these vectors are not in the
image of the Selmer group.
For points near∞, the corresponding series are(
O(22), O(22), O(22), O(22), O(22), O(22),−t+ 2t2 +O(22)
)
.
So ρ log ′ i(P(2t)) = (0, 0, 0, 0, 0, 0, 1) for all 0 6= t ∈ Z2, which is also not in the image of
the Selmer group.
We see that the method is successful and shows that there are no unexpected rational
points on C. Since A5(x) = x16a5(1/x), this proves the following.
Proposition 3.1. The only rational number c such that A5(c) is a square in Q is c = 0.
We now discuss how to deal with An(x) = y2 for composite n ≥ 6. We begin with an
auxiliary result.
Lemma 3.2. There is a sequence (Bn)n≥1 of monic polynomials Bn ∈ Z[c] such that
An(c) =
∏
d|n Bd(c) for all n ≥ 1. If m 6= n, then the resultant of Bm and Bn is ±1.
Proof. We define Bn =
∏
d|nA
µ(n/d)
n ∈ Q(c), where µ is the Mo¨bius function. Then
the relation between the An’s and the Bn’s is satisfied. The proof of Lemma 1.1(b)
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in [Sto92], which gives a similar result for the values An(c) when c is an integer, works
in the same way over Fp[c] in place of Z (it uses that we have a PID with finite residue
fields). It shows that the reduction mod p of Bn is a (monic) polynomial and that the
reductions of Bm and Bn are coprime when m 6= n. Since this holds for every prime p,
the first shows that Bn ∈ Z[c]. The second means that the resultant is not divisible by p
for any p, so the resultant must be a unit in Z. 
From the recurrence defining An, we find that
An(0) = 0 , An(−1) =
{
−1, n odd
0, n even
and An(−2) =
{
−2, n = 1 ,
2, n > 1 .
We also find that A ′n(0) = 1, A
′
n(−1) = (−1)
n−1. This implies that
Bn(0) =
{
0, n = 1,
1, n > 1,
Bn(−1) =

−1, n = 1,
0, n = 2,
1, n > 2,
Bn(−2) =

−2, n = 1,
−1, n > 1 squarefree,
1, else.
Lemma 3.3. Assume that m ≥ 2 divides n and that m is even when n is even. If c ∈ Q is
such that An(c) is a square in Q, then Am(c) is also a square in Q.
Proof. We write An = AmB where B is the product of the Bd with d a divisor of n that
is not a divisor of m. Our assumptions imply that all these d are > 2. This shows that
B(0) = B(−1) = 1 and also B(−2) = An(−2)/Am(−2) = 1. In addition, B is monic of
even degree. Together, these imply that B(c) is a nonzero 3-adic square.
When Am(c) = 0, the claim is trivially true. Otherwise, since the resultant of Am and B
is ±1 by Lemma 3.2 and the multiplicativity of the resultant, and since both Am and B
have even degree, either both Am(c) and B(c) are squares or both their negatives are
squares. Since B(c) is a 3-adic unit that is a square, its negative is a non-square and it
it follows that B(c) and Am(c) must both be squares. 
Corollary 3.4.
(1) Assume that n is odd, p is a prime divisor of n and that c ∈ Q is such that An(c) is a
square. Then Ap(c) is also a square.
(2) Assume that 4 | n. Then the only c ∈ Q such that An(c) is a square are c = 0 and
c = −1.
(3) Assume that n = 2m with m odd. If An(c) is a square and p is a prime divisor of m,
then Ap(c) is a square or −Ap(c) is a square. Also, A2(c) = c(c+ 1) is a square.
Proof.
(1) Take m = p in Lemma 3.3.
(2) Take m = 4 in Lemma 3.3 and use that A4(c) is a square only for c = 0,−1;
see [DHJ+19].
(3) The first statement follows as in the proof of Lemma 3.3; the difference is that in
this case, we cannot show that B(c) must be a square. For the second statement,
take m = 2 in Lemma 3.3. 
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Since A3(c) and A5(c) is a square only for c = 0 and A4(c) is a square only for c = 0
and c = −1, this already implies that An(c) cannot be a square when c 6= 0,−1 and n
is an odd multiple of 3 or 5, or a multiple of 4. We now consider A6.
Proposition 3.5. Let c ∈ Q be such that A6(c) is a square. Then c = 0 or c = −1.
Proof. By the corollary above, A2(c) is a square. This implies that c = 1/(t2 − 1) for
some t ∈ Q. We also know that c = 0 when A3(c) is a square. So we can assume
that −A3(c) is a square. Substituting c = 1/(t2 − 1) into −A3(c) = y2 and writing
u = y(t2 − 1)2, we obtain the equation
u2 = −t6 + 2t4 − 3t2 + 1 ;
this defines a curve of genus 2 over Q. A 2-descent on its Jacobian as implemented in
Magma and described in [Sto01] shows that its Mordell-Weil rank is at most 1. The
difference of the two rational points on the curve with t-coordinate zero is a point of
infinite order on the Jacobian. Applying Magma’s Chabauty function (based on [BS10,
Section 4.4]) to it shows that these two are the only rational points on the curve. They
correspond to c = −1; this completes the proof. 
This implies that An(c) is never a square for c 6= 0,−1 when n is any multiple of 3.
We now consider A7. We will work with the curve y2 = a7(x) instead, which is isomor-
phic to y2 = A7(x). When n is odd, an−1(0) = 1 and an−1(−1) = 0, so the assumptions
that h(0) is odd and h(1) is even are always satisfied for f(x) = an(x) = x2g+1 + a2n−1
with g = 2n−2 − 1. The discriminant of a7 is squarefree,
disc(a7) = 8291 · 9137 · 420221 · 189946395389 · 4813162343551332730513
· 2837919018511214750008829
· 1858730157152877176856713108209153714699601 ,
and a7 is irreducible. Let K = Q(θ) with θ a root of a7. Assuming GRH, we can verify
with Magma that K has trivial class group. (The Minkowski bound is way too large to
make an unconditional computation of the class group feasible. Under GRH, it takes
about two and a half hours on the author’s current laptop.) So the 2-Selmer group is
contained in the units modulo squares. We can then get generators of the unit group
quickly as power products on a factor base of elements of K (using Magma’s SUnitGroup
with the optional parameter Raw). This allows us to compute the signs of these units in
the nine different real embeddings of K and thus to find the subgroup of the group of
units modulo squares consisting of elements whose sign vectors are in the image of J(R)
under the local descent map δ∞. This subgroup U has dimension 35 + 1 − 5 = 31 as
an F2-vector space (the unit rank is 35, as there are 9 real embeddings and 27 pairs of
complex embeddings of K; we add 1 for the torsion subgroup, and the local conditions
at infinity cut out a subspace of codimension 5). We then compute the image of δ2
as in Lemma 2.9 and the map ρ2 : U → H2 and find that ρ2 is injective and that its
image intersects the image of δ2 trivially. This means that the 2-Selmer group, which
is isomorphic to this intersection, is trivial, so the three obvious points are the only
rational points on y2 = a7(x). This implies the following.
Proposition 3.6. If K as above has odd class number (which is true assuming GRH), then
the only rational number c such that A7(c) is a square in Q is c = 0.
We can also deal with n = 10.
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Proposition 3.7. Let c ∈ Q be such that A10(c) is a square. Then c = 0 or c = −1.
Proof. Assume that A10(c) is a square. By Corollary 3.4, it follows that A5(c) is a square
or −A5(c) is a square. In the first case, c = 0 by Proposition 3.1. So we consider the
second case. If −A5(c) is a square, then there is a rational point with x-coordinate −1/c
on the curve
C ′ : y2 = −a5(−x) = x15 − a4(−x)2 .
This curve is isomorphic to the quadratic twist by −1 of the curve C discussed earlier;
in particular, C and C ′ are isomorphic over Q(i). We use this isomorphism for the
computation of logarithms.
First, we compute the 2-Selmer group of the Jacobian J ′ of C ′, which turns out to have
dimension 3. The map σ is injective as for J (in both cases, it is the restriction of
the canonical map from the units modulo squares in K to the local counterpart at 2).
By searching, we find that the points in J ′(Q2) whose a-polynomials in the Mumford
representation are in the list given below give a basis of J ′(Q2)/2J ′(Q2).
x2 + 2x+ 2 , x4 + 2x3 + 2 , x4 + 2x2 + 2 , x6 + 2x3 + 2 , x6 + 2x5 + 2x4 + 2x3 + 2 ,
x− 1 , x2 + x+ 1 , x3 − 2x2 + 3x− 1 , x6 + 2x5 − 2x3 − 3x− 3
The first five of these have roots α satisfying v2(α) ≥ 1/6. Their logarithms can be com-
puted using the expansion around (0, i) in a similar way as for C. (The polynomials split
into two factors over Q2(i); one has to take the difference of the logarithms computed
for the two factors to make sure the same base-point is used.) The remaining four have
roots that are 2-adic units. They fall into the domain of convergence of the logarithm
expansions around∞ in terms of t = (y+ ih(x))/x8 (with h(x) = a4(−x)). As a consis-
tency check, the logarithms we obtain are indeed in Q2 (to the target precision), even
though the computation involves Q2(i) in a nontrivial way. We then proceed as for C.
We note that there are no rational (not even 2-adic) points P on C ′ with v2(x(P)) > 0,
since for even x, we have that −a5(−x) ≡ −1 mod 8. To deal with points that have
v2(x(P)) = 0, we expand the logarithms at (1, 1) in terms of t = x − 1. It is easy to
check that v2(t) must be at least 3 to give a Q2-point on the curve. For such t, we
always get the same image under ρ, which is not in the image of the Selmer group.
For points with v2(x(P)) < 0, we proceed in the same way as for C; again, the only
image under ρ that occurs is not in the image of the Selmer group. We conclude that
C ′(Q) = {∞, (1, 1), (1,−1)}, which means that c ∈ {−1, 0}. 
We conclude that for c ∈ Q\{0,−1}, An(c) is not a square inQwhen n is a multiple of 3,
4 or 5 or (assuming GRH) an odd multiple of 7. This implies that when f◦2c is irreducible,
then so is f◦6c , and under GRH, f
◦10
c is irreducible as well. This proves Theorem 1.2.
We remark that it appears to be hopeless to use the method presented here to show
that A11(c) is never a square for 0 6= c ∈ Q, as this would require showing that the class
number of the number field of degree 1023 given by adjoining a root of a11 (which is
irreducible) to Q is odd.
A Magma program verifying the computational claims of this section is available at the
author’s website [Sto19, SelChabDyn-examples.magma]. It uses the implementation of
the algorithm described in Section 2.
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4 Further examples
We take h(x) = x+ 1 and consider
Cg : y
2 = x2g+1 + (x+ 1)2
for g ≥ 1. Then Assumptions 2.1 are satisfied. We ran our algorithm for g = 1, 2, . . . , 12.
In each case, Assumption 2.5 is also satisfied via Remark 2.7 (and h(1) = 2 is even), so
that our method can be used. The following table summarizes the results; the entries in
the second row give the F2-dimension of the 2-Selmer group, and a + or − in the third
row says whether the method was successful or not in showing that Cg(Q) = Cg(Q)odd.
g 1 2 3 4 5 6 7 8 9 10 11 12
dim Sel 0 1 0 1 0 2 1 1 2 1 0 2
success? + − + + + + + + + + + +
For g = 2, we are not successful, and indeed, C2(Q) contains further points with x-
coordinate 12. Since the Selmer group is one-dimensional, the Mordell-Weil rank is 1,
with [(12, 499)] −∞] a rational point of infinite order on the Jacobian. A combination
of Chabauty’s method with the Mordell-Weil Sieve, as implemented in Magma, allows
us to determine C2(Q); see [BS10, Section 4.4]. We obtain the following result.
Proposition 4.1. Let g ∈ {1, 2, . . . , 12} and let Cg : x2g+1 + (x + 1)2. If g 6= 2, then
Cg(Q) = {∞, (0, 1), (0,−1)}, whereas
C2(Q) = {∞, (0, 1), (0,−1), (12, 499), (12,−499)} .
We note that C3 is the curve y2 = a3(x), where an is defined as in the preceding section.
We have also run the algorithm systematically for several values of the genus g with all
polynomials h ∈ Z[x] of degree ≤ g, with coefficients bounded in absolute value by a
quantity depending on g and such that h(0) is odd and h(1) is even. We can restrict to
polynomials with positive leading coefficient. We did the computations assuming GRH
to speed up the determination of the class groups. The results are summarized in the
tables below.
The curves are partitioned according to the dimension of the 2-Selmer group and sorted
into three buckets, according to whether our algorithm was successful in proving that
there are only the three obvious rational points, the curve has more than these three
rational points (up to a naive x-coordinate height of 4 log 10), or the algorithm was
unsuccessful, but no additional points were found. We also give the average size of
the Selmer group. We note that the total average is reasonably close to 3, which is
consistent with the result of [BG13], even though their result does not apply to our
restricted family of curves.
For curves with an additional pair of points, one would expect an average of 6, which is
consistent with the trend as g grows in our tables. It is to be expected, and also visible
in the data, that the algorithm is more likely to be successful when the Selmer group
is small. The increasing success rate as the genus grows is consistent with the result
of [PS14], which says that for not too small genus, the method will be successful most
of the time in showing that a general hyperelliptic curve of odd degree has the point at
infinity as its only rational point, with the probability of failure of the order of g2−g.
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Genus 2, coefficients bounded by 25.
dim Sel 0 1 2 3 4 5 avg. # Sel total perc.
success 4208 520 0 0 0 0 1.110 4728 28.0%
more pts. 0 1137 1390 468 36 2 4.028 3033 17.9%
failure 0 5827 2881 414 18 0 2.930 9140 54.1%
total 4208 7481 4271 882 54 2 2.618 16900 100.0%
Genus 3, coefficients bounded by 9.
dim Sel 0 1 2 3 4 5 avg. # Sel total perc.
success 4003 3056 217 0 0 0 1.510 7276 42.4%
more pts. 0 760 1150 569 59 2 4.599 2540 14.8%
failure 0 3702 3036 556 37 1 3.358 7332 42.8%
total 4003 7518 4403 1125 96 3 2.757 17150 100.0%
Genus 4, coefficients bounded by 5.
dim Sel 0 1 2 3 4 5 avg. # Sel total perc.
success 4806 6486 1931 88 0 0 1.969 13311 60.6%
more pts. 0 731 1218 666 120 9 5.055 2744 12.5%
failure 0 2212 2753 848 91 1 4.015 5905 26.9%
total 4806 9429 5902 1602 211 10 2.905 21960 100.0%
Genus 5, coefficients bounded by 3.
dim Sel 0 1 2 3 4 5 avg. # Sel total perc.
success 3307 5786 2553 309 7 0 2.314 11962 71.2%
more pts. 0 693 1204 644 133 6 5.102 2680 15.9%
failure 0 668 1004 436 57 1 4.517 2166 12.9%
total 3307 7147 4761 1389 197 7 3.042 16808 100.0%
Genus 6, coefficients bounded by 3.
dim Sel 0 1 2 3 4 5 6 avg. # Sel total perc.
success 22091 41357 22667 4370 255 4 0 2.586 90744 77.1%
more pts. 0 3783 7629 4539 1116 109 7 5.598 17183 14.6%
failure 0 2449 4393 2399 446 28 0 5.115 9715 8.3%
total 22091 47589 34689 11308 1817 141 7 3.234 117648 100.0%
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We also ran our algorithm for 1000 randomly chosen polynomials h with coefficients
bounded by 10 in the case g = 7.
dim Sel 0 1 2 3 4 5 avg. # Sel total perc.
success 199 389 252 44 6 1 2.767 891 89.1%
more pts. 0 6 15 13 2 0 5.778 36 3.6%
failure 0 9 40 19 5 0 5.616 73 7.3%
total 199 404 307 76 13 1 3.083 1000 100.0%
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