Even in the simple Vasicek one-factor credit portfolio model, the exact contributions to credit value-at-risk cannot be calculated without Monte-Carlo simulation. As this may require a lot of computational time, there is a need for approximative analytical formulae. In this note, we develop formulae according to two different approaches: the granularity adjustment approach initiated by M. Gordy and T. Wilde 1 , and a semi-asymptotic approach.
Introduction
In the past two years, one-factor models 2 for credit portfolio risk have become popular. On the one side, they can rather readily be handled from a computational point of view, and, in particular, allow to avoid lengthy Monte Carlo simulations which in general are needed when dealing with more sophisticated credit risk models. On the other side, they are capable to incorporate simple dependence structures which are to a certain degree sufficient for a rudimentary form of credit risk management.
Often, one-factor models admit a decomposition of the portfolio loss variable into a monotonic function of the factor and a residual. The former part of the decomposition is called systematic risk whereas the latter part is called specific or idiosyncratic risk. Sometimes, the portfolio loss variable converges in some sense to a monotonic function of the factor. This observation can be used as point of departure for analytic approximations of important statistics of the portfolio like quantiles of the portfolio loss variable (value-at-risk, VaR) . Gordy (2002) was the first to suggest this approach which he called granularity adjustment for the so-called Vasicek one-factor model. Then it was refined by Wilde (2001) and Pykhtin and Dev (2002) . Only recently, Martin and Wilde (2002a) observed that the results by Gouriéroux et al. (2000) make feasible an easier and more systematic way to derive the adjustments. In the following (Section 2), we will reexamine the granularity adjustment in the one-factor model and develop the formulae which are necessary to compute adjustments at the transaction level. Additionally, in Section 3 we will present an alternative approach to capital charges at transaction level which relies on a limiting procedure applied to a part of the portfolio only. We conclude with a short summary in Section 4.
The granularity adjustment approach
In order to explain the approach we will follow, we consider two random variables L and X. L denotes the portfolio loss whereas X reflects the value of an economic factor which causes the dependence between the different transactions building up the portfolio. The conditional expectation of L given X, E[L | X], is considered the systematic part of the portfolio loss. This can be explained by the decomposition
where var denotes variance and var[ · | X] means conditional variance. Under the assumption that conditional on the value of the economic factor X the elementary transactions in the portfolio are independent, the term E var[L | X] in (2.2) is likely to converge to zero with a growing number of transactions in the portfolio. Therefore, the specific risk L − E[L | X] of the portfolio may be considered incremental and small compared to the systematic risk E[L | X]. Note that by the factorization lemma E[L | X] may be written as g • X with some appropriately chosen function g. This becomes interesting when g turns out to be monotonic since in this case values for some statistics of E[L | X] like quantiles can be easily computed from the corresponding statistics of X. We fix this as a formal assumption.
Assumption 2.1 The conditional expectation of L given the factor X can be written as
where g is continuous and strictly increasing or decreasing. The distribution of X is continuous, i.e. P[X = x] = 0 for all x.
For α ∈ (0, 1) and any random variable Y , define the α-quantile of Y by
The granularity adjustment approach to the calculation of the α-quantile q α (L) of the portfolio loss is essentially a second order Taylor development in the following sense:
with respect to h can be calculated thanks to results by Gouriéroux et al. (2000) (see Martin and Wilde, 2002b , for the derivatives of arbitrary large orders). This way, we obtain
where (2.5) follows from Assumption 2.1, since q α (E[L | X]) = g q α (X) if g is increasing, and q α (E[L | X]) = g q 1−α (X) if g is decreasing. Under Assumption 2.1, E[L | X] has a density if X has a density h X . If this density of E[L | X] is denoted by γ L , it can be determined according to
With regard to the second derivative in (2.4), we obtain by means of the corresponding result of Gouriéroux et al. (2000) ∂
, with β = α, if g is increasing, and β = 1 − α if g is decreasing.
In order to be able to carry out numerical calculations by means of (2.4) and (2.7), we have to fix a stochastic model, the one-factor model in our case. We define the portfolio loss L n by
where u i ≥ 0, i = 1, . . . , n, denotes the weight or the exposure of asset i in the portfolio, 0 < ρ i < 1 and c i ≥ 0, i = 1, . . . , n, are constants, and X, ξ 1 , . . . , ξ n are independent random variables with continuous distributions. As mentioned above, X is interpreted as an economic factor that influences all the assets in the portfolio but to different extents. The so-called asset correlation ρ i measures the degree of the i-th asset's exposure to the systematic risk expressed by X. The random variables ξ i are assumed to model the idiosyncratic (or specific) risk of the assets.
It is easy to show that in this case Assumption 2.1 holds with decreasing g = g n where g n (x) is given by
(2.9)
(2.10)
From (2.10) follows that in case of i.i.d. non-constant ξ 1 , ξ 2 , . . . and non-constant X we have
By (2.11a) and (2.11b), in case of large portfolios the systematic part var E[L n | X] of the loss variance var[L n ] (cf. (2.2)) is the essential part of the variance. Hence, in this case approximating L n by E[L n | X] seems reasonable. This observation suggests approximating q α (L n ) with the right-hand side of (2.4), where E[L n | X] is given by g n • X with g n (x) defined by (2.9).
Let us now specify the distributions of X, ξ 1 , ξ 2 , . . . , ξ n as all being the standard normal distributions. This implies
where Φ denotes the distribution function of the standard normal distribution.
Since g n is decreasing, we obtain from (2.6) and (2.12a) for the density
We are now in a position to specialize (2.4) for the case of normally distributed underlying random variables. Plugging in the expressions from (2.12b), (2.13a), and (2.13b) into (2.7) and then the resulting expression for the second derivative of the quantile into (2.4) yields the following formula.
Proposition 2.2 Let L n be the portfolio loss variable as defined in (2.8) . Assume that the economic factor X and the idiosyncratic risk factors ξ 1 , . . . , ξ n are independent and standard normally distributed. Fix a confidence level α ∈ (0, 1). Then the second order Taylor approximation of the quantile q α (L n ) in the sense of (2.4) can be calculated according to
14)
with φ and Φ denoting the density and the distribution function respectively of the standard normal distribution.
Remark 2.3 (Herfindahl index) Consider the following special case of (2.14):
Here the u i have to be interpreted as the relative weights of the assets in the portfolio.
(2.14) then reads
The case u i = 1/n for all i is particularly important as it describes a completely homogeneous portfolio without concentrations. If the u i are not all equal,
approximately the equivalent portfolio size that would render the portfolio completely homogeneous. Assume that the i-th asset has absolute exposure v i . Then its relative weight u i is given by
In this case the above introduced equivalent portfolio size reads
. This quantity is known as Herfindahl index. Gordy (2002) suggested the Herfindahl index as a key constituent for constructing equivalent homogeneous portfolios. (2.15) yields strong support for this suggestion.
Recall that in Proposition 2.2 not only q α (L n ) = q α L n (u 1 , . . . , u n ) is a function of the weights u 1 , . . . , u n but that also the function g n depends on u 1 , . . . , u n via (2.12a). A closer inspection of (2.14) reveals that the right-hand side of the equation (as function of the weight vector (u 1 , . . . , u n )) is positively homogeneous of order 1. By Euler's theorem on the representation of homogeneous functions as a weighted sum of the partial derivatives, we can obtain canonical approximative capital charges on transaction or sub-portfolio level which add up to the approximative value-at-risk (cf. Litterman, 1996; Tasche, 1999) .
The capital charges will thus be approximations to the terms u j ∂qα(Ln) ∂u j , j = 1, . . . , n. These approximative capital charges do not enjoy the portfolio invariance which is the great advantage of the asymptotic capital charges suggested by Gordy (2002) . However, as portfolio invariance has the effect to entail capital charges which are not sensitive to concentrations in the portfolio, the partial derivatives approach has got its own attractiveness.
Corollary 2.4 The partial derivative with respect to u j of the approximate quantile q α (L n ) = q α L n (u 1 , . . . , u n ) as provided by the right-hand side of (2.14) is given by
Proposition 2.2 and Corollary 2.4 provide a way for the simultaneous determination of economic capital charges in a top-down approach. First, by means of Proposition 2.2 an approximation for the portfolio value-at-risk is calculated. Then, by means of Corollary 2.4 approximations for the partial derivatives of the portfolio value-at-risk can be found. The derivatives are related to the capital charges via Capital charge of asset j = u j ∂q α (L n ) ∂u j .
(2.17)
However, there is a caveat in using this approach. Its accuracy is subject to the validity of (2.11b) which will be questionable if there are very large exposures in the portfolio. In this case, the semi-asymptotic approach we will explain in Section 3 might be more appropriate.
The semi-asymptotic approach
We consider here a special case of (2.8) where ρ 1 = τ , c 1 = a but ρ i = ρ and c i = c for i > 1, and n i=1 u i = 1. Additionally, we assume that u 1 = u is a constant for all n but that u 2 , u 3 , . . . fulfils (2.11b).
In this case, the portfolio loss can be represented by
with n i=2 u i = 1. Transition to the limit for n → ∞ in (3.1) leads to the semi-asymptotic percentage loss function
. Of course, a natural choice for τ might be τ = ρ, the mean portfolio asset correlation. is called semi-asymptotic capital charge (at level α) of the loan with exposure u (as percentage of total portfolio exposure) and default event D as in (3.1) .
The capital charges we suggest in Definition 3.1 have to be calculated separately, i.e. for each asset an own model of type (3.2) has to be regarded. This corresponds to a bottomup approach in that the total capital requirement for the portfolio must be determined by adding up all the capital charges of the assets. Note that the capital charges of Definition 3.1 are not portfolio invariant in the sense of Gordy (2002) . However, in contrast to the portfolio invariant charges, the semi-asymptotic charges take into account concentration effects. In particular, their dependence on the exposure u is not merely linear since also the factor P[D | L(u) = q α (L(u))] depends upon u. Definition 3.1 is in line with the general definition of VaR contributions (cf. Litterman, 1996; Tasche, 1999 ) since (3.2) can be considered a two-assets portfolio model.
In the following, we will assume that the conditional distribution functions F 0 and F 1 of Y given 1 D = 0 and 1 D = 1 respectively have densities which are continuous and concentrated on the interval (0, 1). Call these densities f 0 and f 1 , i.e.
In this case, the distribution function and the density of L(u) are given by
respectively, where p = P[D] is the default probability of the loan under consideration. By means of (3.4a) and (3.4b), the quantile q α (L(u)) can be numerically computed. For the conditional probability which is part of Definition 3.1, we obtain
(3.5)
If, similarly to the situation of (2.12a), we assume that X and ξ are independent and both standard normally distributed, we obtain for the conditional densities in (3.3)
(3.6c) Note that p = Φ(a) in (3.6a) and (3.6b). Denote by Φ 2 (·, ·; θ) the distribution function of the bivariate standard normal distribution with correlation θ. Then, for the conditional distribution functions corresponding to (3.6a) and (3.6b), we have
The capital charges from Definition 3.1 do not yield reasonable values in all cases. Indeed, considering the relation of the default probability p and the confidence level α, we easily arrive at the following result.
Proposition 3.2 For L(u) defined by (3.2) with F 1 (0) = 0, we have
The proof of Proposition 3.2 is presented in Appendix A. Under slightly stronger Assumptions than in Proposition 3.2, the limiting behaviour of q α (L(u)) is inherited by P[D | L(u) = q α (L(u))].
Proposition 3.3 Assume that the densities in (3.3) are positive in (0, 1). Then for L(u) defined by (3.2), we have
The proof of Proposition 3.3 is also given in Appendix A. In addition, Remark A.2 explains why there is no statement on the case α = 1 − p in Proposition 3.3.
Combining Propositions 3.2 and 3.3, we see that in case p < 1 − α it would be worthwhile to concentrate all the exposure to one loan. This is another appearance of a well-known deficiency of value-at-risk. Under value-at-risk portfolio risk measurement, putting all the risk into an event with very small probability can quite drastically reduce capital charges. In order to avoid this phenomenon, other risk measures like Expected Shortfall (cf. Acerbi and Tasche, 2002) have to be used. For Expected Shortfall, in Definition 3.1 the conditional probability P[D | L(u) = q α (L(u))] has to be replaced by P
Conclusions
In the present paper we have extended the granularity approach introduced by Gordy (2002) in a way that takes care of the exact weights of the assets in the portfolio. By calculating the partial derivatives of the resulting approximative portfolio loss quantile and multiplying the results with the asset weights, we can arrive at an approximate capital charge for every asset in the portfolio. In addition, we have introduced the semiasymptotic approach to one-factor portfolio loss modelling. This approach provides an alternative way to capital charges that accounts for concentrations. However, the semiasymptotic approach yields counter-intuitive results if the probability of default of the loan under consideration is very small. In order to avoid this drawback which is caused by the very nature of value-at-risk, sounder risk measures like Expected Shortfall have to be used.
A Appendix
The proofs of Propositions 3.2 and 3.3 are based on the following simple inequalities for q α L(u) .
Lemma A.1 Assume F 1 (0) = 0. Then for L(u) defined by (3.2), we have
Proof. In case α ≤ 1 − p we obtain by means of (3.4a)
By the definition of quantiles (see (2.3)), (A.1) implies the first part of the assertion. Assume now α > 1 − p. Analogously to (A.1), then we calculate
Again by the definition of quantiles, (A.2) yields q α (L(u)) > u as stated above. As a consequence, f 1 q 1−p (L(u))−u 1−u and f 0 q 1−p (L(u)) 1−u may equal zero at the same time. Hence, in case α = 1 − p according to (3.5) the conditional probability P[D | L(u) = q 1−p (L(u))] may be undefined for u > 1/2. For this reason, Proposition 3.3 does not provide a limit statement for the case α = 1 − p.
