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prometteur	 dans	 le	 domaine	 de	 l’aéronautique.	 Le	 MIM	 permet	 de	 réduire	 les	 coûts	 de	




l’injection	 d’un	mélange	 de	 poudres	métalliques	 et	 d’un	 liant	 dans	 un	moule.	 Une	 bonne	
maîtrise	de	cette	étape	est	cruciale	afin	de	produire	des	pièces	sans	défaut.	Afin	de	diminuer	
le	nombre	de	 rejets	et	mieux	 comprendre	 l’injection,	 l’utilisation	d’un	outil	 de	 simulation	
numérique	 est	 idéale.	 Le	 but	 de	 ce	 projet	 est	 donc	 d’identifier	 un	 outil	 de	 simulation	
numérique	qui	pourra	simuler	précisément	l’étape	d’injection	du	procédé	MIM	de	P&WC.	
Les	 propriétés	 du	 mélange	 nécessaires	 pour	 la	 simulation	 ont	 été	 mesurées	
expérimentalement.	Ensuite,	plusieurs	séries	d’injection	à	l’aide	d’un	moule	instrumenté	et	





analyse	 de	 sensibilité,	 le	 modèle	 de	 viscosité	 a	 été	 identifié	 comme	 une	 des	 causes	
potentielles	 pour	 expliquer	 les	 écarts	 observés.	 En	 modifiant	 le	 niveau	 de	 viscosité	 du	




En	 conclusion,	 l’utilisation	de	Plasview3D	a	 démontré	 que	 la	 simulation	de	 l’injection	 est	





Metal	 injection	molding	(MIM)	 is	a	new	promising	 fabrication	process	 in	 the	aeronautical	




by	 injecting	 feedstock	 into	 a	mold	 cavity.	The	 feedstock	 is	made	 from	a	mixture	of	metal	




Properties	of	 the	 feedstock	were	measured	experimentally.	Experimental	data	needed	 for	
the	validation	was	acquired	during	several	injection	cycles	with	an	instrumented	mold	and	
a	high	speed	camera.	The	numerical	simulation	were	calculated	with	Plasview3D	using	the	
experimental	 feedstock	 properties.	 Results	 showed	 that	 the	 numerical	 simulation	 under‐
estimates	the	filling	time.	However,	the	calculated	pressure	profiles	are	similar	to	the	ones	
acquired	with	the	instrumented	mold.	A	sensitivity	study	identified	the	viscosity	level	as	a	
potential	 explanation	 for	 the	 observed	 discrepancies.	 It	 was	 found	 that	 the	 numerical	
simulation	correlation	for	two	different	molds	is	improved	by	increasing	the	viscosity	level	
by	 a	 factor	 of	 2.5	 for	 the	 complete	 shear	 rate	 range	 of	 the	 model.	 The	 inlet	 boundary	
condition	was	also	studied	and	a	solution	was	suggested	to	increase	result	accuracy.		


































































































































































































































































































































































































































































































































































































































































































































is	not	completely	understood.	Several	companies	are	 investing	 in	the	development	of	 this	






relies	 on	 experience	 and	 iterative	 steps	which	 can	 be	 very	 expensive.	 In	 order	 to	 have	 a	
better	understanding	of	key	factors	during	the	injection	step	and	shorter	mold	design	lead	
time,	computer	simulation	of	part	injection	would	be	helpful.		
The	 purpose	 of	 this	 work	 is	 to	 find	 software	 that	 could	 simulate	 the	 injection	 phase	 of	
P&WC’s	MIM	process	 and	 then	 validate	 the	 results	with	 experimental	 data.	 If	 results	 are	
satisfactory,	 the	 simulation	 will	 be	 used	 to	 design	 new	 molds	 and	 improve	 problematic	
molds.	 If	possible,	 it	should	also	predict	the	powder	segregation	caused	during	 filling	and	
therefore	non‐uniform	shrinkage	during	sintering.	
This	work	is	divided	in	five	chapters.	The	first	chapter	gives	an	overview	of	what	exactly	is	
the	MIM	 process	with	 basic	 terminology.	 In	 addition,	 each	 steps	 of	 the	MIM	 process	 are	
explained	 briefly.	 The	 second	 chapter	 is	 a	 literature	 review	 about	 simulation	 methods,	
feedstock	characterization	and	experimental	data	acquisition.	Next,	chapter	three	gives	the	




two	sub‐chapters,	one	 for	each	mold	used	 in	 this	work:	 the	 instrumented	rectangular	bar	











































































































































































































































































































































































The	 type	 of	 viscosity	 for	 the	 feedstock	 is	 shear	 thinning	 (the	viscosity	 decreases	with	 an	
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	   0D
Dt
   U 	 (2.2)	
In	the	case	of	an	incompressible	flow,	it	simplifies	to	the	continuity	equation:	
	 0 U 	 (2.3)	
Finally,	in	the	case	of	non‐isothermal	flow,	the	energy	equation	combined	with	Fourier’s	
law	is	used	for	temperature	variation:	
	    ( ) :p TC T k Tt





















The	 FDM	 is	 based	 on	 Taylor	 series	 to	 approximate	 the	 derivatives.	 This	method	 usually	





a	 test	 function	 and	 integrated	 on	 the	 domain	 to	 obtain	 the	 variational	 form	 (including	
integration	by	part	 to	decrease	the	differential	order).	Unlike	the	FDM,	FEM	can	be	easily	
applied	to	complex	shapes	since	it	intrinsically	uses	an	unstructured	grid.	This	method	may	
require	 stabilization	 terms	 when	 solving	 the	 Navier‐Stokes	 equations.	 A	 more	 detailed	
explanation	on	the	method	can	be	found	in	Fortin’s	book	[6].	The	FVM	also	permits	to	solve	
complex	 shapes.	 This	 method	 is	 based	 on	 the	 balance	 of	 surface	 fluxes	 between	
neighbouring	 control	 volumes.	 An	 integral	 form	 of	 the	 PDE	 is	 used	 with	 the	 divergence	
theorem	on	each	volume.	This	method	is	employed	in	commercial	aerodynamics	programs	
such	Fluent,	but	is	rarely	used	in	filling	simulation.		
Other	 methods	 exist,	 and	 special	 combinations	 are	 possible.	 For	 example,	 the	 two	
dimensional	 formulation	 of	 the	 FEM	 can	 be	 combined	 with	 the	 FDM	 to	 simulate	 three	
dimensional	flow	in	thin‐walled	geometries.	This	method	is	often	called	a	2.5D	method	and	
uses	 the	 Hele‐Shaw	 flow	 assumption	 [7].	 This	 is	 an	 approximation	 that	 reduces	 the	
computer	resources	needed	by	neglecting	some	effects	in	the	thickness	direction.	



















geometry	 [9].	 In	 their	 case,	 user	 defined	 functions	 (UDF)	 were	 used	 in	 Fluent	 with	 the	
SIMPLE	algorithm	(FVM)	to	simulate	PIM.	Their	results	with	the	multiphase	model	showed	
that	 a	 higher	 binder	 concentration	 at	 the	 mold	 cavity	 surface	 reduced	 heat	 transfer	
compared	to	the	single	phase	model,	even	if	the	calculated	solid	loading	variation	was	very	
small	 (<0.03%).	 Again,	 no	 experimental	 data	 was	 presented	 to	 validate	 this	 study.	 In	
addition,	 the	 feedstock	 used	 had	 a	 37%	 solid	 loading	 which	 is	 lower	 than	 typical	 MIM	
feedstock	(~60%	[1]).	
	Lately,	Yin	et	al.	used	another	product	of	ANSYS	to	simulate	micro	MIM;	ANSYS	CFX	[10].	
They	 related	 different	 defects	 found	 in	 miniature	 gears	 to	 the	 position	 of	 the	 gate	 and	
numerical	velocity	field.		
2.1.2.2 Moldex3D	
















The	earliest	mention	of	MoldFlow	for	 the	simulation	of	MIM	found	 in	the	 literature	 is	 the	
1997	 review	 on	 new	 development	 in	 MIM	 [13].	 Petzoldt	 et	 al.	 reported	 the	 ability	 of	




(pressure	 and	 temperature)	 to	 verify	 the	 simulations	 from	 these	 software.	 First	 they	
compared	 the	 flow	 pattern	 of	 the	 simulations	 with	 a	 short‐shot	 (see‐section	 2.3.1	 for	
definition);	 the	 result	 is	 shown	 in	 Figure	 2.1.	 MoldFlow	 calculations	 were	 in	 good	
agreement	with	experimentation	for	short‐shot	and	weld	line	prediction.	Next,	the	authors	
studied	 the	 temperature	 and	 pressure	 evolution	 at	 specific	 locations.	 One	 observed	
drawback	of	MoldFlow	was	the	lack	of	plotting	capability	for	temperature	or	pressure.	An	
important	 experimental	 observation	was	made;	 the	 feedstock	 temperature	 rises	 after	 its	
passage	 through	 the	 gate,	 viscous	 heating	 was	 suggested	 to	 explain	 this	 phenomenon.	
According	 to	 the	 authors,	 MoldFlow	 produced	 good	 temperature	 prediction.	 As	 for	 the	
pressure	prediction,	results	were	found	to	be	at	least	three	times	lower	than	the	measured	
pressures.	This	was	 the	worst	 result	of	all	 the	 tested	software.	 In	conclusion,	 the	authors	
recommended	ProCAST	for	MIM	simulation.		
Zheng	 et	al.	 also	 used	 pressure	 sensors	 to	 verify	 MoldFlow	 simulation	 [15].	 Unlike	 the	
previous	study,	their	results	were	in	good	agreement	with	experimental	pressure	using	the	









combination	 of	 FEM	 and	 FDM	 in	 the	 thickness	 direction.	 The	 governing	 equations	 are	
simplified	 by	 the	 Hele‐Shaw	 assumption	 for	 thin	 parts;	 therefore	 it	 is	 a	 2.5	 dimensional	
simulation.	A	slip	model	can	be	added	in	the	solver.	Atre	et	al.	used	PIMSolver	to	study	the	
effect	of	input	parameters	during	filling	[17].	With	a	traction	bar	and	plate	geometry,	they	
varied	 the	 inputs;	 process	 parameters,	 cavity	 shape,	 feedstock	 and	 binder	 rheology.	
Simulation	of	each	case	was	then	made	and	predefined	key	outputs	of	 the	final	part	were	
recorded.	 They	 defined	 the	 sensitivity	 as	 the	 percentage	 of	 change	 in	 the	 output	 by	 the	





Urval	 et	al.	 presented	 another	 study	 based	 on	 PIMSolver	 for	 optimization	 of	micro	MIM	
parts	 [18].	 They	 studied	 the	 impact	 of	 the	 thickness	 on	 different	 factors:	 the	 maximum	
pressure,	 the	 temperature	 distribution	 and	 the	 maximum	 shear	 rate.	 Compared	 to	
experimental	 results,	 PIMSolver	 slightly	 over‐estimated	 the	 filling	 profile	 (filled	 volume	
versus	time).	The	authors	suggested	that	the	location	of	their	pressure	transducer	used	for	
experimental	acquisition	might	be	a	cause	of	discrepancy	since	it	was	not	close	enough	to	













Plasview3D	 is	 the	 in‐house	 program	 for	mold	 filing	 simulation	 at	 the	 National	 Research	
Council‐Industrial	 Materials	 Institute	 (NRC‐IMI).	 This	 software	 is	 a	 three‐dimensional	
parallel	solver	for	fluid	flow	that	uses	FEM.	The	code	was	originally	written	for	3D	plastic	
injection	molding,	but	has	since	been	used	for	MIM.	A	paper	by	Ilinca	et	al.	in	2002	reported	
the	 successful	 use	 of	 Plasview3D	 for	 a	 rectangular	MIM	part	 [21].	 Two	 pressure	 sensors	
were	used	inside	the	cavity	to	obtain	experimental	measurements	that	were	compared	to	
the	numerically	predicted	pressure	at	corresponding	locations.	During	the	filling	stage,	the	
simulation	 showed	 good	 agreement	 with	 these	 two	 pressure	 histories.	 For	 the	 packing	





short‐shots	and	behaviors	 like	 folding	were	observed	 in	 the	 simulation.	 In	addition,	 their	
results	 correctly	 predicted	 the	 asymmetrical	 filling	 of	 the	 cavity.	 This	 instability	 was	
explained	 by	 the	 high	 temperature	 dependence	 of	 the	 viscosity	 which	 amplified	 a	 slight	
inlet	 velocity	delta.	They	 showed	 that	 improvement	 could	be	made	by	enlarging	 the	gate	
thickness.	It	should	be	noted	that	the	authors	found	better	agreement	with	experimentation	
when	the	inertia	was	considered	with	a	no	slip	condition.	
Plasview3D	 has	 a	 segregation	 capability	 (solid	 loading	 variations	 within	 the	 feedstock);	
Ilinca	 and	Hétu	 published	 their	 results	 in	 2008	 [23].	 They	 used	 the	 diffusive	 flux	model	
proposed	by	Phillips	et	al.	[24]	for	segregation	and	a	modified	Krieger‐Dougherty	model	for	
solid	 loading	 dependence	 of	 the	 viscosity.	 Couette	 flow,	 piston‐driven	 flow	 and	 sudden	
contraction‐expansion	 flow	 were	 simulated	 and	 compared	 with	 experimental	 data	 for	




models	 with	 P&WC’s	 feedstock	 would	 be	 needed.	 The	 same	 results	 are	 presented	 more	
briefly	in	a	conference	paper	[25].	
At	 the	 same	 conference,	 Thomas	 et	al.	 also	 presented	 a	 study	with	Plasview3D	 [26].	 The	
cause	 of	 a	 recurrent	 defect	 was	 identified	 by	 studying	 the	 filling	 behavior	 with	 the	










et	al.	 from	 Pohang	 University	 of	 Science	 and	 Technology.	 In	 1995,	 Kwon	 and	 Park	 [27]	
wrote	 an	 article	 about	 the	 yield	 stress	 and	 slip	 phenomena	 giving	 the	 methodology	
description	of	their	numerical	code.	Their	code	is	based	on	a	combination	of	FEM	and	FDM	
with	the	Hele‐Shaw	assumption,	hence	a	2.5D	program.	They	also	added	slip	layer	and	slip	
velocity	models	 to	 their	 software.	 Using	 a	modified	 Cross	model	 to	 account	 for	 the	 yield	
stress,	 they	 numerically	 studied	 the	 effect	 of	 the	 viscosity	with	 or	without	 yield,	 the	 slip	
layer	 thickness	and	 the	 slip	velocity	on	 isothermal	and	non‐isothermal	 flow	of	PIM.	They	




In	 2002,	 Hwang	 and	 Kwon	 performed	 full	 three‐dimensional	 simulation	 by	 solving	 the	
Stokes	 equation	 (inertial	 forces	 neglected)	 with	 FEM	 [28].	 A	 method	 called	 “volume	 fill	











programs	 for	 MIM	 [16].	 They	 concluded	 that	 ProCAST	 was	 the	 most	 suitable	 for	 MIM.	
Indeed,	 ProCAST	 predicted	 well	 the	 filling	 patterns	 and	 the	 weld	 line	 location.	 Still,	 the	
calculated	cavity	pressures	and	temperatures	did	not	match	the	experimental	data.		
The	 same	 authors	 studied	 different	 viscosity	 models	 with	 ProCAST	 [29].	 Only	 the	
experimental	pressure	data	was	used	 for	 comparative	evaluation	of	 the	viscosity	models.	
An	 erratic	 numerical	 pressure	 curve	 was	 obtained	when	 the	 viscosity	model	 had	 a	 high	
viscosity	at	very	low	shear	rate.	
P&WC	evaluated	ProCAST	for	its	MIM	process	in	2007	[30,	31].	The	filling	of	a	traction	bar	
was	 simulated	 with	 estimated	 feedstock	 characteristics	 as	 a	 first	 attempt.	 A	 Newtonian	
viscosity	 model	 with	 temperature	 dependence	 and	 a	 pressure‐dependent	 heat	 transfer	
coefficient	 (between	 4000	 and	 10000	W/m2∙K)	were	 used.	 Length	 of	 non‐filled	 part	was	
compared	with	ProCAST	 calculated	 length.	The	numerical	 results	were	not	 exact	 and	 the	
need	for	a	better	viscosity	model	and	mold	temperature	control	was	mentioned.	
2.1.2.8 Sigmasoft	
Only	 one	 article	 was	 found	 reporting	 MIM	 simulation	 with	 Sigmasoft	 [32].	 Thornagel	
reported	the	simulation	of	a	watch	strap.	By	trial	and	errors,	some	ribs	were	added	to	the	
mold	to	eliminate	a	segregation	defect	called	“black	lines”.	With	particle	tracers,	the	author	







for	 solving	 the	Stokes	equations	on	a	 three‐dimensional	domain,	 this	 software	employs	a	
multiphase	(mixture	theory)	approach	to	simulate	the	injection	of	MIM.	Consequently,	two	
sets	of	momentum,	continuity	and	energy	equations	are	solved	in	addition	to	a	momentum	
exchange	 term	 for	 interactions	 between	 phases.	 The	 benefit	 is	 that	 this	 approach	 allows	
direct	 prediction	 of	 segregation	 in	 the	 molded	 parts.	 Gelin	 et	 al.,	 reported	 successful	
simulation	of	a	multi	component	mold	with	their	software	[33].	Short‐shots	were	made	to	
validate	 the	 simulation.	 The	 flow	 front	 position	 was	 in	 good	 agreement	 with	
experimentation	 in	 a	 complex	 cavity.	 Two	 segregation	mappings	were	 presented,	 but	 no	
experimental	 data	 allowed	 them	 to	 confirm	 their	 result.	 Taking	 a	 closer	 look	 at	 the	
calculated	flow	front	profiles,	some	irregularities	can	be	observed	(the	flow	front	seems	to	
oscillate	 rather	 than	 present	 a	 parabolic	 profile).	 No	 comments	 are	made	 to	 explain	 the	
shape	of	the	flow	front.	
Another	paper	by	Gelin	et	al.	presented	more	numerical	results	for	the	same	mold	and	for	a	





A	 recent	paper	provided	more	details	 on	 solid	 loading	distribution	on	a	wheel	 geometry.	
Gelin	 et	 al.	 [37]	 used	 FEAPIM	 to	 simulate	 the	 green	 density	 variation	 as	 an	 input	 for	
sintering	simulation.	They	compared	the	experimental	tensile	strength	of	a	traction	bar	to	
the	 numerically	 simulated	 one	 at	 different	 temperatures.	 They	 obtained	 a	 good	 overall	









Since	 all	 previous	 studies	 are	 founded	 on	 the	 conventional	 MIM	 process,	 there	 is	 no	
guarantee	 that	 they	 can	 successfully	 simulate	 P&WC’s	 MIM	 process.	 For	 example,	 the	
boundary	conditions	are	dissimilar;	imposed	inlet	velocity	for	conventional	molding	versus	
imposed	inlet	pressure	for	the	current	work.	Viscosity	and	pressure	are	also	of	a	different	
order	 for	 this	 project.	 So,	 the	 flexibility	 of	 the	 software	 is	 of	 great	 importance:	 multiple	
boundary	conditions	should	be	implemented	in	the	software	and	usage	of	custom	viscosity	
models	 should	 be	 allowed.	 Furthermore,	 P&WC’s	 typical	 parts	 are	 usually	 very	 complex,	
leading	 to	a	need	 for	a	 true	3D	simulation.	Segregation	capability	 is	also	of	great	 interest	











ANSYS (Fluent, CFX, other)  3D  FVM/FEM  no  Waterloo  yes  [8‐10] 
Moldex3D  3D  FVM  no  USA  yes  [11, 12] 
MoldFlow  3D  FEM  no  Montreal  yes  [13, 15, 16] 
PIMSolver  2.5D  FEM/FDM  no  S. Korea  yes  [17‐20] 
Plasview3D  3D  FEM  yes  Boucherville  no  [21‐23, 25, 26] 
Pohang University (T.H. Kwon et al.)  3D  FEM  no  Korea  no  [27, 28] 
ProCAST  3D  FEM  no  USA  yes  [16, 29‐31] 
Sigmasoft  ?  ?  no  USA  yes  [32] 
FEAPIM  3D  FEM  yes  France  no  [33‐37] 
After	 this	 literature	 review,	 the	 Plasview3D	 software	was	 selected	 for	 this	 project	 for	 its	
proven	 full	 3D	 and	 segregation	 capabilities.	 The	 fact	 that	 this	 software	 is	 not	
commercialized	is	not	an	issue.	In	fact	this	aspect	gives	much	more	flexibility	to	adapt	the	
code	for	the	specific	needs	of	P&WC.	Finally,	the	NRC‐IMI	allowed	P&WC	to	use	their	high	












































































































































































   	 (2.6)	
The	relationship	of	shear	stress	and	shear	rate	is	expressed	as:	
	      	 (2.7)	
The	viscosity	 	is	expressed	in	Pa·s	(  	is	also	often	used	as	a	symbol).	Fluids	are	generally	
separated	 in	 two	 categories,	Newtonian	 and	non‐Newtonian.	 If	 the	 fluid’s	 viscosity	 is	 not	
shear	rate	dependent,	 i.e.	 the	shear	stress	 increases	 linearly	with	 the	shear	rate,	 the	 fluid	
belongs	to	the	Newtonian	category.	Shear	thinning,	shear	thickening,	Bingham	plastics	are	
examples	of	non‐Newtonian	fluids.	Figure	2.4	summarizes	most	fluid	behaviors	in	a	simple	





Another	 fluid	 rheological	 characteristic	 is	 the	 time‐dependence.	 If	 the	 viscosity	 of	 a	 fluid	
decreases	when	submitted	to	constant	shear	rate,	the	fluid	is	thixotropic.	On	the	opposite,	if	
its	viscosity	increases,	it	is	a	rheopectic	fluid	[39].	In	MIM,	the	feedstock	can	be	considered	







Two	 types	 of	 rheometers	 are	 generally	 used	 to	 obtain	 viscosity	 curves;	 capillary	 and	
rotational	(Figure	2.5).	The	former	uses	pressure	to	force	the	fluid	into	small	diameter	die	
(Poiseuille	 flow).	 Knowing	 the	 flow	 rate	 (Q)	 and	 the	 pressure	 drop,	 viscosity	 can	 be	
calculated	with	 the	Rabinowitch	equation	 if	 the	 fluid	 is	non‐Newtonian	[40].	This	method	
can	 reach	 very	 high	 shear	 rates	 and	 is	 relatively	 simple.	 However	 low	 shear	 rates	 are	





high	shear	 rate	 since	 it	 can	 induce	measurement	errors.	Additional	geometries	are	 in	 the	






Both	 of	 these	 methods	 need	 to	 be	 temperature	 controlled	 to	 satisfy	 the	 isothermal	
assumption	 during	measurement.	 One	 can	mix	 both	methods	 to	 obtain	 precise	 viscosity	
curves	from	high	to	low	shear	rates	[26].	
	
Many	models	 can	 be	 used	 to	 fit	 viscosity	measurements	 of	MIM	 feedstock.	 For	 a	 limited	
range	of	shear	rates,	the	power	law	can	be	used	[8,	41]:	
	    1nm      	 (2.8)	
Using	 logarithmic	 scales,	 the	 model	 behaves	 like	 a	 linear	 function	 with	 the	 “(n‐1)”	
coefficient	as	the	slope.	
	      ln( ) 1 ln lnn m     	 (2.9)	





models	 exist	 but	 the	 following	 are	 the	most	 frequent	 in	 literature.	 The	 first	 is	 the	 Cross	
model	[40]:	
	     
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11 nK




























zero,	 the	 viscosity	 equals	 0 	and	when	 the	 shear	 rate	 tends	 toward	 infinite,	 the	 viscosity	
equals	 .	All	variables	are	determined	by	fitting	the	model	to	experimental	data.	
It	 is	 also	 essential	 to	 define	 temperature	 dependence	 of	 the	 viscosity.	 In	 general,	 the	
Williams‐Landel‐Ferry	model	(2.12)	or	Arrhenius	dependence	(2.13)	is	used	for	variation	of	
the	 0 	viscosity.	 Like	 in	 viscosity	models,	 all	 variables	 are	 experimentally	 determined	 by	
doing	 viscosity	 tests	 at	 different	 temperatures.	 Generally,	 the	 is	 not	 used	 for	 fitting	
viscosity	and	other	variables	are	not	considered	temperature‐dependent	in	MIM.	Thus,	no	
temperature	model	was	found	in	literature	for	other	coefficients	of	the	viscosity	models.	







          
	 (2.12)	
	  0 exp bTT B T
      	 (2.13)	
Finally,	 pressure	 can	 change	 viscosity.	 When	 submitted	 to	 high	 pressure	 (100	 MPa)	 the	








factor	 is	 lower	 than	 ~10‐9	 Pa‐1	 with	 maximum	 pressure	 variation	 of	 ~107	 Pa	 [44].	 The	







           
	 (2.14)	
After	 filling,	 the	 incompressibility	 assumption	 is	 no	 longer	 valid;	 the	 PVT	 data	 is	 needed	
since	 the	pressure	gradients	are	much	higher	during	 the	packing	phase.	This	data	can	be	
obtained	 from	 a	 dilatometer.	 This	 apparatus	 performs	 isobaric	 tests	 for	 a	 temperature	
range	and	records	 the	volume	variation	 to	determine	 the	specific	volume	as	a	 function	of	
pressure	and	temperature	(PVT).	The	two‐domain	Tait	model	 is	appropriate	for	modeling	
PVT	data	(see	equations	(2.15)	to	(2.19)).	The	parameter	v0	is	the	specific	volume	function	
at	 atmospheric	 pressure	 and	 B	 is	 the	 pressure	 sensitivity	 function	 [45].	 Nine	 fitting	
coefficients	are	necessary:	b1	to	b4	are	domain	dependent	and	b5	to	b9	are	constants.	A	phase	
transition	 temperature,	Ttrans,	 determines	 the	separation	between	 the	 two	domains	of	 the	
Tait	model.	Two	sets	of	coefficients	b1	 to	b4	are	then	needed,	the	first	set	for	temperature	
below	Ttrans	(solid	state)	and	the	second	for	temperatures	higher	than	Ttrans	(melt	state).	
	    0( , ) ( ) 1 0.0894 ln 1 ,t
pv T p v T v T p
B T
            
	 (2.15)	
5 6transT b b p  	 (2.16)
transT T 	 transT T 	 	
   0 1 2 5s sv T b b T b   	    0 1 2 5m mv T b b T b   	 (2.17)






















































































































































































































































































  	 (2.21)	
A	reference	density	at	ambient	temperature	and	pressure	is	still	needed.	The	Archimedes’	
principle	 can	be	 used	 to	 determine	density	 of	 the	 feedstock.	 For	 a	 precise	measurement,	
this	method	requires	a	large	sample	volume	to	obtain	a	significant	buoyancy	effect	on	the	
total	weight	 during	water	 immersion.	 In	 addition,	 bubbles	 in	water	 reservoir	 need	 to	 be	
avoided.	With	water,	 this	method	 is	only	appropriate	 for	material	with	higher	 than	water	
density,	making	binder	measurement	impossible.	A	pycnometer	is	a	more	precise	apparatus	
to	measure	density	and	it	can	characterize	binders	as	well	as	metal	powders.	This	method	
uses	 the	 Boyle’s	 law	 (isothermal	 case	 of	 the	 ideal	 gas	 law	 [4]);	 the	 volume	 variation	 is	
calculated	 from	pressure	variation.	The	density	 is	 then	 calculated	by	dividing	 the	 sample	
mass	(known	prior	to	the	test)	by	its	volume.	
2.2.6 Solid	loading	
For	segregation	modeling,	 the	effect	of	 solid	 loading	on	all	previous	properties	 is	needed.	












































































































































k,	 but	 it	 is	
	 simulate	
ve	been	fou

























































































































































































study	 presented	 in	 a	 book	 by	 Kamal	 et	al.	 [3].	 Even	 if	 results	 were	 obtained	 from	 the	
behavior	of	molten	polymer,	the	study	is	well	defined	and	gives	many	factors	that	have	an	




















tracking	 and	 observed	 instabilities	 in	 the	 flow	 (two	 distinctive	 flow	 fronts)	 for	 high	
injection	rates.	They	used	a	HAS‐TURTLE	camera	for	capturing	flow	front	in	a	rectangular	
mold	 with	 two	 glass	 windows	 (see	 Figure	 2.11).	 A	 complete	 chapter	 explains	 different	
visualization	techniques	in	reference	[3].	Mirrors	can	be	used	to	change	image	orientation	
or	 to	 illuminate	 the	mold	 from	a	different	angle.	For	conventional	molding,	 thick	glass	or	
multi‐layered	 glass	 are	 needed	 to	 sustain	 the	 high	 cavity	 pressure	 (~200	MPa)	 and	 the	

























































































































































































































































































































  Sensor 1 Sensor 2 Sensor 3 Sensor 4 
Type PX610 PX610 PX610 PX610 
Pressure (psig) Output (mV) Output (mV) Output (mV) Output (mV) 
0 0,049 -0,028 -0,040 0,004 
142.9% of Pi 4,410 4,476 4,650 5,176 
285.7% of Pi 8,810 9,088 9,401 10,436 
m 11,414 10,970 10,592 9,586 
b -0,483 0,500 0,531 0,104 
According	 to	 Omega	 technical	 services,	 these	 units	 have	 a	 response	 time	 of	 about	 1	ms.	
Type	K	thermocouples	were	installed	at	the	same	distances	from	the	gate	but	with	a	0.281”	
offset	 in	 the	width	direction	 (see	Figure	3.1	 for	a	detailed	view	of	 the	mold	with	 sensors	
positions).	 The	 distance	 between	 the	 thermocouple	 tips	 and	 the	 mold	 wall	 is	 half	 the	
thickness	of	the	part:	1/16”.	These	thermocouples	were	positioned	directly	in	the	middle	of	
the	melt	 to	 avoid	walls	 thermal	 inertia	 effect	 on	 readings.	 Closed	bead	 thermocouples	 of	
1/16”	 were	 used	 for	 durability	 and	 fast	 response	 times.	 All	 the	 temperatures	 are	







conditions.	 This	 block	 had	 one	 pressure	 transducer,	 two	 type	 K	 thermocouples	 and	was	
temperature‐controlled	by	the	press.	The	transducer	used	at	the	inlet,	a	GP:50	217,	had	no	


















set	 to	record	 the	pressures	and	 the	other	 to	record	 the	 temperatures.	Both	of	 them	were	






to	 each	 recording	 trigger	 input.	 This	 output	 was	 controlled	 manually	 in	 one	 of	 the	
computer.	 Scan	 rate	was	 set	 to	 5	 kHz	with	 an	 oversampling	 of	 16.	 The	 output	 files	were	











allows	 user	 to	 define	 subsets	 size	 and	 calculates	 columns	 average	 for	 each	 subset.	








The	 treated	 files	 were	 imported	 in	 Matlab	 for	 signal	 conversion	 and	 plotting.	 For	
transducers,	initial	offset	was	calculated	from	the	average	of	the	first	100	readings	(before	
injection	 start)	 and	 scaled	with	 the	 specific	 factors	 described	 previously.	 Thermocouples	
signals	were	already	in	Celsius,	no	scale	or	offset	were	involved	(for	the	current	project,	the	















































A	 total	 of	 45	 samples	were	 injected	 for	pressure	 and	 temperature	measurements.	 First	 a	
repeatability	test	was	performed	at	PI	psig.	Then	the	pressure	effect	was	studied	with	five	
other	 pressures.	 For	 the	 study	 of	 the	mold	 temperature,	 two	 temperatures	 setting	 were	
used	 with	 the	 PI	 pressure.	 These	 mold	 temperatures	 are	 not	 exact	 since	 imprecise	
temperature	 labels	were	used	 to	 determine	 the	mold	 condition.	 Thus,	 these	 temperature	
variations	 can	 be	 considered	 rather	 as	 a	 qualitative	 test:	 cold,	 hot	 and	 standard.	 Finally,	
three	 pressures	 were	 tested	 with	 a	 lower	 melt	 temperature.	 Table	 3.2	 summarizes	






Mold  Temp. /Tg 
(°C / °C)
PI 8 Repeatability 
28,5% of PI 4
42,9% of PI 4
71,4% of PI 4
142,9% of PI 4




142,9% of PI 3
171,4% of PI 3
45















Effect of mold temperature
Pressure effect on temperature and 
















were	milled	 in	 a	 half‐inch	 sheet	 of	 abrasion‐resistant	 polycarbonate	 from	McMaster‐Carr	
(product	 number	 8707K151).	 The	 external	 and	 internal	 faces	 were	 not	 milled	 since	 the	
thickness	was	already	at	the	right	dimension.	Repetitive	injections	showed	that	the	material	
was	 not	 scratched	 by	 the	 feedstock.	 As	 a	 result,	 only	 a	 single	 part	 of	 polycarbonate	was	

























Videos	 were	 analysed	 with	 Phantom	 Cine	 Viewer	 649	 software.	 The	 “sharpen”	 image	
processing	filter	was	the	only	modification	applied	to	all	videos.	For	evaluation	of	the	flow	
front	position,	 five	virtual	 filled	 levels	were	defined	on	 the	mold	as	 shown	by	Figure	3.6.	
These	 levels	were	used	to	analyse	 the	video	results	 for	simulation	comparison:	When	the	
front	was	visually	reaching	one	of	the	levels,	the	time	was	recorded.	The	first	level	was	used	
















Once	 again	 these	 temperatures	 are	 not	 exact	 since	 this	 mold	 was	 not	 temperature‐
controlled	 and	 inaccurate	 temperature	 labels	 were	 used	 for	 control.	 These	 tests	 are	
summarized	in	an	experimental	plan	presented	by	Table	3.3.	
Table	3.3	Experimental	plan	for	high	speed	camera.	
Pressure (psig) FeedstockTemp./Tg 
(°C / °C)
Mold  Temp./Tg 
(°C / °C)
PT 7 Repeatability 
20% of PT 2
40% of PT 2
140% of PT 2
200% of PT 2















Pressure effect on filling











The	 first	 rheometer	 was	 a	 Bohlin	 CVO‐50	 from	 Malvern	 owned	 by	 École	de	 technologie	
supérieure.	The	methodology	previously	developed	by	Frédéric	Wallman	was	used.	He	has	
studied	the	effect	of	multiple	parameters	on	measurement	repeatability	and	has	established	















Montréal.	 It	 was	 also	 equipped	 with	 a	 fluid	 heater	 for	 temperature	 control.	 For	 this	
rheometer,	a	vane	tool	combined	to	a	serrated	cup	was	used.	This	geometry	was	selected	to	
avoid	slip	and	segregation	[40].	The	bob	diameter	was	two	times	larger	than	the	one	used	













set	 to	8000	μm,	 the	consecutive	 tolerance	was	5%	and	 the	maximum	point	 time	was	5	s.	
The	complete	settings	for	the	AR‐2000	are	given	in	Appendix	2.	




stress	 mode	 with	 two	 25	 mm	 diameter	 parallel	 plate	 separated	 by	 a	 1	 mm	 gap.	 The	






temperature	 and	 viscosity.	 These	 specifications	 were	 selected	 to	 get	 a	 representative	
verification	of	the	normal	operating	conditions.	Table	3.4	lists	all	the	calibrated	fluid	used.	
Since	the	calibrated	fluids	are	Newtonian,	they	should	have	a	constant	viscosity	at	any	shear	





Standards R5000 R12500 R30000 
Lot number 110308 110308 110308 
Temperature 1,5∙Tg 1,5∙Tg 1,5∙Tg 
Dynamic Viscosity/ Mean Polymer Mix Viscosity 40,86 100,84 250,2 
Certification date 8/3/2011 8/3/2011 8/3/2011 




Cross	 model	 was	 used	 for	 every	 viscosity	 curves	 (see	 equation	 (2.10)	 in	 the	 previous	
chapter).	The	Carreau‐Yasuda	model	 could	have	also	 fitted	 the	experimental	data,	 but	no	
data	 in	 the	 initial	 Newtonian	 plateau	 were	 acquired	 to	 adequately	 define	 the	 additional	
parameter	 “a”.	 A	 normalized	 least	 square	 method	 was	 used	 to	 fit	 the	 Cross	 model	 to	













     	 	(3.1)	
	
 























In	 addition	 to	 the	Cross	model,	 the	 temperature‐dependence	of	 the	 viscosity	needs	 to	be	
modeled.	 Since	 the	 chosen	 viscosity	model	 had	 an	 initial	 and	 final	 plateau	 ( 0 &  ),	 two	
temperature	models	were	required.	As	in	the	literature	review	(see	sub‐section	2.2.1.2),	a	
Williams‐Landel‐Ferry	 model	 (WLF)	 was	 used	 to	 fit	 the	 initial	 viscosity 0 .	 For	 the	 final	
viscosity ,	 an	 exponential	model	was	 used.	 The	 least	 square	method	was	 used	without	








S y f x

  	 (3.2)	
The	following	procedure	has	been	applied	to	define	the	viscosity	as	a	function	of	shear	rate	
and	temperature:	
1. Fit	Cross	model	     
0
11 nK







variables	( 0,  ,  &K n   )	
2. Record	non	temperature‐dependant	variables	for	the	next	fits	( &K n )	
46	
	
3. Fit	 model	 to	 experimental	 data	 for	 each	 temperature	 using	 the	 two	 remaining	
variables	( 0 &  )	
4. Plot	    0 &T T  	





in	 Piche	 et	 al.	 [52]).	 For	 isobaric	 measurements,	 the	 linear	 movement	 of	 the	 piston	 is	
recorded	 during	 cooling	 or	 heating	 at	 a	 constant	 pressure.	 Knowing	 the	 diameter	 of	 the	
piston,	the	volume	change	can	be	calculated	and	used	to	determine	the	specific	volume	or	
density.	A	first	test	was	done	with	the	binder	to	seal	the	passages	around	the	test	chamber	
and	 avoid	 measurement	 errors.	 Then,	 the	 feedstock	 was	 tested	 at	 about	 10	 MPa	 from	
ambient	temperature	to	standard	melt	temperature.	No	other	pressures	were	tested	since	
the	 operating	 pressure	 during	 injection	 is	 lower	 than	 10	 MPa	 which	 is	 the	 minimum	
pressure	 possible	 with	 this	 apparatus.	 Tests	 can	 be	 performed	 at	 higher	 pressures	 and	
extrapolated	to	get	 the	 low‐pressure	behavior,	but	 for	representative	data	they	should	be	




IMI‐NRC.	 The	 direct	 specific	 heat	 method	 was	 used.	 Four	 tests	 were	 performed	 with	 a	
heating	rate	of	20°C/min.	Each	test	was	done	with	a	different	reference	temperature	to	set	
the	zero	heat	flow.	These	temperatures	were	chosen	outside	the	phase	transition	range;	0,	





The	 thermal	 conductivity	was	 calculated	 from	 the	 thermal	 diffusivity	 by	 equation	 (2.20).	
Thermal	diffusivity	was	obtained	 from	the	 laser	 flash	method	with	a	Flashline	5000	 from	
Anter	Corporation	at	IMI‐NRC.	The	test	involves	heating	one	side	of	the	sample	with	a	laser	
and	 record	 the	 time	 needed	 before	 the	 heat	 flux	 raises	 the	 temperature	 on	 the	 opposite	
side.	The	samples	were	cylindrical	with	a	diameter	of	0.4375”	and	a	thickness	of	0.075”	and	




1330	 pycnometer	 owned	 by	 IMI‐NRC.	 This	 gas	 pycnometer	 consists	 of	 two	 chambers	 of	


















Volume of the sample
Volume of the sample chamber
Volume of the reference chamber
Gauge pressure when the  and  are not connected















 nd  are connectedrefV
	
The	sample	weight	is	measured	prior	to	the	test	on	a	precision	balance	by	the	operator	to	
allow	 the	 calculation	 of	 the	 density.	 The	 test	 is	 generally	 repeated	 until	 a	 satisfactory	
standard	deviation	is	observed	between	repetitions.	
Because	the	density	measurements	were	performed	earlier	in	this	project,	this	test	was	not	









All	 simulations	 were	 performed	 on	 a	 computer	 cluster	 with	 128	 Intel	 Xeon	 3.4	 GHz	





theses	 geometries	 were	 imported	 and	 meshed	 with	 MSC	 Patran	 with	 linear	 tetrahedral	
elements.	Mesh	seeds	were	used	to	define	the	number	of	element	in	 the	thickness,	 length	
and	width	direction.	The	size	of	the	tetrahedral	element	used	was	generally	around	0.025”	
with	 refinement	 near	 the	 rounded	 corners.	 The	 resulting	 nodes	 were	 optimized	 using	 a	
GBBS‐Pool‐Stk	 method	 based	 on	 the	 profile	 criteria.	 Two	 boundary	 conditions	 were	
applied:	pressure	on	the	 inlet	of	 the	mold	and	convection	on	external	surface	of	the	mold	
(entered	 values	 are	 not	 important	 since	 the	 pre‐processor	 overwrites	 them).	 Finally,	 the	
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Where	 the	 tilde	 identifies	 a	 dimensionless	 parameter	 and	 a	 subscript	 0	 identifies	 a	
reference	value.	A	dimensionless	form	of	Navier‐Stokes	equation	can	be	obtained	by	using	
the	above	relations:	
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U U U U U g      	 (3.5)	
Then,	some	reference	values	need	to	be	chosen:	
0 0 0
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    	 (3.8)	
Finally,	the	dimensionless	equation	is	obtained:	
	               Tpt             U U U U U g      	 (3.9)	
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After	rearrangement:	
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   	 (3.13)	
Finally,	the	dimensionless	equation	is	obtained:	
	           ( )p TC T k Tt        U    	 (3.14)	
The	 dimensionless	 equation	 of	 the	 continuity	 equation,	 after	 simplification	 with	 the	
dimensionless	parameter	definitions,	is:	


















    3kg m     /  31550 kg m    
U     m sU  /   325.4 10 m s  
t     st  /   1 s  
L     mL  /   325.4 10 m  
     1 m  /  39.37 1 m  
p     Pap  /   1 Pa  
     Pa s   /   1 Pa s  
g    2m sg     /  3 225.4 10 m s      
T     °CT  /   1 °C  
 pC     J kg °CpC   /  1000 J kg °C  
k     W m °Ck   /   1000 W m °C  
h    2W m °Ch     /  3 239.37 10 W m °C     
3.3.5 CFD	software	
As	 written	 in	 the	 previous	 chapter,	 all	 simulations	 were	 done	 using	 Placeview3D.	 This	
software	 solves	 the	Navier‐Stokes	 equations	 and	energy	 equation	with	 the	 finite	 element	
method.	 Linear	 elements	 for	 the	 velocity	 and	 pressure	 (P1‐P1)	 are	 used	with	 a	 Galerkin	
least‐square	 (GLS)	 stabilization	method.	 The	 P1‐P1	 elements	 satisfy	 the	 Brezzi	 condition	















	The	 results	 and	 analysis	 for	 experimentation,	 characterization	 and	 simulation	 are	





The	 data	 acquired	 with	 the	 PF505171	 mold	 is	 the	 starting	 point	 of	 this	 work.	 Every	
simulation	is	validated	through	this	experimental	data.	Therefore,	the	instrumentation	and	
process	variability	needs	to	be	taken	into	consideration	prior	to	any	comparison.	For	this	
purpose,	 a	 repeatability	 test	was	performed.	Eight	 samples	were	 injected	and	 the	 results	
are	 shown	 in	 Figure	 4.1.	 The	 press	 parameters	 are:	 an	 inlet	 pressure	 of	 PI	,	 a	 mold	
temperature	of	0.8∙Tg	and	a	melt	temperature	of	1.7∙Tg	(first	line	of	Table	3.2).	
In	Figure	4.1,	the	upper	graph	is	the	pressure	as	a	function	of	time	(s)	and	the	lower	graph	
is	 the	 temperature	 as	 a	 function	 of	 time	 (s).	 Both	 of	 them	 use	 the	 same	 time	 scale.	 The	
colors	of	 the	 lines	are	related	 to	 the	distance	 from	the	gate	of	 the	pressure	 transducer	or	




Figure	 4.1	 shows	 all	 repeatability	 samples	 plotted	 together.	 The	 temperatures	 and	
pressures	 levels	 are	 very	 similar.	 The	biggest	 discrepancy	between	 theses	 samples	 is	 the	
time	at	which	the	pressure	suddenly	increases	(vertical	asymptote	in	the	upper	graph).	This	
rapid	 increase	 in	pressure	happens	when	 the	melt	 front	 reach	 the	end	of	 the	cavity,	 thus	
indicating	 the	 time	needed	 to	 fill	 the	mold.	The	 filling	 times	 for	 this	 repeatability	 test	are	
between	 0.85	 s	 and	 1.3	 s	 for	 an	 average	 of	 1	 s.	 Another	 difference	 can	 be	 observed	 by	















proportional	 to	 the	 initial	 mold	 temperature.	 This	 tendency	 is	 expected	 since	 the	




































B. T/C Gate side









the	 average	 will	 be	 used	 for	 numerical	 comparisons	 (see	 Figure	 4.3).	 The	 graph	 can	 be	
separated	in	two	injection	regions	using	the	terminology	of	reference	[3]:	the	filling	region	
and	then	the	packing	region.	During	the	filling	phase,	the	feedstock	reaches	the	sensors	and	
thermocouples	 chronologically	 according	 to	 their	 position	 from	 the	 gate.	 The	 pressure	
levels	 are	 lower	 than	 the	 imposed	 value	 since	 there	 is	 pressure	 loss	 upstream.	 The	
temperature	near	the	gate	in	the	data	acquisition	block	(magenta	curve	in	the	lower	graph	
of	Figure	4.3)	is	lower	than	the	melt	temperature.	This	temperature	drop	is	caused	by	the	
heat	 transfer	 between	 the	 acquisition	 block	 (initially	 at	 1.7∙Tg)	 and	 the	mold	 (initially	 at	
0.8∙Tg).	The	other	side	of	the	block	is	less	affected	since	the	injection	press	is	heated. 






























filling	 time	 and	 the	mean	maximum	 temperature	 at	 the	 first	 thermocouple	 for	 all	 the	 in‐
cavity	measurement	are	synthesized	in	Table	4.1.	The	first	part	of	the	table	(highlighted	in	
blue)	 shows	 the	 pressure	 effect:	 when	 the	 imposed	 pressure	 increases,	 the	 filling	 time	
shortens	 and	 the	 feedstock	 reaches	 the	 cavity	 with	 a	 higher	 temperature.	 This	 effect	 is	
anticipated	in	a	pressure	driven	flow.	Note	that	the	two	lower	pressures	were	not	sufficient	




temperature	 increases	 filling	 time	 and	 reduces	 feedstock	 temperature	 inside	 the	 cavity.	




































B. T/C Gate side









Feedstock Temp. /Tg 
(°C / °C)
Mold  Temp. /Tg 
(°C / °C)
28,6% of PI Not filled (% filled= ]54.5, 72.7[ ) 1,18
42,9% of PI Not filled (% filled= ]72.7, 90.9[ ) 1,25
71,4% of PI 1,7385 1,32
PI 0,9626 1,33
142,9% of PI 0,5450 1,36
171,4% of PI 0,4055 1,37
PI 0,6 1,0526 1,31
PI 0,9 0,8884 1,36
PI 1,4095 1,27
142,9% of PI 0,6977 1,30
















temp. at T/C #1 / Tg











model,	 a	 WLF	 model	 for	  0 T and	 an	 exponential	 model	 for	  T .	 This	 model	
determines	the	viscosity	at	any	temperature	and	any	shear	rate	and	is	defined	by	equation	
(4.1).	
	    
 
    
 
3084.5 0.56



















          
 
                

 	 (4.1)	
Where	 / Polymers  ,	 	and	 gT T 	are	 respectively	 the	 normalized	 viscosity	 (relative	 to	 the	
mean	 polymer	 mix	 viscosity),	 the	 shear	 rate	 in	 reciprocal	 seconds	 and	 the	 feedstock	
temperature	divided	by	 the	 glass	 transition	 temperature	 in	Celsius.	 Figure	4.4	 shows	 the	
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fitted	 model	 with	 experimental	 data.	 The	 experimental	 viscosity	 is	 illustrated	 by	 the	
symbols	 and	 the	model	 by	 the	 solid	 lines.	 Each	 color	 represents	 a	 temperature:	 Red	 for	
1.4∙Tg,	 green	 for	 1.5∙Tg,	 blue	 for	 1.6∙Tg,	magenta	 for	 1.7∙Tg	 and	 cyan	 for	 1.8∙Tg.	 Rheometer	
data	confirms	that	the	feedstock	has	a	shear	thinning	behavior	and	has	a	Newtonian	plateau	
at	 high	 shear	 rates.	 However,	 the	 behavior	 for	 lower	 shear	 rates	 (<10‐1	 s‐1)	 cannot	 be	







model.	 This	 could	be	 explained	by	 the	precision	of	 the	 rheometer	 at	 very	 low	speed.	 For	
these	tests,	the	angular	velocity	is	about	8.5	×	10‐3	rad/s,	the	velocity	tolerance	of	0.1	rad/s	
is	 thus	 becoming	 insufficient	 for	 precise	 measurement.	 The	 second	 difference	 can	 be	
observed	at	high	shear	rates	where	the	experimental	viscosity	is	not	exactly	Newtonian	in	
the	 final	 plateau;	 the	 viscosity	 slightly	 increases	 near	 the	 400	 s‐1	 region	 for	 every	



























































experimental	 error	 could	be	higher	 in	 this	 region	 since	 the	 rheometer	 is	 very	 close	 to	 its	







The	 pressure	 was	 set	 to	 10	 MPa	 (1450	 psi)	 during	 this	 test	 which	 corresponds	 to	 the	





results	 [19,	 45],	 the	 characterized	 feedstock	 has	 a	 higher	 pressure	 dependency.	 This	
behavior	was	expected	since	the	P&WC	feedstock	is	made	with	a	different	polymer	mix.	No	
model	 was	 fitted	 to	 the	 experimental	 data	 since	 no	 adequate	 apparatus	 was	 found	 to	
accurately	define	the	pressure	dependency	in	the	operating	range	of	P&WC’s	process.	Due	
































heating	 rates	 are	 insignificant	 (<1%	 in	 the	 current	 results	 opposed	 to	~5%	 for	Kowalski	
[47]).	However,	with	the	current	results,	no	statement	can	be	made	on	the	behavior	of	the	





were	 only	 obtained	 near	 the	 end	 of	 the	 project.	 The	 first	 simulation	 calculations	 were	































performed	using	an	erroneous	results	 (2.2	 J/g∙°C)	caused	by	a	wrong	zero	 flow	reference	
temperature	selection	for	the	DSC	measurement	(too	close	to	the	phase	change).	This	value	





To	 calculate	 the	 thermal	 conductivity	 of	 the	 feedstock	with	 equation	 (2.20),	 the	 thermal	
diffusivity	results	illustrated	in	Figure	4.7	are	needed.	The	mean	values	for	the	five	samples	





Once	again,	 since	 the	 thermal	 conductivity	depends	on	 the	 specific	heat	 value	which	was	
only	 obtained	 later	 in	 the	 project,	 an	 erroneous	 thermal	 conductivity	 value	 without	
temperature	 dependence	 was	 used	 for	 the	 simulation:	 10.912	 W/m∙°C.	 This	 value	 was	
obtained	by	multiplying	a	constant	thermal	diffusivity	of	8	×	10‐7	m2/s	by	the	pycnometer	








With	 the	 in‐cavity	 measurements	 and	 the	 feedstock	 characterization	 described	 in	 the	
previous	 sub‐sections,	 the	 first	 numerical	 simulation	 can	 be	 performed.	 Only	 one	
parameters	 was	 not	 defined	 experimentally;	 the	 convection	 coefficient	 (h )	 on	 the	 mold	
walls.	 This	 parameters	 was	 estimated	 to	 be	 10	000	 W/m2∙°C	 based	 on	 preliminary	
simulation	trials	and	on	previous	internal	work	[31].	The	simulation	results	are	superposed	
on	 the	 in‐cavity	 experimental	measurements	 in	 Figure	 4.8.	 The	 experimental	 results	 are	
illustrated	 by	 a	 solid	 line	 and	 the	 simulation	 results	 are	 illustrated	 by	 points	 which	
correspond	 to	 each	 solution	 time	steps.	As	described	previously,	 the	pressure	 results	 are	
displayed	on	 the	 upper	 part	 of	 Figure	 4.8	 and	 the	 temperature	 results	 in	 the	 lower	part.	





































 Inlet pressure  IP  P a  
.Melt Temp  1.4 gT   C  
.Mold Temp  0.7 gT   C  
 Density   6200 3kg m    
  pSpecific Heat C  0.5  J g C   
  Thermal Conductivity k  10.912  W m C   
  Convection Coefficient h  10000 2W m C     
 Gravity g  9.80665 2m s    
  Viscosity or   Equation (4.1)  P a s  




Figure	 4.8	 clearly	 demonstrates	 that	 the	 present	 simulation	 does	 not	 correlate	 with	
experimentation.	The	most	noticeable	discrepancy	is	the	filling	time.	The	simulation	predict	
a	 filling	 time	 of	 ~0.5	 s	 while	 the	 experimental	 filling	 time	 is	 ~1	 s.	 This	 means	 that	 the	
simulated	melt	front	is	moving	too	fast	inside	the	mold	cavity.	Unlike	conventional	injection	
molding,	where	the	flow	rate	is	imposed	by	a	moving	piston,	the	flow	rate	is	not	controlled	
in	 the	P&WC	pressure‐based	process.	Thus,	 the	 filling	 time	only	depends	on	 the	viscosity	
and	heat	transfer	for	a	given	pressure.	Despite	the	filling	time,	the	pressure	levels	seem	to	
be	 reasonably	 accurate	 for	 the	 all	 pressure	 transducer	 locations.	 In	 addition,	 the	
temperature	 curves	 do	 not	 match	 the	 experiments.	 Since	 the	 heat	 transfer	 is	 time‐
dependent,	 inaccurate	 results	 for	 the	 temperatures	 are	 expected	when	 the	 filling	 time	 is	
underestimated.	 It	 should	 be	mentioned	 that	 the	 simulated	 initial	 feedstock	 temperature	
was	selected	 to	match	 the	 thermocouple	 reading	at	 the	mold	entrance	 (magenta	curve	 in	
the	 lower	 figure)	 and	 not	 the	 injection	 press	 setting	 (T_Melt)	 for	 more	 representative	
results.	 Furthermore,	 the	 initial	 air	 temperature	 inside	 the	 mold	 is	 set	 to	 the	 initial	




Since	 there	 are	 several	 simulation	 parameters	 and	 many	 dependent	 variables,	 more	






in	 the	 last	 sub‐section	 is	 challenging	 since	many	 parameters	 are	 involved	 and	 are	 often	
interdependent.	 Evaluating	 independently	 their	 effect	 on	 specific	 results	 can	 help	 to	
understand	and	quantify	their	effect	on	the	simulation.	For	this	purpose,	the	sensitivity	was	
calculated	 to	 quantify	 the	 dependence	 of	 results	 (output)	 based	 on	 the	 simulation	
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New output value Initial output value
Initial output value
Sensitivity
New input value Initial input value
Initial input value

  	 (4.2)	






first	 thermocouple	 in	 the	 flow	 path	 and	 the	 cooling	 rate	 at	 the	 same	 thermocouple.	 Six	
inputs	were	studied:	 ,  ,  ,  ,  _pC h k T Melt and  .	
Table	4.3	Results	of	the	numerical	sensitivity	study.	
Numerical Sensitivity (%) 
Output 




Density ρ 0,03 0,00 -2,20 * 
Specific Heat Cp -0,43 0,04 -155,14 
Convection Coefficient h 0,10 -0,01 9,39 
Thermal Conductivity k 0,02 0,00 0,30 
Melt Temperature T_Melt -1,81 1,00 -1,44 
Viscosity μ 1,41 -0,01 12,77 
* Sensitivity evaluated with T_Melt= 1.7∙Tg  
A	 positive	 sensitivity	 value	 means	 that	 an	 input	 value	 increase	 gives	 an	 output	 value	
increase	and	vice	versa	 for	negative	values.	A	high	absolute	sensitivity	results	 identifies	a	
strong	dependence	between	the	input	and	the	output.		




viscosity	model	 since	 it	 is	 temperature	dependent;	 a	 temperature	variation	 also	 causes	 a	
viscosity	change.	The	feedstock	temperature	is	already	decreased	from	the	injection	press	
setting	to	match	the	temperature	recorded	at	 the	mold	entrance	(T_Melt	=	1.4∙Tg ).	A	very	
low	 and	 unrealistic	 initial	 temperature	 would	 be	 needed	 to	 obtain	 the	 right	 filling	 time.	
Thus,	 the	viscosity	model	 should	be	 the	major	 cause	explaining	 the	non‐correlated	 filling	
time	between	experimentation	and	simulation.	
In	regard	to	the	maximum	temperature	seen	at	the	first	thermocouple,	the	only	significant	
factor	 found	 is	 the	 initial	 melt	 temperature.	 While	 for	 the	 cooling	 rate,	 almost	 every	
parameter	 influences	 its	 behavior.	 However,	 the	 specific	 heat	 has	 the	 greatest	 influences	
amongst	 others.	 As	 mentioned	 previously,	 the	 heat	 transfer	 phenomenon	 is	 time	
dependent.	Having	 the	wrong	 filling	 time	 greatly	 influences	 the	 final	 results.	 So	 until	 the	
filling	speed	matches	the	experiments,	efforts	will	first	be	oriented	toward	determination	of	
a	representative	viscosity	model.	This	decision	 is	also	supported	by	the	 fact	 that	 the	MIM	
process	at	P&WC	operates	with	a	lower	viscosity	feedstock	than	the	conventional	process	
found	 in	 literature	 [19,	 26,	 27,	 29,	 46].	 Additional	 precautions	 might	 be	 needed	 for	
rheological	 characterization	 of	 a	 lower	 viscosity	 feedstock	 in	 order	 to	 avoid	 phenomena	
such	as	secondary	flow	and	segregation.	
In	 addition	 to	 the	 six	 inputs,	 the	 effect	 of	 the	mesh	 size	was	 studied	with	 a	 convergence	
analysis.	 The	 finest	 mesh	 (1	393	092	 elements)	 decreased	 the	 filling	 time	 by	 3.35%	
compared	to	the	coarser	mesh	(267	408	elements).	These	results	excluded	the	mesh	size	as	
a	major	discrepancy	cause.	
Finally,	 the	effect	of	 the	 inlet	pressure	 is	not	 included	in	the	sensitivity	study	because	the	
pressure	levels	were	satisfactory	in	the	first	test	results.	However,	the	numerical	simulation	
assumes	 a	 constant	 pressure	 for	 the	 inlet	 boundary	 condition	during	 the	 entire	 injection	
cycle.	Experimental	results	show	(magenta	curve	in	Figure	4.8)	that	the	inlet	pressure	is	not	
exactly	 constant	 at	 the	 beginning	 of	 the	 filling.	 A	 lower	 inlet	 pressure	 during	 the	 first	















shear	 rate	 must	 be	 considered	 to	 establish	 the	 relative	 error	 for	 each	 calibrated	 fluid	
viscosity.	Three	representative	errors	are	identified	in	the	graph	(data	cursor).	They	were	
selected	by	 locating	 the	 shear	 rates	where	 the	 feedstock	viscosity	matches	 the	 calibrated	
fluid	 viscosity.	 The	 final	 errors	 range	 from	 ‐11.83	 to	 ‐5.43%	 toward	 lower	 viscosity,	




















































at	 lower	 shear	 rate	 ( 0 )	 is	 almost	 one	 order	 lower	 than	 the	 first	 model.	 This	 behavior	








This	 new	 viscosity	 model,	 fitted	 with	 data	 acquired	 with	 the	 CVO	 rheometer,	 was	
implemented	 in	Plasview3D	and	 the	numerical	 simulation	was	 repeated.	The	parameters	
used	for	this	simulation	are	the	same	as	those	used	in	the	sensitivity	test	except	for	the	new	
 
AR-2000 Cross model T=1.4*Tg
AR-2000 Cross model T=1.5*Tg
AR-2000 Cross model T=1.6*Tg
AR-2000 Cross model T=1.7*Tg






CVO-50 Cross model T=1.4*Tg
CVO-50 Cross model T=1.5*Tg
CVO-50 Cross model T=1.6*Tg
CVO-50 Cross model T=1.7*Tg
















































viscosity	 model.	 The	 simulation	 predicted	 an	 unfilled	mold	 after	 reaching	 the	maximum	





instrumented	 location	after	1.5	 s.	The	velocity	magnitude	 (dimensionless)	at	 this	point	 is	
clearly	 too	 low	 to	 reach	 the	 end	of	 cavity	with	 additional	 time	 steps.	Another	 simulation	
was	performed	with	 a	higher	melt	 temperature	 (T_Melt	 =	1.7∙Tg )	 and	a	 lower	 convection	
coefficient	 (h	 =	 4000	W/m2∙°C).	With	 these	 changes,	 the	 feedstock	 reached	 the	 first	 two	
sensor	locations	but	never	reached	the	end	of	the	mold	as	in	the	experimental	results.	This	
confirms	that	the	viscosity	model	has	a	large	impact	on	the	final	simulation	results.	










final	 results	 are	 very	 noisy,	 no	model	was	 fitted	 for	 the	 SR‐200	 rheometer	 experimental	
data.	 However,	 these	 results	 reconfirm	 that	 the	 viscosity	 levels	measured	with	 the	 other	
rheometers	 at	 a	 temperature	 of	 1.5∙Tg	 are	 correct.	 Assuming	 that	 the	 viscosity	 levels	 are	
accurate	 enough,	 the	 temperature	 dependencies	 should	 be	 the	 major	 factor	 explaining	
differences	in	results	between	the	two	models.	
In	order	to	compare	the	temperature	dependencies	of	both	models,	Figure	4.13	illustrates	
the	 two	 temperature	dependencies	used	 in	 the	Cross	model	 for	 the	AR‐2000	and	CVO‐50	
rheometers.	The	 temperature	effect	used	 for	 the	 low	shear	 rate	viscosity	 ( 0 ( )T )	and	 for	




AR-2000 Cross model T=1.5*Tg
CVO-50 Exp. T=1.5*Tg

























































1.0∙Tg	 for	 all	 graphs).	 For	 the	 ( )T ,	 the	 level	 are	 similar	 over	 ~1.44∙Tg,	 but	 at	 lower	




more	 accurate	 models,	 experimental	 data	 at	 lower	 temperature	 is	 needed.	 Still,	 some	
numerical	 simulations	were	made	 to	determine	 if	 a	 change	 in	 the	 temperature	model	 for	
the	AR‐2000	viscosity	model	can	reduce	the	filling	time.	The	tests	were	oriented	toward	the	
0 ( )T 	model	 since	 the	 difference	 between	 the	 two	 models	 was	 the	 largest.	 Due	 to	 time	


















































































limitation,	 the	 ( )T 	model	 variation	 effect	was	not	 studied.	 Figure	 4.14	 shows	 the	 three	
0 ( )T models	tested.	
	
Figure	4.14	New	temperature	models	for	 0 ( )T 		
These	models	 were	 calculated	with	 the	 least	 square	 technique	 using	 a	 combination	 of	 a	
linear	 and	 exponential	 functions	 (see	 general	 equation(4.3)).	 The	 same	 values	 at	 lower	
temperature	from	the	first	AR‐2000	model	were	used,	but	a	new	high	viscosity	point	was	




	       0 expT b m T a c d T e          	 (4.3)	
Where	 ,  ,  ,  ,  b m a c d 	and	 e 	are	the	fitting	parameters.	
These	 three	 new	 models	 of	 temperature	 were	 added	 to	 the	 viscosity	 model	 and	
implemented	in	the	Plasview3D	code.	A	simulation	for	each	of	them	was	performed	using	
the	 parameter	 shown	 in	 Table	 4.2	 (except	 for	 the	 viscosity	 model	 and	 the	 convection	
coefficient).	The	simulation	summary	 for	 these	calculations	 is	presented	 in	Table	4.4.	The	









































0@1.10*Tg = 5E3, New model #1
0@1.20*Tg = 5E3, New model #2




latter	 result	 is	 defined	 as	 the	 time	 taken	 to	 obtain	 the	 maximum	 relative	 filled	 volume	
during	 the	 simulation,	 i.e.	 time	 at	which	 the	 feedstock	 velocity	 is	 null.	 For	 reference,	 the	
experimental	filling	time	is	0.96	s	(see	section	4.1.1).	
Looking	only	at	the	results	with	a	convection	coefficient	of	10	000	W/m²	°C,	the	model	#1	




only	 parameter	 that	 is	 not	 experimentally	 characterized).	 The	 threshold	 between	 an	
unfilled	 and	 a	 filled	 mold	 was	 located	 just	 over	 7	 100	 W/m²	 °C	 with	 the	 model	 #2.	
Nevertheless,	 the	maximum	 filling	 time	 obtained	 is	 still	 around	 0.5	 s	 even	with	 the	 new	
0 ( )T 	relation.	
These	new	 0 ( )T 	models	increase	rapidly	the	viscosity	at	lower	temperature	but	appear	to	
only	force	rapid	solidification,	thus	inducing	short‐shots	instead	of	increasing	significantly	
the	filling	time.	This	could	be	explained	by	the	shear	rate	level	inside	the	cavity:	if	the	shear	
rates	are	high	during	the	filling,	the	effect	of	the	 0 ( )T 	relation	is	only	important	when	the	
feedstock	velocity	is	near	zero	and	at	the	center	line	of	the	filling	section.	The	rectangular	
geometry	used	in	the	simulation	has	a	thin	section,	so	it	is	very	likely	to	produce	high	shear	




Table	4.4	Simulation	results	with	old	and	new 0 ( )T 	temperature	models.	




% Filled Short-shot Time
(s) 
AR-2000 10 000 0,485 100,00 NA 
CVO-50 10 000 Unfilled 69,62 1,465 * 
η0 @ 1.10∙Tg = 5E3 (#1) 10 000 0,527 100,00 NA 
η0 @ 1.20∙Tg = 5E3 (#2) 
1 000 0,310 100,00 NA 
7 000 0,468 100,00 NA 
7 100 0,502 100,00 NA 
7 200 Unfilled 99,71 0,542 
7 500 Unfilled 98,56 0,527 
8 000 Unfilled 96,77 0,503 
9 000 Unfilled 93,66 0,476 
10 000 Unfilled 90,46 0,539 
η0 @ 1.26∙Tg = 5E3 (#3) 10 000 Unfilled 81,28 0,343 
 * Simulated with Cp=2,2 J/g∙°C  
A	last	test	was	performed	to	study	the	impact	of	a	viscosity	increase	for	the	complete	shear	
rate	range.	The	entire	Cross	model	was	multiplied	by	a	constant	until	the	simulated	filling	
time	was	near	 the	one	measured	 in	experiments.	Unfortunately,	 this	 simulation	was	only	
performed	using	the	erroneous	Cp	value	of	2.2	J/g∙°C	because	the	data	from	the	new	specific	
heat	test	were	not	available	(see	sub‐section	4.1.2.3	for	more	details).	Other	parameters	are	







The	 pressures	 curves	 are	 very	 close	 to	 experiments	 and	 the	 filling	 time	 is	 within	 two	
experimental	 standard	 deviations	 (1,117	 s).	 The	 calculated	 temperature	 curves	
overestimate	 the	 experimental	 results,	 but	 this	 could	 be	 attributed	 to	 the	 usage	 of	 the	
erroneous	 higher	 specific	 heat	 value.	 Emphasis	 should	 be	 made	 on	 the	 fact	 that	 the	
multiplication	factor	was	obtained	by	an	iterative	process	and	should	not	be	considered	has	
a	characterization	results.	However,	these	results	demonstrate	that	an	underestimation	of	
the	 viscosity	 could	 decrease	 the	 filling	 time	 in	 the	 simulation.	 Since	 no	 experimental	
viscosity	data	 is	available	at	 lower	temperature,	 the	accuracy	of	the	extrapolation	used	to	
define	 lower	temperature	behavior	cannot	be	verified.	A	hypothesis	can	be	made	that	the	




The	 concluding	 remarks	 for	 this	 sub‐section	 are	 the	 following:	 the	 viscosity	model	 has	 a	
very	large	impact	on	the	simulation	results	and	feedstock	characterization	should	be	done	
at	lower	temperature	to	define	more	accurate	 0 ( )T 	and	 ( )T 	models.	
4.1.3.4 Variable	inlet	boundary	condition	
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The	 final	 step	 was	 to	 use	 the	 equation	 (4.4)	 and	 data	 from	 Figure	 4.17	 to	 define	 the	
normalized	pressure	as	a	 function	of	 the	 filled	volume	 fraction	(fvf).	A	hyperbolic	 tangent	
combined	with	a	 linear	 function	was	 fitted	 to	 the	data	with	 the	 least	square	method.	The	
final	equation	for	the	inlet	boundary	condition	is	defined	by	equation(4.5).	
	     0.4279 0.3879 tanh 12.69 5.595 0.2371 0.09611Normalizep fvf fvf fvf        	 (4.5)	

































































constant inlet pressure B.C.
Extracted relation from
experimental and numerical results
New Tanh+Linear model



































 Inlet pressure  TP  P a  
 .Melt Temp  1.4 gT   C  
 .Mold Temp  0.7 gT   C  
 Density   6200 3kg m    
  pSpecific Heat C  2.2  J g C   
  Thermal Conductivity k  10.912  W m C   
  Convection Coefficient h  10000 2W m C     
 Gravity g  9.80665 2m s    
   Viscosity or   2.5x Equation (4.1)  P a s  







milliseconds	at	 the	 lower	 left	corner	and	the	simulation	results	on	the	right	also	with	 the	
time	displayed	in	milliseconds	at	the	lower	left	corner.	For	the	simulation	results,	the	color	
gradient	 represents	 the	 feedstock	 temperature.	 Black	 dots	 were	 added	 to	 identify	 each	
83	
	
predetermined	 positions.	 It	 should	 be	 noted	 that	 one	 quarter	 (first	 quarter	 normal	 to	 xy	
plane)	 of	 the	 geometry	 was	 removed	 to	 expose	 the	 midplane	 temperature.	 The	 lower	
cylindrical	part	of	the	simulated	geometry	is	isothermal	since	it	represents	a	heated	portion	
of	the	injection	press.	
With	 these	 parameters,	 the	 simulated	 time	 to	 reach	 the	 end	 of	 the	 cavity	 is	 close	 to	 the	
experimentation:	an	average	of	0.585	s	for	the	experiments	and	0.573	s	for	the	simulation,	a	
‐2.89%	 difference.	 Still,	 large	 dissimilarity	 between	 experiment	 and	 simulation	 can	 be	





lower	at	 the	end	of	 the	simulation,	 the	 lower	and	higher	shear	rate	range	of	 the	viscosity	
model	could	be	 the	 faulty	portion	(low	shear	viscosity	overestimated	and	high	shear	rate	




























flat	 than	 the	profile	predicted	by	 the	simulation	at	 this	position	 in	 the	cavity.	This	can	be	
explained	again	by	an	inaccurate	viscosity	model	or	an	incorrect	pressure	profile	imposed	
at	 the	 inlet	 boundary.	 The	 inlet	 pressure	 profile	 (p(t))	 cannot	 be	 verified	 since	 pressure	
data	was	not	acquired	during	these	tests.	
The	melt	front	position	results	were	plotted	in	Figure	4.23	for	an	easier	comparison	where	
the	 horizontal	 axis	 is	 the	 time	 in	 seconds	 and	 the	 vertical	 axis	 is	 the	 position	 in	 inches.	
Experimental	and	simulation	results	are	plotted	respectively	by	the	black	and	green	curves.	














































Experimental results with 1 errorbars
Experimental results with Tmold 5C lower
Experimental results with Tmold 5C higher





analysed	 in	 the	previous	 chapter.	 Experimental	 data	 from	 two	different	 sources	 (in‐mold	
instrumentation	 and	high	 speed	 camera)	using	different	molds	were	 acquired	 to	 observe	




The	use	of	an	artificially	 increased	viscosity	model	yielded	better	 simulation	results.	 Still,	









geometry.	These	points	of	discussion	were	chosen	because	 they	are	 important	 factors	 for	
the	simulation	and	 the	most	 likely	 sources	of	errors.	For	each	of	 these	points,	 the	 results	







Although	 the	 first	 viscosity	 model	 used	 fits	 well	 the	 experimental	 data	 (Figure	 4.4),	 the	
simulation	 results	with	 that	model	 are	not	 accurate;	 the	 simulated	 filling	 time	 is	 half	 the	
experimental	 time	 (Figure	4.8).	 Since	 the	 sensitivity	 tests	 showed	 that	 the	 viscosity	 is	 an	
important	 factor	 for	 filling	 time,	 a	 validation	was	 done	 to	 identify	 possible	 errors	 in	 this	
model.	
Experimental	data	was	 first	validated	with	a	Newtonian	calibrated	 fluid	which	revealed	a	
maximum	 error	 of	 ~12%	 which	 is	 insufficient	 to	 explain	 the	 noncorrelation.	 A	 second	
rheological	 test	was	performed	with	a	different	rheometer	and	a	different	geometry.	This	
new	 experimental	 data	 exhibits	 a	 slightly	 higher	 viscosity	 level	 and	 higher	 temperature	
dependence	compared	to	the	previous	data.	These	data	points	were	fitted	to	a	new	model	
and	 simulated.	 The	 simulation	 predicted	 an	 unfilled	 mold.	 The	 second	 model	 is	 not	
completely	different	 from	 the	 first	 one	 (Figure	4.10),	 but	 the	differences	 are	 sufficient	 to	
switch	 from	an	overestimated	 flow	 front	 speed	 to	an	unfilled	 cavity.	This	 result	 supports	
the	 hypothesis	 that	 the	 viscosity	 modeling	 is	 causing	 a	 major	 part	 of	 the	 observed	
differences.	A	 third	and	 final	 rheometer	confirmed	 the	viscosity	 level	of	 the	 two	previous	
ones.	 In	 every	 rheological	 test,	 the	 behavior	 at	 very	 low	 shear	 rate	 was	 not	 acquired	
because	the	capability	limits	of	the	rheometers	were	reached.	
Numerical	 tests	were	also	used	 to	 study	 the	effect	 of	 the	viscosity	 level	 and	 temperature	
dependencies.	 The	 first	 model,	 scaled	 by	 a	 2.5	 factor,	 yielded	 a	 filling	 time	 within	 the	
process	deviation.	The	magnitude	of	 the	 factor	demonstrates	 that	 the	viscosity	 should	be	
substantially	 increased	 to	 obtain	 correlated	 data.	 Since	 the	 viscosity	 levels	were	 verified	
with	 three	 different	 rheometers	 in	 a	 defined	 range	 of	 shear	 rate,	 steeper	 temperature	
dependence	 or	 higher	 viscosity	 in	 extrapolated	 ranges	 are	more	 likely	 to	 be	 causing	 the	
underestimation	of	 the	overall	viscosity	model.	To	study	this	hypothesis,	 the	temperature	
dependence	at	low	shear	rate	( 0 ( )T )	of	the	first	viscosity	model	was	changed	for	steeper	
models	 in	 the	 low	 temperature	 range	 where	 no	 experimental	 data	 was	 available.	 The	
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simulated	 filling	 time	 with	 these	 new	 modified	 models	 was	 not	 increased	 significantly.	
Instead,	 the	 simulation	predicted	an	unfilled	mold.	 It	 can	be	assumed	 that	 the	 relation	at	
high	shear	rate	( ( )T )	is	more	prone	to	reduce	the	filling	time	since	the	PF505171	mold	is	
a	 thin‐walled	geometry	which	produces	many	high	 shear	 rate	 regions.	Unfortunately,	 the	
second	temperature	dependency	at	higher	shear	rate	( ( )T )	was	not	studied.		







most	 published	 works.	 As	 demonstrated	 previously,	 these	 two	 characteristics	 make	 the	
P&WC	process	very	sensitive	to	the	feedstock	viscosity.	Due	to	this	greater	sensitivity,	the	
usual	 viscosity	 models	 and	 rheological	 methods	 may	 not	 be	 accurate	 enough	 for	 a	
representative	simulation.	
The	 shear	 rate	 range	 characterised	 in	 this	 work	 (0.1	 to	 1000	 s‐1)	 is	 lower	 than	 many	
references	[19,	27,	45,	46].	A	final	Newtonian	plateau	can	be	observed	but	the	initial	shear	
rate	 value	 is	 still	 not	 low	 enough	 to	 capture	 the	 behavior	 at	 very	 low	 shear	 rate.	 As	 an	
example,	 the	 current	 viscosity	 data	 acquired	 with	 the	 three	 different	 rheometers	 are	
insufficient	to	determine	if	a	yield	stress	should	be	considered	in	the	model.	Adding	a	yield	
stress	term	in	the	viscosity	model	would	change	the	simulated	velocity	profile.	The	profile	
would	 have	 a	 less	 elliptic	 shape	with	 a	 constant	 velocity	 near	 the	 center	 line	 (plug	 flow	
region)	 as	 shown	 by	 Figure	 5.1.	 The	 shape	 of	 this	 profile	 would	 be	 closer	 to	 the	 one	
observed	 with	 the	 high	 speed	 camera	 presented	 by	 Figure	 4.22	 a).	 Ilinca	 et	al	 [22]	 and	
Thomas	 et	 al	 [26]	 have	 obtained	 good	 correlations	 between	 simulation	 and	















model	 for	 MIM.	 This	 author	 stated	 that,	 as	 opposed	 to	 thermoplastic	 molding,	 the	 MIM	
process	needs	a	more	precise	characterization	and	modeling	at	lower	shear	rate	range	for	
precise	 simulation.	His	 results	 showed	 that	 a	 viscosity	model	with	 yield	 stress	was	more	
accurate.	 A	 good	 illustration	 from	 his	 results	 shows	 the	 effect	 of	 the	 yield	 stress	 in	 the	
viscosity	model	on	the	simulation	(see	Figure	5.2).	
In	 Figure	 5.2,	 the	 velocity	 profile	 with	 yield	 stress	 results	 is	 very	 similar	 to	 the	 velocity	
profile	observed	in	this	work	with	the	high	speed	camera.	
The	shear	rate	is	not	the	only	dependent	variable	that	needs	a	larger	characterization	range.	









































































































































































thixotropy	 could	 explain	 the	underestimation	of	 the	 viscosity	 revealed	by	 the	 simulation.	




the	 rheological	 test	 should	 be	 performed	 at	 lower	 shear	 rate	 range	 to	 avoid	 modeling	
errors.	For	this	purpose	new	apparatus	should	be	selected	as	the	presented	rheometer	are	
not	suitable	for	testing	P&WC’s	feedstock	at	very	low	shear	rate.	If	a	rotational	rheometer	is	
selected,	 a	particular	 attention	 should	 be	 given	 to	 the	minimum	angular	 velocity	 and	 the	
precision	of	the	controller.	
Secondly,	the	effect	of	the	pressure	on	the	viscosity	should	be	studied	within	the	pressure	
range	of	 the	process.	This	would	permit	 to	determine	 if	 a	 pressure‐dependency	model	 is	
needed	or	not.	
Thirdly,	the	temperature	dependency	should	be	characterized	from	solidification	(as	close	
as	 possible)	 up	 to	 the	 maximum	 process	 temperature.	 During	 this	 work,	 some	 viscosity	
measurements	were	made	at	 lower	 temperature,	but	 the	results	were	not	repeatable	and	
unstable	 close	 to	 the	 solidification	 temperature.	 The	 methodology	 would	 need	 some	
modification	in	order	to	reach	lower	temperatures.	
Fourthly,	 the	 thixotropy	 should	 be	 studied	 to	 determine	 if	 the	 rheological	 methodology	
used	is	representative	of	P&WC’s	MIM	process.	The	injection	cycle	lasts	less	than	a	second	
for	 the	 studied	 molds	 while	 the	 rheological	 measurement	 takes	 about	 one	 and	 a	 half	
minute.	 If	 there	 is	 a	 strong	 thixotropy,	 reducing	 the	 test	 duration	 could	 result	 in	 large	
variation	in	the	viscosity	measurement.	
Finally,	a	special	geometry	for	rotational	rheometer	could	be	built	to	reduce	the	segregation	
during	measurement.	 The	 vane	 tool	was	 chosen	 to	 avoid	 segregation	 but	 repetitive	 tests	
with	 the	same	sample	showed	 that	 the	segregation	was	not	completely	avoided	since	 the	





The	 inlet	 condition	 is	 another	 aspect	 that	 needs	 further	 explanation	 and	discussion.	 This	
sub‐chapter	is	a	discussion	about	the	inlet	modeling.	
5.2.1 Results	summary	
First,	 the	 experimental	 data	 shows	 that	 the	 inlet	 pressure	 is	 not	 constant	 during	 the	
injection	 cycle	 (see	Figure	4.16).	 Since	 the	pressure	 is	 imposed	upstream	 in	 the	 injection	
press,	 some	 pressure	 losses	 occur	 in	 the	 injection	 channel	 before	 the	 mold	 entrance.	
Consequently,	during	the	filling	the	inlet	pressure	varies	from	zero	to	the	imposed	pressure	
minus	the	pressure	loss.	This	pressure	loss	depends	on	many	factors	 like	the	velocity,	the	
density,	 the	viscosity	and	 the	cavity	 shape.	For	 the	PF505171	mold,	even	 if	 the	section	 is	






levels	 during	 the	 cavity	 filling	 since	 the	 pressure	 loss	 upstream	 is	 neglected.	 This	 was	
proven	by	implementing	an	inlet	pressure	model	closer	to	the	experimental	observations.	
Simulations	 with	 the	 new	 model	 produced	 a	 27.4%	 increase	 in	 filling	 time,	 which	 is	
significant.	 This	 new	 implemented	 model	 is	 based	 on	 the	 experimental	 pressure	 data	
acquired	 with	 the	 PF505171	 mold.	 Therefore,	 making	 the	 usage	 of	 such	 a	 model	 is	
impossible	for	an	untested	mold	or	numerical	three‐dimensional	model.	
As	 stated	previously,	 a	pressure	was	 imposed	at	 the	 inlet	of	 the	mold	 for	all	 simulations.	
However,	it	should	be	mentioned	that	this	condition	is	not	imposed	directly	to	every	nodes	
on	 the	 inlet	 surface.	 Due	 to	 the	 finite	 element	 discretization	method,	 the	 pressure	 at	 the	
inlet	 is	 imposed	 in	 an	 integral	 form	 (weakly	 imposed).	 The	 use	 of	 a	 Dirichlet	 boundary	
condition	 for	 the	complete	 inlet	 surface	would	violates	 the	continuity	equation	 (2.3).	The	
only	 way	 to	 respect	 the	 continuity	 equation	 and	 impose	 a	 surface	 pressure	 is	 to	 use	 a	
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natural	 condition.	 Consequently,	 the	 integral	 of	 the	 pressure	 on	 the	 surface	 respects	 the	
imposed	 pressure,	 not	 every	 discretized	 point.	 A	 more	 detailed	 discussion	 about	 the	
imposition	of	a	pressure	on	a	surface	with	FEM	can	be	found	in	Fortin’s	book	[6].		







the	 pressure	 can	 still	 vary	 and	 respect	 the	 integral	 condition.	 Three	 time	 steps	 (labeled	
from	1	to	3)	where	chosen	in	Figure	5.3	to	study	the	pressure	variation	on	the	inlet	surface.	
For	 each	 time	 step,	 the	 pressure	divided	by	 the	 imposed	pressure	on	 the	 inlet	 surface	 is	
plotted	 in	 Figure	 5.4.	 The	maximum	 deviation	 from	 the	 imposed	 pressure	 is	 about	 10%	
located	on	the	surface	frontier	of	the	second	labeled	time	step.	This	deviation	can	only	be	
found	at	the	beginning	of	the	simulation	and	occurs	only	for	a	short	period	of	time.	For	most	
of	 the	simulation,	 the	pressure	deviation	for	every	node	on	the	 inlet	surface	 is	within	1%	
from	the	imposed	one.	Thus,	this	deviation	is	considered	negligible	and	it	should	not	reduce	
the	simulation	quality.	











































Most	 published	 results	 use	 a	 velocity	 rather	 than	 a	 pressure	 for	 the	 inlet	 boundary	
condition	(e.g.	articles	 [9,	19,	25,	26,	28,	55]).	This	 is	explained	by	a	majority	of	 injection	
press	 using	 a	 displacement	 controlled	 screw	 to	 fill	 the	 cavity.	 As	 opposed	 to	 the	 P&WC	
process,	the	inlet	velocity	is	thus	known	and	precisely	controllable.	A	general	review	by	Kim	
and	Turng	[56]	stated	that	velocity	or	pressure	have	been	used	for	the	inlet	condition,	but	




is	 controlled	 by	 an	 imposed	 pressure.	 In	 fact,	 the	 velocity	 in	 this	 process	 is	 a	 dependent	
variable	 and	 thus	 varies	 as	 a	 function	 of	 the	 pressure,	 temperature,	 viscosity,	 cavity	
geometry	 and	 other	 factors.	 Consequently,	 experimental	 data	 would	 still	 be	 needed	 for	
every	injection	condition	to	obtain	accurate	simulation	with	inlet	velocity	condition.	
5.2.3 Improvements	suggestions	
Regardless	 of	 imposed	 velocity	 or	 pressure,	 an	 accurate	 simulation	 must	 use	 an	
independent	variable	for	the	inlet	boundary	condition.	In	the	current	work,	the	simulation	
pressure	was	 imposed	near	 the	entry	of	 the	mold.	Since	 the	pressure	 is	not	 controlled	at	
this	 specific	 point,	 variable	 pressure	 losses	 occur	 upstream	 and	 decrease	 the	 simulation	
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accuracy.	 So,	 the	 imposed	 condition	 is	 not	 completely	 independent	 of	 the	 flow	
characteristics	 and	 experimental	 data	 is	 needed	 to	 impose	 the	 right	 inlet	 condition.	 The	
simulation	 should	 be	 a	 design	 tool	 rather	 than	 a	 validation	 tool;	 models	 based	 on	 inlet	
cavity	measurement	should	be	avoided.	
This	 problem	 would	 be	 eliminated	 if	 the	 simulation	 took	 into	 account	 every	 geometric	
feature	between	the	imposed	pressure	and	the	mold	cavity.	Obviously	to	simulate	all	these	
features,	a	fair	amount	of	additional	computational	resources	would	be	needed	to	solve	the	
large	 number	 of	 elements	 of	 the	 increased	 domain.	 Since	 the	 inlet	 condition	 is	
experimentally	known	 for	 the	current	molds,	efforts	should	be	 first	put	on	 increasing	 the	
accuracy	of	 the	viscosity	model	 to	avoid	 the	need	 for	additional	computational	resources.	
The	acquisition	of	the	velocity	inlet	in	parallel	with	the	inlet	pressure	data	could	also	help	












in	 the	 data.	 The	 experimental	 data	 showed	 that	 the	 initial	mold	 temperature	 has	 a	 great	
impact	on	the	 filling	time;	~15	%	for	a	3°C	deviation	(see	Figure	4.2).	Characterization	of	
the	 feedstock	 revealed	 a	 specific	 heat	 of	 0.5	 J/g∙°C	 and	 a	 thermal	 conductivity	 of	 10.912	
W/m∙°C	 (based	 on	 the	 thermal	 diffusivity).	 A	 convection	 coefficient	 on	 the	mold	walls	 of	
10	000	 W/m2∙°C	 was	 used.	 Since	 this	 coefficient	 cannot	 be	 directly	 measured,	 it	 was	







addition,	 the	 temperature	 of	 air	 inside	 the	 cavity	 was	 set	 equal	 to	 the	 feedstock	 melt	




normalized	 by	 subtracting	 the	 numerical	 temperature	 to	 the	 inlet	 feedstock	 melt	
temperature.	Thus,	a	higher	normalized	value	(represented	by	the	blue	color	in	Figure	5.5)	






The	 effect	 of	 convection	 coefficient	 applied	 to	 the	mold	 walls	 is	 observable	 through	 the	
strong	 temperature	 gradient	 at	 the	 surfaces.	 Looking	 carefully	 at	 the	 end	 of	 the	 filled	
geometry,	 the	 small	 temperature	 increase	 discussed	 previously	 can	 be	 seen.	 This	
temperature	increase	could	underestimate	the	viscosity	of	the	melt	front	and	thus	the	filling	
time.	No	tests	were	made	to	study	the	impact	of	the	air	temperature	during	the	simulation.	
Lastly,	 a	 sensitivity	 study	 showed	 (see	 Table	 4.3)	 that	 the	 feedstock	 specific	 heat	 is	 the	
simulation	parameter	that	has	the	greatest	impact	on	the	cooling	rate.	Unsurprisingly,	the	





work	 of	 Ilinca	 and	 Hétu	 [3,	 22,	 57].	 In	 addition,	 no	 detailed	 methodology	 to	 obtain	 an	
accurate	convection	coefficient	was	found	in	the	literature.	The	estimated	value	of	10	000	




In	 the	 work	 of	 Pantani	 and	 Titomanlio	 [3],	 a	 time	 dependent	 model	 for	 the	 convection	
coefficient	is	proposed	instead	of	a	constant	value.	The	purpose	of	the	model	is	to	take	into	
account	the	evolution	of	the	thermal	contact	resistant	 inside	the	mold.	A	gap	between	the	
feedstock	 and	 the	 mold	 wall	 caused	 by	 the	 thermal	 contraction	 can	 greatly	 reduce	 the	
convection	coefficient	during	the	simulation.	Such	model	is	valid	for	the	cooling	state;	it	is	





included	 the	 mold	 geometry.	 Haagh	 et	 al.	 [58]	 stated	 that	 for	 gas‐assisted	 injection,	
including	 the	 mold	 geometry	 in	 the	 simulation	 would	 yield	 better	 result.	 However,	 the	
impact	of	neglecting	or	not	the	mold	geometry	for	MIM	was	not	studied	in	all	the	consulted	
papers.	 A	 complete	 thermal	 analysis	would	 be	 challenging	 for	 the	 current	work	 because	
molds	used	have	no	cooling	channels	for	temperature	control.	They	are	made	with	multiple	




mold	 is	unknown.	Most	 injection	process	uses	higher	pressure	and	select	quartz	 to	make	
parts	 for	 inside‐cavity	visualization.	Yokoi	 [3],	based	on	experimentations,	 stated	 that	 for	
plastic	 injection	 at	 specific	 parameters,	 the	 filling	 pattern	 is	 slightly	 affected	 by	 the	 glass	
windows.	He	also	mentioned	that	using	glass	windows	during	cooling	is	inappropriate	since	
the	 thermal	properties	of	 the	 steel	 and	glass	are	very	different.	 For	 the	 current	work,	no	
visual	 indications	were	 found	when	 comparing	 the	 steel	 part	 side	 and	 the	polycarbonate	
part	 side	 in	 the	 high	 speed	 videos.	 It	 is	 expected	 that	 the	 feedstock	 in	 contact	 with	 the	





To	 improve	 the	 accuracy	 of	 the	 experimental	 data,	 some	 points	 can	 be	 proposed.	 First,	
usage	of	smaller	diameter	thermocouples	would	help	minimize	the	response	time.	Even	if	
the	 thermocouple	 of	 the	 instrumented	 mold	 were	 only	 1/16”	 in	 diameter,	 smaller	
thermocouples	 would	 still	 decrease	 the	 thermal	 inertia	 and	 give	more	 accurate	 data	 for	
rapid	temperature	variation	measurements.	Secondly,	reducing	the	number	of	junctions	in	
the	thermocouple	wire	or	selection	of	a	data	acquisition	system	with	more	precision	would	
help	 reduce	 the	 size	 of	 the	 oversampling	 noise	 reduction	 technique.	 Though,	 the	 current	
data	 are	 considered	 suitable	 for	 further	 simulation	 development	 without	 any	 accuracy	
increase.	 Thirdly,	 using	 a	 temperature‐controlled	 mold	 would	 help	 increase	 the	
repeatability	 of	 the	 experiment	 and	 help	 finding	 a	 representative	 convection	 coefficient.	
Lastly,	 the	 influence	 of	 the	 polycarbonate	 could	 be	 quantified	 for	 various	 outputs	 by	
comparing	 the	 filling	 behavior	 with	 one,	 two	 and	 no	 polycarbonate	 parts.	 This	 would	
determine	whether	the	material	has	a	negligible	impact	or	not.	
For	 simulation,	 the	 heat	 transfer	 at	 the	 interface	 between	 feedstock	 and	 air	 should	 be	
studied.	Various	air	temperatures	should	be	simulated	to	remove	or	not	this	phenomenon	
from	possible	 source	of	error.	Next,	 the	complete	mold	geometry	and	external	 conditions	







The	 viscosity	 model	 is	 not	 the	 only	 model	 that	 can	 be	 improved	 by	 extended	





majority	of	 the	properties	used	 for	 simulation	were	considered	constant:	a	density	of	6.2	
g/cm3,	a	specific	heat	of	0.5	J/g∙°C	and	a	thermal	conductivity	of	10.912	W/m∙°C.		
For	 the	density,	 the	 constant	 value	of	 the	pycnometer	was	used	because	no	apparatus	 to	
measure	 the	 impact	 of	 the	 temperature	 and	 the	pressure	 (PVT)	 at	 appropriate	 operating	
parameters	 was	 found.	 The	 specific	 heat	 was	 set	 to	 a	 constant	 value	 since	 only	 slight	
variations	were	observed	 in	 the	experimental	 data	 for	 the	 complete	 operational	 range	of	







Ideally,	 a	 model	 for	 each	 feedstock	 properties	 should	 be	 implemented	 in	 the	 simulation	
code:	ρ(T,	p),	Cp(T)	and	k(T).	Some	models	could	be	built	with	data	provided	by	the	current	
work,	 except	 for	 the	 density	 model	 for	 which	 not	 enough	 data	 was	 acquired.	 A	 PVT	
apparatus	with	the	lower	operational	pressure	would	be	needed	to	get	an	accurate	density	
model.	 One	 could	 possibly	 use	 the	 presented	 apparatus	 at	 higher	 pressures	 to	 obtain	
additional	 data	 and	 extrapolate	 the	 density	 behavior	 at	 lower	 pressure.	 The	 pycnometer	





A	 method	 to	 simulate	 the	 latent	 heat	 should	 be	 studied	 to	 define	 if	 it	 can	 be	 neglected	
during	 the	 filling	of	 the	mold.	This	 could	be	done	by	 increasing	 the	value	of	 specific	heat	
substantially	 in	 the	 model	 at	 the	 solidification	 temperature.	 Adding	 the	 latent	 heat	
generation	 in	 the	 simulation	 should	 reduce	 the	 filling	 time	 by	 increasing	 the	 mean	
temperature.	Thus,	such	a	model	would	not	increase	the	current	simulation	correlation.	
A	 final	 suggestion	 concerns	 the	 segregation.	 All	 characterized	 feedstock	 properties	 are	
affected	 by	 solid	 loading	 variation.	 In	 order	 to	 accurately	 simulated	 segregation	 during	
filling,	studying	the	impact	of	the	solid	loading	on	these	properties	is	essential.	Solid	loading	







A	 limited	 convergence	 study	 was	 performed	 for	 the	 current	 work.	 Three	 meshes	 were	
tested	for	the	PF505171	mold:	a	coarse	mesh	with	267	408	elements,	a	medium	mesh	with	






walls.	 Figure	 5.6	 illustrates	 this	 mesh.	 Nevertheless,	 during	 the	 study	 of	 various	
temperature	models	 for	 the	 viscosity	 (see	 section	 4.1.3.3),	 solution	 convergence	was	 not	
reached	with	this	mesh.	A	refined	mesh	with	boundary	layers	was	needed	(see	Figure	5.7)	
to	simulate	the	increased	temperature	dependency	of	the	viscosity	model.	
To	 control	 the	number	of	 element	precisely	near	 the	wall	 in	 the	meshing	 software,	 some	
geometric	 feature	 had	 to	 be	 excluded.	 This	 simplification	was	needed	 since	no	 boundary	
layer	meshing	was	available	in	the	software	at	that	time.	
5.5.2 Improvements	suggestions	

















the	 filling	 behavior	 of	 feedstock	 inside	 the	 mold.	 Data	 acquired	 from	 thermocouples,	
pressures	 sensors	 and	 high	 speed	 camera	 give	 information	 normally	 unknown	 to	 the	
operators	and	designers.	
Also,	 the	sensitivity	results	could	be	useful	 to	analyse	 injection	defects	and	 to	predict	 the	
impact	of	changing	the	 feedstock	properties.	 In	particular	 if	a	different	metal	 is	chosen	to	
make	the	feedstock.	
Likewise,	 the	experimental	 relation	between	 the	 initial	mold	 temperatures	and	 the	 filling	
time	 is	 worthy	 information	 for	 mold	 design.	 Since	 the	 impact	 of	 the	 temperature	 is	
quantified,	 the	 mold	 temperature	 control	 could	 be	 selected	 to	 obtain	 the	 desired	
repeatability.	
Another	 example	 of	 how	 to	 use	 the	 experimental	 data	would	 be	 for	 validation	 of	 a	 new	
injection	press	or	the	quality	control	of	the	process.	Data	from	the	instrumented	mold	could	
be	used	to	compare	the	level	of	pressure	and	temperature	of	a	press	prior	to	injection.	This	
would	 be	 sensitive	 enough	 to	 detect	 process	 deviations	 without	 the	 need	 for	 feedstock	
characterization.	
For	 the	 next	 feedstock	 characterization,	 the	 improvements	 suggestions	 can	 provide	 a	
guideline	 to	 select	 the	 right	 specifications	 prior	 to	 selecting	 a	 new	 methodology	 or	
apparatus.	 Like	 for	 the	 range	 of	 shear	 rate	 for	 the	 viscosity	 characterization	 of	 P&WC	
feedstock.	
Last	 but	 not	 least,	 these	 results	will	 accelerate	 subsequent	 simulation	 validation.	 A	 great	
amount	of	experimental	data	 is	already	available	 for	 the	continuity	of	 this	project,	 so	one	
can	put	more	effort	on	characterization	and	simulation.	
These	 are	 just	 a	 few	 examples	 of	 how	 to	 use	 the	 results	 of	 this	work.	 It	 is	 important	 to	









The	 objective	 of	 this	 project	 was	 to	 find	 and	 validate	 software	 for	 the	 simulation	 of	 the	
injection	 step	 of	 the	MIM	process.	 To	 perform	 this	 task,	many	 characterization	 tests	 and	
experimental	acquisitions	were	required.	








were	performed	with	 the	modified	molds	 to	obtain	data	 for	simulation	validation.	During	
these	tests,	most	injection	parameters	were	studied	and	a	repeatability	test	was	performed.	
Finally,	with	the	characterization	results,	simulations	were	executed.	Despite	several	trials,	
a	 satisfactory	 correlation	 between	 simulation	 and	 experimentation	 was	 not	 achieved.	
Although,	many	suggestion	have	been	made	to	improve	this	correlation.	




2. The	 presented	 characterization	 of	 the	 feedstock	 is	 not	 comprehensive	 enough	 to	
match	the	experimental	data	with	the	simulation.	
3. The	 experimental	 viscosity	 appears	 to	 be	 underestimated	 because	 the	 best	




4. Experimentations	 will	 be	 needed	 to	 determine	 if	 a	 yield	 stress	 needs	 to	 be	
implemented	 in	 the	 viscosity	model	 since	 the	 images	 from	 the	 high	 speed	 camera	
showed	a	plug	flow	region	in	the	velocity	profile.	






a	good	approximation.	However,	 this	 coefficient	approximation	will	need	 to	be	 re‐














The	 goal	 of	 this	 work	 is	 thus	 achieved:	 promising	 software	 was	 selected,	 tested	 and	
validated	 through	 experimental	 data.	 Even	 if	 the	 simulation	 results	 did	 not	 match	 the	
110	
	
experimental	 measurements,	 many	 improvements	 could	 be	made	 by	 adding	more	 effort	
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