I. INTRODUCTION
T HE continuously increasing sampling frequencies of ADC'S, together with the demand for low-power devices, ask for converter structures with a reduced number of power consuming comparators. The most straightforward technique to convert an analog signal into an 8-b digital output code is used in the so-called full parallel or flash ADC. This structure requires 255 comparators, together with a set of 255 reference voltages to define all the quantization levels of the ADC. If the input signal V,, exceeds a reference voltage of a comparator, the output of that comparator will be high. At the output of the comparator block, a linear, or thermometer, code is present, where the place of transition from high outputs to low outputs is related to the value of the input signal V,,. The binary encoder converts the 255-b code into eight binary signals. Power consumption and chip area required for the implementation of a flash ADC are practical limits at higher sampling rates.
The two-step structure reduces the number of comparators drastically. First, a coarse decision is made using a 3-b flash ADC. This decision is converted back into an analog value using a digital-to-analog converter (DAC) and subtracted from the original applied input signal. The residual signal is then converted into 32 levels using a 5-b flash ADC. The analog signal to be converted is held at a constant value by a sample-and-hold amplifier (S/H). The number of comparators is reduced from 255 to 38, which reduces power consumption as well as chip area. The two extra blocks, the DAC and S/H, are hard to design for the intended sampling frequencies. The DAC must have a linearity of at least 8 b to avoid limiting the performance of the device and the S/H should have very small settling and aperture times.
The folding structure ( Fig. 1 ) realizes the reduction of comparators using analog preprocessing on the input signal Vin. Fine and coarse information are generated independently of each other, so this structure does not require a S/H and a DAC. 
II. ANALOG PREPROCESSING
In a flash ADC, a differential pair is a basic element for a comparator, where in total 255 of those pairs are required to define all the code transitions. In the analog preprocessor of a folding ADC, a coupled differential pair (CDP) is a key element. Fig. 2 shows the dc behavior of a CDP, where the output VOUt is high if VIOW < V,n < 'h,gh.
Two CDP'S can be used to implement a differential output l-b ADC (Fig. 3) . The lower CDP generates a high output if O < V,, < 0.5. At an input range of O to 1 V, this output can be defined as the inverted version of the most significant bit (MSB). The upper CDP is responsible for the generation of the MSB.
Four CDP'S can be configurated in such a way that they generate signals to implement a 2-b ADC. Fig. 4 shows that each of the outputs has a unique active region of 250 mV. Combining the outputs C and D defines the MSB and the combination of B and D generates the MSB-1. Similar combinations can be made to generate the inverted versions to implement differential versions for MSB and MSB-1.
A 3-b ADC can be realized using eight CDP'S with reference steps of 125 mV. Combination blocks are used to generate the MSB, MSB-1, and MSB-2. Only the differential version of MSB-2 is shown in Fig. 5 . To further simplify the explanation, a set of eight CDP'S, together with the combination block to define MSB-2, is called a folding block (FB). The designer of a folding ADC has the freedom to increase the resolution by using more than eight CDP'S in a folding block. There is, however, a practical limitation using that technique. The MSB-2 pattern has approximately an eight times higher frequency than the frequency of the input signal V,n. Converting, for instance, a 250-MHz sine wave gives a 2-GHz signal after analog preprocessing. This factor of 8 is called the folding rate of the ADC.
Parallel use of folding blocks increases the resolution of the ADC without increasing the folding rate of the system. In folding block has exactly the same analog behavior, but uses reference voltages with an offset of 1I 16 V. It becomes clear that this second folding block defines codes between those of MSB-2. In this way the resolution is increased by 1 b. In previous designs of folding ADC'S [1], [2], eight of those folding blocks were used to increase the resolution. In this device, power consumption, chip area, and input capacitance are reduced by using only four folding blocks in parallel to increase the resolution Up to 5 b. An 8-b ADC can be implemented using 32 folding blocks in parallel with offset steps of 1/256 V. The complexity of such a system would be comparable to a flash ADC. A solution to increase the resolution up to 8 b is resistive interpolation. Fig. 7 shows the concept of that technique. Two outputs of folding blocks, together with eight resistors, are used to generate the intermediate code In total, four sets of resistors are used to interpolate between FB 1-FB2, FB2-FB3, FB3-FB4, and FB4-FB 1. Because of the nonlinearity in the dc transfer curve of a CDP, there is a small dc error in the codes defined by the resistive interpolator. Fig. 8 shows this error, expressed in LSB units. The error, which never exceeds +0. 1 LSB, is acceptable for most of the applications.
III. FINE BIT GENERATION
After interpolation, 32 differential wave patterns are available, which contain all the information to generate the five least significant bits of the ADC. A set of 32 master-slave flip-flops (MSFF) transforms the analog information into digital data. At the output of the MSFF block a cyclic code is generated, where k MSFF's generate a digital ONE and (32 -k) MSFF's generate a digital ZERO. The transition from ZEROSto ONES is, as in a flash ADC, related to the input signal V,n (Fig. 9) . Very similar techniques are used to extract the five fine bits out of this 32-b cyclic code. In the first place, the exact transition from the ZEROblock to the ONE block is located using an EXCLUSIVE-OR function (XOR)on the outputs of the MSFF block. The resulting l-out-of-32 code is an input for a very simple binary encoder to derive a 5-b pattern. Limited bandwidth, noise, crosstalk, etc. may corrupt the operation of the binary encoder. A decision error in a comparator may cause more than one transition at the outputs of the MSFF block. A non-1-out-32 code, which appears after the xoR's, cannot be interpreted by the binary encoder. Digital error correction techniques have been published [3] and implemented to protect a binary encoder for so-called bubble errors in a linear or a cyclic code. In this device, analog error correction techniques are used.
IV. ANALOG ERROR CORRECTION
The technique is based on averaging a set of three outputs of masters before feeding the information into the slave. Fig. 10 shows a part of the MSFF block using this averaging algorithm. If the output of master P is enclosed ,, ii ,, by outputs both having an inverted output compared to output P, the master decision of section P is completely overruled. The implementation of this technique is shown in Fig. 11 . The master part of the flip-flop is symbolized by the master block. If the master information is latched (CLK = low), the slave samples the output of this master. The current Z,l,veflows, as a function of the master decision, through one of the two triple transistor configurations. The triple configuration is used to divide the current Z,l,v. into three equal parts ZP-~, ZP, and 1P+~, all equal to / 1,1,,. 3. Partial current 1P is used in this slave, 1P_ 1 is used in the lower adjoining slave, and 1P+ 1 is used in the upper adjoining slave section. Using this current distribution through the whole MSFF block, the two current adding points X are receiving partial currents from master P, master P -1, and master P + 1. The slave makes a decision based on the average of three master decisions. Fig. 11 shows details of flip-flop P. The currents in the resistors R 1 and R 2 as a function of three consecutive master decisions is shown in Table 1 . Looking at the shaded combinations, defined as decision errors of master P, the actual master decision of flip-flop P is overruled and the bubble error is removed from the code. The advantages of this analog averaging technique become clear looking at the desired elements used for implementation. Only four extra transistors per comparator are needed, where the power consumption is not increased at all be- cause this technique makes use of an existing current in the slave of the comparator.
V. SYSTEM OVERVIEW Fig. 12 shows an overview of the complete 8-b folding ADC. To summarize the trade-offs that can be made in this design, all the steps are briefly shown in this section. In the first place, the reduction rate in the number of comparators equals the folding rate and is in this device equal to eight. The folding rate fixes the number of coarse bits, which easily can be derived from the system using combinations of outputs of CDP'S within folding blocks. This number equals logz (folding rate) = 3. Parallelism increases the resolution with log2 (parallel blocks), in this case, 2 bits and the 3 missing bits in the resolution are made up by the resistive interpolator, which is responsible for logz (interpolation rate) bits.
One of the fundamental problems using analog preprocessing is the delay difference between MSB, MSB-1 and the other signals in the ADC. This is caused by the difference in analog components used in the generation of the two most significant bits. If this information directly would be distributed to the output latches, large code errors would appear at every transition of MS13 and MSB-1. Before feeding the MSB and MSB-1 information to the output, they are first synchronized with the rest of the system using the BITSYNC cell, as explained in [2]. If the input signal Vi. exceeds the defined input range, the analog preprocessor also generates set and reset signals. The latches at the output of the system are then forced to ONEin case of overflow or to ZEROin case of an undertlow.
VI. MEASUREMENTS
During measurements, a low-distortion analog sine wave is applied at the ADC. The digital information is converted to an analog signal using a 1-GHz 8-b GaAs DAC. The output of the DAC is analyzed for quantization noise and distortion. The second and third harmonic distortion as functions of the analog input frequency are shown in Fig. 13 . The sampling rate during this measurement was 650 MHz. An error in the BITSYNC cell limited the maximum analog input frequency to 150 MHz, where 7.8 effective bits are obtained. A complete list of specifications for the device is presented in Table II . A chip micrograph is shown in Fig. 14, where 
