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Abstrakt
Tato diplomova´ pra´ce se zaby´va´ implementac´ı smeˇrovac´ıho protokolu RIPng v prostrˇed´ı
OMNeT++/INET. K tomu popisuje samotny´ RIPng protokol a jeho specifika na zarˇ´ızen´ıch
Cisco. Da´le ujasnˇuje vy´znamne´ pojmy jako IPv6 a distance-vektor smeˇrovac´ı protokoly.
Pra´ce take´ popisuje prostrˇed´ı OMNeT++ a jeho rozsˇ´ıˇren´ı INET, u ktere´ho se zameˇrˇuje
na soucˇasny´ stav implementace komponent nutny´ch pro integraci protokolu RIPng.
Abstract
This master thesis deals with the implementation of the RIPng routing protocol in the
OMNeT++/INET environment. It describes the RIPng protocol and its specifics on the
Cisco devices. It clarifies important concepts such as IPv6 and distance-vector routing
protocols. The thesis also describes the OMNeT++ environment and the INET Framework,
where it focuses on the current status of implementation of the components required for
the RIPng protocol integration.
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Kapitola 1
U´vod
Pomoc´ı simulace mu˚zˇeme pocˇ´ıtacˇovou s´ıt’ analyzovat. To je vhodne´ zejme´na u noveˇ vznika-
j´ıc´ı s´ıteˇ naprˇ. pro zjiˇsteˇn´ı optima´ln´ı konfigurace. Pokud je potrˇeba prove´st zmeˇny v pocˇ´ıta-
cˇove´ s´ıti, mu˚zˇeme je nejdrˇ´ıve simulovat v modelu s´ıteˇ, oveˇrˇit jejich funkcˇnost, a pote´ novou
a oveˇrˇenou konfiguraci vytvorˇit na rea´lny´ch prvc´ıch s´ıteˇ.
C´ılem te´to pra´ce je implementovat smeˇrovac´ı protokol RIPng v prostrˇed´ı OMNeT++,
prˇicˇemzˇ tento protokol bude soucˇa´st´ı Frameworku INET, a rozsˇ´ıˇrit tak mozˇnosti simulova´n´ı
s´ıt´ı v tomto prostrˇed´ı.
Kapitola 2 obsahuje strucˇny´ popis protokolu IP a zameˇrˇuje se na adresaci v IPv6, kterou
protokol RIPng vyuzˇ´ıva´.
V kapitole 3 je popsa´na skupina distance-vektor smeˇrovac´ıch protokol˚u a jejich im-
plementace na zarˇ´ızen´ıch Cisco. Da´le jsou zdokumentova´ny specifikace protokolu RIPng
na smeˇrovacˇi Cisco, ze ktery´ch vycha´z´ı tato pra´ce.
Standard protokolu RIPng je popsa´n v kapitole 5. Jsou zde uvedene´ vlastnosti tohoto
protokolu a take´ jeho strucˇna´ historie.
V kapitole 6 je popsa´n projekt OMNeT++ s rozsˇ´ıˇren´ım INET, ktere´ poskytuj´ı vy´vojove´
a simulacˇn´ı prostrˇed´ı pro tvorbu simulac´ı pocˇ´ıtacˇovy´ch s´ıt´ı.
Aby bylo mozˇne´ implementovat rozsˇ´ıˇren´ı Frameworku INET v podobeˇ protokolu RIPng,
je potrˇeba prove´st analy´zu soucˇasne´ho stavu. V kapitole 7 jsou popsa´ny dostupne´ funkce
bal´ıcˇku INET, ktere´ jsou kl´ıcˇove´ pro implemenatci RIPng, a prˇ´ıpadneˇ jejich omezen´ı.
Samotna´ implementace vytvorˇena´ v te´to pra´ci je popsa´na v kapitole 8, ktera´ take´ uva´d´ı
zmeˇny provedene´ v˚ucˇi rozsˇ´ıˇren´ı INET.
Kapitola 9 se zaby´va´ testova´n´ım implementace a vy´sledky ze simulac´ı porovna´va´ s
rea´lnou s´ıt´ı slozˇenou ze zarˇ´ızen´ı Cisco.
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Kapitola 2
IP protokol
Tato kapitola se strucˇneˇ veˇnuje protokolu IP (Internet Protocol) a zameˇrˇuje se na adresova´n´ı
v IP verze 6 (IPv6), ktere´ je d˚ulezˇite´ pro popis smeˇrovac´ıho protokolu RIPng. Informace
o protokolu IPv6 jsem cˇerpal z [17] a [5].
IP protokol se rozsˇ´ıˇril azˇ od 4. verze (oznacˇova´na jako IPv4), ktera´ je popsa´na ve stan-
dardu RFC 791 z roku 1981 [26]. Tento protokol je urcˇen pro prˇenost dat – paket˚u – po s´ıti,
proto jednotlivy´m uzl˚um v s´ıti prˇiˇrazuje adresu pro lokalizaci a identifikaci.
Prˇes vsˇechny nedostatky je v soucˇasnosti IPv4 sta´le nejrozsˇ´ıˇreneˇjˇs´ım protokolem pro prˇe-
nos dat v Internetu. Nejveˇtsˇ´ım jeho nedostatkem je maly´ pocˇet adres, ktery´mi je schopen
jednoznacˇneˇ identifikovat uzly v s´ıti (adresy jsou de´lky 32 bit˚u). Proto se zacˇ´ına´ prosazovat
protokol IPv6, ktery´ zveˇtsˇuje de´lku adresy na 128 bit˚u. Standard protokolu IPv6 je rozdeˇ-
len do neˇkolika dokument˚u. Pro tuto pra´ci je podstatne´ pouze adresova´n´ı, ktere´ popisuje
na´sleduj´ıc´ı odstavce.
2.1 Adresova´n´ı v IPv6
Posledn´ı verze standardu adresova´n´ı v protokolu IPv6 je popsa´na v RFC 3513 z roku 2003
[10].
IPv6 adresa se skla´da´ z osmi skupin hexadecima´ln´ıch cˇ´ıslic oddeˇleny´ch dvojtecˇkou.
Nuly na zacˇa´tku adresy mu˚zˇou by´t vynecha´ny a libovolny´ pocˇet nul (po sobeˇ jdouc´ıch)
mu˚zˇe by´t nahrazen dveˇmi dvojtecˇkami (::). :: se mu˚zˇe v IPv6 adrese vyskytnout pouze jed-
nou. Prˇ´ıklad IPv6 adresy: 2001:0db8:85a3:0042:0000:8a2e:0370:7334. A ve zkra´cene´ formeˇ:
2001:0db8:85a3:0042::8a2e:0370:7334.
U unicastovy´ch IPv6 adres obvykle prvn´ıch 64 bit˚u znacˇ´ı adresu (pod)s´ıteˇ oznacˇovany´ch
jako prefix a zbyly´ch 64 bit˚u identifikuje uzel. De´lka prefixu ale mu˚zˇe by´t r˚uzna´. Pokud jde
o adresu s´ıteˇ, de´lka prefixu se uva´d´ı za lomı´tkem, tedy naprˇ.: 2001:db8:12::/64. Adresa s´ıteˇ
se cˇasto oznacˇuje pouze jako prefix.
IPv6 pouzˇ´ıva´ na´sleduj´ıc´ı typy adres:
• Unicast adresa - identifikuje jediny´ uzel nebo rozhran´ı.
• Multicast adresa - identifikuje skupinu uzl˚u nebo rozhran´ı.
• Anycast adresa - identifikuje skupinu uzl˚u nebo rozhran´ı.
Rozd´ıl mezi multicastovou adresou a anycastovou adresou je ve zp˚usobu dorucˇen´ı pa-
ketu. U multicastove´ adresy je paket dorucˇen vsˇem uzl˚um ve skupineˇ, zat´ımco u anycastove´
adresy je paket dorucˇen nejblizˇsˇ´ımu uzlu v dane´ skupineˇ.
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Adresn´ı prostor je v IPv6 rozdeˇlen dle platnosti adres do region˚u, ktere´ jsou zobrazeny
na obra´zku 2.1 a popsa´ny da´le.
Veřejný Lokální Linkový
Obra´zek 2.1: Rozdeˇlen´ı IPv6 adres do region˚u
• Verˇejny´ (angl. Global) - adresa z tohoto prostoru je globa´lneˇ platna´ a mu˚zˇe by´t
smeˇrova´na v cele´m Internetu. Skla´da´ se z globa´ln´ı prefixu, ktery´ prˇiˇrazuje IANA1
jednotlivy´m service provider˚um, SLA (Site Level Aggregator) prˇiˇrazeny´ koncove´mu
uzˇivateli service providerem, LAN (Local Area Network) cˇa´sti, ktera´ reprezentuje
pods´ıt’ v ra´mci s´ıteˇ koncove´ho uzˇivatele a samotne´ adresy rozhran´ı. Viz obra´zek 2.2.
16 bitů
SLA
3 bity
001
64 bitů
adresa rozhraní
adresa sítě
29 bitů
globální prefix
ISP hostsíť
16 bitů
LAN
LAN
Obra´zek 2.2: Globa´ln´ı IPv6 unicast adresa
• Loka´ln´ı (angl. Unique Local) - obdoba priva´tn´ı adresy u IPv4. Adresa z tohoto pro-
storu se pouzˇ´ıva´ pro komunikaci na loka´ln´ı s´ıti a nen´ı mozˇne´ ji pouzˇ´ıt pro smeˇrova´n´ı
v Internetu. Prvn´ıch 8 bit˚u te´to adresy je rovno 1111 1101 (prefix FD00::/7), za nimi
na´sleduje globa´ln´ı ID, ktere´ prˇiˇrazuje administra´tor loka´ln´ı s´ıteˇ, a obvykle ID pod-
s´ıteˇ, jenzˇ se typicky definuje podle hierarchicke´ho adresn´ıho pla´nu, aby byla mozˇna´
sumarizace cest. Loka´ln´ı adresa je zobrazena na obra´zku 2.3.
40 bitů
globální ID
7 bitů
1111 110
FD00::/7
64 bitů
adresa rozhraní
1
16 bitů
ID podsítě
128 bitů
1 bit: 1 = lokálně přiřazeno, 
          0 = pro budoucí rozšíření
Obra´zek 2.3: Loka´ln´ı IPv6 unicast adresa
1IANA - Internet Assigned Numbers Authority, http://www.iana.org
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• Linkovy´ (angl. Link Local) - linkova´ adresa je automaticky prˇideˇlena kazˇde´mu rozhran´ı
pouzˇ´ıvaj´ıc´ı IPv6 protokol. Ma´ vy´znam pouze pro komunikaci dvou uzl˚u na stejne´
lince a je urcˇena pomoc´ı prvn´ıch deseti bit˚u (FE80). Zby´vaj´ıc´ıch 54 bit˚u prefixu
mu˚zˇe by´t nula nebo libovolneˇ nakonfigurovana´ hodnota. Linkova´ adresa je zna´zorneˇna
na obra´zku 2.4.
54 bitů
10 bitů
1111 1110 10
FE80::/10
64 bitů
adresa rozhraní
128 bitů
Obra´zek 2.4: Linkova´ IPv6 unicast adresa
Adresn´ı prostor IPv6 nav´ıc shrnuje tabulka 2.1.
Prefix/de´lka prefixu Vy´znam adresy
::/128 nespecifikovana´
::1/128 loopback
2000::/3 globa´ln´ı
fc00::/7 loka´ln´ı
fe80::/10 linkova´
ff00::/8 multicast
Tabulka 2.1: Adresn´ı prostor IPv6
2.1.1 IPv6 multicastove´ adresy
IPv6 multicastove´ adresy maj´ı prefix FF00::/8, za ktery´m na´sleduje 8 bit˚u urcˇuj´ıc´ıch rozsah
platnosti a zˇivotnost te´to adresy. IPv6 multicastova´ adresa je zna´zorneˇna na obra´zku 2.5.
4 bity
životnost
4 bity
rozsah platnosti
8 bitů
1111 1111
112 bitů
identifikace - adresa skupiny
128 bitů
životnost
0
1
trvalá (dobře známá)
dočasná
rozsah platnosti
1
2
5
8
E
uzel
linkový
místo
organizace
globální
Obra´zek 2.5: Zobrazen´ı nastaven´ı RIPng procesu na smeˇrovacˇi Cisco
V tabulce 2.2 jsou uvedene´ neˇktere´ dobrˇe zna´me´ multicastove´ adresy, ktere´ jsou pou-
zˇity v rˇadeˇ intern´ıch mechanismu˚ IPv6. Naprˇ´ıklad adresa FF02::1 nahrazuje broadcastovou
adresu, ktera´ v IPv6 neexistuje. Tabulku vsˇech dobrˇe zna´my´ch multicastovy´ch adres lze
nale´zt v [16].
7
Adresa Vy´znam
FF01::1 tento uzel
FF02::1 vsˇechny uzly na lince
FF01::2 tento smeˇrovacˇ
FF02::2 vsˇechny smeˇrovacˇe na lince
FF05::2 vsˇechny smeˇrovacˇe v Internetu
Tabulka 2.2: Neˇktere´ IPv6 multicastove´ adresy
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Kapitola 3
Distance-vektor smeˇrovac´ı
protokoly
Tato kapitola strucˇneˇ popisuje distance-vector smeˇrovac´ı protokoly, jejich funkci a neˇktere´
mechanismy. Jsou zde take´ uvedeni za´stupci tohoto typu protokol˚u, kterˇ´ı se pouzˇ´ıvaj´ı nebo
vy´znamneˇ prˇispeˇly k dalˇs´ımu vy´voji. V posledn´ı cˇa´sti jsou popsa´ny distance-vector smeˇ-
rovac´ı protokoly podporovane´ firmou Cisco1 a podoba protokolu RIPng na zarˇ´ızen´ıch te´to
firmy.
Pomoc´ı smeˇrovac´ıho protokolu je smeˇrovacˇ (router) schopen urcˇit nejlepsˇ´ı cestu mezi
dveˇma pocˇ´ıtacˇovy´mi s´ıteˇmi (da´le take´ jen jako
”
s´ıteˇ“) nebo uzly a tyto cesty ukla´dat do smeˇ-
rovac´ı tabulky. Distance-vektor smeˇrovac´ı protokoly jsou jednou ze dvou hlavn´ıch skupin
smeˇrovac´ıch protokol˚u, ktere´ se v soucˇasne´ dobeˇ pouzˇ´ıvaj´ı. Tyto protokoly si vymeˇnˇuj´ı smeˇ-
rovac´ı informace (da´le take´ jako
”
aktualizace“) o dostupny´ch s´ıt´ıch jako vektor vzda´lenost´ı
a smeˇru. Vzda´lenost je metrika pro urcˇen´ı nejlepsˇ´ı cesty.
S´ıteˇ prˇipojene´ k dane´mu smeˇrovacˇi maj´ı vzda´lenost rovnou nule nebo jedne´ podle spe-
cifikace dane´ho protokolu. Pokud smeˇrovacˇ obdrzˇ´ı zpra´vu o dostupny´ch s´ıt´ıch od jine´ho
smeˇrovacˇe, zvy´sˇ´ı vzda´lenost pro kazˇdou s´ıt’ v te´to zpra´veˇ o definovanou hodnotu (cˇasto
o jedna, potom se vzda´lenost nazy´va´ pocˇet skok˚u – anglicky hop-count, nebo podle infor-
mac´ı o lince, prˇes kterou zpra´va prˇiˇsla), a takto z´ıskane´ informace pouzˇije pro urcˇen´ı nejlepsˇ´ı
cesty, prˇ´ıpadneˇ pro ulozˇen´ı do smeˇrovac´ı tabulky a dalˇs´ı distribuci.
Typicky´ distance-vektor smeˇrovac´ı protokol periodicky pos´ıla´ informace o vsˇech dostup-
ny´ch s´ıt´ıch (ulozˇeny´ch ve smeˇrovac´ı tabulce) vsˇem sousedn´ım smeˇrovacˇ˚um. Pokud dosˇlo
ke zmeˇneˇ, naprˇ. neˇktera´ ze s´ıt´ı se stala nedostupnou, odesˇle zpra´vu obsahuj´ıc´ı pouze tyto
zmeˇny ihned.
S´ıt’ mu˚zˇe by´t oznacˇena jako nedostupna´, pokud:
• je zna´ma skrze jiny´ smeˇrovacˇ a tato s´ıt’ nebyla po urcˇity´ cˇasovy´ interval obsazˇena
v zˇa´dne´ aktualizaci,
• vzda´lenost s´ıteˇ v aktualizaci byla rovna nekonecˇne´ metrice - viz da´le nebo
• rozhran´ı, na ktere´m byla s´ıt’ prˇipojena prˇestane by´t funkcˇn´ım.
Vy´hodou distance-vektor smeˇrovac´ıch protokol˚u je jejich relativneˇ jednoducha´ imple-
mentace (naprˇ. oproti link-state smeˇrovac´ım protokol˚um2). Nevy´hodou je velikost aktuali-
1http://www.cisco.com/
2Druha´ velka´ skupina smeˇrovac´ıch protokol˚u, viz naprˇ. http://en.wikipedia.org/wiki/Link-
state routing protocol
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zac´ı, ktere´ jsou periodicky pos´ıla´ny, u rozsa´hly´ch s´ıt´ı.
3.1 Nekonecˇna´ metrika
Distance-vektor smeˇrovac´ı protokoly mus´ı mı´t zavedenu nekonecˇnou metriku, ktera´ zna-
mena´, zˇe je s´ıt’ nedostupna´. To poma´ha´ eliminovat smeˇrovac´ı smycˇky (viz [6]) a zkra´tit
dobu, po ktere´ se smeˇrovacˇe dozv´ı, zˇe se s´ıt’ stala nedostupnou – mechanismem route poi-
soning, jenzˇ umozˇnˇuje smeˇrovacˇi odeslat zpra´vu o nedostupny´ch s´ıt´ıch ihned po tom, co se
staly nedostupny´mi. Takovy´m s´ıt´ım se ve zpra´veˇ nastav´ı nekonecˇna´ metrika.
3.2 Split horizon
Split horizon je mechanismus, pomoc´ı ktere´ho distance-vektor smeˇrovac´ı protokoly prˇed-
cha´zej´ı smycˇka´m mezi sousedy. Pokud je pouzˇit split horizon, smeˇrovacˇ neodesˇle informaci
o c´ılove´ s´ıti na rozhran´ı, skrze ktere´ tuto informaci obdrzˇel.
Existuje take´ split horizon s poisoned reverse (neˇkdy oznacˇen pouze poison reverse),
ktery´ c´ılove´ s´ıteˇ odes´ıla´ i na rozhran´ı, skrze ktere´ je obdrzˇel – s nekonecˇnou metrikou. Vy´-
hoda te´to modifikace split horizon je odstraneˇn´ı veˇtsˇiny smycˇek, nezˇ se stihnout propagovat
da´le po s´ıti. Nevy´hodou mu˚zˇe by´t na´rust velikosti zpra´v obsahuj´ıc´ı tyto
”
nedostupne´“ s´ıteˇ.
3.3 Prˇ´ıklady distance-vektor smeˇrovac´ıch protokol˚u
3.3.1 RIP
Mezi nejzna´mneˇjˇs´ı distance-vektor protokoly patrˇ´ı RIP, ktere´mu se detailneˇ veˇnuje tato
pra´ce v kapitole 5.
3.3.2 IGRP a EIGRP
IGRP (Interior Gateway Routing Protocol) je proprieta´rn´ı smeˇrovac´ı protokol firmy Cisco,
ktery´ byl vyvinut v polovineˇ osmdesa´ty´ch let a meˇl, mimo jine´, odstranit nedostatek pro-
tokolu RIP – maxima´ln´ı velikost hop-count (16). Proto IGRP pouzˇ´ıva´ jako metriku kombi-
naci zpozˇdeˇn´ı prˇi komunikaci, sˇ´ıˇrky pa´sma, spolehlivosti a zat´ızˇen´ı linky. Z protokolu IGRP
vycha´z´ı dnes pouzˇ´ıvany´ protokol EIGRP (Enhanced Interior Gateway Routing Protocol)
s rychlou konvergenc´ı a n´ızkou spotrˇebou sˇ´ırky pa´sma. Tento protokol pouzˇ´ıva´ pro zamezen´ı
smeˇrovac´ıch smycˇek Feasibility Condition, cozˇ je podmı´nka, kterou pokud cesta splnˇuje,
je garantova´na jako bezsmycˇkova´. Prˇestozˇe se EIGRP neˇkdy rˇad´ı do skupiny
”
pokrocˇily´
distance-vektor smeˇrovac´ı protokol“, Cisco ho oznacˇuje jako
”
balanced hybrid routing pro-
tocol“. Vı´ce se o IGRP a EIGRP lze dozveˇdeˇt z [15] a [14].
3.3.3 AODV
AODV (Ad hoc On-Demand Distance Vector Routing) je protokol pouzˇ´ıvany´ v bezdra´to-
vy´ch ad-hoc s´ıt´ıch3. Tento protokol je reaktivn´ı – vytva´rˇ´ı cestu k c´ılove´mu uzlu pouze pokud
je potrˇeba. Pro zamezen´ı vytva´rˇen´ı smeˇrovac´ıch smycˇek pouzˇ´ıva´ u kazˇde´ho c´ıle v aktualizaci
sekvencˇ´ı cˇ´ıslo. Toto cˇ´ıslo je generova´no pouze v uzlu, ke ktere´mu je c´ılovy´ uzel prˇipojen.
Vı´ce o AODV se lze dozveˇdeˇt ze standardu RFC 3561, viz [22].
3Decentralizovana´ bezdra´tova´ s´ıt’, viz naprˇ. http://en.wikipedia.org/wiki/Wireless ad-hoc network.
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3.3.4 Babel
Protokol Babel je zalozˇeny´ na protokolech AODV a EIGRP a je urcˇen pro dra´tove´ i bez-
dra´tove´ s´ıteˇ (proto Babel poskytuje robustn´ı metody vzhledem k mobiliteˇ c´ılovy´ch uzl˚u).
Babel prˇi absenci zmeˇn topologie s´ıteˇ nezateˇzˇuje s´ıt’ aktualizacemi tolik, jako protokol RIP.
Pro zamezen´ı smeˇrovac´ıch smycˇek vycha´z´ı Babel z mechanismu EIGRP (Feasibility
Condition) a jako metriku pouzˇ´ıva´ expected transmission count, cozˇ je rea´lne´ cˇ´ıslo uda´vaj´ıc´ı
prˇedpokla´da´ny´ pocˇet prˇenos˚u paketu k c´ıly bez chyby.
Protokol Babel je popsa´n ve standardu RFC 6126 [2].
3.4 Distance-vektor smeˇrovac´ı protokoly na zarˇ´ızen´ıch Cisco
Cisco4 je jednou z nejveˇtsˇ´ıch firem vyra´beˇj´ıc´ıch hardware nebo software pro pocˇ´ıtacˇove´ s´ıteˇ.
Cisco bylo zalozˇeno v roce 1984 a jej´ım prvn´ım produktem byl smeˇrovacˇ Bosack. V soucˇasne´
dobeˇ jsou smeˇrovacˇe jedn´ım z hlavn´ıch produkt˚u te´to firmy.
Cisco smeˇrovacˇe5 podporuj´ı celou rˇadu sluzˇeb – firewall, VPN, IPS, atd. – podle nain-
stalovane´ho operacˇn´ıho syste´mu nazy´vane´ho IOS. Syste´m IOS je v r˚uzny´ch verz´ıch urcˇen
pro r˚uzne´ typy smeˇrovacˇ˚u, podle jejich vy´bavy a to prˇedevsˇ´ım vy´konu. Sluzˇby, ktere´ podpo-
ruj´ı dane´ verze IOS lze nale´zt v [3] a da´le jsou uvedeny pouze podporovane´ distance-vektor
smeˇrovac´ı protokoly.
Firma Cisco se te´meˇrˇ nezaby´va´ bezdra´tovy´mi ad-hoc s´ıteˇmi, proto nenalezneme zarˇ´ızen´ı
podporuj´ıc´ı smeˇrovac´ı protokoly pro tyto s´ıteˇ. V soucˇasnosti podporovane´ distance-vektor
smeˇrovac´ı protokoly jsou:
• RIP,
• RIP pro IPv6 s´ıteˇ (RIPng),
• IGRP,
• EIGRP pro IPv4 s´ıteˇ a
• EIGRP pro IPv6 siteˇ.
Mimo EIGRP pro IPv6 s´ıteˇ jsou tyto protokoly podporova´ny minima´lneˇ od IOS verze
12.0. Protokol EIGRP pro IPv6 s´ıteˇ je podporova´n od verze 12.2.
4http://www.cisco.com/
5Produkty a jejich podporovane´ funkce lze nale´zt na adrese:
http://www.cisco.com/en/US/products/hw/routers/products.html
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Kapitola 4
RIPng na smeˇrovacˇi Cisco
V te´to kapitole jsou uvedeny specifikace protokolu RIPng na smeˇrovacˇi Cisco. Samotny´
standard RIPng (RFC 2080) je popsa´n v kapitole 5.
Cisco smeˇrovacˇe podporuj´ı neˇkolik paralelneˇ beˇzˇ´ıc´ıch RIPng proces˚u a na kazˇde´m roz-
hran´ı lze povolit libovolne´ procesy (RIPng v Cisco implementaci mu˚zˇe odes´ılat nebo prˇij´ımat
zpra´vy i na jine´m portu cˇi adrese, nezˇ je definova´no standardem). Kazˇdy´ proces si udrzˇuje
vlastn´ı databa´zi dostupny´ch s´ıt´ı (cest) a ty prˇ´ıpadneˇ vkla´da´ do smeˇrovac´ı tabulky.
Oproti standardu RFC 2080 Cisco implementace nav´ıc obsahuje pro kazˇdou cestu tzv.
Holddown cˇasovacˇ. Holddown cˇasovacˇ se spust´ı, pokud je cesta oznacˇena jako nedostupna´
(tedy naprˇ´ıklad po vyprsˇen´ı jej´ıho Timeout cˇasovacˇe) a urcˇuje dobu, po kterou bude smeˇro-
vacˇ ignorovat informace o s´ıti urcˇenou danou cestou. Vy´znam tohoto prˇ´ıstupu je zamezen´ı
vytva´rˇen´ı docˇasny´ch smeˇrovac´ıch smycˇek, ktere´ mu˚zˇou vznikat prˇi konvergenci s´ıteˇ.
Dalˇs´ımi rozsˇ´ıˇren´ımi jsou:
• mozˇnost k RIPng aktualizac´ım na jednotlivy´ch rozhran´ıch prˇida´vat defaultn´ı cestu,
• na kazˇde´m rozhran´ı lze definovat hodnotu, o kterou se zvy´sˇ´ı metrika prˇijaty´ch cest,
• prˇijate´ nebo odes´ılane´ s´ıteˇ lze na jednotlivy´ch rozhran´ıch sumarizovat,
• nastaven´ı cˇasovacˇ˚u na vlastn´ı hodnoty,
• mozˇnost ulozˇen´ı v´ıce cest do stejne´ s´ıteˇ se stejnou metrikou,
• filtrova´n´ı prˇijaty´ch a odes´ılany´ch cest a
• redistribuce s´ıt´ı z jiny´ch protokol˚u.
Zarˇ´ızen´ı Cisco implementuj´ı v´ıce smeˇrovac´ıch protokol˚u, ktere´ pouzˇ´ıvaj´ı odliˇsne´ metriky.
Pokud neˇktere´ protokoly znaj´ı cestu do stejne´ s´ıteˇ, je nutne´ rozhodnout, ktera´ je lepsˇ´ı
a nainstaluje se do smeˇrovac´ı tabulky (cozˇ nelze urcˇit porovna´n´ım jejich metrik). Proto
existuje tzv. administrativn´ı vzda´lenost (AD), ktera´ definuje spolehlivost protokolu – nizˇsˇ´ı
znamena´ lepsˇ´ı. Protokol RIPng ma´ definovanou AD jako 120 (ale je mozˇne´ ji zmeˇnit).
4.1 Vy´pis informac´ı o RIPng na smeˇrovacˇi Cisco
Pomoc´ı prˇ´ıkazu show ipv6 rip process-name lze zobrazit nastaven´ı RIPng procesu.
Na obra´zku 4.1 je zobrazena konfigurace pra´veˇ spusˇteˇne´ho RIPng procesu na rozhran´ıch
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FastEthernet1/0 a FastEthernet1/1. Tento proces take´ redistribuuje prˇ´ımo prˇipojene´
s´ıteˇ.
Obra´zek 4.1: Zobrazovane´ informace o RIPng procesech na smeˇrovacˇi Cisco
Pro zobrazen´ı databa´ze cest RIPng proces˚u lze pouzˇ´ıt prˇ´ıkaz show ipv6 rip database
(nebo show ipv6 rip process-name database pro zobrazen´ı databa´ze konkre´tn´ıho pro-
cesu). Pro kazˇdou cestu se vyp´ıˇse jej´ı metrika, zda je nainstalova´na do smeˇrovac´ı tabulky,
vy´stupn´ı rozhran´ı, Next Hop adresa a jej´ı Timeout cˇasovacˇ. Pokud je cesta nedostupna´,
je u n´ı zobrazen jej´ı Garbage-Collection Time a Holddown cˇasovacˇ. Obra´zek 4.2 ukazuje
prˇ´ıklad vy´pisu databa´ze vsˇech proces˚u (Garbage-Collection Time cˇasovacˇ je zobrazen jako
advertise).
Obra´zek 4.2: Databa´ze cest RIPng proces˚u na smeˇrovacˇi Cisco
Cˇa´st smeˇrovac´ı tabulky (show ipv6 route), ktera´ ma´ nainstalovane´ cesty RIPng pro-
tokolu (jsou oznacˇeny p´ısmenem R na zacˇa´tku rˇa´dku), je zobrazena na obra´zku 4.3. Admi-
nistrativn´ı vzda´lenost a metrika cest je zobrazena v hranaty´ch za´vorka´ch.
Obra´zek 4.3: Cˇa´st smeˇrovac´ı tabulky na smeˇrovacˇi Cisco
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4.2 Konfigurace RIPng na smeˇrovacˇi Cisco
Tabulka 4.1 sumarizuje prˇ´ıkazy pro konfiguraci protokolu RIPng na smeˇrovacˇi Cisco, ktere´
slouzˇ´ı jako reference pro implementaci protokolu RIPng v te´to pra´ci. Prˇehled vsˇech prˇ´ıkaz˚u
s detailn´ımi informacemi lze nale´zt v [4].
Prˇ´ıkaz Vy´znam
ipv6 unicast-routing Povol´ı IPv6 smeˇrova´n´ı.
ipv6 router rip name Vytvorˇ´ı RIPng proces a prˇejde do rezˇimu na-
staven´ı RIPng.
Prˇ´ıkaz na u´rovni smeˇrovac´ıho procesu
default command Nastav´ı prˇ´ıkazu command vy´choz´ı hodnoty.
distance distance-value Nastav´ı RIPng procesu novou administra-
tivn´ı vzda´lenost.
distribute-list prefix-list
prefix-list-name {in | out}
[interface-type interface-number]
Filtruje prˇijate´ (in) nebo odeslane´ (out)
cesty na dane´m rozhran´ı podle zadane´ho
prefix-listu.
maximum-paths number-paths Urcˇuje maxima´ln´ı pocˇet IPv6 cest do stejne´
s´ıteˇ a se stejnou metrikou, ktere´ budou ulo-
zˇeny do smeˇrovac´ı tabulky.
poison-reverse Povol´ı posion reverse mechanismus.
port udp-port
multicast-group multicast-address
Nastav´ı port a multicastovou adresu pro ko-
munikaci.
redistribute protocol [process-id]
{level-1 | level-1-2 | level-2}
[metric metric-value]
[metric-type {internal | external}]
[route-map map-name]
Redistribuje specifikovane´ cesty do dane´ho
RIPng procesu. Parametr protocol mu˚zˇe na-
by´vat na´sleduj´ıc´ıch hodnot: bgp, connected,
isis, rip nebo static.
split-horizon Povol´ı split horizon mechanismus.
timers update route
holdown route-garbage-collection
Nastav´ı vsˇem cˇasovacˇ˚um RIPng procesu
nove´ hodnoty.
Prˇ´ıkaz na u´rovni rozhran´ı
ipv6 rip name enable Na dane´m rozhran´ı povol´ı specifikovany´
RIPng proces.
ipv6 rip name default-information
{only | originate}
[metric metric-value]
Vlozˇ´ı IPv6 defaultn´ı cestu (::/0) do aktuali-
zac´ı specifikovane´ho RIPng procesu na da-
ne´m rozhran´ı. Pokud je uveden parametr
only, na tomto rozhran´ı se bude odes´ılat
pouze defaultn´ı cesta.
metric-offset offset Uprav´ı inkrementova´n´ı metriky prˇijaty´ch
cest na dane´m rozhran´ı.
summary-address summary-prefix Na dane´m rozhran´ı se budou sumarizovat ad-
resy ze zadane´ho prefixu.
Tabulka 4.1: Prˇehled prˇ´ıkaz˚u pro konfiguraci protokolu RIPng na smeˇrovacˇi Cisco
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Kapitola 5
Smeˇrovac´ı protokol RIPng
V te´to kapitole je strucˇneˇ popsa´na historie protokolu RIP (Routing Information Protocol),
ze ktere´ho protokol RIPng (RIP next generation) vycha´z´ı. Da´le je zde popsa´na specifi-
kace protokolu RIPng. Prˇestozˇe zmı´neˇne´ protokoly veˇtsˇinu vlastnost´ı sd´ılej´ı, budou tyto
vlastnosti vztazˇeny prˇ´ımo k protokolu RIPng.
5.1 Historie
Prvn´ı specifikace protokolu RIP je popsa´na v RFC 1058 [9] z roku 1988. Samotny´ protokol
RIP ale vznikl drˇ´ıve (koncem 70. let) a je nejstarsˇ´ım pouzˇ´ıvany´m smeˇrovac´ım protokolem.
Rozsˇ´ıˇril se d´ıky sve´ jednoduchosti, ktera´ prˇedcˇila jeho limitace. Jedn´ım z velky´ch nedostatk˚u
prvn´ı verze protokolu RIP bylo smeˇrova´n´ı podle trˇ´ıd IPv4 adres A, B nebo C. To neumozˇ-
nˇovalo existenci r˚uzneˇ velky´ch pods´ıt´ı uvnitrˇ jedne´ trˇ´ıdy IP adres. Protokol RIP je soucˇa´st´ı
aplikacˇn´ı vrstvy modelu ISO/OSI1 a komunikuje pomoc´ı transportn´ıho protokolu UDP2
na portu 520.
V roce 1993 byla vyvinuta druha´ verze protokolu RIP - RIPv2 (naposledy upravena
v roce 1998 a popsa´na v RFC 2453 [19]). Ta odstranˇuje trˇ´ıdnost tohoto protokolu – d´ıky
uveden´ı masky s´ıteˇ v zas´ılany´ch aktualizac´ıch – a nav´ıc zava´d´ı autentizaci.
Protokol RIPng je rozsˇ´ıˇren´ım protokolu RIPv2 a prˇina´sˇ´ı podporu pro IPv6 s´ıteˇ.
5.2 Vlastnosti
RIPng je vektoroveˇ orientovany´ smeˇrovac´ı protokol, jehozˇ specifikaci lze nale´zt v RFC 2080
[18].
Jako metriku pouzˇ´ıva´ pocˇet skok˚u k c´ıly (hop-count) a nejkratsˇ´ı cestu urcˇuje pomoc´ı
Ford-Fulkerson (nebo take´ Bellman-Ford) algoritmu [8].
Tento protokol je urcˇen pro jeden autonomn´ı syste´m (AS)2 a pro s´ıteˇ strˇedn´ı velikosti.
Do rozsa´hly´ch a komplexn´ıch s´ıt´ı nen´ı d´ıky svy´m limitac´ım a princip˚um prˇ´ıliˇs vhodny´.
V samotne´m protokolu RIPng nen´ı specifikova´na autentizace, u ktere´ se prˇedpokla´da´,
zˇe bude zajiˇsteˇna jiny´m zp˚usobem, naprˇ. pomoc´ı IPsec3.
1International Organization for Standardization/Open System Interconnection - model rozdeˇluj´ıc´ı inter-
netove´ protokoly a standardy do vrstev, viz http://en.wikipedia.org/wiki/OSI model.
2UDP - User Datagram Protocol [23]
2Autonomn´ı syste´m - mnozˇina IP s´ıt´ı a smeˇrovacˇ˚u pod jednou technickou spra´vou
3IPsec - Internet Protocol Security, http://en.wikipedia.org/wiki/IPsec.
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5.3 Komunikace
RIPng komunikuje pomoc´ı UDP portu 521 (da´le take´ jako RIPng port). Aktualizace jsou
zas´ıla´ny na multicastovou skupinu FF02::9 (da´le take´ jako multicastova´ adresa RIPng).
Existuj´ı 2 za´kladn´ı typy zpra´v:
• Request (pozˇadavek) - kap. 5.5 a
• Response (odpoveˇd’) - kap. 5.4.
5.3.1 Forma´t zpra´vy protokolu RIPng
Zpra´vy zas´ılane´ protokolem RIPng maj´ı strukturu, ktera´ je zobrazena na obra´zku 5.1.
Obra´zek 5.1: Forma´t zpra´vy protokolu RIPng
Pole Command obsahuje:
• 1, pokud se jedna´ o zpra´vu typu Response nebo
• 2, pokud jde o zpra´vu typu Request.
Pole Version obsahuje verzi protokolu (v soucˇasne´ dobeˇ vzˇdy 1).
Posledn´ı pole v hlavicˇce – Must Be Zero – mus´ı by´t prˇi odes´ıla´n´ı zpra´vy nastaveno na 0
a ignorova´no prˇi prˇijet´ı.
Za´znamy o dostupny´ch s´ıt´ıch jsou prˇena´sˇeny v pol´ıch Routing Table Entry (da´le take´
jako
”
RTE“). Forma´t pole RTE je na obra´zku 5.2.
Obra´zek 5.2: Forma´t pole RTE
Pole IPv6 Prefix obsahuje adresu s´ıteˇ (prefix). Route Tag by meˇl obsahovat ozna-
cˇen´ı s´ıteˇ - naprˇ. zda se jedna´ o s´ıt’ distribuovanou z jine´ho protokolu. Prefix Len urcˇuje
de´lku prefixu. Pole Metric uda´va´ vzda´lenost s´ıteˇ (viz kap. 5.2), prˇi ukla´da´n´ı RTE se tato
vzda´lenost veˇtsˇinou zveˇtsˇ´ı o jedna.
Maxima´ln´ı pocˇet pol´ı v jedne´ zpra´ve RIPng je omezen velikost´ı MTU4 me´dia, po ktere´m
se prˇena´sˇ´ı RIPng zpra´va, viz [18].
4MTU - Maximum Transmission Unit, maxima´ln´ı velikost jednotky dat, ktera´ mu˚zˇe by´t po me´diu prˇe-
nesena.
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5.3.2 Specia´ln´ı typ RTE
Protokol RIPng umozˇnˇuje urcˇit dalˇs´ı skok (Next Nop) pro RTE (jinak je urcˇen ze zdrojove´
adresy zpra´vy). Next Hop se specifikuje jako RTE za´znam, kde pole IPv6 Prefix urcˇuje
Next Hop adresu, pole Route Tag a Prefix Len je nastaveno na 0 a pole Metric ma´
hodnotu 0xFF. Vsˇechny RTE na´sleduj´ıc´ı za takovy´m za´znamem maj´ı potom Next Hop
urcˇen z tohoto za´znamu. Jako Next Hop adresa mus´ı by´t adresa typu link-local, jinak je
ignorova´na a Next Hop se opeˇt urcˇ´ı ze zdrojove´ adresy zpra´vy (tote´zˇ v prˇ´ıpadeˇ, kdy Next
Hop = 0:0:0:0:0:0:0:0).
5.4 Zpra´vy typu Response
Zpra´vy typu Response obsahuj´ı dostupne´ s´ıteˇ (prˇipojene´ prˇ´ımo nebo naucˇene´ pomoc´ı pro-
tokolu RIPng) a jsou vytvorˇeny a odesla´ny pokud:
• je nutne´ vygenerovat pravidelnou aktualizaci (tzv. Regular Update Message) - gene-
ruje se kazˇdy´ch 30 sekund viz kap. 5.6,
• se zmeˇnila metrika cesty (tzv. Triggered Update Message),
• je prˇijata zpra´va typu Request.
5.4.1 Vytvorˇen´ı zpra´vy typu Response
Response zpra´va se vytva´rˇ´ı pro kazˇdou prˇipojenou s´ıt’ (kazˇde´ rozhran´ı), pokud se jedna´
o Regular Update Message nebo Triggered Update Message. Rozd´ıl mezi teˇmito zpra´vami
je v jejich obsahu. Regular Update Message mus´ı obsahovat vsˇechny dostupne´ s´ıteˇ, zat´ımco
Triggered Update Message mu˚zˇe obsahovat pouze RTE ze smeˇrovac´ı tabulky, u nichzˇ se
zmeˇnila metrika (naprˇ. s´ıt’ se stala nedostupnou, tyto RTE maj´ı nastaven Route Change
Flag, viz kap. 5.7). Pro tyto typy zpra´v je pouzˇita jako zdrojova´ adresa link-local adresa
prˇ´ıslusˇne´ho rozhran´ı (pokud ma´ rozhran´ı v´ıce link-local adres, potom mus´ı vybranou
adresu pouzˇ´ıvat po celou dobu, po ktere´ je dostupna´), jako c´ılova´ adresa je nastavena
multicastova´ skupina RIPng protokolu (FF02::9) a c´ılovy´ port je RIPng port 521. Na kazˇde´
RTE v teˇchto zpra´va´ch je aplikova´n split horizon – s´ıt’ se neodesˇle na rozhran´ı, skrze ktere´
byla naucˇena, viz kap. 3.
Pokud se vytva´rˇ´ı Response zpra´va, protozˇe na ni byl prˇijat pozˇadavek, odes´ıla´ se tato
zpra´va se zdrojem a c´ılem dle tabulky 5.1. Jestlizˇe nav´ıc pozˇadavek obsahoval zˇa´dost na kon-
kre´tn´ı RTE za´znam (v´ıce o pozˇadavc´ıch v kapitole 5.5), tak v prˇ´ıpadeˇ nalezen´ı tohoto RTE
za´znamu ve smeˇrovac´ı tabulce, se na neˇj neaplikuje split horizon.
Request Message Response Message
C´ıl. adr. Zd. port Zd. adr. Zd. port C´ıl. adr. C´ıl. port
FF02::9 521 link-local 521 link-local 521
unicast libovolny´ global-unicast 521 Request zd. adr. Request zd. port
Tabulka 5.1: Zdroj a c´ıl odpoveˇdi na za´kladeˇ u´daj˚u pozˇadavku
V Response zpra´veˇ se nesmı´ objevit RTE s link-local adresou.
Po odesla´n´ı Regular Update Message nebo Triggered Update Message jsou vsˇechny
Route Change Flag resetova´ny.
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5.4.2 Zpracova´n´ı zpra´vy typu Response
Prˇi prˇijmut´ı odpoveˇdi se kontroluje, zda:
• je z RIPng portu,
• je zdrojova´ adresa typu link-local,
• nen´ı zdrojova´ adresa vlastn´ı,
• je u zpra´v Regular Update Message nebo Triggered Update Message nastaven hop-
count na 255 – zpra´va prˇiˇsla od souseda.
Pokud neˇktera´ podmı´nka nevyhov´ı kontrole, je odpoveˇd’ zahozena.
Po kontrole hlavicˇky zpra´vy se procha´z´ı vsˇechny RTE. Kazˇdy´ za´znam se zkontroluje,
jestli obsahuje validn´ı IPv6 prefix (nesmı´ by´t multicast, cˇi link-local adresa), de´lku prefixu
(0-128) a metriku (0-16). Pokud RTE neobsahuje zmı´neˇne´, je ignorova´n.
Kazˇdy´ RTE se zpracuje zp˚usobem, ktery´ je zna´zorneˇn na obra´zku 5.3.
Zvyš metriku cesty (většinou o 1), 
nejvíce na 16 
Existuje RTE ve směrovací 
tabulce?
VLOŽ NOVÝ RTE DO SMĚR. TAB.
 Nastav metriku
 Nastav Next Hop adresu
 Spusť jeho Timeout časovač
 Nastav Route Change Flag
 Indikuj, že se má vytvořit Triggered 
Update Message
NE ANO
Je RTE od stejného 
souseda?
Restartuj Timeout časovač 
(pokud je metrika < 16)
ANO
Má příchozí RTE 
menší metriku?
Konec
Má příchozí RTE 
jinou metriku?
NE
 Nastav existující cestě novou metriku
 Změn Next Hop
 Restartuj Timeout časovač
 Zruš Garbage-Collection časovač, 
pokud běží
 Nastav Route Change Flag
 Indikuj, že se má vytvořit Triggered 
Update Message
NE
ANONE
 Nastav existující cestě novou metriku
 Pokud je nová metrika 16, spusť 
proces mazání cesty (pokud neběží)
 Pokud není nová metrika 16, zruš 
Garbage-Collection časovač (pokud 
běží)
 Nastav Route Change Flag a indikuj, 
že se má vytvořit Triggered Update 
Message
ANO
Metrika < 16
ANO
Obra´zek 5.3: Zpracova´n´ı RTE ze zpra´vy typu Response
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5.5 Zpra´vy typu Request
Zpra´vy typu Request obsahuj´ı pozˇadavek na dostupne´ s´ıteˇ a jsou veˇtsˇinou pos´ıla´ny, pokud:
• se spustil RIPng proces, ktery´ potrˇebuje zjistit vsˇechny dostupne´ s´ıteˇ;
• je potrˇeba diagnostikovat s´ıt’.
V prvn´ım prˇ´ıpadeˇ se pozˇadavky odes´ılaj´ı jako multicast zpra´va z RIPng portu. V prˇ´ıpadeˇ
druhe´m by meˇl by´t pozˇadavek odesla´n na unicastovou adresu smeˇrovacˇe a z jine´ho portu,
nezˇ je RIPng port.
5.5.1 Zpracova´n´ı zpra´vy typu Request
Zpra´va typu Request, stejneˇ jako zpra´va typu Response, obsahuje RTE.
RTE v tomto prˇ´ıpadeˇ znamena´ pozˇadavek, zda je s´ıt’ urcˇena´ t´ımto RTE dostupna´
pro dany´ smeˇrovacˇ. Pro kazˇdou takovou s´ıt’ se k RTE nastav´ı prˇ´ıslusˇna´ metrika. Pokud
pozˇadovana´ s´ıt’ nen´ı dostupna´ je metrika nastavena na 16. Typ zpra´vy se zmeˇn´ı na Re-
sponse a zpra´va je odesla´na zpeˇt.
Pokud pozˇadavek obsahuje pouze jediny´ za´znam RTE, ktery´ ma´ vsˇechna pole, mimo
pole metriky, nastavena na 0 a metriku nastavenu na 16, znamena´ to pozˇadavek na zasla´n´ı
vsˇech dostupny´ch s´ıt´ı (v odpoveˇdi se aplikuje split horizon).
5.6 Cˇasovacˇe
RIPng pouzˇ´ıva´ na´sleduj´ıc´ı cˇasovacˇe:
• Kazˇdy´ch 30 sekund se generuje Regular Update Message, viz kap. 5.4.
• Kazˇdy´ RTE ve smeˇrovac´ı tabulce ma´ vlastn´ı Timeout cˇasovacˇ o de´lce 180 sekund.
Po vyprsˇen´ı tohoto cˇasovacˇe se spust´ı proces maza´n´ı cesty – viz kap. 5.7.
• Kazˇdy´ RTE ve smeˇrovac´ı tabulce ma´ nav´ıc Garbage-Collection Time cˇasovacˇ, ktery´
se spousˇt´ı prˇi procesu maza´n´ı cesty. Tento cˇasovacˇ ma´ de´lku 120 sekund a po jeho
vyprsˇen´ı se RTE odstran´ı ze smeˇrovac´ı tabulky.
• Triggered Update cˇasovacˇ, jehozˇ de´lka je urcˇena na´hodneˇ od 1 do 5 sekund. Tento
cˇasovacˇ se spousˇt´ı prˇed odesla´n´ım Triggered Update Message a pokud se ma´ odeslat
dalˇs´ı Triggered Update Message, odesˇle se azˇ po uplynut´ı tohoto cˇasovacˇe.
5.7 Proces smaza´n´ı cesty
Tento proces je spusˇteˇn pro RTE ve smeˇrovac´ı tabulce, pokud:
• mu vyprsˇel Timeout cˇasovacˇ nebo
• se mu nastavila metrika o de´lce 16.
Proces smaza´n´ı cesty zahrnuje na´sleduj´ıc´ı akce:
• spusˇteˇn´ı Garbage-Collection Time cˇasovacˇe pro dany´ RTE,
• nastaven´ı metriky na 16,
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• nastaven´ı Route Change Flag,
• indikace, zˇe se ma´ vytvorˇit Triggered Update Message zpra´va, viz kap. 5.4.
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Kapitola 6
OMNeT++ a INET
Implementace protokolu RIPng ma´ by´t v prostrˇed´ı OMNeT++/INET, ktere´mu se veˇnuje
tato kapitola. Je zde strucˇneˇ vysveˇtleno, co je OMNeT++ a jak pracuje. Da´le je zde popsa´no
rozsˇ´ıˇren´ı (framework) INET, jenzˇ implementuje neˇktere´ funkce a protokoly pro simulaci
pocˇ´ıtacˇovy´ch s´ıt´ı.
6.1 Prostrˇed´ı OMNeT++
OMNeT++ [20] je simulacˇn´ı knihovna a prostrˇed´ı pro vytva´rˇen´ı simulac´ı. Zameˇrˇuje se prˇe-
devsˇ´ım na simulace s´ıt´ı (telekomunikacˇn´ıch, pocˇ´ıtacˇovy´ch, senzorovy´ch atd.), ale d´ıky sve´
flexibiliteˇ mu˚zˇe by´t pouzˇit i naprˇ. pro simulaci rozsa´hly´ch pocˇ´ıtacˇovy´ch syste´mu˚ nebo hard-
warovy´ch architektur. Pro vytva´rˇen´ı a zobrazen´ı pr˚ubeˇhu simulac´ı poskytuje OMNeT++
graficke´ uzˇivatelske´ prostrˇed´ı (zobrazeno na obra´zku 6.1).
Prostrˇed´ı OMNeT++ vzniklo jako studentsky´ projekt na Technicke´ Univerziteˇ v Buda-
pesˇti v roce 1992. Za jeho autora je povazˇova´n Andra´s Varga. Prvn´ı zverˇejneˇna´ verze je
z roku 1997. OMNeT++ je sˇ´ıˇren jako software s otevrˇeny´m ko´dem pro akademicke´ vyuzˇit´ı.
Existuje take´ komercˇn´ı verze, ktera´ se nazy´va´ OMNEST1. V soucˇasne´ dobeˇ je OMNeT++
sta´le ve vy´voji a aktua´ln´ı verze je 4.2.2.
6.1.1 Moduly
Simulacˇn´ı model je v OMNeT++ slozˇen z hierarchicky usporˇa´dany´ch modul˚u, ktere´ jsou
zna´zorneˇny na obra´zku 6.2. Na nejnizˇsˇ´ı u´rovni jsou jednoduche´ moduly, Simple Modules,
jezˇ poskytuj´ı modelu funkcionalitu pomoc´ı implementace metod v jazyce C/C++. Hierar-
chii pak vytva´rˇej´ı slozˇene´ moduly, Compound Modules, a korˇenovy´ modul se nazy´va´ modul
s´ıteˇ, Network Module. Moduly spolu komunikuj´ı pomoc´ı vstupn´ıch cˇi vy´stupn´ıch bran (in-
put/output gates), ktere´ jsou pomoc´ı spoj˚u (connections) propojeny ve slozˇene´m modulu.
Prˇesny´ popis vytva´rˇen´ı modul˚u lze nale´zt v [21].
Kazˇdy´ modul mu˚zˇe mı´t definovane´ sve´ parametry. Hodnotu parametru lze uve´st prˇ´ımo
u jeho definice nebo v inicializacˇn´ım souboru simulace omnetpp.ini, viz kapitola Assigning
Module Parameters v [21].
1http://www.omnest.com/
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Obra´zek 6.1: Graficke´ uzˇivatelske´ prostrˇed´ı OMNeT++, prˇevzato z [20]
Network (Compound Module)
Compound Module
ConnectionsInput/Output Gates
Simple Module
Obra´zek 6.2: Slozˇen´ı modelu v OMNeT++
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6.2 Rozsˇ´ıˇren´ı INET
INET Framework [11] je soubor knihoven (framework) pro prostrˇed´ı OMNeT++, ktere´
poskytuj´ı funkce pro simulaci komunikacˇn´ıch, prˇedevsˇ´ım pocˇ´ıtacˇovy´ch, s´ıt´ı. Obsahuje im-
plementace protokol˚u z rodiny TCP/IP, ale take´ protokoly PPP, 802.11, MPLS nebo neˇktere´
smeˇrovac´ı protokoly.
Prˇech˚udce Frameworku INET byl bal´ıcˇek modul˚u IPSuite z roku 2000. V roce 2003
prˇevzal IPSuite Andra´s Varga a vsˇechny moduly prˇeorganizoval a zdokumentoval. V roce
2004 byl IPSuite prˇejmenova´n na INET Framework.
INET je v soucˇasne´ dobeˇ sta´le ve vy´voji s aktua´ln´ı verz´ı 2.0.0.
Jak jizˇ bylo zmı´neˇno, INET je rozsˇ´ıˇren´ım prostrˇed´ı OMNeT++. Jednotlive´ proto-
koly a cˇa´sti (rozhran´ı apod.) jsou tedy implementova´ny jako jednoduche´, prˇ´ıpadneˇ slo-
zˇene´ moduly, ktere´ mu˚zˇou by´t da´le pouzˇity pro vytvorˇen´ı slozˇiteˇjˇs´ıho celku, naprˇ. pocˇ´ı-
tacˇe, smeˇrovacˇe nebo cele´ pocˇ´ıtacˇove´ s´ıteˇ. Na obra´zku 6.3 je zobrazena uka´zka smeˇrovacˇe
(Router6.ned) pro protokol IPv6, ktery´ je soucˇa´st´ı Frameworku INET.
Obra´zek 6.3: Uka´zka smeˇrovacˇe v prostrˇed´ı OMNeT++/INET
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Kapitola 7
Soucˇasny´ stav Frameworku INET
V te´to kapitole je popsa´n soucˇasny´ stav implementace modul˚u smeˇrovac´ıch protokol˚u a mo-
dul˚u, ktere´ jsou potrˇebne´ pro implementaci protokolu RIPng ve Frameworku INET. Infor-
mace pro tuto kapitolu jsem cˇerpal zejme´na z manua´lu [12] a dokumentace [13] pro INET.
7.1 Smeˇrovac´ı protokoly
Framework INET dlouhou dobu neobsahoval zˇa´dnou implementaci smeˇrovac´ıho protokolu
pro pocˇ´ıtacˇove´ s´ıteˇ a v soucˇasne´ dobeˇ obsahuje pouze implementaci OSPFv21 (modul
OSPFRouting), ktera´ nav´ıc nen´ı kompletn´ı.
Framework INET da´le rozsˇiˇruje knihovna INETMANET2, ktera´ implementuje ad-hoc
smeˇrovac´ı protokoly:
• DSDV3
• AODV
• DSR4
• DYMO5
V ra´mci projektu ANSA [1] na Fakulteˇ Informacˇn´ıch Technologi´ı Vysoke´ho Ucˇen´ı Tech-
nicke´ho v Brneˇ vzniklo neˇkolik modul˚u, ktere´ rozsˇiˇruj´ı Framework INET. Mezi teˇmito mo-
duly je i smeˇrovac´ı protokol RIP verze 1 od Veroniky Rybove´ (viz [24]). Bohuzˇel se tato
verze protokolu RIP nepouzˇ´ıva´ a nav´ıc d´ıky vy´voji Frameworku INET, jehozˇ autorˇi ne-
hled´ı na zpeˇtnou kompatibilitu, ji nelze prˇelozˇit a tedy ani pouzˇ´ıt v aktua´ln´ı verzi knihovny
INET.
1Open Shortest Path First - link-state smeˇrovac´ı protokol
2https://github.com/inetmanet/inetmanet
3DSDV - Destination sequenced distance vector routing:
http://www.netlab.tkk.fi/opetus/s38030/k02/Papers/03-Guoyou.pdf, dnes se te´meˇrˇ nepouzˇ´ıva´ a je nahrazen
protokoly AODV nebo Babel
4DSR - Dynamic source routing protocol: http://en.wikipedia.org/wiki/Dynamic Source Routing
5DYMO nebo take´ jako na´vrh na standard AODVv2 je na´sledn´ık protokolu AODV:
http://tools.ietf.org/html/draft-ietf-manet-dymo-25
24
7.2 UDP
Protokol RIPng vyuzˇ´ıva´ pro komunikaci protokol UDP. Implementace tohoto protokolu je
v jednoduche´m modulu UDP. Pokud chce jiny´ modul na aplikacˇn´ı vsrtveˇ komunikovat skrze
modul UDP, mus´ı mı´t definovanou vstupn´ı bra´nu udpIn a vy´stupn´ı bra´nu udpOut (bra´ny
mohou by´t pojmenova´ny jinak, ale je dobre´ dodrzˇovat tuto konvenci) a tyto bra´ny mus´ı
by´t propojeny s branami UDP modulu appOut a appIn.
Zasla´n´ı UDP datagramu je vhodne´ prove´st pomoc´ı objektu typu UDPSocket (da´le jako
”
socket“). Tomuto objektu se nejdrˇ´ıve nastav´ı vy´stupn´ı bra´na, kterou ma´ pro odes´ıla´n´ı zpra´v
pouzˇ´ıt (naprˇ. udpOut) a dalˇs´ı parametry u odes´ılany´ch datagramu˚ (naprˇ. Time To Live,
pomoc´ı metody setTimeToLive() nebo zdrojovou adresu a port patrˇ´ıc´ı dane´mu socketu
pomoc´ı metody bind()). Datagram lze pote´ zaslat pomoc´ı metody sendTo().
Pokud modul zas´ıla´ zpra´vu pomoc´ı socketu, mus´ı mu nejprve prˇiˇradit port (zdrojova´
adresa zpra´vy se nastav´ı automaticky na globa´ln´ı adresu odchoz´ıho rozhran´ı urcˇene´ho prˇi
odes´ıla´n´ı). Neˇkdy je ale nutne´ u zas´ılany´ch zpra´v uva´deˇt linkovou adresu rozhran´ı. V tomto
prˇ´ıpadeˇ je mozˇne´ vytvorˇit v´ıce
”
odchoz´ıch“ socket˚u a pomoc´ı metody bind(localAddr,
localPort) nastavit pro kazˇde´ rozhran´ı spra´vne´ zdrojove´ parametry.
Pokud ma´ modul UDP prˇij´ımat zpra´vy z multicastove´ skupiny a ty da´le prˇeda´vat prˇi-
pojene´mu modulu na aplikacˇn´ı vrstveˇ, je nutne´ u socketu zavolat metodu joinMulticast-
Group() s prˇ´ıslusˇnou multicastovou adresou. Pokud ma´ modul v´ıce socket˚u, ktere´ pouzˇ´ıva´
pro komunikaci na lince, a pro vsˇechny je zavola´na zmı´neˇna´ metoda, zpra´va se pro kazˇdy´ ta-
kovy´ socket duplikuje. To je ve veˇtsˇineˇ prˇ´ıpad˚u nezˇa´douc´ı. Rˇesˇen´ım je vytvorˇen´ı zvla´sˇtn´ıho
socketu, ktery´ bude slouzˇit pro prˇ´ıjem multicastovy´ch zpra´v.
7.3 IPv6
Prˇestozˇe implementace protokolu IPv6 je ve vy´voji a ko´d obsahuje spoustu zakomentova-
ny´ch cˇa´st´ı, ktere´ je nutne´ opravit, nebo cˇa´sti, u ktery´ch je oznacˇeno, zˇe je nutne´ je dokoncˇit,
je soucˇasna´ implementace dostacˇuj´ıc´ı pro zas´ıla´n´ı unicastovy´ch i multicastovy´ch zpra´v. Pro-
tokolu IPv6 ve Frameworku INET se detailneˇ veˇnuje pra´ce Marka Cˇerne´ho [7].
7.3.1 Smeˇrovac´ı tabulka
IPv6 smeˇrovac´ı tabulka je reprezentova´na modulem RoutingTable6. Cesty jsou v modulu
ulozˇeny ve vektoru a serˇazeny podle de´lky prefixu. Hleda´n´ı cesty je provedeno sekvencˇneˇ
od nejdelˇs´ıho prefixu.
Modul obsahuje implementovane´ metody pro:
• vlozˇen´ı cesty pomoc´ı addRoutingProtocolRoute() nebo
addStaticRoute(),
• odebra´n´ı cesty – removeRoute(),
• z´ıska´n´ı cesty pomoc´ı getNumRoutes() a getRoute(),
• vyhleda´n´ı cesty s nejdelˇs´ım shodny´m prefixem – doLongestPrefixMatch(),
• vy´pis smeˇrovac´ı tabulky – info(),
• ozna´men´ı zmeˇn ve smeˇrovac´ı tabulce (prˇ´ıda´n´ı/odebra´n´ı cesty) a
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• optimalizaci (smeˇrovac´ı cache) apod.
Prˇ´ıstup k modulu smeˇrovac´ı tabulky nen´ı prostrˇednictv´ım bran a spojen´ı, ale skrze trˇ´ıdu
RoutingTable6Access.
Protozˇe Framework INET dlouhou dobu neobsahoval funkcˇn´ı smeˇrovac´ı protokol (a pro
IPv6 sta´le neobsahuje), funkce pro prˇida´n´ı cesty ve smeˇrovac´ı tabulce (nejen pro IPv6)
nezohlednˇuj´ı cesty od r˚uzny´ch smeˇrovac´ıch protokol˚u a umozˇnˇuj´ı prˇidat jizˇ vlozˇenou cestu
maj´ıc´ı stejny´ prefix a de´lku prefixu.
7.3.2 IPv6 cesta
Cesty ve smeˇrovac´ı tabulce jsou reprezentova´ny trˇ´ıdou IPv6Route, ale je mozˇne´ vytvorˇit
vlastn´ı trˇ´ıdu, ktera´ deˇd´ı z IPv6Route a do smeˇrovac´ı tabulky vkla´dat objekty te´to trˇ´ıdy.
Toho je vhodne´ vyuzˇ´ıt naprˇ. u RIPng – RTE mu˚zˇe by´t pouze rozsˇ´ıˇren´ım IPv6Route a
vkla´da´n prˇ´ımo do smeˇrovac´ı tabulky. Prˇi obdrzˇen´ı cesty je mozˇne´ pomoc´ı C++ opera´toru
dynamic_cast oveˇrˇit, zda je cesta dane´ho typu (patrˇ´ı k dane´mu smeˇrovac´ımu protokolu)
a prˇetypovat ji.
Trˇ´ıda IPv6Route nen´ı prˇizp˚usobena v´ıce beˇzˇ´ıc´ım smeˇrovac´ım protokol˚um na jednom
zarˇ´ızen´ı, protozˇe neobsahuje atribut administrativn´ı vzda´lenosti, ktery´ mus´ı by´t doplneˇn.
7.4 Konfigurace s´ıteˇ
Konfigurovat zarˇ´ızen´ı (moduly reprezentuj´ıc´ı zarˇ´ızen´ı) v rozsa´hle´ s´ıti pomoc´ı parametr˚u
prostrˇed´ı OMNeT++ je velmi neprakticke´ a neflexibiln´ı. Konfiguraci modulu lze ale zajis-
tit pomoc´ı cˇlensky´ch funkc´ı jazyka C/C++, ktere´ nastaven´ı nacˇtou z le´pe prˇizp˚usobeny´ch
soubor˚u pro konfiguraci cele´ s´ıteˇ. Framework INET je v te´to oblasti znacˇneˇ nekonzistentn´ı,
proto jsou v te´to kapitole popsa´ny moduly, ktere´ jsou schopne´ nacˇ´ıst konfiguraci s´ıteˇ. Pro au-
tomatickou konfiguraci s´ıteˇ existuj´ı ve Frameworku INET na´sleduj´ıc´ı moduly:
1. FlatNetworkConfigurator
2. IPv4NetworkConfigurator
3. FlatNetworkConfigurator6
Pro konfiguraci IPv6 s´ıteˇ lze vyuzˇ´ıt trˇet´ı modul, ktery´ pouze prˇiˇrazuje IPv6 adresy
ze stejne´ s´ıteˇ vsˇem zarˇ´ızen´ım, prˇ´ıpadneˇ spocˇ´ıta´ nejkratsˇ´ı cesty mezi zarˇ´ızen´ımi a tyto cesty
vlozˇ´ı do smeˇrovac´ı tabulky. Prvn´ı modul pak zasta´va´ stejnou funkci pro konfiguraci IPv4
zarˇ´ızen´ı. Pomoc´ı druhe´hou modulu je mozˇne´ zarˇ´ızen´ı nakonfigurovat v r˚uzny´ch (pod)s´ıt´ıch,
ale take´ pouze v IPv4 adresove´m prostoru.
Da´le existuje trˇ´ıda RoutingTableParser. Pomoc´ı n´ı lze ze souboru irt, ktery´ je svou
strukturou podobny´ konfiguracˇn´ım soubor˚um zna´my´m z prostrˇed´ı soucˇasny´ch operacˇn´ıch
syste´mu˚ (cfg, ini, rc, atd.), naprˇ. nacˇ´ıst konfiguraci rozhran´ı nebo obsah smeˇrovac´ı tabulky.
Tuto trˇ´ıdu vyuzˇ´ıva´ naprˇ. modul IPv4 smeˇrovac´ı tabulky (RoutingTable).
Neˇktere´ moduly si ovsˇem nacˇ´ıtaj´ı konfiguraci sami. Prˇ´ıkladem je modul smeˇrovac´ıho
protokolu OSPFv2 (OSPFRouting), ktery´ nacˇ´ıta´ konfiguraci ze souboru ve forma´tu XML.
V ra´mci projektu ANSA byla vytvorˇena struktura konfiguracˇn´ıho souboru ve forma´tu
XML, ktera´ ma´ unifikovat nastaven´ı zarˇ´ızen´ı. Tento soubor je nav´ıc mozˇne´ vytvorˇit automa-
ticky z rea´lny´ch aktivn´ıch s´ıt’ovy´ch prvk˚u, a pote´ ho vyuzˇ´ıt pro analy´zu s´ıteˇ ve Frameworku
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INET. Popisem a vytva´rˇen´ım uvedene´ho XML konfiguracˇn´ıho souboru se detailneˇ zaby´va´
diplomova´ pra´ce Jakuba Smejkala [25] a v prˇ´ıloze A je uvedena cˇa´st mozˇne´ konfigurace.
Prˇestozˇe moduly vyuzˇ´ıvaj´ıc´ı tento soubor ke konfiguraci si v soucˇasne´ dobeˇ cˇtou nastaven´ı
pomoc´ı svy´ch funkc´ı, projekt ANSA klade d˚uraz na prˇesun teˇchto funkc´ı do specia´ln´ıho
modulu (DeviceConfigurator), ktery´ bude obstara´vat nacˇten´ı konfigurace, a pote´ pomoc´ı
funkc´ı dane´ho modulu provede jeho konfiguraci.
7.5 Uda´losti v s´ıti
7.5.1 ScenarioManager
Pro pla´nova´n´ı uda´lost´ı v s´ıti, jako je prˇerusˇen´ı spojen´ı nebo zmeˇna parametru zarˇ´ızen´ı,
v soucˇasnoti existuje jediny´ modul – ScenarioManager. Tento modul umı´ pouze zrusˇit/vy-
tvorˇit linku a zmeˇnit parametr dane´mu modulu. ScenarioManager je nutne´ umı´stit prˇ´ımo
do korˇenove´ho modulu a pomoc´ı parametru script mu nastavit XML soubor, ve ktere´m
se nacha´zej´ı prˇ´ıkazy k proveden´ı uda´lost´ı. XML soubor ma´ na´sleduj´ıc´ı strukturu:
<scenario>
<set-param t="10" module="host[1].mobility" par="speed" value="5"/>
<at t="50">
<set-param module="host[2].mobility" par="speed" value="10"/>
<connect src-module="host[2]" src-gate="ppp[0]"
dest-module="host[1]" dest-gate="ppp[0]"
channel-type="ned.DatarateChannel">
<param name="datarate" value="10Mbps" />
<param name="delay" value="0.1us" />
</connect>
</at>
<at t="60">
<disconnect src-module="host[2]" src-gate="ppp[0]" />
</at>
</scenario>
Kazˇdy´ prˇ´ıkaz mus´ı mı´t parametr t urcˇuj´ıc´ı cˇas jeho proveden´ı. Prˇ´ıkazy uvedene´ v prˇ´ıkazu
at nemus´ı parametr t obsahovat. Prˇ´ıkaz:
• set-param nastav´ı parametru par novou hodnotu value v ra´mci modulu module,
• disconnect zrusˇ´ı linku prˇipojenou k rozhran´ı src-gate zarˇ´ızen´ı module a
• connect vytvorˇ´ı novou linku typu channel-type (channel-type je modul popisu-
j´ıc´ı danou linku) mezi zarˇ´ızen´ımi src-module a dest-module s pouzˇit´ım rozhran´ı
src-gate a dest-gate.
7.5.2 InterfaceStateManager
Modul InterfaceStateManager byl vytvorˇen v ra´mci projektu ANSA a slouzˇ´ı jako pro-
strˇedn´ık pro ScenarioManager. Lze pomoc´ı neˇj ovla´dat stav rozhran´ı a rozsˇiˇruje tak prˇ´ıkazy,
ktere´ se mu˚zˇou objevit v XML souboru pro ScenarioManager. Pokud ScenarioManager ne-
doka´zˇe interpretovat neˇktery´ prˇ´ıkaz, zjist´ı, zda tento prˇ´ıkaz obsahuje atribut module. Tento
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atribut slouzˇ´ı jako cesta k modulu, ktery´ implementuje rozhran´ı IScriptable, a ktere´mu
je prˇ´ıkaz prˇeda´n. Modul InterfaceStateManager se umist’uje do modulu zarˇ´ızen´ı a doka´zˇe
interpretovat na´sleduj´ıc´ı prˇ´ıkazy:
• interfacedown, pro vypnut´ı rozhran´ı int a
• interfaceup, pro zapnut´ı rozhran´ı int.
Prˇ´ıklad XML souboru pro InterfaceStateManager:
<scenario>
<at t="60">
<interfacedown module="R2.interfaceStateManager" int="eth1"/>
</at>
<at t="190">
<interfaceup module="R2.interfaceStateManager" int="eth1"/>
</at>
</scenario>
7.5.3 NotificationBoard
Pro upozorneˇn´ı modul˚u, zˇe dosˇlo k vy´znamne´ zmeˇneˇ, slouzˇ´ı NotificationBoard. Upozor-
neˇn´ı mu˚zˇe by´t naprˇ. na prˇida´n´ı cesty do smeˇrovac´ı tabulky nebo na zmeˇnu stavu rozhran´ı.
NotificationBoard se umist’uje do modulu zarˇ´ızen´ı a je prˇ´ıstupny´ skrze volan´ı C/C++
metod trˇ´ıdy NotificationBoardAccess.
Pokud nastane neˇjaka´ zmeˇna, patrˇicˇny´ modul informuje NotificationBoard, ktery´
da´le informaci rozdistribuuje. Moduly, ktere´ chteˇj´ı by´t upozorneˇny na zmeˇny, mus´ı imple-
mentovat rozhran´ı INotifiable, a pote´ mu˚zˇou pozˇa´dat NotificationBoard o upozorneˇn´ı
na vybrany´ typ zmeˇny pomoc´ı metody subscribe().
Dostupne´ typy upozorneˇn´ı lze nale´zt v hlavicˇkove´m souboru NotifierConsts.h.
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Kapitola 8
Na´vrh a implementace
Protozˇe na´vrh rozsˇ´ıˇren´ı Frameworku INET o protokol RIPng byl z veˇtsˇ´ı cˇa´sti prˇ´ımocˇary´,
tato kapitola jej slucˇuje s implementac´ı. Jsou zde popsa´ny vytvorˇene´ struktury, jejich funkcˇ-
nost a vztahy mezi nimi. Da´le kapitola dokumentuje zmeˇny, ktere´ bylo nutne´ prove´st ve trˇ´ı-
da´ch a modulech Frameworku INET.
Struktury implementovane´ pro protokol RIPng jsou ve jmenne´m prostoru RIPng nebo
uvozeny odpov´ıdaj´ıc´ı prˇedponou (RIPngRouting, RIPngProcess...).
Diagram trˇ´ıd a seznam soubor˚u, ktere´ vznikly v ra´mci te´to pra´ce lze nale´zt v prˇ´ıloze B.
8.1 Modul protokolu RIPng
Protokol RIPng je reprezentova´n jednoduchy´m modulem RIPngRouting. Tento modul je
mozˇne´ vlozˇit do smeˇrovacˇe a pomoc´ı bra´ny udpIn a udpOut jej propojit s modulem UDP.
Pro uka´zku funkcˇnosti byl vytvorˇen RIPngRouter, cozˇ je jednoduchy´ smeˇrovacˇ, ktery´ obsa-
huje pouze protokol RIPng a moduly potrˇebne´ pro jeho pra´ci. Na obra´zku 8.1 je zobrazena
struktura tohoto smeˇrovacˇe – se zvy´razneˇny´m propojen´ım modul˚u RIPng a UDP – v prostrˇed´ı
OMNeT++.
Obra´zek 8.1: Modul RIPngRouter v prostrˇed´ı OMNeT++/INET
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Implementace modulu RIPngRouting je rozdeˇlena do neˇkolika cˇa´st´ı pro lepsˇ´ı prˇehled-
nost. Funkce jednotlivy´ch cˇa´st´ı jsou:
• Vytvorˇen´ı a zrusˇen´ı RIPng procesu (da´le take´ jen
”
proces“). Proces je vytvorˇen/zrusˇen
pomoc´ı metod addProcess()/removeProcess(), ktery´m je prˇeda´n jediny´ parametr
– jme´no procesu.
• Konfigurace procesu. Lze naprˇ. nastavit komunikacˇn´ı port a adresu nebo administra-
tivn´ı vzda´lenost. Mozˇnosti konfigurace a podporovane´ prˇ´ıkazy jsou popsa´ny v kapitole
8.5
• Povolen´ı a zaka´za´n´ı RIPng na rozhran´ı s uzˇit´ım metod enableRIPngOnInterface()
(disableRIPngOnInterface()). Rozhran´ı je mozˇne´ urcˇit jeho jme´nem nebo pomoc´ı
ukazatele do tabulky rozhran´ı InterfaceTable (viz obr. 8.1).
• Vytva´rˇen´ı, rusˇen´ı a pla´nova´n´ı cˇasovacˇ˚u jednotlivy´m proces˚um. Protozˇe cˇasovacˇ v pro-
strˇed´ı OMNeT++ znamena´ napla´nova´n´ı uda´losti a tyto uda´losti mu˚zˇou pla´novat
pouze trˇ´ıdy deˇd´ıc´ı z cSimpleModule – tedy jednoduche´ moduly, nen´ı mozˇne´ jej spra-
vovat prˇ´ımo v procesech. Metoda pro vytvorˇen´ı cˇasovacˇe ocˇeka´va´ mimo jine´ take´
ukazatel na kontext, cozˇ je objekt, ke ktere´mu se cˇasovacˇ vztahuje.
• Prˇ´ıjem a prˇeposla´n´ı zpra´v. Zpra´vy protokolu RIPng musej´ı by´t odes´ıla´ny s linko-
vou adresou a dany´m portem. K tomu je nutne´ vytvorˇit socket pro kazˇdou dvojici
rozhran´ı–port, jak bylo popsa´no v kapitole 7.2. Kazˇdy´ proces je take´ prˇiˇrazen ke
”
glo-
ba´ln´ımu“ socketu, ktery´ nasloucha´ na jeho portu a je prˇihla´sˇen k dane´ multicastove´
skupineˇ. Zpra´vy prˇijate´ na tomto socketu jsou pote´ prˇeposla´ny prˇ´ıslusˇne´mu procesu
(pokud na stejne´m portu a multicastove´ adrese nasloucha´ v´ıce proces˚u, je zpra´va
prˇeposla´na pouze prvn´ımu z nich).
8.1.1 Inicializace
Po spusˇteˇn´ı simulace si modul RIPngRouting nastav´ı parametry, ktere´ jsou definovane´
v jeho .ned souboru (naprˇ. komunikacˇn´ı port a adresu). Teˇmito parametry take´ inicia-
lizuje vsˇechny noveˇ vytvorˇene´ procesy.
Ve druhe´m kroku se prˇihla´s´ı k odbeˇru notifikac´ı, pro jejichzˇ zpracova´n´ı implemen-
tuje povinnou metodu receiveChangeNotification() z rozhran´ı INotifiable (viz ka-
pitola 7.5.3). Aktua´lneˇ modul RIPngRouting doka´zˇe reagovat na zmeˇnu stavu rozhran´ı
(NF_INTERFACE_STATE_CHANGED) a obsahu smeˇrovac´ı tabulky (NF_IPv6_ROUTE_DELETED).
Prˇijate´ notifikace jsou distribuova´ny vsˇem spusˇteˇny´m proces˚um.
V posledn´ım kroku se nacˇte konfigurace ze souboru XML pomoc´ı modulu DeviceCon-
figurator, do ktere´ho byly prˇida´ny metody pro RIPng (popsa´ny v kapitole 8.5). Teprve
po prˇecˇten´ı cele´ho konfiguracˇn´ıho souboru jsou spusˇteˇny vsˇechny pozˇadovane´ RIPng pro-
cesy.
8.1.2 Prˇ´ıjem a odes´ıla´n´ı zpra´v
Asociativn´ı kontejner sockets obsahuje struktury typu RIPng::Socket. Kazˇda´ tato struk-
tura ma´ v sobeˇ UPDSocket urcˇeny´ pro odes´ıla´n´ı zpra´v a odkazy na rozhran´ı, ktere´ ho
pouzˇ´ıvaj´ı. Kl´ıcˇem tohoto kontejneru je dvojice id-rozhran´ı a port, ke ktere´mu je UPDSocket
prˇihla´sˇen. Ke spra´veˇ RIPng::Socket˚u je urcˇena metoda setOutputPortOnInterface().
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Pro prˇ´ıjem zpra´v je vytvorˇen asociativn´ı kontejner globalSockets obsahuj´ıc´ı struk-
tury typu RIPng::GlobalSocket. Typ RIPng::GlobalSocket obsahuje UPDSocket, ktery´
je urcˇen k prˇ´ıjmu zpra´v na dane´m portu (nebo pro odesla´n´ı paketu s globa´ln´ı unicastovou
adresou), a odkazy na procesy, krere´ jej vyuzˇ´ıvaj´ı. Kl´ıcˇem kontejneru globalSockets je
port, ke ktere´mu je socket prˇihla´sˇen. Ke spra´veˇ
”
globa´ln´ıch“ socket˚u je vytvorˇena metoda
moveProcessToSocket().
Metoda moveProcessToSocket() je zna´zorneˇna na obra´zku 8.2 a je provedena po nasta-
ven´ı nove´ho komunikacˇn´ıho portu a adresy procesu. Tato metoda se vola´ i pro noveˇ vznikle´
procesy, kde prvn´ı podmı´nka skoncˇ´ı nepravdou. Podobneˇ jako moveProcessToSocket()
pracuje take´ setOutputPortOnInterface().
Změna komunikačního portu a 
multicastové skupiny v procesu
Byl starý port procesu 
přiřazen k nějakému 
RIPng::GlobalSocket?
Přidej proces k RIPng::GlobalSocket a přihlaš 
UDPSocket do nové multicastové skupiny
NE ANO
Je proces posledním v 
RIPng::GlobalSocket? ANO
Konec
NE
Existuje pro nový port 
odpovídající 
RIPng::GlobalSocket?
ANO
Vytvoř nový RIPng::GlobalSocket a 
přiřaď mu nový UDPSocket
NE
Odstraň proces z 
RIPng::GlobalSocket
Smaž odpovídající UPDSocket a 
strukturu RIPng::GlobalSocket
Pro všechna rozhraní procesu zavolej
moveInterfaceToSocket()
Obra´zek 8.2: Zmeˇna komunikacˇn´ıho portu a adresy RIPng procesu.
Vyhleda´n´ı odpov´ıdaj´ıc´ıho socketu pro odesla´n´ı zpra´vy (a.) a procesu, ktere´mu se ma´
prˇedat prˇijata´ zpra´va (b.) je zna´zorneˇno na obra´zku 8.3. Pouzˇita´ trˇ´ıda RIPng::Interface
je popsa´na da´le.
U odes´ıla´n´ı stacˇ´ı socket indexovat odchoz´ım rozhran´ım a portem, ktery´ se ma´ pouzˇ´ıt.
Prˇijata´ zpra´va se do modulu RIPng dostane pomoc´ı
”
globa´ln´ıho“ socketu. Proces, kte-
re´mu je urcˇena, je mozˇne´ urcˇit pomoc´ı socketu, ktery´ se pouzˇ´ıva´ pro odchoz´ı datagramy
na dane´m rozhran´ı a portu a pote´ nale´zt prvn´ı proces, ktery´ na zmı´neˇne´m rozhran´ı pouzˇ´ıva´
urcˇenou multicastovou adresu.
Na obra´zku 8.4 je zobrazeno prˇijet´ı zpra´vy, ktere´ zacˇ´ına´ v metodeˇ handleMessage()
(metoda implementovana´ kazˇdy´m modulem, ktery´ chce prˇij´ımat zpra´vy – vcˇetneˇ ozna´men´ı
cˇasovacˇ˚u).
8.2 Trˇ´ıda RIPngProcess
Trˇ´ıda RIPngProcess reprezentuje samotny´ protokol RIPng. Prˇi jej´ım na´vrhu jsem vycha´zel
ze standardu RFC 2080, ktery´ je (stejneˇ jako implementace) rozdeˇlen do dvou hlavn´ıch
cˇa´st´ı, ktere´ se zaby´vaj´ı funkcˇnost´ı: Input Processing a Output Processing.
Trˇ´ıdu RIPngProcess jsem da´le rozsˇ´ıˇril o metody, ktere´ umozˇnˇuj´ı podobnou konfigu-
raci jako smeˇrovacˇe Cisco. Mimo chybeˇj´ıc´ı podporu pro neˇkolik prˇ´ıkaz˚u je veˇtsˇ´ım rozd´ılem
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kontejner Sockets
RIPng::Socket->UDPSocket
 id rozhraní na kterém byla zpráva přijata
 multicastová adresa zprávy
 cílový port zprávy
kontejner Sockets
RIPng::Socket->RIPng::Interfaces
proces běžící na multicastové 
adrese přijaté zprávy
 odchozí rozhraní
 odchozí port
a. b.
<id rozhraní, port> <id rozhraní, port>
RIPng::Interface->RIPngProcess
Obra´zek 8.3: Vyhleda´n´ı socketu pro odesla´n´ı zpra´vy a procesu pro prˇeda´n´ı zpra´vy.
handleMessage()
z rozhraní intId a portu p
Časovač RIPng zpráva
Časovač RTE:
RTE = kontext;
proces = RTE->proces;
RIPNG_ROUTE_TIMEOUT,
RIPNG_ROUTE_GARBAGE_COLECTION_TIMEOUT
Časovač procesu:
proces = kontext;
RIPNG_GENERAL_UPDATE,
RIPNG_TRIGGERED_UPDATE
Přepošli zprávu 
procesu
Urči proces kterému se zpráva 
předá podle socketu <intId, p>
Přepošli zprávu 
časovače procesu
Obra´zek 8.4: Prˇijet´ı zpra´vy v RIPngRouting modulu.
v chova´n´ı absence Holddown cˇasovacˇe RTE za´znamu˚. Prˇ´ıda´n´ı tohoto cˇasovacˇe by ale nemeˇl
by´t proble´m a je mozˇne´ jej v budoucnu doplnit.
V implementaci stoj´ı za povsˇimnut´ı pouzˇit´ı vy´raz˚u RTE a RoutingTableEntry. Prˇestozˇe
oboje vyjadrˇuje tote´zˇ, zkratka RTE je pouzˇ´ıva´na vy´hradneˇ pro oznacˇen´ı za´znamu˚, ktere´
se cˇtou (ukla´daj´ı) ze (do) zpra´v. RoutingTableEntry se pak pouzˇ´ıva´ prˇi pra´ci s RIPng
databa´z´ı. Pomoc´ı uvedene´ho znacˇen´ı je mozˇne´ le´pe urcˇit vy´znam neˇktery´ch metod a pro-
meˇnny´ch.
Instanci RIPng procesu je nutno spustit metodou start(), ta vytvorˇ´ı Regular a Tri-
ggered Update cˇasovacˇe. Nakonec odesˇle Request zpra´vu ze vsˇech rozhran´ı, na ktery´ch je
proces povolen.
Cela´ aktivita objektu typu RIPngProcess po spusˇteˇn´ı je zna´zorneˇna na obra´zku 8.5 a
popsa´na v na´sleduj´ıc´ıch odstavc´ıch.
Prˇijet´ı zpra´vy z modulu RIPngRouting je provedeno ve funkc´ıch handleTimer() nebo
handleRIPngMessage() podle toho, zda jde o cˇasovacˇ nebo RIPng zpra´vu.
Metoda handleRIPngMessage() rozpozna´, zda se jedna´ o zˇa´dost nebo odpoveˇd’:
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Časovač
Zpráva
Konec
handleRequest()
Input Processing
handleRIPngMessage()
Request Response
processRTEs()
sendMessage()
makeUpdateMessageForInterface()
handleResponse()
modifikace 
cesty
Routing Table 
Entries
processRTE()
Pro všechny 
RTE
RIPNG_ROUTE_TIMEOUT,
RIPNG_ROUTE_GARBAGE_COLECTION_TIMEOUT
RIPNG_GENERAL_UPDATE,
RIPNG_TRIGGERED_UPDATE
Pro všechna RIPng 
rozhraní
Output Processing
Obra´zek 8.5: Aktivita trˇ´ıdy RIPngProcess, reprezentuj´ıc´ı RIPng protokol.
• Zˇa´dost je prˇeda´na funkci handleRequest(), ktera´ zkontroluje pocˇet RTE za´znamu˚.
V prˇ´ıpadeˇ jedne´ RTE polozˇky je zavola´na metoda getRTEs(), ktera´ pro dane´ rozhran´ı
z´ıska´ vsˇechny dostupne´ s´ıteˇ podle jeho nastaveny´ch pravidel split horizon a poison
reverse. V prˇ´ıpadeˇ v´ıce RTE za´znamu˚ se dohledaj´ı pouze patrˇicˇne´ s´ıteˇ. Odpoveˇd’ je
pote´ prˇeda´na pomoc´ı metody sendMessage() modulu RIPngRouting, ktery´ se postara´
o odesla´n´ı zpra´vy.
• Odpoveˇd’ je nejprve zpracova´na funkc´ı handleResponse(). Ta zkontroluje zpra´vu
jako celek (jestli ma´ spra´vny´ hop-count nebo je zdrojova´ adresa linkova´) a pote´ prˇeda´
obsazˇene´ RTE za´znamy ke zpracova´n´ı do metody processRTEs(). Kazˇde´ RTE je
zkontrolova´no, zda je validn´ı a da´le zpracova´no funkc´ı processRTE(), jej´ızˇ implemen-
tace odpov´ıda´ algoritmu uvedene´m v kapitole 5, ale cesta se nav´ıc vkla´da´ do smeˇrovac´ı
tabulky zarˇ´ızen´ı (ne pouze jako ukazatel, ale jako jej´ı kopie).
Metoda handleTimer() urcˇ´ı, zda se zpracova´va´ cˇasovacˇ pro RTE za´znam ve smeˇrovac´ı
tabulce nebo pro odesla´n´ı zpra´vy:
• Pro RTE za´znam se v prˇ´ıpadeˇ Route Timeout cˇasovacˇe spust´ı proces smaza´n´ı cesty re-
prezentovany´ funkc´ı startRouteDeletionProcess() stejneˇ, jako je popsa´no na konci
kapitoly 5. Nav´ıc se ale odstran´ı cesta ze smeˇrovac´ı tabulky zarˇ´ızen´ı, protozˇe RIPng
si udrzˇuje vlastn´ı databa´zi. Odesla´n´ı Triggered Update zpra´vy je zajiˇsteˇno pomoc´ı
metody sendDelayedTriggeredUpdateMessage(), ktera´ nejdrˇ´ıve indikuje, zˇe dosˇlo
ke zmeˇneˇ v databa´zi, a pote´ odstartuje Triggered Update cˇasovacˇ (po jehozˇ vyprsˇen´ı
se zpra´va odesˇleˇ). T´ımto je zajiˇsteˇno, zˇe se negeneruje zpra´va pro kazˇdou zmeˇnu zvla´sˇt’
(veˇtsˇinou se v´ıce s´ıt´ı stane nedostupny´ch ve stejny´ cˇas). V prˇ´ıpadeˇ Garbage-Collection
Time cˇasovacˇe se cesta pouze odstran´ı z databa´ze.
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• Pokud se ma´ odeslat zpra´va, je pro kazˇde´ rozhran´ı vytvorˇena pomoc´ı funkce ma-
keUpdateMessageForInterface(), ktera´ vyuzˇ´ıva´ jizˇ popsany´ch metod getRTEs()
a sendMessage(). Stejny´ch metod, ale s jiny´mi parametry, je vyuzˇito pro odesla´n´ı
pouze cest se zmeˇnou.
8.2.1 Notifikace
Notifikace je prˇijata RIPng modulem a prˇeda´na procesu pomoc´ı metody handleNotifi-
cation(). Reakce na notifikace jsou na´sleduj´ıc´ı:
• NF_INTERFACE_STATE_CHANGED
– Vypnute´ rozhran´ı – u vsˇech cest s vy´stupn´ım rozhran´ım, ktere´ vypadlo, se prˇed-
pokla´da´, zˇe jim vyprsˇel Timeout cˇasovacˇ a je generova´na Triggered Update
zpra´va. Nav´ıc je nutna´ operace s ulozˇeny´m RIPng rozhran´ım, ktere´ je popsa´no
v kapitole 8.3.1.
– Zapnute´ rozhran´ı – odesˇle se Triggered Update zpra´va s prˇ´ımo prˇipojeny´mi s´ı-
teˇmi.
• NF_IPv6_ROUTE_DELETED
– Smaza´na cesta jine´ho protokolu – pokud RIPng proces zna´ cestu do smazane´
s´ıteˇ, pokus´ı se ji prˇidat do smeˇrovac´ı tabulky.
8.2.2 Zobrazen´ı nastaven´ı a databa´ze procesu
Prˇi simulaci je mozˇne´ v graficke´m prostrˇed´ı OMNeT++ rozkliknout modul RIPngRouting,
ve ktere´m lze zobrazit parametry a databa´zi beˇzˇ´ıc´ıch proces˚u (polozˇka processes). Zobra-
zen´ı informac´ı je omezene´ mozˇnostmi OMNeT++, ale bylo navrzˇeno po vzoru smeˇrovacˇ˚u
Cisco (viz kapitola 4). Vy´pis procesu odpov´ıda´ prˇ´ıkaz˚um show ipv6 rip process-name a
show ipv6 rip process-name database. Na obra´zku 8.6 je prˇ´ıklad tohoto vy´pisu.
Obra´zek 8.6: Uka´zka vy´pisu informac´ı o procesech v RIPng modulu.
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8.3 Struktury protokolu RIPng
8.3.1 RIPng::Interface
Kazˇdy´ proces ma´ vlastn´ı vektor (enabledInterfaces) s rozhran´ımi, na ktery´ch je povolen.
Rozhran´ı RIPng procesu je reprezentova´no trˇ´ıdou RIPng::Interface, ve ktere´ jsou ulozˇeny
potrˇebne´ informace: odkaz na
”
fyzicke´“ rozhran´ı zarˇ´ızen´ı, zda je povolen split horizon, poison
reverse nebo jestli se ma´ skrze neˇj sˇ´ıˇrit defaultn´ı cesta.
Pokud dojde naprˇ. ke spadnut´ı linky, na ktere´ byl povolen RIPng proces, odpov´ıdaj´ıc´ı
RIPng rozhran´ı se prˇesune do vektoru downInterfaces (aby nedosˇlo ke ztra´teˇ nastaveny´ch
parametr˚u), ze ktere´ho mu˚zˇe by´t obnoveno, pokud linka zacˇne opeˇt operovat.
8.3.2 RIPng::RoutingTableEntry
Trˇ´ıda RIPng::RoutingTableEntry rozsˇiˇruje trˇ´ıdu ANSAIPv6Route (popsa´na da´le) a repre-
zentuje Routing Table Entry protokolu RIPng. Oproti ANSAIPv6Route prˇida´va´ prˇedevsˇ´ım
potrˇebne´ cˇasovacˇe a metodu RIPngInfo(). Pomoc´ı te´to metody jsou vypisova´ny informace
o RIPng databa´zi podobneˇ, jako na zarˇ´ızen´ıch Cisco.
V kazˇde´m RIPng::RoutingTableEntry je nav´ıc ukazatel na jeho kopii, ktera´ se vytvorˇ´ı,
pokud proces vkla´da´ cestu do smeˇrovac´ı tabulky zarˇ´ızen´ı (cesty jsou tedy vza´jemneˇ sva´-
zane´). Prˇ´ıme´ vkla´da´n´ı RIPng::RoutingTableEntry do smeˇrovac´ı tabulky je mozˇne´ d´ıky
deˇdicˇnosti jazyka C++.
8.3.3 RIPngTimer
Cˇasovacˇe se v prostrˇed´ı OMNeT++ definuj´ı jako zpra´vy, proto byla vytvorˇena struktura
RIPngTimer, ktera´ v sobeˇ nese informaci o typu (Regular Update apod.). Nav´ıc pomoc´ı
metody setContext() ma´ kazˇdy´ cˇasovacˇ nastaven ukazatel na objekt (procesu nebo cesty),
ke ktere´mu se vztahuje.
8.3.4 RIPngMessage
Tento typ slouzˇ´ı k prˇenosu RIPng zpra´v mezi smeˇrovacˇi. Jeho polozˇky odpov´ıdaj´ı standardu
RFC 2080.
8.4 U´pravy ve trˇ´ıda´ch INET Frameworku
8.4.1 UDP - ANSAUDP
Modul UDP ve Frameworku INET neumozˇnˇuje na´sleduj´ıc´ı (prˇestozˇe opacˇne´ porˇad´ı naslou-
cha´n´ı proble´m nep˚usob´ı):
UDPSocket socket1, socket2;
socket1.bind(RIPngPort); //Vytvorˇ socket pro prˇı´jem zpra´v
socket2.bind(address, RIPngPort); //Socket pro odesı´la´nı´
Je to zp˚usobeno podmı´nkou v metodeˇ bind(), ktera´ socketu zakazuje naslouchat na ur-
cˇene´m portu a adrese, pokud jiny´ socket nasloucha´ pouze na zmı´neˇne´m portu. Proto byla vy-
tvorˇena trˇ´ıda ANSAUDP, ktera´ ma´ benevolentneˇjˇs´ı bind() (pouzˇ´ıva´ funkci ANSAfindSocket-
ByLocalAddress() namı´sto findSocketByLocalAddress()).
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8.4.2 RoutingTable6 - ANSARoutingTable6
V ra´mci te´to pra´ce byla vytvorˇena trˇ´ıda ANSARoutingTable6, ktera´ rozsˇiˇruje trˇ´ıdu Rou-
tingTable6 (trˇ´ıda reprezentuj´ıc´ı smeˇrovac´ı tabulku), aby v zarˇ´ızen´ıch bylo mozˇne´ spravovat
v´ıce smeˇrovac´ıch protokol˚u. Po vzoru zarˇ´ızen´ı Cisco byla do vsˇech cest prˇida´na administra-
tivn´ı vzda´lenost (viz dalˇs´ı kapitola), a proto pro prˇida´n´ı nove´ cesty do smeˇrovac´ı tabulky
musely by´t neˇktere´ funkce upraveny nebo vytvorˇeny (pozn.: v dalˇs´ım textu pojem
”
smeˇro-
vac´ı tabulka“ nebo pouze
”
tabulka“ identifikuje take´ trˇ´ıdu ANSARoutingTable6 a
”
cestou“
je rovneˇzˇ mysˇlena trˇ´ıda ANSAIPv6Route):
• prepareForAddRoute() - funkce slouzˇ´ı pro kontrolu, zda k urcˇene´ cesteˇ existuje
ve smeˇrovac´ı tabulce cesta do stejne´ s´ıteˇ s mensˇ´ı administrativn´ı vzda´lenost´ı. Po-
kud ano, je vra´cena hodnota false, ktera´ znacˇ´ı, zˇe nen´ı mozˇne´ novou cestu prˇidat.
Jinak je cesta v tabulce smaza´na a vra´cena hodnota true.
Pro smaza´n´ı cesty v te´to funkci byla vytvorˇena metoda removeRouteSilent(), ktera´
neposˇle notifikaci o odstraneˇn´ı. Smeˇrovac´ı protokoly by meˇly reagovat na ozna´men´ı
NF_IPv6_ROUTE_DELETED (jezˇ generuje removeRoute()) a pokud znaj´ı cestu do stejne´
s´ıteˇ, jako odstraneˇna´ cesta, meˇly by ji vlozˇit do tabulky. V prˇ´ıpadeˇ odstraneˇn´ı cesty
ve funkci prepareForAddRoute() je toto chova´n´ı nezˇa´douc´ı. Pokud by prˇesto v te´to
metodeˇ bylo potrˇeba vyvola´vat ozna´men´ı o smaza´n´ı cesty, je mozˇne´ vytvorˇit dalˇs´ı
notifikaci, prˇi ktere´ by bylo zaka´za´no vkla´dat smeˇrovac´ı informace.
Kazˇdy´ modul, ktery´ chce vlozˇit novou cestu do smeˇrovac´ı tabulky, je povinnen nejdrˇ´ıve
zavolat metodu prepareForAddRoute(). Du˚vodem oddeˇlen´ı te´to metody od funkc´ı
pro vkla´da´n´ı cesty, a jej´ı zvla´sˇtn´ı vola´n´ı, je minimalizace zmeˇn oproti trˇ´ıdeˇ Rou-
tingTable6.
• Metody pro prˇida´n´ı cesty - vsˇechny metody pro prˇida´n´ı cesty ze trˇ´ıdy RoutingTable6
byly upraveny tak, aby vkla´daly cesty s administrativn´ı vzda´lenost´ı (ANSAIPv6Route).
• RoutingTable6 pouzˇ´ıva´ pro smeˇrova´n´ı
”
cache pameˇt’“. Cache se ale chybneˇ nemazˇe
(neaktualizuje) prˇi manipulaci s cestou (pomoc´ı existuj´ıc´ı metody purgeDestCache()).
K podobne´ situaci docha´zelo prˇi vypnute´m rozhran´ı, do ktere´ho se datagramy pomoc´ı
cache nespra´vneˇ smeˇrovaly. Toto je ve trˇ´ıdeˇ ANSARoutingTable6 opraveno.
• routeChanged() - metoda byla doplneˇna po vzoru trˇ´ıdy RoutingTable a je vola´na
objektem cesty (pokud je vlozˇen do tabulky), jestlizˇe se mu zmeˇn´ı neˇktery´ z parametr˚u
(metrika apod.). Informace o zmeˇneˇ je da´le sˇ´ıˇrena pomoc´ı NF_IPv6_ROUTE_CHANGED
notifikace. Pokud je potrˇeba, jsou zneplatneˇny za´znamy v cache v dane´ smeˇrovac´ı
tabulce.
Zobrazen´ı smeˇrovac´ı tabulky bylo upraveno po vzoru Cisco zarˇ´ızen´ı (prˇ´ıkaz show ipv6
route, viz kapitola 4). Na obra´zku 8.7 je demonstrova´na nyneˇjˇs´ı podoba.
8.4.3 IPv6Route - ANSAIPv6Route
Trˇ´ıda ANSAIPv6Route rozsˇiˇruje trˇ´ıdu IPv6Route.
• Prˇed vlozˇen´ım cesty do smeˇrovac´ı tabulky je nav´ıc nutne´ nastavit jej´ı AD pomoc´ı
setAdminDist(). Administrativn´ı vzda´lenosti jsou definova´ny v ANSAIPv6Route a
uvozeny p´ısmenem d.
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Obra´zek 8.7: Vzhled smeˇrovac´ı tabulky ANSARoutingTable6 v prostrˇed´ı OMNeT++/INET.
• Smeˇrovac´ı protokoly mus´ı take´ urcˇit zdroj cesty pomoc´ı setRoutingProtocolSource().
Zdroje jsou opeˇt definova´ny v ANSAIPv6Route a uvozeny znakem s.
• Metoda info() je upravena tak, aby o kazˇde´ cesteˇ byla vypsa´na informace ve stylu
zarˇ´ızen´ı Cisco (viz obra´zek 8.7). Pokud je vytvorˇena trˇ´ıda, ktera´ deˇd´ı z ANSAIPv6Route
a objekty te´to trˇ´ıdy jsou vkla´da´ny do tabulky, nesmı´ metodu info() prˇepisovat. Vy´pis
by nebyl konzistentn´ı. Pokud je funkce pro vy´pis informac´ı o cesteˇ potrˇeba, je pro ni
nutne´ pouzˇ´ıt jiny´ na´zev. Prˇ´ıkladem je metoda RIPngInfo() pro RIPng Routing Table
Entry (kapitola 8.3.2).
Kazˇda´ metoda meˇn´ıc´ı neˇjaky´ parametr cesty (neboli setter) ma´ k sobeˇ dua´ln´ı verzi kon-
cˇ´ıc´ı Silent. Prˇi zmeˇneˇ parametru se totizˇ vola´ popsana´ funkce routeChanged() ve smeˇrovac´ı
tabulce (pokud je cesta do neˇjake´ tabulky vlozˇena) a generuje se notifikace. U
”
Silent me-
tod“ k tomutu nedocha´z´ı. Proto pokud se meˇn´ı v´ıce hodnot cesty za´rovenˇ, je vhodne´ volat
Silent verze (vyjma u posledn´ıho nastavovane´ho parametru), aby se zbytecˇneˇ negenerovaly
notifikace.
8.5 Konfigurace modulu RIPngRouting
8.5.1 DeviceConfigurator a xmlParser
Jak bylo zmı´neˇno v kapitole 7.4, ANSA projekt dba´ na unifikaci konfigurace modul˚u po-
moc´ı XML jazyka. Proto byl vytvorˇen DeviceConfigurator, ve ktere´m se shromazˇd’uj´ı
funkce pro cˇten´ı nastaven´ı a soubor s t´ımto nastaven´ım se pro zarˇ´ızen´ı specifikuje pomoc´ı
modulove´ho parametru configFile (naprˇ.: **.router1.configFile = "config.xml").
Pro RIPngRouting modul byly dopsa´ny dveˇ funkce:
• loadRIPngConfig() - trˇ´ıda RIPngRouting z´ıska prˇi inicializaci prˇ´ıstup k Device-
Configurator (pomoc´ı ModuleAccess<DeviceConfigurator>("deviceConfigurator").get())
a zavola´ jeho metodu loadRIPngConfig(), ktera´ z konfiguracˇn´ıho souboru nejdrˇ´ıveˇ
nacˇte nastaven´ı jednotlivy´ch proces˚u a pote´ pro kazˇdy´ proces seznam povoleny´ch
rozhran´ı.
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• loadPrefixesFromInterfaceToRIPngRT() - slouzˇ´ı pro nacˇten´ı prefix˚u z rozhran´ı,
na ktere´m se povolil RIPng proces.
Trˇ´ıda xmlParser implementuje podp˚urne´ funkce pro cˇten´ı z XML souboru. Metody
doplneˇne´ v ra´mci te´to pra´ce obsahuj´ı prˇedponu RIPng.
8.5.2 XML konfigurace
V te´to sekci jsou popsa´ny XML tagy, pomoc´ı ktery´ch je mozˇne´ konfigurovat RIPng mo-
dul. Prˇi na´vrhu konfigurace RIPng modulu jsem vycha´zel z mozˇnost´ı zarˇ´ızen´ı Cisco, ktere´
jsou popsa´ny v tabulce uvedene´ na konci kapitoly 4. Prˇ´ıklad nastaven´ı s´ıteˇ, ve ktere´ se
pro smeˇrova´n´ı pouzˇ´ıva´ RIPng protokol, je uveden v prˇ´ıloze C.
Tag Vy´znam tagu
<RIPng name="process-name"/> Obsazˇeny´ v <Interface/> spust´ı na dane´m
rozhran´ı proces se jme´nem process-name. Po-
kud proces neexistuje, je vytvorˇen. Vlozˇeny´
pod <Routing6/> znamena´ prˇ´ıkaz k vytvo-
rˇen´ı procesu se jme´nem process-name.
Tagy uvedene´ v <RIPng/> pod <Routing6/>
<PoisonReverse>bool</PoisonReverse> Povol´ı/zaka´zˇe Posion Reverse mechanismus.
<SplitHorizon>bool</SplitHorizon> Povol´ı/zaka´zˇe split horizon mechanismus.
<Port>port</Port> Nastav´ı port pro komunikaci.
<Address>multicast-addr</Address> Nastav´ı adresu pro komunikaci.
<Distance>admin-dist</Distance> Zmeˇn´ı administrativn´ı vzda´lenost.
<Timers>
<Udate>updatetimer</Update>
<Route>route-timer</Route>
<Garbage>garbage-timer</Garbage>
</Timers>
Zmeˇn´ı de´lku cˇasovacˇ˚u Regular Update, Ti-
meout cesty a Garbage-Collection Time
cesty.
Tagy uvedene´ v <RIPng/> pod <Interface/>
<PassiveInterface>{disable|enable}
</PassiveInterface>
Nastav´ı rozhran´ı jako pasivn´ı - nebudou se
na neˇm odes´ılat RIPng aktualizace.
<SplitHorizon>{disable|enable}
</SplitHorizon>
Vypne/zapne na rozhran´ı split horizon.
<PoisonReverse>{disable|enable}
</PoisonReverse>
Vypne/zapne na rozhran´ı poison reverse.
<MetricOffset>offset-value</MetricOffset> Uprav´ı inkrementova´n´ı metriky prˇijaty´ch
cest na dane´m rozhran´ı.
<DefaultInformation>
<Metric>metric-value</Metric>
<DefaultOnly>bool</DefaultOnly>
</DefaultInformation>
Vlozˇ´ı IPv6 defaultn´ı cestu (::/0) do aktua-
lizac´ı na dane´m rozhran´ı (a v urcˇene´m pro-
cesu). Pokud je uveden tag <DefaultOnly/>
s hodnotou true, na tomto rozhran´ı se bude
odes´ılat pouze defaultn´ı cesta.
Tabulka 8.1: Prˇehled prˇ´ıkaz˚u pro konfiguraci modulu RIPngRouting
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Z tabulky 8.1 jsou patrne´ rozd´ıly oproti konfiguraci RIPng na zarˇ´ızen´ıch Cisco. Naprˇ´ı-
klad split horizon a poison reverse lze konfigurovat take´ zvla´sˇt’ pro rozhran´ı. V soucˇasne´
implementaci se nejdrˇ´ıve aplikuje nastaven´ı procesu, pote´ kazˇde´ho rozhran´ı.
Prˇ´ıkaz PassiveInterface pro RIPng na zarˇ´ızen´ıch Cisco neexistuje. Du˚vodem zmı´neˇ-
ne´ho rozd´ılu je, zˇe v Ciscu lze zavolat redistribute connected, a t´ım simulovat pasivn´ı
rozhran´ı. Funkce pro zpracova´n´ı obdoby prˇ´ıkazu redistribute zat´ım nejsou v te´to pra´ci
vytvorˇeny.
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Kapitola 9
Simulace
V te´to kapitole je popsa´no neˇkolik test˚u, pomoc´ı ktery´ch byla oveˇrˇena implementace pro-
tokolu RIPng v prostrˇed´ı OMNeT++/INET. Pr˚ubeˇh simulace byl porovna´n v˚ucˇi beˇhu
rea´lny´ch zarˇ´ızen´ı Cisco 7206VXR smeˇrovacˇ s nainstalovany´m operacˇn´ım syste´mem C7200-
ADVENTERPRISEK9-M verze 15.2(4)M2.
Protozˇe OMNeT++ je diskre´tn´ı simula´tor, cˇasove´ pr˚ubeˇhy simulace a rea´lne´ topologie
nelze porovna´vat prˇ´ımo, ale pouze jako rozd´ıly mezi dobami odeslany´ch zpra´v. Rea´lna´ i
simulovana´ zarˇ´ızen´ı maj´ı jako T0 oznacˇen cˇas, ktery´ se vztahuje k neˇjake´ uda´losti (vzˇdy
uvedena v dane´ situaci).
Kapitola popisuje neˇkolik sce´na´rˇ˚u, ktere´ jme´nem odpov´ıdaj´ı sce´na´rˇ˚um v inicializacˇn´ım
souboru simulace.
9.1 Topologie
Pro vsˇechny sce´na´rˇe byla pouzˇita topologie, ktera´ je zna´zorneˇna na obra´zku 9.1. Konfigu-
race uzl˚u je uvedena v prˇ´ıloze C. LAN s´ıteˇ byly u rea´lne´ topologie simulova´ny loopback
rozhran´ımi.
Rozhran´ı ve vy´pisech rea´lny´ch zarˇ´ızen´ı jsou oznacˇeny jako FastEthernet1/cˇ´ıslo-za-eth.
2001:13::/64 2001:23::/64
2001:12::/64
2001:34::/64
2001:1:1:1::/64
2001:2:2:2::/64
2001:5:5:5::/64
2001:4:4:4::/64
2001:7:7:7::/64
2001:3:3:3::/64
2001:6:6:6::/64
LAN 4
LAN 5
LAN 3
LAN 6
LAN 2
LAN 1
LAN 7
router1 router2
router4
router3
eth0
eth1
eth0
eth1
eth0 eth1
eth4
eth0
Obra´zek 9.1: Topologie s´ıteˇ pouzˇita´ k testova´n´ı.
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9.2 Sce´na´rˇ RIPngTest1
V tomto sce´narˇi je uka´za´no chova´n´ı RIPngRouter smeˇrovacˇe po zapnut´ı – tj. generova´n´ı
Request zpra´vy a naplneˇn´ı smeˇrovac´ı tabulky. V pr˚ubeˇhu simulace bylo take´ napla´nova´no
vypnut´ı rozhran´ı spojuj´ıc´ı zarˇ´ızen´ı router2 a router3 pro otestova´n´ı reakce RIPng modulu
na zmeˇnu topologie. Smeˇrovacˇ router4 nebyl pouzˇit.
Po povolen´ı protokolu na vsˇech zarˇ´ızen´ıch za´rovenˇ, dosˇlo k na´sleduj´ıc´ım uda´lostem:
1. Generova´n´ı Request zpra´v.
2. Odesla´n´ı odpoveˇd´ı.
3. Noveˇ naucˇene´ s´ıteˇ jsou odesla´ny pomoc´ı Triggered Update zpra´v, konvergence s´ıteˇ.
4. Zarˇ´ızen´ı si zacˇnou vymeˇnˇovat Regular Update zpra´vy.
Na obra´zku 9.2 je vy´pis komunikace, ktera´ byla odchycena pomoc´ı programu Wireshark1
mezi rea´lny´mi zarˇ´ızen´ımi na linka´ch router1–router2, router1–router3 a router2–router3.
Prvn´ıch deveˇt rˇa´dk˚u odpov´ıda´ uda´lostem 1 a 2. Rˇa´dky deset azˇ trˇina´ct uda´losti 3. Ostatn´ı
rˇa´dky znacˇ´ı Regular Update zpra´vy.
Jednotlive´ sloupce v obra´zku znamej´ı: cˇ´ıslo rˇa´dku, cˇas prˇijet´ı, zdrojova´ adresa, c´ılova´
adresa a typ zpra´vy.
router1:
eth0 - fe80::c802:8ff:fe64:1c
eth1 - fe80::c802:8ff:fe64:1d
router2:
eth0 - fe80::c801:8ff:fe64:1c
eth1 - fe80::c801:8ff:fe64:1d
router3:
eth0 - fe80::c803:cff:fe64:1c
eth1 - fe80::c803:cff:fe64:1d
Obra´zek 9.2: Komunikace na s´ıti po spusˇteˇn´ı RIPng.
Porovna´n´ı cˇasovy´ch zna´mek zpra´v mezi simulovany´mi a rea´lny´mi zarˇ´ızen´ımi ukazuje
tabulka 9.1, kde T0 = povolen´ı RIPng procesu na router1.
Mensˇ´ı rozptyly mezi zpra´vami pozˇadavk˚u a odpoveˇd´ı u sim. cˇasu jsou zp˚usobeny nu-
lovou cˇasovou na´rocˇnost´ı operac´ı v diskretn´ı simulaci. Rychlost konvergence s´ıteˇ, uda´lost
3, je za´visla´ na Triggered Update cˇasovacˇ´ıch (jsou na´hodneˇ nastaveny od 1 do 5 sekund),
po ktery´ch se odes´ılaj´ı Triggered Update zpra´vy.
1Aplikace Wireshark slouzˇ´ı k zachyta´va´n´ı a analy´ze komunikace na s´ıti – http://www.wireshark.org
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Cˇ´ıslo uda´losti Sim. cˇas [s] Real. cˇas [s]
1 T0 T0-1.351
2 0.001 0.736-1.473
3 3.081-3.715 2.123-6.773
4 30+ 9.873+
Tabulka 9.1: Porovna´n´ı cˇas˚u prˇijaty´ch a odeslany´ch zpra´v RIPng protokolu.
Neˇkolik pozna´mek k obra´zku 9.2:
• RIPng procesy na rea´lny´ch zarˇ´ızen´ıch nelze spustit prˇesneˇ ve stejny´ cˇas. Na neˇktery´ch
rozhran´ıch se tedy mu˚zˇe vygenerovat Request zpra´va drˇ´ıve, nezˇ je spusˇteˇnˇ RIPng pro-
ces na rozhran´ı na opacˇne´m konci linky. Proto ve vy´pisu komunikace rea´lne´ s´ıteˇ nen´ı
ke vsˇem Request zpra´va´m odpov´ıdaj´ıc´ı Response zpra´va. To je take´ d˚uvodem, procˇ
zarˇ´ızen´ı router1 odes´ıla´ jesˇteˇ v cˇase 12.871 Triggered Update zpra´vu smeˇrem k zarˇ´ı-
zen´ı router2 – router1 neobdrzˇel od router3 odpoveˇd’ na sv˚uj pozˇadavek na vsˇechny
s´ıteˇ a tyto s´ıteˇ se naucˇil teprve z Regular Update zpra´vy v cˇase 11.845.
• Z vy´pisu uvedene´ komunikace lze take´ vycˇ´ıst, zˇe Cisco zarˇ´ızen´ı pro odesla´n´ı prvn´ı Re-
gular Update zpra´vy pouzˇ´ıvaj´ı cˇasovacˇ o na´hodne´ de´lce (jeho generova´n´ı nen´ı uvedeno
v zˇa´dne´ dostupne´ dokumentaci). V simulaci se prvn´ı Regular Update zpra´va odesˇle
po 30 sekunda´ch, cozˇ odpov´ıda´ Regular Update cˇasovacˇi (kazˇde´ zarˇ´ızen´ı by po spusˇteˇn´ı
meˇlo zna´t vsˇechny s´ıteˇ pomoc´ı Triggered Update zpra´v v kra´tke´m cˇasove´m intervalu).
Obra´zek 9.3 ukazuje RIPng databa´zi simulovane´ho a rea´lne´ho zarˇ´ızen´ı router1 po 3.
uda´losti (po dokoncˇen´ı konvergence s´ıteˇ). Do vsˇech s´ıt´ı, ktere´ nejsou prˇ´ımo prˇipojeny exis-
tuje cesta. (Pozn.: databa´ze u rea´lne´ho zarˇ´ızen´ı mu˚zˇe obsahovat v´ıce cest do jedne´ s´ıteˇ, jako
je tomu naprˇ. u s´ıteˇ 2001:23::/64. Tato funkce nen´ı u simulovane´ho zarˇ´ızen´ı v soucˇasne´ dobeˇ
podporova´na.)
Obra´zek 9.3: RIPng databa´ze smeˇrovacˇe router1.
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V pr˚ubeˇhu simulace bylo na´pla´nova´no vypnut´ı rozhran´ı spojuj´ıc´ı router2 a router3.
Reakc´ı na tuto zmeˇnu v zarˇ´ızen´ı router3 bylo odstraneˇn´ı s´ıt´ı s odchoz´ım rozhran´ım eth1 a
generova´n´ı Triggered Update zpra´vy (ke stejny´m uda´lostem dosˇlo na rea´lne´m zarˇ´ızen´ı).
S´ıteˇ 2001:3:3:3::/64 a 2001:4:4:4::/64 (prˇipojene´ k router2) se tedy pro router3
stanou nedostupny´mi. Ale pote´, co router3 prˇijme prvn´ı Regular Update zpra´vu od smeˇro-
vacˇe router1, nainstaluje si s´ıteˇ prˇipojene´ k router2 s odchoz´ım rozhran´ım eth0. Viz obra´zek
9.4.
Obra´zek 9.4: Cesty na router3 po vypnut´ı rozhran´ı eth1.
9.3 Sce´na´rˇ RIPngTest2
V prˇedchoz´ım sce´na´rˇi bylo uka´za´no, co se stane prˇi vypnut´ı rozhran´ı. RIPng protokol na tuto
zmeˇnu reaguje ihned, a to generova´n´ım Triggered Update zpra´vy obsahuj´ıc´ı cesty s neko-
necˇnou metrikou, ktere´ meˇly zmı´neˇne´ rozhran´ı jako vy´stupn´ı.
V tomto sce´na´rˇi jsou otestova´ny Timeout cˇasovacˇe pomoc´ı umlcˇen´ı RIPng procesu
na smeˇrovacˇi router4.
V cˇase T0 router4 odesˇle posledn´ı Regular Update zpra´vu. Tabulka 9.2 ukazuje s´ıt’
2001:7:7:7::/64 v databa´zi protokolu RIPng na zarˇ´ızen´ı router3. (Pozn.: v tomto sce´na´rˇi bylo
pro aktualizaci vy´pisu databa´ze v simulaci napla´nova´ny dva cˇasovacˇe T0 + 179 a T0 + 181
v inicializaci RIPng procesu na smeˇrovacˇi router3.)
Stav cesty do sı´teˇ 2001:7:7:7::/64 v databa´zi RIPng
Cˇas [s] Rea´lne´ zarˇ´ızen´ı Simulovane´ zarˇ´ızen´ı
T0 Posledn´ı aktualizace Timeout cˇasovacˇe.
179
181
300+ Cesta odstraneˇna.
Tabulka 9.2: Reakce na vypnuty´ RIPng protokol na zarˇ´ızen´ı router4.
Obra´zek 9.5 ukazuje smeˇrovac´ı tabulky na zarˇ´ızen´ıch router3 v cˇase T0 + 181s. Lze
videˇt, zˇe cesta do s´ıteˇ 2001:7:7:7::/64 byla odstraneˇna.
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Obra´zek 9.5: Smeˇrovac´ı tabulka simulovane´ho | rea´lne´ho zarˇ´ızen´ı router3 po vyprsˇen´ı Ti-
meout cˇasovacˇe cesty do s´ıteˇ 2001:7:7:7::/64.
9.4 Sce´na´rˇ RIPngTest3
Ve sce´na´rˇi RIPngTest3 je s´ıt’ rozdeˇlena na dveˇ dome´ny pomoc´ı r˚uzny´ch RIPng proces˚u
na smeˇrovacˇi router3 (mezi router1 a router2 nebeˇzˇ´ı zˇa´dny´ proces) – viz obra´zek 9.6.
Zarˇ´ızen´ı router1 tedy nezna´ s´ıteˇ prˇipojene´ k router2 a naopak. Ale pomoc´ı defaultn´ı cesty
sˇ´ıˇrene´ ze vsˇech rozhran´ı na router3 je mozˇna´ komunikace mezi libovolny´mi LAN s´ıteˇmi.
Smeˇrovacˇ router3 skrze rozhran´ı eth0 sˇ´ıˇr´ı pouze defaultn´ı s´ıt’ ::0/0, takzˇe router1 ma´
ulozˇenou jedinou cestu – mimo prˇ´ımo prˇipojeny´ch s´ıt´ı (obra´zek 9.7a).
RIPng proces na smeˇrovacˇi router2 beˇzˇ´ı pouze na rozhran´ı eth1. Ve smeˇrovac´ı tabulce
je tedy pouze defaultn´ı cesta (mimo prˇ´ımo prˇipojene´ s´ıteˇ) od procesu RIPng2 (na zarˇ´ızen´ı
router3), protozˇe ten beˇzˇ´ı na jedine´m rozhran´ı eth1 (obra´zek 9.7b).
Smeˇrovacˇ router3 ma´ informace o vsˇech s´ıt´ıch a vystupuje jako centra´ln´ı prvek (obra´zek
9.7c).
Pokud RIPng odes´ıla´ na neˇktere´m rozhran´ı informaci o defaultn´ı cesteˇ, v prˇ´ıchoz´ıch
zpra´va´ch je ignorova´na (pro zamezen´ı smeˇrovac´ıch smycˇek). To je uka´za´no na zarˇ´ızen´ı
router4, ktere´ ma´
”
chybneˇ“ nastavene´ sˇ´ıˇren´ı defaultn´ı cesty, cˇehozˇ d˚usledkem je, zˇe s´ıt’ ::0/0
od smeˇrovacˇe router3 je ignorova´na a nen´ı obsazˇena ve smeˇrovac´ı tabulce (obra´zek 9.7d).
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2001:13::/64
2001:12::/64
2001:34::/64
2001:1:1:1::/64
2001:2:2:2::/64
2001:5:5:5::/64
2001:4:4:4::/64
2001:7:7:7::/64
2001:3:3:3::/64
2001:6:6:6::/64
LAN 4
LAN 5
LAN 3
LAN 6
LAN 2
LAN 1
LAN 7
router1 router2
router4
router3Proces RIPng1
Proces RIPng2
eth0 eth0
eth1 eth1
eth1eth0
eth4
eth0
Obra´zek 9.6: Rozdeˇlen´ı s´ıteˇ pomoc´ı dvou RIPng proces˚u na smeˇrovacˇi router3.
(a) router1 (b) router2
(c) router3 (d) router4
Obra´zek 9.7: Sce´na´rˇ 3 - smeˇrovac´ı tabulky
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9.5 Sce´na´rˇ RIPngTest4
V tomto sce´na´rˇi byla otestova´na konfigurace RIPng modulu. Kazˇda´ podkapitola popisuje
nastaven´ı parametru, ktery´ nebyl otestova´n v ra´mci prˇedchoz´ıch sce´na´rˇ˚u a je uveden v ta-
bulce na konci kapitoly 8.
9.5.1 Split horizon a poison reverse
Rozhran´ı eth0 na smeˇrovacˇi router1 bylo nakonfigurova´no s vypnuty´m split horizon mecha-
nismem. Na obra´zku 9.8 lze videˇt, zˇe prˇestozˇe cesta do s´ıteˇ 2001:3:3:3::/64 ma´ jako vy´stupn´ı
rozhran´ı eth0, je skrze toto rozhran´ı sˇ´ıˇrena s metrikou 2.
Obra´zek 9.8: router1 - smeˇrovac´ı tabulka | zpra´va odeslana´ na rozhran´ı eth0 s vypnuty´m
split horizon mechanismem.
Podobneˇ na rozhran´ı eth1 je sˇ´ıˇrena cesta do s´ıteˇ 2001:5:5:5::/64, ale s metrikou 16,
protozˇe na tomto rozhran´ı byl povolen mechanismus poison reverse. Viz obra´zek 9.9.
Obra´zek 9.9: router1 - smeˇrovac´ı tabulka | zpra´va odeslana´ na rozhran´ı eth1 se zapnuty´m
poison reverse mechanismem.
9.5.2 Metric-Offset
Na obra´zku 9.10 je zobrazena smeˇrovac´ı tabulka smeˇrovacˇe router3. Prˇestozˇe nejkratsˇ´ı cesta
do s´ıt´ı 2001:3:3:3::/64 a 2001:4:4:4::/64 je prˇes rozhran´ı eth1, je u nich uvedeno vy´stupn´ı
rozhran´ı eth0. Toto je zp˚usobeno inkrementova´n´ım metriky o trˇi na rozhran´ı eth1.
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Obra´zek 9.10: router3 - smeˇrovac´ı tabulka prˇi zvy´sˇen´ı inkrementace metriky o dva na roz-
hran´ı eth1.
9.5.3 De´lka cˇasovacˇ˚u
Na smeˇrovacˇi router2 byla upravena de´lka cˇasovacˇ˚u: Regular Update na 10s, Timeout cesty
na 3s a Garbage-Collection Time na 2s. Po zapnut´ı simulace se sce´na´rˇem RIPngTest4, lze
ve smeˇrovac´ı tabulce zarˇ´ızen´ı router2 videˇt, zˇe cesty d´ıky zkra´ceny´m cˇasovacˇ˚um nejsou
sta´le´, protozˇe ostatn´ı zarˇ´ızen´ı maj´ı defaultn´ı hodnoty cˇasovacˇ˚u (Regular Update o de´lce
30s) – viz obra´zek 9.11, na ktere´m jsou smeˇrovac´ı tabulky zarˇ´ızen´ı router2 v cˇase prˇijet´ı
Regular Update zpra´v a o deset sekund pozdeˇji.
Obra´zek 9.11: Nespra´vneˇ nastavene´ cˇasovacˇe. Smeˇrovac´ı tabulky zarˇ´ızen´ı router2 v cˇase
prˇijet´ı Regular Update zpra´v a o deset sekund pozdeˇji.
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Kapitola 10
Za´veˇr
V te´to pra´ci je popsa´na implementace protokolu RIPng v prostrˇed´ı OMNeT++/INET.
RIPng je smeˇrovac´ı protokol urcˇen pro IPv6 s´ıteˇ, proto je v prvn´ı cˇa´sti pra´ce popsa´na
IPv6 adresace. Jsou zde vysveˇtleny pojmy jako linkova´ nebo multicastova´ adresa.
Na´sleduje popis distance-vektor smeˇrovac´ıch protokol˚u a jejich prˇ´ıklady. Pra´ce se zameˇ-
rˇuje na protokol RIPng, jehozˇ specifikac´ı se zaby´va´ kapitola 5 a jako reference je uvedena
konfigurace RIPng na smeˇrovacˇi Cisco.
Da´le je provedena analy´za prostrˇed´ı OMNeT++ a Frameworku INET, ktere´ dohromady
poskytuj´ı funkce pro simulova´n´ı s´ıt’ove´ komunikace. Je zde popsa´na soucˇasna´ implementace
protokol˚u UPD a IPv6, smeˇrovac´ı tabulky, funkc´ı pro konfiguraci s´ıteˇ a pla´nova´n´ı uda´lost´ı
v s´ıti v INET Frameworku. Vsˇechny tyto cˇa´sti jsou steˇzˇejn´ı pro implementaci protokolu
RIPng.
Samotnou implementac´ı protokolu RIPng se zaby´va´ kapitola 8. V te´to kapitole jsou po-
psa´ny funkce a struktury, jezˇ byly vytvorˇeny a ktere´ dohromady tvorˇ´ı modul RIPngRouting
reprezentuj´ıc´ı smeˇrovac´ı protokol RIPng. Implementace vycha´z´ı ze standardu RFC 2080 a
je upravena po vzoru smeˇrovacˇ˚u firmy Cisco.
Pro otestova´n´ı implementace bylo vytvorˇeno neˇkolik sce´na´rˇ˚u. Vy´stup teˇchto sce´na´rˇ˚u byl
take´ porovna´n s vy´sledky z´ıskany´ch z rea´lne´ topologie.
Modul RIPngRouting nab´ız´ı mozˇnost podobne´ konfigurace jako smeˇrovacˇe Cisco. Ale
zpracova´n´ı neˇktery´ch nastaven´ı bylo nad ra´mec te´to pra´ce. V budoucnu je vsˇak mozˇne´
vytvorˇen´ı funkc´ı, ktere´ budou vykona´vat redistribuci cest z jiny´ch smeˇrovac´ıch protokol˚u
nebo sumarizaci cest na rozhran´ı.
V soucˇasne´ dobeˇ je pra´ce zahrnuta do ANSA projektu. C´ılem je integrace modulu
RIPngRouting do knihovny INET samotny´mi autory, cozˇ umozˇn´ı prˇ´ıstup sˇirsˇ´ı verˇejnosti
k tomuto rozsˇ´ıˇren´ı.
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Prˇ´ıloha A
Konfiguracˇn´ı XML soubor
Cˇa´st mozˇne´ konfigurace, prˇevzato a upraveno z [25].
<Routers>
<Router id=("id")>
<Hostname></Hostname>
<Interfaces>
<Interface name=("name")>
<IPAddress>(IPv6 address)</IPAddress>
<Mask>255.255.255.0</Mask>
<IPv6Address>(IPv6 address)/(Prefix Length)</IPv6Address>
<NdpAdvSendAdvertisements>(yes/no)</NdpAdvSendAdvertisements>
<NdpAdvPrefix>(IPv6 prefix)/(Prefix Length)</NdpAdvPrefix>
<NdpMaxRtrAdvInterval>(4-1800)</NdpMaxRtrAdvInterval>
<NdpMinRtrAdvInterval>(3-1350)</NdpMinRtrAdvInterval>
<Bandwidth>1000</Bandwidth>
<Duplex>auto</Duplex>
<Speed>auto</Speed>
<shutdown></shutdown>
</Interface>
</Interfaces>
<Routing6>
<Static>
<Route>
<NetworkAddress>(IPv6 prefix)/(Prefix Length)</NetworkAddress>
<NextHopAddress>(IPv6 address)</NextHopAddress>
<AdministrativeDistance>(1-254)</AdministrativeDistance>
</Route>
</Static>
</Routing6>
</Router>
</Routers>
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Prˇ´ıloha B
Seznam soubor˚u a diagram trˇ´ıd
Na´sleduj´ıc´ı seznam uva´d´ı soubory (a jejich umı´steˇn´ı v projektu ANSA), ktere´ byly vytvorˇeny
nebo upraveny v ra´mci te´to pra´ce. V soucˇasne´ dobeˇ jsou zdrojove´ ko´dy projektu ANSA
dostupne´ ve verˇejne´m repozita´rˇi https://github.com/kvetak/ANSA.git.
src
ansa
applications
ripng
RIPngInterface.cc
RIPngInterface.h
RIPngProcess.cc
RIPngProcess.h
RIPngRouting.cc
RIPngRouting.h
RIPngRoutingTableEntry.cc
RIPngRoutingTableEntry.h
RIPngMessage.msg
RIPngRouter.ned
RIPngRouting.ned
RIPngTimer.msg
networklayer
ipv6
ANSARoutingTable6.cc
ANSARoutingTable6.h
ANSARoutingTable6Access.h
ANSARoutingTable6.ned
nodes
ipv6
ANSAStandardHost6.ned
transport
udp
ANSAUDP.cc
ANSAUDP.h
ANSAUDP.ned
src
ansa
util
deviceConfigurator
deviceConfigurator.cc
deviceConfigurator.h
xmlParser.cc
xmlParser.h
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ANSAIPv6Ro ute
RoutingTableEntry
# _co py  :Rout ingTa bleEntry*
# _GCTim eout   :RIPngT imer*
# _ch ange Flag   :bo ol
# _process  :RIPngProcess*
# _ro uteT ag  :u nsig ned short int
# _ti meou t  :RIPngT imer*
+ cle arCh ange Flag()  :vo id
+ ge tCopy()  :Routin gTab leEn try * {query}
+ ge tGCT imer()  :RIPngT imer * {qu ery}
+ getProcess()  :RIPngProcess *
+ ge tRouteTag ()  :u nsign ed sh ort in t {qu ery}
+ ge tTime r()  :RIPng Tim er * {q uery}
+ isChang eFla gSet()  :bo ol {q uery}
+ RIPngIn fo()  : std::string  {que ry}
+ Ro uting Tabl eEntry(IPv6Add ress,  int)
+ Ro uting Tabl eEntry(Rou ting Table Entry&)
+ ~Routin gTab leEn try()
+ setCopy(Rou tingT ableEntry*)  :vo id
+ setGCTi mer(RIPn gTim er*)  :void
+ setChan geFl ag()  :void
+ setProcess(RIPngProcess*)  :void
+ setRoute Tag (unsi gned  short  int)  :void
+ setTime r(RIPngTi mer*)  :voi d
std ::map <int,  RIPn g::Gl obal Socket *>
«typede f»
GlobalSocke ts
std ::map <SocketsKey, RIPng ::So cket *>
«typede f»
Sockets
cS imple Modu le
INo tifiab le
RIPngRouting
# con nNe tworkMetri c  :in t
# de viceId   :ch ar* {readOnly}
# distance   :un signe d int
# glo balSockets  :G lobal Socke ts
# hostName  :std::string
# ift  :IInte rface Tabl e*
# inf inityM etric  :int
# nb   :Not ificat ionBoard*
# processes  :std::vector<RIPngProcess *>
# reg ularUpdateTim eout   :sim time _t
# RIPngAddress  :IPv6Ad dress
# RIPngPort  :i nt
# rou teGa rbag eColl ectio nTim eout   :sim time _t
# rou terTe xt  :std::st ring
# rou teTim eou t  :sim time _t
# sockets  :Sockets
+ addProcess(char*)  :RIPngProcess *
+ can celT imer(RIPn gTim er*)  :void
+ cre ateAndSta rtTim er(in t, vo id*, simtim e_t)  :RIPngTi mer *
+ cre ateT imer(int, void*)  :RIPngTi mer *
+ de leteT imer(RIPn gTim er*)  :void
+ disableRIPng OnIn terfa ce(ch ar*, char*)  :voi d
+ disableRIPng OnIn terfa ce(RIPngProce ss*, in t)  :void
+ en ableRIPng OnIn terfa ce(ch ar*, char*)  :RIPng::Interfa ce *
+ en ableRIPng OnIn terfa ce(RIPngProce ss*, In terfa ceEn try*)  :RIPn g::In terfa ce *
# forwardRIPng Message(RIPn gMessage *)  :vo id
# forwardRIPng Tim er(RIPngT imer*)  :vo id
+ ge tConn NetworkM etric()  :in t
+ ge tDista nce()  :un signe d int
+ ge tInfin ityMe tric()  :int
+ getProcess(char*)  :RIPngProcess *
+ ge tProcessIn dex(char*)  :unsigne d int
+ ge tRegu larUpdate Time out()  :sim time _t
+ ge tRIPn gAdd ress()  :IPv6Ad dress
+ ge tRIPn gPort()  :in t
+ ge tRouteGarbage Colle ction Time out()  :sim time _t
+ ge tRouteTim eout ()  :sim tim e_t
# ha ndleMessa ge(cMessage*)  :vo id
# ini tialize (int)  :voi d
- mo veInterfaceToSocke t(RIPng::Interfa ce*, int)  : void
+ mo veProcessToSo cket(RIPn gPro cess* , int, int, IPv6Address&)  : void
# nu mInitS tage s()  :i nt {qu ery}
# receiveChan geNo tifica tion(i nt, cObject*)  :void
+ rem oveProce ss(ch ar*)  :void
+ resetTim er(RIPng Time r*, sim time _t)  : void
+ RIPngRoutin g()
+ ~RIPngRouti ng()
+ sen dMe ssage (RIPngMe ssag e*, IPv6Ad dress&, in t, int , boo l)  :vo id
+ setDista nce(char*,  int)  :void
+ setDista nce(RIPng Process*, int)  : void
+ setOutp utPortOnIn terfa ce(RIPng: :Interface* , int)  :RIPng::Interfa ce *
+ setPoiso nReverse (char* , boo l)  :void
+ setPoiso nReverse (RIPn gPro cess* , boo l)  :vo id
+ setPortAndAd dress(cha r*, in t, IPv6Add ress&)  :vo id
+ setPortAndAd dress(RIPngProcess*, int , IPv6 Address&)  :vo id
+ setSplitHorizon(ch ar*, b ool)  :void
+ setSplitHorizon(RIPngProce ss*, b ool)  :void
+ setTime rs(ch ar*, in t, int , int)  :voi d
+ setTime rs(RIPngProcess*, in t, int , int)  :void
# up dateDispla yStri ng()  :void
RIPngProces s
# bB lockT rigge redUpdate Message   :boo l
# bSendT rigge redUpdate Message   :boo l
# con nNe tworkMetri c  :in t
# de viceId   :ch ar* {readOnly}
# distance   :un signe d int
# do wnInterfaces  :std::ve ctor<RIPn g::In terface*>
# en abled Interfaces  :std ::vector<RIPng: :Inte rface*>
# hostName  :std::string
# ift  :IInte rface Tabl e*
# inf inityM etric  :int
# nu mOfDefau ltInfo rmati onIn terfaces  :i nt
# nu mRou tes  :int
# po isonReverse  :b ool
# processName  :std::string
# reg ularUpdates  :u nsign ed l ong
# reg ularUpdateTim eout   :sim time _t
# reg ularUpdateTim er  :RIPng Tim er*
# RIPng  :RIPn gRou ting*
# RIPngAddress  :IPv6Ad dress
# RIPngPort  :i nt
# rou teGa rbag eColl ectio nTim eout   :sim time _t
# rou terTe xt  :std::st ring
# rou teTim eou t  :sim time _t
# rou tingT able   :Ro uting Tabl e
# rt  :ANSARou tingT able 6*
# spl itHori zon  :boo l
# trig gere dUpd ateT imer  :RIPngTi mer*
# trig gerUpdate s  :u nsign ed lo ng
- ad dEna bledInterface(RIPng ::Inte rface *)  :void
+ ad dRou tingT able Entry(RIPn g::Routin gTab leEn try*, b ool)  :void
# ad dRou tingT able EntryToGl obal RT(RIPng: :Rou tingT able Entry*)  :vo id
# cle arRo uteCh ang eFlag s()  :void
# cre ateM essag e()  :RIPn gMe ssage  *
# de leteRoute(RIPn gTim er*)  :void
+ disablePoiso nReverse()  :vo id
+ disableRIPng OnIn terfa ce(un sign ed lo ng)  :RIPn g::Interface *
+ disableSplitHorizo n()  : void
+ en ablePoiso nReverse()  :voi d
+ en ableRIPng OnIn terfa ce(In terfaceEnt ry*)  :RIPn g::Interface *
+ en ableSplitHorizo n()  : void
+ ge tConn NetworkM etric()  :in t
+ ge tDista nce()  :un signe d int
+ ge tDown Inte rface IndexById (int)  :int
+ ge tEnab ledIn terfa ce(un sign ed lo ng)  :RIPn g::Interface*
+ ge tEnab ledIn terfa ce(un sign ed lo ng)  :RIPn g::Interface* {q uery}
+ ge tEnab ledIn terfa ceInd exById(in t)  :in t
+ ge tEnab ledIn terfa ceInd exByNam e(ch ar*)  : int
+ ge tEnab ledIn terfa ceNa me(u nsig ned l ong)  :cha r* {qu ery}
+ ge tEnab ledIn terfa cesCount()  :un signe d lon g {qu ery}
+ ge tInfin ityMe tric()  :int
+ ge tProcessNa me()  :std ::strin g {qu ery}
+ ge tRegu larUpdate s()  :u nsig ned l ong
+ ge tRegu larUpdate Time out()  :sim time _t
+ ge tRIPn gAdd ress()  :IPv6Ad dress
+ ge tRIPn gPort()  :in t
+ ge tRouteGarbage Colle ction Time out()  :sim time _t
+ ge tRouteTim eout ()  :sim tim e_t
+ ge tRout ingTa ble()  :std ::strin g
+ ge tRout ingT ableEntry(IPv6Addre ss&, int)  :RIPn g::Ro uting Tabl eEnt ry*
+ ge tRout ingT ableEntryCoun t()  :u nsign ed lo ng {q uery}
# ge tRTEs(std: :vecto r<RIPngRTE>&, RIPng:: Interface*,  boo l)  :vo id
+ ge tTrigg erUp date s()  :u nsign ed lo ng
+ ha ndleNotification (int, cObject*)  :void
# ha ndleRegul arUp dateT ime r()  :void
# ha ndleReque st(RIPngM essa ge*, int, IPv6Address&, IPv6Address&, u nsign ed lo ng)  :void
# ha ndleRespo nse(RIPng Message*, int,  IPv6 Addre ss&)  :voi d
+ ha ndleRIPng Message(RIPn gMessage *)  :vo id
+ ha ndleT imer(RIPn gTim er*)  :void
# ha ndleT rigge redUpdateTim er()  :void
# che ckAn dLog RTE(RIPn gRT E&, IPv6Addre ss&)  :bool
# che ckMe ssag eVal idity(RIPn gMessage *)  :bo ol
+ isPoison Reve rse()  :boo l
+ isSplitHorizo n()  :b ool
# ma keRT EFro mRo uting Tabl eEntry(RIPng::Routin gTa bleEntry*)  :RIPngRT E
# ma keUp date MessageForInte rface (RIPng::In terfa ce*, b ool)  :RIPngM essag e *
# pro cessRTE(RIPng RTE&, in t, IPv6Add ress&)  :vo id
# pro cessRTEs(RIPn gMe ssage *, int , IPv6 Add ress&)  :vo id
- rem oveA llEn able dInte rface s()  :void
+ rem oveA llRo uting Tabl eEnt ries()  :void
- rem oveEnab ledIn terface(un signe d lon g)  :RIPng ::Inte rface *
+ rem oveRouti ngTa bleEntry(IPv6Addre ss&, i nt)  :void
+ rem oveRouti ngTa bleEntry(Routi ngTa bleIt)  :voi d
# rem oveRouti ngTa bleEntryFromGloba lRT(RIPng ::Rou ting Table Entry*)  :void
+ RIPngProcess(cha r*, RIPngRoutin g*)
+ ~RIPngProce ss()
# sen dAllRoute sReq uest()  :vo id
# sen dDel ayed Trigg ered Upda teMe ssag e()  :void
+ sen ding Defa ultInforma tion()  :bo ol
# sen dMe ssage (RIPngMe ssag e*, IPv6Ad dress&, in t, un signe d lon g, bo ol)  : void
# sen dReg ularUpda teMe ssage ()  :void
# sen dTrig gere dUpd ateM essa ge()  :void
+ setConn NetworkM etric(int)  : void
+ setDefau ltInforma tion(b ool)  :void
+ setDeviceId(char*)  :voi d
+ setDista nce(u nsign ed in t)  :b ool
+ setHostName(std::string)  :void
+ set Infini teMe tric(in t)  :void
+ set InterfaceDefau ltInfo rmati on(RIPng: :Interface* , boo l, bo ol, in t)  :vo id
+ set InterfaceM etricOffse t(RIPng::In terfa ce*, int)  : void
+ set InterfacePassiveStatus(RIPng: :Interface* , boo l)  :vo id
+ set InterfacePoison Reve rse(RIPng ::Inte rface *, bo ol)  :void
+ set InterfaceSplitHorizo n(RIPng::Interfa ce*, bool)  :voi d
+ setRegu larUp date Time out(simtim e_t)  :boo l
+ setRIPn gAdd ress(IPv6Addre ss)  :b ool
+ setRIPn gPort (int)  :boo l
+ setRoute Garb age Colle ction Time out(simtim e_t)  :boo l
+ setRoute rText(std: :strin g)  :void
+ setRoute Tim eout(simti me_t )  :bo ol
+ sta rt()  :void
# sta rtRou teDe letion Process(RIPng Time r*)  :void
# sta rtRou teDe letion Process(RIPng ::Rou tingT able Entry*)  :void
+ sto p()  :void
+ up dateRoutin gTa bleEn try(RIPng ::Rou tingT able Entry*, RIPngRTE&, int, IPv6Addre ss&)  :void
«st ruct»
GlobalSocke t
+ processes  :std::vector<RIPngProcess *>
+ socket  :UDPSocket
+ rem oveProce ss(RIPngProce ss*)  : int
Interfac e
# bDefaul tInformati on  :b ool
# bDefaul tRou teMe tric  : int
# bDefaul tRou teOn ly  :bo ol
# bPassive   :bo ol
# bPoison Reve rse  :bool
# bSplitHo rizon   :bo ol
# id  :int
# iM etricOffset   :int
# pOutputSocket  :Socke t*
# pProcess  :RIPngProcess*
+ de faultInform ation ()  :b ool
+ de faultRoute Only()  :bo ol
+ disablePassive()  : void
+ disablePoiso nReverse()  :vo id
+ disableSplitHorizo n()  : void
+ en ablePassive()  : void
+ en ablePoiso nReverse()  :voi d
+ en ableSplitHorizo n()  : void
+ ge tDefa ultRo uteM etric()  :in t
+ ge tId()  :int
+ ge tMetricOffset()  :int
+ ge tOutp utSo cket()  :So cket *
+ getProcess()  :RIPngProcess *
+ Interface (int,  RIPn gPro cess*)
+ ~Interface()
+ isPassive()  :b ool
+ isPoison Reve rse()  :boo l
+ isSplitHorizo n()  :b ool
+ no Defau ltInfo ram tion()  :voi d
+ setDefau ltInforma tionOnly()  :voi d
+ setDefau ltInforma tionOrigin ate()  :void
+ setDefau ltRo uteM etric(int)  : void
+ setMetri cOffset(int )  :bo ol
+ setOutp utSocket(Socke t*)  :void
«st ruct»
Socket
+ po rt  :in t
+ RIPngIn terfa ces  : std::vector<Inte rface  *>
+ socket  :UDPSocket
+ rem oveInterface(Interfa ce*)  :int
#_ proce ss
#sockets#g lobal Socke ts
#RIPng
#p Proce ss
#p Outpu tSocket
Obra´zek B.1: Diagram trˇ´ıd RIPng modulu.
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Prˇ´ıloha C
Konfiguracˇn´ı soubory sce´na´rˇ˚u
Uvedene´ konfiguracˇn´ı soubory byly pouzˇity prˇi oveˇrˇen´ı funkcˇnosti implementace (popsa´no
v kapitole 9). Konfigurace config.xml je vy´choz´ı. V ostatn´ıch konfiguracˇn´ıch souborech
jsou uvedena pouze zarˇ´ızen´ı s rozd´ılny´m nastaven´ım oproti config.xml.
C.1 RIPngTest1 (config.xml)
<Devices>
<Router id="2001:12::1">
<Interfaces>
<Interface name="eth0">
<IPAddress>12.12.12.1</IPAddress>
<Mask>255.255.255.0</Mask>
<IPv6Address>2001:12::1/64</IPv6Address>
<RIPng name="RIPng1"/>
</Interface>
<Interface name="eth2">
<IPAddress>1.1.1.1</IPAddress>
<Mask>255.255.255.0</Mask>
<IPv6Address>2001:1:1:1::1/64</IPv6Address>
<RIPng name="RIPng1">
<PassiveInterface>enable</PassiveInterface>
</RIPng>
</Interface>
<Interface name="eth3">
<IPAddress>2.2.2.2</IPAddress>
<Mask>255.255.255.0</Mask>
<IPv6Address>2001:2:2:2::2/64</IPv6Address>
<RIPng name="RIPng1">
<PassiveInterface>enable</PassiveInterface>
</RIPng>
</Interface>
<Interface name="eth1">
<IPAddress>13.13.13.1</IPAddress>
<Mask>255.255.255.0</Mask>
<IPv6Address>2001:13::1/64</IPv6Address>
<RIPng name="RIPng1"/>
</Interface>
</Interfaces>
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<Routing6>
<RIPng name="RIPng1"/>
</Routing6>
</Router>
<Router id="2001:12::2">
<Interfaces>
<Interface name="eth0">
<IPAddress>12.12.12.2</IPAddress>
<Mask>255.255.255.0</Mask>
<IPv6Address>2001:12::2/64</IPv6Address>
<RIPng name="RIPng1"/>
</Interface>
<Interface name="eth2">
<IPAddress>3.3.3.3</IPAddress>
<Mask>255.255.255.0</Mask>
<IPv6Address>2001:3:3:3::3/64</IPv6Address>
<RIPng name="RIPng1">
<PassiveInterface>enable</PassiveInterface>
</RIPng>
</Interface>
<Interface name="eth3">
<IPAddress>4.4.4.4</IPAddress>
<Mask>255.255.255.0</Mask>
<IPv6Address>2001:4:4:4::4/64</IPv6Address>
<RIPng name="RIPng1">
<PassiveInterface>enable</PassiveInterface>
</RIPng>
</Interface>
<Interface name="eth1">
<IPAddress>23.23.23.2</IPAddress>
<Mask>255.255.255.0</Mask>
<IPv6Address>2001:23::2/64</IPv6Address>
<RIPng name="RIPng1"/>
</Interface>
</Interfaces>
<Routing6>
<RIPng name="RIPng1"/>
</Routing6>
</Router>
<Router id="2001:13::3">
<Interfaces>
<Interface name="eth0">
<IPAddress>13.13.13.3</IPAddress>
<Mask>255.255.255.0</Mask>
<IPv6Address>2001:13::3/64</IPv6Address>
<RIPng name="RIPng1"/>
</Interface>
<Interface name="eth2">
<IPAddress>5.5.5.5</IPAddress>
<Mask>255.255.255.0</Mask>
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<IPv6Address>2001:5:5:5::5/64</IPv6Address>
<RIPng name="RIPng1">
<PassiveInterface>enable</PassiveInterface>
</RIPng>
</Interface>
<Interface name="eth3">
<IPAddress>6.6.6.6</IPAddress>
<Mask>255.255.255.0</Mask>
<IPv6Address>2001:6:6:6::6/64</IPv6Address>
<RIPng name="RIPng1">
<PassiveInterface>enable</PassiveInterface>
</RIPng>
</Interface>
<Interface name="eth1">
<IPAddress>23.23.23.2</IPAddress>
<Mask>255.255.255.0</Mask>
<IPv6Address>2001:23::3/64</IPv6Address>
<RIPng name="RIPng1"/>
</Interface>
<Interface name="eth4">
<IPAddress>34.34.34.3</IPAddress>
<Mask>255.255.255.0</Mask>
<IPv6Address>2001:34::3/64</IPv6Address>
</Interface>
</Interfaces>
<Routing6>
<RIPng name="RIPng1"/>
</Routing6>
</Router>
<Router id="2001:34::4">
<Interfaces>
<Interface name="eth0">
<IPAddress>34.34.34.4</IPAddress>
<Mask>255.255.255.0</Mask>
<IPv6Address>2001:34::4/64</IPv6Address>
</Interface>
<Interface name="eth1">
<IPAddress>7.7.7.7</IPAddress>
<Mask>255.255.255.0</Mask>
<IPv6Address>2001:7:7:7::7/64</IPv6Address>
<RIPng name="RIPng1">
<PassiveInterface>enable</PassiveInterface>
</RIPng>
</Interface>
</Interfaces>
<Routing6>
<RIPng name="RIPng1"/>
</Routing6>
</Router>
</Devices>
57
C.2 RIPngTest2 (config2.xml)
<Devices>
<Router id="2001:13::3">
<Interfaces>
<Interface name="eth0">
<IPAddress>13.13.13.3</IPAddress>
<Mask>255.255.255.0</Mask>
<IPv6Address>2001:13::3/64</IPv6Address>
<RIPng name="RIPng1"/>
</Interface>
<Interface name="eth2">
<IPAddress>5.5.5.5</IPAddress>
<Mask>255.255.255.0</Mask>
<IPv6Address>2001:5:5:5::5/64</IPv6Address>
<RIPng name="RIPng1">
<PassiveInterface>enable</PassiveInterface>
</RIPng>
</Interface>
<Interface name="eth3">
<IPAddress>6.6.6.6</IPAddress>
<Mask>255.255.255.0</Mask>
<IPv6Address>2001:6:6:6::6/64</IPv6Address>
<RIPng name="RIPng1">
<PassiveInterface>enable</PassiveInterface>
</RIPng>
</Interface>
<Interface name="eth1">
<IPAddress>23.23.23.2</IPAddress>
<Mask>255.255.255.0</Mask>
<IPv6Address>2001:23::3/64</IPv6Address>
<RIPng name="RIPng1"/>
</Interface>
<Interface name="eth4">
<IPAddress>34.34.34.3</IPAddress>
<Mask>255.255.255.0</Mask>
<IPv6Address>2001:34::3/64</IPv6Address>
<RIPng name="RIPng1"/>
</Interface>
</Interfaces>
<Routing6>
<RIPng name="RIPng1"/>
</Routing6>
</Router>
<Router id="2001:34::4">
<Interfaces>
<Interface name="eth0">
<IPAddress>34.34.34.4</IPAddress>
<Mask>255.255.255.0</Mask>
<IPv6Address>2001:34::4/64</IPv6Address>
<RIPng name="RIPng1"/>
</Interface>
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<Interface name="eth1">
<IPAddress>7.7.7.7</IPAddress>
<Mask>255.255.255.0</Mask>
<IPv6Address>2001:7:7:7::7/64</IPv6Address>
<RIPng name="RIPng1">
<PassiveInterface>enable</PassiveInterface>
</RIPng>
</Interface>
</Interfaces>
<Routing6>
<RIPng name="RIPng1"/>
</Routing6>
</Router>
</Devices>
C.3 RIPngTest3 (config3.xml)
<Devices>
<Router id="2001:12::1">
<Interfaces>
<Interface name="eth0">
<IPAddress>12.12.12.1</IPAddress>
<Mask>255.255.255.0</Mask>
<IPv6Address>2001:12::1/64</IPv6Address>
</Interface>
<Interface name="eth2">
<IPAddress>1.1.1.1</IPAddress>
<Mask>255.255.255.0</Mask>
<IPv6Address>2001:1:1:1::1/64</IPv6Address>
<RIPng name="RIPng1">
<PassiveInterface>enable</PassiveInterface>
</RIPng>
</Interface>
<Interface name="eth3">
<IPAddress>2.2.2.2</IPAddress>
<Mask>255.255.255.0</Mask>
<IPv6Address>2001:2:2:2::2/64</IPv6Address>
<RIPng name="RIPng1">
<PassiveInterface>enable</PassiveInterface>
</RIPng>
</Interface>
<Interface name="eth1">
<IPAddress>13.13.13.1</IPAddress>
<Mask>255.255.255.0</Mask>
<IPv6Address>2001:13::1/64</IPv6Address>
<RIPng name="RIPng1"/>
</Interface>
</Interfaces>
<Routing6>
<RIPng name="RIPng1"/>
</Routing6>
</Router>
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<Router id="2001:12::2">
<Interfaces>
<Interface name="eth0">
<IPAddress>12.12.12.2</IPAddress>
<Mask>255.255.255.0</Mask>
<IPv6Address>2001:12::2/64</IPv6Address>
</Interface>
<Interface name="eth2">
<IPAddress>3.3.3.3</IPAddress>
<Mask>255.255.255.0</Mask>
<IPv6Address>2001:3:3:3::3/64</IPv6Address>
<RIPng name="RIPng1">
<PassiveInterface>enable</PassiveInterface>
</RIPng>
</Interface>
<Interface name="eth3">
<IPAddress>4.4.4.4</IPAddress>
<Mask>255.255.255.0</Mask>
<IPv6Address>2001:4:4:4::4/64</IPv6Address>
<RIPng name="RIPng1">
<PassiveInterface>enable</PassiveInterface>
</RIPng>
</Interface>
<Interface name="eth1">
<IPAddress>23.23.23.2</IPAddress>
<Mask>255.255.255.0</Mask>
<IPv6Address>2001:23::2/64</IPv6Address>
<RIPng name="RIPng1"/>
</Interface>
</Interfaces>
<Routing6>
<RIPng name="RIPng1">
<Address>FF02::99</Address>
<Port>527</Port>
</RIPng>
</Routing6>
</Router>
<Router id="2001:13::3">
<Interfaces>
<Interface name="eth0">
<IPAddress>13.13.13.3</IPAddress>
<Mask>255.255.255.0</Mask>
<IPv6Address>2001:13::3/64</IPv6Address>
<RIPng name="RIPng1">
<DefaultInformation>
<Metric>5</Metric>
<DefaultOnly>true</DefaultOnly>
</DefaultInformation>
</RIPng>
</Interface>
<Interface name="eth2">
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<IPAddress>5.5.5.5</IPAddress>
<Mask>255.255.255.0</Mask>
<IPv6Address>2001:5:5:5::5/64</IPv6Address>
<RIPng name="RIPng1">
<PassiveInterface>enable</PassiveInterface>
</RIPng>
</Interface>
<Interface name="eth3">
<IPAddress>6.6.6.6</IPAddress>
<Mask>255.255.255.0</Mask>
<IPv6Address>2001:6:6:6::6/64</IPv6Address>
<RIPng name="RIPng1">
<PassiveInterface>enable</PassiveInterface>
</RIPng>
</Interface>
<Interface name="eth1">
<IPAddress>23.23.23.2</IPAddress>
<Mask>255.255.255.0</Mask>
<IPv6Address>2001:23::3/64</IPv6Address>
<RIPng name="RIPng2">
<DefaultInformation/>
</RIPng>
</Interface>
<Interface name="eth4">
<IPAddress>34.34.34.3</IPAddress>
<Mask>255.255.255.0</Mask>
<IPv6Address>2001:34::3/64</IPv6Address>
<RIPng name="RIPng1">
<DefaultInformation/>
</RIPng>
</Interface>
</Interfaces>
<Routing6>
<RIPng name="RIPng1"/>
<RIPng name="RIPng2">
<Address>FF02::99</Address>
<Port>527</Port>
</RIPng>
</Routing6>
</Router>
<Router id="2001:34::4">
<Interfaces>
<Interface name="eth0">
<IPAddress>34.34.34.4</IPAddress>
<Mask>255.255.255.0</Mask>
<IPv6Address>2001:34::4/64</IPv6Address>
<RIPng name="RIPng1">
<DefaultInformation/>
</RIPng>
</Interface>
<Interface name="eth1">
<IPAddress>7.7.7.7</IPAddress>
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<Mask>255.255.255.0</Mask>
<IPv6Address>2001:7:7:7::7/64</IPv6Address>
<RIPng name="RIPng1">
<PassiveInterface>enable</PassiveInterface>
</RIPng>
</Interface>
</Interfaces>
<Routing6>
<RIPng name="RIPng1"/>
</Routing6>
</Router>
</Devices>
C.4 RIPngTest4 (config4.xml)
<Devices>
<Router id="2001:12::1">
<Interfaces>
<Interface name="eth0">
<IPAddress>12.12.12.1</IPAddress>
<Mask>255.255.255.0</Mask>
<IPv6Address>2001:12::1/64</IPv6Address>
<RIPng name="RIPng1">
<SplitHorizon>disable</SplitHorizon>
</RIPng>
</Interface>
<Interface name="eth2">
<IPAddress>1.1.1.1</IPAddress>
<Mask>255.255.255.0</Mask>
<IPv6Address>2001:1:1:1::1/64</IPv6Address>
<RIPng name="RIPng1">
<PassiveInterface>enable</PassiveInterface>
</RIPng>
</Interface>
<Interface name="eth3">
<IPAddress>2.2.2.2</IPAddress>
<Mask>255.255.255.0</Mask>
<IPv6Address>2001:2:2:2::2/64</IPv6Address>
<RIPng name="RIPng1">
<PassiveInterface>enable</PassiveInterface>
</RIPng>
</Interface>
<Interface name="eth1">
<IPAddress>13.13.13.1</IPAddress>
<Mask>255.255.255.0</Mask>
<IPv6Address>2001:13::1/64</IPv6Address>
<RIPng name="RIPng1">
<PoisonReverse>enable</PoisonReverse>
</RIPng>
</Interface>
</Interfaces>
<Routing6>
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<RIPng name="RIPng1"/>
</Routing6>
</Router>
<Router id="2001:12::2">
<Interfaces>
<Interface name="eth0">
<IPAddress>12.12.12.2</IPAddress>
<Mask>255.255.255.0</Mask>
<IPv6Address>2001:12::2/64</IPv6Address>
<RIPng name="RIPng1"/>
</Interface>
<Interface name="eth2">
<IPAddress>3.3.3.3</IPAddress>
<Mask>255.255.255.0</Mask>
<IPv6Address>2001:3:3:3::3/64</IPv6Address>
<RIPng name="RIPng1">
<PassiveInterface>enable</PassiveInterface>
</RIPng>
</Interface>
<Interface name="eth3">
<IPAddress>4.4.4.4</IPAddress>
<Mask>255.255.255.0</Mask>
<IPv6Address>2001:4:4:4::4/64</IPv6Address>
<RIPng name="RIPng1">
<PassiveInterface>enable</PassiveInterface>
</RIPng>
</Interface>
<Interface name="eth1">
<IPAddress>23.23.23.2</IPAddress>
<Mask>255.255.255.0</Mask>
<IPv6Address>2001:23::2/64</IPv6Address>
<RIPng name="RIPng1"/>
</Interface>
</Interfaces>
<Routing6>
<RIPng name="RIPng1">
<Timers>
<Update>10</Update>
<Route>3</Route>
<Garbage>2</Garbage>
</Timers>
</RIPng>
</Routing6>
</Router>
<Router id="2001:13::3">
<Interfaces>
<Interface name="eth0">
<IPAddress>13.13.13.3</IPAddress>
<Mask>255.255.255.0</Mask>
<IPv6Address>2001:13::3/64</IPv6Address>
<RIPng name="RIPng1"/>
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</Interface>
<Interface name="eth2">
<IPAddress>5.5.5.5</IPAddress>
<Mask>255.255.255.0</Mask>
<IPv6Address>2001:5:5:5::5/64</IPv6Address>
<RIPng name="RIPng1">
<PassiveInterface>enable</PassiveInterface>
</RIPng>
</Interface>
<Interface name="eth3">
<IPAddress>6.6.6.6</IPAddress>
<Mask>255.255.255.0</Mask>
<IPv6Address>2001:6:6:6::6/64</IPv6Address>
<RIPng name="RIPng1">
<PassiveInterface>enable</PassiveInterface>
</RIPng>
</Interface>
<Interface name="eth1">
<IPAddress>23.23.23.2</IPAddress>
<Mask>255.255.255.0</Mask>
<IPv6Address>2001:23::3/64</IPv6Address>
<RIPng name="RIPng1">
<MetricOffset>3</MetricOffset>
</RIPng>
</Interface>
<Interface name="eth4">
<IPAddress>34.34.34.3</IPAddress>
<Mask>255.255.255.0</Mask>
<IPv6Address>2001:34::3/64</IPv6Address>
</Interface>
</Interfaces>
<Routing6>
<RIPng name="RIPng1"/>
</Routing6>
</Router>
</Devices>
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