Abstract. In this paper we derive new simple estimates for ordinary di¤erential equations with Sobolev coe‰cients. These estimates not only allow to recover some old and recent results in a simple direct way, but they also have some new interesting corollaries.
Introduction
When b : ½0; T Â R n ! R n is a bounded smooth vector field, the flow of b is the smooth map X : ½0; T Â R n ! R n such that dX dt ðt; xÞ ¼ b À t; X ðt; xÞ Á ; t A ½0; T ; X ð0; xÞ ¼ x:
Out of the smooth context (1) has been studied by several authors. In particular, the following is a common definition of generalized flow for vector fields which are merely integrable. ; T Â R n ; R n Þ. We say that a map X : ½0; T Â R n ! R n is a regular Lagrangian flow for the vector field b if (i) for a.e. x A R n the map t 7 ! X ðt; xÞ is an absolutely continuous integral solution of _ g gðtÞ ¼ b À t; gðtÞ Á for t A ½0; T , with gð0Þ ¼ x;
(ii) there exists a constant L independent of t such that L n À X ðt; ÁÞ À1 ðAÞ Á e LL n ðAÞ for every Borel set A L R n : ð2Þ
The constant L in (ii) will be called the compressibility constant of X .
Existence, uniqueness and stability of regular Lagrangian flows have been proved in [9] by DiPerna and Lions for Sobolev vector fields with bounded divergence. In a recent groundbreaking paper (see [1] ) this result has been extended by Ambrosio to BV coe‰cients with bounded divergence.
The arguments of the DiPerna-Lions theory are quite indirect and they exploit (via the theory of characteristics) the connection between (1) and the Cauchy problem for the transport equation q t uðt; xÞ þ bðt; xÞ Á ' x uðt; xÞ ¼ 0; uð0; ÁÞ ¼ u:
& ð3Þ
Assuming that the divergence of b is in L 1 we can define bounded distributional solutions of (3) using the identity b Á ' x u ¼ ' x Á ðbuÞ À u' x Á b. Following DiPerna and Lions we say that a distributional solution u A L y ð½0; T Â R n Þ of (3) In their seminal paper DiPerna and Lions showed that, if the vector field b has Sobolev regularity with respect to the space variable, then every bounded solution is renormalized. Ambrosio [1] extended this result to BV vector fields with divergence in L 1 . Under suitable compressibility assumptions (for instance ' x Á b A L y ), the renormalization property gives uniqueness and stability for (3) (the existence follows in a quite straightforward way from standard approximation procedures).
In turn, this uniqueness and stability property for (3) can be used to show existence, uniqueness and stability of regular Lagrangian flows (we refer to [9] for the original proofs and to [1] for a di¤erent derivation of the same conclusions).
In this paper we show how many of the ODE results of the DiPerna-Lions theory can be recovered from simple a priori estimates, directly in the Lagrangian formulation. Though our approach works under various relaxed hypotheses, namely controlled growth at infinity of the field b and L p loc and L log L assumptions on D x b, for simplicity let us consider a vector field b in W 1; p X L y , p > 1. Assuming the existence of a regular Lagrangian flow X , we give estimates of integral quantities depending on X ðt; xÞ À X ðt; yÞ. These estimates depend only on kbk W 1; p þ kbk y and the compressibility constant L of Definition 1.1(ii). Moreover, a similar estimate can be derived for the di¤erence X ðt; xÞ À X 0 ðt; xÞ of regular Lagrangian flows of di¤erent vector fields b and b 0 , depending only on the compressibility constant of b and on kbk W 1; p þ kbk y þ kb 0 k y þ kb À b 0 k L 1 . As direct corollaries of our estimates we then derive:
(a) Existence, uniqueness, stability, and compactness of regular Lagrangian flows.
(b) Some mild regularity properties, like the approximate di¤erentiability proved in [5] , that we recover in a new quantitative fashion.
The regularity property in (b) has an e¤ect on solutions to (3): we can prove that, for b A W 1; p X L y with bounded divergence, solutions of (3) propagate the same mild regularity of the corresponding regular Lagrangian flow (we refer to Section 5 for the precise statements).
Our approach has been inspired by a recent result of Ambrosio, Lecumberry and Maniglia [5] , proving the almost everywhere approximate di¤erentiability of regular Lagrangian flows. Indeed, some of the quantities we estimate in this paper are taken directly from [5] , whereas others are just suitable modifications. However, the way we derive our estimates is di¤erent: our analysis relies all on the Lagrangian formulation, whereas that of [5] relies on the Eulerian one.
Unfortunately we do not recover all the results of the theory of renormalized solutions. The main problem is that our estimates do not cover the case Db A L 1 . Actually, the extension to the case Db A L 1 of our (or of similar) estimates would answer positively to the following conjecture of Bressan (see [6] ):
smooth maps and denote by F k the solutions of the ODEs:
F k ð0; xÞ ¼ x:
is uniformly bounded and that the fluxes F k are nearly incompressible, i.e. that
Then the sequence fF k g is strongly precompact in L At the present stage, the theory of renormalized solutions cannot be extended to cover this interesting case (we refer to [4] and to the survey article [8] for the results achieved so far in the framework of renormalized solutions). In another paper, [7] , Bressan raised a second conjecture on mixing properties of flows of BV vector fields (see Conjecture 6.1 below), which can be considered as a quantitative version of Conjecture 1.2. In Section 6 we show how our estimates settle the W 1; p ðp > 1Þ analog of Bressan's mixing conjecture.
In order to keep the presentation simple, in Section 2 we give the estimates and the various corollaries in the case b A W 1; p X L y and in Section 3 we present the more general estimates and their consequences. We thank Herbert Koch for suggesting us that the Lipschitz estimates hold under the assumption Db A L log L (see Remark 2.4 and the discussion at the beginning of Section 4). In Section 4 we show how to prove directly, via suitable a priori estimates, the compactness conclusion of Conjecture 1.2 when Db k is bounded in L log L. It has been pointed out to us independently by François Bouchut and by PierreEmmanuel Jabin that a more careful analysis allows to extend this approach when the sequence fDb k g is equi-integrable. In Section 5 we discuss the regularity results for transport equations mentioned above. Finally, in Section 6 we prove the W 1; p analog of Bressan's mixing conjecture.
1.1. Notation and preliminaries. Constants will be denoted by c and c a 1 ;...; a q , where we understand that in the first case the constant is universal and in the latter it depends only on the quantities a 1 ; . . . ; a q . Therefore, during several computations, we will use the same symbol for constants which change from line to line. When A is a measurable subset of R n we denote by jAj or by L n ðAÞ its Lebesgue measure. When f : R n I U ! V is continuous, we denote by Lipð f Þ the Lipschitz constant of f . When f is measurable we define Lipð f Þ :¼ minfLipðgÞ: g is continuous and g ¼ f almost everywhereg:
When m is a measure on W and f : W ! W 0 a measurable map, f K m will denote the pushforward of m, i.e. the measure n such that Ð j dn ¼ Ð j f dm for every j A C c ðW 0 Þ.
A priori estimates for bounded vector fields and corollaries
In this section we show our estimates in the particular case of bounded vector fields. This estimate and its consequences are just particular cases of the more general theorems presented in the next sections. However, we decided to give independent proofs in this simplified setting in order to illustrate better the basic ideas of our analysis. 
:
Then we have
Remark 2.2. A small variant of the quantity A 1 ðR; X Þ was first introduced in [5] and studied in an Eulerian setting in order to prove the approximate di¤erentiability of regular Lagrangian flows. One basic observation of [5] is that a control of A 1 ðR; X Þ implies the Lipschitz regularity of X outside of a set of small measure. This elementary Lipschitz estimate is shown in Proposition 2.3. The novelty of our point of view is that a direct Lagrangian approach allows to derive uniform estimates as in (7). These uniform estimates are then exploited in the next subsections to show existence, uniqueness, stability and regularity of the regular Lagrangian flow.
All the computations in the following proof can be justified using the definition of regular Lagrangian flow: the di¤erentiation of the flow with respect to the time gives the vector field (computed along the flow itself), thanks to condition (i); condition (ii) implies that all the changes of variable we are performing just give an L in front of the integral.
During the proof, we will use some tools borrowed from the theory of maximal functions. We recall that, for a function f A L 1 loc ðR n ; R m Þ, the local maximal function is defined as For more details about the maximal function and for the statements of the lemmas we are going to use, we refer to Appendix A.
Proof of Theorem 2.1. For 0 e t e T, 0 < r < 2R and x A B R ð0Þ define Combining (11), (12) , (13) and (14), we obtain the desired estimate for A p ðR; X Þ. r
We now show how the estimate of the integral quantity gives a quantitative Lipschitz estimate. Proposition 2.3 (Lipschitz estimates). Let X : ½0; T Â R n ! R n be a map. Then, for every e > 0 and every R > 0, we can find a set K H B R ð0Þ such that jB R ð0ÞnKj e e and for any 0 e t e T we have
Proof. Fix e > 0 and R > 0. We can suppose that the quantity A p ðR; X Þ is finite, otherwise the thesis is trivial; under this assumption, thanks to (34) we obtain a constant 
To see this we define
and we go back to (10) , which can be rewritten as
Qðt; x; rÞ e c þ c n FðxÞ þ c n M 2R FðxÞ:
For e < 1=ð4cÞ we can estimate
FðxÞ dx þ ec n Ð
FðxÞ dx
MR R Dbðt; xÞ dx dt;
where in the third line we applied the Chebyshev inequality and the weak estimate (33) and in the last line Definition 1.1(ii). This means that it is possible to find a set K H B R ð0Þ with jB R ð0ÞnKj e e such that
MR R Dbðt; xÞ dx dt for every x A K, t A ½0; T and r A 0; 2R½. Arguing as in the final part of the proof of Proposition 2.3 we obtain the Lipschitz estimate also in this case.
2.2.
Existence, regularity and compactness. In this subsection we collect three direct corollaries of the estimates derived above, concerning approximate di¤erentiability, existence and compactness of regular Lagrangian flows.
Corollary 2.5 (Approximate di¤erentiability of the flow). Let b be a bounded vector field belonging to L
for every l > 0, and let X be a regular Lagrangian flow associated to b. Then X ðt; ÁÞ is approximately di¤erentiable a.e. in R n , for every t A ½0; T . 
For each h, let X h be a regular Lagrangian flow associated to b h and let L h be the compressibility constant of X h , as in Definition 1.1(ii). Suppose that the sequence fL h g is equi-bounded. Then the sequence fX h g is strongly precompact in L 1 loc ð½0; T Â R n Þ. Recall first Theorem 2.1 implies that A p ðR; X h Þ is equi-bounded with respect to h, because of the assumptions of the corollary. Moreover, using Definition 1.1(i) and thanks again to the equi-boundedness of fb h g in L y ð½0; T Â R n Þ, we deduce that there exists a constant C . Then the sequence fX h g is precompact in measure in ½0; T Â B R ð0Þ, and by equi-boundedness in L y we deduce that it is also precompact in
Corollary 2.7 (Existence of the flow). Let b be a bounded vector field belonging to L
Then there exists a regular Lagrangian flow associated to b.
Proof. This is a simple consequence of the previous corollary. Choose a positive convolution kernel in R n and regularize b by convolution. It is simple to check that the sequence of smooth vector fields fb h g we have constructed satisfies the equi-bounds of the previous corollary. Moreover, since every b h is smooth, for every h there is a unique regular Lagrangian flow associated to b h , with compressibility constant L h given by
Thanks to the positivity of the chosen convolution kernel, the sequence fL h g is equibounded, then we can apply Corollary 2.6. It is then easy to check that every limit point of fX h g in L 1 loc ð½0; T Â R n Þ is a regular Lagrangian flow associated to b. r Remark 2.8. An analogous existence result could be obtained removing the hypothesis on the divergence of b, and assuming that there is some approximation procedure such that we can regularize b with equi-bounds on the compressibility constants of the approximating flows. This remark also applies to Corollaries 3.7 and 4.3.
Stability estimates and uniqueness.
In this subsection we show an estimate similar in spirit to that of Theorem 2.1, but comparing flows for di¤erent vector fields. A direct corollary of this estimate is the stability (and hence the uniqueness) of regular Lagrangian flows. 
We setR R ¼ 2r þ Tðkbk y þ kb bk y Þ and we apply Lemma A.3 to estimate the last integral as follows:
Inserting this estimate in (16), settingr r ¼ r þ T maxfkbk y ; kb bk y g, changing variables in the integrals and using Lemma A. 
jbðt; yÞ Àb bðt; yÞj dy þ c n; pr r nÀn=p ðL L þ LÞkDbðt; ÁÞk L p :
For any t A ½0; T , integrating the last inequality between 0 and t we get
where the constant C 1 depends on t, r, kbk y , kb bk y , L,L L, and kD x bk L 1 ðL p Þ .
Next we fix a second parameter h > 0 to be chosen later. Using the Chebyshev inequality we find a measurable set K H B r ð0Þ such that jB r ð0ÞnKj e h and log jX ðt; xÞ ÀX X ðt;
Therefore we can estimate
jX ðt; xÞ ÀX X ðt; xÞj dx ð18Þ
with C 1 , C 2 and C 3 which depend only on T, r, 
where C depends only on t, r, kbk y , kb bk y , L,L L, and kD x bk L 1 ðL p Þ . This completes the proof. r Proof. It follows immediately from the stability proved in Theorem 2.9. r Remark 2.11 (Stability with weak convergence in time). Theorem 2.9 allows to show the stability when the convergence of the vector fields is just weak with respect to the time. This setting is in fact very natural in view of the applications to the theory of fluid mechanics (see [9] , Theorem II.7, and [11] , in particular Theorem 2.5). In particular, under suitable bounds on the sequence fb h g, the following form of weak convergence with respect to the time is su‰cient to get the thesis:
Indeed, fix a parameter e > 0 and regularize with respect to the spatial variables only using a standard convolution kernel r e . We can rewrite the di¤erence X h ðt; xÞ À X ðt; xÞ as 
the second term goes to zero for h ! y when e is kept fixed, because we are dealing with flows relative to vector fields which are smooth with respect to the space variable, uniformly in time, and weak convergence with respect to the time is enough to get the stability.
In order to conclude, we fix an arbitrary d > 0 and we first find e > 0 such that the norm of the third term is smaller than d and such that the norm of the first term is smaller than d for every h. For this fixed e, we find h such that the norm of the second term is smaller than d. With this choice of h we have estimated the norm of X h ðt; xÞ À X ðt; xÞ with 3d, hence we get the desired convergence.
Remark 2.12 (Another way to show compactness). If we apply Theorem 2.9 to the flows X ðt; xÞ andX X ðt; xÞ ¼ X ðt; x þ hÞ À h relative to the vector fields bðt; xÞ and b bðt; xÞ ¼ bðt; x þ hÞ, where h A R n is fixed, we get for every t A ½0; T kX ðt; ÁÞ À X ðt; Á þ hÞ À hk L 1 ðB r ð0ÞÞ e C log À kbðt; xÞ
Hence we have a uniform control on the translations in the space, and we can deduce a compactness result applying the Riesz-Fréchet-Kolmogorov compactness criterion (Lemma C.2).
Estimates for more general vector fields and corollaries
In this section we extend the previous results to more general vector fields, in particular we drop the boundedness condition on b. More precisely, we will consider vector fields b : ½0; T Â R n ! R n satisfying the following regularity assumptions:
(R2) We can write bðt; xÞ 1 þ jxj ¼b b 1 ðt; xÞ þb b 2 ðt; xÞ
Since we are now considering vector fields which are no more bounded, we have to take care of the fact that the flow will be no more locally bounded in R n . However, we can give an estimate of the measure of the set of the initial data such that the corresponding trajectories exit from a fixed ball at some time.
Definition 3.1 (Sublevels). Fix l > 0 and let X : ½0; T Â R n ! R n be a locally summable map. We set
Proof. Let f t be the density of X ðt; ÁÞð1 B R ð0Þ L n Þ with respect to L n and notice that, by the definition of push-forward and by Definition 1.1(ii), we have kf t k 1 ¼ o n R n and kf t k y e L. Thanks to Definition 1.1(i) we can compute
Using the Hö lder inequality, for every decomposition of bðt; xÞ=ð1 þ jxjÞ as in assumption (R2) we get
From this estimate we easily obtain
and the right-hand side clearly has the properties of the function gðR; lÞ stated in the proposition. r 3.1. Estimate of an integral quantity and Lipschitz estimates. We start with the definition of an integral quantity which is a generalization of the quantity A p ðR; X Þ of Theorem 2.1. In this new setting we will need a third variable (the truncation parameter l), hence we set A p ðR; l; X Þ ð21Þ
where the set G l is the sublevel relative to the map X , defined as in Definition 3.1.
In the following proposition, we show a bound on the quantity A p ðR; l; X Þ which corresponds to the bound on A p ðR; X Þ in Theorem 2.1. Proof. We start as in the proof of Theorem 2.1, obtaining the validity of inequality (8) Then, arguing exactly as in the proof of Theorem 2.1, we get the estimate
Recalling Definition 1.1(ii) and Lemma A.2, the integral in (22) 
Then we obtain the desired estimate for A p ðR; l; X Þ. r
Proposition 3.4 (Lipschitz estimates)
. Let X and b be as in Theorem 3.3. Then, for every e > 0 and every R > 0, we can find l > 0 and a set K H B R ð0Þ such that jB R ð0ÞnKj e e and for any 0 e t e T we have
Proof. The proof is exactly the proof of Proposition 2.3, with some minor modifications due to the necessity of a truncation on the sublevels of the flow. This can be done as follows. For e > 0 and R > 0 fixed, we apply Proposition 3.2 to get a l large enough such that jB R ð0ÞnG l j e e=2. Next, using equation (34) and the finiteness of A p ðR; l; X Þ, we obtain a constant The proof can be concluded as the proof of Proposition 2.3, where now the integrals are performed on the sublevels G l . r 3.2. Existence, regularity and compactness.
Corollary 3.5 (Approximate di¤erentiability of the flow). Let b be a vector field satisfying assumptions (R1) and (R2) and let X be a regular Lagrangian flow associated to b. Then X ðt; ÁÞ is approximately di¤erentiable a.e. in R n , for every t A ½0; T .
Proof. The proof is an immediate consequence of the Lusin type approximation of the flow with Lipschitz maps given in Proposition 3.4 and of Theorem B.1. r Corollary 3.6 (Compactness of the flow). Let fb h g be a sequence of vector fields satisfying assumptions (R1) and (R2). For every h, let X h be a regular Lagrangian flow associated to b h and let L h be the compressibility constant associated to X h , as in Definition 1.1(ii). Suppose that for every R > 0 the uniform estimate
is satisfied, for some decomposition b h =ð1 þ jxjÞ ¼b b h; 1 þb b h; 2 as in assumption (R2). Then the sequence fX h g is locally precompact in measure in ½0; T Â R n .
Proof. The proof is essentially identical to the proof of Corollary 2.6. Fix R > 0 and d > 0. Applying Proposition 3.2 and thanks to the uniform bound given by (24), we first find l > 0 big enough such that
with G h l as in Definition 3.1. Thanks again to (24), we can apply Theorem 3.3 to deduce that the quantities A p ðR; l; X h Þ are uniformly bounded with respect to h. Now we apply Proposition 3.4 with e ¼ d=3 to find, for every h, a measurable set
and Lip À X h ðt; ÁÞj K h Á is uniformly bounded w:r:t: h:
Now we are going to show a similar Lipschitz estimate with respect to the time. Since the maps
are uniformly bounded in L 1 ð½0; T Â K h Þ (this is easily deduced recalling assumption (R2), the bound (24) and the fact that K h H B R ð0Þ), for every h, applying the Chebyshev inequality, we can find a measurable set H h H ½0; T Â K h such that Then we apply Lemma C.1 to obtain that the sequence fX h g is precompact in measure in ½0; T Â B R ð0Þ. A standard diagonal argument gives the local precompactness in measure of the sequence in the whole ½0; T Â R n . r Proof. It is su‰cient to regularize b with a positive convolution kernel in R n and apply Corollary 3.6. It is simple to check that the regularized vector fields satisfy the equibounds needed for the compactness result. r 3.3. Stability estimates and uniqueness. Clearly we have gð0Þ ¼ 0 and we can estimate
xÞ Á jX ðt; xÞ ÀX X ðt; xÞj dx
jbðt; xÞ Àb bðt; xÞj dx þ c n ðL þL LÞ Ð
M 2l Dbðt; xÞ dx
jbðt; xÞ Àb bðt; xÞj dx þ c n; p ðL þL LÞl nÀn=p kDbðt; ÁÞk L p ðB 3l ð0ÞÞ :
Integrating with respect to t between 0 and t we obtain
where the constant C l depends on l but also on the other parameters relative to b and b b. Now fix a value h > 0 which will be specified later. We can find a measurable set
Then we deduce that
15jX ðt; xÞ ÀX X ðt; xÞj dx
choosing h ¼ 1=logðlÞ in the last line. r Corollary 3.9 (Stability of the flow). Let fb h g be a sequence of vector fields satisfying assumptions (R1) and (R2), converging in L 1 loc ð½0; T Â R n Þ to a vector field b which satisfies assumptions (R1) and (R2). Denote by X and X h the regular Lagrangian flows associated to b and b h respectively, and denote by L and L h the compressibility constants of the flows. Suppose that, for some decomposition b h =ð1 þ jxjÞ ¼b b h; 1 þb b h; 2 as in assumption (R2), we have
and that the sequence fL h g is equi-bounded. Then the sequence fX h g converges to X locally in measure in ½0; T Â R n .
Proof. Notice that, under the hypothesis of this corollary, the constants C h; t and C h; t l in (25) can be chosen uniformly with respect to t A ½0; T and h A N. Hence we find universal constants C and C l , depending only on the assumed equi-bounds, such that Ð B r ð0Þ 15jX ðt; xÞ À X h ðt; xÞj dx e C h; t
Now fix e > 0. We first choose l big enough such that
where C is the first constant in (26). Since now l is fixed, we find N such that for every h f N we have
thanks to the convergence of the sequence fb h g to b in L 1 loc ð½0; T Â R n Þ. Notice that N depends on l and on the equi-bounds, but in turn l only depends on e and on the equibounds. Hence we get
15jX ðt; xÞ À X h ðt; xÞj dx e e for every h f N ¼ NðeÞ:
This means that fX h ðt; ÁÞg converges to X ðt; ÁÞ locally in measure in R n , uniformly with respect to t A ½0; T . In particular we get the thesis. r Corollary 3.10 (Uniqueness of the flow). Let b be a vector field satisfying assumptions (R1) and (R2). Then the regular Lagrangian flow associated to b, if it exists, is unique.
Proof. It follows immediately from Corollary 3.9. r
A direct proof of compactness
In this section we propose an alternative proof of the compactness result of Theorem 2.6, which works under an assumption of summability of the maximal function of Db. The strategy of this proof is slightly di¤erent from the previous one: we are not going to use the Lipschitz estimates of Proposition 2.3 and Remark 2.4, but instead we prove an estimate of an integral quantity which turns out to be su‰cient to get compactness, via the Riesz-Fréchet-Kolmogorov compactness criterion.
We will assume the following regularity assumption on the vector field:
Notice that, by Lemma A.2, this assumption is equivalent to the condition
jD x bðt; xÞj log À 2 þ jD x bðt; xÞj Á dx dt < y for every r > 0:
We define a new integral quantity, which corresponds to the one defined in Theorem 2.1 for p ¼ 1, but without the supremum with respect to r. For R > 0 and 0 < r < R=2 fixed we set aðr; R; X Þ ¼ Ð We first give a quantitative estimate for the quantity aðr; R; X Þ, similar to the one for A p ðR; X Þ. 
Proof. We start as in the proof of Theorem 2.1, obtaining inequality (9) (but this time it is su‰cient to setR R ¼ 3R=2 þ 2Tkbk y ). Integrating with respect to the time and then with respect to x over B R ð0Þ, we obtain aðr; R; X Þ e c R þ c n Ð
MR R Db À t; X ðt; yÞ Á dy dt dx:
As in the previous computations, the first integral can be estimated with 
(ii).
Suppose that the sequence fL h g is equi-bounded. Then the sequence fX h g is strongly precompact in L 1 loc ð½0; T Â R n Þ.
Proof. We apply Theorem 4.1 to obtain that, under the assumptions of the corollary, the quantities aðr; R; X h Þ are uniformly bounded with respect to h. Now observe that, for 0 e z eR R (withR R ¼ 3R=2 þ 2Tkbk y as in Theorem 4.1), thanks to the concavity of the logarithm we have
Since jX h ðt; xÞ À X h ðt; yÞj eR R this implies that
sup 0eteT Ð B r ðxÞ jX h ðt; xÞ À X n ðt; yÞj dy dx
where the function gðrÞ does not depend on h and satisfies gðrÞ # 0 for r # 0. Changing the integration order this implies
jX h ðt; xÞ À X h ðt; x þ zÞj dx dz e gðrÞ;
uniformly with respect to t and h.
Now notice the following elementary fact. There exists a dimensional constant a n > 0 with the following property: if A H B 1 ð0Þ is a measurable set with jB 1 ð0ÞnAj e a n , then A þ A I B 1=2 ð0Þ. Indeed, if the thesis were false, we could find x A B 1=2 ð0Þ such that x B A þ A. This would imply in particular that
Now notice that there exists a dimensional constant g n such that
since we are supposing x A B 1=2 ð0Þ. But since jB 1 ð0ÞnAj e a n , we also have
ð0Þ Á e a n and
But this is clearly in contradiction with (27) if we choose a n < g n =2.
Then fix a n as above and apply the Chebyshev inequality for every h to obtain, for every 0 < r < R=2, a measurable set K r; h H B r ð0Þ with jB r ð0ÞnK r; h j e a n jB r ð0Þj and
jX h ðt; x þ zÞ À X h ðt; xÞj dx e gðrÞ a n for every z A K r; h :
For such a set K r; h , thanks to the previous remark, we have that K r; h þ K r; h I B r=2 ð0Þ. 
jX h ðt; x þ z 1; h Þ À X h ðt; xÞj dx e 2gðrÞ a n :
Now notice that, by Definition 1.1(i), for a.e. x A R n we have
Then we can estimate the increment in the time direction in the following way:
Combining these two informations, for ðt 0 ; t 1 Þ HH ½0; T , R > 0, v A B r=2 ð0Þ and t > 0 su‰cently small we can estimate
tkb h k y dx dt e T 2gðrÞ a n þ c n TR n tkb h k y :
The thesis follows applying the Riesz-Fréchet-Kolmogorov compactness criterion (see Lemma C.2), recalling that fb h g is uniformly bounded in L y ð½0; T Â R n Þ. r Proof. It is su‰cient to regularize b with a positive convolution kernel in R n and apply Corollary 4.2. It is simple to check that the regularized vector fields satisfy the equi-bounds needed for the compactness result, due to the convexity of the map z 7 ! z logð2 þ zÞ for z f 0. r 5. Lipexp p -regularity for transport equations with W 1, p coe‰cients
In this section we show that solutions to transport equations with Sobolev coe‰cients propagate a very mild regularity property of the initial data.
Definition 5.1 (The space Lipexp p ). We say that a function f : E HH R n ! R k belongs to Lipexp p ðEÞ if for every e > 0 there exists a measurable set K H E such that (i) jEnKj e e;
(ii) Lipð f j K Þ e expðCe À1=p Þ for some constant C < y independent on e.
Moreover we denote by j f j LE p ðEÞ the smallest constant C such that the conditions above hold.
Remark 5.2. Note that:
Lipexp y is the space of functions which coincide with a Lipschitz function almost everywhere. j f j LE p ðEÞ is not homogeneous, and then it is not a norm, and can be explicitely defined as
One can compare this definition with a similar result for Sobolev functions: if f A W 1; p ðE; R k Þ, then for every e > 0 there exists a set K H E such that jEnKj e e and Lipð f j K Þ e kDf k L p ðEÞ e À1=p .
Theorem 5.3. Let b be a vector field satisfying assumptions (R1) and (R2) and where again C is as in (a). Next consider
we have and this concludes the proof. r
6. An application to a conjecture on mixing flows
In [7] the author considers a problem on mixing vector fields on the two-dimensional
In this section, we are going to show that the Lipschitz estimate of Proposition 3.4 gives an answer to this problem, although in the L p setting ðp > 1Þ instead of the L 1 setting considered in [7] .
Fix coordinates x ¼ ðx 1 ; x 2 Þ A ½0; 1½ Â ½0; 1½ on K and consider the set A ¼ fðx 1 ; x 2 Þ : 0 e x 2 e 1=2g H K:
If b : ½0; 1 Â K ! R 2 is a smooth time-dependent vector field, we denote as usual by X ðt; xÞ the flow of b and by F : K ! K the value of the flow at time t ¼ 1. We assume that the flow is nearly incompressibile, so that for some k 0 > 0 we have k 0 jWj e jX ðt; WÞj e 1 k 0 jWj ð29Þ for all W H K and all t A ½0; 1. For a fixed 0 < k < 1=2, we say that F mixes the set A up to scale e if for every ball B e ðxÞ we have kjB e ðxÞj e jB e ðxÞ X FðAÞj e ð1 À kÞjB e ðxÞj:
Then in [7] the following conjecture is proposed: Conjecture 6.1 (Bressan's mixing conjecture). Under these assumptions, there exists a constant C depending only on k and k 0 such that, if F mixes the set A up to scale e, then Ð 1 0 Ð K jD x bj dx dt f Cjlog ej for every 0 < e < 1=4:
In this section, we show the following result: Hence we can find e 0 > 0 such that M f 1 2b jlog ej for every 0 < e < e 0 :
We are now going to show the thesis for every 0 < e < 1=4. Indeed, suppose that the thesis is false. Then, we could find a sequence fb h g of vector fields and a sequence fe h g with e 0 < e h < 1=4 in such a way that Up to an extraction of a subsequence, we can assume that e h ! e and that F h ! F strongly in L 1 ðKÞ. For this, we apply the compactness result in Theorem 3.6, noticing that (29) gives a uniform control on the compressibility constants of the flows and that we do not need any assumption on the growth of the vector fields, since we are on the torus and then the flow is automatically uniformly bounded. Now, notice that the mixing property is stable with respect to strong convergence: this means that F has to mix up to scale e e 1=4. But since kD x b h k L 1 ð½0; 1; L p ðKÞÞ ! 0, we deduce that F is indeed a translation on K, hence it cannot mix the set A up to a scale which is smaller than 1=4. From this contradiction we get the thesis. r Remark 6.3. We notice that the constant 1=4 in Theorem 6.2 depends on the shape of the set A: this bound comes from the fact that a translation does not mix up to a scale e < 1=4. Our proof can be easily extended to the case of a measurable set A with any shape, giving a di¤erent upper bound for the values of e such that the result is true.
Appendix A. Maximal functions
In this first appendix, we recall the definition of the local maximal function of a locally finite measure and of a locally summable function and we recollect some well-known properties which are used throughout all this paper.
