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Abstract
M dwarfs are prominent targets of planet search projects, and their chemical composition is
crucial to understanding the formation process or interior of orbiting exoplanets. However,
measurements of elemental abundances of M dwarfs have been limited due to difficulties in the
analysis of their optical spectra. We conducted a detailed chemical analysis of five M dwarfs
(Teff ∼3200–3800 K), which form binary systems with G/K-type stars, by performing a line-
by-line analysis based on high-resolution (R ∼80,000) near-infrared (960–1710 nm) spectra
obtained with CARMENES. We determined the chemical abundances of eight elements (Na,
Mg, K, Ca, Ti, Cr, Mn, and Fe), which are in agreement with those of the primary stars within
measurement errors (∼0.2 dex). Through the analysis process, we investigated the unique
behavior of atomic lines in a cool atmosphere. Most atomic lines are sensitive to changes
in abundance not only of the corresponding elements but also of other elements, especially
dominant electron donors such as Na and Ca. The Ti I lines show a negative correlation
with the overall metallicity at Teff < 3400 K due to the consumption of neutral titanium by
the formation of TiO molecules. These findings indicate that to correctly estimate the overall
metallicity or the abundance of any element, we need to determine the abundances of other
individual elements consistently.
Key words: stars: abundances — stars: low-mass — stars: late-type — techniques: spectroscopic —
infrared: stars
1 Introduction
M dwarfs are favorable targets for the discovery and de-
tailed characterization of rocky planets, especially in the
habitable zone, owing to their small mass, small size, and
low luminosity compared to hotter Sun-like stars (e.g.,
Shields et al. 2016). One primary obstacle to the investi-
gation of planets around M dwarfs is their faintness in the
visible band. Through recent advancements in infrared de-
tector technology, various infrared instruments have been
© 2020. Astronomical Society of Japan.
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developed that increase the feasibility of the study of M
dwarfs because their peak fluxes are at infrared wave-
lengths. Many current and future planet-search projects
have set M dwarfs as the primary targets. For example,
ground-based transit surveys such as MEarth (Irwin et al.
2015), APACHE (Sozzetti et al. 2013), and SPECULOOS
(Delrez et al. 2018) mainly target M dwarfs. Ground-based
radial velocity surveys such as CARMENES (Quirrenbach
et al. 2014), IRD (Kotani et al. 2014), HPF (Mahadevan
et al. 2012), and SPIRou (Artigau et al. 2014) also focus
on M dwarfs. Space-based surveys such as K2 (Howell
et al. 2014) have discovered a significant number of plan-
ets orbiting M dwarfs to date, and NASA’s Transiting
Exoplanet Survey Satellite (TESS; Ricker et al. 2015) is
expected to detect approximately 500 planets around M
dwarfs (Barclay et al. 2018).
To further investigate the characteristics or habitability
of planets found around M dwarfs, it is crucial to determine
the detailed chemical compositions of the host M dwarfs.
Although the mean density of a rocky planet is estimated
from its mass and radius, the internal structural features
such as core size and mantle mineralogy, which control
the surface habitability, cannot be determined without the
constraints from the chemical composition (e.g., Dorn et al.
2017, Unterborn & Panero 2017).
A common measure of stellar chemical composition is
the overall metallicity. It is expressed as [M/H], which is
the logarithm of the number ratio of all metals to hydrogen
in the object of interest, normalized by the corresponding
ratio in the Sun. The iron abundance ratio [Fe/H], which is
calculated in the same manner but with the number of Fe
instead of all metals, is often used as a proxy for the over-
all metallicity. The relation between the stellar metallicity
and the planet occurrence rate has been discussed since
Santos et al. (2004) and Fischer & Valenti (2005) estab-
lished the case of Jupiter-mass planets around FGK stars.
Brugamyer et al. (2011) and Adibekyan et al. (2012b) re-
ported that the abundances of refractory elements such as
Si, Mg, and Ti have a stronger correlation than the over-
all metallicity with the occurrence rate of giant planets.
These relations support the core-accretion scenario as the
standard planet formation mechanism. Such relations for
M dwarfs have also been investigated, but they remain un-
der discussion (e.g., Hobson et al. 2018, Neves et al. 2013).
Further studies of M dwarfs with detailed abundances of
refractory elements are needed to develop a better under-
standing of such trends.
The chemical analysis of M dwarfs is hampered by their
faintness and the complicated molecular absorption bands,
which are difficult to model precisely and make it difficult
to determine the continuum level and identify isolated ab-
sorption lines. Many previous studies have derived empiri-
cal relations between the overall metallicity and the metal-
sensitive observable in photometry or low- to medium-
resolution spectroscopy (e.g., Bonfils et al. 2005, Rojas-
Ayala et al. 2012, Mann et al. 2013a, 2014). These relations
are empirically calibrated by binary systems consisting of
FGK primaries and M-dwarf secondaries. Stars in a binary
system are formed together from the same molecular cloud;
thus, their chemical abundances can be regarded as identi-
cal, typically within the level of 0.02 dex, and occasionally
differing up to approximately 0.1 dex. This has been con-
firmed by several studies using binary systems comprised
of FGK stars (e.g., Desidera et al. 2004, 2006, Hawkins
et al. 2020).
The empirical calibrations above are useful for the ex-
ploration of global trends of overall metallicity. They
do not, however, address abundance variations between
the individual elements. The most preferable way to di-
rectly address these abundances is to analyze individual
absorption lines in high-resolution spectra with model at-
mospheres.
In the last decade, the increasing number of available
high-resolution near-infrared spectra of M dwarfs has led
to advances in their chemical analysis. Their near-infrared
spectra are relatively free of the complicated and crowded
molecular bands found in the visible spectra, and are there-
fore more suitable for line-by-line analysis of atomic lines.
O¨nehag et al. (2012), Lindgren et al. (2016), and Lindgren
& Heiter (2017) analyzed the atomic lines of various el-
ements in high-resolution (R ∼ 50,000) J-band CRIRES
(Kaeufl et al. 2004) spectra of early- to mid-M dwarfs to
derive their metallicities by fitting synthetic model spec-
tra. They verified the reliability of the results using five
M dwarfs in binary systems with FGK primaries. They
reported that the results of both components are gener-
ally consistent within 0.01–0.04 dex and at most 0.11 dex.
Rajpurohit et al. (2018b) performed overall spectral fitting
on the APOGEE spectra (H-band, R∼ 22,500; Majewski
et al. 2017) of 45 early- to mid-M dwarfs to determine the
stellar parameters, including the metallicity. Rajpurohit
et al. (2018a) conducted spectral fitting on a variety of
atomic lines and OH molecular lines in the high-resolution
(R ∼ 80,000–100,000) visible and near-infrared spectra of
292 early- to late-M dwarfs taken by CARMENES to infer
the stellar parameters, including the metallicity. Passegger
et al. (2019) also derived the stellar parameters for a sim-
ilar set of objects from the CARMENES spectra with a
higher signal-to-noise ratio (S/N) by carefully selecting a
limited number of absorption lines that are exclusively sen-
sitive to the parameters of interest. Although their de-
rived metallicities show better agreement with previous
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estimates through calibrated methods, there remain some
systematic trends. This results in a narrower metallicity
distribution than the estimates for the same objects in the
literature. It was also noted that the metallicity derived
only from the near-infrared spectra tends to be higher than
that derived only from the visible spectra. Souto et al.
(2020) performed spectral fitting of APOGEE spectra to
determine the metallicities of 21 early- to mid-M dwarfs,
11 of which form binary systems with FGK primary stars.
They confirmed that their results for the 11 M dwarfs are
consistent with the metallicities of the corresponding pri-
maries with a mean difference of 0.04 dex.
Among these attempts, systematic differences in de-
rived metallicities between different works are found in
some cases. They used different sets of absorption lines as-
sociated with different species to infer the overall metallic-
ity. One possible improvement to reliably determine metal-
licity is to consider the abundance ratios of individual ele-
ments. Tsuji & Nakajima (2014), Tsuji et al. (2015), Tsuji
& Nakajima (2016), and Tsuji (2016) determined the car-
bon and oxygen abundances and even the carbon isotopic
ratios for M dwarfs based on CO and H2O lines in K-band
spectra with a resolution of ∼20,000. Veyette et al. (2016)
found that the relative abundance of carbon to oxygen
changes the pseudo-continuum of visible to near-infrared
spectra of M dwarfs, which affects the derivation of the
metallicity, particularly for empirical calibration methods.
Veyette et al. (2017) developed a semi-empirical approach
to determine the abundances of Fe and Ti. They performed
high-resolution (R∼25,000) Y -band spectroscopy on 29 M
dwarfs that form physical binaries with FGK stars. They
found a discrepancy between their own equivalent width
(EW) measurements and those predicted from the model
and Ti abundance of the primary stars. They empiri-
cally determined a transformation formula for the observed
EWs to obtain an agreement with those based on models.
Souto et al. (2017, 2018) determined the abundances of
13 elements for two early-M dwarfs and eight elements for
one mid-M dwarf using atomic and molecular lines in the
APOGEE spectra. Souto et al. (2020) also constrained
the carbon and oxygen abundances of 21 M dwarfs in the
process of estimating their effective temperatures based on
the H2O and OH molecular lines. However, none of these
studies have verified the resulting abundances of individual
elements by testing the consistency of the FGK+M binary
pairs.
Chemical analysis of M dwarfs based on model atmo-
spheres has shown promise as a straightforward way to
determine elemental abundances. However, the validity of
the results and the potential problems inherent to the cool
objects must be confirmed. In this paper, we present the
abundance determination of eight individual elements for
two early-M and three mid-M dwarfs using high-resolution
near-infrared spectra. To examine the abundances ob-
tained by our analysis procedure, we target M dwarfs that
belong to binary systems with G- or K-type stars. By ex-
amining the effects of variations in elemental abundance
ratios assumed in the analysis on the abundances derived
for certain elements, we demonstrate the importance of
determining individual elemental abundances consistently.
The chemical composition of M dwarfs and its effects on
the spectra cannot be accurately described by the overall
metallicities scaled from the solar chemical composition
alone.
We introduce our targets and data in Section 2. We
describe how we exploit them to derive the abundances of
individual elements and errors in Section 3 and present the
results in Section 4. We discuss the newly found problems
and the remedies in Section 5. In Section 6, we summarize
the paper.
2 Target selection and data
We selected five M dwarfs that are reported to form
common proper-motion binary systems with G- or K-
type stars. The high-resolution near-infrared spectra ob-
served by CARMENES (Calar Alto high-Resolution search
for M dwarfs with Exo-earths with Near-infrared and
optical E´chelle Spectrographs) of four of the M dwarfs
are obtained from the CARMENES GTO Data Archive1
(Reiners et al. 2018). We observed another M dwarf
(G 102-4) with CARMENES in a separate program (PI:
M. Kuzuhara, Proposal Number: H18-3.5-091, F19-3.5-
091). We stacked the data of G 102-4 taken in three
separate nights: December 14, 2018; January 28, 2019;
and March 14, 2019. The total exposure times for each
night were 1798 s, 1398 s, and 2196 s, respectively, but
the data in December and January fell short of the ex-
pected S/N due to the weather conditions. Basic informa-
tion and data quality for each object are provided in Table
1. The near-infrared channel of CARMENES covers the
wavelength range of 960–1710 nm (Y -, J-, and H-bands)
with a spectral resolution of R∼ 80,000. There are gaps in
the wavelength coverage of CARMENES. These are mostly
less than 15 nm and are located between adjacent echelle
orders or in the center of each echelle order. The gap in
the center of each order is induced by a small gap between
the two detectors.
The CARMENES data are provided as the one-
dimensional spectra with vacuum wavelengths. They were
1 http://carmenes.cab.inta-csic.es/gto/jsp/reinersetal2018.jsp
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reduced by the CARACAL pipeline (e.g., Zechmeister
et al. 2014; Caballero et al. 2016). We normalized the spec-
tra by fitting cubic spline curves to the continuum level of
each echelle order. This procedure was conducted with
the interactive mode of PyRAF2. Further adjustment of
the continuum level close to each absorption line was also
made in the process of EW measurement. We merged the
echelle orders into one spectrum for each object. The spec-
tra were Doppler-shifted to the stellar rest frame based on
the radial velocity estimated by cross-correlation with the
model spectra calculated from atomic line data.
3 Abundance analysis
Our abundance analysis is based on the standard technique
using a comparison between the EWs from observed spec-
tra and those from synthetic spectra calculated with the
one-dimensional LTE radiative transfer code. The process
is well established for visible spectra of FGK-type stars
(e.g., Jofre´ et al. 2019). However, there are difficulties in
the analysis of near-infrared spectra of M dwarfs that have
not yet been investigated well (see Section 5). We carefully
selected useful absorption lines for abundance analysis and
employed valid atmospheric models for the temperature
range of our targets.
3.1 Stellar parameters
For the calculation of model spectra, we need to set the
stellar parameters, i.e., effective temperature Teff , surface
gravity log g, micro-turbulent velocity ξ, and elemental
abundance ratios [X/H].
We adopted the literature values for Teff and log g of
the target and considered the errors propagated from the
uncertainties reported. The surface gravity is not directly
reported in some cases, but can be calculated from the
masses and radii. We referred to Mann et al. (2015) (here-
after Ma15) for the effective temperatures, masses, and
radii of HD 233153, BX Cet, and ρ01 Cnc B. They derived
the effective temperature by fitting the model spectra from
the PHOENIX BT-Settl model atmosphere (Allard et al.
2012) to the observed medium-resolution (R∼ 1000) visi-
ble spectra. They estimated the masses using the empiri-
cal mass–luminosity (mass–MK) relation in Delfosse et al.
(2000) and the radii from Teff , bolometric flux Fbol, and
distance using the Stefan–Boltzmann law. Fbol was cal-
culated by integrating the medium-resolution visible and
near-infrared spectra complemented by the best-fit spec-
tra from the BT-Settl model. We referred to Gaidos et al.
2 PyRAF is a product of the Space Telescope Science Institute, which is
operated by AURA for NASA.
(2014) for the same set of parameters of HD154363B. They
derived Teff and the mass in the same manner as Ma15
but employed the empirical Teff–radius relation in Mann
et al. (2013b) for the radius. We referred to Terrien et al.
(2015) for Teff of G 102-4, which was estimated using the
H2O indices in the K-band defined in Mann et al. (2013b).
We used this Teff to calculate the radius and mass by the
radius–Teff relation in Ma15 and the mass–radius relation
in Schweitzer et al. (2019), respectively. Finally, we used
the masses and radii above to calculate the surface gravity
logg for each object.
The micro-turbulent velocity ξ of M dwarfs can be as-
sumed to be less than 1 km s−1, as demonstrated observa-
tionally by Bean et al. (2006) and theoretically by Wende
et al. (2009). We set ξ to 0.5 km s−1 for all objects for
simplicity. The changes in the resulting abundances by
varying ξ from 0.0 km s−1 to 1.0 km s−1 were included in
the error estimate.
The Teff and logg adopted in our analysis, and the as-
sociated errors, are given in Table 1. Note that we give the
metallicities of the primaries in the table only for compar-
ison purposes.
3.2 Synthetic spectra
We calculated the synthetic spectra with the one-
dimensional LTE radiative transfer code, which is based on
the same assumptions as the model atmosphere program of
Tsuji (1978), assuming individual elemental abundances of
arbitrary values. The spectral line data were taken from
the Vienna Atomic Line Database (VALD; Kupka et al.
1999, Ryabchikova et al. 2015). Note that the spectral
resolution does not affect the EW. For the atmospheric
layer structure, we employed the one-dimensional plane-
parallel LTE model atmosphere of MARCS3 (Gustafsson
et al. 2008). The grids of the atmospheric structure for
Teff , logg, ξ, and [Fe/H] are separated at intervals of 100
K, 0.5 dex, 1 km s−1, and 0.25 dex, respectively. We in-
terpolated the grid for our analysis.
The targeted M dwarfs are hotter than 3000 K. In this
Teff range, dust formation in the atmosphere is negligi-
ble (e.g., Allard et al. 2013). We compared the tempera-
ture profiles as a function of pressure (P–T profiles) of the
MARCS with those of the PHOENIX-ACES model for cool
dwarfs presented by Husser et al. (2013). The differences
in temperature in the typical depth of line formation are
less than 100 K, and thus do not have a significant impact
on our results.
3 https://marcs.astro.uu.se/
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Table 1. Basic information of the target M dwarfs (in order of Teff )
Name RA Dec SpT∗ Teff logg Name of SpT∗ of [Fe/H] of S/N†
J2000.0 (K) Primary Primary Primary (1000 nm)
HD 233153 05h41m30.s73 +53◦29′23.′′3 M1.0V 3765±60 4.70±0.13 HD 37394 K1V 0.04±0.02 158
HD154363B 17h05m13.s78 −05◦05′39.′′2 M1.5V 3658±67 4.79±0.21 HD154363A K5V −0.62±0.05 182
BX Cet 02h36m15.s27 +06◦52′17.′′9 M4.0V 3284±60 4.94±0.13 HD16160A K0V −0.20±0.02 122
G 102-4 05h28m56.s51 +12◦31′53.′′5 M4.0V 3246±57 4.97±0.20 HD 35956 G0V −0.05±0.02 107
ρ01 Cnc B 08h52m40.s86 +28◦18′58.′′8 M4.5V 3166±61 4.94±0.14 HD 75732 G8V 0.29±0.04 56
∗ Spectral type † Signal-to-noise ratio
3.3 Spectral lines
We identified atomic absorption lines by comparing the
observed spectra to the synthetic ones calculated with the
line list from VALD. We also added the data of FeH molec-
ular lines, which form the prominent absorption band head
around 1000 nm, using the line list edited by Plez (O¨nehag
et al. (2012)) to avoid contamination of the FeH lines on
atomic lines. We identified many atomic lines in the wide
wavelength range of Y -, J-, and H-bands, but they could
not all be used for the analysis because of the following dif-
ficulties: (1) The existence of many weak but unidentified
absorption lines makes it impossible to robustly determine
the continuum level; (2) Blending of other absorption lines;
(3) Strong wing components appear even in relatively shal-
low absorption lines in the spectra of M dwarfs compared
to those of FGK stars due to the high pressure of M-dwarf
atmospheres (pressure broadening; see below for details);
(4) The line strength is sensitive to changes in abundance
of some elements other than the species responsible for the
absorption line (see Section 5.1).
Comparing the observed and synthetic spectra, we care-
fully selected the candidate absorption lines that were not
affected significantly by issues (1) or (2). We made the
final line list considering issues (3) and (4), and the num-
ber of candidate lines for each element. For example, we
excluded five Fe I lines from the analysis of mid-M dwarfs
due to issues (3) and (4), whereas we did not exclude the
Mg I line, which is a unique line available for the anal-
ysis, even though it had widely broadened wings and low
sensitivity to Mg abundance. The information on the spec-
tral lines used for abundance determination is presented in
Table 2. Some lines of interest, such as the only Si I line
unaffected by the telluric contamination, fall into the gaps
of the CARMENES spectra and cannot be analyzed.
Owing to the large surface gravity, the pressure broad-
ening induced by neutral hydrogen and molecular hydrogen
works strongly in M dwarfs. The pressure broadening dom-
inates the total width of many lines and cannot be ignored,
even in relatively weak lines. We treated the broadening
with the van der Waals (vdW) damping parameters calcu-
lated by Barklem et al. (2000) if the data were incorporated
in the VALD line lists. For the absorption lines of Na and
Mg without the reported damping data, we adopted the
hydrogenic approximation of Unso¨ld (1955) with an en-
hancement factor, which is introduced conventionally to
model the wings correctly. The enhancement factors ap-
plied in previous studies are mostly between 1.0 and 5.0.
We found that an enhancement factor of 1.0–1.9 closely
reproduces the abundance results for the other elements
obtained by the analysis using the vdW damping parame-
ters of Barklem et al. (2000). We adopted 1.4 for Mn based
on the empirical approximation by Ryan (1998), and 1.0
for Na because Weidemann (1955) demonstrated that the
lines of alkali metals can be reproduced well without an
enhancement factor. We confirmed that these values are
adequate for visual comparison between the line profiles
of the models and observed data. When we varied the
enhancement factor within 1.0–1.9, the variations in the
resulting abundances from those lines were at most 0.05
dex.
We ascertained that the contamination of stellar H2O
lines is negligible in the wavelength region used in the
present work, although the K-band spectra and some parts
of the H-band spectra of M dwarfs were reported to be af-
fected by numerous weak lines of H2O changing the appar-
ent continuum level (Tsuji et al. 2015). Examples of the
small contribution of H2O lines around the atomic lines
used for mid-M dwarfs are shown in Fig. 1. For each
panel, approximately 300 H2O lines within 0.6 nm of the
atomic line are included in the calculation. In the spectra
of mid-M dwarfs, the depths of the most H2O lines are
significantly less than 1 % (and at most ∼5 %) of the con-
tinuum level, and they are sufficiently sparse not to affect
the continuum flux drastically. The contribution of H2O
is even smaller in the spectra of early-M dwarfs.
The possible contributions of the TiO and FeH lines
are also shown in Fig. 1. Most of the relatively strong
(depth ∼10 %) TiO lines seen in the synthetic spectra were
not found in the observed data. The data of TiO lines in
the near-infrared wavelength range are not sufficiently ac-
curate for use in the analysis of high-resolution spectra,
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Fig. 1. Two atomic lines used in the analysis of ρ01Cnc B (Teff = 3166 K) and possible molecular lines in the vicinity. The solid-line synthetic spectrum (black
line) is based on the stellar parameters and calculated using the line list from VALD, which includes atomic lines and OH lines. The other synthetic spectra are
calculated with the H2O line list of Barber et al. (2006) (cyan dot-dashed line), the TiO line list of McKemmish et al. (2019) (yellow dashed line), and the FeH
line list of Plez (pink dotted line). The observed spectrum of ρ01Cnc B is shown by blue dots.
although we employed the up-to-date TiO line list, Toto
(McKemmish et al. 2019). The figure provides a conserva-
tive estimate indicating that the possible molecular lines
do not have a significant effect on our analysis of atomic
lines.
3.4 Equivalent width measurement
We measured the EWs (e.g., Nissen & Gustafsson 2018)
of the absorption lines using the PyRAF task “splot” by
fitting Gaussian profiles to the observed line profiles. For
strong lines with wide wings that cannot be reproduced
sufficiently by Gaussian profiles, we fitted Voigt profiles
instead. For the apparently overlapping absorption lines,
we simultaneously fitted multiple Gaussian and/or Voigt
profiles using the deblend fitting mode of splot. In the
process of profile fitting, we redetermined the continuum
level by visually checking the spectral range of more than
∼2 nm around the absorption line.
Although sodium is one of the most important elements
in the temperature regime of M dwarfs (see Section 5.1 for
details), there are no absorption lines suitable for the above
procedure for EW measurement. The self-blending of mul-
tiple Na I lines, the heavy blending of other spectral lines,
or the overly broad wings deviated from the Gaussian or
Voigt profiles hindered measurement with splot. Instead,
we determined the EWs of Na I lines with model fitting,
treating the Na abundances and Gaussian width (repre-
senting the spectral resolution and macro-turbulence) as
free parameters. An example of the Na I line at 1083.78
nm is shown in Fig. 2. This apparently single line actually
consists of three lines, which are simultaneously used to
fit the model spectra. The wavelengths used in the fitting
are selected to cover from the line wings to the core while
excluding the blending of unidentified absorption lines, tel-
luric contamination, significant asymmetry, and outliers.
Note that the exclusion of the outliers does not signifi-
cantly change the final result.
We also applied the fitting of model spectra to the man-
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Table 2. Line list
Species λ (nm)∗ Elow (eV)† loggf‡ vdW §
Na I 1074.9393 3.191 −1.294 N/A
Na I 1083.7814 3.617 −0.503 N/A
Na I 1268.2639 3.617 −0.043 −6.653
Mg I 1183.1409 4.346 −0.333 −7.192
K I 1177.2861 1.617 −0.450 −7.326
K I 1177.6061 1.617 0.510 −7.326
K I 1243.5675 1.610 −0.439 −7.022
Ca I 1034.6654 2.932 −0.300 −7.480
Ca I 1195.9227 4.131 −0.849 −7.300
Ca I 1281.9551 3.910 −0.765 −7.520
Ca I 1282.7375 3.910 −0.997 −7.520
Ca I 1283.0568 3.910 −1.478 −7.520
Ca I 1291.2601 4.430 −0.224 −7.710
Ca I 1303.7119 4.441 −0.064 −7.710
Ca I 1306.1457 4.441 −1.092 −7.710
Ti I 967.8197 0.836 −0.804 −7.800
Ti I 969.1530 0.813 −1.610 −7.800
Ti I 972.1626 1.503 −1.181 −7.780
Ti I 973.1075 0.818 −1.206 −7.800
Ti I 974.6277 0.813 −1.306 −7.800
Ti I 977.2980 0.848 −1.581 −7.800
Ti I 979.0372 0.826 −1.444 −7.800
Ti I 983.4836 1.887 −1.130 −7.634
Ti I 1000.5831 2.160 −1.210 −7.780
Ti I 1005.1583 1.443 −1.930 −7.780
Ti I 1039.9651 0.848 −1.539 −7.810
Ti I 1058.7533 0.826 −1.775 −7.810
Ti I 1066.4544 0.818 −1.915 −7.810
Ti I 1077.7818 0.818 −2.666 −7.810
Ti I 1178.3767 1.443 −2.170 −7.790
Ti I 1180.0415 1.430 −2.280 −7.790
Ti I 1189.6132 1.430 −1.730 −7.790
Ti I 1281.4983 2.160 −1.390 −7.750
Ti I 1282.5180 1.460 −1.190 −7.790
Ti I 1292.3433 2.154 −1.560 −7.750
Cr I 1080.4319 3.011 −1.562 −7.780
Cr I 1082.4625 3.013 −1.520 −7.780
Cr I 1291.3622 2.708 −1.779 −7.800
Cr I 1294.0559 2.710 −1.896 −7.800
Mn I 1290.3289 2.114 −1.070 N/A
Mn I 1297.9459 2.888 −1.090 N/A
Fe I 1038.1843 2.223 −4.148 −7.800
Fe I 1039.8643 2.176 −3.393 −7.800
Fe I 1061.9630 3.267 −3.127 −7.780
Fe I 1078.6004 3.111 −2.567 −7.790
Fe I 1088.4739 2.845 −3.604 −7.810
Fe I 1089.9284 3.071 −2.694 −7.790
Fe I 1142.5447 2.198 −2.700 −7.820
Fe I 1161.0750 2.198 −2.009 −7.820
Fe I 1164.1446 2.176 −2.214 −7.820
Fe I 1178.6490 2.832 −1.574 −7.820
Fe I 1256.0432 2.279 −3.626 −7.820
Fe I 1288.3289 2.279 −3.458 −7.820
∗ Wavelength in vacuum † Lower excitation potential
‡ Oscillator strength § Van der Waals damping parameter
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Fig. 2. CARMENES spectra (blue and purple dots) and synthetic model
spectra calculated with the best-fit abundances (red dashed lines) around
the Na I line at 1083.78 nm. The larger purple dots are the data used for the
fitting (1083.67–1083.86 nm). The wavelength range blended with unidenti-
fied lines (1083.73–1083.76 nm) and some outliers were excluded from the
fitting.
ganese lines to consider the hyperfine structure (hfs) split-
ting. We employed the experimental oscillator strengths
(gf-values) of individual hfs components reported by
Blackwell-Whitehead et al. (2011) to reproduce the broad
line profile of the Mn I lines that could not be fitted sat-
isfactorily by model spectra, calculated by assuming it to
be a single line. Figure 3 shows the spectral fitting of the
Mn I line at 1297.95 nm of ρ01 Cnc B with the contribution
of each hfs component illustrated.
For G102-4, the line profiles are generally broad and the
best-fit value of the Gaussian width is approximately 12
km s−1, although the other objects indicate a width of ∼5
km s−1. This line broadening suggests a large rotational
velocity. However, the line profile is well approximated by
a Gaussian profile in the quality of our spectra; hence, we
did not apply a more detailed rotational profile fitting in
the present work. We also found that G 102-4 exhibits Hα
emission in the visible data of CARMENES, which indi-
cates high magnetic activity and supports the possibility
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Fig. 3. Comparison between the best-fit model spectra calculated with and
without considering the hfs splitting of the Mn I line at 1297.9 nm (black solid
line and cyan dashed line, respectively). The blue dots are the CARMENES
spectra of ρ01 Cnc B used for the fitting (the small pale dots are not used
because of the line blending or uncertain continuum level). The positions of
the hfs components are represented by vertical lines, the lengths of which
are proportional to the gf-values.
of rapid rotation.
All the measured EWs are listed in Table 3.
3.5 Abundance determination
We calculated the theoretical EWs from the synthetic spec-
tra described in Section 3.2.
In the first step, we adopted a model atmosphere with
the solar composition (Asplund et al. 2009). We also as-
sumed all elemental abundances to be solar values when
initially calculating the synthetic spectra. We varied the
elemental abundance [X/H] in the spectral synthesis un-
til the theoretical EW of the i th line of the element X
matched the observed EWi. We determined the elemental
abundance [X/H]i for each absorption line i, and obtained
the abundance of the element X by averaging [X/H]i from
all lines of X.
In the second step, we updated the model atmosphere
by adopting the overall metallicity ([M/H]) that corre-
sponds to the Fe abundance ratio ([Fe/H]) determined by
the previous step. In the spectral synthesis, we adopted the
individual elemental abundances determined by the previ-
ous step as the assumed values. For the abundances of
α elements that were not measured in the present work
(e.g., C, O, Si, S), we adopted the average of the abun-
dance ratios of measured α elements (e.g., Mg, Ca; we did
not use Ti because of the large uncertainty discussed in
Section 5.2). In addition, we assumed the abundance ra-
tios ([X/H]) of all the other unmeasured elements to be
identical to that of iron ([Fe/H]). Based on these settings,
we redetermined the abundances of individual elements in
the same manner as in the first step.
Based on these results, we again updated the model
atmosphere and elemental abundances assumed in the next
step. These steps were iterated until the resulting [Fe/H]
agreed with the [M/H] assumed in the model atmosphere
within 0.005 dex to obtain the final results.
3.6 Error estimation
We calculated the total error of the abundance for each
element as the quadrature sum of four types of errors. The
error size from each source is tabulated in Table 4, and
the contribution of each to the total error is described in
Section 4.1.
(1) Errors due to random noise in spectral lines, un-
certainties in the line data, and measurement uncertainty
(σSEM). These are estimated as the standard error of the
mean (SEM) by dividing the standard deviation of the
resulting [X/H] from individual absorption lines by the
square root of the number of absorption lines used in the
analysis (Nline). For the species for which we used fewer
than four absorption lines, we substituted the standard de-
viation of Fe abundance and divided it by the square root
of the number of lines of the species. This is because the
number of Fe I lines is at least four, with the exception of
G 102-4. We used only two Fe I lines for G 102-4, but the
standard deviation from the two lines is comparable to the
standard deviation from the results of five Fe I lines for
another mid-M dwarf, ρ01 Cnc B.
(2) Errors propagated from uncertainties of the three
stellar parameters: Teff , logg, and ξ (σTeff , σlogg, and σξ,
respectively). We performed the entire analysis procedure
by assuming the minimum or maximum value in the un-
certainty range for each parameter to obtain the change in
the results as the error.
(3) Errors caused by uncertainties in the abundances
of other elements (σOE). Here, we conservatively adopted
0.2 dex as the uncertainties, referring to the errors due to
the other sources (1), (2), and (4). For each element, we
repeated the entire procedure assuming the abundances of
the other elements homogeneously to be 0.2 dex higher or
lower than our final results. We adopted the variation in
the result as the error size.
(4) Errors arising from the uncertainty of the
continuum-level determination due to noise or possible
weak features around the spectral lines (σcont). We es-
timated the error by abundance analysis using the same
procedure by changing the continuum level. The possible
ranges of the continuum level were estimated by visual in-
spection of the Fe I and Na I lines. The rate of change
in EW when the continuum level was varied within each
of these ranges was found to correlate with the EW value
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Table 3. Measured EWs in units of [pm] ∗
Species λ (nm)† HD 233153 HD 154363B BX Cet G 102-4 ρ01 Cnc B
Na I 1074.9393 0.00 2.27 0.00 0.00 0.00
Na I 1083.7814 0.00 4.99 14.14 16.15 25.08
Na I 1268.2639 30.97 0.00 0.00 0.00 0.00
Mg I 1183.1409 98.28 106.90 57.98 65.08 52.86
K I 1177.2861 17.52 19.71 0.00 50.90 0.00
K I 1177.6061 0.00 0.00 0.00 119.30 0.00
K I 1243.5675 27.63 24.99 51.23 0.00 0.00
Ca I 1034.6654 103.70 82.63 0.00 0.00 0.00
Ca I 1195.9227 0.00 6.84 0.00 0.00 0.00
Ca I 1281.9551 21.85 0.00 20.16 0.00 22.04
∗ An excerpt is shown here. The entire table is available online.
† Wavelength in vacuum
of the absorption line. To estimate the rate of change for
all the other lines based on this correlation, we performed
linear fitting to obtain the empirical equations as follows:
∆EWmin/EW =−0.145 + 0.0093EW, (1)
∆EWmax/EW = 0.230− 0.0105EW, (2)
∆EWmin/EW =−0.049 + 0.0001EW, (3)
∆EWmax/EW = 0.157− 0.0042EW, (4)
where the EWs are measured in units of pm. ∆EWmin and
∆EWmax are the changes in EWs when the minimum and
maximum possible continuum levels are adopted, respec-
tively. Equations (1) and (2) are valid for relatively weak
lines with EWs less than ∼10 pm, and (3) and (4) corre-
spond to stronger lines. We verified from the Fe I and Na
I lines that the departure of the estimate by the empirical
relation from that by the visual inspection for each line is
almost less than 10 %, which has a negligible effect on the
final error size.
We applied these equations to all absorption lines to
estimate the errors associated with the continuum level
determination. A ∆EWmin/EW or ∆EWmax/EW value
of 0.05 was adopted in the case for which the values ob-
tained from the above equations were smaller than 0.05.
We took the average of the errors arising from ∆EWmin
and ∆EWmax as the error for each line. We calculated the
root mean square (RMS) of the errors for all lines of an
element and divided it by the square root of the number
of absorption lines to obtain the standard error of the re-
sulting abundance of the element. The rate of change in
EW ranged within 5–20 % and the resulting abundance er-
ror was sufficiently small to be overwhelmed by other error
sources.
4 Results
We present the abundances obtained for each object in
Table 4 with the contributions of individual error sources.
4.1 Contributions of individual error sources
We found that the error source that dominates the to-
tal error budget varies depending on the elements and ob-
jects. In most cases, σSEM, σOE, and/or σlogg are dom-
inant, whereas σTeff and σcont have minor contributions.
This is different from the case of the chemical analysis
of FGK dwarfs, in which the uncertainty of Teff has a
large impact on the derived elemental abundances. The
fact that σOE significantly contributes to the total error
demonstrates the sensitivity of the line strengths to the
abundance of elements other than the species responsible
for the absorption, which is a phenomenon unique to M
dwarfs (see Section 5.1). σξ has negligible contributions
through all the elements of our objects. The line broaden-
ing is controlled by other mechanisms in the temperature
regime of M dwarfs. One of these is pressure broadening,
the treatment of which is described in Section 3.3. The
pressure broadening is subject to logg, which is a reason
for the large values of σlogg. Note that the change in logg
changes the ionization rate of some elements, which also
changes the abundance results from neutral lines in the
same direction as the effect of pressure broadening.
For the two early-M dwarfs with temperatures ∼3700
K, σSEM and σOE are dominant for most elements, and
σlogg comparably contributes to the total errors for certain
elements (Mg, K, Ca, and Ti). The relatively small σlogg of
HD233153 is attributed to the relatively small uncertainty
of logg for the object.
For the three mid-M dwarfs with temperatures of ∼3200
K, the principal error source is σOE or σlogg for many ele-
ments. The absolute sizes of σOE are noticeably larger in
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Table 4. Abundance results with the individual contribution of each error source
Object Element [X/H] Nline σSEM σTeff σlogg σξ σOE σcont σTotal
HD 233153 Na 0.06 1 0.20 0.00 0.02 0.00 0.02 0.03 0.20
Mg 0.09 1 0.20 0.08 0.02 0.01 0.09 0.05 0.24
K 0.15 2 0.14 0.02 0.04 0.02 0.05 0.04 0.16
Ca 0.22 7 0.08 0.01 0.02 0.01 0.05 0.03 0.10
Ti 0.36 12 0.04 0.04 0.01 0.04 0.14 0.02 0.16
Cr 0.23 3 0.11 0.04 0.01 0.03 0.08 0.06 0.16
Mn 0.31 2 0.14 0.05 0.01 0.02 0.10 0.04 0.18
Fe 0.14 10 0.06 0.04 0.01 0.03 0.09 0.03 0.13
HD 154363B Na −0.41 2 0.13 0.04 0.03 0.01 0.02 0.03 0.15
Mg 0.17 1 0.19 0.04 0.11 0.01 0.16 0.05 0.27
K −0.05 2 0.13 0.07 0.11 0.02 0.06 0.03 0.20
Ca −0.13 6 0.05 0.03 0.07 0.01 0.07 0.03 0.12
Ti 0.05 13 0.03 0.00 0.09 0.04 0.19 0.02 0.22
Cr −0.36 2 0.13 0.01 0.00 0.02 0.10 0.06 0.18
Mn −0.47 1 0.19 0.01 0.09 0.03 0.15 0.05 0.26
Fe −0.34 9 0.06 0.00 0.04 0.03 0.13 0.03 0.15
BX Cet Na −0.10 1 0.02 0.08 0.07 0.00 0.08 0.03 0.14
Mg −0.17 1 0.02 0.04 0.11 0.01 0.19 0.04 0.23
K −0.18 1 0.02 0.16 0.14 0.01 0.10 0.04 0.24
Ca −0.14 3 0.01 0.06 0.07 0.01 0.13 0.03 0.16
Ti 0.00 14 0.03 0.10 0.13 0.02 0.27 0.02 0.32
Cr −0.26 2 0.02 0.04 0.03 0.01 0.12 0.06 0.15
Mn −0.08 1 0.02 0.06 0.07 0.01 0.16 0.06 0.20
Fe −0.21 4 0.01 0.05 0.05 0.02 0.14 0.04 0.16
G 102-4 Na −0.04 1 0.14 0.08 0.12 0.00 0.09 0.04 0.22
Mg −0.02 1 0.14 0.04 0.18 0.01 0.20 0.04 0.31
K −0.03 2 0.10 0.18 0.26 0.01 0.13 0.03 0.36
Ca −0.26 2 0.10 0.03 0.08 0.00 0.11 0.04 0.18
Ti 0.03 13 0.05 0.10 0.23 0.02 0.28 0.02 0.38
Cr −0.31 1 0.14 0.03 0.04 0.01 0.12 0.08 0.21
Mn −0.17 2 0.10 0.08 0.16 0.02 0.18 0.04 0.28
Fe −0.18 2 0.10 0.05 0.09 0.02 0.14 0.06 0.21
ρ01 Cnc B Na 0.42 1 0.13 0.14 0.19 0.02 0.16 0.03 0.31
Mg 0.23 1 0.13 0.08 0.20 0.02 0.17 0.04 0.30
Ca 0.23 5 0.08 0.08 0.15 0.02 0.14 0.03 0.24
Ti 0.59 13 0.03 0.17 0.31 0.06 0.31 0.02 0.48
Cr 0.14 1 0.13 0.06 0.09 0.02 0.12 0.09 0.22
Mn 0.43 1 0.13 0.11 0.18 0.04 0.17 0.06 0.31
Fe 0.26 5 0.06 0.09 0.13 0.04 0.15 0.04 0.23
The calculation of σSEM is depicted in (1) of Section 3.6. Those of σTeff , σlogg , and σξ are described in (2).
Those of σOE and σcont are described in (3) and (4), respectively. σTotal is the quadrature sum of all errors.
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Table 5. Error-weighted RMS of the abundance differences
of the M dwarfs from their G/K-type primaries for each
element or object
Species or object Error-weighted RMS of differences
Na 0.07
Mg 0.33
Ca 0.17
Ti 0.21
Cr 0.17
Mn 0.29
Fe 0.15
HD 233153 0.23
HD 154363B 0.30
BX Cet 0.13
G 102-4 0.16
ρ01 Cnc B 0.12
Potassium is excluded because its abundances for the primary
stars were not reported.
the mid-M dwarfs (0.08–0.31) than in the early-M dwarfs
(0.02–0.16). The cause of this result is discussed in Section
5.1. The absolute sizes of σlogg are also larger in the mid-M
dwarfs, and their trend found between different elements
is almost the same as that found in the early-M dwarfs ex-
cept for Ti, for which σlogg is more significant in the mid-M
dwarfs. This is partly because the pressure broadening be-
comes dominant in the Ti I line profiles as the temperature
drops. The main reason, however, is that the change in
assumed logg alters the abundances of other elements as-
sumed in the analysis, which causes a substantial change in
the final Ti abundances (see Section 5.2). The total errors
of [Ti/H] for all the three mid-M dwarfs are larger than
0.3 dex. We discuss the difficulty of constraining [Ti/H]
in more detail in Section 5.2. σTeff contributes to the to-
tal errors as much as the aforementioned two sources for
certain elements, especially Na, K, and Ti. σSEM is also
a main contributor to the total errors for many elements
of G 102-4 and ρ01 Cnc B. σcont is almost negligible in all
elements except for Cr, where it is comparable to or larger
than the errors of other sources, e.g., σlogg.
4.2 Consistency check with G/K-type primaries
Figure 4 shows the comparison of chemical abundances be-
tween our results for the M-dwarf secondaries and the val-
ues for the G/K-type primaries reported by Montes et al.
(2018) (hereafter Mon18), who determined the abundances
using high-resolution visible spectra. The K abundances
of our results are plotted here, to compare the abundance
ratios to those of other elements, although the abundance
of this element for the primaries was not determined by
Mon18. The abundances of the other seven elements de-
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Fig. 4. Abundance ratios [X/H] of individual elements for each binary pair
as a function of atomic number. The color-filled circles represent the abun-
dances of the M-dwarf secondaries we determined, and the black open cir-
cles (horizontally shifted for clarity) represent those of the G/K-type primaries
reported by Montes et al. (2018). The error bars for M dwarfs correspond to
σTotal in Table 4, whereas those for the G/K-type primaries are the uncer-
tainties reported by Montes et al. (2018), which are calculated similarly to
the σSEM in our analysis.
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termined for M dwarfs generally agree with those of the pri-
maries within the error margins. Note that the error bars
for the abundances of the primaries reported by Mon18
contain only the line-to-line scatters divided by the square
root of the number of spectral lines used in the analysis.
Mon18 specifically compiled the abundances of FGK stars
in binary or multiple systems with M dwarfs. We chose
Mon18 for comparison because it was the most recent work
to cover all the primary stars of the binary systems studied
here. Mon18 reported that their results agreed well with
previously published ones and no significant offset was de-
tected.
To examine the consistency between our resulting abun-
dances of M dwarfs and the reported abundances of their
primaries, we calculated the RMS of the abundance differ-
ences between an M dwarf and its primary for each element
(five binary pairs) and for each object (seven elements). In
the process to obtain the mean, we gave a weight to each
binary pair computed from the inverse of the quadrature
sum of errors for both binary components. The calculated
values are given in Table 5. The derived values are similar
to or slightly smaller than the sizes of σTotal in Table 4,
typically ranging from 0.15 to 0.25. The exceptions are
those for Mg, Mn, and HD 154363B, for which the reasons
are examined below.
As shown in Fig. 4, the large difference in abundance of
Mg is solely due to the large difference seen in HD154363B
(see Section 5.3). The abundances of Mn, in contrast, ap-
pear to be systematically higher in M dwarfs than in the
primaries. Note that the obtained Mn abundance is even
higher if we analyze the Mn I lines without considering
the hfs. Mon18 mentioned that the general trend of their
[Mn/Fe] is not consistent with the Galactic chemical evo-
lution trends studied for 1111 FGK stars by Adibekyan
et al. (2012a), possibly because of the scarcity of useful
lines. From Figure A2 of Mon18, the difference is typi-
cally approximately 0.1 dex. Assuming the actual [Mn/H]
values of the primaries are higher than their estimates by
0.1 dex, the departure of our results from those of Mon18
decreases. The large RMS value of the difference in abun-
dance obtained for HD 154363B is caused by Mg and Fe,
as discussed in Section 5.3.
Finally, we calculated the error-weighted RMS of all the
differences in abundance of each element for each binary
pair (i.e., 35 data) to obtain 0.20 dex. It was consistent
with the typical estimated size of σTotal. In conclusion, as-
suming that the abundance measurements for GK stars are
robust, our determination of the elemental abundances of
early- to mid-M dwarfs is reliable within a typical precision
of 0.2 dex.
Fig. 5. Sensitivity of the EWs of Fe I lines in model spectra to the assumed
overall metallicity [M/H]. The values on the vertical axis show the logarithmic
EW normalized by the value at [M/H] = 0.0 (EW0). Teff is assumed to be
3700 K and 3200 K for the left and right panels, respectively. logg = 4.9 and
ξ = 0.5 for both panels. The blue solid line, orange dashed line, and green
dotted line refer to relatively strong, medium, and weak lines, respectively.
The legend in the upper-left corner shows log(EW0/λ), i.e., the logarithmic
EW normalized by the wavelength in the case of [M/H] = 0.0.
5 Discussion
5.1 Sensitivity of line strength to abundances of
elements other than the absorber
Through line selection for abundance analysis, we found
that many atomic lines are not sensitive to variations in
the overall metallicity, especially in the spectra of mid-M
dwarfs. Figure 5 shows how the variation of overall metal-
licity assumed in the calculation alters the EWs of three
Fe I lines in the model spectra as examples. It is widely
recognized that stronger lines are less sensitive to absorber
abundance due to the effect of saturation, as described by
the so-called curve of growth. This explains the difference
between the slopes of the three lines in both panels of Fig.
5. However, the blue solid line in the right panel is almost
flat, indicating that this strong line of mid-M dwarfs re-
tains almost no sensitivity to the overall metallicity. This
cannot be explained by the saturation alone, and requires
further explanation.
We found that the low sensitivity of the absorption lines
to the overall metallicity is attributed to the influence of
elements other than the species responsible for the absorp-
tion. For example, when higher metallicity is assumed,
the higher Fe abundance strengthens the Fe I lines, but
simultaneously, the higher abundances of other elements
makes them weaker. In particular, elements with low ion-
ization potential (e.g., Na, Ca) cause prominent effects.
The absorption profiles of an Fe I line with varying Na
abundance assumed in the calculation are shown in Fig.
6. This demonstrates that an increase in Na abundance
weakens the Fe I line. Similar effects are also found when
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Fig. 6. Effect of Na abundance on an Fe I line. The three spectra were cal-
culated assuming different Na abundances and the same solar abundances
of other elements, including Fe. The internal panel presents an enlarged
view of the line center.
another element is increased.
This phenomenon can be interpreted by considering the
continuous absorption induced by negative hydrogen ions
(H−). The bound-free transition of H− is the dominant
opacity source at near-infrared wavelengths (< 1.6µm) in
the atmospheres of stars similar to or cooler than the
Sun. The increase in metal species, which are more or
less ionized to release electrons, increases the electron pres-
sure, promoting the binding reaction of hydrogen and elec-
trons. The resulting increase in H− increases the contin-
uous absorption coefficient κν . The larger κν reduces the
continuum-normalized depths of absorption lines following
the formula for the case of weak absorption lines (Gray
2005):
Fc−Fν
Fc
∼ constant lν
κν
, (5)
where Fν is the flux at a certain wavelength ν inside the
absorption line, Fc is the flux at wavelengths outside the
absorption line, and lν is the line absorption coefficient at
ν.
The effect of the change in abundance of a certain ele-
ment on the continuous opacity depends on both its abun-
dance and the ionization rate. Atomic species with lower
ionization potential and higher abundance have larger con-
tributions to the electron pressure. To elucidate which
species dominate the effects, we solved Saha’s equation of
ionization to determine the contribution of each element
to the electron pressure. The relative contributions of ma-
jor species to the electron pressure are illustrated in Fig.
7. We found that Na, Ca, and Mg are the dominant elec-
tron donors in the temperature range of early- and mid-M
dwarfs, with many other species also contributing to some
degree.
The phenomena reported here also explain some fea-
tures of the error sizes presented in Table 4. The σOE of
an element becomes larger in mid-M than early-M dwarfs
Fig. 7. Degree of contribution of each element to the electron pressure as a
function of temperature. The vertical axis shows the ratio of the partial pres-
sure of the singly ionized species to the total gas pressure. It is calculated
assuming the total gas pressure Pgas = 1.2×106 dyn cm−2, and the total
electron pressure Pe = 3.4 dyn cm−2, which are the values in the atmo-
spheric depth with τ1200nm = 1.0 under the condition of mid-M dwarfs with
solar composition (Teff , log g, ξ, [M/H]) = (3200, 5.0, 0.0, 0.0). The at-
mospheric temperature at that depth is indicated by the vertical dashed line
(Teff = 3518 K). Note that the values on the vertical axis presented for other
temperatures do not necessarily match the actual fractions at the depth of
the temperatures in the stellar atmosphere because of the fixed Pgas and
Pe.
because the continuous opacity becomes more sensitive to
the abundances of other elements. The small σOE of Na
compared to other elements is attributed to the fact that
the strength of Na I lines is relatively insensitive to the
change in abundance of other elements, because Na itself
is the most dominant electron source. The Na abundance
controls continuous opacity to a greater extent than that
of the other elements. For mid-M dwarfs, the σlogg values
are large even for elements for which the lines do not have
broad wings. This is due to the sensitivity of the abun-
dance results of Na, Mg, and Ca, which are obtained from
broad lines, to the change in logg. In the iterative proce-
dure, the variations in these abundance results also induce
a substantial change in the abundance results of the other
elements through the change in continuous opacity.
In conclusion, we argue that it is risky to independently
determine the abundance ratios of certain elements with-
out considering the variation in abundance of other ele-
ments. Consistent abundance ratios for each object need
to be applied to the analysis to obtain abundance ratios
and even the overall metallicity.
5.2 Titanium lines
It is difficult to constrain the Ti abundance despite the
large number of notable Ti I lines in the near-infrared spec-
tra of M dwarfs. The Ti I lines show little response to
the overall metallicity in the spectra of early-M dwarfs.
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Fig. 8. Upper panels show the sensitivity of the EWs of all Ti I lines used
in the analysis to the Ti abundance in the left panel, to the abundances of
all elements except for Ti in the center panel, and to the overall metallicity
including Ti in the right panel. The vertical axis is the same as that in Fig. 5.
All the spectra were calculated with Teff = 3200 K, logg = 4.9, and ξ = 0.5
km s−1. The color bar indicates log(EW0/λ), i.e., the logarithmic EW at
[M/H] = 0.0, normalized by the wavelength. The lower three panels are the
same plots as in the upper panels but for Fe instead of Ti.
A negative correlation even appears between the Ti I line
strengths and the overall metallicity at Teff < 3400 K. This
is a unique behavior found only for the absorption lines of
Ti among all the elemental lines used.
This is attributed to the abundance changes of elements
other than Ti. We investigated the response of the Ti I
lines in the model spectra separately to the abundances of
Ti and of all the other elements, as shown in the upper
three panels in Fig. 8. The left panel shows the natural
behavior of Ti I lines getting stronger as the Ti abundance
increases. The weaker lines show higher sensitivity to Ti
abundance, as expected from a curve of growth. The mid-
dle panel, in contrast, shows that the increase in the other
elemental abundances weaken the Ti I lines. This relation
does not have a significant dependence on individual ab-
sorption lines. The negative slope shown here is steeper
than the positive slope of the left panel. As a result of
both effects, the EWs of the Ti I lines gradually decrease
as the overall metallicity increases, as shown in the right
panel.
The same plots for Fe are shown for comparison in the
lower panels of Fig. 8. The value of “slope” hereafter
is simply calculated as the change of the log (EW) corre-
sponding to the change of [X/H] from −0.5 to +0.5. The
slopes in the upper left panel of Fig. 8 for Ti range from
0.45 to 0.78, which are not appreciably different from the
slopes in the lower left panel for Fe. In contrast, the slopes
of the plots in the upper middle panel range from −0.82 to
−0.68, which are significantly steeper than any plots of the
other elements, including those for Fe in the lower middle
Fig. 9. Same plots as in the upper left panel of Fig. 8, but for oxygen abun-
dance [O/H] in the left panel, and for oxygen and carbon abundance [O, C/H]
in the right panel.
panel. Hence, the unique behavior found for Ti I lines is
not due to the sensitivity of the line strengths to [Ti/H],
but rather the abundances of other elements.
We found that the Ti I line strengths have a negative
correlation with the oxygen abundances assumed in the
calculation. Figure 9 shows the modeled EWs of the Ti I
lines as functions of [O/H] and [O, C/H]. The EWs sharply
decrease with the increase in oxygen. This is due to the
decrease in neutral titanium (Ti I) as a result of the forma-
tion of titanium oxide molecules (TiO) in M dwarfs. Note
that the flat part appearing at [O/H] ≤ −0.25 dex in the
left panel is due to the depletion of oxygen available to
form TiO. The oxygen below this level is mainly combined
with carbon to form CO; thus, the flat part is not seen if
[C/H] also changes together with [O/H], as shown in the
right panel. The sensitivity of Ti I lines to O and C abun-
dances assumed in the analysis explains the particularly
steep slopes for the Ti I lines in the upper middle panel
of Fig. 8. We note that the influence of the variation in
[O, C/H] on the strength of any other atomic lines used is
negligible.
For a complete understanding of the peculiar behavior
of Ti I lines, we also examined the influence of additional
possible factors other than elemental abundances. Firstly,
we investigated the response of Ti I lines to temperature.
Although the sensitivity of EW to Teff differs from line
to line depending on the Elow of the transition and the
line strength, the variation in EW corresponding to a 100
K change in Teff is at most 0.025 dex. When the over-
all metallicity varies by 0.1 dex, the temperature of the
atmospheric layer with τ ∼ 1 changes by 100 K because
of the so-called line-blanketing effect, which can induce a
0.025 dex change in the EW of Ti I lines in an extreme
case. However, this variation is substantially smaller than
the variation in Ti I lines due to changes in the oxygen
abundances.
Secondly, we examined the influence of the nature of
the absorption lines, i.e., the gf-value, Elow, or EW. To
disentangle their separate effects and dependence on ele-
mental species, we probed the behavior of three artificial
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lines of Cr, the ionization energy (6.764 eV) of which is
close to that of Ti (6.820 eV). We set up the parameters
of each artificial line, namely the gf-value, Elow, and EW,
such that two were identical to those of the actual Ti I line
at 967.8197 nm. As a result, the sensitivity of all the arti-
ficial Cr I lines to the variation in abundance of the other
elements was shown to be similar to that of the actual Cr
I lines, and less than that of the Ti I lines. This indicates
that the unique behavior of Ti I lines is not due to any
specific nature of the spectral lines.
We conclude that the dominant cause of the unique re-
sponse of Ti I lines to changes in the overall metallicity
is the consumption of neutral Ti atoms by the formation
of TiO molecules. This behavior was briefly argued by
Mould (1976), who found a similar negative metallicity
dependence of Ti I lines in the I-band spectra of mid-M
dwarfs and mentioned the effect of TiO formation. Tsuji
(1973) demonstrated the partial pressure of each species
harboring Ti in stellar atmospheres at different Teff , as
shown in Fig. 3 of the paper. The abundance of TiO ex-
ceeds that of neutral Ti at temperatures less than approxi-
mately 2800 K, while Ti+ ions dominate over neutral Ti at
temperatures higher than approximately 3200 K. Because
the atmospheric temperature of M dwarfs corresponds to
the temperature range in which these transitions occur,
the changes in the ionization state of Ti complicate the
interpretation of the Ti I lines. Similar transitions are not
seen for the other elements analyzed in this study, whereas
silicon and zirconium show similar behavior, forming SiO
and ZrO at T < 3000 K. Special care is required for the
analysis of Si I or Zr I lines.
Several previous studies used Ti I lines to estimate the
[M/H] or [Fe/H] of M dwarfs (e.g., Passegger et al. 2019,
Rajpurohit et al. 2018a, Lindgren et al. 2016). However,
the unique behavior of the lines has not been fully dis-
cussed. Here, we urge caution in using the the Ti I lines as
the indicator of [M/H], because the increases in Ti and in
the other elements have opposite effects on the strength of
the lines. When we derive [Ti/H], we need to analyze the
Ti I lines with reliable abundances of other elements, espe-
cially O, C, Na, and Ca. Veyette et al. (2017) and Veyette
& Muirhead (2018) also used the Ti I lines as indicators of
the Ti abundance and the stellar age. The negative corre-
lation between the Fe abundances and EWs of Ti I lines
can be seen in some EW pairs measured and tabulated by
Veyette et al. (2017). However, they did not estimate the
impact of other elements, such as O and Na, which could
cause potential uncertainty in their estimates.
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Fig. 10. Mg I line in the observed spectra of HD 154363B (blue dots; the
deep dots are used for fitting and the pale dots are not used) and synthetic
model spectra calculated with the best-fit Mg abundance [Mg/H] = 0.13 dex,
and with 0.3 dex higher and lower abundances (dashed lines).
5.3 HD 154363B
Here, we discuss the noticeable discrepancy in the Fe
and Mg abundances between HD 154363B and its pri-
mary HD 154363A, as seen in Fig. 4. Our abundances of
HD154363B ([Fe/H] = −0.34±0.15; [Mg/H] = 0.17±0.27)
deviates from the error range of those of the primary
([Fe/H] = −0.62± 0.05; [Mg/H] = −0.53± 0.16).
The Mg I line used is relatively deep and broad (EW
∼107 pm) with wide damping wings. To examine the ef-
fect of possible imperfection of the Voigt profile fitting, we
conducted a chi-square fitting between the observed line
profile and synthetic spectra (Fig. 10). As a result, we
derived almost the same abundance result as the EW anal-
ysis, confirming that the [Mg/H] of this M dwarf is higher
than the value obtained by Mon18 for the primary star.
The overall metallicity of HD 154363B has been stud-
ied based on empirical calibration methods. Gaidos et al.
(2014) derived [Fe/H] = −0.39± 0.11 from the medium-
resolution (R ∼ 1300) visible spectra. Newton et al.
(2014) obtained [Fe/H] = −0.44± 0.14 from the medium-
resolution (R∼ 2000) near-infrared spectra. Both are con-
sistent with our Fe abundance of HD 154363B rather than
that of its primary as reported by Mon18.
Lastly, our results with low [Fe/H] and enhanced
[Mg/Fe] (0.51± 0.31) follow the abundance trends in the
thick disk of the Milky Way Galaxy (e.g., Bensby et al.
2014). Although the reason for the discrepancy between
our result for HD154363B and that of Mon18 for the pri-
mary star is not clear, we regard our abundance results for
this M dwarf as reliable from the above inspection.
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6 Summary
We analyzed the high-resolution near-infrared
CARMENES spectra of five M dwarfs belonging to
binary systems with G or K dwarfs to determine their
abundances of seven to eight individual elements. We
verified our determination by comparing our abundances
of M dwarfs with those of the primary stars derived by
Montes et al. (2018) from high-resolution visible spectra.
The results show good agreement, typically within 0.2
dex, without significant systematics.
We calculated the expected precision of the result for
each element of each object from the quadrature sum of the
errors arising from six different sources to be typically 0.1–
0.3 dex. We also investigated the contribution of individual
sources to the total error. The dominant error source de-
pends on the elemental species and the stellar temperature.
A notable difference from the standard analysis for FGK
stars is the large errors propagated from the uncertainties
of log g and the abundances of elements other than the
corresponding species. The derived abundances have high
sensitivity to logg because many lines used in the analysis
are affected by pressure broadening under the high logg of
M dwarfs. The abundance results are also affected by the
variation of the continuous opacity by H−, which depends
on the abundances of metals with low ionization potential,
such as Na and Ca. In addition, the strength of Ti I lines
in the near-infrared spectra of M dwarfs with Teff < 3400
K shows an anti-correlation with the overall metallicity be-
cause the increase in oxygen promotes the consumption of
neutral Ti by the formation of TiO molecules.
These results indicate that to constrain the true abun-
dance of any element or even the overall metallicity, it is
crucial to determine the consistent abundance ratios of in-
dividual elements in the chemical analysis of each M dwarf.
The application of our chemical analysis to the M
dwarfs observed by the planet search projects provides re-
liable and consistent abundance ratios on a larger sample
of nearby M dwarfs than ever before. This information
will be useful for observational understanding of how the
occurrence rate and characteristics of planets depend on
the elemental abundances of the host M dwarfs.
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Appendix 1 Exclusion of BD-02 2198
In addition to the sample given in Table 1, we analyzed the
spectra of another early-M dwarf, BD-02 2198, obtained
from the CARMENES GTO Data Archive. The basic in-
formation and abundance results are presented in Tables
A1 and A2, respectively. However, we excluded it from our
targets in this paper, based on the kinematic information.
Poveda et al. (2009) reported that this star is a mem-
ber of a triplet with HD 61606 A and B based on their
proper motions, parallaxes, radial velocities, and ages es-
timated by the X-ray luminosity. However, they also re-
ported that the difference in their proper motions is larger
than the error, and suggested the possibility of dynam-
ical disintegration. We used the latest astrometric data
from Gaia DR2 (Gaia Collaboration et al. 2018) to com-
pare the escape velocity and actual three-dimensional rela-
tive velocity of BD-02 2198 with respect to the barycenter
of the HD 61606 AB system. Here, we treated the two
K dwarfs as one mass point for simplicity because their
distance from BD-02 2198 is almost an order of magni-
tude larger than the distance between them. The mass of
HD 61606 A (0.82± 0.03M) is sourced from Luck (2017)
and those of HD61606B (0.66± 0.07M) and BD-02 2198
(0.54± 0.07 M) are sourced from Gaidos et al. (2014).
The escape velocity of BD-02 2198 from HD 61606 AB is
vescape =
√
2G(M +m)
r
, (A1)
where G is the gravitational constant, M is the total
mass of HD 61606 AB, m is the mass of BD-02 2198, and
r is the distance of BD-02 2198 from the barycenter of
HD 61606 AB. The result is 0.25± 0.01 km s−1. The rela-
tive velocity of BD-022198 to HD61606AB estimated from
their proper motions and radial velocities is 1.58±0.43 km
s−1, which exceeds the escape velocity by more than 3σ.
This confirms that BD-022198 is not gravitationally bound
by HD 61606 AB.
The results of our abundance analysis on BD-02 2198
show an offset greater than the error margin of the abun-
dances of HD 61606 A reported by Mon18, as seen in Fig.
A.1. We attributed the discrepancy not to the systematic
overestimation of our analysis but to the different origins
of these objects. Based on the above investigation, we con-
cluded that BD-022198 and HD61606AB are not members
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Fig. A.1. Abundances of individual elements we determined for BD-02 2198
(color-filled circles), and those for HD 61606 A determined by Montes et al.
(2018) (black open circles). The axes are the same as in Fig. 4.
of the same multiple system sharing a common origin, and
thus excluded them from the binary comparison in Section
4.2.
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Table A.1. Basic information of BD-02 2198 (same format as Table 1)
Name RA Dec SpT Teff logg Name of SpT of [Fe/H] of S/N
J2000.0 (K) Primary Primary Primary (1000 nm)
BD-02 2198 07h36m07.s08 −03◦06′38.′′8 M1.0V 3744±82 4.76±0.24 HD61606A,B K3V, K7V −0.11±0.03 187
Table A.2. Abundance results and errors (same format as Table 4)
Object Element [X/H] Nline σSEM σTeff σlogg σξ σOE σcont σTotal
BD-02 2198 Na −0.04 2 0.08 0.01 0.01 0.00 0.02 0.05 0.10
Mg 0.29 1 0.12 0.09 0.05 0.02 0.09 0.05 0.19
K 0.44 2 0.08 0.02 0.08 0.01 0.06 0.03 0.14
Ca 0.32 6 0.07 0.01 0.04 0.01 0.05 0.03 0.10
Ti 0.48 10 0.04 0.05 0.03 0.03 0.15 0.02 0.17
Cr 0.42 3 0.07 0.05 0.01 0.03 0.08 0.05 0.13
Mn 0.17 1 0.12 0.05 0.02 0.02 0.10 0.05 0.18
Fe 0.28 5 0.05 0.05 0.02 0.03 0.08 0.05 0.13
