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Abstract
We exposit the construction of Rademacher sums in arbitrary weights and describe their
relationship to mock modular forms. We introduce the notion of Rademacher series and describe
several applications, including the determination of coefficients of Rademacher sums and a very
general form of Zagier duality. We then review the application of Rademacher sums and series
to moonshine both monstrous and umbral and highlight several open problems. We conclude
with a discussion of the interpretation of Rademacher sums in physics.
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1 Introduction
Modular forms are fundamental objects in number theory which have many applications in
geometry, combinatorics, string theory, and other branches of mathematics and physics. One
may wonder “what are the natural ways are to obtain a modular form?” In general we can
construct a symmetric function from a non-symmetric one by summing its images under the
desired group of symmetries, although if infinite symmetry is required convergence may be a
problem. A refinement of this idea, pioneered by Poincare´ (cf. §2.1), is to build in the required
symmetry by summing over the images of a function f that is already invariant under a (large
enough) subgroup of the full group of symmetries. Then we may restrict the summation to
representatives of cosets of the subgroup fixing f and still expect to obtain a fully symmetric
function.
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For instance, to obtain a modular form of even integral weight w = 2k we may, following
Poincare´ (cf. (2.10)), take f(τ) = e(mτ) where m is an integer, τ is a parameter on the upper-
half plane H, and here and everywhere else in the article we employ the notation
e(x) = e2πix. (1.1)
Then the subgroup of Γ = SL2(Z) leaving f invariant is just the subgroup of upper-triangular
matrices, which we denote Γ∞ since its elements are precisely those that fix the infinite cusp of
Γ (cf. §2.1). Thus we are led to consider the sum
∑
(
a b
c d
)
∈Γ∞\Γ
e
(
m
aτ + b
cτ + d
)
1
(cτ + d)w
, (1.2)
for w = 2k, taken over a set of representatives for the right cosets of Γ∞ in Γ. When k > 1
this sum is absolutely convergent, locally uniformly for τ ∈ H, and thus defines a holomorphic
function on H which is invariant for the weight w = 2k action of Γ by construction. If m ≥ 0
then it remains bounded as ℑ(τ)→∞ and is thus a modular form of weight 2k for Γ = SL2(Z).
This result was obtained by Poincare´ in [Poi11]. (See [Kow10] for a historical discussion.)
For many choices of w and m, however (e.g. for w ≤ 2), the infinite sum in (1.2) is not
absolutely convergent (and not even conditionally convergent if w < 1). Nontheless, we may
ask if there is some way to regularise (1.2) in the case that w ≤ 2. One solution to this
problem, for the case that w = 0, was established by Rademacher in [Rad39]. Let J(τ) denote
the elliptic modular invariant normalised to have vanishing constant term, so that J(τ) is the
unique holomorphic function on H satisfying J
(
aτ+b
cτ+d
)
= J(τ) whenever
(
a b
c d
) ∈ SL2(Z) and
also J(τ) = q−1 +O(q) as ℑ(τ)→∞ for q = e(τ).
J(τ) = q−1 + 196884q+ 21493760q2+ 864299970q3+ · · · (1.3)
In [Rad39] Rademacher established the validity of the expression
J(τ) + 12 = e(−τ) + lim
K→∞
∑
(
a b
c d
)
∈Γ∞\Γ
0<c<K
−K2<d<K2
e
(
−aτ + b
cτ + d
)
− e
(
−a
c
)
(1.4)
for J(τ) as a conditionally convergent sum, where Γ = SL2(Z), and one can recognise the right
hand side of (1.4) as a modification of the w = 0 case of (1.2) with m = −1. This result has
Rademacher Sums and Rademacher Series 4
been generalised to other groups Γ, and ultimately to negative (and some positive) weights, in
various works, including [Kno62b, Kno62a, Kno61a, Kno61b, Nie74, DF11, CD11]. (We refer
to §2 for more details.)
These regularised Poincare´ series, which we refer to as Rademacher sums, have several im-
portant applications. Perhaps the most obvious of these is the construction of modular forms.
We will see in §2 that modular invariance sometimes but not always survives the regularisation
procedure (to be described in general in §2.2). More generally, a convergent Rademacher sum
(cf. (2.28)) defines a mock modular form (cf. §2.3); a generalisation of the notion of modular
form in which the usual weight w action of a discrete group Γ is twisted by a modular form of
weight 2− w (cf. (2.35)).
Another application is to the computation of coefficients of modular forms. We will see
in §2—by way of an example, cf. (2.21)—that the Rademacher sum construction leads quite
naturally to series expressions for its Fourier coefficients. This in turn leads to the notion of
Rademacher series; a construction which we introduce in §3. To a given discrete group, multiplier
system and weight, the Rademacher series construction attaches, in the convergent cases, a two-
dimensional grid of values. Some of these values appear as coefficients of Rademacher sums,
but this typically accounts for just half of the values in the grid; the remaining values admit
other interesting interpretations. For example, certain Rademacher series encode the Fourier
coefficients of Eichler integrals of modular (and mock modular) forms, as we will show in §3.2.
The Rademacher series construction also serves to highlight a very general version of Zagier
duality for Rademacher sums, whereby the set of coefficients of two families of mock modular
forms in dual weights are shown to coincide, up to sign (cf. §3.2).
Moreover, as we will discuss in great length in §4, Rademacher sums play a crucial role in
the study of moonshine. We treat the monstrous case in §4.1, the case of Mathieu moonshine
in §4.2, and the recently discovered umbral moonshine in §4.3. We will also highlight some
important open problems in this section.
Finally, an important application to physics was first pointed out in [DMMV07]. It was
argued there that some Rademacher sums admit a natural physical interpretation in terms of
quantum gravity via the so-called AdS/CFT correspondence. This interpretation has led to
various work relating Rademacher sums to physical theories, and in particular to the article
[DF11] which applied the Rademacher sum construction to monstrous moonshine. One of the
main results of [DF11] is the reformulation of the genus zero property of monstrous moonshine
in terms of Rademacher sums. The importance of this development has been reinforced recently
by further applications [CD11, CD12, CDH12]. The applications of Rademacher sums in physics
will be discussed in §5.
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2 Rademacher Sums
2.1 Preliminaries
The group SL2(R) acts naturally on the upper-half plane H by orientation preserving isometries
according to the rule

a b
c d

 τ = aτ + b
cτ + d
. (2.1)
For γ ∈ SL2(R) define j(γ, τ) to be the derivative (with respect to τ) of this action, so that
j(γ, τ) = (cτ + d)−2 (2.2)
when (c, d) is the lower row of γ. Let Γ be a subgroup of SL2(R) that contains ±I and is
commensurable with the modular group SL2(Z) and write Γ∞ for the subgroup of Γ consisting
of upper-triangular matrices. Then Γ∞ is a subgroup of Γ isomorphic to Z×Z/2 and is precisely
the set of γ ∈ Γ for which the limit of γτ as ℑ(τ)→∞ fails to be finite. (We write ℑ(τ) for the
imaginary part of τ .) We set
T =

1 1
0 1

 (2.3)
so that Tτ = τ +1 for τ ∈ H, and we write T h for ( 1 h0 1 ). Then there is a unique h > 0 such that
Γ∞ = 〈T h,−I〉 and we call this h the width of Γ at infinity. Evidently j(γ, τ) = 1 for γ ∈ Γ∞.
The groups we encounter in applications typically contain and normalise the Hecke congru-
ence group Γ0(n) for some n.
Γ0(n) =



a b
c d

 ∈ SL2(Z) | c ≡ 0 (mod n)

 (2.4)
Observe that Γ0(n) has width 1 at infinity. A beautiful description of the normaliser N(Γ0(n))
of Γ0(n) is given in [CN79, §3], and from this one can see that the width of N(Γ0(n)) at infinity
is 1/h where h is the largest divisor of 24 for which h2 divides n.
For w ∈ R say that a function ψ : Γ→ C is a multiplier system for Γ with weight w if
ψ(γ1)ψ(γ2) j(γ1, γ2τ)
w/2 j(γ2, τ)
w/2 = ψ(γ1γ2) j(γ1γ2, τ)
w/2 (2.5)
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for all γ1, γ2 ∈ Γ where here and everywhere else in this paper we choose the principal branch of
the logarithm (cf. (A.6)) in order to define the exponential x 7→ xs in case s is not an integer.
Note that a multiplier system of weight w is also a multiplier system of weight w+2k for any
integer k since j(γ1, γ2τ) j(γ2, τ) = j(γ1γ2, τ) for any γ1, γ2 ∈ SL2(R). Given a multiplier system
ψ for Γ with weight w we may define the (ψ,w)-action of Γ on the space O(H) of holomorphic
functions on the upper-half plane by setting
(f |ψ,wγ)(τ) = f(γτ)ψ(γ) j(γ, τ)w/2 (2.6)
for f ∈ O(H) and γ ∈ Γ. We then say that f ∈ O(H) is an unrestricted modular form with
multiplier ψ and weight w for Γ in the case that f is invariant for this action; i.e. f |ψ,wγ = f
for all γ ∈ Γ. Since (−γ)τ = γτ and j(−I, τ)w/2 = e(−w/2) the multiplier ψ must satisfy the
consistency condition
ψ(−I) = e
(w
2
)
(2.7)
in order that the corresponding space(s) of unrestricted modular forms be non-vanishing. (Recall
that e(x) is used as a shorthand for e2πix throughout the article.)
Since Γ is assumed to be commensurable with SL2(Z) its natural action on the boundary
Rˆ = R ∪ {i∞} of H restricts to Qˆ = Q ∪ {i∞}. The orbits of Γ on Qˆ are called the cusps of Γ.
The quotient space
XΓ = Γ\H ∪ Qˆ (2.8)
is naturally a compact Riemann surface (cf. e.g. [Shi71, §1.5]). We adopt the common practice
of saying that Γ has genus zero in case XΓ is a genus zero surface.
We assume throughout that if Γ does not act transitively on Qˆ—i.e. if Γ has more than one
cusp—then it is contained in a group Γ˜ < SL2(R) that is commensurable with SL2(Z) and does
act transitively on Qˆ, and we assume that the multiplier ψ for Γ is of the form ψ = ρψ˜ where
ρ : Γ → C× is a morphism of groups and ψ˜ is a multiplier for Γ˜. With this understanding we
say that an unrestricted modular form f for Γ with multiplier ψ and weight w is a weak modular
form in case f has at most exponential growth at the cusps of Γ; i.e. in case there exists C > 0
such that (f |ψ˜,wσ)(τ) = O(eCℑ(τ)) as ℑ(τ) → ∞ for any σ ∈ Γ˜. We say that f is a modular
form if (f |ψ˜,wσ)(τ) remains bounded as ℑ(τ)→∞ for any σ ∈ Γ˜, and we say f is a cusp form
if (f |ψ˜,wσ)(τ)→ 0 as ℑ(τ)→∞ for any σ ∈ Γ˜.
If Γ has width h at infinity then any multiplier ψ for Γ restricts to a character on 〈T h〉 < Γ∞
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and so we have
ψ(T h) = e(α) (2.9)
for some α ∈ R, uniquely determined subject to 0 ≤ α < 1. Then qµ = e(µτ) is a Γ∞-invariant
function for the (ψ,w)-action so long as hµ + α ∈ Z, and we may attempt to construct a Γ-
invariant function—a modular form with multiplier ψ and weight w for Γ—by summing the
images of qµ over a set of coset representatives for Γ∞ in Γ.
P
[µ]
Γ,ψ,w(τ) =
∑
γ∈Γ∞\Γ
qµ|ψ,wγ
=
∑
γ∈Γ∞\Γ
e(µγτ)ψ(γ) j(γ, τ)w/2
(2.10)
This is the method that was pioneered by Poincare´ in [Poi11]. If w > 2 then this sum (2.10)
converges absolutely, locally uniformly in τ , so that P
[µ]
Γ,ψ,w is a well-defined holomorphic function
on H, invariant under the (ψ,w)-action of Γ by construction. Although it is not immediately
obvious, P
[µ]
Γ,ψ,w is a weak modular form in general, a modular form in case µ ≥ 0 and a cusp form
when µ > 0. Poincare´ considered the special case of this construction where Γ = SL2(Z), the
multiplier ψ is trivial and the weight w is an even integer not less than 4 in [Poi11]. The more
general expression (2.10) was introduced by Petersson in [Pet30], and following him—Petersson
called P
[µ]
Γ,ψ,w a “kind of Poincare´ series”—we call P
[µ]
Γ,ψ,w the Poincare´ series of weight w and
index µ attached to the group Γ and the multiplier ψ.
For example, in the case that Γ is the modular group SL2(Z) the constant multiplier ψ ≡ 1
is a multiplier of weight w = 2k on Γ for any integer k. Taking µ = 0 and k > 1 we obtain the
function
P
[0]
Γ,1,2k(τ) =
∑
γ∈Γ∞\Γ
j(γ, τ)k
= 1 +
∑
c,d∈Z
c>0
(c,d)=1
(cτ + d)−2k (2.11)
which is the Eisenstein series of weight 2k, often denoted E2k, with Fourier expansion
P
[0]
Γ,1,2k(τ) = 1−
4k
B2k
∑
n>0
σ2k−1(n)qn (2.12)
where σp(n) denotes the sum of the p-th powers of the divisors of n and Bm denotes the m-th
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Bernoulli number (cf. (A.1)). One of the main results of [Pet30]—and a principal application
of the Poincare´ series construction—is that, when w > 2, the P
[µ]
Γ,ψ,w for varying µ > 0 linearly
span the space of cusp forms with multiplier ψ and weight w for Γ.
2.2 Regularisation
We may ask if there is a natural way to regularise the simple summation of (2.10) in the generally
divergent case when w ≤ 2; the following method, inspired by work of Rademacher, is just such
a procedure.
First consider the case that w = 2. Then the sum in (2.10) is generally not absolutely
convergent, but can be ordered in such a way that the result is conditionally convergent and
locally uniformly so in τ , thus yielding a holomorphic function on H. The ordering is obtained
as follows. Observe that left multiplication of a matrix γ ∈ Γ by ±T h has no effect on the lower
row of γ other than to change its sign in the case of −T h. So the non-trivial right-cosets of
Γ∞ = 〈T h,−I〉 in Γ are indexed by pairs (c, d) such that c > 0 and (c, d) is the lower row of
some element of Γ. For K > 0 we define ΓK,K2 to be the set of elements of Γ having lower rows
(c, d) satisfying |c| < K and |d| < K2.
ΓK,K2 =



a b
c d

 ∈ Γ | |c| < K, |d| < K2

 (2.13)
Observe that ΓK,K2 is a union of cosets of Γ∞ for any K. Now for ψ a multiplier of weight 2
we define the index µ Rademacher sum R
[µ]
Γ,ψ,2 formally by setting
R
[µ]
Γ,ψ,2(τ) = limK→∞
∑
γ∈Γ∞\ΓK,K2
qµ|ψ,2γ
= lim
K→∞
∑
γ∈Γ∞\ΓK,K2
e(µγτ)ψ(γ) j(γ, τ),
(2.14)
and we may regard R
[µ]
Γ,ψ,2(τ) as a holomorphic function on H in case the limit in (2.14) converges
locally uniformly in τ .
As an example we take Γ = SL2(Z) and ψ ≡ 1 and µ = 0 in analogy with (2.12). Then we
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obtain the expression
R
[0]
Γ,1,2(τ) = limK→∞
∑
γ∈Γ∞\ΓK,K2
j(γ, τ)
= 1 + lim
K→∞
∑
0<c<K
−K2<d<K2
(c,d)=1
(cτ + d)−2. (2.15)
We will show now that this expression converges. For fixed K > 0 let R(K) denote the sum in
(2.15) so that R
[0]
Γ,1,0 = 1 + limK→∞R(K). Then we have
R(K) =
∑
0<c<K
c−2
∑
|d|<K2
(c,d)=1
(τ + d/c)−2
=
∑
0<c<K
c−2
∑
0≤d<c
(c,d)=1

 ∑
|n|<K2/c
(τ + d/c+ n)−2 +O(c/K2)

 (2.16)
where the term O(c/K2) accounts for the difference between summing over n such that |d +
nc| < K2 and summing over n such that |n| < K2/c, and the implied constant holds locally
uniformly in τ . The difference between the sum over n in the second line of (2.16) and its limit∑
n∈Z(τ + d/c+ n)
−2 as K →∞ is also O(c/K2), locally uniformly for τ ∈ H, so we obtain
R(K) =
∑
0<c<K
(−4π2)c−2
∑
0≤d<c
(c,d)=1
(∑
n>0
n e(nd/c) e(nτ) +O(c/K2)
)
(2.17)
after an application of the Lipschitz summation formula (A.14) with s = 2, α = 0. We may now
estimate
∑
0≤d<cO(c/K
2) = O(c2/K2) and
∑
0<c<K c
−2O(c2/K2) = O(1/K) and so obtain
lim
K→∞
R(K) = lim
K→∞
∑
0<c<K
(−4π2)c−2
∑
0≤d<c
(c,d)=1
∑
n>0
n e(nd/c) e(nτ). (2.18)
Now let R′(K) denote the summation over c in (2.18). Then R′(K) is an absolutely convergent
sum for fixed K > 0 (locally uniformly so for τ ∈ H) and so we may reorder the terms and write
R′(K) = (−4π2)
∑
n>0
n e(nτ)
∑
0<c<K
c−2
∑
0≤d<c
(c,d)=1
e
(
n
d
c
)
. (2.19)
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The summation over d in (2.19) is the sum of the n-th powers of the primitive c-th roots of
unity, which is to say, it is a Ramanujan sum. The associated Dirichlet series (for fixed n and
varying c) converges absolutely for ℜ(s) > 1 and admits the explicit formula
∑
c>0
∑
0≤d<c
(c,d)=1
e
(
n
d
c
)
c−s = n1−s
σs−1(n)
ζ(s)
(2.20)
in this region (cf. [Siv89, §IX.1]), where ζ(s) is the Riemann zeta function. Taking s = 2 in
(2.20) we conclude that limK→∞R′(K) =
∑
n>0(−4π2)ζ(2)−1σ1(n)qn, and in particular, (2.15)
converges, locally uniformly for τ ∈ H. Applying the identity ζ(2) = π2/6 we obtain the Fourier
expansion
R
[0]
Γ,1,2(τ) = 1− 24
∑
n>0
σ1(n)q
n (2.21)
and recognise R
[0]
Γ,1,2 as the quasi-modular Eisenstein series, often denoted E2. (Another common
normalisation is G2 = 2ζ(2)E2, cf. [Apo90, §3.10].)
The argument just given may be readily generalised. For example, let Γ be an arbitrary
group commensurable with SL2(Z) that contains −I and suppose for simplicity that Γ has
width one at infinity. Applying a method directly similar to the above we obtain the identity
R
[0]
Γ,1,2 = 1 + limK→∞R
′(K) where now
R′(K) =
∑
n>0
(−4π2)n e(nτ)
∑
γ∈Γ∞\Γ×K/Γ∞
e
(
n
d
c
)
c−2. (2.22)
In (2.22) we write Γ×K for the set of elements γ =
(
a b
c d
) ∈ Γ satisfying 0 < |c| < K
Γ×K =



a b
c d

 ∈ Γ | 0 < |c| < K

 , (2.23)
the summation is over a (complete and irredundant) set of representatives for the double cosets
of Γ∞ in Γ×K , and in each summand in the right most summation of (2.22) the values c and d are
chosen so that (c, d) is the lower row of the representative γ. Then the convergence of R
[0]
Γ,1,2,
locally uniform for τ ∈ H, follows in case the Dirichlet series
Z0,n(s) = lim
K→∞
∑
γ∈Γ∞\Γ×K/Γ∞
e
(
n
d
c
)
c−2s (2.24)
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converges at s = 1. This series Z0,n(s) is a special case of a more general construction—the
Kloosterman zeta function—due to Selberg [Sel65] that we will discuss further in §3 (cf. (3.9)).
It is argued in [Sel65] that (2.24) converges absolutely for ℜ(s) > 1; we refer to [DF11] for a
verification of the convergence of (2.24) at s = 1 in the case that Γ is commensurable with
SL2(Z) and contains −I. Applying this result we obtain the convergence of R[0]Γ,1,2 for such
groups Γ.
Specifying the order of summation as in (2.14) we may, for suitable choices of Γ and ψ,
obtain conditionally convergent sums
R
[µ]
Γ,ψ,w(τ) = limK→∞
∑
γ∈Γ∞\ΓK,K2
e(µγτ)ψ(γ) j(γ, τ)w/2, (2.25)
converging locally uniformly for τ ∈ H, with weights in the range w ≥ 1. However, the technical
difficulties can be expected to increase as w tends to 1 for generally the convergence of (2.25)
requires the convergence of a Kloosterman zeta function similar to (2.24) at s = w/2, which is
close to the critical line ℜ(s) = 1/2 in case w is close to 1. The convergence of some Rademacher
sums with w = 3/2 is established in [CD11].
Theorem 2.1 ([CD11]). Let Γ = Γ0(n) for n a positive integer, let h be a divisor of n that also
divides 24 and set ψ = ρn|hǫ−3 where ǫ and ρn|h are defined by (A.10) and (4.20). Then the
Rademacher sum R
[1/8]
Γ,ψ¯,3/2
converges, locally uniformly for τ ∈ H.
In order to regularise the Poincare´ series (2.10) for weights strictly less than 1 we require
to modify the terms in the sum as well as the order in which they are taken. In general, and
supposing for now that α 6= 0 (cf. (2.9)), we define the Rademacher sum R[µ]Γ,ψ,w, for µ such that
hµ+ α ∈ Z, by setting
R
[µ]
Γ,ψ,w(τ) = limK→∞
∑
γ∈Γ∞\ΓK,K2
e(µγτ) r[µ]w (γ, τ)ψ(γ) j(γ, τ)
w/2 (2.26)
where r
[µ]
w (γ, τ) is defined to be 1 in case w ≥ 1 or γ is upper-triangular, and is given otherwise,
in terms of the complete and lower incomplete Gamma functions (cf. (A.2-A.5)), by setting
r[µ]w (γ, τ) =
1
Γ(1− w)γ(1− w, 2πiµ(γτ − γ∞)). (2.27)
In (2.27) we write γ∞ for the limit of γτ as τ → i∞, so γ∞ is none other than a/c in case
γ =
(
a b
c d
)
for c 6= 0 and is undefined when γ ∈ Γ∞. We trust the reader will not be confused by
the two different uses of the symbol γ in (2.27). Note that since we employ the principal branch
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of the logarithm (A.6) everywhere in this article, and, in particular, in the definition (A.5) of the
lower incomplete Gamma function, we should restrict µ to be a non-positive real number when
constructing Rademacher sums R
[µ]
Γ,ψ,w with w < 1, for if µ is positive then τ 7→ 2πiµ(γτ − γ∞)
covers the left-half plane and r
[µ]
w (γ, τ) can fail to be continuous with respect to τ .
In the case that w < 1 and α = 0 we need a constant term correction to the specification
(2.26) so that the a complete defintion is given by
R
[µ]
Γ,ψ,w(τ) = δα,0
1
2
cΓ,ψ,w(µ, 0) + lim
K→∞
∑
γ∈Γ∞\ΓK,K2
e(µγτ) r[µ]w (γ, τ)ψ(γ) j(γ, τ)
w/2 (2.28)
where cΓ,ψ,w(µ, 0) is zero in case w ≥ 1 and is given otherwise by
cΓ,ψ,w(µ, 0) =
1
h
e
(
−w
4
) (2π)2−w(−µ)1−w
Γ(2− w) limK→∞
∑
γ∈Γ∞\Γ×K/Γ∞
e(µγ∞)
c(γ)2−w
ψ(γ) (2.29)
where h is again the width of Γ, the lower-left-hand entry of a matrix γ ∈ SL2(R) is denoted c(γ),
and Γ×K is as in (2.23). As in (2.22) the summation in (2.29) is to be taken over a (complete and
irredundant) set of representatives for the double cosets of Γ∞ in Γ×K , chosen so that c(γ) > 0.
The condition α = 0 is necessary in order that the sum in (2.29) not depend on the choice of
representatives. As we will see in due course, the constant term correction in (2.28) is included
so as to improve the modularity of the resulting function R
[µ]
Γ,ψ,w.
As a concrete example of a Rademacher sum with weight less than 1 we may consider the case
that Γ = SL2(Z) is again the modular group, ψ ≡ 1 and w = 0. Then γ(1, x) = 1−e−x according
to (A.5) so that when µ = −1 the general term in the Rademacher sum (2.28) becomes, for γ
non-upper-triangular,
e(µγτ) r[µ]w (γ, τ)ψ(γ) j(γ, τ)
w/2 = e(−γτ)− e(−γ∞), (2.30)
and we obtain
R
[−1]
Γ,1,0(τ) = e(−τ) +
1
2
cΓ,1,0(−1, 0) + lim
K→∞
∑
γ∈Γ∞\Γ×
K,K2
e(−γτ)− e(−γ∞) (2.31)
where the superscript× in the summation indicates a restriction to non-trivial cosets of Γ∞. The
right-hand side of (2.31) is in fact (but for the constant correction term) the original Rademacher
sum, introduced by Rademacher in [Rad39]. Rademacher’s main result in [Rad39] is that the
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sum
e(−τ) + lim
K→∞
∑
γ∈Γ∞\Γ×
K,K2
e(−γτ)− e(−γ∞) (2.32)
converges to a holomorphic function on H that is invariant for the (ψ ≡ 1, w = 0) action of the
modular group and has constant term 12 in its Fourier expansion. To calculate cΓ,1,0(−1, 0) we
observe that the non-trivial double cosets of Γ∞ in Γ = SL2(Z) are represented irredundantly
by the matrices
(
a b
c d
)
with c > 0 and d (necessarily coprime to c) satisfying 0 ≤ d < c. So we
have
cΓ,1,0(−1, 0) = 4π2
∑
c>0
∑
0≤d<c
(c,d)=1
e
(
−a
c
) 1
c2
(2.33)
where in each term in the summation a is chosen so that ad is congruent to 1 modulo c. Now
each summation over d is the sum of the primitive c-th roots of unity for some c, and so the
summation over c in (2.33) coincides with the special case of (2.20) in which n = 1 and s = 2.
So we have cΓ,1,0(−1, 0) = 4π2ζ(2)−1 = 24 and thus we conclude that
R
[−1]
Γ,1,0(τ) = J(τ) + 24 (2.34)
where J denotes the elliptic modular invariant (cf. (1.3)). We refer to [Kno90] for a nice review
of Rademacher’s treatment of (2.31).
Generalisations of Rademacher’s construction (2.31) have been developed by various authors,
including Knopp, who attached weight 0 Rademacher sums to various groups Γ < SL2(R) in
[Kno61a, Kno61b, Kno62b], and Niebur, who established a very general convergence result for
Rademacher sums of arbitrary negative weight in [Nie74].
Theorem 2.2 ([Nie74]). Let Γ be a discrete subgroup of SL2(R) having exactly one cusp. Let
ψ be a mulitplier for Γ and let w be a compatible weight. If w < 0 then the Rademacher sum
R
[µ]
Γ,ψ,w converges for any µ < 0 such that hµ+ α ∈ Z.
We remark that the method of [Nie74] used to demonstrate convergence certainly applies to
groups having more than one cusp.
It will develop in §3 that the convergence of Rademacher sums is generally more delicate for
weights in the range 0 ≤ w ≤ 2 than for |w − 1| > 1. In [DF11] it is shown that the weight 0
Rademacher sum R
[µ]
Γ,1,0 converges for any negative integer µ, for any group Γ < SL2(R) that is
commensurable with SL2(Z) and contains −I, and certain Rademacher sums of weight 1/2 (of
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relevance to Mathieu moonshine, cf. §4.2) are shown to converge in [CD11].
Theorem 2.3 ([DF11]). Let Γ be a subgroup of SL2(R) that is commensurable with SL2(Z) and
contains −I. Then the Rademacher sum R[µ]Γ,1,0 converges, locally uniformly for τ ∈ H, for any
negative integer µ.
Theorem 2.4 ([CD11]). Let Γ = Γ0(n) for n a positive integer, let h be a divisor of n that
also divides 24 and set ψ = ρn|hǫ−3 where ρn|h is defined by (4.20). Then the Rademacher sum
R
[−1/8]
Γ,ψ,1/2 converges, locally uniformly for τ ∈ H.
2.3 Mock Modularity
The reader will have noticed from the examples presented so far that Γ-invariance sometimes, but
not always, survives the Rademacher regularisation procedure; the Rademacher sum R
[0]
Γ,1,2 = E2
is not invariant when Γ = SL2(Z)—the Eisenstein series E2 is only quasi-modular (cf. (2.37))—
whilst the original Rademacher sum R
[−1]
Γ,1,0 = J + 24 is invariant. In a word, the Γ-invariance
(with respect to the (ψ,w)-action) of a (convergent) sum R
[µ]
Γ,ψ,w depends upon the geometry
of the group Γ. For example, supposing that Γ is a subgroup of SL2(R) containing −I and
commensurable with SL2(Z), the Rademacher sum R
[−1]
Γ,1,0 fails to be Γ-invariant exactly when Γ
does not define a genus zero quotient of H (i.e. when the genus of XΓ is not zero, cf. (2.8)) and
in this case there is a function ω : Γ→ C such that R[−1]Γ,1,0(γτ)+ω(γ) = R[−1]Γ,1,0(τ) for each γ ∈ Γ
(cf. [DF11, Thm. 3.4.4]). The sensitivity to the genus of Γ in this example is a consequence
of the choices ψ ≡ 1 and w = 0, as we shall see presently. For other choices of ψ and w the
modularity or otherwise of R
[µ]
Γ,ψ,w will be determined by some other geometric feature of Γ.
In general the Rademacher regularisation defines a weak mock modular form which is a
function on H that is invariant for a certain twist of the usual Γ-action, where the twisting is
determined by a(n honest) modular form with the dual weight and inverse multiplier. More
precisely, suppose that ψ is a multiplier system for Γ with weight w and g is a modular form
for Γ with the inverse multiplier system ψ¯ : γ 7→ ψ(γ) and dual weight 2− w. Then we can use
g to twist the (ψ,w)-action of Γ on O(H) by setting
(f |ψ,w,gγ) (τ) = f(γτ)ψ(γ) j(γ, τ)w/2 + (2πi)1−w
∫
i∞
−γ−1∞
(z + τ)−wg(−z¯)dz. (2.35)
A weak mock modular form for Γ with multiplier ψ, weight w, and shadow g is a holomorphic
function f on H that is invariant for the (ψ,w, g)-action of Γ defined in (2.35) and which has
at most exponential growth at the cusps of Γ (i.e. there exists C > 0 such that (f |ψ˜,wσ) =
O(eCℑ(τ)) for all σ ∈ Γ˜ as ℑ(τ) → ∞ where Γ˜ and ψ˜ are as in §2.1). A weak mock modular
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form is called a mock modular form in case it is bounded at every cusp. From this point of view
a (weak) modular form is a (weak) mock modular form with vanishing shadow. The notion of
mock modular form developed from Zwegers’ ground breaking work [Zwe02] on Ramanujan’s
mock theta functions. It is very closely related to the notion of automorphic integral which was
introduced by Niebur to describe the Rademacher sums of negative weight he constructed in
[Nie74]: an automorphic integral of weight w in the sense of Niebur is a weak mock modular
form whose shadow is a cusp form.
Given that convergent Rademacher sums are (weak) mock modular forms we may ask for an
explicit description of the corresponding shadow functions. In fact, the Rademacher machinery
itself provides such a description (cf. e.g. [DF11, §3.4], [CD11, §7]). Indeed, we can expect that
the Rademacher sum R
[µ]
Γ,ψ,w, supposing it converges, is a mock modular form whose shadow
S
[µ]
Γ,ψ,w is also given by a Rademacher sum; namely,
S
[µ]
Γ,ψ,w =
(−µ)1−w
Γ(1− w)R
[−µ]
Γ,ψ¯,2−w. (2.36)
Niebur established the identity (2.36) for arbitrary negative weights and a large class of groups.
Theorem 2.5 ([Nie74]). Let Γ be a discrete subgroup of SL2(R) having exactly one cusp. Let
ψ be a mulitplier for Γ and let w be a compatible weight. If w < 0 and µ < 0 is such that
hµ+ α ∈ Z then the Rademacher sum R[µ]Γ,ψ,w is a weak mock modular form for Γ with shadow
given by (2.36).
Again, we remark that the method of [Nie74] used to demonstrate mock modularity certainly
applies to groups having more than one cusp. The case that ψ ≡ 1 and w = 0 in (2.36) was
considered in [DF11] and results for w = 1/2 were established in [CD11].
Theorem 2.6 ([DF11]). Let Γ be a subgroup of SL2(R) that is commensurable with SL2(Z) and
contains −I. Then for µ a negative integer the Rademacher sum R[µ]Γ,1,0 is a weak mock modular
form with shadow S
[µ]
Γ,1,0 given by (2.36).
Theorem 2.7 ([CD11]). Let Γ = Γ0(n) for n a positive integer, let h be a divisor of n that
also divides 24 and set ψ = ρn|hǫ−3 where ρn|h is defined by (4.20). Then the Rademacher sum
R
[−1/8]
Γ,ψ,1/2 is a weak mock modular form with shadow S
[−1/8]
Γ,ψ,1/2 given by (2.36).
We can see using Theorem 2.6 why R
[−1]
Γ,1,0 has to be Γ-invariant in case Γ has genus zero,
for the shadow S
[−1]
Γ,1,0 = R
[1]
Γ,1,2 is a modular form of weight 2 with trivial multiplier, and in fact
a cusp form since it is obtained by summing images of q = e(τ) under the weight 2 action of
Γ. (We refer the reader to [DF11] and [CD11] for more on the behavior of Rademacher sums at
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arbitrary cusps.) The cusp forms of weight 2 with trivial multiplier for Γ are in correspondence
with holomorphic 1-forms on the Riemann surface XΓ (cf. (2.8)) and the dimension of the space
of holomorphic 1-forms on a Riemann surface is equal to its genus. So if Γ has genus zero then
XΓ has no non-zero 1-forms and we must have g = S
[−1]
Γ 1,0 = 0 in (2.35).
As a second example consider the sum R
[0]
Γ,1,2 which we found in §2.2 to be the Eisenstein
series E2 when Γ = SL2(Z). To compute the right-hand side of (2.36) when µ = 0 and w = 2
we consider a one–parameter family of multipliers ψδ = ǫ
δ, with corresponding weights wδ =
2 + δ/2, where ǫ : Γ → C is the multiplier system of the Dedekind eta function (cf. (A.8-
A.9)). Substituting δ/24 for µ and wδ = 2 + δ/2 for w in (2.36) we obtain −12R[0]Γ,1,0 in the
limit as δ → 0. Recalling the definition of r[µ]w (γ, τ) and using (2.27) and (A.3) we see that
r
[0]
0 (γ, τ) = 0 unless γ belongs to Γ∞ in which case r
[0]
0 (γ, τ) = 1, so we arrive at the suggestion
that the shadow of R
[0]
Γ,1,2 should be given by S
[0]
Γ,1,2 = −12R[0]Γ,1,0 ≡ −12; that is, R[0]Γ,1,2 is a
mock modular form with constant shadow −12. Taking g ≡ −12 in (2.35), and writing R(τ) for
R
[0]
Γ,1,2(τ) to ease notation, we find that
R(τ) = (R|1,2,1γ)(τ) = R(γτ) j(γ, τ) + 6i
π
∫ i∞
−γ−1∞
(z + τ)−2dz
= R(γτ) j(γ, τ) +
6i
π
1
(τ − γ−1∞)
(2.37)
for γ ∈ Γ, which is in agreement with the known quasi-modularity of E2 (cf. [Apo90, p.69]).
Before concluding this section we remark on an alternative approach to studying the mock
modular forms we have obtained above using Rademacher sums. An equivalent and more
common definition of the notion of mock modular form, more closely related to Zwegers’ original
treatment in [Zwe02], is to say that a holomorphic function f : H→ C is a weak mock modular
form for the group Γ with multiplier ψ, weight w, and shadow g if the completion of f , denoted
fˆ and defined as
fˆ(τ) = f(τ)− (2πi)1−w
∫ i∞
−τ¯
(z + τ)−wg(−z¯)dz, (2.38)
is invariant for the usual (untwisted) (ψ,w)-action of Γ (cf. (2.6)) on real-analytic functions on
H. From (2.38) one can check that fˆ is annihilated by the differential operator
∂
∂τ
(Imτ)w
∂
∂τ¯
(2.39)
and hence is a harmonic weak Maaß form of weight w, which is to say, fˆ is a (non-holomorphic)
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modular form for Γ with at most exponential growth at the cusps which is also an eigenfunction
for the weight w Laplace operator with eigenvalue w2 (1 − w2 ). (We refer to [Zag09, §5] for an
exposition of this.) For a suitably defined Poincare´ series (adapted to the construction of Maaß
forms) the function R
[µ]
Γ,ψ,w may then be recovered as its holomorphic part. We refer to [BO06]
for the pioneering example of this approach; further examples appear in [BO07, BO10, BO12].
The harmonic weak Maaß form whose holomorphic part is R
[−1/8]
Γ,ǫ−3,1/2 was investigated in [EH09]
in the cases that Γ = SL2(Z) and Γ = Γ0(2).
3 Rademacher Series
The Rademacher sums of the previous section are indexed by cosets of Γ∞ in Γ. In this section
we consider a construction—also inspired by work of Rademacher, among others, and hinted
at in the definition of the constant correction term in (2.28)—of series indexed by double coset
spaces Γ∞\Γ×/Γ∞. It will develop that these series—we call them Rademacher series— recover
the Fourier coefficients of the Rademacher sums of the previous section, but also admit other
applications, such as recovering Fourier coefficients of false theta series (cf. (3.24)), and Eichler
integrals of (mock) modular forms more generally (cf. (3.20)). In addition, the Rademacher
series construction serves to illuminate a form of Zagier duality for Rademacher sums: the
coincidence (up to a root of unity depending only on w) of the Fourier coefficients attached to
the dual families
{
R
[µ]
Γ,ψ,w | hµ+ α ∈ Z, µ < 0
}
,
{
R
[ν]
Γ,ψ¯,2−w | hν − α ∈ Z, ν < 0
}
, (3.1)
(cf. (2.9)) of Rademacher sums.
We now detail the Rademacher series construction. Suppose as before that Γ < SL2(R)
contains −I and is commensurable with SL2(Z). Recall that h > 0 is chosen so that Γ∞ =
〈T h,−I〉 (cf. (2.3)). Given a multiplier system ψ of weight w for such a group Γ, and given also
µ, ν ∈ 1h(Z − α) where ψ(T h) = e(α) (cf. (2.9)), we define the Rademacher series cΓ,ψ,w(µ, ν)
by setting
cΓ,ψ,w(µ, ν) =
1
h
lim
K→∞
∑
γ∈Γ∞\Γ×K/Γ∞
Kγ,ψ(µ, ν)Bγ,w(µ, ν) (3.2)
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where Γ×K is defined as in (2.23) and Kγ,ψ and Bγ,w are given by
Kγ,ψ(µ, ν) = e
(
µ
a
c
)
e
(
ν
d
c
)
ψ(γ), (3.3)
Bγ,w(µ, ν) =


e
(−w4 )∑k≥0 ( 2πc )2k+w (−µ)kk! νk+w−1Γ(k+w) , w ≥ 1,
e
(−w4 )∑k≥0 ( 2πc )2k+2−w (−µ)k+1−wΓ(k+2−w) νkk! , w ≤ 1,
(3.4)
in case γ =
(
a b
c d
)
and c > 0. Observe that the restriction µ, ν ∈ 1h(Z − α) is necessary in
order that the map γ 7→ Kγ,ψ(µ, ν)Bγ,ψ(µ, ν) descend to the double coset space Γ∞\Γ×K/Γ∞;
assuming convergence we may regard cΓ,ψ,w as a function on the grid
1
h
Z× 1
h
Z−
(α
h
,
α
h
)
⊂ R2. (3.5)
Note that the convergence of the expression (3.2) defining cΓ,ψ,w(µ, ν) is not obvious when
w lies in the range 0 ≤ w ≤ 2 but is relatively easy to show for w < 0 and 2 < w. For example,
if Γ = SL2(Z) and w ≥ 1 then we have the simple estimate
|cΓ,ψ,w(µ, ν)| ≤
∑
γ∈Γ∞\Γ×/Γ∞
|Kγ,ψ(µ, ν)||Bγ,w(µ, ν)|
≤
∑
c>0
c
∑
k≥0
(
2π
c
)2k+w |µ|k|ν|k+w−1
k!Γ(k + w)
(3.6)
where both c and k are restricted to be integers and the factor c appearing between the two
summations serves as a crude upper bound for the number of double cosets in Γ∞\Γ/Γ∞ with
representatives having lower-left entry equal to c. Consider the result of interchanging the two
summations in the right-hand side of (3.6). If w > 2 then we obtain
∑
k≥0
(2π)2k+w
|µ|k|ν|k+w−1
k!Γ(k + w)
∑
c>0
c1−2k−w ≤
∑
k≥0
(2π)2k+w
|µ|k|ν|k+w−1
k!Γ(k + w)
1
w − 2
=
2π
w − 2 |µ|
(1−w)/2|ν|(w−1)/2Iw−1(4π|µν|1/2)
(3.7)
where Iα(z) denotes the modified Bessel function of the first kind and we have used its series
expression (A.7) in the second line of (3.7). In particular, the left-hand side of (3.7) is absolutely
convergent for w > 2. This verifies the coincidence of the left-hand side of (3.7) with the
right-hand side of (3.6) and thus we obtain the absolute convergence of the Rademacher series
cΓ,ψ,w(µ, ν) for w > 2. The case that w < 0 is similar, and for a more general group Γ, being a
union of finitely many cosets of a finite-index subgroup of SL2(Z), the necessary adjustments to
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the above argument are not unduly complicated. We refer to [DF11] for the case that ψ is trivial
and w is an even integer. (See also Theorem 3.1 below.) We refer to [Nie74] for a treatment of
the case that w < 0.
The question of convergence is more subtle in the cases that 0 ≤ w ≤ 2. To establish
convergence for weights in this region one has to replace the c appearing between the two
summations in (3.6) with a more careful estimate for the Kloosterman sum
SΓ,ψ(µ, ν, c) =
∑
γ∈Γ∞\Γ/Γ∞
c(γ)=c
Kγ,ψ(µ, ν). (3.8)
In (3.8) we again write c(γ) for the lower-left entry of γ. A beautiful approach to analysing
Kloosterman sums was pioneered by Selberg in [Sel65]. Selberg introduced the Kloosterman
zeta function
Zµ,ν(s) =
∑
γ∈Γ∞\Γ×/Γ∞
Kγ,ψ(µ, ν)c(γ)
−2s =
∑
c>0
SΓ,ψ(µ, ν, c)c
−2s (3.9)
and demonstrated that it admits an analytic continuation that is holomorphic in the half-
plane ℜ(s) > 1/2 but for finitely many poles on the real line segment 1/2 < s < 1. Further,
these poles are determined by the vanishing or otherwise of particular Fourier coefficients of
particular cusp forms for Γ. Using this together with the growth estimates for Zµ,ν(s) due to
Goldfeld–Sarnak [GS83] (see also [Pri00b]) one may, for suitable choices of µ and ν, obtain
the convergence of the series defining cΓ,ψ,w(µ, ν). Such an approach was first implemented
by Knopp in [Kno86, Kno89]. It was applied in [DF11] so as to establish the convergence
of cΓ,1,w(µ, ν) in weights w = 0 and w = 2 for arbitrary Γ commensurable with SL2(Z) and
arbitrary µ, ν ∈ Z, and it was applied in [CD11] to demonstrate the convergence of cΓ,ψ,1/2(µ, ν)
for µ = −1/8 and ν > 0 when Γ = Γ0(n) for some n, and ψ is one of the multipliers relevant
for Mathieu moonshine (cf. §4.2).
Theorem 3.1 ([DF11]). Let Γ be a subgroup of SL2(R) that is commensurable with SL2(Z) and
contains −I. Then the Rademacher series cΓ,1,0(µ, ν) and cΓ,1,2(µ, ν) converge for all µ, ν ∈ Z.
Theorem 3.2 ([CD11]). Let Γ = Γ0(n) for n a positive integer, let h be a divisor of n that also
divides 24 and set ψ = ρn|hǫ−3 where ρn|h is defined by (4.20). Then the Rademacher series
cΓ,ψ,1/2(−1/8, ν) converges for all ν ∈ Z − 1/8 such that ν > 0, and the Rademacher series
cΓ,ψ¯,3/2(1/8, ν
′) converges for all ν′ ∈ Z+ 1/8 such that ν′ > 0.
At this point we may recognise the expression (2.29), defining the constant term correction
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to Rademacher sums with w = 0, as a specialisation of the Rademacher series construction
(3.2). In particular, we can confirm that cΓ,ψ,w(µ, 0) = 0 when w ≥ 1 and cΓ,ψ,w(µ, 0) should
not be defined unless α = 0. Note also that Bγ,w can be expressed conveniently in terms of
Bessel functions (cf. §A) in case xy 6= 0. For example, if x < 0 or y > 0 then we have
Bγ,w(µ, ν) = e
(
−w
4
)
(−µ)(1−w)/2ν(w−1)/2 2π
c
I|w−1|
(
4π
c
(−µν)1/2
)
(3.10)
for any weight w ∈ R. (In the case that y < 0 < x the right-hand side of (3.10) should be
multiplied by eπi|w−1|.)
In the remainder of this section we consider some applications of the Rademacher series.
3.1 Coefficients of Rademacher Sums
Expressions like that defined by (3.2–3.4) first appeared in the aforementioned work [Poi11] of
Poincare´ where he considered the case that Γ = SL2(Z), the multiplier ψ is trivial, w is an
even integer greater than 2, and µ is a non-negative integer. Poincare´ obtained an expression
equivalent to cΓ,ψ,w(m,n) + δm,n for the Fourier coefficient of q
n in P
[m]
Γ,ψ,w(τ), for m and n
non-negative integers. The series of [Poi11] were generalised by Petersson in [Pet30], where he
obtained the analogous expression
P
[µ]
Γ,ψ,w = q
µ +
∑
hν+α∈Z
ν≥0
cΓ,ψ,w(µ, ν)q
ν (3.11)
when Γ is the principal congruence group Γ(N) (the kernel of the map SL2(Z)→ SL2(Z/NZ))
for some N . Thus we see many instances in which the Rademacher series recover the Fourier
coefficients of a Poincare´ series.
The formula (3.11) was established for more general subgroups Γ < SL2(Z) and for weights
w ≥ 2 in [Pet32, Pet33], and on the strength of this, together with his result that an arbitrary
modular form may be written as a linear combination of Poincare´ series, Petersson essentially
solved the problem of finding convergent series expressions for the Fourier coefficients of modular
forms with weight w ≥ 2. Using the fact that the derivative of the elliptic modular invariant
J(τ) is a weak modular form of weight 2, and thus a function whose coefficients can be written
in terms of the cΓ,ψ,w according to his results, Petersson was able to derive series expressions
for the coefficients of the function J(τ) itself, by integration. To see such expressions consider
the values cΓ,ψ,w(µ, ν) for Γ = SL2(Z), ψ ≡ 1 and w = 0. Then h = 1, α = 0 and (µ, ν) ∈ Z×Z
(cf. (3.5)). Observing that the non-trivial double cosets of Γ∞ in Γ = SL2(Z) are represented,
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irredundantly, by the matrices
(
a b
c d
)
with c > 0 and d coprime to c satisfying 0 ≤ d < c we find
that
cΓ,1,0 (−1, n) =
∑
c>0
0≤d<c
(c,d)=1
e
(
a+ nd
c
)
n−1/2
2π
c
I1
(
4π
c
n1/2
)
(3.12)
in agreement with Petersson’s formula [Pet32, p.202] for the n-th coefficient of J(τ), so that,
according to Rademacher’s identity R
[−1]
Γ,1,0 = J + 24 (cf. (2.34)), we have
R
[−1]
Γ,1,0(τ) = q
−1 +
∑
n≥0
cΓ,1,0(−1, n)qn. (3.13)
In particular, the Rademacher series cΓ,1,0 recover the Fourier coefficients of the Rademacher
sum R
[−1]
Γ,1,0.
In independent work Rademacher solved the problem of providing an exact formula for the
partition function [Rad37] and this furnishes another instructive example, for if p(n) denotes
the number of partitions of the positive integer n then we have
1
η(τ)
= q−1/24 +
∑
n>0
p(n)qn−1/24 (3.14)
where η denotes the Dedekind eta function (cf. (A.8)). So it suffices to compute expressions
for the Fourier coefficients of the (weak) modular form 1/η of weight −1/2. Let Γ = SL2(Z)
and let ǫ : Γ → C denote the multiplier system of η (cf. (A.9)). Then ǫ¯ = ǫ−1 is a multiplier
system in weight w = −1/2 for Γ with h = 1 and α = 1/24 and so we may consider the values
cΓ,ǫ¯,−1/2(−1/24, n− 1/24) for n a positive integer. Comparing with the explicit formula (A.10)
for ǫ we find that
cΓ,ǫ¯,−1/2
(
− 1
24
, n− 1
24
)
=
∑
c>0
0≤d<c
(c,d)=1
e
(
n
d
c
− s(d, c)
4
)
(24n− 1)−3/4 2π
c
I3/2
( π
6c
(24n− 1)1/2
)
(3.15)
which is in agreement with the formula for p(n) derived in [Rad37]. (The right-hand side of
(3.15) is more immediately recognised in the subsequent work [RZ38] which gives a general
description of coefficients of modular forms of negative weight for the modular group in terms
of the cΓ,ψ,w defined above and revisits the case of 1/η(τ) as a specific example on p.455.)
Rademacher went on to determine an analogue of (3.15) for the coefficients of J in [Rad38].
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Using a completely different method to that of [Pet32] he independently rediscovered the formula
(3.12). Rademacher’s motivation for the subsequent work [Rad39], and the introduction of the
original Rademacher sum R
[−1]
Γ,1,0 (cf. (2.31)), was to derive the modular invariance of the function
q−1+
∑
n>0 cΓ,1,0(−1, n)qn, and thereby establish its coincidence with J directly, using just the
expression (3.12) for cΓ,1,0(−1, n).
We have seen now several examples in which the series cΓ,ψ,w serve to recover coefficients
of a modular form, and a Rademacher sum in particular. In general we can expect the direct
relationship
R
[µ]
Γ,ψ,w(τ) = q
µ +
∑
hν+α∈Z
ν≥0
cΓ,ψ,w(µ, ν)q
ν (3.16)
between Rademacher sums and Rademacher series, assuming that R
[µ]
Γ,ψ,w and all the cΓ,ψ,w(µ, ν)
with ν ≥ 0 are convergent. To see how this relationship can be derived we may begin by replacing
e(µγτ) with e(µγ∞) e(µ(γτ − γ∞)) in (2.28) and rewriting γτ − γ∞ as −c−1(cτ + d)−1 in case
(c, d) is the lower row of γ. Then we may proceed in a way similar to that employed in the
discussion leading to (2.21), applying the Lipschitz summation formula (A.14) (and typically
also its non-absolutely convergent version, Lemma A.1) together with the fact that
ψ(γT h)e(µγT h∞) j(γT h, τ)w/2 = ψ(γ)e(µγ∞) j(γ, τ + h)w/2 (3.17)
for hµ + α ∈ Z, and this brings us quickly to the required expression for R[µ]Γ,ψ,w as a sum of
sums over the double coset space Γ∞\Γ×/Γ∞. We refer to [DF11] and [CD11] for detailed
implementations of this approach, including careful consideration of convergence.
Since the Rademacher sum R
[µ]
Γ,ψ,w is precisely the Poincare´ series P
[µ]
Γ,ψ,w when w > 2 we have
(3.16) for w > 2 according to the aforementioned work of Petersson. Niebur established (3.16)
for arbitrary weights w < 0 in [Nie74] (and thus we have that 1/η is also a Rademacher sum—
namely, 1/η = R
[−1/24]
Γ,ǫ¯,−1/2—according to the Rademacher’s formula for p(n) and the identity
(3.15)). We have illustrated above that the convergence of the Rademacher series cΓ,ψ,w is more
subtle in case 0 ≤ w ≤ 2. As we have mentioned, Petersson and Rademacher independently
gave the first instance of (3.16) for w = 0; other examples were established by Knopp in
[Kno61a, Kno61b, Kno62b]. The general case that Γ is commensurable with SL2(Z) and contains
−I, the multiplier ψ is trivial and w = 0 was proven in [DF11], and examples with w = 1/2 and
w = 3/2 were established in [CD11].
Theorem 3.3 ([DF11]). Let Γ be a subgroup of SL2(R) that is commensurable with SL2(Z) and
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contains −I. Then the Fourier expansion of the Rademacher sum R[µ]Γ,1,0 is given by (3.16).
Theorem 3.4 ([CD11]). Let Γ = Γ0(n) for n a positive integer, let h be a divisor of n that also
divides 24 and set ψ = ρn|hǫ−3 where ρn|h is defined by (4.20). Then the Fourier expansions of
the Rademacher sums R
[−1/8]
Γ,ψ,1/2 and R
[1/8]
Γ,ψ¯,3/2
are given by (3.16).
Results closely related to (3.16) for weights in the range 0 < w < 2 have been established
by Knopp [Kno86, Kno89], Pribitkin [Pri99, Pri00a], and Bringmann–Ono [BO06, BO12].
3.2 Dualities
The Bessel function expression (3.10) emphasises a symmetry in Bγ,w under the exchange of
a weight w with it’s dual weight 2 − w; namely, − e(−w/2)Bγ,2−w(−ν,−µ) = Bγ,w(µ, ν). Re-
placing γ with −γ−1 in (3.3-3.4) we observe that e(w/2)K−γ−1,ψ¯(−ν,−µ) = Kγ,w(µ, ν) and
B−γ−1,w = Bγ,w, and thus we obtain the Zagier duality identity
cΓ,ψ¯,2−w(−ν,−µ) = cΓ,ψ,w(µ, ν) (3.18)
in case µ, ν ∈ 1h (Z−α) (cf. (3.5)). This may be regarded as a generalisation of the coincidence,
up to a minus sign, of coefficients in certain families of modular forms in dual weights that was
observed by Zagier in [Zag02]. Much of the interest in Zagier duality derives from its power to
give novel interpretations to coefficients of modular forms, such as in terms of traces of singular
moduli in the original example [Zag02]; for other generalisations and applications we refer to
[Rou06, BO07, FO08, Gue09, CC11].
The duality (3.18) demonstrates that dual Rademacher series—attached to mutually inverse
multiplier systems in dual weights—coincide up to transposition and negation of their argu-
ments. In other words, the vertical lines in the grid of values (µ, ν) 7→ cΓ,ψ,w(µ, ν) are, up
to sign, the horizontal lines in the corresponding grid (µ′, ν′) 7→ cΓ,ψ¯,2−w(µ′, ν′) for the dual
Rademacher series. Consequently, when considering Fourier coefficients of Rademacher sums
with a given weight and multiplier system one is simultaneously considering the Fourier co-
efficients of Rademacher sums in the dual weight. As an application of this we see that the
Rademacher series cΓ,ψ,w encode not only the Fourier expansions of the R
[µ]
Γ,ψ,w but also the
Fourier expansions of their shadows S
[µ]
Γ,ψ,w. For by applying (3.16) to the formula (2.36), which
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relates the shadow S
[µ]
Γ,ψ,w of R
[µ]
Γ,ψ,w to the dual Rademacher sum R
[−µ]
Γ,ψ¯,2−w, we obtain
S
[µ]
Γ,ψ,w(τ) =
(−µ)1−w
Γ(1− w)

q−µ ∑
hν−α∈Z
ν≥0
cΓ,ψ,w(−ν, µ)qν

 . (3.19)
The Eichler integral of a cusp form f(τ) =
∑
ν>0 c(ν)q
ν with weight w for some group Γ is
the function f˜(τ) defined by the q-series
f˜(τ) =
∑
ν>0
ν1−wc(ν)qν . (3.20)
Let us consider the effect of transposing µ with ν and replacing γ with −γ−1 in (3.3-3.4). We
obtain e(w/2)K−γ−1,ψ(ν, µ) = Kγ,ψ(µ, ν) and e(−w/2)B−γ−1,w(ν, µ)µ1−w = Bγ,w(µ, ν)ν1−w for
w ≥ 1, and this, together with an application of (3.18), leads us to the Eichler duality identity
−cΓ,ψ¯,2−w(−µ,−ν)µ1−w = cΓ,ψ,w(µ, ν)ν1−w , (3.21)
valid for w ≥ 1. (A similar but slightly different expression obtains when w < 1.) The relation
(3.21) demonstrates another application of the Rademacher series construction: the Eichler
integral of the Rademcher sum R
[µ]
Γ,ψ,w, assuming α 6= 0 or cΓ,ψ,w(µ, 0) = 0, is computed, up
to conjugation and a scalar factor, by the Rademacher series attached to the inverse multiplier
system in the dual weight.
R˜
[µ]
Γ,ψ,w(τ) = −µ1−w
∑
ν>0
cΓ,ψ¯,2−w(−µ,−ν)qν (3.22)
As an example consider the case that Γ = SL2(Z) is the modular group, ψ = ǫ
3 and w = 3/2.
Then R
[1/8]
Γ,ǫ3,3/2 is, up to a scalar factor, the shadow of the weak mock modular form R
[−1/8]
Γ,ǫ−3,1/2.
It is shown in [CD11] that R
[1/8]
Γ,ǫ3,3/2 = −12η3 and we have η(τ)3 =
∑
n≥0(−1)n(2n+1)q(2n+1)
2/8
according to an identity due to Euler. Thus we find that
R˜
[1/8]
Γ,ǫ3,3/2(τ) = −24
√
2
∑
n≥0
(−1)nq(2n+1)2/8, (3.23)
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and applying (3.22) to this we obtain the beautiful formula
cΓ,ǫ−3,1/2(−1/8,−n− 1/8) =


12(−1)m if n = (m2 ) for some m > 0,
0 else,
(3.24)
when n ≥ 0. Compare this to the fact that the values cΓ,ǫ−3,1/2(−1/8,−n − 1/8) for n < 0
are the coefficients of the weak mock modular form R
[−1/8]
Γ,ǫ−3,1/2 according to Theorem 3.4. (This
weak mock modular form will play a special roˆle in §4.2.) The function ∑n≥0(−1)nq(2n+1)2/8,
appearing here as (a rescaling of) the Eichler integral of η3, is one of the false theta series
studied by Rogers in [Rog17] (cf. [And81]).
4 Moonshine
Some of the most fascinating and powerful applications of Rademacher sums have appeared in
moonshine. To describe them we shall start with a short discussion of the relevant modular
objects. The study of monstrous moonshine was initiated with the realisation (cf. [Tho79a,
Tho79b]) that the Fourier coefficients of the elliptic modular invariant J (cf. (1.4)) encode pos-
itive integer combinations of dimensions of irreducible representations of the monster group M.
More generally, monstrous moonshine attaches a holomorphic function Tg = q
−1+
∑
n>0 cg(n)q
n
on the upper-half plane to each element g in the Monster group M. This association is such
that the Fourier coefficients of the McKay–Thompson series Tg furnish characters g 7→ cg(n) of
non-trivial representations of M (thus the function Tg depends only on the conjugacy class of
g), and such that the Tg all have the following genus zero property:
If Γg is the invariance group of Tg then the natural map Tg : Γg\H → C extends to
an isomorphism of Riemann surfaces XΓg → Cˆ.
Here Cˆ denotes the Riemann sphere and XΓ is the Riemann surface Γ\H ∪ Qˆ (cf. (2.8)). We
are using the weight 0 action of SL2(R) with trivial multiplier, (f |1,0γ)(τ) = f(γτ) (cf. (2.6)),
to define the invariance.
Conway–Norton introduced the term moonshine in [CN79] and detailed many interesting
features and properties of the—at that time conjectural—correspondence g 7→ Tg. An ex-
plicit monster module conjecturally realizing the Tg of [CN79] as graded-traces was constructed
by Frenkel–Lepowsky–Meurman in [FLM84, FLM85, FLM88], and a beautiful proof of the
Conway–Norton moonshine conjectures—that these graded traces do determine functions Tg
with the genus zero property formulated above—was given by Borcherds in [Bor92]. All that
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notwithstanding, a clear conceptual explanation for the genus zero property of monstrous moon-
shine is yet to be established. A step towards this goal was made in [DF11] by employing the
Rademacher sum machinery, as we shall see presently in §4.1. In particular, we will show that
the genus zero property is actually equivalent to fact that Tg coincides (up to a constant) with
the relevant Rademacher sum (cf. (4.12)).
In [EOT11] a remarkable observation was made relating the elliptic genus of a K3 surface
to the largest Mathieu group M24 via a decomposition of the former into a linear combination
of characters of irreducible representations of the small N = 4 superconformal algebra. The
elliptic genus is a topological invariant and for any K3 surface it is given by the weak Jacobi
form
ZK3(τ, z) = 8
((
θ2(τ, z)
θ2(τ, 0)
)2
+
(
θ3(τ, z)
θ3(τ, 0)
)2
+
(
θ4(τ, z)
θ4(τ, 0)
)2)
(4.1)
of weight 0 and index 1. The θi are Jacobi theta functions (cf. (A.12)). When decomposed into
N = 4 characters we obtain
ZK3(τ, z) = 20 ch
(2)
1
4 ,0
− 2 ch(2)1
4 ,
1
2
+
∑
n≥0
tn ch
(2)
1
4+n,
1
2
=
θ1(τ, z)
2
η(τ)3
(
24µ(τ, z) + q−1/8
(− 2 + ∞∑
n=1
tnq
n
))
(4.2)
for some tn ∈ Z where θ1(τ, z) and µ(τ, z) are defined in (A.12-A.13). In the above equation we
write
ch
(ℓ)
h,j(τ, z) = trV (ℓ)h,j
(
(−1)J30 yJ30 qL0−c/24
)
(4.3)
for the Ramond sector character of the unitary highest weight representation V
(ℓ)
h,j of the small
N = 4 superconformal algebra with central charge c = 6(ℓ− 1). By inspection, the first five tn
are given by t1 = 90, t2 = 462, t3 = 1540, t4 = 4554, and t5 = 11592. The surprising observation
of [EOT11] is that each of these tn is twice the dimension of an irreducible representation of
M24.
One is thus compelled to conjecture that every tn may be interpreted as the dimension of
an M24-module Kn−1/8. If we define H(τ) by requiring
ZK3(τ, z)η(τ)
3 = θ1(τ, z)
2(aµ(τ, z) +H(τ
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then a = 24 and
H(τ) = q−
1
8
(
−2 +
∞∑
n=1
tnq
n
)
(4.5)
is a slight modification of the generating function of the tn. The inclusion of the term −2 and
the factor q−1/8 has the effect of improving the modularity: H(τ) is a weak mock modular form
(cf. §2.3) for SL2(Z) with multiplier ǫ−3 (cf. (A.10)), weight 1/2, and shadow − 12√2πη3 (cf.
(A.8)). If the tn really do encode the dimensions of M24-modules Kn−1/8 then we can expect
to obtain interesting functions Hg(τ)—McKay–Thompson series for M24—by replacing tn with
trKn−1/8(g) in (4.5). In other words, we should also consider
Hg(τ) = −2q−1/8 +
∞∑
n=1
trKn−1/8(g)q
n−1/8. (4.6)
Strictly speaking, to determineHg requires knowledge of theM24-moduleK =
⊕∞
n=1Kn−1/8
whose existence remains conjectural, but one can attempt to formulate conjectural expressions
for Hg by identifying a suitably distinguishing modular property that they should satisfy. If the
property is well-chosen then it will be strong enough for us to determine concrete expressions
for the Hg, and compatibility between the low order terms amongst the Fourier coefficients of
Hg with the character table of M24 will serve as evidence for both the validity of Hg and the
existence of the module K. Exactly this was done in a series of papers, starting with [Che10],
and the independent work [GHV10b], and concluding with [GHV10a] and [EH11]. Despite
this progress no construction of the conjectured M24-module K is yet known. To find such a
construction is probably the most important open problem in Mathieu moonshine at the present
time. Similar remarks also apply to the more general umbral moonshine that we will describe
shortly.
The strong evidence for the conjecture that H(τ) encodes the graded dimension of an M24–
module invites us to consider theM24 analogue of the Conway–Norton moonshine conjectures—
this will justify the use of the term moonshine in the M24 setting—except that it is not immedi-
ately obvious what the analogue should be. Whilst the McKay–Thompson series Hg is a mock
modular form of weight 1/2 on some Γg < SL2(Z) for every g in M24 [EH11], it is not the case
that Γg is a genus zero group for every g, and even if it were, there is no obvious sense in which
a weak mock modular form of weight 1/2 can induce an isomorphism XΓ → Cˆ, and thus no
obvious analogue of the genus zero property formulated above. A solution to this problem—the
formulation of the moonshine conjecture for M24—was recently found in [CD11]. As we shall
explain in §4.2, the correct analogue of the genus zero property is that the McKay–Thompson
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series Hg should coincide with a certain Rademacher sum attached to its invariance group Γg.
It is striking that, despite the very different modular properties the two sets of McKay–
Thompson series Hg and Tg display they can be constructed in completely analogous ways in
terms of Rademacher sums. We are hence led to believe that Rademacher sums are an integral
element of the moonshine phenomenon. And such a belief has in fact been instrumental in the
discovery of umbral moonshine [CDH12], whereby a finite group G(ℓ) and a family of vector-
valued mock modular forms H
(ℓ)
g for g ∈ G(ℓ) is specified for each ℓ in Λ = {2, 3, 4, 5, 7, 13}—the
set of positive integers ℓ such that ℓ − 1 divides 12—and these groups G(ℓ) and vector-valued
mock modular forms H
(ℓ)
g are conjectured to be related in a way that we shall describe presently.
Following [CDH12] we say that a weak Jacobi form φ(τ, z) of weight 0 and index ℓ − 1 is
extremal if it admits a decomposition
φ = a ℓ−1
4 ,0
ch
(ℓ)
ℓ−1
4 ,0
+ a ℓ−1
4 ,
1
2
ch
(ℓ)
ℓ−1
4 ,
1
2
+
∑
0<r<ℓ
∑
n∈Z
r2−4ℓn<0
a ℓ−1
4 +n,
r
2
ch
(ℓ)
ℓ−1
4 +n,
r
2
(4.7)
for some ah,j ∈ C where the ch(ℓ)h,j are as in (4.3). In [CDH12] it was shown that an extremal
Jacobi form is unique (up to scalar multiplication) if it exists. Moreover, it was speculated that
there are no extremal Jacobi forms of index ℓ− 1 unless ℓ− 1 divides 12, and this was shown to
be true for indexes in the range 1 ≤ ℓ−1 ≤ 24. As was discussed in detail in [CDH12], the above
decomposition of an extremal Jacobi form φ(ℓ) of index ℓ− 1 leads naturally to a vector-valued
mock modular form H(ℓ) with ℓ − 1 components H(ℓ)r , r ∈ {1, . . . , ℓ − 1}. Equivalently, the
components of the vector-valued mock modular form H(ℓ) = (H
(ℓ)
r ) are the coefficients of the
theta-decomposition of the pole-free part (cf. [DMZ]) of a meromorphic Jacobi form of weight
1 and index ℓ with a simple pole at z = 0 that is closely related to φ(ℓ).
Table 1: The groups of umbral moonshine.
ℓ 2 3 4 5 7 13
G(ℓ) M24 2.M12 2.AGL3(2) GL2(5)/2 SL2(3) Z/4Z
In [CDH12] it was observed that the mock modular form H(ℓ) obtained in this way has a
close relation to a certain finite group G(ℓ) (specified in Table 1) and it was conjectured that for
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ℓ such that ℓ− 1 divides 12 there exists a naturally defined Z×Q-graded G(ℓ)-module
K(ℓ) =
⊕
r∈Z
0<r<ℓ
K(ℓ)r =
⊕
r,k∈Z
0<r<ℓ
K
(ℓ)
r,k−r2/4ℓ (4.8)
such that the graded dimension of K(ℓ) is related to the vector-valued mock modular form H(ℓ)
via
H(ℓ)r (τ) = −2δr,1q−1/4ℓ +
∑
k∈Z
r2−4kℓ<0
dimK
(ℓ)
r,k−r2/4ℓq
k−r2/4ℓ. (4.9)
Moreover, as in monstrous and Mathieu moonshine we expect to encounter interesting functions
if we replace dimK
(ℓ)
r,k−r2/4ℓ with trK(ℓ)
r,k−r2/4ℓ
(g) in (4.9) for g ∈ G(ℓ). Consider the umbral
McKay–Thompson series H
(ℓ)
g = (H
(ℓ)
g,r) for g ∈ G(ℓ) and ℓ ∈ {2, 3, 4, 5, 7, 13} defined, modulo a
definition of K(ℓ), by setting
H(ℓ)g,r(τ) = −2δr,1q−1/4ℓ +
∑
k∈Z
r2−4kℓ<0
tr
K
(ℓ)
r,k−r2/4ℓ
(g)qk−r
2/4ℓ. (4.10)
It was conjectured in [CDH12] that the G(ℓ) module K(ℓ) has the property that all the H
(ℓ)
g
defined above transform as vector-valued mock modular forms with specified (vector-valued)
shadows. We refer to [CDH12] for warious explicit expressions for H
(ℓ)
g . The fact that all the
McKay–Thompson series are mock modular forms and thus come attached with shadows is
the origin of the term umbral moonshine. Notice that G(2) = M24. When ℓ = 2 the umbral
moonshine conjecture stated above recovers the Mathieu moonshine conjecture relating H(τ)
and M24. The Rademacher sums of relevance for umbral moonshine will be discussed in §4.3.
This series of examples clearly demonstrates the importance of Rademacher sums in under-
standing connections between finite groups and (mock) modular forms, and yet it seems likely
that the examples presented here are not exhaustive. A complete understanding of the relation-
ships between finite groups and mock modular forms arising from Rademacher sums would be
highly desirable.
4.1 Monstrous Moonshine
Consider the Rademacher sums R
[µ]
Γ,1,0 attached to groups Γ < SL2(R) equipped with the trivial
multiplier ψ ≡ 1 in weight 0, and let us specialise momentarily to the index µ = −1. As was
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shown in §2, the formula (2.28) for R[−1]Γ,1,0 reduces in this case to
R
[−1]
Γ,1,0(τ) = e(−τ) +
1
2
cΓg,1,0(−1, 0) + lim
K→∞
∑
Γ∞\Γ×<K
e(−γτ)− e(−γ∞), (4.11)
As was also discussed in §2, it was shown in [DF11] that the expression (4.11) defining R[−1]Γ,1,0(τ)
converges locally uniformly in τ for Γ commensurable with SL2(Z) and containing −I, thus
yielding a holomorphic function on H. Moreover, there is a function ω : Γ → C such that
R
[−1]
Γ,1,0(γτ) + ω(γ) = R
[−1]
Γ,1,0(τ) for all τ ∈ H, and the function ω is identically zero whenever
Γ defines a genus zero quotient of the upper-half plane. This last fact suggests a connection
between Rademacher sums and the genus zero property of monstrous moonshine: the groups Γg
are all of this specific type (commensurable with the modular group, containing −I and having
genus zero) so that R
[−1]
Γg,1,0
converges and is Γg-invariant for every g ∈ M. Furthermore, for
Γ = Γg the Rademacher sum R
[−1]
Γ,1,0 induces an isomorphism XΓ → Cˆ (cf. (2.8), [DF11]).
In fact, the connection between Rademacher sums and monstrous moonshine is even stronger.
Given any group element g of the monster, the function Tg may be characterised as the unique
Γg-invariant holomorphic function on H with Fourier expansion of the form Tg(τ) = q
−1+O(q)
and no poles at any non-infinite cusps of Γg. In particular, the Fourier expansion (at the infinite
cusp) has vanishing constant term. It follows then that the Rademacher construction with
µ = −1 recovers the Tg exactly, up to their constant terms, so that we have
Tg(τ) = R
[−1]
Γg,1,0
(τ) − cΓg ,1,0(−1, 0) (4.12)
for each g ∈M according to (3.16). Hence we see that the Rademacher sum furnishes a uniform
group-theoretic construction of the monstrous McKay–Thompson series, a fact that is equivalent
to the genus zero property of monstrous moonshine which is yet to be fully explained. This leads
to the expectation that a suitable physical interpretation of the Rademacher sum construction
should be an integral part of a conceptual understanding of the genus zero property, and perhaps
moonshine itself. We refer to §5 for more on the roˆle of Rademacher sums in physics, and to
[DF11, §7] for a speculative discussion of the roˆle that physics may play in explicating monstrous
moonshine.
Rademacher Sums and Rademacher Series 31
Given the power of Rademacher sums, one might wonder if it is possible to use them to
characterise the groups Γg relevant for monstrous moonshine. At first glance this seems to be
unlikely for there are many more genus zero groups1 commensurable with SL2(Z) than there are
functions Tg. Nevertheless, a natural answer to the characterisation question is found in [DF11,
§6], following earlier work [CMS04] by Conway–McKay–Sebbar. Following [CMS04] we employ
the natural notion of groups of n|h-type, whose definition is carefully discussed in [DF11, §6] and
will be suppressed here. Assuming the notion of n|h-type, the characterisation of [DF11] reads
as follows. A group Γ < SL2(R) that is of n|h-type and is such that Γ/Γ0(nh) has exponent 2
coincides with Γg for some g ∈ M if and only if
• the Rademacher sum R[−1]Γ,1,0 is Γ-invariant, and
• the expansion of R[−1]Γ,1,0 at any cusp of Γ is Γ0(nh)-invariant.
We regard the simplicity of this formulation as further evidence that Rademacher sums have an
important roˆle to play in elucidating the nature of moonshine. (The condition that Γ/Γ0(N)
be a group of exponent 2 can also be formulated in terms of Rademacher sums. We refer the
reader to [DF11, §6] for more details.)
Finally we discuss Zagier duality for the monstrous Rademacher sums. So far we have only
considered the Rademacher sums R
[µ]
Γ,1,0 for µ = −1 but the families
{
R
[µ]
Γ,1,0 | µ ∈ Z, µ < 0
}
(4.13)
for Γ a monstrous group are also relevant for moonshine. Set T
[µ]
Γ = R
[µ]
Γ,1,0− cΓ,1,0(µ, 0) so that
T
[−1]
Γ = Tg when Γ = Γg. In [DF11, §§5,7] it is argued (with detail in the case of Γ = SL2(Z)) that
the exponential of the generating function
∑
m>0 T
[−m]
Γ (τ)p
m furnishes the graded dimension of
a certain generalised Kac–Moody algebra attached to g by Carnahan in [Car07] when Γ = Γg
for g ∈ M. According to the Zagier duality (3.18) specialised to w = 0 the Fourier coefficients of
the family {T [−m]Γ | m ∈ Z, m > 0} coincide, up to a minus sign, with those of the dual family
{
R
[ν]
Γ,1,2 | ν ∈ Z, ν < 0
}
. (4.14)
1Norton, in unpublished work (cf. [Cum04]), has found 616 groups Γ such that Γ∞ = 〈T,−I〉, the congruence
group Γ0(N) is contained in Γ for some N , and the coefficients of the corresponding Rademacher sum R
[−1]
Γ,1,0 are
rational, and Cummins has shown [Cum04] that 6486 genus zero groups are obtained by dropping the condition of
rationality. On the other hand, there are 194 conjugacy classes in the monster, but the two classes of order 27 are
related by inversion and thus determine the same McKay–Thompson series. There are no other coincidences amongst
the Tg but there are some linear relations, and curiously, the space of functions spanned linearly by the Tg for g ∈ M
is 163 dimensional.
Rademacher Sums and Rademacher Series 32
It is interesting to observe that the subtraction of the constant terms from the R
[µ]
Γ,1,0, which is
necessary in order to obtain the functions T
[µ]
Γ that are of direct relevance to moonshine, has a
natural reinterpretation under Zagier duality: it corresponds to the omission of the Rademacher
sum R
[0]
Γ,1,2—an Eisenstein series that fails to be modular, as was observed in §2—from the
family (4.14).
As a final remark, we observe that the coefficients cΓ,1,0 and cΓ,1,2 are related in another
way as one can see by inspecting (3.2-3.4); namely, −mcΓ,1,2(−m,n) = ncΓ,1,0(−m,n) for
m and n positive integers, so the Rademacher sums R
[−m]
Γ,1,2 dual to the functions T
[−m]
Γ =
R
[−m]
Γ,1,0−cΓ,1,0(−m, 0) of relevance to monstrous moonshine are just their normalised derivatives,
R
[−m]
Γ,1,2 = −
1
m
q
d
dq
T
[−m]
Γ . (4.15)
4.2 Mathieu Moonshine
Consider the Rademacher sums R
[µ]
Γ,ψ,w with Γ = SL2(Z), ψ = ǫ
−3 and w = 1/2. We have
α = 1/8 when ψ = ǫ−3 so the smallest non-positive possibility for the index is µ = −1/8.
Substituting into (2.26) we find that R
[−1/8]
Γ,ǫ−3,1/2(τ) is given by
lim
K→∞
∑
0<c<K
−K2<d<K2
(c,d)=1
e
(
1
8c(cτ + d)
+
d
8c
− 3s(d, c)
2
) −√i√
π(cτ + d)w
γ
(
1
2
,
−πi
4c(cτ + d)
)
(4.16)
where s(d, c) is as in (A.10). In deriving (4.16) we have used the identities Γ(1/2) =
√
π and
γτ − γ∞ = c−1(cτ + d)−1, the latter being valid in case (c, d) is the lower row of γ ∈ SL2(R).
For the Rademacher series cΓ,ǫ−3,1/2 we have
cΓ,ǫ−3, 12
(
−1
8
, n− 1
8
)
= −2π
∑
c>0
0≤d<c
(c,d)=1
e
(
n
d
c
− 3s(d, c)
2
)
1
c(8n− 1) 14 I
1
2
( π
2c
(8n− 1) 12
)
(4.17)
according to (3.2-3.10) when n is a positive integer. As discussed in §§2,§3, If the expressions
(4.16) and (4.17) are convergent then the latter furnishes the Fourier expansion of the former,
R
[−1/8]
Γ,ǫ−3,1/2(τ) = q
−1/8 +
∑
n>0
cΓ,ǫ−3,1/2 (−1/8, n− 1/8) qn−1/8. (4.18)
On the other hand, the right-hand side of (4.17) appeared (up to a scalar factor) earlier in
[EH09] as a proposal for an explicit formula for tn. This suggests that the function H(τ) may
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be a scalar multiple of the Rademacher sum R
[−1/8]
Γ,ǫ−3,1/2(τ). In fact, more is true, for in [CD11] it
is shown that for each g ∈M24 there is a character ρg on Γ0(ng), for ng the order of g, such that
the Rademacher sum R
[−1/8]
Γ0(ng),ρgǫ−3,1/2
converges, locally uniformly for τ ∈ H, and is related to
the McKay–Thompson series Hg(τ) by
Hg(τ) = −2R[−1/8]Γ0(ng),ρgǫ−3,1/2(τ). (4.19)
The Rademacher series cΓ0(ng),ρgǫ−3,1/2 are also shown to converge in [CD11], and we recover
(4.18) upon taking g to be the identity. In a word then, Rademacher sums furnish a uniform
construction of the (candidate) Hg determined earlier in [Che10, GHV10b, GHV10a, EH11],
which constitutes further evidence in support of their validity. The character ρg may be specified
easily: if n = ng is the order of g and h = hg is the minimal length among cycles in the cycle
shape of g (regarded as a permutation in the unique non-trivial permutation action on 24 points)
then ρg = ρn|h where
ρn|h(γ) = e
(
− cd
nh
)
(4.20)
when (c, d) is the lower row of γ ∈ Γ0(n). The fact that (4.20) defines a morphism of groups
Γ0(ng) → C× relies upon the result that if h is a divisor of 24 then x2 ≡ 1 (mod h) whenever
x is coprime to h together with the fact that all the hg for g ∈M24 are divisors of 24. We refer
to [CD11, CD12] for more detailed discussions on the multiplier ρn|h, as well as all the other
material in this section.
As briefly mentioned before, beyond furnishing a uniform construction of the Hg the result
(4.19) demonstrates the correct analogue of the genus zero property that is relevant to this
Mathieu moonshine relating representations of M24 to K3 surfaces. The rest of this subsection
will be devoted to the explanation of this fact. Recall that there is in this case no obvious
analogue of the genus zero property which holds for the monstrous McKay–Thompson series
Tg since some of the groups Γ0(ng) arising in Mathieu moonshine do not define genus zero
quotients of H (viz., ng ∈ {11, 14, 15, 23}). On the other hand, from the discussion of §4.1
we see that the genus zero property of the Tg is equivalent to the fact that they are modular
functions recovered from Rademacher sums as in (4.12). Therefore, the identity (4.19) proven
in [CD11]—the property of Hg to be uniformly expressible as a Rademacher sum—serves as the
natural analogue of the genus zero property that is relevant for Mathieu moonshine (modulo
a proof that the Hg really are the McKay–Thompson series attached to a suitably defined
M24-module K =
⊕
n>0Kn−1/8).
Rademacher Sums and Rademacher Series 34
In more detail, we note that the identity (4.19) implies that the Rademacher sums R
[−1/8]
Γ,ψ,1/2
with Γ = Γ0(ng) and ψ = ρng |hgǫ
−3 have the special property that they are mock modular forms
whose shadows lie in the one-dimensional space spanned by the cusp form η3. This must be
the case because every proposed McKay–Thompson series in Mathieu moonshine has shadow
proportional to η3, a fact that is equivalent to their relation to weak Jacobi forms generalising
(4.4). Indeed, from (2.36) we see that the shadow of the mock modular form Hg(τ) is a weight
3/2 modular form given by
−2S[−1/8]Γ0(ng),ρgǫ−3,1/2 = −
1√
2π
R
[1/8]
Γ0(ng),ρ
−1
g ǫ3,3/2
. (4.21)
Moreover, it is proven in [CD11] that
−2S[−1/8]Γ0(ng),ρgǫ−3,1/2 = −
χg
2
1√
2π
η3 (4.22)
where χg denotes the number of fixed points of g (in the unique non-trivial permutation repre-
sentation of M24 on 24 points).
As is observed in [CD11], it is not typical behavior of the Rademacher sum R
[−1/8]
Γ,ψ,1/2 to have
shadow lying in this particular one-dimensional space. For n = 9, for example—note that 9 is
not the order of an element in M24—the shadow of the Rademacher sum R
[−1/8]
Γ0(n),ǫ−3,1/2
is not
proportional to η3, at least according to experimental evidence. It is natural then to ask if
there is a characterisation of the modular groups and the multipliers of the McKay–Thompson
series Hg expressible in terms of Rademacher sums, in analogy with that of [DF11] (derived
following [CMS04]) for the monstrous case as discussed in §4.1. In such a characterisation the
pairs (Γ0(n), ρn|h) for h a divisor of n dividing 24 would replace the groups of n|h-type, and the
condition
• the Rademacher sum −2R[−1/8]Γ0(n),ρn|hǫ−3,1/2 has shadow proportional to η3
would replace the Γ-invariance condition in §4.1. So far we do not know of any examples that
do not arise as Hg for some g ∈ M24. It would be very interesting to determine whether or
not the above conditions are sufficient to characterise the McKay–Thompson series of Mathieu
moonshine.
4.3 Umbral Moonshine
In §§2,3 we have described a regularisation procedure attaching Rademacher sums R[µ]Γ,ψ,w to
a group Γ < SL2(R), a multiplier ψ for Γ, a compatible weight w and a compatible index µ.
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This procedure can be generalised to the vector-valued case with a higher-dimensional ψ and
µ. To be precise, we suppose that ψ = (ψij) is a matrix-valued multiplier system, satisfying
(2.5) as before, for some weight w, and we suppose also that ψij(T
h) = δij e(αi) for some
0 < αi < 1 where h is such that Γ∞ = 〈T h,−I〉. Then to a vector-valued index µ = [µi]
such that hµi + αi ∈ Z for all i (and µi < 0 in case w < 1) we attach the (row) vector-valued
Rademacher sum
R
[µ]
Γ,ψ,w(τ) = limK→∞
∑
Γ∞\ΓK,K2
e(µγτ) r[µ]w (γ, τ)ψ(γ) j(γ, τ)
w/2 (4.23)
where e(µγτ) now denotes the (row) vector-valued function whose i-th component is e(µiγτ)
and r
[µ]
w (γ, τ) denotes the diagonal matrix-valued function whose (i, i)-th entry is r
[µi]
w (γ, τ) (cf.
(2.27)). For the sake of simplicity we exclude the case that some αi = 0 in (4.23). In such a
case one can expect constant term corrections analogous to (2.28).
In order to apply the above construction to the vector-valued mock modular forms relevant
for umbral moonshine we have to specify the appropriate (matrix-valued) multiplier. Recall that
the vector-valued mock modular forms H(ℓ) are obtained from the decomposition of extremal
Jacobi forms intoN = 4 characters. As is explained in detail in [CDH12], the relation to the weak
Jacobi form immediately implies that the mock modular form H(ℓ) has shadow (proportional
to) S(ℓ) = (S
(ℓ)
r ), whose components are the unary theta series
S(ℓ)r (τ) =
∑
k∈Z
(2ℓk + r)q
(2ℓk+r)2
4ℓ , (4.24)
while the extremality condition implies that H(ℓ) has a single polar (non-vanishing as τ → i∞)
term −2q− 14ℓ in its first component H(ℓ)1 (cf. (4.9)). Notice that in the case that ℓ = 2 we have
S(2) = (S
(2)
1 ) = (η
3) by an identity due to Euler, and this is in part a reflection of the fact that
S(ℓ) is a (vector-valued) cusp form of weight 3/2 for SL2(Z) for all ℓ ≥ 2.
Let σ(ℓ) = (σ
(ℓ)
ij ) be the multiplier system for S
(ℓ). Then from the above discussion, we would
like to consider the (ℓ−1)-vector-valued Rademacher sum R[µ]
Γ,ψ(ℓ),1/2
where Γ = SL2(Z), we take
ψ(ℓ) to be the inverse of σ(ℓ), and where we set µ = µ(ℓ) = (− 14ℓ , 0, . . . , 0). As was uncovered
in [CDH12], the Rademacher sum R
[µ]
Γ,ψ(ℓ),1/2
(denoted R(ℓ) in [CDH12]) has special properties
when ℓ−1 is a divisor of 12. First, in these cases R[µ]
Γ,ψ(ℓ),1/2
turns out to be a vector-valued mock
modular form with shadow proportional to the vector-valued cusp form S(ℓ) defined in (4.24).
This means that, for a suitably chosen constant C(ℓ), the vector-valued function R
[µ]
Γ,ψ(ℓ),1/2
is
invariant for the (ψ,w,G)-action of Γ = SL2(Z) on (ℓ− 1)-vector-valued holomorphic functions
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F (τ) = (F1(τ), . . . , Fℓ−1(τ)) defined, in direct analogy with (2.35), by setting
(F |ψ,w,Gγ) (τ) = F (γτ)ψ(γ) j(γ, τ)w/2 + (2πi)1−w
∫ i∞
−γ−1∞
(z + τ)−wG(−z¯)dz, (4.25)
when ψ = ψ(ℓ), w = 1/2, and G(τ) = C(ℓ)S(ℓ)(τ) = C(ℓ)(S
(ℓ)
1 (τ), . . . , S
(ℓ)
ℓ−1(τ)). Second, it
appears to have a close relation to the group G(ℓ) as described in (4.10).
As the reader might have noticed, in case ℓ = 2 the function R
[µ]
Γ,ψ(ℓ),1/2
has a single com-
ponent which by definition coincides with R
[−1/8]
Γ,ǫ−3,1/2. Thus −2R
[µ]
Γ,ψ(ℓ),1/2
recovers the mock
modular form H(τ) of importance in Mathieu moonshine (and discussed in §4.2) in case ℓ = 2.
Recall that in the case of monstrous moonshine the genus zero property—that each Tg should
induce an isomorphism XΓ → Cˆ (cf. (2.8)) for some group Γ < SL2(R)—was the primary tool
for predicting the McKay–Thompson series, and we have seen in §4.1 that this is equivalent to
the property that Tg coincide (up to an additive constant, cf. (4.12)) with the Rademacher sum
R
[−1]
Γ,1,0 for some Γ. In the case of Mathieu moonshine we have seen that each Hg may recovered
as −2R[−1/8]Γ,ρgǫ−3,1/2 for a suitable character ρg, and this is evidently a powerful analogue of the
genus zero property of monstrous moonshine. Analogously, in the case of umbral moonshine
it is conjectured [CDH12] that each umbral McKay–Thompson series H
(ℓ)
g is recovered from a
vector-valued Rademacher sum according to
H(ℓ)g = −2R[µ]Γ0(ng),ψ(ℓ)ρ(ℓ)g ,1/2 (4.26)
where µ = µ(ℓ) and ψ(ℓ) are as before, ρ
(ℓ)
g is a suitably defined (matrix-valued) function on
Γ0(ng) and ng is a suitably chosen integer. (We refer to [CDH12, §4.8] for more details on ρ(ℓ)g
and ng.) The conjectural identity (4.26) was the primary tool used in determining the concrete
expressions for the H
(ℓ)
g that were furnished in [CDH12].
5 Physical Applications
In the previous sections we have described the Rademacher summing procedure that produces
a (mock) modular form by computing a certain reguralised sum over the representatives of the
cosets Γ∞\Γ, where Γ < SL2(R) is the modular group and Γ∞ is its subgroup fixing the infinite
cusp. These (mock) modular forms are often closely related to the partition function or the
twisted partition function of certain two-dimensional conformal field theories in physics. Hence,
one might wonder if the associated Rademacher sum also has a physical meaning. The answer to
this question is positive and in fact constituted an important part of the motivation to explore
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the relation between moonshine and Rademacher sums [DF11, CD11, CD12].
A compelling physical interpretation of the Rademacher sum is provided by the so-called
AdS/CFT correspondence [Mal98] (also referred to as the gauge/gravity duality or the holo-
graphic duality in more general contexts), which asserts, among many other things, that the
partition function of a given two dimensional CFT “with an AdS dual” equals the partition
function of another physical theory in three Euclidean dimensions with gravitational interaction
and with asymptotically anti de Sitter (AdS) boundary condition. The correspondence, when
applicable, provides both deep intuitive insights and powerful computational tools for the study
of the theory. From the fact that the only smooth three-manifold with asymptotically AdS torus
boundary condition is a solid torus, it follows that the saddle points of such a partition function
are labeled by the different possible ways to “fill in the torus;” that is, the different choices of
primitive cycle on the boundary torus which may become contractible in a solid torus that fills
it [MS98]. These different saddle points are therefore labeled by the coset space Γ∞\Γ, where
Γ = SL2(Z) [DMMV07]. From a bulk, gravitational point of view, the group SL2(Z) has an
interpretation as the group of large diffeomorphisms, and Γ∞ is the subgroup that leaves the
contractible cycle invariant and therefore can be described by a mere change of coordinates.
Such considerations underlie the previous use of Rademacher sums in the physics literature
[DMMV07, Moo07, dBCD+06, KL07, DM11, MM07, MP09]. See also [MN11] for a refinement
of this interpretation using localisation techniques.
In the presence of a discrete symmetry of the conformal field theory theory, apart from the
partition function one can also compute the twisted (or equivariant) partition function. In more
details, recall that the partition function computes the dimension of the Hilbert space graded
by the basic charges (the energy, for instance) of the theory. In the presence of a discrete
symmetry whose action on the Hilbert space commutes with the operators associated with
the basic conserved charges, more refined information can be gained by studying the twisted
partition function (a trace over the Hilbert space with a group element inserted) which computes
the graded group characters of the Hilbert space. In the Lagrangian formulation of quantum
field theories this twisting corresponds to a modification of the boundary condition. For a two
dimensional CFT with an AdS gravity dual, this translates into a corresponding modification
of the boundary condition in the gravitational path integral by an insertion of a group element
g, which changes the set of allowed saddle points. as a result, the allowed large diffeomorphisms
is now given by a discrete group Γg ⊂ SL2(R), generally different from SL2(Z).
Note that when Γ 6⊂ SL2(Z), in particular when Γ = Γ0(n|h) + S where S in a non-trivial
subgroup of the group of exact divisors of n/h (see [DF11] for details), the above interpretation
suggests that certain orbifold geometries should be included in the path integral as well as
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smooth geometries. We do not have a precise understanding from the gravity viewpoint as for
when these extra contributions should be included. Some interpretation in terms of a Z/nZ-
generalisation of the spin structure (n = 2) have been put forward in [DF11]. See also [MW10]
for a related discussion. We hope further developments will shed light on this question in the
future.
We have explained above how the sum over Γ∞\Γ for Γ = SL2(Z) can be thought of as a
sum over the smooth, asymptotically AdS3 geometries. Moreover, recent progress in the exact
computation of path integrals in quantum gravity in AdS backgrounds suggests that the precise
form of the regulator itself is also natural from the gravitational viewpoint. Recall the use of the
Lipschitz summation formula (A.14) in reducing the Rademacher sum (2.15) to a sum (2.22)
of sums over (representatives of the non-trivial) double cosets of Γ∞ in Γ. This procedure can
be applied quite generally and verifies the relationship (3.16) between Fourier coefficients of
Rademacher sums and the Rademacher series. In practice then, instead of a sum over a pair of
co-prime integers (c, d) we can write a Rademacher sum as a generating function of sums over a
single integer c. This readily renders the following form for the Fourier coefficient cΓ(∆) of the
term q∆ in the Rademacher sum. It is the infinite sum
cΓ(∆) =
∞∑
c=1
cΓ(∆; c), (5.1)
where cΓ(∆; c) takes the form of a product of a modified Bessel function with argument π
√
∆/c
and a Kloosterman sum (cf. (3.2)).
In [DGM11] an example has been provided where the gravity path integral is argued to
localise on configurations giving precisely the contribution of the above form to the gravity par-
tition function. First, the sum over c has the interpretation as a sum over gravitational instan-
tons obtained from orbifolding the configuration corresponding to c = 1 by a symmetry group
G ∼= Z/cZ. Second, the Bessel function arises naturally as the result of the finite-dimensional
integral obtained from localising the infinite-dimensional path integral on the given instanton
configuration. This result is argued to be independent of the details of the orbifold and depends
only on the order c of the symmetry. Finally, the Kloosterman sum and the extra numeri-
cal factor is speculated to arise from summing over different possibilities of order c orbifold
group G ∼= Z/cZ. It would be very interesting to see if further developments in localising the
gravity path integral will lead to a more complete understanding of quantum gravity utilising
Rademacher sums.
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A Special Functions
The Bernoulli numbers Bm may be defined by the following Taylor expansion.
t
et − 1 =
∑
m≥0
Bm
tm
m!
(A.1)
The Gamma function Γ(s) and lower incomplete Gamma function γ(s, x) are defined by the
integrals
Γ(s) =
∫ ∞
0
ts−1e−tdt (A.2)
γ(s, x) =
∫ x
0
ts−1e−tdt (A.3)
for s real and positive. The expression (A.3) is well defined for positive real x but this situation
can be improved, for integration by parts yields the recurrence relation
γ(s, x) = (s− 1)γ(s− 1, x)− xs−1e−x, (A.4)
and this in turn leads to a power series expansion
γ(s, x) =
Γ(s)
ex
∑
n≥0
xn+s
Γ(n+ s+ 1)
(A.5)
which converges absolutely and locally uniformly for x in C.
For the exponential xs we employ the principal branch of the logarithm, so that
xs = |x|seiθs whenever x = |x|eiθ, −π < θ ≤ π. (A.6)
The modified Bessel function of the first kind is denoted Iα(x) and may be defined by the
power series expression
Iα(z) =
∑
n≥0
1
Γ(m+ α+ 1)m!
(z
2
)2m+α
(A.7)
which converges absolutely and locally uniformly in z so long as z avoids the negative reals (cf.
(A.6)). We consider only non-negative real values of α in this article.
The Dedekind eta function, denoted η(τ), is a holomorphic function on the upper half-plane
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defined by the infinite product
η(τ) = q1/24
∏
n>0
(1− qn) (A.8)
where q = e(τ) = e2πiτ . It is a modular form of weight 1/2 for the modular group SL2(Z) with
multiplier ǫ : SL2(Z)→ C so that
η(γτ)ǫ(γ) j(γ, τ)1/4 = η(τ) (A.9)
for all γ =
(
a b
c d
) ∈ SL2(Z), where j(γ, τ) = (cτ+d)−2. The multiplier system ǫ may be described
explicitly as
ǫ

a b
c d

 =


e(−b/24), c = 0, d = 1
e(−(a+ d)/24c+ s(d, c)/2 + 1/8), c > 0
(A.10)
where s(d, c) =
∑c−1
m=1(d/c)((md/c)) and ((x)) is 0 for x ∈ Z and x − ⌊x⌋ − 1/2 otherwise.
We can deduce the values ǫ(a, b, c, d) for c < 0, or for c = 0 and d = −1, by observing that
ǫ(−γ) = ǫ(γ) e(1/4) for γ ∈ SL2(Z). Observe that
ǫ(Tmγ) = ǫ(γTm) = e(−m/24)ǫ(γ) (A.11)
for m ∈ Z.
Setting q = e(τ) and y = e(z) we use the following conventions for the four standard Jacobi
theta functions.
θ1(τ, z) = −iq1/8y1/2
∞∏
n=1
(1− qn)(1− yqn)(1 − y−1qn−1)
θ2(τ, z) = q
1/8y1/2
∞∏
n=1
(1− qn)(1 + yqn)(1 + y−1qn−1)
θ3(τ, z) =
∞∏
n=1
(1− qn)(1 + y qn−1/2)(1 + y−1qn−1/2)
θ4(τ, z) =
∞∏
n=1
(1− qn)(1 − y qn−1/2)(1− y−1qn−1/2)
(A.12)
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We write µ(τ, z) for the Appell-Lerch sum defined by setting
µ(τ, z) =
−iy1/2
θ1(τ, z)
∞∑
ℓ=−∞
(−1)ℓynqℓ(ℓ+1)/2
1− yqℓ . (A.13)
The Lipschitz summation formula is the identity
(−2πi)s
Γ(s)
∞∑
k=1
(k − α)s−1 e((k − α)τ) =
∑
ℓ∈Z
e(αℓ)(τ + ℓ)−s, (A.14)
valid for ℜ(s) > 1 and 0 ≤ α < 1, where e(x) = e2πix. A nice proof of this using Poisson
summation appears in [KR01]. Observe that both sides of (A.14) converge absolutely and
uniformly in τ on compact subsets of H. For applications to Rademacher sums of weight less
than 1 one requires an extension of (A.14) to s = 1. Absolute convergence on the right hand
side breaks down at this point but we may consider the following useful analogue. The reader
may consult [CD11, §C], for example, for a proof of (A.15), and may see [DF11, §3.3] for a proof
of (A.16).
Lemma A.1. For 0 < α < 1 we have
∞∑
k=1
e((k − α)τ) =
∑
−K<ℓ<K
e(αℓ)(−2πi)−1(τ + ℓ)−1 + EK(τ) (A.15)
where EK(τ) = O(1/K2), locally uniformly for τ ∈ H. For α = 0 we have
1
2
+
∑
k>0
e(kτ) = lim
K→∞
∑
−K<ℓ<K
(−2πi)−1(τ + ℓ)−1. (A.16)
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