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PARTI 
1. Introduction 
1.0 Introduction 
The present chapter provides an introduction to the study on segmental transcription 
reported on in this thesis In Section 1 1 we discuss the use of segmental transcription 
in linguistic research It is argued that in spite of the appearance of new analysis instru-
ments, transcription is still amply used in linguistics as a means of obtaining written 
records of speech for research purposes In Section 1 2 we go on to consider some of 
the shortcomings of segmental transcription as an instrument of research Essentially, 
this section shows that transcription is subject to variation and that this has been known 
for a long time Attention is also paid to some of the experiments carried out by vari-
ous researchers in order to get more insight into transcription variation The methodo-
logical limitations of many of these experimental attempts may be seen as a stimulant 
to carrying out more systematic and better controlled research Section 1 3 deals with 
two important concepts that are often mentioned in connection with transcription data, 
reliability and validity In discussing reliability we compare it to agreement, a notion 
that seems more appropriate in the case of nominal variables such as transcription 
symbols Both reliability and agreement are not discussed at great length because they 
will be examined in more detail in Chapter 5 Section 1 4 explains the aim of the 
research reported on in this thesis At the same time it describes the innovative charac-
ter of this investigation by referring to the methodologies adopted in previous studies 
Finally, the structure of this book is presented in Section 1 5 
1.1 The role of segmental transcription in linguistics 
Many branches of linguistics use written records of speech data as a basis for 
research One of the most utilised techniques to obtain such written representations is 
segmental transcription A segmental transcription is the auditory, and partly visual, 
analysis of an utterance into a linear sequence of discrete units of speech represented 
by phonetic symbols The latter are defined by parameters that are mainly articulatory, 
although some auditory categories are also used (see Chapter 2) 
The development of notation systems for representing the sounds of speech has a 
long tradition in the history of linguistics Early attempts at elaborating such systems 
were made by the ancient Indian phoneticians who studied the sounds of Sanskrit 
(Allen 1953) and by the Greek scholars who developed the first alphabetic system with 
distinct symbols for consonants and vowels (Allen 1981) 
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Since those remote times various notation systems have appeared Some of the 
best known are Robert Robinson's Vox Vi venda (Robinson 1617), Francis Lodwick's 
Universal Alphabet (Lodwick 1686), the phonetic alphabet devised by Pitman and Ellis 
(Pitman 1847), the transcription system developed by Brücke (Brücke 1863), Alexander 
Melville Bell's Visible Speech (Bell 1867), the system presented by Otto Jespersen in 
The Articulations of Speech Sounds (Jespersen 1889), and Henry Sweet's Organic 
Alphabet (Sweet 1890) 
Many phonetic writing systems were originally developed to illustrate the correct 
pronunciation of sounds in different languages for educational purposes Later on, 
however, phonetic notation came to be used as a research tool in linguistic disciplines 
other than language teaching For instance, it proved to be an invaluable instrument in 
phonetics, especially in descriptive studies of unknown languages, and in dialectology 
The notation systems used in phonetics were strongly influenced by the alphabets 
developed by Pitman and Ellis (Pitman 1847), which in a sense formed the basis of the 
International Phonetic Alphabet (IPA) In dialectology, on the other hand, different 
notation systems were adopted, depending on the tradition from which researchers 
stemmed For instance, French dialectologists used a system that had originally been 
devised by Rousselot (Gardette 1968) For their survey of Italian and Swiss dialects, 
Jaberg and Jud used a modified version of the system elaborated by Ascoli (Jaberg and 
Jud 1928 24) The tradition established by the IPA had a considerable impact on 
British dialectologists, whereas the alphabet of the review 'Theutonista' has long been a 
standard among German scholars 
In certain respects it is deplorable that dialectologists did not adopt a unified 
system, since this would have made comparisons between different languages much 
easier However, for many of them comparability between languages did not seem to be 
a priority It was far more important to follow a certain tradition of phonetic notation to 
make it easier to compare different studies of the same dialect or language (Francis 
1983 92) 
In early times phonetic notation constituted the only means of recording speech 
material Fieldworkers made their recordings instantaneously, while interviewing the 
informants For this reason it was of the utmost importance that notation systems be 
easy to leam and to use This might in part explain why roman-based alphabetic sys-
tems were increasingly used at the expense of more complex ones like Jespersen's or 
Brucke's 
Nowadays symbolic notation is no longer the only means of recording speech 
material. As a matter of fact, tape-recorders have been available for this purpose since 
the second half of this century Moreover, fieldworkers can now resort to more 
advanced instruments such as digital recorders, video cameras, and electropalatographs 
(Ladefoged 1992) 
Tape-recordings have considerable advantages over direct transcription from 
informants, the most important being that the material can be listened to an infinite 
number of times However, tape-recorded speech material is not directly amenable to 
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linguistic analysis For this purpose a visual representation of the material in the form 
of a transcription is generally used 
At present transcriptions are employed in various fields of linguistics, including 
phonetics, phonology, dialectology, sociohnguistics, second language teaching, speech 
pathology and in studies of language development and language disorders The way in 
which transcriptions are earned out varies considerably depending on the discipline 
and, more specifically, on the aim for which the transcription is made These factors 
also determine the degree of detail that is required of a segmental transcription For 
instance, in phonology it is common practice to use transcriptions that identify the 
distinctive elements of a language (phonemic transcription) This type of transcription, 
however, may turn out to be inadequate when it comes to examining subphonemic 
variation, as is sometimes necessary in sociohnguistics (Knowles 1978 81) or in 
speech pathology (Grunwell 1984 40) These topics, ie the different types of tran-
scription and their degree of detail, will be examined more closely in the following 
chapter For the purpose of the present discussion it is sufficient to note that there is 
not ONE possible segmental transcription of a given utterance, but various ones, 
depending on the aim of the research 
Another major point that should be emphasised is that a transcription, whatever the 
type, is always the result of an analysis or classification of speech material Far from 
being the reality itself, transcription is an abstraction from it In practice this point is 
often overlooked, with the result that transcriptions are taken to be the actual phonetic 
'data' (Abercrombie 1965, Rischel 1990, Kerswill and Wright 1991) These data are 
then used as the basis for research or, in the case of speech pathology, for treatment 
(Grunwell 1984 43) 
The extensive use of transcription mentioned above may be rather surprising if one 
considers that more advanced methods of speech analysis are now within the reach of 
many researchers By means of spectrograms, oscillograms, air-flow measurements, 
electropalatograms, cineradiography, electromyography and other techniques, speech 
can now be studied from different angles However, none of these techniques operates 
at a level of analysis comparable with that of segmental transcription, which is perhaps 
precisely what is required for linguistic research This point will receive the necessary 
attention in Chapter 3, where we will discuss the stages involved in the process of 
transcribing speech so as to explain what kind of analysis it eventually provides 
1.2 Shortcomings of segmental transcription as a research tool 
In the preceding section we have tried to clarify the position of transcription in 
linguistics and related disciplines In spite of the development of new instruments of 
investigation, transcription still plays a fundamental role in these research fields, since 
it constitutes the basis for further analysis In the majority of cases the transcriptions to 
be used in a given investigation are made by one person, in general by the researcher 
himself In widely ranging linguistic studies, on the other hand, there is usually a 
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division of labour among fieldworkers, so that different areas are covered by different 
researchers Examples of this latter type of investigation are the large-scale dialect 
surveys carried out in the first decades of this century 
The fact that different fieldworkers participate in a single survey may pose some 
problems for comparability As a matter of fact, different investigators may come up 
with different transcriptions of the same speech material However, the comparability 
issue may also be raised when only one fieldworker is involved, as it is equally poss-
ible that the same investigator performs in different ways on different occasions 
The question of comparability between investigators was not overlooked by the 
directors of the large dialect surveys mentioned above (Kurath 1939 52), who indeed 
took great care to ensure that all fieldworkers received the same training However, 
training is not the only variable influencing the performance of a transcriber Actually, 
variations may arise even when the factor training is clearly kept constant, for instance 
in situations in which there is only one researcher to make all the recordings Early 
instances of this kind of intratranscriber variation are found in the survey of French 
dialects that was carried out by Edmond Edmont in 639 different communities, from 
1897 to 1900 (Francis 1983 80) Further examples are provided by Jaberg and Jud 
(1927 174-176), who report on the discrepancies observed between transcriptions of 
the same French dialects made by the same author on different occasions 
The study by Jaberg and Jud is important also because it contains what is perhaps 
one of the first detailed discussions of error sources and other relevant issues in tran-
scription In their analysis Jaberg and Jud distinguish two types of transcription, which 
they call 'impressionistic' (impressionistische) and 'schematising' (schematisierende), 
respectively The first term is still used today to indicate a type of transcription that 
does not presuppose any knowledge of the language to be transenbed The second type 
corresponds to what is now called a phonemic transcription (see Section 2 4) The pros 
and cons of these two types of transcription are considered in great detail by the two 
authors, who also discuss the relative character of phonetic notation, paying special 
attention to the arbitrariness of transcription systems 
On the basis of their own experience as fieldworkers and that of their prede-
cessors, Jaberg and Jud are able to indicate a number of variation sources in transcrip-
tion, which may account for differences both between and within transcribers Some of 
the factors mentioned concern the person who makes the recordings For example, 
auditory acuity, disposition, autosuggestion, the mother tongue, the expectations about 
the speech to be analysed, the degree of familiarity with the language variety under 
study etc Other factors, like for instance the possibility of making comparisons 
between similar sounds, are related to the speech material to be transenbed 
It is not our intention to discuss all sources of vanability and their possible rela-
tionships here, since this will be done in Chapter 4 Our aim here is only to show that 
the users of transcription realised rather quickly how limited their research tool was As 
a matter of fact, different researchers have questioned the value of transcription record-
ings over the years Below we will first consider the views of some of these authors 
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about the use of phonetic transcriptions in linguistics Subsequently, we will review a 
few attempts to investigate transcription variability in a systematic way 
Bloomfield (1933 84) expressed serious doubts about the objectivity of detailed 
transcriptions, which he considered to be determined by "accidental and personal 
factors" In the Handbook of the Linguistic Geography of New England, which 
appeared in 1939, Kurath pays considerable attention to the differences in phonetic 
recording observed between the fieldworkers involved in the survey A detailed dis-
cussion of the possible variation sources is also provided The objectivity of phonetic 
transcriptions is questioned also by Bloch and Trager (1942 36-37), who state that "the 
completeness of any transcription depends entirely on the accident of the writer's 
background no two listeners, regardless of their competence, will ever transcribe all 
utterances exactly alike" 
Later on, Durand (1953) again drew attention to the subjectivity of phonetic tran-
scription In 1955 Hammarstrom strongly recommended the use of tape-recorders in 
dialectology as a possible step towards minimising the subjectivity of direct, impres-
sionistic transcriptions In a second article (Hammarstrom 1958) he warned researchers 
against some of the dangers involved in the use of transcription For instance, he 
pointed out the lack of a one-to-one relationship between articulation and acoustics as a 
possible error source in transcription In attempting a definition of the concept 
'transcription error' he showed how difficult it is, if not impossible, to demonstrate that 
a transcription is wrong 
Further evidence of the variability of phonetic notation has been provided by 
Hotzenkocherle (1962) For his survey of Swiss German dialects Hotzenkocherle had 
different investigators at his disposal to conduct field interviews In the introduction to 
the atlas the differences observed between the transcriptions of three fieldworkers are 
carefully examined The author indicates two possible causes of discrepancies the 
influence of preceding field interviews and the influence of the dialect spoken by the 
investigator (Hotzenkocherle 1962 63) 
The influence of this last factor on phonetic recordings is pointed out also by 
Ringaard (1964) This author compared the distribution of certain dialect variants as 
reported in three different surveys of Danish dialects The data for the first two investi-
gations had been obtained by asking native speakers to indicate their pronunciation of 
the words in question The data for the third survey, on the other hand, consisted of 
detailed phonetic transcriptions of the same words made by trained phoneticians While 
the first two sets of data overlapped considerably, the third one differed from the others 
in certain respects On closer examination the pattern emerging from the third survey 
revealed incredible similarities with the pattern of the areal distribution of the investiga-
tors Careful analysis of the dialects spoken by the investigators and of their transcrip-
tions led Ringaard to conclude that "the narrow transcriptions of the phoneticians do 
not tell us so very much about the actual dialectal realizations of the phonemes, but tell 
us more about the fieldworkers themselves, about their native pronunciations and about 
their confusion when coming to new regions" (Ringaard 1964 501) 
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Chomsky and Halle have also expressed serious reservations about the value of 
transcription as "a device for recording facts observed in actual utterances" (Chomsky 
and Halle 1968: 293). The arguments they adduce concern primarily the impossibility, 
even for the best transcriber, of producing reliable detailed records of utterances: "even 
the most skilful transcriber is unable to note certain aspects of the signal, while com-
monly recording in his transcriptions items for which there seems to be no direct 
warrant in the physical record" (Chomsky and Halle 1968: 293). 
Further, other authors such as Stockwell (1969: 230), Bothe (1971), Elias and 
Jansen (1976), Chambers and Trudgill (1980: 39), and Trudgill (1983: 35) have report-
ed instances of transcription variations or transcription errors. As mentioned above, 
some researchers have not limited themselves to observing variations in transcription, 
but have also tried to gain insight into the factors influencing phonetic transcription by 
carrying out experiments designed for this purpose. 
One of the first studies on the objectivity of transcription was carried out by 
Henderson (1938). The author openly states that this was a "meager" study aimed at 
"stimulating more and better controlled research on the subject" (Henderson 1938: 351). 
As a matter of fact, only three transcribers were involved in this investigation and each 
of them transcribed a corpus of 167 consonants under three different conditions, i.e. 
face-to-face, over a microphone, and from an electrical recording. The transcriptions 
made by the three subjects were subsequently compared to establish the degree of 
agreement between them. Two types of agreement were determined: in terms of cor-
rectness or incorrectness of the transcribed speech sounds, and in terms of their precise 
nature. It appeared that transcribers achieved acceptable degrees of agreement (75%) 
when judging the correctness or incorrectness of speech sounds. However, when asked 
to produce exact recordings of the sounds contained in the utterances, their degree of 
agreement fell below acceptable standards. Although in the former case the chances of 
reaching agreement are considerably higher than in the latter, this point is not men-
tioned by the author. In Chapter 5 we will have the opportunity of discussing the 
relevance of chance agreement to transcription assessment in more detail. 
Perhaps one of the most cited studies on the value of auditory judgements and, by 
implication, of transcription is the experiment described in Ladefoged (1960). In this 
study 18 experienced phoneticians were asked to judge the quality of ten Gaelic vowels 
by indicating their positions in the cardinal-vowel quadrilateral. The results show that 
the degree of agreement was considerably high among the 15 phoneticians who had 
been trained in the British tradition of phonetics, while it was much lower for the three 
subjects who had not received a similar training. Moreover, within the British group a 
further distinction could be drawn between a so-called Edinburgh group and a London 
group. 
In the literature these findings have received varying interpretations. In describing 
this experiment Moulton (1968) says that the judgements for certain vowels were so 
varied that the degree of agreement among the eighteen phoneticians could hardly be 
considered satisfactory. He laid emphasis on the fact that agreement within the group as 
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a whole was low Catford (1974), on the other hand, finds this view too pessimistic 
According to the latter author the most important findings of Ladefoged's experiment 
are that the degree of agreement between auditory judgements of vowel quality can be 
very high if the phoneticians receive the same training Catford obviously stresses the 
fact that agreement was high within certain subgroups Both views are right in certain 
respects Given that training was known to be an influencing factor in phonetic nota-
tion, it is clear why Catford is optimistic it is good to see that when training is kept 
constant the degree of agreement is high On the other hand, if we consider this situ-
ation from the point of view of research practice, then there might be less reason for 
optimism In fact there are many investigators who make phonetic transcriptions and 
use them to communicate their research findings to other investigators The chance that 
all these researchers be trained not only in the same tradition, but precisely at the same 
institute (London or Edinburgh) is of course very remote 
Another important contribution to transcription research was made by Witting 
(1962) In this paper the author describes the results of three experiments carried out to 
determine which of three different methods can best be used to eliminate the biasing 
effect of semantic information on phonetic transcription In the first experiment 35 
subjects transcribed a fragment of an utterance presented in isolation In the second 
experiment 20 subjects transcribed an utterance played backwards, and in the third 
experiment 31 subjects transcribed an utterance of a language unknown to them The 
results show that even when made under these controlled conditions, transcriptions may 
still be influenced by semantic information and by the transcriber's mother tongue 
Moreover, the first two methods turn out to be not very successful because of technical 
distortions (for more detail, see Witting 1962) 
Along the lines of Ladefoged's study (1960), Laver (1965) carried out an experi-
ment in which five phoneticians were asked to locate ten synthetic vowels in the 
cardinal-vowel quadrilateral The aim of this study was to establish the amount of 
variability in location within each subject over a given period of time To this end, the 
subjects were asked to judge the same vowel stimuli on different occasions It appears 
that location estimates varied considerably, even over short periods of time (Laver 
1965 119) 
Another study on transcriber variation was carried out by Ting (1970) Three 
linguistic students with different language background who had received training in 
phonetic transcription listened to two lists of 48 words pronounced by kindergarten 
children Their task was to transcribe articulation errors in broad IPA Each of the three 
subjects in turn fulfilled one of the following three functions 
1 first transcriber, who made the first transcription of the speech material 
2 first checker, who checked the transcriptions made by the first transcriber and made 
her own transcriptions 
3 second checker, who had to compare the transcriptions of the first transcriber with 
those of the first checker and had to choose the better one 
Comparisons of the transcriptions made by the three subjects under different conditions 
reveal that the degree of disagreement among the three subjects depends on the fune-
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tion fulfilled by the subjects and on the type of judgement required (whether a sound is 
mispronounced vs the exact identity of the sound) Contrary to what one may expect, 
the disagreement rate is not influenced by the transcribers' language background 
Within the framework of a study aimed at producing quantitative analyses of 
speech perception, Shockey and Reddy (1974) carried out a transcription experiment in 
order to determine how well listeners can identify speech in the absence of higher-level 
linguistic cues such as semantic and syntactic information To this end four trained 
phoneticians were asked to make broad phonetic transcriptions of 50 utterances taken 
from 11 different languages To eliminate the influence of linguistic knowledge, most 
of these languages were chosen so as to be unknown to the transcribers The idea was 
to determine the degree of agreement between each of the transcriptions obtained and 
the corresponding reference transcription set up by the authors Although Shockey and 
Reddy acknowledge the impossibility of obtaining a perfect phonetic transcription, they 
say to feel justified in constructing reference transcriptions of their stimuli because they 
had access to various sources of knowledge such as spectrograms, oscillograms, and 
reports of native speakers, and because they had unlimited time to make decisions 
The four transcribers used a total of 65 different phonetic symbols The 
phone-by-phone degree of agreement calculated between the observed transcriptions 
and the reference transcriptions turned out to be rather low, on average 56% When the 
number of different categories was reduced from 65 to 14 by grouping the sounds into 
classes, it appeared that the classes of diphthongs and central vowels had the lowest 
degrees of agreement, 29% and 35%, respectively Nasals and voiceless fricatives, with 
86% and 80%, respectively, had the highest percentages of agreement Quite obviously, 
the average calculated over all 14 classes was higher than that for the 65 sounds 66% 
vs 56% On average the phone-by-phone intertranscriber agreement turned out to be 
even lower than the agreement with the reference transcriptions 50% vs 56% 
On the basis of these results Shockey and Reddy conclude that "mediation and 
disambiguation by higher level linguistic cues is necessary in about 40% of the cases" 
In other words, they expect 100% agreement when all linguistic cues are available This 
may turn out to be too optimistic an expectation, as will be seen later in this book 
Another interesting study on the variability of transcription was conducted by Oiler 
and Eilers (1975) The aim of this investigation was to determine to what extent pho-
netic transcription is influenced by the transcriber's expectations about the speech 
material To this end two experiments were carried out In the first one six students 
transcribed ten unintelligible utterances of a four-year-old boy on two occasions the 
first time without knowing the meaning of the utterance (condition 1) and the second 
time after having been told what the utterance meant (condition 2) In the second 
experiment 12 good transcribers and 12 poor transcribers transcribed five intelligible 
and five unintelligible utterances of a four-year-old boy in the two conditions men-
tioned above, with and without knowledge of meaning 
Each of the transcriptions made in the two experiments was compared with two 
idealised transcriptions of the same utterance, indicated as EAF and ET EAF is a 
transcription of the Expected Adult Form of the utterance whereas ET is an Expert 
Introduction 9 
Transcription of the utterance as it was realised by the boy Each experimental tran-
scription was scored depending on its distance from the two idealised transcriptions 
The distance score was computed segment by segment on the basis of a phonetic 
feature system The scores obtained were then submitted to analysis of variance 
The general finding of this study is that expectations about the utterance, generated 
by the fact that its meaning is known, have a significant effect on the way the utterance 
is transcribed This appeared from the fact that transcribers changed their transcriptions 
from condition 1 to condition 2 when they realised that the meaning initially attached 
to the utterance was wrong For more specific results, especially concerning the com-
parisons with the EAF and the ET, the reader is referred to Oiler and Eilers (1975) 
The studies mentioned so far show the existence of variations between different 
transcriptions of the same speech material The transcriptions examined were made 
either by different transcribers or by the same transcriber on different occasions Vari-
ations were found in either case For linguistics and other disciplines that employ tran-
scription to obtain data for further research this could be problematic, because the 
existence of discrepancies throws doubt on the reliability of segmental transcription as a 
research tool As a matter of fact, some authors have addressed the issues of reliability 
and validity with respect to segmental transcription (Oiler and Eilers 1975, Pye et al 
1988, Vieregge and Cucchiarini 1988; Van Borsel 1989, Vieregge and Cucchiarini 
1989, Kerswill and Wright 1991) 
Concern for the value of segmental transcription as a research tool was particularly 
evident among speech pathologists In disciplines like speech pathology and child 
phonology auditory analysis still constitutes the main instrument for data collection, the 
data being either speech intelligibility scores, speech production scores, or transcriptions 
representing certain characteristics of the speech of a subject These data are used as a 
basis for speech assessment, therapy, and the evaluation of treatment effectiveness This 
explains why the question of transcription reliability has received considerable attention 
in the study of communicative disorders An extensive review of articles dealing with 
this topic is provided by Shnberg and Lof (1991) 
1.3 Reliability and validity of segmental transcription 
Reliability and validity are two important properties of measuring instruments and 
as such they occupy a central position in measurement theory The reliability and the 
validity of a set of scores are usually called into question when the scores are found to 
vary This explains why these two notions were mentioned in the preceding section in 
connection with transcription variability 
The use of terms such as reliability and validity seems justified when transcription 
is analysed as being an instrument of research However, these two terms have specific 
meanings in statistics and test theory, which are not directly applicable to observations 
about transcription In this section we provide further clarification of these two notions 
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After having discussed briefly the definitions of reliability and validity as used in 
measurement theory, we go on to consider how these two concepts can be brought to 
bear on segmental transcription It will be seen that the majority of studies on transcrip­
tion reliability m reality concern transcription agreement Another term that is some­
times used in connection with measurements or judgements, ι e objectivity, will also be 
briefly mentioned 
In general terms, the reliability of a measuring instrument represents the degree of 
consistency observed between repeated measurements of the same object made with 
that instrument It is an indication of the degree of accuracy of a measuring device 
Validity, on the other hand, is concerned with whether the instrument measures what it 
is supposed to measure These descriptions indicate only roughly what the two notions 
stand for In fact, the definitions of reliability and validity used in test theory are much 
more complex and articulated 
The notion of reliability is related to the idea that each measurement is subject to 
some degree of error In science this phenomenon is known under the name of error of 
measurement Owing to the existence of measurement errors, the score resulting from 
any observation or measurement is seen as a combination of error and something 
different from it, ι e the so-called true value It is obvious that the aim of any measur 
ing activity is to arrive at the true value However, since any measurement contains a 
certain amount of error, obtaining the true value appears to be beyond one's possibil­
ities Indeed, the idea of limit is inherent in the concept of true value Mathematically, 
the true value is defined as the limit of the average calculated over an indefinitely large 
number of observations According to this definition the true value can be approached 
by increasing the number of observations and then taking the average value Although 
this concept of true value may be appropriate for the physical sciences, it is clearly not 
applicable in disciplines studying human behaviour There are obvious reasons for this 
While the height of a wall can be measured hundreds of times without any observable 
consequences for the wall, administering a test to a subject hundreds of times is bound 
to have consequences for the subject Moreover, administering the test will in itself 
have an effect on the subject, thus implying that he will change from one measurement 
to the other 
In view of this it has become customary in psychology and other disciplines con­
cerning human behaviour to use a small number of observations or scores per subject 
Reliability is then estimated by analysing the scores of different subjects The average 
of the scores of all subjects is an approximation of the true value the greater the 
deviations from the mean, the greater the amount of error in the scores The amount of 
error, in tum, determines the degree of reliability of the scores Statistically, reliability 
is defined as the variance of true values divided by the total variance (true variance 
plus error variance) (Rietveld and Van Hout 1993) It follows that if there is no true 
variance, ι e the objects to be rated are identical, the degree of reliability will be zero 
At this point it may be useful to point out the difference between reliability and 
agreement Although these two terms are often used interchangeably, in fact they 
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denote two different concepts indicating two different aspects of a set of data. While 
the precise meaning of agreement is rather straightforward and very close to its com-
mon use, that of reliability is perhaps less intuitive. Agreement has to do with the 
absolute values of a set of ratings. It indicates to what extent the ratings have identical 
values. Reliability, on the other hand, indicates to what extent the differences existing 
between the various objects to be judged are rated in the same way by the different 
judges. In other words, reliability is related to the idea of covariance: it is high when 
the judgements of a series of objects vary in the same way (Tinsley and Weiss 1975). 
If a panel of judges assign similar ratings to a number of objects the degree of agree-
ment will be high in any case, whereas the degree of reliability will depend on the 
amount of variation in the objects judged: if this is high the degree of reliability will 
also be high; conversely, if the objects are not sufficiently varied, the degree of reliabil-
ity will be low. Similarly, it is possible to think of situations in which the degree of 
reliability is high while the degree of agreement is low. Examples that clearly illustrate 
the difference between' agreement and reliability will be provided in Chapter 5. In this 
chapter we will discuss the nature of transcription data and its consequences for the 
computation of reliability and agreement indices (for a thorough treatment of the 
notions of agreement and reliability and their implications for statistical analyses, the 
reader is referred to Rietveld and Van Hout 1993). For the time being we will limit 
ourselves to observing that with respect to transcription the term agreement is more 
appropriate than reliability, even though many authors still speak of "transcription 
reliability" (Shriberg and Lof 1991). 
In attempting a rough definition of validity we said that it indicates the adequacy 
with which an instrument, or a task, serves the purpose for which it is employed. 
Although textbooks provide many other, more complex definitions of validity, this can 
be said to constitute the common core of all definitions. As a matter of fact, some 
authors maintain that the various definitions found in the literature are only different 
ways of operationalising the same concept (Drenth and Sijtsma 1990). A discussion of 
the various operations that can be carried out to estimate validity is clearly beyond the 
scope of this section. Our intention here is merely to consider the notion of validity 
with respect to segmental transcription. 
Estimating the validity of an instrument consists in determining to what extent the 
instrument measures what it purports to measure. Typical examples of instruments are 
psychological tests used to select workers for a given job. In this case the test score is 
assumed to reflect performance on the job in question. Whether this is indeed the case 
can be established by comparing the test scores with records of job performance. For 
instance, supposing that the test is used to select sales agents for a car concern, its 
validity can be estimated by comparing the scores obtained by a number of subjects on 
the test with scores representing their success in selling cars. The scores obtained in the 
actual task (selling cars) are called criterion scores. Validity is defined as the correla-
tion between test scores and 'true' criterion scores, i.e. that part of the criterion scores 
which is not due to error of measurement (Cureton 1951). As with other kinds of 
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scores, 'true' criterion scores cannot be obtained but can only be approached, for 
instance by increasing the number of observations 
Along these lines, the validity of a transcription could be estimated by comparing 
the transcription with the reality it is supposed to represent (the 'true' criterion scores) 
However, this raises two major questions what is a transcription supposed to represent 
and how can the true' criterion scores be obtained9 The answer to the first question 
partly determines the answer to the second 
From the description we gave at the beginning of this chapter, ι e that a segmental 
transcription is an essentially auditory analysis of an utterance in articulatory terms, it 
follows that the aim of transcription is to represent the articulatory properties of the 
sounds produced by a speaker Here some elucidatory comments about the concept 
'articulatory properties' are in order Proponents of the Motor Theory of Speech Percep­
tion (see Liberman et al 1967, and Liberman and Mattingly 1985 for a revised version) 
and of the Direct Realist approach to speech perception (Fowler 1986, Fowler and 
Rosenblum 1991) claim that listeners directly recover the underlying articulatory 
gestures from the speech signal Perception of speech events is assumed to be direct 
and, in particular, unmediated by cognitive processes of inference or hypothesis testing" 
(Fowler 1986 4) Although the two theories differ in various respects (Fowler and 
Rosenblum 1991), they agree on the point that the articulatory events, and not their 
acoustic consequences, are the perceptual objects This view is not generally accepted, 
though (Klatt 1989, Massaro 1986, Ohala 1986) and will not be adopted here 
In alternative approaches to speech perception the speech signal is considered to be 
the object of perception (Ohala 1986, Stevens and Blumstein 1981) and the activities of 
the vocal tract are to be inferred from it This procedure of inferring the nature of 
articulatory movements on the basis of the sounds resulting from them would be less 
problematic if articulation and acoustics were in a one-to-one relationship However, 
there is evidence that this is not the case As a matter of fact, the same sound can be 
produced by means of different articulatory positions (Atal et al 1978, Stevens 1972, 
Vieregge 1970), which also represents a challenge to the advocates of "direct percep­
tion" (Klatt 1989, Ohala 1986) In Chapter 4 it will be seen that the lack of a one-to-
one relationship between articulation and acoustics constitutes a potential error source 
in transcription Furthermore, the fact that the articulatory properties of speech sounds 
are not directly observed, but are reconstructed on the basis of auditory information, 
has important consequences for the definition of what transcription represents It means 
that only those articulatory properties whose acoustic consequences are above the 
threshold of perception can possibly be recorded in transcription 
Another constraint on the number and type of articulatory characteristics repre­
sented in transcription is imposed by the symbohsation system Only the articulatory 
parameters which define the symbols of the phonetic alphabet adopted will figure in 
transcription In other words, two filters seem to be operative in transcription auditory 
perception and the symbol system 
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At this point we seem to have found the answer to the first of the two questions 
posed above What a transcription eventually represents are those articulatory properties 
of speech sounds which filter through auditory perception and the symbol system The 
specific character of this type of representation makes it difficult to estimate validity If 
a transcription were simply a representation of articulatory facts, its validity could be 
established by comparing the transcription with an articulatory record For certain 
properties, an electropalatogram (EPG) could be used EPG recordings would then 
constitute the criterion scores By taking reliable EPG recordings we would approach 
'true' criterion scores However, since the reality transcription aims to represent is only 
that part of articulation which can be captured through auditory perception and repre-
sented by means of the phonetic alphabet, 'true' criterion scores are difficult to obtain in 
this case The difficulty lies in the fact that the criterion scores cannot be obtained by 
some other independent method, as is the case when an electropalatograph is used to 
determine the validity of an analysis of articulatory facts In the case of transcription 
the true criterion scores should consist of another transcription of the same utterance, 
which can be taken to be the true' transcription In theory, a 'true' transcription would 
be one representing the articulatory properties of speech sounds identified by a given 
symbol system which filter through 'true' perception Further, a correct representation of 
the 'true' percepts by means of the symbols would also be required It is obvious that 
'true' perception and 'true' transcription are pure abstractions Both perception and 
transcription are by definition human activities and as such they are subject to error 
Given that it is not possible to obtain an ideal transcription to be used as a bench 
mark for estimating transcription validity, one can at best try to approach the ideal 
situation For instance, a viable alternative would consist in using a consensus transcrip-
tion as the point of reference (Shriberg et al 1984) A consensus transcription is a 
transcription made by a group of experienced phoneticians after having reached a 
consensus on each symbol contained in the transcript The fact that different 
transcribers are involved and that they have to reach a consensus before writing down 
the symbols may be seen as an attempt to minimise errors of measurement, thus 
approaching true criterion scores 
In the previous section we alluded to the fact that objectivity is sometimes men-
tioned when discussing the quality of judgements or measurements The importance of 
objectivity, as opposed to subjectivity, becomes evident when human beings are the 
measuring devices, as in our case In these situations it may be interesting to know how 
much a given judgement reflects the property under observation and not the characteris-
tics of the person who made the judgement This is what objectivity indicates In 
psychophysics objectivity is defined as the degree of agreement between observers 
With respect to phonetic transcription objectivity may be said to correspond to what we 
have called lntertranscnber agreement 
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1.4 The aim of the present study 
From the outline provided in the preceding sections it appears that the value of 
segmental transcription as a research tool has come in for considerable criticism over 
the years At times the criticism was corroborated by research findings that attested to 
the extreme variability of transcription data As was often recognised by the researchers 
themselves, most of these studies were very narrow in scope, owing to the limitations 
imposed by factors such as the number of subjects involved, the number of factors 
investigated, and the speech material transcribed Much more serious limitations, 
however, appear if one considers the methodological implications of these investiga-
tions The major problems here arise from the fact that research on reliability and 
validity of transcription presupposes a quantitative approach to transcription variation 
In view of this researchers have been looking for adequate ways of expressing tran-
scription variation in numerical form 
In some of the studies reviewed in section 1 2 (Henderson 1938, Witting 1962, 
Ting 1970, Shockey and Reddy 1974) as well as in investigations on the variability of 
transcriptions of pathological speech (Amorosa et al 1985, Pye et al 1988) the degree 
of similarity between two transcriptions was expressed in terms of the number of 
symbols shared by the two strings It is clear that this is not a very refined similarity 
measure since only two values are allowed same or different For the time being we 
will not go into the details of the various evaluation techniques and their inadequacies 
since this will be the subject matter of Chapter 5 
For their studies of vowel quality, Ladefoged (1960) and Laver (1965) used loca-
tion on the vowel diagram as a dependent variable The location of each vowel was 
represented by a point on the diagram The degree of agreement between different 
judgements was expressed by the extent of the spread of the points the greater the 
spread, the less the agreement It is obvious that this measure can be used easily when 
transcriptions consist of only one symbol However, its application would be almost 
impossible when transcriptions are made up of strings of phonetic symbols Further-
more, this procedure is clearly limited to vowels, since no similar diagram can be set 
up for consonants 
Another way of expressing the degree of similarity between transcriptions consists 
in counting the number of features shared by the symbols in the two strings One such 
method was used, among others, by Oiler and Eilers (1975) and by Almeida and Braun 
(1986) Although this procedure generally allows more than two degrees of similarity, 
their exact number depends on the feature system adopted In a sense feature counting 
may be said to be an improvement on symbol counting, at least because it allows finer 
distinctions between pairs of phonetic symbols However, also feature counting has its 
drawbacks, as will be explained in Chapter 5 
The investigation reported on here constitutes a further attempt to find an adequate 
method of evaluating differences between transcriptions The aim of this research 
project was to conduct a series of experiments in order to gain more insight into the 
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factors that influence transcription performance We intended to collect a substantial 
data basis that would make it possible to investigate the influence of several factors in 
a systematic way Three factors were selected for investigation 1) the transcribers 
degree of familiarity with the language transcribed, 2) the presence of linguistic con-
text, and 3) speech style 
In various respects this investigation is an expansion of previous studies First of all 
because of the amount of material collected 14 Language and Speech Pathology 
students were asked to transcribe 120 speech fragments at different times and under 
different conditions, thus producing a total of 6720 transcriptions The fragments 
consisted of sequences of sounds across word boundaries, extracted from their original 
contexts so that they sounded like nonsense syllables They differed with respect to 
language variety (Standard Dutch, a Dutch dialect, and an unknown language, viz 
Czech) and speech style (spontaneous vs read out speech) These utterances were tran-
scribed under two different conditions in isolation and embedded in their original 
contexts, usually two or three words Further details concerning the speech material, the 
subjects, and the procedure adopted in this investigation will be provided in Chapter 6 
The three factors under investigation were systematically varied in the experimental 
design This made it possible to establish their influence on transcription performance 
by comparing appropriately chosen pairs of transcriptions of the same utterance The 
specific techniques to be used for the quantification of transcription variation had partly 
been outlined in Vieregge et al (1984) The fact that these metrics were based on 
proprioceptive evaluations of distances between sounds appeared to be a considerable 
improvement on previously used methods such as symbol counting (percentage agree-
ment) 
However, when these quantitative techniques were put into practice, many unfore-
seen problems emerged After a long and detailed examination of the nature of these 
problems we can now state with a relative degree of certainty that these complications 
do not derive from the specific approach taken in the present investigation, but are 
inherent in this kind of research A careful analysis of previous transcription studies 
revealed that, unfortunately, most of these problems have often been overlooked In 
their quest for a suitable metric for transcription evaluation researchers appear to have 
paid little attention to the methodological foundations of such a quantitative approach 
For instance, issues such as the existence of general criteria for transcription compari-
son or the quantifiabihty of phonetic similarity do not seem to have received much 
consideration It is our opinion now that instead of providing answers to questions 
concerning the reliability and validity of segmental transcriptions, such investigations 
rather raise questions about their own reliability and validity 
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1.5 Outline of the book 
The study reported on in this thesis consists of an analysis of the major difficulties 
ensuing from a quantitative approach to transcription variation, based on concrete 
experience with such an approach In the first part of the book (Chapters 1 through 5) 
we describe the need for carrying out systematic research on segmental transcription as 
well as the problems involved in this kind of research 
In Chapter 2 we deal with the symbolisation system employed in segmental tran­
scription We consider different kinds of phonetic notation, paying special attention to 
the most widely used phonetic alphabet, ι e the IPA Subsequently, the issue regarding 
the degree of phonetic detail to be noted in transcription is addressed 
In Chapter 3 we go on to describe how the transcription process unfolds Because 
of the limited amount of literature bearing on transcription, we analyse some of the 
results obtained in speech perception research, as these may contribute to our under­
standing of the mechanisms that are operative in transcription 
In Chapter 4 we review some of the most important sources of errors and variation 
in transcription Also in this case results obtained in related research fields are used as 
a basis to formulate expectations about the potential determinants of transcription 
performance 
Chapter 5 deals with some of the most important methodological issues in tran­
scription evaluation First, we take a closer look at two notions that are often mentioned 
in connection with transcription variation, reliability and agreement Subsequently, we 
examine a commonly used index of transcription agreement, the so-called percentage 
agreement Finally, we explore the possibility of developing a more refined evaluation 
metric for transcription comparison 
The second part of this thesis (Chapters 6 and 7) reports on an experimental study 
aimed at determining the influence of a number of factors on transcribers' consistency 
Chapter 6 describes the aim of this investigation, the method adopted, and the analyses 
that were carried out In Chapter 7 the results of these analyses are presented in detail 
Finally, Chapter 8 contains a general discussion of the results of this study and of some 
of its methodological limitations 
2. Phonetic notation 
2.0 Introduction 
As was made clear in the preceding chapter, segmental transcription is used m 
many fields of linguistics as a means of obtaining written records of speech material It 
should be noted that this is only one of the possible written representations of speech 
In this chapter we will be dealing with segmental transcription and its relationship to 
other types of phonetic notation We will start in Section 2 1 by considering different 
kinds of notation to give an idea of how speech can be converted into written represen­
tations We will then explain which notation type has been chosen for the present 
investigation, namely segmental transcription by means of the alphabet of the Interna­
tional Phonetic Association (IPA) In Section 2 2 we will take a closer look at this 
alphabet Knowledge of the notation system, its principles and implications is essential 
to an understanding of the problems examined in this thesis We will consider the 
origin of the IPA (Section 2 2), its symbol system (Sections 2 2 1 and 2 2 2), and some 
of its properties (Section 2 2 3) In Section 2 2 3 we will discuss a few points concern­
ing the revision of the IPA that took place in 1989 In this connection we will shortly 
examine the notion of phonetic description and its interpretation within the framework 
of the IPA In Section 2 3 different types of IPA transcription will be presented This is 
important to appreciate that transcription is a rather flexible instrument that can be 
easily adapted to the aim of the study being conducted A clear definition of the aim 
for which a transcription is to be used appears to be essential in determining the degree 
of detail a transcription should contain This issue will be addressed in Section 2 4 
2.1 Types of phonetic notation 
An important characteristic of many types of phonetic notation is that they are 
segmental, ι e they are linear representations of speech in terms of segments or units of 
sound The adequacy of this way of representing speech has been severely questioned 
over the years by many researchers Here we do not intend to discuss this point How­
ever, as this issue is closely related to the problems examined in this thesis, we will 
return to it in Chapter 3 
One distinction that may be drawn is that between alphabetic and analphabetic 
notations The former are rather simple in the sense that they contain one symbol for 
each segment identified in the utterance, the latter, on the other hand, are made up of 
complex symbols and give a fuller account of the articulators involved in the produc­
tion of a given sound, or of the movements required to produce it As appears from the 
system presented in Jespersen's The Articulations of Speech Sounds (1889), 
(Abercrombie 1967 112-114) various typographical characters are used to indicate the 
different articulatory properties of sounds Although rather popular in the 18th and 19th 
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centunes, analphabetic notations have now fallen into disuse They are too cumbersome 
to be used for transcribing entire utterances or conversations, as is often required m 
linguistic research 
Alphabetic notations, in turn, can differ depending on the set of symbols on which 
they are based (see Abercrombie 1967 114-127) This may be an already existing 
alphabet such as the Romanic or Greek, an extended version of one of these, or a 
specially made symbol set If the symbols are designed so as to evoke some character­
istics of the production mechanism, they are said to be iconic Well-known examples of 
this kind of representation are Bell's Visible Speech (Bell 1867) and Sweet's Organic 
Alphabet (Sweet 1890) 
In general, roman-based notations have been preferred to iconic ones First, because 
they are much easier to read and write, second because, unlike iconic systems, they do 
not embody any particular theory of speech production In a non-iconic system the 
choice of the symbols is independent of the theory behind it In other words, the 
relationship between symbols and sound properties is completely arbitrary This means 
that a change in the theory would have little consequence for a non-iconic system while 
for an iconic system such a change could be disastrous 
Since in our study we wanted to investigate phonetic transcription as it is generally 
used in linguistic research, we had to exclude such methods as analphabetic or iconic 
notations Moreover, as there are different roman-based phonetic symbol sets, we chose 
to adopt the one that is most widely used, ι e the alphabet of the International Phonetic 
Association A short presentation of this notation system is given in the following 
section 
2.2 The International Phonetic Alphabet 
Since its foundation in 1886, the International Phonetic Association has paid con­
siderable attention to the construction of an appropriate system of phonetic notation 
Originally the Association consisted of a small group of language teachers concerned 
primarily with the teaching of English pronunciation Their aim was to improve the 
state of language teaching by introducing the use of phonetic script Developing a good 
system of phonetic notation was therefore an integral part of their programme 
The alphabet used at the very beginning was an adapted version of the one devised 
by Pitman and Ellis (Pitman 1847) In the early years this system was repeatedly 
revised with the result that the version proposed in 1899 very much resembles the 
present-day IPA alphabet The entena on which the ΓΡΑ had been constructed were set 
out in a booklet published in 1949, The Principles of the International Phonetic Associ­
ation 
Essentially, the IPA consists of a set of symbols representing speech sounds Rather 
than a simple list of symbols, it is a classification of speech sounds based mainly on 
their articulatory properties In line with phonetic tradition, the parameters used to 
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classify vowels are different from those utilised for consonants The following two 
sections examine the two sets of classification parameters 
2.2.1 Vowel symbols 
Vowels have traditionally been described by means of three allegedly articulatory 
parameters, ι e the position of the raised part of the tongue (backward or forward), its 
height, and the position of the lips This tradition started with Bell (1867) and Sweet 
(1877) It was then continued by Jones (1917), who used these parameters as a basis 
for his Cardinal Vowels Eventually it became the standard system adopted by the 
International Phonetic Association 
The labels chosen for the three classification parameters clearly refer to articulatory 
characteristics However, whether these parameters do indeed correspond with 
articulatory dimensions has been a matter for debate among phoneticians Some 
authors, among which Meyer (1910), Rüssel (1928, 1936), and Ladefoged (1967), have 
claimed that Bell and Sweet in reality described auditory sensations rather than 
articulatory positions, but used articulatory labels to designate them Their criticism is 
based primarily on the observation that the articulatory specifications of certain vowels 
as proposed by Bell and Sweet failed to correspond with X-ray photographs of those 
vowels 
In turn this view has been strongly criticised by Catford (1977, 1981) and 
Fischer-J0rgensen (1985) According to these authors the criticism of the traditional 
vowel system has a number of defects First of all, the discrepancies between the 
articulatory descriptions and the radiographic data have been exaggerated (Lindau 
1978) Moreover, in certain cases the X-ray pictures referred to turned out to be rather 
unreliable They were old, difficult to interpret, and were obtained under experimental 
conditions that certainly did not favour a natural pronunciation (Fischer-J0rgensen 
1985) Further, the criticism partly relies on an erroneous interpretation of the parame-
ter 'tongue height' Although some writers have taken this to represent 'the highest point 
of the tongue', it seems that 'location of the narrowest constriction would be a more 
suitable candidate, on the grounds that this is a more important determinant of vowel 
quality Catford (1981) also provides sufficient evidence to show that the Bell-Sweet 
model indeed relies on careful descriptions of tongue configurations derived from 
proprioceptive and tactile sensations (for a thorough review, see Catford 1981) As he 
puts it "The Bell-Sweet model was thus a system genuinely based on the organic 
perception of highly competent phoneticians, and not a delusive misinterpretation of 
auditory sensations by phonetic illiterates" 
The precise characteristics of vowels are defined with respect to a set of reference 
points known as Cardinal Vowels Although the idea of a reference framework had 
already been advanced by Bell (1867), it was Daniel Jones (1917) who first developed 
a workable system Central to the cardinal vowel scale is the concept of vowel area 
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that region of the vocal tract where vowel sounds can be produced. This area is defined 
by considering the articulatory constraints on vowel production. There is clearly a limit 
to the forward and backward movement of the bunch of the tongue. Further, if this part 
of the tongue is too close to the palate or to the back of the pharynx, the resulting 
sound will be a fricative and not a vowel. This makes it possible to fix limits to the 
front/back and the close/open dimension, respectively. 
The vowels constituting the reference framework, the so-called Primary Cardinal 
Vowels, are situated on the periphery of the vowel area. Cardinal Vowel 1 and Cardinal 
Vowel 5 (from now on cvl and cv5) are defined by extreme values of front/back and 
close/open: 
cvl [ i ] : maximally front and close, with spread lips. 
cv5 [a]: maximally back and open, with spread lips. 
cvl i 
cv2 e 
с З e 
cv4 a 
Figure 2.1 
The Primary Cardinal Vowels. 
Three other cardinal vowels, cv2 [e], cv3 [ε], and cv4 [a], are situated on the front 
part of the vowel space, and are chosen so as to form equidistant steps between cvl 
and cv5. Catford (1977: 175) points out that although initially the vowels were con­
sidered to be equidistant in auditory terms, they were treated as if they were 
articulatorily equidistant. According to this author the cardinal vowels do indeed "feel" 
equidistant in proprioceptive terms. Further, proprioception also seems to play a funda­
mental role in learning the cardinal vowels, as explained in Catford (1977: 176-180). 
The remaining three cardinal vowels, i.e. с б [о], cv7 [o], and cv8 [u], occupy the 
rear end of the vowel area. Again they represent equally spaced points. The first five 
cardinal vowels are articulated with spread lips, whereas in the other three lips are 
rounded. 
CVB u 
cv7 о 
с б о 
Г"Л/^ ÍT 
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In addition to the vowels considered so far, there is a set of Secondary Cardinal 
Vowels Eight of them are readily obtained by reversing the lip position of the primary 
cardinal vowels cv9 [y], cvlO [0], ev i l [oe], cvl2 [СЕ], С І З [D], CV14 [Λ], CV15 [Y], 
and cvl6 [ui] Two other vowels have the same tongue height as cvl and cv8, one 
being unrounded, cvl7 [1] , and the other rounded, cvl8 [u] Additional IPA symbols 
are available to represent vowels of intermediate quality like the front vowels [Y] and 
[ав], and the central vowels [э], [e], [з], and [e] 
2.2.2 Consonant symbols 
Consonants have been traditionally classified by referring to the following three 
parameters place of articulation, manner of articulation, and presence or absence of 
vocal fold vibration Also in this case there are many possible combinations since each 
of the defining parameters can assume different values 
The IPA consonant symbols are displayed on a chart that has the form of a matrix 
The horizontal axis shows the values of place of articulation, while the different man­
ners of articulation are located along the vertical axis In the pre-1989 version of the 
chart, the one used in the present investigation, the places of articulation are bilabial, 
labiodental, dental, alveolar, postalveolar, retroflex, palatal, velar, uvular, pharyngeal, 
and glottal The manner values, on the other hand, are the following plosive, nasal, 
trill, tap or flap, fricative, lateral fricative, approximant, lateral approximant, ejective 
stop, and implosive By combining the different values of these two parameters, a num­
ber of cells are obtained The symbols placed in each cell represent the consonants 
resulting from the combination of the two parameter values defining the cell Some of 
the cells contain two symbols, one for the voiced consonant and one for its voiceless 
counterpart In these cases the convention is to place the voiced sound on the right and 
the voiceless one on the left of any cell Additional symbols are provided in a separate 
list Since the 1989 revision of the IPA has brought a few changes to the consonant 
chart, both charts are provided in Appendix D 
2.2.3 Properties of the IPA and the 1989 revision 
The symbols of the IPA are for the most part letters of the Roman alphabet, with 
the addition of some Greek letters and some specially designed symbols The relation­
ship between the symbols used and the phonetic properties they stand for is totally 
arbitrary, which is to say that the same feature value is not systematically represented 
in every symbol For illustration, the presence of friction is not indicated by a specific 
mark that figures in all symbols representing fricatives This may be the case, though, 
when diacritical marks are used By adding diacritics it is possible to alter the defining 
values of the basic symbols so as to represent sounds with different qualities In this 
case the presence of the same diacritical mark does reveal a certain similarity between 
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the speech sounds For example, the addition of the diacritic for labialisation to two 
different symbols shows that the two sounds the symbols stand for have something in 
common, ι e the labial articulation 
As is clear from The Principles of the International Phonetic Association (1949), 
the original idea was to develop a notation system that could be used for practical as 
well as theoretical purposes Initially the emphasis was clearly on practical aspects of 
language teaching For these needs the alphabet turned out to be rather satisfactory As 
the range of applications expanded, though, the IPA began to reveal some of its short­
comings In the 1980's criticism increased considerably The nature of the deficiencies 
pointed out by the different users of this alphabet varied, ranging from absence of 
specific symbols and diacritics to ambiguities and inconsistencies Some authors found 
the system obsolete and suggested that it be revised so as to incorporate recent develop­
ments m linguistic theory (Ladefoged and Halle 1988) Other authors went as far as 
developing their own systems (Canepan 1983) As a consequence, the Association 
decided to carry out a complete revision of its alphabet To this end a conference was 
held in Kiel in August 1989 One of the outcomes of this convention was a revised 
version of the vowel and consonant charts Moreover, the original set was extended by 
adding new symbols for specific purposes, such as transcription of pathological speech 
and prosodie features Although we do not mean to attempt an appreciation of this 
convention, it may be relevant to point out a few issues of general interest 
It is acknowledged that the Kiel Convention has not really succeeded in its primary 
aim, ι e eliminating the ambiguities and inconsistencies underlined by so many authors 
before the conference took place For various reasons this was to be expected Although 
participants had expressed their desire for greater consistency, it was clear that this 
could not be easily achieved given the background of the IPA A systematic revision 
would necessarily imply a basic transformation of the alphabet, and it was anticipated 
that this would encounter some opposition (Ladefoged and Roach 1986) As a matter of 
fact, in Kiel it appeared that radical changes were not welcome Owing to the presence 
of a strong tendency to maintain time-honoured practices, any attempt to carry out a 
thorough revision was made virtually impossible (Ladefoged 1990a, Pullum 1990) 
Many of the problems with the IPA may be said to arise from the fact that its aim 
is not clearly specified On the one hand, the IPA is "designed primarily to meet 
practical linguistic needs ' (The Principles of the International Phonetic Association 
1949) On the other, it seems that the IPA should embody a 'theory of phonetic 
description" (Ladefoged and Halle 1988) These two goals may be difficult to reconcile, 
as has been pointed out by Ladefoged and Halle The problem is compounded if we 
consider that phoneticians do not agree on the scope of phonetic description (Ladefoged 
1990a) This point is expanded on below 
In its more general acceptation a phonetic description is a systematic classification 
of the human possibilities of producing sounds In other words, it is a physiological 
description covering both speech sounds and nonspeech sounds such as coughing, 
shuddering, or blowing a candle This view can be found, for instance, in Pike (1943 
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33-35), Peterson and Shoup (1966 6), Catford (1977 1) and Himstedt (1992) A 
phonetic alphabet based on such a notion should therefore be able to represent every 
sound found in language 
The more restricted view of phonetic description holds that it should be limited to 
speech sounds (Passy 1914, Jones 1969, Ladefoged 1987a) According to Ladefoged 
(1987a) the aim of a phonetic alphabet is not a representation of the human potential-
ities for sound production, but a classification of speech sounds based on knowledge of 
their patterning behaviour in language To be more precise, for Ladefoged this is the 
best we can get Ideally, a phonetic alphabet should be able to represent the phonemic 
potential of phonetic events, or put otherwise, which phonetic differences are likely to 
cause phonemic distinctions (Ladefoged 1987b) As there are no scientific grounds for 
making such decisions, one should try to obtain a description that at least can capture 
what has been observed in the languages studied so far 
It is important to note that these two views have different aims, likely to produce 
extremely different description frameworks This derives from the fact that the purpose 
determines the procedure by which the classification parameters are arrived at Accord-
ing to the first interpretation one should start by considering the human potential for 
sound production and base the selection of classification parameters and their values on 
this kind of observations Such a classification would make no distinction between 
speech and nonspeech sounds Alternatively, following the second definition, one 
should start by studying languages and choose the parameters and parameter values that 
turn out to be relevant This latter classification would of course include only speech 
sounds Actually, these two different purposes correspond to what in Pike's definition 
are the aims of phonetics and phonemics, respectively In his view the first kind of 
description, based on a general, purely physiological framework, is a prerequisite for 
the second one, an essentially phonological analysis It is for this reason that he insists 
that the two aims be kept strictly separate 
The IPA appears to conform much more to the second definition of phonetic 
description presented above than to the first one (Pike 1943 38, Ladefoged 1990a 
338-339) An inspection of the IPA charts will soon confirm this The choice of the 
sounds included in the system as well as the number of values or gradations distin-
guished in each parameter are directly based on observations of the patterning behav-
iour of sounds in language This is no new finding The relevance of phonological 
considerations to the IPA has already been discussed by other authors (Abercrombie 
1967 123, Kelly and Local 1989 63, Ladefoged 1990a 338-339) and is also apparent 
from both the previous and the revised version of the Principles For instance, whether 
a given sound should be represented by a new symbol or by an old symbol plus dia-
critic only depends on whether that sound enjoys phonemic status in one of the world's 
languages Furthermore, phonological criteria also appear to account for some of the 
gaps in the IPA charts (Henton 1987, Kelly and Local 1989) since sounds that have not 
yet been attested or which are not very common have not been included 
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Some authors are of the opinion that the IPA should be even more informed by 
phonological knowledge For instance, according to Ladefoged and Halle (1988) a 
phonetic classification should take account of the new insights gained in phonology 
about the internal organisation of features (Clements 1985) and the relationship between 
features and articulators (Sagey 1986) As these authors point out, though, no agree­
ment has yet been reached on the precise nature of these specifications For this reason 
their proposal could hardly be expected to have any serious impact on the decisions 
taken in Kiel 
By contrast, the presence of a phonological bias in a system of phonetic notation 
such as the IPA has been criticised by other authors for various reasons First of all, it 
seems that given the limited amount of linguistic knowledge at our disposal, (Catford 
1977 13) it may be risky to use it as basis for a system of phonetic description what 
we exclude from classification because considered as nonspeech may turn out to be 
phonemic (Pike 1943 36-37, Lindblom 1990 138) Second, there is the risk of pro-
crusteanism one might be tempted to adopt a certain classification simply because it is 
available, disregarding whether it suits the data or not (Catford 1977 14) In other 
words, the inclusion of phonological knowledge is bound to bias future analyses of 
unknown languages 
Some evidence of this biasing effect can be discerned in the eurocentric character 
of the IPA As Hammarstrom has recently observed, "the first eight 'primary' cardinal 
vowels are a strange mixture of four unrounded front vowels and one unrounded back 
vowel ([i - e - ε - a - α]) and three rounded back vowels ([o - о - u])" 
(Hammarstrom 1991 154) According to this author "The explanation for this peculiar 
unphonetic arrangement is certainly that the symbols for the primary vowels are those 
which are most commonly used for English and other European languages" (ibidem) 
Although this is not the first time that the IPA is accused of being eurocentric (Henton 
1987), little attention has been paid to the impact this might have on phonetic analysis 
In theory this should have no significant consequences, as the vowels are used merely 
as anchor points In practice the choice of the reference points does affect subsequent 
phonetic analyses For example, it has already been noted that whether a sound is 
represented by a basic symbol or by a combination of basic symbol plus diacritic 
depends on whether that sound enjoys phonemic status in one of the world's languages, 
the latter being of course the languages studied so far At the same time, diacritics are 
said to denote "minute shades of sound" (Principle nr 4, с (и)) So, implicitly, differ­
ences that are not phonemic in the languages known so far are assumed to be "minute" 
The arbitrariness of such decisions cannot be overemphasised 
The above considerations seem to suggest that a system of phonetic notation should 
rely on a a priori classification of the human possibilities of producing sounds without 
being committed to any particular linguistic theory or influenced by linguistic knowl­
edge This course of action is contemplated in Lindblom (1990) In this paper the 
author explores the possibility of adopting the anthropophonic perspective advocated by 
Catford (1977) to arrive at a classification of speech sounds based on the analysis of 
Phonetic notation 25 
the constraints on speech production In his view this approach is exemplified by 
Stevens' Quantal Theory (Stevens 1972) Eventually, the procedure proposed by 
Lindblom should lead to a definition of 'possible speech sound' that is independent of 
phonetic taxonomies and therefore free from circularity Although this 'deductive' 
approach is certainly fascinating, on closer examination it appears to be more problem-
atic than suggested by the author For instance, Ladefoged (1990a) has pointed out that 
Lindblom's proposal, if taken to its extreme, would imply that each possible articulation 
(each possible vowel at each possible pitch and each possible loudness) be seen as a 
distinct sound Given the innumerable possibilities, this would hardly constitute a 
workable analysis framework 
In spite of all the limitations that have been mentioned above, the IPA was chosen 
as notation system in the present investigation One of the reasons for doing so was 
that we wanted to investigate phonetic transcription as an instrument in linguistic 
research It seemed therefore sensible to choose the alphabet that is most widely used 
Furthermore, although all the points mentioned above are certainly things one should be 
aware of, none of them can be said to constitute a real obstacle to the utilisation of the 
IPA First of all, because the IPA leaves some room for subjective adaptation Second, 
because a transcription is always accompanied by a set of conventions so that a lot of 
specific information that cannot be conveyed through the symbols can always be 
included in the conventions (Abercrombie 1964 22-24, The Principles, paragraph 7) 
With respect to the present study it should also be noted that some of the objections 
raised above are simply irrelevant since they concern the use of the IPA for exploring 
unknown languages As explained in the introduction, this was not the aim of our 
investigation 
2.3 Types of transcription 
Transcriptions that are made according to the principles of the IPA may be of 
different types The clearest classification of transcription types was provided by 
Abercrombie (1964, 1967) and is used still today (see Ladefoged 1990a) First of all, a 
distinction should be made between impressionistic and systematic transcriptions The 
term impressionistic is used to denote a transcription in which the transcriber has no 
recourse to the phonological system of the language His analysis will therefore be in 
terms of general phonetic categories (Catford 1974 2491) A systematic transcription, 
on the other hand, is the result of an analysis in phonological terms Although most of 
the transcriptions used in linguistic research are systematic, this is not to say that 
impressionistic transcriptions are completely unusual For instance, they can be used 
perforce, because the transcriber has to transcribe an unknown language, but they can 
also be the result of the transcriber's own choice The latter may be the case when one 
has to transcribe subphonemic characteristics or different varieties of a known language 
(Abercrombie 1967 128-129, Knowles 1978 81) 
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Systematic transcriptions, in turn, can differ depending on the degree of explicit-
ness Transcriptions can either indicate only the distinctive units of an utterance, thus 
presupposing knowledge of the precise realisation of the sounds transenbed, or they can 
explicitly provide this kind of information by using specific symbols and diacritics 
These two types of transcription are also known as broad and narrow, respectively 
Abercrombie does not agree with this terminology and suggests that phonetic transcrip-
tions be distinguished along two dimensions 
1 the shape and 
2 the number of the symbols used to represent speech sounds 
Each of these two variables can assume two values With respect to the shape of 
the symbols the values are a) simple and b) not simple In the first case the transcrip-
tion contains the most familiar, usually romanic symbols, whereas in the second case 
also exotic symbols can be used This distinction between familiar and exotic symbols 
may appear rather superficial and especially arbitrary, as it is conceivable that what is 
familiar to the one can be exotic to the other However, the difference between familiar 
and exotic letters is not only one of shape, but also of phonetic value As a matter of 
fact, "the more romanic shapes have, by tradition, acquired a more general phonetic 
value than the exotic shapes which are alternatives to them Therefore in choosing a 
more exotic letter, where an alternative offers, we are choosing a phonetically more 
specific letter" (Abercrombie 1964 20) Exotic symbols will therefore be used when it 
is necessary to point out the phonetic characteristics of a segment in a given language 
or to underline the differences between two language varieties It is for this reason that 
a transcription containing more specific symbols is also called comparative 
As far as the number of symbols is concerned, transcriptions may be of two kinds 
a) phonemic, in which case they contain the minimum number of symbols required to 
indicate the distinctive segments of a language (one phoneme one symbol) or b) 
allophonic, in which case they contain more symbols than strictly necessary Some 
phonemes may be denoted by more than one symbol, thus providing information about 
their allophonic realisations 
Considering that both variables mentioned above can take on two values, it follows 
that the number of logically possible transcription types amounts to four (Abercrombie 
1964 22) 
"SIMPLE PHONEMIC (typographically the most satisfactory) 
(SIMPLE) ALLOPHONIC-more than the minimum number of letters, but all of 
them of the most romanic available shapes, 
COMPARATIVE (PHONEMIC)-the minimum number of letters, in some 
cases exotic shapes being preferred to alternative more romanic ones, 
COMPARATIVE ALLOPHONIC-more than the minimum number of letters, 
and in some cases exotic shapes being preferred" 
Furthermore, transcriptions can be comparative and allophonic in varying degrees, in 
the sense that the transcriber is free to use as many exotic symbols and allophones as 
he wishes The choice will depend on the degree of explicitness required of the tran-
scription 
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2.4 Degree of detail in phonetic transcription 
The question of how detailed phonetic transcriptions should be has received con­
siderable attention in the literature In theory this question seems to be nonexistent the 
degree of specificity will simply depend on the purpose for which the transcription is 
going to be used In practice there seems to be a need among researchers to establish 
general principles to be followed by everybody making a transcription for some pur­
pose 
In this section we will first discuss some of the arguments against detailed tran­
scriptions of speech Subsequently, we will see why certain authors are in favour of 
transcribing minute sound distinctions After having observed that this kind of dis­
cussion may sometimes be misdirected, we will eventually present some methodologi­
cal arguments against fine phonetic transcription 
It has been repeatedly stated that transcriptions should record only what is linguis­
tically relevant without excessive detailed information (Bloomfield 1933 84-85, 
Ladefoged 1975 23-24, Gr0nnum-Thorsen 1987 79-80, Rischel 1987 58-59) and, 
especially, that they should not contain too many exotic symbols and diacritics, the 
latter being just a way of 'cluttering up' transcriptions (Bloomfield 1933 84, 87) 
Another argument adduced by Bloomfield (1933 87) against excessive detail in 
phonetic notation is that fine-grained transcriptions would be equivalent to acoustic 
records and, consequently, they would be different for every realisation of the same 
utterance This is clearly untrue No matter how detailed a transcription is, it will never 
contain the same amount of information as an acoustic record At least two factors 
account for the necessary existence of this discrepancy The first concerns the limita­
tions of our auditory capacities Since transcriptions are auditory analyses in 
articulatory terms, it follows that only what has been perceived can subsequently be 
analysed So, small articulatory differences resulting in differences in the acoustic wave 
can be recorded by instruments, but transcribers can only record them if they are above 
human perceptual thresholds (Pike 1943 15) The second reason has to do with the fact 
that transcriptions reflect the articulatory properties of utterances, whereas spectra or 
other kind of acoustic records provide information about their acoustic characteristics 
Given that there is no one-to-one relationship between articulation and acoustics, it is 
not to be expected that transcriptions will be equivalent to acoustic records 
The criticism of detailed transcription expressed by Chomsky and Halle (1968) in 
The Sound Pattern of English (SPE) was based, among other things (see Section 1 2), 
on the observation that fine-grained transcriptions are useless to linguists, who are 
interested in what constitutes the structure of language and not in the minute details of 
speech It should be noted, though, that these authors view phonetic transcription not as 
a recording device, but as "a representation of what the speaker of a language takes to 
be the phonetic properties of an utterance, given his hypothesis as to its surface struc­
ture and his knowledge of the rules of the phonological component" (Chomsky and 
Halle 1968 294) These rules map the binary features of the phonological representa­
tion onto the scalar features of the phonetic representation, ι e the phonetic transcnp-
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tion The latter omits "many overt physical properties of speech ( ) that are supplied 
by universal rules" (Chomsky and Halle 1968 295) In other words, phonetic transcrip­
tions need not be detailed, as detailed information is provided by phonetic universale 
However, Keating (1985a) has convincingly shown that low-level phonetic patterns 
such as intrinsic and extrinsic vowel duration and voicing timing are less universal and 
automatic than they were generally supposed to be As a matter of fact, it appears that 
"Languages can differ in slight enough ways that the language-specific phonetic rules 
must deal in fine differences, particularly differences in timing" (Keating 1990 322) 
Put differently, it seems that even a phonetic representation within the framework of 
generative grammar, ι e a representation of the native speaker s knowledge, has to 
contain a greater amount of phonetic detail than was previously thought to be necess­
ary 
In defence of meticulous records of speech utterances some authors have argued 
that linguistic knowledge should constitute the result of the investigation and not its 
starting point (Kelly and Local 1989 18) In order to make a phonemic transcription 
the transcriber has to know the language being transcribed or at least have an idea of 
how the language is structured This is obviously not always the case Sometimes a 
phonetic transcription represents the first step in exploring the structure of unknown 
languages (Bloch and Trager 1942 37) In such situations it is impossible to arrive 
immediately at a transcription reflecting only linguistically relevant properties because 
these still have to be discovered According to Kelly and Local (1989 17) a transcriber 
who is going to transcribe an unknown language should not try to gain information 
about it beforehand On the contrary, he should attempt to make as detailed a record as 
possible only on the basis of his knowledge of the speech production mechanism The 
relevant information about the structure of that specific language would be distilled out 
of these preliminary notes The reason why these authors insist on the importance of 
registering everything that one can discriminate is that it is not possible to know in 
advance what is going to be relevant In support of this view they underline the 
extremely relative character of the concept 'distinctive' "the relevance and 
'distinctiveness' of features depends, to a large extent, on the particular aspect of analy­
sis which is being pursued at any given time ' (Kelly and Local 1989 118) 
The disagreement about the degree of detail in transcription examined above seems 
to arise from a misunderstanding of the different uses to which transcription can be put 
On the one hand there is the use of transcription for explorative purposes, on the other 
its use for theory testing Transcriptions made for these two distinct aims may not be 
interchangeable The difference between them may be not only one of amount of 
phonetic detail, but also a chronological one, in the sense that an explorative transcrip­
tion should precede a phonemic one If one kept in mind the two different applications 
mentioned above, there would be no need to argue about how much detail a transcrip­
tion should contain This would just naturally follow from the definition of its aim 
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However, Chomsky and Halle (1968 293) raise another, more serious objection to 
the use of fine-grained transcriptions the fact that they do not faithfully represent the 
original utterances (see Chapter 1) Although detailed recordings might seem to be 
preferable because they do not preclude any kind of analysis, it is not known to what 
extent human beings are able to record certain nuances of speech in a consistent man-
ner This point was already brought up in Chapter 1, where we saw that various authors 
have expressed doubts about the fidelity of transcriptions as records of speech utter-
ances As is to be expected, the scepticism about the value of transcription grows with 
the amount of detail recorded (Rischel 1987), because this increases the chances of 
making mistakes (Hammarstrom 1958 34, Shockey and Reddy 1974 10) 
The question regarding the dubious scientific status of transcription has been 
recently addressed by Pierrehumbert (1990) According to this author fine phonetic 
transcription constitutes an attempt to obtain discrete, qualitative phonetic representa-
tions As such, it is basically wrong in Pierrehumbert's view, because phonetic repre-
sentations are quantitative rather than qualitative, for they describe articulatory and 
acoustic phenomena which are continuous in nature Pierrehumbert also adduces a 
number of arguments to show that the entities identified in fine phonetic transcription 
have no cognitive status (for more detail, see Pierrehumbert 1990) The conclusion of 
Pierrehumbert is that although fine phonetic transcription has given good service in the 
past, it has now been supplanted by improved research techniques which make it 
possible to obtain quantitative representations of various phonetic phenomena 
(articulator movements, articulator excitation, acoustic waves) 
Although it is true that these new techniques can contribute to obtaining more 
reliable phonetic data, it is not at all clear whether they can really substitute segmental 
transcription As has already been observed (Sections 1 1 and 2 4), segmental transcrip-
tion operates at a level of analysis that clearly differs from that of the techniques 
mentioned by Pierrehumbert As exactly this level of analysis appears to be relevant to 
linguistic research, it follows that segmental transcription cannot so easily be done 
away with 
2.5 Summary 
In this chapter we have addressed some issues in phonetic notation considered to 
be relevant to the present study In Section 2 1 we looked at different forms of phonetic 
notation We considered the difference between alphabetic and analphabetic notation 
and that between iconic and non-iconic transcription systems It was noted that 
although analphabetic and iconic systems usually contain more information about the 
way speech sounds are produced, in practice they are too cumbersome for linguistic 
research In Section 2 2 special attention was paid to the phonetic alphabet adopted in 
our investigation, the IPA We briefly considered its background (Section 2 2), its 
structure (Sections 2 2 1 and 2 2 2), and some of its characteristics (Section 2 2 3) In 
the latter section we also devoted a few lines to the revision of the IPA that was carried 
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out in 1989 Although in the present investigation the pre-1989 version of the IPA was 
adopted, discussing some aspects of this revision appeared to be useful to better under­
stand the nature of the IPA For instance, it was noted that the incapability of solving 
some of the problems signalled at the Kiel Convention could be ascribed to a general 
uncertainty about the precise aim of the IPA Although phonetic description would 
seem to be the primary object of the IPA, there is no consensus among phoneticians as 
to the exact meaning of this term 
Section 2 3 dealt with different types of IPA transcription The typology presented 
is essentially that proposed by Abercrombie (1964) Finally, in Section 2 4 we ad­
dressed the question concerning the degree of detail in segmental transcription It was 
argued that the amount of phonetic detail a transcription should contain is not some­
thing that can be established a prion, but is rather a natural consequence of the aim for 
which the transcription is going to be used 
To sum up, in this chapter we have been dealing with the final product of seg­
mental transcription, ι e linear sequences of symbols representing speech sounds In 
doing so, we have paid no attention to the process by which phonetic transcriptions are 
arrived at In the following chapter we will examine the transcription process in detail 
so as to make clear that transcription is not a simple conversion from one code to 
another This will give an idea of the complexity of this task, which is essential to un­
derstand the rationale behind the present investigation 
3. The transcription process and its relationship to speech perception 
3.0 Introduction 
Chapter 2 was intended as a genera] presentation of phonetic transcription After 
having discussed the IPA (Section 2 2) and the various types of transcription (Section 
2 3), we can now examine the process underlying segmental transcription This will be 
the topic of the present chapter The first part (Section 3 1) contains a tentative descrip-
tion of what happens when a transcriber listens to speech with the aim of converting 
the analog signal into a linear sequence of phonetic symbols The four stages identified 
in this process are briefly discussed in separate subsections (3 11 to 3 1 4) One level 
of analysis, perception, is singled out for further discussion in Section 3 2 There are 
two reasons for this First, the importance of the role played by perception in transcrip-
tion Second, the fact that speech perception has been the object of a considerable 
amount of research and that we hope to profit from the insights gained so far in this 
field In Section 3 2 1 attention is paid to the units of perceptual analysis It will be 
seen that although several candidates have been proposed, no general agreement has yet 
been reached on this point Section 3 2 2 discusses some research findings concerning 
the effect of context on the perception of phonetic segments The implications of these 
results for phonetic transcription are examined in 3 2 3 Finally, a summary of the 
present chapter is provided in Section 3 3 
3.1 The transcription process 
One thing to be noted about segmental transcription is that there is relatively little 
literature available on this subject To be more precise, there is considerable literature 
in which transcription is employed (see Chapter 1), but little literature m which tran-
scription is investigated Different reasons may have led to this state of affairs In 
linguistic research transcription has generally been viewed as a tool for recording 
language data rather than as a process to be studied in its own right Consequently, 
linguists have paid almost no attention to the way in which transcription is accom-
plished In psychohnguistic research transcription has also been neglected The reason 
for this is probably the fact that psycholinguists are primarily interested in processes of 
normal language comprehension and transcription clearly does not belong to this 
category 
Owing to the scarcity of research findings on the functioning of transcription, it 
may be useful to consider the results obtained in related research fields Insight into the 
nature of phonetic transcription may be gained, for instance, from research on speech 
perception, word recognition, word intelligibility, and second language learning 
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In the analysis we will attempt below, we will take as a starting point the only 
description of the transcription process that we know of, the one presented in Almeida 
and Braun (1985) These authors identify the following stages 
LISTENING IMITATING SENSING CODING 
The choice of the term 'listening' for the initial stage seems to suggest that this is the 
only way in which a transcriber has access to the material to be analysed Clearly this 
only applies when transcriptions are made from tape-recordings When made in the 
presence of informants, transcriptions will not be the result of mere listening, but of a 
combination of listening and seeing Given that visual information plays a part in 
normal speech perception (MacDonald and McGurk 1978, Glave and Rietveld 1979, 
Massaro 1987, Massaro and Cohen 1983, Massaro and Cohen 1990) it seems reason-
able to assume that in a face-to face situation the transcription will be affected by the 
fact that the transcriber has visual access to part of the movements made to utter the 
sounds (Kelly and Local 1989 35-42) However, it should be noted that while the 
visual component is optional, listening is indispensable to transcription Moreover, only 
part of the movements are visible, in particular lip and jaw movements, which implies 
that transcription has to rely heavily on auditory information 
Another remark that can be made about Almeida and Braun's description is that 
imitating an utterance requires something more than listening and seeing As was 
argued in Chapter 1, the phase of perception plays a crucial role in transcription only 
what filters through perception is likely to be further processed and eventually included 
in transcription Therefore, it seems that 'perceiving' rather than 'listening' constitutes 
the first important processing stage in transcription As a consequence, we prefer to 
identify the following stages 
PERCEIVING IMITATING SENSING CODING 
Below we will examine the process of transcribing speech stage by stage The errors 
that can be made in the different stages will be discussed in the following chapter 
3.1.1 Perceiving 
It has sometimes been observed that listening under normal conditions is different 
from listening to make a phonetic transcription In the former case the subject is con-
cerned with the semantic aspect of the utterance, in the latter with its phonetic shape 
The second form of listening is also called 'analytic' (Catford 1974 2502, Vieregge 
1987 8, Kelly and Local 1989 28, 30) Here two comments are in order First, the 
choice of the term 'analytic' for the type of listening required in transcription is mis-
leading, since it implies that normal listening is not analytic In reality, both types of 
listening are analytic, in the sense that both carry out an analysis of the speech signal 
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The only difference lies in the object of this analysis, in normal listening being the 
semantic content and in listening for transcription the phonetic properties Conse­
quently, a term like phonetic listening would probably be more appropriate 
Second, the distinction suggested above is not limited to listening, but pertains to 
perception in general In order to get the meaning of a speaker's message a subject does 
not need to perceive all the phonetic segments contained in the speech signal Enough 
evidence has been provided to show that a reduced amount of sensory input is often 
sufficient for word recognition to take place (Grosjean 1980, Marslen-Wilson 1987, 
Grosjean 1985, Nooteboom 1988) This is possible because the limited amount of 
sensory information is eked out with top-down knowledge The situation is different in 
transcription In this case it is necessary that subjects perceive all that is present in the 
utterance 
The question arising at this point is to what extent these two types of perception 
(perception aimed at word recognition and perception aimed at phonetic transcription) 
can be kept separate In other words, is it at all possible to analyse the phonetic shape 
of an utterance without being influenced by its meaning or by other kind of top-down 
information7 The answer to this question is directly related to that concerning the way 
in which speech is processed What we need to know is whether the analysis of an 
utterance into phonetic segments is a bottom-up procedure, based primarily on the 
sensory input, or whether it is influenced by a top-down flow of information from the 
lexical and semantic levels Moreover, if such a flow turns out to be there, it would be 
interesting to know whether it is at all possible to switch it off Put differently, is 
top-down information an option available to the listener, which he might employ when 
he wants to, or is it part and parcel of the speech processing mechanism9 In Section 3 2 
we will see whether research on speech perception can throw some light on this topic 
3.1.2 Imitating 
When attempting a definition of phonetic transcription we said that it is an auditory 
and partly visual analysis of speech in articulatory terms The fact that visual informa­
tion contributes to normal speech perception, as argued above, would seem to suggest 
that live sessions should be preferred to tape-recordings While in the latter situation 
the transcriber has no access to the articulatory movements, in the former he can 
observe at least part of them (lip and jaw movements) However, live sessions have 
other practical disadvantages, such as the limited number of possible repetitions and the 
fact that the utterance may vary from one repetition to the other, to name but a few A 
high-quality video recording would probably be the best solution As mentioned above, 
though, the contribution of the visual modality to transcription is limited to those 
movements that can be seen For the rest transcription constitutes a form of indirect 
observation the transcriber analyses something, ι e the utterance he hears, to derive 
information about something else, ι e the movements that produced that utterance 
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What cannot be observed has lo be inferred Inferring movements from auditory 
sensations is something a transcriber has to learn For this purpose it is important, first 
of all, to learn to reproduce the sounds heard (Catford and Pisoni 1970, König 1988) 
This is what we understand by imitating Having heard a given utterance, the 
transcriber tries to reproduce it until his imitation sounds like the original signal Here 
again we see the importance of perception Not only does it determine what was 
present m the speech signal, at least for the transcriber, it also functions as a check on 
his own imitation of the utterance Once the transcriber has. managed to produce pre-
cisely what he hears, he can go on to describe the movements required to obtain that 
result This is what happens in the phase of sensing 
3.1.3 Sensing 
At this stage the phonetician tries to feel in his own vocal tract which movements 
have to be made to produce the utterance being analysed In describing the four stages 
of the transcription process we did not mention thai not all of them need to be present 
all the time Imitating and sensing are typically phases that may be skipped over under 
certain circumstances With highly experienced phoneticians transcribing a known 
language this seems to be the norm rather than the exception Catford (1977 5) effec-
tively describes this capacity of trained phoneticians to experience "a kind of 'empathie' 
immediate awareness of the organic movements going on in the speaker's vocal tract" 
In other words, in many cases the connection between sounds perceived and symbols to 
be used can be immediate 
Now and then, though, it may be necessary to resort to imitating and sensing in 
order to determine the exact phonetic characteristics of a given sound Catford also 
observes that this ability to feel the movements made by a speaker to produce speech 
sounds may very well be a general human capacity, rather than a peculiarity of phoneti-
cians (see also Liberman and Mattingly 1985) The only difference would be that in the 
former case motor empathy is below the level of consciousness 
3.1.4 Coding 
Having identified the sounds present in the utterance in the way outlined above, at 
this stage the transcriber selects the phonetic symbols which best represent the sounds 
in question In part the choice will be dictated by the inventory of symbols available 
This may consist of the minimum number of symbols necessary to represent the dis-
tinctive units of a language, or it may be a more extended set of symbols plus 
diacritics The choice of the symbol inventory will of course depend on the aim for 
which the transcription is made (see Section 2 3) 
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3.2 Moie about speech perception 
It has been repeatedly stated that perception plays a crucial role in phonetic tran­
scription Considering the temporal relationship among the four stages, with perception 
always preceding imitating, sensing, and coding, it is to be expected that the factors 
influencing perception will also affect transcription, understood to be the outcome of 
the whole process Of course this does not imply that the other three stages are less 
important As will be seen in Section 4 2, any mistake made during the process of tran­
scribing speech is bound to influence its ultimate result, irrespective of the stage at 
which it originated Our decision to pay special attention to the phase of perception has 
to do essentially with the fact that this topic has been studied quite extensively, in any 
case more than the other three stages 
Although a review of the literature on speech perception is beyond the scope of the 
present study, it may be nonetheless instructive to consider some central issues in 
speech perception and their implications for phonetic transcription Our short digression 
into speech perception begins with a note on terminology Subsequently, the issue of 
perceptual units is addressed In this context the status of phonetic perception as a stage 
in speech processing is also considered In Section 3 2 2 we go on to examine the effect 
of context on phonetic perception Attention is paid to the results of a number of 
experiments and the models they have led to In the final section we attempt to draw 
some conclusions and consider m what respect the models discussed in the preceding 
sections can be said to contribute to our understanding of the factors affecting phonetic 
transcription 
The first difficulty encountered in dealing with the literature on speech perception 
concerns the terminology In particular, it is not clear what the term speech perception 
exactly stands for, because various authors use it in different ways On the one hand, 
speech perception denotes the process needed "to extract a message, coded according to 
the rules of a natural language, from an acoustic signal (Studdert-Kennedy 1974 
2349) According to this definition, speech perception stands for the whole process of 
language comprehension On the other, speech perception, considered to be synony­
mous with phoneme perception, has been used to refer to the early stages of language 
comprehension, ι e the transformation of the acoustic signal into acoustic-phonetic 
representations (Klatt 1989, Pisoni and Luce 1987a, Goldinger et al 1990) In this 
latter sense speech perception has been the province of phoneticians and speech tech­
nologists For the later stages in speech processing, concerning the mapping between 
the representations resulting from acoustic-phonetic analysis and those stored in mem­
ory, the term word recognition has been used Research on word recognition has been 
pursued mainly by psycholinguists 
In the last few years, however, several researchers have attempted to integrate the 
two approaches (Marslen-Wilson and Frauenfelder 1987, Frauenfelder et al 1987) in 
order to develop a global model of speech processing The result is that in recent 
literature the term speech perception is again used to indicate the whole process "from 
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phonetic perception to semantic interpretation" (Pisoni and Luce 1987a 37) The 
terminological problems are compounded by the fact that some authors speak of speech 
perception as opposed to some higher level (cognition9) The Ime of demarcation 
between the two, however, depends on the model adopted (Samuel 1986) 
At the present moment there is no generally accepted model of speech processing 
and researchers still disagree on a number of crucial points Essentially, their views 
may be said to differ on the following five points 
1) the nature and number of processing levels, 
2) the nature of perceptual units, 
3) the kind of higher-order information that is allowed to enter the perceptual process 
and affect its course, 
4) the levels at which different types of context can influence bottom-up processes, and 
5) the function that top-down information is assumed to play 
As was made clear above, our concern here is with speech perception in relation to 
segmental transcription In view of the aim of transcription, we are interested in the 
stage at which the continuously varying waveform is converted into a linear sequence 
of discrete phonetic segments In line with other authors (Studdert-Kennedy 1974, 
1976, Miller and Dexter 1988) we will use the term "phonetic perception' to indicate 
this specific level of analysis Here a comment is in order about the status of phonetic 
perception as a stage in speech processing Since this question is directly related to that 
of perceptual units, it will be dealt with in the following section 
3.2.1 Units of perception 
As mentioned in the previous section, the exact nature of perceptual units is still a 
moot point in speech research Most authors would probably agree that the acoustic 
signal undergoes several transformations from the time it strikes the human ear to the 
time its linguistic message is recovered They do not agree as to how the signal is 
transformed We already saw that there has been a division of labour among 
researchers Phoneticians and speech researchers in general have been concerned with 
the way in which the continuous acoustic signal is transformed into an 
acoustic-phonetic representation, assuming that such a transformation does take place 
They did not consider whether these representations were indeed adequate for further 
analysis (lexical access) Psycholinguists, on the other hand, have assumed some form 
of acoustic-phonetic representation, features, phonemes, or syllables, without consider-
ing whether these were adequate representations of the speech signal Their concern has 
been primarily with the way in which such representations make contact with the 
representations in the mental lexicon 
For some time speech researchers have assumed that in speech processing the 
continuous speech wave is converted into a linear sequence of segments corresponding 
to the units known from linguistic analysis This view is exemplified in Studdert-
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Kennedy (1974) However, research has shown that such representations of speech 
signals are unrealistic, both on acoustical and on articulatory grounds (Nolan 1987, 
Nooteboom 1988) The objections against segmental representations are related essen-
tially to the lack of invariance and linearity in the speech signal (Liberman et al 1967, 
McClelland and Elman 1986, Pisoni 1985, Sawusch 1986, Pisoni and Luce 1987a) The 
term lack of invariance is used to indicate that the acoustic cues to a speech sound may 
vary as a function of the phonetic context in which the sound appears (Sawusch 1986) 
Lack of linearity, on the other hand, refers to the fact that one stretch of speech may 
contain the acoustic cues of more than one phoneme Owing to the effect of these two 
phenomena, no constant mapping can be established between sound units and acoustic 
cues 
These findings have had enormous impact on speech perception theory and have 
led to a reconsideration of previously advanced models In particular, they have posed a 
serious challenge to traditional theories of speech perception assuming intermediate 
levels of segmentation such as features and phonemes Consequently, speech re-
searchers have been looking for alternative units of perceptual analysis 
As a way of sidestepping the problems arising from lack of invariance and 
linearity, some authors have proposed perception models without intermediate represen-
tations (Morton and Long 1976, Klatt 1980) For example, in Klatts LAFS model, 
lexical representations are accessed directly from spectral templates Other investigators, 
on the other hand, have argued in favour of the primacy of sublexical representations 
such as phonetic features (Eimas and Corbit 1973, Pisoni 1973, Lahin and 
Marslen-Wilson 1990, Lahin and Jongman 1990), phonetic segments, acoustic-phonetic 
sound sequences, and phonemes (Forster 1978, 1979, Studdert-Kennedy 1974, Foss and 
Gernsbacher 1983, Pisoni and Luce 1987, Nearey 1990), derrusyllables (Fujimura et al 
1977, Massaro 1975a), and syllables (Mehler 1981, Segui 1984) 
Among these units, the phoneme and the syllable have received the greatest sup-
port Many of the studies addressing the role of these units in speech processing have 
made use of reaction times By comparing detection times for phonemes and syllables, 
investigators have tried to show which of the two should be taken to be the basic unit 
of perceptual analysis The majority of these studies showed that syllables could be 
detected faster than phonemes (Savin and Bever 1970, Foss and Swinney 1973, 
Swinney and Prather 1980, Mills 1980), whereas only two of them attested to the 
contrary (McNeill and Lindig 1973, Healy and Cutting 1976) McNeill and Lindig 
argued that the syllable advantage consistently found was artifactual, in that it was 
caused by a mismatch in level of representation between the target and the items to be 
responded to 
Noms and Cutler (1988) adduced other reasons that might have led to shorter 
reaction times for syllables They managed to prove that the syllable advantage was due 
to the specific way in which the stimuli had been constructed It turned out that in 
many experiments material had been used which favoured syllable detection over 
phoneme detection (for a detailed explanation, see Norns and Cutler 1988 542-543) 
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On the basis of their results they concluded that, at least in English, the syllable is not 
the basic unit of perception In addition, and what is more important, they underlined 
the marginal role that this kind of studies can play in identifying the levels of represen-
tations in speech processing The fact that subjects respond faster to phonemes than to 
syllables does not mean that phonemes are the units of perception, nor that such units 
are normally computed in speech processing In fact, phoneme monitoring is a task that 
forces phonemic representations By the same token, these findings do not imply that a 
representation in terms of syllables is out of the question Even though the syllable is 
not the primary unit in speech processing, it may very well exist together with smaller 
and bigger units such as phonemes and words 
It is clear that the issue of perceptual units is still unresolved Up to now, evidence 
has been provided to show that some of the proposed units are not the basic perceptual 
units No evidence is available to determine what these units are The question also 
arises whether it is at all correct to speak of one basic unit of perception In this con-
nection Pisoni (1985) and Pisoni and Luce (1987b) observe that the question about 
perceptual units is incorrectly stated, in that it concerns the primacy of one specific unit 
over the others According to these authors it is evident that, as speech processing 
encompasses various levels of analysis, various units of analysis will also be required 
Stated otherwise, the question is not whether there is one basic unit of perception, but 
rather, what units are really employed and how they interact (McClelland and Elman 
1986, Goldinger et al 1990) 
For the purpose of the present investigation, however, it is not essential to know 
whether segmental representations are really computed in normal speech processing 
Assuming such a level of representation is certainly correct when one has to do with 
tasks that clearly require it, like phoneme monitoring, phonetic categorisation, and 
phonetic transcription (Ganong 1980 111, Nearey 1990 348) Of more relevance to us 
is, rather, what factors influence these representations Are phonetic segments identified 
on the basis of a purely bottom-up analysis, proceeding from smaller units (features, 
phonemes) to larger ones (syllables, words, sentences), or can they be recovered only 
after words have been recognised9 This topic will be elaborated on in the following 
section 
3.2.2 The effect of context on phonetic perception 
Although it is generally accepted in speech research that speech processing results 
from the combination of two kinds of information, bottom-up and top-down, the precise 
nature of top-down effects is still the object of much debate among theorists As we 
saw above, three of the five major points on which researchers still disagree are more 
or less directly related to the role of context in speech processing The different models 
of speech processing advanced thus far are usually classified according to their being 
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autonomous or interactive in autonomous models (Forster 1978, 1979) higher-level 
information is not allowed to affect the output of bottom-up processes, whereas in 
interactive models such as LOGOGEN (Morton 1969) and TRACE (Elman and 
McClelland 1984, McClelland and Elman 1986) top-down processes can influence 
lower levels of analysis Far from being the only two possibilities, these models are 
rather the extreme points of a continuum (Frauenfelder and Tyler 1987, Zwitserlood 
1989) 
In their attempts to define the role of context in speech processing, researchers 
have also adopted different classifications of context effects Pisoni and Luce (1987a) 
have identified four types of context effects 1) local-phonetic, 2) phonological and 
lexical, 3) sentential, and 4) effects of speaking rate Ottevanger (1986) has distin 
guished lower-order knowledge (acoustic phonetic) from higher-order knowledge 
(lexical, syntactic and semantic) Tyler and Frauenfelder (1987) have drawn a distinc­
tion between structural (lexical, syntactic, and meaning-based) and non-structural (intra 
lexical) context effects Finally, Frauenfelder (1990) has separated lexical from sen­
tential (both syntactic and semantic) context 
Another distinction has been made between pre-perceptual and post perceptual 
context effects The exact definition of these terms depends, once again, on the author's 
view of the perceptual process For some of them pre-perceptual and post-perceptual 
are synonymous with pre-lexical and post-lexical, respectively For others they are not 
(Samuel 1986 96) Note that the use of labels such as pre-perceptual and post 
perceptual indicates that within such a framework speech perception is not equal to the 
whole process of language comprehension, but is only a part of it In view of the 
specific character of our interest in speech perception, we will limit ourselves to con­
sidering the effect of higher-order knowledge on the perception of phonetic segments 
An interesting review of literature bearing on this subject is presented in Samuel 
(1986) In this article the author classifies speech perception theories with respect to the 
role they attribute to the lexical level He distinguishes three types of theories In type I 
theories the output of perceptual analysis consists of a series of sublexical units (be it 
phonemes or syllables), whose computation cannot be influenced by higher levels 
(lexical and sentential) In type II theories lexical entities constitute the result of the 
perceptual process, Klatt's LAFS model is cited as an example of this kind of theory 
While these first two types are strictly bottom up, type ΠΙ theories are highly interac­
tive information from higher levels can directly influence the analysis of lower-level 
units 
The experimental results discussed by Samuel suggest that lexical information 
affects the perception of lower-level units, thus lending support to type II theories and 
excluding type I theories Type III theories are also excluded, on the grounds that they 
predict influence of syntactic and semantic information, whereas this turns out to be 
operative only at a post-perceptual stage In any case, their major feature, ι e inter­
action, is preserved, in that the lexical level appears to interact with lower levels of 
analysis The resulting model is therefore a combination of type II and type III theories 
Two of the studies discussed by Samuel (1986), ie Ganong (1980) and Samuel 
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(1981a), are particularly relevant to our research aim and will be considered below 
together with three others by Fox (1984), Burton et al (1989), and Massaro (1989) 
Ganong (1980) conducted two experiments in order to determine whether lexical 
status can affect phonetic processing prior to phonetic categorisation His aim was to 
test between a categorical model (essentially bottom-up) and an interactive model The 
material employed consisted of pairs of synthesised speech continua varying in Voice 
Onset Time (VOT) In each pair the voiced end of one continuum was a word and the 
voiceless end a nonword, the opposite held for the other continuum One such pair was 
"dirt" and "turf 
The question was whether lexical status would affect the location of the phoneme 
boundary In a categorical model lexical effects can take place only after phonetic 
categorisation Consequently, they cannot be a function of VOT because acoustic 
information is no longer available at this stage Conversely, in an interactive model the 
lexical level is allowed to influence the processing of acoustic information prior to 
phonetic categorisation The fact that the judgement is dependent on lexical status may 
lead to a shift in phoneme boundary Such a shift is precisely what Ganong observed 
Moreover, the lexical effect turned out to be much stronger for ambiguous stimuli (near 
the phoneme boundary) than for clear cut exemplars of [t] and [d] On the basis of 
these findings Ganong argued in favour of an interactive model in which phonetic 
categorisation results from a combination of sensory input and higher-order informa-
tion the more ambiguous the input, the stronger the effect of lexical status, and vice 
versa 
Ganong s results were corroborated by those of a phoneme identification study in 
which synthetic [b-d] continua were employed (Fox 1984) In addition, Fox found that 
the effect of lexical status on phonetic categorisation was related to the time required 
for identification (RT) longer RT's showed considerable more lexical effects than 
shorter RT's His conclusion was that lexical information can affect phonetic 
categorisation only after a given lapse of time Similar results were obtained by Miller 
and Dexter (1988) with speech series varying in VOT 
A recent study by Burton et al (1989) has cast doubt on these results by showing 
that the lexical effects observed in these experiments may be due to the nature of the 
stimuli used These authors argue that the synthesised speech continua usually 
employed in this kind of phonetic categorisation tests may be inadequate in two ways 
either because they vary only one of the cues that signal the sound distinction under 
study or because they contain conflicting cues unlikely to be found in natural speech 
(for further detail, see Burton et al 1989) The former type is exemplified by the 
stimuli used by Fox (1984) for investigating place-of-articulation distinctions, the latter 
by Ganong's (1980) and Miller and Dexter's (1988) speech continua varying along the 
VOT dimension Burton et al (1989) have shown that lexical effects disappear when 
more natural stimuli are used 
The results recently obtained by McQueen (1991) confirm the presence of lexical 
effects only for degraded stimuli This may suggest that the influence of lexical infor-
mation found by Ganong (1980), Fox (1984), and Miller and Dexter (1988) was an 
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experimental artefact and that in reality lexical effects do not occur in normal speech 
processing However, it should not be forgotten that under normal listening conditions 
speech may indeed be degraded, thus making it possible for lexical effects to emerge 
Different conclusions with respect to the influence of the lexicon on speech percep­
tion are reached by Samuel (1981a, 1981b) These studies address the phenomenon of 
'phonemic restoration', first described by Warren (1970) This is a kind of auditory 
illusion in which subjects hear intact utterances, even though parts of the speech signal 
have been excised The problem with Warrens technique is that it is not clear whether 
the results obtained are due to real perceptual restoration, ι e the utterances really 
sound as if they were intact, or to a response bias, ι e a tendency toward reporting the 
utterance as intact 
To overcome this problem, Samuel studied phonemic restoration within the frame­
work of signal detectability To this end he devised a paradigm that produces a false 
alarm rate, ι e reporting that the utterance was not intact when it really was This 
makes it possible to calculate a discrirrunability measure (d ) and a bias measure (beta) 
d indicates the subjects' degree of sensitivity, whereas beta shows their bias toward 
responding in a certain way, irrespective of the stimulus In Samuel's paradigm subjects 
listened to two versions of each stimulus replaced and added In the replaced version 
one segment was excised and substituted with noise, in the added version the same 
noise was only superimposed on the segment The listeners' task was to indicate 
whether the utterance heard was a replaced or an added version Low d's indicate low 
sensitivity the two versions sound alike, which means that the missing segment has 
been restored High betas indicate a strong tendency toward reporting the utterance as 
intact 
The results obtained show that speech perception is influenced both by top-down 
knowledge and by bottom-up confirmation (Samuel 1981b) of the expectations gener­
ated at higher levels However, the distinction between d and beta reveals that different 
kinds of top down information play different roles in speech processing More precise­
ly, lexical information appears to affect discnminabihty scores, thus revealing a real 
perceptual effect Syntactic and semantic knowledge, on the other hand, turns out to 
have only a biasing effect it increases the probability of reporting an utterance as intact 
(see also Connine 1987 and Connine and Clifton 1987) On the basis of these results 
Samuel (1981a) opted for a limited interactive model of speech processing in which 
only adjacent levels are allowed to interact 
Recently, Samuel's findings have been called into question by Massaro (1989) In 
an attempt to establish how context effects are accounted for by different models of 
speech perception, Massaro compared the TRACE model with his Fuzzy Logical Model 
of Perception (FLMP) within the framework of signal detection theory TRACE is a 
highly interactive model in which all levels of analysis are allowed to interact Informa­
tion from the word level may alter or even eliminate information from the feature and 
phoneme levels Conversely, m the fuzzy logical model each level operates indepen­
dently of the others Information from separate sources is eventually integrated, but 
higher-order knowledge is not allowed to alter the output of lower levels of analysis In 
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terms of signal detection theory, TRACE predicts that lexical knowledge can affect 
sensitivity (d') at the phoneme level In contrast, the FLMP assumes that sensitivity to a 
given source of information, the phoneme level, cannot be affected by another source, 
the lexical level Therefore, context can only have an effect on the bias score (bela) 
In order to test the two models, an experiment was carried out in which subjects 
had to identify liquid consonants contained in different syllables made up of three 
segments The first segment could be /p/, /t/, or Is/, the second was a liquid consonant 
varying between Ivi and 111 in five levels, the third segment was the vowel / 1 / Liquid 
identification was analysed as a function of both the phonological context (initial 
consonant) and the F3 transition Both factors appeared to have a significant effect, 
moreover, the effect of phonological context increased with ambiguous stimuli How-
ever, while F3 transition turned out to affect discnminability, phonological context 
could only influence the bias index 
These results clearly favour the FLMP and contradict both TRACE and Samuel's 
limited-interaction model Although Samuel's results were said to reveal an effect of 
lexical information on sensitivity, Massaro argues that they can be explained in a 
different way For instance, the fact that pseudowords were longer and of a higher 
speech quality than words (Samuel 1981a 484) might have led to higher discnm-
ìnability for pseudowords than for words 
At this point it is necessary to recapitulate and consider the import of these models 
to research on phonetic transcription This will be done in the following section 
3.2.3 Implications for phonetic transcription 
The main reason for making the digression in Section 3 2 was to see whether the 
knowledge accumulated so far in speech perception research can somehow contribute to 
our understanding of the transcription process The question that interested us most, ι e 
context effects on phonetic perception, was discussed in the preceding section together 
with some experimental findings The first results came from a study on phonetic 
categorisation reported by Ganong (1980) Ganong found that identification of initial 
segments was dependent on whether the sound sequence constituted a real word or not 
Considering that phonetic categorisation is implicit in transcription, it is clear that these 
findings are directly relevant to our research aim In terms of phonetic transcription 
Ganong's results imply that transcription of individual segments is influenced by lexical 
representations This in turn implies that transcribers with different lexical representa­
tions (owing to a different language background or to a different interpretation of the 
speech signal) are likely to produce different transcriptions of the same acoustic signal 
The results of Fox (1984) provide further evidence of lexical effects on phonetic 
categorisation Moreover, they show that these effects are stronger at longer detection 
times, which has been confirmed recently by Miller and Dexter (1988) On the basis of 
this latter finding, it is to be expected that lexical effects will show up in phonetic 
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transcription, a task in which subjects have all the time they need to reflect on what 
they have just heard 
However, the results reported by Burton et al (1989) seem to indicate that the 
lexical effects observed by Ganong (1980), Fox (1984) and Miller and Dexter (1988) 
may have been caused by the low acoustic-phonetic quality of the stimuli used in their 
experiments Burton et al (1989) suggest that lexical effects probably play no part in 
normal speech perception since they did not emerge when more natural speech stimuli 
were used On the other hand, if we consider that in normal conversation speech may 
very well be degraded, then there seem to be reasons to assume that lexical effects will 
appear also under normal listening conditions For phonetic transcription this means 
that the influence of lexical expectancies on the transcription process may be dependent 
on the quality of the material under study, with low-quality material favouring lexical 
effects and high-quality material inhibiting them 
A different picture emerges from Samuel's (1981a) findings Subjects listening to 
words from which segments had been excised and replaced with noise reported hearing 
intact words Apparently, lexical expectancies impaired perception of individual seg-
ments Again this suggests a strong influence of lexical information on phonetic percep-
tion This could mean that the same sound sequences are transcribed differently, 
depending on whether they are embedded in a lexical context or not 
The fifth study we discussed in the previous section is that reported in Massaro 
(1989) In contrast to Samuel (1981a), Massaro argues that no type of context can 
affect sensitivity, in signal detectabihty terms In other words, context cannot affect the 
perception of segmental units, although it can have a biasing effect With respect to 
speech processing, these two studies may be said to offer different solutions In fact, 
the models derived from them are considerably different As we saw above, Samuel 
proposed a limited interactive model which assumes that lexical information can inter-
fere with phonetic perception and modify its output Massaro, on the other hand, argued 
in favour of a fuzzy logical model of perception in which independent sources of 
information are integrated, but are not allowed to alter each other 
As regards phonetic transcription, it is not clear whether the two models make 
essentially different predictions It is obvious that transcription is no on-line recording 
of an utterance, but rather a post-perceptual activity, in that subjects have enough time 
to think about what they have heard before writing down the phonetic symbols So, 
whether lexical and sentential information is operative at the pre- or post-perceptual 
level should have the same consequences for speech transcription because in any case 
subjects have enough time to resort to all types of knowledge (Zwitserlood 1989 22) 
However, the distinction between pre-perceptual and post-perceptual may be rel-
evant in another sense If indeed the term 'pre-perceptual' should be taken to mean 
automatic and beyond the subject's control, then it may be interesting to us to know 
which kind of information the transcriber uses consciously and which one he uses 
unconsciously This would mean that if lexical effects are pre-perceptual, subjects are 
unable of inhibiting them Alternatively, if the lexical level can have only a biasing 
effect, subjects may be in a position to eliminate this bias 
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At this point it may be instructive to consider a slightly revised version of Samuel's 
limited interactive model of speech perception, in which attention plays an important 
role This modified version emerged from a study on the role of attention in phonemic 
restoration carried out by Samuel and Ressler (1986) In their attentional account of 
phonemic restoration each stimulus is considered as a combination of a target (one 
specific segment in the word) and distractors (the rest of the word) The distractors are 
supposed to inhibit the processing of the target Using the same methodology as in 
Samuel (1981a), Samuel and Ressler found that providing the subjects with an adequate 
cue, the word plus an indication of the critical phoneme (an asterisk), reduced pho-
nemic restoration in a considerable way Their conclusion was that although subjects 
normally attend to the lexical level, they are capable of shifting their attention to the 
segments making up the words, thus switching off the flow of expectations from higher 
levels This would mean that even if lexical effects are pre-perceptual, as maintained in 
Samuel (1981a, 1986), they can still be inhibited by shifting attention Similar con-
clusions are found in McNeill and Lindig (1973), Nusbaum et al (1982), and Logan 
(1987) 
Seen in this light, speech processing appears to be less automatic and therefore 
more subject to active control on the part of the listener (see also Nusbaum and 
Schwab 1986) This has obvious implications for phonetic transcription Shifting atten-
tion from the lexical to the phonetic level is precisely what transcribers are supposed to 
be doing Since the above findings show that this is possible, one may conclude that 
transcribers can, if they want, ignore lexical information in order to concentrate on the 
phonetic shape of utterances 
A slightly different account of attentional factors in speech processing is provided 
by Cutler et al (1987) Having observed that lexical influence on phoneme detection 
appears and disappears as a function of stimulus monotony, these authors suggest an 
explanation of lexical effects in terms of attentional shift lexicahty effects show up 
when attention is focused on the words, but disappear when subjects attend to 
sublexical characteristics The model proposed by Cutler et al is a race model with 
multiple outlet points, in which phonemes can be identified either on the basis of a 
prelexical representation or via the lexicon The two processes compete with each other 
and the one winning the race will also provide the phonemic response The presence of 
lexical effects will depend on the outcome of the race Within this framework, 
nonwords are identified prelexically, whereas words can be identified either way 
Lexical effects on phoneme identification will not be the same for each phoneme Since 
some phonemes are more ambiguous than others, lexical effects are more likely to 
appear in the former case than in the latter 
For phonetic transcription this implies that influence from the lexical level may still 
be present even when attention is focused on the segmental level This will probably 
not apply to all phonemes, but only to the most ambiguous ones It is indeed conceiv-
able that with difficult material the transcriber may seek a solution by resorting to any 
kind of knowledge at his disposal Moreover, it should be noted that in order to have 
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an effect on phonetic perception, lexical and sentential information need not be physi-
cally there It is sufficient that it be present in the mind of the transcriber By way of 
illustration, owing to the influence of language background, intended meaningless 
sequences of sounds or words from an unknown language may still be interpreted as 
known words, and may therefore be assigned a meaning and a lexical representation In 
this case lexical effects would still be operative even if no lexical information is present 
in the signal Effects of language background are known to be so pervasive to affect 
also the transcriber's labelling of phonetic segments (Strange and Jenkins 1978, Repp 
and Liberman 1987) Normally, this latter problem should be eliminated by training 
(Catford 1974 2496) To what extent this is possible, however, is not known 
We conclude this section by summarising the main implications of the studies 
considered above for phonetic transcription On the one hand, it appears that the lexical 
level does influence the perception of sublexical units like segments (Ganong 1980, 
Samuel 1981a, Fox 1984), which implies that transcriptions do not merely reflect what 
is present in the speech signal, but are eked out with higher-order knowledge The fact 
that such language-dependent knowledge may be incorporated in transcription is unde-
sirable, in that transcriptions are supposed to be objective recordings to be used for 
further analysis 
On the other hand, there are reasons to believe that subjects are able to control 
top-down effects and possibly inhibit them simply by switching their attention from the 
lexical to the segmental level (McNeill and Lindig 1973, Nusbaum et al 1982, Samuel 
and Ressler 1986, Cutler et al 1987) This means that there is a possibility that tran 
scnptions be based purely on a bottom-up analysis without influences from the lexical 
and the semantic level However, the extent to which these higher level effects are 
eliminated will depend on a number of factors such as the speech material, the listener's 
capacity to shift attention, and, last but not least, his motivation to do it Furthermore, it 
is not excluded that even a bottom-up analysis may be biased by the language back 
ground and experience of the transcriber 
It is clear that the factors mentioned above introduce an element of subjectivity in 
phonetic transcription, which in turn can lead to variability in the results obtained On 
the whole, the idea one gets from this short outline of speech perception is that con-
sidering a segmental transcription as a mere registration of facts is an oversimphfica 
tion of reality Indeed, transcriptions seem to contain more than what is actually present 
in the speech signal This puts the value of transcription as a means of recording 
speech material in a different perspective 
3.3 Summary 
In the first part of this chapter we have examined transcription in more detail We 
have seen that it is a complex process encompassing different phases and we have 
considered each of these phases separately One particular stage, perception, received 
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special attention Given the considerable amount of research on speech perception, we 
thought it might be worth our while to see whether the knowledge gained so far in this 
field could be brought to bear on our research aim In particular, we hoped to learn 
something about the factors that can influence speech perception and, by implication, 
phonetic transcription With this in mind we attempted a brief review of some of the 
most important topics in speech perception research 
First, the issue of perceptual units was addressed We saw that although many 
proposals have been advanced, a solution to this problem has so far eluded researchers 
In fact, they do not even agree on whether segmental representations (as in phonetic 
transcription) are a necessary stage in normal speech processing In spite of this uncer-
tainty, we have assumed a segmental level of representation in our investigation on the 
grounds that phonetic transcription is a task that forces this kind of representation 
In Section 3 2 2 attention was paid to the effects of context on phonetic perception 
Five studies on the influence of lexical and higher order knowledge on processing of 
segments were presented Their implications for phonetic transcription were considered 
in Section 3 2 3, together with other findings concerning the role of attention in speech 
processing 
The pattern emerging from this discussion is that phonetic segments are identified 
by using both acoustic and lexical information When the latter is not available, as in 
the case of nonwords, phonetic perception may be based merely on bottom-up informa-
tion This suggests that phonetic transcriptions are likely to be influenced by lexical 
information whenever this is available Transcriptions of nonwords or unknown words 
(from unknown languages), on the other hand, will be based only on an analysis of the 
sensory input The problem arising here is that it is difficult to determine whether 
lexical information is present or not In fact, higher-order information may still have an 
effect on phonetic perception even if it is not physically present in the speech signal 
Important implications for phonetic transcription derive from the fact that attention 
turns out to play a decisive role in speech processing Although under normal listening 
conditions subjects focus on the lexical level, they appear to be able to attend to the 
phonetic level by shifting attention, thus eliminating the effect of higher-order knowl-
edge However, factors such as the type of material to be transcribed and the 
transcribers capacity and motivation to shift attention will determine the degree to 
which the influence of lexical and sentential information is excluded from transcription 
To sum up, the knowledge on speech perception garnered so far suggests that 
analyses of utterances into sequences of phonetic segments may be influenced by 
higher-order information to varying degrees Together with other factors such as the 
transcriber's experience, training, and auditory acuity, this may be responsible for 
variation between different transcriptions of the same utterance In conclusion, there 
seem to be enough reasons to believe that phonetic transcriptions are much less objec-
tive than is generally assumed 
4. Sources of variability in segmental transcription 
4.0 Introduction 
As explained in previous chapters, the process of converting speech into linear 
sequences of phonetic symbols to be used as a basis for further research has become an 
entrenched technique in various linguistic disciplines For example, it is used in pho-
netics, phonology, dialectology, sociohnguislics, second language teaching, and in the 
study of communicative disorders What is striking about this method of analysing 
speech is that, despite the reservations expressed by various authors (see Section 1 2), it 
has generally been taken for granted As Abercrombie (1965 109) effectively pointed 
out "The ideal trained phonetician is thus looked on as being in some way like a 
recording machine - his hearing of sounds automatically produces a transcription in the 
same way as the cutting head makes a groove in the wax But the fact is that a tran-
scription is not a simple record of an utterance, it is a generalization about an utterance 
The utterances are the original basic facts The field-worker's transcriptions are the first 
processing, the first analysis, of these facts they are not the facts themselves" 
Although it seems obvious that transcriptions cannot possibly be exact reproduc-
tions of speech utterances and that they are likely to be influenced by a variety of 
factors, a large body of research in linguistics rests on analyses of transcriptions made 
by only one person Relevant though it might be to linguistic research, the question of 
transcription variability has received only sporadic attention in comparison with the 
frequent use that is made of this technique Studies investigating transcription vari-
ability in a systematic way are few and far between, not least owing to the difficulties 
involved in finding an adequate indicator of transcription variation to be used as the 
dependent variable (see Chapter 5) 
The results of research conducted so far consistently show that phonetic transcrip-
tion is subject to a great deal of variation deriving from different sources (Henderson 
1938, Witting 1962, Laver 1965, Ting 1970, Oiler and Eilers 1975, Amorosa et al 
1985, Pye et al 1988, Shriberg and Lof 1991) It turns out that transcriptions of the 
same utterance may show considerable differences, either when they are made by 
different transcribers (between-subjects variation) or when they are made by the same 
transcriber, but at different times or under different conditions (within-subjects vari-
ation) 
In the present chapter we will discuss a number of factors that can affect segmental 
transcriptions We will see that these factors are rather different from each other Some 
of them indicate limitations that are inherent in the definition of segmental transcrip-
tion Because of these limitations there will always be a discrepancy between the 
original speech utterance and a transcription of it The precise amount of discrepancy, 
however, will depend on a great number of variables Since it would be impossible to 
deal with all these variables, we will confine ourselves to discussing only some of the 
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main factors which can lead to differences between a transcription and the original 
speech utterance or between distinct transcriptions of the same utterance We will first 
consider possible sources of variation that are inherent in transcription (Section 4 1) 
Subsequently we will go on to discuss some of the mistakes that can be made in 
transcribing speech, since these are also an important source of transcription variation 
In Section 4 3 we will deal with variables concerning the person making the transcrip-
tion and in Section 4 4 we will turn to variables related to the speech material being 
transenbed 
A systematic analysis of the sources of variation in transcription is not easy First, 
because there are many potential sources of variation, second, because most of them are 
interrelated For instance, the effect of a transcriber variable such as the degree of 
familiarity with the language transcribed may be strengthened or weakened by that of a 
speech variable like the length of the utterance to be transenbed It should be clear, 
though, that we do not intend to provide an exhaustive review of all sources of vari-
ation and their possible relationships Our intention is rather to give an idea of some of 
the most important factors influencing transcription, so that it becomes clear why this 
method of analysing speech cannot be taken for granted Which of these factors were 
eventually selected for investigation in the present study will be explained in Chapter 6 
4.1 Sources of variation inherent in segmental transcription 
In the preceding chapters we have at different times alluded to various constraints 
on transcription fidelity In this section we intend to focus on those constraints which 
directly derive from the nature of segmental transcription as a method of analysing 
speech 
The first reason why a phonetic transcript, detailed though it might be, can never 
be an exact reproduction of a speech utterance is that transcription is by definition a 
form of data reduction a continuously changing speech signal is reduced to a linear 
sequence of discrete symbols This entails that transcription is not a mere transform-
ation from the auditory and visual modality to the written one, which does not affect 
the information content On the contrary, transcription necessarily implies a loss of 
information Although it is generally assumed that what is lost is not relevant to the 
purpose for which transcriptions are made, this may tum out to be not always the case, 
as will be seen below 
The precise amount of information that is lost when speech is converted into stnngs 
of written symbols depends on a number of factors In Chapter 1 we saw that transenp-
tion is limited by the resolution power of the human ear, with the result that what is 
below the threshold of perception will not be included in transcription Another limiting 
factor appeared to be the classificatory categories provided by the transcription system, 
since these determine what properties of the signal are attended to Indeed, the fidelity 
of phonetic transcription is constrained by the limitations imposed by the set of pho-
netic symbols 
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As mentioned above, the loss of information involved in transcription is usually 
thought to be inconsequential for the aim for which transcriptions are made For 
example, although a simple phonemic transcription is a highly reduced representation of 
the original speech signal, it is true that the kind of detailed information which is lost 
in this transformation is usually irrelevant to the purpose for which phonemic transcrip­
tions are employed Whereas in this case the categonal character of the representation 
(a given sound is there or not, but it is not half present) apparently does not constitute 
a problem, there are circumstances in which it does For example, it can be problematic 
when one is interested in the gradual or partial aspect of speech events, or in their time 
course In these cases the constraints imposed by the symbohsation system make it 
virtually impossible to record phonetic characteristics that might be relevant to the 
analysis in question By way of illustration, Kerswill and Wright (1990) have shown 
how difficult it may be to represent instances of partial assimilation, ι e an alveolar 
consonant that only in part assimilates to a velar, by means of the IPA To make up for 
the limitations imposed by the symbohsation system the subjects in their experiment 
resorted to various strategies These consisted in indicating length and quality differ­
ences either in consonants or vowels Further examples of this kind of problem are 
provided by Rischel (1987), Pierrehumbert (1990), and Nolan and Kerswill (1990) 
Another factor accounting for the intrinsic incompleteness of transcription is that it 
is a type of observation and, as such, "always selective" (Kelly and Local 1989 25) 
Although no research findings are available in this respect, it seems obvious that there 
are limitations to the number of speech characteristics that can be attended to when 
making transcriptions This appears to be confirmed by experiences of trained phoneti­
cians (König 1988, Vieregge 1992) 
Further constraints on transcription fidelity are imposed by the fact that it is a form 
of indirect observation articulatory phenomena are reconstructed on the basis of essen-
tially auditory information, as visual information is available only in part in face-to-face 
situations and is completely absent when transcriptions are made from tape-recordings 
In Chapter 1 we said that inferring articulatory positions from auditory stimuli might be 
problematic because the correspondence between articulation and acoustics is not 
one-to-one As a matter of fact, it appears that changes in articulatory parameters are 
not necessarily accompanied by equal changes in acoustic parameters More precisely, 
there seem to be regions in the vocal tract where considerable changes in articulatory 
position have almost no effect on the acoustic output, vice versa, in some other regions 
a small articulatory change can have dramatic acoustic consequences (for a review of 
examples, see Vieregge 1970 and Stevens 1972) 
Further, the problem is compounded by the fact that variations in one parameter 
can be counterbalanced by variations in another parameter This phenomenon, known as 
compensatory articulation, implies that in certain cases different articulatory positions 
can give rise to the same auditory sensation Although the number of articulatory 
parameters that can enter into such a relationship appears to be limited (Ladefoged 
1979, 1980), there are some well-documented instances of compensatory articulation 
For instance, Riordan (1977) has shown that impeded lip protrusion is compensated for 
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by larynx lowenng and tongue shifts Vieregge (1970) and Atal et al (1978) have also 
demonstrated that different vocal-tract shapes can give rise to the same vowel Maeda 
(1989) found different compensatory phenomena for different vowel classes In particu-
lar, it appeared that deviations in jaw position could be compensated for by 
tongue-dorsal adjustments in unrounded vowels, and by lip position adjustments in 
rounded vowels For some cases of uncertainty, visual information could be decisive 
For instance, by seeing the lip movements one could determine whether the vowel 
heard is articulated with some lip protrusion and advanced tongue position or with 
spread lips and retracted tongue position However, when transcribing from 
tape-recordings one has to rely exclusively on auditory information In this case the 
existence of compensatory articulations constitutes an even more serious problem for 
transcription 
It should also be noted that transcription cannot possibly be perfect because it is the 
product of a human activity In scientific research it is usual to resort to human beings 
when no instruments are available to perform a specific task Even with state-of-the art 
technology in speech recognition it is not yet possible to produce detailed records of 
speech comparable to narrow phonetic transcription Although it is not excluded that 
this will be feasible in the future, it seems that for the time being detailed transcriptions 
can be made only by individuals We have already seen that this constrains the fidelity 
of transcription since the limits of human auditory perception and of human attention 
are also the limits of transcription Below these limits, however, there may be consider-
able variation between subjects, which in turn may lead to transcription variation 
Another point that should be taken into account is that human beings are likely to 
be influenced by factors such as motivation, mood, disposition, concentration, and 
fatigue Moreover, different human beings will be influenced by these factors to differ-
ent degrees Further, it should not be forgotten that human beings are prone to make 
mistakes, which also constitutes a potential variation source Besides these sources of 
variability, which are clearly present in any kind of research in which human beings 
function as measuring devices, there are other variables that are particularly relevant to 
transcription, such as the transcriber's mother tongue, his familiarity with the language 
transcribed, his training, expenence and so on How these factors can affect transcrip-
tion will be seen in Section 4 3 Before turning to this topic, however, we will address 
the issue of transcription mistakes 
4.2 Possible mistakes in segmental transcription 
From the section on the transcription process it should be clear that transcribing 
speech is a complex activity Owing to such complexity, errors are likely to occur 
Each mistake made at any of the four stages described in Chapter 3 - perceiving, 
imitating, sensing, and coding - inevitably leads to mistakes in the following stages and 
eventually to transcription errors What we observe is the ultimate result of the process, 
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the transcripts These can reveal only the presence of errors and not at which stage the 
errors originated 
In order to establish whether a transcription contains mistakes it is necessary to 
compare it with a reference transcription, ι e one which is known to be correct The 
difficulties involved in finding such a reference transcription have already been men­
tioned in Chapter 1 and will not be reiterated here For the purpose of the present 
discussion it is sufficient to know that a reference point is required to determine 
whether a given transcription is correct or not What is needed further is a definition of 
transcription error When the observed transcription deviates from the reference tran­
scription we are in the presence of a potential transcription error However, the exact 
definition of what constitutes a transcription error very much depends on the aim of the 
transcription What are serious mistakes in one type of transcription may be completely 
irrelevant in another 
The mistakes made in the first phase of the transcription process, the perception 
stage, can be of different types and can have different origins For instance, they may 
be caused by the fact that the transcriber did not pay enough attention As a conse­
quence, he missed part of the utterance or some of its relevant properties, the latter 
being of course those required for the analysis in question By way of illustration, a 
transcriber may fail to notice that the speaker produced a nasal consonant after a 
nasalised vowel, or that an alveolar plosive was realised with some degree of 
labialisation However, he may recognise these characteristics immediately, if they are 
pointed out to him Shriberg et al (1984) found that errors of this kind are not uncom­
mon even among trained transcribers 
Another example of error is the incorrect segmentation of a stretch of speech 
Wrong segmentation necessarily leads to wrong classification (König 1988 157) and 
therefore to wrong transcription Segmentation errors arise if the transcriber makes an 
error in his first partitioning of the speech signal Such a preliminary partitioning of the 
reality to be observed appears to be at the basis of every observation In order to 
observe we need to have representations of what we are going to observe (König 1988 
157) On the basis of these representations we first organise reality into different parts 
that we then analyse in more detail Acquiring representations of phonetic segments for 
the aim of transcription is part of the transcriber's training However, if these represen-
tations are too much constrained by the transcriber's mother tongue, his first partition-
ing of the utterance and its subsequent analysis will be wrong For example, it is 
conceivable that a transcriber who is unfamiliar with languages having a palatal lateral 
sound [Α.] is led to interpret it as a sequence of lateral + glide [ l j ] , if this is more 
common in his own language (this could be the case of a Dutchman transcribing 
Italian) Further examples of 'parsing' errors are provided by Ohala (1989a, 1992), who 
considers them to be the 'seeds' of sound change 
Even if the transcriber has attended to the right properties and the stretch of speech 
has been segmented correctly, it is still possible that the individual segments are 
misperceived Misperceptions can have different causes For instance, they may be due 
to acoustic similarity between the two sounds being confused (Bond and Games 1980, 
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Miller and Nicely 1955, Ohala 1989b) or to other factors such as the referential frame­
work of the transcriber, his language background, the influence of perceptual illusions, 
reliance on expectations, the speech material etc (see Sections 4 3 and 4 4) One can 
imagine that a transcriber may perceive an [r] instead of an [R] or that he may have 
difficulty in perceiving rounded front vowels if these are not present in his mother 
tongue As a result he may assimilate them to his native phonemic categories, for 
example either to [e] or [o] m the case of [0] being pronounced Furthermore, 
transcribers may think they hear all the sounds a given utterance should contain in its 
canonical form, even though a number of them were deleted owing to increased speech 
rate 
Another potential source of transcription errors is the imitation phase Once the 
transcriber has correctly perceived the individual segments he may still fail to repro­
duce the sounds in question Such a failure could be due either to articulatory incapac­
ity (the transcriber simply cannot make the articulatory movements required) or to a 
monitoring problem (the transcriber thinks he is producing the right sound, but he is 
not) To illustrate, a transcriber may have correctly identified the Czech alveolar frica­
tive trill [ J ] and still be unable to produce it correctly Alternatively, the transcriber 
may have the impression of articulating the right sound, while in reality he produces a 
sequence of alveolar trill + postalveolar fricative, 1 e either [r J] or [Γ3] 
Even when the analysis has proceeded flawlessly up to this point, errors in the 
phase of sensing could still lead to transcription errors Sensing errors are errors made 
in reconstructing the articulatory movements made by the speaker Although the 
transcriber reproduces the sounds correctly, he does not succeed in feeling what move­
ments he is making to produce those sounds For instance, a transcriber could manage 
to produce the labial-velar approximant [w] correctly, but in checking his own articula­
tion he may fail to notice the velar component, thus interpreting the sound as a labial 
approximant ЦЗ] or as a labio-dental approximant [υ] 
Finally, transcription errors may occur because transcribers choose the wrong 
phonetic symbols This can sound very trivial, as one would expect transcribers at least 
to be able to use a limited set of symbols like the phonetic alphabet However, one 
should not forget that transcribers are human beings and, as such, likely to make any 
kind of mistakes, even the most trivial ones 
4.3 Transcriber variables 
4.3.1 Mother tongue 
It is often claimed in the literature that subjects' perception of an unknown lan­
guage is shaped by the sound system of their native language (Delattre et al 1952, 
Trubetzkoy 1971, Weinreich 1957, Frazier 1987, König 1988.) Subjects with different 
language background tum out to differ in the way in which they identify speech seg-
ments and place boundaries along some phonetic dimensions (Abramson and Lisker 
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1967, Lisker and Abramson 1967, Williams 1977, Keating 1985b, Keating et al 1981) 
The fact that speech perception appears to be mediated by the phonological categories 
of the listener's mother tongue has come to be known as 'categorical perception' More 
precisely, categorical perception refers to the fact that perception of speech stimuli 
varying along a given phonetic continuum shows abrupt changes that correspond to the 
category boundaries in the listeners' native language This phenomenon, first observed 
by Liberman et al (1957), generated a considerable amount of research and has since 
become a controversial issue among scientists (see Repp 1984, Jusczyk 1986, Massaro 
1987) Work on categorical perception has had the important advantage of indicating 
new research areas such as infant speech perception, human nonspeech perception, 
nonhuman speech perception, duplex perception, and foreign language perception 
Our intention here is not to discuss categorical perception, as this would be beyond 
the scope of this chapter, but to consider briefly some of the findings of cross-language 
studies on speech perception that might be relevant to our research aim The first 
results of this type were obtained in cross-language studies on the perception of the 
voiced-voiceless distinction in initial stop consonants It appeared that VOT series of 
speech stimuli were divided into two categories by speakers of languages with two 
voicing distinctions (English and Spanish), speakers of languages with three voicing 
distinctions (Thai), on the other hand, divided the same VOT series into three cat-
egories (Abramson and Lisker 1967, Lisker and Abramson 1967) The fact that subjects 
failed to discriminate between sounds that were not phonemic in their native language 
led the investigators to conclude that humans' speech perception capacities are modified 
by the language environment 
Additional results were later obtained also with speech contrasts other than VOT, 
such as place of articulation (Tees and Werker 1984) and manner of articulation dis-
tinctions (Goto 1971, Miyawaki et al 1975, Trehub 1976, MacKain et al 1980) 
Studies comparing perception in adults and infants show that human beings are prob-
ably bom with the ability to discriminate any possible sounds, but they loose this 
ability as they come into contact with their native language (Trehub 1976, Werker and 
Tees 1984a) 
Learning nonnative contrasts at a later time can be problematic, as has been amply 
demonstrated with Japanese subjects learning the /r/ - l\l contrast, which is not pho-
nemic in Japanese (Strange and Jenkins 1978, Strange and Dittman 1984) Although 
alternative theories have been advanced to explain the change from language-universal 
capacities (as observed in infants) to language-specific capacities (characteristic of 
adults) (see Ashn and Pisoni 1980), none of them can be said to be generally accepted 
The main point of disagreement seems to be whether this modification in perceptual 
capabilities results from a neural loss (Eimas 1975) or from a shift in attentional focus 
In the former case the process would be irreversible (Pisoni et al 1989), whereas in the 
latter reacquisition would still be possible Previous studies attesting to the extreme 
difficulty or even impossibility for subjects to perceive nonnative phonetic contrasts 
(Strange and Jenkins 1978) seemed to confirm the hypothesis of irreversibility In 
contrast, more recent findings suggest that this ability is not definitely lost, since adults 
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manage to discriminate nonnative speech sounds under certain experimental conditions 
(Aslin and Pisoni 1980, Werker and Tees 1984b) Many of the early failures appeared 
to be due to inadequacies in the training method adopted (Jamieson and Morosan 1986, 
Logan et al 1991) Moreover, there seem to be considerable differences between 
nonnative speech contrasts as to their degree of difficulty some contrasts are easier to 
learn than others It has been argued that this difference in learnibility between speech 
contrasts depends, among other things, on their relationship to the phonological system 
of the learner's native language More precisely, nonnative contrasts that can be assimi-
lated to categories existing in the native language would be more difficult to learn than 
contrasts that cannot be assimilated to the phonology of the mother tongue (Best et al 
1988, Best 1990) However, this view has been recently challenged by findings show-
ing that adults can discriminate nonnative vocalic contrasts that are assimilable to 
phonemes in the native language (Werker and Polka 1993) Even though adults' per-
formance in this study was in any case inferior to that of native speakers, it appears 
that differences in discrimination performance may be related to the nature of segments 
under investigation, irrespective of their relationship to the phonology of the mother 
tongue In particular, the influence of the native language on adults' perception would 
seem to be stronger for consonants than for vowels 
On the whole, the research reviewed so far is sufficient to cast doubt on the ability 
of phoneticians to objectively analyse unfamiliar languages Even though "the training 
of phoneticians is directed above all to liberation from the perceptual constraints 
imposed by phonological competence in any particular language" (Catford 1974 2496) 
such attempts may be not always effective, as we have seen above In other words, one 
cannot a priori exclude the possibility that, in spite of training, transcribers with differ-
ent language background will produce different transcriptions of the same utterance 
4.3.2 Familiarity with the language to be transcribed 
Much of what should fall under this heading has already been treated in the preced-
ing section The experimental findings discussed above show that correct identification 
of speech sounds is dependent on experience with those sounds Moreover, certain 
nonnative speech contrasts may be so difficult to learn that experience is not sufficient 
to achieve correct identification By way of illustration, for Japanese listeners learning 
the Ivi - /1/ distinction training appears to be effective only if it meets specific 
demands For instance, if the training stimuli are sufficiently varied (Jamieson and 
Morosan 1989, Logan et al 1991), if they are natural and are presented in a natural 
context, and if the subjects receive feedback during training (Jamieson and Morosan 
1986) It is doubtful whether the training of phoneticians for fieldwork meets such 
demands, and in any case, it cannot be so extensive to cover all sounds known to occur 
in the languages of the world This seems to suggest that good transcriptions can be 
made only by phoneticians who know the language very well It should be noted, 
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however, that knowledge of the language can raise expectations about the phonetic 
shape of the utterance to be transcribed, thus becoming a potential error source. 
4.3.3 Linguistic expectancy 
Expectations are another important source of variability in transcription, since they 
can vary from person to person. What we exactly mean by linguistic expectancy is the 
fact that transcribers may be tempted to transcribe what they expect to hear on the basis 
of their knowledge, rather than what they actually hear (Witting 1962; Oiler and Eilers 
1975). The reasons why transcribers should rely on their expectations, even when they 
know that they can be misleading, are not well understood. Moreover, we saw in the 
preceding chapter that it is not even clear whether subjects are conscious of using 
higher-order knowledge rather than purely sensory information. 
Expectations derive from knowledge. Since knowledge can be of various kinds, 
expectations will have diverse origins. Notorious sources of expectations in transcrip­
tion are: 
- spelling: the transcriber is influenced by the written form of the utterance. For 
instance, we observed that some of our Dutch transcribers tended to transcribe the 
voiceless postalveolar fricative [J] as [sj], which conforms to the Dutch spelling rules. 
Other examples, concerning the influence of spelling on transcriptions of English 
dialects, are provided by Bothe (1971: 41-42). 
- phonotactics: the transcriber is influenced by his knowledge of phonotactic con­
straints. Massaro and Cohen (1983) have shown how the identification of a test conson­
ant is dependent on knowledge of the possible consonant sequences in the language. 
Subjects were more likely to report hearing /r/ after Iti than after /s/. As a matter of 
fact, in English Ivi can be preceded by Iti, but not by Is/. 
- semantics: the transcriber attaches a meaning to the utterance and transcribes accord­
ingly. Notice that correctness or incorrectness of meaning interpretation are not directly 
related to correctness or incorrectness of transcription: guessing the right meaning does 
not ensure transcription accuracy, just like wrong interpretation of the meaning of the 
utterance does not necessarily imply that the transcription is wrong. By way of illustra­
tion, if the transcriber knows the meaning of the utterance, he may fail to notice some 
of its segmental characteristics, for example that 'would you' was realised as [w и а з 
и]and not as [ w и d j u] (Gimson 1970: 296). On the other hand, the transcription 
[ s э υ ι rj ] will be correct in any case, regardless of whether the word pronounced 
was 'sewing' or 'sowing'. 
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4.3.4 Training 
From the description of the transcription process presented in the preceding chapter 
it appears that transcribing speech requires several skills For instance, a transcriber has 
to become sensitive enough so as to be able to capture all the phonetic facts that may 
be relevant to linguistic analysis In Section 4 3 1 we saw that this can be difficult in 
certain cases Research by Jamieson and Morosan (1986, 1989), and Logan et al 
(1991) has shown that the training method plays a decisive role in learning to perceive 
nonnative speech sounds 
Furthermore, it is important that transcribers learn to reproduce the sounds they 
hear and to feel the movements they make when producing the sounds This is especial-
ly necessary for transcribing unknown sounds, as in this case the matching between 
sounds and transcription symbols may be less straightforward Catford and Pisoni 
(1970) have demonstrated the importance of training technique in learning to produce 
and discriminate exotic sounds In particular, they found that subjects who had received 
purely auditory training performed worse, both in production and in identification tests, 
than subjects who had learned to silently articulate the sounds 
It is conceivable that the degree to which transcribers master the various skills and 
the type of training they have received will account for variation in transcription As 
explained in Chapter 1, this was indeed the case in the experiment reported by 
Ladefoged (1960) The same vowels were judged differently by phoneticians of the 
British tradition and by phoneticians who had received a different training In addition, 
differences were observed between phoneticians of the Edinburgh school and those of 
the London school 
4.3.5 Experience 
Even transcribers who have received the same training can differ in the degree of 
experience they have had in transcribing speech Moreover, degree of experience can be 
intended either quantitatively, if it refers to the amount of material transenbed, or 
qualitatively, if emphasis is placed on the variety of the material transenbed On the 
basis of previous research findings (Witting 1962, Jamieson and Morosan 1986, Pisoni 
et al 1989), it is to be expected that degree of experience, both quantitative and quali-
tative, will have an effect on transcription performance 
4.3.6 Auditory acuity 
Even within the boundaries of normal hearing, subjects can differ from each other 
in auditory sensitivity Transcribers with higher auditory acuity will probably be able to 
capture more phonetic details than those with lower sensitivity, which, in turn, will 
account for variation between transcriptions of the same speech utterance 
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4.4 Speech variables 
Intrajudge and interjudge variability in phonetic transcription may also be ascribed 
to the type of speech material being analysed For different reasons, as will be seen 
below, some speech samples may tum out to be easier to transcribe than others, thus 
causing less variation Just as we saw with the transcriber variables, the factors to be 
discussed here can also be interrelated so that treating each of them in isolation may 
sometimes be difficult Moreover, speech variables can interact with transcriber vari-
ables, thus causing an even more complex pattern 
4.4.1 Length of the utterance transcribed 
Pickett and Pollack (1963) have shown that increasing the length of speech excerpts 
improves word intelligibility It should be noted, though, that what holds for word 
intelligibility does not automatically extend to phonetic transcription Varying the 
length of the speech fragment to be transcribed implies variation of two other important 
factors attentional focus and presence of context While short fragments make it 
possible to concentrate one's attention on less speech material, they also provide less 
contextual information Conversely, long fragments contain more context, but also more 
material to be analysed Which of these two situations most contributes to transcription 
accuracy is an open question To find an answer we need to know more about the 
effect of the two above-mentioned variables on transcription performance 
On the basis of results obtained in perception experiments, attentional focus is 
expected to have a positive effect on transcription accuracy (Samuel and Ressler 1986) 
As already noted, things are less clear when it comes to considering the effect of 
context (see section on linguistic expectancy) In the preceding chapter we have seen 
that word recognition can be accomplished without an exhaustive analysis of the 
acoustic input In this case the presence of contextual information can only be advan-
tageous, since it speeds up and facilitates word recognition In phonetic perception and 
phonetic transcription things are slightly different On the one hand, the presence of 
contextual information has often been invoked to explain the extreme efficiency with 
which phonetic perception is accomplished On the other, context has just as often been 
shown to give rise to perceptual illusions (Warren 1970, Samuel 1981a, 1981b) thus 
implying that it can be detrimental to transcription accuracy Moreover, the answer to 
the question posed above will probably depend on other variables concerning the 
speech material such as language variety and speech style, but also on factors regarding 
the transcriber like influence of expectations, training, and experience 
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4.4.2 Language variety 
The amount of variation observed in transcription can also be a function of the 
language or language variety transenbed In a previous section we have seen that the 
subject's degree of familiarity with the language can have an effect on transcription 
variation Here we consider the effect of the language under study independently of 
how well the transcriber knows it As a matter of fact, it is conceivable that certain 
languages or language varieties are easier to transcribe than others and therefore likely 
to cause less variation In other words, it is possible that different variation indices are 
obtained when the same transcriber is asked to transcribe two equally unknown lan-
guages Unfortunately, we can only make suppositions about the possible effect of 
language variety since no cross-linguistic data are available on transcription variation 
4.4.3 Speech style 
Another important variable concerning the material to be transcribed is speech 
style Stylistic variations are generally interpreted as variations in the degree of formal-
ity of speech The determinants of such variations have been studied especially by 
sociohnguists While early accounts of style shift placed emphasis exclusively on the 
role of monitoring in speech production (Labov 1972), more recent studies have shown 
that variables such as the audience can have an even greater influence than monitoring 
on intraspeaker variation (Bell 1984) 
For the purpose of the present discussion it is not instrumental to know what 
factors lead to style variations, but rather what these variations consist in Speech 
samples of differing degrees of formality usually differ with respect to wording, syntax, 
phonology, prosody, speaking rate, articulation accuracy, and the presence of hesitations 
and pauses (Koopmans-van Beinum 1980, Levin et al 1982, Van Bergem and 
Koopmans-van Beinum 1989) Although all these factors contribute to the distinction 
between the various styles, some of them seem to be more relevant from the point of 
view of phonetics and in particular of phonetic transcription For example, it seems 
reasonable to assume that various degrees of articulation accuracy, different speaking 
rates, and different postlexical phonological processes are likely to affect phonetic 
transcription more than factors such as the choice of words or the syntactic structure 
Furthermore, it should be noted that although reduced articulatory precision and 
postlexical phonological processes are often the consequences of increases in speech 
tempo, this needs not be always the case 
It is to be expected that precision of articulation will contribute to transcription 
accuracy Specifically, transcriptions of carefully articulated speech fragments should be 
more accurate and therefore exhibit less variation than transcriptions of slurred speech 
Speaking rate also appears to be an important factor although its potential effects are 
less straightforward As a matter of fact, this factor turns out to have no considerable 
effect on word intelligibility Pickett and Pollack (1963) and Pollack and Pickett (1963) 
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found that although word intelligibility increased with the length of the speech excerpts, 
for fragments of equal length word intelligibility was independent of speaking rate 
According to the two authors this is due to a trading relation obtaining between 
articulatory precision and number of speech sounds at a high speaking rate articulation 
is less careful, but more words can be uttered in a given time so that more context is 
available, conversely, if rate of utterance is low, articulation can be more precise, but 
fewer sounds can be pronounced We have already observed, though, that results 
pertaining to word intelligibility do not necessarily generalise to phonetic transcription 
In other words, although speaking rate has no effect on word intelligibility it may 
nonetheless tum out to affect phonetic transcription In fact, on the basis of what has 
been said in Section 4 1 and in the previous chapter, there are reasons to assume that 
the factor 'amount of context' might have differential effects on word intelligibility and 
segmental transcription The presence of contextual information is advantageous for 
word intelligibility but not necessarily for transcription If it turns out that contextual 
information has a negative effect on transcription accuracy, then it is clear that the 
trade-off hypothesis will not hold for transcription As a consequence, speaking rate 
may be expected to influence transcription accuracy in such a way that at higher rates 
of speech transcribers perform more poorly than at lower speaking rates 
Together with rate of speech and articulatory precision, postlexical phonological 
processes were mentioned as an additional variable defining different speech styles 
Informal speech is usually characterised by the application of postlexical rules that do 
not normally apply in formal speech In part this is due to the different speaking rates 
associated with the different styles The potential effect of style differences on tran­
scription accuracy should be considered in relation to linguistic expectancy It may be 
argued that, owing to the application of postlexical rules, informal speech comes less 
close to what subjects can expect on the basis of their knowledge of spelling and 
phonotactics than does formal speech Indeed, high speaking rates can even give rise to 
sound sequences that violate the phonotactic constraints of the language (Nespor and 
Vogel 1986 23), resulting in pronunciations such as [p t ι к j э 1э ] and [k m f j 
u : z ] for particular' and 'confuse' (Nolan and Kerswill 1990 305) If transcribers do 
rely on linguistic expectations, a difference in degree of accuracy should be observed 
between transcriptions of formal speech and transcriptions of informal speech Alterna­
tively, if transcribers are not subject to the influence of linguistic expectancy such a 
difference should not be there 
4.4.4 The segmental make-up of the speech material 
Another possibility that should be reckoned with is that the degree of accuracy 
achieved in transcription can vary as a function of the overall composition of the 
material transcribed There are various reasons why the segmental make-up of the tran­
scribed corpus can be influential Firstly, because there may be differences between 
speech sounds with respect to transcnbabihty some sounds may be easier to transcribe 
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than others As a matter of fact, there are indications that perception of certain speech 
sounds is easier (Delattre et al 1952, Peterson and Barney 1952, Suen and Beddoes 
1972) or less shaped by the phonology of the mother tongue (Werker and Polka 1993) 
To explain differences in identifiability some researchers have invoked the notion of 
perceptual salience Stevens and Key ser (1989) have shown how certain features or 
feature specifications can conspire to achieve maximal sahency The fact that the 
segments resulting from the most salient feature combinations are those known to be 
the most frequent in the languages of the world (Maddieson 1984) is used by the two 
authors to support the view that these feature combinations are the most perceptually 
distinctive 
It is to be expected that if certain sounds are more easily perceived, they will also 
be more easily transcribed, which should result in higher agreement indices, and there-
fore less variation, for transcriptions of these sounds However, it should be noted that 
on the basis of the findings available so far it is not possible to determine a universal 
rank ordering of speech sounds with respect to identifiability Similarly, it is not poss-
ible to establish a prion which segments are easier to transcribe Although various 
authors (Witting 1962, Shockey and Reddy 1974, Shriberg and Lof 1991) have found 
that the degree of transcription agreement vanes for the different segments or classes of 
segments, their findings are not consonant with respect to the ordering of the various 
speech sounds 
Furthermore, identifiability and, by implication, transcnbabihty of speech sounds 
can be affected by the phonetic context Considerable research efforts have been 
directed to investigating how the perception of phonetic segments is influenced by the 
nature of the surrounding segments, for instance by means of expenments on 
Preperceptual Auditory Storage (PAS) and forward and backward masking (Massaro 
1975b) Strange et al (1976) have advanced the hypothesis that speech sounds, in 
particular vowels, are perceived more poorly when they are presented in isolation than 
when they are embedded in a consonantal context (cf Macchi 1980) Moreover, it is 
now established that the same segment can give rise to different percepts depending on 
which segments precede or follow it Such local-context effects are amply descnbed in 
a series of studies by Mann and Repp (Mann 1980, Mann and Repp 1980, Mann and 
Repp 1981, Repp 1982, Repp and Mann 1982) Neighbouring segments are also 
important in that they provide information about the temporal structure of the speech 
material This information appears to be highly valuable for perception of phonetic 
contrasts based on temporal cues such as duration or rate of spectral change An exten-
sive review of these effects is provided by Miller (1981) 
Besides local context effects there can be influences from the remote phonetic 
environment The latter is particularly important with respect to the possibility of 
making comparisons between different sounds or between different realisations of the 
same sounds That the identification of a specific speech sound is partly determined by 
its relationship to other sounds has been known for a long time Joos (1948) already 
maintained that the identification of a vowel partly depends on the relationship between 
its formant frequencies and those of other vowels uttered by the same speaker This 
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view is confirmed by Ladefoged (1967) Further evidence attesting to the relative 
nature of vowel labelling is provided by Ladefoged and Broadbent (1957) In an experi-
ment on identification of synthetic vowels, these authors demonstrated that systematic 
variations in the first and second formant frequencies of an introductory sentence lead 
to systematic variations in the perceived phonetic quality of the vowel in the word 
following the sentence Fry et al (1962) also found that the phonetic quality of a vowel 
is judged with reference to that of other vowels immediately preceding it 
Comparisons between phonetic segments are known to give rise to contrast effects 
Contrast effects result from the subjects' tendency to assign a given speech sound to a 
category different from that of preceding stimuli Examples of contrastive judgements 
can be found in Crowder (1981) and Repp and Liberman (1987) 
The relative frequency of occurrence of the different speech sounds can also be 
seen as a potential source of variation For example, it is conceivable that if a sound is 
very common in the language under study, the transcriber will pay less attention to it 
Further, if a given sound is very frequent in the material, the transcriber might be 
tempted to rely on his analysis of the first few realisations without paying excessive 
attention to each single token (König 1988 169) As a result, early realisations would 
stand a better chance of being transcribed correctly than those appearing later in the 
corpus Conversely, the extremely high frequency of certain sounds could lead to a sort 
of 'overdifferentiation' for those segments The effect would be that properties that 
would normally not be taken into account are now attended to and noted in the tran-
scription 
4.5 Summary 
In this chapter we have taken a closer look at a number of factors that can affect 
the fidelity of segmental transcription In Section 4 1 we have discussed some of the 
constraints inherent in phonetic transcription, which necessarily lead to discrepancies 
between the original utterance and the transcription or between distinct transcriptions of 
the same utterance In Section 4 2 we looked at various kinds of mistakes that can be 
made in transcribing speech In each of the four phases identified in the transcription 
process it is possible to make mistakes that will have consequences for the subsequent 
stages and eventually for the fidelity of the transcription 
In Section 4 3 a number of sources of transcription variability were examined that 
are related to the subjects making the transcriptions On the basis of findings obtained 
in various studies on categorical perception, infant speech perception, and second 
language learning we considered how different transcriber variables can be expected to 
affect phonetic transcription Finally, in Section 4 4 we went on to discuss other 
sources of variation that concern the speech material to be transcribed Again results 
from different lines of speech research were used as a basis for formulating expecta-
tions about the influence of these factors on phonetic transcription 
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This chapter aimed at a general presentation of the most important factors that can 
potentially affect phonetic transcription. In Chapter 6 it will become clear which of the 
factors discussed here were eventually chosen as independent variables in the present 
investigation. Moreover, it will be seen how a number of operational hypotheses about 
the influence of these variables on phonetic transcription were derived from the general 
expectations presented here. 
5. Towards a metric for transcription evaluation 
5.0 Introduction 
In the preceding chapters we have considered segmental transcription from different 
viewpoints In Chapter 1 we saw how transcription has been used over the years in 
linguistics and also how quickly researchers discovered its shortcomings as a research 
tool Chapter 2 dealt with various types of phonetic notation and specifically with the 
most used system of phonetic transcription, ι e the IPA Special attention was paid to 
the characteristics of this alphabet and to the question concerning the degree of detail to 
be recorded in transcription Chapter 3 focused on the process underlying segmental 
transcription and on its relationship to speech perception Research findings concerning 
speech perception were used to support the view that a transcription cannot be an 
objective bottom-up analysis of a given speech signal Further evidence attesting to the 
extreme variability of speech perception and, by implication, of transcription was 
presented in Chapter 4, where a brief overview of potential variation sources in 
segmental transcription was also provided Although each of these chapters considered 
transcription from a different angle, they all aimed at underlining the complexity of 
segmental transcription and its propensity to vary as a function of numerous factors 
As has already been mentioned in previous chapters, there is a substantial body of 
literature in which transcription is used as a research instrument and there are also 
several studies that point out the variability of transcription (see Chapter 1) However, 
relatively few efforts have been directed to the systematic study of transcription vari­
ation This is surprising if we consider that the need for "more extensive and better 
controlled research" on the value of auditory analysis of speech sounds had been 
emphasised as early as 1938 (Henderson 1938 354) and it is still felt today (Vieregge 
1987, Shriberg and Lof 1991) So, one may wonder why transcription variation has not 
received the attention it apparently deserves In Section 3 0 we speculated that this 
might have to do with the fact that neither linguists nor psycholinguists considered 
phonetic transcription as a process to be investigated in its own right The former 
viewed transcription essentially as a research instrument, while the latter probably 
thought it was too far removed from the normal processes of language comprehension 
However, we think that another factor that may account for the relative want of system­
atic investigations of transcription variability is the methodological complexity inherent 
in this kind of research Getting a better understanding of the contribution of the 
different factors to transcription variation requires a quantitative approach In other 
words, it is necessary to quantify the magnitude of difference between transcriptions, in 
order to determine how this varies as a function of the factors under investigation 
The idea of a metric for transcription assessment is not new in the literature As a 
matter of fact, this topic has received considerable attention, especially from researchers 
studying communicative disorders In Section 1 2 we noted that in speech pathology 
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transcription is employed to represent deviant speech Since the transcriptions are used 
as a basis for therapy and for treatment evaluation, many efforts in the study of com-
municative disorders have been directed to developing adequate methods for checking 
the objectivity and accuracy of transcription data This implies, among other things, 
developing a measure of transcription similarity or difference It turns out, though, that 
the measures usually employed in speech pathology are not completely satisfactory and 
that improving them is extremely difficult, as will be explained in the rest of this 
chapter Therefore, it is conceivable that the presence of methodological complexities 
discouraged researchers from undertaking systematic investigations into the nature of 
transcription variation 
The research reported on in this thesis attempted to do just this Now that sufficient 
evidence had been provided for the variability of transcription, there was a clear need 
for a systematic study of the pattern of variation This seemed especially necessary in 
view of the fundamental role played by transcription in different linguistic disciplines 
In normal research practice transcriptions are made under all sorts of circumstances 
For instance, it is not unusual that the speech material is of a very bad quality (poor 
recordings, presence of background noise etc ) or that the transcriber has to work in a 
noisy environment Furthermore, investigators may have to transcribe whole utterances 
in an unknown language or dialect, or just very short fragments or sequences of sounds 
In certain cases the speech material may be clearly articulated, while in others articula-
tion may be extremely sloppy Considering that all these variables will affect transcrip-
tion, it seems extremely useful to try at least to understand how much each variable 
contributes to the ultimate result 
As was to be expected, in this attempt we were faced with the methodological diffi-
culties alluded to above Since these formed an important aspect of our research, they 
will be dealt with in detail in the present chapter In Section 5 1 agreement and reliabil-
ity will be discussed once more Terms such as objectivity, accuracy, stability, and 
consistency are often mentioned in psychometncs books as being the requirements any 
set of data should meet These characteristics are generally subsumed under two labels 
reliability and validity In Chapter 1 we have already discussed these two notions with 
respect to segmental transcription We have also considered the difference between 
reliability and agreement and have concluded that many studies on the value of tran-
scription in reality concern agreement rather than reliability Here agreement and 
reliability are examined in more detail, because they are the notions most commonly 
used with regard to transcription data Moreover, a clarification of the precise meaning 
of these two concepts seems all the more necessary, in view of the lack of terminologi-
cal consensus in the literature Agreement and reliability are used in different ways by 
different authors or are simply treated as synonyms (Kelly 1977, Hopkins and Hermann 
1977, Hartmann 1977, McReynolds and Kearns 1983, Kearns and Simmons 1988) 
Attempts to solve the confusion in terminology do not appear to have been very suc-
cessful (Suen and Ary 1989 101-129) The definitions of agreement and reliability 
presented here are in line with those adopted in Tinsley and Weiss (1975), Mitchell 
(1979), and Rietveld and Van Hout (1993) 
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After having clarified the terminology, we will go on to examine the kind of 
transcription agreement indices that are usually reported in the literature (Section 5 2) 
In Section 5 3 we will explore the possibility of constructing a more refined metric for 
transcription assessment Finally, Section 5 4 contains a summary of the present chap­
ter 
5.1 Agreement and reliability 
In Chapter 1 it was pointed out that agreement and reliability indicate different 
properties of a set of data While agreement indicates to what extent a number of 
objects are given identical ratings by different subjects, reliability reflects the degree to 
which the relationships between the different objects are judged in the same way by the 
subjects By way of illustration, let us suppose that three judges are asked to rate the 
degree of intelligibility of six speech fragments on a 5-point scale We consider the 
three hypothetical situations represented in Table 5 1 
Table 5 1 
Different levels of agreement and reliability for hypothetical 
intelligibility scores (after Tinsley and Weiss 1975 359) 
speech 
frag m 
a 
b 
с 
d 
e 
f 
χ 
Situation 1 
high agreement 
high reliability 
Judge 
A B C 
1 1 1 
2 2 2 
2 2 2 
3 3 3 
4 4 4 
5 5 5 
28 28 28 
Situation 2 
low agreement 
high reliability 
Judge 
A B C 
1 2 3 
1 2 3 
2 3 4 
2 3 4 
3 4 5 
3 4 5 
2 3 4 
Situation 3 
high agreement 
low reliability 
Judge 
A B C 
3 2 2 
3 2 3 
2 3 2 
3 3 2 
2 2 3 
3 3 4 
27 25 27 
In situation 1 both agreement and reliability are high the judges assign equal 
ratings to each of the fragments and also order the fragments in the same way with 
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respect to their degree of intelligibility (in this specific case the fragments are in an 
order of increasing intelligibility from a to f) In situation 2 agreement is low because 
each fragment receives different ratings from the three judges However, the judges still 
agree on the ordering of the fragments (also in this example intelligibility increases 
from fragment a to fragment f) In other words, the judges detect the same differences 
in intelligibility among the six fragments Therefore, reliability is said to be high In 
situation 3 agreement is high because each speech fragment is assigned very similar 
ratings by the three judges By contrast, reliability is low because all judges assign 
similar ratings to all objects In other words, they do not detect clear-cut differences in 
intelligibility between the speech fragments As a result, variability is low in this set of 
data Recall that reliability was defined as the proportion of the observed variance 
which is due to variance in the true scores It follows that if there is small variability in 
the scores, while the speech fiagments are known to differ with respect to intelligibility, 
reliability will be low 
To sum up, agreement concerns the absolute values of the ratings, whereas reliabil­
ity represents to what extent they vary in the same way or, put otherwise, 'the degree 
to which the ratings of different judges are proportional when expressed as deviations 
from their means' (Tinsley and Weiss 1975 359) This brings us to another important 
difference between agreement and reliability, ι e the level of measurement of the 
variables involved Since the definition of reliability is based on the notion of 
proportionality, determining reliability presupposes at least an interval level of measure­
ment Although exceptions can be made for certain types of ordinal variables (Tinsley 
and Weiss 1975 361), for nominal variables reliability cannot be established At the 
nominal level of measurement objects are assigned to a number of mutually exclusive 
classes for which only statements of equality or difference can be made If no quantitat­
ive differences exist between the categories it is not possible to speak of deviations 
from the mean or proportionality This means that reliability cannot be determined 
Agreement, on the other hand, does not require any specific level of measurement and 
can therefore be established for every type of variable 
From the foregoing discussion it can be concluded that the term reliability does not 
make much sense with respect to transcription The speech sounds the phonetic symbols 
stand for constitute a nominal variable They can either be the same as or different 
from each other, while ordering is possible only in a limited number of cases (Ashby 
1990) Given that observations about transcriptions are not amenable to interpretation in 
terms of mean, deviation from the mean, and variance, reliability cannot be calculated 
As a matter of fact, the reliability indices reported in studies of communicative dis­
orders or language acquisition are actually agreement indices (Shriberg 1972, Shnberg 
et al 1984, Shriberg and Lof 1991, Otomo and Stoel-Gammon 1992, Morrison and 
Shriberg 1992) 
It should be noted, though, that if speech sounds are analysed in terms of distinc­
tive features, as will be seen in the following sections, an ordering can be established 
according to some of these underlying properties As a matter of fact, a multidimen­
sional relationship seems to obtain between speech sounds In Section 5 2 it will be 
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explained that there are reasons to assume that two sounds (or symbols) may be more 
similar than two other sounds On the basis of such observations one could quantify the 
difference between the various speech sounds, thus making it possible to assign weights 
to the different disagreements between phonetic symbols In this case statements of 
proportionality would be allowed (Tinsley and Weiss 1975 371) This would seem to 
suggest that reliability can in theory be established for transcription data 
However, there is another important reason why this is not possible, which will be 
explained by means of the following example Suppose we ask the same two subjects 
to judge the degree of intelligibility of seven speech fragments (Case A) and to tran­
scribe the Dutch word 'economie' ('economics') (Case B) The following data are 
obtained 
Case A intelligibility ratings 
Subject 
1 
2 
1 
1 
2 
Speech fragment 
2 3 4 5 6 
4 2 5 1 3 
3 3 4 2 2 
7 
5 
6 
Case В transcriptions 
Subject 
1 
2 
1 
[e 
[ε 
2 
к 
к 
Phonetic 
3 
О 
θ 
4 
η 
η 
symbol 
5 6 
ο m 
э m 
7 
ι ] 
ι ] 
In Case A we may want to determine whether the two subjects assigned similar 
scores to the same speech fragment In our example this means that we compare the 
scores vertically Alternatively, we may want to know whether the two subjects detect 
the same differences in intelligibility between the speech fragments In this case it is 
important to compare the scores also in the horizontal dimension, to establish whether 
the difference discerned by Subject 1 between fragment 1 and fragment 2 is comparable 
to the difference detected by Subject 2 between the same two fragments As explained 
above, if the differences are comparable, ι e the scores covary, reliability is said to be 
high 
Similarly, in Case В we may also want to compare the subjects' responses along 
the vertical dimension, to determine whether they used the same phonetic symbol for a 
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given speech sound However, in general we are not interested in comparing the 
responses along the horizontal dimension Of course it would be possible to compare 
each phonetic symbol with the following one and calculate the difference between 
them Dissimilarity values of this kind would make little sense, though The point is 
that in Case A we know that if the first response is 2 and the difference between the 
first and the second response is 1, the second response must be 3 In Case B, on the 
other hand, this does not apply If the first response is [ε] and the difference between 
the first and the second response is 2, we still do not know what the second response 
is It could be any of the sounds whose distance to [ε] is 2 So, the essential difference 
between Case A and Case В seems to be that while the responses in Case A can be 
meaningfully ordered along one dimension, this is not possible for the responses in 
Case В It follows that the notion of reliability should not be used in connection with 
transcription data 
On the basis of the arguments adduced above, the term transcription reliability will 
be avoided in the rest of this book Terms such as degree of consistency, degree of 
similarity, intratranscnber and intertranscriber agreement, will be used instead Having 
established that only agreement indices are calculated for transcription data, it is now 
opportune to take a closer look at the indices commonly reported in speech pathology 
literature and see what they exactly express 
5.2 Agreement indices for transcription data 
The kind of transcription agreement indices presented in much of the speech 
pathology and language acquisition literature (Amorosa et al 1985, Pye et al 1988, 
Shriberg and Lof 1991, Otomo and Stoel-Gammon 1992) are generally calculated by 
means of an item-by-item comparison procedure The agreement statistic thus obtained 
is known under the name of percentage agreement or point-by-point agreement and is 
computed by the following formula 
number of agreements
 1 ( V 1 B , 
percentage agreement = ¿— χ 100% 
number of disagreements+number of agreements 
Given that percentage agreement is the most widely used index of agreement for 
phonetic transcription, it seems worthwhile to discuss it m some detail Although a 
complete review of its advantages and disadvantages would be beyond the scope of this 
chapter, it may be interesting to discuss some of the problems that may arise when this 
statistic is employed for phonetic transcription 
In calculating percentage agreement for transcription data, two transcriptions are 
compared symbol by symbol For each symbol pair it is determined whether there is 
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agreement or not (the symbols are identical or not) This procedure is usually applied 
separately to vowels and consonants and in certain cases even to diacritics Sometimes 
further distinctions are made based on the position of the sound in the word For 
example, agreement indices may be calculated separately for initial, medial, and final 
sounds (Shnberg and Lof 1991) 
The fact that in this procedure transcription symbols are compared pairwise presup­
poses that the two transcriptions contain the same number of symbols A legitimate 
question at this point would be what happens when the two transcriptions do not 
contain the same number of symbols9 This is certainly not far-fetched, as it is very 
well possible that, owing to the influence of the factors discussed in Chapter 4, one of 
the transcribers omits or inserts one or more symbols As a result, the two strings of 
symbols will not be equally long In this case it has first to be determined which 
symbol(s) has/have been deleted in one string or inserted in the other, depending on the 
point of view This sounds very elementary, but turns out to be important for the 
comparison procedure Point-to-point agreement is computed by comparing correspon­
ding elements, that is symbols describing the same articulatory event It follows that 
before two strings of symbols can be compared they have to be aligned, ι e each 
symbol in string A has to be matched with the corresponding symbol in string В This 
is easy when there are no deletions or insertions In this case the two transcriptions 
contain the same number of symbols, and in aligning them one just follows the sequen­
tial order However, if there are deletions or insertions one cannot follow the sequential 
order because this would result in very low agreement percentages This point can be 
better illustrated by means of an example Let us consider the following two transcrip­
tions of the Dutch word 'eindelijk' ('at last') 
Tl [c η d 1 γ к] 
T2 [ε η 1 э к] 
As we can see, Tl contains six symbols and T2 only five From the third position 
onwards, the two transcripts differ in all successive elements In this case the agreement 
percentage would be very low (2/(4+2)=0 33) and one would wrongly conclude that the 
two transcriptions are considerably different To avoid such mistakes, one should first 
find the right correspondence between the symbols in Tl and those in T2, as shown 
below 
1 2 3 4 5 6 
Tl [c η d 1 γ к] 
T2 [ε η 0 1 э к] 
As appears from the above alignment, a null symbol has been inserted in the 
position corresponding to the deleted symbol Apart from the two mismatches d - 0 and 
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γ - э , the two transcriptions are rather similar and the agreement score obtained with 
this alignment is higher than the previous one 4/(2+4)=0 66 For the computation of 
percentage agreement deletions and insertions are either considered as disagreements, as 
done above, or are excluded from the analysis (Amorosa et al 1985) The latter 
approach has clearly the effect of inflating the percentage of agreement obtained 
Finding the right correspondence between strings of phonetic symbols is less 
straightforward than it might seem at first sight Although this aspect of the comparison 
procedure is hardly mentioned in the literature, we think it is an important stage that 
deserves more attention In the following chapter string alignment will be discussed in 
more detail 
One of the drawbacks of percentage agreement is that it can be inflated by chance 
agreement When addressing this issue, researchers usually mention one of the possible 
effects of chance agreement, ι e the fact that percentage agreement is influenced by the 
percentage of occurrence of a given event The reason why attention is paid to this 
aspect of chance agreement is probably that percentage agreement is generally 
employed in observational research for dicholomous responses For instance, it is used 
to indicate how often two researchers agree on the occurrence or nonoccurrence of a 
previously specified behaviour In this kind of situations percentage agreement can be 
very high if the percentage of occurrence of the behaviour in question is either very 
high or very low In the mid-range, on the other hand, inflation by chance agreement is 
limited (Suen and Ary 1989) 
However, there is another way in which percentage agreement can be affected by 
chance agreement, which is sometimes overlooked As a matter of fact, in the case of 
multivalued variables, the percentage of agreement is dependent on the number of 
classification categories involved In general, percentage agreement decreases as the 
number of categories increases When two judges are asked to assign a number of 
objects to certain categories, the chance of the judges agreeing with each other will 
decrease as the number of categories increases (Rietveld and Van Hout 1993) An 
example may clarify this point Two phoneticians are asked to judge 20 speech sounds 
twice The first time they have to say whether the sound in question is an /r/ or an 111, 
whereas the second time they can choose among the following four categories [r], [R], 
[1], [i] Let us consider what the chances are that the two phoneticians completely 
agree in the two situations 
Possible outcomes 
Case 1 r - r г - l 1 - r 1 - 1 
Case 2 r - r Γ - R г - l r - i R - r R - R R - 1 R - Ì 
1 - r 1 - R 1 - 1 l - i i - r l - R l - l i - i 
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The probability of obtaining complete agreement by chance is 2/4=0 50 in case 1 and 
4/16=0 25 in case 2 Let us now suppose that two phoneticians have judged the 20 
speech samples in the two cases as follows. 
phonetician 2 
Case 1 
phonetician 1 
/r/ /1/ 
/r/ 
¡M 
8 
3 
11 
2 
7 
9 
10 
10 
20 
Case 2 
phonetician 1 
[ r ] [R] [1] [1] 
[r] 
phonetician 2 [R] 
[1] 
[1] 
If we now calculate percentage agreement (P), we obtain the following values. 
4 
2 
6 
1 
3 
1 
4 
1 
2 
3 
6 
6 
5 
4 
4 
7 
20 
Case 1. Ρ = 
15 
5 + 15 
χ 100% = 75% 
Case 2: 
15 
5+15 
χ 100% =75% 
In both cases the two phoneticians agree 75% of the times Quite clearly this index 
does not take account of the difference in chance agreement between the two cases To 
overcome this difficulty alternative agreement indices have been developed which 
discount chance agreement (Tinsley and Weiss 1975) One such index is the kappa 
coefficient presented in Cohen (1960) The general formula for kappa is 
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Po-Pe 
I-Pe 
Where Po = observed percentage of agreement 
Pe = percentage of agreement expected by chance alone 
Pe is defined as the sum over the agreement diagonal of the joint probabilities of the 
marginal proportions In the two cases above Pe would be 
о И 10 9 10 „
e Case 1 « = — * — + — x — =0.5 20 20 20 20 
5 6 4 5 4 3 7 6 . _ . Case 2 Pe = — χ — + — χ — + — χ — + — χ — = 0.26 
20 20 20 20 20 20 20 20 
If we calculate kappa for the two cases presented above, we obtain 
0.75-0.5 0.25 _ . 
Case 1 K = = = 0.5 
1-0.5 0.5 
0.75-0.26 0.49 _ , , Case 2 * = = = 0.66 
1-0.26 0.74 
As we can see, correction for chance agreement leads to different agreement indices 
for the two cases The kappa index clearly reflects the fact that complete agreement for 
15 cases out of 20 is more significant when there are four categories rather than two 
Since kappa gives a more realistic indication of the degree of agreement, it seems 
natural to ask why transcription investigators still use percentage agreement instead of 
kappa The reason lies in the problems involved in computing chance agreement (Pe) 
for phonetic transcription One of the conditions for the application of kappa is that the 
categories be independent So, when two phoneticians are asked to identify as [r], [R], 
[1], or [ì], a number of speech sounds that are presented at random, each of the four 
categories stands equal chances of being selected each time In phonetic transcription, 
on the other hand, the transcriber hears one speech fragment which has to be segmented 
into different parts It is obvious that there are interdependencies between the different 
segments and therefore between the different categories This means that in this case Pe 
could not be computed as was done above, because the categories are not independent 
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At this point the reader will probably wonder about the utility of this digression on 
the kappa coefficient given that it cannot be employed for phonetic transcription The 
reason for introducing kappa was to draw attention to the issue of chance agreement 
The importance of chance agreement for phonetic transcription becomes apparent when 
we compare transcriptions of differing degrees of detail, for instance broad and narrow 
transcription It is obvious that chance agreement will be higher for broad transcription 
than for narrow transcription since the latter involves a greater number of categories 
Although chance agreement cannot be easily computed for phonetic transcription, 
this does by no means imply that its possible impact should be completely disregarded 
The latter seems to be the case, though, in certain studies of communicative disorders 
For example, Henderson (1938) calculated two types of percentage agreement for the 
same data One index indicated whether the transcribers agreed on the correctness or 
incorrectness of the transcribed speech sounds, whereas the other one showed to what 
extent the transcribers had recorded the same sounds The author concluded that the 
degree of agreement was considerably higher (above the commonly accepted standard 
of 75%) in the first case than in the second This is precisely what one would expect 
on the basis of chance agreement, since there are only two categories (correct or 
incorrect) m the first case and many more in the second Similarly, in comparing 
agreement percentages for broad and narrow transcription Shriberg and Lof (1991 
254 256) fail to mention that in broad transcription a greater part of agreement is due 
to chance agreement than in narrow transcription In their study 41 basic symbols were 
used in broad transcription, while in narrow transcription 35 diacritics were available 
over and above the 41 symbols It follows that there was a considerable difference in 
specificity (number of categories) between broad and narrow transcription, which in 
turn affected the agreement indices 
Another disadvantage of the use of percentage agreement for transcription data is 
that in this statistic agreement is treated in an all-or none way In general, this lack of 
gradualness of agreement is not viewed as a disadvantage in the case of nominal 
variables It certainly does not pose any problem for dichotomous variables, where 
indeed there are only two logical possibilities and disagreements are equally serious 
For instance, when percentage agreement is used to indicate how often two researchers 
agree on the occurrence or nonoccurrence of a given behaviour, the variable can only 
assume the values 0 and 1 In this case it is obvious that disagreements will all have 
the same gravity However, lack of gradualness could be problematic when dealing 
with multivalued nominal variables in which disagreements might have different 
degrees of seventy Transcription symbols or, more precisely, the speech sounds they 
represent, are a case in point For the purpose of illustration, suppose we have the 
following sequences 
Tl [ p e n t ] 
T2 [ b e n t ] 
T3 [x e η к] 
T4 [m ι rj к] 
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Percentage agreement values calculated for the transcription pairs T1-T2, T1-T3, and 
T1-T4 would be as follows 
77 - 72 = — χ 100% = 75% 
1+3 
77 - T3 = — χ 100% = 50% 
2+2 
77 - T4 = — χ 100% = 0% 
4+0 
The above values show that Tl is more similar to T2 than to T3 or T4 This will 
probably coincide with our intuitions about the differences between the above strings 
However, there are cases in which this procedure gives less satisfactory results For 
instance, let us consider the following transcriptions 
Tl [ p e n t ] 
T2 [ b e n t ] 
T3 [x e η t ] 
In this case all three sequences differ by one symbol, but everybody would probably 
agree that Tl and T2 are somehow more similar than say Tl and T3 or T2 and T3, 
which is the same as saying that [p] and [b] are more similar than [p] and [x] or [b] 
and [x] Although such observations seem rather intuitive, a rationale can be found if 
we consider the phonetic symbols in more detail As explained in the revised version of 
the Principles of the IPA (Roach 1989), the aim of the phonetic alphabet is to describe 
how speech sounds are made, by means of a number of phonetic categories The 
symbols of the alphabet then are 'shorthand ways of indicating certain intersections of 
these categories' If we now consider which intersections the symbols [p], [b], and [x] 
stand for, we notice that they share different categories 
[p] voiceless bilabial plosive 
[b] voiced bilabial plosive 
[x] voiceless velar fricative 
Indeed, we can see that [p] and [x] share the category voiceless and that [p] and [b] 
share both bilabial and plosive Put otherwise, [p] and [b] differ in one respect, [p] and 
[x] in two and [b] and [x] in three This might explain why the first two sounds may 
appear to be more similar than the other pairs 
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In calculating point-to-point agreement such relationships between speech sounds 
cannot be taken into account Since this statistic does not treat agreement gradually, it 
does not allow for the possibility that between two transcriptions differing by one 
symbol there may be more agreement than between two other transcriptions that also 
differ by one symbol This means that there is a discrepancy in specificity between the 
level at which speech sounds are transcribed and the level at which agreement is 
determined This discrepancy obviously increases with the amount of detail recorded in 
transcription In the study of communicative disorders transcriptions are often rather 
detailed because this appears to be desirable for research purposes (Grunwell 1984) 
Narrow transcriptions offer the possibility of indicating "minute shades of sound ' 
(Roach 1989 68) by using more specific symbols (Abercrombie 1964) or by means of 
diacritical marks Although we have already pointed out the arbitrariness of the label 
'minute shade of sound' (see Chapter 2) we decided to use it here because it illustrates 
our point nicely So, certain differences between speech sounds, especially subphonemic 
differences, are considered to be minute However, in determining agreement all differ­
ences between two transcriptions count the same, minute ones and less minute ones 
This means that for both transcription pairs shown below, T1-T2 and T1-T3, an agree­
ment coefficient of 33% is obtained 
Tl [ o l u n k e ] 
T2 [o 1 u rj к e] 
Tl [ o l u n k e ] 
ТЗ [о b a s e] 
Some authors have tried to distinguish between different types of disagreements by 
computing percentage agreement separately for basic symbols and diacritics This 
makes it possible, for instance, to indicate that two transcribers agree on the basic 
symbol and disagree only on the diacritic to be added to it Although this could be a 
step in the right direction, it has considerable disadvantages First of all, minute differ­
ences, understood to be subphonemic differences, сал be indicated not only by means 
of diacritics, but also by different basic symbols For instance, the two /l/-allophones 
of Dutch are represented by [1] and [1] Second, analysing basic symbols and 
diacritics separately is not methodologically sound Each diacritical mark is inextricably 
bound to the phonetic symbol it is added to As a matter of fact, a transcriber does not 
choose a diacritic in its own right, but a diacritic in conjunction with a specific conson­
ant or vowel symbol Were he to choose another basic symbol, he would probably also 
select another diacritical mark For example, supposing that a given vowel has been 
transcribed as [ε] by one subject and as [e] by the other In this case the diacritics 
have the effect of making the two transcriptions more similar However, if agreement is 
assessed separately for vowels and diacritics, we find that the two subjects disagree in 
both respects This interpretation of fine-grained transcription clearly differs from that 
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of other authors according to whom transcribers "hear" diacritics (Shriberg and Lof 
1991). 
On the basis of the foregoing discussion it would seem advisable to depart from the 
idea of absolute agreement for transcription data and introduce some kind of gradual-
ness of agreement between phonetic symbols. Although this might sound very sensible, 
we will see that it is extremely difficult to decide how gradualness should be intro-
duced and especially on what grounds. This issue will be addressed in the following 
sections of this chapter. 
5.3 Developing an adequate metric for transcription evaluation 
In the previous sections we have examined one of the most utilised methods of 
expressing the degree of similarity between two transcriptions in numerical form, 
percentage agreement. In this procedure two transcriptions are compared symbol by 
symbol and the degree of agreement is computed by dividing the number of agreements 
by the total number of symbol pairs. One of the reasons why this method appears to be 
unsatisfactory is that only two values are available for each symbol pair, same or 
different, while in certain cases finer distinctions would seem to be desirable. As was 
suggested above, it would seem logical to assign different weights to the various types 
of disagreements according to the degree of similarity or difference between speech 
sounds. The only problem with this approach is that it requires a quantification of 
speech sound similarity. If it were indeed possible to express the degree of similarity or 
difference between speech sounds in numerical form, then the values obtained could be 
employed to weight disagreements, thus obtaining a more refined overall agreement 
index for the two transcriptions. 
The practice of assigning weights to different sorts of disagreements between 
categories of nominal variables is not completely unknown in observational research. 
As a matter of fact, a variant of the kappa index, weighted kappa (Cohen 1968), was 
specially developed for situations in which not all disagreements are considered to be 
equally serious. This may be the case when multidimensional relationships are known 
to obtain among the different categories. Speech sounds are a case in point. In the 
previous section we saw that speech sounds can be analysed in terms of a limited 
number of distinctive features, and that the magnitude of difference between the various 
sounds can be expressed in terms of the number of features by which they differ (Van 
den Broecke 1976). In the following section we will explore the potentials of feature 
analysis for transcription assessment. It will be seen that although feature counting 
constitutes an improvement on symbol counting, its application may be complicated by 
questions concerning the content and the structure of the feature system and its implica-
tions for speech sound similarity. 
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5.3.1 Feature analysis as a potential tool for transcription assessment 
In this section we will consider what kind of information can be derived from 
feature analysis and how this can be used in a meaningful way to construct a metric for 
transcription assessment As already mentioned, the differences between two speech 
sounds can be analysed in terms of features (Grimes and Agard 1959, Altmann 1969, 
Van den Broecke 1976, Singh 1976) If it is true that the number of features two 
speech sounds have in common plays a part in determining their degree of similarity, 
then feature counting would constitute an improvement on symbol counting, at least 
because it would make it possible to distinguish more than just two levels of similarity 
Instead of simply saying that two sounds are different we would then be able to say by 
how many features they differ Different degrees of similarity would be obtained de-
pending on whether two sounds differ by one, two, or more features Thus, differences 
between speech sounds would be represented by numbers The higher the number, the 
greater the difference 
What is needed for this purpose is a set of distinctive features defining speech 
sounds In the literature many candidates are available Ever since the notion of distinc-
tive feature first appeared within the framework of the Prague School, it has undergone 
substantial changes, both qualitative and quantitative New features have been intro-
duced and old ones have received new definitions Moreover, different feature systems 
turned out to be necessary as researchers began to study language from different per-
spectives 
At present different feature systems are in use in different lines of research Certain 
feature systems refer to articulatory parameters (Chomsky and Halle 1968, Clements 
1985, Sagey 1986) while others are based on the perceptual properties of speech sounds 
(Miller and Nicely 1955, Singh and Black 1966, Singh 1968) A combination of para-
meters of different types has also been proposed (Jakobson et al 1952) In general, it is 
the aim of the investigation that dictates the type of features However, there may be 
cases in which the choice of the feature system is not straightforward Phonetic tran-
scription is a case in point, as will be explained in the following section 
5.3.2 Choice of the feature set for transcription evaluation 
In Chapter 1 it was stated that phonetic transcriptions are analyses of essentially 
auditory input in terms of symbols defined by articulatory parameters As a result, two 
different domains are involved, perception and articulation This duality may cause 
some problems when it comes to selecting the distinctive features to be used for tran-
scription evaluation Should one use perceptual or articulatory features'' 
It is obvious that perception is crucial to phonetic transcription in the sense that it 
is a prerequisite for the articulatory analysis, on this ground one could argue that 
differences between sounds should be established in the perceptual domain Following 
this approach, error gravity in transcription should be related to perceptual sahency, so 
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that, for instance, confusing two sounds that are perceptually very different would be 
considered to be a more severe error than confusing two sounds that are perceptually 
similar, regardless of the articulatory movements involved This position is taken by 
Picone et al (1986) These authors developed an alignment system to evaluate tran-
scription data resulting from experiments on speech intelligibility and speech recogni-
tion In their view, the distance measure needed to evaluate this kind of data should be 
perceptually based, since it has to reflect "the listeners' impressions of the stimulus 
data" (Picone et al 1986 780) While impressions can be articulatory, acoustic, or per-
ceptual, Picone et al clearly restrict the use of this term to perceptual impressions and 
adopt a distance metric derived from data on perceptual confusions among speech 
sounds 
Although perception is essential to transcription, it should not be forgotten that the 
latter aims at reconstructing the articulatory movements made by the speaker This is 
implicit in transcription, since the result of the whole process is a string of articulatonly 
defined symbols As was made clear in Chapter 3, the analysis proper begins after the 
sounds have been perceived At this stage the transcriber attempts a reconstruction of 
the articulatory movements that he thinks the speaker must have made to produce those 
sounds We also saw that this is attained by trying to reproduce the sounds heard in 
one's own vocal tract It is this combination of imitation and proprioception that deter-
mines the choice of the phonetic symbols 
In view of these considerations, articulatory features would seem to be more 
appropriate to express the degree of similarity between transcriptions As both pho-
nologists and phoneticians have proposed various articulatory feature sets over the 
years, one is tempted to adopt some already extant system Here the question arises as 
to whether the articulatory feature sets available in the literature are suitable for this 
purpose, given that they were not developed for evaluating phonetic similarity (Van den 
Broecke 1976 53) Phonological features are principally binary and serve a double 
purpose they identify the distinctive sound units of a language and arrange sounds in 
groups subject to phonological rules (natural classes) An important characteristic of 
phonological representations is their distinctiveness Phonetic features, on the other 
hand, may be either binary or multivalued (Ladefoged 1975, 1980, 1988, 1989) Their 
main purpose is to provide a description of the substance of speech sounds 
In principle, one could use a phonological feature set like Chomsky and Halle's and 
express the plus-minus relationships in numerical form This procedure would yield a 
dissimilarity matrix in which distances between speech sounds are represented by 
numbers The higher the number the greater the distance (Altmann 1969) One such 
matrix could then be used to indicate the distance between transcribed symbols How-
ever, there are some problems with this procedure It seems logical to assume that an 
evaluation instrument should have the same level of measurement as the variable that it 
is supposed to evaluate So, an evaluation metric for narrow phonetic transcription 
should have the same level of measurement as narrow phonetic transcription, which 
means that it should be able to capture any difference that can anse between two 
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transcriptions This obviously precludes the use of phonological feature sets like 
Chomsky and Halle s or Clements Although these feature sets may be interesting from 
a theoretical point of view, they cannot be used for the purpose of evaluating narrow 
phonetic transcription because they simply represent units of a different order 
Comparable problems arise in speech pathology when phonological features are 
used to assess misarticulations Initially feature analysis was thought to be superior to 
traditional methods of error evaluation because it is more informative about the nature 
of articulation errors and because it can reveal the existence of patterns in speech 
disorders (McReynolds and Engmann 1975, Grunwell 1984 121) Contrary to the 
expectations, phonological features do not appear to be very helpful for this purpose 
Harris and Cottam (1985 64) effectively describe a case in which an analysis in terms 
of phonological features would fail to capture essential information about the acquisi-
tion of a given phonological contrast Their conclusion is therefore that phonological 
features are "too abstract to provide an adequate record of the detailed sort that is 
required in the assessment of misarticulations" Similarly, since phonological feature 
matrices identify the distinctive units of a language, they are too abstract to capture the 
lower-level information contained in narrow phonetic transcription 
Even a more detailed matrix like the one proposed by Ladefoged (1975 269-70) 
does not reach the level of specificity of fine-grained transcription Mostly based on his 
intuitions as a phonetician, Ladefoged tried to specify a number of speech sounds in 
terms of percentage values for certain phonetic features Although the adoption of 
multivalued features in this matrix may be seen as an attempt to approach the continu-
ous, gradient, nature of phonetic representations (Pierrehumbert 1990), it is not suffi-
cient to obtain fine distinctions as is sometimes necessary in narrow transcription 
Given that the available feature sets appear to be inappropriate for transcription 
assessment, it seems that a special system will have to be developed for this purpose 
An attempt in this sense was made by Vieregge et al (1984) These authors developed 
a system for scoring differences between transcriptions based on feature counting The 
features were obtained from experiments on proprioceptive evaluations of distances 
between speech sounds The idea behind their experiments was that propnoceptively 
derived distances are the most appropriate to determine overall distances between 
segmental transcriptions We have already underlined the articulatory nature of phonetic 
symbols and the crucial role played by proprioception in the transcription process 
Expressing distances between speech sounds in the articulatory domain obviously does 
not mean that physical distances should be used, as this is not the way phoneticians go 
about transcribing speech When making a transcription a phonetician tries to identify 
the articulatory movements made by the speaker by experiencing them in his own vocal 
tract In other words, a transcriber analyses the sounds produced by the speaker in the 
proprioceptive domain rather than in terms of physical distances between articulatory 
movements These considerations led Vieregge et al (1984) to choose proprioceptive 
dissimilarity indices as the basis for transcription assessment The matrices constructed 
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by these authors are used in the present investigation and will be discussed in more 
detail in the following chapter 
5.3.3 Quantifying phonetic difference 
Supposing that a feature system has been chosen, we can now proceed to consider 
how this could be used to obtain a matrix in which the differences between the various 
speech sounds are represented by numbers The procedure to convert feature specifica-
tions into numbers makes use of the fact that in a feature matrix each segment is 
defined by a particular combination of feature values In other words, each sound is 
represented by a vector of different components, the number of components depending 
on the feature set adopted By comparing the feature values of two segments, a differ-
ence value can be calculated for each feature for those two segments Subsequently, the 
feature differences can be summed up so as to obtain an overall index of the difference 
between the two segments The dissimilarity measure thus obtained is known under the 
name of city-block distance and is one of the possible ways of indicating the degree of 
similarity (or dissimilarity) between two objects A similar approach was taken by 
Grimes and Agard (1959) to determine the degree of phonetic difference between 
Romance languages 
The exact procedure followed to calculate the numerical difference may be slightly 
different, depending on the feature values These, in tum, depend on whether the 
features are binary or multivalued In the case of binary features, the possible feature 
values are a plus or a minus A plus denotes the presence of a given feature and a 
minus its absence In order to transform the plus and minus and no value relationship 
into numbers, certain conventions have to be adopted For example, it should be agreed 
that all plus/minus differences receive a value of 1 or, for that matter, 100 
A slightly more complex situation arises when the feature matrix is not fully 
specified, that is when segments are specified only for relevant features In this case 
two segments may differ on one feature either because they have opposite values or 
because one is specified and the other is not Different numerical values should of 
course be chosen for these two different situations However, it is not clear how these 
two values should be related to each other Should the plus/minus difference be 
assigned a greater value than the specified/not specified difference or vice versa9 
When multivalued features are used, segments are defined by combinations of 
different values along a number of scales So, for instance, if place of articulation is 
defined as the degree of distance from the glottis (Ladefoged 1975 256), every differ-
ent place of articulation would be assigned a numerical value along a continuum 
ranging from 1 (the glottis) to a maximum value representing the lips The precise 
value of bilabial articulation will depend on the number of places of articulation distin-
guished along the continuum In this case the feature differences are obtained by 
calculating absolute differences between the feature values of the two segments (Grimes 
and Agard 1959) 
Towards a metric for transcription evaluation 81 
The procedure outlined here may seem a rather straightforward way of obtaining 
numerical values for differences between speech sounds At first sight, there is nothing 
against substituting the values plus and minus with 1 and 0, respectively, and then take 
the value 1 as an index for the difference However, choosing to treat certain features 
as binary and other as multivalued, or deciding the number of degrees to allow for a 
given feature, or even establishing which values a feature can take on, implies making 
assumptions that will have consequences for the dissimilarity scores eventually 
obtained These assumptions concern, for instance, the weight assigned to the various 
features or feature specifications 
As a matter of fact, it has been argued that distinctive features differ in degree of 
strength and that the magnitude of difference between speech sounds does not depend 
simply on the number of features by which two segments differ, but also on the type of 
features determining the difference (Singh 1976) This point is elaborated on below 
5.3.4 Hierarchies of distinctive features 
According to Singh (1976 7), one of the advantages of feature counting is "its 
ability to determine numerically the degree of difference and/or similarity between a 
pair of phonemes" However, he hastens to add that this procedure should be used with 
great care because the different features are not equally strong, strength being defined 
as "the ability of the feature not to be obliterated or lost easily" (Singh 1976 21) 
Indeed, there are indications that a kind of hierarchical ordering obtains among distinc­
tive features Evidence gained in different research domains like language acquisition, 
speech perception, phonology, and speech pathology has shown that not all distinctive 
features are equally important For instance, it appears that features differ in various 
respects such as the time at which they are acquired, the ease with which they are 
perceived, their resistance to acoustic distortion or degradation etc (for a review of 
examples, see Singh 1976 and Van den Broecke 1976) Furthermore, it seems that the 
hierarchical ordering of distinctive features can affect the degree of similarity or differ­
ence between speech sounds Specifically, high-ranking features would bring about a 
greater difference than low-ranking ones For instance, on the basis of the above defini­
tion of strength, Singh (1976 21) proposes the following feature rank ordering from 
strong to weak nasality, voicing, and place of articulation In keeping with this view, 
he suggests that the distinction between ІЫ and /m/ is somehow more firmly established 
than that between ГЫ and /d/ If it were possible to determine a hierarchy among the 
features used in transcription evaluation, information about the relative impact of 
features on speech sound similarity could also be derived Incorporating this knowledge 
in a dissimilarity matrix would then be the second step towards developing a more 
refined instrument for transcription assessment Disagreements between transcriptions 
could be evaluated depending on the features involved For instance, a disagreement 
concerning a high-ranking feature would constitute more severe an error than one 
involving a low-ranking feature By way of illustration, according to Singh's rank 
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ordering substituting /b/ for /m/ would be more serious a mistake than substituting /b/ 
for/d/ 
There are different ways of investigating the existence of hierarchical relationships 
between distinctive features In phonology, for instance, various proposals have been 
advanced Some of these rely primarily on observations of the patterning behaviour of 
sounds (Clements 1985) while others reflect the relationships between the different 
articulators in the vocal tract (Sagey 1986) Alternatively, hierarchical ordenngs of 
features can be determined on the basis of perceptual experiments Several researchers 
have embarked on this enterprise and the results obtained appear to be rather variable 
(Van den Broecke 1976) 
Before starting an investigation into the hierarchical organisation of features, one 
should first define the criterion on which the hierarchy is going to be based So, if we 
want to establish a hierarchy based on strength or importance we should first make 
clear what we mean by these terms The definition of the criterion used will clearly 
depend on the domain we are interested in, be it articulation, acoustics or perception It 
turns out, however, that the domain of interest is not always clearly defined For 
example, the rank ordering proposed by Singh (1976 18, 21), ie nasality, voicing, and 
place of articulation, appears to rest on arguments of differing nature First, this con-
clusion is not based on experimental data, but on considerations regarding the 
articuldtory movements these features stand for Although the arguments adduced seem 
quite convincing, we are not sure whether this should be considered as THE rank order, 
holding for every English speaker (Singh 1976 18) Second, the notion of 'strength' 
adopted by Singh is particularly suited to express feature differences in the articulatory 
domain, as appears from his discussion of motor and sensory correlates However, as 
the terms speaker and listener are used almost interchangeably (what is relevant for the 
speaker is equally relevant for the listener), we are led to think that the same notion 
would be operative in perception as well Even assuming that the rank order Singh 
proposes is indeed the one obtaining between the articulatory features, it is not at all 
clear why different degrees of importance in speaking should correspond with different 
degrees of importance in discriminating English phonemes This could be the case only 
if production and perception were in a one to-one relationship 
In his 1976 dissertation Van den Broecke presented an overview of studies in 
feature hierarchies The investigations he examined clearly show that a universal 
hierarchy is impossible The hierarchical ordering of features turns out to vary depend-
ing on a number of factors such as the level of linguistic analysis, the language under 
investigation, and the position occupied by the phoneme in the syllable etc For 
example, hierarchies differed depending on whether they were based on feature 
matrices, articuldtory constraints, feature frequencies, appearance in language acquisi-
tion etc (Van den Broecke 1976) 
With respect to language dependence, results obtained by Singh (1966, 1970) show 
that the rank ordering of features varies as a function of the language under investiga-
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tion The rank ordering was based on the strength of the features, which in turn was 
defined as the "amount of information transmission" (Singh 1976 103) Discrepancies 
were found both when different groups of judges listened to stimuli in their mother 
tongues (Singh 1966) and when different groups of judges listened to the same stimuli 
(Singh 1970) In Singh (1966) speakers of English and Hindi listened to stop conson-
ants of English and Hindi, respectively Six consonants had been truncated and filtered 
in different ways to obtain a great variety of stimuli The results show that the feature 
voicing was more important than place of articulation for speakers and listeners of 
English, while exactly the opposite seemed to hold for speakers and listeners of Hindi 
Alternatively, Singh (1970) asked speakers of English and Hindi to listen to the same 
set of temporally truncated English consonants The rank ordering of the six features 
investigated appeared to differ for the two groups 
As to the influence of the position within the syllable, Ahmed and Agrawal (1969) 
and Gupta et al (1969) found that the same consonants produced different hierarchies 
depending on whether they were presented at the beginning or at the end of a syllable 
Furthermore, Van den Broecke also noticed that feature hierarchies often varied as a 
function of the experimental method adopted or the type of analysis applied (see also 
Singh 1976 115) 
Another factor that has been invoked to support claims that distinctive features 
differ in the way they affect speech sound similarity is phonological underspecification 
Underspecification theory holds that segments are specified only for idiosyncratic 
features or feature specifications, while predictable properties are derived by rule 
(Archangeh 1988) On the basis of analyses of speech errors, Sternberger (1991) has 
shown that specified features have a greater impact on the magnitude of difference 
between two speech sounds than underspecified features 
To sum up, although various factors point to the existence of hierarchical relation-
ships between features, there does not seem to be ONE hierarchical ordering applicable 
to all domains Hierarchies will vary depending on the perspective from which speech 
sounds are studied With respect to transcription assessment, it seems that information 
about the relative weight of distinctive features should be derived from hierarchies 
based on the same criteria on which the choice of the feature set was based So, for 
instance, if proprioceptive dimensions are employed to classify speech sounds, then the 
hierarchies should also be based on proprioception An example in this sense is pro-
vided by Rietveld (1979) 
It is important to note, though, that even when features are not deliberately 
assigned different weights, some kind of weighting may take place as a result of other 
choices concerning the features Earlier on we alluded to the possibility that dissimilar-
ity scores are affected by decisions about whether features should be binary or 
multivalued, or about the number of values they should take on In fact these decisions 
may lead to a differential weighting of the features (Heny 1967, Van den Broecke 
1976) An example may clarify this point 
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Roach et al (1986) describe a procedure for assessing the accuracy of speech 
recognition systems by means of the matrix presented in Ladefoged (1975) These 
authors observe that, although in genera] Ladefoged's system is in line with one's 
intuitions, it siili yields some unacceptable distance measures For instance, the distance 
between [m] and [n] is 145, whereas that between [n] and [rj] is only 55 Further, the 
distance value obtained for [y] and [ι] is too high This latter discrepancy seems to be 
due to the fact that the feature syllabic, by being regarded as binary, receives extra 
weight and therefore produces too high a dissimilarity score Since the differences 
between the various speech sounds are expressed in terms of percentage values, binary 
features can either take the value 0 or 100 N-ary features, on the other hand, can 
assume values between 0 and 100, depending on the number of gradations allowed It 
follows that, in general, differences in binary features will be bigger than differences in 
n-ary features and therefore binary features will have more impact on the dissimilarity 
score obtained 
However, the opposite may be the case when digits are used instead of percentage 
values By way of illustration, let us consider the matrix presented in Singh (1976 7) 
Table 5 2 
Feature matrix (after Singh 1976 7) 
Phoneme specification 
Features 
Voicing 
Nasality 
Place 
Ρ 
0 
0 
1 
b 
1 
0 
1 
t 
0 
0 
2 
d 
1 
0 
2 
Segment 
к 
0 
0 
3 
s 
g 
1 
0 
3 
m 
1 
1 
1 
η 
1 
1 
2 
rj 
1 
1 
3 
In this case we observe that when two sounds differ in a binary feature the magnitude 
of difference can be 1 at the most On the other hand, a difference along the 
place-of-articulation continuum can also amount to 2 Consequently, the difference 
between [b] and [g] will be 2, while that between [b] and [m] will be 1 In other 
words, because more values are distinguished for place of articulation this feature can 
have more impact on the dissimilarity score than a binary one 
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5.3.5 Hierarchies of feature specifications 
Some authors have even suggested that the different specifications of a given 
feature should be assigned different weights As Singh (1976) points out, there may be 
interfeature as well as intrafeature inequalities The former have been discussed above 
The latter refer to the fact that also different specifications of the same feature may 
play a differential role in determining the degree of similarity or difference between 
speech sounds This would imply that the difference between [ ] and [p] could be 
greater than, say, that between [d] and [b], in spite of the fact that the difference in 
place of articulation between [t] and [p] is the same as that between [d] and [b] 
Observations of this type seem to be related to the notion of markedness 
Greenberg and Jenkins (1964) and Mohr and Wang (1968) have provided evidence for 
the existence of such a relationship In their experiments sounds with marked specifica­
tions, for instance [+voice], appeared to be more similar than those with unmarked 
specifications such as [-voice] 
Knowledge about the differential impact of feature specifications on the degree of 
similarity between speech sounds could be used as a basis for weight assignment in 
transcription evaluation For example, disagreements between sounds differing in place 
of articulation but agreeing on the [+voice] specification, ι e [d] [b], would be less 
serious than disagreements between sounds that also differ with respect to place of 
articulation, but agree on the [ voice] specification, [t] [p] However, there are some 
problems with this approach First of all, the findings of Greenberg and Jenkins (1964) 
and Mohr and Wang (1968) were obtained in experiments aimed at determining the 
degree of perceptual similarity between speech sounds It is therefore doubtful to what 
extent they can be employed for transcription assessment Second, these results refer to 
d limited set of sounds of one particular language, ι e English It is not certain whether 
they generalise to other sounds and to other languages This latter point deserves 
particular attention 
In the previous section we saw that the feature hierarchies obtained in perceptual 
experiments appear to be language dependent This simply cannot be otherwise since 
the subjects involved in the experiments always judge the speech sounds presented 
from a given perspective, that of their mother tongue It seems obvious to assume that 
judgements concerning the relative weight of distinctive features or feature specifica­
tions will also depend on the position occupied by that feature or feature specification 
in the phonological system under investigation This clearly applies to proprioceptive 
judgements too 
At this point we face a dilemma On the one hand, it seems that information about 
the relative similarity or difference of speech sounds should be derived from experi­
ments, as this minimises subjectivity On the other, information derived from experi­
ments is bound to be language dependent and therefore inadequate for transcription 
assessment In the following section we will discuss this point in more detail and will 
consider its implications for transcription assessment 
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5.3.6 Lack of an optimal evaluation metric for transcription data 
Ideally, a metric for evaluating phonetic transcriptions should be language indepen-
dent The reason for this is that transcriptions are considered to be language-indepen-
dent representations of spoken utterances In theory, the same sound should always be 
transcribed in the same way, regardless of the language in which it appears Similarly, 
when we compare transcriptions to determine how much they differ, we want to assign 
the same differences the same weights, irrespective of the language being transenbed 
To obviate the problem of language dependence one could think of carrying out a 
large-scale experiment in which many subjects with different mother tongues are 
involved Apart from the fact that an experiment of this kind is probably not feasible, it 
remains to be seen whether it would be meaningful at all For instance, the data result-
ing from this hypothetical experiment may be very difficult to interpret Given that 
contrasting results are obtained for different languages, it is conceivable that these will 
balance out so that in the end precious little information can be derived 
Further problems arise with respect to the meticulousness of the evaluation metric 
It may be argued that the more detailed the evaluation system, the more limited its use 
We saw above that phonological features are too abstract to be used for transcription 
assessment and that more down-to-earth descriptions would be more appropriate In 
fact, phonological features are intended to be universal and can therefore be used to 
define the phonemes of any language When more phonetic details are included in the 
description, this will necessarily be confined to a restricted number of languages This 
might imply that it is simply impossible to construct an evaluation instrument that is 
detailed enough to capture all fine distinctions of narrow transcription, and at the same 
time general enough to be used for investigating transcriptions of different languages 
Arrived at this point one inevitably gets the impression that objective evaluation of 
transcriptions is an impossible task Indeed, in the previous sections we have shown 
that there are no objective criteria to establish error gravity in transcription This may 
seem to contrast with the fact that maybe every trained phonetician is able to say which 
two of three differing transcriptions are more similar In doing so he most probably 
relies on his knowledge of the articulatory, acoustic, and perceptual properties of the 
sounds in question Perhaps on a combination of these So, transcriptions can be evalu-
ated somehow, but problems arise when one wants to formalise the criteria adopted, in 
order to arrive at an objective method of evaluation 
Moreover, it is important to note that these difficulties are not only connected to 
the development of a more refined metric In reality, the concept of distance between 
speech sounds is essential to transcription evaluation Even when it is not overtly 
employed, as is the case when a distance matrix is used, the idea that certain sounds 
are more similar than others is part and parcel of the transcription evaluation process 
This point will be elaborated in the following chapter, when addressing the issue of 
string alignment It will be seen that there is a kind of circularity, in that we need to 
align transcriptions in order to determine how much each symbol in one transcription 
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differs from the corresponding symbol in the other transcription, and we need to know 
how much the symbols in one transcription differ from those in the other transcription, 
in order to know how they should be aligned Also in this case the circularity problem 
and the importance of the notion of distance between speech sounds are not clearly 
apparent until one decides to formalise the criteria for string alignment, for instance for 
the purpose of writing a computer program that does this automatically 
The conclusion to be drawn from the foregoing discussion is that it is perhaps 
impossible to determine agreement between pairs of transcriptions in absolute terms 
Since there are no objective criteria to determine error gravity in transcription, deci-
sions about the weights to be associated with the various sorts of disagreements will 
have to be based on a number of assumptions that, of course, will directly influence the 
results obtained The aim for which agreement has to be established will probably 
determine which assumptions are the most adequate Interpretation of the results will 
then have to be related to these assumptions This clearly sheds a different light on the 
question of transcription evaluation and leads to a reassessment of the goals of tran-
scription research 
5.4 Summaiy 
The central theme of the present chapter has been the evaluation of transcription 
variation and related problems In Section 5 1 we elaborated on the notions of agree-
ment and reliability, which had been introduced in Chapter 1 A closer examination of 
these two concepts revealed that only agreement can be determined for transcription 
data On this assumption we went on to consider the transcription agreement indices 
commonly reported in speech pathology and child phonology literature (Section 5.2) It 
appeared that the most commonly used index, percentage agreement, has considerable 
shortcomings, the most important being that, for each specific pair of items, agreement 
is treated in an all-or-none fashion 
Having explained that a metric in which agreement between pairs of symbols is 
considered as gradual would be preferable, we proceeded to explore the possibilities of 
constructing one such metric (Section 5 3). We first discussed the potentials of feature 
analysis for transcription evaluation It turned out that feature counting may be an 
improvement on symbol counting (percentage agreement). However, considerable dif-
ficulties are encountered in selecting an adequate feature set for transcription assess-
ment The choice of a feature set for speech sound classification very much depends on 
the domain of analysis, be it articulation, acoustics, or perception Since transcription 
involves different domains, it is not directly clear which system is the most appropriate 
Already extant feature sets were not primarily developed for representing degrees of 
similarity or difference between speech sounds and might therefore be unsuitable for 
this purpose 
88 Chapter 5 
Further problems arise when it comes to expressing the feature relationships in 
numerical form It seems that the various distinctive features and feature specifications 
should be weighted differently, according to their impact on the degree of similarity 
between speech sounds (Sections 5 3 4 and 5 3 5) However, the hierarchical structuring 
of distinctive features turns out to vary from language to language, so that it may be 
difficult, or even impossible, to incorporate this knowledge in a dissimilarity matrix to 
be used for evaluating transcriptions of different languages 
Given that there are no such things as THE feature set or THE feature hierarchy for 
transcription evaluation, it seems that any decision will have to be based on a number 
of assumption that have to be reckoned with in evaluating the results obtained This 
may imply that agreement between transcriptions cannot be established in absolute 
terms, but has to be related to specific research goals 
P A R T O 
6. The present investigation 
6.0 Introduction 
This chapter deals with the experimental part of our study on segmental transcrip­
tion As has been explained in Chapter 1, this investigation aimed at getting a deeper 
understanding of the factors that underlie transcription variation, not only by collecting 
a considerable amount of material and by systematically studying a number of factors, 
but also, and what is most important, by using an improved methodology The matrices 
described by Vieregge et al (1984) and the dissimilarity indices presented in Vieregge 
(1985, 1987) appeared to provide л better basis for transcription evaluation than the 
previously used percentage agreement The application of these quantitative methods in 
the present investigation, however, has revealed a series of problems, for most of which 
no direct answer seemed to be available Some of these complications have been 
discussed in the preceding chapters Some others, in particular those more characteristic 
of our approach, will be dealt with in the methodology section of this chapter 
As has been explained, we had decided not to use established procedures like 
percentage agreement because of their considerable shortcomings Techniques such as 
those proposed by Vieregge et al (1984) and Vieregge (1985, 1987) had revealed other 
disadvantages In trying to improve the evaluation instruments (matrices and dissimilar­
ity indices) we had to deal with fundamental methodological issues that had evidently 
received little consideration in previous studies The knowledge gained in these 
attempts has been used in favour of a redefinition of the approach, the goals, and 
generalisabihty of research on transcription variation 
In the previous chapter we have tried to show that no absolute instrument can be 
developed for transcription evaluation Given the existing limitations we feel that the 
system used in the present investigation constitutes an improvement on percentage 
agreement, at least because it incorporates some knowledge of phonetics in a meaning­
ful way This does not apply to percentage agreement In this statistic phonetic knowl­
edge plays no part because phonetic symbols are viewed as mere symbols, devoid of 
their phonetic meaning 
This chapter is organised as follows In Section 6 1 the aim of the present investi­
gation is further explained Section 6 2 deals with the methodological aspects of this 
research The independent variables selected for investigation are presented in Section 
6 2 1 In Section 6 2 2 attention is paid to the two measures of transcription variation 
that are used here as dependent variables We first consider the distance matrices that 
served as a basis for these measures (Section 6 2 2 1) Subsequently, in Section 6 2 2 2 
we address the question of string alignment, which was alluded to in Chapter 5 The 
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alignment program developed for the purpose of tins investigation is also described In 
Section 6 2 2 3 we consider how the distance values between pairs of sounds should be 
combined, so as to obtain an overall index of transcription dissimilarity We then go on 
to discuss the indices employed in our investigation The subjects involved m the 
transcription experiments are described in Section 6 2 3, while in Section 6 2 4 the 
speech material is presented The procedure followed in the transcription experiments is 
described in Section 6 2 5 Finally, in Section 6 2 6 we describe the analyses aimed at 
determining intratranscriber agreement 
6.1 Further specification of the research goal 
In the previous chapters, in particular in Chapters 1, 3, and 4, we have seen that 
there may be reasons for questioning the value of transcriptions as objective recordings 
of spoken language From Chapter 1 it appeared that transcriptions of the same utter-
ance may show considerable differences, either when they are made by different 
transcribers (intertranscriber variation) or when they are made by the same transcriber, 
but at different times or in different conditions (intratranscriber variation) 
In Chapter 3 we tried to gain more insight into the mechanism underlying 
segmental transcription by examining some possibly relevant findings concerning 
speech perception These findings suggest an important role of syntactic, lexical, and 
semantic knowledge in speech perception and consequently in transcription It was 
argued that the effect of higher-order information might constitute a threat to the 
objectivity and validity of segmental transcription as a research instrument 
In Chapter 4 we went on to consider other possible threats to transcription validity 
We saw that segmental transcription may be influenced by a variety of factors concern-
ing both the transcriber and the material to be transcribed On the basis of these con-
siderations it seemed useful to carry out an investigation in order to establish whether 
and to what extent transcription performance varies as a function of certain factors 
Variations in transcription performance can be determined in different ways, for 
instance by comparing transcriptions of the same utterances made by different 
transcribers (intertranscriber agreement) or transcriptions of the same utterances made 
by one and the same transcriber, but at different times (intratranscriber agreement) 
Furthermore, if it were possible to obtain some kind of reference transcription that 
could be taken to be the correct one, one could determine the degree of correctness in 
transcription performance by comparing a subject's transcript with the reference tran-
scription The study reported on here focuses on intratranscriber agreement Given that 
in the vast majority of research situations in linguistics transcriptions are made by one 
person, usually the investigator himself, it seemed relevant to establish to what extent 
transcribers are consistent Moreover, information on intratranscriber agreement is 
necessary both for evaluating intertranscriber agreement and for determining transcrip-
tion validity 
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In practice, the aim of the present investigation turned out to be twofold On the 
one hand, we wanted to determine to what extent intratranscriber agreement is influ­
enced by the factors familiarity with the language transcribed', 'context', and 'speech 
style' On the other, we were aware of the shortcomings of the evaluation metric and of 
the necessity to improve it It was clear that the second goal was instrumental in 
achieving the first Of course, finding a good indicator of transcription similarity is a 
prerequisite for determining the effect of the various factors on intratranscriber agree­
ment For this reason we decided to try to optimise the dependent variable, before 
going on to measure the influence of the independent variables As has already been 
explained, in this attempt we were confronted with numerous problems for which no 
immediate solution could be found Our attempts to optimise the evaluation metric were 
hindered by the impossibility of finding universal criteria to quantify phonetic differ­
ence, and thus determine error gravity in transcription 
6.2 Method 
6.2.1 The independent variables 
The three independent variables selected for investigation are the degree of famili­
arity with the language to be transcribed, the presence of context, and speech style All 
three factors are related to linguistic expectancy, albeit to different degrees The reasons 
for studying the effect of these three variables on transcription performance are 
explained in succession below 
Cross-language studies on speech perception show that subjects have difficulty per­
ceiving phonetic contrasts that are not phonemic in their own language (Abramson and 
Lisker 1967, Lisker and Abramson 1967, Goto 1971, Miyawaki et al 1975, Strange 
and Jenkins 1978, MacKain et dl 1980, Flege 1984, Tees and Werker 1984, Best and 
Strange 1992) Since familiar sounds are more easily perceived, they are probably also 
more easily transcribed Consequently, it is to be expected that transcriptions of familiar 
languages will be more accurate and therefore will show less variation than those of 
unknown languages To explore this possibility, one could have subjects transcribe 
fragments of various languages 
In this investigation we selected speech samples of three different language var­
ieties, ι e Standard Dutch, a Dutch dialect of the province of Limburg (Ubach over 
Worms), which is considerably different from Standard Dutch, and Czech In addition 
to being a language unknown to the transcribers, Czech also has sounds that do not 
occur or do not have phonemic status in Dutch, such as [j-], [ 3 ] , [t_J], [ dß ] , 
and [ J ] (Kucera 1961) Moreover, different phonotactic constraints apply to Czech 
and Dutch Since the transcribers involved in this study were native speakers of Dutch, 
but not of the Dutch dialect in question, the three language varieties can be ordered 
along a continuum from very familiar (Dutch) to completely unknown (Czech) This 
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makes it possible to establish whether differing degrees of familiarity with the language 
to be transcribed lead to differing degrees of intratranscriber agreement 
With respect to the influence of contextual information, we have seen in Chapter 3 
that speech perception depends not only on a bottom-up analysis of the sensory input, 
but also on top down effects of lexical, syntactic and semantic knowledge (Warren 
1970, Marslen Wilson and Welsh 1978, Ganong 1980, McClelland and Elman 1986, 
Samuel 1986) Considering that an utterance can be transcribed only after it has been 
perceived, it seems reasonable to assume that the factors influencing speech perception 
will affect transcription performance too In Chapter 3 we have noted that speech 
perception researchers still disagree on the precise function of the different types of 
higher-order knowledge Some of them (Massaro 1989) even maintain that contextual 
information can only have a biasing effect and no perceptual effect With respect to 
phonetic transcription this distinction does not seem to be relevant When making 
transcriptions subjects have enough time to reflect before writing down the phonetic 
symbols So transcription is rather a postperceptual activity than an on-line recording of 
utterances Consequently, contextual information can be expected to affect transcription 
anyway, independently of its specific effect on speech perception As a matter of fact, 
there aie indications that knowledge of meaning influences phonetic transcription (Oiler 
and Eilers 1975) 
When contextual information is provided, subjects are more exposed to top-down 
effects of lexical, syntactic and semantic knowledge This means that they will have 
expectations about the phonetic shape of the speech material Under these conditions 
subjects are more likely to transcribe what they expect to hear, rather than what they 
actually hear As a consequence, transcriptions made in the presence of context may 
turn out to be less accurate than transcriptions of isolated fragments In other words, 
although there are reasons to expect transcription accuracy to be higher for familiar 
languages (see above), there are as many reasons to expect it to be lower for these 
languages because in this case subjects are more likely to be biased by expectations 
Intratranscriber agreement, on the other hand, should be higher in this condition Since 
higher-order knowledge may somewhat guide the transcriber and help him remember 
what has been transcribed, we expect transcription consistency to be greater when 
contextual information is present and smaller when it is absent 
It is clear that whether transcribers have access to higher-order knowledge also 
depends on how familiar they are with the language being transcribed In other words, 
we expect there to be an interplay between the degree of familiarity with the language 
transenbed and the presence of context, such that the influence of context is stronger in 
familiar language varieties while in unfamiliar language varieties the difference between 
presence and absence of context is less evident Inversely, the effect of language 
familiarity should be stronger when context is present than when it is absent 
In order to determine the presence of top-down effects in transcription, one could 
compare transcriptions made under two different conditions one in which higher-order 
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knowledge is available and one in which it is eliminated There are different ways of 
ruling out top-down effects One is to have subjects transcribe an unknown language 
However, in this case top-down effects may be confounded with the effect of familiar-
ity with the language transcribed In other words, if transcribers perform poorly there is 
no way to know whether this is brought about by the absence of contextual information 
or by the fact that the subjects are not familiar with the sounds transcribed Alternative-
ly, material devoid of semantic information can be obtained by using nonsense speech 
Although this would seem to be a viable solution, we had to exclude it because with 
this method it is not possible to obtain spontaneous speech Another way of eliminating 
context effects would be by playing the speech material backwards, as was done in one 
of the experiments reported in Witting (1962) However, because of the resulting 
technical distortions, this method has not much to commend it To obviate these prob-
lems we decided to eliminate top-down effects by using short speech fragments 
extracted from their original contexts ('without context' condition) so that they sounded 
like nonsense syllables The excerpts consisted of sequences of 5 to 15 sounds across 
word boundaries In the condition 'with context' the same fragments were presented in 
their original contexts, usually two to four words 
Finally, another important variable concerning the material to be transcribed is the 
style of speech As mentioned in Section 4 4 3, stylistic variations are generally inter-
preted as variations in the degree of formality of speech Less formal speech, like for 
instance spontaneous speech, is usually characterised by reduced precision of articula-
tion, higher speaking rate, and more assimilation processes (Koopmans-van Beinum 
1980, Lindblom and Moon 1988, Van Bergem and Koopmans-van Beinum 1989, 
Kohier 1990, Nolan and Kerswill 1990, Barry 1992) Recently, it has been argued that 
formal and informal speech may differ even at the level of the lexicon (Engstrand 
1992) According to this author, different lexical entries would be available for one and 
the same word, depending on the speaking style 
It is conceivable that for these reasons informal speech is more difficult to tran-
scribe than formal speech In other words, we might expect transcriptions of sponta-
neous speech to be more variable than those of formal speech Other potential effects 
of style differences on phonetic transcription are related to linguistic expectancy It may 
be argued that, for the reasons mentioned above, informal speech conforms less than 
formal speech to what subjects can expect on the basis of their knowledge of spelling 
and phonotactics This is borne out by the fact that at high speaking rates the 
phonotactic constraints of a language may be transgressed (see examples in Section 
4 4 3) 
With regard to intratranscriber agreement, linguistic expectations may have the 
effect of neutralising the influence of style differences As a matter of fact, if 
transcribers do rely on linguistic expectations, they will probably do that every time 
they transcribe the same material and every time this is made possible by the experi-
mental conditions So, if for one and the same speaker we compare the degree of 
agreement between two transcriptions of a reading speech fragment, with the degree of 
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agreement computed for two transcriptions of a spontaneous fragment, we should not 
expect a considerable difference in intratranscriber agreement between the two pairs In 
both cases the transcriber will have transcribed what he expected to hear instead of 
what he actually heard Again, this holds only under the assumption that transcribers 
are influenced by linguistic expectations and under experimental conditions that allow 
the influence of linguistic expectancy, for instance because the subjects have access to 
lexical, syntactic, and semantic information The latter may be the case when subjects 
transcribe familiar language varieties and when the speech material contains contextual 
information In order to test these hypotheses about the influence of style differences on 
intratranscriber agreement, we decided to use excerpts of read out and spontaneous 
speech excised from recordings of three native speakers of the language varieties 
involved in the study Our choice is in line with Labov's original sociohnguistic 
operationahsation of the notion of speech style (Labov 1966) 
From the general hypotheses mentioned above we derived the following operational 
hypotheses about the effects of 'familiarity with the language transcribed' (from now on 
referred to as 'language'), 'context', and 'speech style' on intratranscriber agreement-
HI Intratranscriber agreement is higher for transcriptions of familiar languages than for 
transcriptions of less familiar languages 
H2 The presence of context leads to higher intratranscriber agreement 
H3 Intratranscriber agreement is higher for transcriptions of read out speech than for 
those of spontaneous speech 
H4 There is an interaction between 'language' and 'context' such that the effect of 
'language' on intratranscriber agreement is stronger in the 'with context' than in the 
'without context' condition, and the effect of 'context' is stronger for familiar than for 
unfamiliar language varieties 
H5 The influence of 'speech style' on intratranscriber agreement is stronger for tran-
scriptions of unfamiliar languages and for transcriptions of familiar languages made in 
the 'without context' condition 
6.2.2 The dependent variables 
In the previous chapter we have paid attention to the problems connected with 
quantifying transcription variation We have argued that there are no absolute entena 
for determining which feature system is the most adequate and which features or 
feature specifications have the greatest impact on the degree of phonetic difference 
between two speech sounds Consequently, no metric can be proposed as THE instru-
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ment for transcription evaluation This implies that the results obtained in studies on 
transcription variation have to be interpreted in the light of the assumptions on which 
the studies were based Assumptions are made not only in determining the degree of 
difference between speech sounds but also at a later stage, when the individual distance 
values have to be combined to obtain an overall index of phonetic difference This 
issue will be addressed in Section 6 2 2 3 
In Section 5 2 2 we said that for the present investigation use was made of distance 
matrices similar to those developed by Vieregge et al (1984) for the purpose of evalu-
ating phonetic transcriptions In the following section we will take a closer look at 
these matrices Another problem associated with transcription evaluation, string align-
ment, will be discussed in Section 6 2 2 2 
6.2.2.1 Distance matrices 
In 1984 Vieregge, Rietveld, and Jansen made an attempt at developing an evalu-
ation system for scoring differences between transcriptions They constructed two 
matrices, one for consonants and one for vowels, in which distances between all poss-
ible pairs of sounds are represented by numbers The two matrices were developed on 
the basis of experiments in which subjects were asked to judge the degree of 
articulatory difference between speech sounds The speech material used in these 
experiments consisted of pairs of words presented visually in a random order Each 
word contained one of the sounds under investigation in medial position The words of 
each pair were chosen so as to obtain maximal similarity (equal number of syllables 
and equal stress pattern) The subjects' task was to try to reproduce the sounds con-
tained in the stimulus words and indicate the degree of articulatory dissimilarity on a 
ten-point scale 
The rationale behind Vieregge et al 's experiments was explained in Section 5 3 2 
In this section we stressed the importance of articulatory dimensions in determining the 
degree of difference between speech sounds for the aim of transcription comparison 
Moreover, we noted that in this connection articulatory dimensions are not really used 
to establish physical distances between articulatory positions because this is not the way 
transcribers operate The fact that transcribers analyse speech sounds in a 
proprioceptive way (see Section 3 13) led the above-mentioned authors to choose 
judgements of articulatory (dis)similarity based on proprioception as a basis for tran-
scription evaluation 
The dissimilarity scores were analysed by means of multidimensional scaling so as 
to retrieve the dimensions underlying the subjects' judgements Through a combination 
of experimental results and phonetic knowledge, two feature matrices were obtained, 
one for vowels and one for consonants Each speech sound was then defined by a 
unique combination of feature values Subsequently, city-block distances were calcu-
lated for each pair of sounds These distances are obtained by comparing each pair of 
sounds feature by feature For each feature the absolute difference between the feature 
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values is computed These partial differences are then summed up, thus obtaining an 
overall index of the difference between the two sounds in question Following this 
procedure two distance matrices were constructed, one for vowels and one for conson­
ants, which could subsequently be utilised to express the degree of difference between 
transcriptions (Vieregge 1987) 
These matrices were originally developed for evaluating transcriptions of Dutch 
Since in this investigation two other language varieties were involved, ι e the Limburg 
dialect and Czech, it was not clear which evaluation system had to be used The 
Limburg dialect was less problematic since in this case the Dutch matrices could be 
employed Things were less clear with respect to Czech The original idea was to 
develop a new system of distance values for Czech, using the same method adopted for 
Dutch 
In line with this plan, a study on proprioceptive evaluation of Czech vowels was 
carried out (Cucchiarini and Rietveld 1989) In this investigation 31 Czech subjects 
were asked to evaluate the degree of articulatory dissimilarity between pairs of Czech 
vowels, on the basis of proprioception Also in this case the dissimilarity scores 
obtained were analysed by means of multidimensional scaling The results showed that 
in judging vowel similarity, Czech subjects used essentially the same entena as Dutch 
subjects in evaluating Dutch vowels (Rietveld 1979) Subsequently, the dissirmlanty 
scores were submitted to cluster analysis to determine possible hierarchical 
reliationships between the dimensions underlying the subjects' judgements Again it 
turned out that the results were very similar to those obtained for Dutch vowels Spe­
cifically, both studies revealed that vowels differing in the front/back dimensions, ι e 
[ι] and [u], were expenenced as being more different than vowels diffenng in the 
close/open dimension, ι e [ι] and [a] In both cases it was concluded that distances in 
the front/back dimension were felt to be greater than those in other dimensions, thus 
indicating a certain hierarchical ordering of the features in question However, it seems 
to us now that these data should be interpreted m a different way As a matter of fact, 
the vowels [l] and [u] do not differ only in the front/back dimension, but also with 
respect to lip rounding Therefore, it is not surpnsing that subjects found them to be 
more different than the vowels [a] and [ι], which differ only in one dimension from 
each other (see also Singh 1976 8) So, instead of showing an ordenng of the dimen­
sions on the basis of their impact on vowel (dis)similanty, these results show, rather, 
that the number of dimensions is important two vowels diffenng in two features are 
considered to be more different than two vowels differing in one feature This lends 
support to the use of feature counting as a way of indicating the degree of speech 
sound (dis)similanty 
Apart from this different interpretation of the results, the fact remains that both 
groups of subjects (Dutch and Czech) seemed to use the same criteria However, this 
needs not be always the case We have already observed that information derived from 
experiments on speech sound similarity is likely to be language dependent Even when 
subjects are asked to judge the degree of articulatory sirmlanty or difference between 
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speech sounds, it is not certain that they pay attention only to that specific aspect The 
functional load of the parameters used in their own language will probably play a part 
in the evaluation process (Chistovich 1971, Van Vahn 1976) 
The fact that the sound systems of Dutch and Czech are different does not only 
mean that the Dutch distance matrices contain sound pairs that do not figure in the 
Czech matrices and vice versa, but also that the same sound pair may be assigned 
different distance values in the two matrices In other words, the fact that the Dutch 
and the Czech phonological spaces are differently filled and that the various dimensions 
may differ with respect to functional load in the two languages could lead to different 
distance values for one and the same pair of sounds If for any language a system of 
distances has to be developed for the purpose of transcription evaluation, then it is 
possible that one and the same discrepancy between transcriptions is judged differently 
depending on the language in which it occurs For instance, transcribing a long vowel 
instead of a short one would be a more serious mistake in a language in which this 
difference is distinctive than in a language in which this difference is irrelevant This is 
in stark contrast to the idea that a transcriber is expected to hear the difference between 
short and long vowels in any case, irrespective of the function this distinction fulfils in 
the various languages 
For the reasons mentioned above, it did not seem correct, on second thoughts, to 
use different distance matrices for different language varieties Therefore, we decided to 
use one system of distance values for all three language varieties The problem at this 
point was how to obtain such a comprehensive system As has been amply discussed in 
the previous chapter, it is impossible to develop a language-independent evaluation 
metric Since it was clear that any system would be arbitrary to a certain extent, we 
chose what seemed to us the most obvious option Given that the subjects in our 
experiments were Dutch, we decided to take the Dutch evaluation system as the basis 
for developing two distance matrices that contain the vowels and consonants of all 
three language varieties 
The consonant matrix presented in Vieregge et al (1984) was then expanded so as 
to accommodate those consonants of Limburg and Czech that were not included, as 
well as other sounds that we thought might crop up in transcriptions, even though they 
are not phonemic in the three languages involved in our study Obviously, if taken to 
extremes, this would mean that we need a scoring system that contains all possible 
speech sounds For the reasons explained in the previous chapter, a system of this kind 
does not seem to be feasible So, as it was clear that a theoretically satisfactory evalu­
ation system was not possible, we tried to obtain a system that would at least be 
satisfactory from a practical point of view 
Among the sounds that were added to the matrices developed by Vieregge et al 
(1984) are the voiced palatal plosive [j], the voiced alveolar fricative trill [j], the 
voiced and the voiceless dental fricative, [6] and [Θ], respectively, and the voiceless 
palatal fricative [ç] Each of the newly added sounds could be defined by a unique 
combination of feature values, as can be seen in Appendix A The distance values 
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between the various speech sounds were calculated according to the method used in 
Vieregge et al (1984) and described above 
In spite of the addition of a number of speech sounds, the consonant and vowel 
matrices used in the present study very much resemble those developed for Dutch As a 
matter of fact, the features used to define the speech sounds, as well as the criteria 
adopted in determining the distances between the sounds are very similar For this 
reason we will not discuss these matrices in more details More precise information 
about the way in which these matrices were constructed and the motivation for using 
this method can be found in Rietveld (1979), Vieregge et al (1984), and Rietveld and 
Schils (1986) 
6.2.2.2 String alignment 
Given the numerous problems involved in determining the degree of difference 
between speech sounds, the reader might be led to think that it would be better to 
abandon this approach and try to compare transcriptions in some other way One could 
even think that, after all, it would be better to use percentage agreement, since in that 
case no complications with distance values would arise However, this is not complete­
ly true As has been observed in the previous chapter, knowledge about similarity of 
speech sounds is fundamental to transcription evaluation and is used at the very first 
stage of the comparison procedure, when the two strings of symbols are aligned We 
have already explained that aligning two transcriptions means determining which sym­
bols in one string correspond to the symbols in the other string This is easy when the 
two transcriptions are equally long and/or contain the same symbols, because in this 
case there is a kind of natural correspondence between the elements in the two strings 
However, any departure from this ideal situation is likely to complicate the alignment 
procedure considerably Since the correspondence between the elements is no longer 
evident, it has to be reconstructed This can be illustrated by means of an example We 
consider again the two transcriptions of the Dutch word 'eindelijk ('at last') 
ΤΙ [ε η d 1 γ к] 
T2 [ε η 1 к] 
These two sequences do not contain exactly the same symbols Moreover, they also 
differ in length, Tl has six symbols and T2 only five Complex cases of string com­
parison, typically between sequences of symbols of different length, are dealt with in 
sequence comparison (Kruskal 1983) The general approach in comparing sequences of 
this type consists in maximising the correspondence between the two sequences each 
symbol in one string is matched with its corresponding symbol in the other string 
Where matching is not possible because a symbol is lacking in one of the strings, a 
null symbol is inserted instead The result of this analysis is a matrix of two rows and 
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at least as many columns as the number of symbols in the longer string, as shown 
below: 
1 2 3 4 5 6 
ΤΙ [ε η d 1 Y к] 
T2 [ε η 0 1 к] 
Columns 1, 2, 4, and 6 contain identical symbols. In sequence comparison terms 
these are called continuations (Kruskal 1983: 14). Column 5, on the other hand, con­
tains two different symbols. This is a so-called substitution. Finally, column 3 contains 
a matching of a phonetic symbol with a null symbol and is called either deletion or 
insertion, depending on which transcription is taken as point of reference. When the 
distinction between deletions and insertions is not relevant, because neither of the 
strings is taken as a bench mark, the term indel (insertion/deletion) may be used. 
In recent years, sequence comparison has been studied by many researchers work­
ing in different areas such as geology, biology, chemistry, speech technology etc. The 
methods developed to cope with the difficulties inherent in sequence comparison 
usually make use of dynamic programming. The algorithms applied make it possible to 
obtain the best correspondence between the symbols in the two strings, without having 
to try all possible solutions. In order to establish the best correspondence, the alignment 
program needs to know which elements are likely to appear in the same position or, put 
differently, which substitutions are more likely to occur. For example, to obtain the 
alignment presented above and not, say, the following one: 
1 2 3 4 5 6 
ΤΙ [ε η d 1 γ к] 
Τ2 [ε η 1 э к 0] 
the program needs to know that [ε] - [ε], [η] - [η], [1] - [1], and [к] - [к] have zero 
difference while [d] - [1], [1] - [e], and [Y] - [k] do not. This information can be fed 
into the computer in the form of a matrix containing costs or distance values for all 
possible substitutions. Quite clearly, the performance of such a program strongly 
depends on the values contained in the distance matrix. In fact, finding the appropriate 
distance measures is one of the fundamental problems in string alignment. 
It should be noted that, with respect to transcription comparison, the importance of 
distance relationships between speech sounds is usually overlooked. It becomes evident, 
however, when it comes to writing a computer program to perform alignment automati­
cally. When phoneticians align transcriptions by hand, they use their knowledge of 
speech production and perception to arrive at what they think is the best alignment. 
They proceed almost automatically, guided by their internalised knowledge, without 
actually thinking why [p] is matched with [b] rather than, say, with [r]. Alternatively, 
when an automatic system is used, this knowledge has to be made explicit and avail­
able to the computer in the form of rules, constraints or matrices with distances 
between the speech sounds represented by the phonetic symbols. 
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It should be clear now that the idea that there are varying degrees of similarity 
between speech sounds is central to transcription comparison Even when percentage 
agreement is used to indicate the difference between two transcriptions, some kind of 
distance matrix is assumed because the transcriptions have to be aligned in the first 
place Moreover, given that deletions are often reported in studies of transcription 
variation, (Amorosa et al 1985, Shriberg and Lof 1991) it follows that transcription 
alignment is seldom self-evident In spite of this, no mention is usually made of the 
criteria followed in aligning transcriptions before calculating percentage agreement 
This is surprising, especially in speech pathology where the importance of transcription 
alignment cannot be overestimated 
The foregoing discussion has attempted to show that distance matrices serve a 
double purpose in transcription comparison They are needed both to align transcrip­
tions and to express their degree of difference This raises the question of whether the 
same distance values should be used for both purposes We have already seen that there 
are no universal entena for determining phonetic difference Analogously, no universal 
criteria exist for determining error gravity in transcription Any decision in this sense 
will have to be related to the specific aim of the investigation being earned out So if 
there are special reasons for using a given distance matrix for transcription alignment 
and a different one for determining transcription similarity or difference, then this 
should be done Otherwise it seems more consistent to use the same system of distance 
values for both purposes This is also the approach taken in the present investigation In 
this case the matrices described above were used as input to a computer program that 
aligns pairs of transcriptions and at the same time calculates the overall distance 
between them This program is described below 
Owing to the considerable number of transcriptions to be analysed in this investi­
gation, alignment by hand was out of the question Therefore a program was developed 
to align transcriptions automatically and determine their degree of distance (Vnens 
1990) The algorithm employed in this alignment program very much resembles the one 
developed by Picone et al (1986) This is an adapted version of the standard dynamic 
programming algorithm, which aligns two sequences of elements minimising the 
cumulative distance between them (Kruskal 1983) In our case the elements are pho­
netic symbols drawn from the Alphabet of the International Phonetic Association, 
which represent vowels and consonants These basic symbols can be augmented with 
diacritics So a string element can either consist of a phonetic symbol plus one or more 
diacritics or of a phonetic symbol only In total there are 42 consonant symbols, 20 
vowel symbols, and 22 diacritics Stnng alignment is performed on the basis of dis­
tance measures between the various symbols 
The major differences between our program and that of Picone et al concern the 
aim and the input matrices While Picone et al 's program only aims at aligning strings, 
our program also produces distance indices Further, Picone et al use phoneme distance 
matrices based on listening experiments (Peterson and Bamey 1952, Miller and Nicely 
1955), whereas our program employs matrices containing feature values There are ten 
features to define consonants and three to define vowels Distances between speech 
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sounds are computed as the program needs them. Although this makes the system 
slower, it has the important advantage of making it possible to include diacritical 
marks Diacritics have the property of altering the feature values of basic symbols 
Owing to the addition of a relevant diacritical mark, two basic symbols may become 
more similar or more different By way of illustration, the two vowel symbols [e] and 
[ε] differ with respect to the feature 'height' By adding appropriate diacritics, the two 
transcriptions can be made more similar [e] [ε] 
Taking into account the effect of diacritics during automatic comparison is difficult 
when phoneme distance matrices are used as input Since in this case the feature values 
characterising the speech sounds are not available, they cannot be changed The only 
solution would be to expand the matrix so as to include entries consisting of symbols 
plus diacritics To obviate these problems, we opted for feature matrices whose values 
can be changed, if diacritics are added to the symbols Only after the effect of diacritics 
has been discounted, can the distance between the transcription symbols be computed 
Another difference between the matrices used by Picone et al and ours is that the 
former contain perceptually based distances, whereas the latter refer to articulatory 
features Apart from a few exceptions, both programs disallow vowel-to-consonant 
matches In Picone et al this is achieved by adding an extra matrix in which the costs 
for vowel-to-consonant matchings are greater than those for deletions and insertions A 
restricted number of matches between vowels and consonants are allowed, by defining 
their costs to be lower than that associated with deletions and insertions In our pro­
gram vowel-to-consonant matches are prevented by rule However, since matches 
between certain vowels and certain approximants turned out to be desirable (see below), 
a list of exceptions with their associated costs was drawn up 
If two transcriptions do not contain the same number of phonetic symbols, null 
symbols are inserted On the basis of the distance values, the alignment program 
determines which symbols are missing in one of the two transcriptions (or have been 
inserted in the other, depending on the point of view) Costs for insertions/deletions are 
also contained in a separate list Figure 6 1 below gives an example of the output of the 
alignment program 
Stnng 1 PP02_K1_NESPF02 
String 2 PP02_K3_NESP F02 
distance 
vowels 0 0 
consonants 1 0 
Figure 6 1 
Sample output of the alignment 
[ε 
[ε 
[ 0 0 
number of 
pairs 
2 
3 
program 
1 
1 
0 0 
θ 
э 
0 0 
mean 
distance 
000 
0 33 
x k ] 
x k] 
10 0 0] 
pairs with 
distance>0 
0 
1 
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At best, an alignment program will perform as well as a human expert Of couise 
human performance does not mean a hundred per cent correctness, as there can be 
string pairs that are simply difficult to align, even for an experienced phonetician This 
may be the case when two transcriptions are very different, both quantitatively (number 
of symbols contained) and qualitatively (nature of the phonetic symbols) It is evident 
that even the best combination of rules and distance values cannot guarantee the per 
formance level of a human expert, as the latter has access to much more information, 
can use his intuitions and can be more flexible In other words, we have to settle for 
something which can only approach human performance This means that in any 
alignment program human corrections will eventually be required 
However, we should not forget that the use of alignment programs also has some 
advantages over manual alignment Apart from the fact that with a program the number 
of transcriptions to be aligned is no longer an obstacle, an alignment program also has 
the advantage of being consistent Given two transcriptions a computer will always 
align them in the same way, which will not necessarily be the case when alignment is 
performed by human beings 
Before our program was employed to align transcriptions in the present investiga­
tion, Us performance was checked on 1680 transcription pairs As is usual in this kind 
of research (Picone et al 1986 782), human experts' judgements were used to 
benchmark the degree of successfulness of the algorithm In our case, the investigator 
and a research assistant independently checked whether the transcriptions had been 
aligned correctly The results of this evaluation are reported in Cucchianni and Van 
Bezooijen (1991) Out of 1680 pairs of transcription 87 (5 17%) string pairs turned out 
to be incorrectly aligned Two major causes of incorrect alignment were identified 
1 The first one, accounting for 52 cases (3 09%), was the impossibility of matches 
between vowels and consonants, which in certain cases led to the insertion of too 
many null symbols When one and the same position is occupied by a vowel in one 
string and by a consonant in the other, the program inserts two null symbols as 
follows 
Ρ 0 
0 a 
The reason for this is that the two sounds are so different that they cannot be tran­
scriptions of one and the same articulatory event Sometimes, however, the differ­
ence between vowels and consonants may be less clear-cut For example, certain 
approximants are phonetically very similar to certain vowels In this case it did not 
seem correct to avoid the matching between a consonant and a vowel and insert 
two null symbols In effect, a vowel like [ι] and a consonant like [j] could very 
well be transcriptions of one and the same articulatory event Therefore, a number 
of vowels were allowed to be matched with corresponding approximants 
2 The second source of alignment errors was the incorrect matching of diphthongs 
with long vowels, which was responsible for 19 cases (1 13%) This type of error 
was due to the fact that the program aligns the long vowel with the first part of the 
diphthong and then matches the second part with a null symbol To cope with this 
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problem, the whole of the diphthong was allowed to be matched with the long 
vowel 
It should be noted that the development of this alignment program was not our 
primary goal, but only a by-product of our research on transcription variation Given 
our practical aim, which was developing a system that would make our job easier, we 
could not devote much time and energy to optimising the program In view of these 
limitations we decided not to incorporale the suggested changes in the program since 
this could have had undesirable results for other string pairs The changes were then 
made manually after the transcriptions had been aligned 
The transcription pairs to be adjusted were retrieved by means of the program 
PHONPAIR C, developed by our colleague Τ van den Heuvel This program scans all 
transcription alignments looking for a pre-specified pattern or subsequence Missed 
alignments between a vowel and an approximants, for instance [1 ] and [J ] , can be 
spotted by looking for the following patterns 
#a 0 #V 0 
0 # or 0 #a 
where #a = any approximants 
#V = any vowel 
0 = null symbol 
For example, for the matching /l/ - / j / these two patterns comprise the following 
four combinations 
J 0 Ο ι l 0 0 j 
0 1 j O 0 j l O 
Similarly, incorrect alignments of diphthongs and long vowels could be retrieved by 
means of the following patterns 
#V# 0 0 #V# 
#V## #V## or #V## #V## 
where #V = any vowel 
# = any length symbol 
## - no length symbol 
0 - null symbol 
After the relevant transcription alignments had been retrieved, they were adjusted and 
the distance values were changed accordingly By eliminating the two main error 
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sources, this two-step procedure guarantees a higher percentage of correct alignment 
(99% instead of 94 83%) 
In the preceding chapter we have discussed in detail the problems involved in 
determining the degree of phonetic similarity or difference between speech sounds In 
view of these difficulties, we concluded that any set of distances or substitution costs 
will have a relative value This of course also applies to the distance values used in the 
present investigation It could be argued, though, that the relatively high degree of 
success of our alignment program is an indication of the plausibility of these distance 
matrices As suggested above, the performance of an alignment program is determined 
by the matrices that are used as input If the performance of the algorithm is satisfac-
tory, it can be concluded that the matrices are satisfactory too However, in our case 
this argument should be used with caution, for two important reasons 
The first is that this reasoning may be somewhat circular As a matter of fact, the 
performance of the algorithm was judged by two people (the investigator herself and a 
research assistant) who were familiar with the distance matrices Since their judgements 
cannot be considered to be completely independent, it follows that the relatively high 
percentage of correct alignment cannot be a very convincing argument in favour of the 
input matrices 
The second reason why we should be cautious in using the successful performance 
of the alignment program to justify the matrices is that we do not know exactly to what 
extent incorrect information in the matrices leads to incorrect alignment In other 
words, before we can say that these matrices are good because they lead to a high 
percentage of correct alignment, we need to know what happens with other matrices 
Only if we find that other matrices give worse results are we allowed to argue in 
favour of the matrices adopted in this study However, we have already observed that 
the alignment algorithm was a mere instrument in our research, not the object of our 
study For this reason we did not test different matrices to check their effects on the 
percentage of correct alignment Therefore, it would not be sound to use the success of 
the alignment program as argument in favour of the distance matrices used as input 
6.2.2.3 Overall dissimilarity measures 
Even supposing that it is possible to obtain an optimal matrix with distances 
between speech sounds, this would not solve the problem of transcription comparison 
completely In fact, it is difficult to say how the individual distance values or substitu-
tion costs should be combined in order to obtain an overall index of transcription 
similarity or difference This has to do with the fact that transcriptions can differ in 
various respects They can differ with respect to length, ordering of the symbols, or 
they can simply contain different symbols Of course, combinations of these three 
conditions are also possible 
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We will now consider the situation in which two transcriptions of the same utter­
ance differ from each other because they contain different symbols In this case the 
overall magnitude of difference may be partitioned into two components the number of 
differences between the transcriptions and the magnitude of the individual differences 
Although it is obvious that both factors contribute to the overall magnitude of differ­
ence between the transcriptions, it is not clear if, and to what extent, the two factors 
differ in their contributions In other words, it is not clear whether two transcriptions 
that differ in all symbols by a small amount are more similar than two transcriptions 
that differ in only one or two symbols by a great amount The following example will 
clarify how a circumstance of this kind can arise 
Tl [o 1 u η к e] 
T2 [о 1 u rj к ε] 
Tl [o i u η к. ε] 
Τ3 [o b a η к ε] 
As we can see, Tl and T2 differ in all symbols, but the differences are small Tl 
and T3, on the other hand, differ only in two symbols, but the differences are consider­
able In a case like this it is difficult to say whether the number or the magnitude of the 
differences is more important On the one hand, it could be argued that Tl and T3 are 
more similar because in this case the discrepancies are limited to two symbols Apart 
from these two positions, the two strings are identical On the other, one could claim 
that Tl and T2 are more similar because in this case one is more likely to recognise the 
same word in the two transcriptions Both lines of reasoning seem plausible The 
question is that there are no objective grounds to choose between the two options Most 
probably, it will vary from situation to situation and from language to language 
A similar situation emerged with respect to the degree of difference between two 
speech sounds (see Chapter 5) Also in that case it was not clear whether the various 
features had to be weighted dilferently By analogy with the problem of feature weight­
ing, one could think of determining the relative weight of number and magnitude of 
transcription differences by means of an evaluation experiment Although it may be 
possible to design such an experiment, the question arises as to whether it is feasible 
In order to determine to what extent number and magnitude of transcription differences 
contribute to the perceived overall degree of dissimilarity between transcriptions, it is 
necessary that the two factors be varied systematically While variation of the number 
of differences can be easily kept under control, this does not apply to the magnitude of 
the differences We have already pointed out that there are no standard criteria to 
determine the degree of difference between speech sounds As a consequence, the 
hypothetical subjects participating in such an experiment might apply different criteria 
and therefore judge the distances between speech sounds in different ways This could 
distort the results of the experiment so as to make it impossible to draw any con­
clusions about the relative contribution of the two factors 
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To sum up, also in this case the decision will have to be based on certain assump­
tions about the importance of the number and the magnitude of differences between 
transcriptions An alternative solution could be to consider these two aspects separately, 
as far as possible This is what we tried in the present investigation, as will be 
explained below 
In an attempt to obtain two different pictures of the degree of dissimilarity between 
two transcriptions, one related to the number and one related to the magnitude of the 
discrepancies, we adopted two different indices of transcription dissimilarity the 
percentage of differently transcribed symbols and the average distance between the 
symbols The first index is the complement of the notorious percentage agreement, that 
is percentage disagreement The second one is also well known, since it is just the 
mean distance over all symbol pairs, also those with 0 difference 
It is clear that the criticism expressed about percentage agreement also applies to 
percentage disagreement, as mathematically one is just the complement of the other 
However, we would like to point out that computing percentage disagreement for these 
data is not in contradiction with the fact that we have repeatedly criticised the use of 
percentage agreement as an indicator of transcription similarity In effect, we are now 
in a position to compare the two metrics 
It should also be noted that the procedure adopted in our investigation to compute 
percentage disagreement differs from the usual one Normally, percentage agreement is 
determined by counting the number of differences after transcriptions have been aligned 
manually Here, on the other hand, percentage disagreement is computed on the basis of 
the data provided by the alignment program described above This implies that the two 
measures, percentage disagreement and average distance, are not completely indepen­
dent of each other As a matter of fact, the number of differences between two tran­
scriptions is determined on the basis of the distance values contained in the matrices 
Conversely, given that any transcription difference is assigned a cost, it is clear that any 
extra difference will contribute to increasing the average distance 
The fact that the same distance matrices are used to calculate both measures might 
seem rather strange One could expect that, for the sake of comparison, we used two 
completely different measures obtained by different methods The point is that we 
could not and did not want to calculate percentage disagreement manually, as is often 
done in linguistic research We could not do it because of the amount of material We 
did not want to do it because of the disadvantages of alignment by hand Although the 
use of a program may lead to some alignment errors (see Section 6 2 2), it ensures a 
degree of consistency which is not always guaranteed with manual alignment This may 
be very important when one is interested in comparing agreement indices for transcrip­
tions of different speech fragments made under different experimental conditions, as 
was the case in our investigation 
To perform alignment automatically we needed some kind of distance matrix Of 
course it could be argued that to calculate percentage disagreement one can use a 
matrix in which symbols are specified only as either identical or different, as they are 
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indeed viewed in percentage (dis)agreement The problem with a matrix of this kind is 
that it might easily lead to incorrect alignment, especially when the transcriptions differ 
considerably in the number of symbols they contain For this reason we decided to use 
matrices that had shown a reasonable degree of success 
In spite of their being related to each other, average distance and percentage of 
differences still provide different information about the discrepancies between two 
transcriptions In the first statistic the relationship between number and magnitude of 
discrepancies is such that, given the two following alignments of hypothetical symbols 
x, y, and z, with the distance values x-y=l and x-z=4, the resulting mean distance is the 
same in both cases In contrast, the percentage of disagreement is different for the two 
alignments 
string 1 
stnng 2 
distances 
mean distance 
percentage of 
disagreement 
alignment 1 
X 
ζ 
4 
X X X 
X X X 
0 0 0 
I 
25% 
alignment 2 
X X X X 
У У У У 
1 1 1 1 
1 
100% 
In percentage disagreement the distance values are used to obtain alignment, but are 
not included in the index In the mean distance, on the other hand, the distance values 
are first used to align the transcriptions and are then averaged So, in the latter case the 
distance values contribute to a greater extent to the index eventually obtained 
As is clear from the example above, in these two measures it is possible to see 
what role each of the two components plays For this reason these indices have been 
preferred to other measures developed in the past, in which the relationship between the 
number and the magnitude of transcription discrepancies was rather complex More­
over, these measures had revealed other shortcomings In Vieregge (1985) a transcrip­
tion agreement index was proposed which could be computed separately for consonants 
and vowels, on the basis of the distance matrices developed in Vieregge et dl (1984) 
Although the index was intended to vary between 0 (complete disagreement) and 1 
(complete agreement), it turned out that it could become negative under certain circum­
stances Adding a weight factor to obviate this problem (Vieregge and Cucchianni 
1988) had other undesirable consequences In the case that the number of differences is 
equal to the number of symbol pairs, the index would become zero in any case, regard­
less of whether the symbols differ by a small or by a great amount For further details 
about these agreement indices the reader is referred to the above-mentioned articles 
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6.2.3 Subjects 
The subjects who took part in the transcription experiments were 14 Language and 
Speech Pathology students at the University of Nijmegen They had all attended the 
same transcription courses in normal and pathological speech Each course included 
about 32 hours contact time The 14 subjects were selected out of a group of students 
who had received a mark higher than 8 (out of 10) in the final examination for the 
normal speech transcription course The transcription system used in this course was 
that of the International Phonetic Association The transcribers' proficiency was further 
checked in two pilot experiments Moreover, all subjects received two hours extra 
training in transcription before taking part in the experiments The subjects participated 
on a voluntary basis and were paid for their services 
6.2.4 Speech material 
6.2.4.1 Types of speech stimuli 
In the transcription experiments the subjects transcribed speech material in which 
the three factors presented in Section 6 2 1 were systematically varied To investigate 
the influence of the factor 'language' we selected speech fragments of three language 
varieties, ι e Standard Dutch, a Dutch dialect of the province of Limburg, and Czech 
These excerpts were derived from recordings of three native speakers of these language 
varieties All three speakers were educated men who had no speech problems For each 
of the three varieties fragments of read and spontaneous speech were required To elicit 
speech material of these two styles, each speaker was asked to read a list of sentences 
and tell a story in his mother tongue The sentences had been prepared with the assist­
ance of native speakers of the three language varieties 
The speech material was recorded in a soundproof booth onto audio tape by means 
of high quality equipment It was then low-pass filtered at 10 kHz, digitised at 20 kHz, 
and stored on computer disc Subsequently, in order to study the influence of the factor 
'context', two kinds of fragments were selected for each speech style of each language 
variety (see Appendix B) 
1 short sequences of 5 to 15 sounds across word boundaries, extracted from their 
original contexts ('without context' condition) 
2 the same sound sequences embedded in their original contexts, usually two to four 
words ('with context' condition) 
The present investigation 109 
6.2.4.2 Stimuli preparation 
The speech stimuli were prepared by means of a waveform editor (SESAM, 
Broeder 1989) that makes it possible to cut out excerpts of variable length from longer 
fragments of speech (see example in Figure 6.2). The 'without context' speech excerpts 
had to be short enough to be meaningless and long enough to be transcribable. From a 
pilot experiment carried out to check the adequacy of the speech stimuli, it turned out 
that very short fragments of two or three segments were not suited to test transcription 
performance. The subjects participating in this pilot experiment reported that they were 
startled by these short stimuli and found it very difficult to transcribe them. However, 
longer fragments are less likely to be meaningless, because in this case subjects can 
reconstruct the original word. To reduce this to a minimum, we decided to use 
sequences of sounds across word boundaries. This made it possible to obtain longer, 
but still meaningless excerpts. Although there were no specific requirements as to the 
duration of these stimuli or the number of sounds they had to contain, it is clear that 
limits on both duration and number of sounds were imposed by the fact that the 
excerpts had to be meaningless and transcribable. 
—> msec 
Figure 6.2 
Speech excerpt extracted from a longer fragment of speech. 
по 
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Obtaining meaningless speech fragments was not as easy as one might think As 
explained above, these excerpts were excised from longer fragments of a few words 
The person who selected the short fragments (the investigator) always listened to the 
long ones first This made it difficult for her to tell whether a given sequence of sounds 
was meaningless or not because she could always place it in its original context and 
therefore attach it the right meaning It was obvious then that the ultimate selection of 
the speech fragments could not be made by just one person Therefore, a number of 
subjects were asked to judge the selected fragments to see whether they were really 
meaningless As it turned out that the excerpts could be easily recognised, these were 
subsequently shortened and again presented to other subjects This procedure viz 
selection, evaluation (each time by different subjects), and revision repeated itself two 
more times The ultimate evaluation was made by seven subjects who had been 
explicitly asked to add sounds right and left of the sequences they heard, so as to 
reconstruct the original utterances Only those fragments which were not identified by 
most of the subjects were used for the transcription experiments 
This selection procedure was followed only for the Dutch samples It was evident 
that the dialect and Czech meaningless fragments were less, or not at all, likely to be 
identified by our subjects Despite this, we wanted the two conditions (without context 
and with context) to be identical for the three language varieties The dialect and Czech 
fragments were therefore chosen so that their duration and number of segments were 
comparable to those of the Dutch samples In selecting these speech fragments, native 
speakers of the varieties in question were asked for their advice 
0 50 100 150 200 250 300 350 400 450 500 
—» samples 
Figure 6 3 
Speech fragment with cosine window 
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Making the 'without context' fragments was difficult also because of the speech 
segmentation problems which are known to any speech researcher In the initial seg-
menting procedure the fragments were cut at zero crossings, whenever possible, so as 
to avoid 'strange' perceptual effects resulting from clipping When this was not possible, 
small portions of the adjacent segments were included In order to minimise the effects 
of clipping, abrupt onsets and offsets were eliminated by applying a cosine window 
with rise and decay times of 10 msec, as shown in Figure 6 3 
However, the fragments thus obtained had to be shortened because they had been 
easily recognised in a listening test In view of the difficulties in obtaining fragments 
that were meaningless and transcnbable at the same time, the requirement of cutting at 
zero crossings had to be abandoned So, many of the fragments eventually obtained 
consisted of the sound sequence to be scored plus small portions of the neighbouring 
sounds This did not lead to undesirable perceptual effects because, as already ex 
plained, abrupt onsets and offsets were avoided by varying the rise and decay times It 
follows that the initial and final segments of these short excerpts were partly damaged 
and therefore could not be compared with their counterparts in the long fragments, 
which are intact Consequently, the transcription symbols corresponding to the damaged 
segments were removed prior to analysis 
As mentioned above, we used recordings of spontaneous and read out speech of the 
same speaker in order to get speech fragments of two speaking styles Although we 
could have used exactly the same sound sequences for both styles, we opted for pres-
enting the transcribers with as many different segments as possible Having the same 
segments for the two speaking styles would have made it easier to compare the dissimi-
larity scores for spontaneous speech with those for read speech However, it would 
have implied a considerable restriction of the variation in the segmental make-up, with 
the ensuing problem that the results obtained would have been even more a function of 
the specific subset of segments involved 
Schematically, the speech material to be transcribed was as follows 
Table 6 1 
Type and number of speech fragments to be transenbed 
language 
speech style 
context without 
with 
Dutch 
spont read 
1 20 21 40 
1 17 18 36 
Limburg 
spont read 
41 60 61 80 
37 53 54 71 
Czech 
spont read 
81 100 101 120 
72 90 91 108 
From the above table it appears that there are more 'without context' fragments than 
'with context' fragments (120 vs 108) This is due to the fact that some of the 'with 
context' fragments contain two 'without context' fragments instead of one 
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After the 228 speech stimuli had been prepared they were arranged in different 
random orders. Four random orders were used, two for the 120 short fragments and two 
for the 108 long fragments. Each random order was then divided into four blocks of 30 
and 27 fragments, respectively. When the speech stimuli were recorded from disc onto 
audiotape, the ordering of the blocks was varied, so as to obtain four different orders 
for the set of 120 short fragments, and four different orders for the set of 108 long 
fragments. In replicating the experiments, each transcriber received a tape with an 
ordering different from that of the first time. This was done to minimise memory 
effects. 
6.2.5 Procedure 
The speech stimuli described above were transcribed by the 14 subjects in four 
experimental rounds, as shown in Table 6.2 below. Again, in order to reduce memory 
effects, the transcription experiments had to be spaced out over a given period of time. 
Table 6.2 
Speech fragments to be transcribed in the four experimental rounds 
Rl 
fragm. 
type 
-Cds 
-Cdr 
-Cls 
-Clr 
-Ces 
-Ccr 
N 
20 
20 
20 
20 
20 
20 
120 
Time 
interv. 
6 
R2 
fragm. 
type 
+Cds 
+Cdr 
+Cls 
+Clr 
+Ccs 
+Ccr 
N 
17 
19 
17 
18 
19 
18 
108 
weeks 10 
R3 
fragm. 
type 
-Cds 
-Cdr 
-Cls 
-Clr 
-Ces 
-Ccr 
N 
20 
20 
20 
20 
20 
20 
120 
weeks 6 
R4 
fragm. 
type 
+Cds 
+Cdr 
+Cls 
+Clr 
+Ccs 
+Ccr 
N 
17 
19 
17 
18 
19 
18 
108 
weeks 
where: 
Rl - R4 = experimental rounds 
N = number of fragments 
-C = 'without context' fragments 
+C ='with context' fragments 
d = Dutch 
1 = Limburg 
с = Czech 
s = spontaneous speech 
г = read speech 
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On the one hand, long intervals are to be preferred because in this case subjects are 
less likely to recognise the speech excerpts previously transcribed, on the other, long 
intervals may be problematic because of mortality, the loss of subjects between two 
experimental rounds As a sort of compromise, the transcription experiments were run 
in a period covering six months 
In the first round the subjects transcribed all 120 without context' fragments Six 
weeks later the 'with context fragments were transcribed in the second round Between 
the second and the third round there was an interval of ten weeks A longer interval 
seemed sensible in this case, since in the third round the same material would be 
transcribed as in the first Again six weeks later the subjects participated in the fourth 
round, which was a replication of the second 
As appears from Table 6 2, in each experimental round the subjects had to tran-
scribe more than a hundred fragments A pilot experiment conducted with the same 
subjects had shown that this was too much for one experimental session Consequently, 
the speech material was divided over two sessions to be held on different days In each 
session a subject transcribed 60 short fragments or 54 long ones 
The transcription sessions were held individually The speech fragments to be 
transcribed were presented through Sennheiser HD410SL headphones from a Re vox 
B77 tape recorder The subjects were seated in a sound-treated booth and were free to 
listen to the fragments a couple of times before writing down the symbols All speech 
excerpts were preceded by consecutive numbers, so as to prevent subjects from skip-
ping some of the stimuli or transcribing them twice The number was heard three 
seconds before the speech fragment it announced, and six seconds after the previous 
fragment 
The transcription system adopted was the pre-1989 version of the IPA The subjects 
were asked to make narrow transcriptions of the speech excerpts To avoid errors due 
to a wrong choice of the phonetic symbols, each subject received a symbol chart and a 
list of diacritics, to be used during the transcription sessions 
The transcriptions produced by the 14 subjects in the four rounds were fed into a 
computer and thus made available to the alignment program Only the relevant parts of 
the transcriptions, that is those corresponding to the sound sequences across word 
boundaries, were considered for analysis The remaining parts were removed prior to 
alignment In the without context' fragments only the damaged initial and final seg-
ments were removed In the with context' fragments, on the other hand, all the context 
material was deleted Consequently, the symbol strings accessed by the alignment 
program were transcriptions of the short sequences of sounds across word boundaries 
We had selected 120 sequences of this kind (40 for each of the three language varieties 
and within each variety 20 per speech style) and these had been transcribed under two 
context conditions, 'without context' and 'with context' Since there were 20 fragments 
per speech style per language variety within each of the two context conditions, 20 
transcriptions were obtained for each of the 2 X 2 X 3 = 12 combinations, that is, 240 
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transcriptions per subject With 14 transcribers this gave us 3360 transcriptions As the 
experiments had been replicated (R3 and R4), a total of 6720 transcription was event­
ually obtained Schematically, the transcription data sets obtained from the first two 
experimental rounds were as follows 
Table 6 3 
Transcriptions gathered in the first two experimental rounds 
Tl 
T2 
T14 
Tot 
Round 1 without context 
Dutch Limburg Czech 
s r s r s r 
20 20 20 20 20 20 
20 
20 
280 
Round 2 with context 
Dutch Limburg Czech 
s r s r s r 
20 20 20 20 20 20 
20 
280 
Tot 
240 
240 
240 
3360 
6.2.6 Analysing intratranscnber agreement 
As a first step in the analyses we examined the transcriptions made in the condition 
'with context More precisely, for all transcribers we compared the transcriptions they 
made the first time they listened to the 'with context' material (R2) with those they 
made when they listened to the same utterances for the second time (R4) This set of 
comparisons will be referred to as +C/+C, as in both cases contextual information was 
available 
The transcriptions were compared pairwise by means of the alignment program For 
each transcription pair two dissimilarity indices were computed, ι e the average dis­
tance and the percentage of differently transcribed symbols As explained in Section 
6 2 2 3, both measures can be used as indicators of transcription agreement It should 
be borne in mind, however, that these measures are inversely proportional to agree­
ment, ι e the greater the distance or the percentage of differences, the smaller the 
agreement 
Both dissimilarity indices were calculated separately for vowels and consonants 
We thus obtained two data sets for each of the two dependent variables Each data set 
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was subsequently submitted to analysis of variance This allowed us to check whether 
the two indicators of intratranscnber agreement are significantly affected by language', 
speech style', or by an interaction of these two factors 
The procedure described above was followed for two other sets of comparisons 
After having analysed the transcriptions made in the 'with context' condition, we went 
on to examine those in the 'without context' condition Specifically, the transcriptions in 
Rl were compared with those in R3 Since contextual information was absent in both 
cases, this comparison set will be referred to as -C/-C 
It should be noted that in the two sets of comparisons mentioned so far, +C/+C and 
-C/-C, we aligned transcriptions that had been made under identical context conditions, 
but at different times Therefore, in addition to providing information about the effect 
of 'language' and 'speech style' on intratranscnber agreement, these comparisons also 
show the effect of time on segmental transcription More precisely, +C/+C shows the 
effect of time when context is provided, whereas in -C/-C we can observe the influence 
of time in the absence of context 
Alternatively, in the third set of comparisons 'without context' transcriptions were 
aligned with 'with context transcriptions, that is, the transcripts made in Rl were 
compared with those made in R2 This set of transcription alignments, referred to as 
-C/+C, shows the effect of 'context' on segmental transcription The effect of 'context' 
on intratranscnber agreement, on the other hand, was determined by means of overall 
analyses For both consonants and vowels and for both agreement indices the values 
obtained for the three sets of comparisons described above were combined and sub-
mitted to analysis of variance with the factors 'language', 'speech style', and 'context' 
The results obtained from all the analyses mentioned so far are presented in the follow 
ing chapter 
6.3 Summary 
In this chapter the application of a quantitative approach to the study of transcrip-
tion variation has been described In previous chapters we have discussed the complex-
ity of transcription research Here we have tried to show how an experimental study on 
transcription variation could be earned out, given the existing methodological con-
straints In Section 6 1 it was made clear that this investigation served a double pur-
pose improving the methodology for studying transcription variation and at the same 
time determining whether and to what extent the latter is influenced by a number of 
factors In spite of our attempts, it turned out to be impossible to obtain an optimal 
metric for transcription evaluation Our conclusion was that the degree of agreement 
between pairs of transcription cannot be determined in an absolute way Any quantitat-
ive approach to transcription variation will have to be based on a number of assump-
tions which, in tum, have to be reckoned with when interpreting the results 
In Section 6 2 the methodological approach adopted in the present investigation was 
set out In Section 6 2 1 attention was paid to the three independent variables We 
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explained why they had been selected, how they had been transformed into operational 
categories, and finally we presented the hypotheses concerning the influence of these 
three factors on transcription variation In Section 6 2 2 we went on to discuss the 
dependent variables and the way in which these were obtained Two measures were 
taken as indicators of transcription agreement In view of the complex nature of these 
variables, Section 6 2 2 was subdivided into three sections, each of which considered a 
specific aspect of the procedure followed to arrive at the two agreement indices Sec-
tion 6 2 2 1 dealt with the distance matrices used to express the magnitude of difference 
between corresponding symbols Moreover, we also discussed some of the practical 
problems involved in constructing matrices of this kind In Chapter 5 we had been 
mainly concerned with the theoretical aspects of this question In Section 62 2 1, on 
the other hand, we showed how one could nevertheless try to develop a workable 
system for the purpose of evaluating transcriptions of different languages 
The issue of string alignment was addressed in 6 2 2 2 In the same section the 
alignment program developed within the framework of the present investigation was 
also described Moreover, some data regarding the performance of this program were 
presented 
Section 6 2 2 3 was devoted to the question of finding an overall index of transcrip-
tion similarity or difference We saw that the overall magnitude of difference between 
two transcriptions is due both to the number and to the magnitude of the individual 
differences As it is not known which of the two factors most contributes to the total 
amount of difference, it is not possible to develop an index that adequately reflects the 
overall magnitude of difference between two transcripts On the basis of these consider 
dtions we adopted two indices which consider these aspects separately 
The subjects participating in the transcription experiments were described in Sec 
tion 6 2 3 Section 6 2 4 dealt with the speech material We first explained what kind of 
speech samples were needed to lest our hypotheses (Section 6 2 4 1) and then outlined 
the method used to construct these speech stimuli (Section 6 2 4 2) Section 6 2 5 
focused on the experimental procedure It was first described how the transcription 
experiments were conducted and then how the transcriptions obtained were made ready 
for analysis In Section 6 2 6 we went on to explain which analyses were carried out to 
determine mtratranscriber agreement The results of these analyses will form the subject 
matter of Chapter 7 
7. Results 
7.0 Introduction 
The present chapter reports on the results of the analyses aimed at determining 
intratranscriber agreement Section 7 1 reminds the reader of precisely how the tran­
scriptions were compared to determine intratranscriber agreement This short descrip­
tion is useful to get a better understanding of the results that will be presented in the 
following sections For each of the transcription pairs analysed, intratranscriber agree­
ment was determined separately for consonants and vowels For both segment types, 
two inverse measures of agreement were computed, ie the average distance and the 
percentage of differently transcribed symbols In certain respects the results obtained 
from these two indices appear to differ This will be taken into account in presenting 
the research findings When the two dependent variables produce identical or very 
similar results, we speak of 'robust' effects These will be presented in Section 7 2 On 
the other hand, the effects that vary as a function of the dependent variable are called 
weak' effects and will be dealt with in Section 7 3 
In Sections 7 2 1 , 72 2, 72 3, and 7 2 4 we discuss the 'robust' effects observed in 
the analyses of four different data sets In each of these four sections we first examine 
the results for the consonants (Sections 7 2 1 1, 7 2 2 1 , 7 2 3 1 , and 7 2 4 1) and then 
those for the vowels (Sections 7 2 1 2, 7 2 2 2, 7 2 3 2, and 7 2 4 2) For each set of 
transcription comparisons the results are summarised and compared in a third section 
(Sections 7 2 1 3 , 7 2 2 3, 7 2 3 3 and 7 2 4 3) Section 7 3 deals with the 'weak' effects 
that emerged in the analyses of the same four data sets Section 7 4 reports on the 
results of a test aimed at checking the operationalisation of the factor 'speech style In 
Section 7 5 we describe an experiment in which we wanted to determine whether the 
two measures of transcription difference adopted in the present study, ι e average 
distance and percentage of differences, are congruent with the judgements of experi­
enced phoneticians In Section 7 6 we attempt an appreciation of the agreement indices 
obtained in the present study, by relating them, when possible, to values available in 
the literature Finally, Section 7 7 provides a summary of the whole chapter 
7.1 Analyses of intratranscriber agreement 
As explained in Section 6 2 7, we started the analysis of intratranscriber agreement 
by examining the transcriptions made in the 'with context' condition For each 
transcriber we compared the two transcriptions of each speech fragment that had been 
made in the two 'with context' experimental rounds (+C/+C) In this way a set of 1680 
transcription pairs was obtained Subsequently, the 'without context' transcription 
material was analysed For each transcriber the transcriptions made in the first 'without 
context experimental round were compared with those made in the second The set of 
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1680 transcription pairs obtained in this case is referred to as -С/ С Finally, for each 
transcriber the transcriptions made in one of the 'without context' experimental rounds 
were compared with those made in one of the 'with context' experimental rounds This 
resulted in a third set of 1680 transcription pairs, indicated as -C/+C 
Since for each transcription pair two indicators of intratranscriber agreement were 
calculated separately for consonants and vowels, we obtained four data sets of 1680 
scores for each of the three comparison sets +C/+C, -C/-C, and -C/+C Each data set 
was submitted to analysis of variance with a mixed model in which the factor 'subject' 
was random and the factors 'language' and 'speech style' were fixed Subsequently, in 
order to determine the effect of 'context, the corresponding data sets of +C/+C, -С/ C, 
and -C/+C were combined and submitted to analysis of variance Again a mixed model 
was used in which the factor 'subject' was random and the factors 'context', 'language', 
and 'speech style' were fixed In all cases a level of significance of 05 was adopted 
In the following sections we will first examine the results obtained in the separate 
analyses of the transcription sets +C/+C, -C/-C, and -C/+C, and then those concerning 
the overall analyses When comparing the results obtained for consonants with those 
pertaining to vowels, we will limit ourselves to pointing out the differences or similar­
ities in general tendencies and significant effects That is to say that we will abstain 
from collating the precise values obtained for the two segment types This would not be 
correct given that the dissimilarity scores for the two categories were based on different 
distance matrices 
The results reported in this chapter concern the effects of the factors investigated, 
rather than the absolute values of intratranscriber agreement obtained in the various 
conditions However, considering the absolute scores may contribute to a better under­
standing of the data gathered in this study and may be helpful when attempting com­
parisons with other studies So, although in the first part of this chapter we will not 
discuss the exact magnitude of agreement, this issue will be addressed in Section 7 6 
Before going on to describe the research findings, we mention again the hypotheses 
advanced in Chapter 6 about the influence of the factors 'context', 'language', and 
'speech style on intratranscriber agreement 
HI Intratranscriber agreement is higher for transcriptions of familiar languages than for 
transcriptions of less familiar languages 
H2 The presence of context leads to higher intratranscriber agreement 
H3 Intratranscriber agreement is higher for transcriptions of read out speech than for 
those of spontaneous speech 
H4 There is an interaction between language' and 'context' such that the effect of 
'language' on intratranscriber agreement is stronger in the 'with context' than in the 
'without context' condition, and the effect of 'context' is stronger for familiar than for 
unfamiliar language varieties 
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H5: The influence of 'speech style' on intratranscriber agreement is stronger for tran­
scriptions of unfamiliar languages and for transcriptions of familiar languages made in 
the 'without context' condition. 
7.2 "Robust' effects 
7.2.1 +C/+C: 'with context' material 
As explained in the preceding chapter, the speech material transcribed in the 'with 
context' condition consisted of 120 speech fragments of three different language var­
ieties (standard Dutch, Limburg dialect, and Czech) and two different speech styles 
(read out vs. spontaneous speech). The 1680 transcriptions made by the fourteen 
transcribers the first time they listened to the fragments were compared with the 1680 
transcriptions they made sixteen weeks later when they listened to the stimuli for the 
second time. Since for each of the 1680 transcription pairs two dissimilarity measures 
were calculated separately for consonants and vowels, four data sets of 1680 scores 
each were eventually obtained. In the two sections below we present the results for the 
consonant and the vowel data separately. For each segment type we will discuss only 
the effects that are revealed by both dependent variables. The remaining ones will be 
presented in Section 7.3. 
7.2.1.1 +C/+C: consonants 
As appears from Table 7.1, there is a significant effect of the factor 'language' and 
a significant interaction effect between 'language' and 'speech style'. The interaction 
pattern for both average distance and percentage of differences is illustrated in Figure 
7.1. To study the nature of this interaction, analyses of simple main effects were carried 
out. Specifically, we examined both the effect of 'speech style' on the three levels of 
'language' and the effect of 'language' on the two levels of 'speech style'. In order to 
compare the strength of a given effect on the different levels of a variable, the amount 
of variance associated with each level was related to the total variance. The index thus 
obtained is η 2 , also known as the correlation ratio (Rietveld and Van Hout 1993: 59). 
Greater values of η 2 indicate stronger effects. 
For both dependent variables the 'language' effect on intratranscriber agreement is 
stronger for the fragments of spontaneous speech (average distance: η2=0.42; percen­
tage: η2=0.39) than for those of read speech (average distance: η2=0.17; percentage: 
η
2
=0.17). Further, it appears that the factor 'speech style' has a different impact on the 
three levels of the variable language. However, since the results for the two dependent 
variables differ in this respect, they will be discussed in the section on 'weak' effects. 
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Figure 7.1 
Interaction between 'language' and 'speech style' in the average distance (a) and in the percen-
tage of differences (b) for consonants in the +C/+C condition. 
Table 7.1 
Analysis of variance results for average distance and percentage of differences for consonants in 
+C/+C. 
variance source 
language (L) 
speech style (S) 
Lx S 
error term 
L χ subj. 
S χ subj. 
L χ S χ subj 
df 
2, 26 
1, 13 
2, 26 
average 
F 
32.24 
1.33 
11.00 
distance 
Ρ 
000 
η.s. 
000 
% of differences 
F ρ 
47.95 .000 
5 01 .043 
6.18 .006 
The main effect of 'language' on intratranscriber agreement is such that agreement 
is high for Dutch, lower for the Limburg dialect, and even lower for Czech. Moreover, 
this appears to be the case at both levels of 'speech style' in both dependent variables. It 
should be noted that in our design a difference in 'language' also implies a difference in 
speaker. However, since there are no reasons to believe that differences between the 
speakers should cause differences in intratranscriber agreement (all three speakers spoke 
fluently and had no speech problems), we assume that the differences observed between 
agreement indices for Dutch, Limburg, and Czech are due to the language variety. 
More precisely, it appears that subjects' consistency in transcription increases with their 
familiarity with the language transcribed. Indeed, orthogonal contrasts show that for 
Dutch the two agreement indices are significantly lower than for Limburg (average 
distance: t2=-2.82, p=.014; percentage of differences: t2=-3.04 p=.009) and that the 
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indices for these two languages are significantly lower than those for Czech (average 
distance: t2=6.52, p=.000; percentage of differences: t2=7.68). This finding is in line 
with our hypothesis about the effect of 'language' on intratranscriber agreement. 
7.2.1.2 +C/+C: vowels 
The results of analysis of variance reveal a significant effect of the factor 'language' 
and a significant interaction effect between 'language' and 'speech style' (see Table 7.2). 
In this case the pattern of interaction is different from that observed for consonants. As 
can be seen in Figure 7.2, here the influence of 'language' on intratranscriber agreement 
is more evident in the reading style fragments than in those of spontaneous speech. 
Analyses of simple main effects show that although the effect of 'language' is signifi­
cant at both levels of 'speech style', it is more significant for read speech (average 
distance: η2=0.48; percentage: η2=0.27) than for spontaneous speech (average dis-
tance:r|2=0.16; percentage: η2=0.12). 
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Figure 7.2 
Interaction between 'language' and 'speech style' in the average distance (a) and in the percen­
tage of differences (b) for vowels in the +C/+C condition. 
Apart from this difference, there are some common points between these findings 
and those obtained for consonants. For instance, the results concerning the effect of 
'speech style' on the three levels of 'language' differ for the two dependent variables, as 
was found for consonants. For this reason these findings are not presented here, but in 
Section 7.3, together with the remaining 'weak' effects. Furthermore, also in this case 
intratranscriber agreement turns out to decrease as familiarity with the language 
decreases. As appears from orthogonal contrasts, agreement is significantly higher for 
Dutch than for the Limburg dialect (average distance: t2=-9.93, p=.000; percentage of 
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differences t2=-3 04, p= 009), and for these two varieties agreement is significantly 
higher than for Czech (average distance t2= 8 35, p= 000, percentage of differences 
t2=-7 68, p= 000) 
Table 7 2 
Analysis of variance results for average distance and percentage of differences for vowels in 
+C/+C 
variance source error term df 
language (L) L χ subj 2, 26 
speech style (S) S χ subj 1, 13 
L χ S L χ S χ subj 2, 26 
average distance 
F ρ 
74 58 000 
3 62 η s 
7 60 003 
% of differences 
F ρ 
62 53 000 
0 80 η s 
186 034 
7.2.1.3 +C/+C: summary and discussion 
In the two sections above we have presented results that pertain to the same 1680 
transcription pairs The first thing to be noted about these data is that they reveal an 
effect of time on segmental transcription This may sound strange as time was not a 
factor in our design In addition, our dependent variables are measures of întratran-
scnber agreement, that is numeric values obtained not on the basis of individual tran-
scriptions, but of pairs of transcriptions To be precise, the factor time is incorporated 
in both our dependent variables, as they express the degree of difference between 
transcriptions made at different times 
The fact that transcriptions of the same utterances made at different times do 
diverge (the dissimilarity measures are different from zero) seems to us worth mention-
ing In practice this means that when transcribers listen to the same speech fragment a 
second time, they do not necessarily transcribe it in the same way In our investigation 
the existence of discrepancies between transcriptions of the same utterances was a kind 
of assumption As a matter of fact, we intended to determine how and to what extent 
transcribers' consistency (or inconsistency) is influenced by the factors 'language', 
'speech style', and 'context' Nevertheless, it is interesting to point out that these dis-
crepancies do show up 
Going back to the main object of our investigation, intratranscriber agreement, we 
notice that the factors 'language' and 'speech style' indeed affect transcribers' consist-
ency However, the results differ in some respects Not only do we observe differences 
between consonants and vowels, but also between the two indicators of transcription 
agreement (see Section 7 3) Finding that different results are obtained for consonants 
and vowels seems to us a good reason for computing agreement separately for these 
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two types of segments, which is not always done (Amorosa et al 1985). The second 
point, that is that the outcomes differ for the two dependent variables, will receive the 
necessary attention m Section 7 3, where these differences will be examined in more 
detail 
As regards the effect of 'language' on the two levels of 'speech style', the results 
differed for the two segment types For instance, for consonants it was repeatedly found 
that the 'language' effect was stronger for the spontaneous than for the reading frag-
ments Inversely, for vowels the 'language' effect appeared to be stronger for the read-
ing material. 
On the other hand, the main effect of 'language' was similar for consonants and 
vowels In all cases it appeared that 'language' had a significant effect on the degree of 
agreement and that the three language varieties were ordered in the same way 
Orthogonal contrasts consistently showed that intratranscriber agreement was signifi-
cantly higher for Dutch, lower for the Limburg dialect and even lower for Czech 
Moreover, this finding appeared to hold at each separate level of the variable 'speech 
style' in all four situations (average distance and percentage for consonants and for 
vowels) 
Although it is not excluded that the higher degree of intrasubject agreement for 
Dutch is brought about by the fact that the transcribers are familiar with the sounds 
they transcribe (both the Limburg and the Czech speech fragments contain sounds that 
do not exist in Dutch), other factors might account for this finding For instance, we 
suggested that in transcribing a familiar language one is more likely to be guided by 
the meaning of the utterance, whereas this is virtually impossible if the language is 
unknown. Since the fragments examined so far contained two or three complete words, 
it could have been the presence of semantic information, rather than the familiarity with 
the sounds to be transcribed, that affected the degree of consistency In other words, 
subjects achieved greater consistency in Dutch because they assigned a meaning to the 
utterance and transcribed accordingly 
This hypothesis seems all the more plausible in the light of the numerous studies 
on speech perception that attest to the influence of meaning on speech processing (see 
Chapter 3) Some evidence of its effect on phonetic transcription has also been pro-
vided (Oiler and Eilers 1975) To tease apart the effects of the two factors mentioned 
above, we can now look at the results obtained in the 'without context' condition 
(-C/-C) The fact that the fragments in this condition were meaningless allowed us to 
rule out the influence of meaning, while still making it possible to investigate the effect 
of familiarity with the language 
7.2.2 -C/-C: 'without context' material 
The speech material transcribed in the 'without context' condition consisted of 120 
short sequences of speech sounds extracted from their original contexts, so that they 
sounded like nonsense syllables As in the other condition, the fragments were of three 
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different language varieties (Standard Dutch, Limburg dialect, and Czech) and two 
different speech styles (read and spontaneous speech). The 1680 transcriptions made by 
the fourteen transcribers the first time they listened to the speech material were com­
pared with the 1680 transcriptions they made when they listened to the same fragments 
sixteen weeks later. Also in this case four data sets were obtained: two for consonants 
and two for vowels, and for each segment type two different dissimilarity scores. 
Again, four analyses of variance were carried out to determine the effect of 'language', 
'speech style', and the possible interaction between the two. As already explained, here 
we will present only the results that are similar for both agreement indices. 
7.2.2.1 -C/-C: consonants 
The degree of consistency in transcribing consonants when contextual information 
is removed appears to be influenced by the factor 'language' (see Table 7.3). However, 
in this case the ordering of the three language varieties turns out to be different from 
that found in the +C/+C comparisons. Here the degree of agreement appears to be 
higher for the dialect material, lower for Dutch and even lower for Czech. Orthogonal 
contrasts show that while for Limburg and Dutch agreement is significantly lower than 
for Czech, (average distance: t2=5.01, p=.000; percentage of differences: t2=4.61, 
p=.000), the indices for the first two languages are not significantly different from each 
other. In other words, we still find that consistency is greater for the familiar languages 
and smaller for the unfamiliar one, but there is no distinction between Limburg and 
Dutch in this respect. 
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Figure 7.3 
Interaction between 'language' and 'speech style' in the average distance (a) and in the percen­
tage of differences (b) for consonants in the -C/-C condition. 
Results 125 
Table 7 3 
Analysis of variance results for average distance and percentage of differences for consonants in 
-C/-C 
variance source error term df 
language (L) L χ subj 2, 26 
speech style (S) S χ subj 1,13 
L χ S L χ S χ subj 2, 26 
average distance 
F ρ 
18 88 000 
3 77 η s 
2 70 η s 
% of differences 
F ρ 
15 49 000 
1 38 ns 
1 75 η s 
Although no significant interaction effect was found between 'language' and 'speech 
style', it does appear that 'language' has a greater impact on the spontaneous fragments 
than on the reading ones (see Figure 7 3) This is confirmed by analyses of simple main 
effects For the spontaneous material the 'language' effect (average distance η 2 =0 25, 
percentage η 2 =0 16) is indeed stronger than for read speech (average distance T|2=0 06, 
percentage η 2 = 0 07) 
Furthermore, the influence of 'speech style' on the degree of agreement is different 
for the three language varieties As can be seen in Figure 7 3, the results obtained for 
the two dependent variables are different in this respect These differences will be dealt 
with in Section 7 3 
7.2.2.2 -C/-C: vowels 
Although 'language' and 'speech style' do no significantly affect the degree of 
intratranscnber agreement for vowels (see Table 7 4), there is a significant interaction 
effect between the two factors, as is shown in Figure 7 4 It clearly appears that the 
interaction pattern differs considerably for the two dependent variables The only point 
in common is that in both cases 'language' leads to more variation in intratranscnber 
agreement in read speech than in spontaneous speech As a matter of fact, analyses of 
simple main effects show that 'language' has a significant effect only on the reading 
material (average distance F 2 2 6=8 40, p= 002, percentage F 2 2 6 =12 25, p= 000) How­
ever, the ordering of the three language varieties appears to differ for the two dissimi­
larity measures, as can be seen in Figure 7 4 
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Figure 7.4 
Interaction between 'language' and 'speech style' in the average distance (a) and in the percen­
tage of differences (b) for vowels in the -C/-C condition. 
Table 7.4 
Analysis of variance results for average distance and percentage of differences for vowels in 
-C/-C. 
variance source 
language (L) 
speech style (S) 
L x S 
error term 
L χ subj. 
S χ subj. 
L χ S χ subj 
df 
2, 26 
1, 13 
2, 26 
average 
F 
2 42 
0.00 
8.35 
distance 
Ρ 
η s. 
η.s. 
.002 
% of differences 
F ρ 
3.14 n.s. 
0.00 n.s. 
9 75 001 
7.2.2.3 -C/-C: summary and discussion 
The differences between transcriptions of the same utterances observed in this set 
of comparisons provide further evidence for the influence of time on segmental tran­
scription. In this case the dissimilarity scores are on the whole higher than in the 
previous set. Although this' difference has not been statistically tested yet (see Section 
7.2.4.1), it seems to suggest that the effect of time is even more evident when contex­
tual information is removed. In other words, the presence of a context seems to help 
transcribers to be more consistent. 
Also for these 1680 transcription pairs intratranscriber agreement appears to vary 
depending on the type of segment and the type of agreement index. Most of the differ­
ences, however, are found between the two segment types. In the consonant data we 
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find a main effect of 'language', no main effect of 'speech style', and no interaction 
Moreover, the 'language' effect is much stronger in the spontaneous speech fragments 
than in the reading ones 
In the vowel data the effect of 'speech style' is also absent Quite surprisingly, there 
is no main effect of 'language' either However, the two factors appear to interact 
Among other things, this interaction derives from the fact that 'language' significantly 
affects the fragments of read speech, but not those of spontaneous speech 
If we now compare these results with those obtained for the +C/+C transcription 
pairs, we observe both similarities and differences A general similarity between +C/+C 
and -C/-C concerns the effect of 'speech style' In both comparisons this factor turns out 
to have relatively little influence on the dependent variables Moreover, it should be 
noted that in both cases if there are differences between the two agreement indices for 
the same segment type these concern the effect of the factor 'speech style' and not 
'language' 
Perhaps the most obvious contrast between +C/+C and -С/ С is the different behav­
iour of the factor 'language' In the +C/+C comparisons 'language' had a significant 
effect on both dependent variables for both segment types Moreover, the degree of 
agreement always turned out to increase with familiarity with the language transcribed 
In -C/-C, on the other hand, 'language' appears to have a significant effect only on the 
consonant data In this case the gradual increase in language familiarity is not accom­
panied by a gradual increase in agreement rate Although it is still true that agreement 
is higher for the more familiar languages (Dutch and Limburg) and lower for the 
unknown one (Czech), there is no longer a distinction between the more familiar 
language (Dutch) and the less familiar one (Limburg) In any case, these results suggest 
that familiar consonants are probably less difficult to transcribe than unfamiliar ones, 
since they lead to less variation in transcription For vowels no main effect of 
'language' was found 
To sum up, it appears that the influence of 'language' is mainly dependent on the 
presence of context it is strong in the condition 'with context', but it becomes less 
evident or virtually disappears when context is no longer available This would seem to 
suggest that the 'language' effect observed in +C/+C was due primarily to the presence 
of semantic information rather than to familiarity with the sounds transenbed Put 
differently, it is conceivable that in this condition subjects were more consistent in 
transcribing Dutch not because of their familiarity with the Dutch sounds, but because 
they had access to the meaning of the utterances and transcribed accordingly This 
hypothesis is corroborated by the results obtained in -C/-C As the fragments in this 
condition were meaningless, we were able to study the effect of familiarity with the 
language while excluding the influence of contextual information Since in this case the 
'language' effect was much less evident, if it was there at all, it seems that the finding 
that intratranscriber agreement increases for familiar languages should not be ascribed 
only to a lower degree of difficulty in transcribing familiar speech sounds, but especial­
ly to the fact that in this case contextual information can be exploited to a greater 
extent 
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These findings agree only in part with our expectations On the one hand, they 
confirm the hypothesis about the interaction between 'language' and context' On the 
other, they provide only limited support for the hypothesis concerning the effect of 
'language' As suggested in the previous chapter, the effect of 'language' on intra-
transcnber agreement should be stronger in the 'with context' than in the 'without 
context' condition, which also turns out to be the case However, also for the latter 
condition we expected a main effect of 'language' due to the fact that familiar sounds 
should be easier to transcribe and therefore lead to higher degrees of intratranscriber 
agreement However, this appeared to hold only for consonants As to the other aspect 
of the interaction between 'language' and 'context', that is the effect of 'context' on the 
different levels of 'language', we will have to await the results of other analyses that 
will be presented in Section 7 2 4 
Apart from these general characteristics of the +C/+C and the С/ С comparisons, 
similarities and differences can be observed also between corresponding data sets For 
example, if we compare the results for consonants and vowels in +C/+C with those in 
-C/-C, we notice that in both cases the effect of 'language' is stronger for the fragments 
of spontaneous speech than for those of read speech, with respect to consonants, while 
exactly the opposite appears to hold for vowels This could be due to the fact that style 
variations have different consequences for vowels and consonants 
For vowels the change from read out speech to spontaneous speech often results in 
a decrease in duration and vowel contrast Partly owing to the increased speaking rate 
that characterises spontaneous speech, vowel 'target positions' are rarely achieved in this 
mode As a result, vowels are less differentiated and show a tendency towards the 
neutral vowel schwa (/a/) (Lindblom 1963, Koopmans-van Beinum 1980, Lindblom 
and Moon 1988, Van Bergem and Koopmans-van Beinum 1989, Kohier 1990, Koop 
mans van Beinum 1992) However, this tendency is not universal, and there seem to be 
differences among speakers (Van Son and Pols 1992) 
It also appears that the decrease in vowel contrast is accompanied by an increase in 
variability For example, in a study on Spanish vowels Harmegnies and Poch-Olivé 
(1992) found that first and second formant values were considerably more variable in 
spontaneous than in read speech When the formant values were used to simulate a 
recognition task, it turned out that in read out speech vowels could be recognised more 
successfully than in spontaneous speech 
These findings could in pari explain some of our results Owing to their greater 
variability, vowels are less distinguishable in spontaneous speech This could imply that 
there is also more overlap between the vowel systems of the three language varieties 
In tum, this may account for the fact that the differences between these three varieties 
are less discernible in spontaneous than in read out speech 
However, it is not clear why for consonants the opposite was the case The behav-
iour of consonants in spontaneous speech has been less studied than that of vowels 
Evidence gathered so far suggests that consonant duration is less affected by rate 
changes (Gay 1981) Moreover, although terms such as continuum and gradualness are 
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rarely used with reference to consonants, they seem to become relevant when studying 
connected speech processes For example in an electropalatographic study of English 
and Italian dental/alveolar consonants Shockey and Farnetani (1992 767) report that "a 
wide range of degrees of closure were found, indicating that conversational realisations 
are best described using a continuum rather than discrete categories" Similarly, 
Kerswill and Wright (1990) and Nolan and Kerswill (1990) found that certain con-
nected speech processes involving consonants lead to 'articulatory gradualness', that is 
to varying degrees of assimilation and deletions In other words, under these circum-
stances consonants may be realised which would not normally figure in carefully 
articulated speech This seems to suggest that consonants, just like vowels, display 
more variability in spontaneous than in read out speech Therefore, for the reasons 
mentioned above we would expect the 'language' effect to be less evident in sponta-
neous than in read out speech also for consonants, while exactly the opposite turned out 
to be the case 
Other similarities between the 'with context' and the 'without context' data are 
observed for each of the two agreement indices separately In other words, there are 
cases in which the results for the same segment type vary with the dependent variable, 
but remain constant over context condition These cases will be presented within the 
framework of the 'weak' effects 
7.2.3 -C/+C: 'without context' compared with 'with context' 
The previous sets of comparisons, +C/+C and -C/-C, concerned transcriptions made 
under the two different context conditions, 'with context' and 'without context', respect-
ively However, the context condition was kept constant within each individual set This 
time we compared transcriptions made under different context conditions More specifi-
cally, the 1680 transcriptions made by the fourteen transcribers in the condition 'without 
context' (-C) were aligned with the 1680 transcriptions they made six weeks later when 
they listened to the 'with context' material (+C) As already explained, the +C and -C 
symbol strings are transcriptions of the same excerpts, the only difference being that in 
the 'without context' condition the sound sequences had been isolated from their con-
texts while in +C the original contexts were also present Again four data sets were 
obtained, two for consonants and two for vowels, and for each segment type the two 
different dissimilarity measures These data were also submitted to analysis of variance 
to determine the effect of 'language', 'speech style', and the possible interaction between 
the two 
It should be noted that in this case, that is, in comparisons between transcriptions 
made under different context conditions, our expectations about the effect of the inde-
pendent variables are different from those presented previously As argued in Section 
6 2 1, linguistic expectations are likely to bias segmental transcription so that subjects 
transcribe what they expect to hear rather than what is actually uttered The influence 
of linguistic expectations is greatest when contextual information is provided and when 
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the subjects know the language to be transcribed In our experiment this would be the 
case in the condition 'with context' for the Dutch fragments For the less known or 
completely unknown language varieties the distinction between presence and absence of 
contextual information should be less relevant, as suggested in the previous chapter It 
follows that when we compare transcriptions made in the 'without context' condition 
with those made in the 'with context' condition, we should find the greatest discrep-
ancies and therefore the lowest degree of intratranscriber agreement for transcriptions of 
familiar languages On the other hand, it is possible that because of the greater diffi-
culties involved in transcribing unfamiliar speech sounds, transcriptions of familiar 
languages still exhibit the greatest degree of intratranscriber agreement, irrespective of 
the influence of contextual information. 
7.2.3.1 -C/+C: consonants 
The results in Table 7 5 reveal no significant main effect of 'language' and 'speech 
style', while there is a significant interaction effect between the two factors (see Figure 
7.5) Although the interaction pattern appears to be similar for the two dependent 
variables, considerable differences emerge from analyses of simple main effects. These 
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Figure 7 5 
Interaction between 'language' and 'speech style' in the average distance (a) and in the percen­
tage of differences (b) for consonants in the -C/+C condition 
differences concern the effect of 'language' on the two levels of 'speech style' as well as 
the effect of 'speech style' on the three levels of 'language' In line with our conventions 
in presenting the results, these findings will be presented in Section 7 3. 
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Table 7.5 
Analysis of variance results for average distance and percentage of differences for consonants in 
-C/+C. 
variance source 
language (L) 
speech style (S) 
L x S 
error term 
L χ subj. 
S χ subj. 
L χ S χ subj. 
df 
2,26 
1, 13 
2,26 
average 
F 
2.13 
4.10 
5.79 
distance 
Ρ 
n.s. 
n.s. 
.008 
% of differences 
F ρ 
1.98 n.s. 
0.00 n.s. 
5.86 .008 
7.2.3.2 -C/+C: vowels 
A significant interaction effect is again found between 'language' and 'speech style', 
while the two factors have no main effect. From Figure 7.6 it appears that 'speech style' 
has a greater impact on the Dutch and the Czech fragments than on the Limburg ones. 
Analyses of simple main effects show that the effect of 'speech style' is significant both 
for Dutch (average distance: F,
 n
=47.65, p=.000; percentage: F,
 13=28.97, p=.000) and 
for Czech (average distance: F1 1 3=17.94, p=.001; percentage: F 1 1 3=5.84, p=.031). For 
Dutch agreement is higher in the reading style while for Czech it is higher in sponta­
neous speech. This is exactly the reverse of what was found for consonants. Further, 
although there is no main effect of 'language' this factor does have a significant effect 
on the two separate levels of 'speech style'. However, since these effects are different 
for the two dependent variables they will not be discussed here. 
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Interaction between 'language' and 'speech style' in the average distance (a) and in the percen­
tage of differences (b) for vowels in the -C/+C condition. 
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Table 7 6 
Analysis of variance results for average distance and percentage of differences for vowels in 
-C/+C 
variance source error term df 
language (L) L χ subj 2, 26 
speech style (S) S χ subj 1, 13 
L χ S L χ S χ subj 2, 26 
average distance 
F ρ 
0 04 η s 
0 86 η s 
27 72 000 
% of differences 
F ρ 
3 20 η s 
3 64 η s 
18 40 000 
7.2.3.3 -C/+C: summary and discussion 
The dissimilarity scores obtained in C/+C are in general higher than those in 
+C/+C and -C/-C In other words, transcriptions of the same speech fragments made 
under different context conditions diverge more than do transcriptions of the same 
fragments that are made at different times, but under identical context conditions This 
suggests that the effect of 'context' on segmental transcription is stronger than that of 
time alone The overall analyses of variance that will be presented in Section 7 24 will 
make it possible to determine whether these differences are at all significant 
This set of comparisons appears to be characterised by the absence of main effects 
of 'language' and 'speech style' on the two indicators of intratranscriber agreement and 
by the constant presence of a significant interaction effect between these two factors 
The interaction pattern, however, turns out to differ for each of the four data sets, as 
can be seen in the figures above Discrepancies are observed both between the two 
segment types, consonants and vowels, and between the two dependent variables, 
average distance and percentage of differences 
For the first time we notice that the differences between the two dissimilarity 
indices calculated for the same segment type also concern the factor 'language' On the 
whole, the effect of 'language' on these transcription pairs is much less evident and less 
stable than in the preceding two comparison sets The fact that 'language' can have a 
different influence in the conditions 'with context' and 'without context' might explain 
why no overall effect of this factor is found when these two types of transcriptions are 
compared with each other This point requires further explanation In discussing the 
possible effect of 'language' on transcription we have pointed out the degree of famili­
arity with the sounds of the language as a possible influencing factor sounds that are 
familiar should be easier to transcribe and therefore lead to less variation and greater 
accuracy in transcription When other factors are excluded (in our case in the condition 
'without context') we should find that transcription accuracy increases with the degree 
of familiarity with the language transcribed In the condition 'with context' the effect of 
language on transcription accuracy may be different The influence of higher-order 
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knowledge might lead subjects to transcribe what they expect to hear rather than what 
is actually realised, thus achieving lower transcription accuracy Since top-down effects 
will be stronger in familiar languages, transcription accuracy will decrease as the 
degree of familiarity with the language increases Owing to the contrary effects of fa-
miliarity with the language on transcription accuracy m the two context conditions it is 
conceivable that when these are compared with each other, that is, in determining 
intratranscnber agreement, the effect of 'language' does not emerge In other words, the 
'language' effect in one condition is counteracted by the 'language' effect in the other 
condition 
7.2.4 Overall analyses of intratranscnber agreement 
So far we have been concerned essentially with the influence of the factors 
'language' and 'speech style' on the two agreement indices involved in this investigation 
To determine whether context condition also affects intratranscnber agreement we will 
now go on to examine the results of overall analyses of the scores obtained for the 
three sets of comparisons +C/+C, -C/-C, and -C/+C 
Each set comprised 1680 transcription pairs for each of which four dissimilarity 
scores had been calculated average distance for consonants, percentage of differences 
for consonants, average distance for vowels, and percentage of differences for vowels 
Therefore, each set of comparisons yielded four data sets of 1680 scores each For each 
type of segment and then for each type of agreement index the scores of the three 
comparison sets, +C/+C, -C/-C, and -C/+C were combined and submitted to analysis of 
variance with the factors 'subject', 'context', 'language', and 'speech style' In other 
words, we carried out four analyses of variance each of which was based on 5040 
scores The results presented below are those for which the two dependent variables 
were in agreement The remaining ones are presented in Section 7 3 
As regards the impact of 'language' and 'speech style' these analyses do not really 
add anything new to what has already been presented In the preceding sections we 
have seen how these factors influence intratranscnber agreement in the different context 
conditions +C/+C, -C/-C, and -C/+C The overall effect of these variables could in 
theory be inferred from these data The only thing one cannot determine on the basis of 
such observations is whether a given effect is significant or not, which, on the other 
hand, is possible by means of the analyses presented in this section 
However, the new element contributed by these analyses concerns the influence of 
'context' and its possible interaction with 'language' and 'speech style' For this reason 
these aspects will receive special attention in the following sections Of course mention 
will also be made of the results concerning 'language' and 'speech style' 
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7.2.4.1 Overall analyses: consonants 
The results of analysis of variance displayed in Table 7 7 reveal a significant 
interaction effect between 'language' and 'speech style' In the above sections we have 
seen how these two factors interact in each of the three comparison sets Here we 
consider the overall pattern of interaction (see Figure 7 7) Also in this case analyses of 
simple main effects were carried out to better understand the nature of this interaction 
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Interaction between 'language' and 'speech style in the average distance (a) and in the percen­
tage of differences (b) for consonants in the overall analyses 
Table 7 7 
Results of overall analyses of variance of average distance and percentage of differences for 
consonants 
variance source 
language (L) 
speech style (S) 
context (C) 
L x S 
L x C 
S x C 
L χ S χ С 
error term 
L χ subj 
S χ subj 
С χ subj 
L χ S χ subj 
L χ С χ subj 
S χ С χ subj 
L χ S χ С χ subj 
df 
2, 26 
1, 13 
2, 26 
2. 26 
4, 52 
2 .26 
4, 52 
average 
F 
17 67 
5 85 
196 93 
1231 
19 27 
0 55 
145 
distance 
Ρ 
000 
031 
000 
000 
000 
η s 
η s 
% of differences 
F 
20 19 
0 20 
249 81 
9 96 
20 79 
5 12 
0 53 
Ρ 
000 
η s 
000 
001 
000 
013 
n s 
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More precisely, we studied the effect of 'language' on the two levels of 'speech style' 
and the effect of 'speech style' on the three levels of 'language' The former analyses 
reveal a stronger effect of 'language' on the spontaneous fragments (average distance 
η
2
=Ο09, percentage η2=0 11), than on the reading ones (average distance η2=0 02, 
percentage η2=0 04) In both cases agreement is higher for the more familiar varieties 
Dutch and Limburg, which are grouped together, and lower for Czech From the latter 
analyses it appears that 'speech style' has a different effect on the three levels of 
'language', as is clear from Figure 7 7 These results, however, are different for the two 
dependent variables and will therefore be discussed in the section on 'weak' effects 
A significant interaction effect is observed also between 'context' and 'language' 
(see Figure 7 8) This is not surprising, given that in the previous sections we had 
already pointed out that the behaviour of the factor 'language' was different in the three 
sets +C/+C, -C/-C, and -C/+C Only in +C/+C and -С/ С did 'language' turn out to have 
a significant impact on the degree of agreement As to the influence of 'context' on the 
three levels of 'language', it appears that the effect is stronger for Dutch (average 
distance η2=0 35, percentage η2=0 27), less strong for Limburg (average distance 
η
2
=0 18, percentage η2=0 15), and even less strong for Czech (average distance 
η
2
=0 05, percentage η2=0 04) It can be seen in Figure 7 8 that for Dutch agreement 
is lower in -C/+C, higher in -C/-C and even higher in +C/+C For Czech and Limburg, 
on the other hand, agreement is significantly lower in -C/+C, but the difference 
between -C/-C and +C/+C is negligible 
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Interaction between 'language' and 'context' in the average distance (a) and in the percentage of 
differences (b) for consonants in the overall analyses 
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As appears from Table 7 7, there is a significant main effect of the factor 
language Intratranscnber agreement is lower for Czech, higher for Dutch, and even 
higher for Limburg Orthogonal contrasts show, however, that while agreement is 
significantly higher for the latter two varieties than for Czech, (average distance 
t2=4 7, p= 000, percentage of differences t2=4 99, p= 000), the difference between 
Dutch and Limburg is not significant So, rather than a gradual ordering of the three 
varieties there is a partition into more familiar (Dutch and Limburg) and unknown 
(Czech) 
The factor 'context also turns out to have a significant effect on intratranscnber 
agreement for consonants The latter appears to be greater in +C/+C, smaller in -C/-C, 
and even smaller in -C/+C As can be inferred from Figure 7 8, agreement is signifi­
cantly lower in C/+C than in the other two conditions (average distance t2=17 27, 
p= 000, percentage of differences t2=19 1, p=000) However, the difference between 
-С/ С and +C/+C appears to be significant too (average distance t2=3 78, p= 002, 
percentage of differences t2=7 13, p= 000) These results show that the highest degree 
of consistency is achieved when transcriptions are made in the presence of context and 
the lowest when transcriptions are made under different context conditions, once with 
context and once without it 
7.2.4.2 Overall analyses: vowels 
The results displayed in Table 7 8 show a significant interaction effect between 
language and speech style In line with the findings presented in Sections 7 2 12 and 
7 2 2 2, 'language has no effect on the spontaneous material, while it significantly 
affects agreement for the reading fragments (average distance F226=54 06, p=000, 
percentage F226=61 26, p=000) In the latter case agreement turns out to be higher for 
Dutch and lower for Limburg and Czech (see Figure 7 9) Further, the effect of 'speech 
style' is different for the three language varieties As the two dependent variables yield 
different results in this respect, these findings will be examined in the section on 'weak' 
effects 
The factors 'language' and 'context' significantly interact In Figure 7 10 we can 
observe the pattern of this interaction While 'language' has no significant effect in 
-C/+C and -C/-C (as already pointed out in the relative sections), it does significantly 
affect the dissimilarity scores in +C/+C Further, analyses of simple main effects reveal 
that the influence of 'context' increases from Czech (average distance η2=0 06, per­
centage η2=0 03) through Limburg (average distance η2=0 15, percentage η2=0 09), to 
Dutch (average distance η2=0 31, percentage η2=0 21) 
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tage of differences (b) for vowels in the overall analyses. 
Table 7.8 
Results of overall analyses of variance of average distance and percentage of differences for 
vowels. 
variance source 
language (L) 
speech style (S) 
context (C) 
L xS 
L x C 
S x C 
L χ S χ С 
error term 
L χ subj. 
S χ subj. 
С χ subj. 
L χ S χ subj. 
L χ С χ subj. 
S χ С χ subj. 
L χ S χ С χ subj. 
df 
2, 26 
1, 13 
2,26 
2, 26 
4, 52 
2,26 
4, 52 
average 
F 
24.99 
0.07 
211.64 
29.14 
11.58 
1.87 
5.78 
distance 
Ρ 
.000 
n.s. 
.000 
.000 
.000 
n.s. 
.001 
% of differences 
F 
29.16 
0.05 
99.28 
21.92 
11.87 
1.14 
4.84 
Ρ 
.000 
n.s. 
000 
.000 
.000 
n.s. 
.002 
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Interaction between language' and 'context in the average distance (a) and in the percentage of 
differences (b) for vowels in the overall analyses 
The above table also shows a significant three-way interaction between 'language', 
'context', and 'speech style' The presence of a triple interaction indicates that the 
interaction between two of the three factors is different at each level of the third factor 
Since there are three two-way interactions, each of them could be different at the 
various levels of the third factor In our specific case the following three situations 
could arise 
1 L χ S is different at the three levels of С 
2 S χ С is different at the three levels of L 
3 L χ С is different at the two levels of S 
where L= language, S= speech style, and C= context 
Quite clearly, a three-way interaction can also derive from a combination of the 
three possibilities listed above In order to understand the nature of the interaction 
between 'language', 'speech style', and 'context', these three possibilities will be exam­
ined in turn below 
First, the existence of such a triple interaction could be inferred from the results 
presented in Sections 7 2 12, 7 2 2 2 , and 7 2 3 2 In these sections we saw that the 
interaction between 'language' and 'speech style' was different in the three context 
situations +C/+C, -C/-C, and -C/+C Although the findings differ somewhat for the two 
dependent variables, there are some general characteristics For example, the interaction 
effect seems to get stronger from +C/+C through -C/-C to -C/+C If we compare 
Figures 7 2, 7 4, and 7 6 we notice that the two speech styles exhibit increasingly 
divergent tendencies In particular, the agreement indices for the two styles appear to 
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differ more when top-down effects are inhibited In +C/+C (Figure 7 2) the scores for 
the two styles show a similar pattern In both cases we observe an ascending line from 
Dutch to Czech In -C/-C (Figure 7 4) the pattern is different from +C/+C and it is also 
different for the two dependent variables The only thing in common between average 
distance and percentage of differences is that in both cases there are significant differ-
ences among the three language varieties in the reading fragments, but not in those of 
spontaneous speech A still different pattern emerges in -C/+C Here read out speech 
and spontaneous speech show opposite tendencies This is especially evident in the 
average distance data (Figure 7 6a). Read out speech exhibits an ascending line from 
Dutch to Czech, while for spontaneous speech a descending line is observed 
In one respect these findings comply with our expectations As hypothesised, the 
effect of 'speech style' is less evident when contextual information is provided Most 
probably, the reason for this is that in this situation the potential influence of style 
differences on transcription agreement is counteracted by that of linguistic expectations 
Put otherwise, in the presence of context the difference between read out speech and 
spontaneous speech is minimal, because in both cases subjects transcribe what they 
expect to hear rather than what is actually realised This is less probable when contex-
tual information is removed, as in -C/-C In this case the phonetic shape of the frag-
ments is more likely to influence the degree of agreement, which means that there may 
be more differences in transcription agreement between read and spontaneous speech, 
because of the influence of factors like precision of articulation and reduction pro-
cesses However, in -C/-C the expected effect of 'speech style' emerged only on one 
occasion, in the average distances for Dutch 
In any case, the difference between the two styles should be most evident when 
transcriptions of isolated fragments are compared with transcriptions of the same 
excerpts made in the presence of context The reason for this is that spontaneous 
speech comes less close to subjects' linguistic expectations, which implies that in this 
speaking style the difference between what might be expected and what is actually 
uttered should be greater than m read speech Indeed, the greatest differences in degree 
of agreement between read out and spontaneous speech are observed in -C/+C How-
ever, also in this case the effect of speech style' which was hypothesised appeared only 
for Dutch (see Figure 7 6) 
Considering the second of the three possibilities mentioned above, we notice that 
the 'speech style' by 'context' interaction is indeed different in the three language 
varieties For Dutch the interaction effect turns out to be significant in both agreement 
data (average distance F226=4 20, p= 026, percentage F2 26=5 26, p= 012) For Limburg 
only the average distances show a significant interaction between 'context' and 'speech 
style' (F226=5 32, p=012) In Figures 7 11 and 7 12 we can observe the interaction 
patterns for the two languages In Dutch the difference between the two speech styles 
increases from +C/+C through -C/-C to -C/+C This is m line with what argued above 
In Limburg, on the other hand, the greatest differences between the two speech styles 
are found in the -C/-C transcription pairs 
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Interaction between 'context' and 'speech style' in the aveiage distance (a) and in the percentage 
of differences (b) for Limburg vowels in the overall analyses. 
Third, analyses of simple main effects reveal that the interaction effect between 
'language' and 'context' is slightly stronger in spontaneous speech (average distance: 
T|2=0.06; percentage: η2=0.08) than in read out speech (average distance: η2=0.02; 
percentage: η2=0.05). Figures 7.13 and 7.14 show the interaction pattern for both 
indices in the two speech styles. As appears from these pictures, the patterns for spon­
taneous speech do not differ considerably from those for read out speech. The only 
difference one could mention is that in spontaneous speech it is more evident that the 
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influence of 'context' on intratranscriber agreement decreases from the most familiar to 
the less familiar language 
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Interaction between language' and 'context in the average distance (a) and in the percentage of 
differences (b) for vowels in spontaneous speech (overall analyses) 
24 
22 
2 
1 В 
1 6 
1 4 
1 2 
1 
0 8 
06 
04 
Dl 
(a) 
» ITCH LIMBURG 
·+- C/+C 
•е- С/ С 
• +С/+С 
CZECH 
to 
CD 
υ 
с 
2 ê 
о 
δ? 
0 7 
0 6 
0 5 
0 4 
0 3 
0 2 
0 1 
-+- С/+С 
-е- С/С 
» * +С/+С 
DUTCH LIMBURG CZECH 
(b) 
Figure 7 14 
Interaction between 'language' and 'context' in the average distance (a) and in the percentage of 
differences (b) for vowels in read speech (overall analyses) 
As shown in Table 7 8, two factors significantly affect intratranscriber agreement 
for vowels 'language and 'context With regard to 'language' there is a gradual increase 
in degree of agreement from Dutch, through Limburg to Czech However, orthogonal 
contrasts show that agreement is significantly higher for Dutch than for the other two 
varieties (average distance t2=-5 77, p= 000, percentage of differences t2=-9 01, 
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p= 000), while the difference between Limburg and Czech is significant only for the 
average distance ( t2=-3 46, p= 004) 
For 'context' we observe again a pattern of gradually decreasing agreement from 
+C/+C through -C/-C to -C/+C As in the case of consonants, orthogonal contrasts 
show that the agreement indices in the condition +C/+C are significantly different from 
those in -C/-C (average distance t2=8 94, p= 000, percentage of differences t2=6 95, 
p= 000) and that the indices for these conditions are significantly different from those 
in -C/+C (average distance t2=16 71, p=000, percentage of differences t2=12 56, 
p=000) 
7.2.4.3 Overall analyses: summary and discussion 
In all four data sets presented above (average distance and percentage of differ-
ences for consonants and vowels) we observed significant main effects of the factors 
'language' and 'context' on the degree of intratranscriber agreement as well as signifi-
cant interaction effects between 'language' and 'speech style' and between 'language' and 
'context' In addition to these effects, in the vowel data a significant three-way interac-
tion was found between 'language', 'speech style', and 'context' 
It has been repeatedly stated that some of the effects revealed by these overall 
analyses could be inferred from the results that had been presented for each comparison 
set separately This holds especially for the 'language' and 'speech style' effects None-
theless, overall analyses are useful to get an idea of the general impact of these factors 
For example, it is now clear that although 'speech style' might affect intratranscriber 
agreement under certain experimental conditions, its influence is much less evident than 
that of 'language' and context' Also with respect to the effect of 'language', overall 
analyses can be most revealing, as will be explained below However, it is obvious that 
these analyses were primarily conducted to determine to what extent transcribers' 
consistency is influenced by the presence of contextual information 
The factor 'context' appeared to have a significant effect on both indicators of 
agreement for both segment types In all four cases it is found that intratranscriber 
agreement is higher for transcriptions made in the presence of context, lower for 
transcriptions made in the absence of context, and even lower for transcriptions made 
under differing context conditions This is in line with our hypothesis that top-down 
effects lead to higher degrees of intratranscriber agreement Of course this does not 
mean that transcriptions made in the presence of context are somewhat more accurate 
than transcriptions of isolated speech fragments On the contrary, the opposite might 
very well be the case Put differently, here we are not dealing with transcription valid-
ity in any way The only conclusion we are allowed to draw on the basis of these 
findings is that subjects do achieve greater consistency if context is available 
Furthermore, it may be interesting to point out that subjects also achieve greater 
consistency under identical context conditions as opposed to differing context condi-
tions As a matter of fact, intratranscriber agreement is significantly lower in the -C/+C 
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comparisons in all cases The greater consistency in transcription observed in +C/+C 
was ascribed to top-down effects In the 'with context' condition subjects transcribe the 
same fragments more or less in the same way because they rely on higher-order knowl-
edge However, even when transcribers are deprived of this kind of information they 
still manage to achieve a certain degree of systematicity This is borne out by the fact 
that in -C/-C agreement is higher than in -C/+C If this were not the case, that is to say, 
if variation were random in the absence of context, no considerable differences should 
be found between -C/-C and -C/+C 
To sum up, subjects transcribe more systematically when context is provided and 
less systematically when context is removed The fact that agreement in -C/+C is 
significantly lower than in the other two comparison sets indicates that the systematicity 
achieved in the presence of context differs from the systematicity achieved when 
context is not there This finding casts further doubt on the fidelity of segmental tran-
scription and on the unconditional use of this instrument 
It may be argued that this statement is too general given the training and experi-
ence of the transcribers involved in our experiments, and the fact that we are not 
dealing with validity It is indeed to be expected that more experienced transcribers will 
exhibit a higher degree of consistency However, it is difficult to say whether the aver-
age researcher working in sociohnguistics, dialectology, and other disciplines in which 
transcriptions are used is more similar to highly experienced phoneticians or to students 
who have attended a transcription course Furthermore, even though we are not con-
cerned with validity here, we are allowed to question the value of transcriptions based 
on findings concerning transcription agreement, on the grounds that consistency is one 
of the prerequisites for achieving validity 
The factor 'language' also had a significant effect on agreement for both segment 
types The degree of mtratranscnber agreement always turned out to be lower for the 
unknown language As suggested above, these overall analyses provide more insight 
into the effect of 'language' As a matter of fact, if one looked at each set of transcrip-
tion pairs separately (+C/+C, -C/-C, or -C/+C), one would get a wrong idea of how 
'language' affects mtratranscnber agreement This will be made clear below 
A general finding in the +C/+C comparisons was that the degree of agreement 
increases with the degree of familiarity with the language transenbed An explanation 
for this result could be that familiar sounds are easier to transenbe and therefore lead to 
less variation m transcription, hence to higher mtratranscnber agreement However, it is 
clear now that the effect of 'language' on mtratranscnber agreement can be fully under-
stood only if it is related to the effect of the factor 'context' 
In Section 7 2 13 we advanced the hypothesis that the 'language' effect that was 
consistently found in the +C/+C data might be due to the influence of higher-order 
knowledge on transcription performance, and therefore on transcription agreement, 
rather than to differing degrees of transcription difficulty for familiar and unfamiliar 
sounds The reason for supposing this was that the fragments transcribed in the 'with 
context' condition were long enough to contain information about syntax and semantics 
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To determine whether this surmise was indeed correct, we had to examine 
mtratranscnber agreement data in which expectations could not have such a biasing 
effect Therefore we analysed the alignments between 'without context' transcriptions 
made at different times and those between -C and +C transcriptions In the former case 
top-down effects were ruled out because higher-order knowledge was not available in 
either case In -C/+C, on the other hand, contextual information was absent in one case 
and present in the other So, although expectations could influence transcription per­
formance in +C, they could not influence transcription agreement, because they had 
been eliminated in -C 
The individual analyses of the -C/-C and -C/+C transcription pairs showed that in 
these data the effect of 'language' was less clear-cut and sometimes completely absent 
In other words, it seemed that the presence of the 'language' effect on intratranscriber 
agreement was indeed dependent on the presence of top-down effects It was there 
when higher-order knowledge was available (+C/+C) and it decreased or completely 
vanished when top-down effects were inhibited (-C/-C and -C/+C) 
However, to establish whether the effect of 'language' significantly changes with 
context condition it is necessary to carry out overall analyses of variance in which the 
dissimilarity scores for the three sets are compared with each other, as was indeed 
done In addition to the main effect of 'language' these analyses revealed a significant 
interaction effect between 'language' and 'context' in all four data sets The existence of 
such an interaction effect means that the differences noticed among the three sets 
+C/+C, -C/-C, and -C/+C as regards the effect of 'language' are indeed significant This 
seems to confirm our hypothesis that the effect of 'language' is induced primarily by 
top-down effects 
In the presence of interaction effects we usually carried out analyses of simple 
main effects to better understand the nature of the interaction Since we had already 
seen how 'language' affected the different levels of 'context', in this case we only 
needed analyses to determine the effect of 'context on the different levels of 'language' 
The results of these analyses appeared to corroborate our interpretation of the 'language' 
effect As a matter of fact, in all four cases we found that the effect of 'context' was 
strongest for Dutch, less strong for Limburg and even less strong for Czech Put other­
wise, varying context conditions produced the greatest differences in intratranscriber 
agreement in the most familiar language variety and the smallest differences in the least 
familiar variety These findings suggest that the main effect of 'language', ι e that 
intratranscriber agreement is higher for familiar languages, should not be ascribed only 
to the fact that familiar sounds are easier to transcribe, but especially to the fact that in 
this case the effect of 'context' is stronger 
7.2.5 An overview of the 'robust' effects 
In this section we intend to summarise the 'robust' effects observed in the analyses 
presented so far The reader will recall that we used the definition 'robust' for those 
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Table 7 9 
Summary of the effects obtained for consonants 'Robust' significant 
effects (JKO 05) are indicated with an asterisk, 'robust' nonsignificant 
effects (p>0 05) are indicated with 'n s ', a 'w' marks the 'weak' effects, 
while a dash shows that the effect is not relevant to the analysis in 
question 
consonants 
effects 
language (L) 
speech style (S) 
context (C) 
L x S 
L x C 
S x C 
L χ S χ С 
+C/+C 
* 
w 
-
* 
-
-
-
-C/-C 
* 
η s 
-
* 
-
-
-
-C/+C 
ns 
η s 
-
* 
-
-
-
overall 
* 
w 
* 
* 
* 
w 
ns 
Table 7 10 
Summary of the effects obtained for vowels 'Robust' significant effects 
(p<0 05) are indicated with an asterisk, 'robust' nonsignificant effects 
(p>0 05) are indicated with 'n s ', a 'w' marks the 'weak' effects, while a 
dash shows that the effect is not relevant to the analysis in question 
vowels 
effects 
language (L) 
speech style (S) 
context (C) 
L x S 
L x C 
S x C 
L χ S χ С 
+C/+C 
* 
η s 
-
* 
-
-
-
-C/-C 
η s 
η s 
-
* 
-
-
-
-C/+C 
η s 
η s 
-
* 
-
-
-
overall 
* 
ns 
* 
* 
* 
η s 
* 
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results on which the two dependent variables concur So, a 'robust' result can also 
concern the absence of a given effect, as long as the two measures point in the same 
direction Tables 7 9 and 7 10 give a general picture of the results obtained for conson-
ants and vowels, respectively 
From the above tables it appears that the 'robust' results obtained in these analyses 
are the following 
1- main effect of 'language' 
2- main effect of 'context' 
3- no main effect of 'speech style' 
4- interaction 'language' by 'speech style' 
5- interaction 'language' by 'context' 
6- no interaction 'context' by 'speech style' 
7- a three-way interaction only for vowels 
So far we have considered whether the two measures produce similar results 
concerning the presence or absence of the various effects However, we have seen that 
sometimes, although the two indices are in line as to the existence of an effect, they 
differ with respect to the pattern of the effect This applies especially to interaction 
effects Below we will see to what extent average distance and percentage of difference 
coincide with regard to the pattern and the strength of the effects observed 
The results are summarised in two tables, one for the separate analyses of +C/+C, 
-C/-C, and -C/+C (Table 7 11), and one for the overall analyses (Table 7 12) Both 
tables contain only significant 'robust' effects For the separate analyses these are the 
main effect of 'language' and the interaction between 'language' and 'speech style' For 
the overall analyses the significant 'robust' effects are the main effects of 'language' and 
'context' and the two interaction effects language' by 'speech style' and 'language' by 
'context' Each table shows how the different levels of a variable are ordered, owing to 
the main effect or the simple main effects of other variables The various levels of each 
variable are represented in order of decreasing agreement In addition, the tables also 
show the two aspects of any two-way interaction and the relative strength of the effect 
of one variable on the different levels of the other variables An asterisk means that the 
effect is stronger for that specific level of the variable than for the other one When 
there are three levels, decreasing degrees of strength are represented by two, one and 
no asterisks, respectively 
The tables below show a lack of congruence between average distance and percen-
tage of differences, with respect to the interaction pattern between 'language' and 
'speech style' More precisely, most of the differences regard the impact of 'speech 
style' on the three levels of 'language' This appears from the number of empty cells in 
Table 7 11, and from the fact that Table 7 12 contains no heading style within 
language' These and other instances of discordance between the two dependent vari-
ables will be presented in the following section 
Table 7.11 
'Robust' significant effects in the separate analyses of +C/+C, -C/-C, and -C/+C. Factor 
levels for which the effects are significant are displayed in order of decreasing agreement. 
An asterisk indicates that for that specific level the effect is stronger than for the other 
one. The presence of empty cells means that the results for the two measures are at 
variance ('weak' effects). 
cons 
vow. 
+C/+C 
-C/-C 
+C/+C 
-C/+C 
language 
Dutch 
Limburg 
Czech 
Limb./Dutch 
Czech 
Dutch 
Limburg 
Czech 
n.s. 
interaction language by speech style 
language within style style within language 
* spont.: D, L, С 
read: D, L, С 
* spont: L, D, С 
read: L, D, С 
spont: D, L, С 
* read: D, L, С 
Dutch: read spont. 
Czech: spont. read 
Table 7.12 
'Robust' significant effects in the overall analyses. Factor levels for which the effects 
are significant are shown in order of decreasing agreement. Two, one, and no 
asterisks indicate decreasing degrees of strength of the effect in question. 
cons. 
vow. 
language 
Dutch/Limb 
Czech 
Dutch/Limb. 
Czech 
context 
+C/+C 
-C/-C 
-C/+C 
+C/+C 
-C/-C 
-C/+C 
int. lang, by 
speech style 
lang within 
speech style 
spont. * 
read 
read 
interaction language by 
con 
cont. within 
language 
Dutch ** 
Limburg * 
Czech 
Dutch ** 
Limburg * 
Czech 
ext 
lang, within 
context 
+C/+C * 
-C/-C 
+C/+C 
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7.3 "Weak' effects 
The present section is devoted to those aspects of the data for which the two 
dependent variables taken as indicators of intratranscriber agreement produced different 
outcomes In the previous chapter it was explained that, although average distance and 
percentage of differences are related to each other, they emphasise different aspects of 
symbol string similarity To clarify the relationship between average distance and 
percentage of differences, we present below the Pearson correlation coefficients calcu­
lated for the different experimental conditions 
Table 7 13 
Product-moment correlation coefficients between average distance and 
percentage of difference, in the various experimental conditions 
(s=spontaneous speech, r=read out speech) Each coefficient is based on 
280 observations All correlations appeared to be significant at the 01 
level 
cons 
vow 
+C/+C 
-C/-C 
-c+c 
+C/+C 
-C/-C 
-C/+C 
Dutch 
s г 
73 65 
69 67 
75 68 
73 71 
65 64 
58 65 
Limburg 
s г 
71 69 
65 77 
71 75 
76 69 
71 67 
71 63 
Czech 
s г 
84 71 
80 72 
80 74 
69 68 
68 70 
69 67 
These data confirm what has been argued about the relationship between average 
distance and percentage of differences The two measures are interrelated because in 
our investigation the percentage of differently transcribed symbols is computed from 
the data provided by the alignment program, which is to say that it is determined on 
the basis of the values contained in the distance matrices So, the magnitude of the 
differences plays a role in determining which symbols should be seen as transcriptions 
of the same event On the other hand, the proportion of differences contributes to the 
average distance Since a transcription difference is always associated with a distance 
value, it is clear that any extra difference will have the effect of enhancing the average 
distance 
In spite of this, the two measures do provide different information about the dis­
crepancies between two transcriptions As a matter of fact, in percentage scores the 
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distance values are used only to obtain alignment without being included in the index 
Alternatively, in the average distance, the contribution of the distance values is greater, 
because they are used to align the transcriptions and are also incorporated in the index 
Higher correlation coefficients between the two measures indicate that the distances 
between the symbols in the transcriptions are homogenous Alternatively, when the 
distances vary considerably in magnitude, the correlation between average distance and 
percentage of differences is lower 
From the sections on 'robust' effects it appears that, in general, the two agreement 
indices lead to similar results There are cases, however, in which average distance and 
percentage of differences point in opposite directions For example. Table 7 1 shows 
that the factor 'speech style' significantly affects the percentage of differences for the 
consonants in +C/+C, but not the average distance Conversely, in the overall analysis 
of the consonant data (Table 7 7) 'speech style' has a significant effect in the average 
distances, but not in the percentage scores Furthermore, a significant interaction effect 
between 'context' and 'speech style' is found in the percentage, but not in the average 
distance values 
As mentioned in the previous section, the two measures also show a different 
pattern of interaction between 'language' and 'speech style' In two cases the inconsist-
encies concern the effect of 'language on the two levels of 'speech style' Both 
instances occurred in the -C/+C transcription pairs In the consonant data 'language' 
appears to be significant at one level of 'speech style' (read out speech) in the average 
distance values while in the percentage scores this factor is never significant In the 
vowel data 'language' is significant at both levels of 'speech style' in the average dis-
tances and only at one level (read speech) in the percentage scores 
Most of the discrepancies between the two agreement indices concern the impact of 
'speech style' on the three levels of 'language' As a matter of fact, in seven of the eight 
cases in which we studied this effect we found that the two measures diverged Instead 
of giving a detailed presentation of all these cases we have decided to report them in 
table format, as shown below 
There are various reasons for presenting these results so concisely First of all, we 
thought it would be extremely tedious for the reader to get such a list of cases in which 
the two measures yield different outcomes, especially because the results are highly 
variable and therefore chaotic To eliminate part of the chaos we checked whether there 
are some general tendencies in the findings Unfortunately, no general lines can be de-
tected in these results At the most, one could point out some patterns that emerge in 
various context conditions in one of the dependent variables for the consonant data, and 
others that recur in the vowel data Another reason for giving only a short presentation 
of these results is that they are 'weak' and, as such, they do not deserve much attention 
Moreover, we think that a detailed presentation would hardly go further than a mere 
description of the results Although we can imagine how the disparities between aver-
age distance and percentage of differences originated, it is very difficult to speculate on 
the reasons that might have led to such discrepancies In other words, we are not in a 
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position to explain why the two indicators of transcription agreement lead to such 
contrasting results 
Table 7 14 
Degree of agreement for the two speech styles (s=spontaneous speech, r=read out speech) in 
the three language varieties, average distance (x) and percentage of differences (%) The 
two styles are displayed in order of decreasing agreement from left to right 
cons 
vow 
+C/+C 
-C/-C 
-C/+C 
overall 
+C/+C 
-C/-C 
-C/+C 
overall 
Dutch 
X 
s r 
r s 
г s 
r s 
% 
s r 
s r 
s r 
r s 
Limburg 
X % 
s r 
s г 
Czech 
χ 
r s 
r s 
r s 
r s 
s r 
s r 
% 
Inspection of Table 7 14 reveals that in all three comparison sets, +C/+C, -C/-C, 
and -C/+C, the factor 'speech style' has a significant effect on the average distances 
between Czech consonants In all three cases agreement is higher for the reading 
material and lower for spontaneous speech This is in line with our hypothesis concern­
ing the interaction between 'language' and 'speech style' In discussing the possible 
effect of 'speech style' on intratranscnber agreement (Section 4 2 1), we suggested that 
the features that usually distinguish spontaneous from read out speech (higher speech 
tempo, reduced precision of articulation, assimilation processes) are likely to be more 
influential when it comes to transcribing unfamiliar language varieties, because in 
familiar varieties their influence may be counteracted by that of linguistic expectations 
On these grounds, it was hypothesised that in unfamiliar varieties the difference in 
intratranscnber agreement between transcriptions of read and spontaneous speech would 
be greater than in familiar varieties This appeared to be the case in the +C/+C com­
parisons (see Table 7 14) The fact that the same result is obtained in the -C/-C and the 
-C/+C transcription pairs lends support to this interpretation However, it should be 
noted that the context conditions in -C/-C and -C/+C are not such as to favour the 
effect of linguistic expectancy on transcription agreement Therefore, a similar effect of 
'speech style' on transcriptions of Dutch and Limburg could in theory be expected As 
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can be seen in Table 7 14, no such effect appeared in -C/-C, while the effect found in 
-C/+C is in the opposite direction Contrary to our expectations, the average distances 
are significantly greater in read speech than in spontaneous speech 
An explanation for the fact that the expected effect of 'speech style' did not show 
up could be that familiarity with a language also means familiarity with the possible 
range of variation within that language So, reduction in a known language variety 
would be less problematic for transcription than reduction in an unknown variety, 
because in the former case the transcriber at least knows what the different realisations 
can be According to this line of reasoning, higher speech tempo and/or reduced preci­
sion of articulation would become more critical in transcribing unfamiliar language 
varieties than familiar ones Consequently, in unfamiliar varieties a greater discrepancy 
in intratranscriber agreement should be observed between transcriptions of read and 
spontaneous speech, even in the absence of contextual information, as was found for 
the average distances between consonants in the С/ С and the -C/+C comparisons 
In any case this could not explain why for the Dutch consonants in -C/+C higher 
average distances were found in read speech than in spontaneous speech Furthermore, 
although the arguments adduced so far can partly explain the results obtained for the 
average distances between consonants, they clearly do not apply to the percentage 
scores Table 7 14 shows that the effect of 'speech style' on the Czech consonants did 
not emerge from the analyses of the percentage scores In other words, this effect was 
constantly present in the average distance data and constantly absent in the percentage 
values 
Another important point is that the possible explanations provided above do not 
apply to vowels either We have seen in Table 7 14 that the effect of 'speech style' is 
especially evident on the average distances between Dutch vowels In all three sets the 
effect is as expected agreement is higher for read speech and lower for spontaneous 
speech In two sets a significant effect on the average distances for Czech is observed, 
in +C/+C and -C/+C However, in both cases agreement is higher for spontaneous 
speech 
It is clear that these findings do not comply with our expectations On the other 
hand, there were no obvious reasons to think that the effect of 'speech style' would be 
so different for consonants and vowels Similarly, we did not imagine that in some 
respects the results obtained from the two dissimilarity measures would be so diverse 
Not only did it happen that the effect of 'speech style' was revealed by one dissimilarity 
measure and not by the other, but also that one measure indicated a given effect of 
'speech style' while the other showed a completely different one This was the case in 
the consonant data in +C/+C and in the vowel data in -C/-C (see Table 7 14) 
How is it possible to get such contrasting results just by taking another indicator of 
transcription dissimilarity'? It is conceivable that two languages differ in the strategies 
they use to signal the contrast between read out and spontaneous speech and that this, 
in turn, leads to differences in transcribing speech One could imagine that in both 
languages differing degrees of agreement are achieved for transcriptions of read and 
spontaneous speech However, while in one language disagreement concerns primarily 
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the number of differences between transcriptions, in the other disagreement is mainly 
due to the magnitude of the differences. Although this might be the reason why we get 
different outcomes, it certainly does not explain why such a difference exists between 
the two languages. Moreover, the question arises as to whether we should try to find 
explanations for such variable effects at all. The fact that they appear and disappear 
depending on which measure is taken as indicator of transcription agreement seems to 
suggest that they are not really present in the data. 
In a sense finding that the outcomes differ for the two dependent variables is not 
really surprising, as we know that in spite of their interrelation average distance and 
percentage of differences do underline different properties of string similarity. On the 
other hand, with regard to the 'language' and 'context' effects, the two indices did not 
exhibit such great divergences. In other words, the problem seems to be that 'speech 
style' has no clear-cut effect on the data and that for this reason we get a different 
impression from the two dependent variables. However, it is difficult to say which 
impression we get in one case and which one we get in the other. In both cases the 
results are rather confused and partly unexpected. 
Different causes may have led to this state of affairs. For example, it is possible 
that in actual fact the factor 'speech style' does not influence transcription agreement in 
a considerable way, in which case our data would reflect the real situation. On the 
other hand, it is conceivable that 'speech style' does affect transcription agreement in 
reality, but that for various reasons this does not appear from our data. One of the 
reasons could be the speaker-dependent character of style variations. 
In Section 7.2.2.3 we alluded to the fact that the phonetic consequences of style 
differences may vary among speakers, as reported by Van Son and Pols (1992). In our 
design the factor 'speech style' was nested within the factor 'language'. As for each of 
the three language varieties a different speaker was used, it is conceivable that possible 
differences among the three speakers confounded the effect of 'speech style'. 
Another reason could be the way in which this factor was operationalised. As 
explained in the previous chapter, the speech fragments to be transcribed were excised 
from recordings of spontaneous and read out speech of the same speaker. In this sense 
there was no doubt that the transcribers listened to specimens of these two speaking 
styles. However, it is possible that the stimuli did not contain sufficient cues to signal 
the distinction between read out and spontaneous speech. To explore this possibility, a 
listening test was carried out. The procedure used in this test and the results obtained 
are presented in the following section. 
7.4 Checking the operationalisation of 'speech style' 
In order to determine whether the speech fragments employed in our study were 
good exemplars of 'read' and 'spontaneous' speech, we asked 20 Language and Speech 
Pathology students at the University of Nijmegen (other than those participating in the 
transcription sessions) to judge a subset of the speech material to be transcribed. Ten 
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'with context' fragments were selected for each speech style for each language variety, 
thus obtaining a total of 60 stimuli and 1200 responses The subjects were asked to 
indicate whether the fragments heard were excerpted from read out or spontaneous 
speech The stimuli were presented in a random order 
The scores obtained in this test were analysed by means of logistic regression, with 
the factors 'speech style', 'language', and the 'speech style by language' interaction as 
explanatory variables The results show a rather high percentage of correct identifica­
tion (70%) The maximum identification score is 200 for each speech style of each 
language variety For the spontaneous stimuli the percentages of correct identification 
are 65 5% for Dutch, 79 5% for Limburg, and 68% for Czech The fragments of read 
out speech were classified correctly 87% of the times in Dutch, 61 5% in Limburg, and 
58 5% in Czech Figure 7 15 shows the percentage of correct and incorrect identifica­
tions for the two speech styles in the three language varieties Overall, the spontaneous 
fragments were identified correctly 426 times (71%) and the read ones only 414 times 
(69%) In other words, there seems to be a slight bias toward classifying the fragments 
as spontaneous However, this is not true of all three language varieties, as will be seen 
below 
The results of logistic regression show that the factor that most accounts for clas­
sifying the fragments as either spontaneous or read is 'speech style (B-coefficient=-91, 
Wald-statistic=184 52, p= 0000) The factor 'language also appears to play a part, thus 
implying that the extent to which subjects manage to classify the fragments correctly is 
dependent on the language the stimuli are taken from More precisely, the degree of 
success is higher for the more familiar language varieties Dutch (correct ldentifica-
tion=76%, B-coefficient= 64, Wald-statistic=40 36, p= 0000) and Limburg (correct 
identification=71%, В coefficient— 44, Wald-statistic=21 69, p= 0000) Furthermore, a 
significant interaction effect is found between 'language' and 'speech style' It appears 
that the Dutch speech fragments are classified significantly more often as 'read', and 
therefore less often as 'spontaneous', than the fragments of the less familiar varieties 
(B-coefficient=- 36, Wald-statistic=12 95, p=0003) So, although the degree of success 
is highest for Dutch, there is a bias toward identifying these stimuli as 'read' These 
findings suggest that subjects are in general more successful in recognising whether 
they are dealing with read out or spontaneous speech if they know the language in 
question, although in this condition they might be more inclined to classify spontaneous 
speech as read speech However, we cannot exclude the possibility that the differences 
among the three languages are due to differences among the three speakers, as sug­
gested in the previous section 
Returning to the primary aim of this test, it seems that our stimuli contain enough 
cues to be classified as either spontaneous or read This means that the absence of a 
clear effect of speech style on intratranscriber agreement should not be ascribed to a 
wrong selection of the speech stimuli So, the reason must be sought elsewhere For 
example, another factor that might account for the small impact of 'speech style' is the 
existence of a discrepancy between the way in which this factor was operationalised 
and the way in which the hypotheses about its effect on transcription agreement were 
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arrived at. This and other possibilities will be considered in the following chapter, 
where the limitations of our experimental design and its possible shortcomings will be 
discussed in more detail. 
100· 100! 
DUTCH LIMBURG CZECH DUTCH LIMBURG CZECH 
(a) (b) 
Figure 7.15 
Percentages of correct and incorrect identification for spontaneous (a) and read out (b) speech 
in Dutch, Limburg, and Czech. 
7.5 A check on the dissimilarity measures 
In Chapter 5 we have explained in detail how difficult it is to construct an adequate 
metric to express the degree of difference between two transcriptions. Our conclusion 
was that, as there are no absolute criteria for determining phonetic similarity, any 
measure will necessarily have a relative value. To underline this important aspect of 
transcription assessment, we decided to adopt two interrelated, but still different dis-
similarity measures. In fact, the results obtained turned out to be slightly different 
depending on which measure was taken as the dependent variable. In the majority of 
cases, however, the two measures produced similar results. Although this is undoubted-
ly a pleasant finding, it is not sufficient to dissipate our qualms about the value of the 
measures adopted in the present investigation. The reason for this is that both measures 
rely heavily on the distance matrices discussed in Section 6.2.2.1, so it is not surprising 
that to a certain extent they behave in the same way. What we would like to know, 
rather, is whether the degree of transcription dissimilarity expressed by our measures 
corresponds, more or less, to the degree of dissimilarity computed by some other, 
independently obtained index. To explore this possibility, an experiment was carried out 
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in which 19 phoneticians experienced in transcribing speech were asked to evaluate 
transcription dissimilarity ' 
The phoneticians participating in the experiment came from different European 
countries, ι e. three were from Great Britain, four from The Netherlands, seven from 
Germany, two from Denmark, two from Norway, and one from Finland Their task 
consisted in sconng the degree of difference between pairs of transcriptions of the same 
speech fragment on a scale ranging from 1 (complete difference) to 10 (complete 
identity) Consonants and vowels were evaluated separately, so as to make it easier to 
compare these scores with those based on the distance matrices used in our investiga­
tion 
The 50 transcription pairs to be scored were selected from the material collected 
within the framework of our study on lntratranscnber agreement To obtain a balanced 
set of transcription pairs, we varied the length of the transcriptions, the number of 
transcription deviations, and the nature of these deviations Some of the transcriptions 
had to be slightly changed (by adding, deleting, or modifying one of the basic symbols 
or diacritical marks) to meet the selection entena Of the 50 transcription pairs 20 
contained systematic vanations of the vowels and 30 of the consonants The former 
contained from one up to four vowels, while in the latter the number of consonants 
varied from one to five Tables 7 15 to 7 18 below show how the number and the 
nature of the transcription differences were systematically varied per number of vowels 
and consonants 
Table 7 15 Table 7 16 
Transcription pairs (1-10) with sys- Transcription pairs (11-20) with sys­
tematic vowel substitutions tematic vowel deletions/insertions 
Number 
of vowels 
1 
2 
3 
4 
Number of 
deletions/insertions 
1 2 3 4 
11 
12 13 
14 15 16 
17 18 19 20 
Number 
of vowels 
1 
2 
3 
4 
Number of 
substitutions 
1 2 3 4 
1 
2 3 
4 5 6 
7 8 9 10 
For the realisation of this experiment we are indebted to Monique Biemans, who 
earned out most of the practical work 
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In one half of the transcription pairs (Tables 7 15 and 7 17) the differences between 
the symbol strings are substitutions, ι e the transcriptions contain two different symbols 
for one and the same speech sound The differences between the substituted symbols 
are varied in magnitude In the other half of the transcription pairs (Tables 7 16 and 
7 18) the differences between the transcriptions are deletions or insertions, i e one of 
the transcriptions has a symbol where the other has none 
Table 7 17 Table 7 18 
Transcription pairs (21-35) with system- Transcription pairs (36-50) with system­
atic consonant substitutions atic consonant deletions/insertions 
Number of 
consonants 
1 
2 
3 
4 
5 
Number of 
substitutions 
1 2 3 4 5 
21 
22 23 
24 25 26 
27 28 29 30 
31 32 33 34 35 
Number of 
consonants 
1 
2 
3 
4 
5 
Number of 
deletions/insertions 
1 2 3 4 5 
36 
37 38 
39 40 41 
42 43 44 45 
46 47 48 49 50 
Using a balanced set of transcription pairs seemed to us the best way to obtain repre­
sentative data on transcription evaluation It is conceivable that if the transcription pairs 
are very similar, the phoneticians will have less difficulties in judging them In this 
case their scores are more likely to be correlated with the feature-based agreement 
measures As has been repeatedly stated, evaluating transcriptions becomes difficult 
when the differences between the transcriptions are of different magnitude So, to get a 
realistic idea of the functioning of our measures, we selected material that contained all 
sorts of transcription deviations 
The scores assigned by the 19 phoneticians were first analysed to check their 
degree of reliability The latter was computed by means of the reliability formula for 
composite ratings provided in Rietveld and Van Hout (1993 198), with raters as a 
random factor The reliability of the judgements appeared to be relatively high, ι e 
0 97 
This could be rather surprising in the light of the findings reported by Ladefoged 
(1960), as these phoneticians came from different countries and it is therefore unlikely 
that they had received exactly the same training (see Section 4 3 4) It should be noted, 
though, that the task of Ladefoged's subjects was essentially different from that of the 
phoneticians involved in this investigation The reader will probably recall from Section 
1 1 that in Ladefoged s study the phoneticians were asked to indicate the position of 
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various vowels on the cardinal vowel quadrilateral In comparing their responses, the 
author was interested in whether the vowels had been characterised in the same way In 
other words, he examined the absolute values of the responses, thus determining the 
degree of agreement among the phoneticians In our investigation, on the other hand, 
the phoneticians were asked to indicate the degree of difference between pairs of 
transcriptions and their responses were compared to determine reliability According to 
the definition of reliability given in Section 5 1, this means that it was established 
whether the differences between the transcription pairs had been evaluated in a similar 
way by the 19 phoneticians 
For the same 50 transcription pairs, the two feature-based dissimilarity measures 
described in Section 6 2 2 3, namely the average distance and the percentage of differ-
ences, were also calculated Subsequently, Pearson product-moment correlation coeffi-
cients were computed between the phoneticians' scores and the average distance (r= 
-0 86, df=48) and between the phoneticians' scores and the percentage of differences (r= 
-0 68, df=48) Both coefficients are significant at the 1 % level Moreover, they are 
negative as the phoneticians' scores are inversely proportional to the feature-based 
dissimilarity measures These results reveal that the degree of transcription difference 
indicated by our measures is in line with the degree of difference expressed by a group 
of phoneticians whose scoring method was not based on the distance matrices used 
here Although these findings concern a limited amount of material, they nevertheless 
give us confidence about the credibility of our dissimilarity measures and of the dis-
tance matrices on which these measures were based 
Earlier on we suggested that the successfulness of the transcription alignment 
program could be seen as an indication of the plausibility of the distance matrices 
adopted in our study We also observed, though, that this argument should be used with 
caution for two reasons (see Section 6 2 2 2) One of the reasons was that the perform-
ance of the alignment program had been evaluated by people who were so familiar with 
these distance matrices that their judgements could hardly be considered as indepen-
dent Here, however, we have evidence that the same distance matrices receive support 
from a completely independent source, namely 19 phoneticians from various countries, 
who used a different scoring method 
Another thing to be noted about the results reported above is that the phoneticians' 
judgements are more correlated with the average distance than with the percentage of 
differences Calculation of the associated t statistic revealed that the two correlation 
coefficients are significantly different (t,7=-2 94, p<01) As was explained in Section 
6 2 2 3, in calculating the percentage of differences every transcription deviation is 
assigned the same dissimilarity value In the average distance, on the other hand, the 
degree of similarity between speech sounds is taken into account Accordingly, substitu-
tions involving completely different sounds receive higher dissimilarity scores than 
substitutions between similar sounds The phoneticians in the investigation reported on 
here seem to have followed a similar line of reasoning, as their scores were more 
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closely related to the average distance than to the percentage of differences computed 
for the same transcription pair 
So far we have compared the dissimilarity scores for all 50 transcription pairs 
However, it is conceivable that the phoneticians' scores show a different relationship to 
the feature-based measures, when consonants and vowels are treated separately To 
check this possibility, the measures reported above were computed separately for the 
first 20 transcription pairs (systematic variations of the vowels) and for the remaining 
30 pairs (systematic variations of the consonants) The reliability coefficient appeared 
to be 0 96 for the vowel pairs and 0 98 for the consonant pairs The correlation coeffi-
cients between the phoneticians scores and the two feature-based dissimilarity measures 
are given in Table 7 19 
Table 7 19 
Pearson correlation coefficients between the 
phoneticians' scores and the two feature-based 
dissimilarity measures (x=average distance, 
%=percentage of differences) 
vowels 
consonants 
df 
18 
28 
X 
0 87 
-0 90 
% 
-0 71 
-0 70 
Again we notice that in both cases the phoneticians' scores are more correlated with 
the average distance than with the percentage of differences The difference between 
the two correlation coefficients appears to be significant for the consonant pairs (t27= 
-2 93, p< 01) For the vowel pairs the associated t statistic does not reach significance 
(t17= -1 72, while the critical value at the 5% level is -1 74) Apart from this slight 
difference, the results obtained for vowels and consonants separately are very similar to 
the overall findings In all cases the average distance reflects better than the percentage 
of differences the degree of transcription dissimilarity expressed by the 19 phoneticians 
To sum up, the results of this evaluation experiment show that the knowledge about 
speech sound similarity incorporated in the two consonant and vowel distance matrices 
is probably more wide-spread than was originally assumed In fact, it is shared by other 
phoneticians with a different background This is revealed not only by the relatively 
high correlation coefficients between the phoneticians' scores and the two matrix-based 
dissimilarity measures, but especially by the fact that the phoneticians' judgements are 
more correlated with the average distance, a measure in which the distance matrices 
play a greater part (see Section 6 2 2 2) By providing evidence in favour of the dis-
tance matrices, these findings indirectly increase the credibility of our findings concern-
ing intratranscriber agreement 
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7.6 Degree of agreement: absolute magnitude and comparisons with other studies 
In this chapter we have so far discussed the effects of the variables investigated on 
the degree of intratranscriber agreement It may be useful at this point to consider the 
absolute magnitude of intratranscriber agreement to get an idea of how the transcribers 
performed in these experiments We will first look at the degree of intratranscriber 
agreement expressed by the average distance and subsequently at the data concerning 
the percentage of disagreement 
From Figure 7 8a it can be inferred that the average distance averaged over all 
three language varieties ranged from 0 9 (+C/+C) to 1 7 (-C/+C) for consonants, while 
Figure 7 10a shows that it varied between 1 0 (+C/+C) and 1 9 (-C/+C) for vowels 
Considering that the maximum distance was 9 for consonants and 8 for vowels (for the 
basic symbols alone and it could become even larger with the addition of diacritics) it 
seems that this measure indicates a reasonable degree of agreement between the tran-
scriptions Of course it is difficult to appreciate these results without making compari-
sons with other research findings Unfortunately there are no results on intratranscriber 
agreement computed by means of a similar metric, which are directly comparable to 
those obtained in the present investigation Although Oiler and Eilers (1975) did use a 
similar measure of "average phonetic distance', it is not possible to make comparisons 
because the authors do not provide sufficient information about the procedure by which 
the measure was obtained 
With respect to the percentage of differences, Figure 7 8b shows a minimum 
average value of 0 29 (+C/+C) and a maximum of 0 46 (-C/+C) for consonants For 
vowels the minimum average value appears to be 0 39 (+C/+C) and the maximum 0 59 
(-C/+C) (see Figure 7 10b) Also in this case comparison with other research findings 
would be useful, but is difficult for various reasons First, because several studies report 
data on agreement between transcribers, but make no mention of the degree of agree-
ment within transcribers Second, because the percentage of agreement is calculated in 
different ways by the various authors Third, because the type of transcription investi-
gated varies for the different studies (broad vs narrow) Taking into consideration these 
differences, we will nevertheless try to relate our agreement indices to those presented 
in the literature 
Shnberg et al (1984) report retest agreement values of 68% when all diacritics 
were included and 76% when part of them were removed The first value is more 
comparable to those obtained in our investigation since we used narrow transcription 
Further data on intratranscriber agreement are provided by Shnberg and Lof (1991) 
These authors take 85% to be the acceptable level of agreement and conclude that 
average transcription agreement is in general above this level for broad transcription, 
but below it for narrow transcription The average value of agreement for this latter 
type of transcription was 74% In order to compare the data of these two studies with 
those obtained in our investigation, we have to compute their complementary values, as 
our indices express percentage disagreement In both studies agreement scores tum out 
to be higher than in our experiments Here a few comments are in order 
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First, it should be noted that the scores of the two studies mentioned above refer to 
consensus transcription, and not to individual transcriptions made by the transcribers 
independently of each other. When making consensus transcriptions transcribers have 
the opportunity of discussing all ambiguous aspects of the utterances analysed. For this 
reason it is to be expected that when transcribing the same material on a second occa-
sion, they will show less variation than transcribers that operate independently. 
Second, in these two studies the transcribers knew the language and the words 
they were transcribing. It follows that their situation was most similar to that of our 
subjects transcribing Dutch in the +C/+C condition. In this case the percentage of 
differences was 0.21 for the consonants and 0.26 for the vowels. In other words, the 
percentages of agreement obtained in the present investigation are not very different 
from those of the two studies above, in spite of the fact that our subjects were no 
highly experienced transcribers and that the transcriptions were made individually. 
Shnberg and Lof (1991) also express serious doubts about subjects' consistency in 
transcribing diacritics. In their study agreement on diacritics was only 33%. Consider-
ing that disagreement on diacritics had the same effect on our percentage value as any 
other disagreement, it seems that the consistency level of our transcribers is similar to 
those found in the literature. 
Another thing worth consideration is that Shriberg and Lof (1991) found no signifi-
cant difference in percentage between intratranscriber and intertranscriber agreement. 
Leaving aside this distinction we could compare our data with those of studies on 
intertranscriber agreement. For instance, Shockey and Reddy (1974) report an average 
percentage of agreement of 56% for transcriptions in which 65 different symbols 
(including combinations of symbols and diacritics) could be used. The transcribers were 
experienced phoneticians and the speech material was taken from known and unknown 
languages. 
Higher indices of intertranscriber agreement for narrow transcription are reported 
by Amorosa et al. (1985). In an experiment with two highly trained transcribers agree-
ment turned out to be 70% and 73%. However, it is essential to point out that in this 
study "items not transcribed by one or both transcribers were excluded from further 
analysis". In other words, deletions and insertions were not included in the calculation 
of percentage agreement. This may explain the higher indices obtained. 
To sum up, there are reasons to believe that although the transcribers involved in 
our experiments were not highly experienced, they nevertheless exhibited a level of 
transcription consistency that is at least comparable to the values available in the 
literature. 
7.7 Summary 
In this chapter we have presented results of analyses of intratranscriber agreement 
carried out on the transcription data gathered in the present investigation. Section 7.1 
was intended to refresh the reader's memory of the analyses that had been conducted. 
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In presenting the research findings, we made a distinction between those outcomes on 
which the two measures of intratranscriber agreement coincide, the so-called 'robust' 
effects, and those on which they diverge, so-called 'weak' effects Section 7 2 was 
devoted to the former type of research findings 
In Section 7 2 1 we discussed the results concerning the degree of intratranscriber 
agreement achieved in transcribing the 'with context' material First of all, we noted that 
agreement is not complete within transcribers, which is to say that transcriptions of the 
same utterances made at different times by the same transcriber do diverge We sug-
gested that this be interpreted as the influence of time on segmental transcription, in 
spite of the fact that time was not a factor in our design, and that individual segmental 
transcriptions were not the dependent variables m our investigation How much tran-
scriptions of the same utterance differ from each other turns out to depend strongly on 
how familiar the transcriber is with the language transcribed higher degrees of famili 
arity lead to higher degrees of intratranscriber agreement Moreover, how much the 
degree of agreement varies from one language to the other appears to depend on the 
type of segment and on the speech style of the material transcribed For consonants 
greater differences among the three language varieties are observed in transcriptions of 
spontaneous speech, whereas for vowels the degree of consistency is more variable in 
transcriptions of read speech Further, the factor 'speech style' turns out to influence 
transcribers' consistency only occasionally In addition, the results concerning this factor 
vary considerably depending on the specific measure taken as indicator of intra-
transcriber agreement 
Section 7 2 2 contained the results relative to the 'without context material Again 
we find that transcribers are not always consistent in their analyses of the speech 
fragments transcriptions of the same utterances differ from one experimental round to 
the other Here transcribers appear to be even less consistent than in the previous 
situation, where contextual information was available Moreover, in this case the degree 
of consistency turns out to be less clearly dependent on the degree of familiarity with 
the language transcribed Nevertheless, even in this context condition there is an inter-
play between familiarity with the language and speech style of the material transcribed 
As in the preceding data sets, the differences in degree of agreement for the three 
language varieties are greater in spontaneous speech for consonants and in read speech 
for vowels For the rest, the effect of speech style' appears to be as variable as in the 
'with context' transcription pairs 
Section 7 2 3 dealt with a third set of comparisons in which 'without context' 
transcriptions were aligned with 'with context' transcriptions The results show that 
varying context conditions lead to considerably lower intratranscriber agreement than 
when only time is varied When such different transcriptions are compared with each 
other the effects of language' and speech style' are less discernible than when context 
condition is kept constant In these comparisons not only the results concerning 'speech 
style, but also those relating to language' vary with the type of agreement index 
In Section 7 2 4 we discussed the results obtained from overall analyses of the 
agreement indices of the three sets of transcription comparisons Essentially, the find-
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ïngs are that the degree of transcribers' consistency varies considerably with context 
condition it is higher when transcribers can rely on higher-order knowledge and lower 
when this is not allowed by the experimental conditions However, there is an interplay 
between context condition and familiarity with the language transcribed If the language 
is familiar, the effect of changing context condition is more evident Furthermore, 
intratranscriber agreement appears to vary considerably with the degree of familiarity 
with the language it is higher for the familiar languages and lower for the unknown 
one The interplay between language' and 'context' mentioned above entails that the 
effect of language is more evident when context is provided, and sometimes practically 
disappears when context is removed This finding led us to reconsider the influence of 
familiarity with the language on intratranscriber agreement Since the effect of 
'language' was mainly dependent on the presence of contextual information, it is clear 
that the lower degree of intratranscriber agreement obtained for the unfamiliar language 
is due not only to the fact that unfamiliar sounds are more difficult to transcribe, but 
also to the fact that in unfamiliar language varieties contextual information can be 
exploited to a lesser extent 
All instances in which the two agreement indices led to different results were dealt 
with in Section 7 3 The great majority of these cases concern the influence of 'speech 
style' This factor appears to affect intratranscriber agreement only in few cases Con-
trasting results are obtained for the two agreement measures and for the two segment 
types, consonants and vowels On the whole, the research findings are not in line with 
our expectations about the effect of style differences on intratranscriber agreement 
In order to check whether this was due to an erroneous selection of the speech 
material, a listening experiment was conducted in which subjects were asked to classify 
the speech fragments as either 'spontaneous' or read' (Section 7 4) It appeared that 
subjects were able to categorise the stimuli with a reasonable degree of success This 
suggests that the absence of a clear 'speech style' effect on intratranscriber agreement is 
probably not due to the lack of relevant cues in the speech excerpts The various 
factors that might account for these research findings will be discussed in the following 
chapter 
In Section 7 5 we reported on an experiment aimed at determining whether the 
degree of difference between two transcriptions expressed by expert phoneticians is 
comparable to that indicated by our feature-based dissimilarity measures The results 
show that although the phoneticians' scores are significantly correlated with both 
measures, they are more correlated with the average distance In other words, these 
findings lend support to the distance matrices used in the present study 
Finally, in Section 7 6 we considered the absolute values of intratranscriber agree-
ment resulting from our experiments For the average distance it was not possible to 
make comparisons with other studies As regards the percentage of differences, our data 
turned out to be in line with agreement percentages obtained under conditions that most 
resemble those in the present investigation 
8. General discussion and conclusions 
8.0 Introduction 
It has been underlined (Chapters 1 and 4) that the study reported on in this thesis 
had a double purpose. The first was to determine to what extent intratranscriber agree-
ment is influenced by a number of factors that are known or can be expected to affect 
transcription performance In particular, we wanted to study the effect of the factors 
'language', 'context', and 'speech style' The second goal was to find an evaluation 
metric suitable for quantifying these effects Given the chronological relationship 
between these two aims, the latter being a prerequisite for achieving the former, we 
first concentrated our efforts on trying to develop an adequate measure of transcription 
dissimilarity As already explained, in this attempt we were faced with a number of 
unforeseen problems that could not be readily solved in a satisfactory way To be more 
precise, it turned out that developing a quantitative approach to transcription variation 
required making a number of decisions for which no generally accepted criteria seemed 
to be available This was all the more perturbing in view of the fact that we were 
dealing with decisions that could significantly affect the outcome of the evaluation 
procedure After having considered these problems in detail and having tried different 
solutions, we had to conclude that no metric can be developed that meets all require-
ments 
The need for carrying out more systematic and methodologically sound research on 
transcription variation and the difficulties involved in developing appropriate techniques 
for this purpose are amply explained in the first part of this book It was our impres-
sion that, although most of the problems we encountered are central to the question of 
transcription evaluation, they had not received sufficient attention in previous research 
For this reason we thought it might be worthwhile to treat them in detail in this thesis 
In our opinion, the insights we got during this experience constitute valuable research 
findings just like any kind of numerical data that could be obtained from experiments 
In the second part of the book we described our own concrete experience with a 
quantitative approach to investigating intratranscriber agreement First, we looked into 
the methodological approach adopted in this investigation Again, useful insights into 
the procedure of transcription comparison were obtained, for instance, from the choice 
to develop a program for automatic transcription alignment. This and other methodo-
logical issues were explained in detail Second, the results of this experimental study 
were presented These are indeed numerical data that can be used to test the hypotheses 
about the influence of 'language', 'context' and 'speech style' on intratranscriber agree-
ment However, for a complete appreciation of these results it is necessary to refer to 
the methodological considerations presented in the first part of this thesis. 
To sum up, owing to the dual aim of the present study, two sorts of research 
findings were obtained The results of the first type concern the methodology of tran-
scription comparison, while those of the second type regard the effects of the mdepen-
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dent variables selected for investigation on intratranscnber agreement. Both kinds of 
results are summarised and discussed in the following two sections 
8.1 The need for systematic research on transcription and the attendant methodo-
logical problems 
Written representations of speech utterances are used as a basis for research or 
therapy in a variety of linguistic disciplines, such as dialectology, sociohnguistics, 
phonetics, phonology, clinical linguistics, and foreign language teaching A common 
way of obtaining these written records is by using segmental transcription In this tech-
nique a speech utterance is analysed auditorily (sometimes also visually) in terms of 
discrete units of speech, and is then converted into a linear series of phonetic symbols 
that represent these speech units 
Segmental transcription has a long tradition in linguistics In spite of this fact there 
are reasons to believe that transcription is not unconditionally satisfactory as a research 
tool Time and again it has been pointed out that segmental transcription cannot guaran-
tee objective representations of speech utterances, because it is subject to variation 
deriving from different sources Although it is true that in many research situations a 
certain degree of subjectivity can be tolerated, it seems that more insight into the 
determinants of transcription variation would be desirable In the past there have been 
attempts in this direction However, the amount of research conducted is small in 
relation to the extensive use that is made of segmental transcription Moreover, inspec-
tion of the literature on this topic reveals that many of the studies on transcription 
variation are rather limited from a methodological point of view 
On the basis of the above considerations it was concluded that more and better 
research on transcription was needed This required, among other things, developing an 
improved research methodology Moreover, it was necessary to have at least an idea of 
how the transcription process unfolds and what factors may affect it As already men-
tioned, though, little information is available on these topics 
A fundamental element in transcription appears to be the notation system As a 
matter of fact, the symbohsation system and its underlying assumptions determine the 
ultimate result of transcription to a considerable extent To illustrate this point we 
looked at the most widely used transcription system, the alphabet of the International 
Phonetic Association By its very nature, this system is particularly suited for categori-
cal representations of speech, while it turns out to be unsatisfactory to represent the 
gradual character of phonetic events This is not necessarily a problem in most of the 
cases, but it is undoubtedly something one should be aware of when dealing with the 
temporal or gradual aspect of certain speech characteristics 
Furthermore, it was noted that even within one notation system, for instance the 
IPA, different types of transcription are possible In other words, there is not one IPA 
transcription, but various IPA transcriptions, whose precise characteristics depend on 
the aim of the study for which the transcription is made This latter factor also appears 
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to determine how detailed a transcription should be In this connection it was argued 
that it is not possible to establish a prion what 'phonetic detail' stands for The precise 
definition of this notion will depend at least on the language to be transcribed and, 
once again, on the research aim 
With respect to the process underlying transcription, the description proposed by 
Almeida and Braun (1985) was considered This outline shows that transcribing speech 
is a complex activity in which different stages of analysis can be distinguished Each 
separate stage draws on different skills Because of this complexity, mistakes are likely 
to occur in transcription A standard definition of transcription mistake seems to be 
lacking though Also in this case it is the aim of the transcription that determines what 
constitutes a transcription error 
Although there are indications that transcription is affected by a variety of factors, 
few research findings are available in this respect As an alternative, some of the 
literature on speech perception was consulted Since speech perception is an essential 
stage in transcription, the results obtained in this research field may provide useful 
information about the potential determinants of transcription This was indeed the case 
(see Chapter 3) 
From the results obtained in speech perception research it can be inferred that the 
identification of sublexical units, such as the phonetic segments represented in tran-
scription, is influenced by higher-order knowledge concerning syntax and semantics 
This would imply that, instead of being faithful reproductions of the original speech 
utterances, segmental transcriptions are vitiated by subjective and language-dependent 
knowledge Although it seems to be possible for transcribers to control the flow of 
top-down information so as to concentrate on the segmental level of analysis, whether 
they succeed is again dependent on a number of different factors To sum up, on the 
basis of research on speech perception it can be gathered that transcription data are 
likely to contain a good deal of subjective elements Although this can be no reason for 
discarding transcription altogether, it suggests that transcription data should be used 
with caution 
Further interesting knowledge about the factors that can influence transcription was 
gleaned from research on topics like speech production, phonetic development, speech 
intelligibility, and second language learning These results underline the propensity ol 
transcription to vary as a function of different variables, concerning both the transcriber 
and the speech material to be transcribed Among the most important transcriber vari-
ables are the mother tongue, the familiarity with the language to be transcribed, train-
ing, experience, and linguistic expectancy With respect to the speech material, on the 
other hand, important factors are the presence of context, the language variety, the 
speech style, and the segmental make-up of the speech material 
In order to find out whether and to what extent the above-mentioned factors influ-
ence segmental transcription, one could compare several transcriptions of the same 
utterance, made under different experimental conditions in which the factors investi-
gated are varied systematically The practice of comparing transcriptions is not unusual 
in the literature For example, several studies in which transcription is used as the basic 
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research instrument report the percentages of agreement between the transcriptions 
made by the different transcribers involved, or between the transcriptions made by the 
same transcribers at different times. This is done to give an indication of the 'reliability' 
of the data, read degree of consensus among the transcribers. The index that is usually 
computed is known as percentage agreement. 
In theory, a metric of this type could be used also for the purpose of studying 
segmental transcription. With this in mind we examined some of the literature in which 
percentage agreement is used as an indicator of transcription agreement or reliability. 
First we noted that, although various studies refer to transcription reliability, in reality 
they concern transcription agreement. This appeared from an analysis of the precise 
definition of the notions of agreement and reliability, as they are used in statistics and 
in measurement theory. To prevent further terminological confusion, we decided to 
avoid the term transcription reliability in this thesis. 
Second, it was shown that the use of percentage agreement as an index of transcrip-
tion agreement has a number of shortcomings. In this statistic agreement between 
corresponding phonetic symbols is approached in an all-or-none way. This implies that 
no account is taken of the phonetic properties of the speech sounds represented by the 
phonetic symbols. In fact the latter are considered as indivisible entities without mean-
ing, which can only be the same as or different from each other. It follows that the 
level of measurement adopted in determining percentage agreement does not correspond 
with the level of measurement of the transcriptions. It was argued that this discrepancy 
could be eliminated by developing an evaluation metric that does take into account the 
phonetic characteristics of the sounds the symbols stand for. 
Given that speech sounds can be analysed in terms of distinctive features, we 
considered whether this information could be used to express the degree of phonetic 
difference or similarity between speech sounds. This course of action immediately 
poses the problem of choosing a set of features suitable for analysing the speech units 
represented in transcription. Further, it appears that simple feature counting would not 
be an adequate method, as features differ in the way they affect phonetic similarity. 
This seems to suggest that some sort of feature weighting would be required. However, 
research on the hierarchical organisation of features does not provide much useful 
information in this respect. The problem is compounded if we consider that not only 
features, but also the various feature specifications can have a different impact on 
phonetic similarity. Also in this case, no answers seem to be available in the literature. 
To sum up, the real problem in developing a transcription evaluation metric that 
incorporates phonetic knowledge is the absence of universal criteria to quantify pho-
netic similarity or difference. This implies that the gravity of transcription deviations 
cannot be established a priori by referring to general phonetic principles, but has to be 
based on a series of assumptions. In practice this means that, as no universal metric can 
be found for the purpose of transcription comparison, any metric will have to be related 
to the aim of the research for which it is employed. 
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Within the limits outlined above, we made an attempt at developing a measure of 
transcription dissimilarity that takes account of the phonetic properties of transcription 
symbols For this purpose, the feature matrices and relative distance matrices developed 
for Dutch by Vieregge et al (1984) were used as a point of departure These matrices 
were subsequently adapted to accommodate the speech sounds of the other two lan-
guage varieties involved in our study of intratranscnber agreement, Limburg and Czech 
The matrices mentioned above were used as input in comparing transcriptions of 
the same utterance made by the same transcriber at different times or under different 
experimental conditions Transcription comparison was carried out automatically, by 
means of an alignment program developed within the framework of the present study 
At first, the development of this program was seen mainly as a practical necessity 
Given the enormous amount of material, 6720 transcriptions to be compared in differ-
ent ways, it was obvious that alignment could not be done manually Later on, how-
ever, the realisation of the alignment program revealed a number of interesting theoreti-
cal issues, which seemed to have been overlooked in previous research For example, 
it was shown that the assumption that (dis)similanty between speech sounds is gradual 
rather than all-or-none is inherent in transcription comparison In fact string alignment 
constitutes the first stage in any procedure of transcription comparison For this pur-
pose, gradual (dis)similanty relationships between speech sounds are almost always 
assumed, even if no overt use is made of distance matrices 
When (dis)similanty relationships are made explicit in the form of numerical 
values, they are no doubt more open to criticism However, automatic transcription 
comparison on the basis of such scores guarantees a greater degree of consistency than 
manual alignment by human beings This seemed to us an important methodological 
argument in favour of distance matrices, defective though these might be 
Once the transcriptions had been aligned, another problem presented itself This 
concerned the way in which the dissimilarity scores for the individual symbol pairs 
could be combined so as to obtain overall measures of the difference between the 
consonants and the vowels of two transcriptions It was noted that the overall difference 
between two transcriptions is made up of two components one relating to the number 
of differences between the symbols and one to their magnitude It was argued that it is 
not possible to decide which of these two factors should have a greater impact on the 
overall dissimilarity score, nor can this be established experimentally As an alternative, 
two overall measures were adopted, one that takes account of the magnitude of the 
differences (average distance), and one that puts more emphasis on their number 
(percentage of differences) 
8.2 Determinants of intratranscnber agreement 
The two dissimilarity measures described above were calculated separately for 
consonants and vowels in 5040 pairs of transcriptions of three different context condì-
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tions- +C/+C (both transcriptions made in the presence of context), -C/-C (both tran­
scriptions made in the absence of context), and -C/+C (one transcription without con­
text and one with context) Each pair contained transcriptions made by the same subject 
at different times and/or under different context conditions The dissimilarity scores 
thus obtained were submitted to analysis of variance to study the effects of the factors 
'language' (familiarity with the language transcribed), 'context', and 'speech style' on 
intratranscriber agreement, ι e the transcribers' degree of consistency 
The factor 'speech style' turned out to have the least influence on the degree of 
intratranscriber agreement Moreover, the results varied considerably depending on 
whether the average distance or the percentage of differences was taken as indicator of 
transcription dissimilarity The effects for which the two dependent variables were not 
in accord were called 'weak' The majority of the 'weak' effects observed concerned the 
impact of 'speech style' 
Intratranscriber agreement turned out to vary significantly with the language being 
transcribed Specifically, transcribers appeared lo be most consistent in transcribing 
their mother tongue (Dutch), less consistent in transcribing a less familiar variety 
(Limburg), and even less consistent in transcribing a completely unknown language 
(Czech) These data suggest that familiar speech sounds are probably easier to tran­
scribe, as in this case transcribers show less variation However, this pattern of results 
was observed in the +C/+C context condition, but did not emerge in the remaining two 
conditions As a matter of fact, when contextual information was removed (-C/-C), the 
influence of 'language' was less evident It was absent in the vowel data, whereas it 
could still be observed for consonants In this case, though, the degree of agreement did 
not increase gradually with the degree of familiarity of the language varieties, as was 
the case when contextual information was available When we compared transcriptions 
made under different context conditions, C/+C, the influence of language was no 
longer discernible 
Overall analyses of the scores obtained in the three context conditions revealed a 
strong effect of 'context' on transcribers' consistency, for both consonants and vowels 
Transcription consistency was higher when context was available (+C/+C), lower when 
context was absent (-C/-C), and even lower when transcriptions made without context 
were compared with transcriptions made in the presence of context (-C/+C) These 
findings are in line with those obtained in speech perception As a matter of fact, the 
subjects in our experiments seem to make use of higher-order information whenever 
this is possible This implies that transcriptions are indeed eked out with knowledge 
deriving from linguistic expectations about the form of speech utterances When sub­
jects know what the word should be, because it can be inferred from the context, they 
transcribe accordingly This results in high intratranscriber agreement When they do 
not know what words are uttered because contextual information is not available, they 
have to make a greater use of bottom-up information In this case consistency is lower 
The presence or absence of contextual information seems to determine the outcome of 
the transcription process to a considerable extent As a matter of fact, the greatest 
differences are observed between transcriptions made under different context condì-
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tions, with and without context So, although transcribers exhibit some variation over 
time - transcriptions of identical speech fragments made at different times are not 
identical - they display considerably more variation when also context condition is 
varied 
The overall analyses of variance also revealed a significant interaction effect 
between 'context' and 'language' This was to be expected given the different effect of 
'language' in the separate analyses of the three context conditions, which was reported 
above Further analyses of the interaction between 'language' and 'context' showed that 
the influence of contextual information decreases with the degree of familiarity with the 
language transcribed Put otherwise, in familiar languages transcribers' consistency is 
strongly affected by whether context is provided or not, while in less familiar languages 
this effect is smaller This suggests that it is knowledge of syntax and semantics that 
affects intratranscriber agreement, rather than, for instance, the presence of phonetic 
context If this had been the case, the effect of adding or removing contextual informa-
tion would have been the same for the three language varieties 
Together with the results concerning the varying impact of 'language' in the three 
context conditions, these findings led us to reconsider the way in which transcribers' 
consistency is influenced by their degree of familiarity with the language transcribed 
More precisely, the higher degrees of intratranscriber agreement observed for familiar 
languages appear to be induced by the greater availability of higher-order knowledge in 
this case, rather than by the relatively lower difficulty involved in transcribing familiar 
speech sounds As a matter of fact, the 'language' effect disappeared when higher-order 
knowledge could not be resorted to This would not have been the case if the influence 
of 'language' had been due to the fact that familiar sounds are easier to transcribe 
To recapitulate, the results obtained are in line with Hypothesis 1, concerning the 
influence of language familiarity on transcribers' consistency According to this hypoth-
esis intratranscriber agreement should be higher for familiar languages This appears to 
be indeed the case However, the effect of 'language' is not exactly as it was supposed 
to be It is not only because familiar sounds are easier to transcribe that agreement is 
higher in this case, but especially because contextual information can be exploited to a 
greater extent 
Similarly, the research findings are also in accord with Hypothesis 2, regarding the 
influence of 'context' Our prediction was that intratranscriber agreement would be 
higher for transcriptions made in the presence of context, as was indeed found Further 
more, the interaction effect observed between 'language' and 'context' confirms Hypoth-
esis 4, concerning the interplay between these two factors As was expected, the effect 
of 'language' on intratranscriber agreement turns out to be more evident when context is 
available, while the effect of 'context' is stronger for the more familiar language var-
ieties 
On the other hand, the hypotheses about the effect of 'speech style' and its possible 
interaction with 'language' and 'context' (Hypotheses 3 and 5, respectively) received less 
support from the data As has been pointed out, 'speech style' appears to have only a 
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marginal influence on intratranscriber agreement. Both with respect to the main effect 
and the interaction effects, the results vary considerably as a function of the dependent 
variable taken as indicator of intratranscriber agreement. Although a check on the 
operationalisation of this variable produced reassuring results, other factors might 
account for the lack of a clear-cut effect of 'speech style' on transcribers' consistency, as 
will be explained in Section 8.3.2. 
Summing up, the results obtained in this experimental study of intratranscriber 
agreement suggest that segmental transcription is indeed subject to variation. Linguistic 
expectations, favoured by the presence of contextual information and by the familiarity 
of the language transcribed, appear to be the most important source of variation. 
Indeed, it seems to be the case that transcribers, as human listeners, tend to "supply 
from within information that is lacking without" (Studdert-Kennedy 1974: 2350). This 
casts a shadow on the objectivity of phonetic transcription and suggests that care should 
be used when transcriptions are employed for research or therapy purposes. 
8.3 Limitations of the present experimental study 
At various points in this thesis we pointed out possible deficiencies and restrictions 
of our experimental approach. As has been emphasised, this study was exploratory in 
two ways, because it explored the effect of a number of factors on segmental transcrip-
tion, and because it explored the possibility of developing an improved methodology 
for investigating transcription variation. Perhaps it was exploratory even in a third 
sense, being one of the few attempts to study transcription performance systematically 
and quantitatively. The lack of a considerable body of research bearing on this specific 
subject, together with the fact that we were trying to achieve two goals at the same 
time may be responsible for many of the limitations of this research. 
In the following sections we will discuss briefly what we think are the most 
important restrictions imposed by our methodological approach on the generalisability 
of the results obtained. We will also consider some of the objections that may be raised 
to the choices made in this study. In tum, we will be dealing with possible restrictions 
deriving from the operationalisation of the factors 'context' and 'speech style', the choice 
of the subjects participating in the experiments, the choice of intratranscriber agree-
ment, and the assumptions underlying the evaluation metric. 
8.3.1 The operationalisation of 'context' 
In Chapter 4 we described possible ways of operationalising the variable 'context' 
and explained why we opted for the present approach. This consisted in taking short 
speech fragments extracted from their contexts so as to be meaningless, for the condi-
tion 'without context', while the same fragments embedded in their original contexts 
were used in the condition 'with context'. Although this method seemed to be preferable 
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to other alternatives, it could be argued that these stimuli induce a rather unnatural situ-
ation In normal research conditions phoneticians will have little chance of transcribing 
such short stretches of speech, although it is possible to think of situations in which 
this may be necessary Moreover, it may be argued that transcriptions of such short 
sequences are meaningless, as transcribers have no "anchoring within the speaker's 
system" (Nolan 1992 276) We will make no attempt to state that the 'without context' 
condition reflects a natural situation In fact, this is an experimental condition specially 
designed to simulate a situation in which subjects have no recourse to syntactic and 
semantic information, but are familiar with the sounds of the language This was done 
to tease apart the effects of the different variables on transcription performance In this 
sense, then, this rather 'unnatural' condition contributes to our understanding of the 
influence of factors that are operative in other, perhaps more natural research situations 
8.3.2 The operationalisation of 'speech style' 
In Chapter 7 it was noted that the marginal effect of speech style' observed in our 
data can mean two different things, either that 'speech style' indeed has a small impact 
on intratranscnber agreement, or that our data do not reflect the real situation The 
latter could be due to a number of deficiencies in the experimental design For 
example, we mentioned the speaker-dependent character of style variations as a poss-
ible candidate (see Section 7 3) We then suggested a wrong operationalisation of 
speech style as alternative explanation for the limited effect of this factor in the 
present study The 'spontaneous' and read out' speech fragments to be transcribed were 
taken from recordings of spontaneous and read out speech of the same speaker This 
means that the transcribers listened to excerpts that were undoubtedly either sponta-
neous or read out Nonetheless, to check whether these fragments actually contained 
enough cues to be identified either as 'spontaneous' or as 'read out', we conducted an 
identification experiment The results of this test were rather reassuring, as they showed 
that subjects were able to recognise the fragments correctly above chance 
We then thought of another possible explanation, m part related to the first one We 
supposed that there may have been a discrepancy between the way in which expecta-
tions about the influence of 'speech style' were derived and the way in which this 
variable was operation ah sed In formulating the hypotheses about the influence of 
'speech style' we based ourselves on what is known from the literature about the char-
acteristics of spontaneous and read out speech We did not carry out an investigation 
ourselves, but tried to use the knowledge gathered so far to imagine how style differ-
ences would affect transcription consistency This is understandable if we consider that 
finding out the precise phonetic characteristics of read and spontaneous speech is a 
study on its own (see, for instance, Blaauw 1991 and Laan 1992) It is therefore con-
ceivable that our speech material did not contain, or contained only few of the features 
172 Chapter 8 
usually reported in the literature Although these characteristics were found to facilitate 
identification, they were probably not sufficient to affect transcription 
Furthermore, the effect of 'speech style might have been depressed by the fact that 
we did not use the same sound sequences for both speech styles Fragments of 'read 
out' and 'spontaneous' speech that contain the same segments could be easily obtained, 
for instance, by making recordings of spontaneous speech and then ask the subjects to 
read aloud an orthographic transcription of the same utterances (again see Blaauw 1991 
and Laan 1992) Surely, this would have made it easier to compare the transcriptions of 
'read out' and spontaneous' fragments As explained in Chapter 4, though, we did not 
choose this solution, because it would have limited the variation in the segmental 
make-up of the speech stimuli even further However, this certainly remains an option 
to be considered in future investigations 
8.3.3 The choice of the subjects 
It may be argued that the use of transcriptions made by students rather than by 
highly experienced transcribers in the present study limits the generahsability of the 
results It is indeed conceivable that experienced phoneticians will be less subject to the 
influence of the factors investigated here However, from Section 7 6 it appears that the 
degree of ïntratranscriber agreement achieved by our subjects is in line with the values 
normally reported in the literature for experienced transcribers Moreover, it is not clear 
whether choosing experienced phoneticians as subjects for the transcription experiments 
would have increased or decreased the generahsability of the results Although in 
real-life situations in research there are many experienced phoneticians who make 
transcriptions, there are probably just as many transcribers whose degree of experience 
is not much higher than that of students who have attended transcription courses 
8.3.4 The subjects' task 
One of the things to be borne in mind in generalising from the results of our 
experiments is the nature of the subjects' task In many research situations transcribers 
do not need to record all details of an utterance, so that they can concentrate on speci-
fic aspects Given the importance of attentional focus (see Sections 3 2 3 and 4 4 1) it is 
to be expected that under these conditions transcribers exhibit greater consistency than 
in our experiments 
8.3.5 The choice of intratranscriber agreement 
Objections may be raised to the choice of intratranscriber agreement as dependent 
variable in a study on the value of segmental transcription As a matter of fact, 
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intratranscriber agreement is» not the same thing as transcription validity However, we 
have already pointed out in Chapter 1 how problematic it is to determine validity for 
transcription data In fact, validity can only be approached, for instance by comparing 
different transcriptions of the same utterance with a reference transcription that can be 
taken to be correct 
Another important consideration is that the choice of intratranscriber agreement as 
dependent variable comes close to the normal practice in linguistic research In most 
research situations there is only one subject to make the transcriptions, in general it is 
the researcher himself For this reason it seemed interesting to determine to what extent 
transcribers agree with themselves Moreover, there is some logic in studying transcrip­
tion consistency before trying to determine transcription validity As was observed in 
Chapter 6, consistency is a prerequisite for achieving validity 
Furthermore, an argument against the use of intratranscriber agreement, and of 
transcription agreement indices in general, could be made on the ground that these 
measures show how transcriptions vary quantitatively, but not qualitatively In other 
words, they provide information about the macro-level of transcription variation, ι e the 
extent to which transcriptions differ from each other, and not about the micro-level, 
like, for instance, confusions between segments We have already explained, though, 
that it was precisely the former type of information that was lacking about transcrip­
tion Moreover, it is certainly possible to use the present transcription data for the 
purpose of investigations that put more emphasis on the specific nature of transcription 
deviations This may be indeed a suggestion for further research 
8.3.6 The evaluation metric 
The use of two different indices in this investigation has shown that the results of 
transcription comparison may vary with the measure taken as indicator of transcription 
dissimilarity This means that the choice of the dependent variable plays an important 
role in this kind of research Unfortunately, this point is usually given little consider 
ation in the literature 
Of course we cannot use the results of analysis of variance to argue in favour of 
one or the other agreement index Rather, the motivation for choosing one of the two 
should be sought in the theoretical assumptions underlying the two measures and in the 
purpose of the evaluation procedure We have tried to show that simple symbol count­
ing, that is what percentage agreement in effect is, does not do justice to the phonetic 
properties of transcription symbols Moreover, when percentage agreement is used in 
transcription comparison, it is usually unclear on what grounds or according to what 
entena the transcriptions are aligned However, the variant of percentage agreement 
used in this thesis does not have the latter disadvantage Here the entena for alignment 
are made explicit, as they are incorporated in the distance matrices Unlike percentage 
agreement then, the percentage of differences calculated in this investigation is not 
exempt from considerations about the phonetic characteristics of speech sounds The 
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other measure adopted here, the average distance, would seem to be even better, 
because it takes account of the phonetic relationships between transcription symbols to 
a greater extent 
In various occasions it was stated that the assumptions behind the evaluation metric 
should be kept in mind when assessing the results of transcription comparison There-
fore, it seems now opportune to recapitulate the main assumptions underlying the 
measures used in this investigation These concern choices about the use of separate 
matrices for consonants and vowels, the feature sets, the reference language, and the 
different feature values 
We saw in Chapter 2 that it has been a tradition in phonetics to describe conson-
ants and vowels by means of different parameters Nevertheless, there have been 
attempts to develop a general description framework that could be used for both types 
of segments Ideally, in this study one matrix should have been used for consonants and 
vowels However, given the way in which these matrices were arrived at in the first 
place, that is by means of proprioceptive judgements, one can imagine why consonants 
and vowels were kept separate Indicating the degree of (dis)similarity between speech 
sounds on the basis of proprioception is a difficult task anyway, let alone when the 
sounds are so different from each other as consonants and vowels are This is not 
always true, though As has been pointed out in Chapter 4, certain consonants are very 
similar lo certain vowels In fact, this was the reason why we decided to allow a 
number of vowel-to-consonant substitutions in our alignment program Apart from these 
exceptions, consonants and vowels were dealt with independently 
In this connection it may be interesting to note that the results of the present 
investigation provide some support for the separate treatment of the two segment types 
Indeed, time and again we found that the results obtained for consonants were not the 
same as those concerning vowels It could be argued, though, that this is an experimen-
tal artifact due to the use of different matrices for the two segment types However, this 
interpretation does not seem plausible in the light of the results obtained As a matter 
of fact, the dissimilarity scores for vowels were in general higher than those for con-
sonants, whereas according to the matrices the distances between consonants can be 
greater than those between vowels Unfortunately, the results of our investigation do 
not allow judgements about the relative difficulty in transcribing consonants and 
vowels In fact, the use of different matrices for the two segment types makes compari-
sons impossible These results only suggest that transcribing consonants is different 
from transcribing vowels This makes sense if we consider the way in which these 
segments are realised In the production of consonants there are clear anchor points in 
articulation, while this is less the case for vowels 
Another thing to be borne in mind is that in this study Dutch was chosen as the 
point of departure The distance scores were indeed computed on the basis of matrices 
originally developed for Dutch However, as it was clear that no language-independent 
reference framework could be obtained, the choice of Dutch seemed the most obvious 
one 
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The choice of the language did not dictate the feature system to be adopted, 
although it certainly limited the choice. In other words, with the same language as 
starting point, different feature systems could have been used. Since Vieregge et al. 
(1984) had adduced convincing arguments in favour of their choice of the feature sets, 
we felt justified in adopting matrices that contained essentially the same features. 
In Chapter 5 it has been shown that the choice of the numbers assigned to the 
various feature values has direct consequences for the dissimilarity scores obtained and, 
by implication, for the outcome of the comparison procedure. Since the dissimilarity 
scores adopted in our study had proved successful in the alignment program and were 
highly correlated with the judgements of experienced phoneticians, we felt more com-
fortable in using them to express the degree of (dis)similarity between transcriptions. 
8.4 Concluding remarks 
The research reported on in this thesis has cast some doubt on the use of segmental 
transcription to obtain representations of speech, when the aim of the representations is 
not clearly defined. It was found that the same transcribers make different transcriptions 
of the same utterances on different occasions and that their degree of consistency is 
influenced primarily by whether they have access to the meaning of the utterances. It is 
possible that when transcribers can focus on a limited number of speech characteristics, 
they achieve a greater degree of consistency. However, it seems that the influence of 
meaning will be present also under these circumstances. 
In addition, this research has also cast doubt on the possibility of obtaining absolute 
indications of transcription consistency, transcription reliability, and transcription 
validity. It has been shown that there is no generally accepted way of comparing 
transcriptions, even though this is usually left unmentioned in investigations reporting 
agreement indices. The choice of the method and the assumptions underlying the 
evaluation procedure will have to be related to the aim for which transcriptions are 
compared. 
On the basis of a first, superficial impression it could be concluded that the present 
study has generated essentially a considerable amount of doubt. However, less negative 
conclusions may be drawn from a careful analysis of the research findings. These 
reveal that this study has provided useful insights into the unconditional use of a 
research instrument and into the limitations of the methods used to evaluate this instru-
ment. We hope that this thesis will stimulate other researchers to take up the challenge 
and try to develop more refined and more adequate research methodologies. 
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Appendix A Feature matrices 
The feature matrices used as input to the transcription alignment program are shown 
below. On the basis of these matrices, the program calculates the distances between 
consonants and vowels, respectively. 
Consonant feature matrix 
Cons, place voice nas stop glide lat fric trill high distr 
Ρ 
b 
t 
d 
с 
к 
g 
f 
ν 
s 
ζ 
s 
3 
χ 
Y 
Χ 
H 
ш 
Щ 
η 
rj 
П 
1 
1 
г 
г 
R 
W 
υ 
j 
h 
1.0 
1.0 
2.0 
2.0 
3.0 
4.0 
4.0 
1.0 
1.0 
2.0 
2.0 
2.0 
2.0 
4.0 
4.0 
4.0 
4.0 
1.0 
1.0 
2.0 
4.0 
3.0 
2.0 
4.0 
2.0 
2.0 
4.0 
1.0 
1.0 
3.0 
5.0 
0.0 
1.0 
0.0 
1.0 
0.0 
0.0 
1.0 
0.0 
1.0 
0.0 
1.0 
0.0 
1.0 
0.0 
1.0 
0.0 
1.0 
1.0 
1.0 
1.0 
1.0 
1.0 
1.0 
1.0 
1.0 
1.0 
1.0 
1.0 
1.0 
1.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
1.0 
1.0 
1.0 
1.0 
1.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
1.0 
1.0 
1.0 
1.0 
1.0 
1.0 
1.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
1.0 
1.0 
1.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
1.0 
1.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
1.0 
1.0 
1.0 
1.0 
1.0 
1.0 
1.0 
1.0 
1.0 
1.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
1.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
1.0 
0.0 
1.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
1.0 
1.0 
1.0 
0.0 
0.0 
0.0 
0.0 
1.0 
1.0 
1.0 
1.0 
0.0 
0.0 
0.0 
0.0 
0.0 
1.0 
1.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
1.0 
0.0 
1.0 
1.0 
0.0 
0.0 
1.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
1.0 
1.0 
0.0 
0.0 
0.0 
0.0 
1.0 
0.0 
0.0 
0.0 
1.0 
0.0 
0.0 
0.0 
0.0 
0.0 
1.0 
0.0 
0.0 
0.0 
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? 
Ç 
J 
3 
J 
fi 
6 
θ 
5.0 
3.0 
2.0 
3.0 
2.0 
5.0 
1.5 
1.5 
0.0 
0.0 
1.0 
1.0 
1.0 
1.0 
1.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
1.0 
0.0 
0.0 
1.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
1.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
1.0 
0.0 
0.0 
1.0 
1.0 
1.0 
1.0 
0.0 
0.0 
0.0 
0.0 
1.0 
0.0 
0.0 
0.0 
0.0 
1.0 
0.0 
1.0 
0.0 
0.0 
0.0 
0.0 
0.0 
1.0 
0.0 
1.0 
0.0 
0.0 
0.0 
0.0 
Vowel feature matrix 
Vowel 
a 
ae 
ε 
ce 
Θ 
0 
i 
У 
I 
Y 
θ 
3 
тз 
и 
u 
0 
0 
л 
D 
α 
front/ 
back 
1.5 
1.0 
1.0 
1.0 
1.0 
1.0 
1.0 
1.5 
1.5 
1.5 
2.0 
2.0 
2.0 
2.5 
3.0 
3.0 
3.0 
3.0 
3.0 
3.0 
tongue 
height 
1.0 
1.5 
2.0 
2.0 
3.0 
3.0 
4.0 
4.0 
3.0 
3.0 
2.5 
2.0 
1.5 
3.0 
4.0 
3.0 
2.5 
2.0 
1.0 
1.0 
lip 
rounding 
0.0 
0.0 
0.0 
1.0 
0.0 
1.0 
0.0 
1.0 
0.0 
1.0 
0.0 
0.0 
0.0 
1.0 
1.0 
1.0 
1.0 
0.0 
1.0 
0.0 
Appendix В Speech fragments 
The speech fragments used in the transcription experiments are presented below. 
Column 1 shows the fragment type, column 2 the length in milliseconds, and column 3 
gives the orhographic form. The fragment type specifies the language (ne=Dutch, 
di=dialect, and cz=Czech), the speech style (sp=spontaneous and rd=read out), the 
number of the fragment, and whether it was a 'without context' fragment (sh=short). 
The number 2 after some of the short fragments shows that this was the second 
'without context' fragment extracted from one 'with context' fragment. 
fragment type 
nespl 
nesplsh 
nesp2 
nesp2sh 
nesp3 
nesp3sh 
nesp4 
nesp4sh 
nesp5 
nesp5sh 
nesp5sh2 
nesp6 
nesp6sh 
nesp6sh2 
nesp7 
nesp7sh 
nesp8 
nesp8sh 
nesp9 
nesp9sh 
nesplO 
nesplOsh 
nespl1 
nespllsh 
nespl2 
nespl2sh 
nespl3 
nespl3sh 
nespl4 
length (ms) 
1008 
389 
1140 
361 
1114 
452 
723 
351 
1323 
367 
336 
1710 
366 
392 
872 
326 
983 
342 
1255 
390 
973 
340 
905 
376 
1239 
389 
1209 
757 
1380 
orthographic representation 
dat laten we achterwege 
ten we achterwe 
gezellig kunnen lezen 
ellig kun 
natuurlijk mee want 
uurlijk mee w 
ontzettend koud 
ettend ko 
vijftig kilometer verderop 
ijftig kil 
eter verdero 
verderop weer heel anders zijn dan hier 
op weer hee 
ers zijn da 
nemen we in ieder geval mee 
emen we in iede 
de weg naar de maan 
eg naar de m 
liter is wel erg veel 
ter is wel er 
vooruit we nemen de helft 
uit we η 
voor de aarde misschien 
aarde mis 
zullen d'r een paar 
len d'r een pa 
is belangrijk want stel je voor 
angrijk want ste 
kan erg belangrijk zijn dat 
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nespl4sh 
nespl4sh2 
nespl5 
nespl5sh 
nespl6 
nespl6sh 
nespl7 
nespl7sh 
nerdl 
nerd 1sh 
nerd2 
nerd2sh 
nerd3 
nerd3sh 
nerd4 
ncrd4sh 
nerd5 
nerd5sh 
nerd6 
nerdósh 
nerd7 
nerd7sh 
nerd8 
nerd8sh 
nerd9 
nerd9sh 
nerd 10 
nerdlOsh 
nerdl 1 
nerdl lsh 
nerd 12 
nerdl2sh 
nerd 13 
nerd 13sh 
nerd 14 
nerdl4sh 
nerd 15 
nerdl5sh 
nerd 16 
nerdl6sh 
nerd 17 
nerdl7sh 
498 
420 
1369 
434 
906 
308 
1099 
485 
1361 
362 
939 
389 
1217 
507 
959 
444 
970 
374 
995 
434 
987 
418 
1242 
613 
783 
346 
910 
502 
1295 
368 
942 
410 
652 
335 
793 
413 
863 
348 
885 
372 
1633 
386 
an erg bela 
angrijk ZÍJ η da 
water zullen we wel niet tegekomen 
ter zullen we wel η 
dat laten we maar hier 
aten we maar hi 
een kaart van de sterren 
aart van de s 
in deze buurt is er een veld 
uurt is e 
waarop hij golft 
aarop hij g 
paard draagt een grote 
draagt een g 
de kaars was kort 
aars was ko 
hij realiseert zich dit niet 
eert zich d 
langs de straat groeien veel 
raat groe 
morgen heeft haar dochtertje 
orgen heeft haa 
iets warms aan als je het koud 
arms aan als j 
dat ding vinden 
ing vin 
dochter zocht mij 
chter zocht m 
importeert sjieke kleren 
eert sjie 
dat ie het eng vond 
ie het eng ν 
hou ik mijn jas 
ou ik mijn j 
dacht dat ie het geleerd had 
t dat ie het g 
gisteren heb ik brood 
teren heb ι 
kan sneller verkocht 
eller verk 
leeuw achter haar schouders zag 
w achter haa 
ix В 
nerdl7sh2 
nerd18 
nerdl8sh 
nerd19 
nerdl9sh 
displ 
displsh 
disp2 
disp2sh 
disp3 
disp3sh 
disp4 
disp4sh 
disp5 
disp5sh 
disp5sh2 
disp6 
dispósh 
disp7 
disp7sh 
disp8 
disp8sh 
disp9 
disp9sh 
displO 
displOsh 
displ 1 
displ lsh 
displ2 
displ 2sh 
displ3 
displ3sh 
displ4 
displ 4sh 
displ5 
displ 5sh 
displó 
displ 6sh 
displ 6sh2 
displ 7 
displ 7sh 
displ 7sh2 
413 
1332 
618 
873 
360 
1192 
498 
1516 
482 
1278 
428 
1241 
458 
1578 
437 
440 
894 
401 
1218 
370 
1338 
809 
1578 
487 
1863 
418 
1337 
438 
1178 
471 
1335 
484 
1320 
390 
1287 
525 
1500 
518 
440 
1485 
483 
458 
ter haar seh 
het basiskamp bereikt 
asiskamp ber 
op de markt gekocht 
arkt gek 
de gaat wor ze groenten 
aat wor ze g 
meniginne hingerum hat 
niginne h 
is het natuurlijch wel wa 
tuurlijch we 
ummer der bezig zieje 
mer der be 
ma in het voorjaar da begint het dan moes 
in het voorj 
int het dan moe 
wed utgedeeld an 
ed utge 
daar wed dan ooch inne hoop 
ed dan oo 
natuurlich ooch ее gans sjtuk 
tuurlich ooch ее 
op d'r maat of in 
d'r maat of 
wat genou in die eet zit weet 
eet zit 
die hou van der pap kregen 
ap krege 
wat zich giet in d'r gaat das 
iet in d'r gaat 
der maggi da kump ummer op 
ump ummer op 
dingen nit gont der maggi 
gont der ma 
direk vrusch broeken 
ek vrusch b 
dat han ich hiem op de eed ooch nit 
t han ich hiem 
eed ooch nit 
tenminste get hass vur het i te doewen 
minste get ha 
s vur het i te doe 
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dird 1 
dird lsh 
d i rd2 
dird 2sh 
d i rd3 
dird 3sh 
dird 4 
dird 4sh 
dird 5 
dird 5sh 
dird 6 
dird 6sh 
dird 7 
dird 7sh 
dird 7sh2 
dird 8sh 
dird 9 
dird 9sh 
dird 10 
dird lOsh 
dird 11 
dird l l sh 
dird 12 
dird 12sh 
dird 13 
dird 13sh 
dird 14 
dird 14sh 
dird 15 
dird 15sh 
dird 16 
dird 16sh 
dird 16sh2 
dird 17 
dird 17sh 
dird 18 
dird 18sh 
czspl 
czsplsh 
czsp2 
czsp2sh 
czsp3 
1072 
441 
1300 
416 
1127 
372 
1116 
473 
957 
368 
1044 
331 
1293 
335 
731 
328 
811 
352 
850 
425 
903 
498 
825 
481 
990 
463 
1313 
415 
1088 
392 
1407 
547 
497 
1059 
506 
1298 
475 
945 
388 
1543 
468 
1119 
utpead dret ing groete 
dret ing groe 
veld wooe heea oop golft 
ooe heea oop g 
brank wooar geblust 
ank wooar ge 
op mieng pumps lotte valle 
ìeng pumps 1 
wat ich gehoeet han 
oeet han 
ich wil get leefs doewe 
eefs doe 
't zoot ing vrug aan d'r boom 
oot ing V 
doe vongs dat book 
oe vongs d 
murrege hat 't meeadje 
urrege hat ' t 
lek get werms op d 
et werms op 
dat 't krank is 
rank is 
heje kookt ooch 
ookt ooch 
mit ing hank poetsen'? 
ing hank poe 
probeert sjerreve te vinge 
eert sjer 
't ing van de stroat 
ing van de s 
vorloepig hoot ich dr jas aa 
ig hoot ich d r j 
ich d'r jas aa 
dat mak inné hoop uut 
к inné hoop uu 
nit wat ut woeede wor 
oeede wor 
divadlo pfemysla 
adlo pïe 
seskupeni lidi kterí 
ení lidi 
klubu ν Reznické 
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czsp3sh 
czsp4 
czsp4sh 
czsp5 
czsp5sh 
czsp6 
czspósh 
czsp7 
czsp7sh 
czsp8 
czsp8sh 
czsp9 
czsp9sh 
czsplO 
czsplOsh 
czspll 
czspllsh 
czspl2 
czspl2sh 
czsp13 
czspl3sh 
czsp14 
czspl4sh 
czsp15 
czspl5sh 
czsp16 
czspl6sh 
czsp17 
czspl7sh 
czsp18 
czspl8sh 
czsp19 
czspl9sh 
czspl9sh2 
czrdl 
czrdlsh 
czrd2 
czrd2sh 
czrd3 
czrd3sh 
czrd4 
czrd4sh 
366 
1230 
410 
867 
397 
852 
390 
1000 
379 
1176 
322 
1155 
450 
1224 
454 
1009 
379 
1372 
382 
1013 
420 
1317 
498 
864 
386 
885 
394 
1203 
421 
1371 
349 
1374 
384 
382 
999 
452 
1104 
483 
944 
337 
1512 
367 
u ν Rezni 
nekolik jeho piatel 
eho pfate 
pÛvodnich del 
odních de 
krome toho take 
rome to 
divácky úspech 
ácky úsp 
ctyfi roky 
tyri ro 
ohromne vtipné 
omne vti 
jméno ve hre 
o ve hïe 
cilními prvky 
mi prvk 
okruh diváku 
uh diva 
oblasti cech 
sti ce 
jediná predstavení 
ná predst 
myslím ν bfeznu 
ím ν bfez 
Píemysl Rut 
mysl Rfl 
vytazky ζ cítanek 
zky ζ ci 
padouch tíhne к práci 
ouch tí 
manzelö Hrdinovych 
zela Hrd 
ûHrdi 
zastrcka byla 
rcka by 
pouSti byl о znich 
yl о ini 
tezky vzduch 
ky vzd 
kdyz prekousl ucnovsky 
dyz pfek 
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czrd4sh2 
czrd5 
czrd5sh 
czrd5sh2 
czrd6 
czrdósh 
czrd7 
czrd7sh 
czrd8 
czrd8sh 
czrd9 
czrd9sh 
czrdlO 
czrdlOsh 
czrdll 
czrdllsh 
czrdl2 
czrdl2sh 
czrdl3 
czrdl3sh 
czrdl4 
czrdl4sh 
czrdl5 
czrdl5sh 
czrdl6 
czrdlósh 
czrdl7 
czrdl7sh 
czrdl8 
czrdl8sh 
458 
1650 
362 
438 
982 
389 
926 
496 
783 
452 
1052 
385 
766 
411 
1137 
418 
1128 
421 
1332 
422 
1218 
381 
839 
380 
879 
396 
1431 
392 
1212 
413 
usi uc 
cvrcek zmoulal ehrest 
ek zmou 
al ehre 
stïese mñoukala 
Se mño 
Petfik pflnul 
trík pri 
pameti dlouho 
ameti dlou 
tam mnoho vlkÖ 
ho vlk 
kdyz hrách 
dyz hrá 
skocil vpïed 
il vpfe 
kladl pïekazky 
adi pre 
bagr trhl zemí 
grtrh 
neprízeñ pocasí 
ízeñ po 
nechod dlouho 
chod dio 
pod zrcadlem 
od zrca 
cpavek s mlékem 
ek s mié 
uvnitr mlází 
it? mia 
Appendix С Transcription pain 
In this appendix a number of transcription pairs are given as examples Each tran­
script is coded so as to indicate the transcriber (tr), the context condition (-C and +C), 
the language variety (ne=Dutch, di=dialect, and cz= Czech), the speech style (sp= 
spontaneous and rd=read out) and the speech fragment (f) 
String 1 pp04 +C dird Ю4 
String 2 pp04 +C dird ГО4 
String 1 pp07 +C nesp Ю1 
String 2 pp07 +C nesp fOl 
String 1 ppl4 +C czrdro7 
String 2 ppl4 +C czrd ГО7 
String 1 pp05 +C czrd Ю8 
String 2 pp05 +C czrd Ю8 
String 1 ppl3 +C nerd f 13 
String 2 ppl3 +C nerd f 13 
String 1 ppl2 +C czspfl9 
String 2 ppl2 +C czsp fl9 
String 1 ppll +C dird ГОЗ 
String 2 ppll +C drrdf03 
String 1 pp04 +C nesp f09 
Stnng 2 pp04 +C nesp ГО9 
String 1 ppll +C nerdf08 
String 2 ppll +C nerdf08 
Stnng 1 pplO+Cczspf08 
Stnng 2 pplO+Cczspro8 
m ρ Y m 0 s 
m ρ Y m ρ s 
Э 
8 
t 
t 
η 
η 
υ 
υ 
s 
s 
J 
J 
э 
θ 
0 
г 
e 
ε 
α 
α' 
ι : 
1 ' 
t 
0 
Χ 
χ 
к 
к 
J 
J 
t 
t 
Ρ 
Ρ 
э 
1 
э 
э 
s 
s 
1 
1 
υ 
υ 
и W Θ k n m ε ι 
и 0 ι к л m ε Ι 
α г 0 и fi α 
α r fi и fi α 
η к r u 0 γ 
rj к 0 5 rj γ 
t 
t 
R 
R 
t 
t 
Э 
Э 
Ш 
Ш 
0 
s 
г 
R 
S 
S 
R 
Г 
I 
I 
a· 
a' 
I 
I 
s 
s 
η 
η 
η 
1 
υ 
w 
α 
α 
0 
0 
ε 
ε 
1 
1 
] 
] 
1 
1 
s 
s 
ε 
ε 
J 
J 
] 
] 
] 
] 
Stnng 1 ρρ09 +C nesp f 13 
String 2 pp09 +C nesp f 13 T ¡ r € i \ í 4 i a n t s t ] 
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String 1: pp09 -С dird.f02 
String 2: pp09 -C dird.f02 
String 1: ppOl -C czrd.fl2 
String 2: ppOl -C czrd.fl2 
String 1: pp08 -C dird.flO 
String 2: pp08 -C dird.flO 
String 1: pplO -C disp.f02 
String 2: pplO -C disp.f02 
String 1: pp08 -C dird.fló 
String 2: pp08 С dird.fló 
String 1: pp08 -C nesp.fl3 
String 2: pp08 -C nesp.fl3 
String 1: ppl2 -C disp.fH 
String 2: ppl2 -C disp.fH 
String 1: pp08 -C nerd.fl4 
String 2: pp08 -C nerd.fl4 
String 1: pp08 -C czsp.fOl 
String 2: pp08 -C czsp.fOl 
String 1: pp07 -C dird.f02 
String 2: pp07 -C dird.fTO 
String 1: pp07 -C nesp.f04 
String 2: pp07 -C nesp.f04 
String 1: pp06 -C nesp.fOl 
String 2: ррОб +C nesp.fOl 
String 1: pp05 -C nerd.fl5 
String 2: pp05 +C nerd.fl5 
String 1: pp05 -C nesp.fl5 
String 2: pp05 +C nesp.fl5 
fi 
fi 
d 
d 
ζ 
t 
I ' 
I 
ε 
ε 
θ 
α 
w 
w 
Y 
χ 
Ρ 
b 
0 
1 
ε 
ε 
ε 
ε 
χ 
χ 
Ρ 
Ρ 
Γ 
Γ 
η 
η 
] 
] 
s 
s 
ш 
ш 
] 
] 
] 
] 
ζ 
ζ 
э 
э 
x O o ' г ε l t α l j 
x h o d i x d a O j 
η 
η 
η 
η 
t 
t 
г 
г 
г 
1 
s 
s 
? ' 
а 
1 
1 
ε 
ε 
I 
θ 
t 
0 ' 
0 
i 
I 
χ 
У 
i 
У 
Ρ 
b 1 
к 
к 
э 
t 
t 
s 
ζ 
0 
0 
t 
t 
X 
X 
] 
] 
η 
η 
fi 
fi 
] 
] 
s 
s 
] 
] 
t 
t 
] 
] 
i : fi ε · ο ρ χ ] 
ο : fi e : ο · ρ χ ] 
ε- r e η t к ] 
ε- d о rj 0 к ] 
0 
э 
0 
э 
d 
1 
υ 
0 
R 
a 
θ 
0 
э 
й 
э 
0 
г 
а 
а 
h 
h 
ζ 
s 
Χ 
Χ 
ε 
ε 
Υ 
Υ 
t 
Ρ 
b 
1 
1 
э 
Θ 
Ι 
Ι 
Э 
Э 
Γ 
υ 
] 
] 
υ 
υ 
] 
] 
ä 
θ 
0 
υ 
0 
ε 
0 
1 
] 
] 
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String 1 : ррОЗ -С nesp.f04 
String 2: ррОЗ +C nesp.fíM 
String 1: ррОЗ -С nerd.f08 
String 2: ррОЗ +C nerd.f08 
String 1: pp02 -С nesp.fl2 
String 2: pp02 +C nesp.fl2 
String 1: pp02 -C nesp.fl3 
String 2: pp02 +C nesp.fI3 
String 1: ppOl -C dird.f09 
String 2: ppOl +C dird.f09 
String 1: ppOl -C nesp.fl8 
String 2: ppOl +C nesp.fl8 
String 1: ppOl -C nerd.fl6 
String 2: ppOl +C nerd.flö 
String 1: ppOl -C nerd.f20 
String 2: ppOl +C nerd.f20 
0 г Ο η t к ] 
ε η t к ] 
R O m z a : n a O z 
j s m s a ' n a l s 
γ d О О 0 m ρ ] 
э d г л m ρ ] 
χ γ β Ο Ο α θ Ο ] 
R y e h a d s t ] 
t 
t 
ε 
ε 
о 
э 
1 
1 
X 
Ft 
0 
θ 
0 
ν 
0 
R 
ε 
ε 
f 
ν 
Γ 
R 
Υ 
Э 
0 
d 
0 
R 
] 
] 
] 
] 
t О г О а: Ο J χ ] 
t a R f i a i R s x ] 
Ο ] 
j ] 
Ο 
D 
1 
г 
ε 
ε 
i 
i 
к 
к 
0 
υ 
0 
α 
η 
η 
0 s 
s 
0 
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Samenvatting 
Een segméntele transcriptie is een auditieve, en gedeeltelijk visuele, analyse van 
een spraakuiting in discrete klankeenheden die door fonetische symbolen worden 
gerepresenteerd Deze techniek wordt gebruikt in verschillende linguïstische disciplines 
teneinde een geschreven representatie van spraak te verkrijgen Hoewel er aan-
wijzingen zijn dat het resultaat van deze analyses variabel kan zijn, is er betrekkelijk 
weinig systematisch onderzoek gedaan naar de factoren die van invloed kunnen zijn op 
het transcriberen Het hier gerapporteerde onderzoek beoogt deze leemte te vullen 
Meer specifiek hebben we in dit onderzoek de invloed bestudeerd van de factoren 
bekendheid met de te transcriberen taal', 'context en 'spreekstijl' op de mate van 
variatie binnen transcnbenten Tegelijkertijd hebben we geprobeerd een geschikte maat 
te ontwikkelen om de invloed van de onderzochte factoren te kwantificeren 
Hoofdstuk 1 begint met een kort literatuuroverzicht Het doel hiervan is te laten 
zien dat transcriptie veel gebruikt wordt in de linguïstiek en dat sommige onderzoekers 
zich bewust zijn van de tekortkomingen van dit onderzoeksinstrument Enkele studies 
waarin deze gebreken onderzocht zijn worden vervolgens kort besproken Het blijkt dat 
de meeste van deze onderzoekingen beperkt waren in opzet Afgezien van beperkingen 
voor wat betreft het aantal proefpersonen of de hoeveelheid materiaal, hebben de 
meeste van deze beperkingen betrekking op de methodologie die gebruikt is om de 
variabihtieit van transcripties te evalueren Met andere woorden, uit dit overzicht blijkt 
een behoefte aan beter onderzoek naar de factoren die van invloed kunnen zijn op het 
transcriberen 
In Hoofdstuk 2 bespreken we een van de basiselementen in transcriptie het 
gehanteerde symboolsysteem Eerst bekijken we verschillende vormen van fonetische 
notatie, zoals alfabetische, analfabetische, iconische en met-iconische notatiesystemen 
Vervolgens wordt er aandacht besteed aan het meest gebruikte fonetische alfabet, het 
International Phonetic Alphabet (IPA) Heel kort beschrijven we de belangrijkste eigen-
schappen van dit systeem, de onderliggende assumpties en de manier waarop deze van 
invloed kunnen zijn op de verkregen transcripties Vervolgens gaan we in op de vraag 
in hoeverre transcripties gedetailleerd moeten zijn Ofschoon het logisch lijkt aan te 
nemen dat de mate van gedetailleerdheid bepaald wordt door het doel waarvoor de 
transcriptie gemaakt is, blijkt het antwoord op deze vraag minder vanzelfsprekend te 
zijn In feite is het niet duidelijk wat als detail moet worden beschouwd, het concept 
'fonetisch detail' kan niet a priori worden gedefinieerd De definitie is afhankelijk van 
het doel van de transcriptie en van de taal die getranscribeerd wordt 
Hoofdstuk 3 handelt over het proces dat aan transcriptie ten grondslag ligt We 
nemen het schema van Almeida en Braun (1985) als uitgangspunt In plaats van een 
simpele omzetting van de ene code in de andere, blijkt het transcriberen van spraak een 
ingewikkelde taak te zijn, waarin verschillende fases onderscheiden kunnen worden en 
waarvoor verschillende vaardigheden noodzakelijk zijn Een van de fases in het tran-
scriptieproces, spraakperceptie, is door vele onderzoekers uitvoerig bestudeerd Gegeven 
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de schaarsheid aan bevindingen over transcriptie, besloten we enkele resultaten van het 
onderzoek naar spraakperceptie onder de loep te nemen, omdat ze kunnen bijdragen tot 
ons begrip van de factoren die van invloed zijn op het transcriberen Op basis van deze 
analyse concluderen wij dat het irreëel zou zijn een transcriptie te beschouwen als een 
objectieve weergave van een spraakuiting Er zijn namelijk voldoende aanwijzingen dat 
de factoren die spraakperceptie beïnvloeden voor een zekere mate van subjectiviteit m 
transcriptie zorgen 
Het probleem van de objectiviteit van transcripties komt weer aan de orde in 
Hoofdstuk 4, waar de belangrijkste bronnen van fouten en variatie in transcriptie 
besproken worden In dit verband wordt erop gewezen dat een absolute definitie van de 
notie 'transcnptiefout' ontbreekt, daarmee vervalt de conventionele toepassing van het 
begrip 'validiteit in ons onderzoek 
Afgezien van een aantal beperkingen dat inherent is aan transcriptie, zijn er redenen 
om aan te nemen dat de mate waarin een transcriptie de oorspronkelijke spraakuiting 
weergeeft afhankelijk is van verschillende factoren Ook in dit geval zijn onze ver-
wachtingen over de invloed van deze factoren gebaseerd op resultaten die betrekking 
hebben op verwante onderwerpen zoals spraakperceptie, spraakontwikkeling en tweede-
taalverwerving 
In Hoofdstuk 5 gaan we in op de belangrijkste methodologische aspecten van de 
evaluatie van transcripties Ten eerste worden de begrippen 'overeenkomst' en 'betrouw-
baarheid' nader bekeken, omdat ze vaak genoemd worden in verband met transcriptie-
variatie Er wordt aannemelijk gemaakt dat gezien de aard van transcriptiedata, de term 
overeenkomst de voorkeur verdient boven betrouwbaarheid De aandacht wordt daarna 
gevestigd op de meest gebruikte index van overeenkomst tussen transcripties, de 
zogenaamde 'percentage agreement Deze maat blijkt verschillende gebreken te hebben, 
waarvan het belangrijkste is dat overeenkomst tussen paren van symbolen gezien wordt 
als een alles-of-niets beslissing Vervolgens onderzoeken we de mogelijkheid om een 
maat te ontwikkelen waarin de overeenkomst tussen transcriptiesymbolen als gradueel 
beschouwd wordt 
Hoofdstuk 6 gaat over het doel en de methode van ons onderzoek naar de mate van 
variatie binnen transcnbenten In de paragraaf over de methodologie wordt uitgelegd 
waarom de factoren 'taal', 'context' en 'spreekstijl' als onafhankelijke variabelen geselec-
teerd zijn en hoe deze geoperationaliseerd zijn Vervolgens wordt ingegaan op de pro-
cedure die gevolgd is om de afhankelijke variabelen te verkrijgen die als indicatoren 
van transcriptieovereenkomst genomen zijn Ten eerste worden de kenmerkenmatnces 
besproken die gebruikt zijn om de transcripties te vergelijken Daarna wordt het ophj-
nen van transcripties behandeld, omdat dit een essentieel onderdeel is van het verge-
lijken van transcripties Een programma voor het automatisch oplijnen van transcripties, 
dat ontwikkeld is in het kader van het onderhavige onderzoek, wordt hier ook beschre-
ven 
Vervolgens worden de problemen die we tegengekomen zijn bij het vinden van een 
algemene index van transcnptieovereenkomst besproken In het bijzonder wordt hier 
opgemerkt dat de grootte van het verschil tussen twee transcripties uit twee componen-
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ten bestaat de ene is gerelateerd aan het aantal verschillen en de andere aan de grootte 
van de afzonderlijke verschillen Het blijkt dat er geen algemene criteria bestaan om 
vast te stellen welke van deze factoren, het aantal of de grootte, de grootste invloed 
heeft op de mate van overeenkomst tussen transcripties. In ons onderzoek is besloten 
twee indexen te gebruiken om het verschil tussen twee transcripties aan te geven- een 
waarin meer rekening gehouden wordt met de grootte van de verschillen (gemiddelde 
afstand) en een andere waarin meer rekening gehouden wordt met het aantal verschillen 
(percentage verschillen) Beide indexen, die apart berekend worden voor klinkers en 
medeklinkers, zijn inverse maten van overeenkomst, dat wil zeggen dat ze groter wor-
den als overeenkomst kleiner wordt 
In het laatste deel van dit hoofdstuk worden het spraakmateriaal, de proefpersonen, 
de procedure en de analyses beschreven Het transcnptiemateriaal dat voor deze studie 
verzameld is bestaat uit 6720 transcripties van de drie onderzochte taalvariëteiten en de 
twee spreekstijlen, die gemaakt zijn onder twee verschillende contextcondities met 
(+C) en zonder (-C) context Om de mate van intrasubjectieve overeenkomst te bepalen, 
zijn telkens twee verschillende transcripties van hetzelfde fragment met elkaar verge-
leken die gemaakt waren door dezelfde transcribent op verschillende tijdstippen Ten 
eerste zijn de transcripties met context met elkaar vergeleken (+C/+C), daarna die 
zonder context (-C/-C), en uiteindelijk zijn de transcripties zonder context vergeleken 
met die met context (-C/+C) Voor de 5040 transcnptieparen die op deze manier ver-
kregen zijn, zijn bovengenoemde twee maten van verschil apart berekend voor klinkers 
en medeklinkers De scores zijn daarna aan variantie-analyse onderworpen om de 
invloed van de factoren 'taal', 'context' en 'spreekstijl' vast te stellen 
In Hoofdstuk 7 worden de resultaten van deze analyses gerapporteerd Wanneer de 
twee maten, gemiddelde afstand en percentage verschillen, dezelfde resultaten opleve-
ren, spreken we van 'robuuste effecten' Als de twee maten zich anders gedragen, heb-
ben we het over 'zwakke effecten' 
De mate van intrasubjectieve variatie blijkt het minst beïnvloed te zijn door 'spreek-
stijl' Bovendien blijken de meeste 'zwakke effecten' betrekking te hebben op de invloed 
van deze factor De factor 'taal' heeft daarentegen een significant effect op de mate van 
intrasubjectieve overeenkomst, zowel voor de klinkers als voor de medeklinkers De 
transcribenten blijken het meest consistent te zijn bij het transcriberen van een bekende 
taal (Nederlands), minder consistent bij een minder bekende taal (Limburgs dialect) en 
nog minder consistent bij een onbekende taal (Tsjechisch) De grotere mate van variatie 
die gevonden wordt bij het transcriberen van minder bekende talen suggereert dat tran-
scribenten moeite hebben met het transcriberen van onbekende klanken Er moet echter 
opgemerkt worden dat deze bevindingen voor de conditie +C/+C gelden In -C/-C is het 
effect van 'taal' slechts bij de consonanten significant, terwijl in -C/+C deze factor geen 
significant effect heeft 
Als de data voor de drie contextcondities gecombineerd worden in één variantie-
analyse, dan blijkt er een interactie te zijn tussen de factoren 'taal' en 'context' Dit was 
te verwachten, aangezien het effect van 'taal' verschillend was in de drie context-
condities De invloed van 'context op de mate van consistentie is groter naarmate de 
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taal meer bekend is Met andere woorden, de transcnbenten zijn meer beïnvloed door 
contextinformatie in hun moedertaal dan in minder bekende talen 
De factor 'taal' blijkt hier ook een significant effect te hebben In dit geval wordt 
echter geen ordening van de drie taalvariëteiten geconstateerd Er is eerder sprake van 
een indeling in meer bekend (Nederlands en Limburgs) en onbekend (Tsjechisch) bij de 
medeklinkers, terwijl bij de klinkers 'taal' alleen in het voorgelezen materiaal een sig-
nificant effect heeft In dit materiaal is de mate van consistentie significant hoger voor 
het Nederlands en lager voor het Limburgs en het Tsjechisch 
Uit deze analyses blijkt ook dat de factor 'context' de mate van consistentie signifi-
cant beïnvloedt, zowel bij de klinkers als bij de medeklinkers De grootste consistentie 
wordt geconstateerd als contextinformatie beschikbaar is (+C/+C) Verder zijn de tran-
scnbenten minder consistent als context afwezig is en nog minder consistent als ze 
onder verschillende contextcondities transcriberen Deze bevindingen suggereren dat 
onze transcnbenten wel degelijk gebruik maakten van hun kennis van syntax en 
semantiek als deze beschikbaar was Met andere woorden, hun transcripties werden 
beïnvloed door linguïstische verwachtingen over de fonetische vorm van de uitingen in 
kwestie Aangezien de grootste discrepanties gevonden zijn tussen transcripties die 
onder verschillende contextcondities zijn gemaakt, lijkt het redelijk om aan te nemen 
dat het al dan met aanwezig zijn van contextinformatie voor een goed deel het uitein-
delijke resultaat van het transcriptieproces bepaalt 
De bevindingen omtrent het effect van 'context' en de interactie tussen 'taal' en 
'context' suggeren een andere interpretatie van het effect van 'taal' op de mate van 
consistentie bij het transcriberen De grotere consistentie die transcnbenten vertonen bij 
het transcriberen van een bekende taal lijkt niet zozeer het gevolg te zijn van het feit 
dat bekende klanken makkelijker te transcriberen zijn, maar vooral van het feit dat in 
dit geval contextinformatie meer benut kan worden Deze interpretatie wordt bevestigd 
door de bevinding dat het effect van 'taal' minder zichtbaar is als context afwezig is en 
dat het toevoegen van 'context' meer invloed op de mate van consistentie heeft bij 
bekende talen 
Om een indruk te krijgen van de generaliseerbaarheid van de afstandsmaten die in 
dit onderzoek zijn gebruikt, is er een experiment uitgevoerd waann 19 fonetici 
gevraagd is hun oordeel te geven over de mate van discrepantie tussen een aantal 
transcnptieparen Voor dezelfde transcnptieparen zijn ook de twee maten berekend die 
in onze studie als indexen van verschil genomen zijn, de gemiddelde afstand en het 
percentage verschillen Vervolgens zijn voor elk transcnptiepaar de oordelen van de 
fonetici gecorreleerd met de twee genoemde maten Uit de analyses bleek dat de 
oordelen van de fonetici met beide maten significant gecorreleerd waren, maar dat de 
correlatie met de gemiddelde afstand het hoogst was Dit betekent dat bij het evalueren 
van de discrepanties de fonetici een zekere weging van de verschillen tussen tran-
scriptiesymbolen hebben toegepast, die voor een deel overeenkomt met die van onze 
afstandsmatnces 
Om een beter idee te krijgen van het niveau van consistentie van onze transcn-
benten zijn de overeenkomstwaarden vergeleken met die uit de literatuur Voor de 
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gemiddelde afstand bleek geen vergelijking mogelijk te zijn, omdat deze maat eerder 
niet gebruikt is Onze waarden voor de tweede index, het percentage verschillen, kon-
den daarentegen worden vergeleken met die van 'percentage agreement' die in verschil-
lende studies gerapporteerd zijn Als er rekening gehouden wordt met de verschillen in 
type transcriptie, experimentele conditie en methode voor het berekenen van de over-
eenkomst, blijken onze indexen ongeveer op hetzelfde niveau te liggen als die in de 
literatuur 
In Hoofdstuk 8 worden de resultaten van dit onderzoek kort samengevat en 
geëvalueerd Op basis van een algemene discussie trekken wij een aantal methodolo-
gische en inhoudelijke conclusies In het laatste deel van het hoofdstuk worden ook de 
beperkingen van dit onderzoek aangegeven We hopen dat de inzichten en de resultaten 
die in deze studie verkregen zijn een bijdrage zullen leveren aan de ontwikkeling van 
betere onderzoeksmethodologieen 
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