Threshold cusps and triangle singularities in hadronic reactions by Guo, Feng-Kun et al.
Threshold cusps and triangle singularities in hadronic reactions
Feng-Kun Guo,1,3,∗ Xiao-Hai Liu,2,† Shuntaro Sakai1,‡
1CAS Key Laboratory of Theoretical Physics, Institute of Theoretical Physics,
Chinese Academy of Sciences, Beijing 100190, China
2Center for Joint Quantum Studies and Department of Physics,
School of Science, Tianjin University, Tianjin 300350, China
3School of Physical Sciences, University of Chinese Academy of Sciences,
Beijing 100049, China
January 20, 2020
Abstract
The spectrum of hadrons is the manifestation of color confinement of quantum chromodynamics.
Hadronic resonances correspond to poles of the S-matrix. Since 2003, lots of new hadron resonant
structures were discovered in the mass regions from light mesons to hadrons containing a pair
of a heavy quark and an antiquark. Many of them are candidates of exotic hadrons, and they
are usually observed as peaks in invariant mass distributions. However, the S-matrix also has
kinematical singularities due to the on-shellness of intermediate particles for a process, such as
two-body thresholds and triangle singularities (TSs), and they can produce peaks as well. On the
one hand, such singularities may be misidentified as resonances; on the other hand, they can be
used as tools for precision measurements. In this paper, we review the threshold cusps and various
triangle singularities in hadronic reactions, paying attention to their manifestations in phenomena
related to exotic hadron candidates.
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1 Introduction
The dynamics of the strong interaction is described by quantum chromodynamics (QCD). It is a non-
Abelian gauge theory with quarks and gluons, which carry the color quantum number, as the basic
degrees of freedom. Although the Lagrangian of QCD looks remarkably simple and at high energies the
theory can be solved by a perturbative expansion in a series of the strong coupling constant, it becomes
notoriously difficult in the low-energy regime which is completely dominated by nonperturbative dy-
namics. The characteristic energy scale for this regime is ΛQCD, which is of the order of a few hundreds
of MeV. The most salient nonperturbative feature of QCD at low energies is the color confinement
phenomenon: the asymptotic strongly interacting particles that can be detected in experiments are not
the colorful quarks and gluons, but the colorless hadrons composed of them. Therefore, understanding
the spectroscopy of mesons and baryons is crucial to gain deeper insights into the strong interaction in
the nonperturbative regime.
For a long time, the quark model was successful in classifying all the observed hadrons into differ-
ent flavor SU(3) multiplets [1, 2], with the baryons and mesons formed from three quarks (qqq) and
quark-antiquark (qq¯) pairs, respectively. After the birth of QCD, QCD-based dynamics of quarks was
introduced into the quark model through the exchange of gluons and/or pions, and such quark models
are normally constituent (or valence) quark models, see, e.g., Refs. [3–9]. Assignments of many observed
mesons and baryons into qq¯ and qqq multiplets can be found in the review on quark model in the Review
of Particle Physics (RPP) by the Particle Data Group (PDG) [10]. However, in addition to the con-
ventional quark-antiquark mesons and three-quark baryons, in the quark model notation there can be
other configurations of color singlets, such as glueballs made purely of gluons, hybrid states consisting of
both quarks and gluon excitations, and multiquarks. Hadrons with such configurations are called exotic
hadrons. In fact, the possibility of having more quarks in a hadron, such as qqq¯q¯ and qqqqq¯, were already
mentioned in the seminal papers of quark model [1, 2]. The dynamical quark models were generally
successful when the results were confronted with the observed spectrum, with a few exceptions such
as the lightest scalar meson nonet, including f0(500), K
∗
0(700), f0(980) and a0(980). These were then
suggested to be tetraquark states in the 1970s [11, 12] and later on as hadronic molecules [13–19]. The
spectroscopy of exotic hadrons and searching for them in various high energy experiments have been one
of the central issues in the study of low-energy strong interactions since then [11, 12, 20]. For any type
of the above mentioned exotic hadron configurations, one would expect that there should be the whole
family of ground and excited states just like the normal mesons and baryons. However, unambiguous
confirmation of exotic hadrons was lacking. This is partly due to the limits of the experiments in the
last century, and also reflects how little the excited hadron spectrum has been really understood from
QCD.
Tremendous experimental progress has been made in the last two decades because of the operation
of the modern generation of experiments such as the B factories BABAR and Belle, the high-luminosity
electron-positron collision experiments such as BESIII, and the experiments at hadron colliders including
CDF, D0, ATLAS, CMS and LHCb. The year of 2003 witnessed the observations of the Θ(1540) [21],
the D∗s0(2317) [22], the Ds1(2460) [23], and the X(3872)
1 [24]. These discoveries triggered lots of
theoretical and experimental studies. Although the pentaquark candidate Θ(1540) died away due
to experiments with higher statistics [25],2 the others got confirmed in following experiments. More
new resonance-like structures were observed in the subsequent years. Notable examples include the
charmonium-like states Y (4260) [28] and Y (4660) [29], the charged structures in the charmonium mass
1The X(3872) is named χc1(3872) according to its quantum numbers I
G(JPC) = 0+(1++) by the PDG [10]. Similarly,
the vector charmonium-like states Y (4260) and Y (4660) mentioned below are called ψ(4260) and ψ(4660), respectively.
This naming scheme does not mean that the PDG assumes them to be normal cc¯ charmonium states. Here we follow the
XY Z naming scheme that is still used in most of the relevant publications.
2A conventional explanation of the observed peaks was given in Refs. [26, 27].
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region Zc(4430) [30], Zc(3900) [31, 32] and Zc(4020) [33], the charged bottomonium-like structures
Zb(10610) and Zb(10650) [34], and the pentaquark candidates with hidden charm Pc(4312), Pc(4440)
and Pc(4457) [35, 36]. Most of these new structures were observed in the heavy-flavor sector. In
particular, the heavy quarkonium-like ones are often called XY Z states in the literature due to the
undetermined internal structure.
On the one hand, these discoveries enlarged the known QCD spectrum to a large extent; on the other
hand, they became a nice showcase of the intricate nonperturbative nature of QCD at low energies3:
most of them fall off the expectations from quark model, which despite being just a model had provided
useful guidance in classifying a large amount of hadrons into various multiplets. Therefore, they are
regarded as prominent candidates of exotic hadrons. However, how the spectrum of exotic hadrons
should be organized and even what types of exotic hadrons can be well defined are still unclear. Partly
because of this, the observation of each of these new structures leads to different models such as com-
pact tetraquarks (or pentaquarks), hadronic molecules, hybrid states, hadro-charmonia, and kinematic
effects, etc. Nevertheless, a deeper understanding of how the hadron spectrum, in particular that of
the excited hadrons above (or at least close to) strong decay thresholds, is organized can shed light on
the color confinement problem of QCD. For that, we first need to uncover the pattern of the observed
structures. It is possible that some of these structures do not really correspond to the existence of
a new hadron resonance, but are mainly due to effects of special kinematics such as threshold cusps
and/or triangle singularities (to be generally called kinematical effects). Such kinematical effects are
the foci of this review article. For more comprehensive reviews of the new hadronic structures and the
corresponding model explanations, we refer to Refs. [37–56].
In many cases, hadron resonances are observed as narrow or broad peaks in the invariant mass
distributions of certain hadronic final states. Their masses and widths are normally obtained by fitting
to the invariant mass distributions, or Dalitz plot distributions if the statistics is high enough, using the
isobar model with the Breit–Wigner parameterization for resonances [10] (or the Flatte´ parameterization
for near-threshold states [57]) for resonances. However, there are traps in this way of identifying
resonances.
Firstly, in the ideal case when a narrow resonance is well isolated from the others and there is no
background, it does show up as a peak with the peaking position and peak width roughly correspond to
its mass and width, respectively. However, the realistic situation is often much more complicated: there
can be coupled channels with thresholds near the resonance; there can be other resonances not far away;
and there are always contributions from the non-resonant background. Depending on the interference
with all these other contributions, a resonance may even show up as a dip, see, e.g., Ref. [58]. The case
of the f0(980) provides a nice example. While it shows up as a sharp peak in the pipi invariant mass
distributions for the processes J/ψ → φpi+pi− [59] and D+ → pi+pi−pi+ [60], it appears as a dip for the
process J/ψ → ωpi+pi− [61]4 and the pipi elastic scattering cross section for isospin I = 0 and J = 0.
Secondly, not all peaks in invariant mass distributions (or bands in Dalitz plots) are due to the
existence of a resonance with a mass around the peak energy. Peaks in invariant mass distributions
arise often because the transition amplitude or the S-matrix has nearby singularities in the complex
energy plane. Resonances correspond to one kind of singularities, i.e., poles of the S-matrix. Their
origin is dynamical. The amplitude develops a pole because the interaction between quarks and gluons or
among hadrons has the right strength. Hence, the pole position relies on details of the interaction. Poles
are necessarily a nonperturbative phenomenon. In addition to the dynamical poles, the S-matrix also
3Hadron spectroscopy is classified as a low-energy QCD problem even for systems containing heavy quarks. Here the
“low energy” should be understood as the energy from which the heavy quark mass has been subtracted from the system,
and it is of the order ΛQCD, a few hundreds of MeV.
4In this case, there is in fact a small peak corresponding to the f0(980), which is absent in the pipi scattering cross
section, in the pipi invariant mass distribution. It is not evident and is followed by the dip at around 1 GeV. For further
details, see the discussions in Refs. [62–64].
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has kinematical singularities in the sense that their locations are determined completely by kinematical
variables, such as masses and energies of the involved particles, instead of the interaction strength. They
occur because intermediate particles between the initial and final states can become real propagating
particles. Such singularities are called Landau singularities, and their locations are determined by
the Landau equations [65].5 The simplest case is the square-root branch points at normal two-body
thresholds, which always produce cusps at thresholds of the S-wave channels in the energy distributions,
known as the Wigner cusp [69]. A more complicated type is the so-called triangle singularity (TS) due
to three on-shell intermediate particles in a loop diagram. The TS is a logarithmic singularity. Under
certain conditions which go under the name of the Coleman–Norton theorem [70], the singularity can
be located on the physical boundary, i.e., in the physical region, when the decay widths of intermediate
particles are neglected. Then, being logarithmic, the singularity may produce observable effects (a peak
or a dip depending on the interference with the other contributions) if the involved interactions are
strong enough. Sometimes, such effects mimic the behavior of a resonance, and lay traps on the way
of establishing an unambiguous hadron spectroscopy. It is thus important to distinguish kinematic
singularities from genuine resonances.
In fact, whether TSs can produce observable effects has been discussed since the 1960s [71–77].
However, due to limited processes that were accessible in experiments at that time (such as the nucleon-
nucleon and pion-nucleon reactions), no convincing evidence was found for peaks produced by TSs.
Nowadays, with the much larger scope of high-energy experiments, especially for processes involving
heavy quarks, quite a few experimentally observed peaks were suggested to be due to TSs. In particular,
some of them are prominent candidates of exotic hadrons. Furthermore, there are also predictions of
in which processes and at what energy region TSs are expected to play an important role. Resonant
structures that were suggested to be due to TSs (or the singularities were expected to play a sizable
role), the related processes and the involved intermediate particles in the triangle loops are listed in
Table 1 for mesons, and in Table 2 for baryons.
In this article, we will review the manifestation of threshold cusps and TSs in hadronic reactions.
Special attention will be paid to the conditions when such kinematic singularities are potentially im-
portant. The Landau equation will be briefly reviewed in Section 2. The two-body threshold cusp and
how its effects are connected to the interaction strength of the final state interaction are discussed in
Section 3, where the question of whether some of the near-threshold peaks are just due to threshold
cusps is also addressed. Section 4 is devoted to discuss TSs in depth, covering the Coleman-Norton
theorem and the Schmid theorem. The Argand plot for an amplitude with a TS as well as amplitude
analysis including TSs will also be discussed. In Section 5, we will review TSs that were suggested to
produce peaking structures in initial states. Those leading to peaks in the invariant mass distributions
of final states will be discussed in Section 6. We end up with a brief summary and outlook in Section 7.
Let us mention that here we focus more on applications of the kinematical singularities in hadronic
reactions. For the mathematical foundation and more detailed discussions on the TS and other Landau
singularities, we refer to the monographs [161–164] and the recent lecture notes by one of the main
players in the early days [165]. The hadron structures for which threshold cusps and TSs were suggested
to play an important role are often also good candidates of hadronic molecules. For a review devoted
to various aspects of hadronic molecules, we refer to Ref. [49].
2 Landau equations
Let us consider a physical process, for which the initial and final states can be connected through all
possible intermediate states allowed by symmetry. When the energy is large enough the intermediate
5The equations were also derived in Bjorken’s PhD thesis [66] and by Mathews [67] and Nakanishi [68].
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Table 1: List of processes in which TSs were suggested to play a significant role. In the first column, the
resonances or resonance-like structures (energies) that receive a large TS contribution are listed. For the
predicted ones awaiting experimental confirmation, the approximate relevant energies are given, marked
with underlined dots. The intermediate particles in the triangle diagrams are listed in the third column,
and the charge conjugated channels are implicit for the loops of mesons whenever necessary. We use I(F)
to represent that the TS effects are responsible to produce a resonance-like structure in the initial (final)
states which couple to the first (last) two of the three intermediate particles. In this table, we use the
following short names for resonances: a0 for a0(980); f0 for f0(980); K
∗
2 for K
∗
2(1430); D
∗
s0 for D
∗
s0(2317);
Ds1 for Ds1(2460); D1 for D1(2420); D2 for D2(2460); X for X(3872).
Structures Processes Loops I/F Refs.
ρ(1480) [78, 79] pi−p→ φpi0n K∗K¯K I [80, 81]
η(1405/1475) [82–86] η(1405/1475)→ pif0 K∗K¯K I [87–91]a,b
f1(1420) [92] f1(1285)→ pia0/pif0 K∗K¯K I [89, 93–95]b
a1(1420) [96, 97] a1(1260)→ f0pi → 3pi K∗K¯K I [97–99]
1.4 GeV [100] J/ψ → φpi0η/φpi0pi0 K∗K¯K I [101]b
. . . .1.42. . . . . .GeV B
− → D∗0pi−f0(a0), τ → ντpi−f0(a0) K∗K¯K I [102, 103]
D+s → pi+pi0f0(a0), B¯0s → J/ψpi0f0(a0) K∗K¯K I [104, 105]
f2(1810) [10] f2(1640)→ pipiρ K∗K¯∗K I [106]
. . . .1.65. . . . . .GeV τ → ντpi−f1(1285) K∗K¯∗K I [107]
. . . . .1515. . . . . .MeV J/ψ → K+K−f0 (a0) φK¯K I [108]
. . . .2.85. . . . . . .GeV, . . . .3.0 . . . . .GeV B
− → K−pi−D∗s0/K−pi−Ds1 K∗0D(∗)0K+ I [109, 110]
. . . .5.78. . . . . .GeV B
+
c → pi0pi+B0s K¯∗0B+K¯ F [111]
. . . . . . . . . . .[4.01, 4.02]. . . . . .GeV [D¯
∗0D∗0]→ γX D∗0D¯∗0D0 I [112]
. . . . .4015. . . . . .MeV e
+e− → γX D∗0D¯∗0D0 I [113, 114]
. . . . .4015. . . . . .MeV B → KXpi, pp/pp¯→ Xpi+anything D∗0D¯∗0D0 I [115, 116]
Υ(11020) [117, 118] e+e− → Zbpi B1(5721)B¯B∗ I [119, 120]
. . . .3.73. . . . . .GeV X → pi0pi+pi− D∗0D¯0D0 F [121]
. . . . . . . . . . .[4.22, 4.24]. . . . . .GeV e
+e− → γJ/ψφ/pi0J/ψη D∗s0(s1)D¯(∗)s D(∗)s F [122]
. . . . . . . . . . .[4.08, 4.09]. . . . . .GeV e
+e− → pi0J/ψη D∗s0(s1)D¯(∗)s D(∗)s F [122]
Zc(3900) [31, 32] e
+e− → J/ψpi+pi− D1D¯D∗ F [119, 123–127]c
D∗0(2400)D¯
∗D F [128, 129]
Zc(4020, 4030) [33, 130] e
+e− → pi+pi−hc(ψ′) D1(2)D¯(∗)D(∗) F [125]
X(4700) [131, 132] B+ → K+J/ψφ K1(1650)ψ′φ F [133]
Zc(4430) [30, 134] B¯
0 → K−pi+J/ψ K¯∗0ψ(4260)pi+ F [135]
Zc(4200) [136, 137] B¯
0 → K−pi+ψ(2S) K¯∗2ψ(3770)pi+ F [135]
Λ0b → p pi−J/ψ N∗ψ(3770)pi− F [135]
X(4050)± [138] B¯0 → K−pi+χc1 K¯∗0Xpi+ F [139]
X(4250)± [138] B¯0 → K−pi+χc1 K¯∗2ψ(3770)pi+ F [139]
Zb(10610) [34] e
+e− → Υ(1S)pi+pi− B∗JB¯∗B F [128]
a The width effect from the intermediate K∗ is considered in Refs. [90, 91].
b TS enhanced isospin breaking effects are discussed in these references.
c The D1D¯D
∗ triangle diagrams have also been considered in the analysis of Ref. [140].
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Table 2: Similar to Table 1, but for processes of baryons or producing baryon-like structures.
Structures Processes Loops I/F Refs.
2.1 GeV [141] γp+ → N∗(2030)→ K+Λ(1405) K∗Σpi I [142]
. . .2.1. . . . . .GeV pi
−p+ → K0Λ(1405), pp→ pK+Λ(1405) K∗Σpi I [143]
. . . .1.88. . . . . .GeV Λ
+
c → pi+pi0piΣ K¯∗NK¯ I [144, 145]a
N(1700) [10] N(1700)→ pi∆ ρNpi I [146]
N(1875) [10] N(1875)→ piN(1535) Σ∗KΛ I [147]
∆(1700) [148–150] γp→ ∆(1700)→ piN(1535)→ ppi0η ∆ηp I [151]
2.2 GeV [152] Λ+c → pi0φp Σ∗K∗Λ F [153]
1.66 GeV [154, 155] Λ+c → pi+K−p a0Λη,Σ∗ηΛ F [156]
Pc(4450) [35] Λ
0
b → K−J/ψp Λ(1890)χc1p F [157–160]b
N(1900)χc1p F [159]
peaks relevant for Pc Λ
0
b → K−J/ψp D¯sJΛ(∗)c D¯(∗) F [36, 158]
a TS enhanced isospin breaking effects are discussed in these references.
b Various possible combinations of a Λ∗ hyperon and a charmonium are considered in
Refs. [159, 160].
Figure 1: Two-body scattering.
particles can be real and travel a long distance before they rescatter. Correspondingly, the amplitude
gets an imaginary part because of the on-shell intermediate particles. Let us consider a two-body
scattering shown in Fig. 1. Defining the Mandelstam variables in the usual way,
s = (p1 + p2)
2, t = (p1 − p3)3, u = (p1 − p4)2, (1)
the two-body scattering amplitude is a function of s and t with u constrained by the identity s+ t+u =∑
i p
2
i =
∑
im
2
i . Defining the scattering angle θ as the angle between ~p1 and ~p3 in the 1 + 2 (or 3 + 4)
center-of-mass (c.m.) frame, t can be expressed in terms of s and cos θ as
t(s, cos θ) = m21 +m
2
3 − 2E1E3 + 2p1cmp3cm cos θ, (2)
where
E1 =
1
2
√
s
(s+m21 −m22), E3 =
1
2
√
s
(s+m23 −m24),
p1cm =
1
2
√
s
√
λ(s,m21,m
2
2), p3cm =
1
2
√
s
√
λ(s,m23,m
2
4) (3)
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are the energies and the magnitudes of the three-momenta of particles 1 and 3, respectively, in the 1+2
(or 3 + 4) c.m. frame, with λ(x, y, z) = x2 + y2 + z2 − 2xy − 2yz − 2xz the Ka¨lle`n function.
The unitarity of the S-matrix, SS† = 1, leads to the unitary relation for the T -matrix defined as
S = 1 + iT ,
T − T † = iT T †. (4)
For the partial-wave scattering amplitude,
TL(s) =
1
2
∫ +1
−1
d cos θ PL(cos θ)T (s, t, u), (5)
with the subindex f(i) denoting the final (initial) state, considering only two-body intermediate states,
the unitary relation becomes (for a clear discussion of the unitary relation, see, e.g., the classic book
by Martin and Spearman [166])
ImTL,fi(s) =
∑
a
TL,fa(s) ρa(s)T
∗
L,ai(s), (6)
where s is the total energy squared in the c.m. frame. Here, the relation holds for coupled channels,
and ρa(s) is the two-body phase space factor for the intermediate channel a,
ρa(s) =
ka
8pi
√
s
θ(
√
s−ma1 −ma2), (7)
ka =
1
2
√
s
√
λ(s,m2a1,m
2
a2) =
1
2
√
s
√
[s− (ma1 +ma2)2][s− (ma1 −ma2)2] , (8)
with ma1 and ma2 the masses of the internal particles in channel a, ka the c.m. momentum, and θ(x)
the Heaviside step function. One sees that when the total energy in the c.m. frame is equal to the
threshold of the intermediate states,
√
s = ma1 +ma2, the phase space factor has a square-root branch
point. As a result of Eq. (6), the scattering amplitude must have a branch point at threshold as well. It
is because of the on-shellness of the intermediate particles, and is the simplest kinematical singularity.
More complicated singularities such as the anomalous threshold [167, 168] due to three internal particles
can be analyzed by using Feynman diagrams, and the validity goes beyond perturbation theory [65, 161].
The general conditions for kinematical singularities due to on-shell intermediate particles are described
by the Landau equations [65, 66] which we derive briefly as follows (see also, e.g., Refs. [161–163, 169]).
2.1 Derivation
The kinematical singularities arise only due to the singularities of propagators of the intermediate par-
ticles. Thus, without loss of generality, we can consider the following l-loop integral with n propagators,
I(p1, . . . , pm) =
∫
d4q1 . . . d
4ql
[(2pi)4i]l
1
(k21 −m21 + i) . . . (k2n −m2n + i)
, (9)
where p1, . . . , pm are the momenta of external particles, q1, . . . , ql are the loop momenta to be integrated
over, and k1, . . . , kn are the intermediate momenta which are linear in the external and loop momenta.
Introducing Feynman parameters, it can be rewritten as
I(p1, . . . , pm) =
∫ 1
0
n∏
i=1
dαi δ
(∑
i
αi − 1
)∫ l∏
j=1
d4qj
(2pi)4i
1
[J(α, q, p) + i]n
, (10)
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Figure 2: Illustration of a three-point two-loop diagram with four internal particles (l = 2,
n = 4).
where
J(α, q, p) =
n∑
i=1
αi(k
2
i −m2i ). (11)
The internal momenta ki’s are linear in the loop momenta q’s and external momenta p’s. For instance,
let us consider the example shown in Fig. 2. Taking the loop momenta to be
q1 = k1, q2 = k2, k3 = p1 + q2, k4 = p3 + q1 − q2, (12)
one gets
J(α, q, p) = (α1 + α4)q
2
1 + (α2 + α3 + α4)q
2
2 − 2α4q1 · q2 + 2α4p3 · q1 + 2(α3p1 − α4p3) · q2
+ α3p
2
1 + α4p
2
3 −
∑
i
αim
2
i . (13)
In general, J is a quadratic function of the loop momenta, and one can write
J(α, q, p) =
∑
i,j
qiaijqj + 2
∑
i
bi(α, p)qi − C(α, p)
=
∑
i,j
(qi + li)aij(qj + lj)− C(α, p)−
∑
i,j
liaijlj , (14)
with bi(α, p), C(α, p) and li =
∑
j(a
−1)ijbj functions of the Feynman parameters α and the external
momenta p. The matrix a (function of only the Feynman parameters) is real and symmetric, and can
be diagonalized by an orthogonal matrix. Thus, the first term in the last equation can be rewritten in
a form of
∑
i q˜
2
i a˜i, where q˜i’s form the new loop momentum basis and a˜i’s are the eigen-values of the
matrix a. This allows a variable change of the loop integrals from q to q˜. Making the Wick rotation,
q0 = iq4E, and performing the integration over all of the loop momenta one by one using∫
d4q
(2pi)4i
1
(c q2 −∆)n = (−1)
n
∫
d4qE
(2pi)4
1
(c q2E + ∆)
n
=
(−1)n
(4pi)2
Γ(n− 2)
Γ(n)
1
c2 ∆n−2
, (15)
where c is independent of the loop momentum q, one gets
I(p1, . . . , pm) = N
∫ 1
0
n∏
i=1
dαi
δ (
∑
i αi − 1)
(det a)2
1
∆n−2l
, (16)
9
0
x
xx
Figure 3: Illustration of how the integration contour in the complex α1 plane can be distorted
to avoid the singularity of J at A but pinched by two singularities at B and B′ separated
from each other by an infinitesimal distance.
where N = (−1)n(4pi)−2l [Γ(n− 2)/Γ(n)]l is just a number independent of α and momenta, and
∆(α, p) = −J(α, q, p)∣∣
qi=−li = C(α, p) +
∑
i,j
liaijlj. (17)
Singularities of the integral I must come from the singularities of the integrand, i.e., the zeros of ∆
in Eq. (16) assuming det a 6= 0. However, a singularity of the integrand does not necessarily become
a singularity of the integral. This is because if we treat the integral variables as complex, then the
integral contour can be deformed to avoid the singularity of the integrand. As a result, the integral is
analytic. In general, there are two cases when the integration contour cannot be deformed to avoid the
singularity, and the integral becomes singular (see, e.g., Refs. [161, 162]):
• The singularity of the integrand is at the endpoint of the integration region, so that it is impossible
to deform the contour to avoid it. In this case, the integral develops a singularity called the
endpoint singularity.
• When there are two or more singularities of the integrand at the same point (separated by an
infinitesimal distance), and if they are located on opposite sides of the integration contour, the
contour is then pinched by them and cannot be deformed further. In this case, the integral also
develops a singularity, which is called the pinch singularity.
For instance, we consider the integral over α1 in Eq. (16). If the external momenta and α2, . . . , αl
are such (denoting them collectively as (pA, αA)) that ∆ has a zero at point α1 =A as shown in Fig. 3,
the contour can be deformed away from it, and the integral over α1 is analytic at the point (pA, αA)
in the hyperspace of the external momenta and α2, . . . , αl. While if the zero of ∆ is at the endpoint
α1 = 0, or there are two zeros at the same point (B and B
′ in the figure separated by an infinitesimal
distance), i.e., ∆
∣∣
B
= 0 and ∂∆/∂α1
∣∣
B
= 0, the integral will be singular.
Therefore, assuming that det a does not vanish, the conditions for the general integral I to have
singularities are given by 
∆ = J(α, q, p)
∣∣
qi=−li = 0,
αi = 0, or
∂∆
∂αi
=
∂J
∂αi
∣∣∣∣
qi=−li
= 0.
(18)
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Figure 4: The simplest loop diagram with two internal particles.
The former equation in the second line is due to endpoint singularities, and the latter one is due to
pinch singularities. From Eq. (14) and Eq. (11), the condition qi = −li for the first line is equivalent to
0 =
∂J
∂qi
=
n∑
j=1
∂J
∂kj
∂kj
∂qi
= 2
∑
j in the qi loop
±αjkj, (19)
where the last sum runs over the momentum inside the loop integrating over qi, and the sign depends
on whether the direction of ki is the same (+) or opposite (−) to the flow of the loop momentum. For
instance, for the diagram in Fig. 2, from Eq. (12), the above equation leads to α1k1 + α4k4 = 0 and
α2k2 +α3k3−α4k4 = 0. Fro Eq. (11), one has ∂J/∂αi = k2i −m2i . Therefore, Eqs. (18) can be rewritten
as 
∑
i
±αikµi = 0 for each loop,
αi = 0 or k
2
i −m2i = 0 for each i,
(20)
which are known as the Landau equations for singularities of the S-matrix. One sees that for each of the
intermediate particles, either it is on its mass shell (k2i = m
2
i ), or it does not have any contribution to the
singularity (αi = 0). The latter case may be considered as the corresponding propagator is eliminated,
and the loop diagram reduces to a graph with one propagator less. For a given loop diagram, the
singularities with all intermediate particles being on shell are the leading Landau singularities, and
those with some of propagators dropped give the subleading Landau singularities. It is worthwhile to
emphasize that although the singularities are derived using Feynman diagrams, its validity goes beyond
perturbation theory [65, 161].
Notice that there are 4l + n equations in Eqs. (20): 4l for the first line and n for the second line.
Together with the constraint
∑
i αi = 1, there are 4l + n + 1 constraints for 4l + n variables q
µ
i and
αi. Therefore, there may only be a solution for very specific values of the external momenta for given
masses of internal particles (or specific values of masses of internal particles for given external momenta).
This becomes a crucial point when discussing phenomenological implications of Landau singularities,
because it implies that the singularity location is highly sensitive to the values of the involved kinematical
variables. For a detailed discussion about the pinch singularities in the momentum space for the triangle
diagram, we refer to Sec. 4.1.
2.2 Application to the two-body threshold singularity
Let us apply the Landau equations to the simple two-point loop with two internal particles shown in
Fig. 4. The Landau equations in this case read{
α1k
µ
1 + α2k
µ
2 = 0,
k21 −m21 = k22 −m22 = 0.
(21)
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Figure 5: A triangle diagram (a) and its dual diagram (b). In the dual diagram, all lines
are in the same plain. The lengths of the edges of the triangle are given by
√
p2i , and the
lengths of the internal lines are given by
√
k2i = mi.
Taking into account the constraint α1 +α2 = 1, and contracting the first line by k1µ and k2µ separately,
one gets {
2α1m
2
1 + (1− α1)
(
m21 +m
2
2 − p2
)
= 0,
2(1− α1)m22 + α1
(
m21 +m
2
2 − p2
)
= 0.
(22)
Solving the equations for the Feynman parameter α1 and the external momentum p
2, one readily finds
two solutions:
α1 =
m2
m1 +m2
, p2 = (m1 +m2)
2; (23)
α2 =
m2
m2 −m1 , p
2 = (m1 −m2)2. (24)
The solution given in the first line means that when the c.m. energy of the two internal particles,
i.e., E =
√
p2, is equal to the threshold m1 +m2, there is a singularity. This is the two-body threshold
singularity mentioned at the beginning of this section. It is a square root branch point. Since square
root is a double-valued function, one can construct two Riemann sheets for it with the cut stretched
between the threshold and infinity along the positive energy axis. The Riemann sheet connected to the
upper edge of the positive energy axis is called the first or physical Riemann sheet, and the other one is
called the unphysical or second (if there is only one channel) Riemann sheet. One notices that in this
case, the value of α1 is in the physical range [0, 1], i.e., both α1 and α2 are positive.
For the solution in the second line, α1 is either larger than 1 (α2 < 0) or smaller than 0, and thus is
not in the physical range. This means that the corresponding singularity is not on the physical Riemann
sheet of p2. The singularity in this case, (m1 −m2)2, is called the pseudo-threshold.
2.3 Application to the triangle singularity
Let us now consider the next simplest case, the triangle diagram shown in Fig. 5 (a). We start from{
α1k
µ
1 + α2k
µ
2 + α3k
µ
3 = 0,
k21 −m21 = k22 −m22 = k23 −m23 = 0.
(25)
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Contracting the first line with k1µ, k2µ and k3µ, respectively, and using the second line one finds
β1 + β2y12 + β3y13 = 0,
β1y12 + β2 + β3y23 = 0,
β1y13 + β2y23 + β3 = 0,
(26)
with βi = αimi, and
yij =
ki · kj
mimj
=
m2i +m
2
j − p2k
2mimj
(i 6= j 6= k), (27)
where pi and ki are defined according to Fig. 4 (b). For the above equations to have a solution, we must
have ∣∣∣∣∣∣∣
1 y12 y13
y12 1 y23
y13 y23 1
∣∣∣∣∣∣∣ = 1 + 2 y12 y23 y13 − y212 − y223 − y213 = 0, (28)
which gives the leading singularities of the triangle diagram. For a given pair of p2i and p
2
j , the third
one can be solved. Let us suppose that p21 and p
2
2 are given, then y23 and y13 follow from Eq. (27), and
there are always a pair of solutions if we treat the momenta and thus yij as complex variables. They
are given by
y12 = y13y23 ±
√
(1− y213)(1− y223). (29)
However, in general the solutions of Eq. (28) do not present singularities of the amplitude in the
physical region. In the derivation of the Landau equations, the second line of Eq. (18) only means that
the integrand has two coalescing singularities, i.e., zeros of ∆(α, p) in Eq. (17), at the same point, but
one does not know whether they pinch the integration contour. For instance, they may be on the same
side of the integration contour, or do not lie in the region for αi ≥ 0. In fact, one can show that as along
as the coalescing zeros of ∆(α, p) are at αi ≥ 0, they must pinch the contour [70]. That is because in
the vicinity of the two-fold zeros α¯i, ∆(α, p) can be written as ∆(α, p) =
1
2
∑
i,j(αi − α¯i)(αj − α¯j)∆ij
with ∆ij = ∂
2∆(α¯, p)/(∂αi∂αj) a real symmetric matrix. Changing integration variables from αi to
α′i by a real orthogonal transformation so that ∆ij is diagonalized to δij∆
′
ij, one may write ∆(α, p) =
1
2
∑
i,j(α
′
i − α¯′i)2∆′ii. The zeros of ∆(α′, p) − i must be located on opposite sides of the real α′i axes,
and thus pinch the integral contour as long as αi ≥ 0.
Equations (25) can also be solved geometrically in the special case: |mi−mj| <
√
p2k < mi +mj for
i 6= j 6= k, i.e., |yij| < 1, in which case all of the involved particles are stable.6 The energy-momentum
conservation pµ1 + p
µ
2 + p
µ
3 = 0 means that the three external momentum (taking as in the Euclidean
space) can form a closed triangle with the length of each edge given by
√
p2. The energy-momentum
conservation for each vertex in Fig. 5 (a) means that the corresponding momenta (for instance, kµ1 , k
µ
2
and pµ3) can form a triangle as well. Equation α1k
µ
1 + α2k
µ
2 + α3k
µ
3 = 0 means that the three internal
momenta also lay in the same plane, which is the same as that of the external ones. The situation is
shown in Fig. 5 (b), which is called the dual diagram of the Feynman diagram in (a) [168]. The on-shell
conditions k2i = m
2
i mean that the lengths for the internal lines are given by the masses. Consequently,
for the angles θij between ki and kj shown in the graph, one has
θ12 + θ13 + θ23 = 2pi, and cos θij = yij. (30)
Using identities for trigonometric functions, it is easy to verify that the above equation is equivalent to
Eq. (28). For instance, Eq. (29) may be written as the following trigonometric identity:
cos(θ13 + θ23) = cos θ13 cos θ23 ±
√
(1− cos2 θ13)(1− cos2 θ23). (31)
6The solution goes beyond these conditions, see the discussion in Chapter 2 of Ref. [161].
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Figure 6: A box diagram and a pentagon diagram.
Thus, the dual diagram completely solves the Landau equations [65, 170].
The condition of αi ≥ 0 corresponds to θij ≤ pi in the dual diagram, i.e., the point that k1, k2 and
k3 meet together is inside the triangle [170]. This can be easily understood as if the point is outside
the triangle, the other ends of the ki vectors (the triangle vertices) would be on the same side of the
meeting point, which requires one of αi’s to be negative in order to fulfill
∑
i αiki = 0. It is easy to
see from Eq. (31) that among the two solutions, only the one with a minus sign between the two terms
satisfies θij ≤ pi (so that sin θij =
√
1− cos2 θij),
y12 = y13y23 −
√
1− y213
√
1− y223. (32)
The other solution in Eq. (29) is not in the physical region. Applying the above equation to the deuteron
form factor by taking all the internal particles to be nucleons with a mass m and p21 = p
2
2 = M
2 with
M being the deuteron mass, one gets the anomalous threshold in this case at p23 = 4M
2 −M4/m2.
The physical picture of TSs in the decay region where one of the internal particles is unstable will
be presented in Section 4.1, where the Coleman–Norton theorem [70] is discussed, which shows that
the Landau equations together with positive αi and real internal momenta are necessary and sufficient
conditions for a singularity to be on the physical boundary.
2.4 Character of Landau singularities
The Landau equations allow us to determine the location of a singularity. It is also important to know
how singular the amplitude is. We have seen at the beginning of this section that the two-body threshold
cusp is a square root branch point. The general conclusion about the character of the leading landau
singularity for a given diagram with l loops and n propagators is given by [65, 163]
A ∼ (s0 − s)(4l−n−1)/2 log(s0 − s) (33)
if 4l − n− 1 is even and nonnegative, and
A ∼ (s0 − s)(4l−n−1)/2 (34)
for the other cases, where s0 denotes the location of the leading Landau singularity in terms of some
variable s = p2i with p
µ
i an external four-momentum.
Thus, for a two-point one-loop diagram, l = 1 and n = 2, the singularity behaves as a square
root branch point,
√
s0 − s; for a one-loop triangle diagram, l = 1 and n = 3, the leading singularity
behaves as a logarithmic branch point, log(s0 − s). The singularity is more singular if we add more
propagators. For the box and pentagon diagrams in Fig. 6, from the equations above it is easy to find
that the corresponding leading singularities behave as a singular branch point, (s0− s)−1/2, and a pole,
(s0 − s)−1, respectively [163]. However, it would not be more singular even if more propagators are
added. Gribov argues that the strongest singularity an amplitude can have is most likely a pole [163].
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3 Two-body threshold cusps
In this section, we discuss the two-body threshold singularity. As we have mentioned above, it is a
square root branch point. Consequently, it shows up as a cusp exactly at the corresponding threshold
in the energy distribution (for S-wave rescattering). Since the position of the threshold branch point is
fixed, its shape should reflect the interaction in the near-threshold region.
Let us consider the elastic two-body scattering amplitude
TL(s) =
eiδL(s) sin δL(s)
ρ(s)
=
8pi
√
s
k cot δL(s)− i k , (35)
where δL is the phase shift in the L
th partial wave, and ρ(s) and k are the two-body phase space factor
and the magnitude of the c.m. momentum, respectively, as given in Eq. (7). We have the effective
range expansion when the momentum is small,
k cot δL(s) = k
−2L
(
− 1
aL
+
1
2
re,Lk
2 +O (k4)) , (36)
with aL and re,L the scattering length and effective range, respectively. In the immediate vicinity of the
threshold region, we may consider only the scattering length term, and have
TL(E) ' 8pi(m1 +m2) (2µE)
L
−1/aL − i(
√
2µE)2L+1
, (37)
where the three-momentum has been approximated by the nonrelativistic expression k ' √2µE with
E =
√
s−m1 −m2 and µ = m1m2/(m1 +m2) the reduced mass. One finds that the first derivative of
the scattering amplitude with respect to E is discontinuous at threshold for the S wave, which means
that there is a cusp at threshold. For higher partial waves, the first derivative is continuous, and thus
there is no cusp at threshold for them.
We show in Fig. 7 the cusp behavior for the absolute value of the S-wave elastic scattering amplitude.
It is easy to see from Eq. (37) how the strength of the cusp is dictated by the interaction strength at
the threshold, i.e., the scattering length: for small a0, the denominator of Eq. (37) is dominated by
the scattering length term which is a constant, and thus the amplitude should behave rather smoothly;
for large a0, the denominator is dominated by the −i
√
2µE term, and then the cusp becomes evident.
The above amplitude under the scattering length approximate always has a pole at k = i/a0. For small
a0, the pole does not correspond to a realistic pole of the full S matrix since it is far away from the
threshold and beyond the region where such an approximation can be applied. For large a0, the pole is
near threshold, and needs to be considered seriously.
Of course, for the threshold cusp to be observed, the intermediate two particles must rescatter into
final states with a lower threshold, as shown in Fig 8. In this case, the cusp strength is controlled by the
rescattering B′C ′ → BC at the threshold of the intermediate particles B′C ′. Before we move to discuss
concrete examples, let us emphasize that threshold cusp (and the related final state interaction) and
resonance are not mutually exclusive to explain a near-threshold structure. On the contrary, a sharp
cusp might hint at a near-threshold pole and thus the existence of a resonance.7
3.1 Determination of scattering lengths from threshold cusps
Experimentally, the pipi scattering lengths can be measured in several ways. The angular distributions of
the Ke4 decay is sensitive to the pipi phase shifts which are related with the scattering lengths. The first
7 In practice, the threshold cusp can appear with different shapes depending on the relative phase to background (see,
e.g., Sec. XVIII of Ref. [171]).
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Figure 7: Dependence of the threshold cusp on the S-wave interaction strength. Here, we
use the first two terms in the effective range expansion, and take µ = 1 and re,0 = 5 (in
arbitrary units) for illustration. For the three curves from top to bottom, a0 = −0.3, −0.5
and −1.0, respectively.
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Figure 8: A decay process A → B C D. (a): direct transition at tree level; (b): via final
state interaction B′C ′ → BC.
experiment along these lines was carried out by the Geneva-Saclay Collaboration in the seventies of the
last century [172]. A similar method was employed by the E865 and NA48/2 Collaborations [173–176].
The pionium lifetime can also be related to the pipi scattering lengths,8 and the experimental result [180]
is well consistent with the prediction from chiral perturbation theory [181]. For a brief review of the
pipi scattering and a list of experimental measurements, see Ref. [182].
A cusp-like structure in the pi0pi0 invariant mass distribution from the K± → pi±pi0pi0 decay was
observed by the NA48/2 Collaboration in 2005 [183], and the data are shown in Fig. 9. The presence
of this structure can be ascribed to the charge-exchange rescattering pi+pi− → pi0pi0 (see Fig. 10), and
the strength of the cusp is determined to the rescattering ampitude in the near-threshold region, which
provides another method to measure the pipi scattering length. The method of using the threshold cusp
singularity to measure the pion-pion interaction was first proposed by Budini and Fonda in 1961 [184],
and the process K+ → pi+pi0pi0 was investigated in detail. However, limited by the experimental
conditions it was impossible to do such a measurement at that time. This method was then forgotten
8A pionium is a bound state of pi+ and pi− formed mainly due to the Coulomb force. Its size characterized by the Bohr
radius, 2/(αMpi), is about 400 fm. Thus, its properties are affected by the strong interaction at the longest distance, and
precise measurements of them (and those of other hadronic atoms) provide knowledge of the relevant scattering lengths.
The physics of hadronic atoms are nicely reviewed in Refs. [177–179].
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Figure 9: The distribution of the square of the pi0pi0 invariant mass for the K+ → pi+pi0pi0
decays, where a cusp structure appears at the pi+pi− threshold. The figure is adapted from
Ref. [183].
and rediscovered by Cabibbo in 2004 [185]. In fact, in 1997, Meißner et al. also pointed out that
the mass difference between the charged and neutral pions generates a unitary cusp in the pi0pi0 →
pi0pi0reaction, and the strength of the cusp is proportional to the scattering length combination a0 − a2
which characterizes the strength for the charge-exchange pi+pi− → pi0pi0 scattering at threshold [186],
where a0 and a2 represent the S-wave pipi scattering lengths in the I = 0 and I = 2 channels, respectively.
The branching ratio of the K+ → pi+pi−pi+, (5.59 ± 0.04)%, is much larger than that of the K+ →
pi+pi0pi0, (1.761± 0.022)% [10]. Therefore, the charge-exchange rescattering turns out to be important
so that the cusp effect in the pi0pi0 invariant mass spectrum appears to be enhanced. This is one of the
reasons why this measurement method is feasible. Based on 2.287 × 107 events for the K± → pi±pi0pi0
decays recorded by the NA48/2 experiment at the CERN SPS, the best fit to the rescattering model
proposed by Cabibbo and Isidori [187] gave [183]
(a0 − a2)Mpi+ = 0.268± 0.010(stat.)± 0.004(syst.)± 0.013(ext.),
a2Mpi+ = −0.041± 0.022(stat.)± 0.014(syst.). (38)
To precisely determine the pipi S-wave scattering lengths using the huge data sample of K →
3pi decays, various theoretical frameworks have been developed based on the nonrelativistic effective
theory, chiral perturbation theory, dispersion relation theory and so on [188–192]. In 2009, the updated
results from the study of the full data sample of 6.031 × 107 K± → pi±pi0pi0 decays collected by the
NA48/2 experiment were reported [193]. Using the Bern-Bonn nonrelativistic effective field theory
formulation [188, 189], which provided the most complete description of rescattering effects in the
K → 3pi process, the pion-pion scattering lengths were extracted to be
(a0 − a2)Mpi+ = 0.2571± 0.0048(stat.)± 0.0025(syst.)± 0.0014(ext.),
a2Mpi+ = −0.024± 0.013(stat.)± 0.009(syst.)± 0.002(ext.). (39)
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Figure 10: The charge-exchange rescattering diagram which contributes to the K± →
pi±pi0pi0 decays.
The a0− a2 combination was determined with a precision at the 2% level. This is a nice showcase that
the kinematical singularities can be exploited to make precision measurements.
The pipi cusp structure was also discussed in some other processes including the KL → 3pi, η → 3pi
and η′ → ηpipi [194–197]. However, it is difficult to accurately measure the cusp effects in the KL → 3pi
and η → 3pi processes using the currently available experimental data. The process η′ → ηpipi is a
promising candidate, for which the cusp effect was predicted to have an effect of more than 8% in the
pi0pi0 energy spectrum below pi+pi− threshold [196]. The η′ meson can be produced in the J/ψ → γη′
decay. Based on a sample of one billion J/ψ events at the BESIII detector, no significant cusp structure
was observed [198]. However, with the much improved 10 billion J/ψ events collected by the BESIII
experiment, the cusp structure in the η′ → ηpi0pi0 decay is expected to be observed in the near future.
The charm and bottom factories, such as BESIII, CLEOc, Belle and Belle-II, have accumulated
and/or will continue to accumulate huge data samples of heavy quarkonium dipion transitions. The
feasibility of extracting the pipi scattering lengths using the cusp effect in heavy quarkonium dipion
transitions was investigated in Ref. [199], and the Υ(3S) → Υ(2S)pi0pi0 decay is the most promising
among these decays to measure the threshold cusp. By using a Monte Carlo simulation, it was found
that to reach the precision of a0 − a2 as that given in Eq. (39), O(2× 107) events need to be collected
for the Υ(3S)→ Υ(2S)pi0pi0 decay.
The cusp phenomena in the pion photoproduction process γp→ pi0p have been observed in experi-
ments at Mainz [200–203] and Saskatoon [204]. Taking into account that the electric dipole amplitude
for the γp → pi+n reaction is much larger than that for the γp → pi0p reaction, the presence of a cusp
at the pi+n threshold can be ascribed to the charge-exchange rescattering process γp → pi+n → pi0p,
which has been studied long time ago [205–212]. The strength of this cusp is related to the pion-
nucleon scattering length. A more precise measurement of this cusp will give valuable information on
the pion-nucleon scattering around threshold.
Analogous to the above method for measuring the pipi scattering length, Hyodo and Oka suggested
that the piΣ scattering lengths could be extracted from the cusp phenomena in the Λc → pipiΣ de-
cays [213]. One of the reasons for the interest in the piΣ scattering lengths is that they are important
quantities for understanding the nature of the Λ(1405), which could be a dynamically generated reso-
nance from the piΣ − K¯N coupled-channel interactions in the isospin-0 channel and might possess an
intriguing two-pole structure [214, 215] (see Ref. [216] and the review focusing on the Λ(1405) in the
RPP [10] for reviews). The branching ratios of Λc → pipiΣ decays are around a few percent [10]. The siz-
able branching ratios are beneficial for the extraction of the piΣ scattering lengths, and the measurement
on the cusp phenomena could be feasible in the high luminosity Belle-II and BESIII experiments.
At last, it is worthwhile to mention that the K−p correlation function in high-energy proton-proton
collisions measured by the ALICE Collaboration at 13 TeV [217] has a non-trivial behavior at the K¯0n
threshold. It can be well described in the coupled-channel (K¯N , piΣ, and piΛ) calculation of Ref. [218],
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Table 3: The X and Z states that are close to the S-wave thresholds of a pair of ground
state heavy mesons. Their quantum numbers, masses and widths are given in the second to
fourth columns. The nearest two-body channels and their thresholds are listed in the last
two columns. The masses are taken from the RPP [10] (X(3872) and Zc(4020) are named
as χc1(3872) and X(4020), respectively, therein).
Structure IG(JPC) Mass [MeV] Width [MeV] Nearest channel Threshold [MeV]
X(3872) 0+(1++) 3871.69± 0.17 < 1.2 D0D¯∗0 3871.69± 0.07
Zc(3900)
± 1+(1+−) 3887.2± 2.3 28.2± 2.6 D+D¯∗0 3876.50± 0.07
Zc(4020)
± 1+(??−) 4024.1± 1.9 13± 5 D∗+D¯∗0 4017.11± 0.07
Zb(10610)
± 1+(1+) 10607.2± 2.0 18.4± 2.4 B0B∗− 10604.30± 0.26
Zb(10650)
± 1+(1+) 10652.2± 1.5 11.5± 2.2 B∗0B∗− 10649.40± 0.31
which has an evident cusp at the K¯0n threshold. The cusp was predicted earlier in Ref. [219].
3.2 Threshold cusps and new hadrons
Resonances are normally searched for by seeking for peaks in invariant mass distributions (or bands in
Dalitz plots). As we discussed above, there should always be a cusp at the S-wave threshold of two
particles as long as the two-body channel couples to final states that are measured. Therefore, there
exists the possibility that a peak in the energy distribution is caused by a threshold cusp. Then the
situation of identifying resonance becomes complicated: the cusp might not require a pole to exist in
the near-threshold region but be misidentified as a resonance of that mass; or if the production of the
involved coupled channels is correlated so that the cusp can be employed to infer about the interaction
strength, just like the pion-pion case discussed above, a strong cusp in this case may demand the
existence of a near-threshold pole. In this regard, the discussion of threshold cusps is particularly
relevant to the new hadrons because some of the XY Z structures were suggested to be just threshold
cusps, instead of resonances, by some authors. The suggestions and critiques will be reviewed in this
subsection.
The most interesting ones of the new XY Z states in the heavy-quarkonium mass region are located
close to certain S-wave thresholds of a pair of heavy mesons. For instance, in the charmonium mass
region, the X(3872) [24] mass coincides with the D0D¯∗0 threshold, the charged Zc(3900) [31, 32] mass
is also very close to the DD¯∗ threshold, and the charged Zc(4020) [220] is similarly close to the D∗D¯∗
threshold; in the bottomonium mass region, the charged Zb(10610) and Zb(10650) [34] are nearby the
BB¯∗ and B∗B¯∗ thresholds, respectively. All of them have a narrow width, and furthermore their
quantum numbers are the same as the corresponding S-wave meson pairs except for the Zc(4020)
whose quantum numbers have not been fully determined (see Table 3). These properties and the
nearest threshold for each of them are listed in Table 3.
These facts stimulated models speculating them to be not resonances but rather just threshold cusps
due to coupled channels [221–226]. Because of the coincidence of the X(3872) mass and the D0D¯∗0
threshold, the X(3872) was suspected to be a threshold cusp by Bugg in Ref. [225]9. However, he
realized later on that the very narrow line shapes of the X(3872) in the J/ψρ and D0D¯∗0 modes could
9This paper also suggests the pp¯ near-threshold enhancement observed by the BES Collaboration in J/ψ → γpp¯ [227],
to be discussed below, a similar enhancement at the ΛΛ¯ threshold in the ΛΛ¯→ pp¯ cross section measured by the PS185
Collaboration [228], and a peak of around the ΣN threshold in the Λp energy spectrum of K−d→ pi−Λp [229, 230] to be
threshold cusps.
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Figure 11: Cusp models for producing the Zc(Zb) structures through intermediate open-
flavor heavy meson loops. Diagram (a) depicts the model in Refs. [221, 222], and diagram
(b) represents the model in Refs. [223, 224]. The double lines, solid lines and dashed lines
denote heavy quarkonia, charm (bottom) mesons and pions, respectively. The dotted vertical
lines cross the intermediates particles contributing to the threshold cusp. For the Zc, the
diagrams correspond to Y (4260)→ (piDD¯∗ + c.c.)→ pipiJ/ψ.
not be fitted with only a threshold cusp, and a resonance or virtual state pole was necessary [231].
The cases of the Zc and Zb listed in the table were considered in Refs. [221–224]. These calculations
focus on the processes where the Zc(Zb) structures show up in the energy spectra of one pion and
one heavy quarkonium, i.e., Y (4260)→ J/ψpi+pi−/hcpi+pi− and Υ(5S)→ Υ(1S, 2S, 3S)pi+pi−/hbpi+pi−.
Such channels will be called “inelastic” and those with the relevant open-flavor thresholds are to be
denoted as “elastic” in the following. Thus, in these models, the final states were produced through the
D(∗)D¯∗(B(∗)B¯∗) rescattering at the one-loop level, as shown in Fig. 11.
In Ref. [221], the rescattering amplitude is constructed using a dispersion integral of the following
form:
T (s) =
1
pi
∫ ∞
sth
ds′
g ρ(s′)FΛ(s′)
s′ − s− i , with FΛ(s) = e
−2q2(s)/Λ2 , (40)
where g is the product of the couplings of the intermediate heavy meson pair to the initial and final
states, ρ(s) is the two-body phase space factor defined in Eq. (7), and FΛ(s), with q the magnitude of
the c.m. momentum of the internal mesons, is a Gaussian form factor to tame the ultraviolet (UV)
divergence of the integral. With Λ = 0.11 GeV, narrow peaks similar to the Zb line shapes could
be produced without the inclusion of a resonance pole. It is worthwhile to notice that such a small
cutoff easily leads to narrow peaks, which however should not be understood as having explained the
underlying dynamics. The model in Ref. [222] is rather similar with the form factor chosen to be of the
form exp(−s/Λ2), and impressive agreement was achieved for the Zc and Zb line shapes by adjusting
only two parameters (a coupling constant and a cutoff Λ) for each channel.
Unfolding the rescattering vertex in Fig. 11 to the exchange of a heavy meson gives the model
in Refs. [223, 224], named as the initial single-pion emission mechanism by the authors. A dipole
form factor was introduced to the exchanged heavy meson propagator. Taking the bottom sector as
an example, in this way, their calculation produced cusps right around the Zb(10610) and Zb(10650)
structures from the BB¯∗ + c.c. and B∗B¯∗ loops (here the two mesons refer to those connecting to the
initial state), respectively, in the Υ(1S, 2S, 3S)pi energy spectra, while no cusp was found at the BB¯
threshold from the BB¯ loop [223]. Given that the Υpi can couple to the S-wave B(∗)B¯∗ and couples to
the BB¯ pair only in higher partial waves, such a behavior is expected as discussed at the beginning of
this section.
Do the impressive agreements achieved in these models for the observed Zc and Zb imply these struc-
tures to be simply due to coupled-channel threshold cusps, meaning that it is not necessary to introduce
resonances? To answer this question, one has to analyze processes with the elastic channels in the final
states. From the discussion in Section 3.1, it is clear that the strength of a threshold cusp contains
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Figure 12: Left: Tree-level, one-loop and two-loop diagrams for the decay Y (4260)→ piDD¯∗.
Right: Results in Ref. [232] for the DD¯∗ invariant mass spectrum of this process using
parameters determined from the one-loop fitting to the BESIII data [220]. The results from
the tree level, one-loop and two-loop calculations are shown by the dotted (green), solid (red)
and dashed (magenta) curves, respectively. The dot-dashed (blue) curve shows the one-loop
result with the rescattering strength restricted to be small enough to justify a perturbative
treatment.
information about the rescattering causing the cusp. It could happen that the interaction required for
producing these cusps is so strong that the one-loop approximation, which is the implicit assumption
in the above mentioned models, becomes questionable. This is the critique raised in Ref. [232].
Let us consider the Zc(3900) case with two coupled channels J/ψpi and DD¯
∗ + c.c. We denote the
direct production vertices for these two modes from the initial state as gin and gel, respectively, and
approximate the tree-level S-wave amplitudes for J/ψpi → DD¯∗ and DD¯∗ → DD¯∗ simply as constants
CX and CD, respectively.
10 The direct J/ψpi → J/ψpi scattering may be neglected because it is Okubo–
Zweig–Iizuka (OZI) [2, 233, 234] suppressed, and lattice QCD calculations give a very small scattering
length consistent with zero [235]. Thus, the cusp models may be expressed as the following one-loop
amplitudes
gin + gel GΛ(s)CX , and gel [1 +GΛ(s)CD] , (41)
for the production of J/ψpi and DD¯∗ respectively, where
GΛ(s) =
∫
d3~q
(2pi)3
FΛ(~q
2)√
s−m1 −m2 − ~q 2/(2µ) + i , (42)
is the two-point loop function with DD¯∗ as the intermediate states regularized using the same form
factor as that in Eq. (40). The formalism is equivalent to the one using the dispersive integral in
Eq. (40). The two terms in the second amplitude are represented as plots (a) and (b) in the left panel
of Fig. 12. Because gel only serves as an overall normalization and does not affect the shape of the
DD¯∗ invariant mass distribution, the GΛ(E)CD term can be fixed from fitting to the DD¯∗ invariant
mass distribution in the near-threshold region where the approximation of the rescattering as a constant
contact term, CD, is valid (which is the leading term in the nonrelativistic expansion). On the contrary,
the GΛ(E)CX term cannot be fixed because of its interference with gin. Once GΛ(E)CD is fixed from
10The approximation works only when no nearby singularity is present. The subtlety due to a TS from the D1D¯D
∗
triangle diagram will be addressed in Section 6.
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fitting to the data using the one-loop amplitude, one can compare the one-loop result with that from
two loops shown as (c) in the left panel of Fig. 12,
gel [1 +GΛ(E)CD +GΛ(E)CDGΛ(E)CD] . (43)
If the difference is small, the perturbative treatment using amplitude up to the one-loop level would be a
valid approximation; otherwise, it implies that the one-loop coupled-channel model is not self-consistent.
Such a comparison was performed in Ref. [232] by fitting to the the BESIII data for both the (DD¯∗)−
invariant mass distribution of e+e− → pi+(DD¯∗)− [220] and the J/ψpi− invariant mass distribution of
e+e− → pi+pi−J/ψ [31], both of which were measured at the e+e− c.m. energy Ecm = 4.26 GeV. The
data can indeed be well described using Eq. (41). The best fit to the data for the former process is
shown as the solid curve in the right panel of Fig. 12, together with the BESIII data. Using the same
parameters, the tree-level, which simply gives the shape of the phase space, and the two-loop, from
Eq. (43), results are depicted as the dotted and dashed curves, respectively. The two-loop curve has a
much sharper peak, largely deviating from the one-loop curve. This indicates that the DD¯∗ → DD¯∗
interaction determined in this way is nonperturbative, i.e., GΛ(E)CD = O (1), in the near-threshold
region. In fact, resumming the DD¯∗ two-point bubbles up to infinite orders by gel/ [1−GΛ(E)CD]
generates a pole in the vicinity of the DD¯∗ threshold. That is to say, if the coupled-channel effects can
be described by considering only the DD¯∗ two-body rescattering, the narrowness of the near-threshold
peak in the DD¯∗ invariant mass distribution demands the DD¯∗ interaction to be nonperturbative. If
we force the interaction to be perturbative by hand, a narrow near-threshold peak cannot be produced
in the DD¯∗ channel. The result obtained by requiring |GΛ(E)CD| = 1/2 at the DD¯∗ threshold is
shown as the dot-dashed (blue) curve in the right panel of Fig. 12. Notice that here the data in the
inelastic channel, e+e− → pi+pi−J/ψ for the Zc(3900), are not enough to determine the DD¯∗ → J/ψpi
rescattering strength because it cannot be disentangled from the direct production gin in the first
amplitude in Eq. (41).11
In a modified version of the threshold cusp model of Refs. [221, 222], both the inelastic (J/ψpi, hcpi)
and elastic (DD¯∗, D∗D¯∗) decay modes were considered for the Zc(3900) and Zc(4020) [226]. A Gaussian
form factor as that in Eq. (40) was used for all the vertices, including the tree-level ones. It was found
that the data of the J/ψpi and DD¯∗ energy spectra for the Zc(3900) and the D∗D¯∗ and hcpi energy
spectra for the Zc(4020) could be well fitted. However, the fitting quality depends crucially on the
cutoff parameter in the Gaussian form factor, and it was set to 0.2 GeV (for fitting to the DD¯∗ data)
and 0.3 GeV (for the other channels).12 Such a value is too small in the sense that the form factor
already drops dramatically at an energy 20 to 30 MeV above the threshold (Λ2/(2µ) ' 20 to 45 MeV),
and a peak with a width of this order would be produced with solely such a form factor without further
dynamics. Were this true, one should expect similar peaks at all S-wave thresholds, in contradiction to
observations.
Therefore, we conclude that, if there is no other nearby singularity, a narrow pronounced near-
threshold peak cannot be produced just by a threshold cusp. It is more likely produced by a nearby
pole in the unphysical Riemann sheet (with respect to the elastic channel) of the complex energy
plane as a result of the involved strong interaction dynamics. It was suggested in Ref. [239] that the
Zc(3900) and Zc(4020) correspond to virtual state poles in the I = 1 DD¯
∗ → DD¯∗ amplitude, which
may be located a few tens of MeV below the corresponding thresholds, and a multi-channel fit using a
nonrelativistic formalism with unitarity built in Refs. [240, 241] to the Belle data suggests the Zb(10610)
to be a virtual state and the Zb(10650) to be a resonance.
11This is different from the case of K± → pi±pi0pi0 where the two channels pi0pi0 and pi+pi− are related to each other
via isospin symmetry. There is no symmetry connecting gin to gel in this case.
12In Ref. [236], a Gaussian form factor multiplied by the phase space was used to fit to the Belle data of the DD¯ and
D∗D¯∗ energy spectra [237], and the ΛcΛ¯c energy spectrum [238] was fitted using the Y (4660) multiplied by a Gaussian
form factor.
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It is worthwhile to notice that in the above discussion, we have assumed that the production vertex
(the Y → piDD¯∗ vertex gel in the considered example) does not have any nontrivial structure. In fact,
for the Zc(3900) and Zc(4020) cases, the situation is more complicated because the production processes
can proceed through triangle diagrams. The presence of TSs [119, 123], which are a few tens of MeV
away, makes the problem more complicated. This tricky issue will be addressed in Section 6.1.1.
Here we want to briefly comment on the lattice results by the HALQCD [242, 243] which suggest
that the Zc(3900) is a threshold cusp due to strong channel coupling. In these calculations, the piJ/ψ,
ρηc and DD¯
∗ coupled-channel potentials were derived from lattice QCD using the HALQCD method
with unphysical pion masses between 410 and 700 MeV. The potential was then put into the Lippmann–
Schwinger equation, and a virtual state pole far from the physical region was found. We will not discuss
their method, but only point out that the obtained DD¯∗ invariant mass distribution is too broad
to account for the BESIII double D-tagged data with little background at Ecm = 4.26 GeV [244].
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Improved results with the physical pion mass would be useful to shed light into the nature of the
Zc(3900) structure.
More charged charmonium-like and bottomonium-like structures as threshold cusps at the thresholds
of a pair of ground state heavy mesons were predicted in Refs. [245–247]. From the above discussion,
it becomes clear that it is unavoidable to have cusps at these thresholds as long as the intermediate
particles can couple to the final states in an S wave. However, how strong the cusps are depends
on detailed dynamics, and the cusp could be rather dramatic if there is a nearby pole. In fact, a
nice showcase of this point is provided by the well-established scalar meson a0(980). The recent high-
statistics data from BESIII of the χc1 → ηpi+pi− process have a peak with a prominent cusp structure
at the KK¯ threshold in the piη distribution [248]. This sharp cusp structure is a result of the nearby
a0(980) resonance which strongly couples with the KK¯ channel [248, 249].
Let us also mention a near-threshold structure observed in the light meson sector. The BES
Collaboration observed a resonance called X(1835) in the pi+pi−η′ invariant mass distribution of the
J/ψ → γpi+pi−η′ decay [250], which was confirmed later at BESIII [251]. This structure is just below
the pp¯ threshold, and might be related to the threshold enhancement in the pp¯ final states observed
in Refs. [227, 252]. In fact, in the updated BESIII measurement, at the right shoulder of the X(1835)
peak an abrupt drop is seen around the pp¯ threshold in the pi+pi−η′ invariant mass distribution [253].
The drop is likely due to the opening of the pp¯ threshold. If the events are divided into narrower bins,
there should be a visible cusp exactly at the pp¯ threshold, and a closer look at the immediate vicinity
of the pp¯ threshold can shed important light into the pp¯ interaction (see Refs. [254–260] in this context;
for a review of earlier works on the low-energy NN¯ interaction, we refer to Ref. [261]).
3.3 Threshold cusps in the quark mass dependence
In lattice QCD calculations, the quark masses as parameters can be tuned. Although many calculations
nowadays are being performed with light (up and down) quark masses around their physical values,
there are still lots of calculations done with much larger light quark masses to reduce the computational
cost. Such a feature should not be regarded as purely a disadvantage as varying the quark masses
can lead to new insights into the internal structure of hadrons, see, e.g., the discussions on the pion
mass dependence of the f0(500) and the ρ resonances (varying the up and down quark masses can
be recast into varying the pion masses by virtue of the Gell-Mann–Oakes–Renner (GMOR) relation
M2pi ∝ mu + md [262]) in Ref. [263], and the suggestions that the pion and kaon mass dependence can
be used to investigate the role of the D(∗)K meson pairs in the D∗s0(2317) and Ds1(2460) [264–266].
Pions and kaons are the pseudo-Nambu–Goldstone bosons of the spontaneous breaking of the ap-
proximate chiral symmetry in QCD, SU(3)L×SU(3)R →SU(3)V . As a result, their masses squared are
13The DD¯∗ data used for comparison in Refs. [242, 243] have a large background that were yet to be subtracted.
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proportional to the light quark (up, down and strange) masses at leading order (LO) of the chiral expan-
sion (GMOR relation). In contrast, the mass of a hadron other than these pseudo-Nambu–Goldstone
bosons is linear in light quark masses at LO, i.e., mh = m˚h + cmq, where m˚h is the hadron mass in the
limit of mq = 0 and c is a coefficient. In general, hadrons in different SU(3) multiplets have different
values of c. As a result, when the quark masses are varied, the mass of a hadron (A) may coincide
with the threshold of a hadron pair (B and C) to which it couples. For instance, by equating the ρ
meson mass mρ(Mpi) = m˚ρ + c1M
2
pi to 2Mpi with the coefficient fixed from the mass difference between
ρ and K∗, c1 = (mK∗ − mρ)/(M2K −M2pi) = 0.51GeV−1, it can be easily estimated that the ρ meson
mass coincides with the pipi threshold at Mpi ' 400 MeV [267], which is consistent with the results from
unitarized chiral perturbation theory [263, 268]. Let us start from the situation that A is heavier than
the B + C threshold. Then A can decay into B + C and the c.m. momentum of the decay product is
given by
1
2mA
√
[m2A − (mB +mC)2] [m2A − (mB −mC)2]. (44)
Then one can conclude that the Mpi value at which mA(Mpi) = mB(Mpi) + mC(Mpi) is a branch point
of the complex Mpi plane. Similar to the threshold cusp we discussed above in the energy distributions,
there should also be a cusp in the quark mass dependence (or pion and/or kaon mass dependence) of
physical quantities at the point when a hadron becomes unstable relative to a given channel. To the
best of our knowledge, such a singularity was first explored in Ref. [267], and cusps were found in the
pion mass dependence of the squared pion charge radius and the derivative of the ρ meson mass with
respect to Mpi.
Such a nontrivial quark mass dependence needs to be considered in the chiral extrapolation of
physical observables evaluated at large quark masses in lattice QCD. And it could provide new insights
into the nature of the involved hadrons. The 2P charmonium states provide a good example. Among
the four 2P states (χcJ(2P ) with J = 0, 1, 2 and hc(2P )), only the candidates of χc0(2P ) and χc2(2P )
have been found, corresponding to the χc0(3860) [269, 270]
14 and the χc2(3930) [272, 273]. The χc1(2P )
has the same quantum numbers as the X(3872). In addition, the puzzling X(3915) [274] might also
be related to the 2P charmonia. There are suggestions that these observed structures originate from
the 2P states whose mass spectrum gets shifted because of their coupling to the charm and anticharm
meson pairs, see, e.g., Refs. [275–277]. The quark mass dependence can be used to study this issue. For
that, one needs to pay attention to the “threshold” cusps when the charmonia become unstable from a
stable particle along decreasing the light quark mass.15 The behavior has been predicted in Ref. [278],
shown in Fig. 13. It is worthwhile to investigate whether the cusp behavior can be used to extract the
corresponding coupling strength, similar to the extraction of scattering lengths discussed in Section 3.1.
4 Triangle singularities
Before we claim the experimentally observed resonance-like structures are genuine particles, such as
multi-quark states or molecular states, it is necessary to investigate some other possibilities. An in-
triguing character of the recently discovered XY Z states is that many of them are located close to
14Note that the data statistics is rather low and the structure is broad, so that the observed DD¯ invariant mass
distribution can be easily fitted with different assumptions including the one without a resonance around this mass [271].
Note also that the χc2(3930) was not taken into account in the analysis of Ref. [270], which might be reason that the
central value of the extracted χc0(3860) mass is higher than that obtained in Ref. [269] from fitting to the Belle and
BABAR data for γγ → DD¯ [272, 273].
15Since a charm meson contains both charm and light quarks, the quark mass dependence of its mass should be stronger
than that of a charmonium. Thus, at sufficiently large light quark mass, the open-charm meson masses would be large
enough so that the charmonium would not be able to decay into a pair of charm mesons. Decreasing the light quark
mass, the charmonium mass may become larger than the open-charm meson threshold.
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Figure 13: Left: Pion mass dependence of the mass shifts of the 2P charmonia induced by
charmed meson loops. Right: Pion mass dependence of the partial widths of the hindered
M1 transitions between the 2P charmonia. Cusps happen when the 2P charmonium masses
coincide with the thresholds of charmed meson pairs. The plots are adapted from Ref. [278].
two-particle thresholds. This is the reason why many of these structures are regarded as the candidates
of hadronic molecules in many papers (for a review, see [49]). However, phenomenologically whether
and which heavy flavor hadrons can form bound states is usually a model-dependent and fine-tuning
problem. It is also a difficult problem for lattice QCD if the binding energy is small so that a large
lattice size is needed to properly compute the system. On the other hand, the signal of some of these
resonance-like structures may contain important (or even be dominated by) kinematic TS effects, which
result from the rescattering processes with three particles in the intermediate state. The kinemati-
cal singularities of the rescattering amplitudes will behave themselves as bumps in the invariant mass
distributions, and usually these singularities stay close to the pertinent thresholds. This implies the
possibility of a non-resonance explanation for some peaking structures which would otherwise be due
to exotic hadrons.
The possible manifestation of the TS of S-matrix elements was already noticed in the 1960s and
theoretical attempts were made to try to clarify whether some resonance-like structures were caused by
the kinematic singularities or they were genuine resonance peaks. The so-called Peierls mechanism was
proposed in 1961 [71], which suggested that peaks could be produced from a triangle diagram without
a genuine resonance. The original Peierls mechanism was proposed to study ∆pi → ∆pi reaction by
exchanging a nucleon. Since the initial state must come from some short-distance source, the triangle
diagram entered the game with the process corresponding to m1 = mC = m∆(1232), m2 = mB = mpi
and m3 = mN in Fig. 14. But in such a kinematic configuration the TS of the scattering amplitude in
mA does not lie on the physical boundary, or in other words, the singularity is located on the wrong
Riemann sheet which is far away from the physical region [72, 279–281]. The location of the singularity
is schematically shown as point R′ in Fig. 15, whose path to the physical region is much longer than
that of point R just below the cut on the second Riemann sheet (a detailed discussion on how one can
test whether the singularity is on the physical boundary or not is given below in Section 4.1). Therefore,
the original Peierls mechanism actually does not work.
The singularity can be located on the physical boundary in the modified and inverted Peierls mech-
anisms [74, 282–284] (the paper by Schmid [74] contains a clear review of various versions of the Peierls
mechanism). In the modified Peierls mechanism [74, 282], the restriction of m1 = mC in the original
Peierls mechanism is released. It focuses on the singularity effect in the distribution of mA, i.e., the
invariant mass of the initial state, with mC fixed around the threshold (m2 + m3). While the inverted
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Figure 14: A triangle diagram for the reaction from A to B and C. The two vertical dashed
lines denote the two relevant cuts discussed in Section 4.1.
Peierls mechanism [283] focuses on the singularity effect in the distribution of mC , i.e., the invariant
mass of the final state, with mA fixed near the threshold (m1 + m2). We will discuss the two cases
separately in the following sections. However, Schmid in Ref. [74] argued that for the single-channel
case the rescattering diagrams cannot produce obvious peaks in the Dalitz plot projections, even if the
rescattering amplitude possesses a TS on the physical boundary. For the elastic rescattering process, in
addition to the triangle diagram, there must also be a corresponding resonance-production tree diagram.
When it is added coherently to the triangle rescattering diagram, for which the TS dominates over the
non-singular part, the effect of the triangle diagram is nothing more than multiplying a partial wave
amplitude of the tree diagram by a phase factor. Therefore the singularities of the triangle diagram
cannot produce obvious peaks in the angle integrated invariant mass distributions, though it can leave
some footprint in the full Dalitz plot distribution [74]. This is the so-called Schmid theorem. But for the
reactions involving inelastic rescattering processes [129, 285, 286], the situation will be quite different
from the single-channel case discussed in Ref. [74]. A detailed discussion about the Schmid theorem
can be found in Section 4.4.
Most of those proposed observable effects induced by kinematic singularities in 1960s were lacking
experimental support at that time. Triggered by many new experimental discoveries in hadron spec-
troscopy, the importance of the kinematic singularity mechanism, especially the TS mechanism, was
rediscovered in recent years and used to interpret some phenomena related to exotic hadron candidates.
4.1 Physical picture of the triangle singularity
The threshold of a two-body channel is a square-root branch point (see Eq. (8)), and a cut can be drawn
from the threshold along the positive real s axis until infinity to make the square-root function single
valued in the whole Riemann surface. The cut divides the whole complex-s plane into two Riemann
sheets, as shown in Fig. 15. The physical region for an amplitude involving these two particles is the
domain where the particles can go on shell, and is given by the upper edge along the cut on the first
Riemann sheet, which is also called the physical Riemann sheet. It is continuously connected to the
lower edge along the cut on the second Riemann sheet.
It has been shown generally by Coleman and Norton that the Landau equations given in Eq. (20),
together with the requirement that αi ≥ 0 and all momenta are real, are the sufficient and necessary
conditions for the Landau singularities to be on the physical boundary [70], and the physical picture for
these conditions are that for a given Feynman diagram, the interactions at all vertices can happen as
classical processes in spacetime conserving energy and momentum, with internal particles on their mass
shell and moving forward in time. This is called the Coleman–Norton theorem. The physical picture
for the TS was discussed earlier in Ref. [287]; see also Refs. [288, 289] for discussions of the physical
region singularities.
Let us consider the triangle diagram shown in Fig. 14, which represents a reaction from the initial
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Figure 15: Structure of two Riemann sheets. The shaded area represents the first (physical)
sheet. The upper (lower) edge of the cut on the first sheet is continuously connected to
the lower (upper) edge of the cut on the second sheet. The dashed curve with arrows
schematically shows the path for a point R′ in the upper half plane of the second Riemann
sheet to affect the physical region.
state A to the final states B and C through a triangle diagram with intermediate particles 1, 2 and 3.
The external A, B and C are not necessarily single particles as long as the interaction at each vertex is
of short-distance. The physical picture for a TS to happen in the physical region is as follows. Consider
the rest frame of particle A.16 Particle A decays into particles 1 and 2 flying back to back, then particle
1 decays into particles 3 and B. Particle 3 moves in the same direction as particle 2 with a larger velocity
so that it can catch up with particle 2, and then particles 2 and 3 collide to form C in the final state.
During this process, all intermediate particles are on their mass shell so that they may propagate for
an infinite time if they are stable. This means that all of the three vertices represent processes that
can happen classically. This picture corresponds to that of the leading Landau singularity for the decay
region of y12 < −1, y23 < −1 and y13 > 1 with yij defined in Eq. (27), which we shall discuss.
In the following, we review the recent formalism of Ref. [160] where a physically intuitive equation
for TSs in the physical region was derived, and the physical picture becomes quite apparent in this
formalism.
Let us start from the scalar triangle loop integral
I(k) = i
∫
d4q
(2pi)4
1
(q2 −m21 + i) [(P − q)2 −m22 + i] [(q − k)2 −m23 + i]
, (45)
where the momenta have been labeled in Fig. 14. Since the TS happens when all particles are on shell,
one may focus on the positive energy pole part of each propagator, and write
I(k) ' i
Nm
∫
d4q
(2pi)4
1
[q0 − ω1(q) + i] [P 0 − q0 − ω2(q) + i]
[
q0 − k0 − ω3(~q − ~k ) + i
] , (46)
where Nm = 8m1m2m3, ω1,2(q) =
√
m21,2 + q
2 with q ≡ |~q |, ω3(~q − ~k ) =
√
m23 + (~q − ~k )2. Here we
have approximated ω1ω2ω3 by m1m2m3 for simplicity without affecting the singularity structure (the
expression without such an approximation can be found in Ref. [160]).
16See also Refs. [74, 286] for arguments in the 2 + 3 c.m. frame.
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Performing the contour integration over q0, Eq. (46) becomes
I(k) = − 1
Nm
∫
d3~q
(2pi)3
{[
P 0 − ω1(q)− ω2(q) + i 
] [
EC − ω2(q)− ω3(~q − ~k ) + i 
]}−1
= − 2
pi2Nm
∫ ∞
0
dq
q2f(q)
P 0 − ω1(q)− ω2(q) + i  , (47)
where EC = (m
2
A −m2B +m2C)/(2mA) is the energy of particle C in the rest frame of A. The two terms
in the curly brackets in the first line correspond to the two cuts shown as dashed lines in Fig. 14. The
function f(q) is given by
f(q) =
∫ 1
−1
dz
1
EC − ω2(q)−
√
m23 + q
2 + k2 − 2q k z + i  . (48)
The integral I(k) is a function of various masses and external momenta involved in the triangle diagram.
Here we choose to discuss the singularities in the variable mC . From Eq. (47), one needs to analyze the
singularity structure of double integrals with one over the magnitude of loop momentum l and the other
over z, the cosine of the polar angle. The integrands of both integrals have singular points. However,
a singularity of the integrand does not necessarily become a singularity of the integral. In the complex
plane of the integration variable, if the integration contour can be deformed to avoid the singularity,
the integral will be a regular function. There are cases that the contour cannot be deformed, and a
singularity develops: endpoint singularity and pinch singularity, see Section 2.1.
When particles 1 and 2 are on shell, the integrand of I(q) is singular, and we have
P 0 − ω1(q)− ω2(q) + i  = 0 , (49)
corresponding to the left cut in Fig. 14, which has two solutions
qon± ≡ ±
[
1
2mA
√
λ(m2A,m
2
1,m
2
2) + i 
]
. (50)
The one with the positive sign, qon− is irrelevant since it is outside the integration region of q. Here the
i  is kept explicitly, and it is essential in order to determine how the integral contour is pinched in the
complex-q plane.
The function f(q) has two endpoint singularities given by vanishing the denominator of its integrand
for z = ±1. That is when particles 2 and 3 are on shell and they move parallel or anti-parallel to each
other,
EC − ω2(q)−
√
m23 + q
2 + k2 ∓ 2q k + i  = 0 , (51)
corresponding to the right cut in Fig. 14. The minus (positive) sign corresponds to z = +1 (−1), and
the situation that the momentum of particle 2 is parallel (anti-parallel) to the the momentum of particle
C in the rest frame of A, respectively. The two endpoint singularities of f(q) then become singularities
of the integrand of I(q).
Equation (51) has four solutions. The two solutions for z = +1 are given by
qa+ = γ (β E
∗
2 + p
∗
2) + i  , qa− = γ (β E
∗
2 − p∗2)− i  , (52)
and the two solutions for z = −1 are given by
qb+ = γ (−β E∗2 + p∗2) + i  , qb− = −γ (β E∗2 + p∗2)− i  , (53)
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Figure 16: Different situations for the locations of the pertinent singularities of the I(k)
integrand. (a) and (d) are the cases without any pinching, (b) shows the case when qa+
and qa− pinch the integration path, which gives the two-body threshold singularity at mC =
m2 +m3, and (c) shows the case when the integration path is trapped between qon+ and qa−,
which gives the triangle singularity. Possible integration paths are depicted as dashed lines.
qon+ and qb−, which are outside the integration region, are not shown.
where
E∗2 =
m2C +m
2
2 −m23
2mC
, p∗2 =
√
λ(m2C ,m
2
2,m
2
3)
2mC
, (54)
are the energy and the magnitude of the three-momentum of particle 2 in the c.m. frame of the 2 + 3
system, respectively, β = k/EC is the magnitude of the velocity of the 2 + 3 system in the rest frame
of A, and γ = 1/
√
1− β2 = EC/mC is the Lorentz boost factor. The four solutions differ from one
another only by signs of individual terms, and thus correspond to the momentum of the intermediate
particle 2 in the rest frame of A in different kinematical regions.
Among the four solutions of Eq. (51), qb− is irrelevant for the integral over q in I(k) since it is
always negative (when  = 0). Furthermore, qb+ = −qa−, and thus only one of them can be in the
integration range from 0 to +∞ of q. The locations of the pertinent singularities of the I(k) integrand
in Eqs. (50), (52) and (53) are shown in Fig. 16. The sub-diagrams correspond to different kinematical
regions. When qb+ > 0, there is no singularity in the lower half of the complex-q plane as shown in
(d), and I(k) is regular in this region. The case for qa− > 0 is divided into three situations, shown as
(a), (b) and (c) in the figure. When the pole of the I(k) integrand at qon+ and the two logarithmic
branch points qa± take different values, the integration path can be deformed freely as long as it does
not hit any of these points. Such a situation is shown in diagram (a), and I(k) is analytic in the
corresponding kinematical region. Since qa− and qon+, qa+ are located on opposite sides of the real-q
axis, the integration path could be pinched between qa− and one of qon+ and qa+ or even both of them
simultaneously. Then the integration path cannot be deformed to avoid that point, and I(k) gets a
singularity. Diagram (b) shows the case for the pinching between qa− and qa+, and it is easy to see that
this can only happen when p∗2 = 0 or mC = m2 + m3. Thus, this gives the two-body threshold cusp
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at the threshold of particles 2 and 3, which is a square-root branch point. When the pinching happens
between qa− and qon+, as shown in diagram (c), the TS, which is a logarithmic branch point, develops.
Therefore, the condition for I(k) to have a TS in the physical region is given by [160]
lim
→0
(qon+ − qa−) = 0 . (55)
When there is a real solution of this equation, there is a TS in the physical region, and the solution gives
the location of the singularity in a chosen variable. If both qon+ and qa+ pinch the integration path with
qa− simultaneously, then the two-body threshold and the triangle singularity coincide at mC = m2 +m3.
Now let us consider the kinematical region where p2 = lim→0 qa− = γ(β E∗2 − p∗2) > 0. The
momentum of particle 3 in the rest frame of the initial particle p3 = γ(β E
∗
3 + p
∗
2), where E
∗
3 is the
energy of particle 3 in the c.m. frame of the 2 + 3 system, is positive as well. This means that particles
2 and 3 move in the same direction in that frame (noticing z = +1). In addition, the velocities of these
two particles in the same frame are given by
β2 = β
E∗2 − p∗2/β
E∗2 − β p∗2
, β3 = β
E∗3 + p
∗
2/β
E∗3 + β p
∗
2
, (56)
respectively. It is easy to see that p2 > 0 leads to
β3 > β > β2 , (57)
which means that particle 3 moves faster than particle 2 and in the same direction in the rest frame of
the initial particle A. This, together with the requirement that all intermediate particles are on their
mass shell, gives the condition for having a TS in the physical region. Thus, we get the physical picture
implied by the Coleman–Norton theorem [70] for the TS: the singularity is on the physical boundary if
and only if the diagram can be interpreted as a classical process in spacetime.
4.2 Kinematic variables for the physical region triangle singularity
From the above discussion, it is easy to find out the region of kinematical variables where a TS is on the
physical boundary. Let us consider the process in Fig. 14 with fixed values of mA, m2, m3 and mB, and
try to find out in which region m1 is for a singularity to be on the physical boundary. We start from
a large mass for particle 1 so that m1 > mA −m2. Apparently, particles 1 and 2 cannot go on shell.
Decreasing m1, particles 1 and 2 can be on shell when m1 = mA−m2, labeled as point E in the Dalitz
plot for the process A → B + 2 + 3 in the left panel of Fig. 17 (see also Chapter 4.13 in Ref. [290] for
a detailed discussion). At this point, particles 1 and 2 are produced at rest in the rest frame of A, and
particle 3 from the decay of particle 1 can definitely interact with particle 2 classically. Decreasing m1
further, particles 1 and 2 move back to back. On the boundary of the Dalitz plot, particles 1, 2 and 3
always move collinearly. On the solid (red) segment, particles 2 and 3 are parallel to each other (along
the same direction), and the velocity of particle 3 is still larger than that of particle 2 until point F in
the figure. At point F , they have the same velocity in the rest frame of A, and thus their total energy
is at their threshold. If m1 is decreased further, particle 3 would not be able to catch up with particle
2 any more. At points E and F , one has y23 = −1 and y12 = −1, respectively. As a result, only when
m1 is within the following range:
m21 ∈
[
m21low,m
2
1,up
]
, with m21low =
m2Am3 +m
2
Bm2
m2 +m3
−m2m3 , m21,up = (mA −m2)2 , (58)
there can be a TS on the physical boundary. In terms of the mass of C (the invariant mass of the 2 + 3
system), it is within the range
m2C ∈
[
(m2 +m3)
2,
1
m1
[
(m1 +m2)(m1m2 +m
2
3)−m2m2B
]]
, (59)
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Figure 17: Left: The Dalitz plot region for the process A → B + 2 + 3. The intersection
of the resonance band for particle 1, with a mass m1, with the Dalitz plot boundary (the
dashed circle) at point D produces singularities. The region when the singularity is on the
physical boundary is shown as a solid segment along the Dalitz plot boundary. The moving
directions of particles 2, 3 and B in the rest frame of A are also plotted. Right: Motion of
the solutions of Eq. (28), given in Eq. (61), in the complex plane of mC = M23. In order to
separate the trajectories from the real axis, a small negative imaginary part (−iΓ1/2) has
been given to the m1. Along the trajectories, only when located on the part between the
points E and F , the singularity is on the physical boundary (for Γ1 approaching zero). Point
F ′ denotes the pseudo-threshold mA −mB which is the end of the decay phase space. The
solid straight line along the real axis is the cut from the 2 + 3 threshold. The arrows show
the moving directions of the singularities with increasing the mass of the internal particle 1.
with the lower and upper limits corresponding to m1 = m1,low and m1,up, respectively. The range of the
invariant mass squared for particles 1 and 2 for the TS to be in the physical region is
m2A ∈
[
(m1 +m2)
2,m21 +m
2
2 +m2m3 +
m2
m3
(
m21 −m2B
)]
, (60)
with the lower and upper limits corresponding to m1 = m1,up and m1,low, respectively. For discussions
of such ranges, see, e.g., Refs. [73, 74, 101, 109, 128, 157, 159, 291].
Noticing that the above discussion assumes that the masses for all the particles are real, so if the
singularity is really in the physical region, the amplitude would be logarithmically divergent, which is an
infrared divergence because it happens when all particles are on-shell. This would not happen, because
for all the intermediate particles being on-shell, particle 1 must be able to decay into particles 3 and
B and gets a finite width. This width effectively adds a negative imaginary part to m1, which moves
the singularity off the real mC axis into the complex plane. As a result, the amplitude of the triangle
diagram is safely finite, and has a peak in the invariant mass distribution of M23 = mC (C can be
regarded as more than one particle; this is the inverted Peierls mechanism with inelastic rescattering)
because of the singularity.17 Such phenomena have been extensively discussed in the context of new
hadrons (see the rows labeled with “F” in Tables 1 and 2), and will be the focus of Section 6.
In the right panel of Fig. 17, we show schematic trajectories of the two solutions of Eq. (28) in the
17It is more proper to take into account the width of particle 1 using the spectral function method. However, it has been
shown in Ref. [281] that using a complex mass for the resonance leads to an appropriate approximation for calculating
the enhancement effects of the singularity near the physical region.
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complex plane of M23 = mC , corresponding to
y23,± = y12y13 ±
√
(y212 − 1)(y213 − 1), (61)
with the external momenta in the yij definitions being p
2
1 = M
2
23, p
2
2 = m
2
B and p
2
3 = m
2
A. Using the
Coleman–Norton theorem, one knows on which Riemann sheet of the complex mC plane, which has a
unitary cut starting from m2 + m3, the two solutions are located. Since the physical boundary is the
upper edge of the cut on the first Riemann sheet, which is continuously connected to the lower edge of
the cut on the second Riemann sheet (see Fig. 15), we can conclude that the y23+ branch (solid curve
in the plot) should always be on the second Riemann sheet. Then the segment from E to F , which is
separated from the real axis because a complex mass m1 − iΓ1/2 is used for particle 1, approaches the
physical real mC axis from below by decreasing Γ1. On the contrary, the y23− branch, whose trajectory
is shown as the dashed curve in the plot, is on the second Riemann sheet when it is above the real mC
axis, and it crosses the cut at point F ′, which is mA−mB, into the lower half-plane of the first Riemann
sheet. Thus, it is always far away from the physical region and would not cause any visible impact on
the physical amplitude.
One may also fix the invariant masses in the final state, mB and mC , and look for a TS in terms
of mA. Such a structure may mimic a resonance in the BC invariant mass distribution (the modified
Peierls mechanism but with inelastic rescattering).
For example, let us consider a triangle diagram with internal particles 1, 2 and 3 being K∗+, K− and
K+, respectively, and particle B being a neutral pion. Using Eq. (60), one readily finds out that the TS
is in the physical region for the K∗+K− invariant mass to be in the range [1385.3, 1435.0] MeV; using
Eq. (59), the singular range for the K+K− invariant mass is [987.4, 1025.9] MeV. One sees that the
singular range for the mK+K− covers the masses of the f0(980), a0(980) and φ. In fact, a few structures
around 1.42 GeV found in the f0(980)pi, a0(980)pi and φpi final states have been proposed to be due to
TSs. They are listed in Table 1, and will be briefly reviewed in Section 5.1.
In order to see the TS effects, in Fig. 18 we show the energy distributions induced by the scalar
triangle integral, see Eq. (45). For all the plots, the units are arbitrary, but the relative heights in
each plot are fixed. When the K∗+K− invariant mass is in the singular range given above, the K+K−
distribution has a sharp peak with a cusp at the threshold. Increasing the K∗ width reduces the height
(notice that the coupling constants are not considered; for a discussion of the interplay of the coupling
constant and the width of the internal particle, we refer to Ref. [292]), yet the peak keeps sharp. This is
because kaons are stable, and the K∗ width cannot smear the threshold peak at the K+K− threshold.
On the contrary, the TS induced peak in the K∗+K− distribution gets smeared by the K∗ width, see
Fig. 18 (b). The left shoulder of the solid (blue) curve in (b) has a K∗K¯ threshold cusp smeared by
the small width of 5 MeV, and such a structure becomes invisible when the K∗ width is much larger
than the distance between the K∗K¯ threshold and the TS location which is at about 1.412 GeV, see
the dashed (red) and dotted (black) curves.
Figure 18 (c) and (d) show the sensitivity of the triangle diagram induced structures on kinematical
variables. From plot (c), one sees that the cusp is more prominent when mK∗K¯ takes values in the
range for the TS to be in the physical region, which is the case for mK∗K¯ = 1.39 and 1.43 GeV.
Similarly, for the K∗K¯ invariant mass distribution, the peaks in the dashed (blue) and solid (red) are
more pronounced than those in the dotted (black) and dot-dashed (green) ones. This is because for the
former ones, mKK¯ is in the singular range while it is not for the latter. Interestingly, one can see that
the line shapes of the peaks are similar to that of a resonance parameterized in the Breit–Wigner form.
The sensitivity of the peaks on kinematical variables is a key feature for the TS, and can be used to
distinguish it from a genuine resonance.
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Figure 18: The absolute value squared of the scalar triangle loop integral with intermediate
particles 1, 2 and 3 being K∗+, K− and K+, and the external particle B being pi0 (in
arbitrary units). For the K∗+ width taking three different values, (a) shows that structures
in the K+K− invariant mass distribution for mK∗+K− = 1.42 GeV, and (b) shows the
structures in the K∗+K− distribution for mK+K− = 0.99 GeV. Fixing the K∗+ width to
50 MeV, (c) shows the K+K− distributions for mK∗+K− fixed at a few chosen values, and
(d) shows the K∗+K− distributions for mK+K− fixed at different values.
4.3 Argand plot
The Argand plot, the parametric plot of the real and imaginary parts of the reaction amplitude with
the variation of energy, gives the phase motion of the amplitude around a resonant peak (see, e.g.,
Ref. [58] for an elementary textbook). Normally, a circular rotation in the counterclockwise direction
along with the energy increase is associated with a resonance, and is often regarded as its signature.18
Argand plots have been used to extract resonances from the pion-nucleon scattering in the 1960s and
1970s [293]. Recent developments from the experimental side enable us to access the Argand plots in
various reactions in the heavy-hadron sector. For example, the Argand plots of the ψ′pi, J/ψp, and D0p
distributions were presented recently by the LHCb Collaboration in Refs. [35, 134, 294], respectively.
To see the Argand plot in the presence of a TS, we again take the example of the triangle diagram
with the internal particles 1, 2 and 3 being K∗+, K− and K+, respectively, and particle B being a
neutral pion (notice that only the masses of the particles are used here, and the other properties like
the P -wave coupling of K∗ → piK, which are not important to see the TS properties below, are not
considered). We take a value for each of the K+K− and K∗+K− in their respective singular regions and
vary the other one. For the case with mK∗+K− = 1.42 GeV and varying mK+K− , the real and imaginary
18As pointed out in Ref. [157], such a counterclockwise motion of the Argand plot can also be reproduced with a simple
two-body rescattering model like Eq. (41), but with an unclosed circle.
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Figure 19: Phase motion of the scalar three-point loop integral I(k) for the intermediate
states being (1, 2, 3) = (K∗+, K−, K+) and the external particle B being the pi0. (a) shows
the real and imaginary parts as functions of mK+K− for mK∗+K− = 1.42 GeV; (c) shows the
real and imaginary parts as functions of mK∗+K− for mK+K− = 0.99 GeV; (b) and (d) are the
Argand plots obtained by varying mK+K− (with mK∗+K− fixed at 1.42 GeV) and mK∗+K−
(with mK+K− fixed at 0.99 GeV), respectively. The two vertical dotted lines in (a) and (c)
denote the K+K− and K∗+K− thresholds, respectively. The K∗ width of 50 MeV is taken
into account by replacing m2K∗ in the K
∗ propagator with m2K∗ − imK∗ΓK∗ .
parts of the scalar three-point loop integral I(k) in Eq. (45) and the Argand plot are shown in Fig. 19
(a) and (b), respectively, and those for mK+K− fixed at 0.99 GeV with varying mK∗+K− are shown in
Fig. 19 (c) and (d).
In plot (a), the energy of the prominent cusp in both the real and imaginary parts corresponds to
the K+K− threshold. In fact, the imaginary part reaches its maximum at an energy about 1 MeV
higher than the threshold, corresponding to the location of the TS. The threshold cusp also shows
up in the Argand plot in Fig. 19 (b). As can be seen, the counterclockwise motion with increasing
energy, which is normally associated with a resonant state, is captured by I(k) while the shape looks
deformed compared with the Breit–Wigner case. In the K∗+K− distribution in plot (c), the threshold
cusp is smeared out due to the K∗ width, and consequently the corresponding Argand plot is smooth,
mimicking the resonance behavior.
In Refs. [114, 135, 139, 156, 295, 296], the Argand diagram of various amplitudes with triangle
diagrams are considered. In these works, it is found that the resonance-like behavior of the Argand
diagram can be simulated by the specifically chosen triangle loop with a TS. In particular, the analysis
of the COMPASS data on the a1(1420) structure [96] by introducing either a resonance or a triangle
diagram with a nearby TS [296, 297] is a nice showcase for that the Argand plot is generally not able
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Figure 20: (a) a triangle loop diagram with a rescattering of 23→ 23, and (b) a tree diagram
with the same particles in the final state.
to distinguish a resonance from TS effects, as expected from plot (d) in Fig. 19. In the COMPASS
amplitude analysis, it is found that these two scenarios can fit to the data with a similar quality, and
the TS effects interfering with a background can perfectly reproduce the measured counterclockwise
circular Argand plot, just like the one with a resonance plus a background [97, 298].
4.4 Schmid theorem and Dalitz plot distribution
For the discussion on the Schmid theorem [74], let us consider the process shown in Fig. 20 (a) where
particles 2 and 3 involved in the triangle loop rescatter from each other and give the same particles
in the final state.19 In this case, the tree diagram with the same final state shown in Fig. 20 (b) also
contributes, and the contribution is not negligible in general. The Schmid theorem claims that the
logarithmic singularity of the triangle loop, T(loop), is absorbed into the phase of S-wave projected part
of the corresponding tree amplitude T
(l=0)
(tree) for particles 2 and 3 up to regular terms:
T
(l=0)
(tree) + T(loop) ∼ S23 T (l=0)(tree) , (62)
with S23 being S-matrix element of the 2+3→ 2+3 process. Here, we use∼ to mean that this holds only
when the logarithmic singular part dominates over the regular part for the loop contribution. Hence,
the loop contribution cannot be observed in the 2 + 3 invariant mass distribution once the 2 + 3 angle
integration is performed. One can understand it intuitively with the classical picture of the process:
without channel coupling, the amount of particles 2 and 3 produced at the tree level cannot be changed
by the rescattering of 2 + 3→ 2 + 3, and only their angular distribution is changed. Hence, particularly
the angle independent S-wave part T
(l=0)
(tree) is not altered by such a rescattering up to an overall phase.
To see it more clearly, the phase space of the A→ B+2+3 process is useful (see Fig. 21 for a schematic
figure). While the three particles are on shell in the whole region, the collinear condition for the TS as
discussed in Sec. 4.1 restricts the TS location on the phase space boundary. With the angle θ between
~k and ~q in the 2 + 3 c.m. frame, the invariant mass of the 3 + B pair, M3B, is written as
M23B = m
2
A +m
2
2 − 2E˜AE˜2 + 2p˜Ap˜2 cos θ, (63)
where the energies and momenta with tilde are the quantities in the 2 + 3 c.m. frame. Then, the TS
condition of cos θ = 1 in the 2 + 3 c.m. frame [286] constrains the region of TS on the upper-half arc of
the phase space boundary in Fig. 21; the condition that the particles 1 and B are parallel in the particle
A rest frame restricts the region to the upper-left arc of the phase space boundary in Fig. 21 (see also
the left panel in Fig. 17). The allowed ranges of M223 and M
2
3B in order that the TS appears are written
19We consider the case where all of the vertices are scalar, and the coupling constants gA,12 and g1,3B are set to one
for simplicity.
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Figure 21: Schematic picture of the Dalitz plot with a tree and TS contributions. The hori-
zontal and vertical axes are M223 and M
2
3B, respectively. The horizontal solid line corresponds
to the band of particle 1 from T(tree), and the vertical dashed line to the band of the TS from
T(loop).
as follows [160] (see Eqs. (59) and (58), respectively):
M223 ∈
[
(m2 +m3)
2,
mAm
2
3 −m2Bm2
mA −m2
+mAm2
]
, (64)
M23B ∈
[
m2Am3 +m
2
Bm2
m2 +m3
−m2m3, (mA −m2)2
]
. (65)
The on-shell condition of particle 1 is M3B = m1. Then, the point of the TS is the upper-left arc of the
boundary crossing with the line M3B = m1, which is point P in Fig. 21. Then, the sequential decay of
A→ 1 + 2 with 1→ 3 + B following the rescattering of 2 + 3→ 2 + 3 can proceed classically at point
P , and the final rescattering redistributes the events at point P along with the vertical line crossing it
(the vertical dashed line in Fig. 21). The validity and limitation of Schmid theorem have been studied
in Refs. [75, 129, 285, 286, 299].
Let us take a look at the triangle-loop amplitude in Fig. 20 (a). With the Cutkosky cutting for-
mula [300], the discontinuity of T(loop) across the 2 + 3 cut is given by (here we define s = M
2
23)
T(loop)(s+ i)− T(loop)(s− i) = 2iρ23(s)T (l=0)(tree) (s)T ∗23(s), (66)
where ρ23(s) is the phase space factor of the 2 + 3 pair, T23 is the 2 + 3 scattering T -matrix in an S
wave, and T
(l=0)
(tree) (s) is the S-wave projection of the tree-level amplitude for the t-channel exchange of
particle 1, whose expression can be found in Refs. [81, 98]. The singularity of T(loop) in the physical
region corresponds to that of the S-wave projected tree-level amplitude T
(l=0)
(tree) . One should note that
this discontinuity does not coincide with the imaginary part of T(loop) multiplied by 2 i, and it is a
complex function in general as stressed in, e.g., Ref. [128]. Now, we focus on the S-wave projected
tree-level amplitude in the 2 + 3 c.m. frame. In this frame, taking only the positive energy pole, the
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tree-level amplitude for the S-wave projection T
(l=0)
(tree) is written as
T
(l=0)
(tree) (s) =
1
2
∫ 1
−1
d cos θ T(tree) ∼ 1
4kl
log
(
E˜A − ω1(k − q)− ω2(q) + i
E˜A − ω1(k + q)− ω2(q) + i
)
, (67)
where ω1(k±q) =
√
m21 + (k ± q)2 and ω2(q) =
√
m22 + q
2. Hereinafter, the amplitude T(tree) apart from
its S-wave part is denoted by T
(l 6=0)
(tree) . Thus, in the S-wave part of the tree-level amplitude, Eq. (67),
logarithmic singularities appear at E˜A − ω1(k ± q)− ω2(q) + i = 0.
Using the discontinuity relation in Eq. (66) with a dispersion integral [74, 129], or evaluating the q
integral of Eq. (46) explicitly [286], as given in, e.g., Ref. [301] with the nonrelativistic reduction, the
most singular part of T(loop) is given by (note the sign difference from Ref. [286] due to the choice of
convention)
T(loop) ∼ i qon
4pi
√
s
T
(l=0)
(tree) T23(s), (68)
with qon =
√
λ(s,m22,m
2
3)/(2
√
s). Then the sum of the S-wave projected tree-level amplitude T
(l=0)
(tree)
with the triangle-loop contribution T(loop) can be written as
T
(l=0)
(tree) + T(loop) ∼
(
1 +
i qon
4pi
√
s
T23(s)
)
T
(l=0)
(tree)
= ηe2 i δ23T
(l=0)
(tree) , (69)
where the 2 + 3 scattering T -matrix is written as
T23(s) =
8pi
√
s
2 i qon
(
ηe2iδ23 − 1) , (70)
with η and δ23 being the inelasticity and scattering phase shift for the S-wave 2 + 3→ 2 + 3 scattering,
respectively (see Eq. (35) with L = 0). Then, the projection of the Dalitz plot onto the M23 direction
is, with Eq. (69), written as follows:
dΓA→B23
dM23
∝
∫ 1
−1
d cos θ
∣∣T(loop) + T(tree)∣∣2 = ∫ 1
−1
d cos θ
(∣∣∣T(loop) + T (l=0)(tree) ∣∣∣2 + ∣∣∣T (l 6=0)(tree) ∣∣∣2) (71)
∼
∫ 1
−1
d cos θ
(∣∣∣ηe2iδ23T (l=0)(tree) ∣∣∣2 + ∣∣∣T (l 6=0)(tree) ∣∣∣2)
=
∫ 1
−1
d cos θ
(∣∣T(tree)∣∣2 − (1− η2) ∣∣∣T (l=0)(tree) ∣∣∣2) . (72)
Then, there is no correction from the triangle loop up to the phase exp(2iδ23) of T
(l 6=0)
(tree) when the 2 + 3
rescattering is completely elastic, i.e., η = 1. This is the original statement of the Schmid theorem in
Ref. [74]. On the other hand, the effect of inelasticity η 6= 1 shows up with a strength of 1−η2 [129, 286].
Here, we note that the M23 invariant mass distribution is given by the tree-level contribution,
dΓA→B23
dM23
∝
∫ 1
−1
d cos θ
∣∣T(tree)∣∣2 (73)
∼1

(4kq)−1
E˜A − ω2(q)
[
arctan
(
E˜A − ω1(k − q)− ω2(q)

)
− arctan
(
E˜A − ω1(k + q)− ω2(q)

)]
. (74)
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The terms in the square brackets give a finite value when the mass of particle 1 overlaps with the phase
space of the A→ B+2+3 decay (from point P to point Q in Fig. 21). Although the coefficient contains
a factor 1/ diverging more strongly than the logarithmic one in Eq. (67), the whole amplitude is in
fact finite once the coupling of particle 1 to particles 3 and B is taken into account.20 On the other
hand, the Dalitz plot distribution is given by
d2ΓA→B23
dM23BdM
2
23
=
1
(2pi)3
1
32m3A
∣∣∣T(loop) + T (l=0)(tree) + T (l 6=0)(tree) ∣∣∣2
∼ 1
(2pi)3
1
32m3A
∣∣∣ηe2iδ23T (l=0)(tree) + T (l 6=0)(tree) ∣∣∣2 . (75)
The interference term 2Re
[
ηe2iδ23T
(l=0)
(tree)T
(l 6=0)∗
(tree)
]
remains in the absence of the M3B, or equivalently the
cos θ, integration. Then, visible effects of the TS can be seen in the Dalitz plot even if η = 1. The
amplitudes T(loop) and T
(l=0)
(tree) are functions of M23 and they are independent of M3B, then the signal of
the TS would be seen as a uniform band of M23 in the Dalitz plot [129]. A schematic picture of the
Dalitz plot in the presence of a TS is shown in Fig. 21. It is found in Ref. [129] that even in the case
with a channel coupling 2 + 3→ 2′ + 3′ in addition to the elastic channel, the sum of the events of the
Dalitz-plot projections (the sum of the events with the 2+3 and 2′+3′ pairs in the final state) does not
exhibit the TS effect as a consequence of the probability conservation while the effect should be visible
in each individual channel. In Eq. (72), the coefficient of
∣∣∣T (l=0)(tree) ∣∣∣2, 1− η2, coincides with |S2+3→2′+3′|2,
the off-diagonal element of the S-matrix in the coupled-channel case.
In the derivation of the Schmid theorem, the energy region is restricted to that near the TS energy
to ignore the terms that are regular and finite compared with the logarithmically singular terms.21
However, due to the inevitable width of the internal particle (see the discussion in Sec. 4.2), the sin-
gularity is smeared and gives just a finite contribution. In such a case, the original Schmid theorem is
not applicable, and all the terms that emerge from the tree-level and triangle loop diagrams should be
taken into account in practice.
Here, as an example of the Dalitz plot and its projection, the case with (m1,m2,m3) = (1.6, 0.5, 0.2)
and (mA,mB,mC) = (2.154, 0.9,M23) (all units are in GeV) is considered. In this case, a singularity
appears at 0.8 GeV in the M23 distribution (see also Ref. [286]). The width of particle 1 is taken into
account by replacing m21 with m
2
1 − im1Γ1 (Γ1 = 0.05 GeV). For the 2 + 3→ 2 + 3 rescattering part, a
Breit–Wigner amplitude with an energy-dependent width is used,
T23 =
g223
m2R −M223 − iM23ΓR(M23)
, (76)
with ΓR(M23) = g
2
23qon/(8piM
2
23). Here, mR = 0.8 GeV is taken to coincide with the TS energy, and
the coupling constant g23 is fixed with ΓR(mR) = 0.05 GeV. Now, not only the S-wave part, the full
tree-level amplitude is included. In Fig. 22, the Dalitz plot with the tree-level only, the loop only, and
the sum of the tree-level and loop amplitudes are shown from left to right in order, and Fig. 23 shows
the effect of a TS on the Dalitz-plot projection onto the M23 distribution with a finite width of the
internal particle 1.
In the left (middle) panel in Fig. 22, a horizontal (vertical) band of the tree-level (triangle-loop with
a TS) contribution can be seen, and in the right panel the sum of the tree-level and loop contributions
exhibits visibly two bands. In the left panel in Fig. 23 for the Dalitz-plot projection to M23 with a tiny
Γ1, the curves of the tree-level amplitude and the sum of the tree-level and the triangle loop amplitudes
20Evaluating the coupling g1,3B from the width of particle 1 as g1,3B =
√
8pim21Γ1→3B/p3, the 1/ dependence is
canceled by  ∝ Γ1→3B from g21,3B , then dΓA→B23/dM23 becomes finite.
21As pointed out in Ref. [286], the Schmid theorem does not matter even in the zero-width limit of the internal particles
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Figure 22: The Dalitz plot in the M223–M
2
3B plane with the tree-level (left panel), triangle
loop (middle panel), and tree+loop amplitudes (right panel). Since only the relative weight
is important for Dalitz plots, we multiply each distribution by a factor of 105 to make the
values in the color bars not too small.
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Figure 23: The projection of the Dalitz plot on the invariant mass M23 with a small width
of particle 1, Γ1 = 10
−5 GeV (left panel), and with a finite width (right panel). In the plot
of the left panel, the loop contribution is multiplied by a factor of 103 for comparison.
completely overlap with each other, and the effect of the triangle loop is invisible in this figure. Note that
the contribution from the triangle loop (the blue dotted line in the left panel in Fig. 23) is multiplied by
a factor of 103 for comparison with that from the tree-level amplitude. On the other hand, the inclusion
of a finite width for the internal particle 1 changes the situation drastically: the tree-level and triangle
loop contributions can be of the same order, and the effect of the rescattering can be visible in the M23
distribution as shown in the right panel in Fig. 23.
In addition to the width effect of the internal particles and the complexity of the 2+3 rescattering, as
pointed out in Ref. [299], additional production mechanisms, for example, particle B is directly produced
from particle A, give another source of the violation of the Schmid theorem. Furthermore, some specific
features of the final-state rescattering amplitude can also provide corrections to the Schmid theorem as
discussed in Ref. [285] with examples.
Finally, we recall the Watson theorem for the final-state interaction [302], which states that the
phase of the single-channel final-state interaction amplitude coincides with the scattering phase shift of
because the tree amplitude diverges as 1/ while the triangle amplitude does as log() when the coupling g1,3B is not
considered: the triangle-loop amplitude just gives a vanishing contribution in the zero-width limit compared with the
tree amplitude. See also the discussion in Ref. [75].
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the final-state particles. Therein, the phase factor is exp(iδ23) instead of exp(2iδ23) in the TS case from
the Schmid theorem. As pointed out in Ref. [299], the Watson theorem holds only when the primary
production amplitude is real. In the case of the triangle diagram, the corresponding production part is
the tree-level amplitude from a resonance-exchange, which is complex and energy dependent.
4.5 How to distinguish kinematic singularities and resonances
Given that many of the newly observed candidates for exotic hadrons are beyond the expectation
from the conventional quark model, and that the experimental signals for some of them may contain
important contributions from, or even may be explained just by, kinematic singularities, it becomes
crucial to distinguish kinematic singularities from resonances.
Resonances are poles of the S matrix. Therefore, their locations are due to the underlying strong
interaction dynamics and fixed independently of the processes and channels. However, because of the
different couplings to various channels and the interference with backgrounds, their line shapes may
vary dramatically from case to case as already mentioned in the Introduction.
Kinematical Landau singularities because of the on-shell intermediate particles are normally branch
points of the S matrix.22 Therefore, their locations are not fixed by the dynamics but depend on the
masses of the involved particles. As already discussed, the location of a threshold cusp is fixed, but that
of a TS is determined by the masses of intermediate particles and the invariant masses of the external
ones. Yet, the strength of the singularities, i.e., how singular they behave in Dalitz plot distributions, is
dictated by the dynamics. It is normally difficult to judge whether an invariant mass distribution peak
is due to a resonance or due to a TS (if there is one in or close to the physical region). Nevertheless,
the following key features of TSs may be used to distinguish them from genuine resonances:
• Strong sensitivity to kinematic variables: The dependence of the TS location on kinematic vari-
ables means that the singularity induced peak position as well as the shape of the peak changes
along the variation of the external energies. For the study of a TS signal in the final state (in
the distribution of mC), one may vary mA, i.e., the energy of the initial particles (e.g., the c.m.
energy of the e+e− pair); then the TS induced peak is sharper when mA is within the range given
in Eq. (60), and less sharp otherwise. However, there should always be a cusp at the m2 + m3
threshold in the distribution of mC .
23 One example is given in Section 6.1.2. For the study of a
TS signal in the initial state energy (mA) distribution, one may divide the events into different
bins of mC . The peak in mA distribution should vary for mC in different bins, and it is more
prominent when mC is within the range given in Eq. (59). The dependence of the TS induced
peaks on the initial state energy mA and on mC can be seen from plots (c) and (d) in Fig. 18,
respectively.
• Quantum numbers: The existence of a TS is determined by the scalar triangle loop integral, and
thus does not depend on the orbital angular momentum for each vertex. However, for the TS
effects in the invariant mass distribution of a pair of internal particles, the logarithmic singularity
in the amplitude gets multiplied by a c.m. momentum (to a positive power) factor if the particle
pair is in a partial wave other than the S-wave. This factor weakens the singular behavior and
makes the peak much less sharp than the S-wave case, as can be seen from the explicit calculations
in Ref. [160] for the Pc. Consequently, the quantum numbers for a sharp TS peak are constrained
to those of the S-wave pair of the corresponding internal particles.
22One exception is given by the leading Landau singularity of the pentagon loop, which is a pole [163], see Section 2.4.
23Notice that C is normally more than one particle. Even if C is a resonance formed in the 2 + 3 rescattering, it must
be able to decay into lighter final state particles.
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• Schmid theorem for processes with interfering tree-level and triangle diagrams: As discussed
above, for processes with both triangle and tree-level diagrams, see Fig. 20, there is a subtle
interference between the triangle and tree-level contributions. As a result, if the widths of all the
internal particles are small such that the triangle diagram in the vicinity of the singular region
is dominated by the TS term, the sum of TS and the tree-level diagram is just the tree-level
diagram multiplied by a phase factor (for restrictions in the application of the Schmid theorem,
see Section 4.4). For such a case, there would be no TS induced peak in the projected invariant
mass distributions though the interference may leave an imprint in the Dalitz plot, see Fig. 22.
Thus, if a structure is presumed to receive important TS contribution, it would be valuable
to measure the process involving elastic rescattering between the internal particles (2 and 3 in
Fig. 20).
Apart from these, it is also important to search for the resonant structures in processes free of the
pertinent TSs. In this regard, reactions like the photoproduction and pion-induced production processes
are as indispensable as the e+e− and proton-(anti)proton collisions.
Next, we want to elaborate more on the first itemized point in the above. In terms of Eq. (59), one
can define a quantity to reflect the size of the kinematic region where the TS can appear on the physical
boundary (see the diagram in Fig. 14 for the particle labels), i.e.,
∆mC ≡
√
mAm
2
3 −m2Bm2
mA −m2
+mAm2 − (m2 +m3), (77)
which is just the difference between the two bounds in of mC given in Eq. (59), and describes the
difference between the TS position and the normal threshold m2 + m3. With the invariant mass mB
and the three internal masses fixed, when mA is equal to m1 +m2, ∆mC takes the maximal value
∆mmaxC ≈
m2
2m1(m2 +m3)
[
(m1 −m3)2 −m2B
]
. (78)
The above approximation is valid when m2[(m1 −m3)2 −m2B] m1(m2 +m3)2, which can usually be
satisfied in the realistic rescattering processes. From Eq. (78), one can see that the ∆mmaxC depends on
two factors, the internal mass ratio m2/[2m1(m2 +m3)] and the quantity [(m1 −m3)2 −m2B] which is
correlated to the phase space of particle 1 decaying into particles 3 and B.
Similarly, one can define another kinematic variable internal ∆mA for the TS in mA. When mC =
m2 +m3, the internal ∆mA is maximal,
∆mmaxA ≈
m2
2m3(m1 +m2)
[
(m1 −m3)2 −m2B
]
. (79)
Larger ∆mmaxA and ∆m
max
C indicate larger kinematic regions where the TS can emerge, which implies
that it would be easier to detect observable effects induced by the TS in experiments. Notice that as long
as the invariant mass mB and the internal masses m1,2,3 are fixed, ∆m
max
A and ∆m
max
C are determined.
Some typical triangle diagrams are shown in Fig. 24, and the corresponding ∆mmaxA and ∆m
max
C of these
diagrams are listed in Table 4. From Table 4, one can see that ∆mmaxA and ∆m
max
C of Fig. 24 (a) are
quite small. This is because the D∗ mass is very close to the Dpi threshold, leading to tiny values for
[(m1−m3)2−m2B] in Eq. (78) and Eq. (79). On the contrary, the phase space for K∗ decaying into Kpi
or D1 decaying into D
∗pi is much larger, therefore the ∆mmaxA and ∆m
max
C corresponding to Figs. 24 (b),
(c) and (d) are sizable. Among the four diagrams in Fig. 24, (b) has the largest ∆mmaxA and ∆m
max
C
because, besides the larger phase space factor, the internal mass ratios m2/m3 (= mD/mK) and m2/m1
(= mD/mK∗) are also relatively large.
Larger ∆mmaxA or ∆m
max
C also implies the possibility of observing the movement of the TS peak in
experiments by varying the kinematic configurations of the relevant rescattering process, which can
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Figure 24: Inelastic rescattering processes in 3-body decays via triangle diagrams. X de-
notes some specified initial state with the proper quantum numbers. The upper pion lines
correspond to particle B, and the lower external lines in the final states correspond to C in
Fig. 14.
Table 4: Kinematic intervals ∆mmaxA and ∆m
max
C for the corresponding Feynman diagrams in Fig. 24.
All values are given in units of MeV.
Fig. 24(a) Fig. 24(b) Fig. 24(c) Fig. 24(d)
∆mmaxA 0.089 96 49 16
∆mmaxC 0.087 62 38 15
serve as a criterion to distinguish the kinematic singularity from a genuine state as discussed above. For
instance, it should be important to investigate the dependence of the a1(1420) peak [96] on the pi
+pi−
invariant mass in the final state, which can be done by slicing the data into different bins of mpi+pi− . A
similar proposal was suggested in Ref. [101] to check whether the band around mφpi0 = 1.4 GeV in the
Dalitz plot for the J/ψ → pi0φη was due to a TS or a resonance [100].
One further example may be provided by the decay of B¯ → K¯K∗D(∗) → K¯D(∗)s pipi. This process has
access to the K∗D(∗) rescattering into D(∗)s pipi, which may be visualized by replacing X in Fig. 24 (b)
by an incoming B¯ and an outgoing K¯. This triangle diagram has sizable ∆mmaxA and ∆m
max
C . For this
four-body decay process, one may observe the movement of a peak in the D
(∗)
s pi distribution by varying
the invariant mass mA =
√
(pB − pK)2 in a certain range [109].
4.6 Amplitude analysis considering triangle singularities
When peaks in the energy distributions can be imitated by the TS, the amplitude analysis considering
the TS effects would be indispensable and necessary in order to extract reliable resonance parameters.
To the best of our knowledge, the pioneering work in the amplitude analysis with the TS effects taken
into account is Ref. [303]. In this work, the authors analyzed the data for the pp¯→ pi0pi0pi0 and ηηpi0 from
the Crystal Barrel Collaboration [304, 305] considering both two- and three-body final state interactions
in the dispersive framework. Although the extracted resonance parameters for the f0(980), f0(1335),
f0(1505) and f2(1270) did not change much using parametrizations with and without considering the
TSs, it was found that the production of the low-lying meson resonances, in particular the f0(980), was
enhanced by the TSs.
Recently, some studies were devoted in this direction in relation with exotic hadrons. The TS effects
may be tackled with by using an amplitude including the relevant triangle Feynman diagrams which
can be computed directly in the conventional method (in the nonrelativistic case, the expression for the
triangle loop integral is given in Appendix A) or using the LoopTools library [306]. This is the approach
employed in Ref. [140] which analyzed the BESIII data for the Zc(3900) by treating the charmed meson
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Figure 25: A + B¯→ 2 + 3 scattering via a triangle loop diagram.
loops nonrelativistically. A dispersive formalism for amplitude analysis taking into account TSs with
all S-wave couplings and spinless particles is discussed in Ref. [129], which has been applied in another
analysis of the data for the Zc(3900) in Ref. [126]. A coupled-channel formalism with the anomalous
threshold included was proposed recently in Ref. [307]. For detailed discussions of the tricky evaluation
of triangle diagrams in the dispersive formalism, we refer to Refs. [308, 309].
To focus on seeing how the TS is implemented in the formulation in Refs. [126, 129], a simplified
setup is considered here: the 2 + 3 → 2 + 3 amplitude is dominated by the S wave and the left-hand
cut of the amplitude is not considered. We consider the amplitude projected to the S wave, and the
indices for the partial-wave decomposition are suppressed in the following.
Moving particle B in the final state to the initial state and relabelling it as B¯, we consider the
two-body scattering of A + B¯ → 2 + 3 shown in Fig. 25 [here s = (p2 + p3)2 and t = (pA − p2)2].
Because all the particles in the loop should be on shell at the TS as we have learned in Sec. 4.1, the
singularity from the t-channel particle exchange in the A + B¯ → 2 + 3 scattering process needs to be
taken into account in addition to the unitary cut in s-channel. With the discontinuity of the 2 + 3 cut,
the dispersion integral gives an expression of the S-wave A+B¯→ 2+3 amplitude,Ms, with a manifest
2 + 3→ 2 + 3 elastic cut [128, 299]:
Ms(s) =
∫ ∞
sth
ds′
pi
C(s′)ρ23(s′)T ∗23(s
′)
s′ − s− i , (80)
with sth = (m2 + m3)
2 and ρ23(s) the two-body phase-space factor for particles 2 and 3. Here, the
i in the denominator is included to denote that the physical boundary is defined on the upper edge
(s+ i) of the cut on the first Riemann sheet. In this dispersion integral, the analytic property of C(s)
representing the primary A + B¯→ 2 + 3 transition is important. In the simple case in Fig. 25, this C(s)
is given by the S-wave projection of the t-channel exchange of particle 1 which has logarithmic branch
points:
C(s) =
1
4p˜Ap˜2
log
[
m21 − t(s, cos θ = −1)
m21 − t(s, cos θ = +1)
]
, (81)
with t(s, cos θ) = m2A +m
2
2 − 2E˜AE˜2 + 2p˜Ap˜2 cos θ. In terms of the s variable, they are given by
s± = m2A +m
2
B +
−(m2A +m21 −m22)(m21 +m2B −m23)±
√
λ(m2A,m
2
1,m
2
2)λ(m
2
1,m
2
B,m
2
3)
2m21
. (82)
The motion of the branch points as a function of the mass of the exchanged particle, m1, is shown in
Fig. 26 (see also Refs. [128, 310]). In the figure, s± corresponds to the branch point with cos θ = ±1 in
Eq. (81). The part of the figure around the threshold (m2 + m3) and pseudo-threshold (mA −mB) is
the same as that given in the right panel in Fig. 17. One sees a peculiar motion of the s− branch point
near point F corresponding to the 2 + 3 threshold. When m1 decreases, s− circles around the threshold
from the lower half plane to the upper half one without crossing the right-hand unitary cut. Between
point F and point E, which is the upper bound of the range in Eq. (59), the s− branch point under
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Figure 26: The motion of the branch point as a function of the particle-1 mass, m1 with a small
imaginary part being introduced for the plot. m1 increases in the direction of the arrows. The point
F corresponds to the 2 + 3 threshold. The solid (blue) curve s− crosses the real axis detouring around
the point F to avoid the integration contour, (sth,+∞), and it is always on the second Riemann sheet
with respect to this cut. Point E corresponds to the upper bound of the range in Eq. (59). The dashed
(green) curve is the trajectory of s+. When m1 decreases, it crosses the unitary cut from the second
Riemann sheet at mA−mB to the lower half plane of the first Riemann sheet. The two dotted vertical
lines label the threshold (m2 +m3) and pseudo-threshold (mA −mB).
the cut on the second Riemann sheet pinches the integration contour in Eq. (80) with s + i from the
above, leading to the TS on the physical boundary. This subtle interplay of the left- and right-hand
cuts is the origin of the singularity. In addition to the 2 + 3 → 2 + 3 rescattering, from the crossing
symmetry, the other three-body final state interactions where the particles B rescatters with particle
2 or 3 may also need to be considered. Further generalization of the scattering amplitude M with a
dispersive integral gives [126, 129],
M(s) = c(s) + T23(s)
∫ ∞
sth
ds′
pi
c(s′)ρ23(s′)
s′ − s− i , (83)
where c(s) comes from the projection of the t- and u-channel particle exchanges which contain the left-
hand-cut information as C(s) in Eq. (80). Thus, a general A→ B+2+3 decay amplitude that contains
TS effects can be constructed by demanding crossing symmetry, analyticity and unitarity [126, 129, 303].
In practice, the two-body transition amplitude, e.g., T23 here, needs to be parametrized. Depending on
the specific system, it can be done by using the Omne`s dispersive representation (e.g., Refs. [311, 312]),
the isobar model, the K-matrix formalism (e.g., Ref. [126]), or effective field theories (e.g., Ref. [140]).
Works to include the TS effects to the coupled-channel scattering can be found, e.g., in Refs. [146,
147] expecting that the triangle loop provides a characteristic energy dependence to the interaction
kernel. In these works, a particular attention was paid to the potential role of the TS in building up
hadronic molecules. More recently, a coupled-channel formalism including the effects of the anomalous
threshold was proposed in Ref. [307]. Therein, a generalized potential developed in Ref. [313], which
is basically constructed by partial-wave decomposition of the t- and u-channel exchange processes, is
used. Because the information of the left-hand cut is contained in the generalized potential and the
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right-hand cut is implemented by the dispersion integral with the generalized potential in the driving
term, the use of the generalized potential makes it possible to take into account the anomalous-threshold
effects in this formalism. While, actually, this approach faces a problem that the Schwarz reflection
principle cannot be satisfied in general, a minimal prescription to maintain the reflection principle and
the coupled-channel unitarity is proposed in the paper.
5 Triangle singularities in the initial state energy spectrum
In the following, we will review some processes among those listed in Tables 1 and 2 that have been
proposed to have significant contributions from TSs. Triangle singularities can be manifested as observ-
able effects in both the initial (A in Fig. 14) and final (C in Fig. 14) states. From the above discussed
sensitivity of the singular location on the kinematical variables, it is evident that the energies of the
initial and final states are intertwined in this consideration. There can be a peak in both the initial
and final state invariant mass distributions. In this section, we discuss the structures in the initial
state energy spectrum with the final state invariant mass fixed to a specific region (or value), which is
normally the mass of a resonance in the vicinity of the threshold of two intermediate particles.
5.1 Light mesons
The TS produced from the K∗K¯K loops has been pointed out in 1960s, which was used as an example
for the modified Peierls mechanism in the paper by Schmid [74]. Lots of discussions emerged in recent
years relating such TS effects to the signals for meson resonance candidates around 1.4 GeV, including
the η(1405/1475), the a1(1420), and the f1(1420), with the first coupled to K
∗K¯ in the P wave and the
latter two in the S wave. The works about the η(1405/1475) and the a1(1420) will be summarized in
the following subsections, and some other processes related to TSs in light-meson sector are summarized
afterwards.
5.1.1 η(1405/1475)
The BESIII collaboration reported their measurement of the radiative decay J/ψ → γη(1405/1475) in
the exclusive decay channel η(1405/1475)→ f0(980)pi → 3pi in 2012 [86]. It was found that the isospin
violation in this η(1405/1475) decay was anomalously large and could not be explained by the a0(980)–
f0(980) mixing. This abnormal phenomenon is explained in Ref. [87] which proposes that the TSs play
a crucial role to enhance the isospin-violating effects and the η(1405/1475) signal around 1.4 GeV in
the 3pi energy spectrum could be due to TSs. The kinematical conditions for the presence of TSs in
the physical region are well satisfied in the rescattering process, There are two kinds of triangle loops:
the ones with charged K∗+K−K+ and K∗−K+K− and those with the neutral strange mesons. The
difference between the charged and neutral loops contributes to this isospin breaking process. When
the pi+pi− invariant mass is outside the region between the K+K− and K0K¯0 thresholds, these two
contributions almost cancel with each other exactly. While between the thresholds, they do not; and
since the TS locations differ slightly, the isospin breaking receives a significant enhancement. Moreover,
as a result, the peak for the f0(980) receives contributions from both the f0(980) resonance and the TSs
(see Fig. 18 (a) for the TS peak generated by the charged K∗K¯K loop). It is sandwiched between the
charged and neutral KK¯ thresholds and is much narrower than that in isospin symmetry preserving
reactions.
A later detailed analysis suggests that the BESIII data for the η(1405/1475) structure may contain a
small contribution from the f1(1420) in the 3pi decay channel which can be disentangled by the angular
distributions of the neutral pion and the recoiled photon [89]. Similar analysis can be found in Ref. [88]
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where the two-body coupled-channel (pipi, KK¯ and piη) final state interactions were considered using
the chiral unitary approach.
Another puzzle concerning the η(1405/1475) is that the experimentally observed invariant mass
spectra for the η(1405/1475)→ a0(980)pi and the η(1405/1475)→ K∗K¯ + c.c. are different. The PDG
actually lists the η(1405) and the η(1475) as two individual states. However, considering that their
masses are close to each other and their decay modes are similar, whether they can be identified as a
single resonance is a long standing puzzle [39]. The TS mechanism suggests a solution that there is
only one state. Specifically, the decays of the resonance η(1405/1475) into the a0(980)pi or the f0(980)pi
can proceed via the K∗K¯K loops, whose TSs in the invariant mass of the initial state shift the peak
position of the genuine resonance.
Although the TS mechanism seems to be promising for understanding the puzzles related to the
η(1405/1475), it was argued in Ref. [90] that the non-zero width of K∗ in the loop integral could lead
to a significant suppression of the decay rate (see the comparison of the curves in Fig. 18 (a) assuming
various K∗ widths), and therefore the dominance of triangle diagrams in the isospin violating channel
might become questionable. The decay pattern of the η(1405/1475) with the K∗ width effects included
in computing the triangle diagrams was carefully reanalyzed in Ref. [91]. It was found that a self-
consistent description of the KK¯pi, ηpipi and 3pi decay modes for the η(1405/1475) could be provided in
the TS mechanism with the a0(980)–f0(980) mixing taken into account, leading to the conclusion that
the TS mechanism still played a decisive role in understanding the η(1405) and η(1475) puzzles. For a
detailed discussion on this issue and the relation between the η(1405/1475) with pseudoscalar glueball
candidates, we refer to Refs. [91, 314].
5.1.2 a1(1420)
A further support of the importance of TSs in the K∗K¯K triangle diagrams comes from the observation
of the a1(1420) by the COMPASS Collaboration [96] and the detailed analyses following that in Refs. [97,
98, 296–298]. The a1(1420) was reported in the P -wave (from the freed-isobar partial-wave analysis)
pif0(980), f0(980) → pipi channel in the pi−p → pi+pi−pi−p reaction (ppi = 190 GeV/c) [96, 97]. Various
models were proposed for the nature of the a1(1420). The authors of Ref. [315] explain the observation
using the Drell–Hiida–Deck mechanism [316, 317] assisted with resonant final state interactions, which
can lead to one a1 resonance to peak at different energies in the S-wave ρpi and P -wave f0(980)pi final
states. There are also works proposing the a1(1420) [318–324] to be a tetraquark resonance.
The possible understanding of the a1(1420) peak as a TS peak was discussed in Ref. [98],
24 followed
by Ref. [99]. As already discussed, the K∗K¯K triangle loops can produce a peak at about 1.4 GeV in the
pif0(980) channel. In Refs. [98, 99], the K
∗K¯ pair is produced from the broad a1(1260) in the S wave, and
the triangle loop is formed with a P -wave K∗ decay into piK and the f0(980) formation from the KK¯ pair
that finally give a P -wave pif0(980) in the final state. The decay of a
−
1 (1260)→ pi−ρ0 → pi−pi+pi−, the
dominant decay channel of a1(1260), was also calculated, and a good agreement with the experimental
result was found for the production strength relative to that via the f0(980)pi
−. More information about
the a1(1420) can be found in the recent review [297].
To clarify the nature of a1(1420), two models for the P -wave f0(980)pi production mechanism are
compared [296–298]: the production via a Breit–Wigner resonance with a mass of about 1.4 GeV for
the a1(1420), or via K
∗K¯K triangle diagrams with an a1(1260) resonance producing the intermediate
K∗K¯ pair. From these analyses, the COMPASS data can be fitted with comparably good quality with
these two models, and no significant difference could be claimed. In particular, the two models give
very similar Argand plots after considering the interference with backgrounds. Thus, further efforts are
required to reveal the nature of the a1(1420) peak. One possibility would be to check the variation of
24The connection of the a1(1420) to the TS effect was first pointed out by Qiang Zhao at the HADRON 2013 Conference
in Nara when the COMPASS data was first reported [325].
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the peak against varying the pi+pi− invariant mass. That is, if the a1(1420) peak is dominantly due to
TS effects, when the pi+pi− invariant mass moves away from the TS region (from the KK¯ threshold
to about 1.03 GeV [101] computed using Eq. (59)), which contains the f0(980) location, the peak
should decrease with a pace following the expectation from the K∗K¯K triangle loops (after considering
background contributions).
The study carried out in Ref. [103] suggests a possible emergence of the a1(1420) peak in the
pi−f0(980) distribution of the decay τ− → ντpi−f0(980), and the branching fraction was predicted.
Similarly, in Ref. [102], the TS effect of the K∗K¯K loops in the decay of B → D¯∗pif0(980) was studied.
In these works [102, 103], the production of the pia0(980) mode was also calculated. The predictions in
these works can be confronted with future experimental data to clarify the nature of the a1(1420) peak.
5.1.3 Other reactions
The J/ψ → ηpi0φ was studied in Ref. [101]. In the mechanism considered in this work, the decay
process is driven by the isospin violation from the mass splittings between the charged and neutral
internal K and K∗ mesons, similar to the above discussed η(1405/1475) → f0(980)pi. The isospin
violation is enhanced by the K∗K¯K TSs, which can also produce a peak around 1.4 GeV in the φpi0
energy spectrum. A band structure around m2pi0φ = 1.9 GeV
2 is visible in the Dalitz plot, in the
m2pi0φ–m
2
ηpi0 plane, measured by the BESIII Collaboration [100]. The theoretically calculated Dalitz-plot
distribution with the TS mechanism captures a feature found experimentally, i.e., the accumulation of
events at the phase-space boundary of the TS band lying in the pi0φ direction. In the TS mechanism,
that is because the outgoing particles in the data are all moving collinearly when the TS is on the
physical boundary. One promising method to check if the band structure comes from TS effects or
not was proposed. The band around 1.4 GeV in the pi0K+K− (the φ meson was reconstructed from
K+K−) invariant mass distribution should be largely reduced when the K+K− invariant mass is far
away from the φ-meson mass region. On the other hand, in general the band should be independent
of the invariant mass of K+K− if it is from a resonance unless the resonance is of hadronic molecular
type with one of the constituent being the f0(980) which also couples strongly to the KK¯. The S-wave
pi0φ channel has quantum numbers JPC = 1+−. The h1(1380) or an isovector resonance at 1.5 GeV
claimed in Ref. [78] can couple to this channel, and a structure around 1.4 GeV in the K∗K¯ distribution
was seen in some charmonia decays [326, 327]. Further efforts from both theoretical and experimental
sides are needed to clarify the nature of this Dalitz plot band. Now, we move into a curious feature of
the TS which becomes very clear by comparing the isospin-forbidden J/ψ → ηpi0φ and isospin-allowed
J/ψ → pi0pi0φ processes: the TS peak in the pi0φ distribution in the J/ψ → ηpi0φ is stable against
changing the subtraction constant for the regularization of the UV divergence. This is because this
J/ψ → ηpi0φ process is isospin forbidden, and mainly driven by the difference between the charged and
neutral K∗K¯K loops, the TSs of which lead to an enhancement of isospin violation as discussed above.
As one can see, the scalar triangle loop is UV convergent, and the TS appears as a kinematic effect
when the internal particles are on shell (meaning that the TS is an infrared effect), which should not
be affected by the UV part. Thus, a large cancellation of the non-singular part irrelevant to the TSs
occurs due to the isospin symmetry (a similar cancellation of the UV divergent part due to the isospin
symmetry was found in Ref. [328]). However, in the J/ψ → pi0pi0φ case, while the TS peak position in
the pi0φ distribution, which is much broader than the isospin breaking case, does not depend on how
the UV divergence in the loops is treated, a sizable modification could happen to the width of the peak
when different subtractions for the UV divergence are used [101].
Enhanced isospin violation by TSs was also proposed for the D+s → pi+pi0a0(980) [f0(980)] and
B¯0s → J/ψpi0a0(980) [f0(980)] [104, 105]. In the isospin-forbidden pi0f0(980) mode, a narrow f0(980)
line shape, of several MeV, is obtained as a result of the cancellation between charge and neutral kaon
loops as above. Due to the emission of one additional particle (pi+ and J/ψ in the D+s and B¯
0
s decays,
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respectively), the pi0f0(980) invariant mass can be varied, and the magnitude of the isospin violation, the
ratio of the differential width of the isospin-forbidden pi0f0(980) to that of the isospin-allowed pi
0a0(980)
modes, also vary depending on the pi0f0/a0 invariant mass. By checking the energy dependence of
the pi0f0(980) and pi
0a0(980) productions, the role of the TSs in the isospin-violating processes would
become more clear.
The amplitude of the K∗K¯∗K loop has a singularity at 1810 MeV in the invariant mass of the
K∗K¯∗. In Ref. [106], by considering the production of K∗K¯∗ from the f2(1640) and the formation of
the a1(1260) resonance from the intermediate K
∗K¯ and its subsequent decay into piρ, an unavoidable
peak at 1.8 GeV in the pipiρ spectrum was obtained. The process τ → ντpif1(1285) was also studied in a
similar way: the a1(1260) resonance in the final state is replaced with the f1(1285) [107]. In the τ -decay
case, since the τ mass is smaller than the K∗K¯∗ threshold, the TS of the K∗K¯∗K loop does not lie in
the phase space. Nevertheless, the TS located in the complex plane still plays a sizeable role and leads
to a significant distortion of the f1pi invariant mass spectrum from a plain phase space distribution.
5.2 Light baryons
In this subsection, recent studies containing light baryons are summarized.25
First, let us summarize studies related to the Λ(1405) resonance. The mass of the Λ(1405) resonance
is slightly below the K¯N threshold, and couples to the K¯N channel strongly (and thus was proposed
to be a K¯N molecule whose existence was predicted in 1959 by Dalitz and Tuan [330, 331] prior to the
discovery of the Λ(1405) in 1961 [332]). One reason that this resonance has been paid much attention is
that it was proposed to have a special feature known as a two-pole structure [214–216, 333]: the higher
pole is located close to the K¯N threshold, and the lower one is rather close to the piΣ threshold with a
large imaginary part on the same Riemann sheet; the peak of the Λ(1405) is produced as a manifestation
of these two poles. It is found in Ref. [215] that the higher (lower) pole strongly couples to the K¯N
(piΣ) channel (see, e.g., Refs. [216, 334] and the topical review on the Λ(1405) in the RPP [10] for
more discussions). Then, one can expect sizable contributions from triangle loops with the K¯N or piΣ
merging into the Λ(1405) in certain processes.
The effects of the TS on the γp → K+Λ(1405) reaction were investigated in Ref. [142] with a
particular interest in the angular distribution. The total cross section of the Λ(1405) photoproduction
shows a peak around 1.9 GeV in the photon energy, and the angular distribution increases rapidly around
cos θ = 0 [141], with θ the angle between the photon and the kaon in the γp c.m. frame, which was
not reproduced well theoretically (here we refer to Ref. [335] for a paper containing a detailed analysis
of this reaction). It was proposed in Ref. [142] that the reaction receives important contributions from
the K∗Σpi loops with the K∗Σ coupled to the γp via the N∗(2030) resonance. The triangle loops can
produce a peak around 2.1 GeV in the K+Λ(1405) distribution (1.9 GeV of the photon energy in the
proton rest frame). By including additional phenomenological terms, the peak around 1.9 GeV and the
rapid rise of the cross section at cos θ ∼ 0 around W = 2 GeV can be reproduced fairly well [142].
In Ref. [143], the processes pi−p→ K0Λ(1405) and pp→ pK+Λ(1405) with the subsequent decay of
Λ(1405)→ piΣ are considered. Similar to the previous case, the K∗Σpi triangle diagram with the piΣ pair
turning into the Λ(1405) develops a singularity at about 2.1 GeV. Experimentally, the pi−p→ K0Λ(1405)
was reported in Ref. [336], and the process pp → pK+Λ(1405) was studied in Refs. [337–339]. It was
found that in these reactions the Λ(1405) peak appeared slightly lower than 1.4 GeV, i.e., lower than the
location of the Λ(1405) peak in other reactions. For instance, in the photoproduction case, the peak is
above 1.4 GeV in the experimental data [340], which can be described with a reasonable agreement using
unitarized chiral models [333, 335, 341]. In the studies of the pp and pi−p reactions [342, 343] using
25In fact, most of the old discussions in the 1960s on the TSs are related to processes with light baryons involved due
to the limited experimental facilities. For instance, some processes were proposed to study the TS with light baryons in
Ref. [329].
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similar unitarized chiral models to account for the piΣ–K¯N coupled-channel final state interactions,
which generates the Λ(1405) [214, 344, 345], the piΣ energy spectra were also found to peak above
1.4 GeV. It is because that the amplitude is dominated by the higher one of the two Λ(1405) poles.
In Ref. [143], it is found that the K¯∗Σpi triangle loops enhance the contribution from the piΣ → piΣ
rescattering. As a result, the peak position is lowered due to the lower pole of Λ(1405).26 Thus, the
TS effects and the two-pole structure of the Λ(1405) resonance provide one plausible explanation of the
peaking locations in different reactions.
In Ref. [144], the Λc → pipipiΣ decay, with the piΣ produced from the Λ(1405), is studied considering
a K∗NK¯ loop. With the formula in Eq. (55), the energy where a TS appears on the physical boundary
is found to be 1.88 GeV in the piΛ(1405) (pipiΣ) invariant mass. The weak decay is assumed to proceed
through the W+ emission which becomes the pi+ in the final state. Then the pi0Λ(1405) production
from the isoscalar sud source breaks isospin symmetry [144]. However, similar to the case of the
η(1405/1475) → pif0(980), the isospin violation is expected to get enhanced by the TS effects. The
obtained piΣ invariant mass distribution has a rather narrow peak around the Λ(1405) region. The
width is only of several MeV, which is of the order of the isospin mass splitting between the K−p and
K¯0n thresholds. This special prediction needs to be examined experimentally.
The case with the same final-state particles, but with the Λ(1405) replaced by the Σ(1430), was
studied in Ref. [145]. In this case, the process is isospin symmetry allowed. The Σ(1430) is an isospin-
vector structure which couples strongly to the K¯N hypothesized in Ref. [214] as a bound state and in
Ref. [215] as a strong cusp effect (see Refs. [341, 346, 347] for further investigations of this structure).
In Ref. [145], the K¯N -piΣ coupled-channel amplitude constructed in Ref. [345], which does not have a
pole in the proper Riemann sheet in the I = 1 channel but has a pronounced K¯N cusp, was used. The
TS of the K∗NK¯ loop produces a peak structure in the pipiΣ distribution around 1.9 GeV, and in the
piΣ distribution a narrow cusp peak around the K¯N threshold is also clearly visible. The corresponding
measurements may be done at BESIII and Belle-II, and an observation of the predicted structures
will be able to provide valuable information to our limited knowledge on the I = 1 part of the K¯N
interaction.
The analyses of recent high-statistics experimental data provide fruitful information on hadron
resonances. An enhancement of the near-threshold pi0N(1535) production in the γp → ηpi0p process
was found in Ref. [150] though it is naively expected to be suppressed because of the P -wave near
the threshold. This problem was addressed by taking into account the TS effects in Ref. [151]. The
pi0N(1535) can be produced via the ∆ η p loop with the η p merging into the N(1535). The large coupling
of the N(1535) to the ηN channel, which is a salient feature of the N(1535),27 makes the role of the TS
important. The η∆ production is initiated by the intermediate ∆(1700) (JP = 3/2−) resonance, which
gives the dominant contribution in the near-threshold energy as seen experimentally [148]. A bump-like
structure of the pi0N(1535) production cross section around 1.2 GeV of the initial-photon energy in the
laboratory frame (about 1.78 GeV of the γp energy in their c.m. frame) coincides with the TS energy
of the ∆ηp loop, indicating the importance of the TS effects.
In Ref. [146], the TS effects on the properties of the N(1700) with JP = 3/2− was studied. A
relatively large branching fraction of the N(1700) to the pi∆ channel was reported by some experimental
analyses though the results of these analyses do not converge as can be seen, e.g., from Table I of
Ref. [146]. The authors considered the scattering amplitude from a pair of vector meson and an octet
ground state baryon into the pi∆, which goes through a ρNpi triangle loop with the ρN rescattering
26In the two-pole picture of the Λ(1405), the higher pole couples dominantly to the K¯N while the lower one couples
mainly to the piΣ.
27The large branching fraction of the N(1535) to ηN reported by the PDG [10] is not compatible with the naive
quark-model expectation, suggesting a large ss¯ component [348], and a description of it as a hadronic molecule in a
coupled-channel analysis including the ηN , KΛ, and KΣ channels, which contain hidden-strange contents, was proposed
to resolve this problem in Ref. [349]. Many further studies were devoted on this topic, see, e.g., Refs. [350–355].
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Figure 27: Left panel: the mechanism for producing the X(3872) associated with a photon
from a short-distance D∗0D¯∗0 source; right panel: dependence of the γX(3872) line shape
on the X(3872) binding energy.
by the exchange of a pion into the pi∆. It was found that the triangle loop produced a bump around
1.7 GeV (the ρN threshold), and enhanced the contribution of the pi∆ channel to the dynamics of the
N(1700) resonance. The nucleon resonance N(1875) (JP = 3/2−), the existence of which is supported
by the partial-wave analysis in Ref. [356] and by the recent high-statistics experimental data [357], was
studied in Ref. [147] along the same line. Building upon the meson-baryon interaction framework in
Ref. [358], the Σ∗KΛ and ∆pipi loops were considered to take account of the decays of the resonance
into the piN(1535) and σN , respectively. It was found that the TS from the former, which is slightly off
the physical region because the mass of the N∗(1535) is smaller than the KΛ threshold, could produce
a peak around the N(1875) mass (also around the Σ∗K threshold).
5.3 XY Z states
5.3.1 Use of TS: measuring the X(3872) binding energy
The triangle singularity does not only lay traps in identifying hadronic resonances, it can also be used
to make precision measurements thanking the sensitivity of the singularity to kinematical variables. In
Ref. [112], it was suggested that the X(3872) binding energy, that is δ = MD0 +MD∗0−MX(3872), can be
measured by the mechanism shown in the left panel of Fig. 27, and a precision of one-order-of-magnitude
smaller uncertainty compared with the current one (δ = 0± 180 keV using the PDG average values for
the involved masses [10]) may be achieved.
This mechanism requires the D∗0D¯∗0 pairs be produced at short distances in some high energy
experiments, which means that one can neglect any other impact from the D∗0D¯∗0 production vertex
and cares only about the production strength. Then one of the D∗0D¯∗0 decays into a photon and a D0
(or D¯0), which then coalesces with the other D¯∗0 (or D∗0) into the X(3872). The X(3872) needs to be
constructed using decay modes other than the D0D¯0pi0 or D0D¯∗0 + c.c. in order to avoid the intricate
interference between the triangle diagram and tree-level ones, i.e., D∗0D¯∗0 → γD0D¯∗0 +c.c. without the
rescattering between the D0 (or D¯0) and the D¯∗0 (or D∗0), that would also contribute in such a case.
The mechanism is based on the extreme sensitivity of the TS location to the X(3872) binding energy.
When the initial energy of the D∗0D¯∗0 pair is within the range given by Eq. (60), the logarithmic TS
is located in the physical region and is shifted to the complex plane due to the D∗0 width. Because
the D∗0 width, which was predicted to be (55.3 ± 1.4) keV [112, 359] from the width of the charged
D∗ using isospin symmetry, is tiny, the singularity is in the immediate vicinity of the physical region,
resulting in the extreme sensitivity to the binding energy mentioned above. This can be clearly seen
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from the right panel of Fig. 27 which shows the γX(3872) line shapes for δ ranging from −180 keV to
180 keV. The behavior can be easily understood. The cusp at the left shoulder of the peak is because
of the opening of the D∗0D¯∗0 threshold, whose location is thus fixed, and the following peak arises from
the TS. The two singularities together lead to the particular line shape. Using Eq. (55), it is easy to
see that the singularity in the total energy in the c.m. frame is located at
ETSXγ = 2mD∗0 +
x2
4mD0
+O
(
x3
m2D0
)
, (84)
with x = mD∗0 − mD0 − 2
√−mD0δ + δ. From this expression, one sees that when the X(3872) is
below the D0D¯∗0 threshold, δ > 0, x is complex, meaning that the singularity is off the real energy
axis and produces a smooth peak. When the X(3872) is above threshold, δ < 0, the singularity is in
the physical region and becomes complex only when the D∗0 width is taken into account; consequently,
it produces a much sharper peak. Notice that the curves on the right panel of Fig. 27 were computed
without considering the width effect of the X(3872). The X(3872) needs to be reconstructed from the
decay modes J/ψpi+pi−(pi0) and so on, so that in principal the line shape needs to be convolved with the
X(3872) spectral function. Were the X(3872) width is as large as 1 MeV, the TS structure would get
significantly smeared; for the X(3872) width to be . 100 keV, which is very likely given that the partial
width of the X(3872)→ D0pi0pi0 is only about 30–50 keV in the hadronic molecular picture [360–362],
the impact on the line shapes is small as was checked. It needs yet to be taken into account for a more
thorough analysis.
This method measures the binding energy for the X(3872) directly, and thus surpasses the restriction
for its precision set by the uncertainties of the X(3872) (currently 170 keV [10]) and even the D(∗)0
(50 keV [10]) masses. By generating synthetic data for the γX(3872) line shape using the Monte Carlo
method, it was found that the precision could reach the level of about 10 keV to a few tens of keV,
depending on the actual binding energy, with O(103) events. We refer to Ref. [112] for more details
about the simulation.
To make the full use of the sensitivity to the binding energy and have the threshold cusp, the D∗0D¯∗0
needs to be in an S wave, so that the quantum numbers for the γX(3872) should be JPC = 1+−. Several
reactions may be applicable for such a proposal:
(1) e+e− → pi0γX(3872) at high luminosity e+e− colliders with the c.m. energy at ∼ 4.4 GeV: The
cross sections for the open-charm productions e+e− → pi+D0D∗− [363] and D+D−pi+pi− [364]
measured by the BESIII Collaboration reached their maxima around 4.4 GeV. The cross section
needs to be estimated in order to see whether this is achievable at future super tau-charm factories
under discussion.
(2) B → KγX(3872): Given that the production of the hc with the same JPC quantum numbers in
the B decays is much smaller than that for the J/ψ, the rate for this reaction might be too small
to be feasible at the current B factories.
(3) pp¯ → γX(3872): This should be the most promising reaction. With the c.m. energy tuned to
measure the line shape between 4010 and 4020 MeV, a high precision measurement of the X(3872)
binding energy is foreseen at PANDA which has a brilliant energy resolution. Together with the
possible high-precision measurements of (the upper limit of) the X(3872) width at PANDA [365]
and Belle-II [366], a deeper understanding of the puzzling X(3872) is foreseen.
5.3.2 Use of TS: enhancing production of hadronic molecules
One of the most salient features of the hadronic molecules is that they couple strongly to their con-
stituents. The long-distance part of their production in various processes happens through producing
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Figure 28: The Y (4260)→ J/ψpipi decay via theD1(2420)D¯D∗ triangle rescattering diagram.
their constituents first (for a discussion, see Ref. [49]). Furthermore, prime candidates of hadronic
molecules are close to the relevant thresholds and couple in S-wave. Therefore, it is natural to expect
that the production of hadronic molecules can get enhanced by triangle singularities for suitably chosen
intermediate particles. For a recent review dedicated to hadronic molecules, see Ref. [49]. The concept
of compositeness for hadronic molecules is also nicely discussed in Ref. [367].
In the mechanism discussed in the above subsection, the D∗0D¯∗0 pair needs to be in an S-wave in
order to have the threshold cusp, giving rise to the special line shape shown in Fig. 27. The triangle
diagram has a TS even if the D∗0D¯∗0 pair is in a P -wave. But in this case, there is no threshold cusp
as discussed in Section 3, and thus a single smooth peak due to the TS is expected to be seen with
a suppression at the D∗0D¯∗0 threshold due to the P -wave factor. This is exactly what was found by
Braaten et al. in Refs. [113, 114], where the TS effects were studied in the e+e− → γX(3872) reaction.
The same reaction was first studied in Ref. [368] where, however, the existence of a TS was not realized.
Similar enhancement effects in the X(3872) production associated with a pion were computed for the
B-meson decays [115] and hadro-productions [116].
So far in all the observations, the Zc(3900) was always observed together with a pion, and their
production was found to be highly correlated to the initial energy. In the original discoveries, the c.m.
energies for producing the Zc(3900)
±pi∓ at both BESIII and Belle experiments are around 4.26 GeV [31,
32]. Confirmations and higher-statistics observations of the Zc(3900) by BESIII was done with e
+e−
c.m. energies of 4.23 and 4.26 GeV [220, 244, 369, 370]. The D0 Collaboration also reported signals for
the Zc(3900)
± → J/ψpi± from the semi-inclusive b-flavored hadron decays [371, 372], and found that
the Zc(3900) only existed in the data with the J/ψpi
+pi− constrained in the energy region between 4.2
and 4.3 GeV, suggesting that the observed production happened only through the intermediate process
Y (4260)→ Zcpi. One possible explanation for these experimental facts is that the Zc(3900) production
is enhanced by the nearby TSs. The triangle diagram can have D1(2420)D¯D
∗ as the intermediate
particles [119, 123], as shown in Fig. 28, and the Zc, which couples strongly to the DD¯
∗ and is an
isovector DD¯∗ molecular candidate [123, 239], is contained as a pole in the D¯D∗ → J/ψpi rescattering
amplitude. More discussions about the TS effects related to the Zc(3900) will be given in Section 6.1.1.
Similarly, for the X(3872) being a prominent DD¯∗ hadronic molecular candidate, one can expect its
production in Y (4260)→ γX(3872) should also be enhanced through the same D1(2420)D¯D∗ triangle
diagrams. Thus, it was predicted in Ref. [373] that the Y (4260)→ γX(3872) transition rate should be
large. The X(3872) was then observed at BESIII in the suggested reaction [374], which has been the
source for BESIII to produce the X(3872) and study its properties [375].
For the production of the Zb(10610) and Zb(10650) states, to be denoted as Z
(′)
b , in the Υ(11020)
decays, since the Υ(11020) is very close to the thresholds of B1(5271)B¯, it was pointed out in Refs. [119,
120] that TSs could be important to enhance the production rates. However, the narrow B1(5721) is
mainly a meson with sP` = 3/2
+, where P denotes the parity and s` is the total angular momentum
of the light quark system, including the light quark spin and the orbital angular momentum, which
becomes a good quantum number in the heavy quark limit [376], and it has been shown that the S-
wave production of a pair of 3/2+ and 1/2− (i.e., ground state S-wave heavy mesons) mesons in e+e−
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collisions is suppressed in the heavy quark limit [377]. Thus, a mixing between the 3/2+ B1 and 1/2
+
B′1 axial-vector bottom mesons, though suppressed in the heavy quark limit as well, is introduced in
Ref. [120].
It is argued in Ref. [292] that the B′1B¯
(∗)B(∗) and B∗0B¯
∗B(∗) loops, where B′1 and B
∗
0 are the lowest-
lying sP` = 1/2
+ bottom mesons, play an important role in the copious production of the Zb states in
the Υ(10860)→ Z(′)b pi processes. To date, the B′1 and B∗0 have not been discovered yet. Using the values
mB′1 = 5584 MeV and mB∗0 = 5535 MeV, which were predicted in Ref. [378] using heavy quark flavor
symmetry in a framework which can describe both the lattice [379, 380] and experimental data [294] for
the Dpi S-wave systems [378, 381], the nominal thresholds of the B∗0B¯ and B
′
1B¯
∗ are close to the mass
of the Υ(10860), and they can couple in an S-wave. The B∗B¯(∗) also couple to the Z(′)b in an S-wave.
As a result, the triangle loops are potentially important and could be the reason why the two Zb states
can be easily produced in the Υ(10860) decays. It is also shown in Ref. [292] that the large widths of
the B′1 and B
∗
0 do not suppress such a contribution like one would naively guess. This is because their
widths are correlated with the pionic couplings for the dominant decay channels into the B(∗)pi, which
enter the triangle amplitude as a multiplicative factor.
The productions of the D∗s0(2317) and Ds1(2460) via triangle diagrams are considered in Ref. [110].
The decay processes B− → K−pi−D∗+s0 and B− → K−pi−D+s1 are considered. The triangle loops of
K∗DK and K∗D∗K (the external K− and the internal K∗D(∗) pair are produced from B− and the
D(∗)K fuse to produce the D∗s0 (Ds1) in the final state) have singularities around 2.85 and 3 GeV in
the D∗s0pi and Ds1pi invariant mass distributions by putting the DK and D
∗K invariant masses slightly
above the thresholds. One promising model for the D∗s0 and Ds1 mesons is that they are molecular
states composed of KD and KD∗, respectively [378, 379, 381–389] (for a recent review, see Ref. [390]).
While these mesons are in the bound region of these channels, due to their large couplings to their
constituent hadrons, the TSs slightly off the physical boundary in the complex plane are still found to
be relevant, producing characteristic peaks in the pi−D∗+s0 and pi
−D+s1 spectra [110].
Other than productions, the effect of the TS on the hadron decays of hadronic molecular candidates
was also discussed. In Ref. [121], the pi+pi− mass spectrum in the X(3872) → pi+pi−pi0 decay was
studied with the X(3872) spectral function taken into account. In the pi+pi− spectrum, the triangle
loops of D∗0D¯0D0 + c.c. with a D0D¯0 → pi−pi+ transition have a singularity at the vicinity of the D0D¯0
threshold (slightly below 3.73 GeV) if the mass of the X(3872) is above the D0D¯∗0 threshold, and, in
such a situation, the branching ratio of the X(3872)→ pi+pi−pi0 decay is found to be dominated by the
contribution in a small energy region of the pi+pi− spectrum around this TS energy. In addition, by
looking at the dependence of the X(3872)→ pi+pi−pi0 partial width on the energy of the initial state, the
enhancement of the decay by the TS is evident with two sharp peaks around the neutral and charged
DD¯∗ thresholds.28 The observation of such a characteristic pi+pi− distribution would be a signal of the
TS and the sequential decay X(3872)→ (D0D¯∗0 + c.c.)→ pi0D0D¯0 → pi+pi−pi0.
6 Triangle singularities in the final state energy spectrum
In this section, we discuss the structures in the final state energy spectrum with the invariant mass of
the initial state fixed.
28While the charged D∗+D−D+ + c.c. loops are also considered, the contribution from the neutral loop would be the
more important one in practice due to the extreme closeness of the X(3872) mass to the neutral threshold and its tiny
width.
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6.1 Charged charmonium-like states
Structures in the charmonium/bottomonium mass region observed in charged final states are among the
most interesting objects to study since they, being electrically charged, must contain at least two quarks
and two antiquarks if they are QCD resonances and thus are excellent candidates for exotic hadrons.
Yet, they are either broad or rather close to open-charm thresholds. Moreover, they were all observed in
reactions with at least three particles in the final state. The three-body final state interactions, together
with the possible coupled channels, introduce complication into the amplitude analysis. Basically for
all the so far claimed charged charmonium-like states there are proposals suggesting the importance of
certain TSs, which will be reviewed in the following.
6.1.1 Zc(3900)
The BESIII and Belle collaborations almost simultaneously reported the observation of a charged
charmonium-like state Zc(3900)
± in the J/ψpi± invariant mass spectrum from the Y (4260)→ J/ψpi+pi−
decays in 2013 [31, 32] and confirmed in an analysis of the CLEOc data at Ecm = 4.17 GeV [391].
The existence of the neutral partner Zc(3900)
0 was reported later by BESIII in 2015 [369], the evi-
dence of which was also reported earlier in Ref. [391]. The quantum numbers were determined to be
IG(JPC) = 1+(1+−) [370] so that it couples to the D∗D¯ in an S-wave. Taking into account that the
Y (4260) may contain a large D1D¯ hadronic molecular component [123, 392], the Y (4260)→ J/ψpi+pi−
decays can receive contributions from the rescattering process as illustrated in Fig. 28. Although the
mass of Y (4260) is slightly below the D1(2420)D¯ threshold, the TS in the J/ψpi
± invariant mass of
the rescattering amplitude is still close to the physical boundary and can influence the J/ψpi± invari-
ant mass distribution around the D∗D¯ threshold significantly [119, 123] (more see below). Therefore,
in Ref. [123], it is suggested that the D1(2420)D¯ molecular nature of the Y (4260) provides a natural
explanation for the appearance of the resonance-like structure Zc(3900) in Y (4260) decays. Despite the
importance of the triangle diagram contribution, Ref. [123] concluded that a Zc(3900) resonance was
still needed in order to fit to the narrow peak observed in experiments. A similar scenario was also
suggested in Ref. [124]. Instead of considering the D1(2420)D¯D
∗ loop, Szczepaniak suggested that the
Zc(3900) peak could be attributed to the D
∗
0(2300)D¯
∗D loop,29 which is in the physical region were the
width of the D∗0(2300) neglected, in Refs. [128, 129]. When the large decay width of D
∗
0(2300) is taken
into account, the TS peak becomes broader and yet still has a cusp at the D∗D¯ threshold, analogous
to Fig. 18 (a).
Let us consider the D1(2420)D¯D
∗ triangle loop shown in Fig. 28. By solving Eq. (55) with the width
of the D1(2420) neglected, it is easy to find that the physical region in the Ecm–MJ/ψpi plane, where Ecm
refers to the c.m. energy of the e+e− producing the Y (4260), is located along the “TS arc” depicted in
the left panel of Fig. 29. It is clear that the process Y (4260)→ Zc(3900)pi is not on this arc, but is only
a few tens of MeV away and thus leaves an influence. Taking a 30 MeV constant width for the D1(2420),
the absolute values of the scalar three-point loop as a function of the J/ψpi invariant mass evaluated
at three different initial energies Ecm are plotted in the right panel of Fig. 29, showing the dependence
of the peak on Ecm. It is evident that the peak becomes more and more modest when one reduces
the value of Ecm. When Ecm = 4.29 GeV, the singularity is away from the physical region only due
to the small D1(2420) width, and the triangle loop produces a sharp peak. Decreasing Ecm, the peak
becomes less pronounced since the TS is moving further away from the physical region. Nevertheless,
there is always a cusp at the D¯D∗ threshold because they rescatter in an S-wave, as discussed in the
Section 3, and the two-body threshold cusp is a subleading singularity of the triangle diagram. The
finite width of the D1 does not smoothen this cusp as D1 is in the crossed channel with respect to D
∗D¯.
The sensitivity of the line shape on the incoming energy is one of the keys to reveal the role of TSs.
29The D∗0(2300) was called Ds
∗
0(2400) by the PDG until 2018.
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Figure 29: Left: The red curve labeled as “TS arc” represents the trajectory in the Ecm–
MJ/ψpi plane along which the TS of the D1D¯D
∗ triangle is on the physical boundary. The
coordinates of the two ends of the arc correspond to the bounds of the ranges in Eqs. (59)
and (60). Right: Dependence of the absolute value of the D1D¯D
∗ triangle loop integral on
the incoming energy.
In fact, the dependence on Ecm in this case can be estimated using a nonrelativistic velocity power
counting developed in Refs. [278, 328, 393] (for a review see Ref. [49]): away from the TS, the scalar
three-point loop integral should scale as v5/(v2)3 = 1/v with v being the typical nonrelativistic velocity
for the internal particles, where the factor v5 comes from the nonrelativistic loop integral measure and
the (v2)−3 factor is from three nonrelativistic heavy meson propagators. It was shown in Ref. [278] that
v should be understood as the average of two velocities defined from the two cuts depicted in Fig. 14:
v =
1
2
[√
|mD1 +mD − Ecm|/(2µ12) +
√
|mD∗ +mD −MJ/ψpi|/(2µ23)
]
, (85)
where µ12 and µ23 are the D1D¯ and D
∗D¯ reduced masses, respectively. One sees that the nonrelativistic
power counting 1/v captures the the Ecm dependence from the evaluated loop integral remarkably well
except for the small region around the TS.
The above discussion implies that the kinematic singularity structure is in fact more complicated
than the two-body threshold cusp discussed in Section 3.2, and the D1D¯D
∗ triangle diagrams have to be
included in a realistic analysis of the experimental data for the Zc(3900). This is particularly important
to establish whether Zc(3900) has to be included as a resonance pole in the amplitude analysis of all the
available data. Such an analysis of the BESIII data of the e+e− → J/ψpipi [31] and the e+e− → DD¯∗pi
at the e+e− c.m. energy 4.26 GeV [244] was done in Ref. [140]. In that work, in addition to the
triangle diagrams with the D1D¯D
∗ (and their antiparticles) intermediate state, the possibility of having
a resonance pole, which can decay into the D¯∗D and J/ψpi, is incorporated by constructing a unitarized
coupled-channel (D¯∗D and J/ψpi) scattering T -matrix treating all the heavy mesons nonrelativistically.
From fitting to the data, the parameters of the T -matrix are fixed. It is found that despite the inclusion
of the D1D¯D
∗ loops, the parameters from the best fit still demand the T -matrix to have a pole near
the DD¯∗ threshold, which can be interpreted as a state corresponding to the Zc(3900). Depending on
whether an energy-dependent term is allowed in the J/ψpi–DD¯∗ coupled-channel potential, the pole is
either a virtual state pole30 with respect to the DD¯∗ channel below its threshold, which could be a few
tens of MeV away, or a resonance pole just above the threshold.
30The S matrix can have several types of poles depending on where in the complex energy plane they are located.
Considering a single-channel problem, the bound state pole is a pole below threshold in the real axis on the first Riemann
sheet of the complex energy plane (or on the positive imaginary axis of the complex c.m. momentum plane); the virtual
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Figure 30: Effect of the D1(2420) width on the absolute value of the D1D¯D
∗ scalar loop.
Here the J/ψpi invariant mass is set to 3.886 GeV. The curve of 1/v comes from the velocity
power counting with v defined in Eq. (85), and the D1 width is neglected for this curve.
Figure 31: The diagrams considered in Ref. [140] in the analysis of the Y (4260) decays into
J/ψpi+pi− and D0D∗−pi+. The filled squares represent the coupled-channel (DD¯∗, J/ψpi)
scattering T -matrix. There are also contributions with the intermediate particles replaced
by their charge conjugated ones, which are not shown here.
However, debates continued regarding whether the Zc(3900) pole was really necessary in the analysis
of the experimental data. In Ref. [126], the JPAC Collaboration performed several fittings to the BESIII
data reported in Refs. [31, 244, 369, 394]. Both the J/ψpi and D∗D¯ channels were taken in to account
as well. One difference of this work in contrast to Ref. [140] is that a constant S-wave coupling was used
for the D1D
∗pi vertex while a D-wave coupling, by treating the D1(2420) as a jP` =
3
2
+
charmed meson
with j` the angular momentum of the light degrees of freedom, was considered in Ref. [140]. Several
different scenarios were considered for the Zc(3900) peak in Ref. [126]: a pole from QCD dynamics
state pole is similar but on the second Riemann sheet (or on the negative imaginary axis of the complex momentum
plane); the resonance pole is on the second Riemann sheet but off the real axis (or on the lower half momentum plane off
the imaginary axis). Contrary to a bound state whose wave function is constrained to a finite region in the coordinate
space, the wave function of a virtual state cannot be normalized and spreads over the whole space. Thus, the virtual state
cannot be regarded as a normal particle. However, it leads to observable effects, and cannot be distinguished from a bound
state above the threshold. A wellknown example is the below-threshold pole of the isovector and spin-0 nucleon-nucleon
interaction, leading to a scattering length whose absolute value is as large as 24 fm. For more discussions, we refer to
Ref. [49].
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located on various Riemann sheets (II, III or IV), which might be interpreted as hinting at different
origins; a pole and triangle diagrams as those in Fig. 31; purely kinematic enhancement by suppressing
the pole contribution from the previous scenario. It was found that all of the different scenarios could
describe the data with a similar quality. This led to the conclusion that the data used in their analysis
were not precise enough to distinguish between these hypotheses, which questioned the existence of the
Zc(3900) particle.
The conclusion in Ref. [127] is again different. Based on the results fitting to the BESIII data for
e+e− → J/ψpi+pi− and D∗−D0pi+ at different c.m. energies, it is claimed that the Zc(3900) peak cannot
be simulated by just the D1D¯D
∗ triangle diagrams, and the D∗D¯ molecular state model of the Zc(3900)
gives a better description. It is pointed out that the updated BESIII data on the e+e− → J/ψpi+pi−
at Ecm = 4.23 and 4.26 GeV [370] are crucial to distinguish the different scenarios. The event number
at 4.23 GeV is higher than that at 4.26 GeV and the peak is more pronounced, while the situation
is opposite for the triangle-diagram-induced peaks because Ecm = 4.23 GeV is further away from the
singular arc, see the left panel of Fig. 29, meaning that the TS should not be less important for the
case of Ecm = 4.23 GeV than for the case of 4.26 GeV.
One main reason for the difference between the conclusions in Refs. [126, 140] could be the partial
waves of the D1D
∗pi coupling, as pointed out in Ref. [395]. Assuming that the D-wave coupling can be
fixed from the decays of the D2(2460), the spin partner of the D1(2420) in the heavy quark limit, the
D-wave decay width only amounts to about half of the total width of the D1(2420). This suggests that
both S- and D-wave couplings need to be taken into account.
Let us emphasize that as long as the D1D¯ pair can be copiously produced in electron-positron
collisions, the rescattering process will contribute to the e+e− → J/ψpi+pi−. If the e+e− c.m. energy is
lower than about 4.29 GeV (see the left panel of Fig. 29), the kinematic configuration of this D1D¯D
∗
loops would only allow the corresponding TS in MJ/ψpi± to give a peak with its maximum at a cusp
exactly at the D∗D¯ threshold. If more precise data indicates that the peak position of the Zc(3900)
clearly deviates from the D∗D¯ threshold, it would imply that the Zc(3900) has a genuine resonance
nature.
A similar analysis of the data of the D∗D¯∗ and hcpi invariant mass distributions for the Zc(4020),
considering triangle diagrams and allowing for the existence of a pole, is yet to be done.
6.1.2 e+e− → ψ(2S)pi+pi−
In 2017 the BESIII collaboration reported the measurement of e+e− → ψ(2S)pi+pi− at 16 c.m. energies
(Ecm) ranging from 4.008 to 4.6 GeV [130]. In the data at Ecm = 4.258, there are two clear peaks around
3.9 and 4.03 GeV in the ψ(2S)pi± invariant mass spectrum, see Fig. 32, which might be from the Zc(3900)
and Zc(4020) and their kinematic reflections. The data at Ecm = 4.226 GeV also show signals (but much
weaker) for two peaks at these two Mψ(2S)pi invariant masses. A charged charmonium-like structure with
a mass around 4030 MeV is evident in the data at Ecm = 4.416 GeV. However, the BESIII collaboration
found that fitting the data with a Breit–Wigner resonance leading to the width parameter to vary in
a wide range for different kinematical regions, and claimed that no simple interpretation of the data
had been found. As can be seen from Fig. 32, the shapes of the ψ(2S)pi invariant mass distribution are
different for all the four c.m. energies. The unusual sensitivity of distribution on the kinematics is an
essential feature of these data.
Before the BESIII observation, in 2014 there was a prediction concerning the e+e− → ψ(2S)pi+pi−
process considering the TSs [125]. The e+e− → ψ(2S)pi+pi− process is expected to receive contributions
from the rescatterings via the D1D¯D
∗, D1D¯∗D∗, D2D¯∗D and D2D¯∗D∗ triangle diagrams [125]. The
thresholds of D1D¯, D1D¯
∗ and D2D¯∗ are different from each other. As a result, in the kinematical
region of interest, the physical amplitudes are significantly influenced by the nearby TSs, and the
shapes vary dramatically because the distances of different energies to various thresholds are different.
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Figure 32: The ψ(2S)pi invariant mass distributions for the e+e− → ψ(2S)pi+pi− process
at different c.m. energies. The first and second rows: the data from the BESIII experi-
ment [130]. The third row: theoretical predictions according to the open-charm rescattering
model; this plot is adapted from Ref. [125].
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The ψ(2S)pi invariant mass distributions at several c.m. energies according to the rescattering model
proposed in Ref. [125] are shown in the bottom row of Fig. 32. One can see that the line shapes of
the BESIII measurements and those of the theoretical predictions share many similar characters. In
this model [125], the relative coupling strengths between different triangle diagrams are constrained by
using heavy quark spin symmetry assuming that the initial vector current produces a D-wave cc¯, which
then couples to the D1D¯, D1D¯
∗ and D2D¯∗ in S waves. The single free parameter, an overall coupling,
does not change the line shapes of the distributions. As discussed, the sensitivity of the distributions on
the kinematics is a typical characteristics of the TS mechanism. The observed behavior of the ψ(2S)pi±
spectrum over different Ecm values for the e
+e− → ψ(2S)pi+pi− process may be taken as a strong hint at
the important role played by the TSs. However, it is worthwhile to notice that the predicted distributions
differ from the observed ones in details though the gross feature is captured. In Ref. [125], only one
established intermediate charmonium state ψ(4160) was introduced in the rescattering process. Some
other higher charmonia, such as the ψ(4415), which could couple to the D1(2)D¯
(∗) pairs with different
relative strengths, may influence the ψ(2S)pi± distribution curves significantly, especially in the higher
c.m. energy region. Furthermore, the Zc states observed in other processes should also enter the game.
In fact, the Zc(3900) was taken into account in Ref. [311] in their analysis of the BESIII data in
the framework of dispersion relations but without the TSs mentioned above. Considering the pipi final
state interaction using the Omne`s representation [396] with the left-hand cut provided by the Zc(3900)
exchange, a good description of the BESIII data at Ecm = 4.226 and 4.258 GeV was achieved by
introducing complex subtraction constants. For Ecm = 4.416 GeV, a charged charmonium-like state
with a mass around 4016 MeV and a width around 52 MeV was essential to describe the data in their
framework. However, they also pointed out that this fitted width was much larger than the width of
the Zc(4020) observed in the e
+e− → hcpipi and e+e− → D∗D¯∗pi reactions [33, 397–399], which was
averaged to be (13± 5) MeV by the PDG [10].
6.1.3 Other charged charmonium-like states
In Ref. [135], possible explanations of the Zc(4430) and Zc(4200) peaks are proposed based on the TS
mechanism. The Zc(4430) was first observed by the Belle Collaboration in the ψ(2S)pi
+ distribution of
B¯0 → ψ(2S)pi+K− [30] with favored quantum numbers JPC = 1+− [400] and was later on confirmed
by the LHCb Collaboration [134]. The peak of Zc(4200) with J
PC = 1+− was reported in the J/ψpi+
distribution of B¯0 → J/ψpi+K−, B0 → J/ψpi−K+, and Λ0b → J/ψppi− by Belle and LHCb [134, 136, 137,
401]. These Zc(4430)
± and Zc(4200)±, charged states in the charmonium-mass region, are obvious good
candidates of exotic states with a minimal quark content cc¯qq¯, and some theoretical proposals for the
interpretations can be found in the literature (see references in Ref. [135] and the most recent reviews [55,
56]). As for the Zc(4430), the Argand plot is also available, and that exhibits a rapid phase motion
around the maximum of the magnitude in the counterclockwise direction, which is a typical feature
for a Breit–Wigner amplitude and is normally regarded as supporting the resonance interpretation of
the peak [134]. In Ref. [135], for the Zc(4430) [Zc(4200)], the K¯
∗ψ(4260)pi+ [K¯∗2(1430)ψ(3770)pi
+] loop,
which has a TS at 4.45 GeV (4.2 GeV), is considered.31 While the line shapes are not compared with the
experimental data, the Argand plot of Zc(4430) is fitted well with a non-resonant background included.
The Zc(4200) was also reported in the analysis of the data for the Λb → J/ψpi−p process by
LHCb [401], which, however does not have any significance for the Zc(4430). It was pointed out in
Ref. [135] that a peak around 4.2 GeV in the J/ψpi energy spectrum can be generated from triangle
diagrams of the N∗ψ(3770)pi− intermediate states. For the N∗ being a possible nucleon resonance in
31There is another rescattering model for the Zc(4430) considering the triangle diagrams with intermediate mesons
D¯s1(2700)DD¯
(∗) for the B¯0 → ψ(2S)pi+K− [402]. However, as can easily checked using Eqs. (60) and (59), the corre-
sponding TSs are far away from the physical region, and thus the triangle diagrams are not expected to produce any
nontrivial structure around 4.4 GeV.
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range of 1.4−1.8 GeV, e.g., N(1440), N(1520), and N(1680), the corresponding TSs are at 3.97, 4.004,
and 4.116 GeV, respectively, covering the Zc(4200) region. And no N
∗ candidate can produce a TS
peak in the Zc(4430) region. These features are consistent with the findings of the LHCb Collaboration.
Two more charged charmonium-like structures Z1(4050) and Z2(4250) were explored in Ref. [139]
by considering the TS effect. These Z1,2 peaks were reported in the χc1pi
+ distribution of the B¯0 →
χc1pi
+K− decay by the Belle Collaboration [138].32 The K¯∗X(3872)pi+ and K¯∗2(1430)ψ(3770)pi
+ loops
have singularities around 4.02 and 4.22 GeV, respectively. Particularly, the Z1(4050) peak around
4.025 GeV, which is in the proximity of the X(3872)pi threshold, exhibits a peculiar asymmetric shape
significantly different from the Breit–Wigner one. That characteristic line shape is well reproduced by
the TS effects [139]. The Argand plots of these peaks were predicted, which need to be confronted with
future experimental measurements to provide further insights into the nature of these peaks.
6.2 Pc
Another interesting occurrence of TSs [157, 158] is related to the hidden-charm pentaquark candidate
Pc(4450), observed in the J/ψp invariant mass distribution of the decay Λ
0
b → J/ψpK− by the LHCb
Collaboration in 2015 [35]. It was regarded as a candidate of hidden-charm pentaquark states with
masses above 4 GeV that were first predicted in Ref. [404]33 and later on in Refs. [406–411]. Immediately
after the discovery, it was pointed out in Ref. [157] that the Pc(4450) mass coincides with the χc1 p
threshold and, more interestingly, the TS of the Λ(1890)χc1p loop diagram followed by the χc1p→ J/ψp
rescattering. The Λ(1890) is a well-established hyperon with quantum numbers JP = 3/2+ and a width
of about 100 MeV decaying with a branching fraction of 20–35% into NK¯ [10]. The shape produced
by the scalar three-point loop integral well reproduces the peak structure of the Pc(4450) though the
overall strength cannot be predicted in the model. However, the presence of such a kinematic singularity
structure does not exclude the existence of an exotic resonance in addition. It was thus suggested in
Ref. [157] to search for the Pc(4450) in the process Λb → χc1pK−. Were the Pc(4450) completely due
to kinematical effects, there should be no narrow near-threshold enhancement in the χc1p invariant
mass distribution because of the Schmid theorem discussed in Section 4.4. Following this suggestion,
the LHCb Collaboration measured the branching fraction of Λ0b → χc1pK− [412], and the amplitude
analysis is on going. It was pointed out later in Ref. [160] that for the Λ(1890)χc1p to produce a narrow
peak, the χc1p pair needs to be in an S-wave, leading to J
P = 1/2+ or 3/2+ for the quantum numbers of
the J/ψp. Yet, the quantum numbers were not unambiguously determined, and while in the published
paper [35] the 3/2− and 5/2+ options are preferred, in Ref. [413] the 3/2+ is also one of the preferred
quantum numbers. More triangle diagrams which can produce peaks in the interesting energy region
are discussed in Ref. [158], including various combinations of Λ∗cD¯
(∗)
sJ D¯
(∗).34
An exciting new discovery from LHCb was reported in 2019 with a one-order-of-magnitude larger
data sample [36], superseding that in Ref. [35]. It was found that the narrow Pc(4450) in fact consisted
of two narrower narrower structures Pc(4440) and Pc(4457), and a third narrow peak Pc(4312) was
discovered. The Pc(4312) is a few MeV below the ΣcD¯ threshold while the higher two are close to
(below) the ΣcD¯
∗ threshold. The J/ψp invariant mass distribution can be well fitted with three narrow
resonances, and the resulting masses are close to the predictions in the ΣcD¯
(∗) molecular model [409].
LHCb also tried to fit to the distribution by considering triangle diagrams. The considered triangles are
D∗∗s ΛcD¯
∗0 for the Pc(4312) (if the D∗∗s has a mass of 3288 MeV, then the triangle diagram can produce a
32These peaks were not confirmed at the BABAR experiment [403].
33See also Ref. [405] which predicts hidden-charm baryons with much lower masses.
34In Ref. [295], the D∗sΣcD
∗ triangle loop is considered for the Λ0b → K−J/ψp. However, in the weak decay vertex
Λb → D∗sΣc which proceeds through b¯ → s¯cc¯, the isospin scalar ud quark pair in the Λb needs to transit into an
isospin-vector pair. This breaks isospin symmetry, and thus such a mechanism is expected to have a negligibly small
contribution.
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peak at 4312 MeV), Λ∗χc0p for the Pc(4440) (if the Λ∗ has a mass of 2153 MeV, then this triangle diagram
can produce a peak at 4440 MeV) and D∗s1(2860)Λc(2595)D¯
∗0 for the Pc(4457). The peaks can be well
fitted if all of these exchanged resonances have narrow widths, while with realistic widths the measured
J/ψp invariant mass distribution could not be fitted using these considered triangle diagrams with the
Pc(4457) peak being an exception. They further tried to fit to the data with a model describing the
lower two peaks with Breit–Wigner resonances and the Pc(4457) as from the triangle diagram mentioned
above, and found that this model was more plausible than the one without introducing any resonance.
It becomes clear that the observation of the three Pc structures has excluded the possibility that
the old Pc(4450) was completely due to TSs. In particular, their masses are in line with predictions
of hadronic molecular models in view of heavy quark spin symmetry interpreting the Pc(4312) as a
ΣcD¯ molecule and the Pc(4440) and Pc(4457) as ΣcD¯
∗ hadronic molecules [414–420]. Furthermore, the
data show a hint of another narrow structure at around 4.38 GeV that may correspond to the Σ∗cD¯
state in this picture as noticed in Ref. [418], which is strongly backed by the analysis in Ref. [420],
showing that the J/ψp distribution can be described very well using the Σ
(∗)
c D¯(∗) molecular model and
a narrow peak around 4.38 GeV exists in line with the data. It persists whether or not the data in
that region are included in the fit. However, one needs to understand why the observed Pc states can
be produced more easily than the others predicted in the Σ
(∗)
c D¯(∗) hadronic molecular model. Given
that the TS from the Λ(1890)χc1p loop is located at the dip between the Pc(4440) and Pc(4457),
and the D∗s1(2860)Λc(2595)D¯
∗0 triangle is able to describe the peak of Pc(4457), TSs might play an
important role in enhancing the production of the observed Pc states through their interference with
these resonances. A complete amplitude analysis and the forthcoming data to be collected at the LHC
Run-3 period will be important to illuminate this issue. In addition, reactions of different kinematics
which are free of the discussed TSs can shed new light on the hidden-charm pentaquark states. Such
reactions include the J/ψ photoproduction [421–430], pion induced reactions [431, 432] and heavy ion
collisions [433, 434]. The hidden-charm pentaquarks can also be searched for at e+e− machines through
reactions such as the e+e− → J/ψ(ηc)pp¯, ΛcD¯(∗)p¯ and ΣcD¯(∗)p¯.
6.3 Light baryons
An interesting work stimulated by the discovery of Pc in the J/ψp invariant mass distribution of the
Λ0b → K−J/ψp [35] and the proposal of searching for hidden-strange pentaquarks Ps in the analogous
reaction Λ+c → pi0φp [435], was carried out in Ref. [153]. It was pointed out that the decay could
proceed through the Σ∗K∗Λ and Σ∗K∗Σ loops with the K∗Λ and K∗Σ rescattering into the φp final
state. Such loops have TSs that can produce a peak structure around 2.02 GeV in the φp spectrum.
Given the tiny phase space for the decay and that the hidden-strange pentaquark mass was expected
to be in the same region [436–438], it was concluded that the Λ+c → pi0φp was not suitable for searching
for the hidden-strange pentaquarks. In fact, there had been measurements of the φp invariant mass
distribution by the Belle Collaboration [152]. It is interesting to notice that the φp invariant mass
spectrum produced from the mentioned triangle diagrams agrees with the data without introducing any
φp resonance. However, the measured structure is still obscure due to large uncertainties, and further
experimental examination is helpful to clarify the issue.
Recently in the Λ+c → pK−pi+ decays, the Belle collaboration reported the observation of a narrow
structure in the K−p invariant mass spectrum. Its mass is 1663 MeV, and the width is 10 MeV [155].
The signal yields of the Λ+c → pK−pi+ decays at Belle is about 1.5 million and the bin width of K−p
invariant mass is only 1 MeV, meaning that this is a very precise measurement. There are several
hyperon resonances whose masses are close to 1663 MeV, such as the Λ(1670), Λ(1690), Σ(1660) and
Σ(1670), but all of their widths are much larger than 10 MeV. Therefore none of those established
hyperons can account for this narrow structure. Interestingly, the peak position of this structure just
coincides with the Λη threshold (∼ 1663.5 MeV). It is therefore natural to expect that this peak may
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Figure 33: B+c → B0spi+pi0 via the triangle rescattering diagram.
be related to the Λη threshold cusp. However, the two-body unitary cut usually cannot lead to such a
narrow peak at the threshold as discussed in Section 3.2. Other effects need to exist to narrow down
the two-body threshold cusp. The Λ+c → pK−pi+ decay was studied in Ref. [156]. Two triangle loops
composed of the a+0 (980)Λη and Σ
∗+(1660)ηΛ intermediate states with a fusion of the Λη pair into the
Λ(1670) were considered. The Λ(1670) decays to the K−p pair in the final state. While these loops
do not develop TSs in the physical region. But the TSs in the complex plane of the second Riemann
sheet are close to the Λη threshold and can enhance the threshold cusp. Consequently, a sharp peak is
produced at the Λη threshold, which is narrower than the Λ(1670) width, 25-50 MeV [10]. In addition,
the Argand plot in the presence of the TS was found to have a circular counterclockwise behavior,
but with a cusp due to the Λη threshold. As a direct prediction, one may expect to observe a similar
phenomenon in Λc → Σpipi decays due to the ηΛ→ piΣ reaction.
6.4 Bc → Bspipi
The TS peak usually appears in the vicinity of the threshold of rescattering particles. Consequently,
a genuine dynamic pole that is close to the threshold, such as that of a hadronic molecule, may have
a signal mixed with the TS peak. This brings ambiguities to our understanding about the nature of
some resonance-like peaks observed in experiments such as the Zc(3900) discussed in Section 6.1.1.
If we can find some “clean” processes for which the TS peaks can be distinguished from the genuine
resonances, it may help us establish the TS mechanism and clear up fake signals of hadron resonances.
Since the pole position of a genuine state should not depend on a specific process, while the TS peak
is rather sensitive to the kinematic conditions, one would expect that a genuine state should appear in
the processes whether or not kinematic conditions for the TS are fulfilled, as discussed in Section 4.5.
Or vice versa, if one observes a resonance-like peak in a process at an energy fulfilling the TS kinematic
conditions and where one knows that there should no any genuine state, the signal would be likely due
to the TS mechanism.
The decay process B+c → B0spi+pi0 via the K¯∗BK¯ loop as illustrated in Fig. 33 offers the possibility
to observe a TS peak without resonance pollution in the B0spi
+ distribution [111]. On the one hand,
for the triangle diagram of Fig. 33, the TS in the B0spi
+ invariant mass perfectly falls onto the physical
boundary if the width of intermediate state K¯∗0 is ignored. On the other hand, the scattering of the
Nambu–Goldstone bosons (pi, η and K) off the heavy-light mesons (D
(∗)
(s) , B
(∗)
(s) ) has been widely studied
in the literature [378, 379, 381, 384, 386, 390, 439–441], and it is found that the S-wave BK¯ interaction
in the isospin-1 channel is rather weak, which does not support the existence of a narrow dynamically
generated resonance or bound state near the BK¯ threshold [442, 443].35 Therefore, if a narrow peak in
35The X(5568) reported by the D0 Collaboration in the B0spi
± spectrum [444] is related to this issue. However, there
is no theoretical reason from the QCD point of view for such a hadron to exist [442, 445, 446]. Lattice QCD calculations
did not find any signal [447], and it is also hard to ascribe the observation of X(5568) to the rescattering effects or
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(mB+mK)2
↓
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Figure 34: The Dalitz plot of B+c → B0spi+pi0 predicted from the TS mechanism depicted in
Fig. 33. The plot is adapted from Ref. [111].
the B0spi
+ distribution around the BK¯ threshold is observed in B+c → B0spi+pi0 decays, it can be safely
identified as a TS peak. The Dalitz plot predicted from the TS mechanism is shown in Fig. 34, where
the dominant background from the process B+c → B0sρ+ → B0spi+pi0 is also taken into account. The
narrow bright band around the BK¯ threshold can be well separated from the ρ resonance. It is thus
desirable to be measured. However, a disadvantage for the proposed processes is that there is a neutral
pion in the final state, which poses a severe challenge for its observation at hadron collider experiments
such as LHCb.
7 Summary
The threshold cusp and the triangle singularity have been known for more than half a century. They
are singularities of the S-matrix, in addition to the pole singularities corresponding to hadrons in the
QCD context, and can lead to observable effects. Poles, i.e., the hadron masses and widths, are a result
of the nonperturbative QCD dynamics of the quark-gluon and/or hadron-hadron interactions. Thus,
poles should be located at the same positions in any amplitude that couples to the relevant particles,
though their signals vary in reactions due to different couplings and interference with various other
contributions and backgrounds. In contrast, the locations of Landau singularities depend entirely on
kinematical variables including the masses of intermediate particles and the invariant masses of external
ones. As a result, a threshold cusp is always fixed at the threshold, while the more complicated Landau
singularities such as TSs are very sensitive to the change of kinematic conditions. As discussed, the
TS peaks usually appear not far from (and above, if not at) the threshold of the rescattering particles.
These features should be a key to distinguishing kinematic singularity effects from genuine resonances.
TS contributions [442, 448]. More importantly, the existence of the X(5568) was not confirmed in several subsequent
experiments [449–452]. In contrast, the DK and BK¯ S-wave interactions in the isospin-0 channel are generally supposed
to be strong and attractive enough to generate a bound state corresponding to the D∗s0(2317) and its bottom partner,
see, e.g., Ref. [378].
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Although the threshold cusp has been used in making remarkably precise measurements of the S-
wave pipi scattering lengths, there had not been unambiguous observation of the TS effects. The interest
in the threshold cusps and TSs revived in recent years due to the observation of many near-threshold
structures. In particular, many of them are prominent candidates of exotic hadrons, the understanding
of which is vital towards establishing a clear pattern of the QCD spectrum.
In this article, we have reviewed the threshold cusps and TSs, with a special attention paid to
the physical picture and their relations to the new exotic hadron candidates. On the one hand, these
singularities lay traps along the way of searching for exotic hadrons, so that some signals might be due
to such singularities instead of genuine resonances. On the other hand, they can be used to make precise
measurements and enhance the production of hadronic molecules (or other types of hadrons with strong
couplings to some intermediate states). With the data to come from the high-luminosity experiments
such as the running LHCb, Belle-II and BESIII, as well as experiments under construction or discussion
such as PANDA, together with the cooperative efforts from phenomenological investigations and lattice
calculations, a better understanding of the QCD spectrum is foreseen.
A Triangle singularity in the nonrelativistic formalism
Let us consider the the scalar triangle loop integral. When all of the three intermediate particles can be
treated nonrelativistically, one can express the loop integral Eq. (45) in terms of elementary functions.
Nonrelativistically, ωi(q) =
√
m2i + q
2 in Eq. (46) can be approximated as ωi(q) ' mi + 2q2/mi. With
this approximation, and performing the contour integration over q0 for Eq. (46), one gets a convergent
integral over three-momentum. Defining µij = mimj/(mi + mj), b12 = m1 + m2 − mA and b23 =
m2 +m3 + EB −mA, in the rest frame of the initial particle, we get
I(k) ' 4µ12µ23
Nm
∫
d3~q
(2pi)3
[(
q2 + c1 − i
)(
q2 + c2 − 2µ23
m3
~k · ~q − i
)]−1
, (86)
where c1 = 2µ12b12, and c2 = 2µ23b23 + q
2µ23/m3 with q ≡ |~q |. The two factors in the integrand
correspond to the two unitary cuts shown as the vertical dashed lines in Fig. 14. The analytic expression
for the above nonrelativistic integral can be worked out as [328]
I(q) = N 1√
a
[
arctan
(
c2 − c1
2
√
a(c1 − i)
)
− arctan
(
c2 − c1 − 2a
2
√
a(c2 − a− i)
)]
, (87)
with N = µ12µ23/(2pim1m2m3), and a = (µ23/m3)2 q2.
The intermediate particles 1 and 2 are on shell when q2 +c1 = 0, and q
2 +c2−2µ23~k ·~q/m3 = 0 is the
nonrelativistic condition for the intermediate particles 2, 3 to be on their mass shell. Correspondingly,√|c1| and√|c2| define two momentum scales, leading to the averaged velocity used in the nonrelativistic
power counting given in Eq. (85).
The expression in Eq. (87) can also be written as [453]
I(q) = N 1√
a
[
arcsin
(
c2 − c1√
(c2 − c1)2 + 4ac1 − i
)
− arcsin
(
c2 − c1 − 2a√
(c2 − c1)2 + 4ac1 − i
)]
. (88)
One sees that there is a logarithmic divergence (since the inverse trigonometric functions can be reex-
pressed in terms of logarithmic functions) at the solution of
(c2 − c1)2 + 4ac1 = 0 . (89)
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The equation gives the nonrelativistic version of the TS [454]. Because of the nonrelativistic approxi-
mation, the singularity is slightly shifted from the exact location. A comparison for a specific example
can be found in the appendix of Ref. [454].
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