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Abstract—Wireless sensor networks (WSNs) are strongly useful
to monitor physical and environmental conditions to provide realtime information for improving environment quality. However,
deploying a WSN in a physical environment faces several critical
challenges such as high energy consumption, and data loss.
In this work, we have proposed a reliable and efﬁcient environmental monitoring system in ponds using wireless sensor network
and cellular communication technologies. We have designed a
hardware and software ecosystem that can limit the data loss yet
save the energy consumption of nodes. A lightweight protocol
acknowledges data transmission among the nodes. Data are
transmitted to the cloud using a cellular protocol to reduce power
consumption. Information in the cloud is mining so that realtime warning notiﬁcations can be sent to users. If the values are
reaching the threshold, the server will send an alarm signal to
the pond’s owner phone, enable him to take corrective actions
in a timely manner. Besides, the client application system also
provides the feature to help the user to manage the trend of a
physical environment such as shrimp ponds by viewing charts of
the collected data by hours, days, months. We have deployed our
system using IEEE 802.15.4 Standard, ZigBEE, KIT CC2530 of
Texas Instrument, and tested our system with temperature and
pH level sensors. Our experimental results demonstrated that the
proposed system have a low rate of data loss and long energy
life with low cost while it can provide real-time data for water
quality monitoring.

as inventory management, transport, intrusion detection, road
trafﬁc monitoring, and environment monitoring.
Especially, in aquaculture, there are high demands of adopting WSNs to monitor the quality of the water in the ponds.
In aquaculture, any change in the water environment such as
pH level, dissolved oxygen, and temperature will affect the
elements of chemistry, biology and the health of the cultured
species. Therefore, it is important that any change must be
monitored and notiﬁed to the farmers so that they can adjust
the environment according to save the cultured species.
WSNs have been investigated to deploy in the domain of
Water Quality Monitoring in aquaculture. For example, in [3],
[4], [7], the researchers developed water quality monitoring
systems using the WSN technology. A common design in these
systems is that the data is collected and delivered via Wireless
to a base station, and the base station connects to a database
server with RS232. In these systems, the base station only
relay the data to the server, and the server is the main core of
the whole system which calculate and give warning in critical
situations. If there are issues between the base station and the
server, the system is broken.
In several other works, e.g., [6], [9], [11], WSNs were used
to collect environmental statistics, which will be stored in a
database when the users request. In [5], the users can use an
Android application to control a WSN-based system to get
environmental data from a WSN.
There are several limitations of the above mentioned works.
First, all computation and analysis are performed at a server,
while in some case it is possible to handle notiﬁcation from
a base station. Second, there is no mechanism to change
the data polling period, which can be depend on aspects
such as weather, and which effect the energy consumption.
Finally, these works assume no data loss in WSNs, while
in practice, this is a great challenge in WSNs. Motivated
by these issues, the goals of our work are to develop a
reliable and efﬁcient water quality monitoring system using
Wireless Sensor Network that can overcome the discussed
limitations. In particular, the main contributions of this work
are as follows:
• We have proposed and developed a reliable Wireless
Sensor Network system for water quality monitoring.

I. I NTRODUCTION
Sensing in data acquisition meaning is a technique to gather
information about physical objects or areas and converting
these into a form that can be processed, stored and acted
upon [13]. A sensor performs sensing tasks, and there are
many kinds of sensors are made to monitor many kinds of
information such as temperature, optical, acoustic, chemical,
electromagnetic, and radiation, to name just a few. Sensors
provide a tremendous societal beneﬁt when integrated into
devices, machines, and environments. They can help to monitor the statistics of the environment, increase productivity,
enhance security, and smart home technology. Wireless Sensor
Network (WSN) is a network of such multiple sensors that
can cooperatively monitor large or complex physical environment. Data from a WSN are wirelessly transmitted to a base
station, which propagates the information to the Internet for
storage, analysis, and processing. WSNs have been adopted
and deployed in the real world in different domains such
2472-7571/17
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Data transmission from the sensors to the other nodes
is acknowledged by a lightweight mechanism with low
energy consumption. The lightweight acknowledgement
mechanism can signiﬁcantly reduce the possible data loss
and can detect failures in any node in the whole system.
• We have designed and implemented a General Packet
Radio Service (GPRS) module attached to the base station
to communicate with the server through a lightweight
GPRS connection. The module can send notiﬁcations
directly to the users if there are failures in the connection
to the server, making our system reliable.
• We have studied and developed a mechanism to adjust
the polling period in sensors according to e.g., seasons
and weather to save energy while we can still track any
change in the environment.
• We have developed a client application that the users
can customize the system and can perform analysis and
statistics on collected data from sensors.
• We have implemented and evaluated our system with temperature and pH sensors, a GPRS module with SIM300Cz
and a pH electrode ampliﬁer circuit using chemical
measurement equipment in laboratory. Our experimental
results demonstrated that the proposed system can provide a reliable and efﬁcient means to monitor the changes
in water quality to notify the users via SMS.
The rest of the paper is organized as follows. The next
section presents related work and motivate our contributions.
Section III presents the background needed in our work. In
Section IV, we present the system design of our proposed
system. We describe the implementation and experimental
results in Section V. We conclude our contributions and
discuss possible future work in Section VI.

software design and data aggregation. The status of the system
is monitored in real-time with LabVIEW. Besides, the testing
result of this project is promised. Overall, this project is a good
solution for water quality monitoring. Meanwhile, the second
project has a better graphic user interface that able to interact
with the hardware (coordinator) at the base station. The GUI
provides a lot of features like view values of each sensor node
by clicking on the node or views a table of values from all
nodes with Link Quality Indicator (LQI) for each node. LQI is
a number representing the best possible link quality by a builtin module to measure Energy Detection of received signal.
In [3], [11], ZigBEE is used to build WSN systems that
consist of sensor units, and a micro-controller for signal digitizing, data transmission. A base monitoring station collects
data from sensor nodes and transfers the data to a PC via
RS232 protocol. All calculation will run on PC. [11] does not
conﬁgure an automatic polling function for nodes; user can
get values by clicking the GUI; on the other hand [3] can
automatically poll data, but the period cannot be changed.
[9] used Arduino, an open electronic prototype, and open
source, to build Node and Base Station. ZigBEE protocol is
used to connect the Node and Base Station. They conﬁgure
threshold value of temperature and pH and salinity as constant
values and cannot be changed without re-program the board.
Data is saved in a database, and they also did not build a
user interface for reviewing data. The report can be created
by connecting to the database and extract pure data.
Motivation
Overview, Wireless Sensor Network and the ZigBEE protocol have been adopted in various works to effectively measure
and monitor the environment statistics of water quality because of the advantages of WSN: wireless, ﬂexible, easy to
deploy/add/remove new nodes.Today, under the tremendous
development of technical sciences, wireless sensor networks
(Wireless Sensor Network - WSN) are the combination of the
sense, computation, and communication. WSN devices are devices built extremely compact and energy-efﬁcient. However,
Wireless technology is still limited by several factors such as
shortage of bandwidth management and energy savings are
not effective [13]. Overall, there are two biggest challenges
remain: Data loss prevention in data transmission process and
try to reduce the power consumption of the RF module. The
solutions discussed above have not solved these challenges
completely. Although there are some commercial system
that provides many solutions of WSN for water monitoring,
security and other sensing criteria, but these solutions are
too expensive to apply in our country, where Internet of
Things applications are the new trend and people are used
to the original measurement. Besides, their solutions are too
complicated to be installed by the customers who do not
have too much knowledge in Engineering; the Software and
Sensors and Gateways are bought separately. Motivated by
these challenges, the overall objective of our current work is
to build a wireless sensor network for a water quality control

II. R ELATED W ORK AND M OTIVATION
There have been a number of research works in the literature
that adopt Wireless Sensor Networks in Aquaculture and
Water Quality Monitoring. In [2], the researchers adopted
wireless sensor, embedded computing, MEMS technology,
distributing information processing and wireless communication technology to build the wireless network sensor network
system. It provides primarily the hardware architecture design
and technology used for the transmission and real-time data
acquisition. But it still needs to describe more about the
embedded structure and programming structure. Besides, the
data from the sensor network accepted by the gateway node
will be processed by the application server must be transmitted
via an external I/O communication unit (e.g., Ethernet, and
RS232).
In some other works, sensor nodes are data acquisition unit,
environmental statistics are collected by various sensors (pH,
temperature, and dissolved oxygen sensor) and transmitted
via ZigBEE/IEEE 802.15.4 RF transceiver [10], [8]. In these
systems, a gateway (coordinator) is the core of the network
that receives, pre-processes and analyzes the data from sensor
nodes then sends to a computer via a RS232 cable. In [10], the
advantage of this project in comparison to the other one is the

85

Fig. 2: Stack Proﬁle

Fig. 1: ZigBEE Device Types.
Fig. 3: Diagram of Evaluation Board
system that can reduce the data loss while save energy for
power consumption.
or a Router); it cannot relay data from other devices. This
relationship allows the node to be asleep a signiﬁcant amount
of the time thereby giving long battery life.
Stack Proﬁle: A method to ensure application-level interoperability, deﬁne device types, message format and contend
code. Structure of a Stack Proﬁle is described in Fig. 2. Proﬁle
ID must be unique and is issued by the alliance. Proprietary
proﬁles can be deﬁned by the customer. The most important
is Cluster ID, it stores attributes and responds to commands
relating to these attributes. In this project, we choose a true
system-on-chip (SoC) solution for IEEE 802.15.4 from Texas
Instrument: CC2530 ZigBEE KIT [12] to work with:
CC2530 Evaluation Module [4]: A completed System on
Chip using 8051 MCU core and radio for the 2.4 GHz
unlicensed ISM/SRD band. CC2530 provides extensive hardware support for packet handling, data buffering, burst transmissions, data encryption, data authentication, clear channel
assessment, link quality indication and packet timing information.
SmartRF05 Evaluation Board: Fig. 3 is diagram of an
Evaluation Board, the platform for the evaluation modules
(EM) and can be connected to the PC via USB to control
the EM. Although PC connects to the EB via USB Controller
using SPI or UART or Debug Interface to load and debug the
application, serial ﬂash is not controlled by USB Controller.
SmartRF05 EB can be powered by DC adapter or 2 AA
batteries. SmartRF05 Battery Board: A reduced functions of
SmartRF05 EB, can be used as a standalone node when the
CC2530EM is connected. It is powered by 2 AA Battery.

III. BACKGROUND
A. IEEE 802.15.4 and ZigBEE
IEEE 802.15.4 is a technical standard which deﬁnes the
operation of low-rate wireless personal area networks. Main
features of this standard are the ﬂexibility of the network,
low cost, low energy consumption, low data transfer rate, can
organize themselves as ad-hoc networks when moving equipment. This standard uses Personal Area Network Wireless
network (WPAN), operating at frequencies 868MHz, 915MHz
or 2.4GHz, and the use of this frequency band without the
license. There are two types: Full function device (FFD) and
Reduce function device (RFD). Only FFD can be Coordinator
or Router and has routing ability and discovering the network,
meanwhile, RFD can only connect to the Coordinator or
Router and usually use as End Devices.
ZigBEE is an IEEE 802.15.4-based speciﬁcation for a suite
of high-level communication protocols. There are three device
types deﬁned in ZigBEE and they are Coordinator, Router, End
Device as shown in Fig. 1. A coordinator device is mandatory
in every ZigBEE network, but the number of router and end
device is optional.
ZigBEE Types:
Coordinator (Black nodes): Coordinator forms the root of
the network tree, it will scan the entire RF for the existence
of the network, select the channel, PAN ID and network boot.
It controls the data and information stored on the network in
all activities; it also acts as a trusted center for security.
Router (Red nodes): Allows other devices to join, implement ”multi-hop” network, contact support for devices End
Device is its children. It can connect to other routers and
Coordinator or allow End Device connected to. The main
purpose of the router is expanding the range of the WSN.
End Device (White nodes): Contains just enough functionality to talk to the parent node (either the Coordinator

B. GSM/GPRS Module
A module GSM/GPRS SIM300Cz from Simcom is required
for the coordinator to connect wirelessly to the database server
and send/receive SMS. The module will connect with database
server via TCP protocol to the transceiver and receive TCP
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Fig. 5: Node Architecture

maintenance costs for battery replacement. Besides, to ensure
that users will be warned as soon as the environmental factors
reaching dangerous levels, the Sensor Node will check the sensors every 1/4 transmission time (7 minutes 30 seconds), if the
measured value exceeds or is lower than the allowable value,
Node will immediately send data to Coordinator; otherwise, it
will send the data every 30 minutes. This feature ensures that
the water is monitored frequently but helps saving energy for
Nodes.
In addition, we also implement an algorithm to avoid data
loss between Node and Coordinator to make sure the data has
been successfully delivered which will be described later.
The data transmission process from Coordinator to
Database server will be implemented by GSM/GPRS (Module
SIM300Cz). The server will not only receive data from Coordinator and save it in MySQL Database but also deliver some
conﬁguration and set from Client User Interface, an application
run on Windows OS, build on .NET platform to the Wireless
Sensor Network.
The Client User Interface has a user-friendly interface,
providing interactive services with systems such as start, stop,
or change the transmission time of the node and update the
alert threshold values for temperature, and pH level. It also
provides graphs to evaluate the effect of temperature, pH to
the development of aquaculture and the data aggregation is
provided for yearly report.

Fig. 4: System Architecture

Packets. One other purpose is to send out the SMS message
to a conﬁgurable phone number.
C. Sensors
Temperature sensor: a popular temperature sensor from
Microchip - MCP9700A. The MCP9700A can accurately
measure temperature from -40◦ C to +150◦ C. The output of
the MCP9700A is calibrated to a slope of 10mV/◦ C and has
a DC offset of 500mV. The offset allows reading negative
temperatures without the need for a negative supply. Therefore
the output value from the sensor will be read directly by the
ADC pin of the processor.
pH Sensor: PHEX-112SE from ProMinent, a pH Sensor
which optimized for use with contaminated water with a high
solids content at six bar/100◦ C or 16 bar/25◦ C. Its measuring
range is 1-12. The resistor of this pH is pretty high (500MΩ).
At 25◦ C, the exact output value for pH 7 is 2.4 mV, and the
output change is 57.95 mV/1pH. Because the large resistor and
small voltage offset, we need an ampliﬁer circuit to reduce the
resistor, raise the output value to a positive value and amplify
it three times to increase the accuracy for the ADC of CC2530.
The design of ampliﬁer circuit will be described later
IV. S YSTEM D ESIGN

A. Node

The system is designed and implemented with many functions such as monitoring water quality pond (temperature and
pH) in a real-time environment, storage of values measured in
the database; delivering the timely warning to the managers
and users of the system. The most important goal of the system
is to ensure that the data collected from the sensor is reliable
for water quality monitor purpose. The system also provides
a user-friendly interface, ease of connectivity, user-generated
charts from collected data to compare the environmental
impact of pond in a long period. Another signiﬁcant feature is
implemented is the timely report via SMS to the manager when
the environment statistics reach threshold values to minimize
risks and losses. The overview of the system is depicted in
Fig. 4.
The temperature and pH level of the water changes slowly,
therefore the system will trigger the sensors and send the
values every 30 minutes. The time between two polls can
be changed by user. This helps to save energy for the Node
uses battery power, signiﬁcant increases usage time and reduce

A Node connects and collects data from the sensors (ADC),
processes and sends data to the Coordinator. It uses 2 AA
batteries to supply power for Sensors and module SmartRF05
Battery Board, but it also can use Solar Energy module to
as external power supply source. Fig. 5 shows the hardware
architecture of a Node.
There are two types of sensor can be attached to a node:
Temperature Sensor and pH Sensor. Although the temperature
sensor has accuracy 2◦ C between 0-70◦ C, if we calibrate at
25◦ C, we can reduce the accuracy to an acceptable value 1◦ C.
After the testing phase, we have noticed that the output of the
temperature sensor in real environment temperature is 10.3
mV/1◦ C and the response time is 3-5s to get a stable output
value. The temperature values and voltage values are linear
related; the comparison results are in Fig. 6.
Because CC2530 uses the voltage of the battery as a
reference voltage of ADC, so the value will be affected when
the batteries are used in a long time. We need to use Precision
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Fig. 8: Coordinator Architecture

event is triggered, the Node will collect data from sensors,
calculate and ﬁll out the Data Cluster packet, then send it
to Coordinator with an ACK number. This ACK is unique for
each transmission. After the transmission process completed, it
starts ACK timer (5 seconds) and waiting for the ACK packet
from Coordinator. If an ACK packet is received but the value in
this packet is not equal to the value from previous Data Cluster
packet or the ACK packet is missing, the Data Cluster packet
will be sent again. This feature will improve the reliability of
the system and provide instance responses if there is any issue
on the whole system. Besides, Node can change the warning
values when it receives a Warning Cluster packet.

Fig. 6: Relation between Temperature - Voltage

B. Coordinator
We used the Smart Evaluation Board RF05 as the Coordinator, it includes 4 LED, 1 LCD (3 lines), 1 5-ways Joy, 1
RS232 port to communicate with the GSM / GPRS module
SIM300Cz as standard UART as shown in Fig. 8. Coordinator
plays a central role in the system, it is always in active state
and waiting for data transfer from nodes and processing the
command from users via GSM/GPRS Module to conﬁgure
and monitor the entire nodes in the system. Coordinator do
not have the sensors mounted on and it is usually placed on
the ground. It will be powered by DC power from the adapter
due to high power-consuming requirement.
Fig. 9 describes the main activities of the Coordinator. In
the beginning, it will initialize required variables, functions,
such as UART modules, LED, LCD and other components.
At the same time it will explore the environment to select
channel frequency that is most efﬁciency and lowest energy
consumes to set the ZigBEE network. Nodes will be able to
join this ZigBEE Network.
The main activity of the Coordinator is to receive data from
the Node and transmit data to the server via GPRS. When
receiving data, it will read the ACK number and make sure
this Data Cluster packet is a new one by comparing with the
previous value. If the data is new, Coordinator sends an ACK
packet contains the ACK number from Data Cluster packet
to the corresponding Node. After that, it checks the values to
decide if the environment is in the warning state. If the value
is outside the permitted limits, the Coordinator will perform
sending SMS notiﬁcations let the users know to take timely
remedial measures to avoid losses, if any.
Despite warnings or not, the data then also sent to the
Server. The coordinator will check the GSM/GPRS module
and try to establish GPRS connection. When connected, it
performs data transfer and returns to the state waiting for the
event. Type of connection between the Coordinator and Server

Fig. 7: Main function of Node

Voltage Reference MCP1525 to get a precision voltage of
2.5V. The use of this Voltage reference is to create a stable
voltage to use as the reference voltage.
Fig. 7 describes the software design of the main function of
a node. The Node will run the Initialize process to conﬁgure
all parameters, and then try to connect to ZigBEE network. If
the connection is established, it will run in the sleep mode
to reduce power consumption and wait until timer expired
or receive a data request from Coordinator[1]. When an
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polling period command re-conﬁgures the timer of every
Nodes.
The Synchronous Time frame in Table IIb is sent in the
beginning and after every 3 hours. When the Coordinator or
the Server sends or receives this command, it will store current
time, and the data in the next packets will be calculated by
the time difference.
TABLE III: Start/Stop Frame
1 char
C

1 char
‘A’ for Start and ‘O’ for Stop

2 chars
Node ID

Users can decide which node will be started/stopped by
choosing Node ID by sending a Start/Stop Frame, formatted
in Table III, a zero number will affect all nodes in network.
Data Frame (Table IV) is the longest and most important
frame of the connection between Coordinator and Server, it
contains all data from Nodes. Time is in seconds, the difference between the time values collected and the synchronized
time. Server will read through the packet, collect the values
from each node and store all in database.
Node Information Frame contains the information of a node
and number and type of sensors attached. Sensor code is the
type of sensors in Node, ‘1’ is only Temperature, ‘2’ is only
pH and ‘3’ is both of sensors.
C. Stack Proﬁle
The Coordinator and Node share the same Proﬁle structure.
Fig. 10 shows the list of Cluster Proﬁle designed for in
this system. Data Cluster ID is commonly used for both
Input Cluster and Output Cluster on End Device, Router and
Coordinator. The others are used for Input Cluster of Node
only.
On one hand, Data Cluster ID is a command from Coordinator to Node to trigger the data collecting process and
transmission to get the immediate values. This command does
not change the routine process of Node. On the other hand, a
Data Cluster received by Coordinator from Node will contain
values from the sensors and a 2-byte number which will be
used for ACK process. The format of a Data Cluster Frame is
shown in Fig. 11.
The ﬁrst byte of Data Cluster packet is used to conﬁgure
the number and type of sensors attached on the corresponding
node. There are eight types of sensors can be attached on each
node. In this circumstance, bit 0 and 1 are used for temperature

Fig. 9: Main function of Coordinator
TABLE I: Update warning values frame
1 char
C

1 char
W

4 chars
MinTemp

4 chars
MaxTemp

4 chars
MinpH

4 chars
MaxpH

is TCP/IP, ensuring that no data is lost during transmission. If
the process of setting up GPRS connections is not successful,
the Coordinator will perform data storage in built-in NV ﬂash
memory CC2530. Once it connects successfully to GPRS, it
will examine the data storage and transmission all stored data
in memory to Server.
Also, it also receives some commands from the user. Formatting commands and data are described in the following
section.
TABLE II: Initialize Frames
(a) Change polling period frame
1 char
C

1 char
T

4 chars
Seconds

TABLE IV: Data Frame

(b) Synchronous Frame
1 char
C

1 char
D

1 char
S

10 char
Time

2 bytes
Number of blocks

14 bytes
Data block1

14 bytes
Data block 2. . .

TABLE V: Node Information Frame

Table I and II are the commands that will affect all Nodes.
The update warning values frame changes the minimum and
maximum values of two sensors type. Node will use 10
percents of these values as the warning threshold. Change

5 bytes
Node Address

89

1 byte
Sensor code

4 bytes
Temperature value

4 bytes
pH value

Fig. 12: Ampliﬁer Circuit

Fig. 10: Cluster Proﬁle

The client sends two kinds of requests to server: Data
request and command request. Object Serialization/Deserialization is used to convert an object into a byte stream and
recover the byte stream back to an object. The main purpose
of this method is to keep the state of the object to be able to
restore them if necessary. Besides, a command will be sent to
the server to control the Wireless Sensor Network by GPRS
Module connected with Coordinator.
The client application interface allows the users to request
and report data from the database by day/month/year. An
aggregate method will be applied to get average value of days
and months for month and year report respectively. Besides,
as we point out on above sections, timeout, start/stop, and
synchronous commands affect the Coordinator and ZigBEE
Network; and Set Phone Number command changes the User
phone number which will receive SMS alert.

Fig. 11: Data Cluster Frame

and pH respectively, bit 2 to bit 7 are reserved. Each sensor
has four states which are described by two bits (normal-00,
critical-01, warning-10 and unknown-11). The unknown state
will be sent out when the value of sensors are unreadable,
or the values are abnormal, the sensor might be broken and
need to be checked. Data 1 and data 2 are the temperature
and pH values. The more sensors attached, the more frame
will be added to data cluster packet. ACK number is an
increasing value each time when the node starts a transmission
to Coordinator.
Start Cluster and Stop Cluster are sent to start and stop
the function of Node. Timeout Cluster, Sensor Cluster, and
Warning Cluster are conﬁguration packet sent from Coordinator to one speciﬁc Node or all Nodes. Timeout Cluster
modiﬁes the time between two transmissions of Node. When
a Node is added or removed, Sensor Cluster is sent from
Coordinator to a Node to reconﬁgure the Node. Warning
Cluster is a broadcasting packet to change the threshold value
of sensors. There are four 2-byte values will be sent which
are MinTemp, MaxTemp, MinpH and MaxpH. This feature is
required because the normal environment statistics are not the
same with all kind of aqua creatures.
ACK Cluster is a cluster used for reducing the data loss in
transmission process. It is a 2-byte number get from the Data
Cluster packet.

V. I MPLEMENTATION AND E XPERIMENTAL R ESULTS
A. Implementation
We have designed and developed several circuits including
a GPRS power circuit, temperature sensor circuit and ampliﬁer
circuit for pH sensors. The ampliﬁer circuit is the most
challenging circuit that needs to pay attentions. As discussed
earlier, the internal resistor of PHEX-112SE is high (500MΩ)
and at 25◦ C, the exact output value for pH 7 is 2.4 mV and the
output change is 57.95 mV/1pH. Therefore, the output value
can be negative in some cases and ADC cannot read negative
value. We need to design an ampliﬁer circuit to reduce the
resistor of pH electrode, to raise the output value to a positive
value and amplify it three times to increase the accuracy for
the ADC of CC2530. The design of this circuit is depicted in
Fig. 12.
The output value can be calculated as:

D. Data Server and Client
Users will interact with the system through a client application, which connects to a server to handle the commands
and store data into a database. The database contains the
information of Nodes, including Node ID, Node IP, MAC
Address, description, location and type of sensors attached on,
and the values of temperature, pH, together with the time and
node where the values are retrieved. The server also connects
to the GPRS module to receive data from the system via
GPRS.

V2=

10k
∗ 5 = 0.454(volt)
100k + 10k

100k
∗ (V 2 − V in) + V 2 = 1.42 − 2.12 ∗ V in
47k
V out2 = V out1
(1)
The value range of Vout1 is from 0.78V to 2.06V for the
-300mV to 300mV input voltage.
V out1 =
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B. Experimental Setup and Results

conductivity can be attached to our system with a little
modiﬁcation. Moreover, power consumption can be reduced by
adopting solar energy to power the Sensor Nodes, especially
in tropical areas likes Asia countries.

We have deployed the Nodes on a lake with the maximum
distance of each node from its parent node is not larger than 30
meters (a Sensor Node only has one parent node: a Coordinator
or a Router Node). After installation, we turn on Router Nodes
and Sensor Nodes so that they will ﬁnd and join the ZigBEE
Network established by the Coordinator.
After conﬁguration, the system functionally work as described, indicated by the leds on the Nodes.
To validate the properties of the proposed system and
evaluate the results, we have performed a number of practical
experiments in a laboratory setting. The system is set up with
Nodes powered with two AA batteries in a laboratory and
Coordinator in another room in range 30 meters. With this
range, data loss does not happen; with a Node change to
Router, the range which does not lose data on transmission
is about 50 meters. If the system is set up on the ﬁeld, the
range can be increased to 40 meters without a Router and
over 60 meters with a Router installed. To test the temperature
sensor, we use a water tank and slowly change the temperature
of it from 15 to 35 Celsius degree, take samples and compare
results between our system and lab thermometer. In the testing
range, the absolute error of temperature is 0.5◦ C, which is
acceptable for creatures. The adaption time of our system is
about 15 seconds after a request to collect data sent from
Coordinator, because Node takes three samples and get the
average value to make sure the value is the best one. With
pH sensor testing phase, we also used a pH meter that was
deployed to calibrate the pH sensor before. The pH values
from our system will approximately increase 0.1 pH when
the water temperature increase about 10◦ C. The variation is
larger if the pH value differs from 7. On the other hand, the
range of water temperature in real environment is between
15 and 35 degree, the expected pH range of a shrimp pond
is 6.5-8; so the ﬂuctuating temperature of the measuring can
be ignored. Within the temperature range above, the values
from our system and the values we get from the pH meter
are identical. The SMS service and warning function works
well, when a SMS request send from Coordinator to Sim300Cz
Module, a SMS will be sent to the conﬁgured phone number.
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VI. C ONCLUSIONS AND F UTURE W ORK
In this work, we have presented a design and implementation of a reliable WSN for Water Quality Monitoring system.
As demonstrated by experimental results, our proposed system
achieve the efﬁciency in energy consumption and the reliability
of data transmission. These properties are obtained by the
proposed lightweight ACK mechanism Node – Coordinator
transmission to reduce the potential data loss. We also provided the functionalities for users to conﬁgure the WSN
settings for customized purposes.
In the future, we plan to extend our system with several
intelligent modules. For example, water pumps can be installed
and controlled by the monitoring module to change the water
level in a pond, to reduce or raise temperature and pH level.
Other types of sensors such as dissolved oxygen, turbidity,
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