In this article, we propose a novel technique for classi cation of the Murmurs in heart sound. We introduce a novel deep neural network architecture using parallel combination of the Recurrent Neural Network (RN N ) based Bidirectional Long Short-Term Memory (BiLST M) & Convolutional Neural Network (CN N ) to learn visual and time-dependent characteristics of Murmur in PCG waveform. Set of acoustic features are presented to our proposed deep neural network to discriminate between Normal and Murmur class.
INTRODUCTION
Cardiovascular diseases (CVDs) continue to be the leading cause of morbidity and mortality worldwide. An estimated 17.5 million people died from CVDs in 2012, representing 31% of all global deaths (WHO 2015) . Cardiac auscultation using stethoscope has been a classic procedure for screening heart abnormalities. Heart sound (Phonocardiogram i.e. PCG) auscultation though being noninvasive and inexpensive to capture, has limitations: dependency on hearing sense to judge unbiasedly, and precise skill which takes years of experience to gain, therefore, are not fully reliable. However, digital signal processing on PCG has shown a high correlation with the evaluation of primary healthcare and cardiac defects, which makes it a popular choice. erefore, intelligent agent over auscultation would assist medical practitioners with decision support abilities.
Heart sounds consist of two fundamental / primary beats, called S1 & S2 (sounds like 'lub' & 'dub'), occurring sequentially in time domain. A single mechanical cycle of heart, or cardiac cycle, produces an S1 sound when the closing of the mitral & tricuspid valves occur followed by Systole then an S2 sound by the closing of the pulmonary & aortic valves followed by Diastole. is ideal blood ow in the heart is streamlined; thus interbeat sounds are minimal; however, turbulence in the blood ow due to structural defects and other diseases in the heart creates vibration in the surrounding tissue, thus creating audible noise, called pathologic murmur.
Murmurs have diverse and wider frequency ranges of sound compared to primary heart sound (S1 & S2) and depending on their nature they can be as high as 600 Hz. Murmurs are one of the pathological indicators of abnormalities in the heart, which needs medical a ention. Functional, or innocent murmurs are caused due to physiologic conditions outside the heart, which are benign and not included in this study.
Murmurs, depending upon the position in the cardiac cycle can be further classi ed into systolic and diastolic murmurs; however, they quickly get mixed up with cardiac beats which makes it di cult to identify by our hearing sense. erefore, we need an automatic classi er which perceives inherent features of PCG to discriminate normal and murmur heart sound.
In recent times, PCG murmur detection has been an active area of research, with various studies centering on the determination of a multitude of features extraction which correlates to murmur, mostly related to time, frequency, morphological, parametric modeling and spectral properties of heart sounds. In [3] , Liang et al. have extracted features based on coe cients of wavelet packet decomposition to classify heart sound into physiological and pathological murmurs. Features were introduced to a neural network to get 85% accuracy. However, it does not provide information about the normal class or noisy recordings which might have a similar pa ern in wavelet space, thus di cult to segregate. In [6] , Sharif et al. have taken instantaneous energy and frequency estimation (central nite di erence frequency estimation and zero crossing frequency estimation) of heart sound for the classi cation. In [1] , Ari et al. have extracted wavelet-based features to discriminate normal and abnormal heart sound using modi ed Support Vector Machine (Least Square SVM) -which introduces Lagrange multiplier based on Least Mean Square algorithm. In [2] , Delgado et al. have used perceptual & fractal features to understand the temporal pa erns of the heart sound murmur, in which fractals have shown signi cant performance boost over other. Yoshida et al. [8] have analyzed the systolic duration of heart sound using instantaneous frequency from averaged Wigner-Ville distribution for the characterization of PCG. In [4] , Rubin et al. have used deep learning approach to classify the time-frequency heat maps using a convolutional neural network (CNN) which resulted into 0.73 sensitivity and 0.95 speci city on Physionet Challenge 2016 1 dataset.
Previous studies have mostly focused on the feature extraction based method for classi cation. However, handcra ed features mostly fail in the on-eld test environment, as these features are highly biased towards training dataset. Moreover, number of the prior studies for heart sound classi cation is awed because of utilization of carefully-selected data, failure to use a variety of PCG recordings from di erent demographics and pathological conditions, training and evaluation on clean recordings, etc. Few studies have also used heart sound segmentation to extract features, which is a di cult task on recordings having murmur even with the current state-of-the-art technique [7] . Segmentation can fail miserably due to the presence of noise, artifacts and other sounds including third heart sound 'S3', fourth heart sound 'S4', and murmur.
Heart sounds are inherently prone to interfering noise (ambient, speech, etc.) and motion artifact, which can overlap time location & frequency spectra of murmur in heart sound. Mumur being mostly pseudo-periodic in nature (assuming noises are random and varying), spectral and temporal sequence analysis best suits the a empt for classi cation which adapts and tracks the statistical property of the signal over a time-frequency space. Recent advancements in deep learning have shown a promising result; therefore we utilize Convolutional & Recurrent Neural Network to solve the classi cation problem.
e rest of the paper is organized as follows: Section 2 describes the datasets, pre-processing and feature engineering, the architecture of the proposed network is detailed in Section 3. Section 4 describes the training procedure. Results and observation are explained in section 5, and nally, section 6 concludes the article.
DATASET DESCRIPTION
We have used three publicly available heart sound datasets including Dataset D1 contains in total 23 recordings having various abnormal heart sound out of which 14 were murmur recordings while remaining 9 were the normal category. D2 have in total 585 annotated recordings, out of which 129 are labeled as murmurs (which includes 29 noisy data). Remaining 456 recordings (with 120 noisy data) are labeled normal heart sound which includes recording with artifacts, extrasystole, extra heart sound (S3, S4, and Clicks) and normal. To further enhance the dataset, we have considered D3 with 3240 data (normal and abnormal) collected from patients around the world having various pathological conditions. However, we have considered only normal class 2575 data (including 186 noisy) and have discarded abnormal (665 recordings) heart sound from D3. As an abnormal class in this dataset includes patients recordings having both heart valve defects (including murmur sound) and coronary artery disease (CAD), and Physionet does not provide sub-classi cation for these recordings. erefore, combining above datasets, we create a single pool of data having 143 murmur recordings (14 from D1 & 129 from D2) & 3040 normal recordings (9 from D1, 456 from D2 & 2575 from D3). e sampling frequency of dataset was maintained at 2000 Hz.
e data length of recordings ranges from less than a second to just above 123 seconds as shown in the gure 1. We have created a challenging dataset in terms of sensor diversity, di erent demographics, various location of recordings, di erent pathological conditions (Physionet data were collected from ICU/CCU), the variation of age & BMI of subjects, variety of noises (ambiance, motion artifacts), varying sampling frequencies, and class imbalance. erefore, we pursue a generalized classi er learner over the dataset, where deep lters and long-term dependency aggregated by our Deep Neural Network (DNN) architecture learns the highly correlated features with class and are sensor and noise independent.
Data Segmentation
Due to variation in the length of recordings, sequences are segmented into non-overlapping chunks of 4 sec length each. e analogy behind this duration is to focus on the minute and deep feature to understand murmur rather than learning very long-term dependency which is independent of our study (e.g., Heart Rate Variability and breathing e ect). Residual sequences of very short length (¡ 2 sec) are not guaranteed to provide su cient murmur information and are thus removed from the data pool, whereas others are padded with trailing zero. A er segmentation, we have 10,892 instances of data out of which 272 belongs to murmur class (class ratio nearly equals 39:1 normal:murmur).
Feature Engineering
Deep learning has provided many tools for automatic feature extraction based on raw data and its annotation, for example, Autoencoder, and Convolutional Neural Network kernels on raw signals to learn important lters. However, these work best for the spatial feature extraction of signi cantly high-resolution signal compared to our single dimension heart sound. erefore, in this study, we extract features for the classi cation of signals.
Murmur, being a pseudo-periodic non-stationary high-frequency signal, we need both temporal and spatial trend to discriminate the disease from normal class. is will also reduce biases towards noises (ambiance and motion artifact) which are relatively aperiodic and of varying frequency spectra.
Before feature extraction, we apply low pass followed by high pass lters with cuto frequencies 500Hz and 25Hz respectively. We have also removed noisy spike in the signal using [5] method. We utilize acoustic features: Mel lter based Mel-Frequency Cepstral Coe cients (MFCC), a well-known technique in speech processing, and short-term Fourier transform based spectrogram to nd the time-dependent and visual signature of the signal respectively. We use the following method to compute these features :
(1) Signals are divided into small windows of length 128ms and step size of 64ms. (2) On each window, Fast Fourier Transform (FFT) is applied with a Hamming window of the length of 128. (3) is resulted to spectrogram image of dimension [65 x 61] for a 4 sec heart sound.
Cepstrogram (MFCC).
(1) Signals are divided into small windows (with window index i) of length 25ms and step size of 10ms. 
ARCHITECTURE
In this study, we propose two parallel deep neural networks: Recurrent Neural Network based Bidirectional Long Short-Term Memory (BiLST M) and Convolutional Neural Network (CN N ) which merges by a ening and concatenating their respective output following fully connected layers with common loss back-propagation path. e LSTM layers utilize the sequence of acoustic MFCCs feature, while the CNN layers use spectral images as input. e schema of the proposed neural network is shown in gure 2.
CNN
Convolutional layer performs 2-dimensional convolution between the spectral image and the trained lters. To learn the di erent aspect of the features, numbers of lter channels are used. us, when we apply N di erent lters to the spectrogram, N output ltered images F i (i ∈ [1, N ]) are computed in the convolutional layer.
e ltered images F i are forwarded to the pooling layer which evaluates the sub-segments of F i and compute maximum value which downsamples the image. is spatial downsampling ensures the most dominant feature in the sub-region is extracted. In the nal pooling layer, the resized outputs are a ened in order to connect with the subsequent fully connected layers.
BiLSTM
LSTM (or RNN) contains hidden layers with self-recurrent weights which enables the cell (nodes) in the memory block to retain past information. is inference of prior information is used for future estimation; thus LSTM is famous for extracting the temporal pa ern of the sequence. Bidirectional LSTM (BiLST M) is the modi ed LSTM which has a bidirectional ow to process the sequence in both forward and backward direction and fed forward to the output layer. Two hidden layers present in BiLST M computes hidden sequences both in forward and backward direction and updates the output layer by using backward layer (from last time step to the rst) and forward layer (from rst to last time step). In our system, BiLST M learns the temporal trend of MFCC's sequences of the heart sound.
TRAINING
To train our network, we need to feed two sets of features (Spectrogram & MFCC sequence) of every instance simultaneously in the same order in every iteration of the epoch. erefore, we maintain two ordered datasets for each corresponding features accordingly. For robust performance evaluation, we do 5-fold cross-validation over 10,892 data. However, due to the predominance of class imbalance (nearly 39:1 normal:murmur as quoted earlier), training would be bias towards majority class. erefore, we augment the minor class in training data in each fold independently by upsampling (repeating minor class) to create balance class training set, however, we have le test data in every fold as it is. Moreover, we also made sure that data segments of the same patient (or subject) are not present in both train and test in any of the folds. is insures non over-optimistic result.
CNN
Proposed CNN architecture comprises three convolutional layers, two max-pooling layers, and a fully connected layer to a en the output of CN N . e input to this CN N is 65x61 spectrogram. In the rst convolutional layer, the input is convolved with 4 lters of size 3x3. Batch normalization followed by ReLU activation function was applied on the output of the convolutional lter. First max-pooling layer summarizes and reduces the size of lters using 2x2 kernel. Similarly, two subsequent convolutional layers convolve output of max-pooling layers using 3x3 lter followed by batch normalization and ReLU activations. Final activation output is then a ened and feed to fully connected layer with 128 units. To reduce over-ing, we used L2-Regularization over all the layers in CNN.
BiLSTM
In the BiLST M architecture, input sample consist 398 frames with 13-dimensional MFCC features.
e network have two BiLST M layers with 128 BiLST M units each and one feed-forward layer with 128 ReLU units similar to CNN output. Dropout was applied to all the layers with keeping probability of 80%.
We built parallel BiLST M and CN N structure and combine their outputs (128 each) to form a single fully connected layer with 256 units. Second fully connected layer has 128 units which is connected to output layer containing two so max nodes identical to the number of class (Normal & Murmur). e network structure and ow of BiLST M and CN N part is portrait in above sub-sections.
is combined structure was then trained over the dataset explained above.
All the networks were trained using cross-entropy error as the loss function. In each epoch, we set 128 mini-batches in random order (however with same seed over two feature sets to maintain uniformity in order). Learning rate was kept 1E-3 throughout training.
RESULTS AND OBSERVATIONS
We present a set of performances measures (Sensitivity (the portion of normal class predicted normal), Speci city (the portion of murmur class predicted murmur), & F1 Score of Normal class) over 5-fold cross-validation as shown in Table 1 . We have provided performance of our network (BiLST M + CN N ) and individual CN N & BiLST M networks too which were trained & tested independently. As we can see CN N & BiLST M networks are bit biased towards Murmur and Normal class respectively. is is because CN N network learns visual lters for discrimination; however, it faces di culties di erentiating noisy data of Normal class and Murmur. On the other hand, BiLST M learns the long-term repetitive pa erns of the principle heart sound (S1, & S2) of Normal class but fails to discriminate few instances of Murmur sound which are dominant in periodicity. erefore, when both networks are combined (BiLST M + CN N ) in parallel, we observe the network learns visual as well as the time-dependent aspect of the signal and are a be er place to discriminate the classes.
e result shows we are achieving 100% Speci city & 96% Sensitivity, a signi cant boost from prior arts [6] [2] . e major positive point of our proposed system lies behind the fact that it does not depends on beat (heart cycle from an S1 to next occurring S1) segmentation algorithm, which has its own sensitivity and speci city, and is independent of onset estimation. 
CONCLUSIONS
In this study, we propose a deep neural network solution to classify Normal and Murmur heart sound signals automatically. e proposed method is trained & tested using internal 5-fold crossvalidation on a large corpus of a diverse dataset comprising of multiple sensor PCG signals with varying degrees of noise, motion artifacts & pathological conditions. Our system learns the visual and time-dependent properties of the heart sound signal using parallel networks of BiLST M & CN N . e results demonstrate that automated Murmur detection of PCG signal using acoustic MFCC features and Spectrogram trained on our proposed network leads to high performance.
