While parameter sweep simulations can help undergraduate students and researchers to understand computer networks, their usage in the academia is hindered by the significant computational load they convey. This paper proposes DNSE3, a service oriented computer network simulator that, deployed in a cloud computing infrastructure, leverages its elasticity and pay-per-use features to compute parameter sweeps. The performance and cost of using this application is evaluated in several experiments applying different scalability policies, with results that meet the demands of users in educational institutions. Additionally, the usability of the application has been measured following industry standards with real students, yielding a very satisfactory user experience.
Introduction
Computer network simulation allows to evaluate protocols or network configurations that cannot be deployed in reality with ease or within a reasonable budget [28, 51] , and to explore extreme traffic situations which are rare but of critical impact [51] . Besides researchers or standard proponents, simulation is often used in education because it helps students easily understand the behavior of a protocol under diverse network configurations, without the cost of a real infrastructure and the security concerns entailed by letting students manipulate them, often by proposing students to deal with one or just a few given network configurations (see for example the experiences reported in [35, 37] or [49] ). Pedagogically, it would be more interesting to let students freely explore the parameter space in order to search for relevant phenomena and understand their causes. For instance, [8] describes a learning scenario in which learners must understand the relationship between one output variable (TCP throughput) and some network parameters (link delays and bit rates). Since the output depends on both, this experiment demands a parameter sweep simulation that can be explored as a 2 k r factorial design [27, chapter 18] . With typical desktop computers available in educational laboratories, the response times would be very high, rendering the learning scenario unfeasible in practice.
In spite of the high computational load of a parameter sweep study, it can be decomposed into a (normally quite large) number of independent simulations, each of them evaluating the same model with a different set of parameters. Hardware solutions that exploit thread or process level parallelism can bring down simulation times [50] , though to achieve sensible reductions a significant amount of hardware is needed, which normally is beyond the budget of educational institutions, especially if this hardware only serves a few experiments in very specific courses and will thus remain unused most of the time. Instead, a shared infrastructure that may scale up and down easily would fit much better to these intermittent needs of computation. Indeed, DNSE [8] exploits a computational grid infrastructure based on Globus Toolkit 4 [17] to carry out parameter sweeps. With a service oriented design, simulation services in charge of running ns-2 [43] models can be replicated as needed in existing resources in the virtual organization (a ''federations of resources'' spanning multiple administrative domains). However, adding or removing computation nodes to the virtual organization requires manual intervention of the administrator. With a dynamic load, this implies either under or overprovisioning. Moreover, low adoption of service oriented grids (in particular one based on the Web Services Resource Framework, WSRF [33] , with no updates or events since the publication of the standard in 2006) and Globus Toolkit (with support discontinued in January 2018) hinder the utility of DNSE.
On the contrary, the cloud computing paradigm has matured quickly with the consolidation of prominent public cloud platforms, such as Google App Engine [22] , Microsoft Azurre [32] or Amazon Web Services (AWS) [1] , and also robust middleware to set up private clouds, like OpenStack [34] or Cloudstack [42] . This paradigm allows on demand virtualized resource provisioning under a pay-per-use business model without upfront investment [47] , where resources can be reserved and released without human intervention through user defined scalability rules [46] , yielding virtually infinite scalability of an application at reasonable costs [53] . Though this fact makes cloud computing very appealing for scientific, performance-demanding applications [38] , such as simulators, the usage of cloud computing in the educational realm is very much limited to ready Software-as-a-Service applications [21, 41] . This paper leverages the flexible scalability and cost model of the cloud to propose DNSE3 (Distributed Network Simulation Environment 3), an application conceived for education that allows students to define, run and analyze both single simulations and parameter sweeps. This new system evolves DNSE [8] , making use of ns-3 [44] , which allows embedding real network stack code in simulations [44] and brings much better performance in the simulation of wireless networks [54] . Moreover, a service oriented architecture is proposed for the application aimed at exploiting cloud features to achieve self-scalability for improved performance at reasonable costs. In particular, it uses the cloud provisioning mechanisms to automatically increment or reduce the computational resources used to run simulation services. These services take simulation tasks from one single pool using a work stealing approach, to avoid the need to know the existing simulation services in such dynamic environment. To govern how aggressively DNSE3 recruits or frees resources in order to adapt to existing workloads, a scalability policy must be defined consisting on rules that evaluate application level metrics and determine when and how much to scale up or down. This paper also evaluates several scalability policies that scale towards keeping the amount of pending tasks per worker at a certain level, presenting DNSE3 results in performance and cost when using these policies, and reflecting on their adequacy to achieve a desired response time. In addition, the usability of the developed application is tested with users from the domain (students).
The rest of this paper is structured as follows. Section 2 reviews other distributed simulators found in the literature. Next, Sect. 3 describes the main functional and non functional requirements in the design of DNSE3. Section 4 presents the service oriented architecture, with detailed discussion on the decisions that drive automatic scalability, and describes how this architecture is deployed in a private Openstack architecture, discussing which services can be reused from the infrastructure and which cannot. Section 5 evaluates DNSE3 performance and cost, discussing the effect of several scalability policies, while Sect. 6 very briefly reports the findings on application usability. Finally, conclusions are drawn in the last section.
Related work
Parallel and distributed simulation has been a field of research for quite some time [18] . In many cases, a single simulation model is reprogrammed so that distinct computational resources evaluate some of the simulation events, being thus synchronization the most critical issue [18] . A somewhat different approach of parallelization delivers separate but dependent simulation models to each of the computing elements (the logical processes, LP). For instance, [50] refactors ns-2 to distribute a large network topology among several simulation threads, so that each one simulates completely some routers and links. However, as these topology parts exchange traffic between them, the LPs in charge of them have to wait for events coming from other LPs. Similarly, [9] proposes dSUMO, a decentralized software architecture to simulate urban traffic in which each LP is in charge of a partition of a city model (consisting of interacting elements such as cars or pedestrians). For evaluation, they deployed this architecture in a virtualized environment (virtual machines and networks) dimensioned beforehand, though their research focused on the impact of different partitioning mechanisms, not on scalability.
In all the above proposals, tasks split among LPs are, at some point, dependent of each other. In contrast, the aforementioned DNSE [8] pursued performing parameter sweep simulations benefiting from the fact that each of them is a completely independent process. It was designed to distribute the workload in a service oriented grid. A broker service finds out from a directory which simulation services are available and splits the parameter sweep between them, collecting the results when simulations are finished. Noticeably, the simulation services do not communicate among them. [14] also uses the computational grid to support simulation, by proposing a framework to develop simulations that can be discovered, instantiated and used in the grid, illustrated with the simulation of an aircraft engine model. The simulation themselves do not benefit from parallelization, though each different client may ask a factory to create a dedicated instance of the simulation service.
The cloud computing paradigm has also been adopted to conduct high performance simulation [19] . SEMSim [52] uses it to run the back-end of an urban traffic simulator. With the front-end tools, the user designs an experiment that submits as a ''simulation bundle'' to a dispatch server in the back-end. This dispatcher is in charge of provisioning a number of virtual machines to run independent simulations in parallel. This number, however, is determined beforehand. [25] claims to follow a similar approach, though the models they simulate are not restricted to a particular domain. A similar architecture is proposed by [24] for a different application: searching for asteroids in chunks of astronomical data processed in parallel by different virtual machines in an Openstack private cloud. Though the performance is evaluated for different scales, the number of virtual machines is fixed before each of the experiments.
Finally, cloud computing has also been used to support education in many ways [21, 41] , among them supporting simulation. The Cloud-based collaborative and Scale-up Modelling and Simuation Framework for STEM Education (C 2 SuMo) [12] has been designed with some educational constrains in mind, like supporting collaboration and being very easy to learn, and is aimed at letting students construct, refine and simulate urban traffic models. A virtual machine running a SUMO simulator [5] is launched for each user, though the work demanded by an individual user is not actually parallelized.
Application requirements
The DNSE3 is an application originally aimed at carrying out simulations of computer networks for educational purposes, including parameter sweeps. For the shake of usability, it should offer simple yet significant functionalities to manage simulations and their results. In addition, non functional requirements such as scalability are key driving forces behind this proposal.
Functional requirements
The proposed application should allow users to upload, view and remove simulation projects. A simulation project includes a C?? simulation model suitable for ns-3 (i.e. that can be compiled with the ns-3 libraries), consisting of a network topology and default values for the parameters, indicating which of them can be later modified by the student through the DNSE3 graphical interface. Note that, unlike in [35] , where a few sets of simulation problems are embedded in the application, this decision allows to benefit from ns-3 flexibility to simulate arbitrary network topologies. In particular, in the educational context the teacher may distribute distinct simulation projects for each assignment or different courses, without restriction. It should be noted that when stating which parameters may be editable, a simulation project may have none, thus being ready to be run after uploading it.
Once uploaded to the platform, the user should be able to configure simulation projects. The span of decisions may vary from setting a single value to a parameter different than the default, specifying a range of values for it (hence requesting a parameter sweep), requesting the repetition of the same simulation several times (in order to study the effect of some random variable) or providing details on how DNSE3 should handle the output of the simulations (e.g. storing all of them, including simulation traces, just some performance metrics, computing some statistics...).
After projects are ready, users can run single simulations, parameter sweeps, or multiple repetitions of either of them. While they are running, the system should allow users to monitor the progress of a simulation, pausing and resuming it as needed. Also, the system should inform the user of problems arising when running a simulation.
Finally, the system should store permanently the results of the simulations carried out until the user removes them. In the case of a parameter sweep, the system will report the results of each possible combination of parameters.
Non functional requirements
The main motivation for the proposal of DNSE3 is to achieve scalability in the computation of parameter sweep simulations. Therefore, when one or several parameter sweeps are requested, the system should provision enough resources to compute simulations in parallel in order to complete them within a reasonable response time. On the contrary, when just a few simulations are demanded, idle resources should be released. Therefore, the system should be able to automatically provision and free computational resources as the workload varies.
Some additional issues should be considered in the design. First, the system should make a fair allocation of resources, so that no single user may fetch most of them while the rest have to wait until the scalability mechanisms provision some more. Moreover, as in any distributed system, some parts may fail. The system should have some degree of fault tolerance, hiding these problems from the user, even if they eventually cause some performance degradation. Finally, the system architecture should decouple clearly business logic from user interface, so that multiple interfaces can be offered, some aimed at fast learnability and usability, especially in the educational domain, while others based on calling an API or using a command line may yield better productivity in research or industrial contexts.
Application architecture and deployment
Once the desired functional and non-functional requirements have been identified, this section first describes a service oriented architecture (SOA) [48] application architecture that fulfills them. A particular emphasis is given to the decisions on task scheduling that facilitate scalability. While the architecture is devised first independently of the deployment technology, the section discusses later which services of Openstack and AWS could be reused to deploy DNSE3 in either a private or a public cloud.
Architectural design
The DNSE3 architecture has been designed following the principles of service oriented architectures (SOA) [48] , separating the functionalities in several services with clearly defined interfaces. This approach simplifies maintenance and offers a way to scalability by replicating the most demanded services and balancing the computational load between them [26] . One simple way to do this in a cloud computing platform that operates Infrastructure as a Service (IaaS) is to host each of the services in a virtual machine. The application thus scales up by launching or shutting down virtual machines that run the required services as needed to meet the existing load. Robustness can also be attained by duplicating critical services in different virtual machines.
In addition, the design of each of the services complies to the REpresentational State Transfer (REST) architectural style [16] , that advocates services should offer an interface inspired by the resource oriented architecture (ROA), i.e. exposing a series of resources and a very limited and standardized set of methods to manipulate them, instead of a wide range of full fledged methods, as this strategy has allowed a plethora of third party browsers and web servers interact successfully in the World Wide Web [16] . REST also promotes that services should be stateless, i.e. each request should include all necessary information to be processed on itself and should be treated independently of previous requests. This particular feature is key to load balancing and thus fault tolerance and scalability [48] .
Following these guidelines, the functionality of the application has been decomposed in seven services, as shown in Fig. 1 . The orchestration service receives the requests from the user interface, and passes them onto the appropriate service. When users upload simulation projects, or ask to edit them, the orchestration service just stores them in the storage service. However, when users request to run them, the orchestration service takes this job, which publishes each of the individual simulation tasks in the queue service. These tasks must then be accomplished one by one by the simulation service, that takes input files and writes results in the storage service. In order to cope with the existing workload, there may exist multiple running replicas of the simulation service at a given time. The actual number of instances is determined automatically by parametric rules evaluated by the scalability service using the metrics that the queue service publishes in the monitoring service. The scalability service is thus in charge of launching or releasing virtual machines that run simulation services. Finally, the report service takes simulation results from the storage service and process them according to the instructions specified in the simulation project, in order to produce some reports for the user.
Task scheduling
Task scheduling is not simple in a distributed system in which the number of workers (in this case, simulation services) varies dynamically. A centralized scheduler should be aware of all available workers and their status. To do so, the workers should publish regular updates to the scheduler, which increases its workload and sets up a bottleneck on the communication channel [3] , while the scheduler should be able to cope with inconsistencies in the information. On the contrary, a fully distributed work stealing approach (in which each worker has its own task pool) can increase communication [6] and requires that workers advertise in a common bus when they come up and down.
Instead, work stealing with a single task pool can be more suitable: the queue service maintains a list of available tasks (simulations) to be taken; when a new simulation service is launched, or when a running one finishes its previous task, it requests one or several other tasks from the queue service. Therefore, every simulation service must know where to find the queue service, but the latter is not aware of how many instances of the former are running at a given time. In DNSE3, when a worker takes a task it simply marks it as ''in progress'' in the queue, downloads its description, goes to the storage service to retrieve the input files, adequately configures and runs ns-3, and then uploads the outputs back to the storage service and reports the queue service that the task is ''finished'' before asking for a new one. To avoid that a crashed worker leaves a task unfinished, each of them must periodically refresh their status in the queue service. Simulation tasks that have not been updated for a while are offered again to the next requesting worker.
It is noteworthy that, since workers will only ask for the next task, the queue service can implement ordering algorithms transparently to the workers. In our design, to achieve a fair allocation of resources among users, we have used a two-level round robin ordering of tasks: first by users and then by publication date. Every time a worker requests a simulation, the queue moves to the next user and then to the next available task. The benefits of this approach are twofold: no user can leave others without computational resources (even if the scalability service will recruit more after a while), and race conditions are avoided since every request for the next task will return a different one, even if the previous requester has not yet committed to take the task (unless, of course, there is only one task in the queue).
Finally, it should be noted that this scheduling approach makes scalability much easier. When launching a new simulation service, the only caution to be taken is that it should know where to find the queue service to ask for a simulation task. When shutting one down, it would be wise to wait until it finishes its current task, though if not the queue will eventually notice the task is idle and will announce it to the next worker. Significantly, the queue service is not at all affected by the increase or decrease of simulation services.
Deployment
There are many popular public cloud providers, encompassing several levels of abstraction in what they virtualize, either infrastructure, platform, software or even container as a service (IaaS, PaaS, SaaS and CaaS, respectively). When deploying an application that wraps desktop oriented third party software, such as ns-3, the IaaS approach allows to control the low level details of the execution environment. Besides, IaaS platforms are capable of monitoring both infrastructure and application level metrics to trigger scalability rules, and provide clear interfaces to do so. Finally, mature middleware to set up private clouds offer IaaS, interestingly with a tendency to comply with Amazon web services (AWS), which makes it easier to deploy applications in an hybrid cloud.
For these reasons, we have decided to deploy DNSE3 in an Openstack infrastructure. We discuss next how we have decided to map DNSE3 services into Openstack standard services and, for the shake of completeness, we also comment what choices would be made if eventually deploying onto AWS public cloud. Interestingly, Openstack's REST API is designed to be compatible with that of AWS, and therefore the calls that application services make to the infrastructure should (ideally) not be changed if migrating between the two.
Concerning DNSE3 storage service, it can be offered by Swift or S3, the distributed object storage services provided by Openstack and AWS, respectively. Both allow to handle objects efficiently, and support a naming system to structure them hierarchically. Simulation projects, individual simulations, simulation models, output results and traces, and reports are all treated as objects with the associated information.
The monitoring service requires that the queue service is able to publish metrics, and that they reach the scalability service. In Openstack, this is achieved by Ceilometer (the telemetry data collection service, which allows the publication of standard and user defined metrics) and Aodh (the telemetry alarming service, which reads these metrics and triggers alarms). In AWS, the CloudWatch service would satisfy both needs.
With regards to DNSE3 scalability service, its functionality is offered in Openstack by Heat, which allows the user to publish a stack, i.e. a file that describes the infrastructure (machine sizes, images, etc) for an application, with associated resources that include potential scaling groups. Therefore, though Heat has a much broader scope, it can implement DNSE3 scalability service. It should also be noted that the only benefit of the self-scalability mechanism in being offered as a service is that policies can be managed from any REST client, but in DNSE3 architecture no application service will call the scalability service API. As for AWS, similar arguments would support the choice of the Auto Scaling service to endow DNSE3 with self-scaling mechanisms.
Finally, we have considered Openstack's Zaqar and AWS Simple Queue Service (SQS) to implement DNSE3 task queue service, though we found more convenient to develop it from scratch. Indeed, neither Zaqar nor SQS guarantee an allocation of tasks to workers considering a fair distribution among the users. SQS allows to differentiate messages by group id in FIFO queues, but while messages with the same group id are processed in strict order, there is no control on how SQS dispatches messages with different group id. Of course, it could be argued that, with virtually infinite scalability, sharing resources among users does not seem critical. Nevertheless, the actual extent of resources might be limited by hardware (in a private cloud) or budget (with a public provider). But even if this is not the case, at a point in time resources can be scarce for the existing workload until the self-scalability mechanism provision some more. Therefore, we have decided to keep this requirement to avoid that one student launches a large parameter sweep job and noticeably affect the performance perceived by other students. Another reason not to reuse Zaqar or SQS for DNSE3 queue service is that the task (or message) lifecycle is understood differently. In the former two, the message should be deleted from the queue by the worker that has processed it. In DNSE3, we considered more convenient that the worker marks the task as finished in the queue service, which in turn notifies the orchestration service that can thus monitor the progress of a job (and inform the end user). The orchestration service will delete from the queue all tasks of a given job when it is complete.
The rest of the services have been developed in Java, making use of the Restlet framework [39] to expose and invoke REST interfaces. The requests and responses transport JavaScript Object Notation (JSON) documents, as it is a light yet powerful representation to exchange information, followed both by Openstack and AWS interface definitions.
Performance evaluation
DNSE3 is proposed to leverage the self-scalability and pay-per-use features of the cloud in order to compute parameter sweeps in reduced response times at reasonable costs, that can meet the needs of an educational use. With this aim, this section discusses the choice of workload metrics and the design of scalability rules, proposing several policies, and then evaluates DNSE3 performance and resource utilization when dealing with parameter sweep simulations of different nature, reflecting on the effect of the chosen scalability policy.
Scalability design
DNSE3 should be able to dynamically accommodate the amount of computational resources to the existing workload, so that response times are kept low while making a sensible utilization of the resources. The proposed task scheduling mechanism facilitates this, since it suffices to start or stop simulation services following scalability rules that evaluate metrics published by the monitoring service. Concerning the latter, current utilization of resources (e.g. CPU percentage) is often used to auto-scale web applications with rather unpredictable traffic patterns [45] , while the amount of unassigned workload serves better for batch scientific computing, as is this case. As the objective of scalability should be to dimension the number of workers keeping each of them with a reasonable occupation, while achieving low aggregated response times, a good candidate metric is the number of pending tasks in the queue relative to the amount of active workers [2, 20] . Other, more fine grained metrics, like the expected simulation duration or the number of simulation steps could have also be explored. Nevertheless, even if they relate more easily to the response time, they are far more difficult to estimate and are more specific to the underlying ns-3 simulator and to the specific features of the model being simulated.
Once an appropriate metric is chosen, scalability rules must be defined. It 
Similarly, it should be stopped only when the remaining services have still a margin to accommodate moderate load increments. It is therefore inadvisable to use the same threshold to scale up and down, producing very sensitive rules that lead to frequent fluctuations in the number of services, yielding bad resource utilization, yet contributing little to improve response times. Finally, it is also wise to include a rule keeping a minimum number of instances running continuously, so that the system also achieves good response times for small workloads. Similarly, to limit the bill charged for computational costs, an upper limit can also be set.
Following these guidelines, we have decided to explore several scalability policies, in order to reflect on their impact in performance and cost, as well as on how to choose thresholds. The proposed policies are described in detail in Table 1 . The first two policies are evaluated as a reference of limits in cost and performance: P none keeps the number of running instances to minVM, while P all scales up to maxVM as soon as there are pending tasks in the queue, and comes back to minVM when the queue empties. We then propose to evaluate a conservative stepped policy, P cons , which is often reported in the literature [13, 40, 45] , in which the number of instances is incremented at most by one in each evaluation. Note that the thresholds to scale up and down are different, in order to avoid continuous fluctuations in the number of instances. Also observe that this policy will converge to a stable deployment when the ratio of tasks per instance is between T / 2 and T, so in the end it will produce a result similar to a tracking policy, though expectedly much more slowly. We therefore propose to evaluate a more aggressive set of rules, P aggr , in which the number of new resources is in proportion both to already running instances and distance to the target (some examples of this approach can also be found in the literature [15, 23] ). Finally, it should be noted that rules #11 and #12 are present in all the policies to keep the number of instances bounded (in general, lower bounds are chosen to satisfy a minimum desired throughput, while upper bounds are given by cost).
Experimental setup
As mentioned above, a fully functional prototype of DNSE3 was developed and deployed in a private Openstack (Pike) cloud running 24 cores at 2.2 GHz and 256 GB of RAM in compute nodes (note that the reused infrastructure services, represented in dashed boxes in Fig. 1 , run in the controller node). Small virtual machines are chosen to run the simulation service, with a single virtual core and 2 GB of RAM. It is interesting to explore if there are benefits in running more than one task at a time in each of them. Note that the eventual gain will depend on the opportunity to exploit context switches in the scheduler of the virtual machine, but also on the decisions taken by the hypervisor of the host machine. To evaluate this issue, experiments are proposed in which each single-core worker can take only one (N tasks ¼ 1) or or four (N tasks ¼ 4) tasks at at time. In order to evaluate scalability, synthetic workloads (in the sense that all requests are performed automatically by a script, but running the same simulated models that students use in the course) are defined. To evaluate the impact of increasing workload, the performance is evaluated for parameter sweeps resulting in 50, 100, 500, 1000, 5000 and 10,000 individual simulations. Each of this individual simulation has a similar duration of about 4 s (in the virtual hardware of our cloud, counting only ns-3 time). To study the effect of the duration of individual simulation tasks, we have also defined a new ns-3 model that takes, for each individual simulation, around 1 second to complete. We will thus speak of long and short individual simulations when reporting the results.
For the scalability policy parameters, we choose to use minVM ¼ 1 and maxVM ¼ 30 to evaluate an infrastructure that would have a minimal cost when not used while bounded when fully scaled. In our private cloud deployment the upper bound is also motivated by the available hardware, since running too close to the processor overcommit ratio with computationally intensive loads will make the hypervisor to incur in significant performance losses. The scalability threshold is set to T ¼ 10 simulations per instance. If scalability was achieved through tracking rules [2] this would mean that each worker would have a pending workload accounting for about 40 s (plus distribution overhead), which ideally would result into an excellent response time, if scalability overheads were negligible. In fact, in our educational context, completing the parameter sweeps in several minutes is indeed a fine result, especially considering that they can take some hours in the average computers available in educational laboratories, which precludes teachers to propose parameter sweep studies to the students. The impact of threshold T, however, should be discussed considering both the fact that Openstack only supports simple rules and there is an upper bound on the amount of simulation instances.
For comparison, we also evaluated a typical desktop computer available in our teaching laboratory, running a quad-core Intel(R) Core (TM) i5-2400 at 3,10 GHz with 4 GB of RAM. The proposed baseline task consists in the script used by the students in a real course, that simply launches the simulations sequentially and thus no overheads are involved. All the experiments were carried with no other heavy processes running, so competing workload can be neglected. Care should be taken when contrasting the two systems since each virtual core used by DNSE3 services is in fact running (a fraction of time) on a physical core with lower clock rate than the desktop used for comparison.
Following [27] , experiments are repeated 3 times to account for the fact that response times are not deterministic (some issues cannot be controlled by DNSE3, like access to input/output devices or hypervisor scheduling decisions, for example). Nevertheless, in all cases variation in results was found to be very low.
Results
Before evaluating scalability, it is interesting to estimate the overheads incurred by the DNSE3. There are multiple operations beyond actually running the simulations which add up time (i.e. the orchestration service publishes one task in the queue service and uploads input files into the storage service, then some simulation service picks up the task, it downloads files from the storage service, then calls ns-3, and finally uploads results to the storage service and notifies the queue service of the completion of the task; when all individual simulations are complete the orchestration service aggregates the results of the parameter sweep). Therefore, we performed an experiment in which we did not allow DNSE3 to scale (policy P none ) running parameter sweeps of different size with long tasks (i.e. ns-3 computation-only time of each simulation is around 4 s, using the same simulation model tested by the students). The results reported in Table 2 show that DNSE3 in average completes one simulation task in 4.4 s (0.4 more than the time required by ns-3). It can also be observed that this distribution overhead is independent of the size of the parameter sweep, suggesting the impact of the orchestration service can be neglected.
Besides, it is worth considering the benefits in parallelizing tasks within small virtual machines. In order to evaluate the influence of N tasks alone, we repeated the experiment executing 4 tasks in parallel in each virtual machine. Results are also shown in Table 2 , confirming that running single simulations involve some stall time that can be exploited by the scheduler of the virtual machine, and that (in the evaluated conditions) this is not affected by decisions in the host machine. Moreover, this performance gain comes at no cost, since the committed resources are the same. Therefore, for the rest of the experiments we will maintain N tasks ¼ 4. With these parameters (minVM ¼ 1, maxVM ¼ 30, N tasks ¼ 4) several experiments were carried out to evaluate the performance of DNSE3 using different scalability policies to compute parameter sweep jobs from 50 to 10,000 individual long simulation tasks. The mean response times are shown in Table 3 , along with the time used in a typical laboratory computer (note that the latter does not exploit high level parallelism but has a faster CPU). To facilitate comparison, Fig. 2 depicts the speedup of DNSE3 with respect to the laboratory computer in each of the experiments.
Besides performance results, cost must also be evaluated. Since our experiments where run in a private cloud, we made an estimation of the cost in a public cloud by measuring the total number of seconds virtual machines where up in each of the experiments, and then calculating its cost according to AWS billing scheme and prices (EU availability zone served from Ireland, April 2018). It must be taken into account that DNSE3 has a permanent infrastructure requiring six virtual cores (the orchestration and queue services use two cores each, while the report service uses one; minVM ¼ 1 core is also needed for the always-running simulation service), that account for $0.15/ h. Besides, virtual machines running simulation services can be launched and stopped by the scalability service as needed, resulting into a variable cost that differs for each experiment. These costs are reported in Table 4 .
Results show in the first place that, expectedly, there are not performance gains when scalability is not allowed (policy P none ). The fact that the only running simulation service can take N tasks ¼ 4 parallel tasks compensates roughly for the overhead of DNSE3 distributed architecture. On the other hand, deploying maxVM ¼ 30 simulation services as soon as one task is published in the queue (policy P all ) allows completing the longest parameter sweeps very quickly, reaching a speedup of 20 times faster. Figure 3a shows the evolution of the number of tasks in the queue along with the number of workers known by Openstack's Heat (i.e. the number of instances running or requested and still warming up). The figure shows the impact of the delays of the different steps required to apply scalability. Note that DNSE3 controls how often the queue service publishes new measurements of the queue occupation (we set up to do it every two seconds), but these measurements must be published by the monitoring services (Openstack's Ceilometer), and this happens every minute, and then Aodh, Openstack's telemetry service, reads this metric and triggers and alarm that reaches Heat, but this again will happen only every minute. Therefore, Heat will evaluate the scalability policy 2 min after DNSE3 queue service published the occupation of the queue. As a result, Heat will ask Nova (Openstack's compute service) to launch new instances, but this will take some more time. In the Figure, the queue service registers 10,000 tasks at t ¼ 13, and 55 s later (t ¼ 68) Heat requests 29 new instances. Then the new instances must warm up. It can be observed how the termination of tasks accelerates until a point in which it acquires a new slope, meaning all instances are working at t ¼ 220, 152 s after the scalability policy was evaluated.
Despite the performance improvement achieved by policy P cons in large parameter sweeps, for smaller jobs the newly launched simulation instances arrive too late (as expected from the above discussion), and do not help to reduce response times, while they will nevertheless have an impact in cost. Therefore, it seems advisable to explore policies that scale in proportion to the amount of pending work. Policy P cons is probably the simplest, yet most used set of scalability rules expressed in terms of tasks pending in a task pool. It recruits new resources conservatively, achieving performance gains for short parameter sweeps similar to P all , but without overcommitting resources. Nevertheless, for large jobs of 1000 or more tasks, its provisioning of new resources is too slow. Figure 3b shows how the delay between the two consecutive evaluations of the scalability rules (forced by the fact that previous actions must have been completed) clearly worsens this effect. Alternatively, policy P aggr is more proportional in the request for new resources, achieving similar performance to P all and P cons for smaller parameter sweeps, with a cost similar to the latter. For larger jobs, it improves the performance of P cons , but with a cost even higher than P all , mainly due to the fact that it scales down less quickly. Figure 3c illustrates how new instances are recruited at a faster pace when there are many tasks left in the queue, but again the guard interval between scalability actions penalize somehow the performance. Interestingly, Fig. 3b also shows how the delay between metric publication and scalability evaluation can cause one last but unnecessary scalability step, that recruits a new instance when it is no longer necessary. Another relevant issue to take into account is the duration of the individual task, which affects the ''amount'' of work in the task pool (e.g. 5000 short tasks may account for the same computation as 1000 long tasks). To explore the effect in DNSE3 performance, and its relationship to the scalability policies we repeated the experiments with parameter sweeps consisting of individual simulations demanding approximating four times less computation (i.e. ns-3 time only is around 1 s). The results are shown in Table 5 and Fig. 4 , where it can be seen that the overhead of distribution in DNSE3 is reducing the speedups achieved in previous experiments (i.e. while for the regular laboratory machine response times are reducing roughly four times, for DNSE3 they are at most halved). Besides, for small parameter sweeps the chosen policy does not make a great difference in performance (though it will in cost, see Table 6 ), because when the first additional simulation instances are ready, the task queue will have emptied much more than in previous experiments, and thus these instances will have hardly any work to do. Nevertheless, DNSE3 still benefits from parallelization for large parameter sweeps, with bigger speedups for more aggressive policies, though at a significant increase in cost in the case of P aggr .
Discussion
From the end user perspective, the results introduced above show how to leverage the computational cloud in the educational realm beyond a range of software as a service generic applications commonly used [21, 41] . Considering that a parameter sweep consisting of 10,000 long simulations can take up to five hours in the reference laboratory machine, completing it in 15-20 min means a significant advance, that renders them feasible in laboratory classes, so that teachers can exploit the pedagogical benefits of this kind of experiments. Moreover, thanks to the pay per use model of the cloud, it does so at a marginal cost, that can be easily assumed by educational institutions. In addition, the system is not tied to a specific simulation model, and any ns-3 supported model can be run. The trade off between performance and cost could be further explored, as for example done by [36] , that combines on demand and spot instances and introduce cost factors in the scalability policies, though this research is beyond the scope of this paper.
Despite the benefits for the end user, some technical issues can also be discussed. DNSE3 achieves performance gains by parallelization but suffers from several overheads and penalizations that should not be overlooked. For example, the orchestration service publishes in the queue service each of the tasks of a parameter sweep by a POST (c) Fig. 3 Evolution of the number of simulation instances and the number of pending tasks when a parameter sweep of 10,000 long tasks is requested, using policies a P all , a P cons and a P aggr . Notice that the time axis is different for each of the plots Cluster Computing (2018) 21: 1899-1915 1909 call, instead of making a bulk publication, because the latter is not strictly RESTful. For the same reason, the simulation service asks first for the next job in the queue (GET) and then takes it (PATCH). These decisions could be revised to favor performance over design, by reducing distribution overheads. Other technological choices to improve performance do not require to change DNSE3. For example, for short parameter sweeps scaling up is typically useless, because of the instance warm up time (note, however, that this may depend on the particular cloud computing infrastructure employed). A potential approach to compensate this fact would be to have more simulation instances permanently running (i.e. to use a higher minVM in scalability rule #12), though fixed costs will also be higher. Nevertheless, if the usage by students can be anticipated (e.g. because laboratory hours are known beforehand) this approach can be followed with reasonable costs. In addition, though the objective of this paper is not to propose the best possible scalability policy, some findings can be useful to this aim. First, from the observation of Fig. 3 , it can be noticed that the metric published by the queue service is evaluated by the scalability service with considerable delay. A potential improvement would be to evaluate the rules in Table 1 with the expected number of current tasks, i.e. to subtract from the published value the amount of tasks that are expected to have been completed since then. This would imply, on the one hand, modeling the time between metric publication and scalability evaluation, which can be done easily given the infrastructure configuration parameters. On the other, the average time demanded by each task should also be estimated, though this is not always easy, since simulation models can be eventually developed by students, and therefore the duration of individual tasks cannot be anticipated for certain values of the parameters to sweep. Figure 3 also shows that the warm up time of instances is not negligible. Modifying the rules to account for the tasks that can be completed by already running instances while additional ones are being launched could also help avoiding provisioning unnecessary resources. Interestingly, by observing that more aggressive scalability policies (P all or P aggr ) do not perform any better or can even be worse than more conservative ones, we found out that, at least in our limited private cloud infrastructure, average warm up times are higher when the scalability policies launch more instances at a time. To illustrate this, we varied maxVM in scalability rule #2 and measured the time from the evaluation of the rule by Openstack's Heat to the point where the new simulation services are running. The results are shown in Fig. 5 , confirming this observation. Therefore, determining the right amount of new instances to start is not only a trade off between cost and performance, as scaling too much can also have a performance penalization in the short term (nevertheless, in a public cloud infrastructure this effect will likely be unpercievable).
Another relevant issue concerns the decisions on when and how to scale down. Scaling down slowly can impose additional costs, as seen in the results of policy P aggr (as compared to P all ), though it could be beneficial if more workload is expected in a short term (both to improve performance and reduce the cost per parameter sweep). A prediction model based on the activity of the students and other contextual information could be derived for this purpose.
A final issue to discuss is how to determine threshold T in rules of Table 1 . Ideally, it could be chosen to bound the total response time (i.e. if for long tasks, each task will take in average 1.4 s with only one worker, and the number of workers is sized such that the queue contains T ¼ 10 tasks for each, then response time would be around 14 s). This is far from real, for several reasons: delays in evaluating scalability; warm up times; the degree of aggressiveness with which resources are provisioned (i.e. how the simple rules are somehow achieving the effect of AWS tracking rules); the upper bound on the number of instances forced by rule #11 in Table 1 (which is reasonable due to either hardware or cost restrictions, but hinders actually achieving T pending tasks per worker in large workloads); the fact that in-worker parallelization gains depend on decisions taken by the hypervisor (and in a private cloud with limited resources will likely decrease near the overcommit ratio); and, once again, because the duration of an individual task may be unknown. In addition, if rules aim at achieving certain response times for each parameter sweep requested, the aggregation of workload should also be taken into account. Deriving a model that estimates the impact of each of these items, and proposing a scalability policy that attempts to bound job response times is an interesting research, but goes beyond the scope of this paper. Note, additionally, that several of these issues would still need research even if using AWS tracking rules (i.e. even if the auto-scalability mechanism takes the best decisions to guarantee T tasks per worker, it is not simple to select a value of T that serves to attain a certain response time for each parameter sweep, even without guarantees).
User interface and usability evaluation
In the proposed architecture (see Fig. 1 ) the orchestration service exposes a single entry point to the DNSE3. This service itself offers a REST API that can be called using any HTTP client (as a web browser, for example). Therefore, any third party can build a text or graphics based client that suits their needs and, in fact, during the development of the prototype, we have written our own command line clients. However, for the educational purposes that motivated the design of DNSE3, a visual web interface has been designed and implemented, as illustrated in Fig. 6 . After the user has logged in, he or she can see all the simulation projects, select one to see more details or edit it, start simulations, follow their progress, pause and resume then, analyze simple results or retrieve data files to be used with external visualization tools, etc. This web application has been developed with the Bootstrap framework [7] , in the search of compatibility with different browsers and Though it is reasonable to expect that students will prefer a GUI over using scripts, usability is never guaranteed and must be assessed to confirm this hypothesis or detect potential defects in the interface design that hinder DNSE3 user adoption. Therefore, we requested students already enrolled in a Computer Networks course in which they used ns-3 to run parameter sweeps (creating scripts to generate the individual simulations, compile the model and call ns-3) to participate in a experiment to evaluate DNSE3. Ten students volunteered to join the study. The experiment was self-guided with written instructions that introduced them quickly to DNSE3 main concepts, and then asked them to repeat two of the tasks they had already done during the regular laboratory sessions, this time using the new application. After that, their subjective perceptions of the previous tooling used in the laboratory (scripts and ns-3) and that of DNSE3 were surveyed.
Following industry standards, the System Usability Scale (SUS) [10] was employed, in the version modified by [4] , and translated into Spanish (the mother tongue of the students) by the researchers. This scale has been widely regarded as providing a quick yet consistent estimation of the usability, and has been broadly used to asses software in many domains including education [30, 31] . It consists of ten questions that yield an overall score between 0 and 100. [4] suggests not to report answers to each individual questions, since they are highly correlated, and inform just the SUS instead, and proposes a rule of thumb to translate this score into a literal adjective describing the usability of the system. In addition, students were asked their Likelihood To Recommend (LTR) the system to a user with such a need (i.e. another student taking the course), which can serve as a means for validation, since it is strongly correlated with SUS [29] .
Overall, DNSE3 obtained a SUS score of 91.75 (''excellent'' according to [4] ) while the alternative software obtained only 47.75 (''poor''). The sample size does not allow to generalize these results (even if [11] reports some studies finding consisting results between small samples of 8-12 users and large samples). Nevertheless, it is worth mentioning that every student gave a higher score to DNSE3, and that scores to individual questions are quite uniform in the case of DNSE3 while they exhibit a higher variance when referring to the scripts and ns-3 based solution. In addition, the LTR was 5 for the DNSE3 whilst 2.3 for the other tools, somehow confirming this promising result.
Conclusions and future work
Though parameter sweep simulations can significantly aid to understand the behavior of protocols in a computer network, their use in education is not extended due to their significant computational load. Even cloud computing usages in education have so far been mostly limited to Software as a Service generic tools, this particular problem features high level parallelism that could be exploited, along with the automatic scalability and pay-per-use features of cloud computing to reduce response times while Fig. 6 Snapshot of the web client graphical interface, when the user has demanded to run a parameter sweep and it has finished keeping costs low. In this sense, this paper has proposed DNSE3, a service oriented application to be deployed in an IaaS cloud computing platform in order to perform parameter sweep simulations using ns-3 as the underlying simulation engine. It features a work stealing scheduling approach with a single task queue exposing simulation tasks with a two-level ordering, aimed at a fair share of resources among users, and a number of independent simulation workers taking tasks from that queue that is determined dynamically after a given scalability policy.
The evaluation of DNSE3 has shown, on the one hand, that it offers a feasible solution to reach reasonable response times for academic assignments to be carried out during laboratory hours, and it does so at very small costs. The application can be used to sweep any ns-3 compatible simulation model, and scalability policies can be chosen to trade off performance and cost. Together with good acceptance of the user interface by student, DNSE3 opens the way to using parameter sweep simulation for educational purposes in Computer Network courses. Future work along this line aims at evaluating the application in several real courses and model the distribution of parameter sweeps requested by the students, in order to use this probabilistic model to tune up the cost/performance ratio.
On the other hand, the paper has discussed some issues in designing the policies that control the self-scalability mechanisms. For applications in which the the relevant performance metric is the response time of a job (a parameter sweep) consisting of many tasks (individual simulations), the number of tasks pending per worker could be used as a scalability metric, and hence dimension the number of workers towards this goal. However, achieving the ideal response time is hindered by several issues, like delays from metric publication to scalability decisions, the warm up times, the aggressiveness of scalability policies, and whether the time taken by individual tasks can be estimated beforehand and considered in the definition of the desired tasks per worker thresholds of scalability rules. Our future work plans to explore all these issues by modeling the estimated computation time by each individual simulation and defining scalability accordingly.
