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Abstract
This thesis presents a theoretical study of Bose-Einstein condensation (BEC) and Bardeen-Cooper-Schrieffer
(BCS) pairing states in inhomogeneous systems of cold atoms and of electrons. Features of spatially separated
phases are explored, with particular focus on the behavior of the condensed phase and its experimental
measures. Three specific systems are addressed below.
First, we study bosonic atoms in three-dimensional optical lattices in the presence of an external spherical
harmonic trapping potential. We investigate the critical value associated with the lattice depth and inter-
action strength below which the system undergoes a quantum phase transition from a global BEC phase to
a coexistence of local BEC and Mott-insulating phases. We discuss the ground state properties, excitations,
and experimental signatures of the condensate surrounded by the Mott-insulators.
BCS pairing in fermionic atoms of two spin species that are confined to spatially separated trapping
potentials is investigated next. We investigate the one-dimensional limit and find that, with increasing
separation between the spin-dependent traps, the fermions undergo a transition from a global fully-paired
phase to a coexistence of a fully-paired phase, a spin-imbalanced phase with oscillatory pairing, the so-
called Fulde-Ferrell-Larkin-Ovchinnikov (FFLO) state, and an unpaired completely spin-polarized phase.
We present numerical profiles of key parameters of the phase diagram as well as observable signatures of the
oscillatory pairing phase.
The third topic is that of transport physics in a superconductor-ferromagnetic-metal (S/F) hybrid in
which superconducting phases and ferromagnetic normal phases are artificially combined. We model the
interface between the S and F regions and discuss possible scattering processes at the interface. We apply
the Blonder-Tinkham-Klapwijk treatment with the interfacial model to calculate resistance of the system.
These results explain recent experimental observations.
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Chapter 1
Introduction
This thesis presents a theoretical study of three different many-body systems in following chapters: lattice
bosonic atoms, trapped fermionic atoms, and electrons in superconducting-ferromagnetic-metal (S/F) hybrid.
These studies are based on the author’s graduate research on condensation and pairing physics associated
with recent experiments. Although these systems correspond to different density and temperature regimes,
they have two features in common: (1) an inhomogeneous spatial environment and (2) the capability of
exhibiting multiple spatially separated phases with both normal and condensation or pairing phases. In
the atomic systems, inhomogeneity arises from the trapping potentials and the phase separation results
from energy-minimizing competitions in the trap. In the electronic system, both inhomogeneity and phase
separation are imposed by justaposing two different materials. This study focuses on the physical properties
and observables of the condensation and pairing phases as well as their (potential) experimental detection.
We are not only motivated by theoretical interests in condensation and pairing phases displayed in these
systems, but also aim to explain their experimental signatures or to predict those that could be revealed by
current probes. The investigation of condensation and pairing phases is of intrinsic theoretical interests of
macroscopic quantum phenomena. Most of such realistic systems are confined in a finite, inhomogeneous
geometry which can significantly alter their physical nature. Inhomogeneous systems, inherently different
from their homogeneous counterparts, do not usually approach the thermodynamic limit and thus require
specialized theoretical tools. Through the investigation of the three specific systems mentioned above,
methods were developed applicable to a broad range of inhomogeneous condensed systems. Moreover,
sensitivity of physical properties to the inhomogeneity provides a means of manipulating quantum states
in experiments. Understanding the relevant properties helps us build a toolbox and constitutes toward
realizing quantum simulation and quantum computation. In addition, recent experimental developments
have provided effective probes of these systems; such studies have raised issues that require further theoretical
investigation. For lattice bosons with coexisting phases, the layer region of the Bose-Einstein condensation
(BEC) phase is predicted to be narrow and thus hard to be effectively detected. For population-imbalanced
Fermi systems with coexisting phases, the Fulde-Ferrell-Larkin-Ovchinnikov (FFLO) phase with oscillatory
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pairing has not been directly seen. Two experimental studies of the hybrid system of superconducting
electrodes (S) and ferro-magnetic metal (F) wires, two experimental groups have yielded opposite trends
in the relative resistance between parallel and anti-parallel alignments of magnetization of the F wires.
In this thesis, we discuss a plausible way for detecting narrow BEC regions of the lattice bosons, suggest
experimental signatures for elusive FFLO phases in the separately trapped fermions and propose a theoretical
model that explains the conflicting data in the S/F hybrid experiments.
This thesis is organized as follows. In Chapter 2, we study the BEC and the coexistence of phases in
bosonic atoms in deep optical lattices. First we briefly review the background in several aspects, including
a theory of condensation in dilute bosonic gases and their properties that share similarities with BECs in
lattices, the experimental realization of optical lattices, as well as a theoretical treatment of such lattice
system, known as the Bose-Hubbard model. The well-known mean-field solutions predict a phase transition
between the Mott-insulating phase and the BEC phase as a function of lattice parameters as well as the
coexistence of both phases due to the inhomogeneous trapping potential. We then turn to our main contri-
butions: the deep lattice regime. We introduce a known pseudo-spin model and our proposed fixed-number
model to calculate the condensate properties in the deep lattice regime. We demonstrate the consistency of
these results and compare them to those in a continuum system. We suggest two experimental signatures
that can confirm the existence of the BEC phase in a coexisting system: one is a multi-peak structure in the
radio frequency spectrum and the other a relatively high interference peak in the time-of-flight expansion.
Our studies are also presented in Ref. [1].
In Chapter 3, we study BCS pairing between two hyperfine species of fermionic atoms confined to spatially
separated trapping potentials (which we call a spin-split trap). We focus on the one-dimensional system,
discussing possible realizations of this system in cold atomic experiments by applying a magnetic field
gradient or other means. We use various analyses, such as Bethe ansatz, the local density approximation,
and the Cooper problem to argue that such a system can exhibit coexistence of three phases: a fully-paired
superfluid phase, a fully-polarized normal phase, and a spin-imbalanced superfluid phase with oscillatory
pairing, known as the FFLO state. We present numerical methods and results based on the Bogoliubov-de
Gennes treatment to identify these three phases and delineate the phase diagram. Moreover, we discuss the
observable signatures for the FFLO state, exhibited in the measurement of the local density of states and
pair momentum distribution function. This work is also presented in Ref. [2].
In Chapter 4, we switch gears and discuss the physics of electronic transport in the S/F hybrid system. In
order to explain the conflicting resistance measurement, we modify the Blonder-Tinkham-Klapwijk model to
incorporate a spin-dependent S/F interface parameter. We compute from this modified model the amplitudes
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of various quantum scattering processes responsible for current flow through the system, including the normal
and Andreev reflections as well as the quasi-particle and quasi-hole transmissions. The resistance obtained
shows dependences on the magnetization of the F wires, the superconducting gap of the S electrode, the
proposed interface properties, the geometry of the system, and temperature. We specify the parameter
regimes that distinguish the trend of relative resistance between the systems having two F wires with
parallel and anti-parallel magnetization. Finally we illustrate the numerical results, which well describe the
experimental measurements.
We begin by briefly reviewing basic condensation and pairing physics, following the author’s learning
path. At the atomic scale, physics is qualitatively different from that of the the classical world. The motion
of electrons and atoms is well-described by quantum mechanics. Particles in the quantum mechanical
regime exhibit wave-like behavior such as superposition and interference. The de Broglie equation relates
the momentum p of a particle and the wavelength λ of the associated wave through the equation
λ = h/p, (1.1)
where h is the Planck’s constant. For a many-body system, the quantum mechanical effects dominate in a
low temperature regime in which a particle see the wave-like behavior of the other particles. This condition
is λ ∼ `, where ` is the average inter-particle spacing. The wavelength is related to the momentum due to
the thermal motion, while ` can be expressed in terms of the particle density n. In three dimensional space,
we obtain
kBT ∼ h
2n2/3
m
. (1.2)
In addition, the quantum behavior of a many-body system is governed not only by quantum mechanics,
but also by quantum statistics. A system of N identical particles obeys Bose or Fermi statistics, which are
characterized by the symmetry of anti-symmetry of the wave function under the exchange of two particles.
In symbols,
Ψ(r1σ1, · · · , riσi, · · · , rjσj , · · · , rNσN ) = ±Ψ(r1σ1, · · · , rjσj , · · · , riσi, · · · , rNσN ). (1.3)
Here ri and σi are the spatial and spin degrees of freedom of the ith particle, respectively. The ± sign
corresponds to the system of Bose (Fermi) statistics, with the particles in the system called bosons (fermions).
Bose-Einstein condensation is a quantum state of a bosonic system that has a macroscopic number of
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particles occupying a single one-particle state. Eighty five years ago Einstein predicted that in a system
of non-interacting massive bosons, the lowest-energy one-particle state is macroscopically occupied below a
critical temperature [3]. In an interacting system, a BEC is still expected below a finite critical tempera-
ture [4]. For example, superfluid liquid 4He, discovered more than seventy years ago, is a BEC with strong
interactions between atoms.
In a system of fermions, macroscopic occupation can not occur because the Pauli exclusion principle
prohibits more than one fermion occupying the same state. However, if two fermions can form a pair such
that the wavefunction of the system is well represented by the pair’s degrees of freedom, exchange of pairs can
be regarded as two exchanges of fermions, which thus generates the minus sign of Eq. (1.3) twice. Therefore
such pairs behave as bosons. The system can have a condensed phase with a macroscopic occupation of
a one-pair state. If the size of a pair is small compared to the inter-particle spacing, two fermions of a
pair tightly bound and can be considered as a diatomic molecule in which a fermion is only affected by its
pairing partner. In such cases, Fermi statistics does not play a role and the “molecular” condensed phase
has similar properties to a BEC of bosonic particles. In the regime in which the size of a pair is large
compared to the inter-particle spacing, such as superconducting electrons in a classical superconductor,
the effects of Fermi statistics can no longer be ignored. Such a condensed pairing state is treated by the
Bardeen-Cooper-Schrieffer (BCS) theory that successfully describes classical superconductivity [5].
The above discussions provide a general overview of the basic physics. Let us stand upon the shoulders
of giants and move to specific studies of cold atomic and superconducting systems.
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Chapter 2
Condensation of bosonic atoms in
optical lattices
We begin our study of condensation with the case of bosonic atoms in an optical lattice. We review the
basic physics of a generic BEC of trapped dilute gases as well the technology used to create optical lattice
potentials. We then turn to the Bose-Hubbard model, which well describes the many-body behavior of
lattice bosons. The uniform Bose-Hubbard system exhibits a quantum phase transition between a BEC and
a Mott-insulator, while the inhomogeneous case can exhibit coexistence of BEC and Mott-insulating phases.
Our study focuses on BEC in the deep lattice regime. We provide a comprehensive characterization of the
BEC state in a homogeneous system as well as in the coexisting case and propose settings and measurements
which would pinpoint direct experimental signatures of the presence of the condensate. Below we give a
general overview of this study.
Status review
In the 1990s, improvements in the techniques of trapping and cooling atoms made BEC and condensed
pairing states realizable in dilute atomic gases [6, 7, 8, 9], opening a new window to quantum many-body
phenomena. Following early striking discoveries, focus was turned to laser-generated lattice systems in which
a periodic potential is created through electric dipole coupling between atoms and a standing laser wave.
Optical lattice systems provide a highly controllable environment in which the tunneling and interaction
energy can be precisely tuned within a large range, thus allowing extensive studies of quantum phases of
condensed matter systems [10, 11, 12]. Such controllable lattice sites are also good candidates for realizing
quantum qubits in quantum computing realization [13]. In the case of bosons in optical lattices, when the
tunneling energy divided by the interaction energy decreases below a critical value, the system undergoes a
transition from the BEC phase to the Mott-insulating phase [14], which is characterized by zero compress-
ibility and zero condensate fraction. This transition is detectable through various methods such as matter
wave interference [15], Bragg spectroscopy [16], and radio-frequency (RF) spectroscopy [17] and has been
experimentally observed in one dimensional [18], two dimensional [19], and, our focus in this thesis, three
dimensional optical lattices [20]. In addition, recent experimental developments allow direct high resolution
imaging number density profiles of the system. These techniques can resolve individual sites as well as single
5
atoms [21, 22, 23, 24, 25] and thus determine number distribution as well as associated number fluctuation;
these are key signatures of BEC that follow from our calculations presented in the following sections. There-
fore, physical properties such as compressibility, condensate fraction, and long range coherence, (which are
a function of density and fluctuations), can be directly measured to verify our theoretical conclusions.
In realistic 3D systems, a confining trap renders the boson density non-uniform. Below a critical temper-
ature (which is now a function of the lattice depth, the trap frequency, and total number of particles [26]),
the whole system is a BEC in a weak lattice potential, while in a sufficiently deep optical lattice this inhomo-
geneous system is predicted to have a BEC or Mott-insulating core surrounded by a multiple-layer structure
in which Mott-insulating layers with different occupation number are separated by relatively thin condensate
layers [27, 28, 29]. The study of such inter-layer structures is of interest as a model realization of spatially
coexisting quantum phases separated by critical crossover regimes. A pure BEC in the deep lattice regime is
of intrinsic interest; its ground-state properties and excitation spectrum have been studied in various ways
[30, 31, 32, 33, 34, 35, 36, 37] and show vast differences from more commonly encountered condensates in
free space or in the strong-tunneling limit (shallow optical lattices). Recent experiments using hyperfine
transitions driven by an external RF field have conclusively shown the existence [38, 39] and formation [40]
of a Mott-insulating shell structure in systems in which the condensate inter-layers are predicted to be much
thinner than the Mott-insulating shells. Theoretical studies have also discussed signatures of the BEC layers
between the Mott-insulator layers in the RF spectrum [41] and matter-wave interferences [42] of the system.
Currently, however, the existence or properties of the narrow condensates are as yet to be unequivocally
verified in experiments. Based on this work, our study follows a systematic way to explore the properties
of such a BEC state. Our main contributions are (1) to propose a ground state of the BEC that conserves
particle number and displays quantum entanglement (while the extensively used mean-field state does not)
and (2) to propose two measurable signatures that would verify the existence of the thin BEC layers, both
of which will be presented in the following sections.
These studies address two key questions: (1) how do we understand a realistic system beyond the mean-
field method with the local density approximation (LDA) and (2) how well do the experimental measures
reveal the physical nature of the system? For question (1), more precise methods incorporating quantum
fluctuation and inhomogeneity such as quantum Monte Carlo and density matrix renormalization group
have been performed as a comparison with the mean-field plus LDA [43, 44, 45]. Regimes in which the
mean-field plus LDA is qualitatively incorrect have also been identified [44, 46, 47, 48, 49]. For question
(2), other studies have focused on the matter wave interference experiments. They have addressed how
realistic effects such as quantum and thermal fluctuations, interactions, finite size, and short time duration
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alter the interference pattern from an ideal model [50, 51, 52, 53]. Many studies have challenged the
interference peaks as evidence of the BEC state and found that a normal system (T > Tc) can also display
such peaks [54, 55, 56, 57]. In addition, studies on experimental processes have found that the BEC state in
deep lattices would be heated and destroyed during the preparation process in experiments, but that may
nevertheless be preserved [58, 59, 60]. In this chapter, we will discuss these open issues and how they are
related to our study.
Organization
This chapter is organized as follows. The first two sections are preparations for investigating the lattice
boson system. In Section 2.1, we briefly review the physics of BEC and its mathematically definition, as
well as physical behaviors of a condensate in a continuum system of dilute gases. We derive the equation
for the ground state wave function of the condensate and study the elementary excitations of a BEC.
In Section 2.2, we discuss means of realizing optical lattice in cold atomic experiments. We model the
physics of bosonic atoms in such optical lattices with a microscopic many-body Hamiltonian, the Bose-
Hubbard Hamiltonian, which describes particle tunneling and the interactions between particles. The cor-
respondence between the lattice parameters and the Bose-Hubbard parameters are also presented.
In Section 2.3, we study the phenomenon of the condensate-Mott-insulator transition by solving the Bose-
Hubbard model in the uniform case in a mean-field approach. We plot the phase diagram as a function of the
chemical potential and the tunneling energy relative to the interaction. The condensate properties such as
number density, number fluctuations, condensate fraction, and compressibility are expressed in terms of the
mean-field variable. The local density approximation (LDA) analysis is performed for the inhomogeneous
lattice, in which we show that a spherically trapped system has a concentric shell structure with the Mott-
insulator shells and the condensate shells appearing alternatively. This wedding-cake-like density profile is
illustrated.
Sections 2.1- 2.3 are based on previous work. In Section 2.4, we present our main work about the
physics in the deep-lattice regime, in which the ratio of the tunneling energy to the interaction energy is
small compared to one. Ignoring this small quantity allows us to truncate the Hamiltonian matrix and
map the Bose-Hubbard Hamiltonian into a quantum spin Hamiltonian. Following the mean-field treatment,
we write down the condensate properties as a function of the azimuthal angle of the pseudo-spin. We
study elementary excitations of a uniform BEC and collective motions of a BEC shell in the inhomogeneous
system by studying the excitation of the corresponding pseudo-spin system. We find a high degree of
similarity between excitations in the BEC in lattice bosons and those in the dilute gases. Considering that
the number-conserving property of the Bose-Hubbard Hamiltonian is broken in the mean-field description,
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we describe the condensate ground state with a fixed-number wave function which displays entanglement
and off-diagonal long-range order and conserves the total number of particles as any exact eigenstate of
the Bose-Hubbard Hamiltonian should do. We compare this fixed-number entangled wave function with a
commonly-used mean-field wave function. By calculating the condensate properties in each description, we
identify the conditions under which the mean-field approximation is valid. These studies shed light on the
range of validity of mean-field descriptions of the condensate in the deep-lattice regime.
In Section 2.5, we propose a specific set of parameters for an RF experiment in which the system is
prepared and resolved as in Ref. [38]. We find that the presence of the condensate interlayer can lead to
a two peak structure, in contrast to a single peak structure associated with each adjoining Mott-insulator
phase. We discuss how this RF spectrum profile ought to be robust against Goldstone-mode perturbations
associated with spontaneous symmetry breaking in the condensate and against low-temperature effects and
would be sensitive to the destruction of condensate order. This sensitivity to condensate order should allow
experiments to distinguish whether the incommensurate-density layers between Mott-insulator shells are in
the BEC or normal fluid phase. Another commonly used probe which has provided a wealth of valuable
information on the Mott-insulator-BEC transition is matter wave interference [20].
In Section 2.6, we analyze the matter-wave interference for the specific case of the interlayer setting.
We make transparent the contribution of various terms in the fixed-number entangled wave function to
interference patterns that do not occur in the Mott-insulator state. While distinguishing the condensate
from the Mott-insulator phases through interference experiments can be a challenging task, our analysis
provides methods to do so.
Finally, in Section 2.7, we discuss several issues between theoretical models and experimental measure-
ments and propose several aspects for further study on the Bose-Hubbard system.
2.1 Bose-Einstein condensation in dilute gases
Before we present the study on BECs in optical lattice system, let us briefly give a warm-up review on
the physics of BEC and its behaviors in dilute gases. Although we deal with the continuum system in
this section, the treatment works well for the BEC in the lattice system. Later we will show the similarity
between the two systems.
This Section is organized as follows. In Subsection 2.1.1, a mathematical definition of BEC suggested by
Penrose and Onsager [61] is discussed. The definition provides a systematic way to compute the condensate
fraction and identify the macroscopically occupied one-particle state by diagonalizing the one-particle density
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matrix of the system in the thermodynamic limit. In the following sections, we use this treatment to obtain
the condensate properties in optical lattices.
In Subsection 2.1.2, we consider a BEC of trapped dilute gases at zero temperature and show derivation
of the ground state wave function of the condensate. When the kinetic energy is less competitive with the
interaction and potential energies (that is the case in experiments), the wave function has a simple form
in ThomaS/Fermi approximation. In Subsection 2.1.3, we study the elementary excitations of a BEC in
two aspects: the microscopic model and the hydrodynamic model. In the microscopic model, we obtain
the spectrum by diagonalizing the microscopic Hamiltonian with a Bogoliubov transformation. An analytic
form of the spectrum of a uniform system is given and discussed. In the hydrodynamic model, we consider
equations of motion of macroscopic quantities, such as number density and current, and discuss the collective
motions of them. Finally we obtain a differential equation that yields the spectrum of collective excitations
in an inhomogeneous system.
This section provides concepts and techniques that are used to study the optical lattice systems in the
following sections. More details about BEC in dilute gases can be found in Ref. [62, 63].
2.1.1 Definition of BEC
In this section we give a mathematical description for Bose-Einstein condensation associated with the one-
particle density matrix of the system. We derive the condensate fraction, the key quantity of a BEC, as a
function of the elements of the one-particle density matrix.
BEC is a low-temperature phenomenon in a bosonic many-body system which has a macroscopic number
of particles occupying a single one-particle state. Such macroscopic occupations imply many particles share
the same one-particle wave function. Given a simple picture in which wave functions of particles are rep-
resented by Gaussian wave packets with width of the de Broglie thermal wave length
√
2pih¯2/mkBT , when
the temperature goes down, the wave packets broaden, overlap, and become indistinguishable, and hence
the condensate appears. The critical temperature Tc is estimated by equating the thermal wave length and
the inter-particle spacing n1/3 (n is the number density),
Tc = C
h¯2n2/3
mkB
, (2.1)
up to a numerical factor C. For a uniform ideal gas, C = 3.31. Eq. (2.1) well estimates Tc = 3.13 K for
liquid 4He, compared to the real value 2.17 K.
A generalized definition of BEC is suggested by Penrose and Onsager [61]. Considering a many-body
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wave function of a system with N identical bosons, ΨB(r1, r2, · · · , rN ), the single-particle density matrix ρˆ
with elements defined in spatial basis can be written as
〈r| ρˆ |r′〉 ≡
∫
dr2 · · · drNΨ∗B(r, r2, · · · , rN )ΨB(r′, r2, · · · , rN ) =
〈
ψˆ†(r)ψˆ(r′)
〉
, (2.2)
where ψˆ† (ψˆ) are bosonic creation (annihilation) operators. From Eq. (2.2) ρˆ is Hermitian and hence has real
eigenvalues. Given N0 the maximum eigenvalue of ρˆ and the condensate fraction fc ≡ N0/N , the definition
of BEC is fc ∼ O(1) in the thermodynamic limit. If fc ∼ 0, we say the system is in the normal phase.
The eigenstate which corresponds to the eigenvalue N0 is the macroscopically occupied one-particle state. If
the system has translational invariance, the condensate fraction is expressed by the elements of the density
matrix as
fc = lim|r−r′|→∞
〈ψˆ†(r)ψˆ(r′)〉
〈ψˆ†(r)ψˆ(r)〉 . (2.3)
2.1.2 Ground state of trapped bosons
In this subsection, we write down the Hamiltonian of bosons in a trap. We apply the Hartree approximation
and get a differential equation, the Gross-Pitaevskii (GP) equation [64, 65], for the ground state wave function
by a variational method. The approximate solution is obtained by the ThomaS/Fermi approximation.
The Hamiltonian of a 3D trapped Bose gas with point-contact interaction is given by
H =
∫
d3rψˆ†(r)[− h¯
2
2m
∇2 + V (r)− µ]ψˆ(r) + U0
2
ψˆ†(r)ψˆ†(r)ψˆ(r)ψˆ(r), (2.4)
where V is the trapping potential, µ the chemical potential , and U0 = 4pih¯
2as/m the interaction strength [63,
62]. In the dilute limit na3s  1, the ground state energy is obtained by applying the Hartree approximation
ψˆ = ψ0 into Eq.(2.4),
E0 =
∫
d3r
h¯2
2m
|∇ψ0(r)|2 + [V (r)− µ]|ψ0(r)|2 + U0
2
|ψ0(r)|4 (2.5)
ψ0 is interpreted as the wave function of the condensate. The particle density is given by n(r) = |ψ0(r)|2
with a constraint
∫
d3rn(r) = N . The variation of δE0/δψ0 = 0 yields the GP equation for the ground state
wave function,
[
− h¯
2
2m
∇2 + V (r)− µ+ U0|ψ0|2
]
ψ0 = 0. (2.6)
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If the trap is a harmonic-like potential with trapping frequency ω, in the ThomaS/Fermi limitNas/aosc 
1, where aosc =
√
h¯/mω is the oscillator length, the ratio of the kinetic energy to the total energy is of order
(Nas/aosc)
−4/5) and hence the kinetic energy is negligible. In this approximation, the solution of the GP
equation is
n0(r) = |ψ0(r)|2 = µ− V (r)
U0
(2.7)
2.1.3 Elementary excitations
In this subsection, we discuss elementary excitations of homogeneous and inhomogeneous BECs. We discuss
two models, a microscopic model and a hydrodynamic model, any of which can be chosen to obtain the
excitation spectrum for convenience. We use the microscopic model to obtain an analytic spectrum of a
uniform system which exhibits wave-like behavior in the low energy limit and particle-like behavior in the
high energy limit. We use the hydrodynamic model for elementary excitations in an inhomogeneous system,
which describes collective motions in particle density and current.
We begin with the microscopic model, considering small quantum fluctuations on the ground state wave
function,
ψˆ(r) = ψ0(r) + δψˆ(r) (2.8)
into Eq.(2.4),
H =
∫
d3r(ψ∗0 + δψˆ
†)[− h¯
2
2m
∇2 + V (r)− µ](ψ0 + δψˆ) + U0
2
(ψ∗0 + δψˆ
†)
2
(ψ0 + δψˆ)
2
= E0 +
∫
d3r − h¯
2
2m
δψˆ†∇2δψˆ + U0
2
[ψ∗20 δψˆ
2 + ψ0
2δψˆ†2] + [V (r)− µ+ 2U0|ψ0|2]δψˆ†δψˆ +O(δψˆ3)
= E0 +
∫
d3r − h¯
2
2m
δψˆ†∇2δψˆ + U˜(r)
2
[δψˆ2 + δψˆ†2] + [2U˜(r)− µ˜(r)]δψˆ†δψˆ. (2.9)
In the last line we assume ψ0 real without loss of generality and define the Hartree potential U˜(r) ≡ U0n0(r) =
U0ψ
2
0 and the local chemical potential µ˜(r) ≡ µ−V (r). Eq. (2.9) is diagonalized in a quasi-particle basis as
H = E0 +
∑
n
nα
†
nαn, (2.10)
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by a Bogoliubov transformation
δψˆ(r) =
∑
n
un(r)αn − v∗n(r)α†n
δψˆ†(r) =
∑
n
u∗n(r)α
†
n − vn(r)αn, (2.11)
where the quasi-particle energy and wave functions satisfy the equation
σz
 − h¯22m∇2 + 2U˜ − µ˜ U˜
U˜ − h¯22m∇2 + 2U˜ − µ˜

 un
−vn
 = n
 un
−vn
 , (2.12)
where σz is the z-component Pauli matrix. The wave functions have the properties
∫
d3r[um(r)u
∗
n(r)− v∗m(r)vn(r)] = δmn∑
n
[|un(r)|2 − |vn(r′)|2] = δ(r− r′) (2.13)
In an uniform system (V = 0), the translational invariance implies that ψ0 and n0 are spatially inde-
pendent, and we have µ = U0n0 from Eq. (2.6). The quasi-particles are labeled by momentum coordinate.
Therefore, Eq. (2.12) becomes
(
p2
2m
+ U0n0 − p)up − U0n0vp = 0
−U0n0vp + ( p
2
2m
+ U0n0 + p)up = 0. (2.14)
The condition for non-trivial solution of Eq. (2.14) yields the spectrum
p =
√
2U0n00p + (
0
p)
2
, (2.15)
where 0p = p
/2m is the spectrum of a free particle. In the high energy regime (0p  2U0n0), the excitation
behaves like a free particle, while in the low energy regime (0p  2U0n0), it behaves like a sound wave with
the sound velocity
√
U0n0/m.
In a trapped system, a useful approach to explore the elementary excitations is to consider the dynamics
of density and velocity of the condensate, which is defined as
v ≡ h¯
2
2mi
(ψ∗∇ψ − ψ∇ψ2)
|ψ|2 =
h¯
m
∇φ, (2.16)
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where φ is the phase of the wave function.
To find the dynamics, we treat Eq. (2.6) as a non-linear Schro¨dinger equation with the chemical potential
replacing the eigen energy and write down the time-dependent GP equation
[
− h¯
2
2m
∇2 + V (r)− µ+ U0|ψ|2
]
ψ = ih¯
∂ψ
∂t
. (2.17)
Substituting ψ =
√
neiφ into Eq. (2.17) and applying the relation of Eq. (2.16), we obtain the equation of
motion of n and v,
∂n
∂t
= − h¯
m
∇ · (nv) (2.18)
m
∂v
∂t
= −∇(− h¯
2
2m
√
n
∇2√n+ V + U0n+ 1
2
mv2). (2.19)
Eq. (2.18) is a continuity equation and Eq. (2.19) is analogous to the Euler equation for the non-
rotational fluid. Now we consider a small oscillation of density from equilibrium, n = n0 + δne
iωt, apply the
ThomaS/Fermi approximation (ignore the kinetic energy effect), cancel the velocity term in Eq. (2.18) and
(2.19), and finally write down an equation for the collective modes
ω2δn = −U0
m
∇ · (n0∇δn). (2.20)
Eq. (2.20) is an eigenvalue problem, yielding a set of oscillation frequencies. If the n0 has spherical symmetry,
we can let δn(r) = δn(r)Ylm(θ, φ), where Y
m
l (θ, φ) is the spherical harmonics. And the eigen equation
becomes
mω2
U0
δn = −(∂rn0)(∂rδn)− n0[∂2rδn+
2
r
∂rδn− l(l + 1)
r2
δn]. (2.21)
For a spherical harmonic trap, V (r) = mω2r2/2, Eq. (2.20) with the equilibrium density profile n0
obtained from Eq. (2.7) yields the spectrum ω2 = ω20(l + 3n + 2nl + 2n
2) [66]. The low excitation modes
have been observed in experiments [67, 68] and confirmed by various theoretical approaches [69, 70, 71]. We
see that in Eq. (2.20), the equilibrium density profile (or the geometry) of the condensate, n0, is the only
effect on the spectrum of excitations. The statement is also valid for the condensate in optical lattices, even
if the condensate properties quite differ in the lattice system. We will discuss it in the following sections.
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Figure 2.1: (Reproduced from Ref. [12]) Left: six laser beams form a three dimensional optical lattice.
Right: spatial distribution of lattice sites.
2.2 Optical lattices
We have discussed the properties of a general BEC in the last section. To fulfill the preparation for studying
the condensation in lattice bosons, we turn to another fundamental part of the system, the optical lattice.
In this section, we discuss the physics of the optical lattice potential and relevant lattice parameters by
considering the interaction between atoms and imposed lasers. We model the behavior of bosonic particles in
such a lattice system associated with the Wannier wave functions and lattice parameters. Finally, we present
the Bose-Hubbard Hamiltonian, which is used as a basic Hamiltonian describing all physical phenomena in
the rest of this chapter.
Consider an atom with the ground state |g〉 and an excited state |e〉 placed in an oscillatory electric field
E(r) exp(iωt). The transition in electronic states between |g〉 and |e〉 may induce electric dipole moment
of the atom, which is coupled to the external field; this effect is called AC-Stark effect. In a semi-classical
picture, if ω is far away from the transition frequency, ω0, the AC-Stark effect leads to an effective potential
given by
V (r) =
|E(r) 〈e| µˆ |g〉|2
ω − ω0 , (2.22)
where µˆ is the dipole operator.
To generate an optical lattice potential, we consider two identical laser beams (with the same intensity
and wave length λ) prorogating in opposite directions to form a sinusoidal standing wave. From Eq. (2.22),
the potential is periodic and of the form
V (x) = V0cos
2kx, , (2.23)
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Figure 2.2: (Reproduced from [10]) The spectrum of the first Brillouin zone in a 3D optical lattice with the
lattice depth being 0, 4, 8, and 12 recoil energy from the left to right panels.
where the magnitude V0 is proportional to the intensity and k = 2pi/λ is the wave vector. Potentials in higher
dimensions are generated by creating more standing waves in different directions, as shown in Figure 2.1 for
the 3D case. The actual 3D lattice potential that we consider in the following sections looks like
V`(r) = V0(cos
2kx+ cos2ky + cos2kz) +
1
2
mω2r2. (2.24)
The last term of Eq. (2.24) is the external spherical harmonic confinement, assumed to slowly vary over the
length scale comparable to the lattice spacing d` = λ/2. The potential at one lattice site is approximated
by a harmonic potential with trapping frequency
ω` =
√
V0
2ER
× h¯k
2
m
, (2.25)
where ER ≡ h¯2k2/2m is the recoil energy, a typical energy scale in the optical lattice system. The condition
for a deep lattice is given by V0/h¯ω`  1, or equivalently, V0/ER  1.
If the external confinement vanishes (ω = 0), the lattice becomes uniform and possesses translational
invariance. Figure 2.2 shows the energy spectrum of the Bloch state vs quasi-momentum in the first Brillouin
zone in uniform lattices with depth V0 = 0, 4, 8, and 12ER. The first band gap increases with increase in
the lattice depth, and approaches to h¯ω` in deep lattices. Figure 2.3 shows the Wannier wave function in the
first energy band with the lattice depth V0 = 3 and 10ER. We see that in deep optical lattices, the Wannier
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Figure 2.3: (Reproduced from [10]) The Wannier wave function centered at one site in the lattice with the
lattice depth being 3 (left panel) and 10 (right panel) recoil energy. .
wave function is well localized on a single site with a small tail extending to its neighbor sites. For such a
case, the tight-binding model will describe the system with the tunneling energy given by
J = −
∫
d3rw∗(r− ri)
[−h¯2∇2/2m+ V`(r)]w(r− rj), (2.26)
where w(r− ri) and w(r− rj) are the Wannier wave functions localized to the nearest neighbor sites i and
j respectively.
Now we consider the system of n interacting bosons on each site. If the particles are dilute enough
(na3s/d
3  1) and the interaction energy is small compared to the band gap, we can assume that every
particle stays in the lowest energy band with the wave function the same as the one-particle Wannier wave
function. Therefore, the tight-binding model still works and is modified by adding on-site interaction terms.
Combining the tunneling, interaction, and potential energies, we write down the Hamiltonian,
HˆBH = − J
∑
〈ij〉
(
aˆ†i aˆj + aˆ
†
j aˆi
)
+
∑
i
[
U
2
nˆi(nˆi − 1)− (µ− Vi)nˆi
]
. (2.27)
Similar to the Hubbard Hamiltonian for the fermion system, HˆBH is called the Bose-Hubbard Hamiltonian.
Here aˆi and aˆ
†
i are the bosonic annihilation and creation operators on the ith lattice site respectively, and
nˆi = aˆ
†
i aˆi is the number operator on the ith lattice site.
∑
i denotes the sum over all single sites, and
∑
〈ij〉
denotes the sum over all nearest-neighbor pairs of sites. the chemical potential is denoted by µ, which is
determined by the condition that the quantity
∑
i〈nˆi〉 is equal to the total number of bosons, N . Vi is the
value of the external confining potential on site i. For a homogeneous is set to zero for convenience. J is
the one-particle tunneling energy given in Eq. (2.26). U represents the interaction between two bosons on
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a single site and is given by
U =
4pih¯2as
m
∫
d3r |w(r)|4 . (2.28)
In experiments, the controllable parameters are the lattice depth, V0, and the lattice spacing, d` = λ/2,
which in a deep lattice are related to J and U by [72]
J =
4√
pi
ER
(
V0
ER
)3/4
exp
[
−2
√
V0
ER
]
U = 4
√
2pi
as
λ
ER
(
V0
ER
)3/4
. (2.29)
The Bose-Hubbard Hamiltonian has U(1) symmetry, or equivalently, it commutes with the total number
operator Nˆ ≡∑Mi=1 nˆi. Therefore, it is block-diagonalized with each block spanned by states corresponding
to the same eigenvalue of Nˆ . The chemical potential determines the total number of particles of the system
by identifying the block on which the ground state of HˆBH is located. We can study a closed system by
staying on this block to conserve the total number of particles.
2.3 Condensate-Mott-insulator transition
In the last two sections, we discussed related physics of a general case of BEC and the optical lattice system,
separately. Starting from this section, we enter the key features of the lattice boson system. We begin
with two specific exact solutions of the Bose-Hubbard Hamiltonian, and we apply the mean-field theory to
a uniform Bose-Hubbard model in a general parameter regime in Subsection 2.3.1. We express the physical
quantities, such as number density, number fluctuations, condensate fraction and compressibility, in an
expansion of the mean-field order parameter. We illustrate the phase diagram as a function of tunneling
energy and chemical potential of the system, relative to the interaction energy. The phase diagram displays
the Mott-insulating phase, corresponding to the parameter regions where the condensate fraction is zero but
the compressibility is non-zero, and the BEC phases, corresponding those with zero compressibility but finite
condensate fraction. In Subsection 2.3.2, we discuss the coexistence of BEC and Mott-insulating phases in a
3D spherically trapped system with the local density approximation (LDA) analysis. We show the existence
of a wedding-cake-like density profile in the deep lattice regime, which indicates the system has a concentric
shell structure with the Mott-insulator shells and the condensate shells appearing alternatively.
For the uniform case of the Bose-Hubbard Hamiltonian (Vi = 0), the eigen states have exact solutions in
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the zero tunneling or zero interaction regime. At U = 0, the Hamiltonian is diagonalized in the momentum
space. The ground state is given by
|ψg〉 = A
(
aˆ†k=0
)N
|vac.〉 = A
(
M∑
i=1
aˆ†i
)N
|vac.〉 , (2.30)
where aˆk is the Fourier transformation of aˆi, and M are the total numbers of particles and sites respectively,
|vac.〉 is the vacuum state, and A is the normalization constant. The ground state of Eq. (2.30) shows that
all the particles stay in the lowest momentum state, so the system is a 100% BEC. At J = 0, the Hamiltonian
is site-decoupled as a sum of single-site Hamiltonians. The ground states is thus a product of the single-site
states each of which is the ground state of the single-site Hamiltonian,
|Ψg〉 =
M∏
i=1
|n〉i ≡ ||n〉〉 , (2.31)
where the integer n satisfies
µ
U
< n <
µ
U
+ 1, (2.32)
and |n〉i ≡ A(aˆ†i )n |vac.〉 represents the state of n particles localized on site i. The ground state of Eq. (2.30)
shows that every particle is localized to a certain site, and no single-particle state is macroscopically occupied,
which means no BEC. If µ/U is not an integer, Eq. (2.32) indicates that the system is incompressible because
∂〈N〉
∂µ
= M
∂〈n〉
∂µ
= 0. (2.33)
A quantized value of the density at each site implies an energy gap between the ground state and excitations.
Such a non-condensed phase with zero compressibility and energy gap to excitations is known as a Mott
insulator. The ground state of Eq. (2.31) can be generalized to the inhomogeneous system by replacing µ
with the local chemical potential µ˜i ≡ µ = Vi, and n with a site dependent number ni satisfying µ˜i/U <
n < µ˜i/U + 1.
The BEC phase at U = 0 and the Mott-insulating phase at J = 0 implies a critical value of the ratio
(J/U)c, at which a quantum phase transition happens. At a general value of J/U , the Bose-Hubbard
Hamiltonian does not have a simple solution. In the following subsections, we use a mean-field approach to
determine the critical value for a uniform system and apply the result on the inhomogeneous system.
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(a) (b)
Figure 2.4: Left: the mean-field phase diagram of the Bose-Hubbard model showing the Mott-insulating
(MI) phases with commensurate occupation n, the BEC phase, and vacuum, as a function of µ/U and J/U .
Right: a three dimensional profile of the phase diagram with the z axis being the number density. The thick
red curves, corresponding to those in the left panel, show the phase boundary between MI and BEC phases,
while the thin black curves in the BEC region represent equal contours of the number density. The flat
plateaus (wherein no contours) in the MI regions imply zero compressibility.
2.3.1 Mean-field approach
In this subsection, we follow a simple idea to apply the mean-field approach, trying to capture main physical
properties of the Bose-Hubbard model. Although in the mean-field treatment we ignore effects of quantum
fluctuations from neighboring sites, the mean-field results are well compared to other theoretical approaches
such as quantum Monte Carlo simulations [43, 44] and the density matrix renormalization group method [45].
The strategy of the mean-field approach is to approximate the uniform Bose-Hubbard Hamiltonian (Eq.
(2.27) with Vi = 0) with the sum of single-site Hamiltonians. The mean-field Hamiltonian is
HMF =
∑
i
−ψiaˆ†i − ψ∗i aˆi +
U
2
nˆi(nˆi − 1)− µnˆi, (2.34)
with a complex variational parameter ψ, or a mean-field, which is physically interpreted the influence from
neighbor sites. If ψ = 0, HMF reduces to the Bose-Hubbard Hamiltonian with J = 0 and hence describes
the Mott insulators. If ψ 6= 0, the mean-field terms break the U(1) symmetry and the conservation of total
number of particles. The U(1) symmetry breaking will lead to (1) non-zero off-diagonal long range order in
the single-particle density matrix, which leads to a condensed state [61]; (2) non-zero stiffness to rotations of
the order parameter, which implies the superfluidity of the system [73]. In experiments, superfluid currents
have been directly observed in a full BEC regime in a moving optical lattice [74, 75]. However, in the shell
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BEC region in the deep optical lattice, the superfluid current is set to be discovered.
The general solution to the mean-field Hamiltonian is the Gutzwiller wave function [76], given by
|ΨMF〉 =
M∏
i=1
( ∞∑
n=0
f (i)n |n〉i
)
, (2.35)
where the amplitude f
(i)
n is a functional of the mean-field ψ, and so is |ΨMF〉. To self-consistently determine
the value of the mean-field, we require that the lowest energy state of the mean-field Hamiltonian, |ΨMF,g〉,
also minimizes the Bose-Hubbard Hamiltonian. The condition is
δ〈HˆBH〉
δψ
≡ δ 〈ΨMF,g| HˆBH |ΨMF,g〉
δψ
= 0. (2.36)
Once ψ is determined by Eq. (2.36), the corresponding wave function is the best approximated wave function
to the Bose-Hubbard model.
〈HˆBH〉 as a functional of ψ can be numerically obtained by solving for the Gutzwiller wave function
with an appropriate truncation. An analytic form of the energy and the ground state can be derived when
ψ is small, or equivalently, when (J/U) → (J/U)c. In this regime, we treat the mean-field terms as a
small quantity and perturbatively solve the mean-field Hamiltonian with the unperturbed basis being the
Mott-insulating state. Following the standard procedure of the perturbation theory, we get the ground state
energy and the corresponding wave function for a single site in series of ψ,
〈HˆBH〉 = EMott + χ(1− ZJχ)|ψ|2 +O(ψ4), (2.37)
|ϕ〉 = |n〉+√nγψ∗ |n− 1〉+√n+ 1γ¯ψ |n+ 1〉+O(ψ2). (2.38)
Here γ ≡ [µ− U(n− 1)]−1, γ¯ ≡ [Un− µ]−1, and χ ≡ nγ+(n+1)γ¯ are known from Eq. (2.32) to be positive.
Z is the coordination number and equal to 6 in 3D lattices. EMott and |n〉 are the ground state energy and
the corresponding single-site state of the unperturbed terms, respectively. Once the ground state is given,
we compute the number density, number fluctuation, condensate fraction, and compressibility as
〈nˆ〉 = n+ [(n+ 1)γ¯2 − nγ2]|ψ|2 +O(ψ4), (2.39)
∆n2 =
〈
nˆ2
〉− 〈nˆ〉2 = [(n+ 1)γ¯2 + nγ2]|ψ|2, (2.40)
fc =
〈
aˆ†
〉 〈aˆ〉
〈aˆ†aˆ〉 =
|〈aˆ〉|2
〈nˆ〉 =
χ2
n
|ψ|2 +O(ψ4), (2.41)
∂ 〈nˆ〉
∂µ
= 2[(n+ 1)γ¯3 + nγ3]|ψ|2 +O(ψ4). (2.42)
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The condensate fraction fc is given by Eq. (2.3). Inserting Eq. (2.37) into Eq. (2.36), we see that if
χ(1 − ZJχ) > 0, ψ = 0, and the system is a Mott-insulator with integer density and number fluctuation,
condensate fraction, and compressibility. If χ(1− ZJχ) < 0, ψ 6= 0. The system is a condensate which has
non-integer density. The number fluctuation, condensate fraction, and compressibility are all proportional
to |ψ|2.
Figure 2.4a shows the phase diagram in the plane of J/U and µ/U . The phase boundary is given by
χ(1−ZJχ) = 0. The shaded region is the Mott insulator (MI) with each lobe accommodating integer bosons,
starting from zero with rise in the chemical potential. The white region is the BEC phase, which has non-zero
compressibility and non-zero condensate fraction. Figure 2.4b shows the profile of the density in a 3D view,
with the contours denoting the number density. The slope of the tangent along the µ direction represents
the compressibility ∂〈nˆ〉/∂µ. It is clear to see that in the Mott ”plateau”, the system is incompressible.
In a uniform system, if we lower J/U by changing lattice depth and interaction between particles but keep
the total number of particles fixed, the system will go along a contour path in Figure 2.4b. The the number
density in that contour is non-commensurate, the system never undergoes a phase transition from a BEC
to a Mott-insulator. However, in an inhomogeneous system, when J/U decreases, the density profile will
redistribute and the condensate-Mott-insulator transition happens in local regions. As a result, condensates
and Mott-insulators co-exist but spatially separate in the system. We will discuss this phenomenon in the
next subsection.
2.3.2 Coexistence of condensate and Mott-insulator
In experiments, the optical lattice is inhomogeneous due to an applied confining potential to trap the atoms.
Although the confining potential breaks the translational invariance, the result of the uniform system is still
useful to describe the inhomogeneous system under certain conditions. If the potential variance over a group
of sites centering on site i is small compared to the band gap, these sites can be treated as a uniform system
with the chemical potential µ˜i = µ − Vi, where Vi is the confining potential on site i and µ˜i is called local
chemical potential, distinguished from the chemical potential of the global system, µ. In this approximation,
called local density approximation (LDA), once the local chemical potential is known, the local properties
are identified as those at the corresponding point in the phase diagram of the uniform system.
If the confinement is the spherical harmonic potential, as the last term in Eq. (2.24), the local chemical
potential is monotonically decreasing from the center of the sphere to the edge. Given that the center local
chemical potential corresponds to the n = 2 Mott-insulator, the local state from the center to the edge will
vary between different phases, following the arrow shown in Figure 2.5a. As a result, the system has Mott-
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(a) (b)
Figure 2.5: (a) the phase diagram with contours illustrating the condensate fraction. (b) Section cut of the
wedding-cake structure, with the local chemical potential along the dotted arrow corresponding to that in
panel (a).
insulator phases and condensate phases spatially separated. Figure 2.5b shows a concentric shell structure
of the system, with shells of the Mott-insulator and condensate appearing alternatively. The density profile
of this system looks like a sectional view of a wedding cake. In the large J/U region, the trace of the local
chemical potential will not pass through the Mott-insulator lobes. Thus the density profile goes smoothly
and the whole system is a condensate. Figure 2.6 shows several the density and order parameter profiles
with increasing ZJ/U (decreasing lattice depths). We see how the wedding-cake structure emerges with
increasing depths (decreasing ZJ/U).
In experiments, the atoms are trapped and cooled down below the critical temperature, and then the
lattice potential is adiabatically turned on. According to the discussion above, we expect that during this
process, (1) the system is a BEC in the shallow lattice regime, (2) the condensate fraction suddenly drops
when the lattice depth touch a critical value, and (3) the wedding-cake density profile develops in the deep
lattice regime. (1) and (2) have been observed in the experiment of matter wave interference [20]. The
existence and formation of the Mott-insulating shells on (3) have been shown in the experiment of radio-
frequency (RF) spectroscopy [38, 40]. Even in the deep lattice regime where the Mott-insulating plateaus
are well developed, the LDA shows that the system still has a thin condensate shell between two adjacent
Mott-insulators. Currently, however, no strong experimental evidence unequivocally verifies the existence
or properties of such putative condensate layers. In the following sections, we investigate the equilibrium
and dynamical properties of the condensates in the vicinity of Mott insulators in deep lattice regime, and
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Figure 2.6: The first and third rows: Number density (blue) and condensate fraction (red) profiles at
ZJ/U = 0.006, 0.06, 0.12, 0.18, 0.24, and 0.3. The second and forth rows: the corresponding density profiles
in a 3D view.
discuss two experimental signatures of the condensate.
2.4 Condensate in deep lattice regime
In the last section, we indicated that in the deep lattice regime the system exhibits the wedding-cake-like
structure in which between two Mott-insulating regions are a thin shell of condensate. This condensate shell
has not been experimentally identified yet. In order to have more understanding about the condensate shell,
in this section, we investigate a general BEC in the deep lattice region.
In a sufficiently deep lattice (J/U  1), the condensate exists in a quite narrow region between two
Mott-insulating lobes in the phase diagram. In this region, the Hamiltonian and low energy states of the
system are well represented in a highly truncated basis composed of only two states of each site. Effects
contributed from the other states are smaller than those from the two states by at least an order of J/U ,
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Figure 2.7: The phase diagram in deep lattice regime (ZJ/U  1) around µ/U = n, and the corresponding
pseudo-spin states.
which can be ignored. If we relate the two states to the eigen states of the spin-1/2 system, the Bose-Hubbard
Hamiltonian is mapped onto the quantum XXZ model for spins [77, 78, 73, 79, 35]. This mapping guarantees
a one-to-one correspondence between the ground state and excitations of the condensate and those of the
spin system, which helps us understand the dynamics of the condensate by making analogy to the physics
of magnetism.
The advantage of the truncation allows us to construct a fixed-number ground state that keeps the U(1)
symmetry and use it to compute the condensate properties. The fixed-number ground state shows the same
one-particle density matrix as the mean-field ground state but exhibits quantum entanglement between sites
that the mean-field solutions do not have.
This section is organized as follows. In Subsection 2.4.1, we introduce the pseudo-spin model and use
it to study the ground state and excitations of the condensate, based on the mean-field approach. We also
calculate the condensate properties with a fixed-number basis (Subsection 2.4.2) and compare them with
the mean-field solutions.
2.4.1 Pseudo-spin model
In this subsection, we introduce the pseudo-spin Hamiltonian and show the mapping between it and the
Bose-hubbard Hamiltonian in a truncated representation. We give the mean-field solution of the pseudo-spin
Hamiltonian and express the number density, number fluctuation, condensate fraction and compressibility
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in terms of the pseudo-spin parameters. We discuss the excitations of the uniform deep lattice system by
considering Goldstone modes in the pseudo-spin system. Finally we use the pseudo-spin language to estimate
the critical temperature Tc, above which the condensate order becomes zero.
Considering the region between the n and n+ 1 Mott-insulating lobes, we choose the two number states
|n+1〉 and |n〉 to form the truncated basis and map them onto the spin states as |n+1〉 → | ↑〉 and |n〉 → | ↓〉.
The operators thus have the correspondence,
aˆ → √n+ 1Sˆ− (2.43)
aˆ† → √n+ 1Sˆ+ (2.44)
nˆ → n+ 1
2
+ Sˆz. (2.45)
We replace the operators in the Bose-Hubbard Hamiltonian with the corresponding spin operators and obtain
the pseudo-spin Hamiltonian
HˆPS = −J(n+ 1)
∑
〈ij〉
(
Sˆxi Sˆ
x
j + Sˆ
y
i Sˆ
y
j
)
+
∑
i
(Un− µ˜i)Sˆzi . (2.46)
For the uniform case, the mean-field approach site-decouples HˆPS and yields the single-site state as
|ϕ〉 = eiφ/2 sin θ
2
|↓〉+ e−iφ/2 cos θ
2
|↑〉 , (2.47)
where the parameters θ and φ represent the spherical angles of the expectation value of the spin, as shown
in Figure 2.7. In the pseudo-spin model, the Mott-insulator state is represented by a state where all the
pseudo-spins of the system are either all up or all down along the z direction (θ = 0 or pi). The condensate
state is represented by a state in which the pseudo-spins point in a direction θ determined by the chemical
potential and a direction φ determined by spontaneous symmetry breaking. For the ground state, we set
φ = 0 for convenience and find
cos θ =
µ− nU
(n+ 1)ZJ
. (2.48)
The number density and fluctuation on a single site, the condensate fraction, and the compressibility are
found to be:
〈nˆ〉 = n+ cos2(θ/2), (2.49)
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∆n2 = cos2(θ/2) sin2(θ/2), (2.50)
fc =
(n+ 1) cos2(θ/2) sin2(θ/2)2
n+ cos2(θ/2)
=
(n+ 1)∆n2
〈nˆ〉 , (2.51)
∂ 〈nˆ〉
∂µ
=
1
2(n+ 1)ZJ
. (2.52)
The physical quantities are consistent with the Mott-insulating state when θ = 0 or pi, except the compress-
ibility is supposed to suddenly drop to zero at the phase boundary. The compressibility of the condensate
is large in the deep lattice and independent of density and interaction, and the condensate fraction is less
than 35% for all n > 0, quite different from the large J/U regime or the dilute gas which is an almost 100%
BEC.
The elementary excitation of the condensate is understood by studying the corresponding excitation of the
pseudo-spin system. Low energy excitations of a system such as this with spontaneous symmetry breaking
are Goldstone modes. In the pseudo-spin system, the Goldstone modes are long range spin waves, which
describes the picture that all spins slightly deviate from and collectively precess around their equilibrium
direction. These excitations can be described using Holstein-Primakoff bosons, denoted as Aˆ and Aˆ†. We
substitute the transformation
Sˆx =
cos θ
2
(Aˆ+ Aˆ†) + sin θ(
1
2
− Aˆ†Aˆ),
Sˆy =
i
2
(Aˆ+ Aˆ†), (2.53)
Sˆz = − sin θ
2
(Aˆ+ Aˆ†) + cos θ(
1
2
− Aˆ†Aˆ),
into the pseudo-spin Hamiltonian of Eq. (2.46), keep terms up to quadratic order, Fourier transform them
in the momentum space,
HˆPS = J(n+ 1){1
4
∑
〈ij〉
[(1− cos θi cos θj)(A†iA†j +AiAj)− (1 + cos θi cos θj)(A†iAj +A†jAi)]
+
∑
i
A†iAi} (2.54)
= ZJ(n+ 1)
∑
p
{Ip
4
sin2θ(A†pA
†
−p +A−pAp) + [1−
Ip
2
(1 + cos2θ)]A†pAp}, (2.55)
where Aˆp = M
−1/2∑
p
e−ip·riAˆi, Ip = D−1
D∑
x=1
cos d`px for D dimension, and θi = θj = θ in the uniform
system. Eq. (2.55) is diagonalized by a Bogoliubov transformation αp = upAp − vpA†−p, where the quasi-
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particle amplitudes u and v satisfy
u2p − v2p = 1
upvp =
−Ipsin2θ
4
√
(1− Ipcos2θ)(1− Ip)
. (2.56)
Finally we obtain HˆPS =
∑
p
pα
†
pαp with the spectrum
p = ZJ(n+ 1)
√
(1− Ipcos2θ)(1− Ip). (2.57)
In the low momentum limit (d`p  1), p = J(n + 1)
√
Z sin2 θ(d`p)2 + cos2 θ(d`p)4, which is of the same
form as the spectrum of dilute BEC in continuum space, given by Eq. (2.15). In the deep condensate
regime (sin θ  d`p) the low-energy excitations are wave-like (energy ∝ p), while near the Mott boundary
(sin θ  d`p) they are particle-like (energy ∝ p2).
In an inhomogeneous system, the elementary excitation is the collective motion of particles in the bulk
or on the surface of the condensate. In the next subsection, we apply the pseudo-spin model on the trapped
system. We derive the spectrum of the collective modes and show how it is related to the geometry of the
condensate.
At the end of this subsection, we derive the critical temperature for the uniform condensate. In equi-
librium, a pseudo-spin is aligned with the local magnetic field, with the z component due to an external
field and the transverse component coming from the neighbor spins. At the mean-field level, the one-site
Hamiltonian is given by
Hˆ1 = −ZJ(n+ 1)(〈Sˆx〉T Sˆx + 〈Sˆy〉T Sˆy + cos θSˆz). (2.58)
Here we use the identity of Eq. (2.48) to replace the interaction and the chemical potential terms. The
thermal average are denoted as 〈· · ·〉T . To find the critical temperature, we look at the transverse field,
defined as S⊥ =
√
〈Sˆx〉2T + 〈Sˆy〉
2
T , which corresponds to the condensate magnitude in the Bose-Hubbard
system. S⊥ is self-consistently determined. The density matrix is
ρˆ =
e−βHˆ1
Tr[e−βHˆ1 ]
=
1
2
+
tanh[ZJ(n+ 1)
√
S2⊥ + cos2θ/2kBT ]√
S2⊥ + cos2θ
(〈Sˆx〉T Sˆx + 〈Sˆy〉T Sˆy + cos θSˆz), (2.59)
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and obtain the transverse field
S⊥ =
√
Tr[Sˆxρˆ]
2
+ Tr[Sˆyρˆ]
2
=
tanh[ZJ(n+ 1)
√
S2⊥ + cos2θ/2kBT ]√
S2⊥ + cos2θ
S⊥. (2.60)
Eq. (2.60) has a trivial solution S⊥ = 0, which corresponds to the state in the Mott-insulating region and
is temperature independent. The critical temperature is given by letting the non-trivial solution approach
zero.
kBTc =
ZJ(n+ 1) |cos θ|
2tanh−1 |cos θ| (2.61)
As expected, the critical temperature goes to zero when the state approaches to the Mott insulator (|cos θ| →
1). The maximum critical temperature is ZJ(n+ 1)/2 at |cos θ| = 0, the same point at which the transverse
field reaches its maximum.
2.4.2 Collective motion of the condensate
For the inhomogeneous system, as we discussed in the previous section, the density profile exhibits a wedding-
cake shape in the deep lattice regime. The condensate is confined either in a spherical core surrounded by
a Mott-insulating shell or in a thin shell between two Mott-insulating shells. Because the condensate is
compressible and long-range ordered, we expect the elementary excitation to be a collective fluctuation in
density and current, similar to the collective motion in a dilute BEC gases described in Subsection 2.1.3. In
this subsection, we study the dynamics of pseudo-spins in an inhomogeneous field. We take the continuum
limit and derive a differential equation for the collective modes and the corresponding frequencies. Finally
we compare the results with dilute BEC gases.
We begin with the Heisenberg equation of a pseudo-spin on site i, ∂tSˆi = i[HˆPS, Sˆi], where HˆPS is given
by Eq. (2.46). The result takes the form of the Bloch equations ∂tSˆi = Sˆi× Bˆi, where the effective magnetic
field is given by
Bˆi = J(n+ 1)
 ∑
j near i
Sˆxj ,
∑
j near i
Sˆyj ,
µ˜i − Un
J(n+ 1)
Sˆzi
 . (2.62)
In the mean-field approximation and the continuum limit, we define the field S(ri) ≡
〈
Sˆi
〉
and rewrite the
magnetic field as
B(r) = ZJ(n+ 1)
(
(1 + Z−1d2`∇2)Sx(r), (1 + Z−1d2`∇2)Sy(r), cos θ(r)Sz(r)
)
, (2.63)
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Figure 2.8: The sign of the radial part of δn is marked in the shell. The arrows show the direction of the
collective motion.
where d` is the lattice spacing, cos θ(r) = [µ˜(r)− Un]/ZJ(n+ 1), and the relation
∑
j near i
〈
Sˆx,yj
〉
= ZSx,y(ri) + d
2
l∇2Sx,y(ri) (2.64)
is applied. Individual components of the Bloch equation read
∂tS
x = ZJ(n+ 1)[Sz(1 + Z−1d2l∇2)− cos θ]Sy
∂tS
y = ZJ(n+ 1)[cos θ − Sz(1 + Z−1d2l∇2)]Sx
∂tS
z = J(n+ 1)d2l∇(Sy∇Sx − Sx∇Sy). (2.65)
In the ThomaS/Fermi limit, we ignore the second order derivatives and obtain the equilibrium state S0 by
letting ∂tS0 = 0 in Eq. (2.65), which yields S0 = (sin θ, 0, cos θ). Here we take advantage of the spontaneously
broken symmetry and choose Sy0 = 0.
Now we consider a small oscillation of the spin field around the equilibrium value, S = S0 +δSe
iωt, apply
the ThomaS/Fermi approximation, replace δSx and δSy by δSz, and finally write down an eigen equation
for δSz
ω2δSz = −Z[J(n+ 1)d`]2[∇(sin2θ) · ∇δSz + (sin2θ)∇2δSz]. (2.66)
Eq. (2.66) is of the same form as Eq. (2.20). If we look at the correspondence to the Bose-Hubbard model,
δSz ∝ δ〈nˆ〉 is the particle density fluctuation, and sin2 θ ∝ 〈nˆ〉fc is the condensate density. Therefore, the
condensate of dilute BEC gases and that of bosons in deep lattices have the same collective excitations. The
spectrum is determined by the density profile (or the geometry) of the condensate.
We use Eq.(2.21) to compute the collective modes for a 3D thin condensate shell of radius r0 and
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Figure 2.9: Part of the thin shell oscillation with large l. The n = 1 mode corresponds to the in-phase
oscillation of two boundaries of the thin shell. The n = 2 modes corresponds to the out-of-phase oscillation.
thickness 2a0 between two Mott-insulators. From Eq.(2.48), we know that the chemical potential range
for the condensate is 2ZJ(n + 1), so we estimate a0 = ZJ(n + 1)/V
′(r0) = 6J(n + 1)/(mω2r0), where
V (r) = mω2r2/2 is the spherical harmonic trap and J = 6 in 3D. The condensate density is approximated
as
n0 =
(n+ 1)
4
sin2θ =
(n+ 1)
4
[
1− (r − r0)
2
a20
]
. (2.67)
We substitute Eq. (2.67) into Eq.(2.21) and make it dimensionless by letting x = (r − r0)/a0, c = r0/a0,
λ = (ωa0)
2/3[J(n+ 1)d`]
2, and y(x)/(x+ c) = δn(r). The eigen equation becomes
(1− x2)y′′ − 2xy′ + [λ+ 2x
x+ c
− l(l + 1) 1− x
2
(x+ c)2
]y = 0, −1 ≤ x ≤ 1. (2.68)
In the limit of c→∞, the last two terms of Eq. (2.68) is ignored. The solutions are the Legendre polynomials
yn(x) =
√
n+ 1/2Pn(x), with eigenvalues λ = n(n+ 1). At the regime of c 1, we use perturbation theory
to obtain the spectrum as
λn,l = n(n+ 1)
[
1 +
4c−2
(2n− 1)(2n+ 3)
]
+
l(l + 1)c−2
2
[
1− 1
(2n− 1)(2n+ 3)
]
+O(c−3). (2.69)
The integer index n denotes the excitation with n nodes in the radial direction, while the index l denotes
that with l nodes in the angular direction. The first excitation λ0,1 is a dipole oscillation and has a small
energy gap of 2J(n + 1)d`/r0  J . Figure 2.8 shows the (n, l) = (1, 0) and (2, 0) modes, corresponding to
the oscillations in the radius r0 and the thickness a0, respectively. Figure 2.9 shows high l modes at n = 1
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and n = 2. Those modes have oscillations on the surfaces of the shell, with the two surfaces oscillating in
phase (n = 1) or out of phase (n = 2).
2.4.3 Number-conserved basis
As we discussed in previous subsections, eigen states of the Bose-Hubbard Hamiltonian are also eigen states
of the total number operator. Although the mean-field states well describe the condensate properties, they
are not the true eigen states of the Bose-Hubbard Hamiltonian because they do not conserve the total
number of particles. In general, the true ground state is hard to obtain analytically. In the deep lattice
regime(J/U  1), however, tunneling terms can be treated perturbatively and hence the physical quantities
of interest, such as the single-site number fluctuation and the condensate fraction, can be calculated in orders
of J/U .
In this subsection, we begin by constructing the ground state for a homogeneous condensate in a fixed-
number truncated basis, composed of superpositions of number states associated with the two neighboring
Mott insulating states. Using this ground state, we find expressions for the boson density and the number
fluctuations on each site, calculate the single-particle density matrix, and hence obtain the condensate frac-
tion. These properties are identical to those of the pseudo-spin mean-field state. The correspondence justifies
the mean-field approach. Our calculations also show that in describing the weak-tunneling condensate, using
a truncated basis of occupation number is valid, i.e. that the error induced by truncation is of O(J/U).
Given a system of M sites, if N is a multiple of M (N = nM , where n is an integer), the ground state
of the system is A ||n〉〉 + O(J/U), where ||n〉〉 defined in Eq. (2.31) denotes the commensurate state, and
the normalization constant A is equal to 1 up to order J/U . For this state, ∆n2i and fc are both zero.
If N = nM +M1, where n and M1 are integers and 0 < M1 < M , the ground state of the system is
|Ψ〉 =
∑
{η}
C{η}
(n+ 1)M1/2
aˆ†η1 aˆ
†
η2 · · · aˆ†ηM1 ||n〉〉+ O(J/U), (2.70)
where {η} = {η1, η2, . . . , ηM1} is a set of distinct integers chosen from {1, 2, . . . ,M}, and
∑
{η} denotes the
sum over all combinatorial configurations. The leading term shown in |Ψ〉 lies in a sub-space spanned by all
possible product states of M1 single-site states with occupation number n+ 1 and M −M1 single-site states
with occupation number n; in the small tunneling regime, this truncation proves to be a sufficient approx-
imation. The coefficients C{η} can be obtained by solving the Bose-Hubbard Hamiltonian, or equivalently
obtained by minimizing the total energy under the normalization constraint
∑
{η}
∣∣C{η}∣∣2 = 1.
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Now we compute the elements of the density matrix from Eq.(2.70). For diagonal terms,
〈aˆ†i aˆi〉 =
∑
{η},{η′}
C∗{η′}C{η}
(n+ 1)M1
〈〈n|| (
M1∏
j=1
aˆη′
j
)aˆ†i aˆi(
M1∏
j=1
aˆ†ηj ) ||n〉〉
=
∑
i/∈{η}
∣∣C{η}∣∣2 〈aˆ†i aˆi〉i + ∑
i∈{η}
∣∣C{η}∣∣2
n+ 1
〈aˆiaˆ†i aˆiaˆ†i 〉i
= n
∑
i/∈{η}
∣∣C{η}∣∣2 + (n+ 1) ∑
i∈{η}
∣∣C{η}∣∣2 = n+ ∑
i∈{η}
∣∣C{η}∣∣2,
where 〈aˆ†i aˆi〉i ≡ i 〈n| aˆ†i aˆi |n〉i. From symmetry,
∑
i∈{η}
∣∣C{η}∣∣2 is independent of i but depends only on the
number of terms in the sum. Considering the normalization condition, we find
∑
i∈{η}
∣∣C{η}∣∣2 = # of terms in the sum ∑ i∈{η}
# of terms in the sum
∑
{η}
=
 M − 1
M1 − 1
/
 M
M1
 = M1
M
⇒ 〈aˆ†i aˆi〉 = n+
M1
M
.
To evaluate the number fluctuation of a single site, we need to calculate 〈aˆ†i aˆiaˆ†i aˆi〉. Similarly,
〈aˆ†i aˆiaˆ†i aˆi〉 = n2 + (2n+ 1)
∑
i∈{η}
∣∣C{η}∣∣2 = n2 + (2n+ 1)M1
M
⇒ ∆n2 = 〈aˆ†i aˆiaˆ†i aˆi〉i − 〈aˆ†i aˆi〉2i =
M1
M
(1− M1
M
).
For the off-diagonal terms,
〈aˆ†i aˆj〉 =
∑
{η2...ηM1}
C∗{i,η2...ηM1}C{j,η2...ηM1}
(n+ 1)
〈aˆiaˆ†i 〉i〈aˆj aˆ†j〉j
= (n+ 1)
∑
{η2...ηM1}
C∗{i,η2...ηM1}C{j,η2...ηM1},
where {η2 . . . ηM1} is a set of distinct integers chosen from {1, 2, . . . ,M} excluding i and j, and
∑
{η2...ηM1}
denotes the sum over all combinatorial configurations. Because C{η} is determined by the energy cost of the
corresponding state, the difference between C{i,η2...ηM1} and C{j,η2...ηM1} is estimated to be of order 1/M1,
and hence vanishes in the thermodynamic limit. By considering symmetry and the normalization condition,
we find
〈aˆ†i aˆj〉 = (n+ 1)
∑
{η2...ηM1}
∣∣∣C{i,η2...ηM1}∣∣∣2
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= (n+ 1)
# of terms in the sum
∑
{η2...ηM1}
# of terms in the sum
∑
{η}
= (n+ 1)
 M − 2
M1 − 1
/
 M
M1
 = (n+ 1)∆n2.
Collecting the results as
〈nˆ〉 = n+ M1
M
, (2.71)
∆n2 =
M1
M
(1− M1
M
), (2.72)
fc =
(n+ 1)(M1/M)(1−M1/M)
n+M1/M
=
(n+ 1)∆n2
〈nˆ〉 . (2.73)
At M1 = 0 or M1 = M , ∆n
2 and fc both vanish and the system is in the commensurate-filling Mott state
||n〉〉 or ||n+ 1〉〉. If 0 < M1/M < 1, ∆n2 and fc are both non-zero and the system is hence a condensate
with a one-particle state macroscopically occupied. By diagonalizing the one-particle density matrix, we
show this state is the zero quasi-momentum state. In the position representation, the density matrix has
all diagonal elements x = n + M1/M and all off-diagonal ones y = (n + 1)∆n
2 and can be diagonalized by
Fourier transformation:
ρˆ = (x− y)I + y
∑
i,j
|i〉 〈j|
= (x− y)
∑
k
|k〉 〈k|+ yM |k = 0〉 〈k = 0|
= [x+ (M − 1)y] |k = 0〉 〈k = 0|+ (x− y)
∑
k 6=0
|k〉 〈k| (2.74)
Because M is much larger than 1, the k = 0 state has much larger occupation than all the other states, which
are uniformly occupied in a small fraction. The condensate fraction of the system is given by [x+(M−1)y]/N .
We compare Eq. (2.71-2.73) with (2.49-2.51). By setting the chemical potential to the value which
renders the expectation value of the total number of particles of the mean-field ground state equal to the
total number of particles of the fixed-number ground state, we find the relation cos2(θ/2) = M1/M . This
relationship equates the one-particle density matrix of the two states, thus showing that these two states
exhibit the same one-particle properties of the condensate and justifying the usage of the mean-field state for
calculational purposes. In the next two sections, we therefore use whichever representation of the condensate
phase is most convenient. In addition, for either state, the condensate fraction is the ratio of the off-diagonal
elements of the density matrix to the diagonal one; the former is proportional to the number fluctuations and
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the latter is just the boson density. The off-diagonal elements are constant, reflecting a complete correlation
within the entire system.
Finally, in the fixed-number state, the condensate fraction has its maximum value (n+1)/(
√
n+ 1+
√
n)2
when M1/M =
√
n(n+ 1)−n (the difference between n and the geometric mean of n and n+1). Compared
to 100% BEC state in the shallow lattice limit, represented by Eq. (2.30), the condensate fraction in the
deep lattice regime is less than 35% for all n > 0, the same as the mean-field result.
2.5 Radio-frequency (RF) spectroscopy
One effective probe of the structure of lattice bosons is the high-resolution microwave spectroscopy. In recent
experiments, an external radio-frequency (RF) is applied to induce 87Rb atoms to make hyperfine transitions
from |F = 1,mF = −1〉 state to |F = 2,mF = 1〉 state [80, 38] or to |F = 2,mF = 0〉 state [40]. In this
section, we propose variants of the experiment of Ref. [38] in which the Mott-insulating shells with different
occupation numbers have been resolved by analyzing the density-dependent clock shifts of the system. The
resolution hinges on the energy differences of interaction among two atoms in the same hyperfine state versus
in different hyperfine states.
In order to probe the condensate in the deep-lattice regime, we propose specific values of lattice param-
eters that would distinguish the spectrum of the Mott state and that of the condensate state in two ways.
The first is that the former would have one resonant peak, but the latter would have two. The second is
that the two peaks of the latter would be blue-shifted with respect to that of the former. The scales for the
separation between the two peaks and the shift are of an order of a few Hz and we anticipate that they will
be within experimental reach in the near future, providing an effective means to verify the existence of the
condensed interlayers. By considering the effect of Goldstone modes and finite-temperature, we show that
this signal is a signature of condensate order, and would be absent if the interlayers were a normal boson
fluid of the same density.
Below, we begin with a discussion of our RF set-up applied to a homogeneous system and then use
these results to derive the spectrum of the inhomogeneous system in the local-density approximation. We
use numerical simulations where appropriate and also invoke Fermi’s golden rule to analyze the RF spectra
for a range of phase space. To summarize our findings: at zero-temperature, the Mott and condensate
states can be clearly distinguished via their single- versus double-peak structures. For the set of proposed
parameters, RF transitions into states containing Goldstone mode excitations (which are the low-energy
excitations associate with the condensate) do not obscure the double-peak structure at zero temperature.
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Figure 2.10: Energies of the lowest four single-site states of the 2-species Bose-Hubbard Hamiltonian. The
corresponding states, which are defined in Eq. (2.76) and (2.78-2.80), are marked for each curve. Regions
where the ground state of the system is a condensate (Mott-insulator) are marked red (blue). In each
region, the ground state can make transitions to those higher energy states denoted with solid lines (with
corresponding energy gaps marked by the black arrows), but is forbidden from transitions to those states
marked with dashed lines.
However, at finite temperature, thermal excitations affect the two-peak structure. At very low temperatures
(kBT  ZJ), Goldstone modes lead to a temperature-dependent broadening of the peaks in the condensate
signal. At higher temperatures (kBT ∼ ZJ  U), thermal fluctuations destroy the condensate order to
yield a normal fluid; kBTc is of order ZJ [35, 81]. In this temperature regime, Goldstone modes completely
obliterate the peaks, and extra structure develops at other characteristic frequencies corresponding to new
allowed hyperfine transitions. At temperatures kBT > U , the system displays large density fluctuations, even
in the regions that are Mott-insulating at zero temperature, and the system loses signs of its quantum phases.
Our analysis is thus limited to temperatures much less than the interparticle interaction, U ∼ kB × 10 nK
wherein, as a function of temperature, the resolution of the peaks in the RF spectrum tracks the condensate
order and its ultimate destruction at Tc.
2.5.1 Zero-temperature RF spectrum
For a uniform system of two-state (|a〉 and |b〉) bosons, the Bose-Hubbard Hamiltonian contains two tunneling
strengths (Ja and Jb), three interaction strengths (Ua, Ub, and Uab), the chemical potential, and the single-
particle energy difference between a and b particles (ωba). In the following, we consider a particular case:
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Jb = 0, Ub  Ua, Uab = Ua, and ωba  Ua. This setting has two advantages. (1) Because ωba > 0, the
ground state of the system has all particles in the a hyperfine state but no particles in the b state. (2)
Because Ub  Uab = Ua, the energy gap between having two b particles on a site and having one b particle
is much larger than that between having one b particle on a site and having no b particles. Therefore when
the frequency of the RF field is of the order of the gap in the latter case, we can safely limit consideration
to transitions to states with one b particle.
For the situation described above, the Bose-Hubbard Hamiltonian, including the upper hyperfine state,
becomes
HˆBH = −J
∑
<ij>
(aˆ†i aˆj + aˆ
†
j aˆi)
+
∑
i
[
U
2
(nˆai + nˆbi)(nˆai + nˆbi − 1)− µ(nˆai + nˆbi) + Ub − U
2
nˆbi(nˆbi − 1) + ωbanˆbi], (2.75)
where we drop the subscript a of Ja and Ua. In the deep lattice regime, we use the mean field approximation
to analyze the RF spectrum of the system. The single-site Mott state with 〈nˆ〉 = n and the single-site
condensate state with n < 〈nˆ〉 < n+ 1 can be represented by
|ψm(n)〉 = |n〉 ⊗ |0〉
|ψc(n)〉 = sin θ
2
|n〉 ⊗ |0〉+ cos θ
2
|n+ 1〉 ⊗ |0〉 , (2.76)
where |na〉 ⊗ |nb〉 represents a single-site state with na particles of hyperfine state a and nb particles of
hyperfine state b. As in Eq. (2.48) of Subsection 2.4.1, we have cos θ = (µ − nU)/[(n + 1)ZJ ] determining
the angle between the pseudo-spin and the z-axis. Compared to Eq. (2.47), the symmetry-breaking phase
φ has been set to zero for the decoupled-site analysis; the subsequent Goldstone mode analysis implicitly
assumes that this phase has gradual variations from site to site.
The Hamiltonian describing the interaction between the bosons and an applied RF field is [28]
HRF =
∑
i
γ(aˆ†i bˆi + bˆ
†
i aˆi) cosωt, (2.77)
where γ is proportional to the amplitude of the RF field and ω is its frequency; this Hamiltonian can be
derived from the second-quantized form of the interaction
∫
drψ†µˆ ·Bψ.
We analyze the allowed transitions in different ranges of the chemical potential. We evaluate the transition
amplitudes At = 〈F |
∑
i γ(aˆ
†
i bˆi + bˆ
†
i aˆi) |I〉 between allowed initial and final states |I〉 and |F 〉, respectively,
36
-1.0 -0.5 0.0 0.5 1.00.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
0
0.2
0.4
0.6
CosΘ
Tr
an
sit
io
n
A
m
pl
itu
de
HΓL
Co
nd
en
sa
te
Fr
ac
tio
n
Figure 2.11: Absolute value of transition amplitude A1t and A2t (solid and dashed lines, respectively; axis on
left-hand side of graph) and condensate fraction (dotted line; axis on right-hand side of graph) as a function
of the value of the cosine of the pseudo-spin angle (corresponding to the density of bosons). The system is
a uniform condensate whose number density satisfies 1 < 〈n〉 < 2.
and the energy gaps ∆E, given by the difference in the expectation values of the Bose-Hubbard Hamiltonian
of Eq. (2.75) in the corresponding excited state and ground state. We plot the energy levels in Figure 2.10,
which shows how the system at zero temperature undergoes quantum phase transitions through the n Mott
state (|ψm(n)〉), the condensed state (|ψc(n)〉), and the n + 1 Mott state (|ψm(n+ 1)〉) as the chemical
potential is increased. The figure also shows possible excited states to which the ground state can make a
transition in the presence of the RF field, and shows the energy gap between them. Details of the transitions
for each range of the chemical potential in Figure 2.10 are discussed below.
When [(n − 1)U + nZJ ] < µ < [nU − (n + 1)ZJ ], the ground state is the n Mott state (|ψm(n)〉). We
have only one possible excited state (denoted by |em(n)〉) to which the ground state can make a transition.
The excited state, the transition amplitude At, and the energy gap ∆E are correspondingly
|em(n)〉 = |n− 1〉 ⊗ |1〉
At = γ
√
n
∆E = ωba. (2.78)
Because ∆E is independent of n, all the Mott states with different n have the same energy gap between the
ground state and the excited state.
When [nU − (n+ 1)ZJ ] < µ < [nU + (n+ 1)ZJ ], the ground state is the condensate state |ψc(n)〉. We
find two orthogonal excited states (denoted by |ec1(n)〉 and |ec2(n)〉) with non-zero transition amplitudes.
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Figure 2.12: Fraction of bosons transferred to the higher hyperfine state for a uniform condensate with
1 < 〈n〉 < 2 at t = 100, 400, 1000, and 2000 ms. The horizontal axis is the detuning of the RF field with
respect to the resonant frequency of the Mott-insulating state, while the vertical axis is cos θ. The color
scale is bounded by 0 (black) and 1 (white) with contours separated by 0.1.
The first state, its corresponding transition amplitude At1, and energy gap ∆E1 are
|ec1(n)〉 = sin θ1
2
|n− 1〉 ⊗ |1〉+ cos θ1
2
|n〉 ⊗ |1〉 ,
A1t = γ(
√
n sin
θ
2
sin
θ1
2
+
√
n+ 1 cos
θ
2
cos
θ1
2
),
∆E1 = ωba +
ZJ
√
n+ 1
4
[
√
n+ 1(sin2 θ + 2)− (√n sin θ sin θ1 + 2
√
n+ 1 cos θ cos θ1)], (2.79)
where |ec1〉 is taken to be the equilibrium state (the lowest energy state) of the Hamiltonian with the
constraint nb = 1 (i.e. in the nb = 1 block). We calculate the parameter θ1 by minimizing the energy of
the system with site i in an excited state (|ec1(n)〉) and all the other sites still in the ground state (|ψc(n)〉).
As a result, we obtain a relation between θ1 and θ, which is tan θ1 =
√
n/(n+ 1) tan θ. The second excited
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Figure 2.13: Number density profile (solid line; scale on left axis of graph) and condensate fraction (dashed
line; scale on right axis of graph) of an inhomogeneous lattice boson system. From inner to outer of the
system, the phases (thickness in lattice spacing d`) are the Mott-insulator (55), condensate (5), the Mott-
insulator (38), and condensate (2).
state, corresponding transition amplitude At2, and energy gap ∆E2 are
|ec2(n)〉 = cos θ1
2
|n− 1〉 ⊗ |1〉 − sin θ1
2
|n〉 ⊗ |1〉 ,
A2t = γ(
√
n sin
θ
2
cos
θ1
2
−√n+ 1 cos θ
2
sin
θ1
2
),
∆E2 = ωba +
ZJ
√
n+ 1
4
[
√
n+ 1(sin2 θ + 2) + (
√
n sin θ sin θ1 + 2
√
n+ 1 cos θ cos θ1)]. (2.80)
When the chemical potential in the condensed phase reaches its upper or lower bound (θ = 0 or θ = pi),
Eq.(2.79) becomes Eq.(2.78) with n or n + 1 Mott states correspondingly, but the transition amplitude
of Eq.(2.80) vanishes (Figure 2.12). However, the n = 0 condensate state is an exception since it can
only make a transition to one excited state |0〉 ⊗ |1〉 with a transition amplitude γ cos θ2 and an energy gap
(ωba+JZ sin
4 θ
2 ). Thus, while the Mott state can only make a transition to one excited state, the condensate
state can make transitions to two excited states.
As a consequence of these allowed transitions, the Mott state ought to have a single peak in the associated
RF spectrum while the condensate ought to have two. This can be seen to first order (in number of particles
transferred) by employing Fermi’s golden rule (FGR), where the transition rate is given by [82]
I(ω) =
2pi
h¯
∑
F,I
(ρI − ρF ) |At|2δ (ω − EF + EI) , (2.81)
where |I〉 (|F 〉) is the initial (final) state with energy EI (EF ) and probability for occurrence ρI (ρF ). Hence,
FGR would predict a single delta function peak for the Mott state RF spectrum and two delta function peaks
for the condensate.
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We now confirm that the presence of the condensate does yield a two-peak RF spectrum by numerically
time-evolving the equations of motion in the presence of the RF field. Taking into account both experi-
mental feasibility and optimal conditions for observing the RF signatures of the condensate, we consider
an experimentally feasible system containing N = 5.11 × 106 87Rb atoms with as = 5.32 nm in a sphere
whose radius is 53.2 µm, or 100 sites, long. The parameters of the optical lattice are λ = 1.064 µm and
V0 = 20ER and the frequency of the external harmonic trap is ω = 2pi × 6.13 Hz. The system has an n = 2
Mott-insulating sphere, an n = 1 Mott-insulating shell, a condensate shell between the two Mott insulators,
and a condensate shell on the outer boundary. The thickness of the condensate inter-layer is 2.66µm or
5 sites long, approximately 10 times thinner than the Mott-insulating regime. Figure 2.13 shows density
profile and condensate fraction of the system. This setting corresponds to the values U = 2pi × 306 Hz,
J = 2pi × 0.898 Hz (then ZJ/U = 1.76× 10−2 is small compared to 1), and µ = 1.5U . The intensity of the
RF field is set such that γ = 0.118ZJ = 2pi× 0.637 Hz, which is of the same order as that in the experiment
of Ref. [38]. If the RF field is turned on at t = 0, within the rotating-wave approximation, in which the
largely detuned oscillating components of the RF field are ignored, we find that the fraction of transferred
particles at the frequency of the second peak of the condensate’s spectrum begins to rise at t = 0.225/γ
(400 ms), and that at any given time, the spectrum shows oscillatory behavior with respect to the detuning
(Figure 2.12). In order to see a distinct second peak, we calculate the average fraction transferred between
t = 0.637/γ (1000 ms) and t = 1.27/γ (2000 ms). Figure 2.14 shows the average fraction transferred for
a uniform condensate. We can see two peaks whose positions agree with the energy gap in Eq. (2.79)
and Eq. (2.80). Figure 2.15 shows the average fraction transferred for the entire inhomogeneous system.
Because the fraction transferred in the Mott insulator is an even function of the detuning, we subtract the
negative detuning part from the corresponding positive detuning part to eliminate the contribution of the
Mott insulator. The result shows that there are two peaks of magnitude 1% (5 × 105 atoms transferred),
and their positions agree with our theoretical analysis.
All calculations above rely on a mean-field approximation. As a minor check that number conservation
and entanglement do not alter the proposed signatures, we performed the numerical toy simulation on time-
evolving the entangled, fixed-number condensate state of 6 bosons in 4 sites in the presence of an RF field.
For periodic boundary conditions, the ground state of the system is given by
√
2
4
(|1〉 |1〉 |2〉 |2〉+ |1〉 |2〉 |2〉 |1〉+ |2〉 |2〉 |1〉 |1〉+ |2〉 |1〉 |1〉 |2〉)
+
1
2
(|1〉 |2〉 |1〉 |2〉+ |2〉 |1〉 |2〉 |1〉) +O( J
U
), (2.82)
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Figure 2.14: Average fraction of bosons transferred between t = 1000 and 2000 ms. Contour interval is
0.1. The first peak appears in the range of 0 to 7J (6.29 Hz), and the second peak appears at about 11.5J
(10.3 Hz). When cos θ = ±1, we recover the Mott signature.
where |n1〉 |n2〉 |n3〉 |n4〉 means the state with the ith site occupied by ni bosons. The ground state has
non-zero single-site number fluctuations, which differentiate the condensate from the Mott insulator. Thus
the system is expected to have an RF spectrum similar to that of a many-particle condensate. We use the
Bose-Hubbard Hamiltonian, plus time-dependent terms which represent the interaction with the RF field,
to numerically time-evolve the ground state, and compute the average number of bosons transferred from
the a state to the b state(Figure 2.16). The results show the same signatures as those of the mean-field
approach: 2 peaks with positive shifts of order J , thus providing some confidence that our result is not an
artifact of the mean-field approximation.
To ensure that no spurious effects emerge from truncating the Hilbert space, we have analyzed the effect
of the leading subdominant states |n− 1〉 ⊗ |0〉 and |n+ 2〉 ⊗ |0〉. Within the resultant four-state truncated
space, we obtain four possible final states. Two of them have the same energy shifts (of order J) and
transition amplitudes (of order γ) as those obtained in the two-state truncated space, plus small corrections
of order J/U ; these corrections contribute a fraction (J/U)2 to the number transferred. The other two
final states have energy shifts of order U ( J) and transition amplitudes of order γJ/U ( γ), which
also contributes a fraction (J/U)2 to the number transferred. The minimal change coming from taking into
account these additional states justifies our usage of the two-state truncation in the deep lattice regime.
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Figure 2.15: Average fraction of bosons transferred between t = 1000 ms and 2000 ms for the inhomogeneous
system defined in Figure 2.13. Top: the system with both Mott-insulator and condensate regions (solid)
compared with that having only Mott-insulator regions (dotted). Bottom: spectrum of the condensate shells
after eliminating the contribution from the Mott -insulator shells. The results show that two peaks with
positive shifts are signatures of condensate order in a deep optical lattice.
2.5.2 Goldstone modes and finite-temperature effects
At finite temperature, the thermally-occupied excited states of the system will affect the RF spectrum.
When the temperature is much smaller than the interaction energy (kBT  U), the Mott state has negligible
thermal effects because it has an excitation gap of order U [28, 85, 84]. However, we should be concerned
that the two-peak signature of the condensate may be destroyed at low temperatures by Goldstone modes
associated with the continuous symmetry-breaking in the phase φ of the condensate ground state wave
function. Each Goldstone mode/boson corresponds to a long-wavelength distortion of the density and phase
between neighboring sites and the modes form the gapless low-energy excitation spectrum for the condensate.
The structure of these modes for one-species system has been derived from the pseudo-spin formulation and
analyzed for homogeneous and inhomogeneous systems in Section 2.4. In order to be self-contained, we
present the Goldstone mode description here for the homogeneous generalized case of the two-species system
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Figure 2.16: Average fraction transferred of a 6-boson 4-site entangled state driven by the external RF field.
The parameters are Ua = Uab = 1, ZJ = 0.05, µ = 1.5, and Ub = ωba = 5. We can see the spectrum has 2
peaks with positive shifts of order J .
of interest.
We describe the system by the mean-field site-decoupled state in the RF transition process. Up to leading
order in J/U , each single-site state is represented within a truncated basis of 4 vectors, |n〉⊗|0〉, |n+1〉⊗|0〉,
|n〉 ⊗ |1〉, and |n+ 1〉 ⊗ |1〉, where we use the notation |na + nb, nb〉. As each number has only two possible
values in the truncated bases, we use the pseudo-spin language and map these states onto the states of 2
spin-1/2 pseudo-spins as | ↓〉 ⊗ | ↓b〉, | ↑〉 ⊗ | ↓b〉, | ↓〉 ⊗ | ↑b〉, and | ↑〉 ⊗ | ↑b〉 respectively. Consistent with
this mapping of the basis, any operator in the Bose-Hubbard Hamiltonian of Eq.(2.75) can be replaced by
its corresponding spin operator as long as they have the same matrix representation in the truncated space.
Therefore we have the correspondence
nˆa + nˆb → n+ 1
2
+ Sˆz
nˆb → 1
2
+ Sˆzb
aˆ →
√
n+ 1/2− Sˆzb Sˆ−
bˆ†aˆ →
√
n+ 1/2 + SˆzSˆ+b , (2.83)
With these substitutions, we obtain the pseudo-spin Hamiltonian for the 2-species Bose-Hubbard Hamilto-
nian of Eq.(2.75), up to a constant:
HˆPS = −J
∑
〈ij〉
√
n+ 1/2− Sˆzbi
√
n+ 1/2− Sˆzbj
(
Sˆxi Sˆ
x
j + Sˆ
y
i Sˆ
y
j
)
+
∑
i
[
(Un− µ)Sˆzi + ωbSˆzbi
]
. (2.84)
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This Hamiltonian describes a system with two spins (Sˆ and Sˆb) on each site, each of which responds to an
independent external “magnetic field” in the z-direction. The interaction between transverse components
of adjacent Sˆ spins has a strength related to the z- components of the b spins on those sites. When
Szbi = −1/2, which corresponds to having no particles in the b hyperfine state, HˆPS becomes the pseudo-spin
approximation to the single-species Bose-Hubbard model of Eq.(2.46). The ground state of HˆPS is the same
as Eq.(2.76), when written in the corresponding spin basis.
As we discussed in Subsection 2.4.1, the equivalence of the matrix representations of the Bose-Hubbard
Hamiltonian and the pseudo-spin Hamiltonian imply that they also have the same excitations in the truncated
space. Moreover, the Goldstone excitations of the pseudo-spin model, the spin waves, are equivalent to those
of the Bose-Hubbard model, which are small density and phase distortion over a long length scale. To obtain
the dispersion relations of the spin waves for Sˆ and Sˆb, we introduce two species of Holstein-Primakoff bosons
(Aˆ and Bˆ) to represent small fluctuations of the corresponding spins around their equilibrium value at zero
temperature. Provided the fluctuations are sufficiently small such that all terms higher than quadratic can
be neglected, the spin operators can be represented as
Sˆ = (
cos θ
2
(Aˆ+ Aˆ†) + sin θ(
1
2
− Aˆ†Aˆ), i
2
(Aˆ+ Aˆ†),− sin θ
2
(Aˆ+ Aˆ†) + cos θ(
1
2
− Aˆ†Aˆ))
Sˆb = (−1
2
(Bˆ + Bˆ†),
i
2
(−Bˆ + Bˆ†),−1
2
+ Bˆ†Bˆ). (2.85)
After substituting these into the pseudo-spin Hamiltonian and keeping terms up to quadratic order in
the Holstein-Primakoff bosons, we Fourier transform the resulting Hamiltonian into momentum space, and
perform a Bogoliubov transformation on the A bosons into α bosons (Aˆp = upαˆp + vpαˆ
†
−p) to diagonalize
the Aˆ terms. Thus we arrive at the diagonalized Hamiltonian:
HˆPS =
pi/d`∑
p=−pi/d`
pα
†
pαp + ωBBˆ
†
pBˆp, (2.86)
where p is the lattice momentum and l the lattice spacing. The B terms correspond to the creation of a
B boson with momentum p, while the αp operator creates a Goldstone excitation in the condensate with
momentum p. The excitation energy of the α excitations is the same as Eq. (2.57), which is not gapped.
The excitation energy of of the B particles is
ωB = ωba + (1/8)ZJ sin θ, (2.87)
which is independent of p. This excitation is gapped (reflecting the fact that the b bosons are in their com-
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mensurate state) and therefore should not be present in the initial state in RF transitions for temperatures
kT  h¯ωba, which we assume throughout.
Turning to the role of the Goldstone modes in RF transitions, the form of the RF perturbation (given in
the position basis of the physical particles as
∑
iγaˆ
†
i bˆi + h.c.) is given in the Goldstone basis by
HRF = −
√
NγBˆ†0 +
γ sin θ
4
√
n¯
∑
p
[(vp + up)Bˆ
†
p(αp + α
†
−p) + h.c.], (2.88)
where N is the total number of particles and n¯ = n+ cos2(θ/2) is the number density at zero temperature.
The first term creates a B boson uniformly in space without any distortions in density or phase (which are
represented by α bosons). The second term creates a B boson with momentum p accompanied by an α
boson with momentum −p or annihilation of an α boson with momentum p.
For the 3D system at zero temperature, the initial state consists of the ground state of the system
purely comprised of a particles, and thus no Goldstone modes are excited. Under an RF field however, a
small number of particles change their internal state to b. If this change is not uniform in space, it will be
accompanied by Goldstone modes. Assuming that NG is the total number of Goldstone bosons excited by
the RF field, we can estimate the final state energy of a single site, which differs from that of the NG = 0
case, as (NG/M)ZJ , where M is the total number of sites and ZJ is the energy scale of the Goldstone mode
spectrum. If the RF field is weak enough that the average number of excited Goldstone bosons per site
(NG/M) is much smaller than one, the change of the single-site energy gap is much smaller than ZJ , which
is about the distance between the two peaks obtained in the last sebsection. In typical experimental settings,
this indeed is the case given that about 10% of the particles make transitions to the b state. Therefore,
exciting Goldstone modes at zero temperature ought not obscure the 2-peak signature.
We explicitly show that these modes provide a small background which still leaves the two-peak signature
robust by using the above Goldstone representation of the RF perturbation in Fermi’s golden rule of Eq.
(2.81). We find the transition rate due to the first term of Eq. (2.81) is I(1)(ω) ∝ δ(ω − ωB). This delta
peak corresponds to the first peak we obtained in Subsection 2.5.1, though slightly shifted given the slightly
different mean-field energy estimates. The transition rate due to the second term is I(2)(ω) ∝ sin2 θ|ω−ωB |3
which is so small compared to the delta function near ωB that the effect of I
(2) on the contrast of I(1) can be
ignored. We expect similar argument to hold for the second peak obtained in Subsection 2.5.1. Therefore,
we find that excitation of Goldstone modes by a weak RF field will not obscure the two-peak signature at
zero temperature.
At low temperatures of order kT  ZJ , the initial state still contains zero B bosons but does con-
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tain α bosons, or thermally-excited Goldstone modes, which reduces the condensate density. Taking these
thermally-excited α bosons into consideration in the RF signal, we find that I(1) is still a delta peak, while
I(2) becomes a finite function of |ω − ωB | which does not obscure the peak I(1). As a result, we expect a
slight reduction in the height of the two peaks and a slightly larger contribution to the background. Nev-
ertheless, for three-dimensional systems, we expect the two-peak condensate signature to persist at these
temperatures.
Close to the critical temperature kTc ≈ ZJ , the average number of α bosons per site is of order 1 or more
and the higher order terms in HRF cannot be ignored. At this temperature regime, we also expect the average
thermal expectation value
∑
j〈aj〉/N of the order parameter to vanish, corresponding to destruction of long-
range order in the system. Within the decoupled-site mean field approximation, 〈ai〉 fluctuates in magnitude
and phase from site to site. The kinetic part of the mean-field energy in the Bose-Hubbard Hamiltonian can
thus be thought of as having a spread of order (n+ 1)ZJ . Given that the two low-temperature peaks in the
RF spectrum are also separated by about (n+ 1)ZJ , we predict that the two peaks merge into a continuum
around the critical temperature. In two-dimensions, even the smallest temperature suffices for the Goldstone
modes to destroy true long-range order and we believe that this will be reflected in the smearing out of the
two-peak structure for low-dimensional systems.
For the inhomogeneous shell situation, the Goldstone modes become quantized due to confinement (see
Subsection 2.4.2). The essential issue is whether the quantized modes along each direction which are ac-
cessible at temperature T are numerous enough to form an effective continuum. Modifying the arguments
above to include these inhomogeneous effects, we deduce that the two peak structure would remain at low
temperatures for a condensate shell with a thickness of several lattice sites.
Finally, in this section we argue that the presence of condensate order can be detected in a two-peak RF
spectrum for appropriate RF parameter settings in contrast to the one-peak structure of the Mott phase.
Our results also suggest that when the condensate becomes a normal fluid at T = Tc, the two-peak structure
is washed out. Our arguments can be made more rigorous by way of numerical simulations such as those
of the previous subsection that would include the Goldstone modes and finite temperature effects; such a
treatment is for the future study.
2.6 Matter-wave interference
Experimental observation of matter-wave interference peaks in absorption images have provided striking
evidence for BEC states in shallow optical lattices [20]. In addition, the concentric Mott shell system
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has been observed to preserve finite visibility in the interference pattern [86, 87]. Characteristics of the
interference patterns have been analytically and numerically studied under several specific conditions for
normal fluid, BEC and Mott insulating phases in the lattice boson system [88, 54, 89, 90]. Here, we consider
bosons in the deep lattice regime and ask what signatures of matter-wave interference can distinguish the
presence of a condensate shell between two Mott-insulating shells. We work at zero temperature, which
should be valid for temperatures kT  J , where one would expect the contrast between these states to
be strongest. We begin by considering a homogeneous system, where the many-body wavefunctions of the
Mott and deep-lattice condensate phases can be exactly time-evolved to obtain the density profile measured
by absorption imaging. For simplicity, we ignore the effect of interaction during time-of-flight [88], which is
expected to quantitatively influence the intensity and width of peaks but preserve the qualitative signatures
of the interference pattern [89]. By calculating the time-evolution of a system of bosons on a ring lattice,
we show that condensate states will have sharp interference maxima, in contrast to Mott states, after free
expansion of the system. To illustrate how these features would be displayed in an inhomogeneous system,
we also the time-evolve a system of concentric ring lattices that have a Mott-condensate-Mott structure and
point to signatures of the condensate in the time-evolved profiles.
2.6.1 Density profile upon expansion
For the commensurate state ||n〉〉, the many-body wave function is a product of N single-particle wave
functions:
Ψ(r1, . . . , rN ) ≡ 〈r1, . . . , rN | |n〉〉
= A
∑
sym{r}
N∏
i=1
ψ(ri − s(i))
= A
∑
{s}
N∏
i=1
ψ(ri − s(i)), (2.89)
where ψ(ri − s(i)) is the single particle wave function of particle i localized on a site at position s(i), and
A is a normalization constant. To satisfy Bose-Einstein statistics, we need to symmetrize all N degrees
of freedom; this symmetrization (denoted by
∑
sym{r}) is equivalent to the sum over all configurations of
{s(i)} (denoted by ∑ {s}), which are permutations of {s1, . . . , s1︸ ︷︷ ︸
n
, s2, . . . , s2︸ ︷︷ ︸
n
, . . . sM , . . . , sM︸ ︷︷ ︸
n
}, where sj is the
position of site j.
Near the center of a lattice site, the lattice potential can be approximated as harmonic with frequency
ω =
√
4V0ER/h¯, where V0 is the depth of the optical lattice and ER is the recoil energy. The single-particle
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wave function can thus be approximated as a harmonic oscillator ground state wave function well-localized
on a site. If we ignore interactions (valid at low density), after turning off the lattice potential and the trap
potential all single-particle wave functions are time-evolved by the free particle Hamiltonian pˆ2/2m. The
wave function at later times is then given by
ψt(ri − s(i)) =
(
2l2
pi
)d/4
exp[−(ri − s(i))2/(l2 + 2ih¯t/m)]
(l2 + 2ih¯t/m)d/2
, (2.90)
where d is the dimensionality of the system, and l is the characteristic length of the single-particle wave
function. The density profile as a function of position and time is obtained by calculating the diagonal
elements of the single-particle density matrix.
ρ(r, t) ≡ N
∫
Ψ∗t (r, r2, . . . , rN )Ψt(r, r2, . . . , rN )dr2 . . . drN
= N |A|2
∑
{s}
∑
{s′}
ψ∗t (r− s(1))ψt(r− s′(1)) exp[−
N∑
i=2
(s(i) − s′(i))2/(2l2)]. (2.91)
For the condensate state |Ψ〉 of Eq.(2.70), the density profile ρc(r, t) is given by
ρc = N |A|2
∑
{η}
∑
{η′}
C∗{η′}C{η}{
∑
{s;{η}}
∑
{s′;{η′}}
ψ∗t (r− s(1))ψt(r− s′(1)) exp[−
N∑
i=2
(s(i) − s′(i))2/(2l2)]},(2.92)
where
∑
{η} denotes the same sum in Eq. (2.70), and
∑
{s;{η}} denotes the sum over all {s(i)} with a
specific {η}; {s(i)} are permutations of the set including n + 1 each sηi of the sites η1, . . . , ηM1 and n each
sj of the other sites. If M1 = 0 or M1 = M , {η} has only one configuration, and hence Eq. (2.92) becomes
Eq. (2.91).
2.6.2 Example: expansion of bosons in a ring lattice
As a concrete case that shows how sharp interference peaks emerge upon release and expansion of the
condensate, we consider the illustrative example of bosons in a one-dimensional lattice of sites located on a
ring of radius s in a two dimensional plane. Because of the symmetry of the ring, constructive interference
is expected at its center. We therefore calculate the center density contributed by one particle, defined as
ρ˜(t) ≡ ρ(0, t)/N . The result is
ρ˜(t) = F
(
2l2
pi
)d/2
exp[−2s2l2/(l4 + 4h¯2t2/m2)]
(l4 + 4h¯2t2/m2)d/2
, (2.93)
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Figure 2.17: Matter wave interference patterns (per particle contribution). The left column is the 4-particle
4-site Mott insulator, and the right one is the 2-particle 4-site condensate. The four rows from top to bottom
are at t = 0, 2, 4, and 20 time units(ml2/2h¯). All parts of the figure have the same spatial scale. The number
in the last row is the relative value of the density.
where d = 2 for this system and F is equal to
FM = |A|2
∑
{s}
∑
{s′}
exp[−
N∑
i=2
(s(i) − s′(i))2/(2l2)] (2.94)
for the Mott state and
Fc = |A|2
∑
{η}
∑
{η′}
C∗{η′}C{η}
{ ∑
{s;{η}}
∑
{s′;{η′}}
exp[−
N∑
i=2
(s(i) − s′(i))2/(2l2)]} (2.95)
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for the condensate. If s l, ρ˜(t) has a maximum at
tm = mls/
√
dh¯ (2.96)
and a half width ∆t = 21/dmls/h¯. While tm indicates the time it takes matter waves to disperse from the
ring to the center, ∆t measures the duration of constructive interference processes. Eq. (2.96) is of the same
form as a continuum BEC confined to a shell geometry with the characteristic length l given by the thickness
of the shell [91]. The terms with {η′} = {η} in the sum for F are the same for the Mott and condensate
states. However, F for the condensate state has many additional terms with {η′} 6= {η} that contribute to
the center density which are not present in FM . Therefore, we see that the center density of the condensate
state has a much sharper peak than that of the Mott state. At finite temperature, the interference pattern
is the thermal average over the densities of all possible pure states. The coefficients C{η} of higher energy
states are not necessarily real and positive and thus would decrease the value of F given that not all terms
give positive contributions. Therefore, we expect that the interference pattern of a condensate becomes more
blurred with increasing temperature.
Although here we have only analytically solved for the density at the center of the ring, constructive
interference patterns will occur throughout space after the system is released from its ring trap. The
differences in these spatial patterns between initial Mott and initial condensed states gives further evidence
for condensate order. As a toy example that exhibits these patterns, we numerically simulated the expansion
processes of a 4-site Mott insulator of |1〉 |1〉 |1〉 |1〉 and a 4-site condensate of Eq. (2.82) in the ring geometry
and display the results in Figure 2.17. Both cases have the same initial density profile but have very
different interference patterns in expansion. The condensate shows more interference peaks and has a much
higher density in the center at long times than the Mott insulator does. This difference is similar to the
difference between the phase-coherent state (BEC) and the phase-incoherent state (the Mott insulator) in
the experiment of Ref. [20]. Although the initial density profiles of the two cases look the same, their
interference patterns behave quite differently during the expansion process.
2.6.3 Inhomogeneous systems
The above discussions show how homogeneous systems of condensate and Mott insulator display different
patterns upon release and expansion and that interference is a signature of condensate order in the system.
To illustrate how these signatures can be used to probe condensate order realistic experimental situations,
we consider a simplified inhomogeneous system of 87Rb atoms displaying the nested, or “wedding-cake”,
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Figure 2.18: Density at the center point, as a function of time, during expansion of the system. The inset
shows the geometry and the site positions of the model. The solid curve corresponds to the system that has
a center site and an outer ring in Mott-insulating states and the inner ring in the condensate state. The
dashed curve corresponds to the control system with the inner ring also in the Mott insulating state. The
vertical axis is the relative density with respect to the initial value. The peak and the relatively large value
at long times are evidence of the condensate part of the system.
structure of bosons in optical lattices in the presence of a harmonic trap. Building on the results of the
previous subsection for bosons on a ring lattice, we model a two-dimensional system made up of a center
point and two concentric rings, where the central site is in the n = 2 Mott insulating state, the 4 sites in
the inner ring are in the 〈n〉 = 1.5 condensate state, and 6 sites in the outer ring are in the n = 1 Mott
insulating state. Site spacings of the two rings are both d` = 0.532 µm. For the lattice depth V0 = 20ER,
the characteristic length of the initial single-particle wave function is l = 0.283d`. If the lattice potential is
turned off at t = 0, the density at the center point as a function of time shows a peak at t = 4.2 × 10−5 s
(Figure 2.18). Compared to a control system where the inner ring has Mott states of the same density (2
sites in n = 2 and 2 sites in n = 1), the peak and the larger long-time residual density in the center indicate
large constructive interference due to the condensate part of the system. Considering expansion of a 3d
inhomogeneous system of Figure 2.13, we expect to observe a density peak in the center of the sphere at
t = 3.67 ms, which is about 1/4 the duration of the time of flight in the experiment of Ref. [20]. We expect
that such a time-evolved density profile should also be able to discern the presence of condensate interlayers
for larger systems with realistic numbers of bosons.
In summary, we obtain interference signatures of a thin condensate inter-layer between two Mott insu-
lator layers. For a toy system exhibiting concentric co-existent phases, we show that the condensed phase
contributes a sharp peak to the time-evolved central particle density. As performed for single phases, simu-
lations of realistic inhomogeneous large-sized three-dimensional systems within our truncated wavefunction
basis and extraction of measurable quantities, such as the visibility, are in order; we believe that our results
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here are indicative of the signatures of the condensate layer that would be obtained in actual systems.
2.7 Discussion and outlook
In this section, we discuss several open issues associated with our research on BEC in deep lattices. First we
review recent studies on validity of local density approximation (LDA) and conclude that the LDA-predicted
BEC regions are still robust in a real inhomogeneous system. We give a physical interpretation of the two-
peak radio-frequency (RF) spectrum of the BEC phase, which implies the BEC is a two-component fluid.
We discuss possible reasons that the two-peak signature for the BEC has not been observed in experiments.
We discuss factors in the time-of-flight (TOF) experiments that are yet to be considered in our theoretical
model. Finally we present future directions following the Bose-Hubbard study in this chapter.
The basic idea of LDA is to treat an inhomogeneous system as locally uniform enough such that the
local properties are the same as those in the corresponding uniform system. The true local properties must
differ from the LDA results due to the inhomogeneity, with the deviation depending on how locally uniform
the system is. It is expected that LDA does not work well near a critical point or near a phase boundary
where physical properties sharply change on short length scales, but the question here is whether LDA
is qualitatively or just quantitatively incorrect. In a 2D trapped system, quantum Monte Carlo (QMC)
simulations [44] and the experimental results [46] show that slightly below the critical value of (J/U)c the
system can undergo a transition from the coexistence of Mott-insulating and BEC state to a pure BEC state
by increasing the total number of particles; this effect can not be explained by LDA. Validity of LDA has
also been tested for 1D systems [47, 48, 49]. Even if LDA fails around the tip of the Mott lobe, in sufficiently
deep lattices we believe that the existence of the BEC is still robust in the wedding-cake system because a
number-fluctuating region (which is predicted to be a BEC) between two Mott-insulators is expected to be
energetically favorable due to tunneling.
We have shown that the RF spectrum of BEC in deep optical lattices displays one more peak than the
Mott-insulator due to the appearance of the second final state that the Mott-insulator lacks. A two-peak
structure of the BEC is also predicted in different parameter settings [41]. For the single-site BEC state of
our setting, the second final state in the RF transition is associated with density and phase fluctuations,
while the first final state, continuously evolving from the final state of Mott-insulating state, is associated
with relatively small density fluctuations and no phase change. Different properties of the two final states
imply that the BEC in deep optical lattice is composed of two kinds of fluid with one having a higher
compressibility than the other. Each RF peak is attributed to each of the components. A similar conclusion
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has also been made in Ref. [41]. To confirm the two-component model, we expect that associated density
fluctuations can be measured by recently developed experimental techniques that directly image number
density profiles of the system with high resolution and precision [21, 22, 23, 24, 25].
Now we turn to experimental issues regarding the two-peak structure that has not been noted in Ref. [38].
(1) The region of the BEC phase is narrow such that signals indicating total number transferred are too small
to be detected by current devices. (2) In experiments, the optical lattice potential is adiabatically turned
on after the atoms are well trapped and cooled down. In this process, the entropy of the Mott-insulating
region transfers to the BEC region and hence the temperature increases to destroy BEC [58, 59]. A solution
proposed is to use a surrounding gas to absorb the released entropy [60]. (3) The heating effect can also
happen when the RF field is applied. The energy gap in the hyperfine state transition is much larger than
the critical temperature of the BEC, which is of order ZJ . If dissipation or spontaneous emission occurs in
the RF transition process, the heat released can destroy the BEC. A solution is to shorten the time duration
of the RF field. (4) The distance between the two peaks in the spectrum is of order ZJ , which has a typical
value 10−50Hz in the deep lattice regime. According to the uncertainty principle, in order to resolve the two
peaks the time duration of the RF field should be more than 100ms. As a result, (1) and (2) are expected to
be solved with technical developments in future experiments, while (3) and (4) give a fundamental constraint
of the time duration of RF field.
The other experimental signature we have predicted for the BEC shells in the wedding-cake system is
relative high interference peaks compared to a pure Mott insulating case. However, a series of theoretical
studies show that even a non-BEC gas at T > Tc can display interference peaks [54, 55], a fact confirmed by
the experiment [56]. An alternative signature of the onset of BEC is a drastic rising in the interference peaks
as temperature is decreased across Tc [57]. In addition, a short TOF expansion that is considered in our toy
model does not reflect the exact momentum distribution, which is recovered from the density distribution
only in the limit t → ∞ [53]. Quantum and thermal fluctuations [50, 51], interactions [52] and coherence
between BEC shells [42] also alter the interference pattern upon TOF expansion. As a test of the robustness
of our conclusion, corrections to the interference pattern of our toy model due to the factors presented above
are of great interests.
The author’s future studies focus on modified Bose-Hubbard systems and suggest three possible avenues.
(1) In the presence of a phonon or photon bath, lattice bosons can separately or collectively couple to a
set of harmonic oscillators. This system is theoretically described by modifying the Bose-Hubbard model
with additional coupling terms, analogous to the Hubbard-Holstein model of the fermion system. Our
calculations show that the local coupling to a phonon field tends to delocalize the lattice bosons, which
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would provide an experimental method to increase the critical temperature of the condensate by immersing
the lattice bosons into another BEC gas. (2) The order parameter at a Mott-insulator (MI) -BEC, MI-MI,
or BEC-BEC junction may have a drastic change on the boundary or a certain proximity effect around the
boundary. A BEC-BEC junction is supposed to carry particle current in the presence of chemical potential
gradient, while a MI-MI junction is not. Our goal is to investigate the order parameter across the junction
under various boundary conditions and hence derive conducting properties of the system. As an application,
we are interested in designing a device that would be a BEC-BEC junction at certain chemical potential
gradient but become a MI-MI junction when the gradient changes sign. Such a device would lead to a
possible realization of atomic diodes. (3) The lack of direct evidence of superfluidity in the shell-structure
system motivates us to study the moment of inertia of the BEC layers. We would like to investigate the
lattice bosons in a rotational field and relate the response of the system to the moment of inertia and other
observable quantities.
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Chapter 3
Oscillatory pairing in spatially
separated fermionic atoms
In this chapter, we turn to another topic of interest: the pairing state in Fermi systems, focusing on that
between two hyperfine species of fermionic atoms. We find that due to a specific inhomogeneous confinement
that we call a “spin-split trap” (which we will define later), the system can exhibit the coexistence of three
phases. One of them is the partially-polarized pairing phase, known as the Fulde-Ferrell-Larkin-Ovchinnikov
(FFLO) state, which has oscillatory pairing amplitude but lacks experimental evidence so far. The spin-split-
trap system has two advantages motivating us to do further research. (1) It has a richer coexisting-phase
structure, compared to the coexistence of two phases in a general population imbalanced system. (2) It
provides an experimentally controllable parameter that can be tuned to generate a significant spatial region
corresponding to the elusive FFLO state. We will explore and employ these advantages in the following
sections. Here we describe a general picture of the study with relevant references and present the organization
of this chapter.
A pairing state in systems of attractively interacting fermions was suggested more than fifty year ago and
applied in the Bardeen-Cooper-Schrieffer (BCS) theory which successfully explains classical superconductiv-
ity [5]. The BCS ground state describes a condensation of pairs composed of two fermions of different spins
with zero center of mass momentum in spin singlet state. If different spin species have different density,
the number of minor spins (with less density) determines the maximum number of pairs. Therefore, at zero
temperature, an equal-mix system is naturally in a fully-paired condensation (or superfluid) phase described
by BCS ground state, while a fully polarized (with zero minor species) system is a normal gas due to the lack
of pairing. A phase transition, as first suggested in Ref. [92, 93], is expected to take place at a certain critical
polarization below which the system is a fully-paired superfluid with unpaired spins spatially separated and
above which the system is a normal gas. However, in a certain polarization regime between the fully-paired
and fully-polarized phases is another energetically favorable paired phase, the FFLO state [94, 95], in which
major and minor spin species of a pair occupy different momentum states and cause condensed pairs having
a finite center of mass momentum. Such characteristic momentum, q, is reflected in spatial modulation of
the pairing function of the form eiq·r [94] or cos(q · r) [95].
55
In atomic systems, tunable interaction via a Feshbach resonance [96] has provided realizations of BCS-
paired superfluid states in two-species ultra-cold Fermi gases [12, 97]. In a uniform gas, the number im-
balance, or equivalently a chemical potential difference, between the two species tends to suppress pairing,
leading to imbalanced superfluid phases and superfluid-normal-gas separation [98, 99, 100] which have been
observed in recent experiments [101, 102, 103, 104]. However, the FFLO state, reflecting a partially paired
superfluid phase (with spatially-varying pairing amplitude concomitant with the number imbalance), has
remained elusive in 3D and has not yet been directly observed although it has been extensively studied
theoretically [105, 106, 107].
Recently, attention has turned to one-dimensional (1D) spin-imbalanced systems as a means of realizing
FFLO-type states [108, 109, 110, 111, 112, 113, 114, 115, 116, 117] due to the fact that the parameter regime
over which they are predicted to exist is much wider than in three dimensions [100]. In recent experiments,
a trapped quasi-1D system is realizable in optical lattices [118], and a partially polarized phase that is
expected to be of the FFLO type has been observed by inducing population imbalance [119], although
the experiment did not probe the associated oscillatory pairing correlations. In this chapter, we study an
alternate one-dimensional spin-split-trap setup in which two hyperfine species (representing the two spin
states) of attractively interacting fermionic alkali atoms are separately trapped in a controllable way, such as
by applying a magnetic field gradient or a species-selective trapping potential in experiments [120, 121, 122].
The system is shown to yield coexistence of a fully-paired phase in which equal population of the two species
fully pair with each other, a partially-polarized pairing phase in which the presence of population imbalance
causes only a fraction of fermions to form pairs, and a fully-polarized normal phase with only one species of
particles and no pairing.
In Section 3.1, we define the 1D spin-split-trap and discuss a means of realizing it. We consider the
dependence of relative Zeeman energy between the two hyperfine states on magnetic field and propose a
tunable spin-split trap that is created by applying a magnetic field gradient.
In Section 3.2, we capture the coarse-grained features of the phases and pairing amplitudes of the system
by various approaches. We discuss possible phases in the local density approximation (LDA) analysis, based
on the phase diagram for the homogeneous system derived from a Bethe ansatz treatment. We employ the
BCS theory and LDA to compute the gap function at zero separation and estimate the critical separation
above which the FFLO-type state emerges. In addition, we provide a simple argument to show the oscillatory
behavior of the gap function by considering the Cooper pair wave function in the spin-spilt trap.
In Section 3.3, we introduce the self-consistent mean-field theory, derive the extended Bogoliubov-de
Gennes (BdG) equation with spin-dependent trapping, discuss symmetry of the system, and express related
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Figure 3.1: Illustration of our proposed setup of cold fermions in a spin-split trap, showing trapping potentials
with separation 0 (left) and 2d (right) for the two species of fermion with minima for the cigar-shaped clouds
shifted along the z direction. The density profiles are shown in grayness, while the spin polarization profiles
are shown in color (see color scale).
physical quantities in terms of the quasi-particle wave functions. We use an iterative procedure to numerically
solve the BdG equation and compute the gap function as well as the density and imbalance profiles, at various
separations. We identity the critical separation and the nodes of the oscillatory gap function. We also plot
the finite temperature phase diagram and discuss experimental signatures in local density of states and pair
momentum distribution function which reflects appearance of the oscillatory pairing amplitude. Finally, we
present directions for future study in Section 3.4.
3.1 Spin-split trap
In this section, we write down a mathematical form the 1D spin-split-trap. The issues of 1D conditions
and experimentally realizing a spin-split-trap system are discussed. We consider the dependence of relative
Zeeman energy between the two hyperfine states on magnetic field and propose a tunable spin-split trap
that is created by applying a magnetic field gradient. The values of field gradient for separating the systems
of 40K and 6Li in recent experiments are estimated.
The spin-split trap can be described by the spin-dependent potentials
Vσ(r) =
m
2
[ω2r(x
2 + y2) + ω2z(z − σd)2], (3.1)
where ωz(r) are the trapping frequencies in the axial (transverse) directions, m is the atomic mass, and
σ = ±1 correspond to the two hyperfine species. The centers of the two traps are separated by a distance
2d along z direction. Figure 3.1 shows the spin-split trap with zero and finite separations. We consider
the equal-mixed system of N spin-up and N spin-down particles in a quasi-one-dimensional geometry. This
limit can be achieved in a highly anisotropic trap having a transverse trapping frequency ωr such that, for
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Figure 3.2: (a) The hyperfine spectrum of 40K. (b) The energy difference between the hyperfine states
|F = 9/2,mF = −9/2〉 and |F = 9/2,mF = −7/2〉, the lowest two curves in (a).
N fermions of each species,
Nωz/ωr < 1, (3.2)
N |as|/Rz  1, (3.3)
with σ = ±1 for spin up/down species. Here Rz =
√
2N−1 `z (with `z ≡
√
h¯/mωz the oscillator length)
is the classical radius of the free gas in the z-direction and as is the s-wave scattering length for the two-
body interactions. In such a trap, Eq. 3.2 guarantees that all particles are well-constrained in the harmonic
ground state in the transverse direction, while Eq. 3.3 guarantees that they will not scatter into the excited
state in the transverse direction through interaction (the dilute limit). In other words, particles are allowed
to disperse only in z direction, and hence form a cigar-shaped cloud (see the density plots in Figure 3.1).
Because the transverse degrees of freedom is frozen out, the physical quantities is only z-dependent, and
thus the potential becomes
Vσ(z) =
1
2
mω2z(z − σd)2. (3.4)
The boundary of the cloud in z direction is determined in the semi-classical picture by Vσ(z) = µσ, where
µσ is the chemical potential associated with N . For a non-interacting gas in the spin-split trap, the spin-
up (down) species are bounded in the interval [d − Rz, d + Rz] ([−d − Rz,−d + Rz]). The cigar-shaped
profile in Figure 3.1 represents the total density ρ(z) = ρ↑(z) + ρ↓(z) in grayness, and spin polarization
P (z) = M(z)/ρ(z) in color referred in the color bar, where M(z) = ρ↑(z) − ρ↓(z) in the spin imbalance.
When the separation is zero, there is zero spin imbalance everywhere.
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The relative potential energy between the two species is linear in space,
V↑(z)− V↓(z) = 2mω2zdz. (3.5)
Such a difference can be achieved as the Zeeman energy difference with the application of a magnetic field
gradient. To compute the value of the gradient, we consider the hyperfine spectrum of an alkali atom in an
external magnetic field with magnitude B and along z direction. The hyperfine Hamiltonian reads
Hˆhf = Ahf Iˆ · Jˆ + µB
h
(gJ Jˆz + gI Iˆz)B
=
Ahf
2
(Iˆ+Jˆ− + Iˆ−Jˆ+) + [Ahf IˆzJˆz +
µB
h
(gJ Jˆz + gI Iˆz)B], (3.6)
where Iˆ and Jˆ are the nuclear and total electronic angular momentum operators respectively, gI and gJ are
the corresponding g-factors, Ahf is the hyperfine constant, and µB = 1.4 MHz/Gauss is the Bohr magneton.
The spectrum as a function of the magnetic field is obtained by diagonalizing the hyperfine Hamiltonian,
which is of finite size in the basis |I,mI , J,mJ〉.
Figure 3.2(a) shows the numerically-obtained hyperfine spectrum of a 40K atom as a function of B.
The lower and higher groups of curves correspond to the states of F = 9/2 and 7/2 respectively, where
F is the quantum number of the total angular momentum. Two states of experimental interests are
|F = 9/2,mF = −9/2〉 and |F = 9/2,mF = −7/2〉, correspond the lowest two curves in Figure 3.2(a). The
energy difference between them around the Feshbach resonance regime is roughly linear, as shown in Fig-
ure 3.2(b). If we apply an inhomogeneous field B(z) = B′z (where B′ is the gradient) on a trapped gas, the
two hyperfine species will separate by a distance satisfying Eq. (3.5).
We estimate the gradient needed to have the separation d by expanding the Breit-Rabi formula [123],
which well interpolates the energy difference between the weak and strong field limits, in the resonance
regime. We obtain
E↑ − E↓ = µBgJB
′z
2
×
∑
σ
σ( 2mFσ2I+1 +
B¯
B0
)√
1 + 4mFσ2I+1 × B¯B0 +
(
B¯
B0
)2 , (3.7)
where B¯ is the resonance field and B0 is the characteristic field depending on the atom. Comparing Eq. (3.7)
with Eq. (3.5), we can get the relation between the field gradient B′ and the separation d. In the experiment
of [118], for example, spin-up (down) Fermions correspond to 40K atoms in the |F = 9/2,mF = −9/2(−7/2)〉
hyperfine states. The trap frequencies are ωr = 2pi × 69 kHz and ωz = ωr/270, respectively, and N ∼ 100.
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We substitute B¯ = 204G and B0 = 459G for
40K into Eq. (3.7), substitute ωz, m, and d = 0.1Rz into Eq.
(3.5), and obtain B′ ∼ 50G/cm, which is comparable to the value in experiments [121]. For the system of
6Li atoms [119], we estimate B′ ∼ 5000G/cm, which is less feasible in experiments.
3.2 Coarse-grained features
In this section, we use several approximate approaches to capture the coarse-grained features of the 1D
fermions in a spin-split trap. In Subsection 3.2.1, we discuss expected phases in the trap by employing an
LDA analysis based on the phase diagram for 1D homogeneous spin-imbalanced fermionic systems derived
from a Bethe ansatz treatment [109]. In Subsection 3.2.2, we use the BCS gap equation and LDA analysis to
compute the pairing profile. Considering the competition between the gap energy and the exchange energy,
we estimate the critical separation as a function of interaction and number of particles. In Subsection 3.2.3,
we take into account the inhomogeneous basis (beyond the LDA) and write down the Cooper pair wave
function, which shows oscillation when the separation is over a certain value. Although the Cooper problem
is a simplified two-body problem, the wave function does possess the same qualitative signatures as the
pairing amplitude. Such similarity leads to a detailed study incorporating the many-body effect, which will
be discussed in the next section.
3.2.1 Expected phases
To understand the phases of attractive fermions in the 1D spin-split trap, we first summarize previous study
of Ref. [109] on the phases of the homogeneous imbalanced system composed of N↑ and N↓ fermions (we
assume N↑ ≥ N↓). Given the interaction is point-contact-like, the Hamiltonian is
H = − h¯
2
2m
N↑+N↓∑
i=1
∂2
∂z2i
+ g
N↑∑
i=1
N↑+N↓∑
j=N↑+1
δ(zi − zj), (3.8)
where g is the 1D coupling constant and taken negative for attractive interaction. In the quasi-1D system we
discussed in the last section, g is related to the 3D scattering length as and the transverse oscillator length
`r =
√
h¯/mωr as [124]
g =
2h¯2as
m`2r(1− 1.033as/`r)
. (3.9)
Bethe’s ansatz provides an exact solution for the ground state energy of Eq. (3.8), as a function of number
density n↑,↓ = N↑,↓/L, with L the size of the system. The chemical potential for each species can be obtained
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Figure 3.3: Phase diagram of the uniform system taken from Ref. [109]. Here µ and h are measured in
units of mg2/4h¯2, where g is the 1D coupling constant. The black curves identify boundaries between the
four different phases (see text).The red curves A, B, and C represent the LDA trajectories followed by the
spin-split system for d < dc, d = dc and d > dc,respectively.
by µ↑,↓ = ∂(E/L)/∂n↑,↓, so do the total chemical potential µ and the effective magnetic field h given by
µ = (µ↑ + µ↓)/2
h = (µ↑ − µ↓)/2. (3.10)
Finally, the curves of n↑ = 0, n↓ = 0, and n↑ = n↓ are plotted in the µ-h plane (black curves in Figure 3.3).
Those curves divide the plane into four regions, which correspond to four different phases: the fully-paired
(FP) state, where n↑ = n↓ > 0, the partially polarized (PP) state, where n↑ > n↓ > 0, the fully polarized
(FPo) state, where n↑ > n↓ = 0, and the vacuum, where n↑ = n↓ = 0. The PP phase is expected to be of
the FFLO type [108] with a spatially-varying pairing amplitude.
Now we turn to the spin-split-trap system. Within the LDA analysis, we define the local chemical
potential µ↑,↓(z) = µ0−V↑,↓(z), where µ0 is the total chemical potential of the system. We use the potential
of Eq. (3.4) and find that µ and h, defined in Eq. (3.10) and now as a function of z, are related through
µ = µ0 − h
2
2mω2zd
2
. (3.11)
The relation of Eq. (3.11) corresponds to downward facing parabolae in the µ versus h phase diagram.
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Figure 3.4: Critical Separation d˜c vs coupling g˜, based on the BCS theory. The range of g˜ goes from 0 to 2
(30) in the left (right) panels.
In Figure 3.3, we show three curves corresponding to different values of the distance between the two
traps. One can see that they traverse different phases from the center z = 0 (where h = 0) to the edges.
For small separation d, the system respects a tight parabola and is thus confined to the fully paired phase.
But for larger separation, the parabola broadens and beyond a critical separation d > dc traverses all three
phases as a function of space. In this case, at small z, the local imbalance h remains small enough that the
system is locally fully paired. At larger z, the local h exceeds a critical value such that locally the system
enters the PP phase which is expected to have oscillatory pairing amplitude [108], although Bethe ansatz
does not provide such information. At even larger z, near the edges of the trap, the system is locally in a
fully polarized normal phase. Note that in the case of a globally spin-imbalanced system with a single trap,
the system would trace a vertical line in the phase diagram, yielding only two regions – a partially polarized
core and either fully polarized or fully paired edges [109]. In contrast, our system is able to host all three
regions.
3.2.2 BCS theory
In the last subsection, Bethe’s ansatz does not provide information about pairing in the imbalanced system.
In this subsection, we discuss the profile of the gap function based on the BCS theory and LDA analysis. We
consider the competition between the gap function and the effective magnetic field and estimate the critical
separation dc, above which the FFLO-type state emerges.
The BCS gap equation is given by
1
|g| =
∑
k
1
2
√
(k − µ)2 + |∆|2
, (3.12)
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which takes the form in 1D as
1
|g| =
∞∫
−∞
dkz
2
√
(kz − µ)2 + |∆|2
=
∞∫
0
N()d
2
√
(− µ)2 + |∆|2
. (3.13)
We replace the 1D density of state N() =
√
m/(2pi2) and obtain the solution for the gap function in an
approximated expression,
∆ = 2(
√
2 + 1)µ exp
[
−
√
2h¯2pi2µ/mg2
]
. (3.14)
If the potentials for the two species coincide (d = 0), in the LDA analysis, we obtain the gap function profile
for the trapped system by directly substituting the local the chemical potential µ(z) = mω2z(R
2
z − z2)/2 into
Eq. (3.14), where Rz is the classical radius of the cloud. Such a profile is non-monotonic in space and takes
the maximum value
∆max =
2(
√
2 + 1)
e2pi2
mg2
h¯2
(3.15)
at the place where µ(z) = 2mg2/h¯2pi2.
In the case of finite separation, the local chemical potentials for the two species are different everywhere
except at z = 0, where µ↑ = µ↓ = mω2z(R
2
z − d2)/2. Therefore, we can use Eq. (3.14) to estimate the gap at
z = 0 as a function of d, ∆z=0(d), which shows the same non-monotonic behavior as the gap profile ∆(z) at
d = 0. We would expect ∆max ∼ ∆z=0(d) at non-zero separation. If the transition temperature Tc depends
on the ∆max, it would also be a non-monotonic function of d. The mean-field calculations in Section 3.3
show the same results.
From Eq. (3.5), the local field h(z, d) = V↑(z) − V↓(z) = 2mω2zdz , which linearly rises with increase in
the separation d. In presence of the field, generating of spin imbalance will lower the energy of the system
but cost energy to break pairs. When the field is comparable to the gap, the pairing becomes unstable. We
estimate dc by equating the energy of the system contributed by each of them, which is
Rz∫
0
h(z, dc)M(z)dz =
Rz∫
0
∆(z)ρp(z)dz, (3.16)
where M is the spin imbalance and ρp is the pair density. We use the LDA expressions that M ∝ 2dcz and
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Figure 3.5: The center of mass wave function of a Cooper pair in the spin-split system with separation being
0, 0.01, and 0.02Rz, from left to right.
ρp ∝ (R2z − z2)/2 to solve for dc. The solution in a dimensionless form is
d˜c =
3(
√
2 + 1)
4
1∫
0
(1− z˜2)2 exp[− pi|g˜|
√
1− z˜2]dz˜

1/2
, (3.17)
where d˜c = dc/Rz, z˜ = z/Rz, and g˜ = g/(h¯ωzRz). Figure 3.4 shows the trend of d˜c vs g˜. The curve is linear
around g˜ = 1. In addition, Eq. (3.17) shows that d˜c is independent of number of particles N at fixed g˜.
Both results agree with the mean-field calculations in Section 3.3.
3.2.3 Cooper pair wave function
In this subsection, we give a simple physical argument about oscillatory behavior of the pairing amplitude
due to separation by looking at the wave function of a single Cooper pair. Because occurrence of the paired
superfluid state indicates condensation of Cooper pairs, the center of mass wave function of a Cooper pair
qualitatively reflects macroscopic pairing amplitude. We write down the Cooper pair wave function in the
basis of the harmonic trap, so no LDA analysis is applied here.
We consider two Fermions near the Fermi surface forming a bound pair. Because point-contact interaction
only exists between opposite spins, the Hamiltonian of a pair can be represented in the spin space spanned
by two states |↑↓〉 and |↓↑〉.
Hˆ =
[
1
2m
(pˆ2z1 + pˆ
2
z2) +
1
2
mω2z(zˆ
2
1 + zˆ
2
2) + gδ(zˆ1 − zˆ2)
] 1 0
0 1
+ 2mω2zd(zˆ1 − zˆ2)
 1 0
0 −1
 (3.18)
It is checked that if
 ψ(z1, z2)
0
 is an eigen wave function of Hˆ,
 0
ψ(z2, z1)
 is also an eigen wave
function with the same energy. Considering that for identical Fermions the wave function is antisymmetric,
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we can write down the eigen wave function as
Ψ(z1σ1, z2σ2) = ψ(z1, z2)⊗ |↑↓〉 − ψ(z2, z1)⊗ |↓↑〉 . (3.19)
To solve for ψ(z1, z2), we can assume
ψ(z1, z2) =
nF+δn∑
m,n=nF
Cmnφm(z1 − d)φn(z2 + d), (3.20)
where φn(z) is the nth eigen wave function of a simple harmonic oscillator (SHO). Substituting Eq. (3.20)
into the Schro¨dinger equation with the Hamiltonian of Eq. (3.18), we obtain a set of equations
(E − m − n)Cmn =
nF+δn∑
m′,n′=nF
Umnm′n′Cm′n′ , for m,n = nF . . . nF + δn , (3.21)
with the interaction matrix element being
Umnm′n′ ≡
∫
dx1dz2φ
∗
n(z2 + d)φ
∗
m(z1 − d)U(|z1 − z2|)φm′(z1 − d)φn′(z2 + h). (3.22)
Here n is the nth SHO eigen energy. By solving Eq. (3.21), we can exactly get the Cooper pair wave
function. However, we can also use a hand-waving argument below to approximately write down the wave
function.
If interaction strength is smaller than h¯ω, the amplitude of pairing between different energy states is
ignorable, which means Cmn = δmnCn. Therefore the total wave function of Eq. (3.19) becomes
Ψ(z1σ1, z2σ2) =
nF+δn∑
n=nF
Cn [φn(z1 − d)φn(z2 + d)⊗ |↑↓〉 − φn(z1 + d)φn(z2 − d)⊗ |↓↑〉]. (3.23)
The center of mass wave function of a single Cooper pair can show signatures of the gap function. We
rewrite Eq. (3.23) in terms of the center of mass coordinate Z = (z1 + z2)/2 and the relative coordinate
z = (z1 − z2) and expand it in series of r.
Ψ(Z, z, σ1, σ2) =
nF+δn∑
n=nF
Cnφn(Z − d)φn(Z + d)⊗ [|↑↓〉 − |↓↑〉] +O(z). (3.24)
Given nF = 100 and δn = 10, Figure 3.5 shows the center of mass wave function of the leading term
in Eq. (3.24). Similar to the BCS results in Subsection 3.2.2, the curve is non-monotonic at d = 0. Here
the reason in understood by considering higher probability of a particle staying near the edge in a 1d
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harmonic trap. We can also see the wave function displaying oscillations at d above a critical value, and
the number of nodes increases with increase in d. In this heuristic argument, we assume two particles of
different species form a bound pair, but we do not consider the actual effect of the interaction. However,
the pair wave function naturally exhibits oscillations in the separated trap basis. In the next section, we
will follow the BdG method, considering the interaction by introducing two mean fields into the microscopic
Hamiltonian. By self-consistently solve the mean-field Hamiltonian, we obtain the quasi-particle energy and
the corresponding wave functions, which can be use the calculate the gap function and other related physical
quantities at zero or finite temperature.
3.3 Mean-field approach
In the last section, we saw that the gap function profile can be in a spin-spilt trap because of the trap
potential and the FFLO pairing. The two methods we use to study the pairing states approach the answer
from different aspects and have their disadvantages. (1) The LDA analysis considers many-body effect but
simplifies the trap effect. The Hamiltonian includes many-body degrees of freedom but no trap potential.
The trap effect is applied after the uniform solutions are obtained. (2) The Cooper problem, however,
considers the trap effect but simplifies the many-body effect. The Hamiltonian includes the trap potential
but only 2-body degrees of freedom.
In this section, we apply the self-consistent mean-field (BdG) theory, considering both many-body and
trap effects, which is expected to provide more accurate results. In Subsection 3.3.1, we construct the mean-
field Hamiltonian for a general spin-dependent system, introducing two mean fields, the Hartree field and
the BCS pairing field. By self-consistently minimizing the free energy, we derive the extended Bogoliubov-de
Gennes (BdG) equation, which solves for the quasi-particle energies and wave functions. We write down
the gap function, density profiles, and free energy of the system in terms of those quasi-particle solutions.
Subsection 3.3.2 discusses symmetry of the system, including the time reversal correspondence between the
BdG solutions and the parity symmetry that is specifically for the 1D spin-split trap. In Subsection 3.3.3, we
present an iterative procedure to numerically solve the BdG equation and discuss the parameter regime where
the numerical calculation is convergent. In Subsection 3.3.4, we illustrate gap, density, and imbalance profiles
from the numerical calculations as a function of various parameters. We identity the critical separation above
which the system has three concurrent phases and the nodes of the oscillatory gap function in the partially-
polarized region. We also plot the finite temperature phase diagram and show how robust the nodal structure
of the gap function is against the temperature effect. In Subsection 3.3.5, we discuss experimental signatures
66
in the pair momentum distribution and density of states, which reflects appearance of the oscillatory pairing,
or equivalently, the FFLO state.
3.3.1 BdG treatment
We begin with a general microscopic Hamiltonian in a second quantization form describing interacting
Fermions of two species,
H =
∫
dr
∑
σ
ψˆ†σ(r)H
0
σψˆσ(r) + gψˆ
†
↑(r)ψˆ
†
↓(r)ψˆ↓(r)ψˆ↑(r), (3.25)
where H0σ = −p2/2mσ + Vσ(r) − µσ is the single particle Hamiltonian, including kinetic energy, potential
energy and chemical potential corresponding to spin σ. The coupling constant g is negative for BCS pairing.
Following the standard mean-field approach [125], we construct the mean-field Hamiltonian,
HM =
∫
dr
∑
σ
ψˆ†σ(r)[H
0
σ + Uσ(r)]ψˆσ(r) + ∆(r)ψˆ
†
↑(r)ψˆ
†
↓(r) + ∆
∗(r)ψˆ↓(r)ψˆ↑(r), (3.26)
where ∆(r) and Uσ(r) are the BCS field and the Hartree-Fock fields correspondingly. HM is diagonalized as
HM = Eg +
∑
n>0,σ
nσγˆ
†
nσγˆnσ (3.27)
by a Bogoliubov transformation,
ψˆσ(r) =
∑
n>0
[unσ(r)γˆnσ − σv∗nσ(r)γˆ†n,−σ]. (3.28)
The quasi-particle energies nσ and wave functions (u, v) are determined by the BdG equation,
 H0σ + Uσ ∆
∆∗ −H0−σ − U−σ

 unσ
vn,−σ
 = nσ
 unσ
vn,−σ
 , (3.29)
where we label positive n with n = 1, 2, 3... and negative n with n = −1,−2,−3, keeping the order that
n < m if n < m. We need the solutions only with positive  to calculate physical quantities. There are
some identities for the quasi-particle wave functions,
∫
dr[u∗mσ(r)unσ(r) + v
∗
m,−σ(r)vn,−σ(r)] = δmn
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∫
dr[un↑(r)vm↑(r)− um↓(r)vn↓(r)] = 0∑
n>0
[u∗nσ(r)unσ(r
′) + vn,−σ(r)v∗n,−σ(r
′)] = δ(r− r′)∑
n>0
[un↑(r)v∗n↓(r
′)− v∗n↑(r)un↓(r′)] = 0 (3.30)
The mean-field variables ∆ and Uσ are self-consistently determined by requiring the free energy of
the system calculated from the initial Hamiltonian of Eq. (3.25) and the eigen states of the mean-field
Hamiltonian HM (F = 〈H − TS〉) be stationary with variance of the fields. We let δF = 0 and derive the
self-consistent equations,
∆(r) = g
〈
ψˆ↓ψˆ↑
〉
= −g
∑
n>0
[un↓(r)v∗n↑(r)(1− fn↓)− un↑(r)v∗n↓(r)fn↑]
U−σ(r) = g
〈
ψˆ†σψˆσ
〉
= gρσ(r) = g
∑
n>0
[|unσ(r)|2fnσ + |vnσ(r)|2(1− fn,−σ)], (3.31)
where fnσ = [exp(nσ/kBT ) + 1]
−1 is Fermi distribution function. Once the quasi-particle solutions are
known, we can directly calculate the spatial profiles of the gap function, total density, and spin imbalance
from Eq. (3.31). The system is in the superfluid phase if ∆(r) 6= 0 while in the normal phase if ∆(r) = 0.
The free energy of the system is given by
F =
∑
n>0,σ
nσ[fnσ −
∫
|vn,−σ(r)|2dr]− 1
g
∫
(U↑(r)U↓(r) + |∆(r)|2)dr
−kBT
∑
n>0,σ
[fnσ ln fnσ + (1− fnσ) ln(1− fnσ)] (3.32)
3.3.2 Time-reversal and parity symmetry
In this subsection, we discuss time-reversal symmetry of the general BdG solutions and specific parity
symmetry for the 1D spin-spilt potential. Applying the symmetry properties will simplify the calculations
for physical quantities.
Given H0σ and Uσ real, the Hamiltonians with σ =↑, ↓ in Eq.(3.29) are related to each other by a time-
reversal transformation
(−iσyK) =
 0 −1
1 0
K ≡ Θ, (3.33)
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where K is the complex conjugate operator. We transform Eq.(3.29) of σ =↓ and have
Θ
 H↓ ∆
∆∗ −H↑
Θ−1Θ
 un↓
vn↑
 = Θn↓
 un↓
vn↑

⇒
 H↑ ∆
∆∗ −H↓

 −v∗n↑
u∗n↓
 = −n↓
 −v∗n↑
u∗n↓
 , (3.34)
where Hσ ≡ H0σ + Uσ is also real.
We compare it with Eq.(3.29) of σ =↑,
 H↑ ∆
∆∗ −H↓

 un↑
vn↓
 = n↑
 un↑
vn↓
 , (3.35)
keep the order of labeling, and get the time reversal correspondence
(n↓, un↓, vn↑) = (−−n↑, v∗−n↓,−u∗−n↑). (3.36)
We can solve the whole spectrum of the spin-up case and use the correspondence to obtain the solutions of
positive energies for the spin-down case. We can also simplify the self-consistent equations as
∆(r) = g
∑
all n
un↑(r)v∗n↓(r)fn↑
U−σ(r) = gρσ = g
∑
all n
|unσ(r)|2fnσ (3.37)
Now we turn to the 1D spin-split trap system with potential of Eq. (3.4). The trap shifts spin-up and
spin-down components by the same distance d but toward opposite directions In other words, the potentials
of the time-reversed partners has parity symmetry as V↓(z) = V↑(−z). Therefore we expect the density
distributions also have parity symmetry that
ρ↑(z) = ρ↓(−z)⇒ U↓(z) = U↑(−z). (3.38)
Applying this symmetry on the diagonal elements of the BdG Hamiltonian of Eq. (3.29), we obtain the
same parity symmetry,
H↑(−z) = H↓(z), with (3.39)
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Hσ(z) = − 1
2m
∂2z +
1
2
mω2(z − σd)2 − µ+ Uσ(z). (3.40)
Because the gap function is time-reversal invariant (〈Θ−1ψˆ↓ψˆ↑Θ〉 = 〈ψˆ↓ψˆ↑〉), the parity transformation of ∆
should be related to itself, up to a global phase. Assuming ∆ real without lost of generality leaves us two
possibilities ∆(−z) = ±∆(z). We would like to show that both satisfy the self-consistent equation.
If ∆(−z) = ∆(z), the parity transformation of Eq. (3.35) becomes
n↑
 un↑(−z)
vn↓(−z)
 =
 Hˆ↑(−z) ∆(−z)
∆(−z) −Hˆ↓(−z)

 un↑(−z)
vn↓(−z)
 =
 Hˆ↓(z) ∆(z)
∆(z) −Hˆ↑(z)

 un↑(−z)
vn↓(−z)
(3.41)
We compare it with Eq. (3.29) of σ =↓,
 H↓ ∆
∆∗ −H↑

 un↓
vn↑
 = n↓
 un↓
vn↑
 , (3.42)
using the time-reversal correspondence of Eq. (3.36), and get
{n↑, un↑(−z), vn↓(−z)} = {n↓, un↓(z), vn↑(z)} = {−−n↑, v∗−n↓(z),−u∗−n↑(z)}. (3.43)
The self-consistency is checked as
∆(−z) = g
∑
all n
un↑(−z)v∗n↓(−z)fn↑ = g
∑
all n
−v∗−n↓(z)u−n↑(z)(1− f−n↑)
= g
∑
all n
v∗n↓(z)un↑(z)fn↑ = ∆(z). (3.44)
Here we apply the identity
∑
all n
un↑(z)v∗n↓(z) = 0 derived from Eq.(3.30).
If ∆(−z) = −∆(z), the parity transformation of Eq.(3.35) becomes
 Hˆ↑(−z) ∆(−z)
∆(−z) −Hˆ↓(−z)

 un↑(−z)
vn↓(−z)
 = n↑
 un↑(−z)
vn↓(−z)

⇒
 Hˆ↓(z) −∆(z)
−∆(z) −Hˆ↑(z)

 un↑(−z)
vn↓(−z)
 = n↑
 un↑(−z)
vn↓(−z)

⇒
 Hˆ↑(z) ∆(z)
∆(z) −Hˆ↓(z)

 un↑(−z)
vn↓(−z)
 = −n↑
 un↑(−z)
vn↓(−z)
 (3.45)
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It turns back to Eq.(3.35) with
{un↑(−z), vn↓(−z)} = {v−n↓(z), u−n↑(z)}. (3.46)
The self-consistency is checked as
∆(−z) = g
∑
all n
un↑(−z)v∗n↓(−z)fn↑ = g
∑
all n
v−n↓(z)u∗−n↑(z)fn↑ = g
∑
all n
vn↓(z)u∗n↑(z)(1− fn↑)
= −g
∑
all n
vn↓(z)u∗n↑(z)fn↑ = −∆∗(z) = −∆(z). (3.47)
In summary, we have shown the time-reversal correspondence between the solutions of the general BdG
equation and had the gap functions of even and odd parity are both self-consistently checked for the 1D
spin-split-trap system. However, our numerical calculations in the next subsection show that the even-parity
solution is always energetically favorable. Therefore, we present only the even-parity solution in this chapter.
3.3.3 Numerical calculations
As we discussed in the last subsection, the time-reversal symmetry allows us to get the quasi-particle solutions
of the BdG equation of Eq.(3.29) by solving only the spin-up case of Eq.(3.35). In numerical calculations,
we use the variational method to get the self-consistent gap function and an iterative procedure to vary the
gap function until it converges to the self-consistent solution [126]. The procedure is below.
(a) We solve Eq. (3.35) with the one-particle Hamiltonian of Eq. (3.40) at given coupling g, separation
d and temperature T . We begin with ρ
(0)
σ being density profiles of interacting normal gases in the same trap
configurations, and a trial gap function ∆(0)(z).
(b) We put the solutions {(1)nσ , u(1)nσ , v(1)nσ } into the self-consistent equation of Eq. (3.37) to calculate the
density profile ρ
(1)
σ and the gap function ∆(1).
(c) We repeat the step (b) to get ∆(q) from ∆(q−1) until the variance of the gap
D
(q)
∆ =
∫ |∆(q) −∆(q−1)|2dz∫ |∆(q−1)|2dz (3.48)
and variance of the density D
(q)
ρ (of the same form) are within the precision we need. Therefore ∆(q) and
ρ(q)are self-consistent solutions to the BdG equation.
(d) In case that the self-consistent solutions obtained are associated with the local maximum of the free
energy. We use the same iterative method to get the Hartree fields for the normal state with the constrain
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Figure 3.6: (a-f) Spatial profiles of the gap ∆ (solid dark-blue curve; axis on left-hand side of graph),
normalized total density ρ/max[ρ], and spin imbalance M/max[ρ] (dashed light-brown and solid light-red
curves, respectively; axis on right-hand side of graph) in the z ≥ 0 region at d = 0, 0.176, 0.182, 0.233, 0.5
and 0.9Rz, respectively. In (a), the dashed dark-blue curve is the gap function obtained by LDA and BCS
gap equation. In (b) and (c), the separations are just below and above the critical value for appearance of
the first node.
∆ = 0. By checking that the free energy of the superfluid state is smaller than that of the normal state, we
ensure the superfluid state is energetically favorable.
In the numerical calculations, the solutions converge within a parameter range of the coupling constant.
We estimate the convergent range below. Given that the gap function ∆˜, the eigen functions (u˜, v˜) and the
eigen energy ˜ are the self-consistent solutions to the BdG equation (for simplicity we do not consider the
spin subscripts), and the trial wave function ∆(0) is different from ∆˜ by
∆(0) = ∆˜ + δ∆(0). (3.49)
We use perturbation theory to estimate a condition at which the difference will become smaller and smaller
in the iterative calculations. Substituting Eq.(3.49) into the BdG equation, we have

 Hˆ ∆˜
∆˜ −Hˆ
+
 0 δ∆(0)
δ∆(0) 0



 u˜n
v˜n
+
 δu(1)n
δv
(1)
n

 = (˜n + δ(1)n )

 u˜n
v˜n
+
 δu(1)n
δv
(1)
n

 .(3.50)
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Figure 3.7: Density plot of the polarization P as a function of position z and separation d. The gray scale
is bounded by 0 and 1. The dashed white (black) contours correspond to P = 0.01 (0.99). The solid curves
indicate positions of the first four nodes.
The first order perturbation theory yields
 δu(1)n
δv
(1)
n
 = ∑
k 6=n
δ∆
(0)
kn + δ∆
(0)
nk
˜n − ˜k
 u˜k
v˜k
 , (3.51)
where δ∆
(0)
kn ≡
∫
dru˜k(r)δ∆
(0)(r)v˜n(r). We use the self-consistent equation to obtain ∆
(1),
∆(1) = g
∑
all n
(u˜n + δu
(1)
n )(v˜n + δv
(1)
n )fn = ∆˜ + g
∑
all n
(u˜nδv
(1)
n + v˜nδu
(1)
n )fn
⇒ δ∆(1) = ∆(1) − ∆˜ = g
∑
all n,k 6=n
(
δ∆
(0)
kn + δ∆
(0)
nk
˜n − ˜k )(u˜nv˜k + v˜nu˜k)fn. (3.52)
We can do the estimation by considering
˜n − ˜k ∼ O(h¯ω),
δ∆
(0)
kn ∼ O(δ∆(0)),
u ∼ v ∼ O(R−D/2),
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Figure 3.8: Dimensionless critical separation d˜c (up panels) and position of the first node d˜1 at d just above
dc (down panels) vs number of particles N , dimensionless coupling g˜, and temperature, with the other two
fixed ((a), (b), and (c), respectively).
⇒ δ∆(1)/δ∆(0) ∼ O( g
h¯ωRD
), (3.53)
where R is the characteristic size of the system and D the dimension. In the 1D trapped system, R = Rz =
√
2N − 1`z. If g < O(h¯ωzRz), the trial gap function will finally converge to the self-consistent solution. The
numerical calculations confirm that the result does not converge if g > 1.5h¯ωzRz.
3.3.4 Numerical results: gap function with nodes
In this subsection, we present the numerical results of the BdG calculations for the system of N↑ = N↓ = 40
and g = h¯ωzRz. We show the behavior of the gap function ∆(z) as well as the density ρ(z) and imbalance
M(z) in various parameter regimes and specify the regime where the gap function is oscillatory with nodes,
the signature for the FFLO state.
First we increase the separation d of the spin-split trap and present in Figure 3.6 the evolution of ∆(z)
(solid dark-blue curve), ρ(z) (dashed light-brown curve), and M(z) (solid light-red curve) with respect to d.
The density and gap have even parity symmetry, while the imbalance has odd parity symmetry, so we can
easily get the information for z < 0 region. At d = 0, the gap function is non-monotonic as we expected
from the 1D BCS gap equation and LDA analysis (dashed dark-blue curve in Panel (a)), and the imbalance
is zero everywhere in the system. If the separation is non-zero but smaller than the critical value (d < dc),
the gap function and density profiles almost remain the same shape as those of d = 0. Panel (b) shows
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Figure 3.9: Phase diagram as a function of separation and temperature. The solid line separates the normal
phase and the superfluid phase. In the superfluid phase, the dashed lines separate regions of the gap functions
with different number of nodes.
the profiles when d just below dc. The spin imbalance becomes non-zero but small compared with that
at d > dc such that we can not tell the difference between the M(z) in Panel (b) from that in Panel (a).
When d is right above dc, as shown in Panel (c), the profiles near the center of the trap do not show much
difference from the d < dc case. However, M(z) sharply increases to a significant value in a short range
near the edge, and ∆(z) develops a node in this region. The regions of ρ(z) > M(z) ∼ 0, ρ(z) > M(z) > 0,
and ρ(z) ∼ M(z) > 0 correspond to the fully-paired (FP, P = 0), partially-polarized (PP, 0 < P < 1),
and fully-polarized (Fpo, P = 1) phases in the LDA analysis in Subsection 3.2.1, where the polarization
is defined as P (z) = M(z)/ρ(z). Therefore, the mean-field results agree with the LDA analysis in three
concurrent phases at d > dc, although they disagree in the quantitative value of dc. Above d > dc, with
continuing increase in d, the PP region increases, and more nodes of the gap functions emerge in this region,
as shown in Panel (d) of two nodes and (e) of more than five nodes. However, for larger d (> 0.5Rz), the
PP region shrinks and the number of nodes in ∆ decrease. At d = 0.9Rz of Panel (f), the gap function has
only three nodes, less than that in Panel (e).
Our results clearly show the intimate connection between the PP phase and oscillatory pairing correla-
tions. In Figure 3.7, we present a global view of the polarization P as a function of position z, and separation
d, along with the spatial position of the nodes in ∆(z). It can be clearly seen that the nodes only exist in
the PP region, 0 < P < 1. The correlation between the polarization and nodal structure indicates that this
region is indeed of the FFLO type and is sandwiched by a FP superfluid for P → 0 towards the center of
the spin-split trap and a FPo normal fluid for P → 1 at the edges. Partial polarization, thus, provides an
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Figure 3.10: Top: the gap function and spin imbalance profile at d = 0.28Rz. Bottom: the local number
of state N(E, z) (with its derivative with respect to E being the local density of state) at the position
corresponds to the red dashed vertical line in the up panels.
indirect experimentally measurable signature of the oscillatory pairing correlations.
Figure 3.8 shows the trends of the dimensionless critical separation d˜c = dc/Rz and position of the first
node d˜1 at d˜ just above d˜c with respect to the total number of particles N from 35 to 50, the dimensionless
coupling constant g˜ = g/(h¯ωzRz) from 0.7 to 1, and temperature T from 0 to 7h¯ωz. Those ranges are chosen
in the regime of numerical convergence. We see that g˜ is independent in N and linear in g˜, in agreement
with the BCS results in Subsection 3.2.2. The position of the first node d˜1 is robust against N and g˜. In
addition, we notice that positions of nodes are also robust against the separation d until a new node appears.
When it happens, all existing nodes suddenly shift toward the center. The evolution of positions of the first
four nodes with d is shown as the dashed curve in Figure 3.11(b). Back to Figures 3.8, both d˜c and d˜1
slightly fluctuate with T . We illustrate more details in finite temperature regime in Figure 3.9. We find
that the nodal structure is robust against finite temperature effects. Within the superfluid phase, regions
with different numbers of nodes in ∆(z) are indicated. We note that the transition temperature Tc in the
spatially-modulated phase is of the same order as in the fully balanced (d = 0) case. The non-monotonic
behavior of Tc as a function of d agrees with the heuristic BCS-based LDA analysis.
3.3.5 Experimental measures
In the last subsection, we numerically show that the partially-polarized phase is associated with the FFLO
state displaying oscillatory pairing. In this subsection, we discuss another measure in the local density
of states, which also implies the oscillatory pairing, and a direct measure of the pairing profile, the pair
momentum distribution function. We present the corresponding signatures for the FFLO state.
First we discuss the experimental measure the local density of states, or equivalently its integral with
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respect to energy, the local number of states below energy E, N(E, r), which separately counts the two
components of the quasi-particle wave functions. We justify the expression by recovering the normal state
N(E, r) when the gap function is zero. We plot N(E, z) for the 1D spin-split trap system and discuss the
signatures for the oscillatory pairing phase.
The N(E, r) is written as
N(E, r) =
E∫
−µ
d
∑
n>0,σ
[
|un,σ(r)|2δ(− n,σ) + |vn,−σ(r)|2δ(+ n,σ)
]
(3.54)
Here we sum over only positive n. Let’s check if we can recover the normal state DoS from Eq. (3.54). The
normal state has solutions satisfying
(H − µ)φn = ˜nφn, (3.55)
where we label positive ˜n with n = 1, 2, 3... and negative ˜n with n = −1,−2,−3 in the order that ˜n < ˜m
if n < m. N(E, r) of the normal state is
Nn(E, r) =
E∫
−µ
d
∑
all n
|φn(r)|2δ(− ˜n) (3.56)
For the normal state we don’t have ˜−n = −˜n, so the DoS doesn’t have symmetry around µ.
Now considering the BdG equation in the normal state limit ∆→ 0, we have
 H − µ 0
0 −(H − µ)

 un
vn
 = n
 un
vn
 (3.57)
Comparing Eq. (3.57) with Eq. (3.55), we can write down the eigen functions and eigen energies as
 u
v
 =
 φm
0
 , with  = ˜m (3.58)
and  u
v
 =
 0
φm
 , with  = −˜m (3.59)
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Because ±˜m are both eigenvalues for Eq. (3.57), if we label n in the same way as we do for Eq. (3.55), we
do have the symmetry −n = −n here. Substituting Eq. (3.58) and Eq. (3.59) into Eq. (3.54), we have
Nn(E, r) =
E∫
−µ
d
∑
n>0
|un(r)|2δ(− n) +
∑
n>0
|vn(r)|2δ(+ n)
=
E∫
−µ
d
∑
m>0
|φm(r)|2δ(− ˜m) +
∑
m<0
|φm(r)|2δ(− ˜m) =
E∫
−µ
d
∑
all m
|φm(r)|2δ(− ˜m) (3.60)
Here we drop the spin subscript for convenience. Finally we return to Eq. (3.56). Therefore in the quasi-
particle basis it is correct to sum over only positive n for DoS, just as we do for other physical quantities.
Even if the BdG equation gives symmetric eigen values, the DoS can be asymmetric due to the asymmetric
weight from u and v in the positive n regime.
Let’s keep simplifying Eq. (3.54) for the spin dependent superfluid state. Applying the time-reversal
symmetry (n↓, un↓, vn↑) = (−−n↑, v∗−n↓,−u∗−n↑), we have the relation
∑
n>0
[
|un↓(r)|2δ(− n↓) + |vn↑(r)|2δ(+ n↓)
]
=
∑
n>0
[
|v−n↓(r)|2δ(+ −n↑) + |u−n↑(r)|2δ(− −n↑)
]
=
∑
n<0
[
|vn↓(r)|2δ(+ n↑) + |un↑(r)|2δ(− n↑)
]
(3.61)
Eq. (3.54) becomes
N(E, r) =
E∫
−µ
d
∑
n>0
[
|un↑(r)|2δ(− n↑) + |vn↓(r)|2δ(+ n↑) + |un↓(r)|2δ(− n↓) + |vn↑(r)|2δ(+ n↓)
]
=
E∫
−µ
d
∑
n>0
[
|un↑(r)|2δ(− n↑) + |vn↓(r)|2δ(+ n↑)
]
+
∑
n<0
[
|vn↓(r)|2δ(+ n↑) + |un↑(r)|2δ(− n↑)
]
=
E∫
−µ
d
∑
all n
[
|un↑(r)|2δ(− n↑) + |vn↓(r)|2δ(+ n↑)
]
(3.62)
That is the equation we use in numerical calculations. Figure 3.10 shows the local number of state function
N(E, z) for the spin-split-trap system with the separation d = 0.28Rz. The down panels are N(E, z) with the
position z marked as the dashed red line in the up panels, which also display the gap function and imbalance
profile. In Panel (a), corresponding to the center of the trap, the local imbalance is zero (fully-paired), and
N(E, z) has a plateau in 0.5 < E/µ < 1.5, which means a gap in the interval, like the fully-paired BCS
state. In Panel (b), where the local imbalance is not zero but small, N(E, z) still has a plateau but in a
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Figure 3.11: (a) Momentum distribution n(k) for parameters d = 0 (solid blue curve) and d = 0.25Rz
(dashed red curve). (b) Fraction of pairs (f0) within the central peak shown in panel (a) (solid curve; axis
on left-hand side of graph) and positions of the first four nodes (dashed curves; axis on right-hand side of
graph) vs separation d.
narrower energy interval. Panel (c) shows the data at the position of a node in the partially polarized region.
We can see that N(E, z) has two jumps at E/µ = 0.5 and 1.5 and another flat region in E/µ > 1.5. This
signature indicates a two-peak and two-gap structure of the density of state (∂N(E, z)/∂E), similar to the
signature for the uniform FFLO system reflecting two different Fermi surfaces for each species. In Panel (d),
which corresponds to the local maximum of ∆ in the partially polarized region, the two-peak and two-gap
structure is obscured. The detailed relations between the local density of states and the local properties of
the gap and imbalance are a direction for future studies.
Now we switch gears to a direct measure of the pairing profile, the pair momentum distribution, which
is calculated from the pair one-particle density matrix given by
ρ(r, r′) = 〈ψ†↑(r)ψ†↓(r)ψ↓(r′)ψ↑(r′)〉
= 〈ψ†↑(r)ψ†↓(r)〉〈ψ↓(r′)ψ↑(r′)〉 − 〈ψ†↑(r)ψ↓(r′)〉〈ψ†↓(r)ψ↑(r′)〉+ 〈ψ†↑(r)ψ↑(r′)〉〈ψ†↓(r)ψ↓(r′)〉, (3.63)
where
〈ψ†↑(r)ψ†↓(r)〉〈ψ↓(r′)ψ↑(r′)〉 = ∆∗(r)∆(r′)/g2,
〈ψ†↑(r)ψ↓(r′)〉〈ψ†↓(r)ψ↑(r′)〉 = 0,
〈ψ†↑(r)ψ↑(r′)〉〈ψ†↓(r)ψ↓(r′)〉 =
∑
m,n>0
{
u∗m↑(r)um↑(r
′)f(m↑) + vm↑(r)v∗m↑(r
′)[1− f(m↓)]
}
× {u∗n↓(r)un↓(r′)f(n↓) + vn↓(r)v∗n↓(r′)[1− f(n↑)]} . (3.64)
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Applying the time-reversal correspondence (n↓, un↓, vn↑) = (−−n↑, v∗−n↓,−u∗−n↑), finally we have
ρ(r, r′) = ∆∗(r)∆(r′)/g2 +
∑
all m,n
u∗m↑(r)um↑(r
′)f(m↑)vn↓(r)v∗n↓(r
′)[1− f(n↑)] (3.65)
The pair momentum distribution function n(k) is defined as
n(k) =
∫
drdr′eik·(r−r
′)ρ(r, r′). (3.66)
If we define the density matrix operator for one pair, ρˆ, as its spatial representation being
〈r| ρˆ |r′〉 ≡ ρ(r, r′), (3.67)
then n(k) is the diagonal matrix element in k representation. We get an equivalent equation of Eq.(3.66) as
n(k) = 〈k| ρˆ |k〉 =
∫
drdr′ 〈k | r〉 〈r| ρˆ |r′〉 〈r′ | k〉 . (3.68)
Now we extend the idea to define the off-diagonal terms in k space as
n(k,k′) ≡ 〈k| ρˆ |k′〉 . (3.69)
From Eq.(3.63) and Eq.(3.69), the gap function and the number density distributions are related to the
density matrix elements in k space as
ρ(r, r) =
∫
dkdk′ 〈r | k〉 〈k| ρˆ |k′〉 〈k′ | r〉
⇒ |∆(r)|2/g2 + ρ↑(r)ρ↓(r) =
∫
dkdk′eir·(k−k
′)n(k,k′). (3.70)
It is known that ρ↑,↓ and n(k,k) (= n(k)) are measurable in experiments [127, 128]. In the homogeneous case,
the off-diagonal elements n(k,k′) is zero due to translational invariance. The FFLO phase is characterized
by a peak in n(k) at nonzero k representing the characteristic spin-imbalance dependent wave vector of the
FFLO state [111, 114]. In the trapped system, if n(k,k′ 6= k) is also measurable, we could get the gap
function from Eq. (3.70). However, even if we can only measure the diagonal elements, the profile has a
discontinuous change when a node the the gap function emerges, which indicates the FFLO state.
In the 1D spin-split-trap system, typical plots of n(k) are shown in Figure 3.11(a) for the cases of d < dc
(uniform) and d > dc (modulated). Due to the spatial inhomogeneity of the imbalance h, the system does
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not possess a characteristic wave vector for n(k). However, n(k) shows a sudden change in distribution with
separation as Cooper pairs are shifted to higher momenta. As shown in Figure 3.11(b), the weight under
the central peak suddenly decreases each time a new node appears in ∆(z). Thus, n(k) displays a striking
signature of modulated phases.
3.4 Outlook
In summary, we have proposed the easily tunable spin-split trap system in 1D as a candidate for realizing
the FFLO phase. We studied the system from several perspectives and showed that the system can exhibit
three phases concurrently and in the partially polarized phase the gap function is oscillatory and exhibits
a nodal structure. It is of great interests to compare our results with those from techniques amenable to
rigorous analysis in 1D, such as density matrix renormalization group and quantum Monte-Carlo methods
which would give a quantitatively accurate description. The author’s future research would extend the
current study to higher dimensions. In experiments, the gas is trapped in a cigar-shaped geometry. The
1d condition is fulfilled when the aspect ratio of the longitudinal trapping frequency to the transverse one
is small enough that particles barely occupy the excited states in the transverse direction. Since the FFLO
state is stable in a larger parameter range in 1d than 3d, it would be interesting to investigate the evolution
of the pairing amplitude with increasing aspect ratio, during which the system undergoes a crossover from
1d to 3d. If FFLO state finally disappears, a critical value of the aspect ratio would be expected. Another
approach toward higher dimensional phenomenon is to couple several of these spin-split 1D systems in the
transverse direction. By introducing tunneling and interacting effects between these individual 1D systems
we can investigate the nature of ensuing phases.
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Chapter 4
Transport properties in
superconductor-ferromagnetic-metal
hybrids
In this chapter, we study the electronic transport properties of superconductor-ferromagnetic-metal (S/F)
hybrid systems. Such a system has multiple spatially separated phases, but unlike the cold atomic cases,
they are made by artificially combining different materials together. However, the interfaces between the
coexisting phases display interesting electronic transport effects. Our goal is to study these effects to explain
recent experimental results from the group of Madalina O’hara and Dale Van Harlingen at UIUC. Their
results show opposite trends in relative resistance compared to those at another experimental group. Previous
theoretical studies have explained the trend of the other group’s measurement but can not explain the
opposite trend. In order to understand the mystery, we build a theoretical model with degrees of freedom
that depend on the S/F interface properties. Our model can exhibit different trends in different parameter
regimes. We specify the regimes in which Madalina and Dale’s results are well described. Our findings imply
that the samples of the two groups may have different interface properties. Below are a brief introduction
to the physics in the hybrid system and the organization of this chapter.
To understand the trends of resistance in the hybrid system, we employ the Blonder-Tinkham-Klapwijk
(BTK) model [129], deriving conducting properties across the junction. In the BTK treatment, charge is
carried by electrons for a simple superconductor-normal-metal (S/N) hybrid, and holes (or strictly speaking,
quasi-particles and quasi-holes of a Landau Fermi liquid) in the normal metal and by Bogoliugov quasi-
particles in the superconductor. The S/N interface is modeled as a δ-function potential up to a strength
parameter. The problem is simplified as a case of 1D quantum scattering through a delta potential. By
matching the wave functions of electrons and holes in the normal region with the wave functions of quasi-
particles in the superconducting region at the interface, we can obtain the scattering amplitudes for all
possible scattering processes, as illustrated in Figure 4.1, and hence are able to calculate the current as a
function of these amplitudes. A special scattering process, called Andreev reflection (AR, the hole reflection
in Figure 4.1), describes an incident electron in the normal region with reflection of a hole of opposite spin
in the normal region and transmission of a Cooper pair in the superconducting region [130]. AR only exists
in the presence of a superconducting state and plays an important role in transport properties, especially
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Figure 4.1: (Reproduced from Ref. [129]) Energy-momentum spectrum at a superconductor (Left)/normal
metal (Right) junction. A typical scattering wave function is a combination of an incident electron (0) in the
normal region, electron (5) and hole (6) reflections in the normal region, and electron-like (4) and hole-like
(2) quasi-particle transmissions in the superconducting region, with corresponding amplitudes B, A, C, and
D, respectively.
when voltage across the junction is smaller than the superconducting gap. The BTK model well describes
various phenomena and trends in a hybrid system, such as Josephson effects, Andreev bound states, the
sub-gap structure, and re-entrance effects [131, 132, 133, 134, 135, 136, 137].
Recent studies have turned to the hybrid system in which two N or F wires are connected to a S electrode
with distance between the two junctions smaller than the superconducting coherence length [138, 139, 140].
Such a system has additional crossed processes like crossed Andreev reflection (CAR) and crossed normal
reflection (CNR, or elastic co-tunneling, EC), in which the incidence of an electron from one wire into
the superconductor is accompanied with reflection of a hole with opposite spin (in CAR) or an electron
with the same spin (in CNR) into the other wire [141, 142, 143]. In addition, magnetization of the two F
wires can be induced parallel or anti-parallel. Recent experiments have studied transport properties of the
S/FF/S hybrids [144, 145] in which two F wires, made of ferromagnetic metallic materials, are both laid
across two S electrodes made of BCS s-wave superconducting materials, with the separation between the
two wires smaller than the superconducting coherence length, and with the separation between the two S
electrodes on the order of the electronic phase coherence length in the ferromagnet, as shown in Figure 4.2.
A series of measurement have been performed on resistance cross the two S electrodes in samples with the F
wires of various material, size, and magnetization. With the other conditions unchanged relative resistance
between parallel and anti-parallel alignment of magnetization of the F wires exhibits qualitative difference
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Figure 4.2: Geometry of a S/FF/S hybrid. The system is composed of two aluminum (Al) electrodes in
superconducting state and two cobalt (Co) wires in ferromagnetic normal state. The right column show
sizes in nanometers of a sample in Ref. [145].
from sample to sample. We define the normalized resistance difference as
δR ≡ Rap −Rp
(Rap +Rp)/2
, (4.1)
where Rp and Rap are the resistance of the parallel and anti-parallel configurations, respectively. Negative
δR means that the system with anti-parallelly magnetized F wires has lower resistance, while positive δR
means the opposite.
An intuitive theoretical consideration would expect negative δR. In an simple S/F junction, magne-
tization in F region reduces available hole states of minor species and hence suppresses AR. It is easy to
understand an extreme case in which AR is completely suppressed when F is fully-polarized (a half metal),
because there is no minor species accommodating the reflecting hole in AR. In other words, incoming major
species would be blocked from transferring to the the S region and accumulate around the interface. In
the S/FF/S junction of the parallel state, given the two F wires both fully-polarized, the AR and CAR are
both completely suppressed, as is the S/F junction. However, in the anti-parallel case, CAR would not be
suppressed because opposite spin species in the two wires become a counterpart of each other participating
in CAR. Therefore, the anti-parallel state is supposed to have lower resistance than the parallel state. In
fact, the experiment of Ref. [144] shows δR < 0 at low temperature (Figure 4.3(a)). A detailed theoretical
explanation has been made associated with spin accumulation effects [146], with which the major spins
accumulate more around the interface of the parallel state than the anti-parallel state and increase rela-
tive resistance. However, the experiment of Madalina O’Hara and Dale Van Harlingen shows an opposite
result [145], δR > 0 (Figure 4.3(b)), with the physics still being a mystery.
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In this chapter, we would like to explain both experimental results with one physical picture, in which the
sign of δR depends on the property of the S/F interface, which is affected by alignment of magnetization.
In fact, the dependence of resistance on orientations of magnetization of the two F wires implies spin-
dependent transport processes through the interface. An S/F interface can lead to different interfacial
phase shifts between electrons with spin parallel (major species) and anti-parallel (minor species) to the
magnetization of the ferromagnet [147, 148, 149]. We find that in the BTK theory the spin-dependent
phase shift can be parameterized by properly modeling the interfacial potential. Similar treatment has been
discussed for an S/F/S junction [150] and the interface between an half-metal and a superconductor [151]. In
our model, relative phase shift between regular and crossed processes causes interference, which is reflected
in the coefficients of the scattering wave function. For example, the AR and CAR processes of an incident
electron can have the corresponding Cooper pairs of different amplitudes and phases shown as the dashed
arrows in Fig. 4.4. The current as well as the resistance are altered by such interference and hence to be a
function of interfacial parameters and orientations of magnetization. We find that in small magnetization
regime, the interference effect can overcome the suppression of CAR due to magnetization and lead to a
positive δR, exhibiting similar trends observed Madalina and Dale’s experiment.
In Section 4.1, we propose a scenario for theoretical calculations. We write down related parameters for
the system, with an assumption of a magnetized interface potential with spin-dependent strength ZM(m)
for the major (minor) electron species in F wires. We discuss the effects of ZM(m) on resistivity and
their possible microscopic mechanisms. In Section 4.2, we apply a modified BTK model, incorporating a
magnetized S/F interface, to calculate the current as a function of those parameters. In Section 4.3, we
show the numerical results of δR as a function of interface parameters ZM(m), the Zeeman energy h in the
F wires, and temperature, and compare them with the experimental results.
4.1 The system with spin-dependent interface
In experiments, the two S electrodes are not correlated because no super current is measured across the F
wires. The resistance is thus separately contributed by the SFF junctions on each side. We consider two
dimensional configuration of a SFF junction shown in Figure 4.4. The S electrode of width WS is located in
the x > 0 half plane, while the two F wires (F1 and F2), of widths WF1 and WF2 respectively, are located
in the x < 0 half plane and separated by L in y direction. The exchange energy hex, which exists only in F1
and F2 regions, and the gap function ∆, which exists only in S region, are represented by the step function
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(a) (b)
Figure 4.3: Two experimental results show opposite signs in δR in low temperature regime. (a) (reproduced
from Ref. [144]) shows δR < 0 (RAP < RP), while (b) (reproduced from Ref. [145]) shows δR > 0 (RAP >
RP). Here P/AP mean the parallel/anti-parallel alignment of magnetization of the two F wires.
Θ as
hex(r) = Θ(−x)[h1ηF1(y) + h2ηF2(y)] (4.2)
∆(r) = Θ(x)ηS(y), (4.3)
where
ηF1(F2)(y) ≡ Θ(
WF1(F2)
2
−
∣∣∣∣y ∓ L2
∣∣∣∣)
ηS(y) ≡ Θ(WS
2
− |y|). (4.4)
The interface potential VI of the system is of the form of a δ-function with spin-dependent strength,
VI(r) = δ(x)[Z1σηF1(y) + Z2σηF2(y)]. (4.5)
We assume that the major (minor) spin species in each F wire are subject to interface potential strengths
ZM(m). Given that the major species in F1 is spin-up, we have
Z1↑ = Z2↑(↓) = ZM
Z1↓ = Z2↓(↑) = Zm (4.6)
for the parallel (anti-parallel) cases.
We consider a small voltage difference V < ∆ between the x < 0 and x > 0 regions, as applied in the
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Figure 4.4: The SFF system and spin-dependent processes inside. The system has two ferro-magnetic wires
F1/2, illustrated as the shaded regions in the second/third quadrant with width WF1/2 and separation L
between them, and a superconducting electrode, S, illustrated as the shaded region in the x > 0 plane
with width WS . The dashed arrows indicate the AR and CAR processes of an incident spin-up electron
(black disk in F1), which involve reflection of spin down holes (white disks) and transmission of Cooper
pairs (black disk pairs in S). The scattering Cooper pairs from AR and CAR have different amplitudes
and phases depending on the spin-dependent interface parameters Z1 and Z2, respectively. Interference of
the wave functions contributes to the charge current through the system, which is thus associated with the
spin-dependent parameters.
experiment. Following the BTK treatment [129, 152], we compute probability currents for the regular normal
reflection (NR), regular Andreev reflection (AR), elastic co-tunneling (or crossed normal reflection, CNR) and
crossed Andreev reflection (CAR), and finally obtain the total current I as a function I(V, T,∆, hex, ZM , Zm).
The resistance is given by V/I. Detailed calculations are presented in Section 4.2.
A magnetized barrier possessing non-magnetic and magnetic potential strengths, g and Z, has been
studied in an SFS junction [150], with Z being the original potential in the BTK model and g proportional
to the barrier magnetization. In our system, we assume the S/F interface is magnetized and directly obtain
the potential strength by definition,
ZM(m) = Z ± g (4.7)
If g = 0, we have ZM = Zm = Z and return to the original BTK assumption.
We notice that in the original BTK model for one interface, the scattering probability is always a function
of Z2, so a sign change of Z does not change the scattering physics and hence the total current. Therefore Z
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can be chosen to be positive without loss of generality. Now our system has two interfaces, F1/S and F2/S.
Scattering wave functions through different interfaces may interfere with each other, depending on their
magnitudes and relative phase, determined by the magnitude and sign of Z1 and Z2. Therefore both values
and signs of ZM and Zm should be taken into account (parameters of the same magnitude but opposite
signs are discussed in Ref. [151]). It is achievable by appropriately setting Z and g.
Figure 4.4 illustrates AR and CAR processes associated with spin-dependent scattering for an incident
electron with spin up in F1. The wave function in the S region is a combination state of two Cooper pairs
from AR and CAR respectively. The total current is thus affected by interference between the two pair wave
functions. In our system, the parallel and anti-parallel cases have different interference, which causes δR to
vary in sign and value.
In previous works on the magnetized interface, a semi-classical theory was applied to derive boundary
conditions for spin-active interfaces [147], and find that An S/F interface can lead to different interfacial
phase shifts between electrons with spin parallel (major species) and anti-parallel (minor species) to the
magnetization of the ferromagnet [148, 149]. We find that in the BTK theory the spin-dependent phase shift
can be parameterized by setting Z = 0 and g 6= 0, which leads to ZM = −Zm = g. Here we see that the
opposite sign between ZM and Zm is a natural choice for such a case.
Here we discuss three possible microscopic mechanisms affecting the parameters Z and g. (1) Cleanness
of the barrier equivalently influences the scattering of spin-up and spin-down particles, so it contributes to
|Z|. (2) There is non-zero constant magnetic field in the F regions and no magnetic field in the S region, so
there must be a large field gradient at the interface. With the presence of non-zero magnetic field gradient,
a spin will feel a force, which is proportional to the spin times the gradient. If the spin up feels an attractive
force from the interface, then the spin down feels a repulsive force, and vice versa. Therefore different spins
are subject to potentials of opposite signs. As a result, the field gradient contributes to |g|. (3) The spin
accumulation of major species at the interface will increases the field gradient and hence |g|. However, it
also causes charge accumulation which repulses both spin up and down particles and hence increases |Z|.
4.2 BTK treatment
In this section, we present detailed calculations for the total current. We write down the scattering wave
functions satisfying the BdG equation and boundary conditions. We solve for the amplitudes and probability
currents for each processes and finally compute the current by summing the probability currents over all
scattering channels and energies weighed by the Fermi distribution function.
88
We begin with the BdG Hamiltonian,
H =
 − h¯22m∇2 + hex + VI↑ ∆
∆∗ −(− h¯22m∇2 − hex + VI↓)
 , (4.8)
where the elements are given in Eq. (4.2), (4.3), and (4.5). The solution in the S region is written as
Ψ±k+
l
(r) =
 u0
v0
 e±ik+l xΦS,l(y)
Ψ±k−
l
(r) =
 v0
u0
 e±ik−l xΦS,l(y), (4.9)
with
u20 = 1− v20 =
1
2
(
1 +
√
1− ∆
2
E2
)
(4.10)
and
ΦS,l(y) =
√
2
WS
sin lpi
(
y
WS
+
1
2
)
ηS(y). (4.11)
Here k± are the wave vectors for the particle-like (hole-like) wave functions in x direction. Integer l defines
the quantum mode (or channel) in y direction. We use µF and k
−1
F be the energy and length units. The
eigenvalue of the l mode is
El =
(
lpi
WS
)2
. (4.12)
The wave vectors are
k±l =
√
1±
√
E2 −∆2 − El. (4.13)
In the F1 (F2) regions, the solutions are
Ψ±p(q)+
σ,l
(r) =
 1
0
 e±ip(q)+σ,lxΦF1(F2),l(y)
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Ψ±p(q)−
σ,l
(r) =
 0
1
 e±ip(q)−σ,lxΦF1(F2),l(y), (4.14)
with
ΦF1(F2),l(y) =
√
2
WF1(F2)
sin lpi
(
y ∓ L/2
WF1(F2)
+
1
2
)
ηF1(F2)(y). (4.15)
We have the spin index σ in the normal region. The eigenvalues in y direction and the wave vectors in x
direction are
EF1(F2),l =
(
lpi
WF1(F2)
)2
p(q)±σ,l =
√
1± (E + σh1(2))− EF1(F2),l (4.16)
Considering the elastic scattering of an incident electron of spin σ and channel n from F1 to S, we have
six processes including regular Andreev and normal reflections in F1 region, crossed Andreev and normal
reflections in F2 region, and particle-like and hole-like transmissions in S region, with amplitudes a, b, c, d,
α, and β respectively. The outgoing wave functions in F regions are combinations of all possible propagating
modes, which have real wave vectors. In a steady system, the particles do not scatter into the bound states,
which have complex wave vectors. In S region, the wave function is sum over all modes, because a quasi
particle finally decays into the condensate and leaves an unoccupied state for incident particles to come
in. In numerical calculations, we let the highest mode in S region be Ms and increase Ms until the results
converge. We write down the wave functions in each region,
ΨF1(r) =
 1
0
 eip+σ,nxΦF1,n(y) + Ma∑
l=1
aσ,ln
 0
1
 eip−σ,lxΦF1,l(y) + Mb∑
l=1
bσ,ln
 1
0
 e−ip+σ,lxΦF1,l(y)
ΨF2(r) =
Mc∑
l=1
cσ,ln
 0
1
 eiq−σ,lxΦF2,l(y) + Md∑
l=1
dσ,ln
 1
0
 e−iq+σ,lxΦF2,l(y)
ΨS(r) =
Ms∑
l=1
ασ,ln
 u0
v0
 eik+l x + βσ,ln
 v0
u0
 e−ik−l x
ΦS,l(y), (4.17)
where Ma,b,c,d are the highest propagating modes in corresponding processes. The boundary conditions at
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x = 0 are
ΨF1(0, y)ηF1(y) + ΨF2(0, y)ηF2(y) = ΨS(0, y)ηS(y) (4.18)
∂x[ΨSηS(y)−ΨF1ηF1(y)−ΨF2ηF2(y)]x=0 = Z1σΨF1(0, y)ηF1(y) + Z2σΨF2(0, y)ηF2(y). (4.19)
The probability current of a Nambu wave function
 ψ1
ψ2
 is defined as
J =
h¯
m
(ψ∗1∇ψ1 − ψ∗2∇ψ2). (4.20)
The currents of the wave functions in Eq.(4.17) have no y component. We calculate probability currents on
the interface (x = 0) for the incoming wave and each scattering process as
J incσ,n =
h¯
m
p+σ,n
∫
dy[ΦF1,n(y)]
2
=
h¯
m
p+σ,n
Jaσ,n =
h¯
m
Ma∑
l,l′=1
Im[a∗σ,l′naσ,lnip
−
σ,l]
∫
dyΦF1,l′(y)ΦF1,l(y) =
h¯
m
Ma∑
l=1
|aσ,ln|2Re[p−σ,l]
Jbσ,n = −
h¯
m
Mb∑
l=1
|bσ,ln|2Re[p+σ,l]
Jcσ,n =
h¯
m
Mc∑
l=1
|cσ,ln|2Re[q−σ,l]
Jdσ,n = −
h¯
m
Md∑
l=1
|dσ,ln|2Re[q+σ,l]
Jα(β)σ,n =
h¯
m
Ms∑
l=1
∣∣∣α(β)σ,ln∣∣∣2(|u0|2 − |v0|2)Re[k+(−)l ] (4.21)
The balance between the incoming and outgoing wave functions shows
(∣∣Jaσ,n∣∣+ ∣∣Jbσ,n∣∣+ ∣∣Jcσ,n∣∣+ ∣∣Jdσ,n∣∣+ ∣∣Jασ,n∣∣+ ∣∣Jβσ,n∣∣)/∣∣J incσ,n∣∣ = 1. (4.22)
We substitute Eq.(4.17) into Eq.(4.18) and (4.19), separate the particle and hole components, and project
it into the channel m in the S region.
Λ1nm +
Mb∑
l=1
Λ1lmbσ,ln +
Md∑
l=1
Λ2lmdσ,ln = u0ασ,mn + v0βσ,mn, (4.23)
Ma∑
l=1
Λ1lmaσ,ln +
Mc∑
l=1
Λ2lmcσ,ln = v0ασ,mn + u0βσ,mn, (4.24)
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where
Λ
1(2)
lm =
∫
dyΦF1(F2),l(y)ΦS,m(y). (4.25)
Similarly, we substitute Eq.(4.17) into Eq.(4.19) and project it into the channel m in the F1 and F2
region.
(p+σ,n − iZ1σ)δmn − (p+σ,m + iZ1σ)bσ,mn =
Ms∑
l=1
Λ1m,l(k
+
l u0ασ,ln − k−l v0βσ,ln), (4.26)
(p−σ,m − iZ1σ)aσ,mn =
Ms∑
l=1
Λ1ml(k
+
l v0ασ,ln − k−l u0βσ,ln), (4.27)
−(q+σ,m + iZ2σ)dσ,mn =
Ms∑
l=1
Λ2ml(k
+
l u0ασ,ln − k−l v0βσ,ln), (4.28)
(q−σ,m − iZ2σ)cσ,mn =
Ms∑
l=1
Λ2ml(k
+
l v0ασ,ln − k−l u0βσ,ln). (4.29)
If we let m go from 1 to Ms in Eq. (4.23) and (4.24), and to Mb, Ma, Md, and Mc in Eq. (4.26-4.29)
respectively, we obtain a linear equation with dimension (Ma + Mb + Mc + Md + 2Ms) to solve for all
amplitudes.
Given the incoming population with spin σ in channel n in F1 being
f1,eσ,n,→(E) = f0(E − eV ), (4.30)
the outgoing population is
f1,eσ,n,←(E) =
(
Ma∑
l=1
p−σ,l
p+σ,n
|aσ,ln|2 +
Mc∑
l=1
q−σ,l
p+σ,n
|cσ,ln|2
)
[1− f→(−E)]
+
(
Mb∑
l=1
p+σ,l
p+σ,n
|bσ,ln|2 +
Md∑
l=1
q+σ,l
p+σ,n
|dσ,ln|2
)
f→(E)
+
Ms∑
l=1
(
Re[k+σ,l]
p+σ,n
|ασ,ln|2 +
Re[k−σ,l]
p+σ,n
|βσ,ln|2
)
(|u0|2 − |v0|2)f0(E) (4.31)
We use the conservation relation of Eq.(4.22)
Ms∑
l=1
(
Re[k+σ,l]
p+σ,n
|ασ,ln|2 +
Re[k−σ,l]
p+σ,n
|βσ,ln|2
)
(|u0|2 − |v0|2)
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Figure 4.5: Contour plot of δR in the plane of ZM and Zm. The black region corresponds to δR < 0, while the
dark gray one corresponds to δR ∼ 0. The largest value appears to be δR = 0.0083 at (ZM , Zm) = (−1, 5.6).
= 1−
Ma∑
l=1
p−σ,l
p+σ,n
|aσ,ln|2 −
Mc∑
l=1
q−σ,l
p+σ,n
|cσ,ln|2 −
Mb∑
l=1
p+σ,l
p+σ,n
|bσ,ln|2 −
Md∑
l=1
q+σ,l
p+σ,n
|dσ,ln|2 (4.32)
and
1− f→(−E) = 1− f0(−E − eV ) = f0(E + eV ) (4.33)
to simplify the outgoing population. Finally we obtain the current contributed by the incident electron with
σ spin in F1 as
I1,eσ (T ) =
e
h
∞∫
0
dE
Mb∑
n=1
[f1,eσ,n,→(E)− f1,eσ,n,←(E)]
=
e
h
∞∫
0
dE
Mb∑
n=1
(
Ma∑
l=1
p−σ,l
p+σ,n
|aσ,ln|2 +
Mc∑
l=1
q−σ,l
p+σ,n
|cσ,ln|2
)
[f0(E)− f0(E + eV )]
+
(
1−
Mb∑
l=1
p+σ,l
p+σ,n
|bσ,ln|2 −
Md∑
l=1
q+σ,l
p+σ,n
|dσ,ln|2
)
[f0(E − eV )− f0(E)]. (4.34)
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Figure 4.6: Up left and right: δR vs the separation between two F sires L in the most appropriate scale
and the experimental scale in Ref. [145], respectively. The inset shows other fixed parameters of the system.
Down left: total current of anti-parallel (red) and parallel (blue) cases. Down right: probability currents
difference between the parallel and anti-parallel cases (Jp − Jap) for AR (darker red), NR (darker blue),
CAR(lighter red), and CNR (lighter blue) processes.
At zero temperature,
I1,eσ (0) =
e
h
eV∫
0
dE
Mb∑
n=1
(
1−
Mb∑
l=1
p+σ,l
p+σ,n
|bσ,ln|2 −
Md∑
l=1
q+σ,l
p+σ,n
|dσ,ln|2
)
. (4.35)
Considering the incident hole with spin σ in channel n in F1, we write the equations of the amplitudes
as
Mb∑
l=1
Λ1lmbσ,ln +
Md∑
l=1
Λ2lmdσ,ln = u0ασ,mn + v0βσ,mn (4.36)
Λ1nm +
Ma∑
l=1
Λ1lmaσ,ln +
Mc∑
l=1
Λ2lmcσ,ln = v0ασ,mn + u0βσ,mn (4.37)
−(p+σ,m + iZ1σ)bσ,mn =
Ms∑
l=1
Λ1ml(k
+
l u0ασ,ln − k−l v0βσ,ln) (4.38)
(−p−σ,n − iZ1σ)δmn + (p−σ,m − iZ1σ)aσ,mn =
Ms∑
l=1
Λ1ml(k
+
l v0ασ,ln − k−l u0βσ,ln) (4.39)
−(q+σ,m + iZ2σ)dσ,mn =
Ms∑
l=1
Λ2ml(k
+
l u0ασ,ln − k−l v0βσ,ln) (4.40)
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Figure 4.7: δR vs WF1, with WF1 +WF2 unchanged. All the panels are represented as in Figure 4.6.
(q−σ,m − iZ2σ)cσ,mn =
Ms∑
l=1
Λ2ml(k
+
l v0ασ,ln − k−l u0βσ,ln). (4.41)
The current is
I1,hσ (T ) =
e
h
∞∫
0
dE
Ma∑
n=1
(
Mb∑
l=1
p+σ,l
p−σ,n
|bσ,ln|2 +
Md∑
l=1
q+σ,l
p−σ,n
|dσ,ln|2
)
[f0(E − eV )− f0(E)]
+
(
1−
Ma∑
l=1
p−σ,l
p−σ,n
|aσ,ln|2 −
Mc∑
l=1
q−σ,l
p−σ,n
|cσ,ln|2
)
[f0(E)− f0(E + eV )] (4.42)
I1,hσ (0) =
e
h
eV∫
0
dE
Ma∑
n=1
(
Mb∑
l=1
p+σ,l
p−σ,n
|bσ,ln|2 +
Md∑
l=1
q+σ,l
p−σ,n
|dσ,ln|2
)
(4.43)
Similarly, we can obtain the current carried by electrons and holes in F2, I2,eσ (T ) and I
2,h
σ (T ). The total
current is
I =
∑
σ
I1,eσ + I
1,h
σ + I
2,e
σ + I
2,h
σ (4.44)
Since the current is expressed only in amplitudes of a, b, c, d. In numerical calculations, we can significantly
reduce variables of the linear equations by solving α and β first. Detailed calculations are left in Appendix
A.
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Figure 4.8: δR vs h, with all the panels are represented as in Figure 4.6.
4.3 Numerical results
In this section, we first present the numerical results for a system smaller than the real one at zero tempera-
ture. We plot δR > 0 as a function of the interface parameters, exchange energy, and the size of the system,
and find the parameter regime to obtain positive δR comparable to the experiment of Ref. [145]. Then we
calculate for a larger (more realistic) system and show the temperature dependence of δR, which fits the
experimental results.
Figure 4.5 shows a contour plot of δR in the plane of ZM and Zm. The parameters of the system are
|h1| = |h2| = 0.01µF , ∆ = 2 × 10−4µF , and V = 0.01∆, all of which are comparable to the experiment,
and the sizes WF1 = WF2 = L = 10/kF and WS = 50/kF , an order smaller than the real system. The
black region corresponds to δR < 0, while the dark gray one corresponds to δR ∼ 0. The pattern has a
mirror symmetry with respect to the line of ZM = Zm, which means δR is unchanged with exchange of ZM
and Zm. We see that δR is either negative or quite small near the line of ZM = Zm and in the region of
ZM > 0 and Zm > 0. Large positive δR appears in the region where at least one of ZM and Zm is negative.
The largest value is δR = 0.0083 at (ZM , Zm) = (−1, 5.6), which corresponds to Z = 2.3 and g = 3.3. At
(ZM , Zm) = (−1, 1), or (Z, g) = (0,−1) (pure magnetic barrier), we have 0.0032. Those δR’s are comparable
to the experimental order of 0.01 [145].
In Figure 4.6-4.8, we let (ZM , Zm) = (−1, 1) and vary L, WF , and h to see the trend of δR. The top
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Figure 4.9: Relative resistance δR vs exchange energy h of an SFF junction for spin-dependent (solid red
curve) and spin-independent interfaces (dashed blue curve) at T = 0 and |Z| = 0.35. The other parameters
are set as WF1 = 54k
−1
F , WF2 = 36k
−1
F , L = 45k
−1
F , WS = 180k
−1
F , and ∆ = 2× 10−4F .
left panel of each figure shows δR vs the variable of interests. The top right panel is the same curve of
δR but of the experimental scale in Ref. [145], with an inset shows parameters we use for the system. The
bottom left panel shows total current of anti-parallel (red) parallel (blue) cases. The bottom right panel
shows probability currents difference between the parallel and anti-parallel cases (Jp − Jap) for AR (darker
red), NR (darker blue), CAR(lighter red), and CNR (lighter blue) processes. Sum of all processes should
show the same behavior as δR.
Figure 4.6 shows δR is oscillatory between positive and negative values, with the oscillation amplitude
decreasing with increase of L. The trend shows that the farer the two F wires separate from each other, the
less they interfere with each other, so the difference between the parallel and anti-parallel cases gradually
disappears. In Figure 4.7, we vary WF1 but keep WF1 +WF2 unchanged to eliminate the effect of the total
width. The δR curve is oscillatory but always positive with change of WF1. The maximum value appears at
WF1 = WF2. Figure 4.8 shows δR vs the exchange field h. When h→ 1 (half metal), all Andreev reflections
are suppressed in the parallel case, but the cross Andreev reflection (CAR) is sustained in the anti-parallel
case. Therefore we have Ip = 0 and Iap > 0, or equivalently δR = −2. Since δR > 0 at small h, we have
a crossover point at which δR = 0. From the down left panel, we see that sudden drops in AR, CAR, and
CNR are responsible for the sign change.
In Figure 4.9, we show comparison of δR as a function of exchange energy h between the spin-dependent
and spin-independent interfacial conditions in a larger (more realistic) system with |Z| = 0.35 at zero
temperature. In the spin-independent case, the suppression of CAR in the parallel configuration causes δR
being negative and monotonically decreasing in h. In the spin-dependent case, however, the interference
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Figure 4.10: (a)Resistance of the parallel and anti-parallel configurations (black solid curve and red circles,
respectively; axis on left-hand side of graph) and δR (blue dashed curve; axis on right-hand side of graph)
vs temperature. Here the interface is spin-dependent and the parameters are chosen the same as Figure 4.9.
(b) The same plot from the experimental data (reproduced from Ref. [145]) for comparison.
effect can drive δR to be non-monotonic in h and even to be positive at small h, overcoming the suppression
of CAR, although it finally goes negative with increase in h when the suppression becomes stronger. Both
δR curves have kinks at the same positions because number of scattering channels decreases by one at
each kink. Our numerical calculation shows that the spin-dependent interface yields a significant parameter
region in which the relative resistance δR > 0, while the spin-independent one does not due to the lack of
the interference caused by the relative phase shift.
Finally, we plot the resistance vs temperature for spin-dependent barriers in Figure 4.10. Panel (a)
shows the resistance curves of the parallel and anti-parallel cases and relative resistance between them. The
non-monotonic behaviors of both curves indicate the re-entrant effect, which reduces the resistance due to
increase in conducting states with increase in temperature, and suppression of AR and CAR due to depletion
of the superconducting gap at T → Tc. We see that δR is positive and slightly decreases with T , but does
not change sign. Panel (b) is the same plot from the experimental results of Ref. [145]. As a results, our
model, assuming spin-dependent barriers, faithfully captures the experimental features.
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4.4 Outlook
In summary, we have applied a modified BTK model with spin-dependent interface parameters on an S/FF
junction and well described the experimental measurement of Madalina and Dale [145], which shows the
resistance of anti-parallel magnetization alignment of the two F wires higher than the parallel configuration.
The author’s future research lies in three directions. (1) We would like to extend the current study to more
degrees of freedom. For example, besides the parallel and anti-parallel alignments, the magnetization of the
two F wires can be in arbitrary directions. If the two directions are perpendicular to each other, the cross
normal reflection and cross Andreev reflection are associated with a spin-flip process. A generalized BTK
model for such magnetization and spin-flip processes is to be developed. (2) It is still an open question how a
detailed interfacial structure determines the sign and value of the interfacial parameter Z. A self-consistent
BdG calculation as we did for the atomic system in Chapter 3 can be performed to obtain the magnetic field
and the gap function profile in proximity to the interface. Once the proximity effect is obtained, we could
use more accurate potentials instead of a delta-function or step-function form to discuss relevant scattering
processes. (3) The experiment shows that the curve of differential resistance vs. current displays peaks.
Locations of these Andreev events and a quantitative description of them are to be studied.
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Appendix A
Simplification for equations of
scattering amplitudes
In Subcection 4.2, the linear equations of Eq. (4.23), (4.24), and (4.26-4.29) can be significantly simplified
for a numerical purpose. We reduce variables α and β of by solving Eq. (4.23) and (4.24) first,
ασ,jn =
1
u20 − v20
[u0(Λ
1
nj +
Mb∑
l=1
Λ1ljbσ,ln +
Md∑
l=1
Λ2ljdσ,ln)− v0(
Ma∑
l=1
Λ1ljaσ,ln +
Mc∑
l=1
Λ2ljcσ,ln)]
βσ,jn =
1
u20 − v20
[−v0(Λ1nj +
Mb∑
l=1
Λ1ljbσ,ln +
Md∑
l=1
Λ2ljdσ,ln) + u0(
Ma∑
l=1
Λ1ljaσ,ln +
Mc∑
l=1
Λ2ljcσ,ln)]. (A.1)
If we define
Γ±pqmn ≡
Ms∑
j=1
k±j Λ
p
mjΛ
q
nj , (A.2)
we have
Ms∑
j=1
Λ1mjk
±
j ασ,jn =
1
u20 − v20
[u0(Γ
±11
mn +
Mb∑
l=1
Γ±11ml bσ,ln +
Md∑
l=1
Γ±12ml dσ,ln)− v0(
Ma∑
l=1
Γ±11ml aσ,ln +
Mc∑
l=1
Γ±12ml cσ,ln)]
Ms∑
j=1
Λ1mjk
±
j βσ,jn =
1
u20 − v20
[−v0(Γ±11mn +
Mb∑
l=1
Γ±11ml bσ,ln +
Md∑
l=1
Γ±12ml dσ,ln) + u0(
Ma∑
l=1
Γ±11ml aσ,ln +
Mc∑
l=1
Γ±12ml cσ,ln)]
(A.3)
Substituting Eq. (A.3) into Eq. (4.26-4.29), we obtain
(p−σ,m − iZ1σ)aσ,mn = ω3(Γ+11mn + Γ−11mn )−
Ma∑
l=1
(ω2Γ
+11
ml + ω1Γ
−11
ml )aσ,ln
+
Mb∑
l=1
ω3(Γ
+11
ml + Γ
−11
ml )bσ,ln −
Mc∑
l=1
(ω2Γ
+12
ml + ω1Γ
−12
ml )cσ,ln +
Md∑
l=1
ω3(Γ
+12
ml + Γ
−12
ml )dσ,ln, (A.4)
(p+σ,n − iZ1σ)δmn − (p+σ,m + iZ1σ)bσ,mn = (ω1Γ+11mn + ω2Γ−11mn )−
Ma∑
l=1
ω3(Γ
+11
ml + Γ
−11
ml )aσ,ln
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+Mb∑
l=1
(ω1Γ
+11
ml + ω2Γ
−11
ml )bσ,ln −
Mc∑
l=1
ω3(Γ
+12
ml + Γ
−12
ml )cσ,ln +
Md∑
l=1
(ω1Γ
+12
ml + ω2Γ
−12
ml )dσ,ln, (A.5)
(q−σ,m − iZ2σ)cσ,mn = ω3(Γ+21mn + Γ−21mn )−
Ma∑
l=1
(ω2Γ
+21
ml + ω1Γ
−21
ml )aσ,ln
+
Mb∑
l=1
ω3(Γ
+21
ml + Γ
−21
ml )bσ,ln −
Mc∑
l=1
(ω2Γ
+22
ml + ω1Γ
−22
ml )cσ,ln +
Md∑
l=1
ω3(Γ
+22
ml + Γ
−22
ml )dσ,ln, (A.6)
−(q+σ,m + iZ2σ)dσ,mn = (ω1Γ+21mn + ω2Γ−21mn )−
Ma∑
l=1
ω3(Γ
+21
ml + Γ
−21
ml )aσ,ln
+
Mb∑
l=1
(ω1Γ
+21
ml + ω2Γ
−21
ml )bσ,ln −
Mc∑
l=1
ω3(Γ
+22
ml + Γ
−22
ml )cσ,ln +
Md∑
l=1
(ω1Γ
+22
ml + ω2Γ
−22
ml )dσ,ln, (A.7)
with
ω1 =
u20
u20 − v20
, ω2 =
v20
u20 − v20
, ω3 =
u0v0
u20 − v20
. (A.8)
We let m goes from 1 to Ma, Mb, Mc, and Md in Eq. (A.5-A.7) respectively and obtain a linear equation
with dimension (Ma + Mb + Mc + Md), which has advantage in numerics when Ms is large. Similarly, for
the hole case of Eq. (4.36-4.41), we have
(−p−σ,n − iZ1σ)δmn + (p−σ,m − iZ1σ)aσ,mn = −(ω2Γ+11mn + ω1Γ−11mn )−
Ma∑
l=1
(ω2Γ
+11
ml + ω1Γ
−11
ml )aσ,ln
+
Mb∑
l=1
ω3(Γ
+11
ml + Γ
−11
ml )bσ,ln −
Mc∑
l=1
(ω2Γ
+12
ml + ω1Γ
−12
ml )cσ,ln +
Md∑
l=1
ω3(Γ
+12
ml + Γ
−12
ml )dσ,ln, (A.9)
−(p+σ,m + iZ1σ)bσ,mn = −ω3(Γ+11mn + Γ−11mn )−
Ma∑
l=1
ω3(Γ
+11
ml + Γ
−11
ml )aσ,ln
+
Mb∑
l=1
(ω1Γ
+11
ml + ω2Γ
−11
ml )bσ,ln −
Mc∑
l=1
ω3(Γ
+12
ml + Γ
−12
ml )cσ,ln +
Md∑
l=1
(ω1Γ
+12
ml + ω2Γ
−12
ml )dσ,ln, (A.10)
(q−σ,m − iZ2σ)cσ,mn = −(ω2Γ+21mn + ω1Γ−21mn )−
Ma∑
l=1
(ω2Γ
+21
ml + ω1Γ
−21
ml )aσ,ln
+
Mb∑
l=1
ω3(Γ
+21
ml + Γ
−21
ml )bσ,ln −
Mc∑
l=1
(ω2Γ
+22
ml + ω1Γ
−22
ml )cσ,ln +
Md∑
l=1
ω3(Γ
+22
ml + Γ
−22
ml )dσ,ln, (A.11)
−(q+σ,m + iZ2σ)dσ,mn = −ω3(Γ+21ml + Γ−21ml )−
Ma∑
l=1
ω3(Γ
+21
ml + Γ
−21
ml )aσ,ln
+
Mb∑
l=1
(ω1Γ
+21
ml + ω2Γ
−21
ml )bσ,ln −
Mc∑
l=1
ω3(Γ
+22
ml + Γ
−22
ml )cσ,ln +
Md∑
l=1
(ω1Γ
+22
ml + ω2Γ
−22
ml )dσ,ln (A.12)
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