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Resumo
Memo´rias associativas neurais sa˜o modelos do fenoˆmeno biolo´gico que permite o armazena-
mento de padro˜es e a recordac¸a˜o destes apo´s a apresentac¸a˜o de uma versa˜o ruidosa ou incompleta
de um padra˜o armazenado. Existem va´rios modelos de memo´rias associativas neurais na literatura,
entretanto, existem poucos trabalhos comparando as va´rias propostas. Nesta dissertac¸a˜o compara-
mos sistematicamente o desempenho dos modelos mais influentes de memo´rias associativas neurais
encontrados na literatura. Esta comparac¸a˜o esta´ baseada nos seguintes crite´rios: capacidade de ar-
mazenamento, distribuic¸a˜o da informac¸a˜o nos pesos sina´pticos, raio da bacia de atrac¸a˜o, memo´rias
espu´rias e esforc¸o computacional. Especial eˆnfase e´ dado para as memo´rias associativas morfolo´gicas
cuja fundamentac¸a˜o matema´tica encontra-se na morfologia matema´tica e na a´lgebra de imagens.
Palavras-chave: Redes Neurais, Morfologia Matema´tica, Sistemas de Memo´ria de Computado-
res.
Abstract
Associative neural memories are models of biological phenomena that allow for the storage of
pattern associations and the retrieval of the desired output pattern upon presentation of a possibly
noisy or incomplete version of an input pattern. There are several models of neural associative me-
mories in the literature, however, there are few works relating them. In this thesis, we present a
systematic comparison of the performances of some of the most widely known models of neural as-
sociative memories. This comparison is based on the following criteria: storage capacity, distribution
of the information over the synaptic weights, basin of attraction, number of spurious memories, and
computational effort. The thesis places a special emphasis on morphological associative memories
whose mathematical foundations lie in mathematical morphology and image algebra.
Keywords: Neural Networks, Mathematical Morphology, Computer Memory Systems.
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Capı´tulo 1
Introduc¸a˜o
A primeira pergunta que surge em nossa mente e´, o que e´ uma memo´ria? A resposta na˜o e´ simples
e na˜o e´ nosso objetivo discutir este assunto, mas podemos dizer que uma memo´ria e´, simplificada-
mente, um sistema que possui treˆs func¸o˜es ou etapas: 1 – Registro, processo pelo qual armazenamos
informac¸a˜o; 2 – Preservac¸a˜o, para garantir que a informac¸a˜o esta´ intacta; 3 – Recordac¸a˜o, processo
pelo qual uma informac¸a˜o e´ recuperada [12].
Existem va´rios tipos de memo´ria. Por exemplo, quando escrevemos o nu´mero de um telefone
num papel, estamos usando o papel como memo´ria. Depois poderemos ler e usar este nu´mero.
Sempre que registramos informac¸o˜es na memo´ria, precisamos de uma chave ou algo que permita
recuperar o conteu´do armazenado. Por exemplo, quando deixamos uma bolsa num guarda-volumes,
pegamos um ticket indicando o compartimento onde ela ficara´. Aqui, o ticket na˜o possui nenhuma
relac¸a˜o com o conteu´do da bolsa e podemos dizer que o enderec¸o (ticket) e´ apenas um sı´mbolo abs-
trato da memo´ria onde a entidade (bolsa) esta´, e mais, este enderec¸o na˜o possui nenhuma relac¸a˜o com
o conteu´do armazenado. Este tipo de memo´ria e´ muito usado nos computadores digitais (memo´ria
RAM ou ROM). Em muitos casos este tipo de memo´ria apresenta-se eficiente, entretanto possui uma
se´rie de limitac¸o˜es. Por exemplo, o que acontecera´ se perdermos o ticket?
Suponha que perdemos o pequeno ticket. Teremos que usar um procedimento diferente para re-
cuperar nossa bolsa. Evidentemente procuraremos o responsa´vel e passaremos informac¸o˜es parciais,
mas suficientes, sobre a bolsa e seu conteu´do. E´ comum encontrarmos bolsas semelhantes, mas o
conteu´do geralmente e´ diferente e uma descric¸a˜o parcial dele e´ suficiente para que o responsa´vel
possa identifica´-la, e provavelmente concordara´ em devolveˆ-la. Neste exemplo, podemos dizer que
o enderec¸o (descric¸a˜o parcial do que tem na bolsa) e´ igual ao conteu´do e dizemos que esta e´ uma
memo´ria auto-associativa (tambe´m conhecida por memo´ria enderec¸ada por conteu´do), um caso par-
ticular das memo´rias associativas.
Uma memo´ria associativa poderia recuperar um item da memo´ria a partir de informac¸o˜es parciais.
Por exemplo, se um item armazenado na memo´ria e´ “J.J. Hopfield & D.W. Tank, Biological Cyber-
netics 52, 141–152 (1985)”. A entrada “& Tank (1985)”poderia ser suficiente para recuperarmos a
informac¸a˜o completa. Ale´m disso, uma memo´ria associativa ideal poderia trabalhar com ruı´dos (ou
erros) e recuperar esta refereˆncia mesmo a partir de entradas incorretas como “& Rank, (1985)”. Nos
computadores digitais, apenas formas relativamente simples de memo´ria associativa tem sido imple-
mentadas em hardware. A maioria dos recursos para toleraˆncia a ruı´do no acesso da informac¸a˜o sa˜o
implementados via software [40]. Esta e´ uma das razo˜es para o estudo das memo´rias associativas.
1
2 Introduc¸a˜o
As memo´rias associativas encontram aplicac¸o˜es em va´rios ramos da cieˆncia. Por exemplo, Zhang
et. al. utilizaram um modelo de memo´ria associativa para reconhecimento e classificac¸a˜o de padro˜es
[111, 112]. A metodologia para classificac¸a˜o de padro˜es baseada em memo´rias associativas tambe´m
foi aplicada em problemas de detecc¸a˜o de falha em motores [54], seguranc¸a de rede [110] e apren-
dizado de linguagem natural [29]. Hopfield mostrou que seu modelo de memo´ria associativa pode
ser usado para resolver problemas de otimizac¸a˜o, como por exemplo, o problema do caixeiro via-
jante [38]. As memo´rias associativas morfolo´gicas discutidas nesta dissertac¸a˜o foram aplicadas em
problemas de localizac¸a˜o de faces, auto-localizac¸a˜o e ana´lise de imagens hiperespectrais [68, 26].
Recentemente, Valle e Sussner apresentaram uma aplicac¸a˜o das memo´rias associativas nebulosas em
um modelo de previsa˜o [103, 98, 102].
O termo memo´ria associativa veio da psicologia e na˜o da engenharia. Veio da psicologia porque
o ce´rebro humano pode ser visto como uma memo´ria associativa. Ele associa o item a ser lembrado
com um fragmento da recordac¸a˜o. Por exemplo, ouvindo um trecho de uma mu´sica podemos lembrar
da canc¸a˜o inteira, ou sentido um certo perfume podemos associar o cheiro a uma pessoa especial.
Na˜o so´ o ce´rebro humano, mas moscas de fruta ou lesmas de jardim tambe´m possuem memo´rias
associativas. Na verdade, qualquer sistema nervoso relativamente simples apresenta uma memo´ria
associativa [12]. Isso sugere que a habilidade de criar associac¸o˜es e´ natural – praticamente espontaˆnea
– em qualquer sistema neural. Portanto, uma fonte de inspirac¸o˜es para os estudos das memo´rias
associativas encontra-se nos estudos do funcionamento de um sistema nervoso, em particular, do
ce´rebro humano.
O ce´rebro humano e´ composto por bilho˜es de neuroˆnios interligados formando uma rede. Di-
zemos que o ce´rebro e´ uma rede neural biolo´gica. Em nossos estudos, apresentaremos modelos
que descrevem um neuroˆnio e chamaremos este modelo de neuroˆnio artificial. Chamaremos de rede
neural artificial, ou simplesmente rede neural, uma rede formada por neuroˆnios artificiais [33]. A
teoria das redes neurais e´ vasta e possui aplicac¸o˜es em va´rias a´reas, como por exemplo, no reco-
nhecimento de padro˜es, controle, otimizac¸a˜o e previsa˜o de mercados financeiros [8, 45, 61]. Neste
trabalho voltaremos nossa atenc¸a˜o para a intersec¸a˜o das redes neurais com as memo´rias associativas.
Especificamente, estudaremos as memo´rias associativas neurais.
Neste trabalho tambe´m discutiremos as memo´rias associativas morfolo´gicas que sa˜o modelos de
memo´ria associativa onde usamos a morfologia matema´tica e a a´lgebra de imagens como ferramenta
[70, 73, 76]. Este tipo particular de memo´ria associativa neural sera´ o enfoque principal do nosso
trabalho.
Antes de introduzirmos os conceitos sobre redes neurais e memo´rias associativas, apresentaremos
brevemente a histo´ria das redes neurais, memo´rias associativas, morfologia matema´tica e da a´lgebra
de imagens.
1.1 Contexto Histo´rico
1.1.1 Redes Neurais Artificias
Podemos dizer que os estudos das redes neurais artificiais iniciaram em 1943 quando o bio´logo War-
ren McCulloch e o matema´tico Walter Pitts apresentaram um modelo matema´tico de um neuroˆnio
biolo´gico [55]. Eles assumiram que um neuroˆnio seguia uma lei “tudo ou nada” e acreditavam que
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com um nu´mero suficiente de neuroˆnios com conexo˜es sina´pticas apropriadas operando de forma
sı´ncrona (paralelamente), seria possı´vel, a princı´pio, a computac¸a˜o de qualquer func¸a˜o booleana com-
puta´vel. Este foi um resultado muito significativo e com ele e´ aceito o surgimento das disciplinas de
redes neurais e inteligeˆncia artificial [33].
Em 1949, o neurofisiologista Donald Hebb publicou o livro “The Organization of Behavior”[34].
Neste livro foi apresentada pela primeira vez a formulac¸a˜o de uma regra de aprendizagem. Hebb
notou que as conexo˜es sina´pticas do ce´rebro sa˜o continuamente modificadas conforme um orga-
nismo aprende novas tarefas, criando assim agrupamentos neurais. Ele propoˆs no seu livro o seguinte
postulado de aprendizagem: “A eficieˆncia de uma sinapse e´ aumentada pela interac¸a˜o entre dois
neuroˆnios atrave´s da sinapse”. Este postulado forma a base do que chamamos hoje de aprendizagem
(ou regra) de Hebb. Outras regras de aprendizado foram apresentadas posteriormente e muitas sa˜o
generalizac¸o˜es da regra de Hebb [2, 32].
Cerca de 15 anos apo´s a publicac¸a˜o do cla´ssico artigo de McCulloch e Pitts, uma nova abor-
dagem para o problema de reconhecimento de padro˜es foi introduzida por Rosenblatt [82] em seu
trabalho sobre o Perceptron, um me´todo inovador de aprendizagem supervisionada. O coroamento
deste trabalho encontra-se no teorema da convergeˆncia do perceptron, cuja primeira demonstrac¸a˜o
foi delineada por Rosenblatt em 1960. Este teorema garante que o perceptron sempre converge para
os pesos corretos se os pesos sina´pticos que resolvem o problema existirem. Na mesma e´poca, Wi-
drow e Hoff introduziram o algoritmo do mı´nimo quadrado me´dio (LMS, Least Mean-Square) e
usaram-no para formular o Adaline (Adaptive Linear Element, Elemento Linear Adaptativo) [107].
A diferenc¸a fundamental entre o perceptron e o Adaline esta´ no procedimento de aprendizagem. In-
felizmente existem limites fundamentais para aquilo que o perceptron de camada u´nica e o Adaline
podem calcular [58]. Rosenblatt e Widrow estavam cientes destas limitac¸o˜es e apresentaram redes
neurais de mu´ltiplas camadas que poderiam superar tais limitac¸o˜es, mas na˜o conseguiram estender
seus algoritmos de aprendizado para estas redes mais complexas. Uma destas redes e´ o Madaline
(Multiple-Adaline), proposta por Widrow e seus estudantes, e uma das primeiras redes neurais em
camadas de treinamento com mu´ltiplos elementos adaptativos. Tais dificuldades e a falta de recursos
tecnolo´gicos nos anos 60 proporcionou uma adormecimento nas redes neurais e poucos pesquisado-
res como James Anderson, Shunichi Amari, Leon Cooper, Kunihiko Fukushima, Stephen Grossberg
e Teuvo Kohonen permaneceram no ramo.
Nos anos 80, a auseˆncia de recursos tecnolo´gicos foi superada e a pesquisa em redes neurais au-
mentou drasticamente. Computadores pessoais e estac¸o˜es de trabalho, que cresciam em capacidade,
tornaram-se vitais para o desenvolvimento da pesquisa em redes neurais artificiais. Ale´m disso, novos
conceitos foram introduzidos. Dois deles tiveram grande influeˆncia no meio cientı´fico. O primeiro
foi o uso da mecaˆnica estatı´stica para explicar as operac¸o˜es e convergeˆncia de algumas redes neurais
recorrentes. Este conceito foi introduzido pelo fı´sico John Hopfield em 1982 [40]. A segunda chave
para o desenvolvimento na de´cada de 80 foi o algoritmo de retropropagac¸a˜o (back-propagation),
usado para treinar o perceptrons de mu´ltiplas camadas. Este algoritmo foi descoberto por pesquisa-
dores diferentes em diferentes pontos do mundo. Bryson talvez tenha sido o primeiro a estudar o
algoritmo de retropropagac¸a˜o [13, 83]. Entretanto, a publicac¸a˜o mais influente foi o livro em dois vo-
lumes “Parallel Distributed Processing: Explorations in the Microstrutures of Cognition”, editado por
Rumelhart e McClelland. Este livro exerceu uma grande influeˆncia na utilizac¸a˜o da aprendizagem por
retropropagac¸a˜o, que emergiu como o algoritmo de aprendizagem mais popular para o treinamento
de perceptrons de mu´ltiplas camadas devido a sua simplicidade computacional e eficieˆncia.
4 Introduc¸a˜o
A histo´ria das redes neurais segue com muitos capı´tulos desafiantes e interessantes, mas ficaremos
por aqui, pois acreditamos que voceˆ, leitor, ja´ esta´ bem situado no contexto histo´rico das redes neurais
artificiais1. Agora voltaremos aos anos 50 e falaremos sobre as memo´rias associativas neurais.
1.1.2 Memo´rias Associativas Neurais
Os estudos sobre memo´ria associativa iniciaram nos anos 50 por Taylor [100]. Em 1961, Steinbruch
introduziu o conceito de matriz de aprendizagem [88]. Nos anos seguintes surgiram as memo´rias
associativas hologra´ficas [17, 22, 105, 106] que na˜o sera˜o discutidas neste trabalho. Em 1972, An-
derson [4], Kohonen [47] e Nakano [60] introduziram, de maneira independente, a ide´ia de uma
memo´ria por matriz de correlac¸a˜o, baseada na regra de aprendizagem por produto externo que pode
ser interpretada como uma generalizac¸a˜o do postulado de aprendizagem de Hebb. Nestes artigos, os
autores apresentaram um modelo linear para os neuroˆnios formando a memo´ria associativa linear
que estudaremos no capı´tulo 4.
Em 1977 foi publicado o livro “Associative Memory – A System Theoric Approach” de Kohonen
[48]. Este foi um dos primeiros livros sobre memo´rias associativas e apresenta uma ana´lise detalhada
das memo´rias associativas lineares. No mesmo ano, Anderson et al. introduziram o modelo do estado
cerebral numa caixa (BSB) [6, 5], uma das primeiras redes neurais que pode ser vista como uma
memo´ria auto-associativa dinaˆmica. Entretanto, o comportamento deste modelo como uma memo´ria
associativa so´ foi amplamente estudado apo´s a publicac¸a˜o dos artigos de Hopfield. Ale´m de ter
aplicac¸o˜es como uma memo´ria associativa, a BSB tambe´m pode ser vista como um modelo cognitivo
[5].
Em 1982, Hopfield publicou o cla´ssico artigo “Neural Networks and Physical Systems with Emer-
gent Collective Computational Abilities” [40] onde introduz a famosa rede (ou memo´ria associativa)
de Hopfield discreta. Neste artigo, Hopfield sugere que um sistema dinaˆmico pode representar uma
memo´ria associativa dinaˆmica onde cada estado esta´vel do sistema seria um padra˜o memorizado.
Para compreender a computac¸a˜o executada e mostrar a convergeˆncia da rede, Hopfield introduziu o
conceito de func¸a˜o energia (func¸a˜o de Lyapunov) para uma rede neural, um conceito que foi pos-
teriormente usado para a ana´lise de va´rias outras memo´rias associativas dinaˆmicas [23, 24, 41, 42].
Hopfield tambe´m apresentou alguns resultados sobre a capacidade de armazenamento da memo´ria
auto-associativa de Hopfield. Dois anos depois, Hopfield publicou um novo artigo apresentando a
rede (ou memo´ria auto-associativa) de Hopfield contı´nua, uma extensa˜o do modelo apresentado an-
teriormente que utiliza uma func¸a˜o sigmo´ide como func¸a˜o de ativac¸a˜o [37]. Nos anos seguintes,
Hopfield e Tank apresentaram aplicac¸o˜es da rede de Hopfield em problemas de otimizac¸a˜o, como o
cla´ssico problema do caixeiro viajante [38, 39, 99].
Na de´cada de 80 e inı´cio da de´cada de 90, foram apresentadas variac¸o˜es do modelo de Hopfield.
Entre elas, podemos citar a memo´ria associativa de Hopfield com armazenamento por projec¸a˜o. Este
modelo foi inicialmente discutido por Personnaz et. al em 1985 [67], e posteriormente por Kanter
e Sompolinsky em 1987 [44]. Em 1991, Chiueh e Goodman apresentaram a memo´ria associativa
de capacidade exponencial (ECAM), um modelo que abrange o modelo de Hopfield com armazena-
mento por correlac¸a˜o [15]. Em 1987, surgiram modelos de memo´rias associativas dinaˆmicas para
heteroassociac¸a˜o [51, 62]. Entre estes modelos encontramos a memo´ria associativa bidirecional
1Para o leitor interessado em maiores detalhes da histo´ria das redes neurais, recomendamos os livros: [7, 28, 33]
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(BAM), introduzida por Kosko, que pode ser vista como uma uma generalizac¸a˜o da memo´ria associ-
ativa de Hopfield [51, 52].
Na metade dos anos 90 iniciaram-se os estudos sobre as memo´rias associativas morfolo´gicas
(MAM), que usam a morfologia matema´tica e a a´lgebra de imagens como ferramenta matema´tica para
descrever o neuroˆnio. Antes de entrar nos detalhes do contexto histo´rico das memo´rias associativas
morfolo´gicas, vamos voltar novamente no tempo e apresentar brevemente a histo´ria da morfologia
matema´tica e da a´lgebra de imagens, que sa˜o as ferramentas matema´ticas usadas nestas memo´rias
associativas.
1.1.3 Morfologia Matema´tica e A´lgebra de Imagens
A morfologia matema´tica surgiu em 1964 enquanto Matheron e Serra estudavam a geometria de
meios porosos e ana´lise de textura. Esta nova ferramenta matema´tica esta´ baseada nos trabalhos de
Minkowski e Hadwiger sobre teoria de medida geome´trica e geometria integral [57, 27]. Os primeiros
anos, de 1964 a 1968, foram dedicados ao desenvolvimento de um corpo de notac¸o˜es teo´ricas e de
um proto´tipo para a ana´lise de textura. Deste perı´odo podemos citar o artigo “Ele´ments pour une
the´orie deˆs milieux poreux”, de Matheron, onde aparece a primeira transformac¸a˜o morfolo´gica para
investigar a geometria dos objetos de uma imagem. Podemos citar tambe´m o trabalho em hardware
especializado: “Texture Analyser” de J. Serra e J.-C. Kein. Neste perı´odo tambe´m foi criado o “Centre
de Morphologie Mathe´matique” no campus da Escola de Minas de Paris, em Fontainebleu, Franc¸a.
Va´rios pesquisadores juntaram-se a este grupo e formaram o que chamamos hoje de “Escola de
Fontainebleu”. Entre eles, podemos citar: Klein, Lantue´joul, Meyer e Beucher [85, 87].
No ano 1975, Matheron publicou o livro “Random Sets and Integral Geometry”, que conte´m as
primeiras fundamentac¸o˜es teo´ricas da morfologia matema´tica. Este livro foi bem aceito pelos interes-
sados em geometria estoca´stica, mas infelizmente levou alguns anos para ser aceito pela comunidade
de processamento de imagens. Podemos dizer que a morfologia matema´tica so´ passou a fazer parte
das ferramentas para processamento de imagens apo´s a publicac¸a˜o do cla´ssico livro “Image Analysis
and Mathematical Morphology” de Jean Serra, publicado em 1982. Segundo Heijmans, este livro
pode ser visto como o primeiro tratamento sistema´tico da morfologia matema´tica como uma ferra-
menta para a ana´lise de imagens [35]. Uma breve revisa˜o sobre a morfologia matema´tica em tons de
cinza, incluindo abordagens usando a teoria dos conjuntos nebulosos, pode ser encontrada em [96].
Na de´cada seguinte houve uma explosa˜o no nu´mero de artigos e pesquisadores trabalhando com
a morfologia matema´tica e seria impossı´vel listar todos eles. No Brasil encontramos os nu´cleos de
pesquisa liderados por Barrera, na Universidade de Sa˜o Paulo, e Banon, no Instituto Nacional de
Pesquisas Espaciais em Sao Jose´ do Campos. Uma exposic¸a˜o detalhada contendo os trabalhos mais
influentes da morfologia matema´tica encontra-se em [84]. Esta explosa˜o na˜o atingiu apenas a mor-
fologia matema´tica, mas todas as atividades envolvendo processamento de imagens e resultou num
excesso de te´cnicas, notac¸o˜es e operac¸o˜es para o processamento de imagens. Surgiu enta˜o a ne-
cessidade de uma estrutura alge´brica padra˜o, eficiente e com um certo rigor matema´tico, designado
especificamente para o processamento de imagens. Em resposta a esta situac¸a˜o, pesquisadores da
Universidade da Flo´rida desenvolveram uma estrutura matema´tica para ana´lise e processamento de
imagens conhecida como A´lgebra de Imagens (Image Algebra). Muitas sa˜o as vantagens da a´lgebra
de imagens, mas na˜o vamos lista´-las aqui. Vamos dizer apenas que ela abrange todas as a´reas de
processamento de imagens e visa˜o computacional usando uma linguagem comum. Para o leitor inte-
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ressado, recomendamos [69, 79, 81].
A a´lgebra de imagens nasceu na metade da de´cada de 80 e os primeiros artigos apareceram em
1987 [72, 78, 80]. Em 1990, Ritter,Wilson e Davidson publicaram o artigo: “Image Algebra: An
Overview”[81]. Este artigo descreve as estruturas alge´bricas da a´lgebra de imagens e teve um papel
importante na divulgac¸a˜o desta teoria matema´tica. Nos anos seguintes, a a´lgebra de imagens comec¸ou
a ganhar aplicac¸o˜es. As redes neurais e as operac¸o˜es da morfologia matema´tica foram descritas e
estudadas usando elementos e operac¸o˜es da a´lgebra de imagens [20, 71, 69]. Sendo descritas pela
mesma estrutura matema´tica, foi fa´cil combina´-las, criando as redes neurais morfolo´gicas, antes
conhecidas como redes da a´lgebra de imagens (IA networks).
Uma rede neural morfolo´gica e´ uma rede neural onde os neuroˆnios sa˜o descritos pelas operac¸o˜es
da morfologia matema´tica. Estas operac¸o˜es podem ser formuladas usando a a´lgebra de imagens,
mas esta na˜o e´ a u´nica formulac¸a˜o matema´tica de uma rede neural morfolo´gica. Uma formulac¸a˜o
diferente, que na˜o sera´ discutida aqui, pode ser encontrada em [108]. Entre as redes neurais mor-
folo´gicas, encontramos as memo´rias associativas morfolo´gicas (Morphological Associative Memory,
MAM). O estudo das memo´rias associativas morfolo´gicas e´ recente, a primeira publicac¸a˜o apareceu
em 1996 [73]. Outras publicac¸o˜es vieram depois [74, 76, 91, 92, 93, 94, 97], mas ainda sa˜o pou-
cas e com certeza existem muitos modelos e teorias para serem descobertas e estudadas. Uma nova
classe de memo´rias associativas neurais baseadas na teoria dos conjuntos nebulosos conhecida como
“Memo´rias Associativas Nebulosas Implicativas” (Implicative Fuzzy Associative Memories, IFAM)
[103, 98, 102]. As memo´rias associativas nebulosas implicativas generalizam as memo´rias associa-
tivas morfolo´gicas quando a u´ltima e´ aplicada a` padro˜es nebulosos. As memo´rias associativas nebu-
losas implicativas, por sua vez, podem ser vistas como um caso particular das memo´rias associativas
morfolo´gicas nebulosas que sera˜o discutidas em trabalhos futuros. Neste trabalho na˜o discutiremos as
memo´rias associativas nebulosas implicativas nem as memo´rias associativas morfolo´gicas nebulosas.
1.2 Objetivos e Organizac¸a˜o da Dissertac¸a˜o
Muitos modelos de memo´ria associativa neural foram apresentados nos u´ltimos anos, entretanto, na˜o
encontramos na literatura um trabalho reunindo e comparando os modelos mais influeˆntes. Esta
dissertac¸a˜o de mestrado tem como objetivo principal discutir os principais modelos de memo´ria asso-
ciativa neural, incluindo as memo´rias associativas morfolo´gicas. Os modelos de memo´ria associativa
neural mais influeˆntes sa˜o essencialmente modelos bina´rios. Por esta raza˜o, esta dissertac¸a˜o e´ dedi-
cada principalmente a`s memo´rias associativas neurais bina´rias.
Tambe´m na˜o existe na literatura um crite´rio comum de comparac¸a˜o para o desempenho de memo´rias
associativas neurais. Esta dissertac¸a˜o de mestrado tambe´m tem como objetivo formalizar conceitos
usados empiricamente na literatura para a comparac¸a˜o de modelos de memo´rias associativas. Forma-
lizados os conceitos, usamos estes para comparar os modelos mais influeˆntes de memo´ria associativa
bina´ria.
Resumindo, os objetivos desta dissertac¸a˜o de mestrado sa˜o:
1. Reunir os modelos mais influeˆntes de memo´ria associativa neural (bina´rias) incluindo as memo´rias
associativas morfolo´gicas.
2. Formalizar crite´rios para comparac¸a˜o do desempenho das memo´rias associativas neurais bina´rias.
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3. Comparar os modelos mais influeˆntes com base nos crite´rios discutidos no item anterior.
Esta dissertac¸a˜o de mestrado esta´ dividida em 8 capı´tulos. Os capı´tulos 2 e 3 tratam dos conceitos
ba´sicos de redes neurais e memo´rias associativas neurais. Especificamente, no capı´tulo 2, discuti-
mos o conceito de rede neural artificial e como classifica´-la. Apresentamos alguns modelos neurais
e falamos brevemente sobre regras de aprendizado. No capı´tulo 3, apresentamos uma formulac¸a˜o
matema´tica para o problema das memo´rias associativas, como classifica´-las e apresentamos uma lista
contendo as caracterı´sticas deseja´veis para o bom desempenho de uma memo´ria associativa neural.
Os capı´tulos 4, 5, e 6 tem como objetivo apresentar os modelos mais influeˆntes de memo´ria as-
sociativa neural incluindo as memo´rias associativas neurais morfolo´gicas, isto e´, estes treˆs capı´tulos
cobrem o primeiro item dos objetivos desta dissertac¸a˜o. Precisamente, no capı´tulo 4, discutimos as
memo´rias associativas lineares. Estes sa˜o os modelos mais simples de memo´ria associativa neural e
possuem um papel fundamental: definem as principais regras para armazenamento de padro˜es numa
memo´ria associativa neural. No capı´tulo 5 examinamos va´rios modelos de memo´rias associativas
dinaˆmicas para auto e heteroassocic¸a˜o. Introduzimos neste capı´tulo a Memo´ria Associativa Bidire-
cional com Capacidade Exponencial que e´ uma extensa˜o da Memo´ria Associativa com Capacidade
Exponencial para o caso hetero-associativo. No capı´tulo 6 discutimos as memo´rias associativas mor-
folo´gicas.
O capı´tulo 7 cobre os objetivos listados nos itens 2 e 3 acima. Neste capı´tulo formalizamos
alguns conceitos para comparac¸a˜o das memo´rias associativas neurais bina´rias. Neste capı´tulo tambe´m
apresentamos resultados teo´ricos e empı´ricos para a comparac¸a˜o dos modelos mais influeˆntes de
memo´ria associativa neural. Terminamos a dissertac¸a˜o no capı´tulo 8 com a conclusa˜o.
Foram realizados va´rios experimentos computacionais nesta dissertac¸a˜o de mestrado. Todos eles
foram conduzidos no software MATLAB. As implementac¸o˜es dos modelos de memo´ria associativa
apresentadas nos capı´tulos 5 e 6, bem como as rotinas usadas nos experimentos computacionais do
capı´tulo 7, podem ser obtidas com o autor em sua pa´gina pessoal [104].
As imagens usadas nesta dissertac¸a˜o de mestrado podem ser encontradas na pa´gina eletroˆnica
do grupo CVG (Computer Vision Group) [1]. As imagens originais foram convertidas em imagens
menores de dimensa˜o 64 × 64 pixels usando o comando imresize do MATLAB com o me´todo de
interpolac¸a˜o padra˜o. Depois transformamos cada imagem num vetor coluna com 4096 componentes
usando o comando reshape do MATLAB. As imagens bina´rias apresentadas na figuras 1.1 e 1.2
sera˜o usadas com frequeˆncia nos exemplos computacionais com imagens bina´rias. Estas imagens
foram obtidas aplicando um threshold nas imagens com tamanho reduzido, antes de serem transfor-
madas num vetor coluna. Os nı´veis dos thresholds foram calculados usando o me´todo de Otsu que
minimiza a variaˆncia entre os valores preto e branco dos pixels [63] e pode ser obtido usando o co-
mando graythresh no MATLAB. Nesta dissertac¸a˜o, o valor 1 representa o preto (objeto) e o valor
0 representa o branco numa imagem bina´ria. As imagens apresentadas na figura 1.3 sera˜o usadas nos
exemplos computacionais com imagens em tons de cinza.
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x1 x2 x3 x4 x5
Fig. 1.1: Padro˜es x1,x2, . . . ,x5 usados nos exemplos computacionais com imagens bina´rias.
y1 y2 y3 y4 y5
Fig. 1.2: Padro˜es y1,y2, . . . ,y5 usados nos exemplos computacionais com imagens bina´rias.
x1 x2 x3 x4
Fig. 1.3: Padro˜es x1,x2,x3,x4 usados nos exemplos computacionais com imagens em tons de cinza.
Capı´tulo 2
Conceitos Ba´sicos de Redes Neurais
Neste capı´tulo discutimos os conceitos ba´sicos de redes neurais artificiais; a notac¸a˜o e a nomenclatura
que sera´ usada durante toda a dissertac¸a˜o.
2.1 Introduc¸a˜o
Podemos dizer que os computadores modernos sa˜o retardata´rios no mundo da computac¸a˜o, pois os
computadores biolo´gicos – o ce´rebro e o sistema nervoso animal e humano – existem por milho˜es
de anos e sa˜o extremamente eficientes no processamento de informac¸o˜es sensoriais e no controle da
interac¸a˜o entre o animal e o meio em que vive. Tarefas como procurar um sanduı´che, reconhecer uma
face ou relembrar coisas sa˜o operac¸o˜es simples, como somas e multiplicac¸o˜es, para o nosso ce´rebro.
O fato dos computadores biolo´gicos serem ta˜o efetivos sugere que possamos extrair caracterı´sticas
similares a partir de um modelo do sistema neural. O modelo matema´tico que descreve o sistema
nervoso biolo´gico e´ conhecido como rede neural artificial ou simplesmente rede neural1 [33]. Apesar
de nossos modelos serem apenas meta´foras do sistema nervoso biolo´gico, eles fornecem um modo
elegante e diferente de compreendermos o funcionamento de ma´quinas computacionais, ale´m de
oferecer informac¸o˜es u´teis sobre o funcionamento do nosso ce´rebro.
Uma rede neural e´ caracterizada por treˆs fatores:
1. Modelos (ou caracterı´sticas) neurais,
2. Arquitetura (ou topologia) da rede,
3. Regra de aprendizado.
Nas pro´ximas sec¸o˜es discutiremos estes fatores.
2.2 Modelos Neurais
Os neuroˆnios, ou ce´lulas nervosas, sa˜o os elementos computacionais usados pelo sistema nervoso.
Podemos identificar treˆs elementos ba´sicos no modelo neural:
1As redes neurais tambe´m sa˜o referidas na literatura como neurocomputadores, redes conexionistas ou processadores
paralelamente distribuı´dos.
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1. Um conjunto de sinapses (ou elos de conexe˜os), cada uma caracterizada por um peso. Espe-
cificamente, um sinal xj , na entrada da sinapse j do neuroˆnio i, interage com o peso sina´ptico
wij . Note que o primeiro ı´ndice de w refere-se ao neuroˆnio em questa˜o e o segundo refere-se
ao terminal de entrada da sinapse.
2. Uma regra de propagac¸a˜o, que define as operac¸o˜es usadas para processar os sinais de entrada,
ponderados pelas respectivas sinapses. Normalmente estas operac¸o˜es constituem um combi-
nador linear. As operac¸o˜es usadas no modelo cla´ssico e´ a multiplicac¸a˜o seguida da soma;
entretanto, no modelo morfolo´gico do neuroˆnio, usaremos a soma e uma operac¸a˜o de ma´ximo
ou mı´nimo.
3. Uma func¸a˜o de ativac¸a˜o, usada para introduzir na˜o-linearidade no modelo e/ou restringir a
amplitude da saı´da de um neuroˆnio. Neste trabalho usaremos basicamente quatro tipos de
func¸o˜es de ativac¸a˜o: identidade, func¸a˜o linear por partes, func¸a˜o sinal ou limiar, e a func¸a˜o
exponencial. Deixaremos a func¸a˜o de ativac¸a˜o implı´cita quando usarmos a identidade.
E´ comum encontramos um bias nos modelos neurais artificiais. O bias pode ser visto como uma
sinapse (wi0) conectada a uma entrada constante (x0). Por efeito de simplicidade, na˜o acrescentare-
mos o bias nos nossos modelos neurais.
Encontramos va´rios modelos neurais na literatura [55, 73], como por exemplo os modelos neurais
nebulosos [65, 103, 98, 102]. Neste trabalho, discutiremos somente o modelo neural cla´ssico e o
modelo neural morfolo´gico. Apresentaremos a seguir cada um destes modelos.
2.2.1 Modelo Neural Cla´ssico
O modelo neural cla´ssico foi proposto por McCulloch e Pitts [55]. Neste modelo, um neuroˆnio i e´
descrito pelo par de equac¸o˜es:
vi =
n∑
j=1
wijxj, e yi = φ(vi), (2.1)
ou pela u´nica equac¸a˜o
yi = φ
(
n∑
j=1
wijxj
)
, (2.2)
onde x1, x2, . . . , xn sa˜o os sinais de entrada, wi1, wi2, . . . , win sa˜o os pesos sina´pticos do neuroˆnio i,
φ(·) e´ a func¸a˜o de ativac¸a˜o, vi e´ a ativac¸a˜o do neuroˆnio e yi e´ o sinal de saı´da. Na figura 2.1 temos
uma representac¸a˜o simbo´lica de um neuroˆnio cla´ssico com n entradas.
Um conjunto com m neuroˆnios em paralelo poder ser escrito na forma matricial atrave´s da
equac¸a˜o
y = φ
(
Wx
)
, (2.3)
onde x e´ o vetor coluna contendo os sinais de entrada, W ∈ Rm×n representa a matriz de pesos
sina´pticos, φ e´ uma func¸a˜o vetorial com componentes φi : R −→ R e y e´ o vetor coluna contendo a
saı´da da rede. Note que cada linha da equac¸a˜o (2.3) representa um neuroˆnio descrito por (2.2).
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Fig. 2.1: Representac¸a˜o do modelo matema´tico cla´ssico de um neuroˆnio artificial.
2.2.2 Modelo Neural Morfolo´gico
O modelo neural morfolo´gico foi proposto por Davidson e Ritter no inı´cio dos anos 90 [20, 73, 74, 76].
Neste modelo, a soma e´ substituı´da pelo ma´ximo ou pelo mı´nimo e a multiplicac¸a˜o e´ substituı´da pela
soma. Uma motivac¸a˜o biolo´gica para esta substituic¸a˜o e´ fornecida em [77]. Matematicamente, um
neuroˆnio morfolo´gico i e´ descrito pela equac¸a˜o
vi = (wi1 + x1) ∨ (wi2 + x2) ∨ . . . ∨ (win + xn) =
n∨
j=1
(wij + xj) , (2.4)
ou
vi = (wi1 + x1) ∧ (wi2 + x2) ∧ . . . ∧ (win + xn) =
n∧
j=1
(wij + xj) , (2.5)
em conjunto com a equac¸a˜o
yi = φ(vi). (2.6)
Note que a equac¸a˜o (2.6) e´ ideˆntica a segunda equac¸a˜o de (2.1). Logo, a diferenc¸a entre o modelo
cla´ssico e o modelo morfolo´gico esta´ no ca´lculo da ativac¸a˜o do neuroˆnio (vi). Neste trabalho usa-
remos somente a func¸a˜o identidade e a func¸a˜o limiar como func¸a˜o de ativac¸a˜o no modelo neural
morfolo´gico.
O modelo neural descrito pelas equac¸o˜es (2.4) e (2.6), e o modelo descrito pelas equac¸o˜es (2.5) e
(2.6) sa˜o conhecidos na literatura como modelo neural morfolo´gico porque (2.4) e (2.5) representam
as operac¸o˜es ba´sicas da morfologia matema´tica: dilatac¸a˜o e erosa˜o, respectivamente [79, 85, 87].
Um conjunto com m neuroˆnios morfolo´gicos em paralelo tambe´m pode ser escrito na forma
matricial de um modo ana´logo a` equac¸a˜o (2.3) do modelo cla´ssico. Para tanto, precisamos definir
um produto matricial em termos das operac¸o˜es de ma´ximo ou mı´nimo, e da soma. Para uma matriz
A ∈ Rm×p, e uma matriz B ∈ Rp×n, o produto matricial C = A ∨ B, tambe´m conhecido como
produto ma´ximo de A por B, e´ definido por
cij =
p∨
k=1
(aik + bkj) . (2.7)
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O produto mı´nimo de A por B e´ definido de modo semelhante. Especificamente, os elementos de
C = A ∧ B sa˜o dados por
cij =
p∧
k=1
(aik + bkj) . (2.8)
Um conjunto com m neuroˆnios morfolo´gicos, expresso na forma matricial, e´ dado por:
y = φ (W ∨ x) , (2.9)
ou
y = φ (W ∧ x) . (2.10)
As equac¸o˜es (2.9) e (2.10) generalizam o par de equac¸o˜es (2.4) e (2.6), e o par (2.5) e (2.6), respecti-
vamente.
Os neuroˆnios morfolo´gicos descritos pela equac¸a˜o (2.9) esta˜o baseado em operac¸o˜es da estrutura
alge´bria (R,∨, +), conhecida como belt [18, 19]. Analogamente, os neuroˆnios morfolo´gicos descritos
pela equac¸a˜o (2.10) esta˜o baseados em operac¸o˜es no belt (R,∧, +). Os belts (R,∨, +) e (R,∧, +)
podem ser combinados formando a estrutura alge´brica de grupo ordenado-reticulado (lattice-ordered
group) (R,∨,∧, +). Existe uma elegante dualidade em (R,∨,∧, +) obtida a partir da equac¸a˜o r∧u =
−((−r) ∨ (−u)), va´lida para os nu´mero reais. Dado r ∈ R, definimos o conjugado aditivo r∗ como
r∗ = −r. Desta forma, (r∗)∗ = r e r ∧ u = (r∗ ∨ u∗)∗ para todo r, u ∈ R. Se A ∈ Rm×n, enta˜o a
matriz conjugada A∗ de A e´ a dada por A∗ = −AT . Segue enta˜o que
A ∧ B = (A∗ ∨B∗)∗ , (2.11)
e
A ∧ B = (B∗ ∨ A∗)∗ , (2.12)
para matrizes de tamanho apropriado. Consequentemente, uma rede neural morfolo´gica formulada
usando a operac¸a˜o ∨ pode ser reformulada em termos da operac¸a˜o ∧ , e vice-versa, usando a relac¸a˜o
expressa na equac¸a˜o (2.12). Ale´m disso, toda proposic¸a˜o em (R,∨,∧, +) induz uma proposic¸a˜o dual
obtida substituindo o sı´mbolo ∧ por ∨ e vice-versa, e revertendo as desigualdades.
Note que o modelo neural morfolo´gico na˜o envolve operac¸o˜es de multiplicac¸a˜o, mas apenas
operac¸o˜es como ma´ximo ou mı´nimo e soma. Temos enta˜o um modelo neural com computac¸o˜es
ra´pidas e de fa´cil implementac¸a˜o em hardware. Problemas de convergeˆncia e longos algoritmos de
treinamento praticamente na˜o existem [75]. Ale´m disso, as redes neurais morfolo´gicas sa˜o capazes
de resolver os problemas computacionais convencionais [73].
2.3 Arquiteturas de Redes Neurais
A arquitetura (ou topologia) de uma rede neural consiste na estrutura de interconexa˜o dos seus
neuroˆnios que sa˜o geralmente organizados em camadas com um ou va´rios neuroˆnios. Na literatura
encontramos a seguinte classificac¸a˜o para as camadas de neuroˆnios:
• Camada de Entrada: Camada de neuroˆnios que introduz as entradas externas na rede. Os
neuroˆnios desta camada sa˜o chamados de neuroˆnios de entrada.
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Fig. 2.2: Nomenclatura das camadas de uma rede neural. Rede neural progressiva totalmente conexa
de multiplas camadas.
• Camada de Saı´da: Camada de neuroˆnios que produz a saı´da da rede. Os neuroˆnios desta
camada sa˜o chamados neuroˆnios de saı´da.
• Camada Oculta: Camada de neuroˆnios que interage com outras camadas da rede. Os neuroˆnios
desta camada sa˜o aqueles que na˜o pertencem nem a camada de entrada nem a camada de saı´da
da rede.
Na figura 2.2 apresentamos uma rede de mu´ltiplas camadas com duas camadas ocultas, sendo
uma delas composta por um u´nico neuroˆnio.
E´ comum caracterizarmos uma rede pelo nu´mero de camadas. A contagem das camadas e´ feita
considerando apenas as camadas com pesos ajusta´veis. Na˜o contamos a camada de entrada, pois ela
na˜o tem pesos ajusta´veis. Uma rede neural que na˜o possui camadas ocultas e´ chamada rede de camada
u´nica, pois encontramos pesos ajusta´veis somente na camada de saı´da. Na figura 2.3 apresentamos
uma rede de camada u´nica. Numa rede de mu´ltiplas camadas encontramos uma ou mais camadas
ocultas. A figura 2.4 ilustra como e´ feita a contagem das camadas.
Uma rede de mu´ltiplas camadas e´ dita progressiva2 quando as conexo˜es sina´pticas avanc¸am para a
saı´da da rede, ou seja, quando na˜o houver lac¸o de realimentac¸a˜o3 na rede. Apresentamos exemplos de
redes progressivas nas figuras 2.2, 2.3 e 2.4. Chamaremos rede recorrente quando houver conexo˜es
entre neuroˆnios de uma mesma camada e/ou conexo˜es retropropagadas. Apresentamos na figura 2.5
uma rede recorrente com uma camada de neuroˆnios ocultos.
Uma rede de mu´ltiplas camadas e´ dita totalmente conexa quando cada neuroˆnio de uma camada
esta´ conectado a todos os neuroˆnios da camada seguinte. As figuras 2.2 e 2.3 apresentam redes
totalmente conexas. Se alguns elos de comunicac¸a˜o (conexo˜es sina´pticas) estiverem faltando, diremos
que a rede e´ parcialmente conexa. Na figura 2.4 encontramos uma rede parcialmente conexa. A
mesma nomenclatura vale para uma rede recorrente de camada u´nica. Na figura 2.6 apresentamos
uma rede recorrente de camada u´nica totalmente conexa. Neste caso, todos os neuroˆnios possuem
lac¸o de alimentac¸a˜o de modo que a saı´da da iterac¸a˜o t e´ usada como entrada na iterac¸a˜o t + 1.
2Traduc¸a˜o para o termo ingleˆs “feedforward”.
3Existe realimentac¸a˜o quando a saı´da de um elemento influencia em parte a entrada aplicada a`quele elemento particu-
lar.
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Fig. 2.6: Rede recorrente de camada u´nica totalmente conexa.
2.4 Aprendizagem
A capacidade de aprender e´ uma das principais caracterı´sticas da inteligeˆncia. O aprendizado numa
rede neural e´ realizado ajustando-se os pesos das conexo˜es sina´pticas. Em outras palavras, aprendi-
zagem e´ o processo onde os paraˆmetros livres de uma rede sa˜o modificados. O tipo de aprendizagem
e´ determinado pela maneira pela qual ocorre a modificac¸a˜o dos paraˆmetros.
Existem dois tipos ba´sicos de aprendizagem numa rede neural: aprendizado supervisionado (ou
aprendizado com professor) e aprendizado na˜o-supervisionado (ou aprendizado sem professor). Em
ambos os casos precisamos de um conjunto de dados, conhecidos como dados de treinamento.
O aprendizado supervisionado consiste na apresentac¸a˜o de exemplos de entrada-saı´da. Durante
o processo de aprendizado e´ feito um ajuste nos pesos de forma a minimizar a diferenc¸a (erro) entre
a resposta da rede e a resposta desejada4. Temos assim a ac¸a˜o de um “professor” que apresenta a
resposta correta indicando a ac¸a˜o o´tima a ser realizada pela rede neural.
No aprendizado na˜o supervisionado, apenas os dados de entrada sa˜o fornecidos. Neste caso, o
aprendizado esta´ baseado em agrupamentos de padro˜es. Os pesos sa˜o ajustados de modo que padro˜es
semelhantes produzam a mesma saı´da.
Nos estudos das memo´rias associativas usaremos somente o aprendizado supervisionado, pois
sempre teremos os dados de entrada e as respectivas saı´das desejadas.
2.4.1 Aprendizado Supervisionado
Uma rede neural articial com n neuroˆnios na camada de entrada e m neuroˆnios na camada de saı´da
pode representar uma func¸a˜o G : Rn −→ Rm [21]. Por exemplo, uma rede neural progressiva cla´ssica
de camada u´nica pode ser escrita como
y = G(x) = φ(Wx).
4A aprendizagem supervisionada pode ser vista como aprendizagem por correc¸a˜o de erro.
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Lembre-se que a recı´proca tambe´m e´ verdadeira visto que as redes neurais cla´ssicas sa˜o aproxima-
dores universais [33]. Temos que observar, pore´m, que falta conduzir pesquisas sobre a utilizac¸a˜o de
redes neurais morfolo´gicas como aproximadores de func¸o˜es.
No aprendizado supervisionado conhecemos o conjunto de vetores de entrada xξ e suas respec-
tivas saı´das yξ, para ξ = 1, 2, . . . , k. Podemos enta˜o interpretar a rede neural como uma func¸a˜o
dos pesos sina´pticos e resolver um problema de otimizac¸a˜o onde minimizamos o erro cometido pela
rede neural. Por exemplo, para encontrar a matriz dos pesos sina´pticos de uma rede neural cla´ssica
progressiva de camada u´nica, resolvemos o problema:
min
W
‖yξ − φ (Wxξ) ‖, para todo ξ = 1, . . . , k.
Existem va´rios algoritmos de aprendizado supervisionado que resolvem um problema de otimizac¸a˜o.
O mais conhecido e´ o algoritmo de retropropagac¸a˜o (backpropagation) [21, 33]. Entretanto, devido
ao elevado custo computacional, na˜o utilizaremos nenhum algoritmo de otimizac¸a˜o complexo para
encontrar a matriz dos pesos sina´pticos. Neste trabalho utilizaremos somente regras simples, como o
armazenamento por correlac¸a˜o ou o armazenamento por projec¸a˜o, para treinar nossas redes neurais
(veja Capı´tulo 4).
Capı´tulo 3
Conceitos Ba´sicos de Memo´rias Associativas
Neurais
Neste capı´tulo apresentamos os fundamentos matema´ticos das memo´rias associativas neurais e espe-
cificamos a notac¸a˜o e a nomenclatura que sera´ usada durante toda a dissertac¸a˜o.
3.1 Formulac¸a˜o Matema´tica, Armazenamento e Associac¸a˜o
Uma memo´ria associativa (Associative Memory, AM) representa um sistema de entrada-saı´da (input-
output) que armazena va´rios pares de padro˜es (x,y), onde x ∈ Rn e y ∈ Rm. Numa memo´ria
associativa criamos um mapeamento entre a entrada e a saı´da dado por y = G(x), onde G : Rn −→
Rm e´ o mapeamento associativo da memo´ria. Cada par entrada-saı´da (x,y) armazenado na memo´ria
e´ dito uma associac¸a˜o. A entrada do sistema (vetor x) e´ conhecido como padra˜o-chave (ou memo´ria-
chave) e a saı´da (vetor y) e´ chamado padra˜o recordado.
A formulac¸a˜o matema´tica para um problema de memo´ria associativa pode ser escrita como: Dado
um conjunto finito de pares de entrada-saı´da {(xξ,yξ) : ξ = 1, 2, . . . , k} a ser armazenado, nossa
tarefa e´ encontrar um mapeamento que recupere cada um destes pares, isto e´, determinar uma func¸a˜o
G tal que G(xξ) = yξ, para todo ξ = 1, . . . , k [31]. Ale´m disso, desejamos que G tenha toleraˆncia
a ruı´do (capacidade de correc¸a˜o de erros). Assim, se x˜ξ e´ uma versa˜o ruidosa de xξ, isto e´, se
x˜ξ 6= xξ e d(xξ, x˜ξ) < δ com δ > 0 pequeno, desejamos que xξ e x˜ξ produzam a mesma saı´da, ou
seja, G(x˜ξ) = yξ (a func¸a˜o G na˜o e´ injetora). Nas memo´rias associativas neurais utilizamos uma rede
neural para representar o mapeamento associativo G e a fase de armazenamento reduz-se a determinar
a(s) matriz(es) dos pesos sina´pticos.
Note que, se um par (xξ,yξ) foi corretamente armazenado numa memo´ria associativa e se G
e´ um mapeamento ı´mpar, enta˜o G(−x) = −G(x) = −y, ou seja, o par (−xξ,−yξ) tambe´m foi
armazenado na memo´ria. Podemos mostar que uma rede neural cla´ssica com func¸o˜es de ativac¸a˜o
ı´mpares produz um mapeamento G ı´mpar. Este fato na˜o vale para as redes neurais morfolo´gicas
devido as operac¸o˜es de ma´ximo e mı´nimo usadas no modelo neural morfolo´gico. Va´rias memo´rias
associativas neurais cla´ssicas utilizam func¸o˜es de ativac¸a˜o ı´mpar e, consequentemente, representam
mapeamentos ı´mpares. Como exemplo temos a rede de Hopfield, a BAM e a BSB.
O conjunto das associac¸o˜es {(xξ,yξ), ξ = 1, . . . , k} e´ chamado conjunto das memo´rias funda-
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mentais. Cada associac¸a˜o (xξ,yξ) neste conjunto e´ uma memo´ria fundamental, cada padra˜o xξ e´
uma chave fundamental e cada padra˜o yξ neste conjunto e´ uma recordac¸a˜o fundamental. Quando o
conjunto das memo´rias fundamentais e´ da forma {(xξ,xξ), ξ = 1, 2, . . . , k}, dizemos que esta e´ uma
memo´ria auto-associativa. Neste caso particular, os termos memo´ria fundamental, chave fundamen-
tal e recordac¸a˜o fundamental sa˜o sinoˆnimos. No caso geral, quando yξ e´ diferente de xξ, temos uma
memo´ria heteroassociativa.
O processo usado para determinar (ou sintetizar) uma memo´ria associativa e´ conhecido como
fase de armazenamento. Um dos principais objetivos numa memo´ria associativa e´ criar um mape-
amento com uma grande capacidade de armazenamento, isto e´, uma vasta quantidade de memo´rias
fundamentais podem ser armazenadas [33]. Um dos maiores problemas em uma memo´ria associa-
tiva e´ a criac¸a˜o de associac¸o˜es que na˜o fazem parte do conjunto das memo´rias fundamentais. Estas
associac¸o˜es, armazenadas indevidamente, sa˜o as chamadas memo´rias espu´rias.
Quando a fase de armazenamento esta´ completa, inicia-se a fase de recordac¸a˜o. Aqui, uma
memo´ria pode ser testada para verificar se as memo´rias fundamentais foram corretamente armaze-
nadas e a capacidade de correc¸a˜o de erro pode ser medida apresentando as chaves fundamentais
corrompidas com va´rios tipos de ruı´dos e observando a saı´das resultantes, i.e., comparamos a saı´da
de uma entrada ruidosa com a saı´da desejada. O conjunto dos pontos x ∈ Rn tais que G(x) = y e´
chamado regia˜o de recordac¸a˜o do padra˜o y.
3.2 Classificac¸a˜o das Memo´rias Associativas Neurais
As memo´rias associativas neurais podem ser divididas em duas grandes classes: as memo´rias as-
sociativas esta´ticas e as memo´rias associativas dinaˆmicas (Dynamic Associative Memory, DAM).
As memo´rias associativas neurais esta´ticas podem ser descritas por uma rede neural progressiva.
Uma rede neural recorrente usada como mapeamento associativo produz uma memo´ria associativa
dinaˆmica. Portanto, a arquitetura da rede neural utilizada (progressiva ou recorrente) define a arqui-
tetura da memo´ria associativa neural (esta´tica ou dinaˆmica, respectivamente).
Os padro˜es armazenados numa memo´ria associativa neural podem ser bipolares ({−1, 1}), bina´rios
({0, 1}), discretos (Z) ou contı´nuos (R). Apresentaremos nesta dissertac¸a˜o modelos de memo´rias as-
sociativas neurais para padro˜es contı´nuos mas daremos eˆnfase a`s memo´rias associativas bipolares e
bina´rias.
A fase de recordac¸a˜o de uma memo´ria associativa dinaˆmica pode ser interpretada como um pro-
cesso temporal que assume valores discretos ou contı´nuos. Deste modo, classificamos as memo´rias
associativas dinaˆmicas como sendo discretas ou contı´nuas no tempo. Nesta dissertac¸a˜o na˜o discutire-
mos as memo´rias associativas dinaˆmicas contı´nuas no tempo [33, 37, 36]. Na figura 3.1 apresentamos
um diagrama com a classificac¸a˜o das memo´rias associativas neurais. Os modelos com caixas ponti-
lhadas na˜o sera˜o discutidos neste trabalho.
As memo´rias associativas dinaˆmicas discretas no tempo podem ser descritas pelas equac¸o˜es
y(t) = F (x(t)) , (3.1)
x(t + 1) = H(y(t)) , (3.2)
∀ t = 0, 1, . . . (3.3)
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Fig. 3.1: Diagrama para classificac¸a˜o de uma memo´ria associativa neural. Os modelos com caixas
pontilhadas na˜o sera˜o discutidos neste trabalho.
onde F : Rn → Rm e H : Rm → Rn sa˜o func¸o˜es na˜o lineares. Dizemos que o par (x,y) e´ um ponto
estaciona´rio de uma memo´ria associativa dinaˆmica se F (x) = y e H(y) = x. Um ponto estaciona´rio
e´ tambe´m referido como ponto fixo no caso auto-associativo. O conjunto dos pontos x = x(0) para o
qual a sequ¨eˆncia dos pares {(x(0),y(0)), (x(1),y(1)), . . .)} gerada atrave´s das equac¸o˜es (3.1)-(3.3)
na˜o converge e´ conhecido como regia˜o de indecisa˜o. Note que uma memo´ria associativa dinaˆmica
sempre converge para um ponto estaciona´rio independente do padra˜o-chave se e somente se a regia˜o
de indecisa˜o for vazia. Devemos impor um nu´mero ma´ximo de iterac¸o˜es na auseˆncia de informac¸o˜es
sobre a regia˜o de indecisa˜o ou quando soubermos que esta e´ na˜o vazia.
A interpretac¸a˜o das equac¸o˜es (3.1) e (3.2) depende do tipo de atualizac¸a˜o das componentes dos
vetores y(t) e x(t+1). As duas formas de atualizac¸a˜o mais comum sa˜o: sincronizada (ou paralela) e
assı´ncrona (ou sequ¨encial). Numa memo´ria associativa com atualizac¸a˜o sincronizada, todas as com-
ponentes dos vetores y(t) e x(t+1) sa˜o atualizadas simultaneamente a cada iterac¸a˜o. Na atualizac¸a˜o
assı´ncrona, a cada iterac¸a˜o t, definimos It como sendo uma permutac¸a˜o do conjunto {1, 2, . . . , m},
Jt como sendo uma permutac¸a˜o de {1, 2, . . . , n} e computamos
yi(t) = Fi(x(t)) , i ∈ It (3.4)
xj(t + 1) = Hj(y(t)) , j ∈ Jt (3.5)
seguindo a ordem proposta em It e Jt. Em outras palavras, na iterac¸a˜o t, atualizamos uma u´nica com-
ponente de cada vez nos vetores y(t) e x(t + 1) seguindo uma sequ¨eˆncia aleato´ria de ı´ndices ate´ atu-
alizarmos todas as componentes. Na iterac¸a˜o seguinte, repetimos o processo escolhendo sequ¨eˆncias
diferentes de ı´ndices It e Jt. Note que as atualizac¸a˜o assı´ncrona adicionam incerteza na sequ¨eˆncia en-
tre o padra˜o-chave e o padra˜o recordado. Por esta raza˜o, podemos dizer que uma memo´ria associativa
dinaˆmica com atualizac¸a˜o assı´ncrona representa um modelo estoca´stico.
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O modo de atualizac¸a˜o das componentes pode afetar drasticamente a fase de recordac¸a˜o de uma
memo´ria associativa dinaˆmica. Por exemplo, a memo´ria associativa de Hopfield com atualizac¸a˜o
assı´ncrona sempre converge para um ponto fixo se certas condic¸o˜es forem satisfeitas. Por outro
lado, a mesma memo´ria associativa com atualizac¸a˜o sincronizada pode ter uma regia˜o de indecisa˜o
na˜o vazia. Nesta dissertac¸a˜o de mestrado, embora usamos com frequeˆncia uma notac¸a˜o vetorial
semelhante a`s equac¸o˜es (3.1) e (3.2) para descrever uma memo´ria associativa dinaˆmica, consideramos
apenas atualizac¸a˜o assı´ncrona.
O mapeamento associativo G de uma memo´ria associativa dinaˆmica e´ definido como segue. Dado
um padra˜o-chave x, tome x(0) = x e compute a sequ¨eˆncia finita {(x(0),y(0)), . . . , (x(tf),y(tf))},
onde tf e´, ou o menor t tal que (x(t),y(t)) e´ um ponto estaciona´rio, ou o nu´mero ma´ximo de iterac¸o˜es
permitidas. O padra˜o recordado pela memo´ria associativa apo´s a fase de recordac¸a˜o e´ dado pela
seguinte equac¸a˜o
y = G(x) := y(tf) . (3.6)
Note que o mapeamento associativo G inclui a dinaˆmica da memo´ria associativa e considera, indire-
tamente, o modo de atualizac¸a˜o das componentes.
3.3 Caracterı´sticas para um Bom Desempenho
E´ de nosso interesse caracterizar o desempenho de uma memo´ria associativa. Um conjunto de carac-
terı´sticas deseja´veis para uma classe de memo´rias associativas encontra-se em [31, 32, 64].
Uma memo´ria associativa de baixa performance e´ aquela incapaz de armazenar todas as memo´rias
fundamentais ou com baixa toleraˆncia a ruı´do. Ela possui um grande nu´mero de memo´rias espu´rias,
e estas possuem grandes regio˜es de recordac¸a˜o. No caso das memo´rias associativas dinaˆmicas, uma
baixa performance tambe´m pode ser caracterizada pela presenc¸a de oscilac¸o˜es, onde um estado ini-
cial pro´ximo a uma memo´ria armazenada tem grande probabilidade de convergir para uma memo´ria
espu´ria ou para um ciclo limite.
Uma memo´ria associativa dinaˆmica ideal e´ aquela que possui grande toleraˆncia a ruı´do, um
nu´mero relativamente pequeno de memo´rias espu´rias, e cada memo´ria espu´ria possui uma pequena
regia˜o de recordac¸a˜o. No caso das memo´rias associativas dinaˆmicas, ela deve ser uma memo´ria asso-
ciativa esta´vel no sentido de na˜o possuir oscilac¸o˜es e possuir uma convergeˆncia ra´pida para quaisquer
padro˜es-chaves apresentados a` rede. Resumindo, diremos que uma memo´ria associativa possui um
bom desempenho quando possuir as seguintes caracterı´sticas:
1. Grande capacidade de armazenamento,
2. Toleraˆncia a ruı´do ou entradas incompletas,
3. Existeˆncia de poucas memo´rias espu´rias,
4. O armazenamento da informac¸a˜o deve ser distribuı´do e robusto.
5. Recordac¸a˜o ra´pida e baixo custo computacional.
Utilizaremos estas caracterı´sticas no capı´tulo 7 para comparar os va´rios modelos de memo´rias asso-
ciativas neurais apresentados nesta dissertac¸a˜o.
Capı´tulo 4
Memo´rias Associativas Lineares
Neste capı´tulo apresentamos as memo´rias associativas lineares que foram introduzidas em 1972 in-
dependentemente por Anderson, Kohonen e Nakano [4, 47, 60]. Numa memo´ria associativa linear
(Linear Associative Memory, LAM) criamos um mapeamento linear G : Rn −→ Rm entre a entrada
e a saı´da. Neste caso, o mapemento G pode ser representado por uma matriz, digamos W ∈ Rm×n, e
dado um padra˜o-chave x ∈ Rn, encontramos o padra˜o recordado y ∈ Rm atrave´s da equac¸a˜o
y = Wx. (4.1)
Uma memo´ria associativa linear e´ descrita por uma rede neural cla´ssica progressiva de camada
u´nica (veja Figura 2.3 no Capı´tulo 2) com a func¸a˜o identidade como func¸a˜o de ativac¸a˜o. Discuti-
mos dois procedimentos diferentes utilizados para obter a matriz W da equac¸a˜o (4.1). Precisamente,
o armazenamento por correlac¸a˜o (Correlation Recipe) e o armazenamento por projec¸a˜o (Projec-
tion Recipe) [31, 32]. Estes dois procedimentos definem a base para o aprendizado das memo´rias
associativas discutidas nos pro´ximos capı´tulos.
4.1 Armazenamento por Correlac¸a˜o
O armazenamento por correlac¸a˜o (Correlation Recording), tambe´m conhecido como aprendizado de
Hebb, e´ um dos procedimentos mais usados para obter a matriz dos pesos sina´pticos W e esta´ baseado
no postulado de aprendizagem de Hebb [34]. O postulado de Hebb afirma que se um neuroˆnio A e´
ativado por um neuroˆnio B repetidas vezes, enta˜o o neuroˆnio A se tornara´ mais sensı´vel aos estı´mulos
do neuroˆnio B e a conexa˜o sina´ptica entre A e B sera´ aumentada [21, 33]. Em resumo, o peso
sina´ptico wij sofrera´ uma variac¸a˜o dada pela correlac¸a˜o entre a entrada xj e a saı´da yi. Se temos um
conjunto finito de pares {(xξ,yξ) : ξ = 1, . . . , k} a ser armazenado numa memo´ria associativa linear,
o armazenamento por correlac¸a˜o fornecera´ uma matriz W ∈ Rm×n onde
wij =
k∑
ξ=1
yξi x
ξ
j . (4.2)
Usando uma notac¸a˜o matricial temos
W = Y XT =
k∑
ξ=1
yξ(xξ)T , (4.3)
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Fig. 4.1: Padro˜es recordados pela memo´ria auto-associativa linear com armazenamento por
correlac¸a˜o quando usamos como entrada as chaves fundamentais x1, . . . ,x5.
onde X = [x1,x2, . . . ,xk] ∈ Rn×k e´ a matriz obtida tomando as chaves fundamentais como coluna e
Y = [y1,y2, . . . ,yk] ∈ Rm×k e´ obtida concatenando as recordac¸o˜es fundamentais.
A memo´ria associativa linear com armazenamento por correlac¸a˜o pode ser facilmente determi-
nada, mas possui se´rias limitac¸o˜es. Por exemplo, substituindo (4.3) em (4.1) e assumindo que xh e´
uma chave fundamental, encontramos a seguinte expressa˜o para o padra˜o recordado y˜h:
y˜h =
[ k∑
ξ=1
yξ(xξ)T
]
xh = ‖xh‖2yh +
k∑
ξ 6=h
yξ(xξ)Txh. (4.4)
O segundo termo do lado direito de (4.4) e´ um vetor ruı´do e surge devido a` interfereˆncia cruzada
(cross-talk) entre o padra˜o xh e as demais chaves fundamentais. Note que este termo sera´ zero se os
vetores x1,x2, . . . ,xk forem ortogonais. O primeiro termo do lado direito de (4.4) e´ proporcional a`
recordac¸a˜o fundamental yh, com constante de proporcionalidade ‖xh‖2. Para evitar esta constante,
podemos impor ‖xξ‖2 = 1 para ξ = 1, 2, . . . , k. Assim, uma condic¸a˜o suficiente para recordar
uma memo´ria perfeitamente e´ ter um conjunto de vetores {x1,x2, . . . ,xk} ortonormal. Dificilmente
teremos uma recordac¸a˜o perfeita das memo´rias fundamentais se os padro˜es x1,x2, . . . ,xk na˜o forem
ortonormais. Note que na˜o impormos condic¸o˜es sobre as recordac¸o˜es fundamentais, portanto, os
vetores coluna y1,y2, . . . ,yk podem ser quaisquer.
Exemplo 4.1.1. Considere as imagens com 256 tons de cinza apresentadas na figura 1.3. Estas
imagens foram convertidas em padro˜es (vetores coluna) x1, . . . ,x4 ∈ [0, 1]4096 e armazenadas na
memo´ria auto-associativa linear com armazenamento por correlac¸a˜o. Usando as chaves fundamentais
como entrada, encontramos como resposta os padro˜es apresentados na figura 4.1, respectivamente.
Neste exemplo percebemos claramente o efeito da interferencia curzada discutido anteriormente. O
erro quadra´tico me´dio normalizado (EQMN) calculado atrave´s da equac¸a˜o
EQMN =
1
k
k∑
ξ=1
‖Wxξ − yξ‖
‖xξ‖ (4.5)
foi aproximadamente 3100.
Exemplo 4.1.2. A memo´ria associativa linear com armazenamento por correlac¸a˜o tambe´m pode
ser usada para armazenar padro˜es bipolares. Considere as chaves fundamentais x1,x2, . . . ,x5 ∈
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Fig. 4.2: Padro˜es recordados pela memo´ria associativa linear com armazenamento por correlac¸a˜o
quando usamos como entrada as chaves fundamentais x1, . . . ,x5.
{−1, 1}4096 apresentados na figura 1.1 e as recordac¸o˜es fundamentais y1,y2, . . . ,y5 ∈ {−1, 1}4096
apresentados na figura 1.2. Armazenamos estes cinco pares de padro˜es na memo´ria associativa linear
usando o armazenamento por correlac¸a˜o. Apresentando as chaves fundamentais x1, . . . ,x5 como
entrada, encontramos os padro˜es recordados apresentados na figura 4.2, respectivamente. Percebe-
mos novamente o efeito da interferencia curzada neste exemplo. Note que, embora as recordac¸o˜es
fundamentais sejam padro˜es bipolares, os padro˜es recordados na˜o sa˜o padro˜es bipolares. De fato,
Wx1, Wx2, . . . , Wx5 ∈ [−14354, 14354]4096. O erro quadra´tico me´dio normalizado (EQMN) foi
aproximadamente 10471, um valor grande pois ale´m da interfereˆncia cruzada temos o valor ‖xξ‖2 =
4096 multiplicando o vetor coluna yξ na equac¸a˜o (4.4).
O armazenamento por correlac¸a˜o parece na˜o ser muito eficiente, visto que dificilmente armaze-
nara´ o conjunto das memo´rias fundamentais se existir uma chave fundamental que na˜o e´ ortogonal as
demais. Todavia, ele possui grandes vantagens. A primeira delas esta´ na motivac¸a˜o biolo´gica do pos-
tulado de Hebb. A segunda vantagem esta´ no custo computacional realizado para encontrar a matriz
W , pois neste armazenamento realizamos (2k − 1)mn operac¸o˜es1.
4.1.1 Armazenamento por Correlac¸a˜o Auto-associativo Bipolar
No caso auto-associativo bipolar, os elementos da diagonal de W sa˜o wii =
∑k
ξ=1
(
x
ξ
i
)2
. Estes ele-
mentos sa˜o sempre positivos e seus valores aumentam indefinidamente quando adicionamos novos
padro˜es. Deste modo, quando armazenamos muitos padro˜es, encontramos uma matriz cujos elemen-
tos da diagonal sa˜o muito maiores que os demais elementos e se fize´ssemos uma normalizac¸a˜o dos
elementos da matriz, encontrarı´amos uma matriz parecida com uma matriz diagonal. Entretanto, uma
matriz diagonal na˜o possui capacidade de correc¸a˜o de erro e na˜o teremos uma memo´ria associativa
eficiente. Este e´ um problema comum no aprendizado de Hebb e pode ser resolvido impondo wii = 0.
Quando impomos wii = 0, encontramos:
wij =
{∑k
ξ=1 x
ξ
ix
ξ
j , se i 6= j,
0 se i = j,
para 1 ≤ i, j ≤ n . (4.6)
Usando uma notac¸a˜o matricial temos
W = XXT − kI, (4.7)
1Neste trabalho +,−,× e ÷ representam uma operac¸a˜o (1 flop).
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onde I e´ a matriz identidade n×n e k e´ o nu´mero de padro˜es armazenados na memo´ria associativa li-
near. A regra de aprendizado descrita pelas equac¸o˜es 4.6 e 4.7 e´ conhecido como armazenamento por
correlac¸a˜o com diagonal nula ou aprendizado de Hebb sem auto-conexa˜o (ou auto-realimentac¸a˜o).
Este aprendizado sera´ usado nas memo´rias auto-associativas dinaˆmicas apresentadas nos capı´tulo 5.
4.2 Armazenamento por Projec¸a˜o
O armazenamento por projec¸a˜o (Projection Recording) foi proposto por Kohonen e Ruohonen [50]
e tem como objetivo resolver o problema
min
W
‖Y −WX‖2F = min
W
k∑
ξ=1
‖yξ −Wxξ‖22, (4.8)
onde ‖ · ‖F representa a norma de Frobenius2 e ‖ · ‖2 representa a norma Euclidiana (para veto-
res). Uma memo´ria associativa linear treinada usando o armazenamento por projec¸a˜o e´ chamada
memo´ria associativa linear o´tima (Optimal Linear Associative Memory, OLAM) pois a matriz dos
pesos sina´pticos W ∈ Rm×n e´ a matriz que minimiza o erro entre as recordac¸o˜es fundamentais yξ e
os padro˜es recordados Wxξ. A soluc¸a˜o de (4.8) e´
W = Y X†, (4.9)
onde X† e´ a pseudo-inversa (ou inversa generalizada de Moore-Penrose) de X [25, 101]. A matriz
W e´ a matriz de projec¸a˜o no espac¸o gerado pelas recordac¸o˜es fundamentais yξ, por isso chamamos
este aprendizado de armazenamento por projec¸a˜o.
Se o conjunto {xξ, ξ = 1, 2, . . . , k} e´ linearmente independente, i.e., se X e´ uma matriz de posto
completo, enta˜o a pseudo-inversa de X e´ dada por
X† = (XT X)−1XT , (4.10)
e
W = Y (XT X)−1XT . (4.11)
Se os padro˜es {xξ, ξ = 1, . . . , k} forem ortonormais, enta˜o XT X = I e W = Y XT e´ a matriz
encontrada usando o armazenamento por correlac¸a˜o. Logo, o armazenamento por correlac¸a˜o e´ um
caso particular do armazenamento por projec¸a˜o se os padro˜es armazenados forem ortonormais.
Existe uma versa˜o iterativa do procedimento de armazenamento por projec¸a˜o baseada no teorema
de Greville que na˜o sera´ discutida aqui mas pode ser encontrada em [49]. Esta versa˜o iterativa pode
ser usada para adicionar uma nova associac¸a˜o na memo´ria associativa linear o´tima.
No caso auto-associativo, Y = X , temos W 2 = W (matriz de projec¸a˜o ) e W = W T (matriz
sime´trica). Estes fatos podem ser obtidos diretamente das propriedades da matriz pseudo-inversa
[53, 48, 101]. Note que W = I e´ soluc¸a˜o do problema minW ‖X −WX‖F independente da matriz
X . Logo podemos armazenar um nu´mero ilimitado de padro˜es na OLAM no caso auto-associativo.
No caso hetero-associativo, minW ‖Y − WX‖F pode ser maior que zero e na˜o garantimos sucesso
2Tambe´m referida como norma Euclidiana para matrizes.
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na fase de armazenamento. Se X possui posto completo, pela equac¸a˜o (4.11) concluı´mos que a
matriz W do armazenamento por projec¸a˜o e´ tal que WX = Y . Por outro lado, se k > n, enta˜o
certamente teremos um conjunto linearmente dependente, X provavelmente na˜o tera´ posto completo
e dificilmente conseguiremos armazenar o conjunto das memo´rias fundamentais na OLAM.
Exemplo 4.2.1. Considere o caso auto-associativo onde armazenamos os padro˜es em tons de cinza
apresentados na figura 1.3. Vimos no exemplo 4.1 que a memo´ria associativa linear com armazena-
mento por correlac¸a˜o na˜o e´ capaz de armazenar o conjunto das memo´rias fundamentais. Armazena-
mos estas memo´rias fundamentais na OLAM e encontramos como saı´da as recordac¸o˜es fundamen-
tais apo´s apresentar as respectivas chaves fundamentais como entrada. De fato, todas as memo´rias
fundamentais foram armazenadas com sucesso posto que o conjunto {x1, . . . ,x4} e´ linearmente in-
dependente. O EQMN deste experimento foi 2, 7× 10−15 por causa de erros nume´ricos.
Exemplo 4.2.2. Vamos considerar o caso hetero-associative bipolar. Considere os padro˜es de entrada
apresentados na figura 1.1 e os padro˜es de saı´da apresentados na figura 1.2. Primeiramente, notamos
que o posto da matriz X e´ 5. Portanto, a OLAM deve ser capaz de armazenar o conjuto de memo´rias
fundamentais {(xξ,yξ) : ξ = 1, . . . , 5}. De fato, armazenando este conjunto e apresentando os
padro˜es x1, . . . ,x5 como entrada, encontramos um EQMN de 5, 6 × 10−14. Novamente, o valor
encontrado para EQMN e´ diferente de zero devido a erros de arredondamento.
Teorema 4.2.1. Sejam X ∈ Rn×k e Y ∈ Rm×k as matrizes concatenando as chaves e recordac¸o˜es
fundamentais, respectivamente. Considere a decomposic¸a˜o em valores singulares (SVD)
X = UΣV T =
r∑
j=1
σjujv
T
j . (4.12)
Seja N = [n1,n2, . . . ,nk] ∈ Rn×k uma matriz gerada aleatoriamente com distribuc¸a˜o gaussiana
com me´dia zero e variancia3 σ2, isto e´, E(nξi ) = 0 e
E(nξin
ξ
j) =
{
σ2 se i = j,
0 caso contra´rio,
(4.13)
onde E(X) representa a esperanc¸a da varia´vel aleato´ria X . Se W = Y X† e´ a matriz das conexo˜es
sinapticas da OLAM, enta˜o o erro quadra´tico me´dio (Mean Square Error, MSE) total das recordac¸o˜es
da memo´ria associativa sera´
MSE = E
(‖Y −W (X + N)‖2F) (4.14)
=
k∑
j=r+1
‖Y vj‖22 + kσ2
r∑
j=1
‖Y vj‖22
σ2j
, (4.15)
onde v1, . . . ,vk sa˜o os vetores singulares da direita e σ1, . . . , σr sa˜o os valores singulares de X .
Com base neste teorema concluı´mos que:
3Note que usamos σj , com ı´ndice, para representar os valores singulares e σ2, sem ı´ndice, para representar a variaˆncia
de nξi .
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1. O primeiro termo de (4.15) surge devido a dependeˆncia linear das chaves fundamentais. Se os
vetores x1,x2, . . . ,xk forem linearmente independentes, enta˜o o posto r da matriz X sera´ k e o
primeiro termo de (4.15) sera´ zero. Se os padro˜es-chave forem linearmente dependente, o erro
do primeiro termo sera´ inevita´vel e podemos chamar este termo de erro da dependeˆncia linear.
2. O segundo termo de (4.15) e´ obtido devido ao ruı´do nos padro˜es de entrada e podemos cha-
mar este termo de erro do ruı´do. Quando apresentamos como entrada um padra˜o-chave sem
ruı´do, enta˜o σ2 = 0 e este termo tambe´m sera´ zero. Por outro lado, se fornecermos uma en-
trada ruidosa, necessariamente teremos a interfereˆncia do erro do ruı´do na recordac¸a˜o. Note
que, no somato´rio do erro do ruı´do, se um dos valores singulares for muito pequeno, enta˜o
kσ‖Y vj‖2/σj >> 0 e o erro de recordac¸a˜o sera´ grande. Logo, quando uma entrada ruidosa
e´ apresentada a memo´ria associativa, o erro de recordac¸a˜o pode ser descrito pelos valores sin-
gulares σj de X . Observe tambe´m que, se X tem posto completo, enta˜o r = k e quanto mais
elementos sa˜o armazenados, maior sera´ o erro devido ao termo do ruı´do.
Corola´rio. O erro quadratico me´dio total das recordac¸o˜es da OLAM no caso auto-associativo e´
MSE = kσ2r. (4.16)
Note que o MSE da memo´ria associativa linear o´tima no caso auto-associativo na˜o possui o termo
devido ao erro da dependeˆncia linear.
Sabemos que a me´dia da soma total do ruı´do e´
E
(
k∑
ξ=1
‖nξ‖22
)
= kσ2n. (4.17)
Com base nas equac¸o˜es (4.16) e (4.17), concluı´mos que a medida de correc¸a˜o de erro desta memo´ria
associativa e´:
kσ2r
kσ2n
=
r
n
. (4.18)
Logo, se r < n, enta˜o a memo´ria auto-associativa linear com armazenamento por projec¸a˜o reduz o
ruı´do da entrada. O pior caso ocorre quando r = n onde o ruı´do na˜o diminui. Note tambe´m que,
quanto menor for r (ou k, pois r ≤ k), melhor sera´ a correc¸a˜o de erro esta memo´ria. Entretanto, na˜o
temos uma restric¸a˜o quanto ao nu´mero de padro˜es armazenados. Podemos armazenar um nu´mero
de padro˜es maior que a dimensa˜o dos padro˜es de entrada, isto e´, k > n, mas perdemos com isso a
capacidade de correc¸a˜o de erro, pois a matriz W tende para a matriz identidade.
O teorema 4.2.1 e o corola´rio deste teorema podem ser encontrados no artigo de Murakami e
Aibara [59]. Outros resultados sobre a capacidade de correc¸a˜o de erro da memo´ria associativa linear
o´tima (usando armazenamento por projec¸a˜o) foram apresentados por Kohonen [49], Stiles e Denq
[89] e Casasent e Telfer [14], entre outros.
Exemplo 4.2.3. Considere os padro˜es em tons de cinza apresentados na figura 1.3. Pelo teorema 4.2.1
e pelo exemplo 4.2.1, sabemos que a memo´ria auto-associative linear o´tima e´ capaz de armazenar os
padro˜es x1, . . . ,x4. Vamos verificar agora a toleraˆncia a ruı´do deste modelo. Na figura 4.3 apresen-
tamos verso˜es ruidosas x˜1, . . . , x˜4 das memo´rias fundamentais geradas com distribuic¸a˜o gaussiana
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Fig. 4.3: Memo´rias-chave apresentada a` OLAM no exemplo 4.2.3.
Fig. 4.4: Padro˜es recordados pela OLAM no exemplo 4.2.3 quando apresentamos as memo´rias-chave
apresentadas na figura 4.3.
com me´dia zero e variancia 0, 1. Na figura 4.4 apresentamos os padro˜es recordados apo´s apresentar
os padro˜es da figura 4.3 como entrada. O erro quadra´tico me´dio normalizado calculado apo´s 1000
simulac¸o˜es foi aproximadamente 0, 08.
Exemplo 4.2.4. Considere os padro˜es bipolares x1, . . . ,x5 ∈ {−1, +1}4096 e y1, . . . ,y5 ∈ {−1, +1}4096
apresentados nas figuras 1.1 e 1.2, respectivamente. Vimos no exemplo 4.2.2 que a OLAM e´ capaz de
armazenar este conjunto de memo´rias fundamentais. Armazenamos estes padro˜es na OLAM e usa-
mos como entrada os padro˜es x˜1, . . . , x˜5 apresentados na figura 4.5, respectivamente. Estes padro˜es
ruidosos foram gerados a partir das chaves fundamentais revertendo o valor de um pixel seguindo uma
distribuic¸a˜o uniforme com probabilidade 0, 3. Na figura 4.6 apresentamos os respectivos padro˜es re-
cordados. O erro quadra´tico me´dio normalizado (EQMN) foi aproximadamente 0, 6. Note que os
padro˜es recordados pela OLAM foram imagens em tons de cinza [−1, +1]4096 com ruı´do vindo de
outras recordac¸o˜es fundamentais mas dominado pelo saı´da desejada (erro do ruı´do). Encontramos as
memo´rias fundamentais y1, . . . ,y5 e um EQMN igual a zero aplicando um threshold com corte no
nı´vel de cinza fornecido pelo me´todo de Otsu [63].
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Fig. 4.5: Verso˜es corrompidas dos padro˜es x1, . . . ,x5 da figura 1.1. Estes padro˜es foram gerados
introduzindo ruı´do uniforme com probabilidade 0, 3 de reverter o valor de um pixel.
Fig. 4.6: Padro˜es recordados pela OLAM no exemplo 4.2.4 quando apresentamos as memo´rias-chave
apresentadas na figura 4.5.
Capı´tulo 5
Memo´rias Associativas Dinaˆmicas
Neste capı´tulo apresentamos os principais modelos de memo´rias associativas dinaˆmicas para padro˜es
bipolares e introduzimos a memo´ria associativa bidirecional com capacidade exponencial. Para cada
modelo fornecemos uma breve introduc¸a˜o, especificamos a arquitetura da rede neural e a regra de
aprendizado, apresentamos uma breve ana´lise sobre a convergeˆncia e exemplos computacionais.
5.1 Memo´ria Associativa de Hopfield Discreta
A memo´ria associativa de Hopfield foi introduzida em 1982 pelo fı´sico J.J. Hopfield e e´ o modelo de
memo´ria associativa neural mais conhecido e estudado na literatura [40, 31, 33]. Este modelo forma
a base para os demais modelos de memo´rias associativas discutidas neste capı´tulo.
5.1.1 Arquitetura da Rede
A memo´ria associativa de Hopfield e´ descrita por uma rede neural cla´ssica recorrente de camada u´nica
totalmente conexa com func¸a˜o sinal como func¸a˜o de ativac¸a˜o [40]. A arquitetura da rede de Hopfield
esta´ apresentada na figura 2.6. O modelo de Hopfield e´ descrito pela equac¸a˜o
xi(t + 1) = sinal
(
n∑
j=1
wijxj(t)
)
= sinal
(
wTi x(t)
)
, para i ∈ In e t = 0, 1, . . . (5.1)
onde wTi e´ a i-e´sima linha da matriz W , x(t) e´ a entrada da rede no tempo t e In e´ uma permutac¸a˜o
do conjunto de ı´ndices {1, 2, . . . , n}. A func¸a˜o sinal usada nas memo´rias associativas dinaˆmicas e´
definida como segue:
sinal
(
wTi x(t)
)
=


+1 se wTi x(t) > 0,
xi(t) se wTi x(t) = 0,
−1 se wTi x(t) < 0.
(5.2)
Podemos descrever a rede de Hopfield simplificadamente atrave´s da equac¸a˜o
x(t + 1) = sinal(Wx(t)), t = 0, 1, . . . (5.3)
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Neste caso, devemos lembrar que a atualizac¸a˜o das componentes e´ feita no modo assı´ncrono.
Pode-se usar atualizac¸a˜o sincronizada na rede de Hopfield. Entretanto, a rede com atualizac¸a˜o
sincronizada pode apresentar ciclo limite, isto e´, uma regia˜o de indecisa˜o na˜o nula [3]. Lembre-se
que o tipo de atualizac¸a˜o altera a trajeto´ria dos pontos x(t), mas na˜o altera os pontos fixos da memo´ria
associativa dinaˆmica.
5.1.2 Aprendizado
Na memo´ria associativa de Hopfield usamos o armazenamento por correlac¸a˜o com diagonal nula.
Neste caso, a matriz dos pesos sina´pticos e´ computada atrave´s da equac¸a˜o 4.6, ou pela equac¸a˜o 4.7.
Note que a matriz dos pesos sina´pticos W e´ sime´trica (W = W T ) com diagonal nula (wii = 0, ∀i =
1, . . . , n).
Repare na semelhanc¸a entre a memo´ria associativa de Hopfield e a memo´ria associativa linear
com armazenamento por correlac¸a˜o discutida no capı´tulo 4. A diferenc¸a entre estas duas memo´rias
associativas esta´ na existeˆncia da func¸a˜o sinal, que forc¸a a saı´da a ser +1 ou −1, e na recursividade
presentes na rede de Hopfield. A seguir apresentaremos as propriedades da memo´ria associativa
de Hopfield e veremos como esta simples mudanc¸a (func¸a˜o sinal + recursividade) produz melhoras
significativas no desempenho da memo´ria associativa.
5.1.3 Convergeˆncia
O seguinte teorema, introduzido por Hopfield em [40], garante a convergeˆncia da memo´ria associativa
dinaˆmica descrita pelas equac¸a˜o 5.1 (ou 5.3). Em outras palavras, o seguinte teorema garante que a
regia˜o de indecisa˜o da memo´ria associativa de Hopfield com atualizac¸a˜o assı´ncrona e´ vazia. Outros
resultados sobre a convergeˆncia desta memo´ria associativa dinaˆmica podem ser encontrados em [9].
Teorema 5.1.1 (Teorema da Convergeˆncia de Hopfield). Seja W uma matriz sime´trica (W = W T )
com diagonal na˜o negativa. (wii ≥ 0, i = 1, . . . , n). A memo´ria associativa dinaˆmica descrita pela
equac¸a˜o 5.3 com atualizaa¸˜o assı´ncrona converge para um ponto fixo e minimiza a func¸a˜o energia
Energia(x) = −1
2
n∑
i=1
n∑
j=1
wijxixj = −1
2
xT Wx. (5.4)
O seguinte teorema fornece uma estimativa para o nu´mero ma´ximo de memo´rias fundamentais
que podem ser armazenadas na memo´ria associativa de Hopfield. Este teorema foi introduzido por
McEliece et. al. em [56]. Uma demonstrac¸a˜o simplificada pode ser encontrada em [3].
Teorema 5.1.2 (Teorema de McEliece et. al.). Sejam x1, . . . ,xk ∈ {−1, 1}n, com n suficientemente
grande, padro˜es na˜o-correlacionados gerados aleatoriamente com distribuic¸a˜o uniforme.
1. Uma memo´ria fundamental xξ tera´ grande probabilidade de ser um ponto fixo da memo´ria
associativa de Hopfield se
k ≤ n/(2 log n). (5.5)
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2. Todos os padro˜es x1, . . . ,xk sera˜o pontos fixos da memo´ria associativa de Hopfield com grande
probabilidade se
k ≤ n/(4 log n). (5.6)
O teorema 5.1.2 esta´ baseado na convergeˆncia forte em probabilidade. Neste caso, dada a sequeˆncia
de varia´veis aleato´rias X1, X2, . . . e a varia´vel aleato´ria X , dizemos que Xn → X quando n → ∞
com grande probabilidade se Pr(Xn → X quando n → 1) = 1 [43].
Exemplo 5.1.1. Considere uma rede de Hopfield com 100 neuroˆnios. Geramos k padro˜es bipolares
aleatoriamente com distribuic¸a˜o uniforme e armazenamos todos eles na memo´ria associativa de Hop-
field. Depois verificamos se o primeiro padra˜o e´ um ponto fixo e se todos os padro˜es sa˜o pontos fixos.
Repetimos o experimento 1000 vezes para diferentes valores de k (nu´mero de memo´rias fundamen-
tais) e calculamos a probabilidade empı´rica do primeiro e de todas as recordac¸o˜es fundamentais serem
pontos fixos da memo´ria associativa de Hopfield. Na figura 5.1 apresentamos com linha marcada com
◦ a probabilidade empı´rica de uma certa memo´ria fundamental (no nosso caso x1) ser um ponto fixo
e com linha marcada com  a probabilidade empı´rica de todas as memo´rias fundamentas serem pon-
tos fixos. A linha tracejada representa uma estimativa teo´rica para a capacidade de armazenamento
obtida usando a equac¸a˜o 7.12 que sera´ introduzida no capı´tulo 7. No eixo horizontal colocamos k, o
nu´mero de memo´rias fundamentais. As linhas pontilhadas verticais indicam os valores n/(2 log n) e
n/(4 log n). Note que a probabilidade empı´rica de todos os padro˜es serem pontos fixos deixa de ser 1
quando k > n/(n log n). A probabilidade empı´rica de todas as memo´rias fundamentais serem pontos
fixos para k = n/(2 log(n)) foi menor que 0, 8. Entretanto, a probabilidade empı´rica de uma certa
memo´ria fundamental ser ponto fixo foi muito pro´xima de 1. Estes resultados nume´ricos conferem
com o teorema 5.1.
Note que a matriz dos pesos sinp´aticos W = XXT fornecida pelo armazenamento por correlac¸a˜o
com auto-alimentac¸a˜o tambe´m satisfaz as condic¸o˜es do teorema 5.1.1. Logo, este procedimento
tambe´m pode ser usado para treinar a memo´ria associativa descrita pela equac¸a˜o 5.3. O comporta-
mento desta nova memo´ria associativa dinaˆmica sera´ muito parecido com o modelo com diagonal
nula porque na˜o podemos armazenar muitos padro˜es e, com poucos padro˜es armazenados, na˜o temos
uma matriz W com elementos na diagonal muito maior, em mo´dulo, que os demais (veja sec¸a˜o 4.1.1
sobre armazenamento por correlac¸a˜o auto-associativo).
Exemplo 5.1.2. Considere os padro˜es bipolares apresentados na figura 1.1. Armazenamos estes
padro˜es na memo´ria associativa de Hopfield usando o armazenamento por correlac¸a˜o (com diago-
nal nula) e depois apresentamos as chaves fundamentais como entrada. A memo´ria associativa de
Hopfield encontrou os pontos fixos com no ma´ximo 2 iterac¸o˜es. Na figura 5.2 apresentamos passo
a passo os padro˜es recordados pela memo´ria associativa de Hopfield ate´ o final da segunda iterac¸a˜o.
Note que k = 5 e´ muito menor que o valor fornecido pelo teorema 5.1.2, (4096/(4 log(4096)) =
283, 5). Entretanto, nenhuma das memo´rias fundamentais e´ um ponto fixo. Isso acontece porque
os padro˜es x1, . . . ,x5 possuem 2173 componentes em comum (no background) e uma correlac¸a˜o
me´dia (1/20)
∑
ξ 6=η < x
ξ,xη >= 2344. Um resultado similar sera´ obtido pela memo´ria associ-
ativa dinaˆmica descrita pela equac¸a˜o 5.3 treinana com o armazenamento por correlac¸a˜o com auto-
alimentac¸a˜o.
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Fig. 5.1: Probabilidade das memo´rias fundamentais serem pontos fixos na memo´ria associativa de
Hopfield por k. A linha marcada com ◦ representa a probabilidade de uma dada memo´ria fundamental
ser ponto fixo e a linha marcada com  representa a probabilidade de todas as memo´rias fundamentais
serem pontos fixos. A linha tracejada representa a capacidade de armazenamento que sera´ discutida
no capı´tulo 7. As linhas pontilhadas verticais representam os valores n/(2 logn) e n/(4 log n).
Padro˜es xξ(1) = sinal(Wxξ(0)), ξ = 1, . . . , 5 obtidos no final da primeira iterac¸a˜o.
Pontos fixos xξ(2) = sinal(Wxξ(1)), ξ = 1, . . . , 5 obtidos no final da segunda iterac¸a˜o.
Fig. 5.2: Padro˜es recordados pela memo´ria associativa de Hopfield no exemplo 5.1.2 quando apre-
sentamos as chaves fundamentais como entrada.
5.2 Memo´ria Associativa Bidirecional 33
W (W1) sinal(·) W T (W2) sinal(·)
x1(t) // ©
,,ZZZZZZ
ZZZZZZZ
ZZZZZZ
''PP
PPP
PPP
PPP
PPP
PPP
PPP
P
:
::
::
::
::
::
::
::
::
::
::
::
::
::
::
:
© // x1(t + 1)
© y1(t) // ©
11dddddddddddddddddddd
--ZZZZZZZ
ZZZZZZZ
ZZZZZZ
((QQ
QQQ
QQQ
QQQ
QQQ
QQQ
QQQ
QQ
<
<<
<<
<<
<<
<<
<<
<<
<<
<<
<<
<<
<<
<<
<<
<<
x2(t) // ©
22ddddddddddddddddddd
,,ZZZZZZ
ZZZZZZZ
ZZZZZZ
!!C
CC
CC
CC
CC
CC
CC
CC
CC
CC
CC
CC
CC
© // x2(t + 1)
© y2(t) // ©
66mmmmmmmmmmmmmmmmmmmmmm
11dddddddddddddddddddd
--ZZZZZZZ
ZZZZZZZ
ZZZZZZ
""E
EE
EE
EE
EE
EE
EE
EE
EE
EE
EE
EE
EE
E
x3(t) // ©
77nnnnnnnnnnnnnnnnnnnnn
22ddddddddddddddddddd
&&MM
MMM
MMM
MMM
MMM
MMM
MMM
M © // x3(t + 1)
...
...
...
...
...
...
© ym(t) // ©
AA
<<yyyyyyyyyyyyyyyyyyyyyyyyyy
77ppppppppppppppppppppppp
--ZZZZZZZ
ZZZZZZZ
ZZZZZZ
xn(t) // ©
BB
=={{{{{{{{{{{{{{{{{{{{{{{{{
22ddddddddddddddddddd © // xn(t + 1)
Fig. 5.3: Arquitetura da Memo´ria Associativa Bidirecional (Assime´trica).
5.2 Memo´ria Associativa Bidirecional
A Memo´ria Associativa Bidirecional (Bidirectional Associative Memory, BAM), proposta por Kosko
em 1987, e´ uma generalizac¸a˜o da memo´ria auto-associativa de Hopfield discreta com armazenamento
por correlac¸a˜o com auto-alimentac¸a˜o [51, 52].
5.2.1 Arquitetura
A BAM e´ descrita por uma rede neural cla´ssica recorrente totalmente conexa com duas camadas e
func¸a˜o sinal como func¸a˜o de ativac¸a˜o, como apresentado na figura 5.3. A matriz dos pesos sina´pticos
da segunda camada da BAM e´ a transposta da matriz dos pesos sina´pticos da primeira cada. A BAM
e´ descrita pelo par de equac¸o˜es
y(t) = sinal (Wx(t)) , (5.7)
x(t + 1) = sinal
(
W Ty(t)
)
, para t = 0, 1, 2, . . . (5.8)
com atualizac¸a˜o assı´ncrona.
5.2.2 Aprendizado
As matrizes dos pesos sina´pticos da BAM sa˜o obtidas usando o armazenamento por correlac¸a˜o
(aprendizado de Hebb). A matriz dos pesos sina´pticos da primeira camada e´ W = Y XT e a
matriz da segunda camada e´ W T = XY T . Note que W T e´ a matriz das conexo˜es sina´pticas
da memo´ria associativa linear com armazenamento por correlac¸a˜o com as memo´rias fundamentais
{(yξ,xξ), ξ = 1, 2, . . . , k}, onde yξ ∈ {−1, 1}m e´ a entrada e xξ ∈ {−1, 1}n e´ a saı´da, para
ξ = 1, . . . , k. No caso auto-associativo, isto e´, se yξ = xξ, para ξ = 1, . . . , k, teremos a memo´ria
associativa de Hopfield.
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Padro˜es yξ(0) = sinal(Wxξ(0)), ξ = 1, . . . , 5.
Padro˜es xξ(1) = sinal(Wyξ(0)), ξ = 1, . . . , 5.
Padro˜es yξ(1) = sinal(Wxξ(1)), ξ = 1, . . . , k.
Fig. 5.4: Padro˜es recordados pela BAM quando apresentamos as chaves fundamentais x1, . . . ,x5
como entrada.
5.2.3 Convergeˆncia
A BAM pode ser convertida numa memo´ria auto-associativa discreta de Hopfield com vetores de
estados xT = [xT ,yT ]T e matriz das conexo˜es sina´pticas
W T =
[
0 W T
W 0
]
. (5.9)
A matriz W T e´ sime´trica com diagonal nula. Logo, pelo teorema da convergeˆncia de Hopfield, esta
memo´ria associativa sempre converge para um ponto estaciona´rio com atualizac¸a˜o assı´ncrona. A
convergeˆncia da BAM, para ambos os casos, tambe´m pode ser verificada mostrando que a func¸a˜o
energia
Energia(x,y) = −1
2
(
xT Wy + yT W Tx
)
= −xT Wy, (5.10)
e´ minimizada.
Exemplo 5.2.1. Considere os padro˜es x1, . . . ,x5 ∈ {−1, 1}4096 e y1, . . . ,y5 ∈ {−1, 1}4096 apre-
sentados nas figuras 1.1 e 1.2. Armazenamos o conjunto das memo´rias fundamentais {(xξ,yξ), ξ =
1, . . . , 5} e verificamos se as memo´rias fundamentais sa˜o pontos estaciona´rios da BAM. Comec¸amos
apresentando as chaves fundamentais x1, . . . ,x5 como entrada e encontramos como resposta os
padro˜es apresentados na figura 5.4. Os padro˜es x1(2), . . . ,x5(2) obtidos no final da segunda iterac¸a˜o
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sa˜o iguais aos padro˜es x1(1), . . . ,x5(1) entrados no final da primeira iterac¸a˜o. Neste exemplo a BAM
convergiu com 2 iterac¸o˜es, entretanto nenhuma das memo´rias fundamentais e´ um ponto estaciona´rio.
A seguinte conjectura, introduzida por no´s nesta dissertac¸a˜o de mestrado, e´ uma extensa˜o do
teorema de McEliece et. al. para a BAM. Lembre-se que Xn → X quando n → ∞ com grande
probabilidade se P (Xn → X quando n → 1) = 1 [43].
Conjectura 5.2.1. Sejam x1, . . . ,xk ∈ {−1, 1}n e y1, . . . ,yk ∈ {−1, 1}m, n e m suficientemente
grandes, padro˜es na˜o-correlacionados gerados aleatoriamente com distribuic¸a˜o uniforme.
1. Uma memo´ria fundamental (xξ,yξ) tera´ uma grande probabilidade de ser um ponto esta-
ciona´rio da BAM se
k ≤ 1
2
min
(
n
log m
,
m
log n
)
. (5.11)
2. Todas as memo´rias fundamentais (x1,y1), . . . , (xk,yk) sera˜o pontos estaciona´rios da BAM
com grande probabilidade se
k ≤ 1
4
min
(
n
log m
,
m
log n
)
. (5.12)
Acreditamos que uma demostrac¸a˜o formal do resultado acima pode ser obtida fazendo as devidas
modificac¸o˜es na demonstrac¸a˜o do teorema principal (The Big Theorem) apresentada em [56]. Nosso
objetivo nesta dissertac¸a˜o e´ fazer um estudo comparativo em memo´rias associativas. Por esta raza˜o
apresentamos apenas um esboc¸o da demonstrac¸a˜o desta conjectura. Uma demostrac¸a˜o formal requer
detalhes que sera˜o omitidos.
Seja X = [x1, . . . ,xk] ∈ {−1, 1}n×k e Y = [y1, . . . ,yk] ∈ {−1, 1}m×k onde xξj e yηi sa˜o
varia´veis aleato´rias independentes com probabilidade 1/2 de ser +1 ou −1 para todo j = 1, . . . , n,
i = 1, . . . , m e ξ, η = 1, . . . , k. Sabemos que yηi = sinal(w
T
i x
η) para η ∈ {1, . . . , k} se e somente
se yηi w
T
i x
η ≥ 0 para todo i = 1, . . . , m e η ∈ {1, . . . , k}. A matriz dos pesos sina´pticos da BAM e´
W = Y XT e
wTi x
η =
n∑
j=1
k∑
ξ=1
yξi x
ξ
jx
η
j . (5.13)
Logo,
yηi
(
wTi x
η
)
=
k∑
ξ=1
n∑
j=1
yηi y
ξ
i x
ξ
jx
η
j = n +
k∑
ξ 6=η
n∑
j=1
yηi y
ξ
i x
ξ
jx
η
j = n + r, (5.14)
onde r representa o ruı´do.
O termo do ruı´do pode ser positivo ou negativo e sera´ nosso objetivo estimar o seu valor. Para
tanto, vamos tomar
zj =
k∑
ξ 6=η
yηi y
ξ
i x
ξ
jx
1
j . (5.15)
36 Memo´rias Associativas Dinaˆmicas
Deste modo, o termo do ruı´do sera´
r =
n∑
j=1
zj. (5.16)
Sabemos que yηi , y
ξ
i , x
ξ
j e x
η
j sa˜o varia´veis aleato´rias independentes e identicamente distribuı´das
(i.i.d.), portanto yηi y
ξ
i x
ξ
jx
η
j = ±1 com a mesma probabilidade. Sendo assim, podemos seguir a
demonstrac¸a˜o rigorosa de McEliece et. al. [56].
Apo´s aplicar o teorema central do limite, encontramos
Pr
[
yηi = sinal
(
wTi x
η
)]
=
1
2
[
1 + erf
(√
n
2k
)]
, (5.17)
para n, k suficientemente grandes com k/n pequeno. A func¸a˜o erf(x) e´ a func¸a˜o erro dada por
erf(x) =
2√
pi
∫ x
0
e−t
2
dt. (5.18)
Para valores grandes no argumento, a func¸a˜o erro pode ser aproximada por
erf(x) ≈ 1− 1
x
√
pi
ex
2
. (5.19)
Finalmente,
Pr [yη = sinal (Wxη)] = Pr
[
yηi = sinal
(
wTi x
η
)
, ∀ i = 1, . . . , m] (5.20)
≈ 1−m
√
k
2pin
exp
(
− n
2k
)
, (5.21)
pois as componentes de X e Y sa˜o varia´veis aleato´rias i.i.d. Dizemos que f ≈ g se f(x)/g(x) → 1
quando x → ∞. Seguindo o resultado apresentado em [3], teremos yη = sinal (Wxη) com probabi-
lidade pro´xima de 1 se k ≤ n/(2 log m). Analogamente, deveremos ter k ≤ m/(2 log n) para termos
xη = sinal
(
W Tyη
)
com probabilidade pro´xima de 1. Logo, a memo´ria fundamental (xη,yη) sera´
um ponto estaciona´rio se
k ≤ 1
2
min
(
n
log m
,
m
log n
)
. (5.22)
Se queremos yξ = sinal
(
Wxξ
)
, para todo ξ = 1, . . . , k, enta˜o devermos ter
Pr (Y = sinal (WX)) =
[
Pr
(
yηi = sinal
(
wTi x
η
))]mk
. (5.23)
Esta probabilidade sera´ pro´xima de 1 se k ≤ n/(4 log m). Analogamente, Pr (X = sinal (W T Y ))
sera´ pro´xima de 1 se k ≤ m/(4 log n). Finalmente, todos as memo´rias fundamentais sera˜o pontos
fixos da BAM com probabilidade pro´xima de 1 se
k ≤ 1
4
min
(
n
log m
,
m
log n
)
, (5.24)
para n, m, k suficientemente grandes.
Note que a conjectura 5.2.1 coincide com o teorema 5.1 se m = n.
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Fig. 5.5: Probabilidade das memo´rias fundamentais serem pontos fixos na BAM por k. A linha
marcada com ◦ representa a probabilidade empı´rica de uma dada memo´ria fundamental ser ponto
fixo e a linha marcada com  representa a probabilidade empı´rica de todas as memo´rias funda-
mentais serem pontos fixos. A linha tracejada representa a capacidade de armazenamento obtida
usando a equac¸a˜o 7.15 (probabilidade teo´rica). As linhas pontilhadas verticais representam os valo-
res min(m/ log(n), n/ log(m))/2 e min(m/ log(n), n/ log(m))/4.
Exemplo 5.2.2. Considere o conjunto {(xξ,yξ),xξ ∈ {−1, 1}100,yξ ∈ {−1, 1}80, ξ = 1, . . . , k}
gerado aleatoriamente com distribuic¸a˜o uniforme. Armazenamos este conjunto de memo´rias fun-
damentais na BAM. Depois verificamos se a associac¸a˜o (x1,y1) e´ um ponto estaciona´rio e se to-
das as memo´rias fundamentais (xξ,yξ), ξ = 1, . . . , k, sa˜o pontos estaciona´rios. Repetimos o ex-
perimento 1000 vezes para diferentes valores de k (nu´mero de memo´rias fundamentais) e calcu-
lamos as probabilidades empı´ricas de termos pontos estaciona´rios. Na figura 5.5 apresentamos
com linha marcada com ◦ a probabilidade empı´rica de uma certa memo´ria fundamental ser um
ponto estaciona´rio e com linha marcada com  a probabilidade empı´rica de todas as memo´rias
fundamentas serem pontos estaciona´rios. A linha tracejada representa uma estimativa teo´rica para
esta probabilidade, que sera´ chamada capacidade de armazenamento no capı´tulo 7. No eixo ho-
rizontal colocamos k, o nu´mero de memo´rias fundamentais. As linhas pontilhadas verticais in-
dicam os valores min(m/ log(n), n/ log(m))/2 e min(m/ log(n), n/ log(m))/4, respectivamente.
Note que a probabilidade empı´rica de todos os padro˜es serem pontos fixos deixa de ser 1 quando
k ≥ min(m/ log(n), n/ log(m))/4. A probabilidade empı´rica de todas as memo´rias fundamentais
serem pontos fixos para k = 8, sendo min(m/ log(n), n/ log(m))/2 = 8, 7 foi 0, 83, entretanto, a
probabilidade empı´rica de uma certa memo´ria fundamental ser ponto fixo foi 0, 97. Estes resultados
nume´ricos conferem com a conjectura 5.2.1. Lembre-se que n = 100 e m = 80 neste exemplo.
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5.3 Memo´ria Associativa de Personnaz
Personnaz et. al. apresentaram uma variac¸a˜o da memo´ria associativa de Hopfield que utiliza o ar-
mazenamento por projec¸a˜o para obter a matriz dos pesos sina´pticos [67]. Este modelo e´ referido na
literatura simplesmente como “rede de Hopfield com armazenamento por projec¸a˜o” [3, 31], mas sera´
referido neste trabalho como Memo´ria Associativa de Personnaz (Personnaz Associative Memory,
Personnaz AM) porque apresenta caracterı´ticas diferentes do modelo cla´ssico de Hopfield introdu-
zido na sec¸a˜o anterior e tambe´m porque caracterizamos uma rede neural pelo modelo dos neuroˆnios,
arquitetura e aprendizado (veja Capı´tulo 2). Logo, regras de aprendizado distintas produzira˜o redes
neurais (ou memo´rias associativas) distintas.
5.3.1 Arquitetura da Rede
A memo´ria associativa de Personnaz e´ descrita por uma rede neural cla´ssica recorrente de camada
u´nica totalmente conexa com a func¸a˜o sinal como func¸a˜o de ativac¸a˜o. A arquitetura da memo´ria
associativa de Personnaz esta´ apresentada na figura 2.6. Este modelo e´ descrito pela equac¸a˜o 5.1
(ou equac¸a˜o 5.3). A diferenc¸a entre a memo´ria associativa de Personnaz e a memo´ria associativa de
Hopfield esta´ na regra de armazenamento.
5.3.2 Aprendizado
A matriz dos pesos sina´pticos da memo´ria associativa de Personnaz e´
W = XX†, (5.25)
onde X = [x1,x2, . . . ,xk] ∈ {−1, 1}n×k e´ a matriz com as memo´rias fundamentais.
Proposic¸a˜o 1. Todas as memo´rias fundamentais x1, . . . ,xk sera˜o pontos fixos da memo´ria associa-
tiva de Personnaz.
Demonstrac¸a˜o. O problema minW ‖X − WX‖ = 0 sempre tem soluc¸a˜o (em particular W = I) e
sinal(WX) = sinal(X) = X .
Proposic¸a˜o 2. Seja X ∈ {−1, 1}n×k. Se W = XX† enta˜o W = W T e 0 ≤ wii ≤ 1, para todo
i = 1, . . . , n.
Demonstrac¸a˜o. Considere a decomposic¸a˜o em valores singulares (decomposic¸a˜o SVD)
X = UΣV T =
r∑
i=1
σiuiv
T
i , (5.26)
onde u1, . . . ,un e v1, . . . ,vn sa˜o os vetores singulares da esquerda e da direita, respectivamente, σi
sa˜o os valores singulares e r e´ o posto da matriz X [101, 25]. Sabemos que
X† = V Σ†UT =
r∑
j=1
σ−1j vju
T
j , (5.27)
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e portanto,
W = XX† =
(
r∑
i=1
σiuiv
T
i
)(
r∑
j=1
σ−1j vju
T
j
)
=
r∑
i=1
r∑
j=1
σiσ
−1
j uiv
T
i vju
T
j . (5.28)
Os vetores v1, . . . ,vn sa˜o ortogonais, logo vTi vj = δij e
W = XX† =
r∑
j=1
σjσ
−1
j uju
T
j =
r∑
j=1
uju
T
j . (5.29)
Logo, wii =
∑r
j=1 u
2
ij ≥ 0, onde uij e´ a i-e´sima componente do vetor uj . Por outro lado, sabemos
que a matriz U e´ ortogonal, logo I = UUT e
1 =
n∑
j=1
u2ij =
r∑
j=1
u2ij +
n∑
j=r+1
u2ij = wii +
n∑
j=r+1
u2ij. (5.30)
Logo,
0 ≤ wii = 1−
n∑
j=r+1
u2ij ≤ 1. (5.31)
Pela Equac¸a˜o (5.29) concluı´mos tambe´m que
W T =
(
r∑
j=1
uju
T
j
)T
=
r∑
j=1
uju
T
j = W, (5.32)
ou seja, W = W T .
5.3.3 Convergeˆncia
A Proposic¸a˜o 2 e o Teorema 5.1.1 mostram que a memo´ria associativa de Personnaz com atualizac¸a˜o
assı´ncrona sempre converge para um ponto fixo.
Exemplo 5.3.1. Considere os padro˜es bipolares apresentados na figura 1.1. Armazenamos estes
padro˜es na memo´ria associativa de Personnaz e verificamos que todas as memo´rias fundamentais sa˜o
pontos fixos conforme a proposic¸a˜o 1.
Considere agora os padro˜es ruidosos apresentados na figura 4.5. Estes padro˜es foram gerados a
partir dos padro˜es x1, . . . ,x5 ∈ {−1, 1}4096 da figura 1.1 intoduzindo ruido uniforme com probabi-
lidade 0, 3 de reverter o valor do pixel. A memo´ria associativa de Personnaz encontrou as memo´rias
fundamentais no final da primeira iterac¸a˜o.
5.4 Memo´ria Associativa de Kanter-Sompolinsky
Kanter e Sompolinsky discutiram outra variac¸a˜o da memo´ria associativa de Hopfield que utiliza o
armazenamento por projec¸a˜o, neste caso com diagonal nula, para obter a matriz dos pesos sina´pticos
[44]. Este modelo, tambe´m referido na literatura como “memo´ria associativa de hopfield com arma-
zenamento por projec¸a˜o” [3, 31], sera´ referido neste trabalho como Memo´ria Associativa de Kanter-
Sompolinsky (Kanter-Sompolinsky Associative Memory, Kanter-Sompolinsky AM).
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5.4.1 Arquitetura da Rede
A memo´ria associativa de Kanter-Sompolinsky e´ descrita por uma rede neural cla´ssica recorrente
de camada u´nica totalmente conexa com a func¸a˜o sinal como func¸a˜o de ativac¸a˜o. A arquitetura da
memo´ria associativa de Kanter-Sompolinsky esta´ apresentada na figura 2.6. Este modelo e´ descrito
pela equac¸a˜o 5.1 (ou pela equac¸a˜o 5.3).
5.4.2 Aprendizado
A matriz dos pesos sina´pticos da memo´ria associativa de Kanter-Sompolinsky e´
M = XX†, com mii = 0 ∀i = 1, . . . , n, (5.33)
onde X = [x1,x2, . . . ,xk] ∈ {−1, 1}n×k e´ a matriz com as memo´rias fundamentais.
Proposic¸a˜o 3. Todas as memo´rias fundamentais x1, . . . ,xk sera˜o pontos fixos da memo´ria associa-
tiva de Kanter-Sompolinsky.
Demonstrac¸a˜o. A matriz dos pesos sina´pticos da memo´ria associativa de Kanter-Sompolinsky e´ M =
W −D, onde D e´ uma matriz diagonal n× n com 0 ≤ dii ≤ 1 e W e´ obtida resolvendo o problema
da equac¸a˜o 4.8. Note que Mxξ = Wxξ − Dxξ = (I − D)xξ para toda memo´ria fundamental xξ.
Logo, 1− dii ≥ 0, para todo i = 1, . . . , n e pela definic¸a˜o da func¸a˜o sinal temos que
sinal
(
mTi x
ξ
)
= sinal
(
(1− dii)xξi
)
= xξi , (5.34)
para todo i = 1, . . . , n e para todo ξ = 1, . . . , k.
Note que a diferenc¸a entre a memo´ria associativa de Kanter-Sompolinsky e a memo´ria associ-
ativa de Personnaz esta´ na diagonal nula da matriz dos pesos sina´pticos do primeiro modelo. Por
causa da diagonal nula, a memo´ria associativa de Kanter-Sompolinsky possui uma toleraˆncia a ruı´do
melhor que a memo´ria associativa de Personnaz [44]. Verificamos este fato atrave´s de experimentos
computacionais no capı´tulo 7.
5.4.3 Convergeˆncia
A Proposic¸a˜o 2 e o Teorema 5.1.1 mostram que a memo´ria associativa de Kanter-Sompolinsky com
atualizac¸a˜o assı´ncrona sempre converge para um ponto fixo.
Exemplo 5.4.1. Repetimos o mesmo experimento realizado no exemplo 5.3.1. Primeiro, verificamos
que todas as memo´rias fundamentais sa˜o pontos fixos da memo´ria associativa de Kanter-Sompolinsky.
Depois apresentamos os padro˜es da figura 4.5 como entrada e verificamos que as recordac¸o˜es funda-
mentais x1, . . . ,xk foram encontradas no final da primeira iterac¸a˜o.
5.5 Memo´ria Associativa Bidirecional Assime´trica
A Memo´ria Associativa Bidirecional Assime´trica (Asymmetric Bidirectional Associative Memories,
ABAM), tambe´m conhecida como Projection HDAM e´ uma extensa˜o da memo´ria associativa de
Personnaz para o caso heteroassociativo [109, 32].
5.5 Memo´ria Associativa Bidirecional Assime´trica 41
5.5.1 Arquitetura
A memo´ria associativa bidirecional assime´trica e´ uma rede neural cla´ssica recorrente totalmente co-
nexa descrita pelas equac¸o˜es
y(t) = sinal (W1x(t)) , (5.35)
x(t + 1) = sinal (W2y(t)) , para t = 0, 1, 2, . . . (5.36)
com atualizac¸a˜o assı´ncrona. A arquitetura desta rede esta´ apresentada na figura 5.3.
5.5.2 Aprendizado
Considere os pares de padro˜es
(
xξ,yξ
)
, onde xξ ∈ {−1, 1}n e yξ ∈ {−1, 1}m, para todo ξ =
1, . . . , k. Tome X = [x1,x2, . . . ,xk] e Y = [y1,y2, . . . ,yk]. As matrizes dos pesos sina´pticos, W1 e
W2, sa˜o encontradas usando o armazenamento por projec¸a˜o, isto e´,
W1 = Y X
† e W2 = XY †. (5.37)
Teorema 5.5.1. Sejam X = [x1, . . . ,xk] ∈ {−1, 1}n×k e Y = [y1, . . . ,yk] ∈ {−1, 1}m×k as matri-
zes das memo´rias fundamentais {(xξ,yξ), ξ = 1, . . . , k}. Se X e Y possem ambas posto completo,
enta˜o todas as memo´rias fundamentais sera˜o pontos estaciona´rios.
Demonstrac¸a˜o. Se X tem posto completo, enta˜o X † = (XT X)−1XT e
sinal (W1X) = sinal
(
Y (XT X)−1XT X
)
= sinal(Y ) = Y. (5.38)
Analogamente, substituindo X por Y e vice-versa, encontramos sinal(W2Y ) = X se Y tem posto
completo.
Na˜o garantimos a convergeˆncia da ABAM porque
W ′ =
[
0 W2
W1 0
]
, (5.39)
na˜o e´ uma matriz sime´trica (W2 6= W T1 ). Resultados empı´ricos mostraram que este modelo apre-
senta um comportamento oscilato´rio principalmente quando o nu´mero de padro˜es armazenados esta´
pro´ximo ou e´ maior que min(m, n) [30].
Exemplo 5.5.1. Considere os padro˜es x1, . . . ,x5 ∈ {−1, 1}4096 e y1, . . . ,y5 ∈ {−1, 1}4096 apresen-
tados nas figuras 1.1 e 1.2. Neste caso, as matrizes X e Y possuem ambas posto completo. Arma-
zenamos o conjunto das memo´rias fundamentais {(xξ,yξ), ξ = 1, . . . , 5} na ABAM e verificamos
que todas as memo´rias fundamentais sa˜o pontos estaciona´rios segundo o teorema 5.5.1. Depois apre-
sentamos como entrada os padro˜es corrompidos x˜1, . . . , x˜5 apresentados na figura 4.5 e verificamos
que os padro˜es recordados pela ABAM no final da primeira iterac¸a˜o sa˜o exatamente as recordac¸o˜es
fundamentais.
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5.6 Memo´ria Associativa com Capacidade Exponencial
A Memo´ria Associativa com Capacidade Exponencial (Exponential Correlation Associative Me-
mory, ECAM) pode ser vista como um caso particular das Memo´rias Associativas Recorrentes por
Correlac¸a˜o (Recurrent Correlation Associative Memories, RCAM) que sera˜o discutidas nesta sec¸a˜o
[15, 16, 32]. As memo´rias associativas recorrentes por correlac¸a˜o podem ser vistas como generaliza-
c¸o˜es da memo´ria associativa de Hopfield discreta com auto-alimentac¸a˜o.
5.6.1 Arquitetura
Na memo´ria associativa de Hopfield discreta com auto-alimentac¸a˜o, a i-e´sima componente do vetor
de estados, x(t + 1), e´ calculado atrave´s da equac¸a˜o
xi(t + 1) = sinal
(
wTi x(t)
)
, (5.40)
onde wTi e´ a i-e´sima linha da matriz W . No armazenamento por correlac¸a˜o temos
wTi =
k∑
ξ=1
xξi (x
ξ)T . (5.41)
Portanto, a i-e´sima componente de x(t + 1) e´
xi(t + 1) = sinal
(
k∑
ξ=1
xξi (x
ξ)Tx(t)
)
= sinal
(
k∑
ξ=1
< xξ,x(t) > xξi
)
, (5.42)
onde < ·, · > representa o produto interno Euclidiano. O termo < xξ,x(t) > representa a correlac¸a˜o
entre o estado atual da memo´ria x(t) e o ξ-e´simo padra˜o armazenado xξ. Podemos dizer, de um modo
intuitivo, que quanto mais “parecido” o vetor x(t) for de xξ, maior sera´ o valor de < xξ,x(t) >. Para
enfatizar esta correlac¸a˜o, podemos aplicar uma func¸a˜o f no resultado de < xξ,x(t) >. A func¸a˜o f
deve ser mono´tona na˜o-decrescente, pois desejamos que vetores pouco correlacionados apresentem
um valor menor do que aqueles mais correlacionados.
Ao introduzir a func¸a˜o f , encontramos a seguinte expressa˜o para a i-e´sima componente do vetor
x(t + 1):
xi(t + 1) = sinal
(
k∑
ξ=1
f(< xξ,x(t) >)xξi
)
. (5.43)
Numa notac¸a˜o matricial temos
x(t + 1) = sinal
(
XF
(
XTx(t)
))
, (5.44)
onde F (·) = [f(·), . . . , f(·)]T . Observando a equac¸a˜o (5.44), podemos dizer que as RCAM’s sa˜o
redes neurais recorrentes de duas camadas totalmente conexa com neuroˆnios cla´ssicos com func¸a˜o
de ativac¸a˜o f na primeira camada e func¸a˜o sinal na camada de saı´da. Na figura 5.6 apresentamos a
arquitetura das RCAM’s.
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Fig. 5.6: Arquitetura das Memo´rias Associativas Recorrentes por Correlac¸a˜o.
A func¸a˜o f introduzida representa um papel importante na capacidade e dinaˆmica da RCAM.
Existem infinitas func¸o˜es que podem ser usadas, mas precisamos que esta func¸a˜o seja fa´cil de ser im-
plementada e fornec¸a uma RCAM assintoticamente esta´vel com uma capacidade de armazenamento
grande. Apresentamos a seguir algumas func¸o˜es usadas na RCAM. Depois apresentaremos condic¸o˜es
suficientes para obtermos uma memo´ria assintoticamente esta´vel.
1. Para f(v) = v, encontramos a memo´ria associativa de Hopfield discreta com armazenamento
por correlac¸a˜o.
2. Para f(v) = (n+v)q, onde q e´ um inteiro maior que 1 e n e´ a dimensa˜o dos vetores xξ, encontra-
mos a memo´ria associativa de ordem alta por correlac¸a˜o (High-Order Correlation Associative
Memory). A capacidade de armazenamento desta memo´ria e´ assintoticamente proporcional a
nq [16].
3. Para f(v) = (n − v)−p, onde p ≥ 1, encontramos a memo´ria associativa com func¸a˜o poten-
cial por correlac¸a˜o (Potential-Function Correlation Associative Memory). A capacidade de
armazenamento deste modelo aumenta exponencialmente com a dimensa˜o n dos padro˜es ar-
mazenados. Este modelo foi proposto independentemente por Dembo e Zeitouni, e por Sayeh
e Han [16]. Apresentamos aqui uma versa˜o com tempo discreto e estados bipolares, embora,
originalmente tenha sido proposto com tempo contı´nuo e padro˜es com valores reais.
4. Quando f(v) = av, com a > 1, encontramos a memo´ria associativa com capacidade exponen-
cial. Esta e´ a u´nica RCAM discutida neste trabalho.
5.6.2 Aprendizado
O aprendizado da RCAM e´ direto pois a matriz dos pesos sina´pticos da camada de entrada e´ X T e a
matriz dos pesos sina´pticos da camada de saı´da e´ X . O armazenamento de um novo padra˜o xh e´ feito
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concatenando as matrizes XT e X com (xh)T e xh, respectivamente.
5.6.3 Convergeˆncia
As quatro RCAMs apresentadas anteriormente (itens (1) – (4)) com atualizac¸a˜o assı´ncrona possuem
regio˜es de indecisa˜o vazias. O teorema sobre a convergeˆncia das RCAM’s foi enunciado e demons-
trado por Chiueh e Goodman em [15].
Teorema 5.6.1 (Teorema da Convergeˆncia de Chiueh e Goodman). Seja f(v) uma func¸a˜o contı´nua
mono´tona na˜o-decrescente definida sobre um intervalo fechado. A RCAM descrita pela equac¸a˜o
(5.43) com atualizac¸a˜o assı´ncrona sempre converge para um ponto fixo para qualquer padra˜o-chave
apresentado a RCAM.
O seguinte teorema, introduzido por Chiueh e Goodman em [15], nos diz que o nu´mero de
memo´rias fundamentais que podem ser armazenadas como pontos fixos da ECAM aumenta expo-
nencialmente com n, o nu´mero de componentes dos padro˜es.
Teorema 5.6.2. Sejam x1, . . . ,xk ∈ {−1, 1}n, com n suficientemente grande, padro˜es na˜o correla-
cionados gerados aleatoriamente com distribuic¸a˜o uniforme. Todos as memo´rias fundamentais sera˜o
pontos fixos com grande probabilidade se k ≤ αcn, onde c ∈ [1, 2] e´ uma constante fixa que depende
de a.
E´ importante observar que o valor da constante c do teorema acima decresce quando o valor de a
diminui [16].
Exemplo 5.6.1. Repetimos o experimento realizado no exemplo 5.3.1. Verificamos que todas as
memo´rias fundamentais sa˜o pontos fixos da ECAM. Depois apresentamos os padro˜es ruidosos da
figura 4.5 como entrada e verificamos que os padro˜es recordados sa˜o as respectivas recordac¸o˜es fun-
damentais. Neste exemplo utilizamos a = 1, 007 (ou f(x) = 2(x/100)) para evitar overflow. A ECAM
encontrou as recordac¸o˜es fundamentais com uma u´nica iterac¸a˜o.
5.7 Memo´ria Associativa Bidirecional com Capacidade Exponen-
cial
A Memo´ria Associativa Bidirecional com Capacidade Exponencial (Bidirectional Exponential Capa-
city Associative Memory, BECAM) e´ uma generalizac¸a˜o da memo´ria ECAM para o caso heteroasso-
ciativo. Este modelo de memo´ria associativa foi introduzido por no´s nesta dissertac¸a˜o de mestrado.
5.7.1 Arquitetura
A BECAM e´ descrita por uma rede neural cla´ssica recorrente com quatro camadas totalmente conexa
com func¸a˜o sinal e func¸a˜o exponencial como func¸o˜es de ativac¸a˜o.
Seja {(xξ,yξ), ξ = 1, 2, . . . , k} com xξ ∈ {−1, 1}n e yξ ∈ {−1, 1}m, para todo ξ = 1, . . . , k. Na
BAM, a i-e´sima componente do vetor de estados y(t) e´ dada por
y(t)i = sinal
(
wTi x(t)
)
, (5.45)
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onde wTi e´ a i-e´sima linha da matriz W . Quando usamos o armazenamento por correlac¸a˜o, temos
wTi =
∑k
ξ=1 y
ξ
i (x
ξ)T . Assim, a i-e´sima componente de y(t) e´
y(t)i = sinal
(
k∑
ξ=1
yξi (x
ξ)Tx(t)
)
= sinal
(
k∑
ξ=1
< xξ,x(t) > yξi
)
, (5.46)
onde < ·, · > representa o produto interno Euclidiano. Podemos aplicar uma func¸a˜o f no valor
< xξ,x(t) > a fim de enfatizar esta correlac¸a˜o. As quatro func¸o˜es apresentadas na sec¸a˜o 5.6 podem
ser usadas neste modelo e cada uma produz uma memo´ria heteroassociativa diferente. Voltamos
nossa atenc¸a˜o para a func¸a˜o f(v) = av, para a > 1, que chamaremos de BECAM (Bidirectional
Exponential Capacity Associativa Memory).
Encontramos a seguinte expressa˜o para a i-e´sima componente do vetor y(t) quando introduzimos
a func¸a˜o f :
yi(t) = sinal
(
k∑
ξ=1
f(< xξ,x(t) >)yξ
)
. (5.47)
Numa notac¸a˜o matricial temos
y(t) = sinal
(
Y F
(
XTx(t)
))
, (5.48)
onde F (·) = [f(·), . . . , f(·)]T . Analogamente, podemos encontrar a seguinte expressa˜o para x(t+1):
x(t + 1) = sinal
(
XF
(
Y T y(t)
))
. (5.49)
Observando as equac¸o˜es (5.48) e (5.49) percebemos que a BECAM e´ uma rede recorrente com
quatro camadas. Na figura 5.7.1 apresentamos a arquitetura da BECAM.
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Fig. 5.7: Arquitetura da Memo´ria Associativa Bidirecional com Capacidade Exponencial.
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5.7.2 Aprendizado
As matrizes dos pesos sina´pticos da BECAM sa˜o: XT , Y , Y T e X . Note que o armazenamento de
um novo par
(
xh,yh
)
e´ feito concatenando as matrizes XT , X , Y T e Y com (xh)T , xh, (yh)T e yh,
respectivamente.
5.7.3 Convergeˆncia
A convergeˆncia da BECAM pode ser verificada convertendo ela numa ECAM. Tome
x′ =
[
x
y
]
e X ′ =
[
0 X
Y 0
]
, (5.50)
como sendo os padro˜es e a matriz dos pesos sina´pticos, respectivamente. Pela equac¸a˜o (5.44), teremos[
x(t + 1)
y(t + 1)
]
= sinal
([
0 X
Y 0
]
f
([
0 Y T
XT 0
] [
x(t)
y(t)
]))
= sinal
([
0 X
Y 0
]
f
([
Y Ty(t)
XTx(t)
]))
= sinal
([
Xf
(
Y T y(t)
)
Y f
(
XTx(t)
)]) .
Exemplo 5.7.1. Repetimos o experimento realizado no exemplo 5.5.1. Verificamos que todas as
memo´rias fundamentais sa˜o pontos fixos da BECAM. Depois apresentamos os padro˜es ruidosos
x1, . . . ,x5 da figura 4.5 como entrada e verificamos que os padro˜es y1(1), . . . ,y5(1) recordados
no final da primeira iterac¸a˜o sa˜o as respectivas recordac¸o˜es fundamentais. Neste exemplo utiliza-
mos a = 1, 007 (ou f(x) = 2(x/100)) para evitar overflow. A BECAM encontrou as recordac¸o˜es
fundamentais com uma u´nica iterac¸a˜o.
5.8 Modelo do Estado Cerebral numa Caixa (BSB)
O Modelo do Estado Cerebral numa Caixa (Brain-State-in-a-Box, BSB) foi proposto por Anderson et
al. em 1977 [6] como uma rede recorrente de tempo discreto, na˜o-linear e totalmente conexa. Como
nos modelos anteriores, o modelo do estado cerebral numa caixa pode ser visto como uma memo´ria
auto-associativa que minimiza a energia de um sistema dinaˆmico na˜o-linear.
5.8.1 Arquitetura
O modelo BSB e´ uma rede neural cla´ssica recorrente com tempo discreto de camada u´nica. Seja
x(t + 1) o vetor de estado no tempo t + 1. A recorreˆncia e´ dada por αWx(t), onde W e´ a matriz dos
pesos sina´pticos e α e´ uma constante positiva que controla o peso deste termo. Na BSB, adicionamos
um termo de decaimento ao termo de recorreˆncia dado pelo vetor x(t), o estado anterior. Assim, o
pro´ximo estado, x(t + 1), sera´ dado por
x(t + 1) = L (x(t) + α (Wx(t) + θ)) . (5.51)
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Neste trabalho consideraremos θ = 0. A func¸a˜o de ativac¸a˜o usada no modelo BSB e´ a func¸a˜o linear
por partes definida como
L(x) = 1 ∧ [(−1) ∨ x] . (5.52)
Note que esta func¸a˜o limita os vetores de estados numa regia˜o restrita do espac¸o, especificamente, no
hipercubo Hn = [−1, 1]n. Daı´ o nome: Modelo do Estado Cerebral numa Caixa [46].
5.8.2 Aprendizado
O modelo original da BSB proposto por Anderson et al. utiliza o aprendizado de Hebb (armazena-
mento por correlac¸a˜o) onde tomamos W = XXT [6]. Neste caso, a matriz dos pesos sina´pticos e´
sime´trica, semi-definida positiva e com diagonal positivia.
Outras regras de aprendizado podem ser utilizadas na BSB, por exemplo, o armazenamento por
projec¸a˜o ou o armazenamento iterativo proposto em [66]. Neste trabalho discutiremos somente o
armazenamento por correlac¸a˜o.
5.8.3 Convergeˆncia
A BSB sempre converge para um ponto fixo independente da memo´ria-chave apresentada e minimiza
a func¸a˜o energia
Energia(x) = −1
2
xT Wx. (5.53)
se impormos pequenas condic¸o˜es ao modelo [41, 23, 24, 66].
Teorema 5.8.1 (Teorema de Golden da Minimizac¸a˜o da Func¸a˜o Energia do Modelo BSB). Con-
sidere o modelo neural descrito pela equac¸a˜o (5.51). Se W = W T e´ semi-definida positiva ou
α < (2/|λmin|), onde λmin e´ o menor autovalor da matriz sime´trica W , enta˜o:
1. Energia(x(t + 1)) < Energia(x(t)) se x(t + 1) 6= x(t),
2. Energia(x(t + 1)) = Energia(x(t)) se e somente se x(t + 1) = x(t),
onde Energia(x) e´ a func¸a˜o definida na equac¸a˜o (5.53).
A demonstrac¸a˜o do teorema 5.8.1 pode ser encontrada em [24].
Teorema 5.8.2. Seja W ∈ Rn×n com wii ≥ 0 para i = 1, . . . , n. Se x ∈ [−1, 1]n e´ um ponto fixo da
BSB enta˜o x ∈ {−1, 1}n, isto e´, x e´ um ve´rtice do hipercubo [−1, 1]n.
A demonstrac¸a˜o do teorema 5.8.2 encontra-se em [66]. Note que o teorema 5.8.2 na˜o impo˜e
nenhuma hipo´tese sobre a simetria da matriz dos pesos sina´pticos. O seguinte teorema foi introduzido
por no´s e relaciona o modelo BSB com a memo´ria associativa de Hopfield.
Teorema 5.8.3. Um padra˜o x ∈ {−1, 1}n sera´ um ponto fixo da BSB (com θ = 0) se e somente se x
for um ponto fixo da memo´ria associativa de Hopfield com a mesma matriz de pesos sina´pticos.
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Demonstrac¸a˜o. Seja x ∈ {−1, 1}n. Pela definic¸a˜o da func¸a˜o linear por partes, da func¸a˜o sinal e
lembrando que α > 0, temos:
x = L(αWx + x) ⇔ (α(Wx)i + xi) xi ≥ 1 ∀i = 1, . . . , n (5.54)
⇔ αxi(Wx)i + 1 ≥ 1 ∀i = 1, . . . , n (5.55)
⇔ xi(Wx)i ≥ 0 ∀i = 1, . . . , n (5.56)
⇔ x = sinal(Wx). (5.57)
Note que o teorema 5.8.3 na˜o impo˜e nenhuma hipo´tese sobre a matriz dos pesos sina´pticos W .
Portanto, este resultado permanece va´lido para outras regras de aprendizado, por exemplo, para o
armazenamento por projec¸a˜o. Note tambe´m que na˜o impomos nenhuma condic¸a˜o sobre a constante
α, exceto α > 0. Finalmente, observe que este resultado so´ e´ va´lido para padro˜es nos ve´rtices de
[−1, 1]n. Poderemos ter pontos fixos na BSB que esta˜o no iterior de [−1, 1]n se as hipo´teses do
teorema 5.8.2 na˜o forem satisfeitas. Estes pontos fixos da BSB obviamente na˜o sera˜o pontos fixos da
memo´ria associativa de Hopfield e suas variac¸o˜es.
Capı´tulo 6
Memo´rias Associativas Morfolo´gicas
Neste capı´tulo discutimos as memo´rias associativas morfolo´gicas (Morphological Associative Me-
mories, MAM). Discutimos primeiro o caso heteroassociativo em tons de cinza apresentando exem-
plos e resultados sobre a capacidade de armazenamento e toleraˆncia a ruı´do. Depois voltamos nossa
atenc¸a˜o para o caso auto-associativo. Terminamos o capı´tulo discutindo o caso auto-associativo
bina´rio e as memo´rias associativas de duas camadas.
6.1 Memo´rias Associativas Morfolo´gicas Heteroassociativas
As memo´rias associativas morfolo´gicas sa˜o redes neurais descritas pelo modelo neural morfolo´gico e
foram introduzidas em [73, 74, 76]. O caso mais simples ocorre quando temos uma rede alimentada
adiante, totalmente conexa e de camada u´nica, cuja func¸a˜o de ativac¸a˜o e´ a func¸a˜o identidade. Neste
caso, o mapeamento associativo da memo´ria G : Rn → Rm e´ descrito por uma matriz W ∈ Rm×n ou
M ∈ Rm×n e o produto-mı´nimo ou o produto-ma´ximo. Dado um padra˜o-chave x ∈ Rn, encontramos
o padra˜o recordado y ∈ Rm atrave´s da equac¸a˜o
y = W ∨ x, (6.1)
ou
y = M ∧ x. (6.2)
Repare na semelhanc¸a entre o mapeamento associativo das memo´rias associativas morfolo´gicas he-
teroassociativas e o mapeamento associativo das memo´rias associativas lineares. A diferenc¸a esta´ no
produto-ma´ximo ou produto-mı´nimo usado nos modelos morfolo´gicos. Lembre-se que os modelos
morfolo´gicos apresentam um comportamento na˜o-linear devido a estas duas operac¸o˜es.
Podemos fazer uma interpretac¸a˜o das equac¸o˜es (6.1) e (6.2) usando a morfologia matema´tica
[85, 86, 87]. Podemos verificar que os operadores δ(x) = W ∨ x e ε(x) = M ∧ x sa˜o operac¸o˜es
de dilatac¸a˜o e erosa˜o na morfologia matema´tica, respectivamente. Desta forma, a tarefa na fase
de armazenamento das memo´rias associativas morfolo´gicas seria encontrar uma dilatac¸a˜o (erosa˜o)
tal que δ(xξ) = yξ (ε(xξ) = yξ) para todo ξ = 1, . . . , k. Na˜o usaremos esta interpretac¸a˜o na
fase de armazenamento, mas podemos extrair resultados interessantes (e intuitivos) para a fase de
recordac¸a˜o. Por exemplo, a dilatac¸a˜o (erosa˜o) e´ um operador extensivo (anti-extensivo), isto e´, a
dilatac¸a˜o (erosa˜o) expande (reduz) um objeto preto de uma imagem com fundo branco. A memo´ria
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associativa morfolo´gica descrita pela equac¸a˜o (6.1) (Equac¸a˜o (6.2)) tambe´m possui esta caracterı´stica.
Ale´m disso, uma dilatac¸a˜o (erosa˜o) e´ usada para remover ruı´do erosivo (dilativo) de uma imagem.
Dizemos que uma imagem x˜ e´ uma versa˜o de x corrompida com ruı´do erosivo (dilativo) se x˜ ≤ x
(x˜ ≥ x).
6.1.1 Aprendizado
Suponha que armazenamos um u´nico par (x,y) na memo´ria. Pelas equac¸o˜es (6.1) e (6.2), encontra-
mos, respectivamente,
yi = (W ∨ x)i =
n∨
j=1
(wij + xj) , (6.3)
e
yi = (M ∧ x)i =
n∧
j=1
(wij + xj) . (6.4)
Pela equac¸a˜o (6.3) temos que yi ≤ wij + xj , ou seja, yi − xj ≤ wij. Podemos definir W atrave´s da
equac¸a˜o wij = yi − xj . Usando a notac¸a˜o matricial da a´lgebra de imagens, temos
WXY =


y1 − x1 . . . y1 − xn
... . . .
...
ym − x1 . . . ym − xn

 = y ∧ x∗, (6.5)
onde x∗ = −xT e´ o conjugado aditivo do vetor x.
Podemos verificar que WXY recupera o padra˜o y quando apresentamos x como entrada. De fato,
WXY ∨ x =


∨n
i=1 (y1 − xi + xi)
...∨n
i=1 (ym − xi + xi)

 = y. (6.6)
Repare na semelhanc¸a entre as equac¸o˜es (6.5) e (4.3) do armazenamento por correlac¸a˜o quando ar-
mazenamos um u´nico padra˜o. Por analogia a (4.3), quando armazenamos o conjunto de memo´rias
fundamentais {(xξ,yξ), ξ = 1, . . . , k}, temos
WXY = Y ∧ X∗, (6.7)
onde X = [x1,x2, . . . ,xk] e Y = [y1,y2, . . . ,yk]. Note que usamos ∧ para gerar a matriz WXY
(equac¸a˜o (6.7)) e usamos ∨ na fase de recordac¸a˜o (equac¸a˜o (6.6)).
Partindo de (6.4) e seguindo um raciocı´nio ana´logo, encontramos
MXY = Y ∨ X∗, (6.8)
como sendo a matriz dos pesos sina´pticos da memo´ria associativa morfolo´gica descrita pela equac¸a˜o
(6.2).
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Exemplo 6.1.1. Seja
X =

0 0 00 −2 −3
0 −4 0

 e Y =

0 −1 01 −1 −2
0 0 0

 . (6.9)
De acordo com a equac¸a˜o (6.7) temos
WXY = Y ∧ X∗ =

0 0 01 1 1
0 0 0

 ∧

−1 1 3−1 1 3
0 2 4

 ∧

 0 3 0−2 1 −2
0 3 0

 =

−1 0 0−2 1 −2
0 0 0

 , (6.10)
e pela equac¸a˜o (6.8) encontramos
MXY = Y ∨ X∗ =

0 0 01 1 1
0 0 0

 ∨

−1 1 3−1 1 3
0 2 4

 ∨

 0 3 0−2 1 −2
0 3 0

 =

0 3 31 1 3
0 3 4

 . (6.11)
Podemos verificar que WXY ∨ xξ = yξ = MXY ∧ xξ, para todo ξ = 1, 2, 3. Por exemplo,
WXY ∨ x1 =

−1 0 0−2 1 −2
0 0 0

 ∨

00
0

 =

01
0

 = y1, (6.12)
e
MXY ∧ x2 =

0 3 31 1 3
0 3 4

 ∧

 0−2
−4

 =

−1−1
0

 = y2. (6.13)
Chamamos a atenc¸a˜o do leitor para o fato de que yξ ∨
(
xξ
)∗
= yξ ∧
(
xξ
)∗. Podemos reduzir a
notac¸a˜o denotando estes produtos externos morfolo´gicos por yξ +
(
xξ
)∗. Desta forma, as equac¸o˜es
(6.7) e (6.8) possuem um ana´logo a` equac¸a˜o (4.3), isto e´
WXY =
k∧
ξ=1
(
yξ +
(
xξ
)∗)
, e MXY =
k∨
ξ=1
(
yξ +
(
xξ
)∗)
. (6.14)
Podemos adicionar facilmente um novo par de padro˜es nas memo´rias WXY e MXY usando as equac¸o˜es
de (6.14). Se armazenamos os pares
(
xξ,yξ
)
, para ξ = 1, . . . , k, e desejamos adicionar um novo par(
xk+1,yk+1
)
, enta˜o definimos
W novaXY = W
atual
XY ∧
[
yk+1 +
(−xk+1)T] , (6.15)
ou
MnovaXY = M
atual
XY ∨
[
yk+1 +
(−xk+1)T] . (6.16)
Entretanto, na˜o podemos excluir um padra˜o armazenado.
A seguinte definic¸a˜o, introduzida em [76], diz respeito ao armazenamento das memo´rias funda-
mentais em uma memo´ria associativa morfolo´gica.
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Definic¸a˜o 6.1.1. Uma matriz A e´ uma memo´ria ∨ -perfeita para (xξ,yξ), com ξ = 1, . . . , k, se e
somente se, A ∨ xξ = yξ, para todo ξ = 1, . . . , k. Analogamente, uma matriz B e´ uma memo´ria
∧ -perfeita para (xξ,yξ), com ξ = 1, . . . , k, se e somente se, B ∧ xξ = yξ, para todo ξ = 1, . . . , k.
Pela definic¸a˜o, se X = [x1, . . . ,xk], Y = [y1, . . . ,yk] e A e´ uma memo´ria ∨ -perfeita, enta˜o
A ∨ X = Y . Se B e´ ∧ -perfeita, enta˜o B ∧ X = Y . Temos tambe´m que, se A e´ ∨ -perfeita, enta˜o(
A ∨ xξ
)
i
= yξi para todo ξ = 1, . . . , k e todo i = 1, . . . , m. Equivalentemente,
n∨
j=1
(
aij + x
ξ
j
)
= yξi , ∀ξ = 1, . . . , k e i = 1, . . . , m. (6.17)
Da equac¸a˜o (6.17) obtemos a seguinte desigualdade para um ı´ndice j ∈ {1, . . . , n} arbitra´rio:
aij + x
ξ
j ≤ yξi , ∀ξ = 1, . . . , k (6.18)
⇔ aij ≤ yξi − xξj , ∀ξ = 1, . . . , k (6.19)
⇔ aij ≤
k∧
ξ=1
(
yξi − xξj
)
= wij. (6.20)
Temos com isso que A ≤ WXY e consequentemente
Y = A ∨ X ≤ WXY ∨ X. (6.21)
Pela equac¸a˜o (6.14), temos WXY ≤ yξ×
(
xξ
)∗ ≤ MXY para todo ξ = 1, . . . , k e usando a equac¸a˜o
(6.6) concluı´mos que WXY ∨ xξ ≤
(
yξ × (xξ)∗) ∨ xξ = yξ = (yξ × (xξ)∗) ∧ xξ ≤ MXY ∧ xξ,
para ξ = 1, . . . , k, ou equivalentemente,
WXY ∨ X ≤ Y ≤ MXY ∧ X. (6.22)
Finalmente, pelas equac¸o˜es (6.21) e (6.22) concluı´mos que
Y = A ∨ X ≤ WXY ∨ X ≤ Y, (6.23)
e portanto WXY ∨ X = Y . Um argumento similar mostra que se B e´ ∧ -perfeita para (xξ,yξ), para
todo ξ = 1, . . . , k, enta˜o MXY ≤ B e MXY ∧ X = Y .
Teorema 6.1.1. Se A e´ ∨ -perfeita e B e´ ∧ -perfeita para (xξ,yξ), com ξ = 1, . . . , k, enta˜o
A ≤ WXY ≤ MXY ≤ B e WXY ∨ X = Y = MXY ∧ X. (6.24)
Este teorema mostra que WXY e´ o maior elemento (ma´ximo) do conjunto das memo´rias ∨ -
perfeitas e MXY e´ o menor elemento (mı´nimo) do conjunto das memo´rias ∧ -perfeitas. Ale´m disso,
se existe uma memo´ria ∨ -perfeita, enta˜o WXY e´ tambe´m ∨ -perfeita. O mesmo vale para MXY ,
substituindo ∨ por ∧ .
O seguinte teorema fornece uma condic¸a˜o necessa´rias e suficientes para o perfeito armazenamento
das memo´rias fundamentais em uma memo´ria associativa morfolo´gica no caso hetero-associativo
[73, 76].
6.1 Memo´rias Associativas Morfolo´gicas Heteroassociativas 53
Fig. 6.1: Padro˜es recordados pela memo´ria associativa morfolo´gica MXY apo´s apresentarmos as
chaves fundamentais x1, . . . ,x5 como entrada.
Teorema 6.1.2. A matriz WXY e´ ∨ -perfeita para
(
xξ,yξ
)
, com ξ = 1, . . . , k, se e somente se,
para cada ξ = 1, . . . , k, cada linha da matriz
[
yξ × (xξ)∗] −WXY conte´m um elemento nulo. Por
dualiade, a matriz MXY e´ ∧ -perfeita para
(
xξ,yξ
)
, com ξ = 1, . . . , k, se e somente se, para cada
ξ = 1, . . . , k, cada linha da matriz MXY −
[
yξ × (xξ)∗] conte´m um elemento nulo.
Note que o teorema 6.1.2 na˜o conte´m nenhuma hipo´tese sobre o nu´mero ma´ximo de memo´rias
fundamentais. Logo, podemos armazenar quantos padro˜es desejarmos, desde que, cada linha de
yξ × (xξ)∗ −WXY e MXY − yξ × (xξ)∗ contenha um elemento nulo para cada ξ = 1, . . . , k.
Exemplo 6.1.2. No exemplo 6.1.1, verificamos que WXY ∨ xξ = yξ = MXY ∧ xξ, para ξ = 1, 2, 3,
ou seja, WXY e MXY sa˜o memo´rias ∨ e ∧ -perfeitas, respectivamente. Logo, elas satisfazem as
condic¸o˜es do teorema 6.1.2. Por exemplo, para ξ = 2, temos que
w11 = y
2
1 − x21 =
[
y2 × (x2)∗]
11
,
w22 = y
2
2 − x22 =
[
y2 × (x2)∗]
22
,
w31 = y
2
3 − x21 =
[
y2 × (x2)∗]
31
,
e
m13 = y
2
1 − x23 =
[
y2 × (x2)∗]
13
,
m22 = y
2
2 − x22 =
[
y2 × (x2)∗]
22
,
m33 = y
2
3 − x23 =
[
y2 × (x2)∗]
33
.
(6.25)
Exemplo 6.1.3. Considere os padro˜es bina´rios x1, . . . ,x5 e y1, . . . ,y5 apresentados nas figuras 1.1 e
1.2. Armazenamos estes padro˜es nas memo´rias associativas morfolo´gicas MXY e WXY . Verificamos
que WXY ∨ xξ = yξ, para todo ξ = 1, . . . , k. Entretanto somente as equac¸o˜es WXY ∨ x1 = y1 e
WXY ∨ x5 = y5 valem para a memo´ria associativa morfolo´gica MXY . Na figura 6.1 apresentamos
os padro˜es recordados pela memo´ria associativa morfolo´gica MXY apo´s apresentarmos as chaves
fundamentais x1, . . . ,x5 como entrada. O erro quadra´tico normalizado
‖yξ −MXY ∧ xξ‖
‖yξ‖ (6.26)
calculado sobre os padro˜es x2, x3 e x4 foi 0, 068, 0, 034 e 0, 016, respectivamente.
Teorema 6.1.3. Sejam X = [x1, . . . ,xk] ∈ {0, 1}n×k e Y = [y1, . . . ,yk] ∈ {0, 1}m×k matrizes
geradas aleatoriamente com probabilidade 1/2 de um elemento ser 0 ou 1. Se WXY = Y ∧ X∗ e
MXY = Y ∨ X∗, enta˜o
Pr (WXY ∨ X = Y ) = Pr (MXY ∧ X = Y )
=

1− 1
4
(
2− 3
k−1 + 1
4k−1
)(
1−
(
1
2
)k−1)n−1
− 1
4
(
1−
(
3
4
)k−1)(
1−
(
7
8
)k−1)n−1
mk
.
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Demonstrac¸a˜o. Vamos demonstrar o teorema 6.1.3 somente para a memo´ria associativa morfolo´gica
WXY . O resultado para MXY pode ser obtido de modo ana´logo. Durante a demonstrac¸a˜o usaremos
o fato de xξj e y
ξ
i serem varia´veis aleato´rias independentes e identicamente distribuı´das para todo
i = 1, . . . , m, j = 1, . . . , n e ξ = 1, . . . , k.
Sabemos que WXY ∨ X ≤ Y para todo X e Y . Assim, WXY ∨ X = Y se e somente se
WXY ∨ X ≥ Y . A probabilidade de WXY ∨ X ≥ Y sera´ obtida atra´ves da probabilidade de∨n
j=1(w1j + x
1
j) ≥ y11. O ca´lculo desta u´ltima sera´ dividida em quatro casos distintos, disjuntos
e equiprova´veis. No final teremos Pr(
∨n
j=1(w1j + x
1
j) = y
1
1) = (Pr(Caso 1) + Pr(Caso 2) +
Pr(Caso 3) + Pr(Caso 4))/4.
Caso (1). Se x11 = 1 e y11 = 1, teremos
Pr (w11 ≥ 0) = Pr

 k∧
ξ=1
(yξ
1
− xξ
1
) ≥ 0

 = Pr

0 ∧ k∧
ξ=2
(yξ
1
− xξ
1
) ≥ 0

 = [Pr (yξ
1
− xξ
1
)
≥ 0
]k−1
=
(
3
4
)k−1
,
P r
(
w1j + x
ξ
j ≤ 0
)
= Pr

 k∧
ξ=1
(
y
ξ
1
− xξj + x1j
)
≤ 0

 = Pr

1 ∧ k∧
ξ=2
(
y
ξ
1
− xξj + x1j
)
≤ 0


= 1− Pr

 k∧
ξ=2
(
y
ξ
1
− xξj + x1j
)
> 0

 = 1− [Pr ((yξ
1
− xξj + x1j
)
> 0
)]k−1
= 1−
(
1
2
)k−1
,
P r

 n∨
j=2
(
wij + x
1
j
) ≥ 1

 = 1−Pr

 n∨
j=2
(
wij + x
1
j
)
< 1

 = 1−[Pr (wij + x1j ≤ 0)]n−1 = 1−
[
1−
(
1
2
)k−1]n−1
.
Assim,
Pr

 n∨
j=1
(
w1j + x
1
j
) ≥ y11

 = Pr

(w11 + 1) ∨

 n∨
j=2
(
w1j + x
1
j
) ≥ 1


= Pr ((w11 + 1) ≥ 1) + Pr

 n∨
j=2
(
w1j + x
1
j
) ≥ 1

− Pr ((w11 + 1) ≥ 1) Pr

 n∨
j=2
(
w1j + x
1
j
) ≥ 1


= 1−
(
1−
(
3
4
)k−1)(
1−
(
1
2
)k−1)n−1
.
Caso (2). Se x11 = 1 e y
1
1 = 0, teremos
Pr

 n∨
j=1
(
w1j + x
1
j
) ≥ y11

 = Pr

(w11 + 1) ∨

 n∨
j=2
(
w1j + x
1
j
) ≥ 0


= Pr ((w11 + 1) ≥ 0) + Pr

 n∨
j=2
(
w1j + x
1
j
) ≥ 0

− Pr ((w11 + 1) ≥ 0) Pr

 n∨
j=2
(
w1j + x
1
j
) ≥ 0


= 1 + Pr

 n∨
j=2
(
w1j + x
1
j
) ≥ 0

− Pr

 n∨
j=2
(
w1j + x
1
j
) ≥ 0

 = 1.
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Caso (3). Se x11 = 0 e y11 = 1, teremos
Pr (w11 ≥ 1) = Pr

 k∧
ξ=1
(yξ
1
− xξ
1
) ≥ 1

 = Pr

1 ∧ k∧
ξ=2
(yξ
1
− xξ
1
) ≥ 1

 = [Pr (yξ
1
− xξ
1
)
≥ 1
]k−1
=
(
1
4
)k−1
,
Assim,
Pr

 n∨
j=1
(
w1j + x
1
j
) ≥ y11

 = Pr

w11 ∨

 n∨
j=2
(
w1j + x
1
j
) ≥ 1


= Pr (w11 ≥ 1) + Pr

 n∨
j=2
(
w1j + x
1
j
) ≥ 1

− Pr (w11 ≥ 1) Pr

 n∨
j=2
(
w1j + x
1
j
) ≥ 1


= 1−
(
1−
(
1
4
)k−1)(
1−
(
1
2
)k−1)n−1
.
Caso (4). Se x11 = 0 e y
1
1 = 0, teremos
Pr (w11 ≥ 0) = Pr

 k∧
ξ=1
(yξ
1
− xξ
1
) ≥ 0

 = Pr

0 ∧ k∧
ξ=2
(yξ
1
− xξ
1
) ≥ 0

 = [Pr (yξ
1
− xξ
1
)
≥ 0
]k−1
=
(
3
4
)k−1
,
P r
(
w1j + x
ξ
j ≤ −1
)
= Pr

 k∧
ξ=1
(
y
ξ
1
− xξj + x1j
)
≤ −1

 = Pr

0 ∧ k∧
ξ=2
(
y
ξ
1
− xξj + x1j
)
≤ −1


= 1− Pr

 k∧
ξ=2
(
y
ξ
1
− xξj + x1j
)
> −1

 = 1− [Pr ((yξ
1
− xξj + x1j
)
≥ 0
)]k−1
= 1−
(
7
8
)k−1
,
P r

 n∨
j=2
(
wij + x
1
j
) ≥ 0

 = 1−Pr

 n∨
j=2
(
wij + x
1
j
)
< 0

 = 1−[Pr (w1j + x1j ≤ −1)]n−1 = 1−
[
1−
(
7
8
)k−1]n−1
.
Assim,
Pr

 n∨
j=1
(
w1j + x
1
j
) ≥ y11

 = Pr

w11 ∨

 n∨
j=2
(
w1j + x
1
j
) ≥ 0


= Pr (w11 ≥ 0) + Pr

 n∨
j=2
(
w1j + x
1
j
) ≥ 0

− Pr (w11 ≥ 0) Pr

 n∨
j=2
(
w1j + x
1
j
) ≥ 0


= 1−
(
1−
(
3
4
)k−1)(
1−
(
7
8
)k−1)n−1
.
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Finalmente teremos
Pr

 n∨
j=1
(
w1j + x
1
j
)
= y11

 = 1
4

1−
(
1−
(
3
4
)k−1)(
1−
(
1
2
)k−1)n−1
+ 1
+1−
(
1−
(
1
4
)k−1)(
1−
(
1
2
)k−1)n−1
+ 1−
(
1−
(
3
4
)k−1)(
1−
(
7
8
)k−1)n−1
= 1− 1
4
(
2− 3
k−1 + 1
4k−1
)(
1−
(
1
2
)k−1)n−1
− 1
4
(
1−
(
3
4
)k−1)(
1−
(
7
8
)k−1)n−1
.
Portanto,
Pr (WXY ∨ X = Y ) =
[
Pr
(
WXY ∨ xξ = yξ
)]k
=
[
Pr
(
n∨
j=1
(
wij + x
ξ
j
)
= yξi
)]mk
=

1− 1
4
(
2− 3
k−1 + 1
4k−1
)(
1−
(
1
2
)k−1)n−1
− 1
4
(
1−
(
3
4
)k−1)(
1−
(
7
8
)k−1)n−1
mk
.
Exemplo 6.1.4. Considere o conjunto de padro˜es bina´rios {(xξ,yξ),xξ ∈ {0, 1}100,yξ ∈ {0, 1}80, ξ =
1, . . . , k} gerado aleatoriamente com distribuic¸a˜o uniforme. Armazenamos este conjunto de memo´rias
fundamentais nas memo´rias associativas morfolo´gicas WXY e MXY . Depois verificamos se yξ =
W ∨ xξ para todo ξ = 1, . . . , k. Repetimos o experimento 1000 vezes para diferentes valores de k
(nu´mero de memo´rias fundamentais armazenados). Na figura 6.2 apresentamos com 5 a probabi-
lidade empı´rica de yξ = W ∨ xξ e com 4 a probabilidade empı´rica de yξ = M ∧ xξ, para todo
ξ = 1, . . . , k. A linha tracejada representa a probabilidade teo´rica dada pela equac¸a˜o (6.27). No
eixo horizontal colocamos k, o nu´mero de memo´rias fundamentais. Note que que as probabilida-
des empı´ricas Pr(W ∨ X = Y ) e Pr(W ∧ X = Y ) coincidiram e ambas sa˜o menores que 1 para
k ≥ 4. Este resultado mostra que as memo´rias associativas morfolo´gicas bina´rias heteroassociativas
na˜o conseguem armazenar muitas memo´rias fundamentais.
O seguinte teorema, introduzido em [73, 76], caracteriza a recordac¸a˜o de um padra˜o yγ apo´s
apresentarmos como entrada uma versa˜o corrompida da chave fundamental xγ . Um resultado ana´logo
pode ser obtido para a memo´ria associativa MXY usando o conceito de dualidade.
Teorema 6.1.4. Seja x˜γ uma versa˜o ruidosa do padra˜o xγ . WXY ∨ x˜γ = yγ se e somente se
x˜γj ≤ xγj ∨
[
m∧
i=1
k∨
ξ 6=γ
(
yγi − yξi + xξj
)]
, ∀j = 1, . . . , m, (6.27)
e para cada ı´ndice de linha i ∈ {1, . . . , m}, existe um ı´ndice de coluna ji ∈ {1, . . . , n} tal que
x˜γji = x
γ
ji
∨
[
k∨
ξ 6=γ
(
yγi − yξi + xξji
)]
. (6.28)
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Fig. 6.2: A linha com 5 representa a probabilidade empı´rica yξ = W ∨ xξ para todo ξ = 1, . . . , k.
A linha com4 representa a probabilidade empı´rica de yξ = M ∧ xξ para todo ξ = 1, . . . , k. A linha
tracejada representa a probabilidade dada pela equac¸a˜o 6.27.
O seguinte teorema, introduzido por Sussner em [93], determina precisamente a ac¸a˜o da memo´ria
associativa morfolo´gica WXY no caso bina´rio. Um resultado ana´logo pode ser obtido para WXY
usando o conceito de dualidade.
Teorema 6.1.5. Seja X ∈ {0, 1}n×k, Y ∈ {0, 1}m×k e x ∈ {0, 1}n. Se 0 6= x ≤ ∨kξ=1 xξ enta˜o
WXY ∨ x =
q∨
t=1
∨
t∈Θt
yξ , (6.29)
onde {Θ1, Θ2, . . . , Θq} e´ o conjunto de todos Θt ⊆ {1, . . . , k} tais que∨
ξ∈Θt
xξ ≥ x . (6.30)
Exemplo 6.1.5. Considere os padro˜es bina´rios x1, . . . ,x5 e y1, . . . ,y5 apresentados nas figuras 1.1
e 1.2. Armazenamos estes padro˜es na memo´ria associativa morfolo´gica WXY . No exemplo 6.1.3
verificamos que WXY ∨ xξ = yξ para todo ξ = 1, . . . , k. Considere agora os padro˜es x˜1, . . . , x˜5
apresentados na figura 6.3. Estes padro˜es foram obtidos introduzindo ruı´do salt (ruı´do erosivo) com
probabilidade 0, 3. Verificamos que as recordac¸o˜es fundamentais y1, . . . ,y5 foram encontradas como
saı´da apo´s apresentarmos os padro˜es corrompidos x˜1, . . . , x˜5 como entrada. Repetimos o experi-
mento 1000 vezes e verificamos que o erro quadra´tico me´dio normalizado
EQMN = E
(
1
5
5∑
ξ=1
‖yξ −WXY ∨ x˜ξ‖
‖yξ‖
)
= 0. (6.31)
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Fig. 6.3: Padro˜es corrompidos com ruı´do salt com probabilidade 0, 3 usado no exemplo 6.1.5.
Fig. 6.4: Padro˜es corrompidos com ruı´do pepper com probabilidade 0, 3 usados como entrada, abaixo
os respectivos padro˜es recordados pela memo´ria associativa morfolo´gica MXY .
Tambe´m armazenamos o conjunto das memo´rias fundamentais {(xξ,yξ), ξ = 1, . . . , 5} na memo´ria
associativa MXY . Utilizamos como entrada os padro˜es corrompidos com ruı´do pepper (ruı´do dila-
tivo) com probabilidade 0, 3 apresentados no topo da figura 6.4 e encontramos como resposta da
memo´ria os padro˜es apresentados na segunda linha da figura 6.4. O erro quadra´tico normalizado
‖yξ − MXY ∧ x˜ξ‖/‖yξ‖ para ξ = 1, . . . , 5 foi, respecitvamente, 0, 081, 0, 068, 0, 035, 0, 016 e 0.
Repetimos o experimento 1000 vezes e encontramos um EQMN = 0, 04.
6.2 Memo´rias Auto-Associativas Morfolo´gicas
Nesta sec¸a˜o consideramos o caso auto-associativo, isto e´, Y = X . Um discuc¸a˜o detalhada das
memo´rias auto-associativas morfolo´gica para padro˜es em tons de cinza encontra-se em [97]. Neste
caso, as matrizes WXX e MXX sa˜o dadas por
wij =
k∧
ξ=1
(
xξi − xξj
)
e mij =
k∨
xi=1
(
xξi − xξj
)
, (6.32)
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Fig. 6.5: Padro˜es corrompidos com ruido pepper (ruido erosivo) utilizados no exemplo 6.2.1.
Fig. 6.6: Padro˜es recordados pela memo´ria auto-associativa morfolo´gica WXX quando apresentamos
os padro˜es da figura 6.5 como entrada.
e na fase de recordac¸a˜o usamos as equac¸o˜es (6.1) e (6.2), respectivamente.
A fase de recordac¸a˜o das memo´rias auto-associativas morfolo´gicas sa˜o descritas em termos dos
seus pontos fixos e regio˜es de recordac¸a˜o [90, 94]. Um resultado ana´logo pode ser obtido para a
memo´ria associativa morfolo´gica MXX usando o conceito de dualidade.
Teorema 6.2.1. Para todo X = [x1, . . . ,xk] ∈ Rn×k, o conjunto dos pontos fixos de WXX inclui os
padro˜es x1, . . . ,xk. Ale´m disso, para todo x ∈ Rn, temos
WXX ∨ x = xˆ , (6.33)
onde xˆ denota o supremo de x no conjunto dos pontos fixos de WXX .
O seguinte corola´rio afirma que a fase de recordac¸a˜o das memo´rias auto-associativas morfolo´gicas
e´ efetuada em um u´nico passo.
Corola´rio. Seja X ∈ Rn. O conjunto dos pontos fixos de WXX consiste de todos WXX ∨ x tais que
x ∈ Rn. Ale´m disso, se xξ, para ξ = 1, . . . , k e´ o padra˜o recordado por WXX apo´s apresentarmos o
padra˜o-chave x, enta˜o x ≤ xξ.
Lembre-se que uma versa˜o ruidosa x˜ de um padra˜o x e´ uma versa˜o erodida de x quando x˜ ≤ x e
e´ uma versa˜o dilatada de x quando x˜ ≥ x. Usando esta terminologia temos que se WXX ∨ x˜γ = xγ ,
enta˜o pelo teorema 6.2.1, x˜γ deve ser uma versa˜o erodida de xγ . Analogamente, se MXX ∨ x˜γ = xγ ,
enta˜o x˜γ deve ser uma versa˜o dilatada de xγ .
Exemplo 6.2.1. Considere os padro˜es x1, . . . ,x4 apresentados na figura 1.3. Armazenamos estes
padro˜es na memo´ria associativa morfolo´gicas WXX usando a equac¸a˜o (6.32). Depois geramos os
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Fig. 6.7: Padro˜es corrompidos com ruido salt (ruido dilativo) utilizados no exemplo 6.2.1.
Fig. 6.8: Padro˜es recordados pela memo´ria auto-associativa morfolo´gica MXX quando apresentamos
os padro˜es da figura 6.7 como entrada.
padro˜es x˜1, . . . , x˜4 introduzindo ruı´do pepper (ruido erosivo) com distribuic¸a˜o uniforme e proba-
bilidade 0, 3. Na figura 6.5 apresentamos os padro˜es corrompidos x1, . . . ,x4 e na figura 6.6 apre-
sentamos os padro˜es recordados pela memo´ria associativa morfolo´gica WXX apo´s apresentarmos os
padro˜es corrompidos x˜1, . . . , x˜4. Repetimos o experimento acima 1000 vezes e encontramos um erro
quadra´tico me´dio normalizado (EQMN) de 0, 0028.
Realizamos um experimento ana´logo usando a memo´ria associativa morfolo´gica MXX e os padro˜es
corrompidos com ruı´do salt (ruı´do dilativo) gerados com distribuic¸a˜o uniforme com probabilidade
0, 3 apresentados na figura 6.7. Na figura 6.8 apresentamos os padro˜es recordados pela memo´ria as-
sociativa morfolo´gica MXX apo´s apresentarmos os padro˜es corrompidos com ruı´do dilativo da figura
6.7. Repetimos o experimento 1000 vezes e encontramos um EQMN = 0, 0039.
Um padra˜o x˜ contendo ruı´do dilativo na˜o pode ser recordado usando WXX , pois pelo corola´rio
acima, se x˜γi > x
γ
i para algum i, enta˜o WXX ∨ x˜γ > xγ . Analogamente, um padra˜o xˆγ contendo
ruı´do erosivo na˜o pode ser recordado usando MXX pois se x˜
γ
i < x
γ
i para algum i, enta˜o MXX ∧ x˜γ <
xγ .
Exemplo 6.2.2. Considere os padro˜es bina´rios x1, . . .x10 ∈ {0, 1}35 apresentados na figura 6.9.
Armazenamos estes padro˜es na memo´ria associativa morfolo´gica WXX e verificamos que todas as
recordac¸o˜es fundamentais sa˜o pontos fixos. Depois, introduzimos ruı´do dilativo nas memo´rias fun-
damentais revertendo um u´nico pixel do fundo da imagem obtendo os padro˜es apresentados na figura
6.10. Na figura 6.11 apresentamos os padro˜es recordados pela memo´ria associativa morfolo´gica WXX
quando apresentamos os padro˜es da figura 6.10 como entrada. Note que nenhuma das memo´rias fun-
damentais foi recordada. Por outro lado, a memo´ria associativa morfolo´gica MXX e´ eficiente para
recordar padro˜es corrompidos com ruı´do dilativo e todas as memo´rias fundamentais foram recordadas
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por esta memo´ria apo´s apresentarmos os padro˜es da figura 6.10 como entrada.
Fig. 6.9: Padro˜es bina´rios x1, . . . ,x10 usados nos exemplos 6.2.2 e 6.3.1.
Fig. 6.10: Padro˜es x˜1, . . . , x˜10 corrompidos com ruı´do dilativo.
Fig. 6.11: Padro˜es recordados pela memo´ria associativa MXX apo´s apresentar os padro˜es da figura
6.10 como entrada.
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Nesta sec¸a˜o discutimos as memo´rias associativas morfolo´gicas bina´rias. Lembramos que um padra˜o
e´ binara´rio se xξ ∈ {0, 1}n para todo ξ = 1, . . . , k. Sabemos que as memo´rias auto-associativas
morfolo´gicas podem armazenar infinitos padro˜es. No caso bina´rio poderemos armazenar 2n padro˜es,
onde n e´ a dimensa˜o do padro˜es.
Dado um conjunto de padro˜es bina´rios {x1, . . . ,xk} e um ı´ndice l, denotaremos por Ll o maior
subconjunto de {1, . . . , k} tal que xξl = 1 para todo ξ ∈ Ll. Em outras palavras, o conjunto Ll diz
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a) b) c)
Fig. 6.12: Nos itens a), b) e c) temos e31, WXX ∨ e31 e x5 ∧ x9, respectivamente.
quais sa˜o as memo´rias fundamentais xξ que possuem valor 1 na l-e´sima componente. Usando esta
notac¸a˜o podemos enunciar o seguinte teorema [94].
Teorema 6.3.1. Seja y um ponto fixo de WXX tal que yl = 1 e y ≤
∧
ξ∈Ll
xξ, enta˜o y =
∧
ξ∈Ll
xξ.
Corola´rio. Se el e´ a l-e´sima coluna da matriz identidade, enta˜o
WXX ∨ el =
∧
ξ∈Ll
xξ. (6.34)
Exemplo 6.3.1. Considere os padro˜es x1, . . . ,x10 apresentados na figura 6.9. Na figura 6.12 a) apre-
sentamos o padra˜o e31 ∈ {0, 1}35 que foi usado como entrada da memo´ria WXX . Na figura 6.12
b) apresentamos o padra˜o recordado pela memo´ria auto-associativa morfolo´gica, isto e´ WXX ∨ e31.
Note que os padro˜es x5 e x9 possuem valor 1 na componente 31. Logo, L31 = {5, 9}. Na figura 6.12
c) apresentamos
∧
ξ∈L31
xξ = x5 ∧ x9. Note que as imagens dos itens b) e c) sa˜o iguais, verificando a
validade do corola´rio 6.3.
Na demonstrac¸a˜o do corola´rio, usamos o fato de
∧
ξ∈Ll
xξ ser um ponto fixo de WXX . Na verdade,
podemos mostrar um resultado muito mais forte. Para isso, vamos apresentar a seguinte definic¸a˜o
[11]:
Definic¸a˜o 6.3.1. Uma expressa˜o envolvendo x1, . . . ,xk e os sı´bolos ∨ e ∧ e´ chamado polinoˆmio
reticulado em x1, . . . ,xk.
Pela definic¸a˜o acima, temos que
∨p
l=1
∧
ξ∈Ll
xξ e´ a forma geral de um polinoˆmio reticulado. Em
particular,
∧
ξ∈Ll
xξ e´ um polinoˆmio reticulado em x1, . . . ,xk e e´ um ponto fixo de WXX . O se-
guinte teorema relaciona o conjunto dos pontos fixos das memo´rias associatias morfolo´gicas com os
polinoˆmios reticulados em x1, . . . ,xk [95].
Teorema 6.3.2 (Teorema dos Pontos Fixos das Memo´rias Associativas Morfo´gicas Bina´rias).
Seja X = [x1, . . . ,xk] ∈ {0, 1}n×k. Um padra˜o bina´rio y, diferente dos padro˜es 0 e 1, e´ um ponto
fixo de WXX se e somente se y e´ um polinoˆmio reticulado em x1, . . . ,xk. Analogamente, um padra˜o
bina´rio z 6= 0, 1 e´ um ponto fixo de MXX se e somente se z e´ um polinoˆmio reticulado em x1, . . . ,xk.
O teorema 6.3.2 mostra que uma memo´ria auto-associativa morfolo´gica bina´ria tem grande pro-
babilidade de ter um grande nu´mero de estados espu´rios. Com base nos teoremas apresentados ante-
riormente podemos dizer:
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1. A capacidade absoluta das memo´rias auto-associativas bina´rias e´ 2n se n for a dimensa˜o dos
padro˜es armazenados.
2. Todo padra˜o recordado e´ um ponto fixo da memo´ria (convergeˆncia com uma u´nica iterac¸a˜o).
3. Os pontos fixos de WXX e MXX incluem os padro˜es originais bem como um grande nu´mero
de estados espu´rios.
4. A memo´ria WXX exibe uma excelente toleraˆncia com respeito a padro˜es erodidos e MXX , com
respeito a padro˜es dilatados.
5. WXX e MXX na˜o sa˜o eficientes na recordac¸a˜o de padro˜es corrompidos por ambos ruı´do dilati-
vos e erosivos.
Na pro´xima sec¸a˜o apresentaremos um modelo com caracterı´sticas melhores com respeito aos itens
3, 4 e 5, que mante´m as caracterı´sticas dos itens 1 e 2.
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As memo´rias WXY e MXY possuem excelente toleraˆncia com respeito a padro˜es corrompidos com
ruı´do somente erosivo ou somente dilativo, respectivamente, mas na˜o sa˜o eficientes quando o padra˜o
apresentado possui ambos ruı´dos. Para evitar este problema, podemos fazer combinac¸o˜es das memo´rias
WXY e MXY . Estas combinac¸o˜es produzem as memo´rias associativas morfolo´gicas de duas cama-
das. Como veremos, as memo´rias associativas de duas camadas possuem um nu´mero menor de pontos
fixos, aumentando assim a toleraˆncia a ruı´dos e diminuindo o nu´mero de memo´rias espu´rias.
6.4.1 Arquitetura
Primeiramente vamos lembrar a definic¸a˜o do nu´cleo de uma memo´ria associativa morfolo´gica W .
Definic¸a˜o 6.4.1. Sejam X ∈ {0, 1}n×k e Y ∈ {0, 1}m×k. Uma matriz Z = [z1, z2, . . . , zk] de
dimenso˜es n× k e´ um nu´cleo para (X, Y ) se e somente se existe uma memo´ria W tal que
W ∨ (MZZ ∧ X) = Y. (6.35)
Se X = Y , dizemos que Z e´ um nu´cleo para X .
Suponha que existe Z (nu´cleo) tal que WZY ∨ (MZZ ∧ X) = Y . Como MXX ∧ X = X para
todo X ∈ {0, 1}n×k, enta˜o podemos dizer que:
WZY ∨ (MZZ ∧ (MXX ∧ X)) = Y. (6.36)
Assim, dado um padra˜o x, encontramos
y = WZY ∨ (MZZ ∧ (MXX ∧ x)) = WZY ∨ ((MZZ ∧ MXX) ∧ x) = WZY ∨ (M ∧ x) ,
(6.37)
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Fig. 6.13: Arquitetura das Memo´ria Associativa de Duas Camadas descrita pela equac¸a˜o (6.40).
onde M e´ uma matriz que depende de Z e X . Na deduc¸a˜o acima, M = MZZ ∧ MXX , mas faremos
uma pequena mudanc¸a na definic¸a˜o da matriz M .
Nossa dificuldade esta´ em encontrar um nu´cleo para (X, Y ). Sabemos que o nu´cleo depende
somente de X . Precisamente, devemos ter Z ≤ X , com zγ ∧ zξ = 0 e zγ  xξ para todo ξ, γ, ξ 6= γ.
Entretanto, vamos supor apenas que zγ ∧ zξ = 0 e zγ  zξ para todo γ, ξ, ξ 6= γ. Note que Z na˜o
depende mais de X . Se X ∈ {0, 1}n×k, Y ∈ {0, 1}m×k e Z ∈ {0, 1}p×k, enta˜o WZY e MXX sa˜o
matrizes m× p e n× n respectivamente. Para manter uma coereˆncia nas operac¸o˜es, M deve ser uma
matriz p× n. Logo, tomaremos
M = MXZX = MXZ ∧ MXX . (6.38)
Assim, dado um padra˜o-chave x, tomamos
y = WZY ∨
(
MXZX ∧ x
)
, (6.39)
como sendo o padra˜o recordado.
A operac¸a˜o MXZX ∧ x pode produzir como resposta um vetor que na˜o pertence ao conjunto
{0, 1}n e isso pode ser ruim quando trabalhamos com memo´rias bina´rias. Introduzimos uma func¸a˜o
limiar aplicada no resultado de MXZX ∧ x na equac¸a˜o (6.39) para evitar este problema. Precisamente,
definimos a memo´ria associativa:
y = WZY ∨ f
(
MXZX ∧ x
)
, (6.40)
onde MXZX = MXZ ∧ MXX e f(x) = [f1(x), f2(x), . . . , fp(x)]′ com
fi(x) =
{
1 se xi > 0
0 caso contra´rio. (6.41)
Na figura 6.4.1 apresentamos a arquitetura da rede deste modelo neural. O modelo dual pode ser
obtido de um modo ana´logo.
6.4 Memo´rias Associativas Morfolo´gicas de Duas Camadas 65
6.4.2 Aprendizado
O aprendizado da memo´ria associativa morfolo´gica de duas camadas consiste em escolher Z =
[z1, z2, . . . , zk] ∈ {0, 1}p×k com zξ ∧ zγ = 0 e zξ 
 zγ , ∀ξ, γ, ξ 6= γ e construir as matrizes
WZY = Y ∧ Z∗ e MXZX = MXZ ∧ MXX = (Z ∨ X∗) ∧ (X ∨ X∗). A escolha de Z e´ arbitra´ria
desde que satisfac¸a as condic¸o˜es apresentadas acima. Note que I = [e1, e2, . . . , ek] ∈ {0, 1}p×k,
onde ei e´ a i-e´sima base do espac¸o Rp, pode ser usada como a matriz Z neste modelo. Neste trabalho
usaremos somente Z = Ip×k.
Teorema 6.4.1 (Teorema dos Pontos Fixos da Memo´ria Associativa Morfolo´gica de Duas Cama-
das). Seja X ∈ {0, 1}n×k tal que MXX ∈ {0, 1}n×k. Seja Y ∈ {0, 1}m×k, Z = [z1, z2, . . . , zk] ∈
{0, 1}p×k e x ∈ {0, 1}n arbitra´rio. Usaremos a notac¸a˜o Θ = {ξ | x ≥ xξ} e MXZX = MXZ ∧ MXX .
Se Θ 6= 0, zγ ≥ zξ e zγ ∧zξ = 0 para todo ξ, γ com γ 6= ξ. Enta˜o, para todo x 6= 1 = [1, 1, . . . , 1]′ ∈
{0, 1}n, temos
WZY ∨ f
(
MXZX ∧ x
)
=
∨
ξ∈Θ
yξ. (6.42)
Ale´m disso, para todo ξ = 1, 2, . . . , k e todo x ∈ {0, 1}n,
MXX ∧ x = xξ ⇒ WZY ∨ f
(
MXZX ∧ x
)
= yξ. (6.43)
A demonstrac¸a˜o deste teorema encontra-se em [94]. A memo´ria associativa morfolo´gica de duas
camadas apresentada acima possui menos estados espu´rios que o modelo WXX e portanto, possui
uma melhor toleraˆncia a ruı´do. Um resultado ana´logo pode ser obtido para a versa˜o dual da memo´ria
associativa morfolo´gica de duas camadas usando o conceito de dualidade.
Exemplo 6.4.1. Considere os padro˜es bina´rios x1, . . . ,x5 e y1, . . . ,y5 apresentados nas figuras 1.1 e
1.2. Armazenamos estes padro˜es na versa˜o dual da memo´ria associativa morfolo´gica de duas camadas
usando Z = I4096×5 e verificamos que yξ = WZY ∨ f
(
MXZX ∧ xξ
)
para todo ξ = 1, . . . , k. Depois
verificamos que as recordac¸o˜es fundamentais y1, . . . ,y5 sa˜o recordadas apo´s apresentarmos como
entrada os padro˜es x˜1, . . . , x˜5 apresentados na figura 6.3. Repetimos o experimento 1000 vezes e
verificamos que o erro quadra´tico me´dio normalizado
EQMN = E
(
1
5
5∑
ξ=1
‖yξ −MXY ∧ x˜ξ‖
‖yξ‖
)
= 0. (6.44)
Finalmente, utilizamos com entrada os padro˜es corrompidos com ruı´do pepper (ruı´do dilativo)
com probabilidade 0, 3 apresentados no topo da figura 6.4. Encontramos como resposta da memo´ria
memo´ria associativa de duas camdas os padro˜es apresentados na figura 6.14. O erro quadra´tico nor-
malizado para ξ = 1, . . . , 5 foi, respectivamente, 0, 081, 0, 068, 0, 035, 0, 016 e 0. Repetimos o expe-
rimento 1000 vezes e encontramos um EQMN = 0, 04.
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Fig. 6.14: padro˜es recordados pela memo´ria associativa morfolo´gica de duas camadas apo´s apresen-
tarmos os padro˜es corrompidos apresentados no topo da figura 6.4
Capı´tulo 7
Desempenho das Memo´rias Associativas
Bina´rias
Neste capı´tulo apresentamos comparac¸o˜es do desempenho das memo´rias associativas bina´rias intro-
duzidas nos capı´tulos 5 e 6. Inspirados nas 5 caracterı´ticas deseja´veis em uma memo´ria associativa
apresentadas no capı´tulo 3, formalizamos os conceitos: capacidade de armazenamento, distribuic¸a˜o
da informac¸a˜o, raio de atrac¸a˜o e probabilidade de memo´ria espu´ria. E´ importante observar que o
conceito de raio de atrac¸a˜o foi utilizado de um modo empı´rico em [44]. Nesta dissertac¸a˜o apresenta-
mos uma definic¸a˜o rigorosa deste conceito. O conceito de capacidade de armazenamento apresentado
nesta dissertac¸a˜o de mestrado difere do conceito de capacidade absoluta introduzido em [56]. Discu-
timos a diferenc¸a entre estes dois conceitos na sec¸a˜o 7.1. Na˜o encontramos na literatura um trabalho
discutindo o esforc¸o computacional das memo´rias associativas neurais. Tambe´m na˜o encontramos
um trabalho mencionando os conceitos de distribuic¸a˜o da informac¸a˜o e a probabilidade de memo´ria
espu´ria de uma memo´ria associativa.
Na˜o discutimos neste capı´tulo o modelo BSB devido a semelhanc¸a deste com o modelo de Hop-
field.
7.1 Capacidade de Armazenamento
A capacidade de armazenamento, denotada por Ca, e´ uma func¸a˜o que diz a probabilidade de arma-
zenarmos um conjunto de memo´rias fundamentais numa memo´ria associativa. Esta func¸a˜o depende
do mapeamento associativo (memo´ria associativa), da dimensa˜o dos padro˜es de entrada (n), da di-
mensa˜o dos padro˜es de saı´da (m) e do nu´mero de memo´rias fundamentais (k). Usaremos a notac¸a˜o
Ca(Memo´ria, n, m; k) no caso heteroassociativo e Ca(Memo´ria, n; k) no caso auto-associativo.
Seja
Ω = {(X, Y ) : X = [x1,x2, . . .] ∈ Rn×∞, Y = [y1,y2, . . .] ∈ Rm×∞}, (7.1)
o conjunto dos pares (X, Y ) de matrizes X (gerada aleato´riamente) com n linhas e infinitas colunas
e das matrizes Y (geradas aleato´riamente) com m linhas e infinitas colunas. Considere a varia´vel
aleato´ria C : Ω −→ N dada por
C = max{p ∈ N : Gp(xξ) = yξ, ∀ξ = 1, . . . , p}, (7.2)
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onde Gp : Rn −→ Rm e´ o mapeamento associativo da memo´ria associativa neural treinada usando os
pares (xξ,yξ) para ξ = 1, . . . , p (primeiras p colunas de X e Y ).
Definic¸a˜o 7.1.1 (Capacidade de Armazenamento). Considere o espac¸o amostral Ω definido na
equac¸a˜o (7.1) e a varia´vel aleato´ria C definida pela equac¸a˜o (7.2). A capacidade de armazenamento
de uma memo´ria associativa e´ a func¸a˜o dada pela equac¸a˜o
Ca(Memo´ria, m, n; k) := 1− Fc(k) = Pr (C > k) , (7.3)
onde Fc e´ a func¸a˜o de distribuic¸a˜o da varia´vel aleato´ria C.
Note que Pr (C > k) e´ a probabilidade de Gk(xξ) = yξ para todo ξ ≤ k. Logo,
Ca(Memo´ria, m, n; k) = Pr
(
Gk(x
ξ) = yξ, ξ = 1, . . . , k
)
, (7.4)
onde Gk e´ o mapeamento associativo obtido apo´s armazenar os pares (xξ,yξ) para ξ = 1, . . . , k.
Podemos estimar a capacidade de armazenamento de uma memo´ria associativa usando o conceito
de func¸a˜o de distribuic¸a˜o empı´rica em conjunto com o teorema de Glivenko-Cantelli [10]. A func¸a˜o
de distribuic¸a˜o empı´rica para varia´veis aleato´rias C1, C2, . . . , Cs e´ a func¸a˜o FE(x) dada por
FE(x) =
1
s
s∑
l=1
Ind [Cl ≤ x] , (7.5)
onde Ind e´ a func¸a˜o indicadora dada por
Ind[Cl ≤ x] =
{
1 se Cl ≤ x,
0 caso contra´rio, (7.6)
O teorema de Glivenko-Cantelli afirma que se C1, C2, . . . sa˜o varia´veis aleato´rias independentes com
uma func¸a˜o de distribuic¸a˜o comum FC , enta˜o supx |FE(x) − FC(x)| −→ 0 com probabilidade 1. O
teorema de Glivenko-Cantelli implica que, com probabilidade 1, lims FE(x) = FC(x), para cada x
onde FC e´ contı´nua. Assim, com probabilidade 1, teremos
Ca (Memo´ria, n; k) = 1− lim
s
FE(k) = lim
s
(1− FE(k)) = lim
s
1
s
s∑
l=1
Ind [Cl > k] . (7.7)
O conceito da capacidade de armazenamento foi inspirado no conceito de capacidade absoluta
introduzido por McEliece et. al. em [56]. A capadidade absoluta e´ definida como max{x ∈ N :
Ca(Memo´ria, m, n; x) ≥ 1 − }, com  > 0 pequeno. Por exemplo, o teorema 5.1.2 apresenta a
capacidade absoluta da rede de Hopfield e a conjectura 5.2.1 apresenta a capacidade absoluta da BAM.
Acreditamos que existe uma perda de informac¸a˜o na medida capacidade absoluta como apresentado
no exemplo abaixo.
Exemplo 7.1.1. Considere duas memo´rias associativas A e B. Na figura 7.1 apresentamos com linha
contı´nua a capacidade de armazenamento da memo´ria associativa A e com linha tracejada a capaci-
dade de armazenamento da memo´ria associativa B. A linha vertical pontilhada representa a capaci-
dade absoluta da memo´ria associativa A e a linha vertical com ponto-trac¸o representa a capacidade
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Fig. 7.1: Capacidade de armazenamento das memo´rias associativas A e B do exemplo 7.1.1. A li-
nha contı´nua representa capacidade de armazenamento da memo´ria associativa A e a linha tracejada
representa a capacidade de armazenamento da memo´ria associativa B. A linha vertical com ponti-
lhada representa a capacidade absoluta da memo´ria associativa A e a linha vertical com ponto-trac¸o
representa a capacidade de armazenamento da memo´ria associativa B.
de armazenamento da memo´ria associativa B. Note que a memo´ria associativa A tem probabili-
dade 1 de armazenar um conjunto com menos de 33 memo´rias fundamentais, mas tem probabilidade
pro´xima de zero para armazenar um conjunto com mais de 70 memo´rias fundamentais. Por outro
lado, a memo´ria associativa B tem probabilidades 0, 911 e 0, 9 de armazenar um conjunto com 33
e 90 memo´rias fundamentais, respectivamente. Neste exemplo, a capacidade absoluta da memo´ria
A e´ maior que a capacidade absoluta da memo´ra B. Entretanto, este resultado na˜o e´ suficiente para
afirmar que a memo´ria A pode armazenar mais padro˜es que B. De fato, temos probabilidade 0, 9
de armazenar um conjunto com 90 memo´rias fundamentais em B. Por outro lado, certamente na˜o
poderemos armazenar o mesmo conjunto em A.
7.1.1 Memo´ria Associativa de Hopfield
Seja X = [x1, . . . ,xk] ∈ {−1, 1}n×k a matriz das memo´rias fundamentais gerada aleatoriamente
com distribuic¸a˜o uniforme onde Pr(xξi = 1) = 1/2 para todo i = 1, . . . , n e ξ = 1, . . . , k. Daniel
Amit mostrou em [3] que
Pr(x1i = sinal(Wx
1)i) =
1
2
[
1 + erf
(√
n
2k
)]
, (7.8)
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onde erf e´ a func¸a˜o erro definida pela equac¸a˜o
erf(x) =
2√
pi
∫ x
0
e−t
2
dt. (7.9)
Logo, a capacidade de armazenamento da memo´ria associativa de Hopfield e´
Ca (MA Hofield, n; k) = Pr
(
sinal(Wxξ) = xξ, ξ = 1, . . . , k
)
(7.10)
=
[
Pr
(
sinal(Wxξ)i = x
ξ
i
)]kn
(7.11)
=
{
1
2
[
1 + erf
(√
n
2p
)]}kn
. (7.12)
Na figura 5.1 apresentamos o gra´fico da capacidade de armazenamento pelo nu´mero de memo´rias fun-
damentais. A linha tracejada representa a capacidade de armazenamento obtida pela equac¸a˜o (7.12) e
a linha contı´nua com  representa a capacidade de armazenamento estimada usando a equac¸a˜o (7.7).
Neste exemplo usamos n = 100 e s = 1000 para estimar a func¸a˜o de distribuic¸a˜o empı´rica.
7.1.2 Memo´ria Associativa Bidirecional
Substituindo o resultado da equac¸a˜o (5.17) na equac¸a˜o (5.23) obtemos
Pr
(
yξ = sinal
(
Wxξ
)
, ∀ξ ∈ {1, . . . , k}) = {1
2
[
1 + erf
(√
n
2k
)]}km
. (7.13)
Analogamente,
Pr
(
xξ = sinal
(
W Tyξ
)
, ∀ξ ∈ {1, . . . , k}) = {1
2
[
1 + erf
(√
m
2k
)]}kn
. (7.14)
Logo,
Ca (BAM, n, m; k) =
{
1
2
[
1 + erf
(√
n
2k
)]}km{
1
2
[
1 + erf
(√
m
2k
)]}kn
. (7.15)
Na figura 5.5 apresentamos com linha tracejada a capacidade de armazenamento da BAM dada pela
equac¸a˜o (7.15) e com linha contı´nua com  a capacidade de armazenamento estimada usando a
equac¸a˜o (7.7). Neste exemplo tomamos n = 100, m = 80 e usamos s = 1000 para calcular a func¸a˜o
de distribuic¸a˜o empı´rica.
7.1.3 Memo´ria Associativa de Personnaz
A matriz dos pesos sina´pticos da memo´ria associativa de Personnaz e´ obtida atrave´s da equac¸a˜o (4.8)
que sempre tera´ soluc¸a˜o no caso auto-associativo (W = I e´ uma soluc¸a˜o ). Logo, a capacidade de
armazenamento desta memo´ria associativa e´
Ca (MA Personnaz, n; k) = 1. (7.16)
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7.1.4 Memo´ria Associativa de Kanter-Sompolinsky
A proposic¸a˜o 3 garante que todas as recordac¸o˜es fundamentais sa˜o pontos fixos da memo´ria associa-
tiva de Kanter-Sompolinsky. Portanto
Ca (MA Kanter, n; k) = 1. (7.17)
7.1.5 Memo´ria Associativa Bidirecional Assime´trica
As matrizes dos pesos sina´pticos da ABAM sa˜o obtidos usando o armazenamento por projec¸a˜o. Pelo
teorema 4.2.1, o erro da dependencia linear sera´ nulo somente se o vetores x1, . . . ,xk forem line-
armente independentes. Entretanto, a probabilidade de um conjunto {x1, . . . ,xk} ser linearmente
independente e´ 1 se k ≤ n e 0 se k > n. Analogamente para os vetores y1, . . . ,yk. Podemos afirmar
que
Ca (ABAM, n, m; k) = 1− f (k − (n ∧m)) , (7.18)
onde f e´ a func¸a˜o limiar definida na equac¸a˜o (6.41).
7.1.6 Memo´ria Associativa com Capacidade Exponencial
Chiueh e Goodman mostraram em [15] que
Pr
(
xηi 6= sinal
(
k∑
ξ
exp
[
< xξ,xη >
]
xξi
))
≤ e
−T
√
4piT
, (7.19)
para η ∈ {1, . . . , k}, i ∈ {1, . . . , k} e T grande. Logo,
Ca (ECAM, n, m; k) = Pr
(
xξ = sinal
(
k∑
ξ
exp
[
< xξ,xη >
]
xξ
)
, ∀ξ ∈ {1, . . . , k}
)
(7.20)
≥
(
1− e
−T
√
4piT
)nk
= ckn, (7.21)
onde c e´ uma constante pro´xima de 1.
7.1.7 Memo´ria Associativa Bidirecional com Capacidade Exponencial
Podemos interpretar a BECAM como uma ECAM usando a equac¸a˜o (5.50). Concluı´mos que a capa-
cidade de armazenamento da BECAM satisfaz
Ca (BECAM, n, m; k) ≥ ck(n+m), (7.22)
onde c e´ uma constante pro´xima de 1.
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7.1.8 Memo´rias Associativa Morfolo´gicas
No teorema 6.2.1 mostramos que WXX ∨ X = MXX ∧ X = X . Logo, a capacidade de armazena-
mento das memo´rias auto-associativas morfolo´gicas WXX e MXX e´
Ca (WXX , n; k) = Ca (MXX , n; k) = 1. (7.23)
Pelo teorema 6.1.3 concluı´mos que
Ca (WXY , n, m; k) = Ca (MXY , n, m; k)
=

1− 1
4
(
2− 3
k−1 + 1
4k−1
)(
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(
1
2
)k−1)n−1
− 1
4
(
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(
3
4
)k−1)(
1−
(
7
8
)k−1)n−1
mk
. (7.24)
Na figura 6.27 apresentamos o gra´fico da capacidade de armazenamento pelo nu´mero de memo´rias
fundamentais armazenadas. Este gra´fico foi construı´do tomando n = 100, m = 80 e repetindo 1000
vezes cada experimento para obter as probabilidades. As linhas contı´nuas com5 e4 representam as
estimativas da capacidade de armazenamento atrave´s da equac¸a˜o (7.7) para as memo´rias associativas
WXY e MXY , respectivamente. A linha tracejada reprensenta a estimativa dada pela equac¸a˜o (7.24).
7.1.9 Memo´ria Associativa Morfolo´gica de Duas Camadas
O teorema 6.4.1 afirma que WZY ∨ f
(
MXZX ∧ x
)
= yξ sempre que MXX ∧ x = xξ. Como
WXX ∧ xξ = xξ para todo ξ = 1, . . . , k, enta˜o a capacidade de armazenamento das memo´rias asso-
ciativas morfolo´gicas de duas camadas e´
Ca (MAM Duas Camadas, n, m; k) = 1. (7.25)
7.2 Distribuic¸a˜o da Informac¸a˜o
A Func¸a˜o Distribuic¸a˜o da Informac¸a˜o (FDI) e´ uma medida da distribuic¸a˜o da informac¸a˜o arma-
zenada numa memo´ria associatva neural. Esta medida e´ uma func¸a˜o que depende da memo´ria, da
dimensa˜o dos padro˜es de entrada e saı´da, do nu´mero de memo´rias fundamentais armazenadas e da
porcentagem do nu´mero das conexo˜es sina´pticas excluı´das da memo´ria associativa neural.
Considere o espac¸o amostral Ω = {(X, Y )|X = [x1, . . . ,xk] ∈ Rn×k, Y = [y1, . . . ,yk] ∈
Rm×k} e defina sobre Ω a varia´vel aleato´ria D : Ω −→ [0, 100] dada por
D = max{x ∈ [0, 100] : Gxk(xξ) = yξ, ∀ξ = 1, . . . , k}, (7.26)
onde Gxk : R
n −→ Rm e´ o mapeamento associativo da memo´ria associativa neural treinada com as
memo´rias fundamentais (xξ,yξ), ξ = 1, . . . , k e com x % do nu´mero total de conexo˜es sina´pticas
excluı´das (primeiro treinamos a memo´ria associativa e depois excluı´mos aleatoriamente as conexo˜es
sinpa´ticas). Note que Gk = G0k e´ o mapeamento associativo com todas as conexo˜es sina´pticas.
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Definic¸a˜o 7.2.1 (Func¸a˜o da Distribuic¸a˜o da Informac¸a˜o). A func¸a˜o da distribuic¸a˜o da informac¸a˜o
(FDI) de uma memo´ria associativa com k padro˜es armazenados e´
D(Memo´ria, n, m, k; x) := 1− FD(x) = Pr(D > x) (7.27)
= Pr
(
Gxk(x
ξ) = yξ, ξ = 1, . . . , k
)
, (7.28)
onde FD e´ a func¸a˜o de distribuic¸a˜o da varia´vel aleato´ria D definida na equac¸a˜o (7.26).
Usamos o conceito de func¸a˜o de distribuic¸a˜o empı´rica e o teorema de Glivenko-Cantelli para esti-
mar a distribuic¸a˜o da informac¸a˜o de uma memo´ria associativa neural. Nas figuras 7.2 e 7.3 apresenta-
mos a FDI empı´rica das memo´rias associativas bina´rias apresentadas nesta dissertac¸a˜o. As memo´rias
associativas bina´rias foram treinadas com 6 padro˜es gerados aleatoriamente. Nos experimentos com-
putacionais usamos n = 100, m = 80 e estimamos a FDI realizando 100 simulac¸o˜es.
Na figura 7.2 apresentamos a FDI empı´rica para o caso auto-associativo. A linha com ◦ representa
a ECAM e a linha com × representa a memo´ria associativa morfolo´gica de duas camadas. Note que
estes dois modelos forneceram a mesma FDI empı´rica. A linha com  representa a memo´ria auto-
associativa morfolo´gica WXX . A memo´ria auto-associativa MXX produziu um resultado semelhante
e na˜o foi apresentada no gra´fico. A linha com ∗ representa a memo´ria associativa de Hopfield, a linha
com O representa a memo´ria associativa de Personnaz e a linha com M representa a memo´ria asso-
ciativa de Kanter-Sompolinsky. Note que a memo´ria associativa de Personnaz apresentou a maior
FDI empı´rica ponto a ponto. A informac¸a˜o armazenada na ECAM e na memo´ria associativa mor-
folo´gica de duas camadas na˜o e´ bem distribuida nas conexo˜es sina´pticas pois estas duas memo´rias
apresentaram a menor FDI empı´rica ponto a ponto.
Na figura 7.3 apresentamos a FDI empı´rica para o caso heteroassociativo bina´rio. A linha com ◦
representa a BECAM e a linha com× representa a memo´ria associativa morfolo´gica de duas camadas.
A FDI empı´rica destes dois modelos coincidem. A linha com  representa a memo´ria associativa
morfolo´gica WXY . Note que a memo´ria associativa morfolo´gica WXY teve uma probabilidade 0, 33
de armazenar todas as memo´rias fundamentais como pontos fixos. Este resultado confere com o
gra´fico da capacidade de armazenamento discutido na sec¸a˜o anterior. A memo´ria associativa MXY
produziu um resultado semelhante. A linha com ∗ representa a BAM e a linha com M representa a
ABAM. Note que a ABAM apresentou a maior FDI empı´rica ponto a ponto.
7.3 Raio de Atrac¸a˜o
O raio da bacia de atrac¸a˜o, ou simplesmente, raio de atrac¸a˜o e´ uma medida para a toleraˆncia a ruı´do
de uma memo´ria associativa. Este conceito foi usado empiricamente por Kanter-Sompolinsky em
[44]. Nesta sec¸a˜o fornecemos uma definic¸a˜o rigorosa deste conceito.
Definic¸a˜o 7.3.1 (Raio de Atrac¸a˜o). Sejam Ω = {(X, Y ) : X = [x1, . . . ,xk] ∈ Rn×k, Y =
[y1, . . . ,yk] ∈ Rm×k} e Rk : Ω −→ R a varia´vel aleato´ria
Rk = sup{r ∈ R : d(x,x1) ≤ r, Gk(x) = y1}, (7.29)
onde Gk : Rn −→ Rm e´ o mapeamento associativo da memo´ria treinada com as memo´rias funda-
mentais (xξ,yξ), para ξ = 1, . . . , k, e d : Rn × Rn −→ [0, +∞) e´ uma me´trica. O raio de atrac¸a˜o de
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Fig. 7.2: FDI empı´rica das memo´rias auto-associativa neurais pela porcentagem de conexo˜es
sina´pticas excluı´das. As linhas representam: ECAM (◦), MAM Duas Camadas (×), MAM WXX
(), MA Hopfield (∗), MA Personnaz (M) e MA Kanter (O).
0 10 20 30 40 50 60 70 80 90 100
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
% Conexoes Sinapticas Excluidas
FD
I
Fig. 7.3: FDI empı´rica das memo´rias heteroassociativa neurais pela porcentagem de conexo˜es
sina´pticas excluı´das. As linhas representam: BECAM (◦), MAM Duas Camadas (×), MAM WXY
(), BAM (∗) e ABAM (M).
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uma memo´ria associativa sera´
ρ(Memo´ria, m, n; k) := E(Rk), (7.30)
onde E(Rk) representa a esperanc¸a da varia´vel aleato´ria Rk.
Na equac¸a˜o (7.29), se x e´ uma versa˜o ruidosa de x1 com d(x,x1) < Rk, enta˜o o padra˜o recordado
pela memo´ria e´ y1, que e´ o mesmo padra˜o recordado quando apresentamos a memo´ria fundamental
x1. No caso bina´rio, podemos substituir sup por max pois d(x,x1) assume somente valores discretos.
Nesta dissertac¸a˜o usamos como me´trica a distaˆncia de Hamming definida como sendo o nu´mero de
componentes distintas de dois padro˜es bina´rios ou bipolares.
Na pra´tica estimamos Rk da seguinte forma:
1. Tome x = x1,
2. Enquanto Gk(x) = y1 fac¸a:
(a) Escolha aleatoriamente um ı´ndice i ∈ {1, . . . , n} que ainda na˜o foi escolhido,
(b) Defina xi = −xi no caso bipolar (ou xi = 1− xi no caso bina´rio).
3. Defina Rk = dH(x,x1)− 1.
O procedimento acima fornece um valor Rk maior que o valor teo´rico definido na equac¸a˜o (7.29).
Entretanto, esta diferenc¸a e´ irrelevante pois usaremos Rk somente para comparar os modelos de
memo´rias associativas bina´rias ou bipolares e usaremos sempre o procedimento descrito acima. Tendo
Rk, podemos estimar o raio de atrac¸a˜o usando a lei dos grandes nu´meros.
Lembre-se que o padra˜o recordado por uma memo´ria associativa dinaˆmica e´ obtido somente apo´s
a convergeˆncia para um ponto fixo e a recursividade da fase de recordac¸a˜o esta´ implicita no mapea-
mento associativo da memo´ria.
Sabemos que a memo´ria associativa morfolo´gica MXY e a memo´ria associativa morfolo´gica de
duas camadas apresentam toleraˆncia a ruı´do somente se o padra˜o-chave x ≥ x1. Por esta raza˜o impo-
mos x1 = 0 na hora de gerar as memo´rias fundamentais (xξ,yξ), para ξ = 1, . . . , k. Analogamente,
impomos x1 = 1 para a memo´ria associativa morfolo´gica WXY e a versa˜o dual da memo´ria associa-
tiva de duas camadas. Portanto, o raio de atrac¸a˜o obtido para as memo´rias associativas morfolo´gicas
so´ fara´ sentido para padro˜es corrompidos somente com ruı´do dilativo ou erosivo.
Na figura 7.4 apresentamos o gra´fico do raio de atrac¸a˜o pelo nu´mero de memo´rias fundamentais
armazenadas nas memo´rias auto-associativas bipolares e bina´rias discutidas nesta dissertac¸a˜o. Os
gra´ficos foram obtidos usando xξ ∈ {−1, 1}100 (ou xξ ∈ {0, 1}100) e calculando a me´dia apo´s 100
simulac¸o˜es. A linha com × representa a memo´ria associativa morfolo´gica de duas camadas e a li-
nha com ◦ representa a ECAM. Estes dois modelos possuem os maiores raios de atrac¸a˜o. A linha
com  representa a memo´ria associativa morfolo´gica WXX . A memo´ria associativa MXX produziu
um resultado semelhante e na˜o foi apresentada na figura 7.4. Note que o raio de atrac¸a˜o da memo´ria
associativa morfolo´gica WXX (e MXX ) apresentou um grande decaı´mento. Este resultado e´ uma con-
sequencia do teorema 6.3.2. A linha com ∗ representa a memo´ria associativa de Hopfield, a linha com
O representa a memo´ria associativa de Personnaz e a linha com M representa a memo´ria associativa
de Kanter-Sompolinsky. Note que a memo´ria associativa de Kanter-Sompolinsky apresentou um raio
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Fig. 7.4: Raio de atrac¸a˜o das memo´rias auto-associativas bina´rias pelo nu´mero de memo´rias fun-
damentais. As linhas representam: ECAM (◦), MAM Duas Camadas (×), MAM WXX (), MA
Hopfield (∗), MA Personnaz (M) e MA Kanter (O). As linhas tracejadas com × e  representam as
memo´rias associativas morfolo´gicas de duas camadas e de camada u´nica, respectivamente, sem impor
x1 = 0 ou x1 = 1.
de atrac¸a˜o maior que o raio de atrac¸a˜o da memo´ria associativa de Personnaz. Esta e´ a vantagem de
impor wii = 0, para i = 1, . . . , n [44]. Note que a memo´ria associativa morfolo´gica de duas camadas
apresentou o maior raio de atrac¸a˜o, entretanto, sua correc¸a˜o de erro e´ limidada para memo´rias-chave
x ≤ x1. O segundo maior raio de atrac¸a˜o foi da ECAM que e´ va´lido para ambos os tipos de ruı´do, di-
lativo e erosivo. As linhas tracejadas com × e  representam as memo´rias associativas morfolo´gicas
de duas camadas e de camada u´nica, respectivamente, sem impor x1 = 0 ou x1 = 1. Note que ambas
memo´rias associativas morfolo´gicas tiveram raio de atrac¸a˜o pro´ximo de zero.
Na figura 7.5 apresentamos o gra´fico do raio de atrac¸a˜o pelo nu´mero de memo´rias fundamentais
armazenadas. Os gra´ficos foram obtidos usando xξ ∈ {−1, 1}100 (ou xξ ∈ {0, 1}100), yξ ∈ {−1, 1}80
(ou yξ ∈ {0, 1}80) e calculando a me´dia apo´s 100 simulac¸o˜es. A linha com × representa a memo´ria
associativa morfolo´gica de duas camadas e a linha com ◦ representa a BECAM. A linha com  repre-
senta a memo´ria associativa morfolo´gica WXY . A memo´ria associativa MXY produziu um resultado
semelhante. A linha com ∗ representa a BAM e a linha com M representa a ABAM. Em analogia ao
caso auto-associativo, a memo´ria associativa morfolo´gica de duas camadas apresentou o maior raio
de atrac¸a˜o, entretanto, sua correc¸a˜o de erro e´ limidada para memo´rias-chave x ≤ x1. O segundo
maior raio de atrac¸a˜o foi da BECAM que e´ a generalizac¸a˜o da ECAM para o caso heteroassociativo.
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Fig. 7.5: Raio de atrac¸a˜o das memo´rias heteroassociativa pelo nu´mero de memo´rias fundamentais.
As linhas representam: BECAM (◦), MAM Duas Camadas (×), MAM WXY (), BAM (∗) e ABAM
(M). As linhas tracejadas com × e  representam as memo´rias associativas morfolo´gicas de duas
camadas e de camada u´nica, respectivamente, sem impor x1 = 0 ou x1 = 1.
As linhas tracejadas com× e  representam as memo´rias associativas morfolo´gicas de duas camadas
e de camada u´nica, respectivamente, sem impor x1 = 0 ou x1 = 1. Note que ambas memo´rias
associativas morfolo´gicas tiveram raio de atrac¸a˜o pro´ximo de zero.
7.4 Memo´rias Espu´rias
Nesta sec¸a˜o medimos a probabilidade de um padra˜o-chave convergir para um padra˜o que na˜o faz
parte do conjunto das memo´rias fundamentais de uma memo´ria associativa treinada com k padro˜es.
Definic¸a˜o 7.4.1 (Probabilidade de Memo´ria Espu´ria, PME). Seja Ω = {(X, Y,x)|X = [x1, . . . ,xk] ∈
Rn×k, Y = [y1, . . . ,yk] ∈ Rm×k,x ∈ Rn}. A probabilidade de uma memo´ria associativa treinada
com k memo´rias fundamentais convergir para uma memo´ria espu´ria e´
E(Memo´ria, n, m; k) := Pr (Gk(x) 6∈ {y1, . . . ,yk}) = 1− Pr (Gk(x) ∈ {y1, . . . ,yk}) , (7.31)
onde Gk : Rn −→ Rm e´ o mapeamento associativo da memo´ria associativa treinada com as memo´rias
fundamentais (xξ,yξ), ξ = 1, . . . , k.
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Usaremos a lei dos grandes nu´meros para estimar a probabilidade de memo´ria espu´ria (PME)
de uma memo´ria associativa neural. Devemos ter um cuidado especial com as memo´rias associati-
vas morfolo´gicas pois sabemos que a MAM MXY e a MAM de duas camadas sempre fornecera˜o
uma memo´ria espu´ria como resposta se o padra˜o-chave x ≤ ∧kξ=1 xξ, onde xξ, ξ = 1, . . . k sa˜o as
memo´rias fundamentais armazenadas. Para evitar este problemas, definimos x1 = 0. Assim, para
todo padra˜o-chave x ∈ {0, 1}n, teremos x ≥ ∧kξ=1 xξ e podemos interpretar x como sendo uma
versa˜o corrompida com ruı´do dilativo. Analogamente, a MAM WXY e a versa˜o dual da MAM de
duas camadas sempre fornecera˜o uma memo´ria espu´ria se o padra˜o-chave x ≥ ∨kξ=1 xξ e definire-
mos x1 = 1 para evitar este problema.
Na figura 7.6 apresentamos a PME pelo nu´mero de memo´rias fundamentais armazenadas nas
memo´rias auto-associativas bina´rias apresentadas nos capı´tulos 5 e 6. Neste experimento usamos
n = 100 e realizamos 1000 simulac¸o˜es para calcular as probabilidades empı´ricas. A linha com ×
representa a memo´ria associativa morfolo´gica de duas camadas e a linha com ◦ representa a ECAM.
Note que a PME destes dois modelos foi sempre nula. A linha com  representa a memo´ria associ-
ativa morfolo´gica WXX . A memo´ria associativa MXX produziu um resultado semelhante e na˜o foi
apresentada na figura 7.6. Note que a PME da memo´ria associativa morfolo´gica WXX (e MXX ) tende
rapidamente para 1. Este resultado e´ uma consequeˆncia do teorema 6.3.2 sobre os pontos fixos das
memo´rias auto-associativas morfolo´gicas bina´rias. A linha com ∗ representa a memo´ria associativa
de Hopfield, a linha com O representa a memo´ria associativa de Personnaz e a linha com M repre-
senta a memo´ria associativa de Kanter-Sompolinsky. Note que a PME e´ sempre maior que 1/2 pois
o mapeamento associativo destes treˆs u´ltimos modelo e´ um mapeamento ı´mpar e portanto, se xξ e´
um ponto fixo, enta˜o −xξ tambe´m e´ um pontos fixos da memo´ria associativa. As memo´rias associa-
tivas morfolo´gicas apresentaram ambas um probabilidade empı´rica pro´xima de 1 se na˜o impormos a
condic¸a˜o discutida no para´grafo anterior sobre o padra˜o x1.
Na figura 7.7 apresentamos a probabilidade de memo´ria espu´ria pelo nu´mero de memo´rias fun-
damentais armazenadas nas memo´rias heteroassociativas bina´rias. Neste experimento tomamos n =
100, m = 80 e efetuamos 1000 simulac¸o˜es para calcular as probabilidades empı´ricas. A linha com ×
representa a memo´ria associativa morfolo´gica de duas camadas e a linha com ◦ representa a BECAM.
Ambos modelos apresentaram uma probabilidade de memo´ria espu´ria nula. A linha com  representa
a memo´ria associativa morfolo´gica WXY . A linha com ∗ representa a BAM e a linha com M repre-
senta a ABAM. A probabilidade de memo´ria espu´ria da BAM e da ABAM e´ sempre maior que 1/2
porque estes modelos possuem um mapeamento associativo ı´mpar. Novamente, as memo´rias associ-
ativas morfolo´gicas apresentaram ambas um probabilidade empı´rica pro´xima de 1 se na˜o impormos
a condic¸a˜o discutida anteriormente sobre o padra˜o x1.
7.5 Esforc¸o Computacional
O esfoc¸o computacional pode ser medido pelo nu´mero de operac¸o˜es e efetuac¸o˜es de func¸o˜es na˜o
lineares realizadas pela memo´ria associativa neural na fase de armazenamento e na fase de recordac¸a˜o.
Nas memo´rias associativas dinaˆmicas tambe´m devemos considerar o nu´mero de iterac¸o˜es necessa´rias
para encontrar a saı´da da rede na fase de recordac¸a˜o.
Nesta sec¸a˜o vamos considerar X = [x1,x2, . . . ,xk] ∈ Rn×k e Y = [y1,y2, . . . ,yk] ∈ Rm×k.
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Fig. 7.6: Probabilidade de memo´ria espu´ria pelo nu´mero de memo´rias fundamentais. As linhas repre-
sentam: ECAM (◦), MAM Duas Camadas (×), MAM WXX (), MA Hopfield (∗), MA Personnaz
(M) e MA Kanter (O).
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Fig. 7.7: Probabilidade de memo´ria espu´ria pelo nu´mero de memo´rias fundamentais armazenadas.
As linhas representam: BECAM (◦), MAM Duas Camadas (×), MAM WXY (), BAM (∗) e ABAM
(M).
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7.5.1 Nu´mero de Operac¸o˜es na Fase de Armazenamento
A matriz de pesos sina´picos da BAM e´ W = Y XT . Logo, sera˜o necessa´rias (2k−1)mn operac¸o˜es de
soma e de multiplicac¸a˜o para obtermos W . Em particular, a matriz dos pesos sina´pticos da memo´ria
associativa de Hopfield requer (2k − 1)n2 operac¸o˜es de soma e multiplicac¸a˜o.
Na memo´ria associativa de Personnaz, a matriz dos pesos sina´pticos e´ W = XX † = Uˆ UˆT , onde
X = Uˆ ΣˆV T e´ a decomposic¸a˜o SVD reduzida de X (Thin SVD Decomposition). O ca´lculo da matriz
Uˆ usando o me´todo R-SVD requer 6nk2 + 11k3 operac¸o˜es e o produto Uˆ UˆT requer (2k − 1)n2
operac¸o˜es de soma e multiplicac¸a˜o [25]. O nu´mero total de operac¸o˜es de soma e multiplicac¸a˜o
necessa´rias para obter a matriz dos pesos sina´pticos da memo´ria associativa de Personnaz e´ 6nk2 +
11k3 + (2k − 1)n2. Na memo´ria associativa de Kanter-Sompolisky tomamos W = XX † e impomos
wii = 0 para todo i = 1, . . . , n. Logo, o nu´mero de operac¸o˜es necessa´rias para encontrar a matriz dos
pesos sina´pticos da memo´ria associativa de Kanter-Sompolisky e´ tambe´m 6nk2 + 11k3 + (2k− 1)n2
operac¸o˜es de soma e multiplicac¸a˜o.
Na ABAM definimos W1 = Y X† e W2 = XY †. O nu´mero de operac¸o˜es necessa´ria para calcular
X† usando a decomposic¸a˜o SVD reduzida e´ 6nk2 + 20k3 operac¸o˜es. Calculado a decomposic¸a˜o
SVD reduzida X = Uˆ ΣˆV T , computamos W1 atrave´s do produto W1 =
(
Y (V Σˆ†)
)
UˆT que requer
(2m + 1)k2 + 2mnk operac¸o˜es de soma e multiplicac¸a˜o. Analogamente, o calculo da matriz W2
requer 6mk2 + 20k3 operac¸o˜es para calcular a decomposic¸a˜o SVD reduzida de Y e (2n + 1)k2 +
2mnk operac¸o˜es para calcular o produto matricial em W2. O nu´mero total de operac¸o˜es de soma e
multiplicac¸a˜o necessa´rias para computar as matrizes de pesos sina´pticos da ABAM e´ 40k3 + 2(4n +
4m + 1)k2 + 4mnk.
Na BECAM usamos as matrizes das memo´rias fundamentais como matriz dos pesos sina´pticos.
Portanto, nenhuma operac¸a˜o e´ efetuada na fase de armazenamento desta memo´ria associativa. Em
particular, a ECAM tambe´m na˜o efetua nenhuma operac¸a˜o na fase de armazenamento.
Nas memo´rias associativas morfolo´gicas tomamos WXY = Y ∧ X∗ e MXY = Y ∨ X∗. Conside-
rando as operac¸o˜es de ma´ximo ou mı´nimo como operac¸o˜es bina´rias, sera˜o necessa´rias kmn operac¸o˜es
de soma e (k−1)mn operac¸o˜es de mı´nimo para calcular WXY ou kmn operac¸o˜es de soma e (k−1)mn
operac¸o˜es de ma´ximo para calcular MXY . O nu´mero total de operac¸o˜es necessa´rias para calcular a
matriz dos pesos sina´pticos de uma memo´ria associativa morfolo´gica e´ (2k − 1)mn operac¸o˜es de
ma´ximo ou mı´nimo e soma.
Nas memo´rias associativas morfo´gicas de duas camadas precisamos da matriz WZY que requer
(2k − 1)pm operac¸o˜es de mı´nimo e soma. A matriz MXYX = MXZ ∧ MXX que requer (2k −
1)pn operac¸o˜es para o ca´lculo de MXZ , (2k − 1)n2 operac¸o˜es para o ca´lculo de MXX e (2n −
1)pn operac¸o˜es para o calculo do produto MXZ ∧ MXX . Como as operac¸o˜es de ma´ximo e mı´nimo
requerem o mesmo esforc¸o computacional, o nu´mero total de operac¸o˜es necessa´rias para obter as
matrizes dos pesos sina´pticos da memo´ria associativa morfolo´gica de duas camadas sera´ 2pn(k+n−
1)+(2k−1)(pm+n2). Nos nossos experimentos computacionas tomamos Z = Ik×k, ou seja, p = k.
Na tabela 7.1 apresentamos um resumo do que foi dito anteriormente.
Note que o nu´mero de operac¸o˜es necessa´rias para calcular a matriz dos pesos sina´pticos da BAM
e de uma MAM sa˜o os mesmos. Entretanto, teremos uma esforc¸o computacional menor na fase de
armazenamento das MAM pois as operac¸o˜es de ma´ximo ou mı´nimo e soma requerem um esforc¸o
computacional menor que as operac¸o˜es de soma e multiplicac¸a˜o.
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Memo´ria Associativa Nu´mero Aproximado de Operac¸o˜es Tipo das Operac¸o˜es
MA Hopfield (2k − 1)n2 soma e multiplicac¸a˜o
BAM (2k − 1)nm soma e multiplicac¸a˜o
MA Personnaz 6nk2 + 11k3 + (2k − 1)n2 soma e multiplicac¸a˜o
MA Kanter-Sompolinsky 6nk2 + 11k3 + (2k − 1)n2 soma e multiplicac¸a˜o
ABAM 40k3 + 2(4n + 4m + 1)k2 + 4mnk soma e multiplicac¸a˜o
ECAM — —
BECAM — —
MAM (2k − 1)nm ma´ximo ou mı´nimo e soma
MAM Duas Camadas 2pn(k + n− 1) + (2k − 1)(pm + n2) ma´ximo ou mı´nimo e soma
Tab. 7.1: Esforc¸o computacional na fase de armazenamento das memo´rias associativas neurais.
7.5.2 Nu´mero de Operac¸o˜es por Iterac¸a˜o na Fase de Recordac¸a˜o
Na fase de recordac¸a˜o devemos considerar o esforc¸o computacional realizado pela memo´ria por
iterac¸a˜o e o nu´mero de iterac¸o˜es necessa´rio para recordar um padra˜o. Discutiremos primeiro o
nu´mero de operac¸o˜es por iterac¸a˜o, depois apresentaremos uma estimativa do nu´mero de iterac¸o˜es das
memo´rias associativas dinaˆmicas. O esforc¸o computacional sera´ descrito pelo nu´mero de operac¸o˜es
efetuadas e o nu´mero de chamadas de func¸o˜es na˜o-lineares por iterac¸a˜o na memo´ria associativa.
Nas memo´rias associativas de Hopfield, Personnaz e Kanter-Sompolinsky realizamos um produto
matriz-vetor e depois aplicamos a func¸a˜o sinal em cada componente do resultado do produto matriz-
vetor. Estas operac¸o˜es requerem (2n − 1)n operac¸o˜es de soma e multiplicac¸a˜o e n efetuac¸o˜es da
func¸a˜o sinal por iterac¸a˜o.
Na ABAM computamos sinal(W1x) e sinal(W2y) por iterac¸a˜o. Na BAM realizamos os mesmos
ca´lculos com W1 = W e W2 = W T na BAM. O total de operac¸o˜es efetuadas por iterac¸a˜o na BAM
ou na ABAM e´ 4mn − (m + n) operac¸o˜es de soma e multiplicac¸a˜o e m + n efetuac¸o˜es da func¸a˜o
sinal.
Na ECAM computamos sinal(X exp(XTx)). Por iterac¸a˜o realizamos 4kn− (k + n) operac¸o˜es,
efetuamos a func¸a˜o exponencial k vezes e a efetuamos a func¸a˜o sinal n vezes. Na BECAM, compu-
tamos sinal(Y exp(XTx)) e sinal(X exp(Y Ty)) realizando 4k(n+m)− (2k +m+n) operac¸o˜es de
soma e multiplicac¸a˜o, 2k efetuac¸o˜es da func¸a˜o exponencial e m + n efetuac¸o˜es da func¸a˜o sinal por
iterac¸a˜o.
Nas memo´rias associativas morfolo´gicas realizamos o produto WXY ∨ x ou MXY ∧ y. Ambos
requerem (2n − 1)m operac¸o˜es de ma´ximo ou mı´nimo e soma. O padra˜o recordado pela memo´ria
associativa morfolo´gica de duas camada e´ dado por WZY ∨ f(MXZX ∧ x), onde MXZX e´ uma matriz
p × n e WZY e´ uma matriz m × p. Logo, na fase de armazenamento das memo´rias associativas
morfolo´gicas de duas camadas efetuamos 2p(m + n) − (p + m) operac¸o˜es de ma´ximo ou mı´nimo
e soma, e computamos a func¸a˜o f definida na equac¸a˜o (6.41) p vezes. Nos nossos experimentos
tomamos Z = Ik×k (p = k).
Na tabela 7.2 apresentamos o que foi dito anteriormente. A segunda coluna da tabela 7.2 repre-
senta o nu´mero total de operac¸o˜es bina´rias incluindo soma, produto, ma´ximo e mı´nimo. A terceira
coluna conte´m o nu´mero de efetuac¸o˜es da func¸a˜o sinal ou da func¸a˜o f definida na equac¸a˜o (6.41). A
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Memo´ria Associativa N. Operac¸o˜es f(x) ou sinal(x) exp(x)
MA Hopfield 2n2 − n n —
BAM 4nm− (n + m) m + n —
MA Personnaz 2n2 − n n —
MA Kanter-Sompolinsky 2n2 − n n —
ABAM 4nm− (m + n) m + n —
ECAM 4kn− (k + n) n k
BECAM 4k(m + n)− (2k + m + n) m + n 2k
MAM 2mn−m — —
MAM Duas Camadas 2p(m + n)− (p + m) k —
Tab. 7.2: Esforc¸o computacional por iterac¸a˜o na fase de recordac¸a˜o das memo´rias associativas neu-
rais.
quarta coluna representa o nu´mero de efetuac¸o˜es da func¸a˜o exponencial.
7.5.3 Nu´mero de Iterac¸o˜es na Fase de Recordac¸a˜o
O nu´mero de iterac¸o˜es na fase de recordac¸a˜o de uma memo´ria associativa dinaˆmica treinada com k
memo´rias fundamentais e´ uma func¸a˜o da dimensa˜o dos padro˜es de entrada e saı´da e do nu´mero de
padro˜es armazenados. Precisamente, o nu´mero de iterac¸o˜es na fase de recordac¸a˜o e´ definido como
sendo a me´dia do nu´mero de iterac¸o˜es necessa´rias para a convergeˆncia do sistema dinaˆmico para
um ponto estaciona´rio quando iniciamos a memo´ria com um padra˜o-chave qualquer. As memo´rias
associativas esta´ticas sera˜o consideraras como sistemas dinaˆmicos que convergem para um ponto
estaciona´rio com 1 iterac¸a˜o.
Na figura 7.8 apresentamos o gra´fico do nu´mero de iterac¸o˜es pelo nu´mero de padro˜es armazenados
de va´rias memo´rias auto-associativas dinaˆmicas. Esta figura foi gerada usando padro˜es com 100
componentes e o gra´fico foi construido calculando a me´dia apo´s 1000 simulac¸o˜es. A linha marcada
com ∗ representa a MA de Hopfield, a linha com M representa a MA de Personnaz, a linha com O
representa a MA de Kanter-Sompolinsky e a linha com ◦ representa a ECAM. Note que o nu´mero
de iterac¸o˜es da MA Personnaz e da MA de Kanter-Sompolinsky tendem para 1 quando o nu´mero
de memo´rias fundamentais armazenadas tende para a dimensa˜o do padro˜es armazenados. De fato,
W → I na MA de Personnaz e W → 0 na MA de Kanter-Sompolinky quando k → n . Em ambos
os casos sinal(Wx) = x para todo padra˜o-chave x quando k → n. Logo, todos os pontos do espac¸o
sa˜o pontos fixos da MA de Personnaz e da MA de Kanter-Sompolinsky quando k → n.
Na figura 7.9 apresentamos o gra´fico do nu´mero de iterac¸o˜es pelo nu´mero de padro˜es armazanados
em memo´rias heteroassociativas dinaˆmicas. Neste exemplo tomamos padro˜es de entrada com 100
componentes, padro˜es de saı´da com 80 componentes e calculamos a me´dia apo´s 1000 simulac¸o˜es.
O nu´mero ma´ximo de iterac¸o˜es permido foi 1000. A linha com ∗ representa a BAM, a linha com
M representa a ABAM e a linha com ◦ representa a BECAM. Note que a ABAM atingiu o nu´mero
ma´ximo de iterac¸o˜es permitido. Isso mostra que a ABAM pode convergir para um ciclo limite.
Lembre-se que na˜o temos um resultado que garante a convergeˆncia da ABAM. Pelo gra´fico, a ABAM
atingiu o nu´mero ma´ximo de iterac¸o˜es para k ≥ 40. Neste caso, podem haver ciclos-limite na ABAM
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Fig. 7.8: Nu´mero de iterac¸o˜es na fase de recordac¸a˜o pelo nu´mero de padro˜es armazenados. As linhas
marcadas representam: ECAM (◦), MA Hopfield (∗), MA Personnaz (M) e MA Kanter (O).
que impedem a convergeˆncia do padra˜o-chave para um ponto de equilı´brio.
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Fig. 7.9: Nu´mero de iterac¸o˜es na fase de recordac¸a˜o pelo nu´mero de padro˜es armazenados. As linhas
marcadas representam: BECAM (◦), BAM (∗) e ABAM (M).
Capı´tulo 8
Conclusa˜o
Nesta dissertac¸a˜o apresentamos um estudo comparativo em memo´rias associativas neurais com eˆnfase
nas memo´rias associativas morfolo´gicas. Nos concentramos nos modelos de memo´rias associativas
bina´rias que sa˜o citados frequentemente na literatura de redes neurais.
No capı´tulo 1 apresentamos uma revisa˜o histo´ria e bibliogra´fica sobre redes neurais, morfologia
matema´tica, a´lgebra de imagens e principalmente sobre memo´rias associativas neurais. Nos capı´tulos
2 e 3 discutimos conceitos ba´sicos de redes neurais e memo´rias associativas. Existe uma variedade
grande de notac¸o˜es para modelos de memo´rias associativas neurais e estes capı´tulos ba´sicos escla-
recem a notac¸a˜o usada durante a dissertac¸a˜o. Adotamos uma notac¸a˜o matricial comum em ambos
livros de a´lgebra linear e redes neurais artificiais, como por exemplo, nas refereˆncias [101] e [33]. As
cinco caracterı´sticas para um bom desempenho apresentadas por no´s no capı´tulo 3 foram inspiradas
nos trabalhos de Hassoun e Pao [31, 64].
No capı´tulo 4 discutimos as memo´rias associativas lineares. Este capı´tulo tem um objetivo
dida´tico visto que as memo´rias associativas lineares definem as principais regras de aprendizado
utilizadas nas memo´rias associativas neurais discutidas nesta dissertac¸a˜o. Verificamos que o arma-
zenamento por correlac¸a˜o possui limitac¸o˜es devido a` interfereˆncia cruzada. No armazenamento por
projec¸a˜o temos erro devido a` dependencia linear das memo´rias fundamentais e devido ao ruı´do in-
troduzido no padra˜o-chave. Um nu´mero ilimitado de padro˜es podem ser armazenados na OLAM no
caso auto-associativo.
No capı´tulo 5 discutimos as memo´rias associativas dinaˆmicas. Este e´ o maior capı´tulo da dis-
sertac¸a˜o devido ao grande nu´mero de modelos apresentados na literatura. Para cada modelo apre-
sentamos a arquitetura, regra de aprendizado, exemplos computacionais e uma breve ana´lise sobre a
convergeˆncia. A ABAM foi o u´nico modelo que na˜o possui nenhum resultado garantindo sua con-
vergeˆncia para um ponto fixo. A conjectura 5.2.1 e´ uma proposta nossa baseada no resultado do artigo
de McEliece et. al. [56] e pode ser vista como uma generalizac¸a˜o do teorema 5.1.2 apresentado para
a rede de Hopfield. As memo´rias associativas de Personnaz e Kanter-Somplinsky sa˜o ambas referi-
das como “rede de Hopfield com armazenamento por projec¸a˜o”. Verificamos que existem diferenc¸as
entre estes dois modelos, principalmente com respeito ao raio de atrac¸a˜o (toleraˆncia a ruı´do). As
proposic¸o˜es que garantem a convergeˆncia da memo´ria associativa de Personnaz foram introduzidas
por no´s. A BECAM foi introduzida por no´s como uma generalizac¸a˜o da ECAM inspirada na BAM.
Todos os resultados relativos a BECAM sa˜o novos. O teorema 5.8.3 e´ ine´dito e relaciona o modelo
BSB com o modelo de Hopfield.
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No capı´tulo 6 apresentamos um estudo detalhado das memo´rias associativas morfolo´gicas. Come-
c¸amos discutindo o caso hetero-associativo onde apresentamos a arquitetura, regra de aprendizado,
exemplos e teoremas que garantem o armazenamento e a recordac¸a˜o de padro˜es. O teorema 6.1.3
foi introduzido e demonstrado nesta dissertac¸a˜o. Concluı´mos que as memo´rias associativas mor-
folo´gicas hetero-associativas de camada u´nica na˜o sa˜o capazes de armazenar muitos padro˜es bina´rios
e possuem uma toleraˆncia a ruı´do restrita a padro˜es corrompidos com ruı´do dilatio ou ruı´do ero-
sivo. O caso auto-associativo tambe´m foi discutido detalhadamente. Mostramos que as memo´rias
auto-associativas morfolo´gicas de camada u´nica podem armazenar um nu´mero ilimitado de padro˜es,
convergem para um ponto fixo com uma u´nica iterac¸a˜o, e tambe´m apresentam restric¸o˜es no tipo de
ruı´do introduzido nos padro˜es-chave. Apresentamos um teorema que caracteriza todos os pontos fi-
xos das memo´rias auto-associativas bina´rias e verificamos que estas apresentam um grande nu´mero
de padro˜es espu´rios. Discutimos brevemente o me´todo do nu´cleo e depois introduzimos as memo´rias
associativas morfolo´gicas de duas camadas. Terminamos o capı´tulo com um teorema que caracteriza
os pontos fixos deste u´ltimo modelo.
No capı´tulo 7 formalizamos os conceitos para a medida do desempenho de uma memo´ria asso-
ciativa e usamos estes conceitos para comparar os va´rios modelos de memo´ria associativa bina´ria
apresentados nos capı´tulos 5 e 6. Com base nos resultados obtidos concluı´mos que:
• As memo´rias auto-associativas morfolo´gicas, de Personnaz e Kanter-Sompolinsly apresenta-
ram uma capacidade de armazenamento constante igual a 1, isto e´, podemos armazenar infini-
tos padro˜es. A ECAM e a BECAM apresentam uma capacidade de armazenamento igual a` ckn
e ck(n+m) com c pro´ximo de 1, respectivamente.
• A func¸a˜o de distribuic¸a˜o informa quantos pesos sina´pticos podemos excluir sem perder a
informac¸a˜o armazenada numa memo´ria associativa neural. As memo´rias associativas de Kanter-
Sompolinsky, Personnaz e Hopfield apresentaram os melhores resultados no caso auto-associativo.
A ABAM e a BAM apresentaram os melhores resultados no caso heteroassociativo. Os piores
resultados para a distribuic¸a˜o da informac¸a˜o foram obtidas pela ECAM, BECAM e as memo´rias
associativas de duas camadas.
• As memo´rias associativas morfolo´gicas de duas camadas apresentaram a maior toleraˆncia a
ruı´do (maior raio de atrac¸a˜o), entretanto, este modelo e´ restrito a` padro˜es-chave corrompidos
com ruı´do dilativo ou erosivo. A ECAM e a BECAM sa˜o os modelos mais recomendados para
padro˜es-chave corrompidos com ambos ruı´do dilativo e erosivo.
• As memo´rias associativas morfolo´gicas de duas camadas, a ECAM e a BECAM apresenta-
ram as menores probabilidades de convergir para uma memo´ria espu´ria. Lembramos que este
resultado e´ va´lido para as memo´rias associativas morfolo´gicas supondo que o padra˜o-chave
representa uma versa˜o erodida ou dilatada de uma memo´ria fundamental.
• O esforc¸o computacional depende da dimensa˜o dos padro˜es de entrada e saı´da (n e m) e do
nu´mero de memo´rias fundamentais armazenadas (k). Se k << n, m, a ECAM e a BECAM
sera˜o os modelos que requerem o menor esforc¸o computacional, supondo que as memo´rias
convergem rapidamente para um ponto-fixo. Se k e´ pro´ximo de n ou m, enta˜o as memo´rias
associativas morfolo´gicas sera˜o os modelos que efetuam o menor nu´mero de operac¸o˜es.
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Finalmente, com base nos resultados apresentados no capı´tulo 7, na˜o podemos afirmar qual e´ o
melhor modelo de memo´ria associativa neural, pois cada modelo apresenta pontos positivos e ne-
gativos. Esta dissertac¸a˜o de mestrado serve como um guia para a escolha do modelo de memo´ria
associativa que melhor se enquadra a` um dado problema. Por exemplo, as memo´rias associativas
morfolo´gicas de duas camadas sera˜o os modelos recomendados para um problema onde queremos
armazenar um grande nu´mero de memo´rias fundamentais buscando um baixo custo computacional e
sabendo-se que os padro˜es-chave sera˜o verso˜es corrompidas somente com ruı´do dilativo ou somente
com ruı´do erosivo. Lembre-se que no capı´tulo 1 citamos va´rias refereˆncias contendo aplicac¸o˜es de
memo´rias associativas neurais.
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