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CHAPTER 1. GENERAL INTRODUCTION 
RESEARCH OBJECTIVES 
Early genetics started with single genes. Mendel studied their effect and called them 
factors of inheritance. Those after Mendel found it difficult to relate every known trait to 
Medel's factors of inheritance. Therefore, modes of inheritance were discovered. Biometrics 
evolved. Fisher, Sewall Right, and others expanded the knowledge of genetics. Genetics 
became quantitative. Selection started to be based on estimated quantitative values that 
breeders called breeding values. Estimating breeding values passed through stages of 
development: based on individual phenotype, based on relatives information, based on 
multiple sources of information, based on Hazel's selection index, and based on Henderson's 
mixed model Quantitative geneticists made a great success in increasing animal 
productivity many folds using only biometrics. 
Genetics was also being studied at the molecular level Geneticists always knew that 
single genes existed but did not know how to use them to improve animal populations. 
Advancement in molecular genetics and the discovery of associations between single genes 
and quantitative traits stimulated the use of single genes in genetic improvement. The idea is 
new and still in the development stage. 
The main objective of this research was to evaluate the use of identified quantitative 
trait loci in selection, referred to henceforth as QTL-assisted selection (QAS). QAS was 
evaluated by means of computer simulation in a hypothetical population generated by using 
parameters relative to the Holstein population of the United States. The importance of that 
was to quantify the value of using QTL information under the selection schemes used for 
dairy cattle. 
Research objectives were achieved in four steps as follows. First, an algorithm to 
directly build the inverse of a conditional gametic relationship matrix, given marker data, 
was developed. The inverse algorithm is based on matrix decomposition instead of 
partitioned matrix theory. Computing techniques that greatly improved performance were 
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introduced. This is needed for marker data to be incorporated in mixed models to handle 
large data. 
Second, a simulation model to simulate data for a dairy cattle population was 
programmed. The model allows for many predefined systems of breeding to be selected by 
the user. It allows for a great deal of simulation parameters and analysis options that were 
investigated. However, one of the most important features of the current simulation was 
generating large populations and performing the analysis every year to estimate breeding 
values. Also, studying the benefits of QAS included three aspects: cumulative genetic 
response, selection pressure on the QTL, and accuracy of evaluation. Similar studies in the 
literature estimated breeding values only for very small populations or simulated estimated 
breeding values (e.g., by simulating prediction errors) otherwise. 
Third, the influence of the structure of the breeding scheme was evaluated. The 
breeding scheme was found to be the most important factor in determining QTL-assisted 
selection superiority. Nucleus schemes employing reproductive techniques to enhance 
female reproductive performance were compared to conventional progeny testing schemes. 
Shortening the time period that bulls wait to have an estimated breeding value based on 
daughter information was investigated. Bulls normally wait for about five years before 
becoming active in conventional progeny testing schemes. The conventional waiting time, 
five years, was compared against three and four years of waiting time. 
Finally, the impact of the number of alleles at an identified QTL and the number of 
identified loci was studied in a dairy cattle nucleus scheme. Additive variance of the QTL 
component was kept constant for the any number of identified loci. Introducing more alleles 
at the QTL or more identified loci increases the differentiability of individuals and hence 
increases genetic response. To study the effect of the number of alleles at one identified 
QTL, two and ten alleles were studied and to study the effect of the number of identified loci, 
one, two, and four loci were studied. For the cases studied, cumulative genetic response, 
selection pressure on a QTL, and the accuracy of estimating breeding values were 
investigated. 
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DISSERTATION ORGANIZATION 
The dissertation is composed of six chapters. The first chapter is a general introduction that 
mainly includes a review of previous research section. The second chapter is a paper 
accepted for publication in Genetics Selection Evolution journal. The paper describes a 
method to build the inverse of the gametic relationship matrix for a marked quantitative trait 
locus given marker data. Chapters 3 to 5 investigate benefits of QTL-assisted selection in 
dairy cattle breeding schemes. Relative factors like the structure of the breeding scheme, the 
number of alleles at an identified QTL, and the number identified loci were studied. They 
are manuscripts to be submitted to the Journal of Dairy Science. The dissertation ends with a 
chapter summarizing results of the research. 
LITERATURE REVIEW 
Methods of Using QTL in Selection 
Classical work in animal breeding has made little use of individual genetic loci in the 
improvement of quantitative traits in farm animals. Classical animal breeders observed that 
most metric traits were not inherited in a simple Mendelian manner, and have sought other 
methods of genetic improvement. However, the evidence that certain identified loci may 
affect metric traits in farm animals is not new (eg, Briles and Allen, 1961; Ashton, 1960). 
The objectives of early research of detecting Mendelian factors were mainly to provide an 
efficient means of parentage testing and to study the dynamics of many simple genetic 
systems in livestock populations (Smith, 1967). The effects that individual loci may have on 
metric traits and the possibility of selection through known loci were first discussed by 
Neiman-Sorensen and Robertson (1961) and Smith (1967). By means of selection index 
methods. Smith (1967) showed that the value of known loci in selection depends on the ratio 
R/h2, that is on the proportion of the total additive genetic variance controlled by known loci, 
R, relative to the heritability of the trait concerned. The effect of the R/h2 ratio found by 
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Smith (1967) was in agreement with what Neiman-Sorensen and Robertson (1961) 
concluded about the same ratio, except that the former showed that the concerned ratio 
appears in all selection index formula accounting for known loci information with and 
without other information. 
Neiman-Sorensen and Robertson (1961) recommended that rather than considering 
performance data and information on known loci as two alternatives in selection, they may 
be combined usefully in a selection index. Smith (1967) added that selection in two stages, 
first on known loci and then on performance will be more effective than index selection 
when the proportion of genetic variance explained by known loci is small relative to the 
heritability or when the initial selection is much more intense than the final selection. Thus, 
this plan may be suitable for using loci that affect traits with high heritability and where there 
is scope for intense early selection. 
Estimation of Effects of Known Loci 
Estimation of effects of known loci started as simple as computing the average merit 
of each phenotype (Smith, 1967). Since then many animal breeders have provided methods 
that in principal have the same notion but with different levels of sophistication based on the 
main objectives of accounting for genomic information and the nature and availability of 
such information. 
Simple Methods 
Smith (1967), following Falconer (1960), averaged performance data within each 
phenotype and used the averages as estimated breeding values for the known loci. Estimates 
were not biased but were subject to sampling errors which causes the variance in breeding 
values to overestimate the additive genetic variance available for selection. This 
overestimation was removed by subtracting the term 2pqV(â), where V(â) is the variance of 
the estimated a (additive effect of gene substitution). 
This approach, despite its simplicity, is not much different from many recent ways of 
estimating effects of single quantitative loci. Many of the current approaches have been 
using ordinary least squares methods to fit genotype classes in the linear model Assume that 
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only genotype classes are fit and no other factors were included in the model then the normal 
equations could be written as X'Xg = X'y. The matrix X is an incidence matrix linking 
genotype classes to the observations in y and g is a vector of m genotype effects. Estimated g 
could be obtained by solving the normal equations. Le., 
g = (X-XT'X'y (1) 
and based on the definition of X'X, it is an m by m diagonal matrix with the number of 
observations in each of the m genotype classes located along the diagonal. This leads to the 
fact that to estimate the vector g of genotype effects, all what is needed is to average data 
within each genotype class, the same approach as Smith (1967). 
Examples of the least squares methods are Ng-Kwai-Hang et al. (1984) and Jensen 
and Barton-Gade (1986). Although least squares methods appear to be in agreement with the 
classical quantitative traits theory, they ignore some or all of the effects of the background 
polygenes. Kennedy et al. (1992) pointed out that in addition to the known loci, quantitative 
traits are affccted by many other genes that have smaller individual effects but large 
aggregate effects on the trait. Under certain population and breeding structures, these 
polygenic effects can be confounded with effects of the single loci under investigation even if 
the polygenes and the single loci are statistically independent. In the statistical analysis, it is 
important to remedy this confounding to obtain unbiased estimates of single-gene effects and 
valid significant levels of tests of hypotheses. 
Fixed Single-Gene Effects in Mixed Models 
Kennedy and Van Arendonk (1989) and Kennedy and Schaeffer (1990) suggested 
that the use of mixed models under an individual animal model with the identifiable single 
genotype fitted as fixed effects could remedy the confounding problem by separating effects 
of the single gene from those of the polygenes. Moreover, Kennedy et al. (1992) considered 
both randomly mated and selected populations and showed that the use of an individual 
animal model provides unbiased estimates and exact tests of hypotheses of single-gene 
effects and the use of ordinary least squares does not 
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Consider the following mixed model with single-gene effects fitted as fixed and 
polygenic effects as random: 
yy = gi + au + Cij (2) 
where yy is an observation on a quantitative trait on the ijlh animal, gj is the effect of the ilh 
observable genotype at a single locus, ay is the additive polygenic effect of the ij"1 animal 
~N(0, ACT; ), where A is the relationship matrix, and ey is a random environmental effect 
~N(0,1er; ). The model (1) could be expressed in matrix notation as follows: 
y = Xg + Za + e (3) 
with no selection, 
E(y) = Xg and Var(y) = V = ZAZ'c* + Ic^ (4) 
The matrices X and Z are incidence matrices and g is the vector of genotype effects. 
Following Henderson (1973) and Kennedy and Schaeffer (1990), estimates of single-gene 
effects and random polygenic effects are obtained as follows: 
g X% X'Z -I fxyl  
â Z% Z'Z + A"'X i N
 
«
V 
•
 
where X = o;/cT". With ordinary least squares, the model (2) can be rewritten as 
y = Xg+e* 
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with Var(e') = c2e + a] but the correlated error structure form ZAZ'a\ is ignored which 
results in OLS estimates for single-gene effects incorrectly estimated by (1) instead of (5). 
By means of simulation, Kennedy et al. (1992) have shown that in the situation where 
a gene is simulated with no real effect, the likelihood of finding spurious significant effects 
can be much higher than the assumed Type I error rate with least squares analysis. This was 
true for both randomly selected populations and populations for which selection has been 
practiced for the trait of concern. The magnitude of the problem even intensified with data 
involving several generations. Livestock data are likely to span several overlapping 
generations. This may explain why it is not uncommon to see reports of finding many more 
significant associations of single-gene effects than expected by chance in different 
populations, yet comparisons of results across populations show inconsistencies and 
contradictions (Kennedy et ai, 1992). The authors recommended that the use of mixed 
model procedures that account for all known relationships among animals mitigates this 
problem. 
Random Single-Gene Effects in Mixed Models 
Including single gene effects in the mixed model as random was first suggested by 
Fernando and Grossman (1989). Given marker data the method provided an efficient 
algorithm to build the covariance matrix of marked QTL effects. Only one marker linked to 
a QTL was considered and complete marker data was assumed. However, multiple markers 
are allowed by the method only if they are independent. To include additive allelic effects of 
a QTL in the mixed model we need first to analyze the aggregate additive effect of individual 
/, a„ as follows 
a, = vf + v" + Ui (6) 
where v? and v™ are the additive effects of the paternal and maternal QTL alleles, 
respectively, that individual i received, and m is the residual additive effect or the polygenic 
effects of individual i. Consider the following mixed model with both marked QTL allelic 
effects and polygenic effects fitted as random 
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y,  =  Xjb +  vf + v" + Ui + Ci (7) 
where y, is an observation on a quantitative trait on the ith animal, x, is the ith row in the fixed 
effects incidence matrix, defined in (5), b is a vector of fixed effects, and the other 
components were defined earlier. The model (7) could be expressed in matrix notation as 
follows: 
y = Xb + Wv + Zu + e (8) 
with no selection, 
E(y) = Xb and Var(y) = V = ZAZ'o  ^+ WGWo; +1 a] (9) 
where X, Z, and W are incidence matrices, and G is the covariance matrix of the marked 
QTL given pedigree and marker information. 
To obtain BLUP with phenotypic and marker information, Fernando and Grossman 
(1989) built the covariance matrices for both the allelic effects v,p and v™ and the polygenic 
effects u,. For the polygenic effects the covariance matrix depends only on pedigree 
information and can be efficiently built following Henderson's rules (1976). For the marked 
QTL allelic effects, efficient algorithms were provided by Fernando and Grossman (1989) 
and Wang et al. (1995) to build the covariance matrix and its inverse. 
To obtain QTL additive allelic effects, a set of mixed model equations similar to (5) is 
solved except that there will be extra two equations per individual per marker. The following 
linear system ( 10) is to be solved, possible through an iterative technique, to obtain estimates 
for both the polygenic effects and the marked QTL effects. 
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b XX X'Z X'W " -i x y  
u = z x  Z'Z + A "lz Z'W zy 
V W'X W'Z W'W+G™ W'y 
where X = o\!al and y = o*/<7*. Due to the partition of the breeding value into QTL and 
polygenic components, the additive genetic variance, a], is also partitioned into cr; + 2 a;. 
To obtain estimates for variance components and recombination rates, the derivative 
free restricted maximum likelihood method could be applied (Graser et ai, 1987). The 
covariance matrix of the allelic QTL effects is a non-linear function of the recombination rate 
and hence methods involving derivatives are not applicable here. However, if recombination 
rates were known or accurately estimated, then any method of estimating variance 
components could be applied, eg, Average Information (Gilmour et al., 1995). 
Goddard (1992) extended the model of Fernando and Grossman (1989) to handle 
QTL that are bracketed between two markers. In addition, the mixed model provided by 
Goddard (1992) also accommodates crossbreeding and linkage disequilibrium. 
Lo et al. (1993) developed a general approach to compute genotypic variances and 
covariances between relatives in a multibreed population that includes a number of pure 
breeds and all crosses involving these breeds, under a model with additive inheritance and 
multiple unlinked loci. This approach was combined with the approach of Wang et al. 
(1995) to generally handle multibreed data using a mixed model with markers by Wang et al. 
(1998). 
QTL-Assisted Selection Simulation Studies 
Introduction 
The nature of genes underlying genetic variation of quantitative traits is not yet 
defined in the literature. This caused a variety of approaches to be taken in simulating loci 
controlling quantitative traits. Generally, most studies assumed that only few loci are 
recognized and hence their genetic variation could be independently exploited in addition to 
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the rest of the genes that could be modeled in a conventional way. Other studies assumed 
that all the genes underlying the genetic variation are recognized. The recognized part is 
usually referred to in literature as the QTL component and the remaining part as the 
polygenic component or the polygenes. The QTL component is recognizable through one or 
more markers near one or more QTL. In other cases, the QTL itself is assumed to be known 
or that the marker itself is in fact the coding gene. 
Gametic Phase 
Explaining Gametic Phase Equilibrium and disequilibrium 
We first explain in some detail the concept of gametic phase equilibrium between two 
loci according to Crow and Kimura (1970). With random mating, Hardy-Weinberg 
equilibrium is attained after only one generation for any of the two loci without being in 
equilibrium with each other. For any two loci to be in equilibrium with each other, gametes 
generated by their carriers must contain a random sample of the alleles at the two loci. Thus, 
for the two loci A and B with frequencies pi and qt of alleles A, and fi*, is their frequency 
at equilibrium. The two alleles reach equilibrium in a number of generations that depends on 
the distance between them, the closer they are, the longer it takes to reach equilibrium. Let r 
denote recombination rate and P, and Pa denote the joint probability of A, and fi* ip<qk) at 
generations r and 0, respectively, then it can be shown that 
Pi • piqk = ( 1 - r)\P0 - pqk) 
which indicates that for unlinked loci (r = 0.5) the frequency goes half way to the 
equilibrium frequency each generation. The frequency moves slower for smaller r. See 
Figure 1. The equilibrium frequency is attained slowly and theoretically is never reached. 
To see this, we solve (1-r)' = Vi for r to obtain the median equilibrium time, say tm. The 
solution is as follows 
tm = ln( Vi yin(\-r). 
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Accordingly, for r = Yi, tm = 1 generation but for r = .05, t„ is at least 13 generations and 
for very close loci when r = .001, tm becomes 693 generations. Figure 1 indicates a minor 
change in the rate of approaching equilibrium with .001 recombination rate. 
-.1 
x Rite w / 0.5 
Râle w / .25 
Rale w/.125 
Rate w / .063 
Rate w / .031 
Rate w / .001 
20 25 
Generation 
Figure 1 Rate at which gametic phase equilibrium between two loci is approached. The 
vertical axis is the difference between the frequency of a gamete type and its equilibrium 
value, Pt-piqk. 
In recent years research has been progressing to test, use, and optimize the 
implementation of genomic information in animal breeding plans. The implementation of 
known or marked quantitative trait loci (QTL) has been mainly studied by means of 
computer simulation. In the following, simulation studies that dealt with marked or known 
QTL will be discussed. The discussion will first summarize results that assumed gametic 
phase disequilibrium between markers and QTL, second studies that explored markers in 
gametic phase equilibrium with QTL will be discussed. However, the discussion will be 
extended to various aspects about the simulation. The following points will be included in 
the discussion. 
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1) The genomic material being tested. This includes studies that dealt with markers 
versus studies that postulated a known QTL that is not linked to markers. It also includes 
studies that simulated genes underlying the genetic variation as two parts, one part for the 
QTL and another for the rest of the genes, versus studies that assumed that all underlying 
genes are known and usable as genomic information. 
2) The mechanism of simulation, this includes two types, stochastic in which all animals 
were explicitly simulated with replication, and deterministic, which only dealt with 
population parameters or statistics without simulating single animals. 
3) The breeding plan in which the genomic information was implemented, many 
grouping factors will be reviewed here such as the level of sophistication, i.e„ simplistic 
versus realistic plans, discrete versus overlapping generations, within versus across family 
selection. 
In the following part, we summarize two categories of studies that employed QTL in 
selection: studies that utilized gametic phase disequilibrium between markers and QTL 
linked to them, and studies that assumed linkage equilibrium between markers and associated 
QTL. Linkage disequilibrium between markers and associated QTL may exist within 
families or across families and studies to utilize it according to its source are discussed in the 
following section. A different set of studies to utilize marked QTL with equilibrium between 
the markers and associated QTL across families, i.e., in the whole population is also 
discussed. 
Gametic Phase Disequilibrium 
Linkage disequilibrium mapping has been successfully applied to identifying single 
genes in livestock (Charlier et ai, 1996). It is also currently applied to complex traits in 
livestock and in a 10 year period a large proportion of the genetic variance attributable to 
marked QTL (MQTL) will be in linkage disequilibrium with marker loci (Spelman et al., 
1999). 
In animal breeding, methods to account for QTL additive effects vary depending on 
the state of disequilibrium that might exist between markers and QTL. As explained by 
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Taylor and Rocha (1998) disequilibrium may exist in many situations in the data structures 
available to animal breeders. Examples for such situations are: 
a) the marker and the QTL are the same locus or are extremely closely linked 
so that disequilibrium is very hard to break down. Figure 1 shows that 693 
generations are required for two loci that are 0.1 cM apart just for the 
disequilibrium to partially break down., 
b) one of the loci possesses an allele that resulted from a recent mutational 
event, and 
c) finally, genetic drift-selection phenomena due to small effective population 
sizes. 
In animal breeding data, disequilibrium exists on two levels, across the population and within 
families. In the first case, multiple regression of performance data on the number of marker 
alleles present for all markers may be used to detect marker-QTL associations (Lande and 
Thompson, 1990; Smith, 1967; Smith and Simpson, 1986). Over generations the 
disequilibrium is reduced, making this kind of disequilibrium important only for recently 
hybridized populations or when a large number of markers is available. On the other hand, 
disequilibrium within families could be created even with loose linkage and could be used for 
within family selection (Soller, 1978). Markers can be used within families to detect which 
of the two parental alleles is inherited by an individual, hence explaining part of the single 
parent Mendelian sampling variance (Dekkers and Dentine, 1991). This may be particularly 
useful in situations where selection among full sibs is inaccurate or random, e.g., multiple 
ovulation and embryo transfer (MOET) nucleus schemes (Nicholas and Smith, 1983). 
Using a deterministic model, Gibson (1994) selected based on individual phenotype 
or progeny information, with and without additional information of the genotype of a single 
locus. Using genotype information only improved short-term genetic response until the gene 
was fixed. In this study the marker and the known QTL were the same gene or were closely 
linked, a situation which, according to Taylor and Rocha (1998), caused the hypothetical 
marker locus and the QTL to be in disequilibrium. 
In their deterministic simulation, Meuwissen and Van Arendonk (1992) tested the 
additional genetic gain of marker-assisted selection within family. It was assumed that the 
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number of markers was small and, hence, within-family linkage disequilibria were used to 
predict deviations from the family mean. It was concluded that improvement of genetic gain 
because of prediction of within-family deviations was much higher in nucleus schemes than 
conventional progeny testing schemes by 9.5 to 25.8% and 7.7 to 22.4% in open and closed 
nucleus schemes, respectively, when markers accounted for 4.1 to 13.3% of the within-
family variance. Unlike results by Kashi et al. (1990), who reported 20 to 30% in genetic 
gain when MAS was applied to conventional progeny testing schemes, Meuwissen and Van 
Arendonk (1992) found that MAS did not increase rates of gain in such schemes. 
The substantial advantage that Meuwissen and Van Arendonk (1992) found for 
nucleus herds could only be valid with certain circumstances. According to Ruane and 
Colleau (1996), Meuwissen and Van Arendonk (1992) considered a juvenile MOET nucleus 
breeding schemes in which both sexes were selected at one year of age before the character 
of interest is expressed. Second, they simulated the markers at equal distance from each 
other and assumed that all of the genetic variance is explained by the MQTL. Finally, they 
used a deterministic model to predict the asymptotic genetic gain, ignoring both reductions in 
genetic variance from inbreeding and the change in the QTL allele frequency. 
Spelman and Garrick (1998) reported even less advantageous results of MAS 
utilizing within-family disequilibrium in dairy cattle breeding schemes. Unlike Meuwissen 
and Van Arendonk (1992), Spelman and Garrick (1998) used stochastic instead of 
deterministic simulation. Two scenarios were tested, the top down scheme that identifies 
sires that are heterogeneous for the locus based on the granddaughter design and use the QTL 
information in the preselection of grandsons entering progeny testing. Second, the bottom up 
scheme that identifies sires heterogeneous for a QTL based on the daughter design and uses 
the information in the preselection of sons entering progeny testing. The top down scheme 
with one progeny per bull dam, a situation that exists in conventional progeny testing, 
reduced the rate of genetic gain compared with a scheme that ignored knowledge of the QTL. 
However, when reproductive performance of bull dams was boosted so that they were 
simulated to have 3 to 40 progeny, a situation that resembles what happens in nucleus herds, 
genetic gain increased by 1 to 2%. Corresponding gains from the bottom up scheme were 
1.5,3.5, and 5% for 1, 3, and 40 progeny per bull dam, respectively. 
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In a deterministic model, Spelman and Garrick (1997) tested two MAS strategies 
under two genetic properties of a single additive QTL. No recombination was assumed 
between the segregating QTL and a marker due to their very close distance, which resulted in 
a state of maximal gametic disequilibrium between QTL and marker alleles. In addition to 
this kind of disequilibrium that is the basis of having this study under the current classifying 
title, the study assumed additional gametic disequilibrium between the segregating QTL 
alleles and the polygenes. Unlike their previously mentioned study, Spelman and Garrick 
(1997) did not limit their MAS schemes to only within family. This was because 
disequilibrium existed across the population as well. 
The two MAS strategies that Spelman and Garrick (1997) investigated were, first a 
strategy that considered QTL genotype effects in addition to phenotypic and pedigree 
information in a selection index. This was a significant contribution over their previously 
mentioned study (Spleman and Garrick, 1998) since animals here were evaluated based on all 
their available information simultaneously, Le., the additive effect of QTL genotypes played 
a role side by side with the polygenic additive effects. As opposed to this strategy, the 
authors also simulated a second strategy that did not account for the QTL genotypic effects 
and the polygenic effects simultaneously. This strategy simply preselected young bulls with 
the favorable QTL allele prior to progeny-testing them in an attempt to quickly increase the 
favorable allele frequency in the population. 
Strategy one of Spelman and Garrick (1997) that simultaneously accounted for 
genomic information in addition to phenotypic and pedigree information was significantly 
better than the second strategy in terms of MAS superiority. In the context of the study, 
MAS superiority meant the percentage genetic difference per year between a strategy that 
took marker information into account and a strategy that ignored such information. By 
independently evaluating genetic gain results from each of the two MAS strategies the 
authors pointed out that the superiority of the first MAS strategy was higher in early years. 
But since MAS strategies exploited the QTL variance faster than the strategy that ignored 
markers, the second strategy increased the QTL frequency faster in later years. Just to shed 
some light on what to expect in terms of gain of the first MAS strategy, the greatest increase 
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in genetic gain was 2.28% for the first 10 years with a QTL of size 2 genetic standard 
deviations and a starting frequency of 0.1. 
Screening bulls prior to progeny testing and only progeny testing the favorable allele 
carriers was inferior to the strategy that ignored marker information with low frequency and 
small effect of the QTL (Spelman and Garrick, 1997). An inferiority of about 6% was 
reported in the first 10 years with a QTL of size Vi genetic standard deviation that started at 
.01 frequency. Other occasions where inferiorities of MAS strategies were reported were all 
the first 30 years with a QTL of size xh genetic standard deviation and a starting frequency of 
0.01 and 0.1, also the first 20 years with a QTL of size 1 genetic standard deviation and a 
starting frequency of 0.1. Generally it was found that the second strategy was genetically 
superior when the QTL was simulated to have a large effect in particular with low starting 
gene frequency. The maximum superiority that the second strategy was able to achieve was 
2.41% in the first 10 years with a QTL of size 2 genetic standard deviations and a starting 
gene frequency of 0.01. 
Spelman and Garrick ( 1995) evaluated profitability in addition to genetic gain. It was 
found that the most genetically superior strategy was not necessarily the most profitable 
alternative, a common rule known to all breeding programmers. The study in general is 
useful and should be considered with breeding programs designed with the use of genomic 
information in mind. 
Spelman ex ai (1999) further extended the previous work to cover the effect of 
genetic variance associated with MQTL. The authors implemented a selection index that 
incorporated marker information only for the selection candidates and not for their relatives 
assuming that for relatives marker information should only provide little extra accuracy. 
Genetic variance associated with MQTL varied from 0 to 100%. The increase in genetic gain 
for each unit increase in genetic variance attributable to MQTL was approximately linear up 
to 50% and then it increased in an exponential rate. Three breeding strategies were 
evaluated: a progeny test scheme: a progeny test scheme with unproven bulls allowed on the 
bull to bull selection path; and a scheme where cows without records and bulls without 
progeny were eligible for selection. On average, an increase of 1% genetic variance 
attributable to MQTL resulted in an increase in annual genetic gain of approximately 0.25% 
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for the first scheme, 0.5% for the second scheme and 1% for the last scheme. The authors 
main conclusion was that changes in the structure of breeding systems are needed to 
efficiently benefit from identified quantitative trait loci, and in particular when medium to 
large proportions of the genetic variance are identified. 
Larzul et al. (1997) reached a similar conclusion as the conclusion of Spelman et al. 
(1999) and Spelman and Garrick (1997). The study concluded that information about the 
major gene should be put into selection indexes when the heritability is low, the major gene 
effect is high and its initial frequency is low, in particular for a recessive major gene. The 
authors pointed out that the extra genetic gain from either individual selection or progeny 
testing utilizing major gene information was limited. In addition, they asserted that 
considering major genotypes in selection indexes without appropriate modifications of 
selection schemes is probably not the best way to use this information. 
Gametic Phase Equilibrium 
Fernando and Grossman (1989) applied best linear unbiased prediction (BLUP) to a 
mixed model with additive effects for alleles at a marked quantitative trait locus and additive 
effects for alleles at the remaining quantitative trait loci. In other words, additive genetic 
effects in the animal model were split into two parts, the first represents identified QTL, and 
the other represents the polygenes. More than one identified QTL could be similarly fit as 
long as markers, QTL, and the polygenes are all in gametic phase equilibrium. 
Although the method is limited to a QTL linked to one marker and not flanked 
between two markers, it allows for an efficient algorithm to build the inverse of the 
covariance matrix of the allele effects of the MQTL. The inverse is required for computing 
best linear unbiased predictions of the allelic effects of the MQTL, which makes it suitable 
for the complex nature of animal breeding data. Such data are field recorded and affected by 
various non-genetic factors such as age of animal, age of dam, management grouping, season 
of birth, and herd. Also, non-random mating and overlapping generations significantly adds 
to the complexity of such data. BLUP as described by Henderson (1973; 1975; 1982) adjusts 
for the non-genetic effects and deals with the complex nature of animal breeding data. 
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Invalidation of Assumptions 
Certain assumptions might be easily violated with the estimation of allelic additive 
effects of the QTL. Three of these assumptions that are easily violated follow: 
1. Basically, for the current methods of accounting for QTL in breeding value 
estimation to be practically possible, there has to be the assumption of gametic phase 
equilibrium at the population level between marked QTL and the polygenes. Gametic 
phase disequilibrium between a QTL and the rest of the genes is likely to exist in 
selected populations for the trait affected by the QTL. 
2. Computing the inverse of the gametic relationship matrix of QTL allelic effects using 
the rules in Fernando and Grossman (1989) assumes constant QTL allelic variance 
from one generation to the next but this is not the case with non random mating with 
respect to the marked QTL (Ruane and Colleau, 1995). However, it must be noted 
that this is also the case with conventional BLUP. Theoretically, the additive genetic 
variance is expected to decline due to selection, Le., it is not constant from one 
generation to the next, which is similar to what was previously mentioned about the 
QTL variance. 
3. Finally, the assumption of normality is sometimes required to hold for random effects 
in the mixed model. For example with obtaining maximum likelihood or restricted 
maximum likelihood estimates of the components of variance. Normally distributed 
QTL allelic effects requires a large number of alleles at the QTL locus which might 
not hold. 
Results of Simulation 
In this section we discuss distinctive simulation studies that dealt with QTL-assisted 
selection based on gametic phase equilibrium between markers and QTL and between 
polygenes and QTL. Ruane and Colleau (1995) conducted a simulation study for six discrete 
generations of selection in a closed small population. Three population sizes were simulated: 
8 sires, and 16, 32, and 64 dams were selected. Each dam produced 4 males and 4 females, 
making the total number of candidates per generation 128,256, and 512. 
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Singles-stage selection was applied each generation after evaluating animals based on 
a conventional animal model and a MAS-based animal model The MAS-based animal 
model fits QTL additive allelic effects as described by Fernando and Grossman (1989). But 
the authors assumed that the QTL is located between two flanking markers and they extended 
the model of Fernando and Grossman (1989) to the situation where two markers are flanking 
the QTL. In addition, Ruane and Colleau (1989) allowed for the possibility of double 
crossing over within the marker bracket. Calculation of the probability of origin of the QTL 
alleles was extended using a relatively simple approximation to the situation where 
uncertainty exists concerning the transmission of marker alleles from parents to offspring. 
A rather unusual assumption, however, was the simulation of 2N different alleles for 
each of the two flanking markers in the base population, where N is number of founder 
individuals. This way of simulating the QTL distinguished base animals since each animal 
had totally distinctive marker haplotype. 
In general, the authors found that the superiority in terms of genetic response per 
generation of MAS over conventional BLUP was relatively small for a QTL of variance 
12.5% of the genetic variance. This was found for most cases, where 3 heritability values 
were simulated (.1, .25, and .5) for a fixed breeding scheme, a closed nucleus herd. 
Readers in the area of QTL-assisted selection are used to expect that the benefit of 
QTL-assisted selection relative to the benefit of QTL-free selection increases as the amount 
of genetic variance explained by QTL increases. Ruane and Colleau (1995), however, 
showed that the opposite is true under two conditions: if QTL-free selection is based on 
BLUP and if Fernando and Grossman's (1989) marker based model is the QTL-assisted 
selection. It was found that the genetic response per generation of MAS relative to 
conventional BLUP tended to drop slightly as the amount of genetic variance explained by a 
marked QTL increased. The authors then suggested that based on this, BLUP is a relatively 
efficient tool for fixing QTL alleles of large effects. 
Although MAS in (Ruane and Colleau, 1995) was found to be superior to 
conventional BLUP, the study reported inferior MAS polygenic response to conventional 
BLUP polygenic effects. QTL responses from MAS were, however, distinctively higher than 
those from conventional BLUP. For details of how QTL and polygenic effects could be 
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reported for conventional BLUP models, see (Ruane and Colleau, 1995). Aside from 
gametic phase disequilibrium created between the QTL and polygenes as a result of 
selection, it was found that polygenic effects are less accurately estimated with MAS than 
with conventional BLUP. It was then argued that the reduced precision of polygenic effects 
is not due to gametic phase disequilibrium because it is found even when evaluating the 
candidates for selection at generation one, which are bred by founders chosen at random. 
Instead, by examining the accuracy component of the polygenic selection, the reduction 
seemed due to reduced covariance between polygenic effects and estimated breeding values 
which they indicated could be due to higher error variances of estimated polygenic effects 
with MAS. A deterministic model validation was provided to support this argument. The 
authors did not discuss the effect of the reduced selection intensity on the polygenic 
component relative to the QTL component. Putting more weight on the polygenes relative to 
the QTL could solve the problem of the reduced polygenic response observed by the authors. 
To determine whether the reduced polygenic response was due to the fact that QTL 
allelic effects were not normally distributed, the authors extended their deterministic model 
to show results against this argument. Indeed by introducing normally distributed QTL 
allelic effects, polygenic response was further reduced. 
It seems that Ruane and Colleau (1995) introduced convincing arguments and 
sometimes validated their findings by deterministic simulation that the reason for the 
surprising reduced polygenic response observed with MAS is not due to linkage 
disequilibrium or lack of normality as explained above but as a direct result of less accurately 
estimating these polygenic effects. The important question that remains unanswered yet is 
why does this relative inaccuracy of estimating polygenic effects occurs when the QTL 
additive allelic effects are accounted for in the mixed model? This remains as an unresolved 
problem that needs further research. 
The important work of Ruane and Colleau (1995) raises many questions about the 
developing area of selection based on QTL or marked QTL. The theory of how to use 
genomic information in the current genetic evaluation models looks underdeveloped and 
needs a higher level of research effort just to continue. In their own words, the authors 
commented: 'this study shows that the application of MAS is not as easy or straightforward 
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as we might have expected". Their conclusion was that further investigations should 
concentrate on those situations where MAS is likely to provide additional advantages as 
proposed by Zhang and Smith (1993). A conclusion that is shared by many others (eg, 
Larzul et al., 1997; Spelman et al., 1999; Spelman and Garrick, 1997). 
Ruane and Colleau (1996) examined the benefits of MAS by simulating a MOET 
nucleus breeding scheme, which unlike that of Meuwissen and Van Arendonk (1992) is an 
adult MOET nucleus herd. Selection was for a single trait measured on females and each 
dam had 4 sons and 4 daughters. Nucleus foundation animals were chosen from a base 
population in linkage equilibrium. With the favorable QTL allele frequency at .5, the authors 
found that cumulative genetic response due to MAS increased by 3, 9, 12, and 6% after one, 
two, three, and six generations of selection, respectively. If the favorable allele was initially 
rare (at frequency of .1), MAS performed even better (cumulative genetic gains increased by 
up to 9, 19, 24, and 15%, respectively). It was also found that the superiority of MAS over 
conventional BLUP increased when a restriction was placed on selecting full brothers and 
decreased when the QTL variance was overestimated. 
As we previously restricted the results of Meuwissen and Van Arendonk (1992) to 
their specific circumstances, we do the same for results of Ruane and Colleau (1996). 
Although the work overcomes most of the limitations of Meuwissen and Van Arendonk 
(1992), it still has its own limitations. First, the study assumes that nucleus animals were 
genotyped and evaluated while isolated in a single herd regardless of any national evaluation 
running outside the nucleus herd. This makes estimated breeding values of animals 
evaluated inside the nucleus herd and those of animals from other herds incomparable. 
Second, males were selected once after their sisters were milk recorded and not after their 
daughters were recorded. In practice and in most countries males go through two stages of 
selection: the first at one year of age based on pedigree, and the second after their daughters 
have lactation information. Waiting on young bulls until their daughters get recorded 
maximizes accuracy of evaluation using a conventional animal model leaving little room for 
improvement when markers are included in the animal model Therefore, the early 
evaluation of young bulls conducted in this study might have given more merit to MAS than 
it might be able to achieve in practice. Third, generations were discrete. Finally, markers 
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were highly polymorphic, Le., 2N alleles were simulated for each of the two simulated 
flanking marker loci, where the number of founders generated equals N. 
Meuwissen and Goddard (1996) used a stochastic model in examining the effect of 
many factors on the superiority of MAS over conventional BLUP in a closed nucleus 
breeding scheme. The nucleus herd was small, 100 males and 100 females per generation. 
The scheme was not specific to dairy cattle and focused on short term genetic gain assuming 
that more marked QTL are likely to be found in the future. Their most important findings 
were that in the first generation of MAS, genetic gain was increased by 8.8 and 38%, when 
selection was after and before recording the trait, respectively, with a marked QTL that 
explained 33% of the genetic variance and had flanking markers each are lcM from the QTL. 
However, the authors assumed that marker information were available for five generations in 
the past and this dramatically enhanced MAS superiority. Indeed when only parents and 
grandparents were typed, the extra genetic gains due to MAS were only 2.8 and 6% in the 
first generation of selection, with recording before and after selection, respectively. 
Meuwissen and Goddard (1996) also studied the effect of heritability and 
recombination rate on the superiority of MAS. Heritability effect agreed with many earlier 
studies. Le., the additional genetic gain due to MAS decreased with increasing heritabilities. 
Recombination rates did not seem to have much of an effect on the genetic response, and 
MAS was roughly equally efficient for sex-limited and non-sex-limited traits 
The more pronounced extra gain due to MAS observed in Meuwissen and Goddard 
(1996) was due to a number of factors: first, a closed nucleus MOET herd was simulated 
which for reasons explained earlier is advantageous to MAS schemes; second, animals were 
typed for five generations back in the past; third, selection was before recording the trait or 
the trait was measured after slaughtering animals; and finally, the size of the marked QTL 
exceeded 30% of the additive genetic variance. All of these situations are either very specific 
and cannot be taken generally about MAS (eg, with carcass traits that are measured after 
slaughtering animals or with selection before recording animals) or very rare to be 
encountered in reality (eg, a QTL of size as large as a third of the genetic variance). 
In this section we have reviewed studies that exploited quantitative trait loci assumed 
to be in gametic phase equilibrium with markers and with the rest of the genes affecting the 
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trait. In the case of gametic phase equilibrium, allelic effects of the QTL and the polygenic 
effects must be estimated. For most of what we presented, a mixed model approach was used 
but due to the growing number of equations in such situations, all of these studies without 
exceptions were forced to deal with very few animals to be evaluated. To further reduce the 
computing load, the studies never dealt with fitting fixed effects in the mixed model, neither 
did they fit any random factors other than animal and sometimes the QTL allelic effects. 
Dairy Cattle Breeding Systems 
This section gives a brief description of two systems to breed dairy cattle. First, we 
describe a system where males are selected in two stages or the two-stage selection then we 
explain in more details a system where female reproductive performance is enhanced through 
multiple ovulation and embryo transfer. 
Two-Stage Selection 
In this system, males are divided into two classes: young bulls and proven sires. 
Young bulls are selected based on their pedigree or their parent average, which is the only 
information available at 1 year of age. Once these sires are selected, they go through 
progeny testing and their second stage of selection starts. Over a five-year period, relatives 
and mates of these sires improves their estimated breeding values while making records. 
However, as long as records of their daughters are not yet included in the analysis, their 
parent average is the best available estimate of their breeding value. After daughters are 
included in the analysis, young bulls are selected for the second time and the best among 
them become available for artificial insemination and are called proven sires. 
For a young bull to have a proof, a limited number of daughters is usually used, but 
once a young bull has been selected for the second time his semen is freely available and 
thousands of daughters from him is not uncommon. 
In the US there are few bull studs and the genetic evaluation is conducted 4 times a 
year by the AIPL-USDA. The evaluation is national and includes all data form all eligible 
herds. According to the herd statistics reported by AIPL (1999) there were 4,370,762 cows 
that belonged to 34,9688 herds in 1999. 
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Nucleus Herds 
Extra attention was given to nucleus herds where Multiple Ovulation and Embryo 
Transfer, (Nicholas and Smith, 1983) can potentially be used due to take advantage of 
marker-assisted selection. Multiple Ovulation and Embryo Transfer schemes could be 
classified according to the following criteria 
Place 
Bull dams are either raised in a centralized nucleus herd (open or closed) or dispersed 
in the cow population. Because breeding values of bull dams could be potentially biased as a 
result of heterogeneity of variance within herds and preferential treatment, nucleus herds are 
advantageous in overcoming this bias. Decisions have to be made concerning the size and 
openness of nucleus herds. In contrast to the nucleus schemes, dispersed schemes have been 
used in Canada, Italy, France, and Finland (Lohuis et al., 1993). In the following, three 
schemes are defined according to the place in which bull dams are raised, 
Closed Nucleus Breeding Scheme 
Germplasm flows in only one direction, from the nucleus to the commercial 
population. In this scheme sires come for nucleus females and not from commercial herds. 
Open Nucleus Breeding scheme 
Germplasm flows in two directions allowing for superior individuals to enter the 
nucleus herd. Unlike the closed scheme, open schemes benefit from the greater genetic 
variability available in the large cow population outside the nucleus herd. 
Dispersed Nucleus Breeding Scheme 
In this system donor females remain dispersed in the population and owned by private 
dairy farmers while being flushed (Lohuis et al., 1993). 
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Selection Plan 
Hybrid Programs 
Hybrid MOET programs were suggested by Nicholas (1979), Christensen (1984), and 
more extensively by Colleau (1985), as reviewed by Lohuis et al. (1993). In hybrid schemes, 
nucleus replacements and bulls originate from the nucleus, but bulls are also entered into 
traditional progeny testing to provide additional accuracy. 
Restrictive Selection of Sires 
Restrictions may be put on sire selection to control inbreeding. This was studied by 
Leitch et al. (1994) where they examined the effect of the following plans on inbreeding rate, 
- No restrictions on the selection of sires were imposed. 
- Selection of sires was restricted to between full-sib families. 
Mating Design 
Several studies have investigated the effect of mating design on genetic response 
to selection and on inbreeding, eg, Leitch et al. (1994). According to the mating design, the 
following categories are available: 
Hierarchical 
Mating designs that involve one sire per dam and more than one dam per sire. 
Factorial 
In this type of mating, several mates are used per dam. 
Age of Mates 
According to simulation studies, rates of improvement in juvenile nucleus schemes 
are expected to be higher than in adult schemes. But in general, simulation studies have 
reported response rates substantially lower than predicted results from use of actial data 
(reviewed by Bondoc and Smith, 1993; Juga and Maki-Tanila, 1987; Keller et al., 1990; 
Ruane and Thompson, 1988). 
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Juvenile 
Individuals are selected based on pedigree information (< 15 months of age). 
Mail 
Donor females are selected based on their estimated BV (after first lactation). 
Conclusions 
In this chapter we reviewed studies that evaluated benefits of MAS in animal 
breeding schemes. More attention was given to dairy cattle breeding schemes. In general, as 
the proportion of QTL variance divided by heritability increased, benefits from MAS 
increased as well. Low initial gene frequency also maximized cumulative genetic gain 
relative to a QTL near fixation. Many workers in the field of MAS suggested that the 
breeding scheme used is one of the most important factors to maximize response form MAS 
if applied to current systems of breeding 
We also gave a brief discussion of suitable statistical methods used with outbred 
populations. These methods fit QTL effects as fixed with a class for each genotype, if the 
QTL is known. If, however, a close marker to the QTL is known, marked QTL allelic effects 
are fit as random effects in a mixed model, with the requirement of building the inverse of 
the covariance matrix of these effects. Algorithms to build the covariance matrix are 
available for single or multi breed populations, for single or multiple markers, and for a QTL 
linked to one marker or flanked between two markers. 
The chapter concluded by a description of two-stage selection as the common dairy 
cattle breeding system currently in use. In addition, nucleus schemes where MOET 
techniques are implemented were also explained. The latter scheme is more advantageous to 
the use of MAS as shown by many researchers. 
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CHAPTER 2. A RAPID METHOD FOR COMPUTING THE 
INVERSE OF THE GAMETIC COVARIANCE MATRIX 
BETWEEN RELATIVES FOR A MARKED QUANTITATIVE 
TRAIT LOCUS1 
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Abstract 
The inverse of the gametic covariance matrix between relatives, G , for a marked 
quantitative trait locus (QTL) is needed in best linear unbiased prediction (BLUP) of 
breeding values if marker data are available on a QTL. A rapid method for computing the 
inverse of a gametic relationship matrix for a marked QTL without building G itself is 
presented. The algorithm is particularly useful due to the approach taken in computing 
inbreeding coefficients by having to compute only few elements of G Numerical techniques 
for determining, storing, and computing the required elements of G and the nonzero elements 
of the inverse are discussed. We show that the subset of G required for computing the 
inbreeding coefficients and hence the inverse is a tiny proportion of the whole matrix and can 
be easily stored in computer memory using sparse matrix storage techniques. We also 
introduce an algorithm to determine the maximum set of nonzero elements that can be found 
in G and a strategy to efficiently store and access them. Finally, we demonstrate that the 
inverse can be efficiently built using the present techniques for very large and inbred 
populations. 
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Resume -Une metode rapide de calcul de la inverse du matrice des covariances 
gametique entre relatifs, pour un locus de caractere quantitatif marque. 
1. Introduction 
The utilization of marker quantitative trait loci associations in genetic evaluation is now 
possible and likely to be used more extensively in the future. Also, many authors have 
estimated gain through marker assisted selection [eg, 7,6, 9, 14]. 
Marker information will not replace phenotypic records because full prediction of 
phenotype from DNA sequence is still far from reality [3]. Joint utilization of marker and 
phenotype information in current genetic prediction models is, however, progressing at rapid 
pace. Fernando and Grossman [2] explained how genetic markers associated with 
quantitative trait loci (QTL) could be incorporated into mixed models. Marked QTL alleles 
were considered random in the context of the mixed model terminology and algorithms to 
construct and invert the covariance matrix pertaining to QTL additive effects were 
developed. 
Based on previous development by Fernando and Grossman [2] and van Arendonk et 
al. [12], and using partitioned matrix theory, Wang et al. [13] described an exact recursive 
method to obtain the inverse of the covariance matrix of the additive effects of a marked 
QTL in the case of complete marker data. If inbreeding is considered, certain elements of G 
are required, however, Wang et al. [13] did not specify how those elements could be 
separately computed. 
The objective of the present paper is to develop a rapid method to obtain the inverse 
of the covariance matrix of the additive effects of a marked QTL in the case of complete 
marker data using a small subset of G In addition to partitioned matrix theory, we show that 
the inverse can also be obtained by factorizing the covariance matrix into LDL where L is a 
lower triangular matrix whose inverse can be directly computed from pedigree and marker 
data. Matrix D is shown to be proportional to the covariance matrix of Mendelian sampling 
at the QTL given observed marker genotypes. We will show that D is block diagonal and 
can be computed from a small subset of G The method is inspired by the rapid method of 
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Henderson [4] to obtain the inverse of the numerator relationship matrix. In this work we 
will give special attention to computing efficiency. Numerical techniques to efficiently 
compute and store a subset of the covariance matrix and the nonzero elements of the inverse 
are discussed. 
2. Tabular methods for the covariance matrix and the inverse 
The covariance of marked QTL (MQTL) effects given complete marker data was discussed 
by Fernando and Grossman [2], van Arendonk et al. [12], and Wang et al. [13]. The 
covariance can be divided into two parts, between individuals and within individuals. By 
definition, the genetic covariance between two alleles is the probability that they are identical 
by descent multiplied by the additive genetic variance, a]. In animals each locus consists of 
two alleles, hence given known marker genotypes, four covariance values can be computed 
between each two individuals as described in definition (1). Also, within every individual, 
four covariance values can be computed as described in definition (2). Denote the two 
MQTL alleles of individual i by a| and a,2 ; in addition, denote the additive effects of the 
two MQTL alleles of individual i by Vj, where Vj = [ v,1 vf ]'. Also, let P((Xi s otj I M) denote 
the probability that any two alleles, say ctj and ttj, are identical by descent given M with M 
defined as the event of observing marker genotypes, then 
Cov(Vj,Vj' IM) = a; P(a) s a) I M) P(a| s a21M) 
P(a2 5 al71M) P(a,2 5 a21M) 
(1) 
Cov(Vj,v;' I M) = a; P{a.\ sa} IM) P(a) 2 a,21 M)1 2[l /,] (2) 
P(af 5 a,11M) P(a2 5 a21M) " [/, 1 _ 
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In definition (2) the probability of identity by descent between an allele and itself, given M 
equals 1 and/, is the probability that the two MQTL alleles of individual i are identical by 
descent given M;/will be referred to as the inbreeding coefficient. 
If animals are ordered so that parents precede their progeny and identified by integers 
from 1 to n, then a number of n2 covariance matrices of order 2, described in (1) and (2), can 
be put together in a matrix of order 2n that is referred to as the conditional gametic 
relationship matrix given marker data [13]. Denote the element located in row r and column c 
of any matrix A by A(r,c), and denote the entire r* row of A by A(r,) and the entire c* 
column of A by A(,c), then C0v(v,,vj I M)/a;, and Cov(Vj,Vj I M)/cr2, that we will refer to as 
C,j and Cii, can be written as 
Cii = 
and 
C,,= 
G(2/-Uy-1) G(2i - 1,2 j) 
G(2i,2j -1) G(2i,2y) 
1 G (2/-1,2/) 
G(2/,2/-l) 1 
(3) 
(4) 
For example, the (1,1) element of C,, is the element of G located in the (2i-l)th row and the 
(2j-l)th column. Because G is symmetric and Cy is not a scalar, Cji = (Cy)'. Also all 
diagonal elements of G are equal to 1. 
2.1. Tabular method for G 
It can be shown that Cy can be computed from previous rows of G (Wang et al., 1995). For i 
>j ,  
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Where s and d denote paternal and maternal parents, respectively, of individual i, Qi is a 2 
x 4 matrix defined as 
Qi = 
P(a] e= a[ I M) P(a)  ^  a) I M) P(a} «= a, I M) P(a\ <= a2d IM) 
P(a,2 <= I M) P(af <= a] I M) P(af ^  a, I M) P(af «= a2d IM) 
(6) 
The matrix Qi contains the probabilities that the paternal and maternal alleles of individual i 
descended from any of the four alleles of its two parents given observed marker genotypes. 
Due to the marker-QTL association, the probability that an individual received the QTL 
allele that was in coupling phase in the parent with the marker allele it received from that 
parent is 1-r where r is the recombination rate between the marker locus and the QTL. Based 
on this simple genetic fact, Wang et al. [13] computed Qi for the ilh individual. Matrix Qi is 
required for each individual in the pedigree and hence its computing cost needs to be 
minimized. We present a general algorithm to efficiently compute QI in appendix A. 
Because the relationship at the QTL, Q, between the two individuals i and j can be 
computed from already built relationships, Le., Cs and Cdj as shown in (5), there exists a 
recursive method to build new relationships from previous elements of G. The following 
formulation, as suggested by Wang et al. [13], adds to the lower triangle of G the two rows 
corresponding to the i01 individual, and using the symmetry of G, the corresponding upper 
triangle elements are constructed 
r G,„ GWA;] (7) 
G
'\A.G„, C„ „ 
Where A, is a 2 x 2(i-l) matrix constructed by setting A(,2s-1) equal to Q(,l), A(,2s) equal to 
Q(,2), A(.2d-1) equal to Q(,3), and A(,2d) equal to Q(,4), the rest of A is set equal to 0. The 
matrix Q is defined in (6), and C» is defined in (2). The inbreeding coefficient,/, is the only 
element required to construct CJ, and can be computed as described in Wang et al. [13]. It is 
important for future use to know that f is a function of QI, C#, CDD, and C*, Given observed 
marker genotypes and the recombination rate of .1, the conditional gametic relationship 
matrix for the pedigree listed in table I is 
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V/' vf v: Vj v/ w' v/ Vj' V32 v/ v«: W v7: 
v;' 1.000 0.000 0.000 0.000 0.000 0.000 0.500 0.000 0.225 0.225 0.500 0.050 0.225 0.095 
V/" 0.000 1.000 0.000 0.000 0.000 0.000 0.500 0.000 0.225 0.225 0.500 0.050 0.225 0.095 
v;' 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.500 0.025 0.025 0.000 0.450 0.025 0.405 
v:: 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.500 0.025 0.025 0.000 0.450 0.025 0.405 
Vj' 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.450 0.450 0.000 0.000 0.450 0.000 
v/ 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.050 0.050 0.000 0.000 0.050 0.000 
V 0.500 0.500 0.000 0.000 0.000 0.000 1.000 0.000 0.450 0.450 0.500 0.100 0.450 0.140 
V,: 0.000 0.000 0.500 0.500 0.000 0.000 0.000 1.000 0.050 0.050 0.000 0.900 0.050 0.810 
V,' 0.225 0.225 0.025 0.025 0.450 0.050 0.450 0.050 1.000 0.000 0.225 0.090 0.500 0.104 
v3: 0.225 0.225 0.025 0.025 0.450 0.050 0.450 0.050 O.OOO 1.000 0.225 0.090 0.500 0.104 
n' 0.500 0.500 0.000 0.000 0.000 0.000 0.500 0.000 0.225 0.225 1.000 0.050 0.225 0.145 
V 0.050 0.050 0.450 0.450 0.000 0.000 0.100 0.900 0.090 0.090 0.050 1.000 0.090 0.905 
v.' 0.225 0.225 0.025 0.025 0.450 0.050 0.450 0.050 0.500 0.500 0.225 0.090 1.000 0.104 
v-: 0.095 0.095 0.405 0.405 0.000 0.000 0.140 0.810 0.104 0.104 0.145 0.905 0.104 1.000 
2.2. Decomposing G 
In this section we decompose G following arguments similar to those Henderson [4] used in 
decomposing the numerator relationship matrix (NRM). The matrix G can be decomposed 
and written as 
G = LDL' (8) 
where L is a lower triangular matrix and D is a block diagonal matrix. Matrix L can be 
recursively computed using relationship (9) that adds to L the two rows corresponding to 
individual i, i.e.. rows 2i-l and 2i. 
L, = 0 
A,.LH 
(9) 
where I2 is an identity matrix of order 2; Ai is defined in (7). The relationship (9) indicates 
that the smallest unit of L that can be built is a matrix of order 2, not a scalar as in the 
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decomposed NRM. To illustrate this and subsequent computations, we use the pedigree of 
Table I. The matrix L is 
V/ V/* V/ v«- V) Vj* V< v<* V7 
V/' 1.000 
V/"' 0.000 1.000 
v;' 0.000 0.000 1.000 
vf 0.000 0.000 0.000 1.000 
vj ' 0.000 0.000 0.000 0.000 1.000 
v/ 0.000 0.000 0.000 0.000 0.000 1.000 
V 0.500 0.500 0.000 0.000 0.000 0.000 1.000 
v/ 0.000 0.000 0.500 0.500 0.000 0.000 0.000 1.000 
V}' 0.225 0.225 0.025 0.025 0.450 0.050 0.450 0.050 1.000 
0.225 0.225 0.025 0.025 0.450 0.050 0.450 0.050 0.000 1.000 
v/ 0.500 0.500 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 
0.050 0.050 0.450 0.450 0.000 0.000 0.100 0.900 0.000 0.000 0.000 
V7' 0.225 0.225 0.025 0.025 0.450 0.050 0.450 0.050 0.500 0.500 0.000 
V 7~ 0.095 0.095 0.405 0.405 0.000 0.000 0.090 0.810 0.000 0.000 0.100 
1.000 
0.000 1.000 
To illustrate the procedure of building L, denote the 2 x 2 matrix on the intersection of the 
two individuals i and j by R(i,j). Now given that 5 and 6 are parents of 7, we compute R(7,2) 
as 
R(7,2) = Qn R(5,2) 
R(6,2) 
.5 .5 0 0 
0 0 .1 .9 
.025 .025 
.025 .025 .025 .025" 
0 0 .405 .405 
.45 .45 
The variance and covariance of Mendelian sampling for an individual with two alleles 
at the marked QTL given observed marker genotypes is described by a matrix of order 2, say 
di, and not by a scalar as in the case of the infinitesimal model Define D as diag[di, d%,..., 
d„], where the 2 x 2 d, can be computed separately for each individual It will be shown that 
Cv2D is the covariance matrix of Mendelian sampling due to a QTL linked to one marker 
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given observed marker genotypes. To find the conditional Mendelian sampling covariance 
for individual i, denote its Mendelian sampling by mi, then 
(10) 
m, = V; - Qi 
The rationale behind (10) is that Mendelian sampling in the case of marked QTL could be 
computed just as in the case of the infinitesimal model, by subtracting the expected breeding 
value from the realized breeding value. It can now be proved that 
4-Var(m, IM) = Ci, - Qi Co Csd 
C ds Cdd 
Q; ( in  
See appendix B for a proof for (11). Further, for a proof that D is block diagonal, see 
appendix C. From (11), di can be computed as 
di = C„ - Qi Co C*i 
Cds Cdd 
q; (12) 
To illustrate (12), we compute d for individual 7, 
d? = 
1 0 .225 .09 .5 0 
1 .104" ".5 .5 
o
 
o
 0 1 .225 .09 .5 0 
.104 1 0 0 .1 .9 .225 .225 1 .05 0 .1 
.09 .09 .05 1 0 .9 
.5 0 
0 .17 
Now it is straightforward to verify the decomposition of G by the direct multiplication LDL 
38 
Table I. Example pedigree and the corresponding Qi and di matrices 
animal sire dam genotype Qi di 
1 0 0 AIAI - -
2 0 0 A2A2 - -
3 0 0 A\AT - -
4 1 2 A1A2 0.50 0.50 0.00 0.00 0.500 0.000 
0.00 0.00 0.50 0.50 0.000 0.500 
5 3 4 AJAI 0.45 0.05 0.45 0.05 0.590 -0.410 
0.45 0.05 0.45 0.05 
|
 
0
 
0.590 
6 1 4 A1A2 0.50 0.50 0.00 0.00 0.500 0.000 
0.00 0.00 0.10 0.90 0.000 0.180 
7 5 6 A1A2 0.50 0.50 0.00 0.00 0.500 0.000 
0.00 0.00 0.10 0.90 0.000 0.171 
2.3. Computing the inverse of G 
The inverse of G is now computed by making use of the decomposition presented earlier. 
From the decomposition of G in (8), G can be written as 
G = (I/)'lD''L"1 (13) 
L is easy to compute due to the recursive method used to construct L. The inverse of L can 
be computed according to the following recursive relationship 
Lrl = L". 0 
_-Aj I, 
(14) 
as can be verified by showing that 
LM « 
— A, I 
Lh 0 
_AiLM I,_ 
= 1 
Using the recursive relationship (14), L"1 for the pedigree of table I is 
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v,1 V,2 V V22 V31 V32 V,1 V42 Vs1 V52 v«l Vs2 V71 
V 1.000 
Vl2 0.000 1.000 
V21 0.000 0.000 1.000 
V22 0.000 0.000 0.000 1.000 
V3' 0.000 0.000 0.000 0.000 1.000 
V32 0.000 0.000 0.000 0.000 0.000 1.000 
v»1 -0.500 -0.500 0.000 0.000 0.000 0.000 1.000 
V42 0.000 0.000 -0.500 -0.500 0.000 0.000 0.000 1.000 
Vs' 0.000 0.000 0.000 0.000 -0.450 -0.050 •0.450 •0.050 1.000 
Vs2 0.000 0.000 0.000 0.000 -0.450 -0.050 •0.450 •0.050 0.000 1.000 
Ve! •0.500 •0.500 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 
v62 0.000 0.000 0.000 0.000 0.000 0.000 •0.100 •0.900 0.000 0.000 0.000 1.000 
V71 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 -0.500 -0.500 0.000 0.000 1.000 
V72 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 •0.100 -0.900 0.000 
VT 
As mentioned before, D is composed of the di matrices along its diagonal, and di is 
proportional to the conditional variance and covariance of Mendelian sampling within 
individual i. Therefore, di is positive definite and can be written as 
di = tit,' (15) 
where ti is a matrix of order 2 with 0 as its upper diagonal element. If d; is symbolically 
written as 
di = P t 
k qj and c = <Jq-k
:  /  p ,  
then 
tr1 = 
(16) 1/fp 0 
-k/pc l/c 
where p, k, q, and c are scalars. Notice that p and q are the conditional Mendelian sampling 
variances associated with a,1 and a,2, respectively, and k is their conditional Mendelian 
sampling covariance. The results in (16) can be easily seen by inverting ti, obtained after the 
decomposition of di in (15). The relationship (16) shows an easy way to compute tf1 directly 
from elements of di without having to decompose dj and then invert ti. 
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After every di is decomposed as described in (15), D can be written as TT where T is 
lower triangular defined as diag[ti, t„]. The matrix D can then be written as (Ty'T1 
and 
G = (LT (T) T" L . (17) 
As a consequence of the inverse having the form of (17), the contribution of each 
individual to G is now easy to compute due to the recursive method of building L"1 and the 
efficient way of expression (16) that can be used to directly obtain ti"1 from the elements of 
di From (17), the contribution of the ilh individual to the inverse can be written as the cross 
product of (ti"'(-Ai I2)), where the cross product of any matrix, say B, is B'B. Since the 
nonzero elements of Ai are the elements of the matrix Qi, the cross product of 
(t,-'[-Qi I2D (18) 
is added to the following locations of G , 
R(s,s) R(s,d) R(s,i) 
R(d,s) R(d,d) R(d,i) 
R(i,s) R(i,d) R(i,i) 
(19) 
where i, s, d, and R(i,j) are consistent with their previous definitions, for example, R(i,s) is 
the matrix of order 2 on the intersection of the individual and its paternal parent. 
2.4. Algorithm 
Next, we suggest an algorithm to compute and add the contributions of the i* individual to 
G 1 .  
- Sêt a 2 x 6 matrix, say A to 0. 
- Sgt elements 1 to 6 of a 6 x 1 vector, say t, to 2s-1,2s, 2d-l, 2d, 2i-l, and 2i, in order. 
- Compute di as described in (12) and assign l /^fp to A(l,5), 0 to A(l,6), -k/pc to A(2,5), 
and 1/c to A(2,6). 
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- Assign -Q(l, ) /-)[p to elements 1 to 4 of A(l,). 
- Assign (AQ(l,)/pc - Q(2,)/c) to elements 1 to 4 of A(2,). 
- For x = 1 to 6 
For y = 1 to 6 
Md (A(l,x) A(l,y) + A(2,x) A(2,y)) to G'l(t(x), t(y)). 
The algorithm does not explicitly invert or decompose D, it only computes the elements of 
t,"1 according to (16) after computing dj for each individual Further, instead of carrying out 
the matrix product of (18), the algorithm directly assigns the multiplication results to the 2 x 
6 matrix A. 
To illustrate the computation of A, we compute A?. From d? of Table I, c = 
V.171-0/.5 = .413, Vm = .707, and hence 
[-.707 -.707 0 0 1.414 0 
A7
~[ 0 0 -.242 -2.176 0 2.418 ' 
The matrix G for the example follows. 
V|' V,: V:1 v/ V3l v3: V v,2 vs1 vs2 v6l v62 v?1 V72 
Vi! 2.000 1.000 0.000 0.000 0.000 o.ooo -1.000 0.000 0.000 0.000 -1.000 O.OOO O.OOO 0.000 Vi: 1.000 2.000 0.000 0.000 0.000 0.000 -1.000 0.000 0.000 0.000 -1.000 O.OOO 0.000 0.000 
v:1 0.000 0.000 1.500 0.500 0.000 0.000 0.000 -1.000 0.000 0.000 0.000 o.ooo 0.000 0.000 
vf 0.000 0.000 0.500 1.500 0.000 0.000 0.000 -1.000 0.000 0.000 0.000 o.ooo 0.000 0.000 
Vi' 0.000 0.000 0.000 0.000 3.250 0.250 2.250 0.250 -2.500 -2.500 o.ooo 0.000 0.000 0.000 
V3: 0.000 0.000 0.000 0.000 0.250 1.028 0.250 0.028 -0.278 •0.278 0.000 0.000 0.000 0.000 
V4l -1.000 • 1.000 0.000 0.000 2.250 0.250 4.306 0.750 •2.500 •2.500 0.000 •0.556 0.000 0.000 
v,: 0.000 0.000 -1.000 -1.000 0.250 0.028 0.750 6.528 •0.278 -0.278 o.ooo •5.000 0.000 0.000 
V;' 0.000 0.000 0.000 0.000 -2.500 -0.278 -2J00 -0.278 3.778 2.778 0.000 O.OOO -1.000 0.000 
v$2 0.000 0.000 0.000 0.000 -2.500 •0.278 -2.500 -0.278 2.778 3.778 0.000 0.000 -1.000 0.000 
V -l.OOO -1.000 0.000 0.000 0.000 O.OOO 0.000 0.000 0.000 0.000 2.058 0.526 0.000 •0.585 
V6: 0.000 0.000 0.000 0.000 0.000 O.OOO -0.556 -5.000 0.000 0.000 0.526 10.292 0.000 -5.263 
V?' 0.000 0.000 0.000 0.000 0.000 O.OOO 0.000 0.000 -1.000 -1.000 0.000 0.000 2.000 0.000 
V7: 0.000 0.000 0.000 o.ooo 0.000 0.000 0.000 0.000 0.000 0.000 •0.585 -5.263 0.000 5.848 
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2.5. One unknown parent 
If one of the two parents of i is unknown, Wang et al. [13] suggested replacing the 
two columns of Q; that belong to the unknown parent with zeros, Le., considering the 
probability of QTL descent from the unknown parent as undefined. This approach, however, 
creates in some cases unusual singularities while inverting the gametic relationship matrix. 
For example, if the dam is unknown and both the sire and the individual have marker 
genotype A,A%, the contributions to the inverse due to i cannot be computed either by the 
current algorithm or by the Wang et al. [13] algorithm. 
Phantom identification numbers could be assigned to the unknown parents and the 
problem becomes a pedigree with incomplete marker data. For incomplete marker data, 
alternative exact and approximate approaches are available (Wang et ai, 1995). The current 
techniques are still useful for the case of one unidentified parent and the case of incomplete 
marker data in general. For instance, if d is a phantom parent of i, the most probable 
genotype of d given s and i genotypes could simply be assigned to d, and approximate G or 
G could be built as described earlier. 
3. Computational techniques for constructing the inverse 
In most animal breeding applications, large data sets is commonplace. In this case, handling 
matrices like G and its inverse within computer memory is most unlikely. Also, having to 
build these matrices on disk degrades performance due to the repeated search that has to take 
place for certain elements of G and G In this section we explain a scheme to compute the 
minimal possible set of G that contains elements required for computing the inverse. A 
sparse matrix technique to store this set is also presented. In addition, due to the sparse 
structure of the inverse, we suggest a method that can be used to determine the maximum 
possible set of the nonzero elements found in the inverse and corresponding sparse matrix 
techniques to efficiently store and retrieve them. 
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3.1. Computing a subset of G 
Building the inverse as described earlier requires the 2 x 2 blocks C,i and C*i of G to be 
available if inbreeding is to be accounted for. As was shown by Tier [11], the diagonal of the 
NRM can be computed from a small subset of the matrix. Although the diagonal of G is 
known to consist of Is, and hence need not be computed, we will use a similar approach to 
compute the C» submatrices located on the diagonal of G Also, in our case extra elements 
are needed for the inverse, i.e., the relationship of the two parents, but this does not increase 
the computational task because Cw is needed for computing C». 
For the example pedigree, the set of filled cells in Table II contains the required 
elements. We express the subset in terms of the Cij and C» submatrices instead of single 
elements. The reason for this is its computational advantage. The subset is first determined 
and then computed according to equation (5) and rules explained in Wang et al. [13]. First, 
to determine the subset, read the pedigree and flag the cells C» and Csd if s > d or Cd, if d > s, 
i.e., the relationship of the two parents located in the lower triangle. The cells needed for 
computing the previously flagged cells are determined as follows: starting from the second to 
the last row of cells and proceeding up and to the left, flag the two cells corresponding to C, 
and Cdj as described in equation (5). Second, after determining all needed cells, compute 
them row by row starting with row 1. 
Constructing only the required subset of G found in its lower triangle saves 
computational time and storage requirements. For every row of cells, Qj is built only once 
and used for all cells in the row. An asterisk indicates a required upper triangular cell that 
is obtained from the lower triangle. For example, in Table II, G» was flagged instead of C34. 
In the computing step however, (C43)' is used whenever C34 is needed. 
For this method to be useful, it is necessary to employ a sparse storage scheme that 
allows efficient storage and retrieval of elements of the subset. Row linked lists approach is 
suggested in this case for two reasons: cells in a row are not determined and flagged in any 
particular order, and the number of filled cells in a row is not known a priori. Henceforth, a 
row linked list will refer to the sequence of filled lower triangular elements in a row as stored 
in the linked lists. 
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Table II. The subset of the gametic relationship 
h *1 * 
c2, I2 * 
C31 C32 I2 * 
C41 C43 C44 * 
Csl C54 C55 
Cé5 C66 
C77 
An asterisk indicates a required cell in the upper triangle 
that is taken from the lower triangle. 
To explain the storage scheme, specify the number of filled cells by nf and the 
number of individuals by n. Define the following arrays: an integer array of length nf, 
column, containing cell column indices; an integer array of length nf, link, containing 
pointers to the location of the next cell added to a list; a double nf x 4 array, values, a row of 
which contains the four values of an off diagonal cell; and a double array of length n, f, 
containing inbreeding coefficients. Row indices are assumed to be sorted in ascending order 
corresponding to the first n entries of column, i.e., for i = 1 to n, the column index of the first 
entry to row list i is column(i). A value of 0 in column(i) indicates no entries yet have been 
added to the ilh list. A value of 0 in link(j) indicates a terminal link, ie , the last entry in a list. 
Linked lists for the example are given in table III. To add an entry, Cy, to the lists, 
start at column(i) where i is the individual to which the entry belongs. If column(i) = 0, 
place the column index of the entry, j, in column(i) and the four values of C,j in values(i,), 
otherwise proceed via links searching if the array column already contains j. If not, store j 
and C,j in the next available entry of column and values, respectively. To add an entry, Cu, 
to the lists, only place the value of/; in the ilh element of the vector f, i.e., in f(i). 
To retrieve the Cy entry from the linked lists, search for the entry starting at 
column(i) and proceed via links until finding the desired column index, i.e., j. The entries in 
a row list do not have to be sorted in any order because the search method we described does 
not require any ordering. It is likely that a better searching technique will require sorting the 
lists. In this case, the improved searching technique is useful only if the savings in time is 
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Table Œ Linked lists of the subset of the gametic relationship matrix required for building 
the inverse. 
i column(i) link(i) values(U) values(i,2) values(i,3) values(i,4) f(i) 
1 0 0 0.00000 0.00000 0.00000 0.00000 0.00000 
2 1 0 0.00000 0.00000 0.00000 0.00000 0.00000 
3 1 10 0.00000 0.00000 0.00000 0.00000 0.00000 
4 I 8 0.50000 0.50000 0.00000 0.00000 0.00000 
5 1 9 0.22500 0.22500 0.22500 0.22500 0.00000 
6 5 0 0.22500 0.22500 0.09000 0.09000 0.05000 
7 0 0 0.00000 0.00000 0.00000 0.00000 0.10350 
8 3 0 0.00000 0.00000 0.00000 0.00000 
9 4 0 0.45000 0.05000 0.45000 0.05000 
10 2 0 0.00000 0.00000 0.00000 0.00000 
more than the sorting time. Notice that in linked lists new elements are usually added to the 
lists by inserting them in order. This practice, when tested, consumed more time than just 
adding new elements to the next available entry as described earlier. 
3.2. Sparse storage scheme for G 
For large numbers of animals, neither G nor the inverse can be handled in memory. 
We introduce a sparse storage scheme that allows construction of the inverse within memory. 
The scheme first determines a maximum set of the nonzero elements found in the lower 
triangle of the inverse and then computes them. The scheme is similar to that described 
earlier in storing and retrieving the required subset of G, except that three of the four 
elements of the R(i,i) submatrices on the diagonal of G must be stored instead of only one 
element , /}, of Q. Only three elements are stored because of the symmetry of G 
Therefore the one-dimensional array, f, is replaced by an n x 3 array, say diagv. 
Using the matrix of (19), the maximum set can be determined while reading the 
pedigree by adding to the lists the following entries corresponding to each individual. For 
the 1th individual, add to the lists either R(d,s) or R(s,d), depending on which of them is in the 
lower triangle, add also R(i,s), and R(i,d). Entries for R(i,i), R(s,s), and R(d,d) are 
automatically reserved in the lists, in diagv. The sparse scheme sets an upper bound for the 
set of nonzero elements of the inverse that does not exceed 15n, and its proportion out of 4n2, 
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the order of G, does not exceed 15/4n. This can be seen in figure 1. The dark connectors in 
the figure indicate the maximum number of filled elements that individual i could ever cause. 
Notice that the proportion 15/4n indicates that the percentage of filled elements dramatically 
decreases as n increases. The simulated data summarized in table IV clearly show that as the 
number of individuals in the pedigree increases, the percentage of filled cells in the inverse 
substantially decreases. 
After the maximum set has been determined, the algorithm described earlier can be 
used to compute and add contributions of the i* individual to the inverse. Because the 
elements of (19) have to be retrieved and added to, perhaps several times, the values of the 
maximum set must be first set to 0. The same search method used with G is used here to 
retrieve the elements of the inverse. Searching via links is only required if it is for R(Lj) 
where i > j. If i = j, then R(i,i) can be directly retrieved from diagv(L). 
Now it should be clear that storing the elements of the matrices in groups of 4, Le., 
R(i,j), saves a great deal of computing time although it could contain zero elements. Notice 
that a single element of C,j or R(i,j) of the inverse is never needed and hence searched for 
unless the other 3 elements are needed as well Also, no search is needed if i = j. Although 
storing only the nonzero elements of the 2 x 2 blocks is more memory efficient, it showed 
very poor performance in terms of speed when tested. 
4. Simulation and validation 
In this section we use simulated pedigree and genotype data to investigate the efficiency of 
the algorithms. A modified nucleus scheme where sires are selected in two stages was 
simulated. The objective was to simulate a structural pedigree similar to what could be 
encountered in the U.S. Holstein population. Breeding values were simulated according to a 
finite locus model. A situation in which one QTL is associated with a known marker was 
simulated. Data sets with variable sizes were simulated. Table IV shows that for larger data 
sets both the required subset of G and the number of nonzero elements of the inverse 
constitute a tiny proportion of 4n2. Results of 3 pedigree data simulated over 15, 30, and 40 
years are listed in Table IV. 
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2s-  1  
2d - 1 
2 i -  1 
Figure 1. Contribution of an individual to the nonzero elements of the lower triangle of the 
gametic relationship inverse. A dark connector indicates a filled element of the inverse. In 
the following, 2i-l and 2i indicate the two rows of individual i, 2d-1 and 2d indicate the two 
rows of the dam, and 2s-1 and 2s indicate the two rows of the sire. Perpendicular lines to the 
previous rows indicate the corresponding columns. 
Table IV. CPU1 time and storage requirements for building G 
Years Simulated 
15 30 40 
Number of Animals 18,801 137,680 485,462 
Number of required elements of G 200,845 1.41963e+06 4.90449e+06 
% of elements of G required for G"1 .01420 .00187 .000520 
Average inbreeding coeffecient2 .06 .19 .10 
Number of stored elements of G"1 255,327 1.922796406 6.79909e+06 
% of the elements of G"1 stored .018058 .002536 .000721 
CPU Time (seconds)3 1.02 7.73 25.65 
A 433 MHz one-processor workstation running digital UNIX was used in the evaluation. 
"Computed for all animals including base population. 
3The time includes reading the pedigree file, setting up the lists, and computing the inverse. 
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The first pedigree of size 18,801 animals started with 6 active sires and 14 
young bulls with a maximum of 50 daughters per young bull We used a base cow 
population of 2,000 cows with a maximum of 5 lactation seasons and with culling ratios of 
.22, .26, .29, .34, and 1 for parities 1,2,3, 4, and 5, respectively. The second and third 
pedigrees were simulated similarly, except that the simulation was continued to 30 and 40 
years, allowing the generation of 137,680 and 485,462 animals, respectively. The 
percentages presented in the table are the number of physically stored single elements and 
not the number of the R(i,j) matrices. However, this number does not include the overhead 
caused by storing the links and column indices. The CPU seconds presented in the table 
indicate that by using the current algorithms, building the inverse of the conditional gametic 
relationship matrix for a marked QTL is as trivial as building the inverse of the NRM. 
5. Discussion 
An algorithm to directly build the inverse of a conditional gametic relationship matrix, given 
marker data, was developed. The inverse algorithm is based on matrix decomposition 
instead of partitioned matrix theory. Numerical techniques that greatly improved computing 
performance were introduced. Extension to multiple markers should be straightforward 
provided that MQTL loci are independent. With multiple markers, efficiency should 
improve relatively because column indices and link pointers are the same for all markers and 
could be determined and stored only once. 
It is imperative to mention that although both matrix decomposition and partitioned 
matrix theory lead to the same elements that an individual contributes to the inverse, matrix 
decomposition offers more computationally useful structure to the mixed model applications. 
First, our D could be used in a way similar to Henderson's D in the context of the reduced 
animal model (Henderson, 1988; Cantet and Smith, 1991; Saito and Iwaisaki, 1997) to 
absorb the non-parental equations of the MQTL and polygenes. Moreover, careful inspection 
of the mechanics of building D could lead to more useful reductions pertinent to the inclusion 
of markers in the mixed model. Reducing the number of equations is crucial if marker data 
are to be practically used in genetic evaluation models. 
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Further, the decomposition allows for more flexibility in handling the mixed model 
equations, for instance. Henderson's L was used by Quass [8] in transforming the equations 
in a way that could be useful for variance components estimation methods. The 
decomposition we introduced allows for the same technique to be adapted to handle a mixed 
model with markers. This is only to name some examples, but strictly speaking, wherever 
the factors of the decomposed numerator relationship matrix or the Mendelian sampling 
variance are useful, the decomposed conditional gametic relationship matrix and the 
conditional Mendelian sampling covariance, introduced in this study, could be exploited 
similarly. The algorithm should motivate further research to bring forward the experience of 
the past to the developing area of marker-assisted selection. 
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APPENDIX A. Algorithm to Compute Q, 
The theory for computing the probability of QTL descent based on the probability of marker 
descent and the recombination rate, r, given marker data was discussed by Fernando and 
Grossman [2], van Arendonk et al. [12], and Wang et al. [13]. The following is a general 
algorithm to compute the matrix Qj for any number of alleles segregating in the population. 
The algorithm avoids building the intermediate matrices PDMs and R, see Wang et al. [13]. 
The following is a C function that receives individual, sire, and dam identification numbers 
(i, s, and d, respectively) in addition to a pointer to the matrix containing marker allele 
genotypes in two columns (B). The function returns a pointer for Q after building it. 
double **MakeQ(int i, mt s, int d, mt **B) ( 
int 1=2, c, xl, x2, k, ], g[7], ol, o2, cl, c2; 
double r = Recombination Rate; 
double **Q; Q = dmatrix(1,2,1,4); /* allocate Q */ 
for(k=l;k<=2;k++) for(j=l;]<=4;j++) Q[k][j] = 0.; 
if(s==0 I I d==0) return Q; 
g[l]=B[i][1]; g[2]=B[i][2]; g[3]=B[s][1] ; 
g[4]=B[s]C2]; g[5]=B[d][1]; g[6]=B[d][2]; 
for(k=l;k<=2;k++) ( 
xl = x2 = 0; 
if(g[l]==g[5] || g[i]==g[6]) 
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for(j=3;j<=4;j++) if(g[k]=~g[j]) xl++; 
if(g[l]==g[3] Il g[1]==g[4]) 
for(j=5;j<=6;j++) if(g[k]=-g[j]) x2++; 
if((xl+x2) == 3){ xl *= 2; x2+=2; } 
else { c=xl; xl+=x2; x2+*c; } 
ol=5; o2=6; cl=3; c2=4; 
c = xl; /* for ] = 1, c will act in place of xl */ 
for(3=1; ]<=2; j++) { 
if(g[l]==g[ol] II g[l]==g[o2]) 
if(g[k]==g[cl] II g[k]==g[c2]) { 
if<g[cl]==g[c2]) Q[k][cl-2]=Q[k][c2-2]=l./c; 
else if(g[k]==g[cl]) {Q[k][cl—2]=(1—r)/c; Q[k][c2-2]=r/c;} 
else ( Q[k][cl-2]=r/c; Q[k][c2-2]=(l-r)/c;} } 
swap(&ol, &cl); swap(&o2, &c2); 
c = x2; /* for 3 = 2, c will act in place of x2 */ 
) 
1—; 
} 
return Q; 
} 
APPENDIX B. Computing Mendelian sampling conditional covariance 
From the relationship ( 10) in the text, Mendelian sampling of the ilh individual is written as 
"v. 
m, = v, - Qj 
LV^J 
then 
Var(m, I M) = Var(v, I M) + Qi Var( IM)Q; - 2Cov 
f 
V, 
' X 
V,., 1 M 
V 
.V 
/ 
and 
Var(nii I M)/ov2 = C„ + Qi C. 
Ç j s  
Q; -2(CisCid)Q; (Bl) 
From (5) in the text, C,$ is computed as 
C* 
cts — Qi (B2) 
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and Cid is similarly computed as 
C Cjd = Qi "sd 
LC,J (B3) 
By substituting (B2) and (B3) into (Bl), we obtain 
Var(nii I M)/<V = C,j - Qj CB C 
Lc„ C 
Q; 
APPENDIX C. Proof that D is block diagonal 
From (5) in the text, we have that 
Cov(Vj,Vj' I M)/c* = Cy = Qj 
and from (10), we have that 
a; (CI) 
v, = Qi + nii and Vj = Qj 
(C2) 
+ m 
where s, and d; are the sire and dam of individual i, respectively. To prove that D is block 
diagonal, it is sufficient to show that the covariance between nij and nij is null. 
v. 
From (C2), o2Gj = Cov(Qi + IDi, Vj IM) 
Qi Cov( 
= Qi 
C 
,Vj IM) + Cov(nii, Vj IM) 
+ Cov(nii, Vj IM) (C3) 
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, which leads us to conclude that 
the second term in (C3), Cov(nii, vj I M), must be zero. Similarly, Cov(mj, I M) and 
Cov(mj, v'rf I M) could be shown to be null Finally, given that Cov(nii, Vj I M), Cov(mj, 
v^ I M), and Cov(mi, v^ IM) are all null, Cov(v., Vj IM) must be null 
But from equation (CI), we have that o^Cy = Qi Cv 
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CHAPTER 3. SUPERIORITY OF QTL-ASSISTED 
SELECTION IN DAIRY CATTLE BREEDING SCHEMES 
A paper to be submitted to the Journal of Dairy Science 
Gamal Abdel-Azim and A. E. Freeman 
ABSTRACT 
The superiority of selection schemes employing information about a known 
quantitative trait locus (QTL) information over conventional schemes is examined for dairy 
cattle breeding schemes. Stochastic simulation of a dairy cattle population with selection 
practices, structures, and parameters similar to the US Holstein population was implemented. 
Additive genetic effects were estimated by an animal model. Two schemes were compared: 
a QTL-assisted selection scheme in which the genotype of a known QTL was accounted for 
in the animal model as a fixed factor, and a QTL-free selection scheme in which the QTL 
was simulated but was not fit separately in the animal model. Under the QTL-assisted 
selection scheme, all animals in the mixed model were assumed to be genotyped for the 
QTL. 
The effect of using QTL information on the genetic response, the frequency of the 
favorable QTL allele, and the accuracy of evaluation was examined. Moreover, the effect 
was studied in four distinct paths of selection: active sires, proven young bulls, bull dams, 
and first lactation cows. Average superiority values of 4.6, 7.6, 11.7, and 1.1% for genetic 
response were observed over 16 years of selection for active sires, young bulls, bull dams, 
and first lactation cows, respectively. Frequency of the favorable QTL allele changed faster 
in bull dams, than males, and was the slowest in first lactation cows. Finally, accuracy of 
evaluation under the QTL-assisted selection scheme was higher than under the QTL-free 
selection scheme. Young bulls of the QTL-assisted selection scheme on average had .049 
higher accuracy and first lactation cows had on average .185 higher accuracy than 
corresponding animals of the QTL-free selection scheme. 
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INTRODUCTION 
Classical work in animal breeding has made little use of individual genetic loci in the 
improvement of quantitative traits in farm animals. The effect that individual loci may have 
on metric traits and the possibility of selection through known loci were first discussed by 
Neiman-Sorensen and Robertson (1961) and Smith (1967). However, the recent discovery of 
several types of DNA markers has allowed for a comprehensive search for associated 
quantitative trait loci (QTL). Several putative QTL. have been found associated with type 
and production traits in dairy cattle (e.g., Georges et al., 1995; Ashwell et al, 1998; 
Vukasinovic et al., 1999; Schrooten et aL, 2000). 
As a result of these recent discoveries, studying the impact that known loci might 
have on the efficiency of selection becomes essential. The impact of using QTL information 
in selection has been studied either analytically or by means of computer simulation. Lande 
and Thompson (1990) analyzed the utilization of MAS in classical schemes of individual and 
family selection and derived optimal indices combining phenotypic and genomic information 
to maximize genetic gain. Meuwissen and Van Arendonk (1992) used a deterministic 
simulation model to test the additional genetic gain of MAS within family and found that 
MAS did not increase rates of genetic gain when applied to conventional progeny testing 
schemes. Spelman et al (1999), also using a deterministic simulation model, found limited 
benefit of MAS in conventional progeny testing schemes. An increase in rate of genetic 
response of 1.8% over a base line scheme with no markers was found when 10% of the 
genetic variance was associated with the marked QTL. The percent increase became 3.7 with 
marked QTL variance of 20%. Both of Meuwissen and Van Arendonk (1992) and Spelman 
et al. (1999) used a deterministic model to predict the asymptotic genetic gain, ignoring both 
the reduction in genetic variance from inbreeding and the change in the QTL allele 
frequency. 
Spelman and Garrick (1998) evaluated two within family MAS schemes using 
stochastic simulation for a locus that explained 17% of the genetic variance. A maximum 
increase of 9% over a non MAS scheme was found when 40 progeny were simulated for 
each bull dam. Although, Spelman and Garrick (1998) stochastically simulated animals, 
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breeding values were not estimated from data, instead estimated breeding values were 
simulated by simulating prediction errors. Also, genetic responses were from a single cycle 
of MAS, i.e., not from several generations. 
Ruane and CoUeau (1995) conducted a simulation study of six discrete generations of 
selection in a closed small population. Single-stage selection was applied each generation 
after evaluating animals based on a conventional animal model and a MAS-based animal 
model (Fernando and Grossman, 1989). Although MAS schemes in general were found to be 
superior to non MAS schemes, the study reported inferior MAS polygenic responses to 
polygenic responses obtained from non MAS schemes. QTL responses from MAS schemes 
were, however, distinctively higher than those from non MAS schemes. The inferior MAS 
polygenic response was attributed to a reduced accuracy of evaluating the polygenic effects 
under MAS schemes (Ruane and CoUeau, 1995). 
Most of the simulation studies found in the literature have used simple breeding 
structures and small populations with selection for a number of non-overlapping generations, 
except with deterministic simulation in which more realistic population structures and 
overlapping generations were implemented. Also, simulated QTL were rarely estimated by 
statistical methods but were simulated, except for small populations (e.g., Zhang and Smith, 
1993; Meuwissen and Goddard, 1996; Ruane and CoUeau, 1995). In other cases, marker or 
QTL genotypes were directly used in selection in a separate step (e.g., Spelman and Garrick, 
1998; Edwards and Page, 1994). 
The objective of the current work is to develop a stochastic simulation model that is 
based on average parameters of the US Holstein population to evaluate the superiority of a 
QTL-assisted selection (QAS) scheme over a QTL-free selection (QFS) scheme. QAS is 
based on information about a known QTL. Selection is performed for any number of years, 
16 years in the current study, with overlapping generations in a large population. Breeding 
values and genotype effects are estimated by an animal model 
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MATERIALS AND METHODS 
Models for Simulation and Analysis 
Milk yield is evaluated in the US by an animal model that fits the following 
components of a cow's lactation record: her management group, m, genetic merit, a, 
permanent environment, interaction of her herd and sire, calving age and parity, p, and an 
unexpected residual, e (Wiggans, 1997). In the current simulation, we chose not to simulate 
or fit permanent environment and sire by herd interaction factors. The reason was to reduce 
complexity of the computational problem. Thus for the ilh cow, her phenotypic value of a 
milk record, say yj, can be written as 
yi = m, + p, + a, + Ci 
and based on the simulation model, a general model for analysis can be formulated in matrix 
form as 
y = Xb + Za + e ^ 
where b is a vector of fixed effects, a is a vector of random additive genetic effects and X 
and Z are incidence matrices relating records in y to fixed and random effects, respectively. 
Further, Var(y) = ol ZAZ' +1 a2 where a] A is the variance covariance matrix of a with A 
representing the relationship matrix among animals. The diagonal matrix Io* explains the 
nature of the residual variance which followed from the way they were simulated, i.e., 
elements of e, {ei}, were simulated as independent identically distributed N(0, a] ). Additive 
genetic effects, a, were simulated under the assumption of a finite number of loci controlling 
milk yield. Fixed effects were simulated by adding constants to the record of each individual 
that corresponded to its levels of fixed factors. 
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Values of Fixed Effects and Variances of Random Effects 
To simulate a record, appropriate values for the components in equation [1] had to be 
devised. Kuhn et al (1994) computed the phenotypic variance of milk records by averaging 
the within-parity variances reported by Hansen et al (1983) and adding to it an extra (550 
lb)2 due to parity effect. The total phenotypic value was partitioned to 40% due to fixed 
factors and 60% due to random factors (Kuhn et al, 1994; Hansen et al, 1983). Of the 40%, 
due to fixed components, the herd effect accounted for 22% and the year effect for 6%. 
Similar proportions were used in the current simulation model. 
Fixed factors considered in the current simulation were management group and 
parity. Herd, year, and season subclasses constituted a management group, thus there were 
four fixed factors whose levels made up the columns of X in [2], a column for each level. 
Values for herd levels were sampled as in Kuhn et al (1994) from a normal distribution with 
mean 0 and variance .22(2012 lbs)2, where (2012)2 is the total phenotypic variance used in 
the current study. Herd effects were drawn once from the described normal distribution then 
they were randomly assigned to base animals. In subsequent years of simulation a heifer was 
assigned the same herd effect as her dam. 
Six seasons were considered in the current simulation model Each two consecutive 
months starting in January constituted the six season levels whose values in pounds were 
394, 149, -349, -702, 95, and 412, respectively. For the parity effect, a value of -550 pounds 
was added to first-parity records and a value of 550 pounds was added to latter records. 
Finally, a year effect sampled from a normal distribution with mean 0 and variance .06(2012 
lbs)2 was added to all records generated in this year. 
Finally, of the 60%, due to random factors, the additive genetic variance accounted 
for h2 (0.6)(2012 lbs)2 and the residual variance accounted for the rest. Le., (l-h2)(0.6)(2012 
lbs)2. In addition, the QTL in the current study explained 15% of the additive variance, 
hence the QTL variance was computed as h2 (0.15)(0.6)(2012 lbs)2 and the polygenic 
variance was computed as h2(0.85)(0.6)(2012 lbs)2. 
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Simulating Breeding Values 
Breeding value for milkyield was simulated as the aggregate effect of 40 loci in 
addition to one QTL. The 40 loci, that will be henceforth referred to as the polygenes, were 
simulated independent of each other and of the QTL. The aggregate polygenic effect was 
computed as the sum of individual breeding values (BV) associated with each locus and the 
total BV of an individual was simulated by adding its aggregate polygenic effect to the BV of 
the QTL that the individual carries. 
Breeding Values Associated with Single Loci for Base Animals 
The simulation program requires known proportions for both the polygenic and the 
QTL additive genetic variances to simulate their corresponding BV. For a single locus of the 
polygenes, the following steps are taken by the program. First, compute genotypic values in 
the absence of dominance by taking the square root of ( (<yJ/40)/(2pi(l-pi)) ) where a] is 
the proportion of the polygenic variance that is divided by 40 to obtain the portion of 
variance contributed by one locus of the 40, p. is the gene frequency for the ilh locus in the 
base population. Because the distribution of the pi values is unknown, they were sampled 
form a uniform distribution with parameters 0 and 1 (Unif(0,l)). The equal-variance 
assumption for the polygenes was made to avoid accidental assignment of big variance 
portions to any of the polygenes in the case of an alternative approach that randomly assigns 
variance portions to the loci. 
The second step is to compute BV according to Falconer, 1989 as 2ai(l-p0 and -2a;pi 
for homozygotes and aj(l-2pj) for the hétérozygote, where a, refers to the genotypic value 
associated with the ilh locus of 40. Each locus was simulated to have two alleles. The same 
procedures are followed to simulate the BV of the QTL according to the QTL proportion of 
the genetic variance. As previously mentioned, the QTL was assumed to explain 15% of the 
genetic variance, i.e., 109278.91 lbs. Given that the frequency of the favorable QTL allele in 
the base population equals 0.1, the QTL genotypic value in the absence of dominance equals 
779.17 lbs which is 0.39 of the phenotypic standard deviation. 
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Breeding Values for Progeny 
Genotypes of progeny are constructed from gametes sampled at random from parents' 
genotypes. A gamete is sampled by drawing with a 0.5 probability one of the two alleles that 
a parent carries at each locus including the QTL. After forming progeny genotypes, the 
approach described earlier for simulating BV associated with single loci for base animals was 
followed to simulated BV for progeny. 
Population Structure and Dynamics 
Generally, the simulation addresses an advanced dairy breeding system that utilizes 
current strategies in selecting dairy sires over two major stages of selection. The first stage 
includes searching for elite bull dams and superior bull sires to mate and produce future 
young bulls and the second stage is selecting the best of the progeny tested bulls to become 
active. 
The population simulated is structured so that it is proportional to the US Holsteins. 
According to the herd statistics reported by AIPL (1999), 4,370,762 milk recorded cows 
belonged to 34,688 herds. Proportional to these statistics, 80 herds were used in the current 
study. Herds usually vary in size with frequency that is high for moderate-size herds. This 
was not considered here since there was no effect in our model related to herd size. Table 1 
summarizes parameter values used in the current simulation. 
Cows 
An average number of 10,000 milking cows founded the population. To keep the 
number of milking cows around 10,000, appropriate culling proportions were used and a 
suitable compensatory number of heifers replaced culled cows every year. The culling 
proportions used for parities 1 to 5 were .22, .26, .29, .34, and 1, respectively, (Kuhn et al, 
1994). The number of replacement heifers was determined based on the probability of a one-
year old female making a first record. This probability was set so that heifers entering the 
milking cow population almost equals what exits. A third of 10,000 divided by the number 
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of one-year old females was used as the probability of promoting a heifer to a first parity 
cow. 
Generating new cow replacements was done by going through the whole list of 
females and checking age suitability for breeding. If a female was greater than one year of 
age then her parity was determined and if a draw from a Unif(0,l) was less than or equal (1 -
the culling probability given parity) then she stayed. If a female stayed, she produced either 
a male or a female with equal probabilities. If she produced a male, a new record was 
generated for her and she proceeded to the next parity. If she produced a female, she also 
received a new record and went to the next parity and in addition her new female offspring 
was simulated after picking a sire at random from the list of active sires or from the progeny-
test bulls. The new female offspring went to the list of females that the program kept and 
updated each year. 
Bulls 
The number of young bulls tested annually was set to 21 and the number of active 
sires was 10. Every year the top 50% of the active sires are mated to the top cows to produce 
the 21 young bulls. The process of producing a male is entirely stochastic and similar to 
what was described about generating female replacements. First the best female is picked 
from the milking cow population then based on culling probabilities given parity the program 
decides whether she stays or is culled after a draw from a Unif(0,l). If she stays she is mated 
to a random sire from the top 50% of the active sires. But the probability of a male is only 
50%, thus a young bull is generated if a draw from a Unif(0,l) does not exceed .5. The next 
male is generated by repeating the same steps after drawing the next best suitable female. 
Selection Criteria 
The simulation programs is designed so that selection is always based on an estimated 
BV (EBV) that was constructed differently under QAS and QFS. Selection is needed first 
when selecting sires of the future young bulls by selecting the elite 50% of all active sires 
based on their EBV. Second when the list of active sires is set each year by selecting the top 
number of active sires out of all males evaluated every year. Males evaluated each year 
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include the active sires of the previous year and the proven young bulls of the current year. 
Third, when bull dams are chosen by sorting the whole list of milking cows based on their 
corresponding EBV and the greatest 21 eligible females are selected. The following explains 
the two selection criteria that were the basis for selection throughout selection practices 
examined in the current study. 
QTL-Free Selection (QFS) 
This study is intended to compare QTL-assisted selection to current selection 
practices when implemented in dairy cattle. Current selection practices were simulated in 
our model as conventional two-stage selection. Active sires for each year were selected 
based on the animal model, [2], in which elements of the vector a represent the total additive 
effects of evaluated animals. Each year, after the fifth, a new set of bulls have their 
daughters complete a first lactation based on which their first proof is computed. 
QTL-Assisted Selection (QAS) 
It is assumed that loci affecting milk yield could be physically mapped. Genotypes of 
loci with large effects can be expressed as independent fixed factors in a linear mixed model, 
a strategy that provides unbiased estimates of single gene effects when genotypes can be 
identified for all individuals with observations on the trait (Kennedy et al., 1992). This could 
be formulated by adding a new factor pertaining to genotypes to model [2] as follows 
y = Xb + Xgg + Zu + e [3] 
where Xg is an incidence matrix relating genotypes to animals with observations and g is a 
vector of genotype effects. Other elements of [3] are defined as in [2] except that u in [3] is a 
vector of additive genetic effects with the known QTL excluded, Le., only the polygenic 
effects. 
The selection criterion investigated here is selecting based on EBVj = ûy + g, where 
û ,j and g j are estimates of the polygenic effect of the i* animal that carries the j* genotype 
and the QTL effect of the jlh genotype, respectively. In the current simulation all individuals 
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were assumed to have known genotypes for a QTL segregating in the population across 
families. 
Aspects Examined 
Simulation was continued for 16 years. This is about 3 cycles of selecting young 
bulls. In the first 5 years no analysis was performed because young bulls generated during 
the early 5 years were still waiting for their first daughter crop to finish a lactation. In 
addition, only one set of active sires was simulated at random in the first year and continued 
to be used throughout the early five years. Hence, there was no genetic improvement in the 
first 5 years of selection. In the results section, we do not report selection results of the first 
5 years. 
For both QAS and QFS three aspects were addressed: cumulative genetic response, 
selection pressure, and accuracy of evaluation. These aspects were computed in four distinct 
groups of animals: active sires (AS), proven young bulls (YB), bull dams (BD), and first 
lactation cows (PLC). The advantage of this to designers of breeding program is to know the 
pathways of selection that may benefit the most under QAS schemes and also to shed some 
light on the relationships between trends of genetic response and accuracy of evaluation or 
selection pressure on the QTL within pathways of selection. 
Cumulative genetic response is the most important aspect among the three aspects 
investigated in the current study. Every year after year 5, active sires and bull dams were 
first selected based on their estimated breeding values and then their true breeding values 
were averaged. In addition, true breeding values of the proven young bulls that became 
available each year after year 5 and the first lactation cows were averaged as well. The 
average of the true breeding value computed each year was used in the current study to 
indicate the cumulative genetic response. Cumulative genetic responses were presented in 
terms of percent superiority of specific animals of a selection pathway under the QAS 
scheme over corresponding animals of the QFS scheme. Mean percent superiority was 
computed as 
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50 
2£ {QAS, - QFS, ) /1 QFS, I, \QFSA * 0 
i=l 
where QAS, and QFS, are the true breeding values averaged for any of the four concerned 
groups of animals, namely AS, YB, BD, and FLC of the ith replicate of 50. In early years, 
QASi and QFSi may differ in sign, Le., negative response, although this situation was rarely 
found in the current study. To avoid computing a negative percent superiority for the QAS 
scheme when QASi is greater than a negative QFSi, division was by the absolute value of 
QFSi which is the component \QFS,\ in the formula above. Division by the absolute value is 
also important if the opposite was the case, Le., QFSi is greater than a negative QASi. 
Second, the correlation coefficient between true and estimated breeding values was 
computed separately for AS, YB, BD, and FLC every year and taken to indicate accuracy of 
estimating breeding values under QAS and QFS schemes. Finally, the frequency of the 
favorable QTL allele was computed within each of the four groups and taken to indicate 
selection pressure imposed on the QTL in pathways of selection. 
The two schemes, QAS and QFS, were replicated 50 times. Results for all replicates 
were averaged and standard errors and estimated confidence intervals of the computed means 
were evaluated when necessary. In the current simulation, mixed model equations were 
solved every year using the true variance components to obtain BV estimates. Given that 
simulation was replicated for 50 times, the equations had to be set and solved 550 times for 
each scheme each year. In addition all ancestral and collateral pedigree information were 
used in a complete relationship matrix inverse which in turn produced a large number of 
equations over the years of simulation. This was a major computational task that limited our 
resources to only 50 replicates per scheme. 
RESULTS AND DISCUSSION 
For the two schemes, QAS and QFS, results are given as an average of 50 replicates 
for all years after year 5. Results include cumulative genetic response, selection pressure on 
the QTL, and accuracy of evaluation. We first summarize the effect of using QTL 
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information on cumulative genetic response computed for AS, YB, BD, and FLC. Then 
selection pressure on the QTL in the four pathways is discussed, and finally the accuracy of 
evaluating the proven YB and the FLC is listed. 
Cumulative Genetic Response 
Active Sires 
On average of all replicates for years 6 to 16, AS of the QAS scheme were 4.6% 
higher than AS of the QFS scheme for cumulative genetic response. Table 2 summarizes 
percent superiority of AS of the QAS scheme over AS of the QFS scheme for years 6 to 16. 
Percent superiority started low, then increased and reached a maximum in the third cycle of 
selection and finally started to decrease again at the end of the third cycle of selection. 
This superiority of AS of the QAS scheme varied from a minimum of 1.1% in year 6 to a 
maximum of 7.3% in year 14. In addition, large variation was noticed across the 50 
replicates: the worst group of AS was observed in year 16 for one of the replicates and the 
best group was observed at year 12 for another replicates. The worst group was 15.9% 
inferior and the best group was 49.5% superior than AS of the QFS scheme. 
Young Bulls 
Only results of years 10 to 16 are shown in Table 3 for the proven YB for the 
following reason. The YB of both QAS and QFS schemes were exactly the same until year 
9. Proven YB of years 6, 7, 8, and 9 were bom in years 1,2,3, and 4, respectively and were 
sampled for progeny testing at one year of age in years 2,3,4, and 5, respectively. Estimated 
BV were not available for animals before year 6 and selection of parents of young bulls was 
at random. Because seed numbers used for random number generators were the same for the 
QAS and QFS schemes, the same set of parents and the resulting young bulls were sampled 
for both schemes until year 5. 
On average of all replicates for years 10 to 16, proven YB of the QAS scheme were 
7.6% higher than proven YB of the QFS scheme, Table 3. The superiority of YB of the QAS 
scheme ranged from a minimum of 3.8% at year 10 to a maximum of 10.5% at year 14. This 
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is similar to the trend observed for AS. The similarity being a low early superiority that 
reached a maximum in the third cycle of selection and then dropped. However, percent 
superiority of proven YB was better than AS which was caused by the less progeny 
information available for YB than AS. On average YB had 60 daughters each and active 
sires had 400 daughters each. In reality, the number of daughters of AS may exceed 400 
which should further enlarge the difference in percent superiority between AS and YB of the 
QAS scheme. 
The variation across the 50 replicates was greater than the corresponding variation in 
AS. YB are expected to have more variation than AS due to their larger number than AS (or 
equivalently their smaller selection intensity than AS) and less accuracy than AS. The range 
of variation extended from the worst group of proven YB under the QAS scheme that had an 
inferiority of 26.7% to the best group that had a superiority of 80.6% relative to 
corresponding animals of the QFS scheme. 
Bull Dams 
Percent superiority of BD of the QAS scheme over BD of the QFS scheme is 
presented in Table 4. Percent superiority in BD was the highest among the four groups of 
animals studied. On average of all replicates for years 6 to 16, BD of the QAS scheme was 
11.7% higher than BD of the QFS scheme. The superiority ranged from a minimum of 8.8% 
at year 8 to a maximum of 14.5 at year 15. The trend of starting low superiority that 
increased to a maximum during the last cycle of selection and then dropped was similar to 
what was found for AS and YB. 
The range of variation was similar to the range of variation found in YB and similar 
to the range of variation found in AS. The lowest group of BD was 14.8% inferior and the 
highest group was 48.5% superior in QAS than QFS scheme, Table 4. One reason for the 
smaller range of variation observed in BD than YB was the higher selection intensity of BD 
than YB. 
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First Lactation Cows 
Cows in general benefited the least from using QTL information. Part of the reason 
for this is that there was not enough time for parental superiority to be expressed in the cows. 
On average of all replicates for years 6 to 16, 1.1% superiority was found for the FLC of the 
QAS scheme over FLC of the QFS scheme. However, a high standard error of 1.1 for the 
superiority average, 1.1%, was also found. As a result, the mean value of FLC is not 
significantly different from 0. The 95% confidence interval for the mean was (-1.002, 
3.180). Table 5 shows the frequency distribution of percent superiority for all data sets 
generated for years 6 to 16. The frequency distribution shows a greater number of positive 
percent superiority than negative. Table 5, however, shows two outlier values: -500% and 
143%. Outliers were common in FLC in years 6 to 9 of selection because of sign differences 
between genetic responses obtained from QAS and QFS schemes. For example, the -500% 
value resulted from an average BV of -4.0 pounds for the QAS scheme and 1.0 pound for the 
QFS scheme in year 7. The two values are potentially 0 and could better be excluded. 
Generally for FLC, years 6 to 9 are not a good indication of genetic response because their 
parents were randomly generated or chosen before year 6. 
Table 6 lists percent superiorities of the QAS over the QFS scheme for FLC for only 
years 10 to 16 for the reason mentioned above. The overall mean for these years as the table 
shows is higher than the mean for years 6 to 16. The superiority mean as shown is 2.5% with 
a standard error of .4 and a 95% confidence interval of (1.699, 3.295). Column 2 of Table 6 
shows only increasing trend of percent superiority for FLC, from -.6 to 4.8. However 
according to other paths of selection previously discussed, the trend was increasing for a 
limited amount of time then it ceased and decreased. This only-increasing trend in FLC is 
because of the genetic response lag of the cows behind AS and BD, i.e., the extra genetic 
superiority initially observed in AS and BD ultimately will be expressed FLC. 
This section discussed levels and trends of cumulative genetic responses in AS, YB, 
BD, and FLC. Generally, all paths of selection benefited from using a QTL that explained 
15% of the additive variance. Actual cumulative response values were not given, instead 
superiority of the QAS scheme over the QFS as a percentage was given. For the actual 
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cumulative genetic response values refer to Table 10. Ruane and Colleau (1996) found an 
overall superiority of 6.8% in the genetic response with a marked QTL that explained 12.5% 
of the additive variance. The 6.8% was an overall average of all animals in the breeding 
program in a stochastic simulation setting when heritability was 0.25 and the initial 
frequency of the favorable QTL allele was 0.1. This superiority seems similar or higher than 
what was found in the current study. However, Ruane and Colleau (1996) simulated a 
closed nucleus herd in which bulls were selected once per generation through a single stage 
of selection. Although bulls were evaluated based on 64 daughters, the daughters were 
composed of two full sib families of 32 each. For the next generation (generations were 
discrete) one female was selected from each full sib family and one male was selected from 
each two full sib families. This situation is highly advantageous for a marker-assisted 
selection (MAS) scheme that excels in exploiting the within family variation particularly 
with the highly polymorphic marker used by Ruane and Colleau (1996); 2N different marker 
alleles were generated for the N foundation animals. Moreover, the nucleus scheme used by 
Ruane and Colleau (1996) employed techniques to enhance female reproductive ability, a 
scheme that was found to give more advantage to MAS or QAS schemes relative to QFS 
schemes than the scheme simulated in the current study. For example, Meuwissen and Van 
Arendonk (1992) concluded that improvement of genetic gain because of prediction of 
within-family deviations was much greater in nucleus schemes than conventional progeny 
testing schemes. 
Genetic response for bull dams were the highest among other pathways. Spelman et 
al. (1999) found similar advantage for the bull dams pathway, of the increase in genetic gain 
80 to 95% was from the cow to bull path. 
Selection Pressure on the QTL 
Measuring frequency of QTL alleles over years of selection is a possibility that 
stochastic simulation offers. This section discusses the change in frequency of the favorable 
QTL allele for the four paths of selection. In the current study, the change in gene frequency 
is taken to express selection pressure on the favorable QTL allele. Gene frequency is 
expected to be higher for animals of the QAS scheme than animals of the QFS scheme. Gene 
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frequency of animals of the QAS scheme minus gene frequency of animals of the QFS 
scheme will be henceforth referred to as gene frequency difference (GFD). GFD indicates 
the superiority of the QAS over the QFS scheme in pushing the favorable QTL allele towards 
fixation. 
Males 
Table 7 shows the annual change in gene frequency as an average of all replicates for 
males (active sires and young bulls). Gene frequency increased from .127 to .825 in ten 
years of QAS and increased from .125 to .588 in 10 years of QFS. The column titled 
maximum shows that the favorable allele was even fixed in some of the replicates under 
QAS and reached close-to-fixation values under QFS. This indicates the short time horizon 
needed to fix a QTL of the size used in the current simulation which in turn justifies 
designing breeding programs to benefit from QTL information only in the short run. The 
results also cast a great deal of doubt about the possibility of finding a QTL of size 0.39 
phenotypic standard deviation at a low frequency of the favorable allele in similarly selected 
dairy cattle populations. Future artificial intervention and mutations as ways of introducing 
new genes to such selected populations are still possible. 
Although both QAS and QFS schemes raised the favorable QTL allele frequency, the 
QAS scheme surpassed the QFS scheme with consistently positive GFD that increased at a 
high rate early in selection and slower rate near the end. Figure 1 is a plot of the GFD for 
males, BD, and FLC for years 6 to 16. 
Bull Dams 
Table 8 lists favorable QTL allele frequency in bull dams averaged over 50 replicates 
for years 6 to 16. Minimum and maximum values observed across the 50 replicates for each 
year are also shown. The table shows that the gene frequency in bull dams in year 6 was 
.675 with a maximum of 1.0 under the QAS scheme. Also, a 15.8% probability that gene 
frequency in bull dams exceeds .995 was computed from data in year 6. This high starting 
frequency of the favorable QTL allele in BD of the QAS scheme clearly shows the high 
selection pressure imposed on the favorable QTL allele in BD very early in selection. These 
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results agree with the starting 8.9% superiority in genetic response of BD of the QAS scheme 
shown in Table 4. 
The trend of GFD in BD was similar to males. An increasing rate at early stages of 
selection followed by a decreasing rate. However, unlike males, the trend of GFD in BD 
decreased after that, as shown in Figure 1. This is very likely due to the significantly higher 
selection pressure on the QTL in BD than in males. A similar decrease in GFD is expected 
to appear also in males for a longer time horizon when the favorable QTL allele for QAS 
reaches a frequency that is as high as in BD. Notice that in year 13 under QAS, the 
frequency average of the QTL allele in BD was .947 (Table 8). This reversed the increasing 
trend of the GFD because of the very limited distance left to reach the ceiling frequency of 
1.0. On the other hand, the corresponding frequency in males under QAS was still .621 
(Table 7) allowing for GFD to continue to increase. 
First Lactation Cows 
Similar to genetic superiority, differences in GFD between paths are the result of 
genetic lag and geneflow. Frequency average of the favorable QTL allele for FLC started at 
0.1 for QAS and QFS in year 6 and increased to .566 and .453 for QAS and QFS, 
respectively, in year 16. In FLC, GFD was the least among other paths but continued to 
increase. Figure 1. 
Accuracy of Evaluation 
This section uses the correlation coefficient between true and estimated BV of proven 
YB to express accuracy of evaluation under the two schemes studied. Figure 2 displays 
accuracy for all years starting at year 6 for both QAS and QFS schemes. Proven YB of QAS 
were consistently superior to corresponding animals under the QFS scheme. The difference 
between QAS and QFS was averaged and found to be .035 for years 6 to 16 and .049 for 
years 11 to 16. i.e., the last cycle of selection. These results indicate that under QAS, proven 
young bulls in the second selection stage are more accurately evaluated. This means less risk 
involved with promoting young bulls to active sires. Notice that the difference in accuracy 
was, however, small. 
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Accuracy in other paths of selection was not addressed for the following reasons. 
First, for AS, they were the path with the most amount of information in terms of progeny 
information, hence their accuracy of evaluation is often too high for QTL information to 
enhance. In other words, in practice animal breeders are more worried about the accuracy of 
evaluating their young bulls than active sires that have thousands of daughters and hence are 
evaluated with a maximum possible accuracy. Second, for BD, their age distribution was not 
the same in QAS and QFS schemes. In fact, age average of BD under QAS scheme was 
smaller than their age average under QFS scheme, Table 9. Age distribution difference 
makes comparing BD under QAS and QFS schemes less meaningful. Also the correlation 
between true and estimated BV for bull dams is severely biased by selection. 
Finally for the FLC, they are not produced by selecting them but by selecting their 
parents and hence the correlation between their estimated and true BV is not specifically 
important to future FLC. However, under QAS, a greater proportion of BD is likely to come 
from FLC as Table 9 indicates for the current simulation. Therefore, a high accuracy of 
evaluating FLC is essential for BD selection. Figure 3 is a plot of the accuracy of evaluation 
in FLC for years 6 to 16. The graph clearly shows an increasing superiority of FLC of the 
QAS scheme over FLC of the QFS scheme. The superiority is shown to be greater than the 
corresponding superiority of the proven YB, Figure 2. The average superiority in accuracy 
of QAS scheme over QFS scheme for the FLC was .151 for years 6 to 16 and .185 for years 
11 to 16. The corresponding superiority values in proven YB were .035 and .049. The better 
accuracy superiority observed for FLC was because of the less progeny information available 
for cows than YB. 
CONCLUSIONS 
This study showed a consistent advantage of QTL-assisted selection over QTL-free 
selection in all pathways of selection. The rate of increase of the superiority of QTL-assisted 
selection over QTL-free selection in highly selected pathways such as the bull dams started 
very high then slowed down and finally decreased before year 16. This decrease in 
superiority was accompanied by a high QTL allele frequency, Le., as the QTL reached 
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fixation the advantage of using it in genetic evaluation decreased. Similar trends are 
expected in all pathways of selection for longer time horizon. 
For designing breeding programs that consider QTL information, attention must be 
paid to improvement of distinct pathways that benefit the most from using QTL information 
which eventually benefit the whole population. As we showed, the advantage of QTL-
assisted selection increases significantly and decreases at different times in the future for the 
four pathways of selection. 
The simulation was stochastic and allowed for studying the frequency of the 
favorable QTL allele by directly computing the favorable allele every year from data for the 
different pathways of selection. QTL allele frequency reached close-to-fixation values in 
bull dams in short time. Also it increased many folds in other pathways of selection. 
Therefore, using information about QTL equal or greater than 0.39 phenotypic standard 
deviation units may be beneficial only in the short run. However, the high rate of increase of 
the frequency of the favorable QTL allele under schemes of QTL-free selection found in the 
current study casts a great deal of doubt about the possibility of finding QTL or marked QTL 
of the size presented here, 0.39 phenotypic standard deviation units, at low frequency. 
Gibson (1994) showed that the favorable QTL allele reached fixation under mass selection 
that gave better long-term response when genotype information was ignored. Future 
artificial intervention and mutations as ways of introducing new genes to selected 
populations at low frequency are still possible. 
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Table 1. Parameter values used in the simulation program 
Genetic 
Proportion of the genetic variance explained by the QTL: 15% 
Heritability: 0.3 
Initial frequency of the favorable QTL allele: 0.1 
Number of alleles at the QTL: 2 
Number of QTL: 1 
Number of polygenes: 40 with 2 alleles each 
Non-Genetic 
Number of daughters per YB: 60 
Number of YB: 21 
Number of Active Sires: 10 
Number of Bull Dams: 21 
Number of milking cows: 10,000 
Number of progeny per Bull Dam: 1 
Number of herds: 80 
Number and ratio of parities: 5 parities with ratios: .33, .26, .19, .14, .09, for parities 1 to 
5, respectively. 
Culling ratios for parities 1 to 5: .22, .26, .29, .34, and 1.0, respectively. 
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Table 2. Percent superiority of cumulative genetic response of active sires of the 
OAS scheme over active sires of the QFS scheme computed for years 6 to 16. 
Year Percent 
Superiority1 
Standard Error Minimum2 Maximum2 
6 1.1 .5 -5.3 14.3 
7 1.6 .7 -7.5 16.4 
8 1.9 .8 -7.4 23.4 
9 2.2 .7 -7.5 12.8 
10 2.4 .6 -8.9 12.7 
11 6.3 1.6 -15.8 33.3 
12 7.1 1.5 -10.8 49.5 
13 7.0 1.6 -12.9 32.0 
14 7.3 1.5 -11.7 35.7 
15 7.2 1.2 -11.1 24.8 
16 6.0 1.4 -15.9 34.4 
Overall* 4.6 .4 -15.9 49.5 
Average of 50 replicates within a year. 
"Minimum or maximum of 50 replicates within a year. 
^Computed for all replicates and years 6 to 16. 
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Table 3. Percent superiority of cumulative genetic response of proven young bulls 
of the QAS scheme over corresponding young bulls of the QFS scheme computed 
for years 10 to 16. 
Year Percent 
Superiority1 
Standard 
Error 
Minimum2 Maximum2 
10 3.8 1.9 -24.5 45.4 
11 8.0 2.2 -17.3 42.0 
12 4.2 2.5 -26.7 80.6 
13 10.0 1.8 -10.9 41.3 
14 10.5 1.7 -13.5 33.2 
15 7.7 2.0 -18.3 44.3 
16 9.0 1.6 -10.8 40.9 
Overall"1 7.6 .7 26.7 80.6 
Average of 50 replicates within a year. 
"Minimum or maximum of 50 replicates within a year. 
^Computed for all replicates and years 10 to 16. 
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Table 4. Percent superiority of cumulative genetic response of bull dams of the 
QAS scheme over bull dams of the QFS scheme computed for years 6 to 16. 
Year Percent 
Superiority1 
Standard Error Minimum2 Maximum2 
6 8.9 1.3 -5.6 36.6 
7 9.5 1.4 -11.8 36.9 
8 8.8 1.6 -14.8 29.4 
9 13.6 1.6 -8.1 48.5 
10 12.9 1.4 -12.0 41.6 
11 12.1 1.4 -10.5 38.8 
12 11.4 1.4 -7.0 33.7 
13 14.1 1.4 -10.6 38.2 
14 13.6 1.4 -7.2 44.0 
15 14.5 1.4 -3.8 30.9 
16 9.2 1.4 -8.8 42.9 
Overall"' 11.7 .4 .14.8 48.5 
Average of 50 replicates within a year. 
^Minimum or maximum of 50 replicates within a year. 
^Computed for all replicates and years 6 to 16. 
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Table 5. Frequency distribution of percent superiority of QAS over 
QFS scheme for first lactation cows. 
From ( > ) To(<)  Count 
-500 -429 1 
-429 -357 0 
-357 -286 0 
-286 -214 0 
-214 -143 0 
-143 -71 0 
-71 0 209 
0 71 339 
71 143 0 
143 214 1 
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Table 6. Percent superiority of cumulative genetic response of the QAS scheme 
over the QFS scheme for fast lactation cows computed for years 10 to 16. 
Year Percent 
Superiority1 
Standard Error Minimum2 Maximum2 
10 -.6 1.0 -18.0 11.0 
11 .3 .9 -13.0 18.8 
12 1.4 .7 -19.5 13.7 
13 3.6 1.1 -14.7 17.0 
14 4.0 1.1 -9.5 33.6 
15 4.0 1.3 -7.6 35.1 
16 4.8 1.2 -9.0 26.6 
Overall3 2J .4 -19.5 35.1 
Average of 50 replicates within a year. 
"Minimum or maximum of 50 replicates within a year. 
^Computed for all replicates and years 10 to 16. 
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Table 7. Frequency of the favorable QTL in males under QAS and QFS schemes. 
Maximum and minimum of 50 replicates within year are shown. 
Year Favorable QTL Allele Minimum Maximum 
Frequency 
QAS QFS QAS QFS QAS QFS 
6 .127 .125 .016 .016 .306 .306 
7 .145 .145 0.0 0.0 .274 .290 
8 .159 .154 .016 .016 .323 .323 
9 .163 .160 .016 0.0 .355 .339 
10 .399 .309 .129 .032 .726 .774 
11 .501 .369 .242 .032 .742 .758 
12 .573 .417 .161 .048 .871 .832 
13 .621 .422 .274 .129 .871 .774 
14 .645 .462 .323 .097 .903 .823 
15 .775 .543 .419 .129 .952 .952 
16 .825 .588 .468 .226 1.0 .935 
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Table 8. Frequency of the favorable QTL in bull dams under QAS and QFS schemes. 
Maximum and minimum of 50 replicates within year are shown. 
Year Favorable QTL Allele Minimum Maximum 
Frequency 
OAS OFS OAS OFS OAS OFS 
6 .675 .370 .381 .119 1.0 .667 
7 .675 .375 .381 .095 .929 .643 
8 .717 .395 .310 .143 .976 .690 
9 .796 .397 .476 .095 1.0 .786 
10 .835 .444 .500 .143 1.0 .738 
11 .860 .480 .595 .095 1.0 .833 
12 .887 .520 .643 .167 1.0 .857 
13 .947 .547 .690 .167 1.0 .929 
14 .959 .608 .810 .143 1.0 .929 
15 .985 .658 .929 .262 1.0 .976 
16 .986 .727 .905 .286 1.0 .952 
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Table 9. Average number of lactations and proportions of first five lactation seasons for the 
bull dams of QTL-assisted selection (OAS) and QTL-free selection (QFS) schemes. 
AVERAGE OVER ALL REPLICATES 
OAS OFS 
Average number of lactations 2.19 2.82 
Proportion First .36 .11 
of Second .30 .35 
Lactation Third .17 .26 
Fourth .11 .19 
Fifth .05 .10 
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Table 10. Cumulative genetic response average for all years, years 6 to 10, and years 11 to 
16 for the QTL-assisted selection (QAS) and the QTL-free selection (QFS) schemes. 
Period Active Sires Young Bulls Bull Dams Cows' 
OAS OFS OAS OFS OAS QFS OAS OFS 
All years 2038 1943 1269 1189 2583 2324 948 926 
6 -10  years  1197 1177 306 298 2089 1892 335 337 
11-16  years  2739 2582 2070 1931 2995 2683 1458 1417 
1 Results of only the first lactation cows are presented. 
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Figure 1. Gene Frequency Difference (frequency of animals in QAS scheme minus 
corresponding animals in QFS scheme) computed for males, bull dams (BD), and 
first lactation cows (FLC). 
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Figure 2. Accuracy of estimating breeding values of proven young bulls under 
QTL-assisted selection and QTL-free selection. 
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Figure 3. Accuracy of estimating breeding values of first lactation cows under 
QTL-assisted selection and QTL-free selection. 
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CHAPTER 4. SUPERIORITY OF QTL-ASSISTED 
SELECTION IN DIFFERENT DAIRY CATTLE BREEDING 
SCHEMES 
A paper lo be submitted to the Journal of Dairy Science 
Gamal A. Abdel-Azim and A. E. Freeman 
ABSTRACT 
The effect of varying the scheme of dairy cattle breeding on the superiority expected from 
QTL-assisted selection versus QTL-free selection is investigated. Two selection criteria 
were compared in different breeding schemes: a QTL-assisted selection in which the 
genotype of a known QTL was accounted for in the animal model as a fixed factor, and a 
QTL-free selection in which the QTL was simulated but was not fit separately in the animal 
model. Under the QTL-assisted selection, all animals in the mixed model were assumed to 
be genotyped for the QTL. Computer simulation was used with structure and parameters 
similar to the US Holstein population. The breeding schemes compared were: first, a 
conventional progeny testing plan against a progeny testing plan that employed a nucleus 
herd. The nucleus herd simulated was a hybrid, partially closed, nucleus herd with a 
hierarchical mating design. Second, early selection of young bulls was compared against 
conventional waiting plans. Three waiting periods for young bulls were compared 3,4, and 5 
waiting years until promoted as active sires. 
QAS performed better in nucleus herds than in conventional two-stage selection, and 
in early selection plans than conventional plans. It was found that QAS performed the 
poorest for a 4-year plan. In addition, QTL-assisted selection superiority in terms of 
favorable allele frequency was very similar to its superiority in terms of genetic response. 
On the contrary, accuracy superiority trends did not parallel response superiority trends in 
any of the schemes or in any of the paths of selection. QAS accuracy superiority consistently 
decreased with time because of increasing amount of pedigree and phenotypic information. 
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The study showed that the superiority expected from QAS was highly dependent on 
the breeding system implemented. The low superiority of QAS observed in conventional 
progeny testing schemes suggests that little is to be expected from using QTL information in 
genetic evaluation without modifying such schemes to maximize the superiority of QAS. 
Using nucleus herds to exploit the advantage of QAS in bull dams or shortening the waiting 
period for young bulls to maximize the superiority of AQS were the modifications suggested 
in the current study. 
INTRODUCTION 
The use of QTL information in selection was evaluated by means of computer 
simulation in the literature. Extra genetic response gained by QTL-assisted selection (QAS) 
has been reported as limited when QTL information is used to ameliorate conventional 
progeny testing programs (Meuwissen and Van Arendonk, 1992; Spelman and Garrick, 
1997; Spelman and Garrick, 1998; Larzul et al, 1997). 
Because of the limited benefit of using QTL information in conventional progeny 
testing programs, it has been suggested that appropriate modifications to current breeding 
systems are necessary to make QTL-assisted selection an effective tool to increase genetic 
response (Larzul et al, 1997; Spelman et al, 1999; Spelman and Garrick, 1997). Using a 
deterministic model, Meuwissen and Van Arendonk (1992) concluded that improvement of 
genetic gain using within-family deviations was much greater in nucleus schemes than in 
conventional progeny testing schemes. In addition, Ruane and Colleau (1995) and Ruane 
and Colleau (1996) investigated the superiority of QAS in a closed small nucleus herd by 
stochastic simulation. The superiority of QAS was low in the initial generations, then 
increased in later generations, and finally ended at low level. 
Stochastic simulation studies that investigated the superiority of QAS in nucleus 
herds often simulated small closed nucleus herds. Also simple selection plans were usually 
implemented. For example, the work of Ruane and Colleau (1995 and 1996) assumed that 
nucleus animals were genotyped and evaluated while isolated in a single herd regardless of 
any national evaluation running outside the nucleus herd. In addition, males were selected 
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once after their sisters were recorded and not after their daughters were recorded. In practice 
and in most countries, males go through two stages of selection the first at one year of age 
based on pedigree and the second after their daughters have been recorded. Further, 
generations were discrete. Finally, markers were highly polymorphic to the extent that the 
two alleles that any base animal carries are different from each other and from other alleles 
carried by other base animals. 
Meuwissen and Goddard (1996) used a stochastic model to examine the effect of 
many factors on the superiority of MAS over conventional BLUP in a closed nucleus herd. 
The nucleus herd was small, 100 males and 100 females per generation, and the scheme was 
not specific to dairy cattle. 
The objective of the current work is to examine the superiority of QAS over QTL-free 
selection (QFS) in a large dairy cattle population with simulation parameters taken from the 
US Holstein population. The superiority of QAS over QFS is compared for different dairy 
cattle breeding schemes. The comparison between QAS and QFS within each scheme was 
made with regard to genetic response, accuracy of evaluation, and selection pressure on the 
QTL. No attempt was made to assess the economic superiority of any of the schemes 
studied. 
MATERIALS AND METHODS 
Two-stage selection of dairy sires, the conventional method currently in use, is 
applied to the simulated data as the reference or base-line scheme. As reported by several 
simulation studies, QAS has been most useful in nucleus herds. In one of the schemes of the 
current study, a partially closed nucleus herd, employing multiple ovulation and embryo 
transfer techniques, contributed to the group of young bulls tested in the population every 
year. In a second scheme, the waiting period of young bulls is shortened to 3 and 4 years, 
and the effect of that on the superiority of QAS is examined. Selection, whether QTL-
assisted or not, is always based on a mixed linear animal model with selection being QTL-
assisted when QTL genotypes are fît as a fixed factor in the linear mixed model. 
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Description of Simulating the Nucleus Herd Scheme 
A population structure similar to the US Holstein population was used. The 
proportion of cows within parity and season, the number of herds relative to the number of 
milking cows, and selection plans were similar to the real population. The number of 
milking cows per active sire was less than in the real population. The simulation model is an 
extension to model described in Chapter 3. The extension made was adding a special herd in 
which the reproductive performance of females was enhanced by using Multiple Ovulation 
and Embryo Transfer reproductive techniques (MOET). Table 1 summarizes important 
population parameters used in the simulation of data. 
As opposed to dispersed systems where donor females are dispersed over different 
herds in the cow population, here we simulated a centralized herd in which donor females 
were always raised inside the herd and hence they all had the same herd effect. The 
centralized herd simulated is often referred to in the literature as a nucleus herd. The nucleus 
herd was started in year 10 after two cycles of selection by flushing the best females of the 
commercial cow population. The reason for starting the nucleus herd at year 10 was to 
establish reliable breeding value estimates for animals before selecting the best of them to 
start the nucleus herd. Selecting and flushing the best females from the commercial cow 
population, i.e., from outside the nucleus herd, was done twice in two consecutive years: year 
10 and 11. In year 12, the embryos of the females flushed in year 10 became 1-year old and 
were flushed instead of using females from outside the nucleus herd. The process of flushing 
females originating from the nucleus herd was continued until the end of simulation, i.e., the 
herd was closed on the female side from year 12 until the end of the simulation in year 16. 
After year 11, donor females always originated from embryos obtained from 
previously flushed nucleus females, i.e., none of the females from other herds were flushed 
neither were their embryos or offspring allowed to enter the nucleus herd. The number of 
donors, flushed every year, was 42 with 5 female embryos per donor. Female embryos were 
ranked based on parent average and the highest 42 were kept for future flushing, the 
remaining embryos were released (i.e., sold) to the commercial cow population. Therefore, 
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the nucleus herd in the current simulation is closed on the female side because all dams of 
nucleus animals originated from the nucleus herd. 
On the male side, sires were chosen from the top 50% of the active sires that included 
non-nucleus sires. Therefore, the nucleus herd was open on the male side. The number of 
male embryos produced every year was 5 per donor (equal to the number of female 
embryos). The objective of ranking male embryos was different from the objective of 
ranking the female embryos. Male embryos were ranked for the purpose of progeny testing 
the best 3 (15% of 21) in the future. Ranking male embryos was done by first ranking males 
within each full sib family and then ranking the families based on the best male, finally the 
best males of the top 3 families were chosen for future progeny testing. Only one male per 
donor was used. 
The scheme simulated allowed for bulls originating from the nucleus herd to undergo 
traditional progeny testing to provide additional accuracy. In this regard the scheme is 
defined as a hybrid scheme (Nicholas, 1979; Christensen, 1984; Colleau, 1985). Notice that 
the progeny testing was performed every year for 21 young bulls of which only 3 bulls are 
taken from the nucleus herd. The remaining young bulls are bred from the superior females 
of the commercial cow population and the best 50% of the active sires, (Chapter 3). 
A hierarchical mating design was used. Hierarchical mating designs involve one sire 
per dam but more than one dam per sire. In the current scheme, only superior sires were 
mated to the donor females that were flushed once. The number of the donor females was 
greater than the number of superior sires. Therefore, more than one dam was mated to one 
sire and since there was only one flush per donor, more than one sire per dam was not 
possible. The cow population was mated to active sires that could be nucleus or non-nucleus 
animals. 
In the current system, donor females were flushed once at one year of age then they 
were released to the commercial cow population and allowed to be normally bred in a way 
similar to non-nucleus females. Choosing donors was thus based on their parent EBV 
average. Hence the system simulated was a modified juvenile scheme. 
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Investigating the Nucleus-Herd Scheme 
In the juvenile nucleus herd simulated and in juvenile nucleus herds in general, 
donors are evaluated before having a record, Le., evaluated based on their parent averages. If 
QTL genotypes are available, a more accurate evaluation of the donors is possible. Also in 
the current scheme one male embryo is chosen from each full sib family to minimize 
inbreeding, a process that is random unless QTL genotype information is available. 
In a conventional progeny testing scheme, the reference or the baseline scheme, males 
are selected as active sires only after their daughters have completed a lactation. Without 
MOET, full sib males is a rare situation in dairy cattle, hence our conventional progeny 
testing scheme simulated only half sib males. As a result of one male per full sib family, 
there was no early QAS among full sib males as in the nucleus-herd scheme. Also, decisions 
for selecting bull dams did not take place as early as with the donor females of the nucleus 
herd. 
In the current study, the superiority of QAS was compared for the two-stage selection 
scheme and the nucleus-herd scheme. The comparison was consistently made, Le., for a 
given scheme all factors were kept constant except for using QTL genotypes in the mixed 
model. In other words, for each of the two schemes, there were two replicate runs: one with 
using QTL information and the second without using QTL information. Keep in mind that 
simulating data was similar in both runs, Le., for both runs, whether with or without using 
QTL information in the model of analysis, a QTL with certain characteristics was always 
simulated. QAS superiority was computed by taking the difference of QAS minus QFS 
within a given scheme. 
For comparing the nucleus-herd scheme against the two-stage scheme, one QTL with 
10 alleles was simulated for both systems. The reason for the 10 alleles was to make 
individuals more differentiable since 55 different genotypes exist for a QTL with 10 alleles. 
Description of Simulating the Early Selection of Young Bulls 
In conventional progeny testing programs, bulls are first selected based on their 
pedigree, then the chosen young bulls are progeny tested by waiting on their first crop of 
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daughters to complete a lactation. The waiting period is hence about five years. The waiting 
period will be only 3 years if young bulls wait until their sisters complete a lactation and 4 
years to wait for a second lactation for the sisters of the young bulls. In the current 
simulation, we compare the superiority of QAS when applied to the conventional strategy of 
5-year waiting period, and the two unconventional waiting periods: the 3-year and the 4-year 
waiting periods. The idea is not to fully change conventional progeny testing 
programs by shortening the waiting period, but to show at what stage during the waiting 
period the use QTL information is most useful This is important in optimally making partial 
culling or replacement decisions during the waiting process. 
The simulation allows for young bulls to be active at ages less than 5 years. This is 
done by augmenting the list of active sires to the list of young bulls, sorting based on 
estimated breeding values, and selecting a new set of active sires. Therefore, a young bull 
becomes an active sire only if his estimated breeding value exceeds any of the estimated 
breeding values of active sires. Results of the three waiting periods, namely 3, 4, and 5 
years, are obtained by separately replicating runs of the simulation program. 
In the current study, simulation was continued for 16 years for all systems. For the 
conventional 5-year waiting period, the 16 years are 3 cycles of selection, at year 6 the best 
of young bulls tested at year I become active, at year 11, the best of the young bulls tested at 
year 6 become active, and at year 16, the best of young bulls tested at year 11 become active. 
Note that despite the three cycles of selection, there were more than 3 groups of young bulls. 
In fact, there was a proven group every year after year 5. For example at year 7, the best of 
young bulls tested at year 2 become active. 
For shorter waiting periods, more than 3 cycles of selection was made. For example, 
for the 3-year waiting period, there were 5 instead of 3 cycles for young bulls selection, the 
first proven group was at year 4, then at year 7, the best of young bulls tested at year 4 
became active, etc. 
Examined Aspects of QAS Superiority 
For any of the simulation schemes described earlier and for each set of simulation 
parameters the program was run twice, one run with the QTL genotype effects accounted for 
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among the fixed effects of the mixed model QAS, and a second run with a conventional 
animal model QFS. A run in the context of the current study means simulating data and 
performing genetic evaluation once a year for 16 consecutive years. Each run was replicated 
50 times and the average results of the 50 replicates was used to compute the QAS 
superiority. 
Three types of results were computed each year from each replicate: cumulative 
genetic response, correlation between estimated and true breeding values, and favorable QTL 
allele frequency. Results were obtained each year for active sires, proven young bulls, bull 
dams, commercial cows, and nucleus donor females, if applicable. First, true breeding values 
were averaged for each of five paths of selection: active sires, young bulls, bull dams, donor 
females, and first lactation cows. The average was taken to indicate cumulative annual 
genetic response. It is helpful to point out that although true breeding values were employed 
in the genetic response computations, selection decisions were always made based on 
estimated breeding values. Second, for the five paths, correlation coefficients were 
computed between true and estimated breeding values. The coefficient computed for a given 
path was taken to indicate accuracy of breeding value estimation for this path. Finally, 
favorable QTL allele frequency was computed within each path and was taken to indicate the 
intensity of selection pressure on the QTL within the path. 
Average QFS results were subtracted from average QAS results and the difference 
was taken to indicate QAS superiority for the three types of results, namely, genetic 
response, accuracy, and gene frequency. For example, QAS superiority for the favorable 
QTL allele frequency was computed for active sires as follows: first favorable QTL allele 
frequency was computed for active sires annually and the annual results were averaged over 
50 replicates. Superiority was finally computed as QAS averages minus QFS averages. 
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RESULTS AND DISCUSSION 
Two-Stage Selection Scheme versus Nucleus-Herd Scheme 
General QAS Superiority 
This section summarizes general QAS superiority results, i.e., averaged over the 
following 5 paths, active sires (AS), young bulls (YB), bull dams (BD), donor females (DF), 
and commercial cows. Cumulative genetic response is reported as the actual difference 
between QAS and QFS in pounds of milk. In addition, the difference in the favorable QTL 
allele frequency is reported to indicate selection pressure on the QTL. 
Four runs of 50 replicates of the program were completed to make the comparison. 
The runs were: with QTL information in the nucleus-herd scheme, without QTL information 
in the nucleus-herd scheme, with QTL information in the two-stage scheme, and without 
QTL information in two-stage scheme. The difference in results of the first two runs was 
taken to represent QAS superiority in nucleus-herd schemes and the difference in results of 
the last two runs was taken to represent QAS superiority in conventional two-stage schemes. 
Figure 1 clearly shows that QAS performed much better in the nucleus-herd scheme than 
within the conventional two-stage selection scheme. The left part is a plot of the general 
genetic response and the right part is for the QTL favorable allele frequency. QAS 
superiority in terms of favorable allele frequency is an indication of the selection pressure 
imposed on the favorable allele. The selection pressure of QAS on the QTL was many times 
higher in the nucleus-herd scheme than in the two-stage selection scheme. 
Figure 1 shows that directly after starting the nucleus herd in year 10, QAS 
performance increased by at least 100%. The reason for the better performance of QAS than 
QFS in a scheme with a nucleus herd could be related to the early selection of male embryos 
and female donors of the nucleus herd. At this early stage of life and before having progeny 
information for males or yield information for females QAS is expected to outperform QFS. 
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QAS Superiority Specific to Paths of Selection 
This section presents superiority of QAS specific to the five paths of selection, AS, 
YB, BD, DF, and cows. Superiority is presented in its three forms, i.e., cumulative genetic 
response, accuracy of prediction, and QTL favorable allele frequency. QAS results for two-
stage selection are listed in Table 2. The bull dams path has the largest response and is 
relatively higher compared to other paths, particularly in early years, during which other 
paths did not seem to give a large advantage to QAS response. Notice the high selection 
pressure imposed on the QTL favorable allele in bull dams. QAS superiority for the 
frequency of the favorable QTL allele was more than 6 times higher in bull dams than in 
males during early years. In later years, however, this difference became narrower, which 
shows the higher selection pressure imposed early on the QTL in bull dams but not in other 
paths. 
In terms of accuracy of evaluating bull dams, QAS estimates were not more accurate 
than QFS estimates in early years. Negative superiority was reported for QAS in bull dams 
under accuracy of evaluation in Table 2. The reason for that was selecting younger bull 
dams with QAS than with QFS. In later years accuracy superiority for QAS in bull dams 
increased but was not significantly different from 0. 
Second, cows did not seem to benefit much from using QTL information. This is 
seen from the insignificant response superiority in early years and the low response 
superiority in later years. However, despite the low QAS response superiority found with 
cows, their QAS accuracy superiority was the highest among all paths particularly in early 
years. Little information was available about cows relative to other paths, which left more 
room for QTL information to potentially increase accuracy of estimation. Table 2 shows that 
the high QAS accuracy superiority with cows was not effective in increasing selection 
pressure on the QTL, particularly in early years. The difference in allele frequency with and 
without QTL information was essentially null, .003 with a standard error of the mean equal 
to .001. In later years the pressure on the favorable QTL allele increased in the cows path, 
which explains the slight increase in response superiority of cows in later years. 
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The superiority of QAS in young bulls was substantial, 52.4 pounds, but early 
superiority in the AS and YB paths was minimal, particularly when compared to superiority 
of bull dams (Table 2). However, the reflection of the early high QAS response superiority 
of bull dams on males is easily seen from the improved response superiority of males in later 
years. 
Table 3 lists results of all paths for the nucleus-herd scheme. In the table, results of 
an extra path, nucleus bull dams or donor females are listed. Certain aspects of the results 
are similar to the results of the two-stage scheme. First, the results show that QAS attained 
the highest response and frequency superiority and the least accuracy superiority in bull dams 
and donor females compared to other paths. Second, QAS attained the lowest response 
superiority and the highest accuracy superiority in cows. The justification of these results is 
similar to what was previously mentioned about the two-stage case of Table 2. 
Comparing results of the nucleus-herd scheme in Table 3 against results of the two-
stage scheme in Table 2 clearly shows that QAS performance in the nucleus-herd scheme 
surpassed its performance in the two-stage scheme. As Table 3 shows, the main cause for the 
improved performance of QAS in the nucleus-herd scheme is the superiority in the bull 
dams, particularly those of the nucleus herd, i.e., the donor females. 
It can be concluded from this section that the outcome of QAS is highly dependent on 
the breeding system. The low superiority of QAS observed in conventional progeny testing 
schemes suggests that little benefit is to be expected from using QTL information in genetic 
evaluation without modifying such schemes to maximize QAS superiority. Finally, the 
distinctively high superiority of QAS in nucleus-herd schemes supports these schemes as 
promising for implementing QTL information. 
Results of Early Selection of Young Bulls 
This section summarizes QAS superiority over QFS calculated for three different 
waiting periods for young bulls: 3, 4, and 5 years. It is important to emphasize that for 
obtaining the results six runs of 50 replicates each were made, two replicate runs, with and 
without QTL, in each of the three systems. In the context of the current simulation, a 
replicate run means running the simulation and the analysis for 16 years with the same 
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parameters for 50 times. The runs were seeded with different random numbers and their 
results were averaged. General results about QAS superiority with regard to genetic response 
and the favorable allele will first be presented. General results here means and average of 
four paths of selection: AS, YB, BD, and cows. Second specific results for each path will be 
discussed. 
General QAS Superiority 
As before, two aspects of QAS superiority are reported in this section. First the superiority in 
terms of genetic response and second in terms the favorable allele frequency. Figure 2 is a 
plot of QAS superiority in terms of genetic response, on the top, and allele frequency, on the 
bottom. Generally, the graph shows a characteristic phenomenon of the current study, which 
is the similarity in trend for both genetic response and allele frequency for QAS superiority 
values. Therefore, an increasing QAS frequency superiority indicated an increasing QAS 
response superiority and vice versa. 
QAS response superiority is shown to be always greater than 0 except for the 4-year 
waiting period that gradually decreased right after the second cycle of young bulls selection. 
Also, the highest response superiority was reported for the 3-year waiting period. For the 
three-year waiting period, more cycles of young bull selection was made because of the short 
waiting time which caused the characteristic trend of QAS response superiority, i.e., an 
increasing trend in early years and decreasing in later years because of the fixation of the 
QTL favorable allele. 
QAS Superiority Specific to Paths of Selection 
Results of the 3-year waiting period are summarized in Table 4. First for genetic 
response, the increasing then decreasing superiority trend characterize the AS and YB paths. 
For bull dams, superiority started high then gradually dropped. The starting high response 
superiority in the BD path agrees with other systems. On the contrary, cows superiority was 
the least among all paths but gradually increased. Generally, a typical QAS superiority for 
genetic response compared to QFS is to start low, increase, then decrease as the frequency of 
the favorable allele of the QTL neared fixation. The typical QAS superiority trend needs 
enough cycles of selection to be observed, which explains its appearance with the 3-year 
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waiting period and not with the 5-year waiting period. For the 5-year period, the cycle was 
incomplete for the time horizon allowed, Le., the 16 years. Also if the selection is intense in 
the beginning, the increasing section of the typical cycle is expected to be shortened, this 
explains the starting high response superiority in bull dams and the subsequent decrease in 
superiority for them in later years. The opposite is also true, Le., if the selection is not 
intense in the beginning, the increasing section of the typical cycle is expected to be extended 
and if the time horizon explored is not long enough, the decreasing section of the cycle might 
not be observed. This situation occurred in the first lactation cows. They were not as 
intensely selected as the bull dams in early years which explains their extended increasing 
trend of QAS superiority. QAS superiority in Table 4 for the first lactation cows was 8.7, 
30.9,57.3, and 57.2 lbs. as an average of years 4-6,7-9,10-12, and 13-16, respectively. 
Second, gene frequency results show similar trends to genetic response results. 
Within each path, allele frequency trends were shown to be very similar to genetic response. 
For bull dams for example, there was a starting high superiority for response and then it 
decreased. The same trend was found for the favorable QTL allele frequency in bull dams. 
The QTL favorable allele frequency was higher in the QAS scheme than the QFS scheme by 
.17, .13, .09, and .06 in years 4-6, 7-9, 10-12, and 13-16, respectively (Table 4). 
Accuracy superiority listed in Table 4 shows a decreasing trend. The decreasing 
trend indicates that as the amount of pedigree and phenotypic information grows, the 
importance of QAS in improving accuracy decreased. This decreasing trend of accuracy was 
also associated with an increasing frequency of the favorable QTL allele. In general, 
negative accuracy superiority was found with males and bull dams, and low accuracy 
superiority was reported for cows in the last cycle of selection. 
In Table 5 superiority results of QAS for all paths in the 4-year waiting period are 
listed. The overall results of QAS performance of Table 5 are inferior compared to the 3-
year results listed in Table 4. Within Table 5, moderate response superiority was found for 
active sires and bull dams only in early years then it dropped and became negative in later 
years. For other paths, response superiority was null, as for young bulls, or negative and 
continued to drop, as for cows. 
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Accuracy of evaluation expressed in terms of QAS superiority consistently decreased 
for all paths of selection. The justification is similar to what we mentioned before, Le., as the 
amount of pedigree and phenotypic information increased, QTL information became less 
important in improving accuracy of evaluation. 
In Table 6 superiority results of QAS for all paths in the 3-year waiting period are 
listed. First across tables, the overall results of QAS performance of Table 6 are inferior 
compared to the 3-year results listed in Table 4 but better than the 4-year plan. 
Within Table 6, in early years, superiority for genetic response was relatively high for 
bull dams but other paths of selection did not benefit from QTL information at this stage. In 
later years, superiority of QAS in bull dams started to decrease but other paths significantly 
increased. The decreasing bull dams superiority and the increasing males and cows 
superiority results should not be thought of as conflicting at this stage. QAS always imposed 
high selection pressure in the bull dams path, which explains the starting high superiority. 
For other paths, selection pressure did not start as high as in bull dams but went up gradually. 
Consequently, response superiority gradually increased. Letting the simulation continue for 
more cycles is expected to bring this increasing trend to seize and drop as what happened 
with bull dams. 
To summarize, varying the waiting period for the young bulls significantly changed 
the outcome results of QAS superiority over QFS . The results show that QAS was most 
superior with the 3-year period and least superior with the 4-year period. This clearly 
suggests that culling decisions based on QTL information should be made early and before 
the young bulls get to their fourth year of waiting. If young bulls are already in their fourth 
year then culling decisions should be based on QFS or the decisions should be made a year 
later, Le., wait until the fifth year. Table 7 lists the average of the cumulative genetic 
response of young bulls for all years and replicates. The mean QAS response of YB with 3-
year waiting and with 5-year waiting periods were higher than those of QFS. For the 4-year 
waiting period, the difference between QAS and QFS means was almost null, with equal 
standard errors of the mean. Notice that the average of the cumulative genetic response for 
both QAS and QFS dropped as the waiting period became longer (Table 7). This was a result 
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of the longer generation interval associated with longer periods of waiting on YB before 
becoming active. 
CONCLUSIONS 
In this study we investigated the effect of varying the system of dairy cattle breeding 
on the superiority expected from QTL-assisted selection versus QTL-free selection. 
Computer simulation was used with similar structure and parameters to the US Holstein 
population. The breeding systems compared were: first a conventional progeny testing plan 
against a progeny testing plan that employed a nucleus herd. The nucleus herd simulated in 
the current study was a hybrid partially closed nucleus herd with a hierarchical mating 
design. Second early selection of young bulls was compared against conventional waiting 
plans. 
QAS performed better in nucleus herds than in conventional two-stage selection, and 
in early selection plans than conventional plans. Three waiting periods: 3, 4, and 5 years 
before selecting young bulls to become active sires were compared. It was found that QAS 
performed the poorest for a 4-year plan. 
Generally, it was found that QTL-assisted selection superiority in terms of favorable 
allele frequency was very similar to its superiority in terms of genetic response. On the 
contrary, accuracy superiority trends did not parallel response superiority trends in any of the 
systems or in any of the paths of selection. 
In terms of accuracy, it was found that superiority of QAS consistently decreased 
with time. This was due to the amount of pedigree and phenotypic information increasing 
with time in addition to the gene frequency approaching fixation. Accuracy trends were 
better seen with the first lactation cows because they were the path in which QAS performed 
the best. Cows path contained the least amount of information compared to bulls and bull 
dams, hence QTL information considerably increased accuracy in cows path. 
It can be concluded from this study that the outcome of QAS is highly dependent on 
the breeding system. The low superiority of QAS observed in conventional progeny testing 
schemes suggests that little or no benefit is to be expected from using QTL information in 
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genetic evaluation without modifying such schemes to maximize the superiority of QAS. 
Further, the distinctively high superiority of QAS in nucleus-herd schemes supports these 
schemes as promising systems for implementing QTL information. Finally, results of the 
early selection of young bulls suggests that partial culling decisions based on QTL 
information should be made early and before young bulls get to their fourth year of waiting. 
If young bulls are already in their fourth year then culling decisions should be based on QFS 
or the decisions should be made a year later. 
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Table 1. Parameters used in the simulation model 
Simulation Parameters 
Genetic: 
1. Proportion of genetic variance explained by the QTL: 15% 
2. Heritability: .3 
3. Initial frequency of favorable QTL allele: .5 
4. Number of alleles at the QTL: 10 and 2 
Non Genetic 
Average number of daughters per YB: 60 
Number of young bulls tested annually: 21 
The contribution of the nucleus herd to the young bulls tested annually: 15% (3 bulls) 
Number of active sires in a given year: 10 
Average number of milking cows in a given year: 10,000 
Male embryos per donor: 5 
Female embryos per donor: 5 
Number of donors in a given year: 42 
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Table 2. Superiority of QTL-assisted selection (QAS - QFS) for genetic response, accuracy 
of evaluation, and gene frequency for a two-stage selection system. 
Period Active Sires Young Bulls Bull Dams Cows 
Mean SE Mean SE Mean SE Mean SE 
Genetic Response 
All years 14.98 5.81 31.35 6.62 83.40 6.87 5.92 2.41 
6 -11  years  5.70 5.25 13.98 5.85 86.78 8.97 1.20 1.36 
11 — 16 years 20.72 10.35 52.40 11.47 106.18 9.68 9.99 4.26 
Accuracy of Evaluation 
All years .031 .013 .013 .005 -.019 .013 .107 .002 
6 -11  years  .066 .013 .019 .005 -.038 .018 .112 .002 
11 — 16 years .004 .020 .011 .008 .002 .018 .103 .002 
Gene Frequency 
Males 
Mean SE 
All years .041 .003 .152 .005 .014 .002 
6 -11  years  .019 .003 .126 .006 .003 .001 
11-16  years  .067 .006 .176 .008 .023 .003 
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Table 3. Superiority of QTL-assisted selection (QAS - QFS) for genetic response, accuracy 
of evaluation, and gene frequency for hybrid nucleus-herd scheme. 
Period Active Sires Young Bulls BD Nucleus BD Cows 
Mean SE Mean SE Mean SE Mean SE Mean SE 
Genetic Response 
All years 33.37 5.68 48.73 6.38 124.09 8.50 110.59 10.22 18.46 2.48 
6-10 -.33 2.90 13.18 3.95 89.10 9.49 0 0 1.85 1.34 
11-16 61.45 9.85 78.34 10.95 153.26 13.21 202.75 16.99 32.30 4.25 
Accuracy of Evaluation 
All years .038 .011 .006 .004 -.026 .014 .044 .009 .108 .002 
6-10 .034 .012 .005 .004 -.017 .018 0 0 .109 .002 
11-16 .040 .018 .007 .007 -.033 .021 .081 .017 .107 .002 
Gene Frequency 
Males 
Mean SE 
All years .071 .004 .212 .007 .201 .011 .032 .002 
6-10 .015 .003 .151 .007 0 0 .005 .001 
11-16 .117 .007 .263 .011 .368 .014 .056 .004 
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Table 4. Superiority of QTL-assisted selection with (QAS - QFS) for genetic response, 
accuracy of evaluation, and gene frequency for a two-stage selection system where young 
bulls wait for only 3 years. 
Period Active Sires Young Bulls Bull Dams Cows 
Mean SE Mean SE Mean SE Mean SE 
Genetic Response 
AU years 83.72 8.79 58.26 7.84 83.93 7.46 39.96 3.97 
4-6 years 92.38 11.89 -11.62 6.01 101.07 11.58 8.74 2.88 
7-9 years 98.47 15.58 87.73 13.28 93.86 14.01 30.90 5.76 
10-12 years 83.04 17.16 81.73 17.14 86.30 16.18 57.30 8.42 
13-16 years 66.69 20.86 70.97 18.50 61.84 15.93 57.16 9.87 
Accuracy of Evaluation 
AU years .019 .015 .037 .011 -.009 .012 .085 .002 
4-6 years .068 .020 .129 .014 .021 .024 .132 .004 
7-9 years .015 .031 .051 .021 -.022 .025 .089 .004 
10-12 years .031 .037 .030 .023 -.029 .023 .071 .004 
13-16 years .001 .029 -.035 .022 -.006 .022 .058 .004 
Gene Frequency 
Males 
Mean SE 
All years .085 .003 .110 .003 .057 .002 
4-6 years .028 .002 .173 .007 .011 .002 
7-9 years .136 .007 .134 .007 .065 .004 
10-12 years .113 .008 .094 .007 .079 .005 
13-16 vears .069 .005 .056 .004 .069 .004 
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Table 5. Superiority of QTL-assisted selection (QAS - QFS) for genetic response, accuracy 
of evaluation, and gene frequency for a two-stage selection system where young bulls wait 
for 4 years. 
Period Active Sires Young Bulls Bull Dams Cows 
Mean SE Mean SE Mean SE Mean SE 
Genetic Response 
All years 2.15 7.33 .44 6.31 42.87 7.60 -20.62 3.11 
5-8 years 38.92 4.11 0 0 82.61 10.13 -5.41 1.77 
9-12 years -1.03 12.65 12.16 11.34 39.54 12.79 -21.21 4.68 
13-16 years -31.45 17.18 -10.45 15.16 6.48 15.52 -35.26 7.73 
Accuracy of Evaluation 
All years .017 .013 .019 .005 .013 .013 .099 .002 
5-8 years .066 .013 .038 .004 .059 .020 .116 .002 
9-12 years .008 .026 .022 .011 .004 .021 .106 .003 
13-16 years -.023 .028 -.002 .011 -.024 .024 .075 .004 
Gene Frequency 
Males 
Mean SE 
All years .033 .003 .098 .003 -.006 .002 
5-8 years .011 .001 .137 .006 -.007 .002 
9-12 years .039 .005 .095 .005 -.013 .003 
13-16 years .050 .005 .064 .005 .002 .003 
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Table 6. Superiority of QTL-assisted selection (QAS - QFS) for genetic response, accuracy 
of evaluation, and gene frequency for a two-stage selection system where young bulls wait 
for 5 years. 
Period Active Sires Young Bulls Bull Dams Cows 
Mean SE Mean SE Mean SE Mean SE 
Genetic Response 
All years 36.08 6.09 40.81 6.78 86.49 7.14 9.53 2.70 
6-11 years 18.17 4.44 12.13 5.64 92.81 8.46 -2.96 1.43 
11-16 years 58.19 10.73 66.83 11.83 76.92 10.73 20.04 4.72 
Accuracy of Evaluation 
All years .058 .013 .016 .005 .018 .012 .110 .002 
6-11 years .047 .012 .020 .006 .000 .016 .115 .002 
11-16 years .060 .022 .014 .008 .036 .017 .104 .002 
Gene Frequency 
Males 
Mean SE 
All years .035 .002 .104 .003 .009 .001 
6-11 years .020 .002 .123 .005 .002 .001 
11-16 years .053 .004 .085 .004 .016 .002 
I l l  
Table 7. Average of the cumulative genetic response of young bulls for all years and 
replicates. Actual response in pounds of milk are shown for three waiting periods of the 
young bulls before becoming active. Results of both QTL-assisted selection (QAS) and 
QTL-free selection (QFS) are shown. Standard errors of the mean are denoted by SE. 
Waiting Period OAS QFS 
Mean SE Mean SE 
3 years 1206 34 1148 33 
4 years 1086 34 1085 34 
5 years 1017 35 976 33 
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Figure 1. Superiority of QTL-assisted selection for genetic response and favorable QTL 
allele frequency. Superiority is computed as the average of all paths of selection: active 
sires, young bulls, bull dams, donor females, and cows. Two breeding systems are plotted: 
two-stage selection scheme (-#-) and nucleus herd scheme (-*-). 
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Figure 2, QTL-assisted selection superiority for genetic response (Upper 3 graphs) and favorable QTL allele frequency (Lower 
three graphs). Superiority is computed as an average of four paths of selection: active sires, young bulls, bull dams, and cows. 
Three waiting periods on young bulls are plotted, from left to right the waiting periods are 3,4, and 5 years. Simulation was 
continued for 16 years and years are shown on the horizontal axis every other year after the first cycle of selection. 
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CHAPTER 5. EFFECTS OF POLYMORPHISM AND 
NUMBER OF IDENTIFIED LOCI ON THE SUPERIORITY OF 
QTL-ASSISTED SELECTION IN A JUVENILE HYBRID 
NUCLEUS HERD SCHEME WITH A HIERARCHICAL 
MATING DESIGN 
A paper to be submitted to the Journal of Dairy Science 
Gamal Abdel-Azim and A. E. Freeman 
ABSTRACT 
The effects of increasing the number of alleles per locus and the number of loci per 
QTL on the superiority of QAS were investigated. A study was conducted within a dairy 
breeding system that employed nucleus herds. Stochastic computer simulation with structure 
and parameters similar to the US Holstein population was used. An animal model that 
included known QTL as fixed factors and the polygenes as a random factor was used for 
QTL-assisted selection, which was compared against a conventional animal model. 
The effect of increasing the number of alleles on the superiority of QAS was 
significantly positive only after establishing the nucleus herd. The largest effect was found 
in the bull dams path particularly those from inside the nucleus herd. QAS superiority in 
terms of its effect on fixing the QTL was exceptionally high after establishing the nucleus 
herd. The results clearly show the importance of highly polymorphic QTL used in nucleus-
herd schemes. 
Further, the effect of increasing the number of QTL without increasing the amount of 
QTL variance associated with them was investigated. This was done by simulating two and 
four loci with each locus having half and quarter of the QTL additive variance, respectively. 
The proportion of the additive variance explained by the QTL was 15%. Increasing the 
number of loci had a negative effect on QAS superiority in early years of simulation. 
However, the effect was not as dramatic as the case of increasing the number of alleles per 
locus. In addition, the results showed that general response superiority of QAS for the 4-
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locus case consistently increased in later years of simulation indicating that long-term benefit 
might occur. 
INTRODUCTION 
Many studies have investigated the genetic factors affecting the impact of QTL-
assisted selection (QAS) on genetic response. Important factors studied were heritability of 
the trait, proportion of the additive variance associated with the QTL, initial frequency of the 
favorable QTL allele, recombination fraction, and mode of inheritance (Foumet et al, 1997; 
Spelman and Garrick, 1997; Spelman and Garrick, 1999; Ruane and CoUeau, 1995). These 
factors were found to affect the benefits obtained from QAS depending on the population 
structure, the breeding and selection scheme, and the model of analysis. The impact of these 
factors is important to be considered before designing breeding programs. For example, it 
was always found that if the frequency of the favorable aUele frequency is high. Utile 
superiority is to be expected from QTL-assisted selection, hence, resources should not be 
wasted on genotyping and using a QTL that is near fixation in genetic evaluation 
The impact of the breeding system is also important before designing breeding 
programs that utilize QTL information. For example many have found that QAS was not 
effective in increasing genetic response of conventional progeny testing programs (e.g., 
Meuwissen and Van Arendonk, 1992; Spelman and Garrick, 1997; Spelman and Garrick, 
1998; Larzul et al, 1997). On the other hand, the performance of QAS in nucleus herds was 
found to be superior to QTL-free selection (QFS). Using a deterministic model, Meuwissen 
and Van Arendonk (1992) concluded that improvement of genetic gain because of prediction 
of within-family deviations was much higher in nucleus schemes than conventional progeny 
testing schemes. In addition, Ruane and CoUeau (1995) and Ruane and CoUeau (1996), 
using stochastic simulation, investigated the superiority of QAS and found increased 
response in early generations of selection. 
The superior performance of QAS in nucleus schemes is mainly due to the early 
selection of donor females in juvenile schemes and the selection of one male embryo from 
among its full sibs. In the current study, we investigate factors that are specificaUy related to 
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improving QAS performance in nucleus schemes by increasing the differentiability among 
nucleus animals, which helps in their early selection as female donors or male embryos. The 
first factor is the number of alleles at a single known QTL and the second is the number of 
loci constituting the QTL component. The impact of increasing the number of alleles and the 
number of loci on the superiority of QAS is reported in terms of genetic response, accuracy 
of prediction, and the frequency of the favorable QTL allele. 
MATERIAL AND METHODS 
A dairy cattle breeding system similar to the US Holstein population was simulated. 
The number of milking cows was kept at an average of 10,000 cows per year. Twenty-one 
young bulls were tested each year and the number of active sires in given year was 10. 
Young bulls were selected based on a two-stage selection process where they were first 
chosen based on their pedigree, then they were progeny tested. For a young bull to be 
progeny tested, an average of 60 daughters was allowed. Young bulls waited the usual 5-
year waiting period. For details of the simulation programs refer to Chapter 3. 
In year 10 of the simulation, a nucleus herd where females reproductive performance 
was enhanced by multiple ovulation and embryo transfer was established. The nucleus herd 
was a centralized hybrid nucleus herd with a hierarchical mating design as described in 
Chapter 3. 
Superiority of QTL-Assisted Selection 
For the simulated data, individuals were analyzed every year after year 5 by an 
animal model that included QTL as fixed effects in the model. Simulation and evaluation 
were continued until year 16 and the whole process was repeated 50 times. Results were 
averaged for the 50 runs and were taken as the results of QAS. The model used for QAS was 
y = Xb + Xgg + Za + e 
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where Xg is an incidence matrix relating genotypes to animals with observations and g is a 
vector of genotype fixed effects. The vectors b and a are vectors of remaining fixed effects 
and polygenic effects, respectively, X and Z are incidence matrices for remaining fixed and 
random effects, respectively. 
Animals were ranked based on their estimated breeding values. Therefore, for the i* 
animal, its estimated breeding value, EBVj, was computed after estimating fixed and random 
effects as âij + gj where ây and gj are estimates of the polygenic effect of the i,h animal that 
carries the jlh genotype and the QTL effect of the j* genotype, respectively. 
The analysis was repeated for the same simulated data but without accounting for 
known QTL. Analysis was performed for 50 runs as before and results were averaged and 
taken to represent QFS. 
QFS results were subtracted from QAS results and the remaining part was taken to 
indicate QAS superiority. QAS superiority was computed every year for genetic response, 
accuracy of evaluation and QTL favorable allele frequency. 
Aspects Studied 
Effects of two factors on the superiority of QAS were examined in the current study, 
the effect of the number of alleles and the effect of the number of loci. First, for the effect of 
the number of alleles, a highly polymorphic QTL with ten alleles and a QTL with only two 
alleles were simulated. Parameters used in simulating data were kept constant except for the 
number of different alleles simulated. Refer to Table 1 for parameters used in the simulation. 
As the number of different genotypes increases, the number of choices increases making 
individuals more differentiable. One way of having a large number of different genotypes is 
when the number of alleles at the QTL is large. The number of different genotypes for a 
given locus is a function of the number of alleles at the locus and is computed by multiplying 
the number of alleles times the number of alleles plus 1 and dividing by 2. Therefore for 2 
alleles, there are 3 different genotypes and for 10 alleles there are 55 different genotypes. 
Hence, in the current nucleus herd breeding system, two schemes were evaluated: one with 
two alleles and a second with 10 alleles. 
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The second comparison was comparing the effect of one, two, and four loci, with two 
alleles each, on the superiority of QAS for genetic response, accuracy of evaluation , and 
selection pressure on the QTL favorable allele. A second possibility of having more 
genotypes and hence more differentiable individuals is by having more loci included in the 
QTL component. In the current study, we investigated increasing the number of loci to two 
and to four without increasing the 15% additive variance due to the QTL component. 
Therefore, for the 2-locus case, data were simulated with the same parameters as for the 1-
locus case except that two instead of one QTL were simulated each with 7.5% additive 
variance. For the 4-locus case, four loci were simulated each with 3.75% additive variance. 
The notion was to examine the effect of increasing the number of loci not the amount of 
variance associated with the QTL part. 
RESULTS AND DISCUSSION 
Number of Alleles at the QTL 
General QAS Superiority 
This section summarizes general QAS superiority results, Le., averaged over the 
following five paths of selection: active sires, young bulls, bull dams, donor females, and 
commercial cows. Cumulative genetic response is reported as actual difference in pounds of 
milk between QAS and QFS. In addition, the difference in the favorable QTL allele 
frequency is also reported to indicate selection pressure. 
In the current simulation, two situations were evaluated: one with two alleles and a 
second with 10 alleles. The two situations were simulated in the hybrid nucleus herd 
scheme. The objective was to examine the benefit of increasing the number of different 
genotypes on the superiority of QAS. Figure 1 is a plot of the QAS superiority for genetic 
response averaged for the five paths of selection. Increasing the number of alleles to ten and 
consequently the number of different genotypes to 55 significantly increased superiority of 
QAS only after establishing the nucleus herd at year 10. Notice that the QAS superiority 
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over QFS increased by more than 100% in years 15 and 16 with the 10-allele case. The 
results clearly suggests that highly polymorphic QTL are very useful if employed in a 
breeding system such as the centralized nucleus herd described here. 
The fact that superiority of QAS was higher with 10 alleles after establishing the 
nucleus herd suggests that QAS caused higher selection pressure on the QTL for the 10-allele 
case than with the 2-allele case. Figure 2 shows a large difference between the 2 and 10 
alleles cases with regard to the QTL favorable allele frequency. Notice that in year 16 QAS 
superiority averaged .25 for the 10 allele-case versus .05 for the 2 alleles case. 
QAS Superiority Specific to Paths of Selection 
This section presents superiority of QAS specific to the five paths of selection. 
Superiority is presented in its three ways, i.e., cumulative genetic response, accuracy of 
prediction, and QTL favorable allele frequency. 
Table 2 lists QAS superiority results of the 2 allele-case. First the bull dams are 
examined as the most affected path when a nucleus herd scheme is concerned. Response 
superiority is shown to be relatively high for bull dams particularly those coming from the 
nucleus, the donor females. Notice the high selection pressure imposed on the QTL favorable 
allele in the bull dams path. QAS superiority with regard to the QTL favorable allele 
frequency was more than 8 times higher in bull dams than in active sires during early years. 
After the establishment of the nucleus herd, however, this difference became narrower. 
In terms of accuracy of evaluating bull dams, QAS estimates were not more accurate 
than QFS estimates. The reason for that was selecting younger bull dams with QAS than 
with QFS. 
Second, cows did not seem to benefit much from using QTL information for the time 
period simulated. This is seen from the negative response superiority in early years and the 
low response superiority in later years. The low superiority in cows was partially caused by 
the genetic response lag of cows behind bulls and bull dams. However, despite the low QAS 
response superiority found with cows, their QAS accuracy superiority was the highest among 
all paths particularly in early years. Little information is available about cows relative to 
other paths, which left much room for QTL information to potentially increase accuracy of 
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estimation. Table 2 shows that the high QAS accuracy superiority with cows was not 
effective in making high selection pressure on the QTL particularly in early years. 
Difference in allele frequency with and without QTL information was essentially null in 
years 6 to 10, .001 with a standard error of the mean equals also .001. 
Early superiority in the active sires and young bulls paths was minimal particularly 
when compared to superiority in the bull dams path, Table 2. However, the reflection of the 
early high QAS response superiority in bull dams on males is seen from the improved 
response superiority in males in years 11-16. In addition, the distinctively high response 
superiority in nucleus donor females is expected to further improve response superiority in 
males in future years. 
Table 3 summarizes superiority results of QAS when information about a QTL with 
10 alleles was used in selection. The table shows bull dams to have the highest QAS 
response superiority among all other paths of selection and nucleus females to have higher 
superiority than other bull dams. In addition, by comparing to the 2-allele case of Table 2, 
response superiority in both bull dams and donor females almost doubled with a QTL with 
10 alleles. Figure 3 is a plot of response superiority of both bull dams and donor females in 
the 2 and 10-allele cases. 
Accuracy superiority in bull dams was still the least among all paths but accuracy 
superiority of nucleus females was high. Nucleus females were more accurately selected in 
the 10-allele case than the 2-allele case of Table 2 due to the greater number of different 
genotypes available. The reason QAS accuracy superiority of other bull dams did not 
improve in the 10-allele case was because they were not selected as early as selecting the 
donor females. 
QAS superiority for QTL favorable allele frequency was distinctively high 
particularly in the donor females, nucleus bull dams, after the establishment of the nucleus 
herd, i.e., years 11-16. By looking at the corresponding results of the 2-allele case in Table 
2. one can notice the huge difference in the selection pressure, .263 versus .080 and .368 
versus .079. The conclusion here is that in the case of 10 alleles, relative selection pressure 
imposed on the favorable QTL allele by QAS in bull dams is extremely high compared to the 
2 alleles case. 
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Response superiority for males improved in the 10-allele case compared to the 2-allele case. 
Related to this is the higher alleles frequency superiority noticed, Tables 2 and 3. Accuracy 
superiority however did not seem to differ in the 10-allele case than the 2-allele case. 
Number of Loci of the QTL Component 
Effects of increasing the number of loci on the superiority of QAS in a nucleus-herd 
scheme are discussed in this section. General response superiority computed as an average 
of all paths is first discussed then specific response and accuracy superiority of each path are 
presented. 
General QAS Response Superiority 
QAS response superiority for all paths was averaged and plotted for each year, Figure 
4. General QAS response superiority was best for 1 locus, then for 2 loci, and was worst for 
4 loci. These results, however, must be restricted to short-term selection. Figure 4 shows 
declining rate of change for the curves of 1 and 2 loci while intersecting with the constantly 
increasing curve of 4 loci. 
When more loci are involved, the time required to fix them increases. This explains 
the slow QAS superiority observed with greater number of loci. The results are similar to 
Edwards and Page (1994) who found better results with 10 than with 25 loci in early 
generations. The difference in response between the 10 and 25 loci, however, narrowed as 
selection continued in time. 
QAS Superiority Specific to Paths of Selection 
Table 4 summarizes QAS superiority of genetic response and accuracy of evaluation, 
respectively. Results are shown for all paths of selection. For all paths there was a tendency 
to less response superiority as the number of QTL increased. However, accuracy superiority 
increased as the number of loci increased. When the number of loci increases, the number of 
different QTL haplotypes increases, which creates an effect similar to increasing the number 
of alleles for one locus. Increasing the number of genotypes for one locus was previously 
found to increase accuracy. 
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The increase in accuracy was noticed in the paths of males and nucleus females 
because these paths were what benefited most from increasing the number of different 
genotypes. Donor females and male embryos were selected very early in life with the 
possibility of random selection with QFS as was previously explained. 
CONCLUSIONS 
This study explored the effect of increasing the number of alleles per locus and the 
number of loci per the QTL component on the superiority of QAS. The study was 
conducted within a dairy breeding system that employed nucleus herds. Such systems were 
expected to benefit from increasing the number of different genotypes as a result of 
increasing the number of alleles per locus or increasing the number of loci themselves. This 
is because of the early selection that is usually needed for selecting one male embryo out of a 
full sib family and the early selection of donor females required for a juvenile system as the 
present one. 
The effect of increasing the number of alleles on the superiority of QAS was 
potentially positive only after establishing the nucleus herd. The largest effect was found in 
the bull dams path particularly those from inside the nucleus herd or the donor females. 
QAS superiority in terms of its effect in fixing the QTL or as we called it the 
selection pressure imposed on the QTL was exceptionally high after establishing the nucleus 
herd. The results clearly show the importance of a highly polymorphic QTL when selecting 
in nucleus-herd schemes. 
The study also investigated the effect of increasing the number of QTL without 
increasing the amount of QTL variance of the QTL component. This was done by simulating 
two and four loci with each locus having half and quarter of the QTL additive variance, 
respectively. Increasing the number of loci had negative effect on QAS superiority in early 
years of simulation. However, the effect was not as dramatic as the case of increasing the 
number of alleles per locus. In addition, the results showed that general response superiority 
of QAS for the 4-locus case consistently increased in later years of simulation indicating that 
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long-term benefit might occur. The reason behind the low QAS superiority with four loci 
was explained as a result of the longer time taken to fix the greater number of loci 
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Table 1 Parameters used in the simulation model 
Simulation Parameters 
Genetic: 
1. Proportion of QTL variance: 15% 
2. Heritability: .3 
3. Initial QTL favorable allele frequency: Equally distributed over different alleles, ie 
for 2 alleles, frequencies were .5 
4. Number of alleles at the QTL: 10 or 2 
5. Number of QTL: 1,2, or 4 independent loci 
Non Genetic 
Average number of daughters per YB: 60 
Number of young bulls tested annually: 21 
The contribution of the nucleus herd to the young bulls tested annually: 15% (3 bulls) 
Number of active sires in a given year: 10 
Average number of milking cows in a given year: 10,000 
Male embryos per donor: 5 
Female embryos per donor: 5 
Number of donors in a given year: 42 
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Table 2. Superiority of QTL-assisted selection (QAS - QFS) for genetic response, accuracy 
of evaluation, and gene frequency for a hybrid nucleus herd scheme. One QTL with two 
alleles is involved. 
Period Active Sires Young Bulls BD Nucleus BP Cows 
Mean SE Mean SE Mean SE Mean SE Mean SE 
Genetic Response 
All years 32.27 5.56 32.44 6.48 84.97 8.29 63.14 9.65 8.47 2.62 
6-10 9.54 2.94 9.58 3.79 92.95 8.91 0 0 -3.02 1.50 
11-16 51.21 9.77 51.49 11.34 78.32 13.25 115.75 17.12 18.04 4.57 
Accuracy of Evaluation 
All years .051 .012 .014 .005 -.008 .013 -.003 .011 .106 .002 
6-10 .055 .011 .018 .005 .007 .018 0 0 .117 .002 
11-16 .047 .020 .010 .008 -.021 .019 -.005 .021 .097 .003 
Gene Frequency 
Males 
Mean SE 
All years .040 .002 .103 .004 .043 .004 .012 .001 
6-10 .015 .002 .130 .005 0 0 .001 .001 
11-16 .060 .004 .080 .005 .079 .007 .022 .002 
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Table 3. Superiority of QTL-assisted selection (QAS - QFS) for genetic response, accuracy 
of evaluation, and gene frequency for a two-stage selection system that includes a nucleus 
Period Active Sires Young Bulls BD Nucleus BD Cows 
Mean SE Mean SE Mean SE Mean SE Mean SE 
Genetic Response 
All years 33.37 5.68 48.73 6.38 124.09 8.50 110.59 10.22 18.46 2.48 
6-10 -.33 2.90 13.18 3.95 89.10 9.49 0 0 1.85 1.34 
11-16 61.45 9.85 78.34 10.95 153.26 13.21 202.75 16.99 32.30 4.25 
Accuracy of Evaluation 
All years .038 .011 .006 .004 -.026 .014 .044 .009 .108 .002 
6-10 .034 .012 .005 .004 -.017 .018 0 0 .109 .002 
11-16 .040 .018 .007 .007 -.033 .021 .081 .017 .107 .002 
Gene Frequency 
Males 
Mean SE 
All years .071 .004 .212 .007 .201 .011 .032 .002 
6-10 .015 .003 .151 .007 0 0 .005 .001 
11-16 .117 .007 .263 .011 .368 .014 .056 .004 
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Table 4. Superiority of QTL-assisted selection with respect to genetic response and accuracy 
of evaluation. Three cases are compared: one, two, and four known QTLs. 
Period Active Sires Young Bulls BD Nucleus BD Cows 
Mean SE Mean SE Mean SE Mean SE Mean SE 
Genetic Response 
1 Locus 32.3 5.6 32.4 6.5 85.0 8.3 63.1 9.6 8.5 2.6 
2 Loci 42.8 6.0 9.0 6.6 70.1 8.6 49.3 10.6 -11.1 2.8 
4 Loci 31.6 5.8 -3.8 6.4 27.8 8.8 44.6 8.9 -19.4 2.7 
Accuracy of Evaluation 
1 Locus .051 .012 .014 .005 -.008 .013 -.003 .011 .106 .002 
2 Loci .073 .013 .029 .004 -.021 .014 .033 .010 .08 .002 
4 Loci .088 .013 .041 .005 -.003 .013 .040 .009 .085 .002 
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Two Alleles 
Ten Alleles 
Figure 1. General cumulative genetic response superiority of QTL-assisted selection 
averaged over active sires, young bulls, bull dams, donor females, and cows. Two situations 
are compared in a hybrid nucleus herd scheme: a QTL with two alleles versus a QTL with 10 
alleles. 
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& Two Alleles 
Ten Alleles 
Figure 2. Total superiority of QTL-assisted selection for the favorable QTL allele frequency. 
Superiority is averaged over active sires, young bulls, bull dams, donor females, and cows. 
Two situations are compared in a hybrid nucleus herd scheme: a QTL with two alleles versus 
a QTL with 10 alleles. With the 10-allele case, the allele with the largest effect was the 
favorable allele. 
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Bull Dams, 2-allele 
Donors, 2-allele 
Bull Dams, 10-allele 
Donors, 10-allele 
Figure 3. Response superiority of QAS in bull dams. 
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Figure 4. Response superiority of QTL-assisted selection averaged over active sires, young 
bulls, bull dams, donor females, and commercial cows. Three cases are compared: one, two, 
and four known QTL. 
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CHAPTER 6. GENERAL CONCLUSION 
This study presented results of a stochastic simulation model designed to fit the US 
Holstein population. Simulation was continued for 16 years in the future and generations 
overlapped. Polygenic and QTL effects were estimated once a year by an animal model that 
accommodated relationships. In the simulation, the QTL itself was assumed to be known to 
estimate the maximum benefit of QTL-assisted selection schemes. Stochastic simulation of 
this nature and real estimation of effects are absent in literature. 
Presenting many aspects of the superiority of QAS over QFS, Le., genetic response, 
accuracy of evaluation, and favorable QTL allele frequency helped in uncovering important 
relationships. For example, there was a general agreement between high superiority in 
genetic response and high superiority in gene frequency both at the general level and on the 
level of the specific paths of selection. This indicates that factors that helped in pushing the 
favorable allele faster also helped in increasing genetic response. 
Superiority in accuracy on the other hand did not necessarily indicate superiority in 
genetic response. For example, bull dams as a path always achieved the most superiority 
among the four paths but consistently achieved the least increase in accuracy among them. 
Table 9 of chapter 3 explains difference in ages of bull dams is the reason for this. 
Commercial cows behaved exactly the opposite, i.e., achieved the highest accuracy 
superiority but the least response superiority among the four paths. Cows as a path has the 
least amount of information and that is why adding genomic information helped increasing 
their accuracy of evaluation significantly. The less superiority of QAS observed in cows 
was, however, due to the genetic response lag of cows behind bulls and bull dams. Cows 
were not selected but the best of theme were selected as bull dams. 
The impact of the system of dairy cattle breeding on the superiority expected from 
QTL-assisted selection was studied. The breeding systems compared were: first, a 
conventional progeny testing plan against a progeny testing plan that employed a nucleus 
herd. The nucleus herd simulated in the current study was a hybrid partially closed nucleus 
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herd with a hierarchical mating design. Second, early selection of young bulls was compared 
against conventional waiting plans. 
It was found that QAS performed significantly better in the nucleus herds than in 
conventional plans and in early selection plans than in conventional plans. When comparing 
three waiting periods: 3, 4, and 5 years, it was also found that QAS superiority was the least 
with the 4-year plan. 
Generally, it was found that QTL-assisted selection superiority in terms of favorable 
allele frequency was very similar to its superiority in terms of genetic response. In other 
words, trends in allele frequency superiority were very much similar to trends in genetic 
response. On the contrary, accuracy superiority trends did not indicate response superiority 
trends in any of the systems or in any of the paths of selection. In fact, QAS accuracy 
superiority and QAS response superiority were antagonizing in two paths, bull dams and 
cows. 
In terms of accuracy, it was found that accuracy superiority of QAS consistently 
decreased with time. This was due to the amount of pedigree and phenotypic information 
increasing with time. Accuracy superiority trends were seen better with cows than other 
pathways of selection because they were the path in which QAS performed the best in terms 
of accuracy. The cows path contained the least amount of information compared to bulls and 
bull dams, hence QTL information considerably increased accuracy in cows path. 
It can be concluded from this study that the outcome of QAS is highly dependent on 
the breeding system. The low superiority of QAS observed in conventional progeny testing 
schemes suggests that little or no benefit is to be expected from using QTL information in 
genetic evaluation without making proper modifications to such schemes. Further, the 
distinctively high superiority of QAS in nucleus-herd schemes supports these schemes as 
promising systems for implementing QTL information. Also, results of the early selection of 
young bulls suggests that culling decisions based on QTL information should be made early 
and before young bulls get to their fourth year of waiting. If young bulls are already in their 
fourth year then culling decisions should be based on QFS or the decisions should be made a 
year later. 
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Finally we explored the effect of increasing the number of alleles per locus and the 
number of loci for the QTL component on the superiority of QAS. The study was also 
conducted within a dairy breeding system that employed nucleus herds. Such systems were 
expected to benefit from increasing the number of different genotypes as a result of 
increasing the number of alleles per locus or increasing the number of loci themselves. This 
is because of the early selection that is usually needed for selecting one male embryo out of a 
full sib family and the early selection of donor females required for a juvenile system as the 
present one. 
The effect of increasing the number of alleles on the superiority of QAS was 
significantly positive only after establishing the nucleus herd. The largest effect was found 
in the bull dams path particularly those from inside the nucleus herd or the donor females. 
QAS superiority in terms of its effect in fixing the QTL or as we called it the selection 
pressure imposed on the QTL was exceptionally high after establishing the nucleus herd. 
The results clearly show the importance of a highly polymorphic QTL invested in nucleus-
herd schemes. 
The study also investigated the effect of increasing the number of QTL without 
increasing the amount of QTL variance of the QTL component. This was done by simulating 
two and four loci with each locus having half and quarter of the QTL additive variance, 
respectively. Increasing the number of loci had a negative effect on QAS superiority in early 
years of simulation. However, the effect was not as dramatic as the case of increasing the 
number of alleles per locus. In addition, the results showed that general response superiority 
of QAS for the 4-locus case consistently increased indicating that long-term benefit might 
occur. The reason behind the low QAS superiority with four loci was explained as a result of 
the longer time taken to fix a greater number of loci. 
