メタヒューリスティックス ノ ゲンジョウ ジュンカイ セールスマン モンダイ グラフ ブンカツ モンダイ ニジ ワリアテ モンダイ フロー ショップ スケジューリング モンダイ タジゲン ナップザック モンダイ シュウゴウ ヒフク モンダイ バイナリー ニジ ケイカク モンダイ オ レイ ニ by 片山 謙吾 et al.
岡山理科大学紀要第36号Ａｐｐ､119-128(2000）
メタヒューリスティックスの現状
－巡回セールスマン問題，グラフ分割問題，二次割当問題，フローショップスケジューリング問題，
多次元ナップザック問題，集合被覆問題，バイナリー二次計画問題を例に－
片山謙吾・成久洋之
岡山理科大学工学部情報工学科
（2000年11月１日受理）
1．まえがき
工学またはその他の分野で登場するような，実用上重要な問題の多くは，組合せ最適化問題（ここでは，
広い意味で，単に「最適化問題」とも呼ぶ）としてモデル化される．本論文では，良く知られている幾つか
の最適化問題を取り上げ，近年，各問題に対して良好な結果を得た解法について紹介する．本論文で取り
上げる最適化問題は，巡回セールスマン問題(travelingsalesmanproblem,TSP)，グラフ分割問題(graph
partitioningproblem,GPP)，二次割当問題(quadraticassignmentproblem,ＱAP)，フローショップスケジ
ューリング問題(How-shopschedulingproblem,FSP)，多次元ナップザック問題(multidimensionalknapsack
problem,MKP)，集合被覆問題(setcoveringproblem,SCP)，バイナリー二次計画問題(unconstrained
binaryquadraticprogrammingproblem,BQP)の七つである．これらは，多くの応用例を有し，全てＮP‐
困難である．これらのNP-困難な問題に対して，従来から多くの解法が提案されている．その代表的な解
法の一つとして，各最適化問題に対して厳密に最適解の算出を試みる厳密解法がある．しかしながら，計算
の複雑さの理論により，多くの場合，そのような厳密解を求めることが極めて困難であることが明らかにさ
れてきた．
本論文では，厳密解法のように常に最適性を保証するものではなく，最適解に近い解（近似解）を比較的短
時間に算出可能とする，``メタ戦略，，，``メタヒューリステイックス，，(metaheuristics)または``モダンヒューリス
テイックス，，と呼ばれる範囑に属する解法に焦点をあてる．そのようなメタ戦略の中で利用される基本解法は，
近似解法(approximatealgorithms)またはヒューリスティック解法(heuristicalgorithms)と呼ばれ，貧欲法
や局所探索法などである．メタ戦略は，これらの基本的なアルゴリズムを有機的に結合することで実現され，
従来用いられてきた単なる局所探索法などの解法よりも更に高品質な近似解を算出可能とする枠組みとして捉
えられている．この枠組みに属する代表的な解法は,反復局所探索法(iteratelocalsearch,ILS)17,23)，アニー
リング法(simulatedannealing,ＳＡ)''5)，タブー探索法(tabusearch,ＴＳ)2,3)，遺伝的アルゴリズム(geneticalgorithm,ＧＡ)2)などがあり，これらの変形解法は，さまざま存在する9,11,16,20,25,26,27,31,33,47,56,77）
以下では，最適化問題及び局所探索について説明する．次いで，上述した各最適化問題を各セクションに別
け，各最適化問題に対して近年注目されているメタ戦略の解法について記述する．最後に，これらの各サー
ベイを通して共通する事柄及びその展望について述べる．
2.最適化問題と局所探索
最適化問題は一般的に次のように表される．
maximizeorminimize池） （１）
ｓｕｂｊｅｃｔｔｏ ｚＥＲ （２）
最適化問題の制約条件を満たす解の集合Ｆを実行可能領域と呼び，その実行可能領域に含まれる解勿を
実行可能解と呼ぶ．最適化問題（最大化問題）の目的は，目的関数ノを最大化する実行可能解ｚＥＦを求
めることである．なお，最小化問題の目的は，ノを最小化するｚを求めることである．
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最適化問題には連続値を扱う問題と離散値(整数,集合,グラフなど)を扱う問題があるが，本論文では，
離散値を扱う問題について考える．この種の最適化問題は，組合せ最適化問題と呼ばれる．組合せ最適化問
題に対するメタ戦略の多くは，局所探索(localsearch,ＬＳ）（または，近傍探索(neighborhoodsearch)と呼
ばれる）をベースにし実現される．以下では，ＬＳについて簡単に触れる．
実行可能領域に含まれる解の集合Ｆを与えた時，その近傍1Ｖは以下の写像と定義される．
Ⅳ：Ｆ→２Ｆ
最大化問題の場合,ｚＥＦで,ノ(〃)ニル'),ＷｅｊＶ(⑳)(最小化問題の場合では，ノ(〃)ニノ(z'),ＷＥｊＶ(⑩)）
を満足するｍを局所最適解と呼ぶ．局所探索法の戦略は，現在の解勿ＥＦに対してその近傍１Ｖ(〃)から選
ばれる解z'ＥＭｚ)を生成し，その近傍解z'が現在解ｚより良い解，すなわち，池')＞ノ(z),(最小化問
題の場合，ノ(ｚ')＜加)）であれば，その解へ改善（ｚ＝z'）する処理を，近傍内に改善解が存在しなくな
るまで繰り返すものである．最終的にそこで算出される解が局所最適解である．なお多くのメタ戦略では，
このような局所探索をベースにし，常に良好な近傍解へ移動するだけではなく，一時的には評価値を悪くす
るような解も探索しながら，できるだけ質の悪い局所最適解に陥らないような操作が加えられる．
3.巡回セールスマン問題
巡回セールスマン問題(traﾊrelingsalesmanproblem,TSP)は，最も良く知られた組合せ最適化問題の一
つであり，数多くの解法が提案されてきた問題である．ＴＳＰとは，ｎ個の点（都市）｛Ｃｌ,c2,…,c"}，及び
各二都市間の距離｡(α,Cj)が与えられた時，すべての点をただ一度経由する巡回路汀(Hnmilton伽c9cle）
(汀(i)＝ｊは巡回路のｉ番目の都市がｊであることを意味する）において，次式を最小化する問題である'8)．
ｎ－１
Ｚｄ(c薇(ﾎﾞﾙc菰(`+,))＋d(c燕("),c旅(1)）
i＝１
/(汀)＝ (3)
TSPにはいろいろな変形問題が存在するが，ここでは，１≦i,ｊ≦、において，二点Ｃｆ,巧間の双方向の距
離が等しい（d(q,Cj)＝。(Cj,ci)）対称巡回セールスマン問題(symmetricTSP)を考える．なお，実行可能
解の数は(、－１)!/２になる．
１９７３年，ＬｉｎとKernighanは，ＴＳＰ専用の局所探索法である２－Opt法，３－Opt法を更に拡張した局所探
索法である，可変深度近傍探索法(variabler-Opt，またはLin-Kernighan(LK)法と呼ぶ)を提案した22)．
ＬＫ法は，ＴＳＰに対する解改善法としては最も強力な局所探索法として知られ，現在では強力なメタ戦略
をなすために必要不可欠な局所探索法であると言っても過言ではない．
ＴＳＰに対する最も有名なメタ戦略として，ＬＫ法を繰り返し利用する，反復局所探索法（iteratedlocal
search,ILS）があげられる．これは，１９９０年代初期よりＴＳＰに対する最強の近似解法として知られてい
る・Martin，Otto，m1tenは，ＬＱｍｅ－ＳｔｅｐＭｍＭＣ７ｍｊｎと呼ばれるILSを提案し，３１８，５３２，７８３都市
問題の最適解算出に成功した23)．彼らの方法は，局所探索法で得られた局所最適解から，ある近傍操作を
用いて異なる近似解へ脱出し，その近似解から再び局所探索法を繰り返すプロセスがベースに置かれ，更
にsimulatedannealingの考えも導入されている24)．また，同時期にJohnsonも同様のプロセスをとる，
IfemtedLin-Kerni9hcznと呼ばれるILSを提案し，2000都市規模問題の最適解を得たことを報告した17)．上
述したこれらのILSでは，局所最適解から脱出し，他の近似解へ移動する技法としてｄｏuルーbrid9e4-change
move(double-bridge)が用いられている．この技法は，与えられた一つの局所最適解に対して，ランダムに
四つの枝を排除し，非逐次的に他の枝と置き換えるものであるため，ＴＳＰの２－Opt法，３－Opt法，ＬＫ法な
どでは，生成できないような近傍操作として知られている．従って，この技法によって得られた近似解から
ＬＫ法などの局所探索法を繰り返し適用することが可能となり，より優れた近似解，または最適解への接近
を効率的に達成可能な解法となる．その他，この種の技法として，Condenottiらの方法'o)も知られている．
ＭｅｒｚとFYeisleben25)は，特別な場合にIteratedLin-Kernighanとなる遺伝的局所探索法（多くの候補
解を有する）を提案した．彼らの方法は，その探索法内でＴＳｐの探索空間構造8,9)を利用できる操作を持
ち，１９９６年，ＩＥＥＥの開催する最適化に関するＴＳＰのコンテストでチャンピオンとなった．これに対して，
KatayamaとNarihisa2o)は，遺伝的反復局所探索法（geneticiteratedlocalsearch）と呼ばれる，遺伝的ア
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ルゴリズムとILSの混合と解釈されるメタ戦略を提案した．このメタ戦略は，ＬＫ法を組み込み，二つの解
のみを用いることでＴＳＰの構造化された地形を利用する方法であり，少ない候補解が用いられたにも関わ
らず，それまでに知られているＴＳＰの強力なメタ戦略の性能を上回る良好な結果を得た．これにより，多
くの候補解を持つ集団ベースの解法でなくとも，十分な性能が得られることが示された21)．その他，ＴＳｐ
に対して比較的良好な結果が得られていたメタ戦略として，Asparagos96と呼ばれる並列処理型のＧＡ１４)，
Guidedlocalsearch31)，Edgeassemblycrossoverを有した遺伝的アルゴリズム29)，タブー探索法'2)，蟻シ
ステム'1)やIterativePartialnanscription27)などがあげられる．
この種のメタ戦略では組み込む局所探索法の性能が重要であるとされる．最新のＬＫ法に関する研究とし
て文献15)があり，ＴＳｐの解法で利用可能なデータ構造に関しては文献13)を参照されたい．更に注目すべき
最新の研究報告として，Applegate,Cook,Rohe7)による，ＴＳＰに対するChainedLin-Kernighan法と呼ば
れるILSがある．現在，ＴＳＰのベンチマーク問題を集めたTSPLIB3o)において，最適解の保証がなされた
最大規模のＴＳＰは，13,509都市の問題例(usal3509tsp)6)までであるが，ＬＫ法を有するApplegateらの
ILSは，最大25,000,000都市（2500万都市）のＴＳＰに対しても適用可能であると共に，６４ビットのIBM
RS6000ワークステーション（300ＭＨｚＰｅｎｔｉｕｍｌｌワークステーションよりも約１．２倍程度高性能である）
を用いて，その問題例の最適解値とされる期待値から１％以内の解を２４ＣＰＵ時間内（約０３％の解は約８日
のＣＰＵ時間）で求められ得ることが報告された．この結果は，長い歴史を持つＴＳＰの近似解法研究の中
では最高峰の結果であると言える．なお，2000年６月から，，.S､Johnson，LMcGeoch，Ｆ､Ｇ１over，O
Regoが組織委員となり，ＴＳＰを題材とした第８回DIMACSImplementationChallengeが行われている．
詳細については,'9)を参照されたい．
4.グラフ分割問題
上述のＴＳＰと並び，多くの研究がなされてきた組合せ最適化問題として，グラフ分割問題(graphpar‐
titioningproblem,GPP)がある．ＧＰＰとは，無向グラフＧ＝(ⅨＥ）（Ｖ＝{u,,U2,…川}：頂点の集合，
Ｅ＝{e,,e2,…,em}:枝の集合)が与えられた時,頂点集合ＶをA個からなる部分集合Ｐｋ＝{C,,ｑ,…仏｝
に分割し，各部分集合に跨る枝数の和を最小にする問題である．但し，各部分集合に含まれる頂点は互い
に素（ｃ１ｕｑｕ…ｃルーｖ，ｏ,ｎｑｎ…ｃルーの）とすると共に，各部分集合に含まれる頂点の数
'○,|＝|のl…|Ｃｌ,|を等しく（または，ほぼ等しく）するという制約を満たさなければならない．なお，分
割数ルを２とする分割Ｐ２の問題は，グラフ２分割問題(graphbi-partitioningproblem,ＧＢP)と呼ばれる．
ＧＰＰ及びＧＢＰは，ＶＬＳＩレイアウト，ネットワーク分割，並列計算，プロセッサースケジューリング；画
像処理やパターン認識などの多くの応用を有する32)．
ＧＢＰに対する厳密解法の研究は，分枝限定法が主に行われており，約100個の頂点からなるグラフ程度
までの報告がある42)．また，semidefiniteprogramming等を組合せたcuttingplaneをベースにする分枝限
定法では，130頂点程度の問題例に対して報告がなされた38)．このような状況から，更に大規模なＧＢｐに
対しては，高品質な近似解を求めるためのメタ戦略にもとづく多くの解法が提案されている．それらの多く
は，ＴＳＰ同様，局所探索法を拡張したものが多く，そのような局所探索法として，Kernighan-Linの方法
(ＫＬ法)４０)やFiducciaMattheysesの方法(ＦＭ法)36)が良く知られている．ＫＬ法は，ある実行可能な解が
与えられた時，各部分集合に跨る枝数の和（cutsize）を最も少なくするような（または，一時的にはcut
sizeが最も増加しないような），二つの頂点を各部分集合から－点ずつ選び，それらのスワップ操作を，タ
ブー探索法的な探索の限定を加えると共に繰り返すものである．ＦＭ法も類似したアイデアにもとづくが，
選ばれる頂点は一つとなる．これに加えてＦＭ法では，効率的な探索を実現可能とするデータ構造が利用
されている．ＫＬ法では，各繰返し過程においてＯ(|El1oglEl)時間を費やしていたのに対して，ＦＭ法で
は，それを用いることによりｏ(|Ｅ|)時間に短縮できることが知られている．今日の多くのメタ戦略では，
そのデータ構造（その他のものも多々提案されている）を用いてアルゴリズムの実装がなされている．
ＧＢｐに対する代表的なメタ戦略として，アニーリング法37)，遺伝的局所探索法34,42,44,41)，タブー探索
法33,35)，MartinらのILS24)などがある．ＫｉｍとMoon41)は，文献34)で開発されたＫＬ法ベースの高性能
な局所探索法を組み込んだ遺伝的局所探索法により，平均的に高品質な解を比較的短時間に算出可能である
ことを報告した．また，分割数ｈを２以上とするＧＰＰに対してもそのようなメタ戦略が存在する．例えば，
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文献39)では，METIS43)をベースにしたアルゴリズムを用いて，かなり大規模な問題例をも扱っている.
5.二次割当問題
二次割当問題(quadraticassignmentproblem,ＱAP)とは，、×、の二つの行列Ａ＝(αｶﾞ）とＢ＝(bij）
が与えられた時，次の目的関数
河〃
ノ(術)＝ＺＺｑｉｊｂ論(`)爾(j） （４）
ｉ＝１ｊ＝１
を最大化する１１頂列7Tを求める問題である．なお，ｎはfacility及びlocationの数，qijはlocationjとlocation
jの間の距離，ｂ虎lはfacilityハからfacilitylへの原料の流れ，７Tは長さ、の順列である．
ＱＡＰは，上述のＴＳＰやＧＰＰのスペシャルケースとして知られており，多くの応用を有する問題である．
例えば，電気回路でのbackboardwiringやタイプライター等のキーボード設計，病院建築や大学等での建
築場所の決定及び工学設計などが知られ，最近では生物学でのＱＡＰの応用も行われている．
ＱＡｐに対しては，数多くのメタ戦略が報告されている．これらのメタ戦略については，文献46)に最新
のものが参照されている．ＱＡＰもＴＳＰ同様，QAPLIB45)と呼ばれるベンチマーク問題を集めたライブラ
リーが準備されている．Ｍｅｒｚらは，QAPLIBから取得可能な、＝19～256の１６問題例に対して今までに良
好な結果を報告した５つの高性能な解法（RobustlnbuSearch,ReactivelnbuSearch,FastAntColony，
SimulatedAnnealing,Min-MaxAntSystem）とＭｅｒｚらの提案するMemeticAlgorithm（ＭＡ，本質的に
は遺伝的局所探索法と同じもの）との比較を数値実験により実施した．その結果，ＭＡは他の解法よりも良
好な解を算出できることが示された．このＭＡは，ＱＡＰの地形解析により，その地形を巧く利用できるよ
うな交叉操作が加えられている．また，地形が構造化されていないような問題例を解く場合には，そのよう
な交叉ベースのＭＡよりも突然変異ベースのＭＡの方が良好な結果を算出できることが報告された．
6．フローショツプスケジューリング問題
スケジューリング問題には多くの種類があるが，ここでは，総作業時間最小・順列型のフローショップス
ケジューリング問題(permutationflow-shopschedulingproblem,PFSP)を取り上げる．通常，ｐＦＳｐは
､/ｍ/P/ChzQ懇と表現される．ここで，ｎは仕事数，ｍは機械数であり，ｎ個の仕事J1,…,Jhは、台の機
械Ｍ１,…,Mh2上で仕事によらず同一の順序で処理される．各仕事の各機械上での処理は作業と呼ばれ，各
機械は一度に高々一つの仕事を中断することなしに，定めされた処理時間をかけて処理する．記号Ｐは各
機械が各仕事を処理する順序が機械によらないことを表し，その場合に完成されたスケジュールはｎ個の
仕事の順列によって一意的に表される．ＰＦＳＰの目的は，すべての仕事を処理するために必要となる時間
(総作業時間,makespan）を最小化することである．これを記号Ｃｍｑ麺で表す．
ＦＳＰに対しても多くのメタ戦略が報告されている．その中で最も注目するべきものは，YmnadaとReeves
の遺伝的局所探索法である48,47)．彼らは，ｐＦＳｐの地形を解析し，探索空間に大谷構造8,9)が発現するこ
とを明らかにした．この大谷構造を巧みに利用するための交叉法を開発し，遺伝的局所探索内に組み込ん
だ．それによって，効率的に良好な探索点に到達可能であることが示され，構造化された地形を利用する解
法の有効性を報告した．彼らの解法の重要事項は，遺伝的局所探索法で保持される集団内の比較的良好な
解の内，その二つの解の間を巧みにたどることで，その両者の間に更に良好な解が存在することを明らか
にしたことと，それをＰＦＳＰに対して達成可能とする巧妙な交叉法を開発したことである．この交叉法は，
PathRelinking3)の－種と見なすことができる．このような観点から，他の解法で利用されていた操作をそ
れとは異なる解法の内部で巧く利用し，良好な結果を算出できることは，各メタ戦略の枠に補われないメ
タ戦略自身の柔軟な魅力の一つとも言える．
他のスケジューリング問題として，ＰＦＳＰを更に難しくした，ジョブショップスケジューリング問題が良
く知られており，その問題おいても大谷構造が存在するかどうか非常に興味深い．
7.多次元ナップザック問題
多次元ナップザック問題(multidimensionalknapsackproblem,MKP)は，αが,Cjとb`(j＝１，…,ｍ,ノー
1,…,、)が与えられた時，次の目的関数
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Zcjzj，
ノー１
TD
Z｡`jz,≦64,i＝1,…,m，
j＝１
zjE{0,1},ｊ＝1,…,〃
(5)lｎａＸ１ＴｎｌＳｅ
(6)
(7)
subjectto
を最大化する解勿を求める問題（0-1整数計画問題）である．
qdj,ｃｊとＬは非負であり，式(6)のQdjzj≦６．は"ナップザック制約，，と呼ばれる．式(6)と式(7)を満
足する長さ、の0-1の解勿が実行可能解となる．ＭＫＰは，capitalbudgetingandresourceallocationの
分野における重要な応用を持つ．例として，分散コンピュータでのデータベースやallocatingprocessors，
projectselectionandcargoloading，カッティングストックなどの問題があげられる．ＭＫＰは,NP-困難
であるが，ｍ＝１の問題では，、が数千変数程度の問題規模であれば，最適解が効率的に得られることが
知られている49)．しかしながら，ｍが大きな場合では，効率的に最適解を導き得る厳密解法は存在しない．
従って，多くの近似解法が、＞１以上のＭＫＰに対して提案されてきた．
ＭＫＰに対する近似解法の研究は，1960年代から始まっている．今もなお良く知られる古典的な解法とし
て，SenjuとIbyodap6)やLoulouとMichaelidesの貧欲的な解法61)がある．1980年代に入り，Senju-Tbyoda
の解法を拡張したものとしてMagazine-Oguzの近似解法62)も良く知られている．また，Pirkul63)は，Tuiを
制約iに対する代理乗数(surrogatemultiplier)とし，Ｃｊ/四二,ｕＷから得られる情報を用いてナップザッ
ク制約を満足する良質の実行可能解を見つける近似解法を提案した．その他の研究として文献53,54,55,59,67）
などがある．1980年代後半から，多くのメタ戦略が提案されてきた52,56,58,59,60,51,64,65)．特に注目すべ
き研究は，ＣｈｕとBeasleyによる遺伝的アルゴリズム51)である．彼らは，古典的なＭＫＰの問題例や５００
変数までの新しいベンチマーク問題例をORLIB5o)から取得可能とし，500変数規模の問題例までに対して
効率的に良質な近似解が得られることを示した．なお，Glover57)によると，彼らのグループでは、＝2500,
ｍ＝100となる大規模な問題例に対してタブー探索法などのメタ戦略を検討しているようである．
8.集合被覆問題
集合被覆問題(setcoveringproblem,SCP)とは，αが,cj(j＝１，…,ｍ,ｊ＝１，…,､)が与えられた時，次
の目的関数
九
minimizeZCj函,， （８）
ｊ＝１
九
subjecttoZ“j三1,j＝1,…,m， （９）
ｊ＝１
ｍｊＥ{0,1},ｊ＝1,…,､． （10）
を最小化する解勿を求める問題である．
このＳＣＰの目的関数式や制約式を変更することにより他の最適化問題となる．例えば，式(8)のcjを取
り除くことで,UnicostのSCPとなり，式(9)の制約を更に強めたZﾘｰﾙzj＝１とすることで,SCPは
集合分割問題(setpartitioningproblem)となる．この種の変形問題も含め，ＳＣＰは上述のＭＫＰと同様に，
さまざまな応用例が存在するが，最も良く知られたものとして，飛行機や電車などのCrewSchedulingが
あげられる．そのため，多くの厳密解法68,69)や近似解法70,74)，遺伝的アルゴリズム72)などが提案されて
きた．最近，特に注目された近似解法として，Caprara,FischettiandTbthによるLagrangian-based解
法73)があり，ｍ＝5,000,,＝1,000,000までの問題例までに対して極めて良好な結果が報告された．なお，
UnicostのＳＣＰに対しては，Grossomanら75)による幾つかの近似解法の比較研究がある．また，Marchiori
ら76)は貧欲法をベースにした反復解法を提案し，文献75)で報告された既知の最良解を上回る良好な結果を
得た．ＳＣＰに対しては，メタ戦略に属する解法の報告は比較的少なく，今後，より大規模な問題例に対す
るメタ戦略に関して検討する余地が残る最適化問題の一つであると考えられる．
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9.バイナリー二次計画問題
バイナリー二次計画問題(unconstrainedbinaryquadraticprogrammingproblem,BQP)とは，、×、の
対称行列Ｑ＝(9が)が与えられた時，次の目的関数
ね冗
加)＝z`Qz＝ＺＺ９柳j,zに{0,1}v`＝1,…川 （11）
ｉ＝１ノー１
を最大化する解勿を求める問題である．
ＢＱＰは，ＣＡＤ問題，マシンスケジューリング問題,capitalbudgetingandfinancialanalysis問題,traHic
messagemanagement問題，分子構造問題などの多くの応用例を有し，更にさまざまな組合せ最適化問題
と同等であることが知られている．そのような組合せ最適化問題として，最大カット問題，最大クリーク問
題，最大頂点パッキング問題，最小頂点被覆問題，最大独立集合問題などがある78)．
1998年のFG1overらが行ったＢＱＰに対するタブー探索法79)の発表以来，ＢＱＰに対するメタ戦略の研
究が盛んになってきた78,82,77)．従って，ＢＱｐに対するメタ戦略の研究は比較的浅く，まだ始まったばか
りである．しかしながら，Ｍｅｒｚらの研究グループやKatayamaらのグループによって，ＢＱＰに対するメ
タ戦略の急速な発展が見られた．以下では，主にそれらの発展事項について述べる．
Merzらは，1999年の遺伝的・進化的計算に関する国際会議(GECCO)で，ＢＱＰに対する遺伝的アルゴ
リズムの発表83)を行った．そこでは，2500変数の問題例までの大規模なＢＱＰを対象に新しい最良解の算出
に成功した．その後，Katayamaらは，高性能なアニーリング法8o)を開発し，Ｍｅｒｚらの得た最良解値を更
に上回る解が極めて短時間に算出可能であることを報告した．更にKatayama,nni,Narihisa81)は，２０００
年のGECＣＯで，ＢＱＰに対して過去に報告されたメタ戦略を大幅に上回る極めて高性能な遺伝的局所探索
法(GLS)を発表した．そのGLSは，局所探索の過程で，ＴＳＰやＧＢＰに対して提案されていたＬＫ法また
はＫＬ法のアイデアを用いており，Ｍｅｒｚらの開発したもの84)よりもかなり強力である．これに加えてその
GLSでは，ＢＱＰの地形及びその特徴を考慮に入れており，Katayamaらのアニーリング法により既に得ら
れていた，既知の最良解を高い頻度で算出可能とするものであった．ＢＱＰに対する以上の高性能なメタ戦
略の開発は，今後のＢＱＰに対する研究及びＢＱＰに強く関連する多くの組合せ最適化問題に対して重要な
指針を与えたと考えられる．
１０考察
メタ戦略は，さまざまな最適化問題に適用可能な枠組みとして捉えることができる．無論，メタ戦略の多
くは，さまざまな探索操作の融合によって成り立つので，各最適化問題に対してうまく働くような工夫を各
操作に対して巧みに加えることはメタ戦略開発者の自由とされている．以上を踏まえ，上述の各サーベイ
を通し，メタ戦略の範晴に属する解法に共通する事項について考える．
その共通事項して重要なことは，問題固有の特徴を利用する探索操作をメタ戦略内に取り入れることで
ある．その－つとして，問題の探索空間内の地形を利用することがあげられる．このようなad-hocアルゴ
リズムこそが，各最適化問題に対して良好な結果をもたらすメタ戦略となり得ると考えられ，今後，高性
能なメタ戦略開発の主要な－テーマとして興味深い．最後に，WOlpertとMacready85)は,「NoHeeLunch
TheoremsfbrOptimization」と言う論文を発表し，注目された．この論文から言えることは，対象とする
最適化問題のその特徴をうまく利用する解法がその問題に対して最も適した解法であることを指している．
11．むすび
本論文では，さまざまな最適化問題を取り上げ，近年良好な結果を示したメタ戦略の範囑に属する解法
についてサーベイした．これらのメタ戦略に共通する事項は，問題の特徴を利用する探索操作を有するこ
とであると考えられ，その－つとして問題の探索空間内の地形を利用することがあげられる．このような
ad-hocアルゴリズムは，現在のところ，良く知られた幾つかの最適化問題に対して良好な結果をもたらす
解法となっている．しかしながら，そのような特徴を考慮に入れたメタ戦略は，数多く存在する困難な最適
化問題のごく一部に対してでしか検討されていないのが現状である．このような状況を考慮すると，今後，
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多く存在する他の最適化問題の個々に適した解法が開発され，更に高性能なメタ戦略が誕生する可能性は
決して低くないと考えられる．
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Metaheuristicsareconsideredtobeanewalgorithmicparadigmtoobtainverygoodsolutionswithin
reasonablecomputationtimesfbrdiflicultoptimizationproblems・Inthissurvey,webrieHyreviewrecent
metaheuristicsfbrsevenoptimizationprobleｍｓ:theTravelingSalesman,GraphPartitioning,Quadratic
Assignment,Flow-shopScheduling,MultidimensionalKnapsack,SetCovering,andBinaryQuadratic
Programmingproblems,ｗｈｉｃｈａｒｅｋｎｏｗｎｔｏｂｅＮＰ－ｈａｒｄｐｒｏｂｌems・Foreachproblem,themostefIbctive
metalleuristicsthatobtainedverygoodresultsareintroduced・Wealsodescribecommonfeaturesof
themetaheuristicsandpromisingperspectivesonadesignofhighperfbrmancemetaheuristicsfbrfUture
research．
