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Abstract
In this thesis, sparse logistic regression models are applied in a set of
real world machine learning applications. The studied cases include
supervised image segmentation, cancer diagnosis, and MEG data clas-
sification. Image segmentation is applied both in component detection
in inkjet printed electronics manufacturing and in cell detection from
microscope images. The results indicate that a simple linear classifi-
cation method such as logistic regression often outperforms more so-
phisticated methods. Further, it is shown that the interpretability of
the linear model offers great advantage in many applications. Model
validation and automatic feature selection by means of `1 regularized
parameter estimation have a significant role in this thesis. It is shown
that a combination of a careful model assessment scheme and auto-
matic feature selection by means of logistic regression model and coef-
ficient regularization create a powerful, yet simple and practical, tool
chain for applications of supervised learning and classification.
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Chapter 1
Introduction
Humans possess a remarkable talent in using their senses to recog-
nize patterns from the signals emitted from their surrounding world.
The way we understand spoken language or written text, recognize
people by their faces or the sound of their voice, or distinguish between
chopped peach and squash merely by their taste is a result of our highly
developed neural system and cognitive skills.
In today’s modern world, there is a demand for building machines
that can make similar decisions as humans can. In many fields, we
have succeeded quite well. There exists an automated face recognition
system in our pocket camera, there is a license plate recognition system
in the car park automatically, without human supervision, reading the
characters in the license plate shown in the surveillance camera image,
our email client knows how to separate between spam and other mail
and learns from its mistakes, our cell phones can automatically detect
which song is playing on the background during a noisy evening in a
night club, and so on.
For a human, a specific pattern recognition task may seem trivial.
However, getting a machine to repeat the same thing can be extremely
difficult. Several decades of scientific research and effort have been put
in fields such as artificial intelligence, machine learning, and statisti-
cal pattern recognition in order to come up with computational models
that can make decisions similar to what humans can. In this thesis,
this same line of research is continued on a specific area of proba-
bilistic classification, i.e., automatic determination of the probability
of a particular event occurring (such as does the patient have cancer
or not) given some set of input data (such as the patient’s blood sam-
ple). Depending whether there are two or more possible outcomes or
classes, the classification problem can be either binary or multiclass. In
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some application areas such as document classification, the classified
instances may belong to several classes at the same time (multi-label
classification [1]). In this thesis, we focus on single-label problems only.
Input 
data
Preprocessing
Feature 
extraction
Classification
Output 
class
Figure 1.1: General processing pipeline in a classification problem.
Figure 1.1 shows a general processing pipeline of a computational
model, i.e., a classifier that tries to figure out the type of the output
class given some input data. Following the example in the book by
Duda et al. [2], the input data can for example be an image of a fish
on a conveyor belt while the output would tell whether the fish in the
image is a salmon or a sea bass. The three main stages in the general
classification pipeline are given below.
• Preprocessing. Process the given input data such that it is suit-
able for further usage. In the fish example, this could mean filter-
ing the image in order to reduce noise and adjusting the bright-
ness and contrast of the image in order to take account changes
in the imaging environment.
• Feature extraction. Further process the input data in order
to derive a set of features suitable for recognition of the target
classes. For recognizing a salmon from a sea bass, the features are
extracted from the camera image by means of automatic image
analysis. They can include, e.g., the length and brightness of the
fish and the number and shape of the fins it has.
• Classification. Use a computational model to map the set of
features into a decision about the class. There are a vast number
of different methods for making the classification rule. One of
these is logistic regression, which is the topic in this thesis.
In this thesis, the focus is on the last part of the above pipeline, i.e.,
in classification. Specifically, we are studying a probabilistic classifica-
tion model called logistic regression. The structure of the rest of this
chapter is such that, in Section 1.1, a brief introduction to machine
learning and pattern recognition, especially to the concepts of super-
vised learning and overfitting, is given. The basics of linear classifica-
tion including logistic regression are reviewed in Section 1.2. A proper
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mathematical foundation and methods for parameter estimation, i.e.,
training the model, are given later in the thesis. Finally, in Sections 1.3
and 1.4, the scientific objectives of the thesis and the outline into the
structure of the rest of the thesis are given, respectively.
1.1 Machine Learning and Pattern
Recognition
Machine learning can be categorized as a subfield of artificial intel-
ligence that focuses on developing intelligent machines and software.
The core of machine learning is in developing and studying software al-
gorithms and models that enable computers to learn through experience
without explicit programming as defined in 1959 by Arthur Samuel,
the developer of a checkers playing game declared as the world’s first
self-learning computer program [3].
Pattern recognition methods, especially the supervised learning al-
gorithms, play an essential part in machine learning. The aim in su-
pervised learning is to find a mapping F between the input features
organized as a vector x ∈ Rd and the output, which can either be con-
tinuous y ∈ R (prediction or regression problems) or categorical c ∈ Z+
(classification problems) [4]. The application cases in Chapter 4 of this
thesis are all classification problems, i.e, the output of the classifica-
tion model is a positive integer denoting the class label of the classified
input feature vector.
In a supervised classification problem, the parameters of the classi-
fication model are learned from a set of N training samples consisting
of feature vectors xi and the corresponding class labels ci, i = 1, . . . , N .
The most important issue in the training process is that the resulting
classifier should be able to perform well in classifying the samples but
also generalize on unseen data. It is easy to achieve a good classifi-
cation performance on the training data without the classifier being
able to generalize on new data. This phenomenon is called overfitting
and it is a common problem in supervised learning. Generally speak-
ing, several sources of uncertainty make it extremely hard to design a
good classifier and make critical judgements about different classifica-
tion methods compared to others. Even the state-of-the-art scientific
results can become misleading if care is not taken in conducting new
research on the field [5].
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Figure 1.2: An example of overfitting a set of training data that has
binary class labels. A one-nearest-neighbor classifier perfectly classi-
fies the training data (a) while giving significantly higher error rates
with independent test data (b) when compared to the Bayes optimal
classifier (c,d).
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Overfitting has been demonstrated in Figure 1.2 by using a toy ex-
ample. Blue and red dots represent some 2-d training data that has
been randomly generated from two Gaussian distributions with dif-
ferent means. The background color shows the corresponding decision
areas as learned by a one-nearest-neighbor classifier (Figure 1.2a) or as
given by an optimal Bayes classifier knowing the underlying data dis-
tributions (Figure 1.2c). The nearest neighbor classifier always results
in a perfect training performance. However, bad generalizability can
be expected, as noticed when comparing against the optimal classifier.
Indeed, by drawing new samples independent of the training samples,
the misclassification error of the nearest neighbor classifier gets sig-
nificantly higher compared to the optimal classifier (Figures 1.2b and
1.2d).
1.2 Introduction to Linear Classification
One of the simplest classification models is the linear model, which
assigns a binary class label cˆ ∈ {1, 2} to the classified sample according
to a score value given by the linear combination of the set of d features
x ∈ Rd and a bias term such that
cˆ =
{
1, if β0 + βTx < 0
2, otherwise , (1.1)
where θ =
(
β0,β
T
)T are the model parameters [2, Chap. 5]. The lin-
ear model is easily extended to the multiclass case as shown later in
Section 2.2.
Linear models are convenient because they are easy to interpret and
their behaviour is widely studied. Linear models have planar decision
boundaries like the line shown in the 2-d binary classification case in
Figure 1.2c. In multiclass cases, the decision boundaries are piecewise
planar honeycomb-like structures.
Popular linear classification methods include linear discriminant
analysis (LDA) [6], support vector machines (SVM) [7] with linear ker-
nels, and, the topic of this thesis, logistic regression. While all these
methods share the same linear classification model in Equation 1.1,
they are different in how the model parameters θ are learned from the
training data. In addition, there can be a difference in how the con-
tinuous score value β0 + βTx is interpreted. In LDA, for example, the
model parameters are learned by assuming the data to be normally
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distributed and then maximizing the class separation, while, in SVM,
decision boundaries are formed by maximizing the margin between the
classes. In logistic regression, the parameters are estimated such that
the posterior probability of the model given the training data is max-
imized. When comparing logistic regression and LDA, logistic regres-
sion makes fewer assumptions about the features and is considered
more robust. The topic has been considered, e.g., by Press and Wil-
son [8] in the 70’s. There is also a section about choosing between lo-
gistic regression and LDA in Hastie’s book [9, Sec. 4.4.5].
−5 0 50
0.5
1
t
P
(t
)
Figure 1.3: The logistic function.
As the first step towards understanding the basics of the logistic
regression classifier, let’s start by reviewing the logistic function
P (t) =
1
1 + exp(−t) (1.2)
and its graph in Figure 1.3. The idea of the logistic regression model is
to use the logistic function to map the linear combination of the set of
d features x ∈ Rd into an estimate of the probability that x belongs to
the cth class. Thus, logistic regression is a form of probabilistic classifi-
cation. This has been illustrated by the diagram in Figure 1.4.
The logistic regression model is a special case of a feedforward neu-
ral network [10] with a single neuron. The lack of hidden neuron layers
in the network makes logistic regression a linear classifier unlike neu-
ral networks in general. If seen as an extension of linear regression
with a logistic link function, logistic regression belongs to the family of
generalized linear models (GLM) [11]. The logistic function allows the
6
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P( )
Figure 1.4: The two-class logistic regression model is a generalized lin-
ear model with a logistic link function P . It is also equivalent with a
feedforward neural network with a single neuron.
modeling of binomially distributed response variables instead of Gaus-
sians like in ordinary linear regression. Other link functions in place
of the logistic function can be used for modeling different response dis-
tributions, e.g., exponential or Poisson distributions.
From the viewpoint of probabilistic classification, logistic regression
is a form of probabilistic discriminative modeling [12], where the model
directly estimates the probability p(c|x)1 of a certain class c given the
data x. In an alternative method of generative modeling [12], both
class-conditional probability distributions p(x|c) and the priors p(c) are
modeled separately. After this, Bayes’ theorem is applied in order to
find the posterior class probabilities for making the decision:
p(c|x) ∝ p(c)p(x|c). (1.3)
A typical example of a generative model is the naïve Bayes classifier,
which assumes the features to be conditionally independent given the
class labels. In this case, the Bayes’ rule can be written as
p(c|x) ∝ p(c)
d∏
i=1
p(xi|c). (1.4)
The benefit compared to Equation 1.3 is that the class conditional prob-
ability distributions are now one-dimensional and can easily be mod-
eled, e.g., by fitting Gaussian distributions. Common ways to model the
1In this thesis, notation p(c|x) is used interchangeably, depending on the context,
with notation P (C = c |X = x) for denoting the conditional probability of the realiza-
tion c of the random variable C given that the random variable X has value x.
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prior distribution p(c) is to assume uniform class probabilities or to use
the training data to estimate the ratio between different class labels.
It is a widely discussed topic whether discriminative or generative
models should be preferred in general [13, 14, 15, 16, 17, 12]. Gener-
ative models are versatile and can be used, e.g., for sampling of new
(x, c) pairs [12]. Also, because generative models model the complete
joint distribution, handling partially missing data is more intuitive
compared to discriminative models. In a typical classification problem,
however, discriminative models are generally considered more prac-
tical over the generative models. Typically, there are fewer parame-
ters to estimate and model errors become less significant [4, Sec. 4.3].
In most practical applications of supervised learning such as those in
Chapter 4, features like sampling are not needed and only the clas-
sification performance matters. In these applications, discriminative
models such as logistic regression are justified and likely to give better
results compared to generative models.
1.3 Objectives
The objective of this thesis is to show the versatility and practicality
as well as study the limitations of a simple linear logistic regression
model combined with sparsity promoting coefficient regularization that
works as an automated feature selector embedded in the parameter
estimation procedure. This is done in an application oriented manner
in real machine learning applications.
In this thesis, the simplicity of the linear model is emphasized over
more complex classifiers. The usefulness of the interpretability of the
linear model coefficients is stressed in several application cases. Fur-
ther, a simple model structure helps to avoid overfitting, which is an
extremely important aspect to be taken into account when well per-
forming and generalizable classifiers are desired, which is usually the
case. Another important objective of this thesis is to discuss overfitting
avoidance by means of proper model validation and automatic param-
eter selection in Section 3.2.
Specific claims in this thesis include:
• A comprehensively engineered initial feature set combined with
automatic feature selection and a linear classification model out-
performs other methods in several selected application fields in-
volving supervised classification.
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• Logistic regression with sparsity promoting coefficient estimation
can be used for combining feature selection and classifier train-
ing. The benefit is that the feature set gets optimized for the spe-
cific model resulting in improved performance compared to other
state-of-the-art methods in several selected application fields.
• Combining feature selection and coefficient estimation also re-
duces the computational load because no explicit feature selec-
tion algorithms are required. This improvement can be crucial in
applications requiring short response times.
• Due to the simplicity of the model, the model coefficients are eas-
ily interpretable bringing extra knowledge, which is useful in sev-
eral selected application cases.
• Iteratively improving a classification model by means of subse-
quent cross-validation may lead to overly optimistic results and
should be avoided when possible.
Support for the above claims are given by means of the results obtained
in the application cases of Section 4. Majority of these results are based
on those presented in peer-reviewed publications listed in Section 1.5.
The last item in the above list is related to parameter selection but can
also be consider in a more general context as discussed in Section 3.2.
1.4 Outline
The rest of this thesis is organized as follows: First, in Chapter 2, the
logistic regression model and the basics of sparse coefficient estima-
tion are reviewed. Next, Chapter 3 focuses on how to measure the
performance of a pre-trained classification model (Section 3.1) and how
to do model validation, parameter selection, and to avoid overfitting
(Section 3.2). The most of the scientific results of this thesis are pre-
sented in Chapter 4 that introduces and gives the results on applying
the sparse logistic regression classifier in several different application
fields. Finally, in Chapter 5, some concluding remarks are given.
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1.5 Publications and Author’s
Contribution
Most of the results in this thesis are based on the author’s first-author
publications [18, 19] and the co-authored publications [20, 21, 22, 23].
No other dissertation is based on these publications. Author’s contri-
bution to each of the publications is the following.
In [18], the author is the responsible author for the design, imple-
mentation, and validation of the prediction model as well as running
the experiments. Prof. Matti Nykter gave insights into the application
field and provided text for the introductory part. Assoc. Prof. Heikki
Huttunen provided parts of the text, especially in the discussion part,
and participated in the design of the experiments. Dr. Tech. Pekka
Ruusuvuori contributed in the preprocessing of the data, conducted the
gating experiments, and provided parts of the text in the material sec-
tion. The results related to [18] are presented in Section 4.3.
The author is the main contributor of the design, implementation,
experimentation, and writing of [19], which provides the background
and the baseline method for object detection in inkjet printed electron-
ics manufacturing covered in Section 4.2. The other contributors are
Ville Pekkanen who was responsible for operating the printer in the
practical experiments, Kalle Rutanen and Pekka Ruusuvuori who par-
ticipated in the design of the algorithms, Risto Rönkkä who partici-
pated in the design of the experiements and provided text for the intro-
ductory part, and Heikki Huttunen who participated both in the design
of algorithms and experiments, especially by providing the general idea
of the connection pad detection pipeline.
A new approach for object detection involving logistic regression
segmentation is given in [20], where the author has contributed in the
design, implementation, and data collection of the experiments as well
as in providing text for the logistic regression classification part. In ad-
dition to the printed electronics case, the image segmentation frame-
work introduced in [20] is utilized in the cell segmentation case in Sec-
tion 4.1.2.
In [21] and [22], the author has provided parts of the text and al-
gorithm implementation, and contributed into the model validation
and design of experiments. Majority of the scientific input has been
provided by Heikki Huttunen, while Jukka-Pekka Kauppi and Jussi
Tohka have mainly contributed into the issues and text concerning the
application field. In [22], the author has designed and implemented
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the experiments for illustration of the wrong and right ways to apply
cross-validation as also discussed in Section 3.2.4. The actual applica-
tion case of [22] is given in Section 4.4.
Finally, in [23], the author was responsible for producing part of the
result figures for the experiments. In addition, he participated in the
design of experiments. The topic of using Bayesian error estimation
in selection of the logistic regression model and the related results are
discussed in Section 3.2.3.
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Chapter 2
Logistic Regression
Classification and Sparse
Parameter Estimation
In the following sections, first, a brief introduction into some historical
aspects of logistic regression classification is given in Section 2.1. Next,
a definition of the logistic regression model is given for both binary and
multiclass cases in Section 2.2. Finally, in Section 2.3, methods for pa-
rameter estimation, i.e., ways for training the model by using training
data, are given. The theory of logistic regression classification is more
extensively presented, e.g., in the book by Hastie et al. [9, Sec. 4.4].
2.1 Background
Logistic regression is a well established classification method taught
to students on a basic university statistics course. The logistic func-
tion given in Equation 1.2 in Section 1.2 dates back to the 19th century
when a Belgian mathematician Pierre François Verhulst first used it
for modeling the growth of human population after realizing that the
conventional exponential model would eventually lead into impossibly
large values [24].
Since its first introduction, the logistic function has been used in
several applications related to exponential growth limited, e.g., by the
amount of available resources. Pioneering studies using the logistic
function include modeling of the population growth, modeling product
concentrations in autocatalytic chemical reactions, and modeling death
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rate as a function of drug dosage. It has since been used for various
tasks in economics, epidemiology, and social sciences, for instance. [24]
The employment of the logistic function in applications of logistic
regression classification emerged during the advent of the computer
era in the 70’s. Similar to that with the logistic function, pioneering
applications came from fields such as medical, economics, and social
sciences. Daniel McFadden earned the Nobel Prize in Economical Sci-
ences in 2000 from his work in developing the theory of discrete choice
modeling. A great deal of the theory in choice modeling owes to the
multinomial logistic regression model. [24]
More recent advances in logistic regression classification are related
to coefficient regularization [25, 26, 27, 28]. Via regularization, one can
handle issues often present in practical machine learning problems
such as small sample size, high sample dimensionality, and redun-
dancy between features. Especially sparsity promoting regularization
has proven useful in practical machine learning applications, which
makes it an interesting tool in the context of this thesis. With ”sparse”
we mean some of the parameter estimates being equal to zero. This
results in a logistic regression model, where only a subset of the initial
features are chosen into the model. Such an elegantly combined fea-
ture selection and classification frees us from using traditional explicit
feature selection methods that are often time consuming and do not
necessarily result in good predictive power.
2.2 Logistic Regression Model
Like mentioned in Section 1.2, logistic regression uses the logistic func-
tion in Equation 1.2 to model the probability of the occurrence of an
event. In a binary classification problem, the probability of class one
given the d-dimensional feature vector x ∈ Rd is modeled as
p(C = 1 |X = x) = 1
1 + exp
(− (β0 + βTx)) = exp
(
β0 + β
Tx
)
1 + exp
(
β0 + β
Tx
) , (2.1)
where β0 ∈ R and β ∈ Rd are the model parameters, collectively de-
noted by the parameter vector θ =
(
β0,β
T
)T .
The generalization of the logistic regression model into multinomial
case for classes c = 1, . . . , K is achieved by modeling the probability of
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each class separately as
p(c |x) = exp
(
βc0 + β
T
c x
)
1 +
∑K−1
k=1 exp
(
βk0 + β
T
k x
) , c = 1, . . . , K − 1,
p(K |x) = 1
1 +
∑K−1
k=1 exp
(
βk0 + β
T
k x
) , (2.2)
where p(c |x) is a short hand notation for p(C = c |X = x)1. There are
now (K−1)(d+1) model parameters, which we denote in a single vector
as θ =
(
β10,β
T
1 , . . . , β(K−1)0,β
T
K−1
)T . Notice that the denominator in the
model is chosen such that the probabilities p(c |x), c = 1, . . . , K, sum up
to one.
Equation 2.2 gives the traditional way of defining the multinomial
logistic regression model. An alternative and slightly more convenient
definition is given by the symmetric model that models the class prob-
abilities as
p(c |x) = exp
(
βc0 + β
T
c x
)∑K
k=1 exp
(
βk0 + β
T
k x
) , c = 1, . . . , K. (2.3)
The parameter vector is now of the form θ =
(
β10,β
T
1 , . . . , βK0,β
T
K
)T ,
i.e., there are d + 1 parameters more than in the traditional model.
This makes the symmetric model ambiguous. Indeed, adding a con-
stant value to the bias terms βk0 does not change the model. It turns
out, however, that the redundancy will not be a problem when using
constrained optimization, i.e., regularization, in estimating the model
parameters. Thus, the symmetric model is used in the experiments of
this thesis unless otherwise stated.
Regardless of whether the traditional or symmetric model is used,
the predicted class cˆ = 1, . . . , K for sample x is given by the maximum
of the class probabilities, i.e.,
cˆ = argmax
c
p(c |x). (2.4)
The above maximization problem is equivalently written as
cˆ = argmax
c
log (p(c |x)) = argmax
c
gc(x), (2.5)
i.e., as a maximization problem of the discriminant functions gc(x),
which, in the case of the traditional model, are defined as
gc(x) =
{
βc0 + β
T
c x , c 6= K
0 , c = K
(2.6)
1We use similar notation where useful in the future
14
and in the case of the symmetric model as
gc(x) = βc0 + β
T
c x. (2.7)
In other words, logistic regression has ”linear” discriminant functions
gc(x) and is, thus, a linear classifier. [29, p. 161]
2.3 Learning the Model Coefficients
As discussed earlier in Section 1.2, the difference between different
linear classifiers is in how the model coefficients θ are estimated. The
central paradigm in supervised learning is to use a set of training data
D = {xi, ci}Ni=1 having N example feature vectors and the corresponding
class labels, which are known beforehand.
There are several different ways how to estimate the parameters of
the model from the training data. With the logistic regression model,
the conventional way is to use the maximum likelihood method, which
maximizes the likelihood of the model producing the labels in the train-
ing data given the feature vectors. The theoretical core of this thesis
relies on sparsity promoting parameter estimation via regularization,
where the learning procedure is combined with a regularization that
limits the search space of the coefficient optimization problem simul-
taneously preferring solutions where many of the estimated coefficient
values become exactly zero. Mathematically convenient approach for
sparse coefficient estimation can be established with a Bayesian ap-
proach where the model coefficients are assumed to be random vari-
ables. Different types of prior distributions then produce different
types of sparse solutions.
The structure of the forthcoming sections is the following. In Sec-
tion 2.3.1, the maximum likelihood method is introduced. Applying
regularization via penalized maximum likelihood is discussed in Sec-
tion 2.3.2 and, further, from the aspect of Bayesian parameter estima-
tion, in Section 2.3.3. Basics of the Bayesian approach have also been
covered, e.g., in the book by Bishop [4, Sec. 4.5].
2.3.1 Maximum Likelihood Method
In logistic regression, the parameter estimation is usually done with
maximum likelihood (ML) that maximizes the likelihood of the training
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data D = {xi, ci}Ni=1, i.e., by maximizing the likelihood function
L(θ;D) =
N∏
i=1
p(ci|xi). (2.8)
Equivalently, one can maximize the log-likelihood function
l(θ) = logL(θ;D) =
N∑
i=1
log p(ci|xi). (2.9)
The log-likelihood function in Equation 2.9 behaves nicely from op-
timization point of view because it is concave and has analytical first
and second derivatives. Thus, a standard Newton-Raphson method can
be used for iteratively finding θ that maximizes l(θ). In the Newton-
Raphson method, a new θ(k+1) is found by updating the previous solu-
tion θ(k) as
θ(k+1) = θ(k) +H−1
(
θ(k)
)
∇l
(
θ(k)
)
. (2.10)
Above, ∇l = (∂l/∂θ1, ∂l/∂θ2, . . .)T is the gradient function and H is the
Hessian, i.e., a matrix with elements Hij = ∂2l/∂θi∂θj.
Inverting the Hessian matrix H in Equation 2.10 can be compu-
tationally expensive. Quasi-Newton methods can be used for directly
approximating the inverse of the Hessian in an iterative manner. One
of the most used and efficient quasi-Newton algorithms uses the BFGS
(Broyden-Fletcher-Goldfarb-Shanno) update or its limited memory ver-
sion L-BFGS. [30]
Another approach is to approximate the Hessian matrix by its ex-
pectation. This allows the reformulation of the maximum likelihood
problem into a weighted least squares problem, where the weights de-
pend on θ (see details from [31]). This type of problem is then effi-
ciently solved by using the iteratively reweighted least squares (IRLS)
algorithm [32], which in each iteration solves a weighted least squares
problem and then updates the weights for the next iteration accord-
ingly. A downside in IRLS is that it requires plenty of training data in
order for the approximation of the Hessian to be accurate. As a rule of
thumb, the training data should contain at least ten times more sam-
ples per class compared to the number features [33].
2.3.2 Regularization
In many real life classification problems, we have an arbitrary set of
initial features. Some of the features can be highly redundant and
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some may not include any relevant information from the viewpoint of
the classification task. In such a case, the ML problem may become
ill-posed. Another problem occurs when the training data is linearly
separable. In this case, the log-likelihood in Equation 2.9 saturates
and any separating hyperplane will do for the ML [4, p. 206]. This
inevitably decreases the classifier’s ability to generalize.
A traditional solution for the feature redundancy problem is to in-
troduce a feature selection or dimension reduction step that tries to
only take account the relevant features or make the features uncorre-
lated or independent. However, a more sophisticated way to go is to use
sparsity promoting parameter regularization. This kind of regulariza-
tion works as an embedded feature selector simultaneously handling
the saturation problem in the case of linearly separable data.
For simplicity, let’s consider the binary classification problem where
the parameter vector of the logistic regression classifier is of the form
θ = (β0,β
T )T . The simplest sparsity promoting regularization tech-
nique defines a maximum value t ≥ 0 allowed for ||β||1 =
∑d
k=1 |βk|, i.e.,
the `1 norm of the coefficient vector β:
max
θ
{l(θ;D)} , s.t. ||β||1 ≤ t. (2.11)
Equivalently, this can be formulated in the Lagrangian form as a pe-
nalized maximum likelihood (PML) problem [9, sec. 3.4.2]:
max
θ
{l(θ)− λ||β||1} , (2.12)
where λ ≥ 0 is the regularization parameter having a one-to-one rela-
tionship with the previously used t. The additional penalty term pro-
portional to λ is also known as the LASSO (Least Absolute Shrinkage
and Selection Operator) penalty, originally developed for use in linear
regression [34] and also known as basis pursuit [35] in signal process-
ing literature. Note that in multi-class case, the more convenient sym-
metric logistic regression model in Equation 2.3 can be used instead of
the traditional one as regularization solves the model ambiguity in a
natural way [26].
The sparsity property of the LASSO penalty is visualized in Fig-
ure 2.1 by comparing against the more traditional ridge penalty [36]
that uses squared `2 norm
(
||β||2 = ∑dk=1 β2k) in place of the `1 norm in
Equation 2.12:
max
θ
{
l(θ)− λ||β||2} . (2.13)
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Figure 2.1: The contour lines show an example of the log-likelihood
function to be maximized. Regularization sets constraints to the search
space. In `2 regularization the searched area is circular, in `1 regular-
ization it is diamond shaped.
The contour lines in the image show an example of the log-likelihood
function with respect to model parameters β1 and β2 in a 2-d case. The
ML solution βML has been marked with the black plus sign. Regu-
larization sets constraints into the parameter space, which are shown
as a circular area in the case of `2 regularization and as a diamond
shaped area in the case of `1 regularization. The constrained maxi-
mization problem is to find the optimum inside these areas. The dia-
mond shaped area of the `1 penalty favors solutions that reside on one
or more of the coordinate axes. This makes some of the coefficient val-
ues equal to zero. Increasing the value of the regularization parameter
λ makes the diamond smaller and increases the number of zero coef-
ficients. In many real life problems, the feature selection property of
the LASSO penalty results in better classifier generalizability over the
ridge penalty, especially when irrelevant features are present [37].
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Sometimes it is desirable to adjust between the `2 regularization
that averages the features by jointly bringing the model coefficients
towards zero and the `1 regularization that has the feature selection
property. An efficient and practical way for achieving this is to use
elastic net regularization [28], which optimizes the log-likelihood as
max
θ
{
l(θ)− λ (α||β||1 + (1− α)||β||22)} . (2.14)
The penalization term is now a convex combination of the `1 norm and
the squared `2 norm of the coefficient vector β. The mixing parameter
α ∈ (0, 1) is used for determining the proportions between the different
types of regularizations. Setting α = 1 produces the LASSO penalty
(Equation 2.12) and setting α = 0 produces the ridge penalty (Equa-
tion 2.13).
Similar to that in the unregularized case, the IRLS algorithm can
be used for solving the regularized problems as well. However, sim-
ple and resource friendly cyclical coordinate descent methods such as
glmnet [26] and the sparse multinomial logistic regression (SMLR) al-
gorithm [38] have been proven to work fast and practically, especially
in large scale problems like text [39] and microarray data classifica-
tion [40]. Especially the glmnet algorithm proposed by Friedman et
al. [26] is versatile and fast. It can be used in the case of linear regres-
sion, binary logistic regression, as well as multiclass logistic regression
and works together with `1, `2, and elastic net penalties. The algorithm
estimates the model coefficients efficiently for complete regularization
paths with different λ values, which are needed for automatic selection
of λ, e.g., by using cross-validation or BEE (see Section 3.2 and [23]).
The computational efficiency of the glmnet algorithm is shown to out-
perform competing methods. Its time complexity in one cycle of up-
dating each coefficient estimate is O(dN) compared to O(d3 + dN) of
the IRLS algorithm and the SMLR algorithm if using `1 penalty. Un-
less otherwise stated, glmnet is used for coefficient estimation in the
applications of this thesis.
2.3.3 Bayesian Methods
In the previous section, parameters θ of the logistic regression model
were considered to be fixed but unknown. In Bayesian framework,
however, the parameters are considered random variables with some
prior distribution. In the case of logistic regression, complete Bayesian
inference is intractable [4, Sec. 4.5]. However, it is possible to find
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the maximum a posteriori (MAP) point estimate for θ and apply, e.g.,
Markov Chain Monte Carlo (MCMC) sampling if a variance estimate is
needed [41].
According to the Bayes rule, the posterior probability p(θ|D) is pro-
portional to the product of the likelihood and the prior, i.e.,
p(θ|D) = p(D|θ)p(θ)
p(D) ∝ p(D|θ)p(θ), (2.15)
where p(D|θ) = L(θ;D) is the likelihood of the data (as given in Equa-
tion 2.8), p(θ) is the prior distribution of the coefficients θ, and p(D) is
the prior distribution of the training data D.
The MAP estimator is achieved by maximizing p(θ|D). Notice, that
p(D) is independent of θ, which makes the MAP equivalent to maxi-
mizing p(D|θ)p(θ). Further, by taking a logarithm, one can see that the
MAP estimator is equivalent of the PML estimator where the penaliza-
tion term equals to the negative of the logarithm of the prior p(θ):
arg max
θ
{p(D|θ)p(θ)} = arg max
θ
{l(θ) + log p(θ)} . (2.16)
In the following, the key idea is to assume different shapes for the prior
distribution p(θ) in order to attain different types of regularization.
First, consider the case where the coefficients βk (k = 1, . . . , d) are
assumed independent and normally distributed with zero mean and
equal variance σ2, i.e.,
p(βk) =
1√
2piσ2
exp
(
− β
2
k
2σ2
)
(2.17)
⇒ p(θ) =
d∏
k=1
p(βk) =
1
(2piσ2)d/2
exp
(
−||β||
2
2σ2
)
. (2.18)
In many real life problems all the coefficients βk rarely have equal prior
variance because the corresponding features can have rather different
scales. In practice, however, this is taken care of by standardizing the
features to have zero mean and unit variance.
Now, assuming that σ2 is known, the logarithm of the prior in Equa-
tion 2.18 can be written as
log p(θ) = −||β||
2
2σ2
− d
2
log 2piσ2. (2.19)
Thus, the MAP estimator becomes equal to
arg max
θ
{l(θ) + log p(θ)} = arg max
θ
{
l(θ)− ||β||
2
2σ2
}
, (2.20)
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i.e., equivalent to the PML estimator with ridge penalty and the regu-
larization parameter equal to λ = 1/(2σ2). In other words, the more we
allow the coefficients βk to vary around zero the less we apply regular-
ization.
Further assume that the variance σ2 is not fixed but for each vari-
able it is independently distributed according to the exponential distri-
bution, i.e.,
p(σ2) =
{
r exp (−rσ2) , σ2 > 0
0 σ2 ≤ 0 , (2.21)
where r > 0 is the rate parameter. Integrating out σ2 reveals that
the prior p(θ) is now a multivariate Laplace distribution or a double
exponential
p(βk) =
∫ ∞
−∞
p(βk|σ2)p(σ2) dσ2 = λ
2
exp(−λ|βk|) (Laplace t.f.2) (2.22)
⇒ p(θ) =
d∏
k=1
p(βk) =
(
λ
2
)d
exp(−λ||β||1), (2.23)
where λ =
√
2r is now the rate parameter [43, 39, 27]. With this prior
the corresponding MAP estimator becomes equivalent to the PML esti-
mator with LASSO penalty having the regularization parameter equal
to λ. Thus, the Laplace distribution works as a sparsity promoting
prior equivalent to the `1 penalty in PML estimation.
As the next step, let’s further assume that, instead of being fixed,
also λ is a random variable. Interesting results are obtained if we as-
sume λ to be the same for each βk and to have a non-informative Jef-
freys prior p(λ) ∝ 1/λ [25]. By marginalizing Equation 2.23 over λ, the
prior probability p(θ) becomes
p(θ) =
∫ ∞
−∞
p(θ|λ)p(λ) dλ = 1
2d
∫ ∞
0
λd−1 exp(−λ||β||1) dλ
=
1
2d||β||d1
∫ ∞
0
td−1 exp(−t) dt = Γ(d)
2d||β||d1
, (2.24)
where Γ(x) =
∫∞
0
tx−1 exp(−t) dt is the gamma function [25]. In the
above integration, a change of variables (λ = t/||β||1, dλ = dt/||β||1) is
performed in order to pull out the gamma integral.
2The integral in Equation 2.22 can be carried out by noticing that, when choos-
ing s = β2k/2, prior p(βk) is equal to the Laplace transformation F (s) of function
f(t) = − r√
2pi
t−
3
2 exp
(− rt ). See [42] for details.
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As a result, there are no unknown regularization parameters in the
posterior probability p(θ|D) and the MAP estimator becomes
arg max
θ
{l(θ) + log p(θ)} = arg max
θ
{l(θ)− d log ||β||1} , (2.25)
i.e., equivalent to the PML problem with penalty term d log ||β||1.
From a practical point of view, using the prior in Equation 2.24 re-
sults in a computationally fast way for doing sparse coefficient esti-
mation. This is because there is no need for a time consuming cross-
validation step normally used for selecting the regularization parame-
ters. In addition, a possible source of selection bias by parameter tun-
ing can be avoided [44]. Cawley and Talbot [25] have shown that, in
a large scale gene selection problem, replacing the MAP estimator’s
Laplace prior with the one in Equation 2.24 reduces their computa-
tion time from two days to two minutes while the model generalization
performance is almost the same in both cases.
βk ~ N(0,σ
2)
σ2 fixed
λ fixed
σ2 ~ Exponential(λ2/2)
λ ~ Jeffreys
Prior 
p(θ)
Gaussian Laplace Γ(d)/(2||β||1)
d
Penalty
term ||β||
2/(2σ2) λ||β||1 d log||β||1
Figure 2.2: The diagram shows a hierarchy leading to three different
shapes for the prior probability p(θ) attained by different choice of the
priors of its hyper parameters.
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As a conclusion for the above introduced Bayesian priors p(θ) and
the penalty terms in the corresponding PML problems, see Figure 2.2.
Further prior models have been proposed by Caron and Doucet [45]
who introduced a general form gamma prior for σ2 that was shown
to give sparse estimates and reproduce both Laplace (Equation 2.23)
and Jeffreys (Equation 2.24) priors as special cases. They also showed
that, in linear regression, the general gamma prior gave better results
than the other sparsity promoting priors. However, two hyper param-
eters needs to be chosen by cross-validation, which makes the method
less practical compared to Laplacian prior (one parameter) and Jeffreys
prior (no parameters).
2.4 Markov Random Field Priors
In many applications involving classification, the sample points often
share some sort of dependencies, e.g., spatially or temporally. Exploit-
ing these dependencies is tempting and can potentially result in signif-
icant improvements in the classification performance.
Graphical models [4, Chap. 8] offer a probabilistic tool for model-
ing dependencies between random variables and are commonly used
in machine learning to model spatial and temporal relationships be-
tween the classified samples. Graphical models are characterized by a
graph representation where the random variables correspond to nodes
that are connected by vertices indicating direct conditional dependen-
cies between the variables. An example of a graphical model is the
hidden Markov model (HMM), which is often used in speech process-
ing for linking together the subsequent phonemes or words such that
their prior distribution follows that of in the spoken language [46].
HMM is an example of a typical type of a graphical model, namely,
a Bayesian network. In Bayesian networks, the dependencies are di-
rected and acyclic and, as such, are suitable for modeling temporal de-
pendencies where future events cannot affect the past. In image anal-
ysis, neighboring pixel intensities have spatial dependencies that can
work in any direction. A corresponding way to exploit the class prior
knowledge in 2-d is to apply another type of a graphical models, namely
Markov random fields (MRF). In MRF the dependencies are undirected
and can be cyclic. [4, Chap. 8]
The application that we are interested in this thesis is image seg-
mentation, i.e., classifying each individual image pixel into either fore-
ground or background. The key idea in using the MRF prior is to as-
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sume that the prior class distribution of each pixel follows the Markov
principle, i.e., it depends on the classes of the neighboring pixels but
only on the nearest ones.
c1 c2 ...
V(1,2)(c1,c2)
s t
Figure 2.3: Image analysis often uses the Ising model in represent-
ing the image. Each pixel corresponds to a graph node (c1, . . . , cN ) con-
nected to the neighboring pixels only. The cliques correspond to the
graph edges and have clique potentials V(i,j)(ci, cj).
Similar to that with graphical models in general, a graph theoreti-
cal approach is taken in explaining how MRFs work. In the image seg-
mentation problem, we use a representation where each image pixel
forms a node in an undirected cyclic graph such that each neighboring
pixel is connected with an edge like shown in Figure 2.3. This is the
Ising model [47], most common and simplest formulation convention-
ally used in image analysis [48] originally introduced by Ernst Ising in
1925 for modeling atomic spins in ferromagnetism [49].
Geman and Geman [50], who were the first to propose MRFs for
computer vision applications, model the prior configuration of pixel
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classes c = (c1, . . . , cN)T by using the Gibbs distribution
p(c) ∝ exp
(
−
∑
i
Vi(c)
)
, (2.26)
where i goes through the set of cliques3 of the graph and Vi(c) are so
called clique potentials.
When using the Ising model, the cliques simply correspond to the
edges connecting each pixel. In this thesis, a definition of clique poten-
tial equivalent to that used by Borges et al. [51] is used. This results
in a simplified form p(c) defined as
p(c) ∝ exp
γ∑
(i,j)
δ(ci − cj)
 , (2.27)
where (i, j) go through the cliques (each pair of neighboring pixels) and
δ(x) =
{
1, x = 0
0, x 6= 0 (2.28)
is the unit impulse function. In the Equation 2.27, equal labels ci and cj
for neighboring pixels clearly increase the value of the prior, thus, cre-
ating a smoothing effect by favoring segmentations with a large num-
ber of neighboring pixels having the same class label. The amount of
smoothing is controlled by using the constant γ > 0.
Combining the MRF prior in Equation 2.27 with a pixelwise logistic
regression classifier has been proposed by Borges et al. [51] and, fur-
ther, by Ruusuvuori et al. [20]. The problem is that we would like to
find the pixel labeling cˆ that maximizes the posterior probability with
the MRF prior, i.e.,
cˆ = arg max
c
p(x|c)p(c), (2.29)
where p(x|c) is the likelihood of the data with labels c and p(c) as de-
fined in Equation 2.27. However, instead of the likelihood p(xi|ci), logis-
tic regression estimates posterior probabilities p(ci|xi) for each pixel i.
This is resolved by using Bayes formula in the unusual direction [51]:
p(xi|ci) = p(ci|xi)p(xi)/p(ci), (2.30)
3A clique is a subset of the graph nodes where all nodes are directly connected
with each other.
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or, if further assuming conditional independence and discarding the
constant term p(xi):
p(x|c) ∝
∏
i
p(ci|xi)
p(ci)
. (2.31)
If we further assume equal class probabilities, the denominator can
also be omitted. This way we will end up with the definition of the
maximum a posteriori (MAP) segmentation:
cˆ = arg max
c
p(x|c)p(c)
= arg max
c
∑
i
log p(ci|xi) + γ
∑
(i,j)
δ(ci − cj)
 . (2.32)
c1 c2 ...
V(1,2)(c1,c2)
s t
Figure 2.4: Graph cut methods create two extra nodes, source (s) and
sink (t), and find the cut of the original graph that minimizes the sum
of the weights of the cut edges (green line).
In the original paper by Geman and Geman [50], the maximization
problem in Equation 2.32 was solved by using simulated annealing,
which was slow and only resulted in approximate solutions. Later,
Greig et al. [52] discovered that the MAP segmentation problem is
equivalent of the commonly known problem in graph theory, namely
the min-cut/max-flow problem for which polynomial time exact solu-
tions exist. These so called graph cut methods solve the equivalent
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problem of splitting a graph into two disconnected parts such that the
foreground and background nodes are in different partitions as illus-
trated by Figure 2.4. Generally, graph cut algorithms applied for im-
age segmentation using the Ising model have time complexity ofO(N3),
which can be potentially high. However, a fast implementation for
graph cuts that can operate near to real-time speed in normal computer
vision applications has been proposed by Boykov and Kolmogorov [53].
This algorithm is also used in this thesis.
In this thesis, MRFs are used in a supervised image segmentation
setting as a spatial prior in a pixelwise logistic regression classifier
combined with automated feature selection by means of `1 regulariza-
tion [20]. Graph cuts are used for fast computation of the image seg-
mentation. This type of segmentation framework will be introduced
later in Section 4.1 together with experiments in spot detection from
cell images (Section 4.1.2) and object detection in inkjet printed elec-
tronics manufacturing (Section 4.2).
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Chapter 3
Model Selection and Error
Estimation
There are two basic cases where it is important to have an idea about
the performance of a classification model. First, we would like to know
about the classifier’s ability to generalize on data not seen during the
training phase. Second, we often want to compare the model with other
models in order to improve it or to be able to choose the best one among
different models. Comparing classifiers is a bit easier task compared to
measuring the absolute generalization performance because only the
relative performance needs to be known.
This chapter introduces methods for estimating the model error and
selecting the best performing model among many models. First, in Sec-
tion 3.1, error or performance measures used for measuring the good-
ness of trained classifiers are defined. Second, in Section 3.2, means
for comparing and validating different models with each other are pre-
sented.
3.1 Measuring Model Performance
There exists a vast number of different metrics for measuring the per-
formance of a classification model. Both in measuring absolute gener-
alizability and relative performance, it is important to pay attention to
the choice of the used error or performance measure such that it cor-
responds to what one really wants to measure. In addition, many per-
formance measures only work with binary class labels and cannot be
used in a multiclass setting. Thus, the choice of the used performance
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measure depends mainly on the application and user needs. Next, a
set of performance and error metrics are introduced.
3.1.1 Counting Based Performance Measures
The distribution of the different types of classifications made by the
classifier can be characterized by using a confusion matrix, which is a
type of a contingency table as shown by the examples in Figure 3.1. In
a binary classification problem, where the classes are often called pos-
itive and negative class, different classification outcomes include true
positive, true negative, false positive, and false negative, according to
what was the predicted class label and what was the true underlying
class. As shown by Figure 3.1a, a confusion matrix tabulates the num-
bers of these classification outcomes denoted by tp, tn, fp, and fn, re-
spectively. Next, a set of performance measures based on tp, tn, fp, and
fn are introduced. A broader overview into the subject can be found
in [54].
Pos. Neg.
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Neg.
tp fn
fp tn
ACC
TPR
TNR
PPV NPV
Predicted class
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Class1 Class2 Class3
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3 7 0
2 4 0
0 0 3
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66.7 %
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(b)
Figure 3.1: Figure (a) shows a prototype confusion matrix and related
performance measures calculated from the counts of the different clas-
sification outcomes in a binary case. Figure (b) shows an example con-
fusion matrix in a three-class classification case. In this case, ACC is
shown in the bottom right blue box while the grey cells show the per-
centage of correct classifications per each row/column.
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We start by introducing the simplest and often the most relevant
performance measure in a classification task: the percentage of cor-
rectly made classifications. We call this the classification performance
(or accuracy (ACC)) and define it simply as the ratio of correct classifi-
cations from all classifications:
ACC =
tp + tn
tp + tn + fp + fn
. (3.1)
The classification performance is often shown in the bottom right cell
of the confusion matrix as seen in Figure 3.1.
While classification performance measures the overall accuracy of
the classifier, it loses information about the distribution of true/false
positives/negatives. Different performance measures have been devel-
oped for measuring different types of errors. Four basic measures are
derived from the ratio of correct classifications from each row or col-
umn of the confusion matrix. These measures are the true positive rate
(TPR) (or recall or sensitivity)
TPR =
tp
tp + fn
, (3.2)
true negative rate (TNR) (or specificity)
TNR =
tn
tn + fp
, (3.3)
positive predictive value (PPV) (or precision)
PPV =
tp
tp + fp
, (3.4)
and negative predictive value (NPV)
NPV =
tn
tn + fn
. (3.5)
The naming of the above measures varies according to context. For in-
stance, TPR and TNR are often used together to see the distribution of
correctly made positive and negative classifications in which case they
are usually referred as sensitivity and specificity. Similarly, when us-
ing together PPV and TPR, names precision and recall are often used.
A popular performance measure called the F-score can be derived
by calculating the harmonic mean of precision and recall:
F = 2
PPV · TPR
PPV + TPR
=
2tp
2tp + fn + fp
. (3.6)
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F-score measures the effectiveness of the classifier in making true pos-
itive classifications. It is also possible to use a weighted version of the
F-score where the proportions of the contribution of precision and recall
can be selected by a choice of weight parameter value. This makes it
possible to tune the F-score according to application needs. Notice that
F-score doesn’t depend on the number of true negatives. This should
be noted when using F-score in classification applications.
As shown by the example in Figure 3.1b, the confusion matrix is
easily extended into multiclass case. Also the performance measures
introduced above can be extended into multiclass by defining tpc, tnc,
fpc, and fnc for each class c = 1, . . . , K separately in a one-vs-all man-
ner. In other words, tpc is the number of correct classifications into
class c, tnc is the number of correct classifications into other than class
c, fpc is the number of false classifications into class c, and fnc is the
number of false classifications into other than class c. Using these def-
initions, there are two possibilities to calculate the above performance
measures [55, 54, 56, 57]:
1. Macro-averaging. Calculate the performance measure for each
class separately and then average.
2. Micro-averaging. Accumulate tpc, tnc, fpc, and fnc over each
class and calculate the performance measure by using the accu-
mulated values.
The difference in the above two approaches is that macro-averaging
discards the effect of the class sizes while micro-averaging takes also
account the number of instance in each class by weighting the perfor-
mance measure in question in a corresponding way.
3.1.2 Order Based Performance Measures
Many classification methods have a parameter that is used for setting
a balance between the sensitivity of positive and negative classifica-
tions. Increasing the value of this parameter increases the number
of positive classifications while decreasing it increases the number of
negative classifications. With a classifier with continuous output such
as the logistic regression classifier, this balance can be controlled by
thresholding the classifier output such that values above the threshold
are classified as positives and those under the threshold as negatives.
With the logistic regression classifier the threshold should be set to
0.5 because the model is designed to produce class probabilities and
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not some arbitrary score values, for example. However, changing the
threshold is useful when calculating further performance measures as
explained next.
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Figure 3.2: Examples of an ROC (a) and a PR (b) curves. Increasing the
classifier threshold eventually leads into zero positive classifications
making PPV undefined and causing the PR curve to break unlike ROC
curve, which always goes from (0, 0) to (1, 1).
A commonly used method for assessing the model performance is
to gradually increase the classifier threshold and see what happens to,
e.g., sensitivity and specificity. This procedure can be visualized by
using a receiver operating characteristic (ROC) curve [58, 59] as shown
in Figure 3.2a. A popular alternative is to plot precision versus recall
(PR) as shown by Figure 3.2b.
In the curves shown in Figure 3.2 the larger the area under the
curve (AUC) [60] the better. The diagonal dashed line has AUC equal
to 0.5 and can be thought to be a result of randomly assigning the class
labels. AUC value provides a nice single performance measure simi-
lar to correct classification rate or F-score. The AUC value of the ROC
curve is equivalent of the probability that a randomly chosen positive
gets a higher ranking from the classifier compared to a randomly cho-
sen negative sample [59]. Similarly, AUC of the ROC can be shown to
be equivalent to the Mann-Whitney U statistic for the median of the
difference between the prediction scores in the two classes [61]. Thus,
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AUC values give information about the ranking capability of the clas-
sifier without considering what the classifier threshold should be and
what is the absolute classification performance.
Similar to that with the performance measures based on the confu-
sion matrix, also AUC can be extended into the multiclass case by ei-
ther macro- or micro-averaging. Further, methods for computing mul-
tidimensional ROCs and the volume under the surface (VUS) [62, 63]
exist. These are out of the scope of this thesis, however.
3.2 Model Validation and Automatic
Parameter Selection
The performance measures introduced in the previous section require
the evaluation of a pre-trained classifier by using a set of test data.
The simplest method for error estimation is resubstitution, where the
same data is used both for training and testing [64]. However, such
a procedure often gives overly optimistic results that depend on the
classification model. Generally speaking, the resubstitution error es-
timator becomes more optimistic as the classification model gets more
complex and the number of training samples decreases [65].
In order to avoid optimistic error estimation results, the test data
should be independent of the data used for training the classifier. In
many cases, however, the amount of available data is small, e.g., due to
expensive or time consuming data collection process. In this case, we
would like to use some procedure to reliably assess the model perfor-
mance without losing data from training. In addition to determining
the generalizability of the model, similar methods can be used for auto-
matic selection of model parameters by estimating the relative perfor-
mance between subsequent models with different parameter values.
Next, some procedures for model validation and automatic param-
eter selection are given. First, in Section 3.2.1, the popular cross-
validation method is introduced. After this, rather a similar approach
of bootstrapping is given in Section 3.2.2. While both cross-validation
and bootstrapping are classification algorithm independent ways to do
error estimation, Section 3.2.3 gives methods targeted for the linear
model only. Finally, in Section 3.2.4 we discus the potential optimism
that might occur due to misuse of cross-validation and, in Section 3.2.5,
we tackle the issue of the effect of the sample size in error estimation.
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3.2.1 Cross-validation
The simplest way to assess model performance after resubstitution is to
split the available training data set into two parts and use the first one
for training and the second one for assessing the model performance.
If the amount of data is low, the performance estimates will end up
being pessimistic because only part of the data is used for training. On
the other hand, we need to have large enough test set in order to get
reliable results.
Figure 3.3: K-fold CV splits the whole data into K folds and uses one
fold at a time for testing and the rest for training.
The next step from simply splitting the data in two parts is to use
cross-validation (CV) methods [2, sec. 9.6.2]. In K-fold CV (see Fig-
ure 3.3) the data is split into K approximately equal parts, or folds,
which are all used as the test set one by one while the remaining K − 1
folds are used for training. Thus, training and testing is done K times
after which the results are combined, e.g., by averaging. A special case
occurs when K equals to the number of training samples. This is called
the leave-one-out (LOO) CV because each sample gets tested one by one
while the other ones are used for training.
The split of the data in CV is usually done randomly. Sometimes
stratification is used to make the distribution of class labels approx-
imately equal in each fold. This is especially useful in cases where
there is a low number of samples available per class. Fixing the seed
in the random number generator ensures repeatable results but also
restricts us to a particular split of data, which is not necessarily very
representative of the underlying data distribution. An alternative is to
apply Monte Carlo repetitions, i.e., repeat the CV with different splits
to reduce the variance of the results.
CV is a simple and popular way for the assessment of model per-
formance. It is also non-parametric in the sense that it doesn’t make
any assumptions about the tested model and, thus, can easily be used
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for comparing models of different types. The downside in CV is that it
can easily become computationally expensive because of the repeated
training and testing steps. There are also other things one needs to be
careful at when doing CV. These are discussed in more detail in Sec-
tion 3.2.4.
3.2.2 Bootstrapping
Similar to CV, bootstrapping [66, 67] divides the data set of N samples
into training and test sets. In bootstrapping, however, the training data
is chosen among all the samples by randomly sampling N samples with
replacement (the bootstrap sample) while the left out samples are used
for testing. The procedure is repeated by using independent replicates
of the bootstrap sample in order to get a Monte-Carlo estimate of the
desired performance or error measure.
Randomly choosing N samples with replacement among N samples
results in a training set of size equal to (1− exp(−1))N ≈ 0.632N on the
average. Compared to N , this is rather small and easily leads to biased
error estimates [64]. This bias can be alleviated by using the 0.632
bootstrap estimator [67], which is calculated as the weighted average of
the resubstitution estimate εresub and the normal bootstrap estimate ε0:
εb632 = (1− 0.632)εresub + 0.632ε0. (3.7)
The problem in the 0.632 bootstrap estimator is that it uses the resub-
stitution error, which, like mentioned earlier, is optimistic depending
on the classification model [68].
3.2.3 Parametric Methods
Unlike CV, the parametric methods introduced in this section don’t re-
quire splitting of the data. Instead, given the entire training data set
and some properties of the classification model, the parametric meth-
ods return a single value inferring something about the model perfor-
mance and generalizability. Usually, however, some assumptions need
to be made, e.g., about the distribution of the data.
AIC
The Akaike information criterion (AIC) [69] is an information theoreti-
cal tool to measure the relative information loss due to using a trained
35
classifier model to predict the class labels instead of applying the true
underlying labeling process. AIC is defined as
AIC = −2l(θ;D) + 2d∗, (3.8)
where l(θ;D) is the log-likelihood for the trained model (the definition
was given in Section 2.3.1) and d∗ is the number of free parameters
of the model (the number of non-zero classifier coefficients). As shown
by the above equation, the information loss gets higher as likelihood
decreases or the number of parameters increases. Because AIC only
measures the relative information loss, it is suitable for model selec-
tion, not for estimating absolute performance or error.
BIC
One of the most used statistical error estimators in addition to AIC
is the Bayesian information criterion (BIC) [70] developed from the
Bayesian perspective to estimate the posterior probability of the model.
Recently, Chen and Chen [71] have developed the extended BIC (EBIC)
that is better suited for high dimensional ill-posed problems. For a
sparse logistic regression classifier, EBIC is defined as
EBIC = −2l(θ;D) + d∗ log(N) + 2d∗δ log(d), (3.9)
where l(θ;D) is the log-likelihood (see Section 2.3.1), d∗ is the num-
ber of free parameters of the model (the number of non-zero classifier
coefficients), N is the number of training samples, and d is the dimen-
sionality of the data. Parameter δ ≥ 0 is used for tuning the sensitivity
of EBIC for number of selected features. The higher is the value of δ
the stronger is the effect of the number of selected features compared to
the data likelihood term. In the experiments, we use δ = 0.5, which has
been reported as being a good compromise in many applications [71].
Although derived from different principles, AIC and BIC share sim-
ilarities as noticed by looking at their equations (3.8 and 3.9). The
practical difference is that BIC tends to penalize the number of param-
eters more strongly compared to AIC.
BEE
Another Bayesian method for classifier error estimation, namely the
Bayesian minimum mean-square error estimator (BEE), was recently
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introduced for a binary classification problem using discrete classi-
fiers [72] and linear classifiers such as the logistic regression classi-
fier [73]. BEE is a minimum mean-square error (MMSE) estimator
estimating the classification error
BEE = p(C = 1)ε1 + (1− p(C = 1))ε2, (3.10)
where p(C = 1) is the prior probability of class 1 (negative class) and ε1
and ε2 are the probabilities of false positive and false negative classifi-
cations, respectively.
Assuming that the class conditional data distributions are Gaus-
sian and that the class covariance matrices follow the inverse-Wishart-
distribution, [73] gives a closed form solution for BEE in the case of
linear classifier with parameters β0 and β (see Section 2.2 for the lin-
ear classification model). In this thesis, a simple scaled identity co-
variance model is assumed for the class conditional densities and non-
informative class prior is used. In our experiments, the covariances
and the means of the class conditional densities are further limited in
a minimal way by setting ν = 0, κ = 0, and S = 0. See more details
in [73]. Now, consider the usual sample estimates for the class means
µ̂c =
1
Nc
∑
k: ck=c
xk (3.11)
and covariance matrices
Σ̂c =
1
Nc − 1
∑
k: ck=c
(xk − µ̂c)(xk − µ̂c)T , (3.12)
where Nc is the number of samples in class c = 1, 2. The above assump-
tions lead to εc being defined as
εc =
1
2
1 + sgn (A)B
 A2
A2 + (Nc − 1) tr
(
Σ̂c
) ; 1
2
, α
 , (3.13)
where
sgn(z) =
{ −1, z < 0
1, z ≥ 0 (3.14)
is the sign function,
B(x; a, b) =
Γ(a+ b)
Γ(a)Γ(b)
∫ x
0
t(a−1)(1− t)(b−1) dt (3.15)
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is the regularized incomplete beta function, tr(·) is matrix trace, and α
and A are real-valued quantities summarizing the data and the classi-
fier such that
α =
d(d+ 1)
2
− 1 (3.16)
and
A =
β0 + β
T µ̂c
||β||
√
Nc
Nc + 1
. (3.17)
The mathematical derivation for Equation 3.13 given the above as-
sumptions is found in the Appendix D of [73].
In a recent study, we have shown that BEE is especially efficient in
problems, where the amount of training data is small and CV methods
suffer from splitting the data [23]. This topic, along with experiments,
is further discussed in Section 3.2.5. We have made our MATLAB
implementation of the above BEE formulation available at https:
//sites.google.com/site/bayesianerrorestimate/.
3.2.4 Pitfalls in Cross-Validation
Hastie et al. [9] describe a wrong and right way to do CV. The key idea
is that the different folds in CV need to be independent in order to
prevent the results from being optimistic. In scientific literature, too
often all the data is used for making decisions about the model after
which CV is run. In particular, Hastie et al. concentrate on feature
selection: The incorrect strategy consists of three steps [9, Sec. 7.10.2]:
1. Find a subset of good predictors that exhibit strong correlation
with the class labels.
2. Using only this subset, design a classifier.
3. Use CV to tune the model and estimate the prediction error.
The problem above is that all the data is used in the first step, thus,
producing optimistic error estimates and worse performance for truly
independent test data. However, it turns out that the misuse can be a
lot more subtle and difficult to recognize as we will see.
Following the example of [9], we did the following experiment [22].
1. Generate N = 100 samples of random data of dimension d = 30.
2. Generate binary class labels for the samples, also at random.
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3. Honest way: Design a classifier and calculate the classification
error using 10-fold cross validation. In this example we used a
3-nearest-neighbor (3NN) classifier.
4. Cheating (version 1): Violate the CV principles as in [9]:
(a) Find the single feature that gives the smallest classifier error
with 3NN.
(b) Estimate the error as in step 3, but with the best feature only.
5. Cheating (version 2): Use 10-fold CV twice:
(a) Estimate the classification error for each single feature using
10-fold CV.
(b) Estimate the error using 10-fold CV as in step 3, but with
only the best feature found in step 5a.
6. Cheating (version 3): Proceed as in step 5, but change the ran-
dom seed between the two CVs, thus, using different division of
samples.
The above procedure was repeated 1000 times and the histograms of
the estimated classifier performances (ACC) for each case (honest and
cheating 1–3) are shown in Figure 3.4. It can be seen that the honest
way without any feature selection estimates the accuracy in a realistic
manner, i.e., the performance estimate is close to random chance 0.5.
However, all three ways of cheating give an optimistic estimate of the
performance clearly above 0.5.
One might think that using cross-validation in the feature selection
step (cheating versions 2 and 3) would be less harmful than using all
data (cheating version 1) because the best performing feature in each
CV fold is selected by testing on an independent set of data. How-
ever, it turns out that the double-CV approaches are clearly the most
dangerous ways of incorrectly assessing the classification performance.
There are at least two reasons for this to happen: 1) The illusion about
the independence of the CV folds is broken right after the first fea-
ture selection CV when the CV results of the best performing features
are combined by averaging. 2) Both the first and the second CV use 10
folds, which allows the first feature selection CV to exploit the informa-
tion about the exact sample size that is going to be used in the second
CV that estimates the final classification performance.
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Figure 3.4: Wrong and right ways to do CV: (a) accuracy over 1000 tests
without feature selection, (b) feature selection with all data, (c) feature
selection using 10-fold CV twice, (d) feature selection using 10-fold CV
twice with different seeds.
The lesson of the experiment in Figure 3.4 is that doing several CV
runs in a sequence and using information from the previous CV in the
new one can be more harmful than making the classical mistake of
using all data, e.g., for feature selection. In practice, however, these
kind of sequential CV runs are done extremely often as demonstrated
by the next example.
Consider a situation where you are validating your classification
model and get a performance estimate by using CV. Next, you think of
ways to improve your model. Let say you decide to put some new fea-
tures into the model and see what happens. You run the CV again, us-
ing the same random number generator seed than previously in order
to make the new performance estimate comparable with the old one.
You find out that the new model gives better CV performance than the
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previous one, which will naturally make you choose the new set of fea-
tures over the previous one. At this point, however, by comparing the
new CV performance with the old one, you are doing exactly what was
shown to be the most wrong way of doing CV. In an extreme case, you
could even iterate the same procedure until you had found the perfect
set of features for your particular CV and division of data into folds.
In fact, this is how classical feature selection methods such as floating
selection [74] work; by sequentially adding or removing features and
assessing the classification performance at each step by using CV.
The unfortunate thing in the above example is that it is hard, or
even impossible, to prevent this kind of optimism from happening. How
do you improve your model if you are not allowed to make any decisions
based on previous CV runs? There is no solution but to try to make de-
cisions that are likely to create as little optimism in the results as pos-
sible. For instance, tweaking a couple of model parameters and seeing
how the CV estimate changes is clearly less harmful than systemat-
ically going through all possible feature combinations and ultimately
choosing the one that gives the best CV result.
3.2.5 The Effect of Sample Size in Error Estimation
An important factor affecting the choice of the used error estimator is
the sample size, which is what we have studied in a recent article [23].
Figure 3.5 shows an example of the effect of the training sample size
on the performance of different error estimators in a model selection
problem where the task is to find a suitable value for the regulariza-
tion parameter λ in the `1 regularized logistic regression model (see
Equation 2.12). The experiment has been conducted by using a high-
resolution ovarian cancer data set from the FDA-NCI Clinical Pro-
teomics Program Databank1. The data set is used in a binary classifica-
tion task of diagnosing whether the patient has ovarian cancer or not.
The data comes from laser desorption and ionization (SELDI) protein
mass spectrometry and has 15000 features corresponding to ion inten-
sity levels at different mass/charge values. There are 216 patients in
the data set, 95 controls and 121 ovarian cancers.
Five different estimators for estimating the model classification per-
formance have been tested in Figure 3.5: BEE, EBIC, and 2-fold, 5-fold,
and 10-fold CVs. The vertical axis shows the difference between the
classification performance of the optimal logistic regression model that
1http://home.ccr.cancer.gov/ncifdaproteomics/ppatterns.asp
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Figure 3.5: Comparison of different error estimation methods in select-
ing a suitable value for the regularization parameter λ.
has a value of λ that minimizes the classification error with the test
data and the model where λ has been chosen such that it minimizes the
value of the particular error estimator evaluated by using the training
data only. The number of training samples is varying on the horizon-
tal axis. In each case, the test set is comprised of the samples left over
from the training set. Splitting into training and test set has been done
randomly and the results are averaged over 100 such splits.
As shown by Figure 3.5, the amount of training data has a signif-
icant impact on the performance of different error estimators. Espe-
cially with the small training sample size, BEE is clearly the best esti-
mator. All CV schemes give approximately same results while EBIC is
clearly the worst. With large training sample size, the differences be-
tween the performances of error estimators become close to zero. The
fact that errors start to increase with BEE and CVs at the end is be-
cause of the lack of testing samples when most data is used for train-
ing. For instance, the rightmost data point of Figure 3.5 has only 11
test samples (5 % of all data), which makes the test error highly vari-
able. Thus, the results with large training sets are not reliable in this
experiment.
In addition to the performance of a particular error estimator, the
computational evaluation time often plays a significant role in a prac-
tical use. When used as a method for automatic parameter selection,
such as the regularization parameter λ in a logistic regression model,
the estimators are often evaluated inside a higher level validation pro-
cedure (CV loop) evaluating the actual performance of the model. In
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this case, computational efficiency becomes important as the estimator
is possibly evaluated several times for different splits of the data.
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Figure 3.6: Comparing the execution times of BEE and 5-fold CV in
estimating the performance of `1 regularized multiclass logistic regres-
sion models with different values for the regularization parameter λ.
Figure 3.6 shows a comparison between the execution times of BEE
and 5-fold CV as a function of the size of the training data. The execu-
tion time on the vertical axis is measured as the average of 250 times to
evaluate the performance of an `1 regularized logistic regression model
with 100 different values for the regularization parameter λ. The hori-
zontal axis shows the amount of training samples. In this test we used
the MEG data set, which will be described in the application case in
Section 4.4.
As seen in Figure 3.6, BEE clearly outperforms CV in the execution
time. This is because there is no need to repeat the time consuming
training step unlike in CV. Coordinate descent is used here for train-
ing the logistic regression models [26]. The particular implementation
switches between two different coordinate descent algorithms depend-
ing on the ratio of sample size and dimensionality of the data. The
sudden step in the execution times is due to this switch.
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Chapter 4
Case Studies
In this chapter, results on real life classification problems where the
sparse logistic regression model has been successfully used are intro-
duced. The following work is based on publications and data challenges
that the author has been involved in.
Section 4.1 first introduces a general purpose sparse logistic regres-
sion based image segmentation framework and a related application
in the field of cell segmentation from microscope images. Next, in
Section 4.2, the same supervised image segmentation approach is ap-
plied in object detection in inkjet printed electronics manufacturing.
Other applications of sparse logistic regression are related to diagno-
sis of acute myeloid leukemia (Section 4.3) and brain signal analysis
(Section 4.4). All the introduced application cases use sparse logistic
regression, which has proven to be a universal classification method
usable in many application areas.
4.1 Supervised Image Segmentation
In this section, we introduce a general purpose supervised image seg-
mentation framework that uses sparse logistic regression for classify-
ing each pixel of an image into foreground or background [20] (Sec-
tion 4.1.1). Segmentation is used in several applications in the field of
image analysis. One of these is the segmentation of cells from micro-
scope images which is presented in Section 4.1.2.
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4.1.1 Overview of the Supervised Image
Segmentation Framework
The traditional approach for solving segmentation and detection prob-
lems in image analysis is very application oriented. Often the designer
is an expert in image analysis techniques. However, the end user of
the image analysis tool, especially in the field of medical image analy-
sis, is usually not too experienced in the field and may lack the skills
for manual tuning, which is often necessary in order to get satisfactory
segmentation results.
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Figure 4.1: Block diagram of the supervised image segmentation
framework.
In [20], we have proposed to use `1 regularized logistic regression
together with an MRF spatial prior for a general segmentation task.
The approach is supervised, i.e., there are separate training and test
phases. These have been illustrated by the block diagram in Figure 4.1.
The different stages of processing are explained in the following start-
ing from the training stage that has three steps:
• Collecting training data. First, a set of training data needs
to be collected for training the classifier. In practical applica-
tions this is basically a set of training images together with their
ground truth segmentation, e.g., manually created by the user.
• Feature generation. A set of features is generated for each
training image pixel by applying a set of manually defined image
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filters with a range of parameters. The idea is to use a large pool
of features from which a good subset is likely to be found for differ-
ent types of applications. The features can include, e.g., low pass
filters, edge filters, texture features, morphological filters, wavelet
decomposition features [75], and local binary patterns [76], all of
which are applied with varying parameter values, kernel sizes,
etc.
• Training. A binary logistic regression classifier is designed to de-
termine if a pixel belongs to the foreground or to the background.
The key idea is to use `1 regularization in the coefficient estima-
tion in order to automatically select the features that are relevant
from the viewpoint of the application at hand. The glmnet pack-
age [26] is used for coefficient estimation and a proper value for
the regularization parameter λ is chosen by using CV.
The actual classification stage is the following:
• Feature generation. For each image pixel, features are cal-
culated. Only the features selected by the regularization in the
training phase need to be computed. Thus, computationally effi-
cient segmentation can be achieved even if the feature set used in
the training phase was large.
• Classification. The trained logistic regression classifier is used
for predicting the probability of each pixel belonging to the fore-
ground.
• Graph cut. The graph cut algorithm is applied to produce the
MAP segmentation of the image that combines the MRF spatial
prior with the pixel-wise posterior probabilities produced by the
logistic regression model as explained in Section 2.4.
The main idea in the above segmentation framework is that with
a comprehensive choice of the initial set of image features, the same
training and actual segmentation steps can be used in many different
applications with little effort or special knowledge from the user. Simi-
lar ideas for supervised segmentation with feature selection have been
used in pixel classification with hyperspectral images [51, 77] and in
backscatter image segmentation [78]. Of these, the first inputs mul-
tichannel images acquired at different wavelengths directly with no
filtering, while the second uses a fixed collection of filters, but selects
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the most relevant ones with simple forward selection. Moreover, the
latter paper does not estimate the class probabilities, which have a
significant role in our framework. Further, a highly similar approach
of discriminative random fields (DRM) has been proposed by Kumar
and Hebert [79] who use discriminative logistic regression modeling
together with a spatial prior. The key difference in this approach is
that the prior probabilities are modeled by using a combination of the
Ising model and a data dependent logistic regression model for which
the coefficients are learned jointly with the pixelwise class probability
model. In our case, however, automatic feature selection is in a cen-
tral role. Estimating the coefficients of the pixelwise class probability
model separately from the prior allows us to use conventional learning
algorithms [26] and, thus, efficient `1 regularization for achieving the
feature selection property.
Two real life application cases using the segmentation framework
are introduced in this thesis: subcellular spot detection (Section 4.1.2)
and object detection in inkjet printed electronics manufacturing (Sec-
tion 4.2). In addition to these applications, similar approach has been
used in outline-based cell segmentation [80].
4.1.2 Segmentation of Cell Images
The first application case utilizing the supervised segmentation frame-
work involves detection of subcellular objects from simulated micro-
scope images [81]. Reliable automated subcellular object detection is
needed in several applications including interpretation of complex cel-
lular phenotypes, analysis of cellular structures from fluorescence and
confocal microscope images, and live-cell tracking [82].
We have applied the proposed supervised segmentation framework
for cell segmentation in [20]. In this study, we use simulated cell im-
ages instead of real microscope images. The main benefit in using sim-
ulated images is in the availability of the ground truth for the number
and locations of the subcellular objects. The simulated image set we
use is designed for benchmarking purposes [82] and publicly available
at http://www.cs.tut.fi/sgn/csb/simcep/benchmark.
The simulated image set contains 20 images with a fixed number of
cells and subcellular objects per cell. An example of a simulated cell
image is shown in Figure 4.2a. The images contain cells with nuclei
(blue channel, B), cytoplasmic areas (red channel, R), and subcellular
objects (green channel, G). The segmentation task is to detect the sub-
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(a) (b) (c)
Figure 4.2: An example of a simulated cell image (a), its gray scale
version (b), and the estimated probabilities (c) of individual pixels be-
longing to a subcellular spot. The probabilities have been attained by
applying a logistic regression model together with a Markov Random
Field prior.
cellular objects from a grayscale image obtained by using the standard
conversion 0.2989R + 0.5870G+ 0.1140B (Figure 4.2b).
Table 4.1: Features and parameter ranges used in the experiments. In
total, 106 features were used in this study.
Feature Parameter Values
Gaussian lpf kernel width σ {3, 5, 7, . . . , 83}
Unsharp masking kernel width σ {3, 5, 7, . . . , 83}
Morphological top-hat kernel size {3, 5, 7, . . . , 83}
Morphological bottom-hat kernel size {3, 5, 7, . . . , 83}
Masking with h-maxima transform h {3, 5, 7, . . . , 83}
Local binary patterns - -
Edge enhancement kernel size {3, 5, 7, . . . , 83}
Wavelet decomposition depth layer {1, 2, 3}
As an experiment, we estimate the segmentation performance by
computing the pixel-wise F-score, precision, recall, and the numbers
of true positives, false positives, and false negatives between the seg-
mentation result and the ground truth segmentation provided by the
image simulator. To avoid optimism in the segmentation performance,
the training and testing of the logistic regression classifier is performed
in a LOO CV manner such that each of the 20 images in the above im-
age set are used for training at a turn and the remaining 19 are used
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for testing. From each image, 70 foreground and 700 background pixels
are used for training purposes. The initial set of features computed for
each pixel consists of 106 features with different parameters as listed
in Table 4.1.
Table 4.2: Subcellular object detection results for simulated images.
The results are averaged over the set of test images.
tp fp fn prec. rec. F-score
121.11 17.26 20.00 0.876 0.858 0.867
Averaged results over the 20 training and testing iterations are
shown in Table 4.2. The table shows the average number of true pos-
itives, false positives, and false negatives, and the average precision,
recall, and F-score. In [81], a similar analysis was conducted over the
same set of 20 simulated cell images by using 9 conventional segmenta-
tion methods. In this study, the majority of the F-scores measuring the
overall segmentation performance were located between 0.4 and 0.6,
while the best result was obtained by using Multiscale wavelets [75]
that had F-score of 0.63. Clearly, the supervised segmentation frame-
work outperforms all these methods with F-score of 0.867.
An example of the output of the logistic regression model (the prob-
ability of the foreground) is shown in Figure 4.2c. In this case, the
trained model is extremely easy, namely, regularization only selects 5
of the available 106 features into the model. These features are h-
maxima masking with h = 63 and h = 68 (H63, H68), edge enhance-
ment and top-hat filtering with kernel size 8 (E8, T8), and wavelet
decomposition with depth layer 3 (W3). Given the feature vector x =
(H63, H68, E8, T8,W3)
T , the model can be written as
p (”foreground” | x) = exp (g(x))
1 + exp (g(x))
, (4.1)
where the discriminant function is given as
g(x) = −5.23 + 0.04H63 + 0.003H68 + 0.0007E8 + 0.011T8 + 0.3W3. (4.2)
From the coefficient magnitudes one can see that most of the contribu-
tion into the classification rule comes from the wavelet decomposition
W3. All the features have been normalized to unit variance in order for
the comparison of the coefficient magnitudes to make sense.
As a conclusion, when it comes to the segmentation of subcellu-
lar spots, the proposed supervised segmentation framework seems to
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clearly outperform the 9 traditional image processing approaches as
given in [81]. The difference between the performances is further sig-
nified by the fact that, in [81], a grid search was conducted in the pa-
rameter space of the different segmentation methods in order to tune
them specifically for the 20 tested images, while CV was used in our
experiments in training the logistic regression model. In addition to
improved segmentation performance, the sparsity property of the reg-
ularized logistic regression classifier is able to point out only a handful
of simple image processing operations that are adequate in conducting
the segmentation.
4.2 Object Detection in Inkjet Printed
Electronics Manufacturing
The next application case comes from the field of electronics, namely,
inkjet printed electronics manufacturing. In this application, the image
segmentation framework described in Section 4.1.1 is used as a part of
a computer vision and image processing pipeline. The aim is in auto-
matic detection of electronics components from camera images in order
to do online error compensation for the manufacturing process.
The next sections are organized such that, first, in Section 4.2.1, a
brief introduction is given to a specific manufacturing method of inkjet
printed electronics and a particular problem that arises due to mis-
aligned components. Second, in Section 4.2.2, the concept of computer
vision controlled printing for fixing this problem is introduced as pro-
posed in our earlier work [19]. Finally, methods and results for connec-
tion pad detection are given in Section 4.2.3.
4.2.1 Inkjet Printed Electronics and the Problem of
Misaligned Components
Printed electronics is a manufacturing process of electronics where tra-
ditional printing devices are used for interconnecting or manufacturing
of electronic components. The area of research is relatively new. Unlike
conventionally used etching processes which are based on material re-
moval, printed electronics is an additive manufacturing process where
material is only added where needed. Advances in new materials allow
novel devices, such as flexible displays or Radio Frequency Identifica-
tion (RFID) labels to be generated using this approach.
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One of the fundamental printing technologies is inkjet printing that
relies on the principles of traditional inkjets with fluid materials tar-
geted for electronics. An example application of this technology uses
conductive nano particle and dielectric inks to create interconnections
between integrated circuits (ICs) and discrete components that have
been molded onto the background surface [83]. An example module of
this kind is shown in Figure 4.3.
(a) (b)
Figure 4.3: A module with four integrated circuits (ICs) (a) ready for
printing of the interconnection layer (b).
One of the most significant challenges in the printed module concept
shown in Figure 4.3 is the accuracy of the manufacturing process. Inac-
curacies in the component placement process, molding process related
movement, and molding material shrinkage and bending all create er-
rors in component locations. The latter category is typically the most
significant one, and also the most unpredictable [84].
The errors in the component locations create a misalignment prob-
lem between the printed layer and the target surface. Traditional in-
spection approaches [85] for printed circuit board (PCB) manufacturing
are unsuitable solutions for the problem because, in PCB manufactur-
ing, the background materials are rigid, which allows only translation
and rotation. In this case, the substrate may shrink or expand caus-
ing the components to move with respect to each other. In addition to
the complexity of the transformation, most existing approaches concen-
trate on quality control instead of actually fixing the problem.
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4.2.2 Computer Vision Controlled Printing
In our earlier work [19], we have proposed a computer vision system
to compensate the errors created due to misaligned components. Com-
puter vision enables a fast, easy, and efficient way for analyzing print-
outs and printed surfaces. Without the necessity for a physical contact,
measuring from an image is especially suited for applications of inkjet
printed electronics. Figure 4.4a shows an example of integrating a com-
puter vision system into the printing device in order to detect the exact
position and orientation of an electronics component (Figure 4.4b) on
the printing stage.
Camera Print head
Printed 
modules
Printer table
Led ring
Frosted 
glass
Printhead 
rail
(a) (b)
Figure 4.4: Figure (a) illustrates a camera solution integrated into
a printing device. A mobile printing stage enables a fixed camera
mounting. In Figure (b), the orientation of the background component
has been detected by using computer vision before printing the wiring
layer. Thus, it has been possible to align and modify the print pattern
to perfectly fit the underlying component.
A software level framework diagram for the computer vision con-
trolled correction system is shown in Figure 4.5. Briefly, the idea is
that any distinguishable features in the camera image serve as control
points, which are first automatically detected from the image and then
associated with the corresponding control points in the design. The re-
sulting displacement information is then used to modify the printing
data before printing. There are three main stages in the processing:
• Object detection. The processing starts with an image process-
ing step where candidate control points are detected from the
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Figure 4.5: A diagram of a general computer vision based adaptation
system for inkjet printed electronics that operates on the design print-
ing data based on the feedback from the camera image and the image
analysis pipeline.
camera image. Detected objects usually have relatively simple ap-
pearance (e.g., connection pads), which creates plenty of missing
and outlier points amongst the candidates. This is the processing
block where supervised learning and classification is applied as
described in Section 4.1.1.
• Point pattern matching. After detecting the candidate points,
they are associated with their counterparts in the design. The tar-
get is to determine the errors in the locations of the control points
relative to the design. This is done with a point pattern matching
(PPM) algorithm, also known as procrustes analysis [86] in statis-
tics. Generally, the PPM problem is rather complex and the state-
of-the-art algorithms assume various properties of the point sets
to ease the computation. Particularly in the printed electronics
case, however, the control point sets are usually man-made (like
the connection pads on the ICs) and, thus, contain regular and
symmetrical patterns. These kinds of point sets complicate the
matching as several well matching subset pairs are present. We
have proposed a PPM algorithm suitable for these applications
in [87].
• Correction. The final step is to compensate the detected er-
rors. In the example case in Figure 4.3 this means redrawing
the wiring prior to the printing. We have proposed a smooth ge-
ometrical transformation that remaps the wiring image without
affecting its electrical properties in [88]. In other applications the
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correction could be done, e.g., by tuning the printer parameters
or by merely discarding the module in an inspection style if it’s
impossible to apply any correction.
An automated correction system such as the one explained above is
essential for improving the manufacturing process of printed electron-
ics and making inkjet printing a manufacturing method suitable for
mass production. The relevant part from the viewpoint of this thesis
in such a system is the one utilizing machine learning in the image
processing task. This is the topic of the next section.
4.2.3 Detection of Connection Pads from Camera
Images
From the viewpoint of this thesis, we are interested in applying ma-
chine learning for automatic detection of connection pads on electronics
components. This is done in order to solve the component misalignment
problem of the inkjet printing application as described in the previous
Sections 4.2.1 and 4.2.2.
A previous method for connection pad detection utilizes a tradi-
tional image processing pipeline with the following three steps [19, 89]:
1. IC extraction. The ICs are first located in order to limit the fur-
ther processing inside the IC areas only. This is done by using
template matching such that a template image of the correspond-
ing module type with known IC locations is matched against the
camera image. A successful match results in the bounding boxes
of the ICs. The detected IC boundaries are only approximate since
the IC misalignment characteristics and the module orientation
can vary between the template and the image under processing.
2. Pad candidate detection. Second, a set of feasible candidates
for IC connection pad locations is detected. This is done inside the
previously detected IC areas by, first, highlighting the pad-like
objects by using template matching and, then, using a modifica-
tion of a local thresholding operation called logical level threshold-
ing [90]. Logical level thresholding is based on the assumption
that, after highlighting with template matching, the connection
pads appear as small bright spots. The result of the logical level
thresholding is further filtered by using morphological shape fil-
tering and the knowledge of the minimum distance between two
neighboring connection pads.
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3. Classification. Finally, the set of pad candidates is classified
into actual pads and false detections by using supervised classi-
fication. Artificial feedforward neural networks are used here af-
ter resizing each color image patch of a connection pad candidate
into the size of 6 × 6 pixels. The adjustment of the classification
threshold affecting the true positive and true negative rates of the
classifier is done by using the knowledge of how many connection
pads should be detected from each IC.
With the above method, high connection pad detection rates can
be achieved [19]. However, the main problem is that the algorithm
has several processing steps that make it computationally inefficient
and, thus, unsuitable for online use. In addition, a training step is
needed not only for the neural network classifier but also for template
matching in both IC and pad candidate detection stages. This makes
the practical use of the algorithm rather cumbersome.
As the new connection pad segmentation method, the supervised
segmentation framework introduced in Section 4.1.1 is proposed. The
idea is to apply logistic regression segmentation for full size camera
images, take the detected object centroids as detected connection pad
candidates, and then use PPM to find individual ICs and exact con-
nection pad locations among these. The main benefits compared to the
previously described method are that
• IC extraction and a separate classification step can be omitted
because the segmentation framework is efficient enough to work
on full size images and the segmentation is reliable enough for
the PPM algorithm to detect individual ICs among the connection
pads detected from the entire image.
• The template matching step used in the previous method for IC
extraction cannot handle excess changes in module orientation.
Due to the PPM algorithm, the new method is completely rota-
tion, translation, and scale invariant (provided that the connec-
tion pad formations on the ICs are not rotation symmetric).
• No parameters need to be tuned unlike in the previous method,
where each processing step had several parameters such as as-
sumed pad size, thresholds and neighborhood size for logical level
thresholding, and shape parameters for morphological filtering.
• Training is easy and can be done with a single module image.
Only the ground truth segmentation is needed for training unlike
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in the previous method, where example templates of the module
and the connection pads were needed in addition to a comprehen-
sive training set of positive and negative connection pad images
for training the neural network classifier.
• There’s a significant reduction in algorithm complexity and, thus,
in execution time. This enables the use of the proposed algorithm
in an online process.
The main benefit of the new approach is in its simplicity and com-
putational effectiveness. However, because the entire camera image is
considered at once and a separate classification step is omitted, it re-
sults in more false positives compared to the old method. Fortunately,
our experiments have shown that this decrease in detection perfor-
mance is tolerable by the PPM algorithm, which couples the individual
ICs with the connection pad candidate points detected from the im-
age. The important point is that the number of missed connection pads
should be as low as possible as this can have a serious effect on the
performance of the PPM algorithm.
(a) (b)
Figure 4.6: An electronics module with 4 ICs used in training a clas-
sifier for IC connection pad segmentation. The positive and negative
training pixels are shown with blue and red dots, respectively. A close-
up of a corner of one of the ICs shows connection pads located on the
sides of the IC.
An example of the training data and the connection pads to be de-
tected is shown in Figure 4.6. In Figure 4.6a, a set of positive (blue)
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and negative (red) training pixels have been randomly chosen from a
single module image by using the ground truth segmentation, which
has been obtained by knowing the connection pad radius and locations.
In this case the pad locations were obtained by using the old connection
pad detection method and by verifying the result visually. This type of
training procedure is used in the next experiment where we compare
the segmentation framework with some other choices for connection
pad segmentation.
4.2.4 Experiments
The experiments in the cell segmentation case in Section 4.1.2 indi-
cated that supervised segmentation can easily outperform many tra-
ditional unsupervised algorithms. In this section, the performance of
different supervised methods comparable to the proposed segmenta-
tion framework is studied in the segmentation of the connection pads.
In addition to the proposed regularized logistic regression combined
with the graph cut post processing (LR-MRF), also a regularized lo-
gistic regression classifier without graph cut (LR) as well as support
vector machine (SVM) and a 10 nearest neighbors (10-NN) classifiers
are tested.
We use 12 Mpix color images taken from modules with four ICs as
shown in Figure 4.6a. There are a total of 409 connection pads located
at the sides of each IC. Training data is collected by randomly picking
1000 positive and 2000 negative training samples per image as indi-
cated by the blue and red dots, respectively. The actual connection
pads can be seen in a close-up of one of the ICs in Figure 4.6b.
The features used in the classifier are the same as used in the cell
segmentation experiments in Section 4.1.2 (see Table 4.1). In the case
of SVM and 10-NN, an additional sequential forward selection step
is used to reduce the amount of intentionally redundant features. In
sequential forward selection, single features are selected into the model
according to how well they improve the classification performance as
estimated by CV in this case [74]. Features are added into the model
with this fashion until the CV performance stops improving.
In SVM, we use linear kernel, which makes the model linear as in
logistic regression. In 10-NN, `1 norm is used as the distance metric,
i.e., the classifier decision is determined by the majority vote of the
ten nearest neighbors in the training data in terms of the sum of the
absolute differences between the corresponding feature values. In all
the methods, the features are first normalized to unit variance.
57
The performance of the different classifiers is assessed by using a
simple two-fold CV such that the classifiers are trained with a single
module image similar to that shown in Figure 4.6a and tested with
another one. As the topic is about assessing the segmentation perfor-
mance, similarly to that in the cell segmentation case in Section 4.1.2,
we settle for measuring the pixel-wise F-score, precision, recall, and
true positive, false positive, and false negative rates rather than actual
connection pad detection rates.
Table 4.3: Connection pad detection results. The results are averaged
over the 2 CV folds.
Method tp fp fn p r F-score
LR-MRF 24484 87133 460 0.219 0.982 0.359
LR 24683 131573 261 0.158 0.990 0.272
SVM 24498 154422 447 0.137 0.982 0.240
10-NN 24566 156066 378 0.136 0.985 0.239
(a) (b) (c) (d)
Figure 4.7: The segmentation result as given by different classification
methods. (a) LR-MRF, (b) LR, (c) SVM, (d) 10-NN.
The results are given in Table 4.3. As expected, there are plenty of
false positives in each case, which is due to the high amount of small
bright spots other than connection pads in the images. Logistic regres-
sion gives slightly less false positives than SVM and 10-NN resulting
in better precision and F-score. Using MRF together with the class
probabilities estimated by the logistic regression remarkably reduces
the number of false positives giving it by far the most accurate result.
Figure 4.7 shows the part of the segmentation that corresponds to Fig-
ure 4.6b. The next step would be to compute the centroids of each
detected object and apply PPM between these and the connection pad
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locations of each individual IC in the design data in order to detect the
ICs and the exact positions of the connection pads in the image.
As a conclusion, the previous experiment shows that the proposed
segmentation framework works well in the connection pad segmen-
tation application. Especially, it is shown that the `1 regularization
combined with logistic regression classification outperforms SVM and
10-NN classifiers coupled with sequential forward selection. Combin-
ing the MRF prior with the classifier further improves the segmenta-
tion result.
4.3 Automated Diagnosis of Acute Myeloid
Leukemia
Next, logistic regression is applied for classification of flow cytometry
data in order to diagnose whether a patient has acute myeloid leukemia
(AML) or not. The work is based on DREAM6/FlowCAP2 Molecular
Classification of Acute Myeloid Leukaemia Challenge organized as a
part of the DREAM6 conference in 2011. A 100 % classification accu-
racy was achieved on the test set of 20 AML-positive and 160 healthy
patients by using a logistic regression classifier with `1 regulariza-
tion [91, 92]. Further, the sparsity promoting property of the regu-
larization can be used as a valuable tool in evaluating, which of the
markers used in standard flow cytometry are actually needed in the
diagnosis. These aspects have been studied in a recent article where
we have further improved the original challenge submission and con-
ducted comparisons with competing models [18].
The forthcoming sections are organized such that Section 4.3.1 gives
and introduction to using flow cytometry for AML diagnosis and de-
scribes the data set from the DREAM6 AML challenge. Next, Sec-
tion 4.3.2 explains methods for AML diagnosis using logistic regression
and some other supervised learning methods. Finally, in Section 4.3.3,
some experiments are run.
4.3.1 Flow Cytometry in AML Diagnosis
Leukemias are a common malignancy of blood cells emerging from dif-
ferent cell types [93]. AML, which is the focus of this work, emerges
during myeloid differentiation. However, the traditional classification
of leukemias relies predominantly on morphologic and cytochemical
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features of the tumor cells rather than the developmental origin of the
malignancy [94].
Blood cancers such as AML are diagnosed with various techniques
including features from morphologic, cytochemic, cytogenetic, and flow
cytometry. While morphologic, cytochemic, and cytogenetic analysis
include standard pathological stainings that lead to low dimensional
data that can typically be interpreted directly under microscope, anal-
ysis of flow cytometric data includes the interpretation of more complex
high dimensional data distributions. Thus, computer assisted decision
systems are needed to support diagnosis decision making. [95]
Flow Cytometry
Flow cytometry can be used to analyze a large number of individual
cells and, thus, is well suited to detect, e.g., cells that express partic-
ular cancer related surface markers from blood samples. In the mea-
surement process, cells are labeled with fluorescent dye. Fluorescent
labeled cells are guided through a laser beam and the resulting flu-
orescence and scatter parameters, typically forward and side scatter,
are detected by photo detector. Forward scatter is informative of the
cell size and side scatter corresponds to cell granularity. [95, 96]
Table 4.4: Seven tubes (and one unspecified control tube) with different
fluorescence markers (FL1–FL5) are provided in the DREAM6 AML
prediction challenge data set. (Table from challenge web site1.)
Tube FL1 FL2 FL3 FL4 FL5
1 IgG1-FITC IgG1-PE CD45-ECD IgG1-PC5 IgG1-PC7
2 Kappa-FIT Lambda-PE CD45-ECD CD19-PC5 CD20-PC7
3 CD7-FITC CD4-PE CD45-ECD CD8-PC5 CD2-PC7
4 CD15-FITC CD13-PE CD45-ECD CD16-PC5 CD56-PC7
5 CD14-FITC CD11c-PE CD45-ECD CD64-PC5 CD33-PC7
6 HLA-DR-FITC CD117-PE CD45-ECD CD34-PC5 CD38-PC7
7 CD5-FITC CD19-PE CD45-ECD CD3-PC5 CD10-PC7
8 N/A N/A N/A N/A N/A
Data from the DREAM6 AML Challenge
Here, we use the DREAM6 AML prediction challenge data that is avail-
able at the challenge website1. The data set consists of flow cytometry
1http://www.the-dream-project.org/challenges/dream6flowcap2-
molecular-classification-acute-myeloid-leukaemia-challenge
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measurements taken from 43 AML-positive and 316 healthy patients.
The challenge data has seven aliquots or tubes containing 6764 to
49370 blood cells that each give a single measurement, i.e., event, per
used marker. A different combination of five different markers is mea-
sured from each tube. These marker combinations (FL1–FL5) have
been listed in Table 4.4. Each marker is only present in one of the
tubes except for marker CD45, which is included in all of the tubes. In
addition to fluorescence intensities, forward and side scatter readings
are provided for each tube. Tube number eight is a control tube with
non-specific-binding antibodies. We don’t use this tube for prediction
purposes.
Both raw and preprocessed flow cytometry data are provided in the
challenge data set. For prediction, we use the preprocessed data, which
is compensated/translated using the method described in [97]. The pre-
processed data has the forward scatter in linear scale and the side scat-
ter and the fluorescence intensities described in Table 4.4 in logarith-
mic scale. In addition to the provided preprocessing, some experiments
were conducted with a regression based preprocessing method [98] di-
rectly applied for the raw data. However, no improvement was gained
in the results. Thus, all results presented in this thesis are for the
preprocessed contest data, which is available in the contest web site.
4.3.2 Supervised Learning Methods for AML
Diagnosis and Marker Analysis
Similar to that in other classification applications, the basic idea in
classifying flow cytometry data into AML-positive and healthy patients
is to, first, extract a set of features from the data and, then, apply the
trained classifier. A speciality when using flow cytometry data is that
there are an arbitrary number of individual cells in each tube. Fur-
ther, a different combination of markers is measured from each tube.
Thus, each tube needs to have a separate processing step that extracts
a set of features, which are then combined as a single feature vector
for the classifier to use. The processing chain using logistic regression
classification has been illustrated in Figure 4.8.
Because the individual cells and their number varies from measure-
ment to another, the features extracted from each tube cannot be cell
specific features but statistics summarizing the joint distribution of the
marker values. However, density estimation with multidimensional
data is known to be a difficult problem. The situation is further com-
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Figure 4.8: High level diagram on aggregating the flow cytometry data
from individual test tubes for classification with a logistic regression
model.
plicated by the large amount of data points. Thus, good feature engi-
neering plays a particularly essential role in this application.
Sparse Logistic Regression with EDF MSE Features
Previously, we have proposed LDA as a supervised dimension reduction
step for working out the problem of multidimensional density estima-
tion [91]. In this approach, the distance between the empirical cumula-
tive distribution functions (EDF) of the tested sample and those trained
from AML and healthy patients are used as features for a sparse logis-
tic regression classifier making the diagnosis. The proposed algorithm
has 4 steps:
1. Feature generation. In a later processing stage, the prediction
model uses rather simple linear operations and distribution com-
parison in one dimension. Thus, we cannot expect the model to
discover very complicated relations between the input features.
For this reason, the set of features from the initial 5 fluorescence
intensities and 2 scatter features is artificially expanded. This
is done by taking all possible inverses (7 pcs) and second powers
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(7 pcs) of the features as well as multiplications (21 pcs) and di-
visions (42 pcs) of any combination of two different features. This
way, the dimensionality of the data is increased from the initial 7
to 84.
2. Dimension reduction. To avoid the problem of multidimen-
sional (in this case, 84-dimensional) density estimation, LDA is
used to map each sample x ∈ R84 generated in the previous step
into 1-d:
x =
(
Σ̂1 + Σ̂0
)−1
(µˆ1 − µˆ0)x. (4.3)
Above, Σ̂1 and Σ̂0 are the sample covariance matrices and µˆ1 and
µˆ0 are the sample means of both AML-positive and healthy train-
ing samples, respectively. LDA is a supervised method that uses
training data for finding the linear mapping that best separates
the AML-positive and healthy populations in 1-d. Applying the
LDA significantly reduces the amount of data and allows us to
use traditional 1-d methods for distribution comparison.
3. EDF comparison. The actual features from each flow cytometry
tube are calculated as the distance of the sample distribution to
trained distributions of AML-positive and healthy populations.
As the distance measure, we use the mean squared error (MSE)
between the EDFs:
ε
(c)
t =
1
K
K−1∑
k=0
[
Ft(x0 + k∆x)− F (c)t (x0 + k∆x)
]2
, (4.4)
where t = 1, 2, . . . , 7 denote the seven different tubes. Above, Ft(·)
is the EDF of the tested tube data after LDA mapping, and F (c)t
are the corresponding EDFs of the trained healthy tube (c = 0)
and the trained AML-positive tube (c = 1). In Equation 4.4 the
error is only evaluated in K discrete points uniformly chosen be-
tween points x0 and x0 + (K − 1)∆x. Our validation tests show
that we can use value as low as K = 128 without degrading the
classification performance. We choose x0 equal to the minimum of
the training samples and ∆x such that x0 + (K − 1)∆x equals to
the maximum of the training samples.
In addition to the EDF MSE, also more established distribution
comparison methods were tested including two-sample Cramér-
von Mises test [99], Kolmogorov-Smirnov test [100], and Kullback-
Leibler divergence [101]. Further, error measures like correlation
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and MSE between the probability density functions estimated
with kernel smoothing density estimation were tested. However,
based on validation results, EDF MSE gave the best classification
performance.
4. Classification. Given the 14-dimensional feature vector ε =
(ε
(0)
1 , ε
(1)
1 , . . . , ε
(0)
7 , ε
(1)
7 )
T corresponding to the EDF error measures
of each tube as defined in Equation 4.4, the final classification
into AML-positive or healthy patient is done by using `1 regu-
larized logistic regression. In this application, the implicit fea-
ture selection via regularization automatically detects tubes ir-
relevant from the diagnosis point of view and excludes them from
the model. The glmnet package [26] is used for coefficient esti-
mation and a proper value for the regularization parameter λ is
chosen by using CV.
When using all the available 359 patients in the DREAM6 challenge
data set for training the logistic regression classifier with `1 regulariza-
tion, the trained classifier can be written as
p (”AML” | ε) = exp (g(ε))
1 + exp (g(ε))
, (4.5)
where the discriminant function is given as
g(ε) = −4.5037 + 1.7980ε(0)4 − 1.0845ε(1)4 − 0.8694ε(1)5 + 0.0753ε(0)6 . (4.6)
The remarkable notion above is that the `1 regularization only se-
lects 4 of the available 14 features. Further, only tubes 4, 5, and 6 are
included in the final model making tubes 1, 2, 3, and 7 non informative
from the diagnosis point of view.
Based on the absolute values of the logistic regression coefficients
in Equation 4.6, tube number 4 (see corresponding markers from ta-
ble 4.4) seems to be the most important one. Also tube 5 has a substan-
tial effect on the predictor output but only when comparing against
AML-positive (c = 1) patients. Tube number 6 has a similar effect
on the healthy patients. However, relatively small absolute coefficient
value makes tube 6’s contribution rather insignificant. Notice that
comparing absolute coefficient values makes sense because the simi-
larity scores ε(c)i are normalized.
The full regularization path of the above case is shown in Figure 4.9.
The final model indicated by the black dashed line is chosen by mini-
mizing 10-fold CV error. The EDF distance features from tube 4 are the
64
0 1 2 3 4 5 6 7
-2
-1
0
1
2
3
||E||1
E i
H4
{1}
H6
{0} H1
{1}
H1
{0}H5
{1}
H4
{0}
Figure 4.9: Regularization path of the `1 regularized logistic regression
model with EDF MSE features. Coefficient values have been plotted
with respect to the `1 norm of the coefficient vector. The black dashed
line shows the final model chosen by CV.
first ones taken into the model when the regularization is gradually de-
creased (i.e., ||β||1 increases). This further emphasizes the importance
of tube 4. Interestingly, ε{0}6 is removed from the model right after the
point of minimum CV error suggesting that similar performance could
be attained by using only tubes 4 and 5. Notice, how the features from
tube 1 approximately differ only by their sign. Further, the signs seem
to be the wrong way around: smaller distance to the healthy popula-
tion contributes towards classifying the patient as AML positive and
the vice versa. This is probably due to overlearning.
Reference Methods
In the DREAM6 challenge, other good performing prediction models
were provided by Vilar2 and Biehl et al.3 [102]. The basic idea in Vi-
lar’s predictor is similar to the previously introduced method: First,
the distributions of data from AML-positive and healthy training pa-
2http://www.ehu.es/biologiacomputacional/team21_vilar
3http://www.the-dream-project.org/story/code
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tients are compared against that of the tested patient for each tube.
Second, resulting distribution similarity scores are aggregated in a lo-
gistic regression model to derive an AML confidence score between 0
and 1.
Vilar’s method doesn’t apply explicit dimension reduction for the
data to alleviate the problem of multidimensional density estimation.
Instead, the probability density of the 7-dimensional tube data is ap-
proximated by using multiple lower dimensional densities. These den-
sities are constructed such that only one of the fluorescence markers
FL1, FL2, FL4, or FL5 is taken into account in each density estimate
while fluorescence marker FL3 (which is always CD45 regardless of
the tube) and forward and side scatters are present in all of the low
dimensional densities. This results in 4 different 4-dimensional dis-
tributions instead of one 7-dimensional. In practice, these densities
are approximated by histograms with 9 bins per dimension uniformly
spaced in logarithmic scale between 100.01 and 100.91 for all but the side
scatter for which the corresponding range is between 102.01 and 102.91.
An important feature, found out by our validation tests, is that any
sample outside the range of the histogram is considered an outlier and
discarded.
The comparison of the distributions in Vilar’s method is done by
using Kullback-Leibler divergence [101], i.e., relative entropy. The en-
tropies from each tube are combined by simply summing together the
relative entropies with the AML-positive population and subtracting
the entropies with healthy population. This total entropy is mapped
with the logistic function to get the final AML confidence score. In
terms of logistic regression classification as viewed in this thesis, this
means that the logistic regression model coefficients are not estimated
from training data but fixed such that the relative entropies with AML-
positive populations and healthy populations have coefficients equal to
1 and −1, respectively. Further, the bias term β0 equals to zero.
Biehl’s method differs from the proposed one and Vilar’s by not try-
ing to estimate the full densities of the data. Instead, six statistics;
mean, standard deviation, skewness, kurtosis, median, and interquan-
tile range, are calculated for each marker and used as features. For
classification, Biehl uses Generalized Matrix Relevance Learning Vec-
tor Quantization. See [102] for details.
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Sparse Logistic Regression with Simplified Features
In our recent article [18], we have shown that a similar classification
performance to the introduced logistic regression model with EDF MSE
features, and to the methods by Vilar and Biehl et al. can be achieved
by simply using mean values of each marker directly as features in the
logistic regression model. That is, the marker intensities in Table 4.4
along with the forward and side scatter values are averaged over the
events in each tube creating 49 features. These features are then used
for training an `1 regularized logistic regression model.
From model analysis point of view, the difference in using marker
means as features compared to the previously proposed EDF MSE fea-
tures is that the sparsity promoting regularization now selects individ-
ual markers instead of complete tubes when deciding the relevance of
each feature. In the best case scenario, majority of the normally con-
ducted flow cytometry measurements can be completely omitted when
running the diagnosis. This is studied in the forthcoming experiment
section along with comparisons of classification performance with other
prediction models.
4.3.3 Experiments
As the first experiment, the coefficients of the logistic regression model
with simple marker mean features are studied. The training is done
with the entire DREAM6 AML challenge data set and `1 regularization
is used in coefficient estimation. The resulting coefficient values corre-
sponding to each feature are shown in Figure 4.10. It turns out that
only 17 of the 49 variables are selected into the model. About half of the
contribution in terms of `1 norm of the coefficient vector comes from the
four most significant markers, which are CD34-PC5 from tube 6, side
scatter from tube 5, and CD16-PC5 and CD13-PE from tube 4. Notice
that comparing absolute coefficient values makes sense because the
features have been normalized to zero mean and unit variance.
Figure 4.11 shows the regularization path (a) and the corresponding
CV error (b) of the above experiment with respect to the `1 norm of the
coefficient vector β. The vertical dashed lines show the point where the
final model has been selected. This point has been chosen by finding
the minimum CV error and then using the one-standard-error rule, i.e.,
by picking the simplest model whose CV error is at most one standard
error away from the minimum CV error.
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Figure 4.10: Coefficient values of the logistic regression classifier
trained by using `1 regularization and sample means of the marker
intensities as features.
The regularization path in Figure 4.11(a) shows that, e.g., the coef-
ficient corresponding to the fluorescent marker CD34-PC5 gets rather
high values throughout the path. Also side scatter (SS) and CD16-PC5
behave similarly, which emphasizes their importance in the classifica-
tion task. Marker CD38-PC7 is picked into the model in an early stage
but its importance decreases as more features enter the model. Inter-
estingly, the side scatter of tube 6 is replaced by the side scatter from
tube 5 just before the point of the selected model.
The above analysis of the most important features supports the dis-
cussion of Biehl et al. [102], where seven markers were recognized as
the key features: forward scatter, side scatter, CD15-FITC, CD117-PE,
CD16-PC5, CD34-PC5, and CD10-PC7. All these appear in our final
model (Figure 4.10) or on the regularization path (Figure 4.11) before
the selected model. An exception is made by the forward scatter mea-
sure. Missing forward scatter makes sense because in [102] they show
that the predictive power of the forward scatter on linear scale relies
on its higher moments, especially standard deviation and skew, rather
than on the distribution average, which is used in our model.
In the model with marker means as features, scatters and CD45
intensities were not combined over the different tubes but the mean
values from each tube were taken as individual features. Similar to
that in Biehl’s method [102], also pooling of these variables was tested.
However, this decreased the validation performance. To our knowledge,
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Figure 4.11: (a) Regularization path showing the evolution of the model
coefficients with respect to the `1 norm of the coefficient vector. The
labels show the names of the relevant features (tube number in paren-
theses). (b) 10-fold CV error with standard error bounds. The dashed
line shows the model selected by using the one-standard-error rule.
the intensity values of each marker should be independent of the tube
they are measured from. One explanation for the above phenomenon is
that there is some kind of overlearning occurring when not combining
the corresponding markers from separate tubes.
As the second experiment, in order to evaluate the classification
performance of our model, we have run a 10-fold CV test. Five different
approaches have been compared:
• Mean/LR(-LASSO). This is our `1 regularized logistic regression
model with average marker intensities as features as described in
the previous section.
• EDF-MSE/LR(-LASSO). This is our original method submitted
to the DREAM6 AML challenge [91] as described in the previous
section.
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• Mean/LDA. This is the same as the first method but uses LDA
classifier instead of logistic regression.
• Vilar. This is the method by Vilar as described in the previous
section.
• Biehl et al. This is the method by Biehl et al. [102] as described
in the previous section.
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Figure 4.12: ROC (left) and PR (right) curves of a 10-fold CV test. The
legend shows the AUC values for different predictors. Except for LDA
(green line), the differences in AUC values are statistically insignifi-
cant.
The ROC and PR curves of the 10-fold CV test are shown in Fig-
ure 4.12. AUC values for each predictor given in the legend start to
saturate close to one. The highest scoring method is the one by Biehl
et al. However, according to the AUC analysis tool StAR [103], only
LDA with mean features (AUC = 0.88) differs from the other methods
(AUC ≈ 0.98) with a statistical significance. The StAR tool is based on
a two-sided Mann-Whitney test with a null hypothesis that two AUC
values are the same. A confidence level of α = 0.05 was used in the sig-
nificance test. Exact p-values for comparison of any two methods are
given in Table 4.5.
As a conclusion of the comparison between different classification
methods for AML diagnosis, the key benefit in the proposed predic-
tor model is that, in the training phase, the `1 regularized logistic re-
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Table 4.5: The p-values of the significance test testing the difference of
the AUC ROC values between each pair of prediction methods.
Method Biehl et al. Vilar Mean/ LR EDF-MSE/
LR
Mean/LDA
Biehl et al. - 0.1598 0.1537 0.2509 0.0003
Vilar 0.1598 - 0.6809 0.3486 0.0004
Mean/LR 0.1537 0.6809 - 0.6509 0.0019
EDF-MSE/LR 0.2509 0.3486 0.6509 - 0.0040
Mean/LDA 0.0003 0.0004 0.0019 0.0040 -
gression model automatically estimates the relevance of each flow cy-
tometry tube or marker. Only a subset of the available features (3 of
the 7 tubes with the EDF MSE features or 17 of the 49 markers with
the mean intensity features) are selected still reaching a performance
equivalent to the alternative methods. Thus, in a testing phase, only
a fraction of the usual flow cytometry measurements are needed. An-
other beneficial feature in the proposed model is that it has virtually
no parameters that would need manual tuning. Instead, the regular-
ization parameter λ is automatically chosen by CV or BEE and the
number of EDF bins K is, by construction, robust against changes in
the data. This is in contrast, e.g., with Vilar’s algorithm where even a
small change in the dimensions of the density histogram was noticed
to result in deterioration of the CV performance by several percentage
units.
Experiments show that all the studied methods are almost perfect
in terms of accuracy. In this case, the simplest solution should be fa-
vored as generally suggested by several studies (see, e.g., [104, 5]).
Hence, due to its simplicity, it is reasonable to believe that the pro-
posed use of regularized logistic regression has the best generalization
for future samples also in this application case.
4.4 Mind Reading from MEG Data
In the next application case, elastic net penalized logistic regression is
applied in the field of computational neuroscience, namely, in the clas-
sification and analysis of magnetoencephalography (MEG) measure-
ments. The specific task is to determine the type of the movie that a
test person is watching. There are five different predetermined movie
types available. Thus, the task can be formulated as a multiclass clas-
sification problem.
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The classification model and the results presented in this section
are based on the submission to Mind reading from MEG challenge or-
ganized in conjunction with the International Conference on Artificial
Neural Networks (ICANN 2011)4. With the originally submitted solu-
tion, a 68 % classification accuracy was achieved on the challenge test
data, which was enough to win the challenge with a clear margin to the
second best submission [105]. Recently, we have further improved the
classifier and run tests to show the superiority of the logistic regression
over other common classifiers in this application [21, 22].
The forthcoming sections are organized such that Section 4.4.1 gives
some background on using machine learning in neuroimaging, in Sec-
tion 4.4.2, a brief introduction is given to the data set used in the ex-
periments, Section 4.4.3 explains how logistic regression can be applied
with MEG data, and, finally, in Section 4.4.4, we run some experiments.
4.4.1 Background
During the recent years, supervised classification has become increas-
ingly important in analyzing functional neuroimaging data [106] in
functional magnetic resonance imaging (fMRI) [107] as well as in elec-
troencephalography (EEG) and MEG (for reviews, see, e.g., [108, 109]).
In brain research, classification can be used to answer the questions is
there information about a variable of interest (pattern discrimination),
where is the information (pattern localization) and how is the informa-
tion encoded (pattern characterization) as explained in more detail in
[109] and [110].
The use of machine learning on EEG and MEG data has concen-
trated on applications of brain computer interfaces (BCI) for which
there a large amount of literature exists [111, 112]. The majority of
studies in BCIs have focused on EEG with relatively few channels. For
example, Van Gerven et al. [113] used regularized logistic regression
to classify imagined movements of right or left hand based on EEG
data from 16 channels. Perhaps more relevant to the present work is
[114], where regularized logistic regression was applied for two differ-
ent problems with 64-channel EEG data: 1) two-category self-paced fin-
ger tapping task from the BCI Competition 2003 and 2) a P300 speller
system task from the BCI competition III, which is a 36-category clas-
sification problem. In the BCI-IV competition5, one task was the classi-
4http://www.cis.hut.fi/icann2011/mindreading.php
5http://www.bbci.de/competition/iv/index.html
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fication of the direction of wrist movements based on 10-channel MEG
data [115].
Other studies focusing on the decoding of MEG data include Zh-
danov et al. [116], who applied regularized linear discriminant anal-
ysis to MEG signals recorded while subjects were presented with im-
ages from two different categories (faces and houses). Chan et al. [117]
applied an SVM classifier to decode the data that was recorded using
simultaneous scalp EEG and MEG while the subjects were performing
auditory and visual versions of a language task. Rieger et al. [118] ap-
plied an SVM to test whether it is possible to predict the recognition
of briefly presented natural scenes from single trial MEG-recordings
of brain activity and to investigate the properties of the brain activity
that is predictive of later recognition. Besserve et al. [119] applied an
SVM to classify between MEG data recorded during a visuomotor task
and resting condition.
There are some key differences between typical BCI and our ”Mind
reading from MEG” decoding applications as laid out by Zhdanov et
al. [116]. Perhaps most importantly, the dimension of input data is
much higher in MEG than that of EEG typically used in BCI applica-
tions and the number of samples is much smaller. Also the behavioral
paradigm is much more complex here. Moreover, all the above cited
uses of supervised classifiers in MEG [116, 117, 118, 119] differ from
the prediction task in the ICANN competition in that they were based
on strictly controlled behavioral paradigm and the knowledge about
the paradigm was often applied in the feature extraction. Moreover, all
except Chan et al. [117] considered only a binary classification problem.
The elastic net has been used in neuroimaging with fMRI data sets in
the context of classification [120, 107] and regression [121] problems,
but not with MEG data and, in the classification setting, not in a natu-
ralistic behavioral paradigm like movie watching studied in this thesis.
4.4.2 Data from ICANN 2011 Mind Reading
Challenge
MEG is used for measuring brain activity via magnetic field created by
electric currents occurring in the person’s brain. In our experiments,
we use MEG data released in the ICANN 2011 mind reading competi-
tion. The data set is publicly available at the ICANN 2011 website6.
6http://www.cis.hut.fi/icann2011/meg/measurements.html
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Figure 4.13: Sensor locations in the MEG data used in the ICANN
mind reading challenge. There are 102 sensor locations denoted by
the black dots around the test subject’s skull. Each location has two
gradiometer channels producing MEG measurements.
The provided measurements in the ICANN data set consist of two
gradiometer channels for each of the 102 sensors that are organized
around the test subject’s head. Each channel produces MEG data with
200 Hz sampling rate. The sensor locations have been illustrated in
Figure 4.13.
The signals have been recorded from a single test person watch-
ing five different video stimuli without audio. The five different movie
types are as follows:
1. Artificial. Animated shapes or text
2. Nature. Clips of a nature documentary
3. Football. Clips of a soccer match
4. Bean. Part from the comedy series ”Mr. Bean”
5. Chaplin. Part from a Chaplin movie
The MEG measurements are recorded on two separate days such
that the same set of video stimuli was shown to a test person on both
days. Stimuli labeled as either Artificial, Nature, or Football (short
clips) were presented as randomly ordered sequences of length 6 –
26 s with a 5 s rest period between the clips, while Bean and Chap-
lin (movies) were presented in two consecutive clips of approximately
10 minutes.
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The measurements are cut into one-second epochs that are in a ran-
domized order such that the complete signal cannot be reconstructed
based on the individual signal epochs. There are a total of 1380 epochs
of data, 677 epochs from the first day and 703 epochs from the sec-
ond day. In the challenge, 50 of the 703 second day epochs were left
as a secret test set and the rest including the entire first day was pro-
vided for the competitors for training. The data is approximately class-
balanced, i.e., there are about the same number of measurements from
each movie type. A more detailed description of the data can be found
in the ICANN 2011 challenge report by Klami et al. [105].
4.4.3 Using Logistic Regression for Recognition of
Viewed Movie Type
The data set has 1380 one second samples recorded from 204 chan-
nels with 200 Hz sampling rate. Thus, the dimensionality of the data
(204·200 Hz·1 s = 40800) is significantly higher than the number of sam-
ples (1380). In addition, the features are highly redundant because
of time correlation and the overlap between the measurements from
neighboring MEG sensors.
As a solution for the ill-posedness of the problem, we first reduce
the dimensionality of the data by extracting only a couple of statisti-
cal features from each time frame. After this, elastic net regularized
logistic regression (Equation 2.14) is applied for automatic selection
between the relevant MEG sensors for each movie type. The glmnet
package [26] is used for coefficient estimation. The motivation in using
elastic net regularization is that the `1 penalization is assumed to be
able to point out the relevant features and the relevant areas of the
brain while `2 regularization is used for shrinking and averaging of
data from highly correlating neighboring sensors.
A logistic regression classifier with 5 classes and 40800-dimensional
data has 5 ·40800+5 = 204005 parameters (one per feature plus the bias
term for each class) to estimate. With 1380 samples, this seems a lot.
Indeed, in [22] we have shown that even though the elastic net frame-
work is superior to other feature selection strategies such as forward
and backward floating selection [74] and simulated annealing [122],
manual expert design of feature sets should still complement the auto-
matic selection in high dimensional cases in order to avoid overfitting.
In [21] we have shown that reducing the 200 sample MEG sequence
into two statistical quantities, mean and detrended standard deviation,
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gives good results. In detrending, a least squares fitted line is sub-
tracted from the MEG signal sk(n) with channels k = 1, . . . , 204 and
samples n = 1, . . . , 200 in order to get the detrended signals
s˜k(n) = sk(n)− ak(n− 100.5)− bk. (4.7)
Here, the slopes ak and intercepts bk are obtained by minimizing the
residual sum
∑200
n=1 s˜k(n). The value 100.5 subtracted from n is selected
as the mid-point of time indices 1, . . . , 200. With this particular value
the intercept bk becomes equal to the sample mean.
Detrending is done in order to remove the effect of slowly changing
nonzero bias in the MEG recordings due to irrelevant fluctuations in
brain activity. Similar effect is attained with the usual preprocessing
of several MEG studies, which use a bandpass filter to remove low fre-
quency components, e.g., below 5 Hz. Due to the boundary problems
that filtering operations encounter with short signals such as in this
case, detrending is a better option compared to frequency domain fil-
tering.
After feature extraction, the data is reduced into 2·204 = 408 dimen-
sions and the number of estimated logistic regression model parame-
ters becomes 5 · 408 + 5 = 2045. The problem is still overdetermined but
this is taken care by the elastic net regularization.
As discussed in Section 2.3.2, elastic net regularization needs two
parameters to operate: the conventional regularization parameter λ
and the mixing parameter α that control the amount of total regular-
ization and the proportion of `1 and `2 regularizations as defined in
Equation 2.14, respectively. Figure 4.14 shows a performance plot for
different values tested for α and λ.
Figure 4.14a shows a 5-fold CV performance for the original ICANN
training data while 4.14b shows the corresponding performance for the
secret test data. In the 5-fold CV, the second day data is given a larger
weight compared to the first day data in order to better estimate the
performance with the secret test data known to originate from the sec-
ond day alone (see [21] for more details about the weighting).
The plots in Figure 4.14a are very similar in shape and the top is
flat for a wide range of α and λ. This indicates that the model is robust
to the choice of parameters. In particular, the algorithm is insensitive
to the selection of α: For any α, there exists a value of λ within 1.7 %-
points from the absolute optimum for the secret test data. Thus, the
performance is insensitive to slightly erroneous parameter settings.
Using CV for assessing the performance of an elastic net regular-
ized logistic regression model easily becomes computationally heavy
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Figure 4.14: (a) The cross-validated performance for training data with
different values for the parameters λ and α. (b) The true performance
for the secret test data with different λ and α. The blue cross denotes
the parameters of our ICANN submission.
if, inside each CV loop, α and λ are selected by using 2-d CV like the
one shown in Figure 4.14a. Instead, the preferred method is to fix α
and only select λ automatically with 1-d CV similar to that when using
plain `1 regularization. In fact, instead of 2-d CV, a better CV perfor-
mance is achieved in this case by setting α = 0.8 and selecting λ with
CV. When training with the entire training data, this results in the
model denoted by the blue crosses in Figure 4.14.
4.4.4 Experiments
When the features used in the logistic regression classifier are nor-
malized to zero mean and unit variance, the absolute values of the
corresponding coefficients can be used for indicating the relative im-
portance of the features. With MEG data, we are especially interested
in the importance of each feature from the viewpoint of the location of
the corresponding sensor because this enables us to create connections
between different brain areas and different movies types.
The topographic plots in Figure 4.15 illustrate the absolute values
of the model coefficients when using all the ICANN data (see Sec-
tion 4.4.2) for training and mean and detrended standard deviation
as features as described in Section 4.4.3. The locations of the 102 gra-
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diometer sensors are marked by black dots and the color indicates the
sum of the absolute values of all the four coefficients per each sensor
location.
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Figure 4.15: Illustration of the sum of the model coefficient magnitudes
for each class separately (a – e) and for all classes combined (f). The
features have been normalized in order for the coefficient values to be
comparable.
Figures 4.15a – 4.15e correspond to each class and the plotted co-
efficients are those corresponding to each component of the symmetric
multinomial logistic regression model as defined in Equation 2.3. Fig-
ure 4.15f shows the average over coefficients for all classes. Gray areas
in the topographic plots correspond to coefficient values exactly equal
to zero, and are thus not used by the classifier at all. MATLAB toolbox
FieldTrip [123] was used in drawing the topographic plots.
Because our approach is data-driven, care must be taken for not to
over-interpret the results shown in the topographic plots. Moreover,
it has recently been shown that the visualization and interpretation
of a model depends on the regularization although the predictive per-
formance may seem stable over a range of regularization parameter
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values [107]. In [21], however, we provide some possible interpreta-
tions of the plots and show that a neurologically sensible explanation
can be given to many of the features of the distribution of the coefficient
magnitudes on the topographical plots.
In addition to the multi-class classification case, it is interesting to
study the problem of classifying between movies with a storyline (Bean,
Chaplin) and short video clips with no storyline (Artificial, Nature, and
Football). This can be done by combining classifier outputs correspond-
ing to storyline classes as one class and those corresponding to short
clips as another class as was done in the ICANN challenge proceed-
ings [105]. In this case, the classification performance of our classifier
on the secret test data was 89.7 %. However, a 5-class linear classifier
applied to a 2-class problem in the above manner is not a linear clas-
sifier, but a classifier with a piece-wise linear decision surface. Hence,
there is a risk that the classifier won’t be regularized enough to achieve
the best possible generalization performance for the 2-class case.
As a result of training a binary classifier particularly for the 2-class
task, the classification performance on the secret test data increases
from 89.7 % to 96.5 %. This indicates that a simple (linear) classifier
is preferred over a more complex classifier (piecewise linear). For sim-
plicity, the same initial feature set of mean and detrended standard
deviation and the elastic net mixing parameter α = 0.8 as in the multi-
nomial case is used here without further optimization.
Figure 4.16 illustrates the absolute values of the model coefficients
after feature standardization. As in Figure 4.15, the black nodes mark
the locations of the sensors, which are a source of four model coeffi-
cients each. Due to the traditional logistic regression model used in
this case (and not the symmetric one) we only have one set of coeffi-
cients {β0,β} instead of one set per class. Using the symmetric model
in the 2-class case would result in two identical plots because the co-
efficients between the classes only differ by their signs. The figure
shows the areas that the classifier uses to discriminate between the two
classes. As expected, visual comparison indicates some similarities be-
tween Figure 4.16 and and corresponding areas in the multi-class case
in Figure 4.15f. Further analysis from a neuroscientific point of view is
excluded from this thesis but has been given in [21] for the interested.
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Figure 4.16: The coefficient magnitudes of a binary classifier trained to
distinct movies with a storyline from short clips.
4.5 Discussion
The previous sections have introduced several real life applications
where logistic regression with sparsity promoting coefficient estima-
tion has been used. Despite its simple linear structure, the logistic
regression classifier has proven to outperform many of the more sophis-
ticated methods in classification accuracy. This indicates that many of
the real life problems are linearly separable, at least with proper fea-
ture engineering.
In practical applications, not only is a good classification perfor-
mance an essential feature of the method used for classification. What
also accounts is computational efficiency and the interpretability of the
model. With the `1 regularized logistic regression model, these are
guaranteed by the linearity of the model and recent improvements in
the training algorithms.
Sparse coefficient estimation has proven extremely useful in many
applications. It enables the embedding of automatic feature selection
into model training removing the need for explicit feature selection al-
gorithms that are often time consuming and don’t necessarily take into
account any classifier specific issues that might have an effect on a good
choice of features. The image segmentation framework introduced in
Section 4.1 shows that the feature selection property of the sparse lo-
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gistic regression classifier is extremely versatile working in different
application areas without special knowledge of the application or the
need for major changes into the model, initial set of features, or the
learning algorithms when changing from an application to another.
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Chapter 5
Conclusions
This thesis has introduced several applications for sparse logistic re-
gression classification. The results indicate that this simple linear
classification model together with proper feature engineering and auto-
mated feature selection can perform extremely well with various types
of data and applications. From the practical point of view, sparse lo-
gistic regression has shown to have several benefits over many other
classification methods.
One of the main benefits shown for sparse logistic regression is that,
with proper choice of the initial set of features, `1 regularized logis-
tic regression classifiers can outperform other more complex models in
many different applications. Further, regularization of the `1 norm of
the coefficient vector results in a sophisticated way to do automated
and computationally efficient feature selection optimized for the linear
model. Using a simple linear structure of the classifier also helps to
avoid overfitting and the coefficients of the linear model are easy to
interpret, which is useful in several applications. Despite this simple
linear structure, top performing results have been attained in real life
classification problems, which indicates that these problems are lin-
early separable by nature.
From the practical point of view, only one (LASSO) or two (elastic
net) parameters need to be set requiring little effort or expert skills
in training and using the sparse logistic regression model. In addition,
recent development in training algorithms allows efficient optimization
of the `1 penalized likelihood function enabling feasible training times.
Finally, the logistic regression model is versatile in the sense that it
can be used both with real valued or categorical input data and with
binary or multinomial class labels extending its applicability to many
different applications.
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The application cases where sparse logistic regression classifica-
tion has successfully been applied in this thesis consist of diagnosis of
leukemia from flow cytometry data, analysis and classification of brain
activity from MEG data, and supervised image segmentation in two
different application fields: object detection in electronics manufactur-
ing and spot detection from cell images.
The main results and conclusions for each application case are as
follows:
Image segmentation
• The proposed supervised segmentation framework was shown to
outperform conventional methods both in spot detection from cell
images and in object detection in inkjet printed electronics.
• Logistic regression classification with `1 regularization combined
with MRF spatial prior was shown to give a better segmentation
result compared to other commonly used classifiers and feature
selection algorithms.
• The `1 regularization was shown to work as an efficient feature
selector allowing the proposed image segmentation framework to
work on multiple application fields without the need for excess
parameter tuning or special expertise from the user.
• Additional cost, especially in cell segmentation, is that the new
method uses training data while conventional methods are usu-
ally unsupervised. Our experience, however, is that the training
step is rather painless and comparable to tuning of parameters in
a corresponding unsupervised method.
• Especially in the inkjet printed electronics case, the new method
was able to replace multiple processing steps in the image pro-
cessing pipeline. This resulted in reduced computation time being
valuable in a real time application such as computer vision aided
inkjet printed electronics manufacturing.
Diagnosis of AML from flow cytometry data
• Using simple marker mean values as features in an `1 regular-
ized logistic regression classifier was shown to produce statisti-
cally equal classification results with state-of-the-art methods.
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• The automatic feature selection property revealed that only 17 of
the usually measured 49 variables in flow cytometry are actually
needed in making the diagnosis.
• Inspecting the coefficient values of the linear model enabled to
sort the markers according to their relevance from the viewpoint
of AML diagnosis. It was found out that the contribution of the
three most significant fluorescence markers to the diagnosis deci-
sion is approximately 50 % in terms of absolute coefficient magni-
tudes after feature standardization.
Mind reading and analysis from MEG data
• Elastic net regularized logistic regression using detrended mean
and standard deviation of the MEG signal as features was shown
to outperform several other methods in a multi-class classification
task.
• The feature selection property of the elastic net regularization
was able to detect the relevant areas on the skull for each dif-
ferent movie type.
• Potentially interesting neuroscientific information can be inferred
from the relevance of the sensor locations on the skull. However,
one should notice that they do not necessarily correspond to the
areas with neuroscientifically relevant brain activity.
• With MEG data, it was shown that the elastic net regularized
logistic regression classifier is rather insensitive to the choice of
the mixing parameter α.
In addition to experimenting with the logistic regression model, er-
ror estimation, especially from the viewpoint of automatic selection of
the regularization parameter in the `1 penalized classification model,
was studied. Results show that, with small sample size, the recently
developed Bayesian error estimator [72, 73] outperforms traditionally
used cross-validation methods both in accuracy and computation time.
Generalization of the Bayesian error estimator for multinomial logistic
regression is currently under investigation.
Related to model selection, it was shown that conventional methods
for benchmarking and improving classification models by means of sub-
sequent cross-validation runs can lead to unpredictably over-optimistic
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results. The results are unpredictable in the sense that doing cross-
validation by using information from a previous cross-validation run
was, at least in a special case, shown to be more harmful than the
classical mistake of inferring information from all the training data
before the actual cross-validation loop. For instance, conventionally
used sequential feature selection algorithms often use repeated cross-
validation to assess the performance of subsequent feature combina-
tions. However, the results indicate that even if the cross-validation
performance improves in such a procedure, in reality, the generaliz-
ability of the feature set can actually start to decrease at some point.
While the brief experiment in Section 3.2.4 showed that subsequent
cross-validation brings optimism into the validation performance, the
amount of optimism was not quantified. Thus, we still do not know
how harmful it exactly is, e.g., to do five subsequent test runs in a
cross-validation test bench and parameter tuning in between in order
to improve our classification model. This is a potential topic for future
research.
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