Abstract. We present a novel multilevel algorithm which computes N roots of the secular equation in O(CN ) computer operations, where C depends on the desired accuracy. Since current methods of solution require O(N 2 ) operations, this algorithm can drastically reduce the computational effort in various applications, including updating the singular value decomposition and symmetric eigenvalue problems, and solving constrained least squares problems. The algorithm is based on the multilevel approach for fast evaluation of integral transforms. It has been adapted for the efficient solution of the secular equation. We have also incorporated discontinuous kernel softening, a technique which improves the implementation of multilevel summation algorithms toward theoretical optimality. We present and discuss numerical results, parallelization, and other related applications of the multilevel approach, including a possible substitute for current symmetric tridiagonal eigenbasis solvers (such as the Divide and Conquer method).
Updating the singular value decomposition of matrices [1, 10] . 2. Modifying the symmetric eigenvalue problem [11, 14, 15, 16, 24, 25, 27] . 3. Solving constrained least squares type problems [13, 18, 20, 21, 23, 28, 36, 37, 44] . 4 . Computing the eigenvalues of a matrix using the escalator method [19] . 5 . Invariant subspace computations [17] . A thorough literature survey may be found in [32, 33, 34, 35 ].
1.1. Current methods of solution. Secular equations are often a "subproblem of a larger one" [34] , as in the Divide and Conquer method [26, 16] . Consequently, they "typically have to be solved to high accuracy many times, which requires fast and stable methods" [34] . Many root-searching algorithms for solving (1.1) have been extensively studied and developed, among these are the following:
1. The quadratic BNS methods [10, 11, 38] , based on a rational interpolation. 2. Melman's methods [32, 33, 34, 35] , that use a change of coordinates transforming the original equation into an equivalent problem for which Newton's method exhibits global quadratic convergence.
3. Gragg's third order zero-finder [24] and other high-order methods [34, 35] . These methods (e.g., Melman's) can compute any root of (1.1) to machine accuracy using a small number of direct evaluations of v and its derivative (O(log(log(1/ε))) iterations are needed to obtain an ε-accuracy). Since each such evaluation costs O(N ) operations, N roots are computed in O(N 2 ).
Objectives.
Our goal is to design a linear complexity algorithm for computing N roots of (1.1) in only O(CN ) operations, where C depends on the desired accuracy ε, C = O((log(1/ε)) q ) for some small q ∈ R + . This is achieved in a two-stage procedure:
(a) Designing an algorithm for evaluating v at N values of λ in O(N ) operations.
(b) Adapting this fast evaluation to the solution of (1.1) in O(N ), using any of the root-search methods mentioned in §1.1.
Both stages are handled efficiently and naturally by the multilevel approach presented in [5] . In §2 we present our fast multilevel evaluation algorithm (stage (a)), for uniformly dense {d k } N k=1 . §3 discusses the fast solution of (1.1) (stage (b)). We conclude in §4 by discussing non-uniform density, generalizations, parallelization, and other related applications of the multilevel approach, including a possible substitute for current symmetric tridiagonal eigenbasis solvers (such as the Divide and Conquer method [14, 16] ).
Fast evaluation of v(λ).
A necessary stage toward the fast solution of (1.1) is the fast evaluation of v. Let {λ j } N j=1 be any sequence satisfying (1.2) (e.g., approximations to {λ * j } N j=1 at a certain root-searching step); we wish to calculate
in O(N ) operations. The algorithm for computing {v (λ j )} N j=1 , if desired, is discussed in §3.2. For simplicity let us first assume that {d k } N k=1 have a uniform density α, i.e., it is possible to place a uniform grid {D
] there lies a uniformly bounded number (about αH =: m) of d k s. The interlacement property (1.2) implies that {λ j } N j=1 are also uniformly dense (for nonuniform densities, see §4.1). Our algorithm is a straightforward application of the general multilevel approach for fast evaluation of integral transforms with asymptotically smooth kernels, which is described in detail in [5, 7, 8, 9] . We also incorporate a technical modification (discontinuous softening) that improves the work-accuracy relation of multilevel summation algorithms toward optimality. This may be of interest in practical implementations.
Kernel softening.
The kernel G(r) = 1/r is asymptotically smooth, that is, increasingly smooth for larger r. As in [5, 7, 9] it can be decomposed into
(ii) G S is suitably smooth on the scale S, namely, for any ε > 0 there exists p = O(log(1/ε)) ∈ N such that G S can be uniformly approximated to an accuracy ε by a p-order interpolation from its values on any uniform grid with a meshsize comparable with S [9] . Traditional multilevel algorithms [5, 8, 9, 40] used a polynomial softened kernel
that fits G, G , . . . , G (p) at r = ±S. In this paper we propose a novel piecewise smooth kernel softening in the form
which is suitably smooth only for r ∈ R\{−S, S}. Nevertheless, the discontinuous softening (2.4) has the following advantages over the continuous softening (2.3):
1. The derivativeG (p) (r) vanishes for |r| ≤ 1; hence its magnitude is certainly less than (
. This is observed especially in kernels that fully depend on r, rather than on |r| only (in [8, 9, 40] , G = G(|r|)). For instance, in the secular problem, G's sign flip across r = 0 causes a "fold" in G * (see Figure 1 ), consequently causing a large ( Table 1 ). 
Table 1
The powers ν corresponding to the magnitudes of the p-order derivatives of G * ,G, which determine the interpolation error ε I , versus p. The relative error ε I in approximating the scale-S softened kernel G S (r) :=G(r/S)/S by a p-order central interpolation from its values on a meshsize-H uniform grid (when the discontinuities are not straddled by the interpolation interval) satisfies
as explained in Appendix A.
2. An evaluation of G * costs O(p) operations, versus none perG evaluation. 3. Computing {a n } 2p n=0 of (2.3) requires O(p 3 ) operations, whereasG requires no "preparatory work". This is usually a pre-processing step, but if the softened kernel needs to be repeatedly updated, this would mean a major saving of work. On the other hand,G's jumps at r = ±1 require additional correction steps, which are described in §2.2. Overall, the cost efficiency of the multilevel summation algorithm is improved by using (2.4) instead of (2.3), because of the first two advantages. This is shown in §2.4 for the secular equation, and in §4.3, for general integral transforms in higher dimensions.
Derivation of the algorithm.
Following the terminology of [5, §3-4] , observe that
The sum (2.8) extends over O(s) points d k , if we choose S = sH. The softened kernel can be represented as
where σ k := {K : from now on, p is assumed to be even. In fact, for a given j, (2.9) holds for all k = 1, . . . , N except the set
= {K :τ jK = ∅}, and (2.13), (2.14) are defined for all j = 1, . . . , N . Note that the sums in (2.12), (2.13), and (2.14) extend over O(p) points; hence, they are local. {U 1 K } K is the "aggregation" of {u k } k from the non-uniform fine locations {d k } k (denoted "level l = 0") to the uniform coarse locations {D K } K (denoted "level l = 1"), a procedure referred to as anterpolation in [5] , since it is the adjoint of interpolation. Similarly, we can use the smoothness of 
The sums in (2.17), (2.19) are over local sets and defined for all j = 1, . . . , N ; (2.18) is a uniform coarser version of (2.1). We have reduced the original evaluation of v at the non-uniform fine level (l = 0) to the evaluation of V 1 S at the uniform coarse level (l = 1). In order to keep the evaluation of (2.8) inexpensive, the coarsening ratio m cannot be too large (e.g., m = 2 [9] ) and s should not increase with N . To sum up, the multi-summation (2.1) is replaced by the following:
(i) Anterpolation: calculate the "aggregated" {U S . The number of nodes at level 1 is roughly N/2, which may still be too large to calculate directly. Instead, the task (2.18) can be further reduced to summation at level l = 2 on twice as coarse (meshsize 2H) λ-and d-grids, using the same algorithm [(i)-(vi)]: decomposition of G S into G 2S plus a local part, anterpolation of U 1 to level 2, level 2 summation, interpolation of V 2 2S to level 1, and addition of the three local corrections. The above-described procedure can be repeated recursively until a grid is reached at which direct summation can be done in at most O(N ) operations.
Computational cost and evaluation error. The local correction (iv)
costs O(sN ) operations, since each G-evaluation costs O(1). However, it is less obvious to implement the w-correction in O(pN ) operations. It may seem that for any given j it takes O(p) points to compute everyŨ
operations are required for evaluating the right-hand term in the right-handside of (2.13). Instead, we can use a "sliding window" approach (see for example [41, 42, 45] 
and so on. This is possible since the sets (τ jK ∪τ j+1,K )\(τ jK ∩τ j+1,K ) contains only O(1) points for every j = 1, . . . , N −1. The same approach can be applied to the z-correction, interpolations, and anterpolations. Thus, the total computational complexity of steps (i),(iii)-(vi) is W = O((p + s)N ), which is smaller than the O(psN ) cost of the multilevel summation with the "traditional" softening [5, 8, 9, 40] . Generally, if the order of anterpolation/interpolation from/to level l to/from l − 1 is denoted by p l and the softening scale is denoted by S l := 2 l−1 Hs l−1 , the total work W per fine grid point in evaluating (2.1) (omitting some constants and neglecting the direct evaluation at the coarsest level) is given by
where t = O(log N ) is the number of levels and A > 0 is a constant. The error ε v in evaluating v satisfies (as implied by (2.5))
2.4. Parameter optimization. The values of s, p at each of the levels l = 0, . . . , t − 1 should be determined to minimize the computational work under the constraint of a controlled evaluation error, ε v = ε.
2.4.1. Two-level parameter optimization. Let us first consider the case t = 1. Discarding the coarse level summation portion of the work and omitting constants, the constrained minimization problem for p :
The optimum is attained if and only if
This implies
Thus,
where for instance K 1 ≈ 0.54, K 2 ≈ 0.63 for A = 1 and K 1 ≈ 0.45, K 2 ≈ 0.75 for A = 0.5. Consequently, the computational complexity of evaluating (2.1) to accuracy ε is
2.4.2. Multilevel parameter optimization. Clearly, if we use p l = p opt (ε), s l := s opt (ε) at all levels l = 0, . . . , t − 1, the error ε v would be tε. Instead, we use
using (2.21 ). This cost is smaller than the total cost of the multilevel summation algorithm with continuous softening. Indeed, with the latter we get W = O (N (log(1/ε)) 2 ). Figure 2 shows that p opt (ε)/ log(1/ε), s opt (ε)/ log(1/ε) are indeed bounded independently of N . Second, we performed the multilevel evaluation of (2.1) for various N and ε values (t = O(log N ) being the maximum possible, so that level l = t grids contained O(p t ) points) using {p l , s l } t−1 l=0 , which were computed using the table generated at the twolevel stage and (2.24). Table 2 summarizes the computational cost of evaluating v in these experiments; each experiment was averaged over 20 uniformly random sequence pairs {d k } N k=1 , {λ j } N j=1 ⊂ [0, 1] satisfying (1.2) (this was a sufficiently large sample). The l ∞ errorε of the differences between the directly computed v values and the values computed using the fast evaluation algorithm was always less than the desired ε. It can be observed that W behaves according to the desired (2.25). Table 2 The computational cost W/(N log(1/ε)) versus N and ε. Each column (starting from the second) corresponds to a different log 10 (ε) value, that is, ε = 10 −2 through 10 −12 ; W is the arithmetic operations count. It can be observed that W/(N log(1/ε)) is practically uniformly bounded, as claimed by (2.25 3. Fast solution of f (λ) = 0. The fast evaluation algorithm presented in §2 can be naturally adapted to any root-search method for solving f (λ) = 0. For demon-stration purposes, we used Melman's improved Newton method [32] . Let 1 ≤ j < N (for simplicity we avoid the case j = N , which is also treated in [32] ). The iterations take the form
It was proved that these iterations converge quadratically to λ * j , provided that the starting point is
where
and 
do steps (v)-(viii). (v) While (STOP-CRITERION j = FALSE) do steps (vi)-(viii). (vi) Compute
Step (i) is executed in O(N log(1/ε)) using the fast evaluation algorithm of §2 for computing {v(λ j )} N j=1 to accuracy ε, with one modification: the kernel G(r) is defined to be 0 at r = 0. Here we can accept a low accuracy, since we only provide initial conditions for the roots. The initialization of {λ j } j (step (ii)) requires O(N ) operations.
Step (iii), using an accuracy ε, is a preparatory step for the fast evaluation of f, f in steps (vi),(vii) (see §3.1,3.2). We execute the algorithm for evaluating {v(λ j )} N j=1 to accuracy ε, except the last four steps (i.e., the steps before interpolating {V 
Provided that each evaluation of f or f at steps (vi),(vii) costs O(log(1/ε)) operations (see §3.1,3.2), the total cost of the algorithm (i)-(viii) is O (N log(1/ε) ). The numerical stability of algorithm (i)-(viii) depends solely on the stability of the root-search methods; the fast evaluation introduces in addition central interpolation, which is a numerically stable process. O(log(1/ε) ) operations, using the last four steps of the evaluation algorithm: interpolation of V 1 S to the point λ, followed by the three local corrections to v s (λ). Here a "sliding window" (see §2.3) is used (for every j) to updateŨ 1. In the interpolation step, we use different interpolation coefficients {ξ
. These coefficients are computed from differentiating the interpolation polynomial for G S (D 1 K −·) (see also [40] ), so that (except when discontinuities are straddled by the interpolation stencil)
The three local corrections are executed with the kernel
We remark that we can evaluate v to a lower accuracy than the one required for v, without spoiling the convergence of the Newton iterations (3.1). In fact, we can avoid computing the derivative by switching to the secant root-search method, thereby reducing the overall computing time by a factor 1.8. Table 3 2) (this was a sufficiently large sample). Indeed, the average cost per root for the direct evaluation method increases linearly with N , whereas it remains constant for our proposed method, as desired. The cross-over (using direct evaluation versus the fast evaluation, the roots being computed to the same accuracy ε) was detected at N ≈ 200 for ε = 10 −10 and at N ≈ 450 for ε = 10 −20 (for ε = 10 −5 at N ≈ 70).
Numerical results.

Concluding remarks.
In the previous sections we described the basic elements of the fast evaluation of v and the fast solution of (1.1) for uniformly dense {d k } k (N roots are computed in only O(N ) operations). The following are some important insights and generalizations of these algorithms, that can be further explored in a future research.
Non-uniform d-density.
Recursive local grid refinement is essential to maintain the above work-accuracy relationship wherever the number of d k points per meshsize is large, including pathologically high concentrations (for instance, d k = 1/k, k = 1, . . . , N ). Table 3 The Importantly, the algorithm will be based on patches of uniform grids; therefore interpolations are highly efficient compared with those involving non-uniform meshsizes.
In the rest of this section we first explain where these patches should be introduced, and then we discuss the adaptation of the evaluation algorithm to such patches.
4.1.1. Refinement strategy. Since in the secular problem the local average density of {λ j } j is the same as the {d k } k 's density, local refinements are introduced in the same regions for both d and λ spaces; in general, we may need to construct different patches for the λs (see §4.3). A direct application of the evaluation algorithm described in §2.2 does not efficiently address the v-evaluation task on non-uniform sets {d k } k , {λ j } j . In regions where the number α of d-points per meshsize H of the finest grid employed in the evaluation algorithm is large, the work involved in the local corrections increases like O(α 2 ). To avoid this, we introduce a patch of a twice finer grid, defined only over these regions. It is possible to construct an optimal quantitative criterion to decide where to introduce such a local refinement, based on its cost effectiveness. For example: a twice finer patch should be introduced in any region with length of at least s cells (where S = sH is the softening distance, see §2.1), that includes more than α c S d-points, where α c is a small integer whose optimal value can be determined experimentally. Clearly, if two close regions need to be locally refined, it is more efficient to unify them into just one patch. If yet more dense regions exist within the twice finer patches, we create yet finer patches within the former patches, using the same criterion. This is recursively repeated until no further refinement is needed.
The evaluation algorithm with patches.
Here we start the algorithm on the finest patches, where we anterpolate u from the original {d k } k which lie within the region of these patches and have the highest local density, to the equally spaced gridpoints of the finest patches. Thus we have eliminated the regions of the highest density from the original evaluation task. By recursively anterpolating u to yet coarser and larger patches, we finally arrive at the original everywhere uniform grid covering the full domain of the original {d k } k , where the algorithm of §2.2 can be directly applied. Note that the local refinement create intermediate levels with kernels G(d, λ) which no longer depend only on d − λ; but this changes only their local part, G local , and the local corrections still cost O(s) per λ-point.
General kernels.
The multilevel approach for evaluating (2.1) provides the same efficiency for computing integral transforms involving any asymptotically smooth kernel G(r), as shown in [5] . In particular, other secular equations such as
can be solved in linear time (N roots in O(N ) operations), for any {u k } k ⊂ R and ζ > 0. Importantly, the same multilevel approach can be used to address other multi-summation tasks with other types of kernels (e.g., oscillatory) [5] .
4.3. Higher dimensions. The secular equation (1.1) does not admit a higher dimensional analogue; nevertheless, it may still be interesting to extend the discontinuous softening technique to the multilevel summation of the transform
with an asymptotically smooth G(x, y). The discontinuous softening (2.4) can be extended to this case, specifically,
This kernel is singular on the sphere |x−y| = S; hence the w-and z-corrections involve points in a high-dimensional ring including |x − y| = S (for kernels G = G(|x − y| 2 ), it might be more efficient to use |x − y| 2 := d µ=1 (x µ − y µ ) 2 inG instead of |x − y|). It can be shown that they can be implemented in O(p d ) operations per λ j , again using the "sliding window" technique (see §2.3). In addition, the local correction costs here only O(s d ) per λ j , versus O(s d p) for the usual softening, e.g., (2.3). Substituting the optimal p = s = O(log(1/ε)), the total work amounts to
whereas it is O(N (log(1/ε)) q ) when using everywhere-smooth softened kernels, with q = d + 1 + η, η ≥ 0 depending on the magnitude of the p-order derivatives of the softened kernel for r ≤ S (see §2.1). Importantly, discontinuous softening cannot replace the original smooth softening of [5] because 1. The original smooth softening is much simpler to implement, and the cost per node (for a fixed accuracy) may be smaller. It is also easier to adapt local refinements to it (see 4.1) than to discontinuous softening.
2. In many physical problems (e.g., evaluation of potential or dipole fields [8, 9, 40] ), η is small and d = 2, 3, hence the relative loss (q − d) is not too large.
3. An important advantage of continuous softening is that it gives the kind of multiscale description of the interactions needed in dynamic situations, where the particles carrying these interactions participate in multiscale movements, as in molecular dynamics [3, 5, 6, 39] .
However, the cost-efficiency of the multilevel summation algorithms may be significantly improved by discontinuous softening when 1. The dimension d is low (in the extreme case, when d = 1); 2. The kernel G is inherently "hard-to-soften", as in the secular problem or in some problems where G is not a function of r := |x − y| (i.e., unlike the cases of [8, 9, 40] , where G(r) = log(r) or 1/r). The power d of log(1/ε) in the total work seems to be generally the smallest possible, since the local corrections involve O(p d ) points per evaluation; in this sense, discontinuous softening leads to the optimal work-accuracy relation.
4.4. Parallelization. Our presented algorithms can be efficiently parallelized. The number of unparallelizable steps is theoretically only O(log(N )), since we mostly rely on interpolations and local corrections, which can be fully parallelized (see also [5] ).
Eigenbasis computation.
The Divide and Conquer method [14, 16, 26] for finding the full spectrum (eigenvalues and eigenvectors) of an N × N symmetric tridiagonal matrix requires O(N 2 ) computer operations (although it runs in O(N log N ) for some very special matrices, the storage always increases as O(N 2 )). Even if we incorporate our fast evaluation algorithm for the secular equation, the computational cost remains the same. Instead, the recently developed approach of multiscale eigenbasis (MEB) [6, 29, 30, 31] seems more reasonable and efficient in addressing such eigenbasis computations. For instance, this method can be directly applied for computing N eigenvectors and eigenvalues of the symmetric tridiagonal eigenproblem, as well as many other sparse eigenproblems, in O(N log N ) operations and storage. This cost can be reduced to O(N ) in special cases, e.g., for discretizations of constant coefficient differential operators. Of course, singular cases (e.g., when the ratio of two adjacent diagonal elements is very large) need to be treated (e.g., deflated), as demonstrated in [10, 11, 14, 26] for O(N 2 ) eigenbasis solvers.
5. Acknowledgement. The authors are thankful to the referees of this paper. In particular, they brought to our attention that the idea of evaluating the secular equation in O(N ) operations is not new. In [26, §5] , Gu and Eisenstat describe how the fast multipole method [12] can be used to compute all the roots of the secular equation in O(N ) operations. The resulting Divide and Conquer algorithm for the symmetric tridiagonal eigenproblem computes all the eigenvalues in O(N log N ) operations, and all the eigenvectors in O(N 2 log N ) operations. We can add that the idea of fast multilevel evaluation of integral transforms with very general kernels, on which the method presented here is based, appears already in [4, §8.6] , although the specific case of the secular equation is not mentioned there. Also, the recent multiscale eigenbasis approach (see §4.5) shows how to reduce the O(N 2 log N ) cost of calculating the entire eigenbasis, to only O(N log N ) operations.
Appendix A. The error of a pth order central interpolation ofG defined by (2.4) from its values on a grid of meshsize H satisfies [43] When we scale G S (r) =G(r/S)/S, the pth derivative is scaled by S −p−1 , and the relative error by S −p . This implies (2.5).
