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Abstract
We propose a general particle filtering and learning framework for mixed-frequency state-space
models. Our mixed-frequency particle methods use a smoother so as to draw the Bayesian in-
ference from low-frequency observations. Our forward smoother is simple and efficient, and the
sample path degeneracy is negligible with a small lag size. The backward smoother mitigates the
sample path degeneracy effect with quadratic computations that are nevertheless parallelizable.
To illustrate our mixed-frequency particle framework, we take the mixed-frequency conditional
dynamic linear model with regime switching as an example. In a simulation study, we show that
naive treatments of mixed frequencies may severely impact model identification.
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1 Introduction
In economics and finance, state space models have become a widespread modeling device over the last
two decades.1 When estimating these models, we are faced with the two tightly coupled problems
of state and parameter inference. Often we are interested in real-time estimation, where estimates
of states and parameters are updated as new information arrives. However, a dilemma faced by
econometricians is that data are not all sampled at the same frequency. While most macroeconomic
data are sampled monthly or quarterly, most financial variables are available at daily or even higher
frequency.2 Simple treatments of such unbalanced datasets either adopt a time aggregation to match a
common low sampling frequency, or exclusively focus on a uniform subset of the entire dataset, or even
use a rather crude data augmentation procedure. However, such simplifications destroy potentially
useful information. They lead to parameter misidentification and biased statistical inference.3
In light of these drawbacks, there is rising interest in econometric methods designed to handle
mixed frequency data.4 We contribute to this growing body of literature in that we propose a general
and consistent particle filtering and learning framework for mixed-frequency state-space models. Par-
ticle filter methods have received great popularity in engineering and economics. Due to its well-known
advantage of mitigating sample degeneracy, we focus on the auxiliary particle filter (APF) of Pitt
and Shephard (1999) and extend it to a mixed-frequency setting. For particle learning, our starting
point is the framework of Carvalho et al. (2010), where real-time parameter learning is incorporated
by utilizing the recursive nature of sufficient statistics under a conjugate prior assumption.
1See, e.g., the textbook treatments of Harvey (1990), Hamilton (1994), West and Harrison (1998), and Kim et al.
(1999), to name a few.
2For example, gross domestic product (GDP) data are sampled quarterly, employment and inflation data are sampled
monthly, and most interest rate data are sampled daily. Another frequently encountered problem is missing data, which
can be alternatively viewed as a temporal variation of sampling frequency, or “ragged-edge” data, i.e., data that are
typically incomplete for today and the immediate past and subject to revision (see, e.g., Bouwman and Jacobs (2011)).
3In consumption-based asset pricing literature, time aggregation tends to smooth out the potentially persistent
consumption shocks, giving rise to a “long-run risk” component that is hardly identifiable; see Schorfheide et al. (2014),
and other papers using consumption data of different sampling frequencies. In a Bayesian framework, Collin-Dufresne
et al. (2016) learn about the consumption dynamics exclusively using quarterly data after World War II, while Johannes
et al. (2014) use annual data before World War II to form the prior for the quarterly sampling time window. The
transition between the two time windows is problematic and an ad hoc moment matching assumption was imposed on
the prior of the quarterly sampling window.
4A testimony of the rising interest is that the Journal of Econometrics devoted a special issue to the econometric
analysis of mixed frequency data sampling. For the different contributions, we refer the interested reader to the Journal
of Econometrics, Volume 193, Issue 2, Pages 291-446 (August 2016).
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There is a critical point that makes mixed-frequency particle methods different from the syn-
chronous setting with a balanced dataset. The low-frequency dynamics is in general jointly driven
by lagged states. Hence, we require a smoothing procedure to facilitate inference from low-frequency
observations. We find that particle filtering and learning via forward smoothing are efficient and
easy to implement. Furthermore, backward smoothing helps to mitigate the sample path degeneracy
problem with additional computations which, however, can be parallelized. Therefore, our smooth-
ing algorithms are competitive alternatives to Markov Chain Monte Carlo (MCMC) approaches for
mixed-frequency data, and allow real-time learning. In a simulation study, we show that we can
improve parameter estimates and identification by exploiting all available data in a mixed-frequency
setting. Moreover, we find that statistical inference cannot be properly drawn, if the model specifi-
cation is inconsistent with the inherent frequency of the data generating process.
Statistical methods to deal with mixed-frequency data has attracted considerable attention over
the last years. A branch of literature represented by Viefers (2011), Schorfheide et al. (2014),
Schorfheide and Song (2015), and Eraker et al. (2015) draw the inference in a Bayesian fashion.
Low-frequency observations are treated as temporally missing and MCMC samplers iterate over the
draws from the conditional distribution of missing observations and parameters to obtain a stationary
joint posterior. Ghysels et al. (2004) initiated the mixed-data sampling (MIDAS) approach. Bai et al.
(2013) examined the relationship between MIDAS and Kalman filter. Christensen et al. (2016) drew
a comparison between moment methods and regression-based methods. Other recent contributions
from frequentists’ point of view include Mariano and Murasawa (2010), Qian (2016), Marcellino and
Sivec (2016), Ghysels (2016), among many others. Foroni and Marcellino (2013) provide a survey for
mixed-frequency treatment.
We contribute to the above literature by extending particle filtering and particle learning to a
mixed-frequency setting. Filtering methods originate from the linear Gaussian filter of Kalman (1960).
A breakthrough for general nonlinear filtering occured with the paper of Gordon et al. (1993), which
developed recursive Monte Carlo methods called particle filter. Particle filters became quickly very
popular. To improve some of the known deficiencies of the sequential importance resampling algorithm
when dealing with heavy-tailed or multimodal distributions, Pitt and Shephard (1999) introduced
the auxiliary particle filter. Particle learning is a further step built upon the particle filter and allows
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for sequential filtering, smoothing, and parameter learning by including sufficient statistics in a set
of particles.5 When dealing with mixed-frequency observations, smoothing becomes a key concern.
Smoothing algorithms have been implemented either using MCMC or within the particle framework.6
The remainder of the paper is structured as follows. In Section 2, we develop our mixed-frequency
particle filters using forward and backward smoothers. In Section 3, we introduce mixed-frequency
particle learning. To illustrate our method, we present in Section 4 particle filter and learning for a
mixed-frequency conditional dynamic linear model with regime switching. In Section 5, we conduct
a simulation study in which we also benchmark our approach against a simple aggregation strategy
to obtain a balanced dataset. Section 6 concludes.
2 Mixed-Frequency Particle Filtering
We develop several particle methods for mixed-frequency state-space models (MFSSM). Without
loss of generality, we build our Bayesian inference on the auxiliary particle filter (APF) of Pitt and
Shephard (1999), the forward smoother of Kitagawa (1996), and the backward smoother of Godsill
et al. (2012). For completeness, we briefly review these methods and relevant terminlogies in the
Appendix. Extensions to other filters and smoothers are straightforward. We start with the following
specification of a MFSSM:7
Yt+1 ∼ p(Yt+1|Xt+∆:t+1,Θ),
Zt+(k+1)∆ ∼ p(Zt+(k+1)∆|Xt+(k+1)∆,Θ), (1)
Xt+(k+1)∆ ∼ p(Xt+(k+1)∆|Xt+k∆,Θ),
5See, e.g., Kitagawa (1998), Chen and Liu (2000), Liu and West (2001), Storvik (2002), Polson et al. (2008), Carvalho
et al. (2010). Chopin et al. (2010) pointed out potential sample degeneracy inherent in the particle learning method of
Carvalho et al. (2010).
6Smoothing with MCMC see, e.g., Carlin et al. (1992), Carter and Kohn (1994), De Jong and Shephard (1995),
Shephard and Pitt (1997), Geweke and Tanizaki (2001), Stroud et al. (2011), Niemi and West (2010). For smoothers
within the particle framework see, e.g., the forward approach of Kitagawa (1996), the backward approach of Godsill
et al. (2012), the two-filter smoothers of Kitagawa (1996), Briers et al. (2010), and Fearnhead et al. (2010), among
others.
7Later, we will briefly illustrate by examples that using smoothing for filtering can be extended to more general
mixed-frequency settings.
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whereM = 1/∆ ∈ N+ is the sampling frequency of the high-frequency variables. We assume that the
parameter vector Θ and the initial state p(X0|Θ) are known. Furthermore, we define Y = (Y,Z) and
Yt+k∆ as the collection of observations at time t + k∆. Hence, Yt+k∆ = Zt+k∆ for k = 1, ...,M − 1
and Yt+1 = (Yt+1, Zt+1). Yt+k∆ denotes the collection of all observations up to time t+ k∆. Particle
methods are used to compute the sample approximation of any distribution p(Λ), i.e.,
p(Λ) ≈ pN (Λ) =
∑
i∈N
δΛ(i) , N = {1, 2, ..., N}, (2)
where {Λ(i)}i∈N are samples from the distribution p(Λ) and δΛ(i) is the Dirac measure concentrated
at Λ(i).
The key point that makes fixed-frequency particle filters different from the standard APF is that
Yt+1 is jointly driven by Xt+∆:t+1. The predictive likelihood and the conditional posterior state
density can be used only if the smoothed distribution of the state path Xt+∆:t+(M−1)∆ is available
at time t+ (M − 1)∆. Therefore, when moving from time t+ (M − 1)∆ to t+ 1, particle filters take
the form
p(Xt+1|Yt+1,Θ) ∝
∫
p(Yt+1|Xt+∆:t+(M−1)∆,Θ)p(Xt+1|Xt+∆:t+(M−1)∆,Yt+1,Θ)
×dp(Xt+∆:t+(M−1)∆|Yt+(M−1)∆,Θ). (3)
Hence, the filtering recursion requires a convenient and efficient way to compute the smoothed dis-
tribution p(Xt+∆:t+(M−1)∆|Yt+(M−1)∆,Θ).
2.1 Mixed-Frequency Particle Filtering via Forward Smoothing
Forward smoothing can be implemented jointly with the filtering procedure. We start by filtering
Xt+∆ using Bayes’ rule
p(Xt+∆|Yt+∆,Θ) ∝
∫
p(Yt+∆|Xt,Θ)p(Xt+∆|Xt,Yt+∆,Θ)dp(Xt|Yt,Θ). (4)
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For k = 1, ...,M − 2, we compute the smoothed distribution recursively in the spirit of the forward
smoother in equation (A.2):
p(Xt+∆:t+(k+1)∆|Yt+(k+1)∆,Θ) ∝ p(Yt+(k+1)∆|Xt+∆:t+k∆,Θ)p(Xt+(k+1)∆|Xt+∆:t+k∆,Yt+(k+1)∆,Θ)
×p(Xt+∆:t+k∆|Yt+k∆,Θ). (5)
To move from t+ (M − 1)∆ to t+ 1, we use the resample-propagate procedure (3).
Particle Filter: Mixed-Frequency Forward Smoothing
Step 1 (Filter). Use standard APF to compute pN (Xt+∆|Yt+∆).
Step 2 (Forward and Smooth). Compute pN (Xt+∆:t+(M−1)∆|Yt+(M−1)∆,Θ). To this end, denote
particles forming pN (Xt+∆:t+k∆|Yt+k∆,Θ) by {X˜(i)t+∆:t+k∆}i∈N . Use the forward smoother (5) for
k = 1, ...M − 2 recursively in the following way. First draw {X˜(n(i))t+∆:t+k∆}i∈N from {X˜(i)t+∆:t+k∆}i∈N
with weights
w
(i)
t+(k+1)∆ ∝ p(Yt+(k+1)∆|X˜
(i)
t+k∆,Θ). (6)
Then, propagate from X˜(n
(i))
t+∆:t+k∆ to X
(i)
t+(k+1)∆ using X
(i)
t+(k+1)∆ ∼ p(Xt+(k+1)∆|X˜
(n(i))
t+k∆,Yt+(k+1)∆,Θ)
and piece X˜(n
(i))
t+∆:t+k∆ and X
(i)
t+(k+1)∆ together to form the smoothed particles
X˜
(i)
t+∆:t+(k+1)∆ = (X˜
(n(i))
t+∆:t+k∆, X
(i)
t+(k+1)∆). (7)
The collection {X˜(i)t+∆:t+(k+1)∆}i∈N yields pN (Xt+∆:t+(k+1)∆|Yt+(k+1)∆,Θ).
Step 3 (Filter). Resample {X˜(n(i))t+∆:t+(M−1)∆}i∈N from {X˜
(i)
t+∆:t+(M−1)∆}i∈N with weights
w
(i)
t+1 ∝ p(Yt+1|X˜(i)t+∆:t+(M−1)∆,Θ). (8)
Propagate from X˜(n
(i))
t+∆:t+(M−1)∆ to X
(i)
t+1 using
X
(i)
t+1 ∼ p(Xt+1|X˜(n
(i))
t+∆:t+(M−1)∆,Yt+1,Θ). (9)
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The collection {X(i)t+1}i∈N forms pN (Xt+1|Yt+1,Θ).
Compared to the standard APF, the above particle filter using forward smoothing requires only
a negligible increase in computational costs with a total computational complexity of O(NMT ) for
the entire sample path and O(NM) for moving from t to t+ 1.
2.2 Mixed-frequency Particle Filtering via Backward Smoothing
When moving from time t + (M − 1)∆ to t + 1, we can use the backward smoother to mitigate the
sample path degeneracy problem. With the standard APF in equation (A.1) for k = 0, ...,M −2, but
with a sampling interval ∆, the filtering recursion during (t, t+ (M − 1)∆] can be expressed as
p(Xt+(k+1)∆|Yt+(k+1)∆,Θ) ∝
∫
p(Yt+(k+1)∆|Xt+k∆,Θ)p(Xt+(k+1)∆|Xt+k∆,Yt+(k+1)∆,Θ)
×dp(Xt+k∆|Yt+k∆,Θ). (10)
Using the backward smoother in (A.3) to (A.5), we can compute pN (Xt+∆:t+(M−1)∆|Yt+(M−1)∆,Θ).
The smoothed distribution allows to filter Xt+1 using the filtering recursion (5).
Particle Filter: Mixed-Frequency Backward Smoothing
Step 1 (Filter). For k = 0, ...,M − 2, use the standard APF to obtain
pN (Xt+(k+1)∆|Yt+(k+1)∆,Θ) (11)
from pN (Xt+k∆|Yt+k∆,Θ) recursively.
Step 2 (Smooth). Use the backward smoother in equations (A.3) to (A.5) to obtain
pN (Xt+∆:t+(M−1)∆|Yt+(M−1)∆,Θ) (12)
from pN (Xt+(k+1)∆|Yt+(k+1)∆,Θ), k = 0, ...,M − 2.
Step 3 (Filter). As in equation (3), use a resample-propagate procedure analogously to the one in
equations (8) to (9) to compute pN (Xt+1|Yt+1,Θ) from pN (Xt+∆:t+(M−1)∆|Yt+(M−1)∆,Θ).
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For smoothing the entire state paths, the backward smoother given in equations (A.3) to (A.5)
can be immediately adapted to the mixed-frequency setting.
3 Mixed-Frequency Particle Learning
In this section, we adapt the particle learning framework of Carvalho et al. (2010) to a mixed-frequency
setting. Particle learning specifies a joint prior p(X0,Θ) and updates states and parameters via Bayes’
rule. We define Θ = (ΘX ,ΘY ,ΘZ) as the collection of parameters for the processes X,Y , and Z.
By st+k∆ = (sXt+k∆, s
Y
t+k∆, s
Z
t+k∆) we denote the corresponding sufficient statistics for the parameter
posteriors conditional on Yt+k∆. Furthermore, we assume that we can update the sufficient statistics
S = (SX ,SY ,SZ) via a mechanism as follows:
sXt+(k+1)∆ = SX(sXt+k∆, Xt, Xt+(k+1)∆),
sYt+1 = SY (sYt , Xt+∆:t+1, Yt+1), (13)
sZt+(k+1)∆ = SZ(sZt+k∆, Xt+(k+1)∆, Zt+(k+1)∆).
As for particle filtering, we present a forward and a backward smoothing algorithm for mixed-
frequency particle learning.
3.1 Mixed-frequency Particle Learning via Forward Smoothing
The forward learning scheme adopts a forward smoothing step. When moving from time t to t+ ∆,
we use
p(Xt+∆, s
X
t+∆, s
Y
t , s
Z
t+∆,ΘY |Yt+∆) ∝
∫
(Xt,sXt ,s
Z
t ,ΘX ,ΘZ)
p(Yt+∆|Xt,Θ)p(Xt+∆|Xt,Θ,Yt+∆)
×p(sXt+∆, sZt+∆|Xt, Xt+∆, sXt , sZt ,Yt+∆)
×dp(Xt, st,Θ|Yt). (14)
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The expression in (14) is different from the particle learning recursions in (A.6) and (A.7) in that sY
is not updated. Hence, at time t+∆ we can only update the distribution of (ΘX ,ΘZ) by propagating
(ΘX ,ΘZ) ∼ p(ΘX ,ΘZ |sXt+∆, sZt+∆) (15)
to obtain p(Xt+∆, sXt+∆, s
Y
t , s
Z
t+∆,Θ|Yt+∆). Then we use a combination of the forward smoother (A.2)
and particle learning in (A.6) and (A.7) to obtain the smoothed distribution. To do so, we propagate
states and sufficient statistics (sX , sY ) recursively for k = 1, ...,M − 2,
p(Xt+∆:t+(k+1)∆, s
X
t+(k+1)∆, s
Y
t , s
Z
t+(k+1)∆,ΘY |Yt+(k+1)∆)
∝
∫
(sXt+k∆,s
Z
t+k∆,ΘX ,ΘZ)
p(Yt+(k+1)∆|Xt+k∆,Θ)
×p(Xt+(k+1)∆|Xt+k∆,Θ,Yt+(k+1)∆)
×p(sXt+(k+1)∆, sZt+(k+1)∆|Xt, Xt+(k+1)∆, sXt+k∆, sZt+k∆,Yt+(k+1)∆)
×dp(Xt+∆:t+k∆, sXt+k∆, sYt , sZt+k∆,Θ|Yt+k∆). (16)
Then, we draw (ΘX ,ΘZ) ∼ p(ΘX ,ΘZ |sXt+(k+1)∆, sZt+(k+1)∆) to obtain the smoothed distribution
p(Xt+∆:t+(k+1)∆, s
X
t+(k+1)∆, s
Y
t , s
Z
t+(k+1)∆,Θ|Yt+(k+1)∆). (17)
Sequentially using this forward learning and smoothing procedure yields
p(Xt+∆:t+(M−1)∆, sXt+(M−1)∆, s
Y
t , s
Z
t+(M−1)∆,Θ|Yt+(M−1)∆). (18)
The smoothed distribution at time t+(M−1)∆ allows to propagate further to Xt+1, using a modified
version of the particle learning in (A.6) and (A.7):
p(Xt+∆:t+1, s
X
t+(M−1)∆, s
Y
t ,s
Z
t+(M−1)∆|Yt+1)
∝
∫
Θ
p(Yt+1|Xt+∆:t+(M−1)∆,Θ)p(Xt+1|Xt+∆:t+(M−1)∆,Θ,Yt+1)
× dp(Xt+∆:t+(M−1)∆, sXt+(M−1)∆, sYt , sZt+(M−1)∆,Θ|Yt+(M−1)∆).
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Finally, propagate sufficient statistics and parameters via
p(Xt+1, st+1,Θ|Yt+1) =
∫
(Xt+∆:t+(M−1)∆,sXt+(M−1)∆,s
Y
t ,s
Z
t+(M−1)∆)
p(Θ|st+1)
×p(st+1|Xt+∆:t+1, sXt+(M−1)∆, sYt , sZt+(M−1)∆,Yt+1)
×dp(Xt+∆:t+1, sXt+(M−1)∆, sYt , sZt+(M−1)∆|Yt+1). (19)
Particle Learning: Mixed-frequency Forward Smoothing
Starting from pN (Xt, st,Θ|Yt), the objective is to compute pN (Xt+1, st+1,Θ|Yt+1), which we can
achieve as follows.
Step 1 (Filter Xt+∆). To compute pN (Xt+∆, sXt+∆, s
Y
t , s
Z
t+∆,Θ|Yt+∆) from pN (Xt, sXt ,Θ|Yt), start
by resampling {(Xt, sXt , sYt , sZt ,Θ)(n
(i))}i∈N from {(Xt, sXt , sYt , sZt ,Θ)(i)}i∈N with weights w(i)t+∆ ∝
p(Yt+∆|(Xt,Θ)(i)). Then, propagate from X(n
(i))
t to X
(i)
t+∆ using X
(i)
t+∆ ∼ p(Xt+∆|(Xt,Θ)(n
(i)),Yt+∆)
and update the sufficient statistics
s
X,(i)
t+∆ = SX(sX,(n
(i))
t , X
(n(i))
t , X
(i)
t+∆),
s
Z,(i)
t+∆ = SZ(sZ,(n
(i))
t , X
(i)
t+∆, Zt+∆), (20)
s
(i)
t+∆ = (s
X,(i)
t+∆ , s
Y,(n(i))
t , s
Z,(i)
t+∆ ),
and propagate parameters Θ(i)X ∼ p(ΘX |sX,(i)t+∆ ), Θ(i)Z ∼ p(ΘZ |sZ,(i)t+∆ ), Θ(i) = (Θ(i)X ,Θ(n
(i))
Y ,Θ
(i)
Z ). There
is no updating for sY or ΘY . Collecting new samples yields the filtered particles {(Xt+∆, st+∆,Θ)(i)}i∈N ,
which constitute pN (Xt+∆, sXt+∆, s
Y
t , s
Z
t+∆,Θ|Yt+∆).
Step 2 (Filter and Smooth Xt+∆:t+(M−1)∆). It remains to compute
pN (Xt+∆:t+(M−1)∆, sXt+(M−1)∆, s
Y
t , s
Z
t+(M−1)∆,Θ|Yt+(M−1)∆), (21)
for which we use a resample-propagate procedure for k = 1, ...,M − 2 to obtain
pN (Xt+∆:t+(k+1)∆, s
X
t+(k+1)∆, s
Y
t , s
Z
t+(k+1)∆,Θ|Yt+(k+1)∆) (22)
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from pN (Xt+∆:t+k∆, sXt+k∆, s
Y
t , s
Z
t+k∆,Θ|Yt+k∆). Denoting the smoothed particles at time t+ k∆ by
{(X˜t+∆:t+k∆, sXt+k∆, sYt , sZt+k∆,Θ)(i)}i∈N , resample {(X˜t+∆:t+k∆, sXt+k∆, sYt , sZt+k∆,Θ)(n
(i))}i∈N from
the smoothed distribution with weights w(i)t+(k+1)∆ ∝ p(Yt+(k+1)∆|(X˜t+k∆,Θ)(i)). Propagate from
X˜
(n(i))
t+∆:t+k∆ to X
(i)
t+(k+1)∆ using X
(i)
t+(k+1)∆ ∼ p(Xt+(k+1)∆|(X˜t+k∆,Θ)(n
(i)),Yt+(k+1)∆). Update suffi-
cient statistics
s
X,(i)
t+(k+1)∆ = SX(s
X,(n(i))
t+k∆ , X
(n(i))
t+k∆, X
(i)
t+(k+1)∆),
s
Z,(i)
t+(k+1)∆ = SZ(s
Z,(n(i))
t+k∆ , X
(i)
t+(k+1)∆, Zt+(k+1)∆), (23)
s
(i)
t+(k+1)∆ = (s
X,(i)
t+(k+1)∆, s
Y,(n(i))
t+k∆ , s
Z,(i)
t+(k+1)∆),
and propagate parameters Θ(i)X ∼ p(ΘX |sX,(i)t+(k+1)∆), Θ
(i)
Z ∼ p(ΘZ |sZ,(i)t+(k+1)∆), Θ(i) = (Θ
(i)
X ,Θ
(n(i))
Y ,Θ
(i)
Z ).
In the above recursion, sY and ΘY are only resampled from previous particles, without updating.
Then, piece X˜(n
(i))
t+∆:t+k∆ and X
(i)
t+(k+1)∆ together to form X˜
(i)
t+∆:t+(k+1)∆. Collecting these new samples
yields the filtering distribution
pN (Xt+∆:t+(k+1)∆, s
X
t+(k+1)∆, s
Y
t , s
Z
t+(k+1)∆,Θ|Yt+(k+1)∆). (24)
The forward smoothing recursion finally leads to
pN (Xt+∆:t+(M−1)∆, sXt+(M−1)∆, s
Y
t , s
Z
t+(M−1)∆,Θ|Yt+(M−1)∆). (25)
Step 3 (Filter Xt+1). Resample (X˜t+∆:t+(M−1)∆, st+(M−1)∆,Θ)(n
(i))}i∈N from
{(X˜t+∆:t+(M−1)∆, st+(M−1)∆,Θ)(i)}i∈N (26)
with weights w(i)t+1 ∝ p(Yt+1|(X˜t+∆:t+(M−1)∆,Θ)(i)). Propagate to X˜(i)t+∆:t+1 by piecing X˜(n
(i))
t+∆:t+(M−1)∆
with X(i)t+1 ∼ p(Xt+1|(X˜t+∆:t+(M−1),Θ)(n
(i)),Yt+1). At time t+ 1, the smoothed state paths allow us
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to update sufficient all statistics
s
X,(i)
t+1 = SX(sX,(n
(i))
t+(M−1)∆, X
(n(i))
t+(M−1)∆, X
(i)
t+1),
s
Y,(i)
t+1 = SY (sY,(n
(i))
t+(M−1)∆, X˜
(i)
t+∆:t+1, Yt+1), (27)
s
Z,(i)
t+1 = SZ(sZ,(n
(i))
t+(M−1)∆, X
(i)
t+1, Zt+1),
and s(i)t+1 = (s
X,(i)
t+1 , s
Y,(i)
t+1 , s
Z,(i)
t+1 ). Propagate all parameters Θ
(i) ∼ p(Θ|s(i)t+1) and collect all particles
{(Xt+1, st+1,Θ)(i)}i∈N . This gives us pN (Xt+1, st+1,Θ|Yt+1).
Due to the forward nature of this algorithm, the total computation is simply O(NMT ).
3.2 Mixed-frequency Particle Learning via Backward Smoothing
The backward smoothing can be also used for particle learning of MFSSM. Starting with pN (Xt, st,Θ|Y t),
we do the following recursion for k = 0, ...,M − 2. First, we filter states and sufficient statistics using
p(Xt+(k+1)∆, s
X
t+(k+1)∆, s
Y
t , s
Z
t+(k+1)∆,ΘY |Yt+(k+1)∆)
∝
∫
(Xt+k∆,s
X
t+k∆,s
Z
t+k∆,ΘX ,ΘZ)
p(Yt+(k+1)∆|Xt+k∆,Θ)
×p(Xt+(k+1)∆|Xt+k∆,Θ,Yt+(k+1)∆)
×p(sXt+(k+1)∆, sZt+(k+1)∆|Xt+(k+1)∆, sXt+k∆, sZt+k∆,Yt+(k+1)∆)
×dp(Xt+k∆, sXt+k∆, sYt , sZt+k∆,Θ|Yt+k∆). (28)
Given the updated sufficient statistics sXt+(k+1)∆ and s
Z
t+(k+1)∆, we propagate
(ΘX ,ΘZ) ∼ p(ΘX ,ΘZ |sXt+(k+1)∆, sZt+(k+1)∆) (29)
to obtain p(Xt+(k+1)∆, sXt+(k+1)∆, s
Y
t , s
Z
t+(k+1)∆,Θ|Yt+(k+1)∆). The above recursion leads to
p(Xt+(M−1)∆, sXt+(M−1)∆, s
Y
t , s
Z
t+(M−1)∆,Θ|Yt+1). (30)
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Because Y is jointly driven by Xt+∆:t+1, propagating to Xt+1 requires smoothed state paths. We
obtain the smoothed distribution from a slight modification of the backward smoothing in (A.7) and
(A.8):
p(Xt+∆:t+(M−1)∆, sXt+(M−1)∆, s
Y
t , s
Z
t+(M−1)∆,Θ|Yt+1)
= p(Xt+(M−1)∆, sXt+(M−1)∆, s
Y
t , s
Z
t+(M−1)∆,Θ|Yt+1)
M−2∏
l=1
p(Xt+l∆|Xt+(l+1)∆,Θ,Yt+l∆). (31)
with p(Xt+l∆|Xt+(l+1)∆,Θ,Yt+l∆) ∝ p(Xt+(l+1)∆|Xt+l∆,Θ,Yt+l∆)p(Xt+l∆|Θ,Yt+l∆).Hence, the back-
ward smoothing amounts to sequentially sampling from the filtered distribution p(Xt+l∆|Θ,Yt+l∆)
conditional on a given Θ. Finally, given the smoothed state paths Xt+∆:t+(M−1)∆, we filter Xt+1
using
p(Xt+∆:t+1, s
X
t+(M−1)∆, s
Y
t , s
Z
t+(M−1)∆|Yt+1)
∝
∫
Θ
p(Yt+1|Xt+∆:t+(M−1)∆,Θ)p(Xt+1|Xt+∆:t+(M−1)∆,Θ,Yt+1)
×dp(Xt+∆:t+(M−1)∆, sXt+(M−1)∆, sYt , sZt+(M−1)∆,Θ|Yt+(M−1)∆). (32)
Then, we propagate sufficient statistics and parameters via
p(Xt+1, st+1,Θ|Yt+1) =
∫
(Xt+∆:t+(M−1)∆,sXt+(M−1)∆,s
Y
t ,s
Z
t+(M−1)∆)
p(Θ|st+1)
×p(st+1|Xt+∆:t+1, sXt+(M−1)∆, sYt , sZt+(M−1)∆)
×dp(Xt+∆:t+1, sXt+(M−1)∆, sYt , sZt+(M−1)∆|Yt+1). (33)
Particle Learning: Mixed-frequency Backward Smoothing
Step 1 (Filter). To obtain
pN (Xt+(k+1)∆, s
X
t+(k+1)∆, s
Y
t , s
Z
t+(k+1)∆,Θ|Yt+(k+1)∆), k = 0, ...,M − 2, (34)
from pN (Xt+k∆, sXt+k∆, s
Y
t , s
Z
t+k∆,Θ|Yt+k∆), we resample {(Xt+k∆, sXt+k∆, sYt , sZt+k∆,Θ)(n
(i))}i∈N from
12
{(Xt+k∆, sXt+k∆, sYt , sZt+k∆,Θ)(i)}i∈N with weights
w
(i)
t+∆ ∝ p(Yt+(k+1)∆|(Xt+k∆,Θ)(i)). (35)
Next, we propagate from X(n
(i))
t+k∆ to X
(i)
t+(k+1)∆
X
(i)
t+(k+1)∆ ∼ p(Xt+(k+1)∆|(Xt+k∆,Θ)(n
(i)),Yt+(k+1)∆). (36)
Then, we update sufficient statistics
s
X,(i)
t+(k+1)∆ = SX(s
X,(n(i))
t+k∆ , X
(n(i))
t+k∆, X
(i)
t+(k+1)∆),
s
Z,(i)
t+(k+1)∆ = SZ(s
Z,(n(i))
t+k∆ , X
(i)
t+(k+1)∆, Zt+(k+1)∆), (37)
s
(i)
t+(k+1)∆ = (s
X,(i)
t+(k+1)∆, s
Y,(n(i))
t+k∆ , s
Z,(i)
t+(k+1)∆),
and propagate parameters
Θ
(i)
X ∼ p(ΘX |sX,(i)t+(k+1)∆),
Θ
(i)
Z ∼ p(ΘZ |sZ,(i)t+(k+1)∆), (38)
Θ(i) = (Θ
(i)
X ,Θ
(n(i))
Y ,Θ
(i)
Z ). (39)
Again, sY and ΘY are only resampled without updating. Collecting {(Xt+(k+1)∆, st+(k+1)∆,Θ)(i)}i∈N
yields pN (Xt+(k+1)∆, sXt+(k+1)∆, s
Y
t , s
Z
t+(k+1)∆,Θ|Yt+(k+1)∆). Using the above recursion gives us
pN (Xt+(M−1)∆, sXt+(M−1)∆, s
Y
t , s
Z
t+(M−1)∆,Θ|Yt+(M−1)∆).
Step 2 (Smooth). We use a slight modification of the backward smoother in equations (A.7) and
(A.8) to compute pN (Xt+∆:t+(M−1)∆, sXt+(M−1)∆, s
Y
t , s
Z
t+(M−1)∆,Θ|Yt+(M−1)∆). For each Θ(i), the
smoothing procedure requires a pure mixed-frequency particle filter via either forward or backward
smoothing. The smoothed distribution is denoted by {(X˜t+∆:t+(M−1), st+(M−1)∆,Θ)(i)}i∈N .
Step 3 (Filter). This step is exactly the same as Step 3 in particle learning via forward smoothing
13
discussed in Section 3.1.
3.3 Discussion
Particle filtering and learning via smoothing serve as a benchmark approach for MFSSM as specified
in the state space representation in equation (1). Indeed, they can be extended to various alternative
specifications. Some additional situations with mixed-frequency data are worth mentioning and we
provide some guidelines for solving these within our particle framework.
In some cases, we may observe a change of observation frequency over different periods. While
dealing with the entire dataset, econometricians who want to preserve model consistency across
sampling windows may specify the frequency of the evolution of state variables equal to the highest
sampling frequency. As an example, we may consider consumption data. The consumption growth
rate is observed on annual basis before World War II and quarterly afterwards. Therefore, any state-
space model that fully exploits data in both time windows should evolve at a quarterly frequency.
We can also think of a situation, in which all observations are sampled less frequently than states
evolve. Going back to our state-space representation in equation (1), we may assume that Z is no
longer observed and Y is only observed for each unit time interval. Particle methods should therefore
be based on a specification like
Yt+1 ∼ p(Yt+1|Xt+∆:t+1,Θ),
Xt+(k+1)∆ ∼ p(Xt+k∆|Θ). (39)
Our mixed-frequency particle learning via smoothing can be extended to MFSSM of this type. As
an illustration, we take the forward smoothing procedure for simplicity. First, we filter Xt+∆ using a
modified version of the particle learning recursion in (A.6) and (A.7):
p(Xt+∆, s
X
t+∆, s
Y
t ,ΘY |Y t+1) ∝
∫
(Xt,sXt ,ΘX)
p(Yt+1|Xt,Θ)p(Xt+∆|Xt,Θ, Yt+1)
×p(sXt+∆|Xt, Xt+∆, sXt )dp(Xt, sXt , sYt ,Θ|Y t+1).
Next, we propagate ΘX ∼ p(ΘX |sXt+∆) to obtain p(Xt+∆, sXt+∆, sYt ,Θ|Y t+1). Since there is no obser-
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vation between time t + ∆ and t + (M − 1)∆, there is no likelihood-based importance resampling.
Therefore, the forward smoothing is simply a propagation procedure:
p(Xt+∆:t+(k+1)∆, s
X
t+(k+1)∆, s
Y
t ,ΘY |Y t+1) ∝
∫
(sXt+k∆,ΘX)
p(Xt+(k+1)∆|Xt+∆:t+k∆,Θ, Yt+1)
×p(sXt+(k+1)∆|Xt+k∆, Xt+(k+1)∆, sXt+k∆)
×dp(Xt+∆:t+k∆, sXt+k∆, sYt ,Θ|Y t+1).
Then, we propagate ΘX ∼ p(ΘX |sXt+(k+1)∆) to obtain p(Xt+∆:t+(k+1)∆, sXt+(k+1)∆, sYt ,Θ|Y t+1). The
above recursion used for k = 1, ...,M−1 finally leads to p(Xt+∆:t+1, sXt+1, sYt ,Θ|Y t+1). The smoothed
state distribution allows us to proceed with the particle learning to time t+ 1 in a standard mixed-
frequency fashion.
The state-space representations in equations (1) and (39) cover a number of other situations in
practice. For instance, we may have more than two observations sampled at different frequencies. Or
some observations may be missing, which can be viewed as there is a temporal change of sampling
frequency. In all cases, the idea behind our data treatment is the same. We use a smoothing procedure
to move between low-frequency observations.
4 Mixed-frequency Conditional Dynamic Linear Model with Regime
Switching
To illustrate our method, we study the mixed-frequency conditional dynamic linear model with regime
switching (MFCDLMRS) as an example and show how our particle methods can be used to solve
mixed-frequency problems. MFCDLMRS is a generalization of linear Gaussian and regime-switching
models, and incorporates a large class of commonly used models in practice. We consider the following
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specification.8 The state vector (X,λ) evolves according to
Xt+(k+1)∆ = KX,0(λt+(k+1)∆) +KX,1(λt+(k+1)∆)Xt+k∆ + ΣX(λt+(k+1)∆)
X
t+(k+1)∆,
piij = p(λt+(k+1)∆ = j|λt+k∆ = i,Θ), i, j ∈ I = {1, 2, ..., I},
where M = 1/∆ ∈ N+ is the sampling frequency. The parameters of X depend on the auxiliary state
λ, which evolves as a Markov chain with discrete state space I and transition matrix (piij)i,j∈I . We
further assume that we observe Y per unit time
Yt+1 = KY,0 +
M∑
k=1
KY,kXt+k∆ + ΣY 
Y
t+1,
and a variable Z, which has the same frequency as the state processes (X,λ) and also depends on
the regime
Zt+(k+1)∆ = KZ,0(λt+(k+1)∆) +KZ,1(λt+(k+1)∆)Xt+(k+1)∆ + ΣZ(λt+(k+1)∆)
Z
t+(k+1)∆.
The error terms Xt+(k+1)∆, 
Y
t+1, and Zt+(k+1)∆ are assumed to be standard normal and independent
of each other. For ease of notations, we define Θ as the collection of all parameters
Θ = (KX,0(λ),KX,1(λ),KY,0,KY,1, ...,KY,M ,KZ,0(λ),KZ,1(λ),ΣX(λ),ΣY ,ΣZ(λ), (piij)i,j∈I).
4.1 Sufficient Statistics
In particle filtering and learning, latent state distributions are proxied by particles. Therefore, while
updating parameter posterior, latent states are treated as obervable. From the MFCDLMRS specifi-
cation, we know that each of X, Y , and Z essentially takes the form of a time series regression,
Yn+1 = KXn+1 + Σn+1,
8We keep the model general, which potentially leads to identification problems. We skip the identifiability checks
as they are not the main objective of our illustration.
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where X and Y are available from observations and state particles. Since the parameters depend
on the auxiliary states, Bayesian inference should be drawn separately for each state. For simplicity,
we assume for now that the current state is i ∈ I and we are aiming at obtaining the posterior of
parameters of that state i. For notational convenience, we assume all parameters to be the state i
parameters without labeling them accordingly. No confusion should occur.
To obtain an analytically tractable mechansim for updating parameter distributions, we choose a
normal-inverse-Wishart prior NIW(µ0,Ω0, S0, d0) as conjugate prior for (K,ΣΣ>). Upon observing
(Xn,Yn), we obtain a posterior that is also normal-inverse-Wishart, i.e.,
p(ΣΣ>|sn+1) ∼ IW(Sn+1, dn+1),
p(vec(K>)|ΣΣ>, sn+1) ∼ N (vec(µ>n+1), (ΣΣ>)⊗ Ω−1n+1),
where d is the degree of freedom. The sufficient statistics s = (µ,Ω, S, d) are updated through
dn+1 = dn + 1,
Ωn+1 = Ωn +Xn+1X>n+1,
µn+1 = (µnΩn +Yn+1X>n+1)Ω
−1
n+1,
Sn+1 = Sn +Yn+1Y>n+1 + µnΩnµ
>
n − µn+1Ωn+1µ>n+1.
The filtered state λ allows us to derive the posterior of the transition probability. The Dirichlet
prior serves as the conjugate prior of the Markov chain with the transition probability posterior given
by
p(pii,·|sn+1) ∼ Dirichlet(αi,1n+1, ..., αi,In+1),
where the sufficient statistics (αi,j)i,j∈I are updated through
αi,in+1 = α
i,i
n + I{Xn=Xn+1=i},
αi,jn+1 = α
i,j
n + I{Xn=i,Xn+1=j}.
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We collect all the sufficient statistics as s = (sX , sλ, sY , sZ) and the updating rule as S = (SX ,Sλ,SY ,SZ).
4.2 Particle Learning for MFCDLMRS
Our objective is to compute p(Xt+1, λt+1, st+1,Θ|Yt+1) from p(Xt, λt, st,Θ|Yt).We note thatXt+(k+1)∆
conditional on (Xt+k∆, λt+(k+1)∆,Yt+(k+1)∆) is normal. Therefore, if we define its filtered mean and
variance as mt+(k+1)∆,λt+(k+1)∆ and vt+(k+1)∆,λt+(k+1)∆ , the filtering recursion boils down to deriving
an updating mechanism for the sufficient statistics
(mt+(k+1)∆,·, vt+(k+1)∆,·, λt+(k+1)∆, st+(k+1)∆).
For simplicity, we exclusively consider particle learning via the forward smoothing procedure. Particle
learning via backward smoothing follows as an immediate extension.
Step 1 (Filter and Smooth). Given p(Xt, λt, st,Θ|Yt), we compute
p(Xt+∆:t+(k+1)∆, λt+(k+1)∆, st+(k+1)∆,Θt+(k+1)∆|Yt+(k+1)∆),
for k = 0, ...,M−2 recursively. States are propagated using the posterior density with an importance
resampling procedure. The recursion is formulated as follows. The resampling weight for a given
(Xt+k∆, λt+k∆) is proportional to the predictive likelihood
p(Zt+(k+1)∆|Xt+k∆, λt+k∆,Θ)
=
∑
i∈I
p(λt+(k+1)∆ = i|λt+k∆,Θ)p(Zt+(k+1)∆|Xt+k∆, λt+(k+1)∆ = i,Θ), (40)
where the likelihood function is normal with mean
KZ,0(i) +KZ,1(i)(KX,0(i) +KX,1(i)Xt+k∆)
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and variance
KZ,1(i)KX(i)K
>
X(i)K
>
Z,1(i) + ΣZ(i)Σ
>
Z (i).
The posterior transition density of (Xt+(k+1)∆, λt+(k+1)∆) can be written in a sequential fashion as
p(Xt+(k+1)∆, λt+(k+1)∆|Xt+k∆, λt+k∆,Θ, Zt+(k+1)∆)
=
∑
i∈I
p(λt+(k+1)∆ = i|Xt+k∆, λt+k∆,Θ, Zt+(k+1)∆)
×p(Xt+(k+1)∆|Xt+k∆, λt+(k+1)∆ = i,Θ, Zt+(k+1)∆).
Therefore, sampling (Xt+(k+1)∆, λt+(k+1)∆) follows a two-step procedure. First, we sample λt+(k+1)∆.
Then, we sampleXt+(k+1)∆ given λt+(k+1)∆. By Bayes’ rule, the posterior density of λt+(k+1)∆ follows
p(λt+(k+1)∆ = i|Xt+k∆, λt+k∆,Θ, Zt+(k+1)∆, ) ∝ p(Zt+(k+1)∆|Xt+k∆, λt+(k+1)∆ = i,Θ)
×p(λt+(k+1)∆ = i|λt+k∆,Θ).
The prior transition density is available from Θ and the likelihood function is normal with mean
KZ,0(i) +KZ,1(i)(KX,0(i) +KX,1(i)Xt+k∆)
and variance
KZ,1(i)ΣX(i)Σ
>
X(i)K
>
Z,1(i) + ΣZ(i)Σ
>
Z (i).
We can draw λt+(k+1)∆ from a multinomial distribution with weights equal to the posterior transition
density. Conditional on {λt+(k+1)∆ = i} and Zt+(k+1)∆, Xt+(k+1)∆ is normal with mean
mt+(k+1)∆,λt+(k+1)∆=i = KX,0(i) +KX,1(i)Xt+k∆ + ΣX(i)Σ
>
X(i)K
>
Z,1(i)
(
KZ,1(i)ΣX(i)Σ
>
X(i)K
>
Z,1(i)
+ΣZ(i)Σ
>
Z (i)
)−1 × (Zt+(k+1)∆ −KZ,0(i)−KZ,1(i)(KX,0(i) +KX,1(i)Xt+k∆))
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and variance
vt+(k+1)∆,λt+(k+1)∆=i = ΣX(i)Σ
>
X(i)− ΣX(i)Σ>X(i)K>Z,1(i)
(
KZ,1(i)ΣX(i)Σ
>
X(i)K
>
Z,1(i) + ΣZ(i)Σ
>
Z (i)
)−1
×KZ,1(i)ΣX(i)Σ>X(i).
This provides an explicit way to draw Xt+(k+1)∆. The joint sample (Xt+(k+1)∆, λt+(k+1)∆) and
Zt+(k+1)∆ allows us to update sufficient statistics (sX , sZ) for parameters at state as follows:
sXt+(k+1)∆ = SX(sXt+k∆, Xt+k∆, Xt+(k+1)∆, λt+(k+1)∆),
sZt+(k+1)∆ = SZ(sZt+k∆, Xt+(k+1)∆, λt+(k+1)∆, Zt+(k+1)∆),
sλt+(k+1)∆ = Sλ(sλt+k∆, λt+(k+1)∆).
From the updated sufficient statistics, we directly obtain the parameter posterior
p(Θ|sXt+(k+1)∆, sλt+(k+1)∆, sYt , sZt+(k+1)∆).
To obtain the smoothed sample pathXt+∆:t+(k+1)∆, we use the weights (40) from the forward filtering
procedure to resample Xt+∆:t+k∆ and piece it with the filtered particle Xt+(k+1)∆. Using the above
filtering recursion for k = 1, ...,M − 2 yields
p(Xt+∆:t+(M−1)∆, λt+(M−1)∆, sXt+(M−1)∆, s
λ
t+(M−1)∆, s
Y
t , s
Z
t+(M−1)∆,Θ|Yt+(M−1)∆).
It is noticeable that before time t+ 1, parameters of Y are not updated.
Step 2 (Filter). Given the smoothed state path (Xt+∆:t+(M−1)∆, λt+(M−1)∆), filter (Xt+1, λt+1)
conditional on Yt+1 with a resample-propagate step. The importance resampling procedure uses the
predictive likelihood as sampling weights
p(Yt+1|Xt+∆:t+(M−1)∆, λt+(M−1)∆,Θ) =
∑
i∈I
p(λt+1 = i|λt+(M−1)∆,Θ)
×p(Yt+1|Xt+∆:t+(M−1)∆, λt+1 = i,Θ),
20
where the likelihood function is normal with mean
E{t+(M−1)∆,λt+1=i}[Yt+1] =
KY,0 +∑M−1k=1 KY,kXt+k∆ +KY,M (KX,0(i) +KX,1(i)Xt+(M−1)∆)
KZ,0(i) +KZ,1(i)(KX,0(i) +KX,1(i)Xt+(M−1)∆)
 .
and variance
Var{t+(M−1)∆,λt+1=i}(Yt+1) =
KY,MΣX(i)Σ>X(i)K>Y,M + ΣY Σ>Y ΣY,MΣX(i)Σ>X(i)Σ>Z,1(i)
ΣZ,1(i)ΣX(i)Σ
>
X(i)Σ
>
Y,M KZ,1(i)ΣX(i)Σ
>
X(i)K
>
Z,1(i) + ΣZ(i)Σ
>
Z (i)
 .
Propagation uses the predictive density
p(Xt+1, λt+1|Xt+∆:t+(M−1)∆, λt+(M−1)∆,Θ,Yt+1)
=
∑
i∈I
p(λt+1 = i|Xt+∆:t+(M−1)∆, λt+(M−1)∆,Θ,Yt+1)
×p(Xt+1|Xt+∆:t+(M−1)∆, λt+1 = i,Θ,Yt+1).
Sampling λt+1 follows from Bayes’ rule
p(λt+1 = i|Xt+∆:t+(M−1)∆, λt+(M−1)∆,Θ,Yt+1) ∝ p(λt+1 = i|λt+(M−1)∆,Θ)
×p(Yt+1|Xt+∆:t+(M−1)∆, λt+1 = i,Θ),
where the second term is a normal likelihood with mean E{t+(M−1)∆,λt+1=i}[Yt+1] and variance
Var{t+(M−1)∆,λt+1=i}(Yt+1). The state λt+1 can be drawn from a multinomial distribution with
weights equal to the posterior transition density. After drawing λt+1, it remains to filter Xt+1.
Conditional on {λt+1 = i} for a certain i ∈ I and Yt+1, Xt+1 is normal with mean
mt+1,λt+1=i = KX,0(i) +KX,1(i)Xt+(M−1)∆ + Cov{t+(M−1)∆,λt+1=i}(Xt+1,Yt+1)
×Var−1{t+(M−1)∆,λt+1=i}(Yt+1)(Yt+1 − E{t+(M−1)∆,λt+1=i}[Yt+1])
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and variance
vt+1,λt+1=i = ΣX(i)Σ
>
X(i)− Cov{t+(M−1)∆,λt+1=i}(Xt+1,Yt+1)
×Var−1{t+(M−1)∆,λt+1=i}(Yt+1)Cov{t+(M−1)∆,λt+1=i}(Xt+1,Yt+1)
>.
where
Cov{t+(M−1)∆,λt+1=i}(Xt+1,Yt+1) =
 ΣX(i)Σ>X(i)K>Y,M
ΣX(i)Σ
>
X(i)K
>
Z,1(i)

>
.
The explicit form of conditional mean and variance allows to sample from the filtering distribution of
Xt+1 directly. Finally, resample particles Xt+∆:t+(M−1)∆ using the same weights and piece it together
with Xt+1 to form the smoothed distribution of Xt+∆:t+1. Given the smoothed state paths, sufficient
statistics can be updated via
sXt+1 = SX(sXt+(M−1)∆, Xt, Xt+1, λXt+1),
sYt+1 = SY (sYt , Xt+∆:t+1),
sZt+1 = SZ(sZt+(M−1)∆, Xt+1, λt+1),
sλt+1 = Sλ(sλt+(M−1)∆, λt+1),
st+1 = (s
X
t+1, s
λ
t+1, s
Y
t+1, s
Z
t+1),
and the parameter posterior p(Θ|st+1) follows immediately.
5 Simulation Study
We perform a simulation study to explore the performance of our mixed-frequency particle filter and
learning and to compare it to naive approaches to fix the mixed frequency problem such as, e.g.,
temporal aggregation.
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5.1 Model Specification
For our analysis, we choose a simplified MFCDLMRS specification, which incorporates mixed-frequency
observations and exhibits latent states with regime shifts. In particular, we consider a two-state
regime-switching model with a latent state vector (X,λ). The auxiliary state λ is a two-state Markov
chain with state space I = {1, 2} and transition probability (piij)i,j∈I . At each state i ∈ I, the re-
alizations of X are independent and normally distributed with mean KX(i) and variance Σ2X(i). At
the end of each unit period, we observe the sum of X per unit time, defined as Y . Each quarter, we
also observe a noisy signal of X, denoted by Z. The measurement error Z is independent, identically
distributed with zero mean and variance Σ2Z . Summarizing our model specification, which we label
by M0, we have:
M0 :

Xt+k∆ = KX(λt+k∆) + ΣX(λt+k∆)
X
t+k∆,
piij = p(λt+(k+1)∆ = j|λt+k∆ = i), i, j ∈ I = {1, 2},
Yt+1 = Xt+∆ +Xt+2∆ +Xt+3∆ +Xt+1,
Zt+k∆ = Xt+k∆ + ΣZ
Z
t+k∆,
where M = 1/∆ = 4 is the sampling frequency.
[Table 1 about here.]
5.2 Estimation Results
For the data generating process we use M0 with model inputs and parameters reported in Table 1.9
We assume the initial state λ0 to be equal to 1 and latent. We simulate a joint sample path of, say,
yearly data up to time T = 50. Hence, the dataset for estimation consists of 50 yearly observations
of Y and of 200 quarterly observations of Z. We consider both particle filtering (PF) and particle
learning (PL), and forward smoothing (FS) and backward smoothing (BS) for both methods. We
denote them by PFFS, PFBS, and PLFS. Particle learning via the backward smoothing utilizes
9Note that when Σ is a scalar, the normal-inverse-Wishart distribution, which we assumed in Section 4.1, becomes
a normal-inverse-gamma distribution (up to a slight variation of the degree of freedom), which we denote by NIG.
Also, when λ takes only two values, the Dirichlet distribution degenerates to a Beta distribution.
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an additional mixed-frequency particle filter via either forward or backward smoothing. Hence, we
denote them by PLBSFS and PLBSBS, respectively. For comparison, we also implement particle
learning under the conditional independence assumption as in Carvalho et al. (2010), which we refer
to by CJLP. The conditional independence assumption leads to an efficient, but potentially biased
estimator.10
For the particle filters, we use a maximum likelihood estimator (MLE). In particular, we maximize
the joint marginal likelihood
Θ̂ = argmax
Θ
L(Θ;YT ),
with the marginal likelihood computed using the filtered particles as
L(Θ;YT ) = p(YT |Θ) = p(Y∆|Θ) ·
MT−1∏
l=1
p(Y(l+1)∆|Y l∆,Θ)
= p(Y∆|Θ) ·
MT−1∏
l=1
∫
p(Y(l+1)∆|Xl∆,Θ)dp(Xl∆|Y l∆,Θ)
≈ p(Y∆|Θ) ·
MT−1∏
l=1
∫
p(Y(l+1)∆|Xl∆,Θ)dpN (Xl∆|Y l∆,Θ).
In Table 1 we summarize the MLE estimates.11 PFFS and PFBS perform reasonably well. PFFS
provides more accurate estimates of the transition probability (piij)i,j∈I and variances Σ2X(1) and
Σ2Z , while PFBS performs better in estimating the remaining parameters, although it uses a smaller
sample size than PFFS. However, both methods fail to accurately estimate Σ2X(1).
We next explore the performance of particle learning. For comparison, we also consider analytic
learning (AL), which assumes the latent state vector (X,λ) to be observable and, hence, can be
conducted without particle approximations. Table 2, Panel B reports the estimation results under
the prior specifications listed in Panel A. We observe that all methods perform reasonably well in
10Under conditional independence, pN (Xt+(M−1)∆|Θ(i),Yt+(M−1)∆) and pN (Xt+(M−1)∆|Yt+(M−1)∆) are identical.
As pN (Xt+(M−1)∆|Yt+(M−1)∆) is an immediate result from particle learning, the forward filter previously necessary to
compute pN (Xt+(M−1)∆|Θ(i),Yt+(M−1)∆) is no longer needed.
11MLE via particle filtering iterates over parameters in search for an optimum. Both PLBSFS and PLBSBS require
a forward filter to complete the backward smoothing. Therefore, we set the number of particles for these algorithms
to be relatively small.
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identifying both the transition probabilities (piij)i,j∈I and the mean KX . However, some notable
differences exist for the estimates of the variances. Unsurprisingly, AL generates the most accurate
estimates, but even AL struggles to match the true value for Σ2X(1). All the other methods fail to
match particularly Σ2Z and Σ
2
X(1), but estimate Σ
2
X(2) reasonably well. Estimates for CJLP are more
biased by comparison. Obviously, the assumption of conditional independence comes at a price in
that CJLP fails to provide accurate estimates for all the variances.
[Table 2 about here.]
[Figure 1 about here.]
In Panels A and B of Figure 1, we plot the true states λtruet and Xtruet against the filtered
states when we use PLFS. Clearly, learning about the auxiliary states λ and X is highly accurate.
Furthermore, in Panels C and D we observe that also the posterior distribution of the transition
probabilities converge quickly to their true values.
[Figure 2 about here.]
In Figure 2 we plot the posterior distribution for KX and Σ2X using PLFS.
12 While the posterior
distributions for KX and also for Σ2X(2) converge reasonably fast to their true values, they do not
for Σ2X(1). Convergence is slow with a relatively flat and potentially biased distribution.
13 Our
explanation of this observation is as follows. First, given that Y is sampled at a low frequency,
particle learning may not lead to an exact disentanglement of X from Z . Second, the normal-
inverse-gamma prior is heavily tailed and the outliers from the parameter posterior potentially give
rise to a misidentification of latent states, which further leads to a larger variance estimate. Indeed,
by inspection of Panels A and B in Figure 1, we find that occasionally the states are not exactly
identified. Johannes et al. (2014) interpreted this problem as “confounded” learning. Uncertainty
about one parameter or state may lead to an impediment to learning about others and such an
uncertainty may only dissipate slowly over time.
12We do not present the posterior distribution for Σ2Z as a similar conclusion holds as it does for Σ2X .
13We get similar results from PLBSFS, PLBSBS, and CJLP. Also, a change of random seeds in MATLAB, sample
size, particle size, etc., yields analogous results. They can be obtained from the authors.
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5.3 Aggregation Effect
When dealing with mixed-frequency state-space models, it is a common practice to specify the state-
space evolution as having the same frequency as observations, which can be achieved by simply
aggregating higher frequency observations. Such an approach fails to fully exploit all available data
and may severely impact estimation performances and identifiability. To illustrate the impact of
aggregation, we start from a simplified model M1, in which we switch off the noisy signal Z from
model M0. Hence, we compare the baseline model M1,
M1 :

Xt+k∆ = KX(λt+k∆) + ΣX(λt+k∆)
X
t+k∆,
piij = p(λt+(k+1)∆ = j|λt+k∆ = i), i, j ∈ I = {1, 2},
Yt+1 = Xt+∆ +Xt+2∆ +Xt+3∆ +Xt+1,
(41)
to its time-aggregated version, which we denote by M2:
M2 :
 Yt+1 = 4KY (λt+1) + 2ΣY (λt+1)
Y
t+1,
piij = p(λt+1 = j|λt = i), i, j ∈ I = {1, 2}.
(42)
M2 differs from M1 only in that M2 is assumed to evolve at the sampling frequency of Y , while in
M1 we assume that the unobservable state evolves at a quarterly frequency. For particle learning we
use PLFS with observations up to time T = 200 and with the same prior as in Table 1.
[Table 3 about here.]
Table 3 report the estimates for M1 and M2 using PLFS. For model M1, we also report the
estimates using AL. We observe that when we increase sample size from T = 50 to T = 200, the
estimation errors for model M1 are decreased significantly more than those for model M2. This
finding is confirmed when we look at the convergence of the different parameters. Figure 3 illustrates
the convergence for transition probabilities for M1 and M2. The low frequency of the observed
process Y leads to very high estimation errors, particularly for small sample sizes. In contrast, M1
converges gradually to its true value with increasing sample size. The same behavior is observed for
the posteriors of KX , KY and the variances ΣX , ΣY . Especially for the variances, as illustrated in
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Figure 4, the problem of slow convergence and confounded learning is aggravated in that even with
a sample size of T = 200 the 90% confidence bound remains very broad.
[Figure 3 about here.]
[Figure 4 about here.]
As a first comparison of models M1 and M2, we can compute the relative likelihood ratio of M1
being true, i.e.,
LRt(M = M1|i ∈ {1, 2}) = p(Y
t|M1)∑
i∈{1,2} p(Y t|Mi)
∈ [0, 1].
Using numerical simulations, we find that the small-sample behavior of the likelihood ratio largely
depends on the prior specification, which provides no hints on the model specification analysis. Nev-
ertheless, already with T = 50, we find LRT=50(M = M1|i ∈ {1, 2}) = 0.909. The likelihood of
M1 becomes dominant as new observations are available and this feature is invariant under a change
of prior. At T = 200, we get LRT=200(M = M1|i ∈ {1, 2}) = 0.999. Hence, model M2 is clearly
rejected in favor of model M1.
As an additional comparison, we investigate whether particle learning correctly identifies regime
shifts and study their performances for out-of-sample prediction of Y . M1 has more latent variables
compared to M2, which leads to a rather weak identifiability of the state process λ. Hence, to make
these models comparable, we define the accuracy ratio of state identification for each model in the
following way. If the filtered mean for each state is closer to the true state, then we view this state
as correctly identified. Under this assumption, we define the accuracy ratio for the three models as:
ARt(Mi) = 1
Mt
×
t∑
l=1
M∑
k=1
(
I{EMi [λl+k∆|Yl+k∆]>1.5} + 1− λ
true
l+k∆
)
, for i ∈ {0, 1},
ARt(Mi) = 1
t
×
t∑
l=1
(
I{EMi [λl|Y l]>1.5} + 1− λ
true
l
)
, for i = 2. (43)
Clearly, ARt(Mi) ∈ [0, 1]. For the out-of-sample prediction of Y , we define the predictive mean
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squared error (MSE) as
MSEt(Mi) =
1
t
×
t∑
l=1
(
EMi [Yl+1|Y l]− Y truel+1
)2
, for i ∈ {0, 1, 2}. (44)
From Figure 5 we find that M0 outperforms for both criteria, implying that adding observations,
even if they are noisy, improves state identification and out-of-sample prediction. In addition, M1
outperforms M2, even at the cost of introducing much more latent variables. Therefore, we conclude
that a model consistent with the inherent evolution frequency of the data generating process has
better model performances than its the time-aggregated version.
[Figure 5 about here.]
Hence, in summary, we find that temporal aggregation tends to smooth out the sharp regime-
switching behavior within a unit time interval and further leads to a potential model misspecification.
This conclusion is not a particularity of our model specification, it also holds for other specifications.14
6 Conclusion
This paper develops a general particle filtering and learning framework for mixed-frequency state-
space models. Built on the auxiliary particle filter, our mixed-frequency particle methods use a
smoother so as to draw the Bayesian inference from low-frequency observations. For particle learning,
we track parameter posterior through the updating of sufficient statistics. The sufficient statistics for
parameter posterior can be viewed as additional states that drive the state-space models. Though
only a particular class of mixed-frequency models is studied, the idea of using smoothing to facilitate
particle filtering and learning can be extended to a variety of other mixed-frequency settings.
To illustrate our approach to mixed-frequency particle learning, we use a mixed-frequency condi-
tional dynamic linear model with regime switching. Assuming a conjugate prior, we derive closed-form
procedures for likelihood-based importance resampling, propagation, and sufficient statistics recur-
sion. Our approach allows us to study in a unified framework state filtering and regime switching,
14In particular, we also analyzed the estimation performance of a time-aggregated conditional dynamic linear model.
Our results remained robust. The results can be obtained by the authors on request.
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parameter uncertainty and parameter learning, and the impact of mixed-frequency observations. We
do such study in a simulation exercise. The estimation results for both mixed-frequency particle
filtering and learning are rather striking. First of all, the estimates are overall reasonably well, given
such a weak identifiability from the mixed-frequency nature of the observations. Second, our results
indicate that when estimating a state-space model, we must take the sampling frequency inherent in
the data generating processes into account. Third, we must fully exploit all data available. Ignoring
the mixed-frequency nature of the data may lead to potentially wrong inference.
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Appendix: Particle Filtering and Learning Review
We briefly review particle filtering, learning, and smoothing algorithms in a single frequency setting
with a balanced database. Consider a Markovian state process X and an observation process Y , both
of which evolve at the same sampling frequency and are distributed as
Yt+1 ∼ p(Yt+1|Xt+1,Θ),
Xt+1 ∼ p(Xt+1|Xt,Θ),
where Θ is the parameter vector determining the evolution of observations and states. Assume Θ is
not known. Given the initial joint prior p(X0,Θ), we are interested in the joint posterior of states
and parameters, p(Xt,Θ|Y t), where Y t = (Y1, ..., Yt) is the collection of observations up to time t.
Inferring the state posterior is called state filtering and inferring the parameter posterior is called
parameter learning. For N = {1, 2, ..., N}, we define {(Xt,Θ)(i)}i∈N as samples from p(Xt,Θ|Y t).
The collection {(Xt,Θ)(i)}i∈N therefore comprises the sample approximation of p(Xt|Y t,Θ), i.e.,
p(Xt,Θ|Y t) ≈ pN (Xt,Θ|Y t) =
∑
i∈N
δ(Xt,Θ)(i) ,
where δ(Xt,Θ)(i) is the Dirac measure concentrated at (Xt,Θ)
(i). We also extend this definition to any
other distributions.
Particle Filtering and Smoothing
Since our mixed-frequency particle method is based on the auxiliary particle filter (APF) of Pitt and
Shephard (1999), we restrict the discussion to this particular method. For a given Θ, it expresses the
filtering distribution using the predictive likelihood and the posterior state density
p(Xt+1|Y t+1,Θ) ∝
∫
p(Yt+1|Xt,Θ)p(Xt+1|Xt, Yt+1,Θ)dp(Xt|Y t,Θ), (A.1)
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where the normalizing constant does not depend on X. The particle filter solves the filtering equation
represented by samples in a recursive manner
pN (Xt+1|Y t+1,Θ) ∝
∫
p(Yt+1|Xt,Θ)p(Xt+1|Xt, Yt+1,Θ)dpN (Xt|Y t,Θ)
∝
N∑
i=1
δ
X
(i)
t
· w(i)t+1 · p(Xt+1|X(i)t , Yt+1,Θ),
with weight vector w(i)t+1 ∝ p(Yt+1|X(i)t ,Θ).Moving from pN (Xt|Y t,Θ) to pN (Xt+1|Y t+1,Θ) therefore
follows a resample-propagate procedure. The particle filter gives rise to a computation of O(N) for
one step ahead and O(NT ) in total and is constructed as follows.
Auxiliary Particle Filter
Step 1 (Resample). Resample {X(n(i))t }i∈N from {X(i)t }i∈N with weights w(i)t+1 ∝ p(Yt+1|X(i)t ,Θ).
Step 2 (Propagate). Propagate from X(n
(i))
t to X
(i)
t+1 using X
(i)
t+1 ∼ p(Xt+1|X(n
(i))
t , Yt+1,Θ). The
new particles {X(i)t+1}i∈N form pN (Xt+1|Y t+1,Θ).
The procedure of computing the posterior distribution of the state path is called smoothing. The
most straightforward smoother within the particle framework is Kitagawa (1996), which trivially
adopts the successive resampling procedure from the forward filter
p(Xt+1|Y t+1,Θ) ∝ p(Yt+1|Xt,Θ)p(Xt+1|Xt, Yt+1,Θ)p(Xt|Y t,Θ). (A.2)
Throughout this paper, we use X˜ to denote the smoothed particles over a certain period and we let
{X˜t,(i)}i∈N be the particles forming pN (Xt|Y t,Θ).
Particle Filter: Forward Smoothing
Step 1 (Resample). Resample {X˜t,(n(i))}i∈N from {X˜t,(i)}i∈N with weights w(i)t+1 ∝ p(Yt+1|X˜(i)t ,Θ).
Step 2 (Propagate). Propagate from X˜t,(n(i)) to X(i)t+1 using X
(i)
t+1 ∼ p(Xt+1|X˜(n
(i))
t , Yt+1,Θ). Piece
X˜t,(n
(i)) with X(i)t+1 to obtain X˜
t+1,(i). The collection {X˜t+1,(i)}i∈N forms pN (Xt+1|Y t+1,Θ).
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What makes the forward smoother (A.2) different from the forward filter (A.1) is that particles
representing the joint distribution of the past states are resampled successively in time, which poten-
tially leads to a sample path degeneracy.15 Indeed, the forward smoothing performs reasonably well
only if a few lags need to be smoothed, X is low-dimensional, and the number of particle is large.
In light of this potential problem, the backward smoother of Godsill et al. (2012) serves as a
convenient alternative to the forward smoother. The backward smoother utilizes Bayes’ rule and the
Markovian structure to obtain the following backward recursive representation
p(XT |Y T ,Θ) = p(XT |Y T ,Θ)
T−1∏
l=1
p(Xl|Xl+1, Y l,Θ). (A.3)
Implementing this backward recursion in a particle framework exploits Bayes’ rule once more to
express the conditional backward density on the right-hand side as
p(Xl|Xl+1, Y l,Θ) ∝ p(Xl+1|Xl,Θ)p(Xl|Y l,Θ). (A.4)
The backward smoother can be therefore performed by recursively resampling from the filtering
distribution p(Xl|Y l,Θ), with sampling weights proportional to p(Xl+1|Xl,Θ).
Particle Filter: Backward Smoothing
Step 1 (Filter). Use APF to obtain pN (Xt|Y t,Θ), for t = 1, ..., T . Denote particles of pN (Xt|Y t,Θ)
by {X(i)t }i∈N .
Step 2 (Smooth). Set X˜(i)T = X
(i)
T . For each l = T −1, ..., 1 and each i ∈ N , draw a sample denoted
by X˜(i)l from {X(j)l }j∈N with weights
w
(j)
l|l+1 ∝ p(X˜
(i)
l+1|X(j)l ,Θ). (A.5)
The collection {X˜T,(i)}i∈N = {(X˜(i)1 , ..., X˜(i)T )}i∈N forms the smoothed distribution pN (XT |Y T ,Θ).
The backward smoother mitigates the sample path degeneracy by sequentially resampling from
15See Kitagawa (1996) for a simulation study.
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filtering distributions with a computational complexity ofO(N2) for one step andO(N2T ) for smooth-
ing the entire state path, which however can be parallelized as there is no communication between
particles {XT,(i)}i∈N .
Particle Learning and Smoothing
Assuming Θ is not known, particle learning embeds parameter inference within the framework of
particle filters. We follow Carvalho et al. (2010), where the Bayesian updating of parameters is
tracked through sufficient statistics of their posterior. Let the joint prior p(X0,Θ) be given and st
be the sufficient statistics for the posterior of Θ given Y t. The prior is often specified as “conjugate”,
so that prior and posterior are of the same type. Therefore, posterior distribution updating follows a
recursive mechanism, which we denote by st+1 = S(st, Xt+1, Yt+1). Particle learning uses particles
pN (Xt, st,Θ|Y t) =
N∑
i=1
δ(Xt,st,Θ)(i)
in replacement of the joint posterior of states and parameters and uses the conditional independence
structure
p(Xt, st,Θ|Y t) = p(Xt, st|Y t)p(Θ|st). (A.6)
Using Bayes’ rule, particle learning follows from
p(Xt+1, st+1|Y t+1) ∝
∫
p(Yt+1|Xt,Θ)p(Xt+1|Xt,Θ, Yt+1)
×p(st+1|Xt, Xt+1, st, Yt+1)dp(Xt, st,Θ|Y t),
which can be implemented using a resample-propagate procedure as follows. For notational conve-
nience, we set Λ(i)t = (Xt, st,Θ)(i).
Particle Learning
Step 1 (Resample). Resample {Λ(n(i))t }i∈N from {Λ(i)t }i∈N with weights w(i)t+1 ∝ p(Yt+1|Λ(i)t ).
Step 2 (Propagate). Propagate from X(n
(i))
t to X
(i)
t+1 using X
(i)
t+1 ∼ p(Xt+1|Λ(n
(i))
t , Yt+1). Update
sufficient statistics s(i)t+1 = S(s(n
(i))
t , X
(n(i))
t , X
(i)
t+1, Yt+1), and sample Θ
(i) from p(Θ|s(i)t+1). Collecting
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particles Λ(i)t+1 = (Xt+1, st+1,Θ)
(i) yields the filtering distribution pN (Xt+1, st+1,Θ|Y t+1).
Both forward and backward smoothers can be extended to particle learning immediately. We
exclusively review the backward smoother in detail as it is more complicated. We use Bayes’ rule to
rewrite the smoothed distribution in a backward recursive representation
p(XT , sT ,Θ|Y T ) = p(XT , sT ,Θ|Y T )
T−1∏
l=1
p(Xl|Xl+1,Θ, Y T ), (A.7)
with
p(Xl|Xl+1,Θ, Y l) ∝ p(Xl+1|Xl,Θ)p(Xl|Θ, Y l). (A.8)
Analogously, this backward representation enables one to compute the smoothed distribution via a
backward resampling from the filtering distribution. However, what makes it different from the pure
particle smoother in (A.3) and (A.4) is that the conditional filtering distribution p(Xl|Θ, Y l) is not
directly available from the forward procedure in general and therefore necessitates a pure particle
filter to obtain p(Xl|Θ, Y l).
Particle Learning: Backward Smoothing
Step 1 (Learn). Use particle learning to obtain pN (XT , sT ,Θ|Y T ). Set these samples as {Λ(i)T }i∈N .
Step 2 (Filter). For each sample Λ(i)T and each t = 1, ..., T − 1, use APF to obtain pN (Xt|Y t,Θ(i)).
Set these particles as {X(i,j)t }j∈N . The filtered particles {X(i,j)t }j∈N depend on the choice of param-
eters Θ(i).
Step 3 (Smooth). Set X˜(i)T = X
(i)
T . For each sample Λ
(i)
T and l = T − 1, ..., 1, resample a single
particle X˜(i)l from the filtered particles {X(i,j)l }j∈N with weights w(i,j)l|l+1 ∝ p(X˜
(i)
l+1|X(i,j)l ,Θ(i)). The
particles {(X˜T , sT ,Θ)(i)}i∈N form pN (XT , sT ,Θ|Y T ).
The backward smoother for particle learning leads to a significantly larger computational costs of
O(N2T ). Some treatments have been proposed to speed up the smoothing procedure. For example,
Carvalho et al. (2010) use pN (Xl|Y l) in replacement of pN (Xl|Y l,Θ) in the backward smoother, which
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is equivalent to assuming that the filtered states are independent of the parameter posterior. Another
approach is presented in Yang et al. (2016), who impose a multivariate normality assumption on the
joint posterior of states and parameters where backward smoothing can be performed analogously.
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Figure 1: Realized versus true states and transition probabilities using PLFS for M0. Panels A and
B plot the realized states versus true states forM0 using PLFS. In Panel A, λtruet and sample mean of
the filtered value E[λt+k∆|Yt+k∆] are plotted, and in Panel B Xtruet and sample mean of the filtered
value E[λt+k∆|Yt+k∆]. In Panels C and D, we plot the posterior distribution of the Markov transition
probabilities for M0 using PLFS. The dark shaded area corresponds to the 90% confidence bound.
The light shaded area represents the tails beyond the 90% confidence bound. The dashed lines are
true parameter values. Calculations are based on the specification in Table 2.
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Figure 2: Posterior parameter distribution using PLFS for M0. Panels A and B show the posterior
parameter distributions for KX , Panels C and D for Σ2X . The dark shaded area corresponds to the
90% confidence bound. The light shaded area represents the tails beyond the 90% confidence bound.
The dashed lines are true parameter values. Calculations are based on the specification in Table 2.
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Panel A: Posterior distribution of pi11, model M1
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Panel B: Posterior distribution of pi22, model M1
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Panel C: Posterior distribution of pi11, model M2
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Panel D: Posterior distribution of pi22, model M2
Figure 3: Posterior distribution of Markov transition densities forM1 andM2 when only Y is observed.
The dark shaded area corresponds to the 90% confidence bound. The light shaded area represents
the tails beyond the 90% confidence bound. Vertical dashed lines denote time T = 50 and horizontal
dashed lines in Panels A and B are true parameter values. Estimation is based on PLFS and on the
specification in Table 1.
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Figure 4: Posterior parameter distribution forM1 andM2 when only Y is observed. The dark shaded
area corresponds to the 90% confidence bound. The light shaded area refers to tails beyond the 90%
confidence bound. Vertical dashed lines denote time T = 50 and horizontal dashed lines are true
parameter values. Estimation is based on PLFS and on the specification in Table 1.
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Figure 5: Accuracy ratio and predictive MSE for M0,M1, and M2. In Panel A we plot the accuracy
ratio for the identification of the state λ for each model. In Panel B, we plot the evolution of the
predictive MSEs for each model. Estimation is based on PLFS and on the specification in Table 1.
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Parameter True Value PFFS Estimate PFBS Estimate
pi11 0.8 0.806 0.821
pi22 0.8 0.796 0.808
KX(1) −1 −0.940 −0.950
Σ2X(1) 0.25 0.294 0.320
KX(2) 1 1.045 1.043
Σ2X(2) 0.09 0.081 0.085
Σ2Z 0.01 0.008 0.007
Table 1: MLE estimates for M0. The table reports the true values of the parameters together
with their MLE estimates based on the particle filter with forward smoothing (PFFS) and backward
smoothing (PFBS). The true value of λ0 is 1. We assume that λ0 is not observable and Bernoulli
distributed with parameter p = 0.5. We use T = 50 years of yearly and quarterly observations for
MLE. For PFFS, we use 10,000 particles, while for PFBS we use 1,000 for both the forward filter and
backward smoothing.
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Panel A: Prior specification
Parameter True Value Prior Prior Mean
pi11 0.8 Beta(1, 1) 0.5
pi22 0.8 Beta(1, 1) 0.5
(KX(1),Σ
2
X(1)) (−1, 0.25) NIG(−2, 1, 0.5, 2) (−2, 0.5)
(KX(2),Σ
2
X(2)) (1, 0.09) NIG(2, 1, 0.5, 2) (2, 0.5)
Σ2Z 0.01 IG(0.5, 2) 0.5
λ0 1 1 + Bernoulli(0.5, 0.5) 1.5
Panel B: Posterior estimation
Parameter True Value AL(λ0 = 1) PLFS PLBSFS PLBSBS CJLP
pi11 0.8 0.810 0.809 0.807 0.813 0.810
(0.038) (0.039) (0.040) (0.042) (0.039)
pi22 0.8 0.798 0.794 0.789 0.805 0.793
(0.040) (0.042) (0.043) (0.040) (0.042)
KX(1) -1 -0.959 -0.949 -0.945 -0.947 -0.948
(0.052) (0.058) (0.059) (0.067) (0.058)
Σ2X(1) 0.25 0.284 0.313 0.313 0.293 0.300
(0.028) (0.050) (0.050) (0.056) (0.050)
KX(2) 1 1.042 1.049 1.050 1.043 1.050
(0.032) (0.033) (0.033) (0.036) (0.033)
Σ2X(2) 0.09 0.103 0.094 0.092 0.100 0.082
(0.010) (0.016) (0.017) (0.018) (0.014)
Σ2Z 0.01 0.012 0.017 0.020 0.023 0.032
(0.001) (0.003) (0.004) (0.004) (0.006)
Table 2: Prior specification and parameter learning results for M0. Panel A reports our prior specifi-
cation. Panel B provides the posterior estimates together with their standard errors in brackets. The
true value of λ0 is 1. We assume that λ0 is not observable and Bernoulli distributed with parameter
p = 0.5. We use T = 50 years of yearly and quarterly observations. For PLFS and CJLP, we use
10,000 particles. For PLBSFS, we use 10,000 particles for particle learning and 1,000 for backward
smoothing, while for PLBSBS, we use 1,000 for learning and 100 for backward smoothing.
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Model M1 Model M2
AL
(T = 50)
AL
(T = 200)
PLFS
(T = 50)
PLFS
(T = 200)
PLFS
(T = 50)
PLFS
(T = 200)
pi11 0.810 0.814 0.667 0.806 pi11 0.682 0.697
(0.038) (0.019) (0.194) (0.027) (0.119) (0.070)
pi22 0.798 0.783 0.639 0.780 pi22 0.511 0.549
(0.040) (0.021) (0.167) (0.027) (0.161) (0.084)
KX(1) -0.959 -1.014 -1.208 -1.029 KY (1) -0.533 -0.636
(0.052) (0.025) (0.492) (0.061) (0.199) (0.105)
Σ2X(1) 0.284 0.280 0.433 0.306 Σ
2
Y (1) 1.003 1.002
(0.028) (0.013) (0.433) (0.063) (0.540) (0.282)
KX(2) 1.042 1.015 1.346 1.001 KY (2) 0.853 0.755
(0.032) (0.017) (0.388) (0.039) (0.208) (0.099)
Σ2X(2) 0.103 0.103 0.308 0.165 Σ
2
Y (2) 0.612 0.518
(0.010) (0.005) (0.301) (0.037) (0.473) (0.184)
Table 3: Estimates for M1 and M2 using AL and PLFS when only Y is observed. The table reports
posterior estimates together with their standard errors in brackets for M1 and M2, respectively. The
parameter prior is specified the same as that in Table 1 for both M1 and M2. We use PLFS and
10,000 particles.
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