We discuss univalent solutions of boundary fractional differential equations in a complex domain. The fractional operators are taken in the sense of the Srivastava-Owa calculus in the unit disk. The existence of subsolutions and supersolutions (maximal and minimal) is established. The existence of a unique univalent solution is imposed. Applications are constructed by making use of a transformation formula for fractional derivatives as well as generalized fractional derivatives.
where the multiplicity of (z -ζ ) -α is removed by requiring log(z -ζ ) to be real when (z -ζ ) > . Moreover, when α = , we have D  z f (z) = f (z).
Definition . For the function f (z) analytic in a simply-connected region of the complex z-plane C containing the origin and for α > , the fractional integral of order α is defined by
where the multiplicity of (z -ζ ) α- is removed by requiring log(z -ζ ) to be real when Later, the first author [] modified these Srivastava-Owa operators into two fractional parameters. For a wealth of references on applications of Srivastava-Owa operators, see [-] .
In this paper, we study univalent solutions of boundary fractional differential equations in a complex domain. The fractional operators are considered in the sense of the Srivastava-Owa [] differential operator
where U = {z : |z| < } is the open unit disk and f is analytic in U satisfying the Riemann mapping conditions. The existence of subsolutions and supersolutions (minimal and maximal) is established. The existence of a unique univalent solution is introduced. Applications are also constructed by making use of some transformation formula for fractional derivatives. Equation () is a generalization of Beurling problem.
Preliminaries
Let H(U) be the set of analytic functions f on the unit disk U normalized by f () =  and f () > . And let A be the subset of H(U) normalized by f () =  and f () = . We denote by S the set of all univalent functions f ∈ A.
Definition . Let : C → R be a positive, continuous and bounded function and the set 
Then every function f ∈ U (α) is a supersolution for . If f is univalent, then it is called a univalent supersolution for .
In this work, we utilize the generalized sets
When α =  and n = , the above sets reduce to [] . The next result shows some properties of L (α,n) . This is ultimately Lemma . from [], therefore we omit the proof.
Lemma . Let be a positive, continuous and bounded function on C.
. Any subsolution for has a (Lipschitz) continuous extension to the closed unit disk U. The set L (α,n) is uniformly bounded on U and equicontinuous on U.
. A function g ∈ H(U) with a continuous extension to U is a subsolution for if and only if
where
and let : C → R be a positive, continuous and bounded function with < . Then, for all  < r <  sufficiently close to , the function f r (z) := f (rz n-α ), 
Main results
Our aim is to establish the largest univalent solution f * ∈ L (α,n) and the smallest univalent solution f * ∈ U (α,n) . We are able to state and prove the following theorem.
Theorem . Let be a positive continuous function on C. Then there exists a unique univalent function
is the upper of f and f * and that
On the other hand, we have
Then h is a well-defined holomorphic function on
and for sufficiently small values of α, we have
Letting the function g : U → U be defined by
we conclude that
and
Hence
Therefore, by virtue of the principle of subordination, this yields
This implies that f * ∈ S with f 
In addition, we conclude that
Consequently,
is identically equal to zero. Hence f * is a solution. This completes the proof. http://www.boundaryvalueproblems.com/content/2014/1/66
Remark . Note that Theorem . can be introduced for the boundary problem
where f is analytic in U satisfying the Riemann mapping conditions.
As a consequence of our theorem, we have the following. 
Then there exists a univalent function ψ ∈ AU satisfying ψ() =  and
Next, we discuss the boundary problem for some functions f ∈ C, where f () = . From [, Theorem .], for z ∈ R\{}, we define the fractional transform
Now, in a manner similar to Theorem ., we have the following theorem.
Theorem . Consider the problem
where k = -, -, . . . , and f (z) is analytic in a simply-connected region
and is a continuous function on C, then there exists a unique univalent function ψ ∈ AU,
where f * is as in Theorem .. Next, assume that ψ : U → P(U) ∪ P * (U) is the upper of P and P * and that
On the other hand, we may have
which includes P * (U). Now the proof is complete by proceeding with a similar manner to that of the first part of the proof of Theorem ..
As a consequence of Theorem . above, we have the following. Finally, by letting the Koebe function k(z) for f (z) in (), we can show that the result is sharp. Hence the proof.
Moreover, we can prove the following theorem.
Theorem . Let f ∈ S. If  < α < ,  < β <  and  < λ < , then we have the sharp bound
