О рациональном построении метрологических лабораторий by Цимбалист, Эдвард Ильич
ИЗВЕСТИЯ ТОМСКОГО ОРДЕНА ОКТЯБРЬСКОЙ РЕВОЛЮ ЦИИ И ОРДЕНА
ТРУДОВОГО КРАСНОГО ЗНАМЕНИ ПОЛИТЕХНИЧЕСКОГО ИНСТИТУТА
имени С. М. Кирова
Том 298 1974
УДК 389.001
О РАЦИОНАЛЬНОМ ПОСТРОЕНИИ МЕТРОЛОГИЧЕСКИХ
ЛАБОРАТОРИЙ
ЧАСТЬ I
Э. И. ЦИМБАЛИСТ  
( П р е д с т а в л е н а  н а у ч н ы м  с е м и н а р о м  к а ф е д р ы  р а д и о т е х н и к и )
Представлена система метрологического обслуживания в виде графа Кёнига. Р аз­
работаны алгоритмы выявления компонент связности, точек сочленения и блоков 
графа. Алгоритмы проиллюстрированы примерами.
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Выбор структуры метрологического обеспечения (CMO) при повер­
ках рабочих средств измерений и комплектование на ее основе метро­
логических лабораторий являются комплексной проблемой, для реше­
ния которой требуется учитывать ряд взаимосвязанных, факторов.
Будем рассматривать совокупность рабочих средств измерений, 
в СМО, подлежащ их поверке, и образцовые меры и приборы измерений, 
образующ ие поверочные схемы для измерения /-го (электрического) 
параметра как некоторую сложную систему, основанную на функцио­
нально-целевом подходе. Как правило, для минимизации целевой 
функции при синтезе оптимальной CMO необходимо большое количе­
ство априорной информации, количественно описывающей связи 
в системе. Отсутствие такой информации в полной м ере* застав­
ляет разработчиков использовать частные критерии качества функцио­
нирования системы, приводящие к принятию квазиоптимальных (ра­
циональных) решений, использующих наряду с другими экспертные 
оценки.
Рассмотрим задачу разделения CMO на конечное число метроло­
гических лабораторий: решение ее иллюстрируют примеры принятия 
рациональных решений при различных видах целевой функции.
П р е д с т а в л е н и е  CMO г р а ф о м  К ё н и г а .  Пусть имеется 
конечное множество рабочих средств измерений (РС И ) Xr =  
=  {*ь *2 . -Хп), поступающих на поверку (рис. 1). К аж дое * 6  X' х а ­
рактеризуется рядом (электрических) параметров, контролируемых 
в процессе поверки, которые образуют множества поверяемых пара- 
метров А =  {а, ß ... е} ,В =  Joc1, а, ... а„; ßb ß2 ... ßm; ... S1, е2 ... sK},
причем OC=Oc1 Uoc2... Ua„; а, Г)а2- --П а я — 0  и т - Д- Д ля определения  
элементов множества X" =  Ly1, у 2.. .у т } образцовы х средств и зм ере­
ний (ОСИ) проанализируем нормативно-техничестую документацию
* Практически во всей нормативно-технической документации Государственной 
системы измерений отсутствуют или неявно выражены данные по времени поверки 
одного средства измерения (одного параметра средства измерения), производительно­
сти и стоимости образцовых средств и приборов измерений и т. д.
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Государственной системы измерений, в том числе и поверочные с х е ­
мы, приведенные в рекомендациях по стандартизации СЭВ.
Рассматривая элементы множеств X'  и X" как первую совокуп­
ность объектов, а взаимосвязи м еж ду элементами Xr и X" как вторую
совокупность объектов, определенную некоторым инцидентором, по­
строим граф Кениіа L(X,  U) (рис. 2) для которого, как известно [Г],
Y X 9 yFX [ху FU ^ ( xfX'  S>yFX")V(xFX" QyFX')] ,  (1)
X  =  X r U X 7.
Таким образом, CMO может быть сведена к графу Кёнига, на наш 
взгляд, наиболее естественному представлению связей м еж ду обр аз­
цовыми и рабочими средствами измерения. Благодаря тому, что в Xf 
(или X") элементы не смежны друг с другом, задача разделения CMO  
на конечное число метрологических лабораторий является вариантом, 
известной задачи о назначениях и сводится к разделению L(X,  U) 
путем дублирования некоторых образцовых средств измерения прм> 
сохранении всех ребер исходного графа.
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Г р а н и ч н ы е  в а р и а н т ы  р а з д е л е н и я .  Пусть исходный 
граф (I) ,  изоморфный некоторой СМО, имеет n(L) =  п0 (L) + п р (L) 
вершин, m(L)  ребер и к (L) компонент связности, где n0(L) и пр (L) 
соответственно число ОСИ и РСИ. Оценим минимальное и максималь-
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Рис. 2
ное количество образцовых средств /г0 ,н еобходи м ое  для разделения  
системы на /с частей.
Минимальное число ОСИ равно n0(L) , если разбивку графа про­
вести по его компонентам связности, причем к (L) ^  /с,
к
Т0 еСТЬ ( V ) min =  2  ( « o ) l  =  «О ( L ) .  ( 2 )
При выполнении (2), что в общем случае маловероятно, входной по­
ток РС И  разделится на к неодинаковых частей, внутри каждой /с-й 
лаборатории может быть обеспечен либо последовательный, либо па­
раллельно-последовательный метод поверки.
Максимальное число ОСИ, сохраняющее исходную связность гра­
фа, равно m(L) ,  т. е.
к
( Ѵ ) т а х  =  2  ( « О  )i =  m(L).(3)
M
Реализовав (3), получим новый граф L1 =  ( X u G7), в котором м ощ ­
ность Х\  увеличилась на т ( L ) - I t 0 (L) образцовых приборов, при 
этом можно организовать к лабораторий [ /C ^ x ( G 1)], в которых б у ­
д е т  обеспечиваться параллельный метод поверки. Таким образом,  
реальное число ОСИ леж ит в пределах
n0 (L) <  V  < т (L)
и зависит от структуры (1) и принятого метода поверки, а первым 
шагом разделения CMO на лаборатории является определение компо­
нент связности и выявление множества вершин, порождаю щ их эти 
компоненты.
А л г о р и т м  в ы я в л е н и я  к о м п о н е н т  с в я з н о с т и .  Поиск  
k ( L )  и множества вершин, им соответствующих, может быть проведен  
известными способами, например, используя процедуру возведения
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матрицы смежности графа в степень до получения «установившейся 
матрицы» или применяя алгоритм разметки вершин. Н иже описан 
алгоритм, основанный на применении теоретико-множественного мето­
да анализа и пригодный как для ручных расчетов, так и для Ц ВМ  [2].
В исходном графе (1) удаляются и запоминаются (индекс удален­
ной вершины приписывается в смежной) вершины со степенью S = I .  
Д ля оставшихся вершин по графу или по его матрице смежности  




где Ij -  множество индексов вершин, инцидентных у-й; n ~ n ( L ) .  
Найдем р-ходовые пути (р =  1, 2, п— 1) от любой выбранной 
j - ой вершины, проводя векторное произведение с символами над полем 
по модулю 2. После каждого последующего шага алгоритма произво­
дится объединение множеств индексов вершин, смежных с исходной  
через пути длиной 1, 2, ... п— 1. Если р О — 1 и образованное множ е­
ство равно исходному, то алгоритм заканчивается и k ( L )  =  I. В про­
тивном случае часть вершин графа недостижима из выбранной / -й 
и k ( L )  > 1 .  Из оставшихся вершин снова выбирается любая и алго­
ритм повторяется, заканчиваясь тогда, когда множества Ci  и С і+1, 
полученные на і-м и і +  1 шагах, одинаковы.
П р и м е р  1. Найти x (L ) и порождающие каждую компоненту 
множества вершины графа (рис. 3).
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Рис. 3
1. Составляем ß (///у ) :
1— 48 2— 37
3— 260 4— 159
5—48 6— 37
7— 260 8— 159
9— 48 10— 37
2. Пусть 7 =  1, тогда в (4') имеем одноходовы е пути 14 и 18 
и C 1 =  {1, 4, 8}.
3. Находим 2-ходовы е пути
=  185; 189; C2 =  {1, 4, 5, 8, 9}.
Г 54. При р  — 3 имеем







При этом C3 -  C2 =  [I, 4, 5, 8, 9} и x (L )  >  1, причем Xi(L) обр а­
зуется вершинами 1, 4, 5, 8, 9. Проводя аналогичные операции, найдем,  
что X2(L) включает в себя вершины 2, 3, 6, 7, 0 (рис. 3 6) .  В заклю че­
ние отметим, что для простых графов конечная информация может  
быть прослежена непосредствено из (4').
О п р е д е л е н и е  т о ч е к  с о ч л е н е н и я  и б л о к о в  г р а ф а . .  
Если после нахождения x (L )  окажется, что число компонент связно­
сти меньше к , то для их увеличения необходимо  
произвести видоизменение (1) путем дублирова­
ния некоторых вершин, соответствующих ОСИ. 
В теории графов эта задача решается путем 
нахождения точек сочленения и блоков гра- 
фа [1].
Найдем среди х (L) компоненту(ы) связ­
ности с наибольшей мощностью множества по­
рож даю щ их ее вершин. Удалим по одному эл е ­
менты Ijl множества ОСИ, входящие в иссле­
дуемую  компоненту, и применим для вновь полу­
ченного подграфа алгоритм выявления компо­
нент связности. По завершении данной проц еду­
ры будут определены точки сочленения и ссл ед уе ­
мой компоненты, т. е. ее вершины, удаление  
которых (по одной) приводит к увеличению чи­
сла компонент связности *. Определив точки с о ­
членения, можно определить блоки графа, т. е. 
максимальные связные подграфы, не имеющие- 
своих точек сочленения.
П р и м е р  2. Определить блоки наибольшей  
компоненты связности графа (рис. 2 ) .  При у д а ­
лении последовательно по одной вершине у\ =  C, у2 =  Д..., у 7 =  Al
и применении алгоритма выявления x (L )  имеем:
1) * Ц С) >  M O  ДЛЯ Lc:{3D  (4)}, {5, 6, 7, 8, 9, О, E, F, G К,
2 )  * (L-D (4) ) =  X2 ( F ) ;
3) X(Le ) > X2 (L) ДЛЯ Le : {3, 5, С, D ( 4 ) | ,  {6, 7, 8, 9, О, К,  ;
4) x (Lf )>  х2 (L) для Lf : {3, 5, 6, С, D  (4), Е], (7, 8, 9, О, М};
5) x ( L 0 ) =  X2 (L);
) x (Lk)>  X2 (L) для Lk: {3, 5, 6, 7, 8, D( 4) ,  E, F, G], {9, 0,ЛІ};.
6J) x (Lm) =  x2 (L)**.
д у б л и р у я  точки сочленения С, Е, F , К , получим, наряду с X1 (L) 
шесть блоков (рис. 4).
I) {1, 2, А, В}, 2) {3C D  (4)}, 3) {5, С, £ } ,  4) {6, £ ,  £ } ,  5){7 , 8, Fr
Gy К } У 6) {9, О, K 9 М\ .
Таким образом, в рассматриваемом графе образованы шесть блоков, 
полученных путем увеличения n0(L) на 4 образцовых средства измере­
ния- Если / с <  6, то в зависимости от вида целевой функции может быть 
обеспечен рациональный синтез состава лаборатории на основе исходных  
блоков.
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* При отсутствии точек сочленения в исследуемом графе находятся точки двой­
ного сочленения и т. д.
** Напоминаем, что при составлении блоков использовано ограничение — удалять­
ся могут только вершины из множества X.
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