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THE TRANSPORT SPEED AND OPTIMAL WORK IN PULSATING
FRENKEL-KONTOROVA MODELS
BRASLAV RABAR AND SINISˇA SLIJEPCˇEVIC´
Abstract. We consider a generalized one-dimensional chain in a periodic potential (the Frenkel-Kontorova
model), with dissipative, pulsating (or ratchet) dynamics as a model of transport when the average force on
the system is zero. We find lower bounds on the transport speed under mild assumptions on the asymmetry
and steepness of the site potential. Physically relevant applications include explicit estimates of the pulse
frequencies and mean spacings for which the transport is non-zero, and more specifically the pulse frequencies
which maximize work. The bounds explicitly depend on the pulse period and subtle number-theoretical
properties of the mean spacing. The main tool is the study of time evolution of spatially invariant measures
in the space of measures equipped with the L1-Wasserstein metric.
1. Introduction.
Our main motivation is to analyse the transport in spatially periodic systems far from equilibria, in the
cases when there is no a-priori driving bias in any direction. Relevant physical examples range from molecular
motors and molecular pumps, photovoltaic and photorefractive effects in materials, Josephson-Johnson arrays
and many other examples (see [21] for overview and references).
We consider perhaps the simplest model exhibiting collective ratchet behaviour and enabling rigorous
results. The generalized Frenkel-Kontorova model [2, 4, 7] is an one-dimensional chain of particles with
neighbouring sites coupled with a convex interaction potential W , in a periodical potential V . It is given by
the formal Hamiltonian
H(u) =
∞∑
k=−∞
(W (uk+1 − uk))− V (uk)) ,
where u ∈ RZ is a configuration of the chain. The classical Frenkel-Kontorova model is defined with W (x) =
x2, V (x) = k cos(2pix), k > 0 a parameter. Our standing assumption is that W,V are C2, that W is strictly
convex (i.e. that W ′′ is positive and bounded away from zero), and that V (x+ 1) = V (x) for all x.
We consider its dissipative (over-damped), pulsating (or ratchet) dynamics, with the pulsating potential.
The dynamics is given with
(1)
d
dt
uk(t) = W
′(uk+1 − uk)−W ′(uk − uk−1) +K(t)V ′(uk),
where K(t) is always assumed to be a measurable, bounded, periodic pulse with period 2τ . We note here
that all the results and calculations with straightforward modifications also hold in the case of the pulsating
interaction, with the equations of motion
(2)
d
dt
uk(t) = K(t) [W
′(uk+1 − uk)−W ′(uk − uk−1)] + V ′(uk).
Following initial results holding in more general cases, we omit the detailed estimates for (2) and discuss
only the case (1).
Our focus is study of the existence of transport. The main result is an explicit lower bound on the
transport speed v(ρ). Here ρ is the mean spacing of a configuration u given with
(3) ρ(u) = lim
n−m→∞
un − um
n−m
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(whenever the limit exists) and v(ρ) is defined in Theorem 2.1.
It has already been shown analytically in [9] and numerically in [8] that transport can exist, i.e. that
v(ρ) > 0 is possible for models (1), (2). The authors showed in [9] that for a large class of potentials V
satisfying certain asymmetry condition, the transport exists in the limit τ →∞. The used method, however,
does not provide much information on the transport speed v(ρ), as it considers large τ and assumes that
the model completely relaxes between pulse ”switches”. (The approach is based on comparison of ground
states of the Frenkel-Kontorova model with a given potential V , and with V ≡ 0, using the tools from
Aubry-Mather theory [2, 5, 11, 13].)
Our approach is dynamical, and gives lower bounds on the transport speed as long as K ·V is sufficiently
asymmetric and steep, also in the cases when the period of the pulse τ is small and we always remain
relatively far away from equilibria. We are thus able to estimate minimal τ so that the transport speed is
> 0, and also heuristically discuss which τ maximizes v(ρ). The physical meaning of this is determination
of the optimal pulse frequency for a given model and mean spacing which optimizes work.
We confirm and refine findings [8, 9] that v(ρ) depends non-trivially on number-theoretical properties of
the mean spacing ρ, and show how it explicitly depends on the sequence of convergents of ρ. We also obtain
an expansion of the lower bound for a generic mean spacing ρ, where generic are those (irrational) ρ for
which a version of the central limit theorem for its sequence of continued fraction approximations holds (the
Khinchin-Le´vy Theorem [12]).
We develop the required theory in several steps. The results rely on rather general results for non-
autonomous, periodically driven over-damped Frenkel-Kontorova dynamics, following the approach as in
[3, 18, 19, 24, 25]. The lower bound on the transport speed is then obtained in three steps, stated precisely
in Section 3, and then proved in three dedicated sections of the paper. The first two steps result with explicit
lower bounds for dynamics in the off- and on-phase, relying on observing evolution of an ensemble of configu-
rations, or more precisely evolution of shift-invariant probability measures on the space of configurations. In
the third step, we relate the L1-Wasserstein distance between the distribution of the positions of the config-
uration sites mod 1 at the end of the off-phase, and the Lebesgue measure on S1. The number-theoretical
properties of the mean spacing emerge as important in this particular step of the calculation.
2. Statement of the results and optimal work
Following [3, 7, 15], we say that a configuration u ∈ RZ is of bounded width, if there exists a real number
ρ ∈ R and a constant n > 0, such that for all j, k ∈ Z, k ≥ 1, we have
(4) |uj+k − uj − kρ| ≤ n.
Then ρ is the mean spacing as defined in (3). Without loss of generality, we always choose n to be an integer.
We first establish the following general result which introduces the transport speed:
Theorem 2.1. There exists a unique, continuous function v : R→ R, called the transport speed, depending
on W,V , such that for any u0 ∈ RZ of bounded width with the mean spacing ρ and constant n as in (4), for
any k,m ∈ Z, m ≥ 1 and any t0 ∈ R, if u(t) is the solution of (1) or (2), u(t0) = u0, then
(5)
∣∣∣∣uk(t0 + 2mτ)− uk(t0)2mτ − v(ρ)
∣∣∣∣ ≤ n+ 22mτ .
We prove it in Section 5, and give an alternative characterization of transport speed as a mean displacement
over one period of the pulse, averaged against a certain measure on configurations corresponding to dynamic
ground states. Note that relation (5) gives an explicit estimate on how quickly the average displacement
converges to the transport speed, thus for example useful in numerical simulations.
The main result on the transport speed in the pulsating potential case (1) is shown for the following
step-function pulse: let κ ≥ 0, and let K be given with
(6) K(t) =
{
0, 2nτ ≤ t < (2n+ 1)τ, n ∈ Z,
κ (2n+ 1)τ ≤ t < (2n+ 2)τ, n ∈ Z.
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Furthermore, assume that there exist β > 0 and 0 < α < 1/2 so that for some a, b, 1/2 + α ≤ b− a < 1 and
for all x ∈ [a, b], we have
(7) κ · V ′(x) ≥ δ+ + β,
where
(8) δ− = min{W ′′(x), x ∈ [ρ− 1, ρ+ 1]}, δ+ = max{W ′′(x), x ∈ [ρ− 1, ρ+ 1]}.
The condition (7) is the required ”steepness and asymmetry” assumption. We introduce a function depending
on number-theoretical properties of ρ and the period τ :
d(ρ, τ) = inf
(
1
4q
+
q
4
|p/q − ρ|+ q√
12
· δ
+
(2(δ−)3τ + δ+δ−)
1/2
)
∧ 1/4,(9)
where infimum goes over all the rationals p/q ∈ Q, p, q relatively prime, q ≥ 1 (the symbols ∨, ∧ always
denote the maximum, respectively minimum of two values). We will see later that d(ρ, τ) gives an upper
bound on the certain distance of the distribution of positions of un at the end of the on-phase, and the uniform
distribution. The main result of the paper is as follows (we write v(ρ, τ) to emphasize its dependence on τ):
Theorem 2.2. Assuming (6), (7), we have
(10) v(ρ, τ) ≥ 1
τ
(
α
2
− d(ρ, τ)1/2 + d(ρ, τ) − 1
4
[
(1/2 + α− βτ − 2d(ρ, τ)1/2) ∨ 0
]2)
.
Remark 2.1. One can estimate d(ρ, τ) and the lower bound (10) in the following way: it suffices to insert
only the series of convergents pn/qn of ρ on the right-hand side of (9) (they can be obtained by calculating
continued fractions [12]), and thus get
d˜(ρ, τ) = min
(
1
2qn
+
qn√
12
· δ
+
(2(δ−)3τ + δ+δ−)
1/2
)
∧ 1/4,
as for a convergent, |pn/qn − ρ| ≤ 1/q2n. As the right-hand side of (10) is decreasing in d(ρ, τ), we obtain
another lower bound by inserting d˜(ρ, τ) instead of d(ρ, τ) in (10).
We say that transport exists if v(ρ, τ) > 0. The estimate (10) allows us to deduce the asymptotic behaviour
of v(ρ, τ) as follows:
Corollary 2.1. Assume (6), (7). Then:
(i) For rational ρ = p0/q0, p0, q0 relatively prime, q ≥ 1, if
α >
1√
q0
− 1
2q0
,
then transport exists for sufficiently large τ , and then
lim inf
τ→∞
2v(ρ, τ)τ
α− 1/√q0 + 1/(2q0) ≥ 1.
(ii) For all irrational ρ, transport exists for sufficiently large τ , and
(11) lim sup
τ→∞
2v(ρ, τ)
ατ−1 − 2cτ−9/8 ≥ 1,
where c = (δ+)1/4/
(
61/8(δ−)3/8
)
.
(iii) There exists a subset R ⊂ R of full Lebesgue measure, such that for all ρ ∈ R and all ε > 0,
(12) v(ρ, τ) ≥ α
2
τ−1 − c
(
γL + 1
2
)1/2
(1 + ε)τ−9/8 +O
(
τ−5/4
)
.
Here γL = exp(pi
2/(12 ln 2)) is the Khinchin-Le´vy constant [12], and the implicit constant in (12) depends
on ε, ρ (it can be explicitly calculated for large subsets of R, see Remark 9.1 for details).
4 BRASLAV RABAR AND SINISˇA SLIJEPCˇEVIC´
Remarks 2.1. (i) Consider the case when ρ = m is an integer. It is known [9] that the transport can not exist
in that case, and can be proved directly by considering dynamics of configurations satisfying uk = uk−1+m
for all k ∈ Z. Our results are consistent, as by (9), d(1, τ) = 1/4 for all τ > 0. As α < 1/2, the right-hand
side of (10) is always < 0.
(ii) The condition in 2.1, (i) seems close to optimal, as transport can exist for sufficiently large α whenever
q ≥ 2, which is consistent with findings in [9]. Also, our finding that larger asymmetry α implies existence
of transport for τ large enough for rationals with smaller denominators is consistent with [9].
(iii) Existence of transport for irrational ρ and sufficiently large τ also follow from [4]. We note that our
explicit lower bound on v(ρ) and the expansion of the lower bound on v(ρ) are new.
(v) The set R in Corollary 2.1, (iii) is the set of all the numbers for which the Khinchin-Le´vy Theorem
[12] on asymptotic behaviour of convergents holds, see Section 9.
(vi) If asymptotic behaviour of the sequence of denominators qn of convergents of ρ is known, one can
evaluate the expansion of the lower bound of v(ρ) analogously to (12). For example, consider the golden
mean ρGM = (1+
√
5)/2. Then qn = ((1+
√
5)/2)n/
√
5+εn, εn < 1, is the n-th Fibonacci number. Repeating
the steps as in the proof of Corollary 2.1, (iii) in Section 9, one obtains
v(ρGM) ≥ α
2
τ−1 − c
(
3 +
√
5
4
)1/2
(1 + ε)τ−9/8 +O
(
τ−5/4
)
for all ε > 0. Note that for ρ = ρGM, the Khinchin-Le´vy Theorem does not hold, thus the expansion differs
from (12).
Finally, we comment on the frequency 1/τmax of the pulse which maximizes work, i.e. which maximizes
speed v(ρ), in cases for which transport exists for a given ρ and τ large enough. It follows from [4] that
v(ρ) → 0 as τ → 0 and as τ → ∞, thus v(ρ) has a maximum for a finite τ . By differentiating the first two
terms on the right-hand side of (12), we obtain that the pulsating frequency which maximizes work for a
generic ρ ∈ R is for small α > 0 likely of the order of magnitude
1
τmax
∼ c−8α8,
where c is as in Corollary 2.1. It would be interesting to investigate it further either numerically, or by a
more precise analytical method.
3. Outline of the paper
We introduce here the main definitions and the notation, and explain the three steps to obtain the main
result (10), stated explicitly as propositions below.
We will always consider the dynamics of (1) on the phase space of configurations X˜ of the bounded
spacing, that is the configurations u ∈ RZ such that
sup
k∈Z
|uk − uk+1| <∞.
We will denote by X the quotient space of X˜ , where we identify u and u + n for all integers n. We always
assume the product topology on X˜ (i.e. the topology of pointwise convergence), and the topology on X
induced from X˜ .
Our approach focuses on considering dynamics of particular solutions of (1), namely of synchronized
solutions. These are solutions u(t) such that u(t) does not intersect with either any spatial translate of u(t),
or u(t + 2nτ) for any integer n (see Definition 4.1). More generally, we consider evolution of a particular
probability measure µ0 on X supported on synchronized solutions. A precise definition of a synchronized
measure, and a proof of its existence for any rotation number ρ, is given in Section 5. We denote this
evolution by µ(t).
The reason for this approach is as follows. In most rigorous approaches to studying dynamics of Frenkel-
Kontorova models, one has to frequently spatially average certain quantities. In our approach, this is replaced
by averaging these quantities with respect to µ(t). For example, if µ is a spatially ergodic measure on X
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(i.e. ergodic with respect to the spatial translation S : X → X , (Su)k = uk−1), then by the Birkhoff ergodic
theorem, for µ-a.e. configuration u, its mean spacing is given with
(13) ρ(u) =
∫
X
(u1 − u0) dµ.
We frequently denote the right-hand side of (13) by ρˆ(µ). (The ’hat’ symbol will always denote a function
whose argument is a probability measure on X .)
Remark 3.1. On integration on X . As X is the quotient space of configurations, one must verify that the
integrals such as in (13) are well-defined, i.e. that the integrand is independent of the choice of the integer n
in the representation u + n, u ∈ X˜ . We frequently use the fact that the following functions are well defined
on X for all k ∈ Z: uk mod 1, uk−uk−1, uk+1− 2uk+uk−1, V ′(uk), duk(t)/dt. In addition, uk(t2)−uk(t1)
is also well defined for any k ∈ Z, t1, t2 ≥ 0, as we always assume choosing consistent representations of u(t),
i.e. such that that the representation of u(t2) is the time-evolution of the representation of u(t1).
We will see that in this setting, it suffices to consider the average (temporal) displacement in the off-phase,
which can be expressed as
Doff(ρ) =
∫
X
(u0(τ) − u0(0)) dµ0,
and in the on-phase,
Don(ρ) =
∫
X
(u0(2τ)− u0(τ)) dµ0.
In Sections 4 and 5 we prove the required results on synchronized solutions and synchronized measures,
prove Theorem 2.1, and establish that
(14) v(ρ) =
1
2τ
(Doff(ρ) +Don(ρ)) .
While the mean spacing is the average (expectation) of the spatial displacement u1−u0, we will also find
the standard deviation of the spatial displacement useful. We denote it by
(15) ∆ˆ(µ) =
(∫
X
(u1 − u0 − ρˆ(µ))2dµ
)1/2
.
In Section 6, we consider dynamics in the off-phase, and prove the following:
Proposition 3.1. We have that
(16) Doff(ρ) = 0,
and
(17) ∆ˆ(µ(τ)) ≤ δ
+
(2(δ−)3τ + δ+δ−)
1/2
,
where δ−, δ+ are as in (8).
For example, in the standard case W (x) = 12δx
2, (17) becomes ∆ˆ(µ(τ)) ≤ 1/(2δτ + 1)1/2.
To obtain the lower bound on Don(ρ), we introduce two tools. Let pi : X → S1 be a projection defined
with pi(u) = u0 mod 1. Let pi
∗ be the associated pushforward of a measure µ on X to a measure on S1. We
always use the notation µ∗ = pi∗µ for the pushforwarded measure on S1 (it is well-defined by the definition of
X as a quotient space). Note that, as µ is S-invariant, the definition of the measure µ∗ is independent of the
choice of the coordinate at which we project to S1. (For a comment on close relationship of the projections
µ(t)∗ and the dynamical hull function introduced by Qin [19], see Remark 5.4.)
The second tool we need is the L1-Wasserstein distance on the space of Borel probability measures on
S1. Recall the definition [1]: if µ∗, ν∗ are two Borel-probability measures on S1, then the L1-Wasserstein
distance is defined with
d1(µ
∗, ν∗) = inf
ζ∈Γ(µ∗,ν∗)
∫
S1×S1
d(x, y)dζ(x, y),
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where Γ(µ∗, ν∗) is the set of couplings, i.e. Borel probability measures on S1 × S1 whose marginals are µ∗,
ν∗ respectively. Now d1 is a metric on the space of Borel-probability measures on S
1.
We show in Section 8 that an upper bound on d1(µ(τ)
∗, λ) implies a lower bound on Don(ρ), where λ is
the Lebesgue measure on S1:
Proposition 3.2. Assume that d1(µ(τ)
∗, λ) ≤ ε ≤ 1/4. Then
(18) Don(ρ) ≥ 1
τ
(
α
2
− ε1/2 + ε− 1
4
[(
1
2
+ α− βτ − 2ε1/2
)
∨ 0
]2)
.
Finally, it remains to relate ∆ˆ(µ(τ)) and d1(µ(τ)
∗, λ). The number-theoretical properties of ρ enter in
this step. This is done in Section 8.
Proposition 3.3. Let µ be a S-invariant probability measure on X . Then for any p/q ∈ Q, q ≥ 1, we have
that
(19) d1(µ
∗, λ) ≤
(
1
4q
+
q
4
|p/q − ρ|+ q√
12
∆ˆ(µ)
)
∧ 1
4
.
Theorem 2.2 now follows easily by combining these three propositions while noting that the right-hand
side of (18) is increasing in ε for 0 ≤ ε ≤ 1/4, and then inserting (16) and (18) into (14). Finally, Corollary
2.1 is proved in Section 9.
4. Existence of synchronized orbits
In this section we focus on existence of synchronized solutions, which play the key role in studying
asymptotic behaviour of (1), (2). The main result is that synchronized solutions with any mean spacing ρ
exist. The proof closely follows Wen-Xin Qin [19], whose approach is extended here to the following family
of equations which include (1), (2):
(20)
d
dt
uj(t) = −V2(uj−1(t), uj(t), t)− V1(uj(t), uj+1(t), t), j ∈ Z,
where V : R3 → R satisfies the following in this and the next section:
(A1) Smoothness: (t, u, v) 7→ V (t, u, v) is C2 in u, v, and bounded and measurable in t for fixed u, v.
(A2) Periodicity: there is a fixed τ > 0 such that for all u, v, t we have V (u, v, t) = V (u + 1, v + 1, t) =
V (u, v, t+ 2τ),
(A3) The twist condition: for some fixed δ > 0 and all u, v, t,
V (u, v, t)
∂u∂v
≤ −δ < 0.
(A4) Boundedness: There exists C > 0 such that ‖D2u,vV (u, v, t)‖ ≤ C.
Let T be the time-2τ map Tu(0) = u(2τ), where u(t) is the solution of (20) (it follows from Lemma 4.1,
(i) and (v) below that T is well-defined and that T nu(0) = u(2nτ) for integer n). The shift S and T are
then commuting continuous transformations on both X˜ and X . We say that u, v ∈ X˜ do not intersect, if
either u = v, u ≫ v or u ≪ v, where the partial order on X˜ is defined in the natural way: we write u ≥ v
if un ≥ vn for all n ∈ Z, and u ≫ v if un > vn for all n ∈ Z. We say that u, v ∈ X do not intersect, if
their representations in X˜ do not intersect for any choice of the representations. We recall the definition of
rotationally ordered solutions, standard in the study of Frenkel-Kontorova models [4, 3, 8, 9, 6, 7, 10, 17, 18],
and of synchronized solutions [19, 24, 25]:
Definition 4.1. We say that u ∈ X is rotationally ordered, if for any n ∈ Z, we have that u and Snu do not
intersect. A configuration u ∈ X is weakly rotationally ordered, if it is in the closure of the set of rotationally
ordered configurations. A solution t 7→ u(t) ∈ X , t ∈ R of (20) is synchronized solution, if for any s ∈ R
and n,m ∈ Z, we have that u(s) and SnTmu(s) do not intersect. A configuration u0 ∈ X is synchronized, if
there exists a synchronized solution of (20), u(0) = u0.
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The main result is an analogue of [19, Theorems 3.4, 3.5]:
Theorem 4.1. Given any mean spacing ρ ∈ R, there exists a solution u(t), t ∈ R of (20) which is synchro-
nized, such that for all t ∈ R, u(t) and has the mean spacing ρ.
Following Qin [19], we prove it in several steps, omitting proofs in cases the extension to (20) is straight-
forward. We first establish global existence of solutions generated by (20), then for a rational p/q construct
an appropriate space of functions Ω and a continuous operator T˜ , and finally prove Theorem 4.1 for rational
ρ = p/q by finding a fixed point of T˜ through an application of the Schauder fixed point theorem. The proof
is completed for irrational ρ by a limiting procedure. Recall [19, 23] that X˜ , X are metrizable, and that the
sets Kn ⊂ X , n ∈ N of all u ∈ X satisfying supk∈Z |uk − uk+1| ≤ n are compact. We will also frequently use
the fact [3, 19] that any weakly rotationally ordered configuration u is of bounded width with the constant
1, i.e. that it has a well-defined mean spacing ρ, and that for all m, k ∈ Z, k ≥ 1, we have
(21) |um+k − um − kρ| ≤ 1.
Lemma 4.1. (i) For any u0 ∈ X , the solution of (20), u(0) = u0 exists for all t > 0, and is continuous with
respect to initial conditions.
(ii) The solution t→ u(t)− u(0) is continuous in l∞(Z).
(iii) The sets Kn are positively invariant with respect to (20), i.e. if u(s) ∈ Kn, then for all t ≥ s,
u(t) ∈ Kn.
(iv) The solutions of (20) are strongly order-preserving, i.e. if u(0) ≥ v(0) but not equal, then for all
t > 0, u(t)≫ v(t),
(v) If u(t), v(t) are solutions of (20), u(0) = u0, resp. v(2nτ) = u0, n an integer, then v(t+ 2nτ) = u(t).
Proof. Local existence and uniqueness follow from standard results on existence of solutions of ODE in the
Banach space l∞(Z) [20, 23], applied to v = u − u0. Continuity with respect to initial conditions in the
topology of X follows from the variation of constants formula. The order-preserving property (iv), also
called Middleton’s no-passing rule [15] follows as in [4], as the off-diagonal elements of the linearisation of
the right-hand side of (20) are strictly positive and bounded from below. The proof (iii) follows easily from
the no-passing rule (details can be found e.g. in [23]), and this implies global existence of solutions as the
solution can not diverge in finite time. Proof of (v) is a straightforward consequence of (A2). 
For a rational p/q, p, q relatively prime integers, p > 0, let X˜p,q be the set of all u ∈ X˜ such that
Squ = u− p. It is convenient to introduce a new norm on X˜p,q with
||u||
X˜p,q
=
q−1∑
k=0
|uk|
(X˜p,q equipped with that norm is continuously embedded in X˜ ).
Definition 4.2. For a fixed rational p/q, the set Ω is a subset of C0(R, X˜p,q) of h : R→ X˜p,q satisfying:
(O1) h is increasing, i.e. if s1 > s2, then h(s1) > h(s2),
(O2) The image of h consists of weakly rotationally ordered configurations,
(O3) For all s ∈ R,
s =
1
q
q−1∑
k=0
(h(s))k,
(O4) For any m,n ∈ Z, the image of h is invariant for u 7→ Smu+ n.
The topology on Ω induced by C0(R, X˜p,q) is metrizable, and the metric can be given explicitly e.g. by
the norm [19, p3480].
Lemma 4.2. The set Ω with the induced C0(R, X˜p,q) topology is non-empty, convex and compact.
Proof. Convexity is analogous to [19, Lemma 3.2], and compactness follows from an application of the
Arzela`-Ascoli theorem as in [19, Lemma 3.3]. 
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Lemma 4.3. There exists a continuous function ξ : R → R such that the operator T˜ : Ω → Ω defined with
T˜ h(s) = T ◦ h ◦ ξ(s) is well-defined and continuous.
Proof. The function ξ is constructed as in the proof of [19, Theorem 3.4]. 
Remark 4.1. The function ξ is unique, constructed so that (O3) holds for the image of T˜ .
Proof of Theorem 4.1. For a rational ρ = p/q, we can by Lemmas 4.2 and 4.3 apply the Schauder Fixed
Point theorem to T˜ on Ω, and find a fixed point hp,q of T˜ . By construction and Lemma 4.1, (iv), for any
s0 ∈ R, the solution u(t) of (20), u(s0) = hp,q(s0), exists for all t ∈ R and is synchronized. We obtain the
claim for irrational ρ analogously as in the proof of [19, Theorem 3.5], by finding a limit of the sequence of
images of hpk/qk in the Hausdorff topology as pk/qk → ρ. 
5. The transport speed
In this section we prove Theorem 2.1. We first introduce the notion of the dynamic ground state, and
more generally we consider probability measures invariant with respect to evolution given by (20) and spatial
translations. We then establish existence of synchronized measures, i.e. S, T -invariant measures supported
on synchronized configurations, and then give a characterization of the transport speed as expectation of
the displacement with respect to a synchronized measure. We use it to give a short proof of Theorem 2.1,
as well as to establish a characterization of the existence of transport in terms of evolution of the dynamic
ground states.
Lemma 5.1. For each ρ ∈ R, there exists a S, T -invariant measure supported on synchronized configurations
with the mean spacing ρ.
Proof. It is straightforward to show by using Lemma 4.1 and (4) that the set of synchronized configura-
tions with the mean spacing ρ is a compact invariant subset of X , thus by a well-known extension of the
Bogolybov-Krylov argument to commuting continuous transformations S, T , there exists a S, T -invariant
measure supported on that set. 
Definition 5.1. The synchronized measure is a S, T -invariant measure supported on synchronized config-
urations with the same mean spacing. We say that every configuration in the support of a synchronized
measure is a dynamic ground state, and denote the set of all dynamic ground states with the mean spacing
ρ by Sρ.
Remark 5.1. As discussed in [20, 25], one can show that Sρ is a closed, thus compact set. Not all synchronized
configurations with the mean spacing ρ are in Sρ, for example in the case of dynamics (1) without the external
force, i.e. V ′ ≡ 0, these are minimizing equilibria which are not spatially recurrent, i.e. with elementary
discommensurations [2]. In the depinned phase (see [20, 25] for details), configurations in Sρ are in a certain
sense globally attracting, and are always locally attracting. Details are omitted, as not required in the
following.
If µ is a synchronized measure with the mean spacing ρ, we define the transport speed of a measure vˆ(µ)
as the expectation of the displacement over one period of the pulse:
(22) vˆ(µ) =
1
2τ
∫
X
((Tu)0 − u0)dµ.
Clearly by the S-invariance of µ and by the fact that T, S commute, the site index 0 in the definition of
vˆ(µ) can be replaced by any k ∈ Z. We now show that vˆ depends only on the mean spacing ρ.
Lemma 5.2. Choose ρ ∈ R, and a synchronized measure µ with the mean spacing ρ. Then for any u ∈ Sρ
and any k ∈ Z,
(23) lim
m→∞
1
2mτ
((Tmu)k − uk) = vˆ(µ).
Furthermore, vˆ(µ) is the same for all the synchronized measures with the same mean spacing.
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Proof. We first prove the claim for k = 0. Choose ρ ∈ R, and a synchronized measure µ with the mean
spacing ρ. By the Birkhoff Ergodic Theorem applied to the function u 7→ (Tu)0 − u0, there exists u in the
support of µ, thus in Sρ, such that the limit on the left-hand side of (23) for k = 0 exists, denote it by v0.
Now if w ∈ Sρ, because of (21) we can find representations of u,w in X˜ , denoted for simplicity again by
u,w, so that u ≤ w ≤ u+ 2. By the order-preserving property, for any integer m ≥ 1 we get Tmw ≥ Tmu,
thus Tmw − w ≥ Tmu − u − 2, and analogously Tmw − w ≤ Tmu− u+ 2. By taking m→∞, we see that
limm→∞
1
2mτ (T
m(w)0 − w0) = v0, thus it is independent of the choice of w ∈ Sρ. By the Birkhoff ergodic
theorem and (22) we deduce that v0 = vˆ(µ) which is (23) for k = 0. As µ is S-invariant, this must hold for
any k ∈ Z. As w was chosen arbitrarily in Sρ, we see that vˆ(µ) is the same for all µ supported on Sρ. 
By Lemma 5.2, we can define v(ρ) := vˆ(µ), where µ is any synchronized measure with the mean spacing
ρ.
Lemma 5.3. Let u0 ∈ RZ be of bounded width with the mean spacing ρ and constant n as in (4). Then for
any k,m ∈ Z, m ≥ 1 and any t0 ∈ R, if u(t) is the solution of (1) or (2), u(t0) = u0, we have that (5) holds.
Proof. Without loss of generality let t0 = 0. Choose any w ∈ Sρ. It is easy to check that because of (4)
applied to u0 and (21) applied to w, we can find representatives of u0 and w in X˜ (for simplicity denoted by
the same symbol), so that
(24) w ≤ u0 ≤ w + n+ 1.
Fix an integer m ≥ 1. As w is synchronized, there exists an integer j such that
(25) w + j ≤ Tmw ≤ w + j + 1.
We claim that
(26)
j
2mτ
≤ v(ρ) ≤ j + 1
2mτ
.
Indeed, as in X˜ we have that Tm(u+ j) = Tm(u) + j, inductively from (25) we obtain that for any integer
r ≥ 1, rj ≤ T rmw−w ≤ rj + r. By taking r →∞ and using (23) and the definition of v(ρ) we obtain (26).
Combining (24) and (25) and using the order-preserving property, we see that Tmu0 ≥ Tmw ≥ w + j ≥
u0 + j − n− 1 and equivalently Tmu0 ≤ Tmw + n+ 1 ≤ w + n+ j + 2 ≤ u0 + n+ j + 2, thus
j − n− 1
2mτ
≤ T
mu0 − u0
2mτ
≤ j + n+ 2
2mτ
.
Combining it with (26) we obtain (5). 
Lemma 5.4. The function ρ 7→ v(ρ) is continuous.
Proof. As shown in [25], the set of all the synchronized measures is closed in the weak∗-topology. Let ρk ∈ R
be a sequence converging to ρ ∈ R, and choose a sequence of synchronized measures µk with the mean
spacings ρk. It is easy to establish by using (4) that all µk are supported on a compact subset of X , thus
without loss of generality assume µk is weak
∗-convergent (otherwise we choose a convergent subsequence),
converging to a synchronized measure µ. As the mean spacing of a synchronized measure is the expectation
of the continuous function u 7→ u1 − u0 on X , we have that ρ is the mean spacing of µ. Also vˆ is the
expectation of the continuous function u 7→ 12τ ((Tu)0 − u0) on X , thus vˆ(µk) → vˆ(µ) as k → ∞, which
completes the proof by the definition of v(ρ). 
Remark 5.2. Continuity of the analogue of the transport speed, the average velocity, was for related systems
of equations proved by Wen-Xin Qin in [17, 19], by another approach. The technique as in the proof of
Lemma 5.4, by considering limits of measures, was introduced in [23].
Remark 5.3. Consider a family of couplings W or potentials V continuously depending on a parameter
λ ∈ R. One can analogously to Lemma 5.4 show that v(ρ) changes continuously in λ.
Proof of Theorem 2.1. Uniqueness of v(ρ) follows from (5) by taking m → ∞. The other claims have been
established in Lemmas 5.3 and 5.4. 
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We close the section with a nice characterisation of the existence of transport.
Corollary 5.1. The transport speed v(ρ) = 0 if and only if T restricted to Sρ is the identity.
Proof. The non-trivial implication is that v(ρ) = 0 implies Tu = u for all u ∈ Sρ. Assume v(ρ) = 0, and
choose a synchronized measure with the mean spacing ρ. Without loss of generality, assume µ is S, T -ergodic,
as otherwise we can take any S, T -invariant measure in the S, T -ergodic decomposition of µ supported on
Sρ. By a well-known characterization of ergodic measures for two commuting transformations on a compact
set, we can find u ∈ Sρ so that its S, T -orbit (i.e. the set of all SnTmu, n,m ∈ Z) is dense in the support
of µ (see [11], Proposition 4.1.18, (2)). As u is synchronized, Tu ≥ u or Tu ≤ u. By the order-preserving
property and continuity, we have that for all w in the support of Sρ, Tw−w ≤ 0 or Tw−w ≥ 0 and the sign
is always the same. Without loss of generality, assume Tw ≥ w on the support of µ, thus (Tw)0 − w0 ≥ 0,
µ-a.e.. By definition, v(ρ) = vˆ(µ), thus ∫
((Tw)0 − w0) dµ = 0,
so it must be (Tw)0 = w0, µ-a.e.. Now by continuity and S-invariance of µ, we have Tw = w on the support
of µ. As the union of supports of all S, T -ergodic measures is dense in Sρ, the claim must hold on Sρ. 
Remark 5.4. We comment here on existence of a dynamical hull function and its relationship with µ(t)∗.
First, one can prove an analogue of the existence result for the dynamical hull function in the case of
periodically driven Frenkel-Kontorova model, by Wen-Xin Qin [19] (see Theorem B), in the following sense.
Consider the case when µ0 is a synchronized measure, which is S-ergodic, with the mean spacing ρ = ρˆ(µ0).
Then one can prove analogously as in [19] existence of a two-variable dynamical hull function H : R2 → R,
such that
(27) H(x+ 1, y + 1) = H(x+ 1, y) = H(x, y) + 1,
and such that for every t ∈ R, and for µ(t)-a.e. u, we have that there exists α ∈ R such that
(28) un = H
(
nρ+
1
v(ρ)
2τ + α,
t
2τ
)
.
Fix t, and denote by ht the map on S
1 induced by x 7→ H(x, t/(2τ)) (ht is well defined because of (27)).
Then µ(t)∗ is the push-forward of the Lebesgue measure on S1 with respect to ht. Here is why (we omit
the details of the proof). By the standard arguments of the Aubry-Mather theory [5], one can show that
for µ(t)-a.e. u, un 7→ un+1mod 1 induces a circle homeomorphism, denoted by ft. By construction, µ(t)∗ is
the invariant measure of ft. Now (28) can be rewritten as ft = ht ◦ rρ ◦ h−1t , where rρ is the rotation of the
circle x 7→ x+ ρmod 1, i.e. ht is the conjugacy between rρ and ft, thus the push-forward with respect to ht
of the Lebesgue measure which is invariant for rρ must be µ(t)
∗.
6. Dynamics in the off-phase
In this section we prove Proposition 3.1. This follows from the following observations. If µ is a synchronized
measure, then by the Birkhoff ergodic theorem and (21), as ρˆ(µ) = Eµ[u1 − u0], each u in the support of µ
has the mean spacing ρˆ(µ). We show that decay of ∆ˆ(µ)2 = Var[u1 − u0] in the off phase is proportional to
the decay of the average coupling energy, which we define for a S-invariant measure µ with
Wˆ (µ) :=
∫
X
W (u1 − u0)dµ.
We first establish that Doff(ρ) = 0 (Lemma 6.1), then relate ∆ˆ and Wˆ (Lemma 6.2), then prove a discrete-
space analogue of the Poincare´ inequality (Lemma 6.3), and finally combine it all by estimating the speed
of decay of Wˆ (µ(t))−W (ρ).
In this and the next section we fix a mean spacing ρ ∈ R and a synchronized measure µ = µ(0) with the
mean spacing ρ, and its evolution µ(t) with respect to (1). We frequently use that for all t ≥ 0, ρˆ(µ(t)) = ρ,
and that µ(t) is S-invariant.
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The following lemma is equivalent to the fact used in [9], that the average position of the site mod 1 for
a chosen rotationally ordered configuration does not change in the off-phase.
Lemma 6.1. For any k ∈ Z, ∫
X
(uk(τ) − uk(0)) dµ = 0. Specifically, Doff(ρ) = 0.
Proof. By using the Fubini theorem, we get:∫
X
(uk(τ)− uk(0)) dµ =
∫
X
∫ τ
0
duk(t)
dt
dt dµ =
∫ τ
0
(∫
X
duk(t)
dt
dµ
)
dt
=
∫ τ
0
(∫
X
W ′(uk+1(t)− uk(t))dµ−
∫
X
W ′(uk(t)− uk−1(t))dµ
)
dt
=
∫ τ
0
(∫
X
W ′(uk+1 − uk)dµ(t) −
∫
X
W ′(uk − uk−1)dµ(t)
)
dt,
which is by the S-invariance of µ(t) equal to 0. 
In the following proof we use the width function defined for any configuration of bounded width, u 7→ wj(u)
for j ∈ Z as follows:
wj(u) = u˜j − ρj − a0,
where ρ is the mean spacing of u, u˜ is a representative of u in X˜ , and a0 is the supremum of all a ∈ R such
that for all k ∈ Z, u˜k ≥ kρ+ a (the definition is clearly independent of the choice of u˜). It is easy to check
that by (21), for weakly rotationally ordered configurations we have that |wj(u)| ≤ 1, and that
(29) wj(u)− wj−1(u) = uj − uj−1 − ρ.
We now establish a discrete-space version of the Poincare´ inequality, bounding the L2-norm of u1−u0−ρ
by the L2-norm of its discrete-space derivative u1 − 2u0 + u−1.
Lemma 6.2. For all t ≥ 0 we have that
∆ˆ(µ(t))2 ≤
(∫
X
(u1 − 2u0 + u−1)2dµ(t)
)1/2
.(30)
Proof. First note the following identity holding for any sequences zj , wj ∈ R, j ∈ Z:
zjwj − zj−1wj−1 = zj(wj − wj−1) + (zj − zj−1)wj−1.
Now for some u in the support of µ(t), thus rotationally ordered, we insert zj = (uj − uj−1 − ρ) and
wj = wj(u). Applying (29) we easily get
(uj − uj−1 − ρ)wj(u)− (uj−1 − uj−2 − ρ)wj−1(u) = (uj − uj−1 − ρ)2 + (uj − 2uj−1 + uj−2)wj−1(u).
As all the terms are well defined functions on X , we can integrate with respect to µ(t) for j = 1. Note that
because of the S-invariance of µ(t), the terms on the left-hand side vanish, so we have∫
X
(u1 − u0 − ρ)2dµ(t) = −
∫
X
(u1 − 2u0 + u−1)w0(u)dµ(t).
It now suffices to apply the definition of ∆ˆ(µ(t)) to the left-hand side, and the Cauchy-Schwartz inequality
and |w0(u)| ≤ 1 to the right-hand side. 
Lemma 6.3. The following relations hold for all t ≥ 0:
(δ−)2∆ˆ(µ(t))4 ≤
∫
X
(W ′(u1 − u0)−W ′(u0 − u−1))2 dµ(t),(31)
δ−
2
∆ˆ(µ(t))2 ≤ Wˆ (µ(t))−W (ρ) ≤ δ
+
2
∆ˆ(µ(t))2.(32)
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Proof. The relation (31) follows from the Mean Value Theorem applied to the function W ′ and (30).
It suffices to prove the left-hand side of (32), as the proof of the right-hand side is analogous. Let x1, ..., xn
be any numbers in [ρ− 1, ρ+ 1], and let x¯ = (x1 + ...+ xn)/n, for some integer n > 0. By the second order
Taylor theorem, we have
W (xk)−W (x¯) ≥W (x¯)(xk − x¯) + δ
−
2
(xk − x¯)2,
thus averaging we get
(33)
1
n
n∑
k=1
W (xk)−W (x¯) ≥ δ
−
2n
n∑
k=1
(xk − x¯)2.
Now we insert xk = uk − uk−1, note that then x¯ = (un − u0)/n, and integrate (33) with respect to dµ(t):
1
n
n∑
k=1
∫
X
W (uk − uk−1)dµ(t) −
∫
X
W
(
un − u0
n
)
dµ(t) ≥ δ
−
2n
n∑
k=1
∫
X
(
uk − uk−1 − un − u0
n
)2
dµ(t).
By the S-invariance of µ(t) applied to the first term, and (21) applied to the right-hand side, we get
Wˆ (µ)−
∫
X
W
(
un − u0
n
)
dµ(t) ≥ δ
−
2n
n∑
k=1
∫
X
(
u1 − u0 − un−k+1 − u1−k
n
)2
dµ(t)
=
δ−
2
∫
X
(u1 − u0 − ρ)2 dµ(t) +O
(
1
n
)
.
Now it suffices to consider n→∞ and apply the Lebesgue Dominated Convergence Theorem to the second
term, which thus converges to W (ρ). 
We can now complete the proof, by using the fact noted in [22] that µ→ Wˆ (µ) is the Lyapunov function
in the off-phase for the induced semiflow on the space of S-invariant measures.
Proof of Proposition 3.1. We first express dWˆ (µ(t))/dt, then use Lemmas 6.2 and 6.3 to obtain a differential
inequality, and then we solve it. Denoting by u˙k(t) = duk(t)/dt, we see that
dW (u1(t)− u0(t))
dt
=W ′(u1(t)− u0(t))(u˙1(t)− u˙0(t))
=W ′(u1(t)− u0(t))u˙1(t)−W ′(u0(t)− u−1(t))u˙0(t)
− (W ′(u1(t)− u0(t)) −W ′(u0(t)− u−1(t))) u˙0(t).
Now integrating it with respect to µ(t), the first two summands on the right-hand side cancel out because
of the S-invariance of µ(t). As u˙0 =W
′(u1(t)− u0(t))−W ′(u0(t)− u−1(t)), we get
dWˆ (µ(t))
dt
= −
∫
(W ′(u1(t)− u0(t))−W ′(u0(t)− u−1(t))2dµ.(34)
We now apply (31) and (32) to the right-hand side, and get the differential inequality
(35)
dWˆ (µ(t))
dt
≤ −4
(
δ−
δ+
)2 (
Wˆ (µ(t)) −W (ρ)
)2
.
Note that by the left-hand side of (32), we have Wˆ (µ(t)) ≥ W (ρ). Unless µ(t) is for all t supported on
quasiperiodic configurations of the type uk = ρ · k+ a (in which case the dynamics in the off-phase is trivial
and ∆ˆ(µ(τ)) = 0), we also deduce that Wˆ (µ(t)) > W (ρ). Thus we can solve the differential inequality (35),
and obtain
Wˆ (µ(τ)) −W (ρ) ≤ 1
4
(
δ−
δ+
)2
τ +
(
Wˆ (µ(0))−W (ρ)
)−1 .
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Combining (21) and (32) we get Wˆ (µ(0))−W (ρ) ≤ δ+/2, thus
Wˆ (µ(τ)) −W (ρ) ≤ (δ
+)2
4(δ−)2τ + 2δ+
,
which combined with the left-hand side of (32) completes the proof. 
7. Dynamics in the on-phase
We focus now on the dynamics of a synchronized measure µ on the on-phase t ∈ [τ, 2τ ], and prove
Proposition 3.2. We first give an explicit lower bound on Don(ρ) in terms of µ(τ)
∗, and then complete the
proof.
Assume from now on in this section without loss of generality that (7) holds on the interval [1/2− α, 1].
Let ϕ : S1 → R be defined with
ϕ(x) =
{
βτ ∧ (1 − x) x > 1/2− α,
−x x ≤ 1/2− α,
where S1 is parametrized with x ∈ [0, 1).
Lemma 7.1. Assume µ = µ(0) is a synchronized measure. Then
Don(ρ) ≥ 1
2τ
∫
S1
ϕ(x)dµ(τ)∗ .
Proof. We first establish that for any weakly rotationally ordered u, we have that |u1− 2u0+ u−1| ≤ 1. Let
u˜ be a representative of u in X˜ , and find integer n such that
(36) u˜1 + n > u˜0 ≥ u˜1 + n− 1.
Then as u˜ is weakly rotationally ordered, S−1u˜ + n ≥ u˜, thus u˜0 + n > u˜−1, so by summing it with the
right-hand side of (36) we obtain u˜1 − 2u˜0 + u˜−1 ≤ 1; u˜1 − 2u˜0 + u˜−1 ≥ −1 is analogous. Now take u in the
support of µ(t), thus rotationally ordered, such that pi(u) ∈ (1/2− α, 1]. Then using (7) we get
d
dt
u0(t) = −W ′(u−1 − u0) +W ′(u0 − u1) +KV ′(u0)
≥ −δ+|u1 − 2u0 + u−1|+ (δ+ + β) ≥ β.
Let x = pi(u(τ)). We easily deduce that, if x ∈ [1/2− α, 1), then
u0(2τ)− u0(τ) ≥ βτ ∧ (1 − x).
Similarly, if x ∈ [0, 1/2− α),
u0(2τ) − u0(τ) ≥ −x.
We thus see that ∫
(u0(2τ)− u0(τ))dµ ≥
∫
ϕ(pi(u))dµ(u) =
∫
S1
ϕ(x)dµ∗(τ),
which implies the claim by the definition of Don(ρ). 
Proof of Proposition 3.2. Assume d1(µ(τ)
∗, λ) ≤ ε ≤ 1/4.
As ϕ is piece-wise linear, and as it attains its minimum at x = 1/2− α, and its derivative is everywhere
≤ 1, it we can explicitly construct the probability measure ν on S1 for which ∫
S1
ϕ(x)dν is minimal under
the constraint d1(ν, λ) ≤ ε. Let 0 ≤ δ ≤ 1 be the unique number such that
(37)
∫ 1/2−α+δ
1/2−α
d(x, 1/2− α)dx = ε,
where d(x, y) is the distance on S1. The measure ν satisfies d1(ν, λ) = ε, and is constructed by ”transporting”
the measure λ from x ∈ S1 to x = 1/2−α, starting from points for which ϕ(x)−ϕ(1/2−α) is larger. Thus
ν coincides with λ on the complement of [1/2− α, 1/2− α+ δ) in S1, and in addition ν({1/2− α}) = δ.
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Consider the case 0 ≤ δ ≤ 1/2 + α− βτ . Then by Lemma 7.1,
2τDon(ρ) ≥
∫
S1
ϕ(x)dν
=
∫ 1/2−α
0
(−x)dx − δ(1/2− α) +
∫ 1−βτ
1/2−α+δ
βτdx +
∫ 1
1−βτ
(1 − x)dx.
Careful evaluation yields
(38) 2τDon(ρ) ≥ α− δ + 1
2
δ2 − 1
2
(
1
2
+ α− βτ − δ
)2
.
Similarly, if 1/2 + α− βτ ≤ δ ≤ α+ 1/2,
2τDon(ρ) ≥
∫
S1
ϕ(x)dν =
∫ 1/2−α
0
(−x)dx− δ(1/2− α) +
∫ 1
1/2−α+δ
(1− x)dx
= α− δ(1/2− α)−
∫ 1/2−α+δ
1/2−α
(1− x)dx
= α− δ + 1
2
δ2.(39)
Finally, if α+ 1/2 ≤ δ ≤ 1, we easily get that
(40) 2τDon(ρ) ≥
∫
S1
ϕ(x)dν ≥
∫ 1/2−α
δ−1/2−α
(−x)dx− δ(1/2− α) = α− δ + 1
2
δ2.
From (37) we obtain
ε =
{
δ2/2 δ ≤ 1/2
δ − δ2/2− 1/4 1/2 ≤ δ ≤ 1,
thus it is easy to check that δ ≤ 2ε1/2. Inserting that in (38), (39) and (40), as in all three cases the
right-hand sides are decreasing functions in δ, we complete the proof. 
8. Variation of the spatial displacement and Wasserstein distance
We now Proposition 3.3. In this section, µ is an arbitrary S-invariant probability measure on X , such that
ρˆ(µ) and ∆ˆ(µ) are finite. For some u ∈ X , denote by ξ∗q (u) the probability measure on S1 equi-supported
on u0, u1, ..., uq−1 mod 1.
Lemma 8.1. For any integer q ≥ 1,
(41) d1(µ
∗, λ) ≤
∫
X
d1(ξ
∗
q (u), λ)dµ(u).
Proof. We prove it by approximating µ with a sequence of measures supported on finite sets, proving the
claim for these measures, and then extending the inequality by continuity of the Wasserstein distance.
We can find a sequence of probability measures µ˜n equi-supported on discrete sets {u1,n, ...., un,n} ⊂ X ,
i.e. defined with µ˜n =
1
n
∑n
k=1 δuk,n , where δw is the Dirac measure; such that that µ˜n converges in weak
∗-
topology to µ (this always holds on metric spaces). Now by the definition of µ˜n,
(42)
1
n
n∑
k=1
d1(ξ
∗
q (u
k,n), λ) =
∫
X
d1(ξ
∗
q (u), λ)dµ˜n(u).
Fix q ≥ 1, and let µn be equi-supported on {S−juk,n, 1 ≤ j ≤ q, 1 ≤ k ≤ n}. Because of S-invariance of µ,
we deduce that µn also converges in weak
∗-topology to µ. By continuity of pi, we see that µ∗n → µ∗. As the
L1-Wasserstein distance generates the weak∗-topology [1], ν 7→ d1(ν, λ) is weak∗-continuous, thus
(43) lim
n→∞
d1(µ
∗
n, λ) = d1(µ
∗, λ).
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Similarly we show that u 7→ d1(ξ∗q (u), λ) is continuous as a function X → R, thus by definition of weak∗-
convergence,
(44) lim
n→∞
∫
X
d1(ξ
∗
q (u), λ)dµ˜n(u) =
∫
X
d1(ξ
∗
q (u), λ)dµ(u).
Finally, we claim the following:
(45) d1(µ
∗
n, λ) ≤
1
n
n∑
k=1
d1(ξ
∗
q (u
k,n), λ).
Indeed by construction, µ∗n =
1
n
∑n
k=1 ξ
∗
q (u
k,n), thus if ζ1,...,ζn are couplings of (ξ
∗
q (u
1,n), λ),..., (ξ∗q (u
n,n), λ),
then ζ = 1n
∑n
k=1 ζk is a coupling of (µ
∗
n, λ), which by definition of the L
1-Wasserstein distance implies (45).
Combining (41) and (45) we obtain
d1(µ
∗
n, λ) ≤
∫
X
d1(ξ
∗
q (u), λ)dµ˜n(u),
which in the limit n→∞ gives the claim by (43) and (44). 
Proof of Proposition 3.3. For u ∈ X , an integer q ≥ 1 and x ∈ R, we define ν∗x,q(u) to be the probability
measure on S1, equi-supported on the sequence
u(q−1)/2 + kx mod 1, k = −
q − 1
2
, ...,
q − 1
2
, q odd,
1
2
(
uq/2−1 + uq/2
)
+
(
k +
1
2
)
x mod 1, k = − q
2
, ...,
q
2
− 1, q even.
Choose an integer p 6= 0 relatively prime with q, such that |p/q − ρ| is minimal. We will estimate
d1(ν
∗
p/q,q(u), λ), d1(ν
∗
ρ,q(u), ν
∗
p/q,q(u)), d1(ξ
∗
q (u), ν
∗
ρ,q(u)) for some u ∈ X and ρ = ρˆ(µ), then apply the
triangle inequality and Lemma 8.1. As p, q are relatively prime, it is easy to check by choosing the coupling
ζ = ν∗p/q,q(u)× λ that
(46) d1(ν
∗
p/q,q(u), λ) ≤
1
4q
.
For odd q we get
(47) d1(ν
∗
ρ,q(u), ν
∗
p/q,q(u)) ≤
1
q
(q−1)/2∑
k=−(q−1)/2
|k| |p/q − ρ| ≤ q
2 − 1
4q
|p/q − ρ| ≤ q
4
|p/q − ρ|.
Similarly we obtain the same bound for even q. Let
∆q(u) =
(
1
q
q−1∑
k=0
(uk+1 − uk − ρ)2
)1/2
.
Consider first odd q. Then we obtain an upper bound on d1(ξ
∗
q (u), ν
∗
ρ,q(u)) by considering the coupling
concentrated on {(
uk+(q−1)/2 mod 1, u(q−1)/2 + kρ mod 1
)
, k = −q − 1
2
, ...,
q − 1
2
}
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with equal weights 1/q. Thus by telescoping and then applying the Cauchy-Schwartz inequality,
d1(ξ
∗
q (u), ν
∗
ρ,q(u)) ≤
1
q
(q−1)/2∑
k=−(q−1)/2
∣∣uk+(q−1)/2 − u(q−1)/2 − kρ∣∣
≤ 1
q
−1∑
k=−(q−1)/2
|(q − 1)/2 + 1 + k| ∣∣u(q−1)/2+k+1 − u(q−1)/2+k − ρ∣∣
+
1
q
(q−1)/2∑
k=1
|(q − 1)/2 + 1− k|
∣∣u(q−1)/2+k − u(q−1)/2+k−1 − ρ∣∣
≤ 1
q

2 (q−1)/2∑
k=1
k2


1/2
(q − 1)1/2∆q−1(u) ≤
(
(q2 − 1)(q − 1)
12q
)1/2
∆q−1(u)
≤ q√
12
∆q−1(u).(48)
Analogously for even q, we obtain the same conclusion (details are routine, thus omitted):
d1(ξ
∗
q (u), ν
∗
ρ,q(u)) ≤
(
(q2 + 2)(q − 1)
12q
)1/2
∆q−1(u) ≤ q√
12
∆q−1(u).
We sum (46), (47), (48) and apply the triangle inequality, thus
(49) d1(ξ
∗
q (u), λ) ≤
1
4q
+
q
4
|p/q − ρ|+ q√
12
∆q−1(u).
By the inequality between the arithmetic and quadratic mean applied to u 7→ ∆q−1(u), and by S-invariance
of µ, we get
∫
X
∆q−1(u)dµ(u) ≤
(∫
X
∆q−1(u)
2dµ(u)
)1/2
=
(
1
q − 1
∫
X
q−2∑
k=0
(uk+1 − uk − ρ)2dµ(u)
)1/2
=
(∫
X
(u1 − u0 − ρ)2dµ(u)
)
= ∆ˆ(µ).(50)
It suffices now to insert (49) and (50) in Lemma 8.1 to obtain
(51) d1(µ
∗, λ) ≤ 1
4q
+
q
4
|p/q − ρ|+ q√
12
∆ˆ(µ).
It remains to show that d1(µ
∗, λ) ≤ 1/4. This, however, holds for any probability measure µ∗ on S1, where
the upper bound is obtained for the coupling ζ = µ∗ × λ. 
9. Proof of Corollary 2.1
We now prove Corollary 2.1. Consider first rational mean spacings ρ = p0/q0, p0, q0 relatively prime,
q0 ≥ 1. Then from (9) one can deduce that
(52) lim
τ→∞
d(p0/q0, τ) =
1
4q0
.
Indeed, it is a simple number-theoretical argument that d(p0/q0, τ) ≥ 1/(4q0). The equality in (52) is then
obtained by taking p/q = p0/q0 in (9). Inserting (52) in (10), and noting that the last term in (10) is 0 for
τ large enough, completes (i).
For the remaining claims, we use the lower bound (10) with d˜(ρ, τ) inserted in (10) instead of d(ρ, τ),
in the light of Remark 2.1. Consider irrational ρ, and its associated sequence of convergents pn/qn, pn, qn
relatively prime, qn ≥ 1. From (9) one easily sees that there exists an increasing sequence of τn such that
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for τ ≥ τn we have d(ρ, τ) ≤ 1/(4qn). Inserting it in (10) one easily sees that for n large enough and τ ≥ τn,
the right-hand side of (10) is > 0, thus transport exists.
We first simplify the expression for d(ρ, τ), using c as in Corollary 2.1, noting that
(53)
1
2qn
+
qn√
12
· δ
+
(2(δ−)3τ + δ+δ−)
1/2
=
1
2qn
+
qn c
4
2
τ−1/2 +O (τ−1) .
Inserting now τn = c
8q4n, we see that
d(ρ, τn) =
1
qn
+O(τ−1n ) = c2τ−1/4n +O
(
τ−1n
)
,
thus
d(ρ, τn)
1/2 = cτ−1/8n +O
(
τ−7/8n
)
.
Inserting it and d(ρ, τn) = O
(
τ
−1/4
n
)
into (10) we obtain
(54) v(ρ, τn) ≥ α
2
τ−1n − cτ−9/8n +O
(
τ−5/4n
)
,
which completes (ii).
To prove (iii), recall the Khinchin-Le´vy Theorem [12], which establishes that there is a set R ⊂ R of full
Lebesgue measure such that for ρ ∈ R, the sequence of denominators qn of convergents of ρ satisfies
(55) lim
n→∞
q1/nn = γL,
where γL = exp(pi
2/(12 ln 2)) is the Le´vy’s constant. Thus for any ε > 0 and n ≥ n(ε) for some sufficiently
large n(ε) (also depending on ρ), (1− ε)γnL ≤ qn ≤ (1 + ε)γnL. For τ large enough, find n so that
(1 + ε)γnL ≤ c−2τ1/4 ≤ (1 + ε)γn+1L ,
and then
c−2τ1/4
1− ε
γL(1 + ε)
≤ qn ≤ c−2τ1/4.
Inserting that in the definition of d(ρ, τ), we obtain
d(ρ, τ)1/2 ≤ c
(
γL(1 + ε)
2(1− ε) +
1
2
)1/2
τ−1/8 +O
(
τ−7/8
)
= c
(
γL + 1
2
)1/2
(1 + ε)τ−1/8 +O
(
τ−7/8
)
,
where in the second row we redefined ε without changing the notation. It suffices now to insert that and
d(ρ, τn) = O
(
τ
−1/4
n
)
into (10) complete (iii).
Remark 9.1. We comment on estimating the error term in (12). As follows from the calculation above, the
required missing information is how quickly the Khinchin-Le´vy limes (55) converges.
As none of the results in the paper depend on the integer part of ρ, it suffices to consider R˜ = R ∩ [0, 1]
and mean spacings ρ ∈ R˜. Then by a variant of the Central Limit Theorem as e.g. in [16], one can find
an increasing sequence of sets Rn, ∪n∈NRn = R˜ with their Lebesgue measures approaching 1, and explicit
estimates of |q1/nn − γL| for all ρ ∈ Rn and its series of convergents pn/qn. This would lead to an explicit
estimate of the constant next to the error term in (12) for all ρ ∈ Rn; we omit the details.
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