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Abstract
The 1987 Bourgain–Tzafriri Restricted Invertibility Theorem is one of the most celebrated theorems
in analysis. At the time of their work, the authors raised the question of a possible infinite dimensional
version of the theorem. In this paper, we will give a general definition of restricted invertibility for operators
on infinite dimensional Hilbert spaces based on the notion of density from frame theory. We then prove
that localized Bessel systems have large subsets which are Riesz basic sequences. As a consequence, we
prove the strongest possible form of the infinite dimensional restricted invertibility theorem for 1-localized
operators and for Gabor frames with generating function in the Feichtinger Algebra. For our exposition,
we introduce a new notion of density which has serious advantages over the standard form because it is
independent of index maps — and hence has much broader application.
© 2012 Elsevier Inc. All rights reserved.
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1. Introduction
In 1987, Bourgain and Tzafriri proved one of the most celebrated and useful theorems in
analysis [5]: The Bourgain–Tzafriri Restricted Invertibility Theorem. The form we give here is
due to Spielman and Srivastava [20] — also see [6,11,21,22] — who made a significant advance
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theorem which also gives the best possible constants.
Theorem 1.1 (Restricted invertibility theorem: Spielman–Srivastava form). For every  > 0, ev-
ery n ∈N and every linear operator T : n2 → n2 with ‖T ei‖ u for i = 1,2, . . . , n and {ei}ni=1
an orthonormal basis for n2 , there is a subset J ⊆ {1,2, . . . , n} satisfying:
(1) |J |/n 2u2/‖T ‖2, and
(2) ‖∑j∈J bjT ej‖2  (1 − )2u2∑j∈J |bj |2, for all {bj }j∈J ∈ 2(J).
Throughout this paper, ‖ · ‖ represents the Hilbert space norm on vectors and the operator
norm for operators acting on Hilbert spaces.
It is easily seen that (1) is best possible in Theorem 1.1. Letting T e2i = ei = T e2i−1 for
i = 1,2, . . . , n in 2n2 , we see that 1/‖T ‖2 is necessary. In [8] it is shown that the class of equal
norm Parseval frames {fi}2ni=1 in n2 are not 2-pavable. In the current setting, this says that Theo-
rem 1.1(1) fails if  = 0.
In their paper [5], Bourgain and Tzafriri raised the question of a possible infinite dimensional
version of their theorem. They then gave a weakened version of this for the special case of
families of exponentials. Vershynin [23] proves an infinite dimensional restricted invertibility
theorem for restrictions of exponentials to subsets of the torus.
In this paper, we will use the notion of density from frame theory to give a precise definition for
infinite dimensional restricted invertibility. We then prove a very general theorem on restricted
invertibility for classes of Bessel systems which are 1-localized with respect to frames. As a
consequence, we obtain the general restricted invertibility theorem for 1-localized operators on
arbitrary Hilbert spaces. We apply our general results to prove the restricted invertibility theorem
for Gabor systems with generator in the Feichtinger algebra as well as for systems of Gabor
molecules in the Feichtinger algebra.
Standard density theory requires an index map (see Section 2). This can be problematic in
some applications. So we will introduce a new notion of density which is independent of index
maps and as a consequence should have much broader application in the field. We will then show
that in the presence of localization, this form of density becomes equivalent to the standard form.
The notion of localization with respect to an orthonormal basis is not usable in Gabor theory
due to the Balian–Low Theorem [13]. This is why we have to move from rectangular coordinate
systems to overcomplete coordinate systems. This leads us to introduce a new concept of relative
density, because there, the overcompleteness of the coordinate system factors out.
Balan, Casazza, Heil and Landau [2] show that 1 self-localized frames are finite unions of
Riesz sequences. Also, Gröchenig [14] introduces another notion of localization and shows that
frames which are localized in his sense are finite unions of Riesz sequences. This shows that such
sequences satisfy the requirements of the Kadison–Singer Problem [9,10,16]. In these papers, it
is actually shown that these subsequences have the same uniform density and hence have positive
density. One can interpret these results as a type of “restricted invertibility theorem”. But there
are fundamental problems with using Kadison–Singer style results to get restricted invertibility
results. Namely, we loose all control over the number of subsequences we obtain, and hence
over the density of the subsequences. In this paper, we produce the subset of largest possible
density satisfying the infinite dimensional restricted invertibility theorem with the best possible
constants.
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and the statements of the fundamental results in the paper. Section 3 is a detailed discussion of
localization with a number of examples. Here, we also introduce our new notion of density which
has the major advantage that it is independent of index maps. We then show its relationship to the
standard density and show that in the setting of 2-localized frames, the two forms of density are
the same. We also restate our main results using the second notion of density. Section 4 contains
the proof of the main results on restricted invertibility. The proofs are given in the terminology
of Section 2 and do not require familiarity with results from Section 3. Section 5 addresses the
restricted invertibility theorem for Gabor systems.
2. Notation and statement of results
Hilbert space frame theory has traditionally been used in signal processing (see [13]) but
recently has also had a significant impact on problems in pure mathematics, applied mathematics
and engineering. (See, for example, [7,9,10,12,18] and their references.)
Definition 2.1. A family of vectors {fi}i∈I in a Hilbert space H is called a frame for H if there
are constants 0 <A B < ∞ (called lower and upper frame bounds respectively) if
A‖f ‖2 
∑
i∈I
∣∣〈f,fi〉∣∣2  B‖f ‖2, for all f ∈H.
If we only have the right-hand side inequality, we call the family a Bessel sequence with
Bessel bound B . If we can choose A = B in Definition 2.1, then we say the frame is tight with
tight frame bound A. If A = B = 1, it is a Parseval frame. The analysis operator T :H→ 2(I )
of the frame {fi}i∈I is defined by
T (f ) =
∑
i∈I
〈f,fi〉ei,
where {ei}i∈I is the unit vector basis of 2(I ). The adjoint of T is the synthesis operator given
by
T ∗(ei) = fi, for all i ∈ I .
The frame operator is the positive, self-adjoint, invertible operator S :H→H where S = T ∗T .
That is, for all f ∈H,
S(f ) =
∑
i∈I
〈f,fi〉fi.
Reconstruction of f ∈H comes from
f =
∑
i∈I
〈f,fi〉S−1(fi).
The family {S−1(fi)}i∈I is also a frame for H called the dual frame of {fi}i∈I .
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B < ∞ if for all families of scalars {ai}i∈I we have
A
∑
i∈I
|ai |2 
∥∥∥∥∑
i∈I
aifi
∥∥∥∥2  B∑
i∈I
|ai |2.
Over the last few years, a considerable amount of work has been done on density theory.
We refer the reader to [1–4] for the latest developments. The common notions on density involve
countable point sets in σ -finite discrete measure spaces. We follow this approach and, throughout
the paper, I will denote a countable index set and G will denote a finitely generated Abelian
group G = Zd1 × ZN1 × · · · × ZNd2 with d1, d2 ∈ N and ZN = {0,1,2, . . . ,N − 1} being the
cyclic group of order N .
Definition 2.2. Let I be a set and a : I → G (called a localization map). For J ⊆ I , the lower
and upper density of J with respect to a are given by
D−(a;J ) = lim inf
R→∞ infk∈G
|a−1(BR(k))∩ J |
|BR(0)| , and
D+(a;J ) = lim sup
R→∞
sup
k∈G
|a−1(BR(k))∩ J |
|BR(0)| ,
where | · | denotes the cardinality of the set and
BR(k) =
{
g ∈ G; ‖g − k‖∞ = max
1jd1+d2
∣∣g(j)− k(j)∣∣R}
is the box of radius R and center k in G. Note that |BR(k)| = |BR(k′)| for all k, k′ ∈ G and
R > 0.
If D−(a;J ) = D+(a;J ), then we say that J is of uniform density and write D(a;J ) =
D−(a;J ) = D+(a;J ).
Remark 2.3. In the case that I = G and a = id, we write the lower and upper density as D−(J ),
D+(J ); these are called the Beurling densities of J [1–3,13].
The dependence of D−(a;J ) and D−(a;J )/D−(a; I ) on a is illustrated in the following
example.
Example 2.4. Let I = G = Z and J = 2Z.
(1) For a = id, we have D−(a;J )/D−(a; I ) = 1/21 = 1/2.
(2) For a = 2id we have D−(a;J )/D−(a; I ) = 1/41/2 = 1/2.(3) For a bijective with even numbers mapping bijectively to Z \ 4Z and odd numbers to 4Z, we
have D−(a;J )/D−(a; I ) = 3/41 = 3/4.
Nonetheless, this dependence on a will not introduce ambiguity when combined with standard
localization notions from frame theory (see, for example, [1–4]).
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H and F = {fi}i∈I ⊆ H. We say that (F, a,G) is p-localized if there exists r ∈ p(G) with
|〈fi, gk′ 〉| r(k) whenever a(i)− k′ = k. Also, G = {gk: k ∈ G} is p-self-localized if (G, id,G)
is p-localized.
The operator T :H′ →H is p-localized if there exists an orthonormal basis E of H′ indexed
by I , a frame G of H indexed by the finitely generated Abelian group G, and a map a : I → G
so that (T (E), a,G) is p-localized.
As discussed in detail in Section 3, given F and G, D−(a;J ) and D+(a;J ) do not depend
on the choice of a as long as (F, a,G) is 2-localized.
We can now state the main results of the paper. We state the frame theoretic form of restricted
invertibility; the reader may substitute Z or even N for the finitely generated Abelian group
G = Zd ×H , H finite Abelian.
Theorem 2.6. Let F = {fi}i∈I , ‖fi‖ u > 0 for all i ∈ I , be a Bessel system with Bessel bound
BF in a Hilbert space H. Let G be a finitely generated Abelian group and assume either
(A) G = {gk: k ∈ G} is a Riesz basis for H with Riesz bounds A, B , or
(B) G = {gk: k ∈ G} is a frame for H with 1-self-localized dual frame.
Let a : I → G be a localization map with 0 < D−(a; I )  D+(a; I ) < ∞. If (F, a,G) is 1-
localized, then for every  > 0 and δ > 0 there is a subset J = Jδ ⊆ I of uniform density
satisfying
(1) D(a;J )/D−(a; I ) 2u2/BF , and
(2) ‖∑j∈J bjfj‖2  (1 − )2(1 − δ)AB u2 ∑j∈J |bj |2 for all scalars {bj }j∈J ,
where A = B in the case of (B).
A special case of Theorem 2.6 is the restricted invertibility theorem (as envisioned by Bour-
gain and Tzafriri) for 1-localized operators on infinite dimensional Hilbert spaces which we
shall state below. It follows from the fact that for an orthonormal basis E = {ei}i∈I of H′ and a
bounded operator T :H′ →H, {T ei}i∈I is Bessel with optimal Bessel bound B = ‖T ‖2.
Theorem 2.7 (Infinite dimensional restricted invertibility theorem). Let {ek}k∈G and G = {gk}k∈G
be orthonormal bases for a Hilbert space H and T :H→H be a bounded linear operator with
(T G, a,G) 1-localized where a : G → G is one-to-one. Then for all , δ > 0, there is a subset
J = Jδ ⊆ G of uniform density so that
(1) D(a;J ) 2/‖T ‖2, and
(2) ‖∑j∈J bjT ej‖2  (1 − )2(1 − δ)∑j∈J |bj |2 for all {bj }j∈J ∈ 2(J ).
Theorem 2.7 is best possible in the sense that the theorem fails in general if  = 0 in (1). This
follows easily from the corresponding finite dimensional result discussed after Theorem 1.1.
The density concepts outlined above were developed in part to obtain sophisticated results on
the density of Gabor frames for L2(Rd) [2–4,13].
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by
Mω(ϕ)(·) = e2πiω·ϕ(·), Tx(ϕ)(·) = ϕ(· − x), ϕ ∈ L2
(
R
d
)
.
For ϕ ∈ L2(Rd) and Λ ⊆ R2d discrete, we consider the set (ϕ,Λ) = {π(λ)ϕ}λ∈Λ ⊆ L2(Rd)
where π(λ)ϕ = π(x,ω)ϕ = MωTxϕ, λ = (x,ω) ∈ R2d . The set (ϕ,Λ) is called Gabor system
with generating function ϕ, and if (ϕ,Λ) is a frame for L2(Rd), then we call (ϕ,Λ) a Gabor
frame.
The Feichtinger algebra is given by
S0
(
R
d
)= {f ∈ L2(Rd): 〈f,π(·)g0〉 ∈ L1(R2d)},
with g0 being a Gaussian [13]. Theorem 5.1 in Section 5 is Theorem 2.6 applied to time–
frequency molecules. In terms of Gabor frames and lower Beurling density D−(Λ) (respectively
uniform Beurling density D(Λ)), if Λ ⊆R2d , it reduces to the following result.
Theorem 2.8. Let , δ > 0. Let ϕ ∈ S0(R) and let the Gabor system (ϕ,Λ) have Bessel bound
B < ∞. Then exists a set Λδ ⊆ Λ, of uniform density, so that
(1) D(Λδ)/D−(Λ) 2‖ϕ‖2/B , and
(2) ‖∑λ∈Λδ bλπ(λ)ϕ‖2  (1 − )2(1 − δ)‖ϕ‖∑λ∈Λδ |bλ|2 for all {bλ}λ∈Λ ∈ 2(Λ).
Note that Theorem 2.8(2) provides the lower Riesz bound (1 − )2(1 − δ)‖ϕ‖ for (ϕ,Λδ).
It depends only on , δ, and ‖ϕ‖, but not on any geometric properties of Λ or other specifics
of ϕ. Certainly, such properties of ϕ and Λ affect the Bessel bound of (ϕ,Λ) and therefore (1)
in Theorem 2.8. Moreover, note that if (ϕ,Λ) is a tight frame, then D−(Λ) = B‖ϕ‖2 , and (1) in
Theorem 2.8 becomes simply [3]
D(Λδ) (1 − )2.
Balan, Casazza, and Landau [4] introduced some of the tools used here to resolve an old
problem in frame theory: What is the correct quantitative measure for redundancy for infinite
dimensional Hilbert spaces? In [4], the following complementary result to Theorem 2.8 is ob-
tained.
Theorem 2.9. Let ϕ ∈ S0(R) and let (ϕ,Λ) be a Gabor frame. Then exists a set Λ ⊆ Λ so that
(ϕ,Λ) is still a frame while D+(Λ) 1 + .
To prove results as Theorem 2.9 one has to maintain completeness while removing large
subsets from frames. The challenge in proving Theorem 2.6 is to obtain a given lower Riesz
bound while choosing as many elements as possible from a Bessel system.
3. Relative density and restricted invertibility
Definitions 2.2 and 2.5 are based on the work of Balan, Casazza, Heil, Landau [1–4] (see also
Gröchenig [15]). They lead to a density concept of subsets of F when (F, a,G) is 1-localized.
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the left-hand side of (1) in Theorem 2.6, while the right-hand side of (1) in Theorem 2.6 does
not depend on a. In fact, as mentioned briefly in Section 2, in combination with localized func-
tion systems, D−(a;J ) becomes independent of a. This fact is well illustrated in the following
example.
Example 3.1. Let G = {gk}k∈Z be an orthonormal basis of H. Let T : H → H be defined by
T gk = g[ k2 ]. Let F = T G and a : Z → Z be so that
r(k)
∣∣〈fk′′, ga(k′′)−k〉∣∣= ∣∣〈g[ k′′2 ], ga(k′′)−k〉∣∣= δ
([
k′′
2
]
− a(k′′)+ k), k ∈ Z.
Clearly, r ∈ 2(Z) then implies [ k′′2 ]−a(k′′), k′′ ∈ Z, is bounded. Given a1, a2 with [ k
′′
2 ]−a1(k′′),
k′′ ∈ Z, and [ k′′2 ]− a2(k′′), k′′ ∈ Z, bounded, then a1(k′′)− a2(k′′), k′′ ∈ Z, bounded, and, clearly
D−(a1;J ) = D−(a2;J ) for all subsets J ⊆ Z (see Proposition 3.4 below).
In general, for a family of functions F and a reference system G, each element f ∈ F is
naturally placed within G as the coefficient sequence {〈f,gk〉}k decays away from its center of
mass as ‖k‖∞ → ∞ by virtue of {〈f,gk〉} ∈ 2(G). The function family F being 2-localized
with respect to G simply means that the decay behavior of {〈f,gk〉}k away from its center of
mass is independent of f ∈F .
As each f ∈ F is local within the coordinate system G, an explicit location map a : I → G
is not needed. Localization and density of F with respect to G are fully determined by G. To
address this, we give a definition of localization and density which is independent of an explicit
index set map a : I → G.
Definition 3.2. Let p = 1 or p = 2. The set F ⊆H is p-localized with respect to G = {gk}k∈G if
there exists a sequence r ∈ p(G) so that for each f ∈F there is a k ∈ G with 〈f,gn〉 r(n− k)
for all n ∈ G.
The operator T : H′ → H is p-localized if there exist an orthonormal basis E of H′ and a
frame G of H so that T (E) is p-localized with respect to G.
Note, that any diagonalizable operator, for example, a compact normal operator on a sepa-
rable Hilbert space is 1-localized. Also, the 1-localization of structured function systems can
frequently be established without explicitly finding a sequence r and for each f a group element
k so that 〈f,gn〉 r(n− k) for all n ∈ G (see, for example, Section 5).
Definition 3.3. The lower density and upper density of F with respect to G are given, respec-
tively, by
D−(F;G) = lim inf
R→∞ infk∈G
∑
f∈F af
∑
n∈BR(k) |〈f,gn〉|2
|BR(k)| and
D+(F;G) = lim sup sup
∑
f∈F af
∑
n∈BR(k) |〈f,gn〉|2 ,
R→∞ k∈G |BR(k)|
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sity D(F;G) = D−(F;G) = D+(F;G) with respect to G.
Note that if G is a tight frame with upper and lower frame bound A, then af = (A‖f ‖2)−1 for
f ∈F . The following four propositions describe the relationship between Definitions 2.2 and 2.5
and Definitions 3.2 and 3.3. The straightforward proofs of the first three results are omitted.
Proposition 3.4. Let p = 1 or p = 2. If (F, a,G) is p-localized, ‖fi‖ u > 0 for all i ∈ I and
G is a frame, then (F, b,G) is p-localized if and only if a − b : I → G is bounded.
Proposition 3.5. If a − b is bounded, then D−(J, a) = D−(J, b) and D+(J, a) = D+(J, b) for
all J ⊆ I .
Proposition 3.6. Let F be Bessel with ‖f ‖  u > 0 and let G be a frame. If (F, a,G) is 2-
localized, then D+(a; I ) < ∞.
Proposition 3.7. Let G be a frame and (F, a,G) be 2-localized where ‖fi‖ u > 0, i ∈ I . Then
for any J ⊆ I , FJ = {fj }j∈J , we have D−(a;J )D−(FJ ;G) and D+(a;J ) = D+(FJ ;G). If,
moreover, F is Bessel, then D−(a;J ) = D−(FJ ;G).
Proof. Let r ∈ 2(G) be given with |〈fi, gn〉| r(a(i) − n) for all i ∈ I , n ∈ G. Let AG be the
lower frame bound of G. Then for all i ∈ I ,
0 < u2AG 
∑
n∈G
∣∣〈fi, gn〉∣∣2 ∑
n∈G
r
(
a(i)− n)2 = ‖r‖2,
so ‖r‖−2  afi  u−2A−1G . For  > 0 choose M so that u−2A−1G
∑
n/∈BM(0) r(n)
2 < . For all
i ∈ I this implies
1 − afi
∑
n∈BM(a(i))
∣∣〈fi, gn〉∣∣2 = afi ∑
n/∈BM(a(i))
∣∣〈fi, gn〉∣∣2 < .
Let J ⊆ I . For any k and R >M we have
(1 − )∣∣a−1(BR−M(k))∩ J ∣∣= ∑
j∈J,a(j)∈BR−M(k)
(1 − )

∑
j∈J,a(j)∈BR−M(k)
afj
∑
n∈BR(k)
∣∣〈fj , gn〉∣∣2

∑
j∈J
afj
∑
n∈BR(k)
∣∣〈fj , gn〉∣∣2.
It follows that D−(a;J )D−(FJ ;G) and D+(a;J )D+(FJ ;G).
Note that if D+(a;J ) = ∞, then D+(a;J ) = D+(FJ ;G) follows from D+(a;J ) 
D+(FJ ;G).
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Bessel, we may assume D+(a;J ) < ∞ (see Proposition 3.6). Then there exists K ∈ N with
|a−1(k)|K for all k ∈ G. For  > 0 and M sufficiently large, we have for n ∈ BR(k), k ∈ G,∑
j∈J,a(j)/∈BR+M(k)
∣∣〈fj , gn〉∣∣2  ∑
j∈J,a(j)/∈BR+M(k)
r
(
a(j)− n)2 K ∑
m/∈BR+M(k)
r(m− n)2  .
We conclude for k ∈ G and R large that∑
j∈J
afi
∑
n∈BR(k)
∣∣〈fj , gn〉∣∣2  ∑
j∈J,a(j)∈BR+M
afi
∑
n∈BR(k)
∣∣〈fj , gn〉∣∣2
+
∑
j∈J,a(j)/∈BR+M
afi
∑
n∈BR(k)
∣∣〈fj , gn〉∣∣2

∣∣a−1(BR+M(k))∩ J ∣∣+ ∑
n∈BR(k)
∑
j∈J,a(j)/∈BR+M
afi
∣∣〈fj , gn〉∣∣2

∣∣a−1(BR+M(k))∩ J ∣∣+ u−2A−1G BR(0),
and D−(a;J )D−(FJ ;G), D+(a;J )D+(FJ ;G) follows. 
The following example illustrates the role of the Bessel bound of F to achieve D−(a;J ) =
D−(FJ ;G).
Example 3.8. Let G = {ek}k∈Z be an orthonormal basis, and let the members of F be given
by fi = f = ∑m∈Z 2−|m|em, i ∈ Z. For a : Z → Z, i → 0, we have (F, a,G) is 1-localized,
D−(a;Z) = 0, but
D−(F;G) = lim inf
R→∞ infk∈Z
∑
f∈F
∑
n∈BR(k) |〈f, en〉|2
|BR(k)|
= lim inf
R→∞ infk∈Z
∑
i∈Z
∑
n∈BR(k) 2
−|n|
|BR(0)| = lim infR→∞ infk∈Z∞ = ∞.
Definition 3.9. Let F be 1-localized with respect to the frame G with 0 < D−(F;G) 
D+(F;G) < ∞. The relative lower density, respectively relative upper density of F ′ ⊆ F
is
R−
(F ′,F;G)= D−(F ′;G)
D+(F;G) and R
+(F ′,F;G)= D+(F ′;G)
D−(F;G) .
If R−(F ′,F;G) = R+(F ′,F;G), then we say that F ′ has uniform relative density R(F ′,F;
G) = R+(F ′,F;G) in F .
Examples 3.12 and 3.13 below illustrate the interaction of density and localization. We are
now ready to restate the main result of the paper.
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for all f ∈F and F is Bessel with Bessel bound BF . Assume either
(A) G = {gk: k ∈ G} is a Riesz basis for H with Riesz bounds AG , BG , or
(B) G = {gk: k ∈ G} is a frame for H with 1-self-localized dual frame.
If (F;G) is 1-localized with 0 <D−(F;G)D+(F;G) < ∞. Then for every  > 0 and δ > 0
there is a subset Fδ ⊆F of uniform density with
(1) R+(Fδ,F;G) = D(Fδ;G)/D−(F;G) 2u2/BF , and
(2) Fδ is a Riesz sequence with Riesz bounds
(A) (1 − )2(1 − δ)u2AG/BG , BF , respectively
(B) (1 − )2(1 − δ)u2, BF .
Proof. Note that for F = {fi}i∈I , Jδ ⊆ I , and Fδ = {fj }j∈Jδ , we have in general
D(a;Jδ)/D−(a; I )D(FJδ ;G)/D−(F;G) = R+(FJδ ,F;G).
But under the given assumptions, Proposition 3.7 implies equality above, and, hence, Theo-
rem 3.10 is a restatement of Theorem 2.6. 
Theorem 3.10 can be rephrased in terms of 1-localized operators. Again, given an 1-
localized operator T : H′ → H and respective orthonormal basis E of H′ and a frame G of H
with F = T (E) being 1-localized with respect to G, then Theorem 3.10 holds verbatim with the
Bessel bound BF being replaced with ‖T ‖2.
Theorem 3.11 (General infinite dimensional restricted invertibility theorem). Let E and G =
{gk}k∈G be orthonormal bases for a Hilbert space H, let T :H→H be a bounded linear oper-
ator satisfying ‖T e‖ = 1, for all e ∈ E . Assume that T E is 1-localized with respect to {gk}k∈G.
Then for all , δ > 0, there is a subfamily Eδ ⊆ E of uniform density with
(1) R+(T Eδ, T E;G) 2/‖T ‖2, and
(2) T Eδ is a Riesz system with Riesz bounds (1 − )2(1 − δ), ‖T ‖2.
We close this section with two examples displaying the interaction of density, localization,
and Theorems 3.10 respectively 3.11.
Example 3.12. In the following, we shall consider as reference system for H
• an orthonormal basis G = {gn}n∈Z of H;
• the system G′ = {g′n} given by g′2n = g′2n+1 = gn, n ∈ Z, that is, G′ consists of two inter-
twined copies of G;
• the system G′′ given by the sequence
. . . , e−7, e−2, e−5, e−3, e−1, e0, e1, e3, e5, e2, e7, e9, e11, e4, e13, e15, e17, e6, e19, . . . .
Moreover, we shall consider the operators T1, T2, T3 :H→H given by
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• T2en = e2[ n2 ], n ∈ Z;• T3e0 = e1, T3en = en for n ∈ Z \ {0}.
Clearly, ‖T1‖ = 1 and ‖T2‖ = ‖T3‖ =
√
2. Note that the right-hand side in Theorem 3.11(1) is
(1 − ) for T1 and (1 − )/2 for T2, T3. Set F = {en}n∈Z, Feven = {e2n}n∈Z, and observe that
they form orthonormal bases for their closed linear span. Hence, we could choose Fδ =F ⊆F
in case of T1, and Fδ = Feven in case of T1, T2. We now discuss strengths and shortcomings of
Theorem 3.11 when using as reference systems G, G′, and G′′.
(1) Clearly, F is 1-localized with respect to G. Moreover D−(F;G) = D(F;G) = 1,
D(Feven;G) = 1/2, and
R(F,F;G) = D(F;G)/D(F;G) = 1,
R(Fδ,F;G) = D(Feven;G)/D(F;G) = 1/2.
So F , Feven satisfy the conclusions of (1) in Theorem 3.11 for T1, T2 and T3.
(2) F is 1-localized with respect to G′. We have D−(F;G′) = D(F;G′) = 1/2 and D(Feven;
G′) = 1/4, so again R(F,F;G′) = D(F;G′)/D(F;G′) = 1 and R(Fδ,F;G′) = D(Feven;
G′)/D(F;G′) = 1/2 for T2, T3, satisfying Theorem 3.11(1) for T1 respectively T2 and T3.
(3) F is also 1-localized with respect to G′′. Now, D−(F;G′′) = D(F;G′′) = 1, but
D(Feven;G′′) = 1/4, consequently, R(F,F;G′′) = D(F;G′′)/D(F;G′′) = 1, so Theo-
rem 3.11(1) for T1 is satisfied, but as
R
(Fδ,F;G′′)= D(Feven;G′′)/D(F;G′′)= 1/4,
so Fδ = Feven is not a valid choice satisfying Theorem 3.11(1) for T2, T3. Theorem 3.11
guarantees for any , δ > 0 the existence of a Riesz sequence Fδ with R(Fδ,F;G′′) =
D(Fδ;G′′)/D(F;G′′) (1 − )1/2, and clearly, in the case of T2 and T3, we may choose
Fδ =Fodd =F \Feven. Then we have the seemingly better result R(Fδ =Fodd,F;G′′) =
D(Fodd;G′′)/D(F;G′′) = 3/4 > (1 − )1/2.
(4) Note that regardless of how we adjust G, we will not be guaranteed a Riesz system as large
as the optimal one for T3, namely Fδ = F \ {T e0}. Clearly, this shortcoming is shared by
the finite dimensional version of Bourgain–Tzafriri.
The following example illustrates that the possible choices of index set G of G is strongly
influenced by F in Theorem 3.10 respectively T in Theorem 3.11.
Example 3.13. Consider the operator T4 : H → H given by T4en = en + e2n, n ∈ Z. We have
‖T4en‖ u =
√
2 for n ∈ Z and
∥∥∥T4(∑ cnen)∥∥∥= ∥∥∥∥∑ cnen +∑
n
cne2n
∥∥∥∥ ∥∥∥∑ cnen∥∥∥+ ∥∥∥∥∑
n
cne2n
∥∥∥∥= 2∥∥∥∑ cnen∥∥∥.
As ‖T4e0‖ = ‖2e0‖ = 2, we have ‖T4‖ = 2. Note that also for N → ∞:
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(
N−1/2
N∑
n=1
e2n
)∥∥∥∥∥= N−1/2∥∥e2 + 2e4 + 2e8 + · · · + 2e2N−1 + e2N ∥∥
=
√
4(N − 2)+ 2
N
→ 2.
The right-hand side in Theorem 3.10(1) is (1 − )/2 for T4, and the orthogonal family Fδ =
T4{e2n+1}n∈Z satisfies the conclusions of Theorem 3.10(2). But T4(E) is not 1-localized with
respect to G whenever G is a linear ordering of E = {en}n∈Z. To see this, presume that T4E is
1-localized with respect to G = {gn = eσ(n)}n∈Z where σ is a permutation on Z. Let r ∈ 1(Z)
be the respective bounding sequence and choose N so that r(k) < 1 for |k|N . Now, for some
k2N ∈ Z, we have
δ2N,σ(n) + δ4N,σ(n) = 〈T e2N,gn〉 r
(
k2N − σ(n)
)
, n ∈ Z.
Inserting n1 = σ−1(2N) respectively n2 = σ−1(4N), we obtain 1  r(k2N − 2N) respectively
1 r(k2N −4N), and, by choice of N , |k2N −2N |, |k2N −4N | <N , leading to the contradiction
2N < 2N .
As an alternative to linear orders on E , consider the following as reference system GZ2
...
e−144 e−72 e−36 e−18 e−9 e9 e18 e36 e72 e144 e288
e−80 e−40 e−20 e−10 e−5 e5 e10 e20 e40 e80 e160
· · · e−16 e−8 e−4 e−2 e−1 e0 e1 e2 e4 e8 e16 · · ·
e−48 e−24 e−12 e−6 e−3 e3 e6 e12 e24 e48 e96
e−112 e−56 e−28 e−14 e−7 e7 e14 e28 e56 e112 e224
e−176 e−88 e−44 e−22 e−11 e11 e22 e44 e88 e176 e352
...
.
Clearly, T4 is 1-localized with respect to GZ2 . In fact, we can choose r = δ(0,0) + δ(0,1) ∈
1(Z2).
Theorem 3.10 guarantees for δ,  > 0 the existence of a Riesz sequence Fδ with R(Fδ,F;
GZ2) = D(Fδ;GZ2)/D(Fδ;GZ2)  (1 − )/2. We have D(F;GZ2) = 1, but for the natural
choice Fδ = T4{e2n+1}n∈Z, we have D(Fδ;GZ2) = 0. For Fδ = T4{e22k(2n+1)}n∈Z,k∈N0 , we
have D(Fδ;GZ2) = 1/2, therefore satisfying the conclusions of Theorem 3.10.
For completeness sake, note that T4(E) itself is not a Riesz sequence. To see this, observe that
∥∥∥∥∥
N∑
n=1
(−1)nT4e2n
∥∥∥∥∥
2
=
∥∥∥∥∥
N∑
n=1
(−1)n(e2n + e2n+1)
∥∥∥∥∥
2
= ∥∥−e1 + (−1)Ne2N+1∥∥2 = 2
while
∑N
n=1 |(−1)n|2 = N .
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Note that the generality assumed here, namely that G is any finitely generated Abelian group,
is quite useful in practice as the group is often given by the structure of the problem at hand.
For example, in time–frequency analysis, the group G = Z2d is generally used when considering
single window Gabor systems. If we consider multi-window Gabor systems, then an index set
Z
2d ×H with H being a finite group is natural. (Also, see Example 3.13 for the dependence of G
on T and F .) The following proposition will allow us to consider in our proofs only localization
with respect to G with G = Zd .
Proposition 4.1. Let H be a finite Abelian group of order N and G = Zd ×H . Choose a bijection
u : {0,1, . . . ,N−1} → H and
U : Zd → G, (k1, . . . , kd) →
(
k1, . . . , kd−1, kd/N, u(kd mod N)
)
.
For a : I → G set b = U−1 ◦ a : I → Zd . Then
(1) D−(b;J ) = D−(a;J ) and D+(b;J ) = D+(a;J ) for all J ⊆ I , and
(2) (F, a,G) is 1-localized if and only if (F, b,G′) is, where G′ = {gU(k)}k∈Zd .
The following lemma is similar to Lemma 3.6 of [4].
Lemma 4.2. Let G = {gk}k∈Zd be a frame for H with dual frame G˜ = {g˜k}k∈Zd and let a : I → G
be a localization map of finite upper density so that the Bessel system ({fi}i∈I , a,G) is 1-
localized. For R > 0 set
fiR =
∑
n∈Zd : ‖a(i)−n‖∞<R
〈fi, gn〉g˜n
and set LI :H→ 2(I ), h → {〈h,fi〉} and LIR :H→ 2(I ), h → {〈h,fiR〉}. Then
lim
R→∞‖LI −LIR‖ = 0.
Proof. For h ∈H, we compute
∥∥(LI −LIR)h∥∥22 =∑
i∈I
∣∣〈h,fi − fiR〉∣∣2 =∑
i∈I
∣∣∣∣〈h, ∑
‖a(i)−n‖∞>R
〈fi, gn〉g˜n
〉∣∣∣∣2
=
∑
i∈I
∣∣∣∣ ∑
‖a(i)−n‖∞>R
〈fi, gn〉〈h, g˜n〉
∣∣∣∣2 = ∥∥MR{〈h, g˜n〉}n∈Zd∥∥2,
with MR given by Mi,n = 〈fi, gn〉 if ‖a(i) − n‖∞ > R and Mi,n = 0 otherwise. Since
({fi}i∈I , a,G) is 1-localized, there exists r ∈ 1(G) with
r(k)
∣∣〈fi, gk′ 〉∣∣ if a(i)− k′ = k.
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sup
i∈I
∑
k∈G
∣∣(MR)
i,k
∣∣= sup
i∈I
∑
k′: ‖a(i)−k′‖∞>R
∣∣〈fi, gk′ 〉∣∣ sup
i∈I
∑
k: ‖k‖∞>R
r(k) =: r(R)
and, similarly, setting K = maxk∈G |a−1(k)| (it is finite since D+(a; I ) < ∞),
sup
k∈G
∑
i∈I
∣∣(MR)
i,k
∣∣= sup
k′∈G
∑
i: ‖a(i)−k′‖∞>R
∣∣〈fi, gk′ 〉∣∣ sup
k′∈G
K
∑
k: ‖k‖∞>R
r(k) = Kr(R).
Now, ‖MR‖ → 0 as R → ∞ follows from Schur’s criterion [17,19] since r(R) → 0.
The result now follows from the boundedness of the map h → {〈h, g˜n〉}n. Note that in passing,
we showed LIR is bounded, that is, {fiR} is a Bessel system. 
We will also need a simple inequality for Riesz sequences.
Lemma 4.3. Let {fi}i∈I be a Riesz basis sequence with bounds A, B . Then for any partition
{Ij }j∈J of I we have for all scalars {ai}i∈I ,
A
B
∑
j∈J
∥∥∥∥∑
i∈Ij
aifi
∥∥∥∥2  ∥∥∥∥∑
i∈I
aifi
∥∥∥∥2  BA ∑
j∈J
∥∥∥∥∑
i∈Ij
aifi
∥∥∥∥2.
The result follows from a straightforward computation.
4.1. Proof of Theorem 2.6, assuming (A)
Let F,G,BF ,A,B,u be given as in Theorem 2.6, statement (A). Let {ei}i∈I be an orthonor-
mal basis of H and define the bounded operator T by T : ei → fi , i ∈ I . Recall that ‖T ‖2  BF .
Fix , δ > 0, and ′ with  > ′ > 0. Choose α > 0 satisfying α  δ4 and(
1 − ′)2(1 − α)2  (1 − )2(1 + α)2.
Recall that
D−(a; I ) = lim inf
R→∞ infk∈Zd
|a−1(BR(k))∩ I |
|BR(0)| = lim infR→∞ infk∈Zd
|a−1(BR(k))∩ I |
(2R + 1)d
where BR(k) = {k′: ‖k − k′‖∞ R}. Hence, we may choose P > 0 such that for all R  P and
each k ∈ Zd , we have ∣∣a−1(BR(k))∩ I ∣∣ (1 − α)D−(a; I )(2R + 1)d .
Let {g˜n}n∈G be the dual basis of {gn}n∈G. For any R > 0, set
fiR =
∑
d
〈fi, gn〉g˜n.
n∈Z : ‖a(i)−n‖∞<R
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that there is Q> 0 with the property that for all R Q we have
‖LI −LIR‖min
{
αu,α‖T ‖,
(
Aδ(1 − ′)2u2
2B
)1/2}
. (4.1)
Also, since
D+(a; I ) = lim sup
R→∞
sup
k∈Zd
|a−1(BR(k))∩ I |
|BR(k)| < ∞,
we can pick K > 0 with |a−1(k)| <K , for all k ∈ Zd .
By possibly increasing P and Q, we can assume P >Q and
K
(
(2P + 1)d − (2(P−Q)+ 1)d) α u2 (1 − ′)2(1 − α)
(1 + α)2
D−(a; I )(2P+1)d
‖T ‖2 . (4.2)
Set Fk = {fi : a(i) ∈ BP (k)} and correspondingly FkQ = {fiQ: a(i) ∈ BP (k)}. Eq. (4.1)
implies
‖fi − fiQ‖ =
∥∥L∗I {δi} −L∗IQ{δi}∥∥= ∥∥(LI −LIQ)∗{δi}∥∥ ‖LI −LIQ‖ αu,
and, therefore, ‖fiQ‖ (1 − α)u. Similarly, we conclude for TQ : ei → fiQ, that ‖T − TQ‖ <
α‖T ‖ and for h =∑aiei ∈H,
∥∥(T − TQ)h∥∥= ∥∥∥∥∑ai(T − TQ)ei∥∥∥∥= ∥∥∥∑ai(fi − fiQ)∥∥∥
= ∥∥(LI −LIQ)∗{ai}∥∥ α‖T ‖∥∥{ai}∥∥= α‖T ‖‖h‖.
Applying Theorem 1.1 to the finite sets FkQ with cardinality
n (1 − α)D−(a; I )(2P+1)d
and ′, we obtain Riesz sequences F ′kQ ⊆FkQ with
∣∣F ′kQ∣∣ ′2u2(1 − α)D−(a; I )(2P+1)d/‖TQ‖2  ′2(1 − α)(1 + α)2 u2D−(a; I )(2P+1)d/‖T ‖2
and lower Riesz bounds (1 − ′)2(1 − α)2u2.
We further reduce F ′kQ ⊆FkQ by setting
F ′′kQ =F ′kQ ∩
{
fi : a(i) ∈ BP−Q(k)
}
. (4.3)
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∣∣F ′′kQ∣∣ ′2(1−α)(1+α)2 u2D−(a; I )(2P+1)d/‖T ‖2 −K((2P+1)d − (2(P−Q)+ 1)d)
 
′2(1−α)
(1+α)2 u
2D−(a; I )(2P+1)d/‖T ‖2 − α 
′2(1−α)
(1+α)2 u
2D−(a; I )(2P+1)d/‖T ‖2
 
′2(1−α)2
(1+α)2 u
2D−(a; I )(2P+1)d/‖T ‖2.
Claim 1. If Jk = {j ∈ I : fjR ∈ F ′′kQ}, J =
⋃
k∈(2P+1)Zd Jk and FQ(J ) =
⋃
k∈(2P+1)Zd F ′′kQ,
then FQ(J ) is a Riesz sequence with lower Riesz bound AB (1 − ′)2(1 − α)2u2.
Proof of Claim 1. For k ∈ (2P+1)Zd , consider G˜k = {g˜k′ : ‖k′ − k‖∞ < P } which are disjoint
subsets of G. Furthermore, (4.3) ensures that for k ∈ (2P+1)Zd , the set F ′′kQ is a Riesz basis
sequence in spanGk , where the lower Riesz constant (1−′)2(1−α)2u2 is given by Theorem 1.1
and does not depend on k or P . For {aj }j∈J ∈ 2(J ) we have, using Lemma 4.3,
∥∥∥∑ajfjQ∥∥∥2 = ∥∥∥∥ ∑
k∈(2P+1)Zd
∑
j∈Jk
ajfjQ
∥∥∥∥2  1/B1/A ∑
k∈(2P+1)Zd
∥∥∥∥∑
j∈Jk
ajfjQ
∥∥∥∥2
 A
B
∑
k∈(2P+1)Zd
(
1 − ′)2(1 − α)2u2∥∥{aj }j∈Jk∥∥2
= (1 − ′)2(1 − α)2u2∥∥{aj }j∈J∥∥2A/B.
Hence, FQ(J ) has lower Riesz bound (1 − ′)2(1 − α)2u2A/B , so Claim 1 is shown.
It remains to show that we can replace FQ(J ) by F(J ) = {fj , j ∈ J } = {fi, fiQ ∈FQ(J )},
while controlling the lower Riesz bound. For {aj }j∈J we have∥∥∥∑ajfj∥∥∥ ∥∥∥∑ajfjQ∥∥∥− ∥∥∥∑aj (fj − fjQ)∥∥∥

(
A
B
(
1 − ′)2)1/2(1 − α)u∥∥{aj }∥∥− ∥∥(LI −LIQ)∗{ai}∥∥

(
A
B
(
1 − ′)2(1 − α)2u2)1/2∥∥{aj }∥∥−(Aδ(1 − ′)2u22B
)1/2∥∥{ai}∥∥

(
A
B
(
1 − ′)2u2((1 − α)2 − δ
2
))1/2∥∥{ai}∥∥

(
A
B
(
1 − ′)2u2(1 − 2 δ
4
− δ
2
))1/2∥∥{ai}∥∥ ((1 − δ)(1 − )2u2 A
B
)1/2∥∥{ai}∥∥.
Clearly, D(a;J ) = D−(a;J ) ′2(1−α)22 u2 D
−(a;I )
2  2u2 D
−(a;I )
2 . (1+α) ‖T ‖ ‖T ‖
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The only arguments in the proof of Theorem 2.6, assuming (A), that require adjustments are
Claim 1 and the subsequent computations.
Let G˜ = {g˜k: k ∈ G} be an 1-self-localized dual frame of G. Let K , P , , ′, α be given
as in the proof of Theorem 2.6, assuming (A). Choose Q as in (4.1) with A
B
replaced by 1. Let
r ′ ∈ 1(Zd) with |〈g˜n, g˜n′ 〉|  r ′(n − n′). Let B ′ be the optimal Bessel bound of {gn}. Choose
R′ > 0 so that
r ′
(
R′
)‖T ‖2B ′
c(′)u2
K2(2Q+ 1)2d < δ
8
.
Set W = 2P +R′. Similarly to (4.2), we increase P so that
K
(
Wd − (2(P−Q)+ 1)d) αu2 ′2(1 − α)
(1 + α)2 D
−(a; I )(2P+1)d/‖T ‖,
while maintaining W = 2P +R′.
Define J and Jk , k ∈ Zd as done in the proof of Theorem 3.10, assuming (A). Let xk =∑
j∈Jk ajfjQ, k ∈ Zd , and x =
∑
xk . Then
∑
k
∑
k′ =k
〈xk, xk′ 〉
=
∑
k
∑
k′ =k
∑
j∈Jk
∑
j ′∈Jk′
∑
n: ‖a(j)−n‖Q
∑
n′: ‖a(j ′)−n′‖Q
ajaj ′ 〈fj , gn〉〈fj ′ , gn′ 〉〈g˜n, g˜n′ 〉
=
∑
k
∑
k′ =k
∑
j∈Jk
∑
j ′∈Jk′
∑
n: ‖a(j)−n‖Q
∑
n′: ‖a(j ′)−n′‖Q
ajaj ′ 〈fj , gn〉〈fj ′ , gn′ 〉MWn,n′
=
∑
n
∑
n′
∑
j∈J : ‖a(j)−n‖Q
∑
j ′∈J : ‖a(j ′)−n′‖Q
ajaj ′ 〈fj , gn〉〈fj ′ , gn′ 〉MR′n,n′
= 〈S,MR′S〉,
where S = {∑j∈J : ‖a(j)−n‖Q aj 〈fj , gn〉}n.
We now bound the norm of S:
‖S‖2
2(Zd )

∑
n
∣∣∣∣ ∑
j∈J : ‖a(j)−n‖Q
|aj |‖fj‖‖gn‖
∣∣∣∣2  ‖T ‖2B ′∑
n
∣∣∣∣ ∑
j∈J : ‖a(j)−n‖Q
|aj |
∣∣∣∣2
 ‖T ‖2B ′K(2Q+ 1)d
∑
n
∑
j∈J : ‖a(j)−n‖Q
|aj |2  ‖T ‖2B ′K(2Q+ 1)2d
∑
j
|aj |2
 ‖T ‖2B ′K(2Q+ 1)2d
∑∑
|aj |2  ‖T ‖2B ′K(2Q+ 1)2d
∑ 1
(1 − ′)2u2 ‖xk‖
2.k j∈Jk k
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each j there are at most (2Q+1)d indices n with ‖a(j)−n‖∞ Q. Recall that B ′ is the Bessel
bound of {gn} which therefore bounds {‖gn‖}n.
We conclude that for xk =∑j∈Jk ajfjQ, k ∈ Zd ,∣∣∣∣∑
k =k′
〈xk, xk′ 〉
∣∣∣∣ ‖S‖∥∥MR′∥∥‖S‖
 ‖T ‖
2B ′
(1 − ′)2u2 K(2Q+ 1)
2d
(∑
k
‖xk‖2
)
Kr ′
(
R′
)
 δ
4
∑
k
‖xk‖2.
Now,
∥∥∥∥∑
j∈J
ajfjQ
∥∥∥∥2 = ∥∥∥∑xk∥∥∥2 =∑
k
∑
k′
〈xk, xk′ 〉
∑
k
‖xk‖2 −
∑
k
∑
k′ =k
∣∣〈xk, xk′ 〉∣∣

∑
k
‖xk‖2 − δ4
∑
k
‖xk‖2 
(
1 − ′)2u2(1 − α)2(1 − δ
4
)∑
j∈J
|aj |2.
For F(J ) = {fj , j ∈ J } = {fi, fiQ ∈ j ∈FQ(J )} and {aj } ∈ 2(J ) we compute
∥∥∥∑ajfj∥∥∥ ∥∥∥∑ajfjQ∥∥∥− ∥∥∥∑aj (fj − fjQ)∥∥∥

((
1 − ′)2u2(1 − α)2(1 − δ
4
))1/2∥∥{aj }∥∥− ∥∥(LI −LIQ)∗{aj }∥∥

((
1 − ′)2u2(1 − α)2(1 − δ
4
)
− δc(
′)u2
4
)1/2∥∥{aj }∥∥

(
1 − ′)21/2((1 − δ
4
)3
− δ
4
)1/2
u
∥∥{aj }∥∥

(
1 − ′)21/2(1 − 3 δ
4
− δ
4
)1/2
u
∥∥{aj }∥∥

(
1 − ′)21/2(1 − δ)1/2u∥∥{aj }∥∥ ((1 − δ)(1 − )2u2)1/2∥∥{aj }∥∥. 
5. Gabor molecules and the proof of Theorem 2.8
Similarly to the notion Gabor system (ϕ;Λ) in Section 2, we define a Gabor multi-system
(ϕ1, ϕ2, . . . , ϕn;Λ1,Λ2, . . . ,Λn) generated by n functions and n sets of time frequency shifts as
the union of the corresponding Gabor systems
(
ϕ1;Λ1)∪ (ϕ2;Λ2)∪ · · · ∪ (ϕn;Λn).
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to a Gaussian window function g0 ∈ S(Rd) is
Vg0f (x,ω) =
〈
f,π(x,ω)g0
〉= 〈f,MωTxg0〉, for λ = (x,w) ∈R2d .
A system of Gabor molecules {ϕλ}λ∈Λ associated to an enveloping function Γ : R2d → R and
a set of time frequency shifts Λ ⊆R2d consists of elements whose short-time Fourier transforms
have a common envelope of concentration:∣∣Vg0ϕx,ω(y, ξ)∣∣ Γ (y − x, ξ −ω), for all λ = (x,ω) ∈ Λ, (y, ξ) ∈R2d .
For 1  p ∞, the modulation space Mp(Rd) consists of all tempered distributions f ∈
S′(Rd) such that
‖f ‖Mp = ‖Vg0f ‖Lp =
(∫ ∫
R2d
∣∣〈f,MωTxg0〉∣∣p dx dw)1/p < ∞ (5.1)
with the usual adjustment for p = ∞. It is known [13] that Mp is a Banach space for all 1 
p ∞, and any non-zero function g ∈ M1 can be substituted for the Gaussian g0 in (5.1) to
define an equivalent norm for Mp . It is known (see [3, Theorem 8(a)]) that in case (ϕ,Λ) is a
frame, ϕ ∈ S0(Rd), then (ϕ,Λ) is 1-self-localized.
Theorem 2.8 is a special case of the following, more general result.
Theorem 5.1. Let , δ > 0. Let {gλ}λ∈Λ ⊆ S0(Rd) be a set of 1-self-localized Gabor molecules
with ‖gλ‖ u and Bessel bound B < ∞. Then exists a set Λδ ⊆ Λ so that
(1) D(Λδ)/D−(Λ) 2u2/B and
(2) {gλ}λ∈Λδ is a Riesz sequence with lower Riesz bound (1 − )2(1 − δ)u2.
Proof. Set a : Λ → Z2d , λ → arg minn∈Z2d ‖λ − 12n‖∞. Now, D−(a,Z2d) = 2−2dD−(Λ).
Choose g ∈ S0(Rd) with G = (g, 12Z2d) = {π( 12n)g} being a tight frame. As g ∈ S0(Rd), we
have (g, 12Z
2d) is 1-self-localized and ({ϕλ}λ, a, (g, 12Z2d)) is 1-localized [3].
A direct application of Theorem 3.10, assuming (B), guarantees for each , δ > 0 the existence
of Λδ ⊆ Λ with {ϕλ}λ∈Λδ is a Riesz sequence and
D−(Λ) = 22dD(a;Λ) 22d 
2
B
D−(a; I ) = 
2
B
D−(Λ). 
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