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Indirect noise is analyzedbynumerical simulations of theEntropyWaveGenerator experiment,which has been set
up to study the fundamental mechanism of indirect combustion noise generation. Previous studies of this test case
show the major importance of modeling the impedance terminations of the test rig to obtain accurate results. So far,
characteristic boundary conditions have been used to model the impedance for numerical calculations. Within this
paper, different proposals for setting up the characteristic boundary conditions are reviewed. In addition, a higher
accuracy of the impedancemodel is achievedbyapplying time-domain impedanceboundary conditions.Aspart of the
EntropyWaveGenerator experiment, indirect noise is generated by electrical heating wires. It has been found in this
study that themodeling of these heat sources is crucial for obtaining accurate results. An advanced heat sourcemodel
is proposed that is in excellent agreement with the experimental data. Both the advanced impedance and heat source
model account for a better agreement between experimental and numerical data than reported in literature to date.
Nomenclature
a, b = impedance model constants
c = speed of sound, m∕s
DΦ = dissipation associated terms
Fs = downsampling factor
f = frequency, Hz
H = acoustic transfer function
h = sensible enthalpy, W
j = imaginary unit
K = relaxation coefficient, 1∕s
L = characteristic wave, Pa∕s
l = length, m
Ma = Mach number
p = pressure, Pa
R = reflection factor
RΦ = pressure associated terms
s = propagation speed, m∕s
T = temperature, K
t = time, s
tD = delay time, s
tP = heating pulse duration, s
t0 = starting time, s
u = velocity, m∕s
wk = state variable, m∕s
X, Y = input and output in z space
x, y = input and output in time–space
xh = location of heating wire, m
xi = spatial coordinate, m
Z = impedance, kg∕m2∕s
α, α− = wave amplitudes, Pa
Δt = time step, s
Δx = mesh spacing, m
δp = pressure correction, Pa
ϵ = error
ζ = temporal source distribution
κ = thermal conductivity, W∕m∕K
λ = eigenvalue, m∕s
μ = heat capacity ratio
ρ = density, kg∕m3
σ = coupling parameter
τ = exponential relaxation, s
τ = total stress tensor, Pa
Φ = energy source, W
ϕ = flow variable vector
Ψ = acoustic source, Pa∕m2
ψ = spatial source distribution
ω = angular frequency, Hz
Subscripts
i = spatial direction
k = summation or multiplication index
m = characteristic mode
s = specified value
∞ = far-field conditions
Superscripts
n, , δ = time levels
I. Introduction
A IRCRAFT engine noise has been reduced drastically over thelast few decades [1]. Especially the main noise sources of jet
engines (i.e., fan and jet noise [2]) have been attenuated, leading to a
growing importance ofminor noise sources such as combustion noise
[1]. Combustion noise can be divided into direct and indirect
combustion noise. In case of the former, sound waves are generated
by unsteady heat release rates in the combustion chamber [3,4]. In
contrast, indirect combustion noise is generated by accelerated
entropy modes [5–7]. Bake et al. [7] set up a generic test case for
indirect combustion noise, namely the Entropy Wave Generator
(EWG) test case. The EWG consists of a converging–diverging
nozzle flow where entropy modes are generated upstream of the
nozzle by electrical heating wires. These entropy modes are
accelerated through the nozzle, which leads to pressure fluctuations
(i.e., indirect noise).
The EWG test case has been investigated with experimental [7,8],
analytical [5,9–11], and numerical methods [7,9,10,12]. From the
analytical and numerical studies, it has been found that the modeling
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of the downstream impedance of the test rig is of major importance to
obtain accurate results.Mühlbauer et al. [12] and Leyko et al. [9] have
shown that this impedance can be modeled numerically with
a first-order filter, which is applied by Navier–Stokes characteristic
boundary conditions (NSCBCs) [13,14]. Thus, the impedance is
tuned by means of a coupling parameter to fit the experimental
results. Even thoughMühlbauer et al. [12] and Leyko et al. [9] use the
same boundary conditions, they propose very different values for the
NSCBC coupling parameter. In this paper, the different proposals for
modeling the downstream impedance with NSCBC are compared by
means of analytical and numerical data. Previous reports [9,10,12]
propose to apply the experimentally measured impedance by Bake
et al. [7] as further advancement of the numerical calculations. This is
put into practice in this work by applying time-domain impedance
boundary condition (TDIBC) in the numerical simulations of the
EWG test case [15,16].
Besides the impedance termination of the EWG test rig, the
modeling of the heat sources has a major impact on the accuracy of
the results as shown in the current study. However, very different
modeling approaches for the spatial and temporal distribution of the
sources are reported in literature [9,10,12]. These approaches are
analyzed in this work, and an improved model for the heat sources of
the subsonic EWG reference test case is proposed.
For this discussion, the subsonic EWG reference test case is
analyzed bymeans of the computational fluid dynamics (CFD) solver
DLR THETA [17,18]. The solution algorithm and the boundary
conditions of the applied solver are discussed in Secs. II and III,
respectively. Both the experimental and the numerical setup of the
EWG test case are shown in Sec. IV. Finally, results are presented in
Sec.Vanddiscussedwith respect to the differentmodeling approaches.
II. Fractional Step Method
TheNavier–Stokes equations for compressible flows are solved by
means of a fractional stepmethod [19,20] proposed byMoureau et al.
[21], which is henceforth called the semi-implicit characteristic
splitting (SICS) solver. Generally speaking, fractional step methods
split a physical time step into multiple computational steps (e.g., into
a predictor and a corrector step). The operators of the underlying
equations are decomposed and solved separately within the different
computational steps [19]. In case of SICS, the Navier–Stokes
equations are decomposed by means of a characteristic splitting into
acoustic and advective modes.
The Navier–Stokes equations for compressible flows can be
arranged as [21]
∂ρ
∂t
 ρ∇ · u u · ∇ρ  0 (1)
∂ρu
∂t
 ρu∇ · u u · ∇ρu  −∇p ∇ · τ and (2)
∂ρh
∂t
 ρh∇ · u u · ∇ρh  −c2ρ∇ · u τ∇ · κ∇T  γτ · ∇u
(3)
As shown by Moureau et al. [21], the previous systems of equations
can be split into one systemwith only advective and anotherwith only
acoustic modes. In this scope, the eigenvalues of Eqs. (1–3) are
computed. To be able to compute the eigenvalues, the diffusive terms
are neglected. Furthermore, the flow is assumed to be one-
dimensional for simplicity. Under these assumptions, the eigenvalues
of Eqs. (1–3) amount to [u − c, u, u c]. The first and last
eigenvalues are equal to the speed at which acoustic waves propagate
through a one-dimensional flow. Hence, the initial system of
equations includes, among others, acoustic modes. As shown by
Moureau et al. [21], the speed of sound c can be removed from these
eigenvalues by neglecting the underlined terms in Eqs. (1–3), which
is equal to removing the acoustic modes from the system of
equations. Neglecting the underline terms results in the following
system of equations:
ϕ − ϕn
Δt
 u · ∇ϕ  Dϕ (4)
whereϕ is [ρ, ρu, ρh], andDϕ is [0,∇ · t, γ∇ · κ∇T  γτ · ∇u].ϕ
is an intermediate solution. Computing the eigenvalues of Eq. (4),
with the same assumptions used before, results in [u, u, u] [21].
Therefore, Eq. (4) is an advection equation that propagates the values
ofϕ at the flow speedu. In comparison to the eigenvalues of the initial
system of Eqs. (1–3), the speed of sound is removed from the first and
last eigenvalues (i.e., the acoustic modes are removed from the initial
equations).
Besides the advective system of equations, a system with pure
acoustic modes is obtained by subtracting Eq. (4) from Eqs. (1–3):
ϕn1 − ϕ
Δt
 ∇ϕ · u  Rϕ (5)
whereRϕ is [0,−∇p,−c2ρ∇ · u]. The eigenvalues of Eq. (5) amount
to [−c, 0, c] [21]. All disturbances propagate at the speed of sound,
and hence the previous equation includes only the acoustic modes.
As mentioned previously, the advective and acoustic systems are
used as predictor and corrector steps, respectively, of the fractional
step method SICS. Within the predictor step, Eq. (4) is solved
subsequently in a semi-implicit way. By contrast, the acoustic system
is solved implicitly to remove the acoustic CFL limitation [21]. For
this reason, Eq. (5) is transposed to form a wave equation:
∇ · ∇δp − ∇ ·
2u
c2Δt
δp −
4
c2Δt2
δp  −∇ · ∇pn  p
 4
Δt

ρ − ρn
Δt
 ∇ · ρu
  ρun
2

(6)
where the pressure correction δp reads
δp  pn1 − p (7)
As part of the derivation of Eq. (6), the continuity of Eq. (1) is used.
Anydefect inmass conservation of the intermediate solutionϕ gives
rise to a source contribution on the RHS of the wave Eq. (6). This
ensures that the final solution ϕn1 is mass conservative, i.e., the
continuity Eq. (1) is satisfied. In addition, this also guarantees that the
acoustic and convective modes are coupled properly in the final
solution. For the final solution, the results of the two fractional steps
are superimposed, which allows both acoustic and convective modes
to propagated within the solution. More details of the solution
algorithm are shown in [21].
III. Acoustic Boundary Conditions
The computational domain of a CFD simulation usually only com-
prises a part of the physical domain due to limitations of computat-
ional resources and turnaround times [22]. Therefore, boundary
models have to be introduced. In the case of hyperbolic systems, such
as the wave equation discussed here, artificial boundaries are usually
derived from the analysis of different waves crossing the boundary
[23]. The classical approach for this is the Navier–Stokes charac-
teristics boundary conditions [13]. Generally speaking, characteristic
equations are solved at boundaries, allowing for a separate treatment
of boundary crossing waves.
A. Navier–Stokes Characteristic Boundary Conditions
Toderive theNSCBCs, the underlying equations have to bewritten
in characteristic form [13,23]. A characteristic analysis of the
Navier–Stokes Eqs. (1–3) shows that five characteristic waves Lm
cross inlet and outlet boundaries as shown in Fig. 1a. As shown in
[23], they amount to the associated eigenvalues λm multiplied by the
characteristic wave amplitude and are given by
L1  λ1

∂p
∂x1
− ρc
∂u1
∂x1

(8)
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L2  λ2

c2
∂ρ
∂x1
−
∂p
∂x1

(9)
L3  λ3 ∂u2∂x1 (10)
L4  λ4 ∂u3∂x1 and (11)
L5  λ5

∂p
∂x1
 ρc ∂u1
∂x1

(12)
where x1 is the boundary normal coordinate, and ui is the velocity
component in the xi direction. Each characteristic wave Lm is
associated to a physical quantity propagated at the speed λm through
the flow. L1 and L5 are the acoustic pressure waves, and L2 is the
advective entropy wave, whereas L3 and L4 are associated with
advective waves of the velocity components u2 and u3, respectively
[23]. The fractional step method SICS involves a splitting of the
acoustic and advective waves. Therefore, the characteristic waves of
the predictor [Eq. (4)] and corrector [Eq. (5)] step differ from the
waves of the full Navier–Stokes equations in the eigenvalues λm,
whereas thewave amplitudes remain the same. The eigenvalues of the
three systems of equations and the corresponding characteristic
waves are shown in Fig. 1.
The characteristic waves defined by Eqs. (8–12) are substituted
into the acoustic system of Eq. (5) and the continuity equation
[Eq. (1)] to replace the derivatives in the x1 direction. Using these
equations, the characteristicwave equation is derived in the sameway
as the previously shownwave equation [Eq. (6)]. The terms involving
a derivative in boundary normal direction x1 of the characteristic
wave equation are given by
∂2δp
∂x21
 ∂
∂x1

Lδ5C − L
δ
1C
2c

(13)
∂un1δp
∂x1
 un1∕21

Lδ5C  Lδ1C
2c

 δp

L
n1∕2
5C − L
n1∕2
1C
2ρc

(14)
∂2pn
∂x21
 ∂
∂x1

Ln5C − Ln1C
2c

(15)
∂2p
∂x21
 ∂
∂x1

L5C − L1C
2c

(16)
∂ρu
∂x1
 L

5C  L1C
2c2
and (17)
∂ρun
∂x1
 1
c2

Ln2 
1
2
Ln5  Ln1

(18)
where the time level δ (e.g., Lδm) is computed as the difference
between the waves at new and advected time levels:
Lδm  Ln1m − Lm (19)
Substituting Eqs. (13–18) into Eq. (6) gives the characteristic wave
equation, which is solved at boundaries according to the NSCBC
method.
The key advantage of the characteristic equation is the ability to
compute the characteristic waves crossing a boundary separately.
Following characteristics theory [24], outgoing waves are computed
from inner points because information propagates out of the
computational domain. Incoming waves are either computed from
known information about the outside of a domain or they have to be
approximated [23]. Among others, incoming waves are sent in to
avoid a drift in mean flow values (e.g., to apply the far-field pressure
at an outlet boundary). In this scope, Poinsot and Lele [13] proposed
setting the incoming wave amplitude to
Lin  Kp − p∞ with (20)
K  σc1 −Ma2∕l (21)
Applying the incoming wave defined by Eq. (20) reduces the drift of
mean values with increasing relaxation coefficient of the boundary
condition (i.e., with increasingK). As shown by Selle et al. [14], this
results in a first-order filter, whose analytical reflection factor reads
R  −1
1 − j2ω∕K (22)
B. Time-Domain Impedance Boundary Conditions
Higher-order filters can be applied in a CFD calculation by means
of TDIBCs [15,16]. However, a time-domain implementation of
impedance boundary conditions requires a transformation of the
desired frequency response into time–space. Because an inverse
Fourier transform at each numerical time step would be too costly,
analytical models representing the impedance in frequency space
have been proposed [15,16,25–27]. Because the convolution of these
models is known, the boundary values can be computed directly in
time–space. In thisworkwe followÖzyörük et al. [25],who proposed
a rational function as analytical model for the frequency response,
which reads
Hz  Yz
Xz (23)
 b0  b1z
−1  : : : bMz−M
1 a1z−1  : : : aNz−N
(24)
where z  ejω. Using the time-shifting property of the z transform
[28], the frequency response is transformed into time–space to form a
difference equation as shown in [16,22,25]:
yn  −
XN
k1
aky
n−k 
XM
k0
bkx
n−k (25)
L (u-c)1
L (u)2-4
L (u+c)5
L (u-c)1
L (u)2-4
L (u+c)5
t
el
nI
t
elt
u
O
a) Full Navier-Stokes equations
L (u)1P
L (u)2-4P
L (u)5P
L (u)1P
L (u)2-4P
L (u)5P
t
el
nI
t
elt
u
O
b) SICS predictor step
L (-c)1C
L (c)5C
L (-c)1C
L (c)5C
t
el
nI
t
elt
u
O
c) SICS corrector step
Fig. 1 Characteristic waves at inlet and outlet boundaries for a subsonic flow.
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Equation (25) can be involved directly in a CFD simulation that
results in a “direct form I” realization [28] of the infinite-impulse-
response filter displayed in Fig. 2a. However, this realization is prone
to instabilities due to roundoff errors and errors in parameter
quantification [28]. Therefore, Huber et al. [16] proposed using the
more stable “direct form II transposed” realization (Fig. 2b):
Hz 
YK
k1
Hkz (26)
where Hk is the second-order subsystem defined by
Hkz  bk0  bk1z
−1  bk2z−2
1 ak1z−1  ak2z−2
(27)
The direct form II transposed and direct form I are equivalent
realizations of the frequency response Hz. Using the time-shifting
and convolution properties of the z transform [28], the second-order
subsystem [Eq. (27)] is transformed into time–space, which results in
ynk  bk0xnk wn−1k1 (28)
wnk1  bk1xnk − ak1ynk wn−1k2 and (29)
wnk2  bk2xnk − ak2ynk (30)
Because of better stability properties [16,28], impedance boundary
conditions are implemented in theDLRTHETAcode as direct form II
transposed realization.
In the scope of CFD simulations, two different sets of input–output
variables can be used to determine the acoustic boundary conditions
by means of the filters discussed previously. The first option is to set
the acoustic variables p 0 and u 0, which results in an impedance
formulation as frequency response:
Hz  Zz (31)
 p^
u^
(32)
The second option is to set the wave amplitudes α and α− at the
boundaries defined by
α  1
2
p 0  u 0ρc (33)
α−  1
2
p 0 − u 0ρc (34)
which gives a reflection factor form as frequency response, i.e.,
Hz  Rz (35)
 α^
−
α^
(36)
Fung et al. [29,30] proposed using the reflection factor formulation to
prevent numerical instabilities. However, for CFD applications, the
superiority of one of the two possible choices has not been finally
assessed [15,16]. In this work, we follow the approach of Fung et al.
[29,30] and use the reflection factor to define the acoustic boundary
conditions.
The computational cost to predict the boundary values with
TDIBC are higher than with the NSCBC approach discussed
previously. This results from the higher order of the TDIBC method,
which requires including historical data, i.e., updating the state
variables defined by Eqs. (28–30) at each time step. The NSCBC
approach does not require the use of any data other than the values of
the current time step. The higher the order of the TDIBC filter is, the
more state variables have to be considered, which increases the
computational costs. However, the costs are comparably low for both
the NSCBC and the TDIBC approach. Regarding the computations
of the EWG experiment presented in this work, no difference in the
simulation runtime is observed for the different boundary models.
IV. Entropy Wave Generator Test Case
The generation of indirect combustion noise is analyzed by Bake
et al. [7] bymeans of the generic EntropyWaveGenerator (EWG) test
case. Figure 3 shows a sketch of the test rig, which is basically a
convergent–divergent nozzle flow. Entropy modes are generated by
heating wires located upstream of the convergent–divergent nozzle.
These entropy modes are convected and accelerated through the
nozzle, which gives rise to pressure fluctuations upstream and
downstream of the nozzle.
Table 1 summarizes the geometrical dimensions of the analyzed
test case. All axial positions are measured from the most downstream
heating wire. Further details are given by Bake et al. [7]. Temperature
fluctuations are measured by means of a bare wire thermocouple and
b1
b0
xn
xn-1
bM-1
bM
xn-2
xn-M
z-1
z-1
z-1
+
+
+
+
+
+
z-1
z-1
z-1
-a1
-aN-1
-aN
yn-1
yn-2
yn-N
yn
a) Direct form I
bk1
bk0
xk
n
z-1
+
ykn
+
bk2
+
z-1
wk1
n
wk2
n
-ak1
-ak2
H2
xn
ynH2 HL
x2
n xL
n
y2ny1n
b) Direct form II transposed
Fig. 2 Filter realization as direct form I and direct form II transposed [16,28].
LOURIER ETAL. 2117
D
ow
nl
oa
de
d 
by
 D
LR
 D
EU
TS
CH
ES
 Z
EN
TR
U
M
 F
. o
n 
Se
pt
em
be
r 1
7,
 2
01
4 
| ht
tp:
//a
rc.
aia
a.o
rg 
| D
OI
: 1
0.2
514
/1.
J05
275
5 
a vibrometer located between the heating module and the nozzle.
Moreover, pressure fluctuations are measured at four positions
downstream of the nozzle.
Bake et al. [7] defined two reference test cases of the EWG
experiment. The corresponding parameters are summarized in
Table 2. The two reference test cases vary, amongother parameters, in
nozzle Mach number and in the heating excitation. For case 1, the
nozzle throat is chocked, and four heating wires are turned on
simultaneously, whereas for case 2, a subsonic nozzle mach number
is observed and six heating wires are turned on one after the other in
accordance to the mean convective time between the wires. The later
heating process gives rise to a sharp entropy wave with a maximum
temperature fluctuation of 13.4 K.
A. Numerical Setup
For this discussion, numerical simulations with the DLR THETA
code are carried out [17]. Because of the rotational symmetry of the
test rig, only a 10 deg slice of the flow is simulated. This
simplification does not reduce the accuracy of the acoustic data
gained from the simulations as shown in [9,12]. The slice is
discretized into around 125,000 grid points, and the corresponding
computational domain is displayed by Fig. 3. All transport equations
are spatially discretized by means of a second-order quadratic
upwind scheme. The second-order Crank–Nicolson scheme is
applied as temporal discretization. Turbulent fluctuations are
modeled by means of the k-ω SST turbulence model [31]. Acoustic
perturbations at frequencies lower than 3 kHz are spatially resolved
with at least 50 points per wavelength. Unsteady computations are
carried out at an acoustic CFL number of around 25. This leads to a
time step of Δt  10−6 s and hence to a maximum frequency that is
temporally resolved within the computations of 500 kHz.
B. Impedance of the Downstream Termination
The computational domain is truncated downstream before the
anechoic end termination of the test rig as shown in Fig. 3. The
modeling of the acoustic impedance at this boundary is of crucial
importance for gaining accurate results [7,9,12]. Leyko et al. [9] and
Mühlbauer et al. [12] showed that the EWG downstream impedance
can be modeled by means of characteristic boundary conditions
(NSCBCs) [13]. However, both authors proposed very different
parameters to set up the boundary conditions because they had
different target functions for their optimization. Leyko et al. [9]
optimized the coupling parameter to minimize the least-square error
between experimental and analytical modulus of the reflection factor.
This leads to a relaxation coefficient of Eq. (21) that amounts to
σ  0.46. On the other hand, Mühlbauer et al. [12] used a value of
σ  1.8, which gives the lowest error regarding the maximum
pressure fluctuation of the supersonic reference test case (case 1).
Figure 4 displays the modulus and the phase shift of the
downstream reflection coefficient shifted to x  2.325 m, which is
the boundary of the numerical domain. At signals below 100 Hz, the
modulus of the NSCBC reflection coefficient with σ  0.46 agrees
very well with the experimental data, whereas at 150 Hz a coupling
parameter of σ  1.8 results in a better agreement. Regarding the
phase shift, the NSCBC with σ  0.46 agrees better with the
experimental results compared to the σ  1.8 setting.
As part of this work, impedance boundary conditions (TDIBCs)
are used to incorporate the experimentally measured reflection
coefficient within the CFD simulations. In this scope, the coefficients
of the general transfer function Hz [Eq. (23)] must be fitted to
reproduce the experimental data. The bandwidth of the fitted
impedance has to match the temporally resolved bandwidth, which
amounts to f ≤ 500 kHz, as discussed previously. Because the most
dominant pressure signals of the EWG experiment are visible at
frequencies up to 200 Hz, the downstream impedance has also only
been measured in this frequency range [7]. The discrepancy between
experimental and fitted bandwidth significantly reduces the accuracy
of the impedance fit in the frequency range of interest. To circumvent
this issue, the sampling rate at the boundaries is reduced by a fixed
downsampling factor Fs  25, i.e., the state variables of Eqs. (29)
and (30) are updated at each 25th computational time step.
Consequently, the reflection factor is only fitted over a reduced
bandwidth of f ≤ 20 kHz, which increases the accuracy of the fit.
The order of the reflection coefficient is set toM  15 andN  9
according to the ansatz function [Eq. (23)]. The correspondingmodel
coefficients are computed by a damped Gauss–Newton method [32].
As an initial guess of the Gauss–Newton method, a complex curve
fitting algorithm is applied, which seeks for the best model
coefficients in a least-square sense [33]. The full algorithm is
implemented in MathWorks Matlab. Figure 4 shows the fitted and
measured reflection factors. The modulus of the fitted reflection
factor agrees well with the measured data. However, only a
reasonable agreement is visible for the phase shift. A better fit of the
phase shift while retaining the accuracy of the modulus could not be
computed by means of the algorithm described previously. Even
increasing the order of the ansatz function does not result in a lower
error regarding the phase shift.
As noted previously, the main issue for obtaining an accurate
impedance fit for the EWG test case is the disagreement between the
numerically resolved frequency range of 500 kHz and the frequency
range of interest of around 200 Hz. The impedance fit covers the
whole resolved frequency range, even though only signals below
200 Hz are dominant. To lessen this issue, a downsampling factor
Fs  25 is used, which reduces the numerically resolved frequency
range to 20 kHz and increases the accuracy of the fit. Further
improvement of the fit would be possible by either increasing the
downsampling factor or the numerical time step. A higher
downsampling factor, however, decreases the accuracy of the
numerically predicted impedance at boundaries, and a higher
numerical time step reduces the accuracy of the numerical solver.
Therefore, the impedance fit shown in Fig. 4 is used for this
discussion.
ΔxEWG-nozzle Microphones
Flexible tubeSettling
Chamber
Entropy Wave Generator
(EWG)
(Time dependent electrical
heat source)
Convergent-divergent
nozzle
Anechoic
endMeasurement section
Computational domain
Fig. 3 Sketch of the EWG test rig [7,12].
Table 1 Dimensions of the EWG experiment
[7]
Device Axial position, mm Diameter, mm
Thermocouple 34
Vibrometer 47.5
Nozzle throat 105.5 7.5
Microphone 1 456
Microphone 2 836
Microphone 3 1081
Microphone 4 1256
Table 2 Parameters of the EWG reference test cases [7]
Parameter Case 1 Case 2
Mass flow rate, kg∕h 42 37
Nozzle Mach number 1.0 0.7
Temperature increase
ΔT, K
9.1 13.4
Heating power
determined by ΔT, W
106.8 138.2
Heated wire rings Numbers 3–6
simultaneously
Numbers 1–6 delayed
according to flow velocity
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To evaluate the accuracy of the impedance fit, the error ϵ between
fitted and experimental reflection factor,
ϵ  jR − RexpjjRexpj (37)
is plotted in Fig. 5. The largest error is computed for the NSCBCwith
a coupling parameter of σ  1.8, which amounts to around 12 at
90 Hz. Comparing the errors plotted for NSCBC with σ  0.46 and
the 15th-order impedance fit shows that both boundary conditions
result in almost equal errors. A higher accuracy is achieved by the
NSCBC at around 90 Hz, whereas the error of the impedance fit is
lower at around 150 Hz. Even though the error computed for the
NSCBCwith σ  0.46 and the impedance fit are almost equal, using
the latter results in a higher agreement between numerical and
experimental data, as discussed in Sec.V. Thismight be caused by the
good agreement in the modulus of the reflection factor between
the 15th-order impedance fit and the experimental data (Fig. 4). The
data measured for the EWG experiment are strongly dominated
by low-frequency signals. This lessens the impact of an inaccurate
approximation of the phase shift applied at the downstream
termination of the test rig.
C. Heating Excitation
Within the EWG experiment, entropy modes are generated by
heating wires upstream of the nozzle [7]. For CFD calculations, this
heating process is implemented as sources of the energy equation.
The source distribution is commonly computed as product of a
temporal evolution ζt and a spatial distribution ψx [9,10,12], i.e.,
Φx; t  Φ0ζtψx (38)
For the supersonic EWG reference case 1 (Table 2), Mühlbauer et al.
[12] proposed modeling the temporal source evolution as a linear
increase and exponential decrease in time. However, especially the
initial increase of the source term can be modeled very accurately by
an exponential ansatz function. Therefore, Leyko et al. [9] proposed
modeling both heating processes as exponential evolutions, i.e.,
ζt 
8<
:
0; if < t0
1 − e−t−t0∕τ; if t0 ≤ t ≤ t0  tP
ζt0  tpe−t−t0∕τ; if t > t0  tP
(39)
This approach is also used by Duran et al. [10] with τ  7 ms to
model the heat sources of the subsonic EWG reference case 2.
Figure 6a shows the experimentally gained temperature evolution
downstreamof the heatingwires for the subsonic EWGcase 2 and the
exponential approach defined by Eq. (39) for different relaxation
coefficients. Minimizing the least-square error between the experi-
mental data and the exponential model function for the heating-up
regime (t ≤ 0.2 s) leads to a relaxation of around τ  3.5 ms. As
visible in Fig. 6a, this setting results in a very good agreement
between experimental andmodel data. Therefore, themodel function
[Eq. (39)] is used for this work.
Besides the temporal evolution, the spatial distribution of the
computational energy sources is also modeled. Leyko et al. [9]
proposed approximating the spatial distribution as a hyperbolic
tangent. However, within the experiments, the flow is heated up by
wire rings at discrete x locations [7]. Therefore, Mühlbauer et al. [12]
put a discrete spatial source distribution forward, which reads
ψx 

1 if jxh;i − xj < Δx2
0 else
(40)
Figure 6b displays the discrete source distribution described by
Eq. (40). This discrete distribution is closer to the experimental setup
and hence more accurate. This applies especially for calculations of
the EWG reference case 2, where the powering of the different
heating wires is delayed by the convective time between the wires.
This control sequence of the heating wires is implemented for this
discussion by delaying the source function [Eq. (38)] at each discrete
source location. Using the hyperbolic tangent function as the spatial
distribution of the heat sources as proposed in [9] does not allow for a
delay time between the heating wires.
D. Direct Noise Model
The EWG experiment was set up by Bake et al. [7,8] to investigate
the generation of indirect noise. However, recent analytical results by
Duran et al. [10] propose that the ratio of indirect to direct noise
amounts to around 0.01 within the subsonic EWG experiment, and
hence the noise signal measured is mainly caused by direct noise.
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Fig. 4 Reflection factor of the EWG downstream termination.
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Fig. 5 Error of the downstream impedance approximations.
LOURIER ETAL. 2119
D
ow
nl
oa
de
d 
by
 D
LR
 D
EU
TS
CH
ES
 Z
EN
TR
U
M
 F
. o
n 
Se
pt
em
be
r 1
7,
 2
01
4 
| ht
tp:
//a
rc.
aia
a.o
rg 
| D
OI
: 1
0.2
514
/1.
J05
275
5 
Furthermore, Giauque et al. [11] also presented analytical results,
which indicate that the temperature fronts generated within the
subsonic EWG experiment are not steep enough to cause the
measured pressure fluctuations through an indirect noisemechanism.
Direct noise is generated within the EWG experiment at the
locations of the heatingwires (i.e., upstreamof the nozzle). The direct
noise is then transferred through the nozzle and finally measured
downstream of the nozzle [10]. To evaluate the contribution of direct
noise numerically, the heat sources upstream of the nozzle are
replaced within this work by acoustic sources at the same locations.
Acoustic sources do not generate entropy waves, and hence the
indirect noise signal is removed from the test case. This allows
computing only the direct noise contribution measured within the
EWG experiment.
As discussed in Sec. II, a fractional step method based on
characteristic splitting of the Navier–Stokes equations is used in this
work. The second fractional step, i.e., the pressure correction
[Eq. (6)], involves only the acoustic modes of the flow. Acoustic
modes are therefore generated by introducing a source term:
Ψx; t  4
c2Δt2
px; t − psx; t (41)
in the pressure correction equation, which is in line with the time
derivative term of this equation, where p and ps are the predicted and
the specified pressure values, respectively. The source term is only
applied at the locations of the heating wires. To ensure that the
strength of the acoustic and the heat sources are equivalent, the
specified pressure ps is set to the pressure signal generated by the
EWG heat sources at the locations of the heating wires. The pressure
generated by the EWG heat sources in turn is gained from the
numerical calculations with the heat source model discussed in the
previous section.
Figure 7a displays the acoustic wave amplitudes gained at
x  −100 mm, which is located between the upstream settling
chamber and the heating wires (Fig. 6b). The wave amplitudes of
direct noise are computed bymeans of acoustic sources that are of the
strength of theEWGheat sources. They agreeverywellwith thewave
amplitudes predicted for EWG noise, which are computed from the
heat source model discussed in the previous section. This shows that
the sources used for the computation of direct noise have the same
acoustic strength as the EWG heat sources.
Figure 7b shows the wave amplitudes at the location of the
vibrometer (i.e., between the heating wires and the nozzle). To
compute the wave amplitudes, a constant mean flow is assumed.
However, within the EWG experiment an entropy mode is convected
through the location of the vibrometer, which alters the mean flow.
Starting from a steady state, the flow is heated up and accelerated at
time t ≈ 0.11 s and reaches a new approximately steady state at
t ≈ 0.125 s, as shown by the temperature profile plotted in Fig. 6a. At
time t ≈ 0.2 s, the flow is again cooled down and decelerated to the
initial steady state. The wave amplitudes can only be computed
during the steady states of the flow, as shown in Fig. 7b for the
THETA results with the EWGheat sources. Vice versa, at the times of
unsteady mean flow the wave amplitudes are not plotted for the
computations with entropy modes. In contrast, the mean flow is not
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Fig. 6 Temporal and spatial distribution of the energy sources.
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Fig. 7 Acoustic wave amplitudes between the settling chamber and the nozzle.
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altered in case of the direct noise computations. Therefore, the wave
amplitudes are visible for the whole time period shown in Fig. 7b for
the THETA results of direct noise.
The acoustic waves predicted for direct and EWG noise agree
very well, as presented in Fig. 7b. During unsteady mean flow, the
waves cannot be compared at this position. However, a significant
difference between the waves would also be visible at the more
upstream position x  −100 mm displayed in Fig. 7a. The waves
agree very well for all times at x  −100 mm, which shows that the
acoustic sources generate the same pressure waves upstream of the
nozzle as the EWG heat sources. The wave propagating in positive x
direction α at the location of the vibrometer is partially reflected at
the nozzle and partially transferred through the nozzle. The latter part
causes the direct noise signal measured within the EWG experiment
[10]. Because the pressurewaves upstream of the nozzle are equal for
direct and EWG noise, the direct noise predicted downstream of the
nozzle is also equal in both simulations.
Figure 8 presents the temperature profiles at the location of the
vibrometer. The profile predicted for EWG Noise is in accordance
with the experimental data. Considering the numerical data from
computations for only direct noise shows that the flow temperature is
not increased because no entropy mode is generated by the sources.
Consequently, no entropy noise is present in this computation.
V. Results
One of the major results of the EWG investigations is the time
series of pressure fluctuations measured within the measurement
section downstream of the nozzle (Fig. 3). The pressure signal
obtained for the subsonic EWG case 2 (Table 2) is used in this section
to discuss the accuracy of themodels used for the heat sources and the
downstream impedance termination. In this scope, zones of influence
of the different models on the time series of pressure signals are
defined initially, before the models are assessed. Finally, numerical
results for indirect and direct noise are presented and compared to
experimental data.
A. Time Delays of Direct and Indirect Noise
Within the EWG experiment, entropy modes are generated by
heating wires upstream of the nozzle (Fig. 3). These modes are
convected with flow velocity u through the nozzle, which induces
indirect noise. By contrast, direct noise is generated by the heating
process itself and propagates at u c, where c is the speed of sound.
Because of these different propagation speeds, the first signals of
direct and indirect noise are measured with different delay times
within the measurement section [8]. The delay time tD of a signal
propagated over a distance x reads
tDx 
Z
x0x
x0
dx
sx (42)
As part of this discussion, Eq. (42) is solved along the centerline of
the test rig by means of CFD data. Because the highest flow velocity
in the x direction is visible on the centerline, the computed time
delays represent the respective minimum values. Table 3 presents the
delay times of direct and indirect noise atmicrophone 4 (Table 1). The
first signal of indirect noise arrives at the fourth microphone around
9 ms later than the first signal of direct noise. Moreover, the signals
propagate further downstream and are reflected at the downstream
impedance termination of the test rig. The delay times of these
reflected waves are also shown in Table 3.
Figure 9 displays the experimentally obtained pressure signal by
Bake et al. [7] at microphone 4 and the previously discussed delay
times at this location. The heating wires are turned on within the
EWG experiment at t  0.1 s. Therefore, the time axis of Fig. 9 is
shifted by this value compared to the delay times presented in Table 3.
The delay times are used to define four initial time sections (i.e.,
Secs. I–IV) of the signal. Before the first indirect noise signal is
measured (I–II), a maximum increase of around 3 Pa compared to the
undisturbed signal is visible. This increase is due to direct noise
generation of the heating wires. After the first indirect noise signal
arrives at the microphone, a steep rise of pressure is observed in time
section III up to a maximum value of around 33 Pa. The location of
the first maximum pressure value almost coincides with the delay
time of the first reflected indirect noise signal (Fig. 9).
The analysis of the delay times leads to two conclusions regarding
the modeling of the heating process and the downstream boundary
conditions, which were discussed previously. First, signals reflected
at the downstream termination are of minor importance in time
Secs. I–III. The only reflected signals originate from direct noise, but
these signals are shadowed by nonreflected indirect noise. Therefore,
the pressure signal gained in Secs. I–III is almost independent of the
downstream impedance termination, which means, in turn, that it is
mainly controlled by the heating process. Second, the superposition
of the reflected indirect noise signals gives rise to a rapid change in
the pressure series in time Sec. IV.
Because the pressure fluctuations measured at microphone 4
(Fig. 9) are mainly influenced by the heating process in Secs. I–III,
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Fig. 8 Temperature signal at the vibrometer.
Table 3 Time delays of direct and indirect
noise at microphone 4
Noise source First signal First reflected signal
Direct 3.56 ms 9.76 ms
Indirect 12.65 ms 18.86 ms
Time [s]
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Fig. 9 Time delays of different noise signals at microphone 4.
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signals within these sections are used in the following to assess the
accuracy of the heating source model (Sec. V.C). Furthermore, the
downstream impedance has a strong influence on the signals gained
in Sec. IV. Consequently, the accuracy of the boundary conditions
model is discussed by means of the pressure signals measured in this
time section.
B. Influence of Boundary Condition Models
Figure 10 shows the pressure fluctuations obtained experimentally
and numerically with different boundary conditions for the down-
stream termination of the test rig. It is observed that the downstream
boundary condition only influences the pressure signal after the first
reflected indirect noise signal reaches themicrophone. This confirms
the conclusions drawn from the delay time analysis presented in the
previous subsection.
Numerical results computed with NSCBC invoking the settings
σ  1.8 and σ  0.46 proposed by Mühlbauer et al. [12] and by
Leyko et al. [9], respectively, are presented in Fig. 10. The
computations are carried outwith τ  3.5 ms for the relaxation of the
temporal heat source evolution. Pressure fluctuations computed with
the higher relaxation coefficient σ  1.8 agree better with the
experimental data. Generally speaking, a higher modulus of the
reflection factor results in a steeper decrease after the first maximum
at t ≈ 0.12 s. Therefore, the σ  0.46 underestimates themodulus of
the reflection at the downstream EWG impedance termination, as
shown in Fig. 4a. By contrast, using a value of σ  1.8 overestimates
the modulus of the reflection.
Applying the fitted downstream impedance presented in Fig. 4a by
means of the TDIBC results in a very good agreement between
numerical and experimental data. The pressure decline after the first
maximum is reproduced very accurately by the numerical data. The
locations of the numerically computed minima and maxima also
agree well with the experimental data. However, at the first pressure
minimum at t ≈ 0.14 s, a difference of around 8 Pa is visible. This
difference might result from the error in phase shift of the fitted
impedance function compared to the experimental data as discussed
in Sec. IV.B.
C. Influence of Heat Source Model
The modeling of the heat sources commonly used for CFD
calculations of the EWG is discussed in Sec. IV.C. In the following,
the influence of the temporal evolution of the heat sources on the
pressure signal gained at microphone 4 of the test rig is discussed.
Within the previous subsections, it is shown that this pressure signal
is mainly determined by the heating process until the first reflected
indirect noise signal is measured (i.e., until t ≈ 0.12 s). Hence, this
time period is used to analyze the accuracy of the heating sources.
Numerical calculations are carried out for different temporal
evolutions of the heat sources. First, different exponential relaxation
coefficients τ of Eq. (39) are applied. As shown in Sec. IV.C, a least-
square optimization of the relaxation coefficient results in a value of
τ  3.5 ms. In contrast, Duran et al. [10] proposed a value of
τ  7 ms. The respective model functions of the heat sources are
plotted in Fig. 6a. Second, the heat sources are delayed by the
convective time between the heating wires within the subsonic EWG
experiment [7]. To assess the influence of this convective delay,
calculations are carried out with and without delayed heat sources.
Figure 11 presents the time series of pressure fluctuations gained
experimentally [7] and numerically. The numerical calculations are
carried out with TDIBC. The impact of different relaxation factors is
shown by Fig. 11a. Setting the relaxation to the optimized value
3.5 ms results in a very good agreement between experimental and
numerical data for t ≤ 0.12 s, as shown in the previous subsection.
Increasing the relaxation to τ  7 ms generates a shallower shape of
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Fig. 10 Pressure series for different downstream boundary conditions.
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Fig. 11 Impact of two model parameters on the downstream pressure signal.
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the entropy wave while retaining the maximum temperature
fluctuation of ΔT  13.4 K (Fig. 6a). This leads to a less steep
pressure increase before the first maximum plotted in Fig. 11a and
hence to a lower maximum pressure fluctuation. This finding agrees
with analytical results computed for the subsonic EWG experiment
by Giauque et al. [11]. The maximum pressure fluctuation is almost
reduced by half in the case of the less sharp entropy wave.
Figure 11b displays the impact of the convective delay time
between the heat sources applied for the subsonic EWG reference
case. The numerical results from calculations with delayed heat
sources agreewell with the experimental data, as discussed before. In
the case of synchronized sources, the heating process of the most
downstream source starts around 2.9 ms earlier compared to the
delayed source sequence. Consequently, the first indirect noise signal
is obtained earlier in the measurement section. Indirect noise results
in a steep rise of the pressure downstream of the nozzle, as discussed
before. Therefore, the initial pressure increase visible in Fig. 11b is
shifted toward lower times if the sources are not delayed by the
convective times between them.Moreover, the peak pressure value is
only reduced slightly by around 1.5 Pa compared to the simulation
results with a delayed heat source control sequence.
D. Indirect Noise
Within the previous subsections, the accuracy of the heat source
and boundary impedance models was discussed by means of the
initial 50 ms of the pressure response of the subsonic EWG reference
case (Table 2). In the following, the whole pressure signal gained
from CFD calculations and experiments [7] is analyzed. Figure 12a
presents the experimental and two different numerical results.
Regarding the numerical data, calculations carried out for this
discussion are compared to results reported by Duran et al. [10]. The
pressure response computed with DLR THETA shows a better
overall agreement with the experimental data and a higher accuracy
regarding the maximum pressure fluctuations. Both CFD cal-
culations are carried out with NSCBC and a relaxation of σ  0.46.
However, among other things, the heat source modeling is different
for both computations, possibly leading to the discrepancy of the
numerical results.
Figure 12b shows the time series of the pressure obtained
experimentally and computed with different boundary conditions for
the downstream termination. The calculations with TDIBC lead to
the highest accuracy at the first maximum of the pressure fluctuations
compared to the experiments of the considered boundary conditions.
Furthermore, the TDIBC results show a very good agreement with
experimental data regarding the locations of theminima andmaxima.
However, a constant offset between the TDIBC data and experiments
is visible in the region 0.14 s ≤ t ≤ 0.2 s. This offset is lower in the
case of the NSCBC with σ  1.8 computations.
Figure 13 illustrates the power spectral density (PSD) obtained at
microphone 4. The PSDs are computed from time signals with a
numerical sampling time of 35 ms. To enhance the resolution in the
lower-frequency regime and to match the experimental sampling
time, the numerical data are extended by zero-padding to a sampling
time of 0.9 s, as proposed by Mühlbauer et al. [12]. The better
agreement with experimental data of the computations with TDIBC
compared to the NSCBC calculations is also visible in the PSD plots.
In the case of NSCBC with a relaxation of σ  0.46 (Fig. 13a), the
energetic content is overestimated for f ≤ 15 Hz and underestimated
for the two following peaks. The spectral content obtained with
NSCBC and σ  1.8 is underestimated in the low-frequency range
(i.e., f ≤ 30 Hz). The calculations invoking TDIBC show the best
overall agreement with the experimental data in comparison with the
NSCBC simulations. Especially in the frequency rangewith themost
energetic content, the TDIBC agree well with the experimental data.
E. Direct Noise
In Sec. V.A of this work, the time delays for direct and indirect
noise signals are associated with different changes of the pressure
signal gained at microphone 4 of the EWG experiment (Table 1).
Only a small pressure increase of around 3 Pa is visible before the first
indirect noise signal is measured. Thereafter, the pressure rises
steeply until the first reflected indirect noise signal arrives at the
microphone. The point in time of the first pressure maximum agrees
verywell with the delay time of the first indirect noise signal reflected
at the downstream termination (Fig. 9). This indicates that the
pressure signal measured at microphone 4 is dominated by indirect
noise generated within the nozzle rather than by direct noise
generated by the heat sources upstream of the nozzle. This is further
confirmed by the plots shown in Fig. 11b, which compare pressure
time series for different temporal evolutions of the heat sources. In
one case, the heat sources are turned on one after the other in
accordancewith the convective delay time between the heatingwires,
whereas the sources are synchronized in the other case.
Synchronizing the sources reduces the time delay of the indirect
noise signal. As presented in Fig. 11b, the pressure rise is accordingly
shifted toward smaller times, which also indicates that this steep
increase is caused by indirect noise.
The time-delay analysis, however, does not give a quantitative
prediction of the direct noise contribution within the EWG
experiment. Therefore, the direct noise contribution is computed as
part of this work by using acoustic sources upstream of the nozzle, as
discussed in Sec. IV.D. Numerical calculations are carried out with
TDIBC as the downstream boundary condition and a relaxation
factor of τ  3.5 ms as temporal evolution of the heat sources. This
setup gives the most accurate results when compared to the
experimental data. Figure 14 compares the pressure signals predicted
at microphone 4 to the experimental data for direct and EWG noise.
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Fig. 12 Time series of pressure fluctuations gained for the EWG reference case 2.
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The numerical simulation of the EWG noise (i.e., with heat sources)
predicts the first pressure maximum accurately, as discussed
previously. Both numerical data sets agreewell until the delay time of
the indirect noise. Thereafter, only the data obtained from the
computation with heat sources show a steep pressure rise, which is in
accordance with the experimental data. This shows that the entropy
wave generated by the heat sources causes the steep pressure rise, and
hence the signal is dominated by indirect rather than direct noise.
Comparing the peak pressure values gained from the computations
with acoustic and heat sources of around 5 Pa and 33 Pa, respectively,
shows that direct noise is not completely negligible. The direct noise
amplitude is approximately 6–7 times lower than the amplitude
measured within the EWG experiment. As presented in Fig. 7b, the
inclining acoustic wave amplitude upstream of the nozzle is
remarkably strong, with a maximum value of around 170 Pa.
Comparing this to the maximum pressure value of 5 Pa downstream
of the nozzle reveals that only a small part of the acoustic wave is
transferred through the nozzle. Thismight be caused by the rapid area
change of the nozzle.
It should be noted, however, that the entropy wave of the EWG
experiment alters the acoustic transfer behavior of the nozzle. Hence,
the transfer behavior is slightly different for the simulations with and
without entropymode. TheMach number within the nozzle increases
by approximately 3% due to the entropy wave. The maximum
pressure fluctuation measured downstream of the nozzle depends on
the nozzle Mach number. Bake et al. [7] published experimental and
numerical data for different nozzleMach numbers. Based on this data
set, the change in the maximum pressure fluctuation due to an
increased nozzleMach number by 3% is estimated to be less than 1Pa
for the subsonic EWG case. This is much lower than the change of
the peak pressure value of around 28 Pa discussed previously. Hence,
the influence of different acoustic transfer behavior of the nozzle
predicted in the simulations with and without entropy mode is
neglected in this discussion.
VI. Conclusions
The Entropy Wave Generator (EWG) experiment is a generic test
case on entropy noise (i.e., on indirect combustion noise [7]). It has
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Fig. 13 Power spectral densities gained for the EWG reference case 2.
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Fig. 14 Time series of the pressure at microphone 4.
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been studied extensively by experimental [7], analytical [7,9,10], and
numerical [7,9,10,12] approaches. In the scope of the numerical
computations, different modeling approaches of the heat sources and
the boundary conditions have been reported in literature. These
models were analyzed in the work at hand, and based on this, the
simulations are advanced by more accurate models. Computations
were carried out for the subsonic EWG reference case (case 2) and
compared with the respective experimental data.
The heat sources commonly used for CFD calculations of the
EWGwere enhanced by combining themodels put forward byLeyko
et al. [9] and Mühlbauer et al. [12]. The temporal heat source
evolution proposed by the former authors is used in conjunction with
the respective spatial distribution proposed by the latter authors.
Computations with the new model showed an excellent agreement
with the experimental data. Furthermore, it has been found that the
shape of the entropy wave has a strong influence on the observed
maximum pressure fluctuation, even if the maximum temperature
fluctuation is kept constant. A shallower shape of the entropy wave
induces a lower maximum pressure fluctuation of the indirect noise.
Applying appropriate acoustic boundary conditions at the
downstream termination of the EWG is of crucial importance to
obtain accurate CFD results [9,12]. So far, characteristic boundary
conditions (NSCBCs) have been used to simulate the downstream
impedance. In this work, the reported approaches are analyzed with
respect to the experimental data. Furthermore, the experimentally
measured impedance is incorporated in CFD calculations by means
of time-domain impedance boundary conditions (TDIBCs). It has
been found that the TDIBC approach leads to a higher accuracy of the
CFD data in terms of pressure time series and power spectral
densities.
Recent analytical results by Duran et al. [10] propose that the
signal measured for the subsonic EWG reference test case is mainly
caused by a direct noise mechanism. In this work, the direct noise
contribution for the subsonic EWG case is computed numerically.
It has been found that the pressure amplitude is approximately
6–7 times lower if only the direct noise is computed. If direct and
indirect noise mechanisms are considered, a very good agreement of
numerical with experimental data is achieved. Moreover, a time-
delay analysis for direct and indirect noisewithin theEWG test case is
presented in this discussion. This analysis also indicates that the peak
pressure value is mainly caused by indirect noise. Based on the
numerical data and the time-delay analysis shown in this work, it is
concluded that the pressure signal measured for the subsonic EWG
reference case is mainly generated through an indirect noise
mechanism.
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