ABSTRACT. Relations are found between the nonvanishing of certain Wronskians and disconjugacy properties of Lny + py = 0, where Lny is a disconjugate operator and p is sign definite. The results are then used to show ways in which Lny + py can be factored.
Introduction.
In this paper we investigate possible ways of factoring certain nth order linear differential operators of the form According to a well-known result of Pólya [6] , the operator (1) can be factored into a product of first order operators on an interval I if and only if it is disconjugate there. Consequently, we will investigate (1) when it is not disconjugate.
Other work on the factoring of (1) can be found in [1, 7, 8 , and 9], We will utilize the following result on factoring due to Zettl [8] . THEOREM 1. Suppose 1 < k < n. The operator (1) has a factorization L = RQ where R and Q are of the same type with Q of order k and R of order n -k on an interval I if and only if there are k solutions yi,..., j/fc of Ly = 0 which satisfy u(yi, ■ ■ ■, yk) # 0 on I, where ui(yi,. ..,yk) is the Wronskian ofyi,. ..,yk-Further, Q has the representation Qy = w(Vi,-.-,Vk,y)- 1 . In this section we will list some of the main definitions and results that will be used later for the equations Ly = 0, where (2) Ly = Lny + p(x)y.
Throughout, we will assume p(x) is continuous, real valued and strictly of one sign, and Ln is (3) the disconjugate nth order differential operator Lny = Pn(pn-i,-■ ■, (pi(poy)' ■ ■ ■) ' with pi > 0 and pi G Cn~\ We let L0y = poy, L%y = Pi(Li-fy)', i = 1,... ,n, and and S(y,x ) = lim o(Loy(t),Liy(t),...,Lny(t)).
Let a < xi < ■ ■ ■ < xr < b be the zeros of the quasi-derivatives Loy, Liy,..., Ln~iy of a solution y of (4) in [a,6] , where the same x, = c is used to denote zeros of two different quasi-derivatives Ljy and L^y if and only if L3y(c) = Lky (c) implies either Liy(c) -0 for all j < I < k or L¿y(c) = 0 for all k < I < n -1 and 0 < I < j. With n(x¿) denoting the number of consecutive (with Loy following Ln~iy) quasi-derivatives which vanish at x¿, and (q) denoting the greatest even integer not greater than q, we state the following theorem due to Elias [2] . THEOREM 2. Every solution y of (4) satisfies the condition DEFINITION 2. Equation (4) is (k,n -k) disconjugate on [a,b] provided there is no solution y with zeros of order at least k and n -k at a and 6, respectively. Equation (4) is (k, n-k) disconjugate on [a, +oo) if it is (k, n-k) disconjugate on [a, 6] for all a < b < oo.
In the discussion that follows, we will let 7 < n be an integer such that n -7 is odd for p(x) < 0 and even for p(x) > 0. Hence by Theorem 2, (4) will be (7, n -7) disconjugate.
We will give our results using quasi-derivatives rather than derivatives of y. Thus
We will say y has a zero of order r at a if Loy (a) -■ ■ ■ Liy(a) 0. Theorem 1 holds and will be used with W replacing w.
••• = Lr-iy(a) = 2. In this section we prove the existence of a basis for the solution space of (4) with certain properties that will be used later. THEOREM 3. There are linearly independent solutions yz of (4) for i = 0,1,..., n -1 with the following properties :
1. yi has a zero of multiplicity exactly i at x = a.
2. Ifb < oo, then yi has a zero of multiplicity at least n-1 -
3. z G span[y1+2r,... ,y1+2s+f} forO < r < s < (n-^-l)/2 implies7+2r + l < S(z,x+) < 7 + 2s + l andn-(7 + 2s + l) < S(z,x~) < n-(7 + 2r + l) for x G (a,b), where b < oo.
4. W(y1+2r,...,y1+2s+i)(x) ¿ 0 for x G (a,b).
PROOF. At first we will assume b < oo. In that case, let y1+2j be the nontrivial solution of (4) satisfying ,., Lty1+2j(a) = 0 for i = 0,...,7 + 2/ -1, 7 + 2/ + 1, Liy1+2j(b) = 0 for i = 0,... ,n -7 -2jf -3.
Let y-1+2j+i be the nontrivial solution of (4) satisfying ,.., Liy1+2j+i(a) = 0 for ¿ = 0,... ,2/+ 7, Lly1+2j+i(b) = 0 for i = 0,... ,n -7 -2j -3.
In any case define y0 and yn-i as in (i) or (ii), depending on whether n -7 is even or odd. Clearly yt has a zero of multiplicity i at a and satisfies condition (2) . If y¿ has a zero of multiplicity greater than i at a for i -7 + 2j or i = 7 + 2j + 1, then according to Theorem 2 « > S(Vl, a+) + S(Vi, b~) > (7 + 2j + 3) + (n -7 -2/ -2) = n + 1.
Thus the í/¿ satisfy conditions (1), (2) and are linearly independent. Let z G span[y-l+2r,..., y1+2a+i}. Since S(2, x+) is a nondecreasing function of x which assumes values of the form 7 + 2/4-1 for j an integer and since z has a zero at a of multiplicity at least 7 + 2r, it follows that 7 + 2r + 1 < S(z,x+) for x > a. Since S(z, x~) is nonincreasing and z has a zero at b of multiplicity at least n -2s -7 -1, it follows that S(z, x~) > n -2s -7 -1 for x < b. If x G (a, 6) is such that Líz(x) ^ 0 for i = 0,..., n -1, then 7 + 2r + 1 < S(z, x+) =n-S(z,x~) < n -[n -2s -7 -1] = 2s + 7 + 1.
Also n-2s-7-l< S(z,x~) = n-S(z,x+) <n-(7 + 2r+l).
Since such points are dense in (a, b), property (3) follows.
Suppose there is an x* G (a,b) such that W(y~1+2r,... ,y^+2a+f)(x*) = 0. Then there is a nontrivial z G span(y1+2r,... ,y1+2s+f) with a zero of multiplicity 2s -2r + 2 at x*. Thus n > S(z,a+) + (n(x*)) + S(z,b-) > (1+2r+l) + (2s-2r+2) + (n-2s-1-l) = n+2.
Thus property (4) follows.
To prove the theorem for the case b = +oo, we first apply the above arguments to the functions yi(x,n) on the interval [a, n}. Then using standard compactness arguments, we let yi(x) -limj_oo yi(x,mj) where m¿ -> oo. Conditions (1), (3) and (4) are easily shown to hold for the functions y¿.
3. If (4) is (7 + 1, n -7 -1) disconjugate on [a, b] ([a, +00)), then according to [2] y-y+i (given in Theorem 3) has no zeros in (a,b) ((a,+00)).
In this section we extend that result to show that the odd order Wronskian of yn+i, y1+2, ■ ■ ■, y-y+2k+i for 0 < k < (n -7 -l)/2 has no zeros in (a, b) ((a, +00)).
We will let {yt: 0 < i < n -1} be solutions of (4) satisfying the conditions of Theorem 3. For s G (a, b) we define
U(x,t)
THEOREM 4. Suppose for some so G (a,b), U(a,so) = 0. Then the function x(s) defined by U(x, s) = 0, where x(so) = a, is such that dx/ds PROOF. Define a solution m2(x, s) of (4) in x by
Then there is a solution i>i of (4) in span{y-,,..., y1+2k+i} with zeros of multiplicities 7, 2fc + l, and n-~f-2k-2 at a, So, and b, respectively. Moreover, L-1+iVf(a) = 0. Since W(a, so) = 0, there is a solution t>2 of (4) in span!?/-,, • • •, y-1+2k+i} with zeros of multiplicities 7 4-1, 2k 4-1, and n -7 -2k -2 at a, so, and b, respectively. If Vf = V2, then t>2 has a zero of multiplicity 7 4-2 at a. Thus by Theorem 2 n > S(v2,a+) + (n(s0)) + S(v2,b~) > (7 + 3) 4-2k + [n -(7 4-2k + 1)} = n 4-2.
Thus Vf ^ v2. But in that case there is a linear combination v of Vf and v2 with a zero of multiplicity 2k + 2 at so-Thus n > S(v,a+) + (n(s0)) + S(v,b~) > (7 4-1) 4-(2k + 2) 4-[n -(7 4-2k + 1)] =n4-2.
Hence L1+1u2(a, so) 7^ 0. Since dU(a,so)/dx = L-,+ ii/2(a, so)//>-,+1 (a), it follows by the Implicit Function Theorem that x(s) is uniquely defined and dx _ _dU ldU_ ds ds I dx
To show that dx/ds is positive at s = so, we define
L^y^(a)
L1y1+2k+i(a)
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use and (
Loy-,(s)
An application of (5) shows that any solution of (4) satisfying the boundary conditions of u2(x,s) is essentially unique. But since U(a, so) = 0, ui(x, so) also satisfies those boundary conditions. Hence (10) tti(x,s0) = ku2(x, s0).
Applying (5) to U3(x,s) we see that
Otherwise n> S(u3,a+) + (n(s)) 4-S(u3,b~) > (7 4-3) 4-2k 4-(n -7 -2k -1) = n 4-2.
For if L2fcU3(so, so) = 0, then L2k+iu3(so, so) ^ 0. Otherwise (4) of Theorem 3 is violated. For the same reason (13) kL2k+iUi(s0, s0) = L2fc+iu2(s0, s0) ^ 0.
Thus, there is a linear combination of u2 and u3, say z, such that Líz(sq, so) = 0 for i = 0,1,..., 2k + 1, which again violates (4) of Theorem 3. The Wronskian (14) u)(Li(u2(x, so)), U(u3(x, so))) ^ 0 for x G (a, s0), i = 0,... ,n -1.
Otherwise, there is a linear combination z of u2 and u3 such that L¿2 has a double zero at si with a < st < so. Thus by (5) n > 5(^,0+) 4-(n(si)) 4-(n(s0)) 4-S(z,6~) > (7 4-1) 4-2 4-(2k) + (n -7 -2k -1) = n 4-2.
We next show that if ui(x, so) has £ zeros on (a, so), then u3(x, so) has £ 4-1 zeros on (a, so). By (14) the zeros of u3(x, so) and w2(x,so) = fcui(x,so) separate on (a, so). Thus it is enough to show that if si and s2 are two consecutive zeros of «i(x, so) with either si = a or s2 = So on [a,so], then u3(x,so) has a zero on (si,s2). Suppose u3(x,so) ^ 0 for x G (sf,S2). Then h(x) = ui(x, so)/u3(x, so) is continuous on (si,s2). Now t¿i(x, so) has a zero of order exactly 7 4-1 at a, and by (9) and (11) it3(x, so) has a zero of order exactly 7. At x = so, ui(x,so) and "3(z, so) have zeros of order exactly 2k + 1 and 2k, respectively. Thus, defining h(sf) = h(s2) = 0, we see by l'Hospital's rule that h(x) is continuous on [si,s2] . Since h(x) ^ 0 for x G (si,s2), h must have an extreme point at s G (si,s2) at which (h)'(s) = 0. It follows that tt3(s,s0)Liiii(s, s0) -Uf(s,so)LfU3(s,s0) = 0.
Thus z(x) = u3(x,so)h(s) -tti(x, so) is such that L0z(s) = Lfz(s) = 0, which is not possible by (14). Thus u3(x,sq) has a zero in (si,s2). By (11) L~,u3(a, so) ^ 0. Thus assume, without loss of generality, L1u3(a, so) > 0. Since L¿U3(a,so) = 0 for i = 0, ...,7 -1, it follows that L¿U3(a+,so) > 0 for i = 0, ...,7.
Since by (8) and (9) L~l+fUf(a, so) = -L1u3(a,so), it follows that L1+fUf(a,so) < 0. Since LiUf(a, so) = 0 for i = 0,. ..,7, it follows that L¿Ui(a+,so) < 0 for i = 0,... ,7 4-1. Suppose iti(x, so) has £ zeros, which by (10) and (13) are necessarily simple, in (a, so). Then (-1)í+1ui(sq,so) > 0. Since LiUf(so, so) = 0 for i = 0,..., 2k, it follows that (15) (-l)t+x+lLtUf(sô,s0) >0 forz = 0,...,2fc + l.
Since tt3(x, so) has £4-1 simple zeros in (a, so), then (-1)í+1U3(sq,so) > 0. Since LiU3(so, so) = 0 for i = 0,1,..., 2k -1, it follows that
By (7) and (9) L~,+iu2(a,s0) = L2fcit3(so,so). Now
by (15), (16), (12) PROOF. Since yi has a zero of order exactly i at x = a, expanding U(a, so) by the last row we have U(a, so) = -L1y1(a)D(so).
To show a connection between the zeros of D(x) and disconjugacy properties of (4), we need some information about the distribution of zeros of L¿u2(x, s). THEOREM 6. Let s G (a,b) and u2(x,s) be given by (7). Then Part (iii) follows directly from the definition (7) of u2(x, s) and the Implicit Function Theorem.
Let Xi be the zero of L¿u2(x, s*), for s* < s0, given by (i) for i = 1,2,... ,7. By Theorem 4, x-, cannot exit (a, s) through a as s increases from s*. Also xi cannot exit (a, s) through s; otherwise u2(x, s) will have a zero of order at least 2k + 2 at s, which implies iV(u2(x, s)) > n. By (14) L¿u2(x, s) cannot have a multiple zero in (a,s). Thus the order of the zeros given by (ii) must be maintained as s increases from s*. Consequently none of the zeros of (i) can leave (a,s) as s increases from s*.
By Theorem 4 and Theorem 5, a zero t1 of L7w2(x, s) enters (a,s) through a as s increases through so-By Theorem 2, Lt+iu2(x,s) has exactly one sign change between two consecutive zeros of LtU2(x, s) for x G [a, b). Thus we conclude L7_itt2(x, s) must have a zero, £-y-i repeatedly applying Theorem 2 and x0 G (a, s). between t1 and x1. By (ii) £-,_] / x7_i ii); we conclude that u2(xq,s) = 0 for some THEOREM 7. Suppose there is an so G (a,b) (so G (a,4-oo)) such that D(so) =
(where D(x) is defined by (17)). Then (4) ¿5 not (7 + l,n -7 -1) disconjugate on [a,ö] ([a, 4-00]).
PROOF. We will first prove the theorem for the finite case. Let y(x,s) = a(s)it2(x,s) be such that J2i=o ^?2/(a>s) = 1-Then by standard compactness arguments there is a sequence {sjjT^T, such that lim¿_oo s¿ = b and lim^oo y(x, s¿) = z(x) is a nontrivial solution of (4) and convergence is uniform on [a,b]. It follows that z(x) has zeros of order at least 7 at a and n -7 -1 at 6. By Theorem 6, for each s G (so,6), w2(x, s), and thus y(x, s), has a zero in (a,s). Letting x(s) denote the zero of y(x,s) in (a,s), there is a subsequence of {s¿}, say {s¿t}, such that limfc^oo x(sik) = x* G [a,b\. Further z(x*) = 0. Now x* ^ b\ otherwise z has a zero of order at least n -7 at b, and (4) would have an (7, n -7) interval of oscillation, which is impossible. If x* = a, then z has a zero of order at least 7 4-1 at a, and thus (4) is not (7 4-1, n -7 -1) disconjugate.
If x* G (a, b), define L0zi(a)
LqZ"
where Z\,... ,zn is a basis for the solution space of (4). Since z has zeros of order 7 and n -7 -1 at a and b, respectively, and such solutions are essentially unique, it follows that z(x, b) = kz(x). Thus z(x*, b) = 0. Since N(z(x, s)) = n, it follows that the zeros of z(x, s) in (a, s) are simple and thus as in Theorem 6 are differentiable functions of s. Let x(s) be the simple zero of z(x, s) so that x(b) -x*. For s close to a, z(x, s) has no zeros in (a,s). Now x(s) cannot enter (a,s) through s as s increases to b since a (7, n -7) interval of oscillation is impossible. Thus x(s) must enter (a, s) through a, and thus (4) is not (7 4-1, n -7 -1) disconjugate on [a, b\. 
PROOF. By Elias [2, Theorem 3], it is enough to show that D(x) / 0 on (a,b)
implies there is a solution of (4) with zeros of multiplicities 7 and n -7 -1 at a and 6, respectively, with no zeros in (a, b).
There is an s > a such that u2(x,s) 7^ 0 for x G (a,s). As s from a, a zero cannot enter (a, s) through s. Otherwise for some si L2k+iU2(si,si) =0 and by (5) iV(u2(x,si)) > 5(u2,a+)4-5(u2,6-) + (n(si)) > (7 4-1) 4-[n -(7 4-2k + 1)] 4-2k + 2 = n + 2.
Thus if u2(x,s) has a zero in (a,s), it must enter through a as s increases. But that means L^u2(a,s2) = 0 for some s2 G (a,b). But by Theorem 5 and (7) that is possible only when D(s2) = 0. Thus for every s G (a,b), u2(x,s) ^ 0 for x G (a, s). Letting y(x, s) -a(s)u2(x, s) as in the proof of Theorem 7 and letting s approach b along a suitable sequence, we obtain a solution z(x) of (4) with zeros of multiplicities at least 7 and n -7 -1 at a and b, respectively. But since b is not increases G (a, 6), License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use a (7 4-1, n -7 -1) conjugate point of a, the multiplicities of the zeros above must be exact. If z(x{) = 0 for xi G (a, b), then Lfz(xf) = 0 also. But by Theorem 2 that is not possible. Thus z(x) has no zeros on (a,b). PROOF. We define U2(x,s) by (7), using the solutions t/¿(x) for i = 0,... ,n -1 of (4) given by Theorem 3 with b = 4-oo. Now S(u,x+) is an integer valued nondecreasing function, while S(u,x~) is nonincreasing. According to Theorem 3, S(u2(x, s),x+) > 7 4-1, while S(u2(x,s),x~) > n -(7 4-2k + 1) for x G (a,+00). Letting xi G [a, s) and x2 G (s, +00), we have by (5) that n > S(u2(x, s),x+) 4-{n(s)) + S(u2(x, s),xj) = (7 4-14-/) 4-2k + [n -(7 4-2k 4-1) 4-/] for j, i > 0.
An immediate corollary of
Thus n > n + j + I, which implies j -I = 0. Thus S(u2(x, s), x+) = 74-1, while S(u2(x,s),x2) = n -(74-2k + 1). There is an s > a such that n2(x, s) 7^ 0 for x G (a, s). Otherwise by taking the limit as s approaches a and normalizing as in Theorem 7, we obtain a solution u of (4) with a zero of multiplicity 7 4-2k 4-2 at a with S(u, x~) -n -(7 4-2k + 1) for x > a, which violates (5). Thus exactly as in the finite case (Theorem 8) u2(x, s) 7^ 0 for x G (a, s) and s G (a, 4-00). Taking the limit as s goes to 4-oo and normalizing as in Theorem 7, we obtain a solution u of (4) such that S(u, x+) = 7 4-1 for x e [0,4-00) with no zeros in (a, +00). According to Elias [2] , this implies the desired conclusion.
4. In this section we will show that (7 4-2k +1, n -7 -2k -1) disconjugacy of (4) on [a, 6] ([a, 4-00)) implies the Wronskian of y-,,..., y1+2k for 0 < k < (n -7 -l)/2 has no zeros in (a,b) ((a,4-oo) ), where yi(x) are the solutions of (4) given by Theorem 3.
The results here will parallel those of §3. Hence the proofs will be omitted. We define functions H and T to play the role of U and D of §3 in the following way: In Theorem 11 and below we will need the added condition that
If b is not a (7 4-2k 4-l,n -7 -2k -1) conjugate point of a, there is no loss in generality in making that assumption. If b is a (7 4-2k 4-l,n -7 -2k -1) conjugate point of a, then Ln-1-2k-2y-1+2k+i(b) = 0, and we can interchange the role of y~f+2k and y1+2k+i in the statement of the theorems of this section. Thus throughout this section we will assume Ln_r-2k-2y-i+2k(b) = 0. (ii) Xf <X2 <■■■ < Xn-n-2k-2, (iii) if T(so) = 0 for so G (a,b) and if s < so, then u2(xo,s) = 0 for some x0 G (s, 6).
As in §3, we have THEOREM 13. Suppose there is an sq G (a,b) ((a,4-oo)) such that T(so) -0. Then (4) is not (7 4-2fc 4-l,n -7 -2k -1) disconjugate on [a, b] ([a, 4-oo)). THEOREM 14. 7/ (4) is not (7 4-2/c 4-1, n -7 -2k -l) disconjugate on [a, b] and if b is not a (7 4-2fc 4-1, n -7 -2k -1) conjugate point of a, then T(x) must have a zero in (a,b).
5. We now apply the results of § §2, 3 and 4 to give some specific factorizations of (2). We will assume the following disconjugacy conditions for (2) (2) is not (n/2,n/2) disconjugate on I [5]. Thus by [3] there is a 7 such that (2) is not (7 4-1 4-2k, n -7 -1 -2k) disconjugate on / for k = 0,... ,n/2 -7-1 but is (i,n -i) disconjugate on I for i < 74-1 or i > n -7-1.
The factorization for (2) given in our next theorem can easily be obtained by using methods similar to Theorem 3. However, using theorems of § §3 and 4, we will show other factorizations are possible. for xo > a if and only if there is a z in span{y¿,y¿+t,... ,yn-i} with a zero of multiplicity n -i at xo-But since z has a zero of multiplicity i at a, it follows that W(yt,yi+f,..
.,yn-i)(xo) = 0 for xo > a if and only if (2) is not (i,n -1) disconjugate on /. Thus repeatedly using Theorem 1, it follows that (2) admits factorization (21). To see that Qi is irreducible, we observe that zi = W(y1+2i+i,y1+2i+2,---,yn-i) and z2 = W(y1+2i,y1+2i+2, ■ ■ • ,yn-i) are independent solutions of Qiy = 0. Since (2) is not (2/ 4-1 4-7, n -21 -1 -7) disconjugate on r, it follows by the first part of the proof that Zf must have a zero at some Xf > a. But since the order of the zero of any other solution z of Q¡y = 0 is less than that of 21 at a, z must have a zero at some x2 where a < x2 < xi. Thus Qi fails to be disconjugate and hence by the classical result of Pólya [5] , cannot be factored.
Although (21) seems to be a natural way to factor (2), our next theorem shows that it is not the only way. PROOF. Let yo,yi, ■ ■ ■ ,yn-i be a basis for the solution space of Ly = 0 as in Theorem 3. Then as in the first part of Theorem 15, W(yi, yt+i,..., yn_i)(x) 7^ 0 for x G int / and for t = 1,..., 7 since (2) is (i, n -i) disconjugate on /. Thus applying Theorem 1 repeatedly, L -Lq-■ ■ L^-iQ, where y1,y1+f,... ,yn-i is a fundamental set of solutions for Qy = 0. Now applying Theorem 3 for even order Wronskians and Theorem 13 for odd order Wronskians, W(y1,y1+f,... ,yj)(x) 7^ 0 for x G int / for x G int / since (2) is (7 4-/, n -7 -/) disconjugate for j > 74-14-2/0• Again applying Theorem 1 repeatedly, Q = L^+2j0+2 ■ ■ ■ Ln-iP, where y-p2/-,+i,---)2/-H-2¿o+i is a fundamental set of solutions for Py = 0. Applying Theorem 3, we see W(y1+2r, y1+2r+l, ■ ■ ■ , y1+2j0 + l)(x) T4 0 for x G int 7 and r = 1,... ,j0. Thus again using Theorem 1, P = Q0 ■ ■ ■ QJ0, where each Qi is second order. To see that Qi is irreducible, we observe that Zf = W(y1+2i+i,y1 + 2i + 2, ■ ■ ■ ,y-f+2j0 + l) and z2 = W(y1+2i,y-1+2i+2,y-1+2i+3, ■ ■ ■ ,y~,+2jo+i)
are independent solutions of Qiy = 0. Since (2) is not (21 + 1 + 7, n -21 -1 -7) disconjugate, by the corollary to Theorem 8, zx must have a zero at xi G int /. But since the order of the zero of any other solution z of Qiy = 0 is less than that of Zf at a, z must have a zero at some x2 where a < x2 < xi. Thus Qi fails to be disconjugate and hence cannot be factored. 
