Abstract. The L-curve method was developed for the selection of regularization parameters in the solution of discrete systems obtained from ill-posed problems. An analysis of this method is given for selecting a parameter for Tikhonov regularization. This analysis, which is carried out in a semi-discrete, semi-stochastic setting, shows that the L-curve approach yields regularized solutions which fail to converge for a certain class of problems. A numerical example is also presented which indicates that this lack of convergence can arise in practical applications.
Introduction
Of vital importance in the implementation of regularization methods for ill-posed problems is an appropriate choice of the regularization parameter. Recently a parameter selection technique known as the L-curve method has gained attention (see 7, 8, 9] ). We will consider the implementation of this method for ill-posed linear operator equations Af = z (1.1) in a Hilbert space setting. An example of such an operator is the Fredholm rst kind integral, Af](x) = Z a(x; y)f(y) dy; x 2 ; (1.2) which is a compact operator on L 2 ( ), provided is a bounded region in R m and the kernel a 2 L 2 (
). Fredholm rst kind integral equations occur in a number of important applications (see 4] and the references therein). Suppose a regularization method is applied to (1.1), let denote the regularization parameter, and let f denote the regularized solution. One plots, on a log-log scale, the parameterized curve (jjAf ? zjj; jjf jj) for a range of values of . This curve typically has a characteristic L-shape. The L-curve criterion for the selection of the regularization parameter is to 2 pick corresponding to the \corner" of this curve. Although the L-curve method has been formulated in a continuous setting (see 13, 6] ), the method was originally applied to so-called \discrete ill-posed problems". By this we mean the highly ill-conditioned systems arising from the discretization of a (continuous) ill-posed problem.
Engl and Grever 1] and Hanke 6] have recently carried out analyses of the Lcurve method in a continuous, deterministic setting. These papers make use of tools developed by researchers in the inverse problems community (see 3] ). The analysis in this paper uses techniques developed by Wahba and others (see 15] and 16] and the references therein) in the statistics community. The primary di erence between the two approaches is in the treatment of error in the data. With the rst approach, one assumes (continuous) data z = Af + ; (1.3) where A is an operator between Hilbert spaces H and Z. f 2 H is the desired true solution. The error is assumed to lie in Z. An important parameter is an upper bound for the error, say jj jj . Let f ; denote the approximate solution to (1.3) obtained when a regularization method is applied with parameter . In this continuous, deterministic setting, a regularization parameter selection method is said to be convergent if it yields a parameter ( ) for which jjf ( ); ? f jj ! 0 as ! 0:
On the other hand, the statistical approach of Wahba et al makes use of a semidiscrete, semi-stochastic data model z n = A n f + n : (1.5) In this case, A n is an operator from the Hilbert space H into R n . For example, if the kernel in (1.2) is smooth, applying \moment discretization" yields A n f] i = Z a(x i ; y)f(y) dy; i = 1; : : : ; n: (1.6) This is a mathematical model for discrete observations of a physical process described by the Fredholm rst kind integral operator (1.2). In (1.5), n is an n-vector, whose components are each a random variable. Typically, these components are assumed to be uncorrelated with zero mean and common variance 2 . The error is then referred to as discrete white noise. The exact solution f is again assumed to be deterministic. In many practical applications, one can control the size of n, e.g., by taking more measurements. However, one often has no control over the size of the individual errors, so is assumed to be xed. In this context, the regularized solution will be denoted by f ;n . Note that f ;n is now a random function, or stochastic process. A regularization 3 parameter selection method is then said to be convergent if it yields a parameter (n) for which E jjf (n);n ? f jj 2 ] ! 0 as n ! 1:
Here E denotes the mathematical expectation operator. This type of convergence is often referred to as convergence in mean square.
The model (1.5) was rst used in the analysis of regularization parameter selection methods by Wahba 15] . She used it to prove convergence of the method of generalized cross validation (GCV) for the selection of the parameter in Tikhonov regularization. The author 14] has also employed this approach in the analysis of GCV for the selection of a truncation level for the truncated singular value decomposition (TSVD) method.
It should be observed that there is no nice continuous analogue of discrete white noise. The obvious approach is to assume a continuous stochastic process (x) for which
where denotes the Dirac Delta distribution. One cannot simply embed the error in a Hilbert space, since the Dirac Delta is not an L 2 function. In addition, one should be aware of the existence of \fully stochastic" models, where both the error and the solution f are assumed to be stochastic. See for example 2].
The model (1.5) seems appropriate for \discrete ill-posed problems" arising in many applications. It takes into consideration the discrete nature of observed data. A stochastic model for discrete measurement error seems reasonable, given the nonreproducible, highly varying nature of such error. The use of the expectation operator in the analysis is also reasonable. The Fourier coe cients of regularized solutions depend on linear combinations of the data, typically through inner products. As the number of terms in these linear combinations becomes large, as a result of the \law of large numbers", one sees convergence of the linear combinations to their expected values. Finally, for many schemes for discretization in the variable y in (1.6), the spectra of the fully discrete operators closely resemble the spectra of the semi-discrete operators.
This paper is organized as follows. The next section deals with operator approximations and their spectral properties. In Section 3, the stochastic error model (1.5) and its rami cations are discussed in detail. In section 4, tools presented in Sections 2 and 3 are applied to analyze the L-curve method. Following Hansen and O'Leary 9], we characterize the \corner" of the L-curve as the point of maximum curvature. With this characterization and under a few well-motivated assumptions, we rigorously prove that the L-curve method fails to converge. Finally, Section 5 contains a numerical example to illustrate the analysis and to corroborate the nonconvergence result. 
Operator Approximations
Let A be a compact operator between separable Hilbert spaces H and Z. The inner products on H and on Z will be denoted by h ; i H and by h ; i Z , respectively, and similarly for the Hilbert space norms jj jj H ; jj jj Z . Assume that A is injective and has a singular value decomposition (SVD) fu j ; s j ; v j ; j = 1; 2; : : :g. This means that fv j g and fu j g form orthonormal bases for H and for the range of A in Z, respectively. In addition, the s j are decreasing positive numbers, and Av j = s j u j ; A u j = s j v j ; j = 1; 2; : : : : Consider a family of semi-discrete approximate linear operators A n mapping H into R n . Let jj jj n denote the usual Euclidean (`2) norm on R n . Assume each A n has \full rank", i.e., its range is all of R n . Denote the SVD of A n by fu jn ; s jn ; v jn ; j = 1; : : : ; ng. In this case, fv jn g and fu jn g form orthonormal bases for the orthogonal complement of the null space of A n in H and for R n , respectively, and the s jn are all strictly positive. The pseudo-inverse operator A y n : R n ! H has a representation A y n z n = n X j=1ẑ jn s jn v jn ; (2.3)
The SVD of A n induces a projection on H, The weighting function w serves to lter out singular components corresponding to small singular values (See for example 5] for further discussion). The analysis presented here is amenable to these other regularization methods, as well as to other regularization parameter selection methods.
Note that f ;n is a random function. Given an orthonormal sequence fv j g in H and a square summable sequence ff j g of random coe cients, the \mean square" norm on H is de ned by jjj When the coe cientsf j are deterministic, the right hand side (r.h.s) reduces to the usual norm in H. 7 In this context, we say that a regularization parameter selection method is convergent if it yields a parameter = (n) for which jjjf (n);n ? f jjj ! 0 as n ! 1: (3.5) From the triangle inequality, and the fact that f is assumed to be deterministic, jjjf ;n ? f jjj jjjf ;n ? P n f jjj + jjP n f ? f jj H : ( ! 0 as n ! 1:
Note that the r.h.s. of (3.7) is a consequence of (3.1)-(3.3), the fact that f is deterministic, and z jn = s jnf jn + ^ jn ; The convergence (3.5) has several important consequences. From (2.16), (3.1), and the fact that E jj n jj 2 n ] = n, 1 n E jjA n f ;n ? zjj 2 n ] ! 2 as n ! 1:
(3.9) Also, because the rst term on the r.h.s. of (3.7) must tend to zero, it is necessary for convergence that (n) ! 0 as n ! 1: (3.10) However, since the second term on the r.h.s. of (3.7) also must tend to zero, (n) cannot go to zero too rapidly.
L-curve Analysis
We rst examine the expected L-curve components. From We now examine the behavior of n under Assumptions 1-3 and the necessary conditions for convergence, cf., (3.7), (3.9)-(3.10). From (3.9), there exist positive constants R min ; R max for which R min R n ( (n)) R max : (4.10) Hence, the denominator in (4.9) is bounded below by R 3 min . Note that the right hand sides of (3.7) and (4.2) share the same second term, which must tend to 0 as n ! 1. Moreover, the rst term on the right hand side of (4.2) is bounded above by jjf jj 2 H .
Consequently, there exists a constant S max for which S n ( (n)) S max : (4.11) Combining (4.11) with (4.10) and (4.9), j n ( (n))j O( (n)) + R 2 max S 2 max =jS 0 n ( (n))j R 3 min : (4.12) We make an additional assumption, which relates the decay of the singular values of A n and the generalized Fourier coe cients of f . This may be interpreted as an assumption that f is \rough". We next establish that there exists a constant > 0 for which n ( ) remains positive and bounded away from zero for large n. To this end, take any xed 0 > 0. From (2.13), we obtain a bound for the second term on the r.h.s. of (4.2), , and the expansion coe cients for f are the (usual realvalued) Fourier coe cients. These decay at a rate proportional to j ?1 . Consequently, the ratio (f j ) 2 = j is proportional to j ?1 , and (4.13) should hold for most discretization schemes. Equation (1.2) is discretized by evaluating x at equispaced points x i = (i ? 1)=n; i = 1; 2; : : : ; n; (5.3) and by applying trapezoidal quadrature with these same points as quadrature nodes. This, along with the discrete data, yields a \discrete ill-posed problem". Because of the periodicity of the kernel, the resulting matrix A n is circulant with entries A n ] ij = 1 n a(x i ? x j ):
The Fast Fourier Transform (FFT) can be used to e ciently compute the SVD of A n for very large values of n. The left and right singular vectors of A n have components
u jn ] k = u j (x k ) p n ; v jn ] k = v j (x k ) p n ; j; k = 1; : : :; n; For systems of order n = 2 p ; p = 8; 10; 12; 14, data was generated according to (3.1) using pseudo-random Gaussian white noise with = 0:1. All computations were performed using the MATLAB commercial software package 10]. Using singular components obtained from the FFT's, the solution error jjf ;n ? f jj, the L-curve components, and the curvature n ( ) were computed numerically. The results are summarized in the table and gures below.
In Table 1 below, L denotes the computed maximizer of curvature function n , while opt denotes the computed minimizer of the solution error. The analysis in 15] indicates that opt should converge to zero at a rate proportional to ( 2 =n) b=(b+c) , where b = 2 and c = 4 are the powers in the (polynomial) decay rates for the j and for (f j ) 2 , respectively. A log-log plot indicates that opt is proportional to n ?1=3 , as predicted in 15]. On the other hand, the values of L obtained by the L-curve method initially decrease and then approach a xed value, or \stagnate". This stagnation behavior is consistent with the analysis in Section 4. Figures 1-3 provide qualitative information. Figure 1 shows the norm of the solution error as a function of the regularization parameter for n = 2 10 and n = 2 14 . Figure 2 shows L-curves obtained with n = 2 10 and n = 2 14 , and Figure 3 shows the corresponding curvature functions n ( ). One can clearly see that the L-curves have well-de ned corners at which the curvatures are maximized. One can also see in Figure 3 that there is very little shift to the left (corresponding to a decrease) in the maximizer of the n as n becomes large. This suggests that in a neighborhood of the maximizer of curvature, the behavior of the L-curve is as predicted by the analysis immediately preceding Lemma 2, cf. (4.22)-4.27). Further evidence that this prediction is correct is given by the vertical slopes of the curves in Figure 2 for very small and very large values of . 
