3D vision is an area of computer vision that has attracted a lot of research interest and has been widely studied. In recent years we witness an increasing interest from the industrial community. This interest is driven by the recent advances in 3D technologies, which enable high precision measurements at an affordable cost. With 3D vision techniques we can conduct advanced manufactured parts inspections and metrology analysis. However, we are not able to detect subsurface defects. This kind of detection is achieved by other techniques, like infrared thermography. In this work, we present a new registration framework for 3D and thermal infrared multimodal fusion. The resulting fused data can be used for advanced 3D inspection in Nondestructive Testing and Evaluation (NDT&E) applications. The fusion permits the simultaneous visible surface and subsurface inspections to be conducted in the same process. Experimental tests were conducted with different materials. The obtained results are promising and show how these new techniques can be used efficiently in a combined NDT&E-Metrology analysis of manufactured parts, in areas such as aerospace and automotive.
Introduction
Quality control of manufactured parts is becoming increasingly critical in many areas. This increase is driven by the need for higher quality and more robust products, especially in areas where safety is of critical importance, such as in the aerospace and automotive industries. Over the years, many techniques have been developed for products inspection. The research community has developed new algorithms and techniques and the industry has developed and commercialized new technologies for sensing and capturing the signals used in these inspections.
The inspection of an object can be conducted in order to detect flaws at the surface or subsurface levels. At a surface level, 2D and 3D vision can be used, while at a subsurface level more sophisticated techniques like thermography are needed. Nondestructive Testing and Evaluation (NDT&E) techniques are often used when we want to preserve the integrity of the object during the inspection [1] . In this paper, we are interested in the following vision-based nondestructive approaches: 3D computer vision and infrared thermal imaging.
3D vision is an area of computer vision that has attracted increasing interest in recent years from both the research community and the industry. 3D inspection, metrology, CAD matching, geometric dimensioning, and tolerancing (GD&T) are widely used in industrial applications in areas such as aerospace, automotive, manufacturing, mining, and energy . 3D vision captures and measures three-dimensional visible surface features. It can perform inspections at a very high accuracy (∼50-100 m in controlled conditions). The captured data of an object can be compared to its CAD model using 3D pattern matching techniques in order to estimate the deviation of the manufactured part from its ideal model and detect defective areas. However, 3D vision cannot detect subsurface defects. In order to achieve this last goal, different NDT&E techniques are used [1, 2, 31] : ultrasonic testing, Eddy-Current, thermography, and so forth.
Thermography is a very popular NDT&E technique that can be used for image subsurface flaws of different materials [1, 2, 31] . This increasing popularity is mainly due to the decrease in infrared thermal camera prices, the increase in infrared sensors resolution, and the new image processing techniques specifically developed for this type of application. These two modalities are used separately in many inspection applications. The two approaches can be used to inspect the same object and lead to a separate analysis for the same inspection and quality control task. Combining these modalities can be very useful in inspection applications and NDT&E [32, 33] in aerospace, automotive, and other industries.
This work presents a new framework for multimodal fusion of 3D data and infrared thermal images for Nondestructive Testing and Evaluation. The proposed framework permits the extraction of nonvisible subsurface defects from infrared thermograms and their mapping over the 3D model of the inspected part. Features detection, multimodal registration, and multimodal fusion algorithms are proposed in order to achieve this goal. The resulting fused image is then processed and rendered for 3D visualization.
Proposed Framework
The proposed framework enables the fusion of 3D captured data and the 2D thermal infrared images. A new multistage registration algorithm is presented. It uses corresponding detected features to estimate the projective mapping in order to align the 2D infrared and the 3D data prior to fusion. In order to build the final fused model, several steps are necessary. Figure 1 gives an overview of the algorithmic steps involved in this framework. They can be divided into the following sections: data acquisition, pulsed phase thermography processing, features extraction, multimodal registration, and fusion.
(1) Data acquisition: (a) 3D images are captured using a 3D camera. The resulting 3D data are fused prior to point cloud meshing and rendering in order to build the final 3D model of the digitized object. (b) Thermograms (sequence of thermal infrared images) are captured using an infrared camera. Active thermography is used. A heat source is part of the acquisition setup and is used in order to heat the inspected part's surface while the sequence of infrared images is captured.
(2) Pulsed phase thermography (PPT) processing: frequency domain analysis is conducted in order to visualize deeper defects. These defects become visible at different frequencies (the frequency is correlated with the depth of the detected defect). (3) Features extraction: multimodal corresponding features are extracted and used for computing the registration transform between the 2D infrared images and the 3D data space. Several image processing steps are necessary in order to extract these features.
(4) Multimodal registration and fusion: the extracted features are used in the estimation of the multimodal registration. The features are matched across the modalities and a piecewise image transform is computed. The obtained transform permits the projection of the infrared images into the 3D space of the object.
The resulting fused data are rendered and visualized using three-dimensional computer graphics techniques.
3D Computer Vision
A wide range of 3D techniques and technologies are available today (contact and noncontact techniques, optical, projection based, phase shifting, interferometry, etc.). 3D vision is among them and is an important area of research in computer vision 32] . In recent years, technological advancements in 3D vision technology have made this field widely adopted by the industry. In general, 3D vision approaches can be divided into passive and active techniques.
Passive techniques compute the three-dimensional information from the acquired image data without external active sources. Stereovision [7] is among them and is widely used when the accuracy of the captured data is less important or falls within the stereo limited precision (fire tracking [8] , face modeling [9] , vision guided robotics [10] , etc.). Other passive approaches include shape from shading [15] , shape from defocus [16] , photometric stereo [17] , and structure from motion [18] .
Active techniques use an external active source that projects a specific waveform onto the surface of the object. The camera captures the projected waveform and constructs the 3D model of the object. This category includes laser triangulation [11] , time of flight [19] , phase shifting [12, 13, 20] , moiré interferometry [21] , and structured light projection [22] . These techniques can achieve higher precision than their passive counterpart.
The accuracy achieved by the active 3D techniques made them increasingly attractive to the industry [23] . Active techniques are also very popular in gaming and entertainment [24] [25] [26] . Laser triangulation based systems are the most popular in metrology, CAD matching, and 3D inspection applications. A wide range of products are available commercially and each year new technologies emerge with an increase in precision, flexibility, and robustness. A 3D laser scanner will be used for the capture of 3D data in this work.
A 3D laser scanner system works as follows [27, 28] : a laser point or line is projected over the object surface and the reflected light is measured by a camera. The displacement of the laser in the camera optical plane is proportional to the object height. The laser line forms a plane that intersects the object and captures only a linear slice of it. In order to capture the full 3D image of the object, it is necessary to move the object or the camera.
3D
Reconstruction. An active 3D laser triangulation scanner is composed of a laser source (point or line), a camera (sensor), and the necessary optical lenses. Given the geometrical properties of such a system, we can establish the relation between the height of the object and the corresponding displacement in the sensor relative to its position at a predefined zero height. The 3D coordinates of the object are computed using the following equations [27, 28] :
where is the position of the laser image on the sensor, is the laser deflection angle, is the baseline between the lens and the laser source, and is the focal length of the camera. The error in the estimation of is inversely proportional to the camera baseline and the focal length of the camera lens and is proportional to the square of the distance [27, 28] :
where is the error in the estimation of position . We can achieve higher accuracies by carefully choosing the right sensor resolution, the operational distance, and the working field of view. The laser point can be rotated to scan the object slice along the -axis or a laser line can be used to get similar results.
Calibration.
In order to compute the position and height of the object surface, a calibration of the triangulation system must be performed. Different calibration techniques can be used in order to compute the geometrical intrinsic and extrinsic parameters (laser line/plan orientation relative to the camera sensor and camera sensor parameters). Intrinsic camera parameters can be extracted using standard camera calibration techniques [29] . For 3D calibration, a high precision calibration tool can be used in order to extract a look-up table (LUT) and estimate the parametric equation coefficients relating the 3D position to the change in the image coordinates induced by the height of the object above the zero calibration plane [30] . A procedure using a planar object positioned at different heights ( , , ) along the -axis and the corresponding projections in the image plan ( , ) can be used for the calibration of the 3D system.
Active Infrared Thermography
In the last decade we have seen an increase of interest in thermal infrared imaging. The decrease in infrared camera prices and the improvement in their quality increased the importance of the research in this area. Infrared imaging is widely used in defense, security [34] , and NDT [1, 2, 31] applications. In recent years, new applications of infrared imaging are emerging: fire propagation study, face recognition, biometrics, biomedical imaging [35] , and so forth.
The infrared spectrum spans the wavelength range between 0.74 m and 1000 m in the electromagnetic spectrum [36] . The most used spectral bands in infrared imaging . Near and Short-wave IR are active infrared spectrums and capture the reflectivity of incident light on the surface, while Midwave and Long-wave IR are the thermal infrared spectrums and capture the emitted thermal radiation from the object. These last two thermal spectrums are widely used for imaging nonvisible defects in NDT&E applications.
Infrared thermography is used in NDT&E and allows the visualization of heat patterns on an object or a scene. The theoretical and experimental aspects of this modality were largely studied [37] [38] [39] [40] [41] [42] [43] [44] [45] [46] .
Thermography can be divided into two modes: passive and active thermography. In passive mode, the captured thermal radiation results from the natural thermal contrast present in the object. A network of veins in a human hand or face creates local thermal contrasts that can be detected using a thermal camera without any additional stimulation. In the active mode, an external source is used in order to stimulate the surface of the object and produce a thermal contrast. This last mode is widely used in NDT&E applications and permits the detection of different type of subsurface flaws: cracks, voids, delaminations, and so forth. In active thermography, different approaches were developed in order to extract the subsurface defects, for example, pulsed thermography, lockin thermography, and vibrothermography.
In this work we are interested in pulsed thermography and its variant pulsed phase thermography. Figure 2 shows a typical setup for pulsed and pulsed phase thermography in reflection mode where the source and the camera are in front of the inspected part (in transmission mode, the camera is in front of the part and the source is in the opposite side behind the part).
In pulsed thermography a pulse is sent by an external source and the thermal infrared camera captures the sequence of thermal infrared images (thermogram). The flow of energy stimulating the surface of the object will dissipate in the surface of the inspected object and in the presence of a defect having a different thermophysical property compared with the object, we can obtain a measurable thermal contrast 
Δ ( ).
The time of appearance of a subsurface defect in the thermogram is proportional to its depth ( Figure 3 ). Consider
where ( ) and ( ) are, respectively, the temperature in the presence and absence of defects.
Pulsed phase thermography (PPT) is an extension to pulsed thermography. PPT is more efficient in the detection of a large number of defects especially those located deeper within the part. Pulsed forms of the thermal wave (left side of Figure 4 : square and thermal decay) can be approximated by a sum of sinusoids with frequencies ranging from 0 to ∞. In PPT, the thermogram is processed in the frequency domain using Fourier transform.
The discrete Fourier transform (DFT) can be used to extract amplitude and phase information from pulsed thermograph data. The DFT can be written as [43, 44] 
where is the imaginary number ( 2 = −1), designates the frequency increment ( = 0, 1, . . . ), Δ is the sampling interval, and Re and Im are the real and the imaginary parts of the transform, respectively.
After decomposition in real and imaginary part of the complex transform, we can estimate the amplitude and the phase [44] : Subsurface defects are the most important data to visualize using thermal infrared. Using pulsed phase thermography (PPT) we can extract deeper defects than conventional techniques. Additionally, if the thermal characteristic of the inspected part is known, we can estimate the defects depth using the computed phase of the Fourier transform of the thermal image.
Features Detection
The multimodal registration between 2D infrared images and 3D needs the extraction of corresponding features in the two modalities. This step is achieved using the Hough transform [32, 33, 47, 48] of edges computed using preprocessed 3D height map and infrared images.
5.1.
Preprocessing. The quality of infrared images is influenced by the amount of thermal noise affecting the sensor. Height map images can also present some noisy data. The noise can decrease the performance of the feature detection and render it less robust. Image enhancement filters help reduce the noise effect in these images. The 3D height map and the infrared phasegram images have a very low contrast. This makes it difficult to extract the features of interest. The first step consists in enhancing the dynamic range of these images using contrast stretching [49, 50] . Consider
where ( ⃗ ) represents the original image; ( ⃗ ) is the resulting image; min ( ⃗ ) and max ( ⃗ ) are, respectively, the minimum and maximum output intensity value; min and max are the intensity corresponding, respectively, to the chosen minimum and maximum percentile of the cumulative input image histogram.
The second enhancement step consists in filtering the images using nonlinear anisotropic diffusion filters [51] . This step leads to lower noise images and help in the extraction of cleaner edge maps prior to Hough transform processing. These filters are used for edge preserving image enhancement. The proposed diffusion process encourages intraregion smoothing while inhibiting interregion smoothing. The mathematical framework of the filter is given by the equations below:
where ( ⃗ , ) is the original image; ⃗ represents the image axes (i.e., ( , )); refers to the iteration step.
( ⃗ , ) is the diffusion function given by
where is the diffusion constant.
Edge Map.
Feature detection is carried out on edge map images of the different modalities. The features can be important key points of the object or special removable features used during the experiments. The features must be visible in the different modalities. This step involves the use of Canny edge detector [52] [53] [54] . This edge detector is an operator that uses a multistage algorithm to detect a wide range of edges in images. It has good localization and uniqueness properties and has low error rate edge detection [52, 53] . This detector operates in six steps [54] . This edge detector shows a very good performance when dealing with noisy images such as thermal infrared images. Its filtering and spurious edge elimination reduces noise and selects the most interesting edges for the detection process. This filtering enhances the performance and robustness of Hough transform for feature extraction. ) within the feature, with respect to which the shape (i.e., the distance and angle of normal lines drawn from the boundary to this reference point) of the feature is defined. Our look-up table (i.e., -table) will consist of these distance and direction pairs, indexed by the orientation Ω of the boundary.
The Hough transform space is now defined in terms of the possible positions of the shape in the image, that is, the possible ranges of ( ref , ref ) . In other words, the transformation is defined by [32, 33, 48] 
(the and values are derived from the -table for particular known orientations Ω). If the orientation of the desired feature is unknown, this procedure is complicated by the fact that we must extend the accumulator by incorporating an extra parameter to account for changes in orientation. In our case, the features are of circular form, limited scale changes and we do not need to account for orientation variation. This helps to reduce the scale search in the Hough space and makes the procedure fast and robust.
Multimodal Registration and Fusion
The registration between the different modalities needs the use of corresponding extracted features in order to compute the transform that projects infrared images into the 3D space. Registration between 2D and 3D data is a complex task in a general configuration. This type of registration has been used in medical imaging and remote sensing [55, 56] . In medical imaging, the 3D modality is constructed using multiple projections. This type of 3D reconstruction reduces the complexity of the registration between 2D and 3D. In remote sensing the large distance between the image sensor and the captured data reduces the registration errors. In this work, a two-stage process was developed in order to reduce the distortions caused by the 2D-3D registration process. Furthermore, we will use a 3D height map during the registration process. This 3D height map image is a 2D representation of the 3D data, thus reducing the complexity of the registration process.
Features Correspondence Estimation.
The feature extraction can cause a different number of features to be extracted in 2D ( ) and 3D ( ). We need to find the best matching features ⟨ , ⟩ in order to extract the optimal transformation between the two modalities and eliminate outliers:
To make the procedure more robust, we developed a new matching strategy based on the use of a set of neighboring feature triplets instead of individual features. The objective is to solve for the best correspondence between feature triplets in 2D and 3D. The approach is iterative and the algorithmic steps are given in Figure 5 . In this procedure, we use the 2D coordinates of the height map (and we ignore the coordinate). We are interested in a spatial registration of the 2D image with the projected 3D image. The 3D coordinates are recovered later when the fused data are projected in 3D space. Given a set of 3D features triplets ( = 1 , 1 , 1 ), we select a set of 2D features triplets ( = 2 , 2 , 2 ) and compute the center of gravity (COG) of the 3D (Cog 3D ) and 2D (Cog 2D ) set of the features ( = 3):
Once the centers of gravity computed, we align the two corresponding coordinates (we move the 2D COG coordinates Cog 2D and align them with the 3D COG coordinates Cog 3D ):
From this new reference position we solve for the best affine transformation between different feature correspondences. The best transformation is the one that minimizes the Euclidian distance between the features coordinates resulting from the affine registrations of the 2D features triplet with the 3D features triplet: * = arg min ( ( − )) .
The obtained transformation * establishes the best feature triplets correspondence and serves as an initialization for the next feature correspondences. If multiple points are located in a certain area, the triplet configuration is not unique and we have to identify the best triplet possible using Figure 5 : Features correspondence steps: the iterative process solves for the best correspondence that minimizes the distance between feature triplets. An example of the iterative step is given: the red arrows established the first association and computed the distance score. This procedure is repeated until the best association is found (arrows in blue). This last association is the one that minimized the distance between the feature triplets under an affine transform (best score).
a computed score. The score is the distance computed above (the lower the distance, the better the correspondence). The best score (lower interfeatures distance) is the one that globally minimizes the transformations between the sets of selected points. This procedure is iterative and tries to solve for the best correspondence between the feature triplets in the image. This features matching strategy gives a robust correspondence estimation and eliminates outliers present in the two modalities. However, in the presence of a large number of points, it can be time consuming. The use of information available about the experimental setup can help reduce the processing time by initializing the search using a relative orientation between the 2D and 3D cameras. Additionally, if the first selected features give a successful correspondence, their alignment matrix will help accelerate subsequent steps.
3D Thermal Infrared
Registration. The 2D-3D corresponding features are used in a two-stage registration estimation approach. The first stage uses the homogeneous coordinates of corresponding features in the 3D height map and the 2D infrared image in order to solve for the perspective projective mapping [57, 58] . This projection can give an ideal solution when we deal with planar objects; however distortions arise when objects with complex shapes are used. In order to reduce these distortions, we solve for the best transformation in two steps. In the first step, we select the most external corresponding features ⟨ , ⟩ (close to the external contours of the object), so that the projection matrix 1 is given by minimizing for
In the second stage, a projection matrix 2 is estimated using all of the corresponding features. We get 2 by minimizing for
The final projection matrix is given by the best transformation minimizing a weighted Euclidian distance between the corresponding features. Consider
with being the weights chosen in order to minimize the distortion for the features located along the principal edges of the object.
A second strategy is used in order to reduce the distortion of internal parts of the object. A piecewise linear transformation is used. In this transformation, affine projections are estimated and applied to small triangular regions of the image [59] . 
(2) Using the three corresponding vertices { , , }, compute the affine mapping between the corresponding meshes:
2D-3D multimodal registration is a complex process that can lead to high distortions during the projection mapping. The proposed approach improves the accuracy of features positioning by first projecting the image as close as possible to its final location. Then a local piecewise transform refines the mapping of the remaining data.
Multimodal Fusion.
The registration process extracts the transformations necessary to align the infrared images into the 3D space. After the alignment of the images, a fusion process is conducted. Given a 2D infrared image 2D (original, amplitude, or phase image) and the 3D height map image 3D , the 2D image is projected using the process described above. Let be a transform representing the registration process that projects the image coordinates ( , ) into the new coordinates ( , ):
The fused 3D height map is given by fusing the height map image 3D with the projected 2D infrared image 2 . Consider
where ( , V) are the 2D coordinates of the height map matrix corresponding to the projected 2D coordinates ( , ). The fusion operator can take different functions depending on the visualization/analysis objective. In this work, we fuse a set of infrared images (original images, phasegram, etc.) ( = 1 ⋅ ⋅ ⋅ ) with the 3D data for flaws visualization and analysis:
where 2D and 3D are the transparency coefficients. The fusion can be carried out using 3D scanned data or its corresponding CAD model. The resulting fused 3D height map is then rendered for visualization in 3D space.
Experimental Results
3D image acquisition was conducted using a laser triangulation scanning system from Sick [14] and a motorized linear axis from Zaber [60] . The 3D system has a height accuracy of 0.2 mm. Infrared acquisition was conducted using FLIR Phoenix thermal camera [61] operating in the MWIR spectrum of 2.5-5 m with a resolution of 640 × 512 pixels. The thermal active setup used halogen projectors as a heating source. In order to improve the features detection performance, we used removable aluminum features. These features are of circular shape (two concentric circles) and have 1 mm width. These characteristics make them visible in the two modalities (3D and thermal infrared) . The algorithms were implemented using C++ and Matlab. The 3D computer graphics algorithms (modelling, rendering, and visualization) were implemented using OpenGL and GLUT [62, 63] .
The proposed framework permits the multimodal fusion of the captured images. The resulting fused data is a multimodal fused height map image. In order to visualize the results in 3D space, computer graphics modeling and rendering techniques are performed. Geometric primitives are created using height map 3D data converted into 3D point clouds. In this step triangular meshes are generated. The resulting 3D mesh proceeds through a modelling step that places the resulting 3D information in the 3D world coordinate system. The original fused height map contains the texture data used in the final rendering of the resulting object.
The final 3D object can be used to visualize the defects and other metrological information at different 3D viewpoints.
Tests were conducted using different types of material (aluminum, steel, carbon, and fiber glass composites). Figure 6 shows the main results of the steps involved in the proposed framework. Figure 7 provides some examples of the multimodal fusion results with different parts. Figure 8 shows the possibility of visualizing the 3D thermogram at different viewpoints (some defects are best viewed at specific angles). Figure 9 shows the evolution of the 3D thermogram, and we can see that the subsurface defects become visible over time depending on their depth. Figure 10 shows an example of the estimated positions of the defects overlaid on the 3D data. Samples with known 2D defect positions were used in benchmarking the estimation of the computed positions of the defects. The mean position error was around 2.1 mm. While the precision can be sufficient in many NDT&E inspections where only the approximate positions of the defects are needed and their visualization, it can be further improved using different approaches such as (1) higher resolution thermal infrared cameras; (2) better image quality using high quality thermal sensors and cameras with lower noise; (3) more features used during the registration and fusion (when available in the inspected object); (4) local registration and fusion by using a scanning strategy (e.g., a multimodal robotic NDT&E system as illustrated in Figure 11 ).
Mathematical Problems in Engineering Figure 6 : Steps of the multimodal fusion framework: (a) 3D image with the detected circular features; (b) the edge map of the 3D filtered image; (c) the Hough space used to detect the 3D image features; (d) thermal infrared image with the detected circular features; (e) the edge map of the filtered infrared phase image; (f) the Hough space used to detect the infrared image features; (g) the registered infrared image projected using the registration transform prior to warping in the 3D space; (h) rendering of the multimodal fused IR-3D data; (i) color rendered data.
Conclusion
This work presents a new framework for multimodal registration and fusion of 3D and thermal infrared images for Nondestructive Testing and Evaluation (NDT&E) applications. The proposed architecture leads to a 3D thermal imaging system which can be used in combined NDT&E and 3D inspection applications. With this system, we can perform various tasks such as
(1) visualizing 3D information at different viewpoints; (2) conducting geometric dimensional metrology analysis; (3) performing 3D quality control; (4) inspecting, evaluating, and quantifying subsurface defects by using an appropriate mode (e.g., thermography).
The approach operates on each modality in order to extract salient features and compute the registration transform.
A two-stage multimodal registration is proposed and permits obtaining higher performances. The estimated registration projection is used for multimodal fusion of 3D height map data and infrared thermal images.
The proposed techniques were successfully tested using 3D vision and active infrared thermography. They can be easily extended to take into account other NDT&E or inspection modalities. The proposed framework is built as a modular architecture and is easily adaptable to different 3D systems, infrared imaging spectrums, different imaging modalities, and other NDT&E techniques. Also, with the knowledge of thermal properties of the inspected parts, we can estimate the defects depth and visualize them overlaid in three-dimensional space using this framework. Future work includes the development of an automatic flaw detection algorithm operating on pulsed phase thermography images, an estimation of extracted defects depth with their visualization in 3D space, and the integration of the developed framework in a robotic path planning and control system for large parts inspection.
