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where ni is the number of parallel components provided at stage i. The cost of this configuration is i=M C= ZiLi ci ni.
Given a system availability requirement R, the probleni is to determine a least-cost Configuration [i.e., ( This example will be carried forward through this section, with extra indentions to illustrate the steps of the algorithm.
Dominating Sequences
For a given group of redundancy configurations, defined over a given set of stages, an availability-cost sequence [(Ao,Co), (A1,Cl), .] is defined to be a dominating sequence if (A ,Cj) for i = 1, 2, . is a cheapest entry in the group with reliability exceeding Ai-,. In a similar spirit, one configuration is said to dominate another if it has either (a) more availability and no more cost, or (b) no less availability and less cost. Note that a dominating sequence contains only configurations that are undominated. The dominating sequence is essentially the optimal policy of BELLMAN 1 and the (complete) optimal n* curve of BLACK AND PROS-
CHAN.-]
The dominating sequence for the entire system, for all possible redundancy configurations, is simply the system reliability-cost curve (assuming optimal allocations).
The given reliability-cost sequence for each individual stage is (trivially) dominating for the stage. The algorithm described below constructs dominating sequences for successively larger groups of stages until the entire system is included. The following three sections present in order:
(1) A version of the algorithm suitable for hand computation, (2) A computer flow chart, (3) General conditions under which the algorithm is valid, and further applications.
Steps for Hand Computation
The successive steps of the procedure are presented below, with application to the particular example set off by an extra indention.
(1) Plan successive pairings of stages or groups of stages, each new combination consisting of two previous stages or combinations. Continue until the entire system has been combined.
The following indicate two alternate pairings of the four-stage system -the one on the right will be used in this example:
f 4
There will always be M -1 such pairings. Although it is not clear precisely how much can be gained by ingenious pairings, simplifications will arise if both members in the pair have equal steps in reliability or cost.
(2) For each stage in the system, determine the minimum number of components required to attain the availability R at that stage alone. These minimum requirements for each stage are called 'base' requirements. The rest of the computation will concentrate on additional costs and additional requirements above these base requirements. In particular, only configurations with availability greater than R will be considered in the dominating sequences.
If there is any interest in the possibility of saving money by investigating lower requirements (than the R originally specified), those should be specified at this time if they are not introduced until later, the whole problem may have to be reworked.
The total allowable unavailability for the sample system is only 0.01, so the base requirement and resulting costs and unavailabilities for the four stages are as follows: In Fig. 1 , the boundary of the rejected combinations has been indicated by shading. Each rejected combination is dominated by a combination that has not been rejected.
(5) Number in order of cost, starting with 0, the entries that cannot be dominated and whose unavailability is less than the system allowance Q.
Continue until it appears that the dominating sequence has progressed to an availability that will eventually support the system requirement. (A first guess for such a limit may be Q/I. In subsequent figures, a better guess may be Q/S, where S is the number of subsystems that will be combined with the subsystem developed by the figure.) If in developing subsequent figures it appears that the present figure has not been carried out far enough, it can still be extended with no wasted effort.
In Fig. 1 , the sequence has been extended (more than actually necessary) to 13 terms, for the last of which the unavailability is 0.000033, and the cost is 29.1. (6) Proceed to the next level of combinations, using the availability and cost step functions represented by the previous dominating sequences as the inputs.
In the example, Fig. 3 gives the calculations for the second (and last) level of combinations. Note that in this level the increases in cost and the gains in availability are both quite irregular. If, at the first level, namely at the individual stages, the cost increases had been irregular, the method would have worked equally well. In these figures, ci and bi are used to denote the cost and unavailability of the ith member of the dominating sequence for the group of stages.
Continue through successive levels until all stages have been combined. The resulting dominating sequence represents the progressively more expensive (but more reliable) optimal configurations-its first element that meets the availability goal is the solution. The availability-cost function corresponding to optimal allocations for the system, and the corresponding configurations themselves (not necessarily unique) may also be tabulated.
It will be noted that often a dominating sequence contains a relatively inefficient step (see, for example, step 2 in Fig. 2 Suppose that (A,C) is the payoff-cost pair of a configuration of the combined stages of the disjoint subsystems F and F'. Then (A,C) either equals or is dominated by some term of the dominating sequence of the matrix formed from the dominating sequences of F and F'.
Proof. For an inductive proof, assume that the theorem has already been proved for the subsystems (and associated matrices) denoted by F and F'. If F (or F') is a single stage, then its dominating sequence is simply its entire sequence of payoff-cost pairs, so that the first step of the induction is trivial.
The configuration represented by (A,C) is the series combination of a configuration of F and a configuration of F'; let the payoff-cost pairs of the latter configurations be (a,c) and (a',c') respectively. Let (ajcj) and (ai', ci') be terms, whose existence is guaranteed by inductive hypothesis, in the respective dominating sequences for F and F' such that (ac) and (a',c') respectively equal or are dominated by (aj,cj) and (ai',ci'). Then by condition 2 on f AX j =f (ai',ai) >f (a',a) = A. Reliability. Other reliability problems to which the algorithm has been applied include multi-channel availability and switching.
But (a,c) is dominated by or equals (aj,cj) and (a',c') is dominated by
(1) Multi-channel availability. If a system requires at least rn parallel channels (instead of just one as considered in the text), to be operable, the generalized algorithm may be applied directly. On the other hand, if there is some payoff for one channel and merely additional payoff for more than one, then conditions 1, 2, and 3, are, in general, not met.
(2) Switching. A three-dimensional version of the algorithm matrix may be used to account for switching between adjacent stages. The joint availability of two stages depends, in general, on the availability of each stage plus certain characteristics (e.g., availability and reaction time) of the switching system that is provided between them. Also, the cost of the switching depends in part on the lumber of elements in each of the adjacent stages. Thus one would consider investments in stage 1 parallel to one axis, investments in stage 2 parallel to the second, and investments in switches parallel to the third. This three-dimensional algorithm may then be iterated for combinations of subsystems, with the third axis always representing the investment in the switches joining the two subsystems under consideration.
Sprinkler system design. This illustration is intended to suggest the versatility of the algorithm.
A simplified sprinkler system may be regarded as composed of a series of three prefabricated pipes (and identical nozzles) of progressively smaller cross-sections.
In the event of a fire, the underwriters assume all the nozzles will be triggered, and require that the gallonage (gallons per minute) delivered by each be at least a specified amount.
The gallonage delivered at a nozzle depends only on the dynamic pressure at the nozzle; the pressure drop in the next (inner) section of pipe depends on its dimnensions and on the gallonage.
The problem is to design a least-cost sprinkler system, including -the costly water tower to provide the necessary pressure, that meets underwriter requirements. The generalized version of the algorithm may be applied, where the payoff function at each stage is the pressure. (As a minor complication, the resultant gallonage totals must also be kept track of.) Complications associated with branches in the pipe are handled with no essential difficulties.
ALLOCATION WITH (CONTINUOUS) EXPONENTIAL STAGE AVAILABILITY
This section proves that if for each stage of a system the unavailability decreases exponentially (and continuously) with investment then so does the unavailability for a properly allocated system. In particular, a formula for maximum system availability (as a function of cost) is derived, together with a rule for attaining it. Since this exponential behavior may be regarded as a continuous approximation to the step-wise stage response to redundancy, this formula affords a check on the calculations of the preceding algorithm. In support of the formula, a rather powerful inequality is presented to justify minimizing the sum of the stage unavailabilities.
Maximum Availability Formula
The theorem below establishes a formula for the minimum sum of stage unavailabilities. THEOREM: For an n-stage system, make the following assumptions, for i= 1, 
Computation Rules Implied by Formula
It may be noted that the formula results from unavailability allocations to each stage in the ratio ci/logbi-a quantity that has long been recognized as controlling (for example, by Moskowitz and McLean in reference 3). This expression may be used to calculate two points on the maximum availability curve, which may then be plotted as a straight (as indicated by the formula) line on semi-log coordinate paper.
Uses of the Maximum Formula
For the sample system described in the first section, the straight line of the maximum formula is plotted in Fig. 4 , together with the step function derived from the algorithm. This figure suggests the following uses of the maximum formula (in addition to its possible direct use where applicable):
1. To check the step functions determined from the dynamic programming algorithm. The step functions are, of course, very irregular, and it is valuable to have a continuous approximation to check them against for reasonableness. Note that in the example the minimum unavailabilities actually attainable with whole numbers of components average about an order of magnitude larger than the 'ideal' attainable with fractional components.
2. To furnish a quick estimate of availability improvement that may be expected by additional investment in redundancy. The easily-computed slope of the line graph in Fig. 4 is all that is needed to estimate marginal costs of additional availability. It specifies the (fixed) percentage by which the unavailability may be decreased per additional unit redundancy investment in the system. 3. To speed up the dynamic programming algorithm. It was noted in the first section that the dominating sequence of a subsystem often contains a number of steps representing small improvements for relatively large additional costs. In the next level of calculations, when these subsystems are combined, such steps often are skipped entirely in favor of alternative investment in the other subsystem. The maximum formula provides an immediate criterion with which to judge the efficiency of individual steps. It is conjectured that inefficient steps, for example, those whose marginal decrease in unavailability per unit cost is less than half of the average determined by the maximum formula, could be rejected a fortiori. The solid points in Fig. 4 illustrate how the step function would change. The steps that would be omitted are small circles. Note that the efficient combinations are still preserved; that what is lost are some intermediate investments that force particularly awkward redundancy combinations. Although it appears likely that successive combinations of these simplified step functions would still contain the most efficient combinations (remember, for example, how the inefficient step 2 was skipped in Fig. 2) , a systematic investigation of the consequences in later combinations of such a rejection procedure has not been made.
In the same way as 3 above, the formula may be used to check the efficiency of the dominating configurations determined by the method of Black and Proschan. [2] 
