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В статье рассмотрен и специфицирован метод стохастических квази-
градиентов для решения задач возможностно-вероятностного програм-
мирования из одного класса, в котором взаимодействие нечетких пара-
метров задачи описывается слабейшей t-нормой. Возможности метода
демонстрируются на модельном примере.
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1. Введение
В [1] на основе анализа результатов работ [2-5] систематизированы и представ-
лены базовые модели возможностно-вероятностной оптимизации. В этих моделях
одним из принципов принятия решений в условиях гибридной неопределенно-
сти возможностно-вероятностного типа, используемым для снятия вероятностного
фактора неопределенности, является принцип ожидаемой возможности.
В случае сильнейшей t-нормы, описывающей взаимодействие нечетких факто-
ров, методы решения задач возможностно-вероятностной оптимизации по данным
моделям получены и исследованы достаточно полно в [2, 3, 5]. Эти методы могут
быть классифицированы как непрямые методы оптимизации.
Однако, при слабейшей t-норме методы решения требуют дальнейшего иссле-
дования и развития. Так при линейных возможностно-вероятностных функциях,
участвующих в формировании моделей критериев и ограничений, задача иден-
тификации функций распределения их ожидаемой возможности связана с расче-
том математических ожиданий функций случайных величин, которые являются
негладкими. В такой ситуации реализация непрямых методов сопряжена со зна-
чительной вычислительной сложностью.
Альтернативный подход к решению задач данного класса, основанный на сто-
хастических квазиградиентных методах, предложен в [1]. В данной работе мы раз-
виваем идеи и концепции, обозначенные в [1]. Специфицируется стохастический
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частично при поддержке Министерства образования и науки РФ (проект №680).
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квазиградиентный метод решения задач данного класса. Формализм описания и
исследование проблемы базируется на математической модели нечеткой случай-
ной величины.
2. Необходимые понятия и обозначения
В соответствии с [6–8] введем ряд определений и понятий из теории возможно-
стей. Пусть (Γ, 𝑃 (Γ), 𝜋) и (Ω, 𝐵, 𝑃 ) есть возможностное и вероятностное простран-
ства, Γ – произвольное множество с элементами 𝛾 ∈ Γ, 𝑃 (Γ) – множество всех
подмножеств Γ, 𝐸1 – числовая прямая, 𝜋, 𝜈 – меры возможности и необходимости
соответственно.
Дадим определение нечеткой случайной (возможностно-вероятностной) вели-
чины и ее распределения.
Определение 1. Возможностно-вероятностная величина 𝑌 есть веществен-
ная функция 𝑌 : Ω × Γ → 𝐸1, являющаяся 𝑃 -измеримой для каждого фиксиро-
ванного 𝛾, а функция
𝜇𝑌 (𝜔, 𝑡) = 𝜋 {𝛾 ∈ Γ : 𝑌 (𝜔, 𝛾) = 𝑡}
называется ее функцией распределения.
Следуя [9] дадим определение взаимной t-связанности нечетких величин отно-
сительно произвольной t-нормы, описывающей их взаимодействие.
Определение 2. Возможностные величины 𝐴1, . . . , 𝐴𝑛 называются взаимно
𝑇 -связанными, если для любого индексного множества {𝑖1, . . . 𝑖𝑘} ⊂ {1, . . . , 𝑛},
1 6 𝑘 6 𝑛 справедливо
𝜇𝐴𝑖1 ,...,𝐴𝑖𝑘 (𝑥𝑖1 , . . . , 𝑥𝑖𝑘) = 𝜋 {𝛾 ∈ Γ|𝐴𝑖1(𝛾) = 𝑥𝑖1 , . . . , 𝐴𝑖𝑘(𝛾) = 𝑥𝑖𝑘} =
= 𝜋
{︀
𝐴−1𝑖1 {𝑥𝑖1} ∩ · · · ∩𝐴−1𝑖𝑘 {𝑥𝑖𝑘}
}︀
= 𝑇 (𝜋(𝐴−1𝑖1 {𝑥𝑖1}), . . . , 𝜋(𝐴−1𝑖𝑘 {𝑥𝑖𝑘})),
𝑥𝑖𝑗 ∈ 𝐸1.
В нашем исследовании мы будем использовать сдвиг-масштабное представле-
ние нечеткой случайной величины [10]
𝑋(𝜔, 𝛾) = 𝑎(𝜔) + 𝑑(𝜔) · 𝑍(𝛾),
где 𝑎(𝜔), 𝑑(𝜔) – случайные величины, определенные на вероятностном простран-
стве (Ω, 𝐵, 𝑃 ), имеющие конечные моменты второго порядка, а 𝑍(𝛾) – нечеткая
величина, определенная на возможностном пространстве (Γ, 𝑃 (Γ), 𝜋).
Понятно, что
𝐸(𝑋) = 𝑎0 + 𝜎0𝑍(𝛾) и 𝜇𝐸(𝑋)(𝑡) = 𝜇𝑍((𝑡− 𝑎0)/𝜎0),
где
𝑎0 = 𝐸(𝑎), 𝜎0 = 𝐸(𝜎).
Определение 3. T-суммой нечетких случайных величин называется взвешен-
ная сумма нечетких случайных величин, в сдвиг-масштабном представлении ко-
торых возможностные величины являются взаимно T-связанными.
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3. Решаемые задачи
В статье предлагаются методы решения задач по следующим базовым моделям
возможностно-вероятностной оптимизации, основанных на принципе ожидаемой
возможности:
P1. Модель максимизации(минимизации) возможности/необходимости дости-
жения ожидаемого уровня притязаний критерия при построчных ограничениях
по возможности/необходимости на ожидаемые значения ограничений
𝜏 {ℰ𝑓0(𝑥, 𝜔, 𝛾) ℜ0 0} → max(min),{︃
𝜏 {ℰ𝑓𝑖(𝑥, 𝜔, 𝛾) ℜ𝑖 0} > 𝛼𝑖, 𝑖 = 1, . . . ,𝑚,
𝑥 ∈ 𝑋.
P2. Модель максимазации(минимизации) с заданной возможностью/необхо-
димостью ожидаемого критерия при построных ограничениях по возможнос-
ти/необходимости на ожидаемые значения ограничений
𝑘 → max(min),
𝜏 {ℰ𝑓0(𝑥, 𝜔, 𝛾) ℜ0 𝑘} > 𝛼0,{︃
𝜏 {ℰ𝑓𝑖(𝑥, 𝜔, 𝛾) ℜ𝑖 0} > 𝛼𝑖, 𝑖 = 1, . . . ,𝑚,
𝑥 ∈ 𝑋.
В представленных моделях𝑋 ⊆ 𝐸𝑛+ = {𝑥 ∈ 𝐸𝑛 : 𝑥 > 0}; 𝑓𝑖(𝑥, 𝜔, 𝛾) – возможностно-
вероятностные функции: 𝑓𝑖(·, ·, ·) : 𝑋 × Ω × Γ → 𝐸1, 𝑖 = 1, . . . ,𝑚; 𝜏 ∈ {𝜋, 𝜈},
ℜ0,ℜ𝑖 ∈ {6,>,=}, 𝛼𝑖 ∈ (0, 1], k – дополнительная переменная. В общем случае
отношения ℜ0,ℜ𝑖 могут быть нечеткими [11].
4. Стохастический квазиградиентный метод




ℱ𝑖(𝑥) 6 0, 𝑖 = 1, . . . ,𝑚,
𝑥 ∈ 𝑋. (2)
Обозначим через 𝜙𝑥(𝑥, 𝑢) вектор обобщенного градиента функции Лагранжа




по переменной 𝑥 при фиксированном 𝑢 = (𝑢1, . . . , 𝑢𝑚), а через 𝜙𝑢(𝑥, 𝑢) – гра-
диент этой функции по переменным 𝑢 = (𝑢1, . . . , 𝑢𝑚), который очевидно равен
(ℱ1(𝑥), . . . ,ℱ𝑚(𝑥)).
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Определим последовательность точек (𝑥𝑠, 𝑢𝑠), исходя из следующих соотноше-
ний
𝑥𝑠+1 = 𝜋𝑋(𝑥
𝑠 − 𝜌𝑠𝛾𝑠𝜉𝑠), 𝑠 = 0, 1, . . . , (4)
𝑢𝑠+1 = 𝜋𝑈 (𝑢
𝑠 + 𝜌𝑠𝛾𝑠𝜁
𝑠), 𝑠 = 0, 1, . . . , (5)
где (𝑥0, 𝑢0) – произвольное начальное приближение, 𝜌𝑠 – величина шага, 𝛾𝑠 –
нормирующий множитель, 𝜋𝑈 – оператор проектирования на некоторое выпуклое
и замкнутое множество 𝑈 , содержащее компоненты 𝑢* седловых точек (𝑥*, 𝑢*)
функции Лагранжа 𝜙(𝑥, 𝑢) в области 𝑥 ∈ 𝑋,𝑢 > 0 (при условии, что седловая
точка существует); 𝜉𝑠, 𝜁𝑠 – случайные векторы такие, что
ℰ(𝜉𝑠/(𝑥0, 𝑢0), . . . , (𝑥𝑠, 𝑢𝑠)) = 𝑎𝑠𝜙𝑥(𝑥𝑠, 𝑢𝑠) + 𝑏𝑠, (6)
ℰ(𝜁𝑠/(𝑥0, 𝑢0), . . . , (𝑥𝑠, 𝑢𝑠)) = 𝑎𝑠𝜙𝑢(𝑥𝑠, 𝑢𝑠) + 𝑑𝑠, (7)
где случайная величина 𝑎𝑠 > 0 и случайные векторы 𝑏𝑠, 𝑑𝑠 измеримы от-
носительно 𝜎-подалгебры ℬ𝑠, индуцированной семейством случайных величин
(𝑥0, 𝑢0), . . . , (𝑥𝑠, 𝑢𝑠). Величины 𝜌𝑠, 𝛾𝑠 также измеримы относительно ℬ𝑠.
Предположим, что ℱ𝑖(𝑥), 𝑖 = 0, 1, . . . ,𝑚 – непрерывные и выпуклые вниз в обла-
сти 𝑋 функции; множество 𝑋 выпуклое и замкнутое; ограничения удовлетворяют
условию Слейтера.
Теорема 1. [12] Пусть функция ℱ0(𝑥) строго выпуклая, 𝜂𝑠 – случайная вели-
чина, измеримая относительно 𝜎-подалгебры ℬ𝑠, индуцированной величинами
(𝑥0, 𝑢0), . . . , (𝑥𝑠, 𝑢𝑠), такая, что
ℰ(‖𝜉𝑠‖2 + ‖𝜁𝑠‖2/(𝑥0, 𝑢0), . . . , (𝑥𝑠, 𝑢𝑠)) 6 𝜂2𝑠 6 𝐶𝐿 <∞ (8)
при ‖𝑥𝑘‖ + ‖𝑢𝑘‖ 6 𝐿 < ∞, 𝑘 = 0, 1, . . . , 𝑠; нормирующий множитель 𝛾𝑠 для
некоторых чисел 𝛾, 𝛾 удовлетворяет условию
0 < 𝛾 6 𝛾𝑠(𝜂𝑠 + 𝜏𝑠‖𝑥𝑠‖+ 𝜗𝑠‖𝑢𝑠‖) 6 𝛾 <∞, (9)
где 𝜏𝑠 = 1 при ‖𝑏𝑠‖ > 0 и 𝜏𝑠 = 0 при ‖𝑏𝑠‖ = 0; 𝜗𝑠 = 1 при ‖𝑑𝑠‖ > 0 и 𝜗 = 0 при
‖𝑑𝑠‖ = 0; величины 𝜌𝑠, 𝑎𝑠, 𝑏𝑠, 𝑑𝑠 такие, что
𝜌𝑠 > 0, 𝑎𝑠 > 0,
∞∑︁
𝑠=0
ℰ(𝜌𝑠‖𝑑𝑠‖+ 𝜌𝑠‖𝑑𝑠‖+ 𝜌2𝑠) <∞, (10)
кроме того, с вероятностью 1
∞∑︁
𝑠=0
𝜌𝑠𝑎𝑠 = ∞. (11)
Тогда с вероятностью 1 одна из предельных точек последовательности 𝑥𝑠 при-
надлежит 𝑋*, то есть п.н.
lim
𝑠→∞ min06𝑘6𝑠
ℱ0(𝑥𝑘) = ℱ ′(𝑥*), 𝑥* ∈ 𝑋*.
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5. Спецификация стохастического квазиградиентного метода для реше-
ния задачи возможностно-вероятностного программирования
Рассмотрим модель 𝑃2 при независимых случайных параметрах и слабейшей
t-норме
𝑇𝑊 (𝑥, 𝑦) =
{︃
min{𝑥, 𝑦}, еслиmax{𝑥, 𝑦} = 1,
0, иначе,
описывающей взаимодействие нечетких параметров:
𝑘 → max,
𝜏 {ℰ𝑓0(𝑥, 𝜔, 𝛾) ℜ0 𝑘} > 𝛼0, (12){︃
𝜏 {ℰ𝑓𝑖(𝑥, 𝜔, 𝛾) ℜ𝑖 0} > 𝛼𝑖, 𝑖 = 1, . . . ,𝑚,
𝑥 ∈ 𝑋. (13)
В этой модели




𝑓𝑖(𝑥, 𝜔, 𝛾) =
𝑛∑︁
𝑗=0
𝐴𝑖𝑗(𝜔, 𝛾)𝑥𝑗 −𝐵𝑖(𝛾), 𝑖 = 1, . . . ,𝑚.
Здесь 𝐴𝑖𝑗(𝜔, 𝛾) есть нечеткие случайные величины, имеющие сдвиг-масштабное
представление:
𝐴𝑖𝑗(𝜔, 𝛾) = 𝑐𝑖𝑗(𝜔) + 𝑑𝑖𝑗(𝜔)𝑍𝑖𝑗(𝛾),
где 𝑐𝑖𝑗(𝜔), 𝑑𝑖𝑗(𝜔) – случайные величины, определенные на вероятностном про-
странстве (Ω, 𝐵, 𝑃 ); 𝑍𝑖𝑗(𝛾), 𝐵𝑖(𝛾) – взаимно 𝑇𝑊 -связанные нечеткие интервалы.
В случае ℜ0 = «6», ℜ𝑖 = «6», 𝜏 = «𝜈», после снятия неопределенности воз-
можностного типа, можно, основываясь на [14], привести (12), (13) к следующей
задаче стохастического программирования
ℱ0(𝑥) → min, (14){︃
ℱ𝑖(𝑥) 6 0, 𝑖 = 1, . . . ,𝑚,
𝑥 ∈ 𝑋, (15)
где
ℱ0(𝑥) = ℎ0(𝑥) + ℰ𝑔0(𝑥, 𝜃),




𝑎𝑖𝑗𝑥𝑗 , 𝑖 = 0, . . . ,𝑚,
𝑔𝑖(𝑥, 𝜃) = 𝛿𝑖 max
16𝑗6𝑛
{𝑏𝑖𝑗𝜃𝑖𝑗𝑥𝑗} , 𝑖 = 0, . . . ,𝑚,
a 𝜃𝑖𝑗 – независимые случайные величины, 𝛿𝑖 = 𝑅
−1(1− 𝛼𝑖), 𝑣𝑖 – константа.
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Построим функцию Лагранжа




= ℎ0(𝑥) + 𝛿0ℰ𝑔0(𝑥, 𝜃) +
𝑚∑︁
𝑖=1
𝑢𝑖(ℎ𝑖(𝑥) + 𝛿𝑖ℰ𝑔𝑖(𝑥, 𝜃)− 𝑣𝑖). (16)
Пусть функции ℱ𝑖(𝑥), 𝑖 = 1, . . . ,𝑚 являются непрерывными и выпуклыми в
области 𝑋, а функция ℱ0(𝑥) является строго выпуклой и непрерывной. Тогда в
качестве квазиградиентов по 𝑥 на s-ой итерации для функций ℱ𝑖(𝑥), 𝑖 = 0, . . . ,𝑚
можно взять следующие векторы
𝜉𝑠𝑖 = ∇ℎ𝑖(𝑥𝑠) + 𝛿𝑖∇𝑔𝑖(𝑥𝑠, 𝜃𝑠), (17)
∇ℎ𝑖(𝑥𝑠) = (𝑎𝑖1, . . . , 𝑎𝑖𝑛), (18)
∇𝑔𝑖(𝑥𝑠, 𝜃𝑠) = (0, . . . , 𝑏𝑖𝑗𝑠𝑖 𝜃𝑠𝑖𝑗𝑠𝑖 , . . . , 0), (19)
где 𝑥𝑠 – точка, полученная на 𝑠-ой итерации, 𝜃𝑠𝑖𝑗𝑠𝑖 – реализа-




𝑥𝑠𝑖𝑗𝑠𝑖 > 𝑎𝑖𝑗𝜃𝑖𝑗𝑥𝑖𝑗 , ∀𝑗 = 1, . . . , 𝑛, 𝑖 = 1, . . . ,𝑚.
Тогда для функции Лагранжа 𝜙(𝑥, 𝑢) квазиградиент по 𝑥 на s-ой итерации
примет вид






В качестве же квазиградиента по 𝑢 функции Лагранжа 𝜙(𝑥, 𝑢) можно выбрать
𝜁𝑠 = (ℱ1(𝑥), . . . ,ℱ𝑚(𝑥)). (21)
Покажем, что выбранные векторы действительно являются квазиградиентами
функции Лагранжа по 𝑥 и по 𝑢.
Может быть доказан ряд теорем [12], результаты которых нам необходимы в
дальнейшем.
Лемма 1. Если ∇𝑔1(𝑥), . . . ,∇𝑔𝑛(𝑥) есть обобщенные градиенты функций
𝑔1(𝑥), . . . , 𝑔𝑛(𝑥), соответственно, тогда ∇𝑔(𝑥) =
∑︀𝑛
𝑖=1 𝑎𝑖∇𝑔𝑖(𝑥) – обобщенный
градиент функции 𝑔(𝑥) =
∑︀𝑛
𝑖=1 𝑎𝑖𝑔𝑖(𝑥), 𝑎𝑖 > 0, 𝑖 = 1, . . . , 𝑛.
Доказательство. Покажем, что вектор ∇𝑔(𝑥) удовлетворяет условию






а так как ∇𝑔𝑖(𝑥) есть обобщенные градиенты функций 𝑔𝑖(𝑥), то
𝑔𝑖(𝑧)− 𝑔𝑖(𝑥) > (∇𝑔𝑖(𝑥), 𝑧 − 𝑥), 𝑖 = 1, . . . , 𝑛.









𝑎𝑖∇𝑔𝑖(𝑥), 𝑧 − 𝑥) = (∇𝑔(𝑥), 𝑧 − 𝑥).
Лемма 2. Пусть 𝜉𝑠1, . . . , 𝜉
𝑠
𝑛 – стохастические квазиградиенты функций
𝑔1(𝑥), . . . , 𝑔𝑛(𝑥) соответственно, при этом
ℰ(𝜉𝑠𝑖 /𝑥𝑠) = ∇𝑔𝑖(𝑥𝑠),
















а по Лемме 1
∑︀𝑛
𝑖=1∇𝑔𝑖(𝑥𝑠) есть обобщенный градиент функции 𝑔(𝑥). Следователь-
но 𝜉𝑠 – квазиградиент функции 𝑔(𝑥).
Лемма 3. [12] Пусть некоторая функция 𝐺(𝑥) имеет вид
𝐺(𝑥) = ℰ max
𝑦∈𝑌
𝑔(𝑥, 𝑦, 𝜃).
Предположим, что при каждом 𝑥 и 𝜃 существует такое 𝑦(𝑥, 𝜃), что
𝑔(𝑥, 𝑦(𝑥, 𝜃), 𝜃) = max
𝑦∈𝑌
𝑔(𝑥, 𝑦, 𝜃),
при каждом 𝑦 и 𝜃 функция 𝑔(𝑥, 𝑦, 𝜃) выпукла и непрерывна в выпуклой и замкну-
той области 𝑋, при этом пусть ∇𝑔(𝑥, 𝑦, 𝜃) – есть обобщенный градиент по 𝑥
при фиксированных 𝑦 и 𝜃.
Тогда в качестве стохастического квазиградиента функции 𝐺(𝑥) можно вы-
брать следующий вектор
𝜉𝑠 = ∇𝑔(𝑥𝑠, 𝑦(𝑥𝑠, 𝜃𝑠), 𝜃𝑠),
где 𝜃𝑠, 𝑠 = 0, 1, . . . , – независимые наблюдения состояния природы 𝜃.
Используя доказанные утверждения, покажем, что векторы (20), (21) являются
квазиградиентами функции Лагранжа по 𝑥 и по 𝑢.
Утверждение 1. Вектор ∇𝑔𝑖(𝑥𝑠, 𝜃𝑠) = (0, . . . , 𝑏𝑖𝑗𝑠𝑖 𝜃𝑠𝑖𝑗𝑠𝑖 , . . . , 0) является квазигради-
ентом функции
𝐺𝑖(𝑥) = ℰ𝑔𝑖(𝑥, 𝜃) = ℰ max
16𝑗6𝑛
{𝑏𝑖𝑗𝜃𝑖𝑗𝑥𝑗} .
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Доказательство. Функцию 𝐺𝑖(𝑥) можно записать в следующем виде
𝐺𝑖(𝑥) = ℰ max
16𝑗6𝑛
𝑟𝑖(𝑥, 𝑗, 𝜃),
где 𝑟𝑖(𝑥, 𝑗, 𝜃) = 𝑏𝑖𝑗𝜃𝑖𝑗𝑥𝑗 , 𝑗 = 1, . . . , 𝑛.
Так как функция 𝑟𝑖(𝑥, 𝑗, 𝜃) при каждом 𝑗 и 𝜃 выпукла и непрерывна, то по
Лемме 1 в качестве квазиградиента функции 𝐺𝑖(𝑥) можно выбрать обобщенный
градиент функции 𝑟𝑖(𝑥, 𝑗(𝑥, 𝜃), 𝜃), где 𝑗(𝑥, 𝜃) такой, что
𝑟𝑖(𝑥, 𝑗(𝑥, 𝜃), 𝜃) = max
16𝑗6𝑛
𝑟𝑖(𝑥, 𝑗, 𝜃).
То есть квазиградиентом функции 𝐺𝑖(𝑥) будет вектор
∇𝑔𝑖(𝑥,𝜃𝑠) = (0, . . . , 𝑏𝑖𝑗𝑠𝑖 𝜃𝑠𝑖𝑗𝑠𝑖 , . . . , 0),
где 𝑥𝑠 – точка, полученная на 𝑠-ой итерации, 𝜃𝑠 – реализация




𝑥𝑠𝑖𝑗𝑠𝑖 > 𝑎𝑖𝑗𝜃𝑖𝑗𝑥𝑖𝑗 , 𝑗 = 1, . . . , 𝑛, 𝑖 = 1, . . . ,𝑚.
Утверждение 2. 𝜉𝑠𝑖 есть стохастический квазиградиент функции ℱ𝑖(𝑥), для
𝑖 = 0, . . . ,𝑚.
Доказательство. Очевидно, что ∇ℎ𝑖(𝑥𝑠) является и квазиградиентом и обобщен-
ным градиентом функции ℎ𝑖(𝑥).
Так как по Утверждению 1 ∇𝑔𝑖(𝑥𝑠, 𝜃𝑠) – квазиградиент функции
𝐺𝑖(𝑥) = ℰ𝑔𝑖(𝑥, 𝜃), то
ℰ(𝜉𝑠𝑖 /𝑥𝑠) = ℰ(∇ℎ𝑖(𝑥𝑠)/𝑥𝑠) + 𝛿𝑖ℰ(∇𝑔𝑖(𝑥𝑠, 𝜃𝑠)/𝑥𝑠) = ∇ℎ𝑖(𝑥𝑠) + 𝛿𝑖∇?ˆ?𝑖(𝑥).
По Лемме 1 ∇ℎ𝑖(𝑥𝑠) + 𝛿𝑖∇?ˆ?𝑖(𝑥) есть обобщенный градиент функции ℱ𝑖.
Утверждение 3. Вектор 𝜉𝑠 является стохастическим квазиградиентом по 𝑥 функ-
ции Лагранжа 𝜙(𝑥, 𝑢).
Доказательство. Так как функция Лагранжа 𝜙(𝑥, 𝑢) есть взвешенная сумма
функции цели и функций ограничений, а вектор 𝜉𝑠 есть взвешенная сумма обоб-
щенных градиентов функции цели и функций ограничений, то по Лемме 3 вектор
𝜉𝑠 является квазиградиентом по 𝑥 функции Лагранжа 𝜙(𝑥, 𝑢).
Утверждение 4. Вектор 𝜁𝑠 является стохастическим квазиградиентом по 𝑢 функ-
ции Лагранжа 𝜙(𝑥, 𝑢).
Доказательство. Так как 𝜁𝑠 является градиентом по 𝑢 функции Лагранжа
𝜙(𝑥, 𝑢), следовательно, 𝜁𝑠 является и квазиградиентом по 𝑢 функции Лагранжа
𝜙(𝑥, 𝑢).
Пусть в задаче (14), (15) функции ℱ𝑖(𝑥), 𝑖 = 0, . . . ,𝑚 выпуклые и непрерыв-
ные в замкнутой и выпуклой области 𝑋; ограничения (14) удовлетворяют условию
Слейтера, то есть функция Лагранжа 𝜙(𝑥, 𝑢) имеет седловую точку (𝑥*, 𝑢*) в об-
ласти 𝑥 ∈ 𝑋, 𝑢 > 0.
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Теорема 2. Пусть функция ℱ0(𝑥) строго выпуклая, 𝜂𝑠 – случайная вели-
чина, измеримая относительно 𝜎-подалгебры ℬ𝑠, индуцированной величинами
(𝑥0, 𝑢0), . . . , (𝑥𝑠, 𝑢𝑠), такая, что
ℰ(‖𝜉𝑠‖2 + ‖𝜁𝑠‖2/(𝑥0, 𝑢0), . . . , (𝑥𝑠, 𝑢𝑠)) 6 𝜂𝑠 6 𝐶𝐿 <∞ (22)
при ‖𝑥𝑘‖ + ‖𝑢𝑘‖ 6 𝐿 < ∞, 𝑘 = 0, . . . , 𝑠; нормирующий множитель 𝛾𝑠 для неко-
торых чисел 𝛾, 𝛾 удовлетворяет условию
0 < 𝛾 6 𝛾𝑠𝜂𝑠 6 𝛾 <∞; (23)








Тогда с вероятностью 1 одна из предельных точек последовательности 𝑥𝑠, опре-
деленная рекурсивной формулой (4), принадлежит 𝑋*.
Доказательство. Так как
ℰ(𝜉𝑠/(𝑥𝑠, 𝑢𝑠)) = 𝜙𝑥(𝑥𝑠, 𝑢𝑠) и ℰ(𝜁𝑠/(𝑥𝑠, 𝑢𝑠)) = 𝜙𝑢(𝑥𝑠, 𝑢𝑠),
то в формулах (6), (7) 𝑎𝑠 = 1, 𝑏
𝑠 = 𝑑𝑠 = (0, . . . , 0), а значит 𝜏𝑠 = 𝜗𝑠 = 0. Поэтому
неравенство (9) преобразуется в неравенство
0 < 𝛾 6 𝛾𝑠𝜂𝑠 6 𝛾 <∞. (25)
Соответственно условия (10) и (11) преобразуется к виду
∞∑︁
𝑠=0




В остальных моментах доказательство данной теоремы аналогично доказатель-
ству теоремы 1.
6. Модельный пример
Применим специфицированный нами метод стохастических квазиградиентов
для решения следующей задачи
𝑘 → min,
𝜈 {ℰ (𝐴01(𝜔, 𝛾)𝑥1 + 𝐴02(𝜔, 𝛾)𝑥2) 6 𝑘} > 0.6,⎧⎪⎨⎪⎩
𝜈 {ℰ (𝐴11(𝜔, 𝛾)𝑥1 + 𝐴12(𝜔, 𝛾)𝑥2) 6 0} > 0.8,
𝜈 {ℰ (𝐴21(𝜔, 𝛾)𝑥1 + 𝐴22(𝜔, 𝛾)𝑥2) 6 0} > 0.5,
𝑥 > 0.
66 ЕГОРОВА Ю.Е., ЯЗЕНИН А.В.
Здесь 𝐴𝑖𝑗(𝜔, 𝛾) имеют сдвиг-масштабное представление, в котором случайные ком-
поненты 𝑐𝑖𝑗(𝜔) и 𝑑𝑖𝑗(𝜔) являются независимыми и равномерно распределенными
на интервале [0, 1], нечеткие компоненты
𝑍01 = (2, 3, 2, 1)𝐿𝑅, 𝑍02 = (0, 5, 3, 2)𝐿𝑅,
𝑍11 = (1, 1, 1, 3)𝐿𝑅, 𝑍12 = (2, 5, 2, 4)𝐿𝑅,
𝑍21 = (5, 7, 4, 2)𝐿𝑅, 𝑍22 = (3, 7, 1, 2)𝐿𝑅,
𝐵1 = (2, 5, 3, 2)𝐿𝑅, 𝐵2 = (4, 8, 4, 3)𝐿𝑅,
а функции представления формы имеют вид
𝑅(𝑡) = 𝐿(𝑡) = max {0, 1− 𝑡}, 𝑡 > 0.
После снятия неопределенности нечеткого типа, получим эквивалентный ана-
лог, являющийся задачей стохастического программирования
2𝑥1 + 3𝑥2 + 0.6 ℰ (max {𝑥1𝜃, 2𝑥2𝜃}) → min,⎧⎪⎨⎪⎩
𝑥1 + 3𝑥2 + 0.8 ℰ (max {3𝑥1𝜃, 4𝑥2𝜃}) 6 3.4,
4𝑥1 + 4𝑥2 + 0.5 ℰ (max {2𝑥1𝜃, 2𝑥2𝜃}) 6 6.5,
5 6 𝑥1, 𝑥2 6 15.
Определим компоненты 𝜉𝑠𝑖 квазиградиента 𝜉
𝑠 функции Лагранжа







































𝑠) = 𝑥𝑠1 + 3𝑥
𝑠
2 + 0.8 ·max {3𝑥𝑠1𝜃𝑠, 4𝑥𝑠2𝜃𝑠} ,
𝑓2(𝑥1
𝑠, 𝑥𝑠2, 𝜃
𝑠) = 4𝑥𝑠1 + 4𝑥
𝑠
2 + 0.8 ·max {2𝑥𝑠1𝜃𝑠, 2𝑥𝑠2𝜃𝑠} .
Выберем в качестве начального приближения точку 𝑥0 = (11.7, 10.3),
𝑢0 = (1.0, 1.0), нормирующий множитель 𝛾𝑠 = 1, 𝑠 = 0, 1, . . . , величину шага на
𝑠-ой итерации будем вычислять по следующей формуле 𝜌𝑠 =
1
2𝑠−1 .
Приступим к построению последовательности точек, одна из которых опреде-
лит приемлемое решение.
Итерация 10.
𝜉10 = (5.0, 13.23), 𝜁10 = (37.36, 41.73),
𝑥10 = (7.68, 6.65), 𝑢10 = (0.58, 0.97),
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𝑓0(7.68, 6.65) = 39.74.
Итерация 20.
𝜉20 = (3.11, 7.88), 𝜁20 = (33.71, 38.64),
𝑥20 = (5.42, 5.33), 𝑢20 = (0.51, 0.44),
𝑓0(5.42, 5.33) = 30.30.
Итерация 30.
𝜉30 = (4.37, 9.172), 𝜁30 = (30.33, 30.19),
𝑥30 = (5.17, 5.11), 𝑢30 = (0.60, 0.78),
𝑓0(5.17, 5.11) = 28.99.
Итерация 40.
𝜉40 = (3.74, 9.27), 𝜁40 = (32.36, 34.82),
𝑥40 = (5.31, 5.16), 𝑢40 = (0.76, 0.64),
𝑓0(5.31, 5.16) = 29.47.
Итерация 50.
𝜉50 = (2.98, 7.01), 𝜁50 = (29.71, 32.51),
𝑥50 = (5.064, 5.14), 𝑢50 = (0.49, 0.86),
𝑓0(5.064, 5.14) = 28.88.
Итерация 60.
𝜉60 = (3.88, 8.76), 𝜁60 = (28.48, 28.75),
𝑥60 = (5.054, 5.048), 𝑢60 = (0.99, 0.64),
𝑓0(5.054, 5.048) = 28.53.
Итерация 70.
𝜉70 = (2.46, 5.94), 𝜁70 = (30.68, 33.19),
𝑥70 = (5.0051, 5.002), 𝑢70 = (0.79, 0.95),
𝑓0(5.0051, 5.002) = 28.28.
В итоге получаем приближенное решение исходной задачи возможностно-
вероятностного програмирования 𝑥* = (5.0051, 5.002), а минимальное значение
целевой функции в этой точке равно 𝑓0(𝑥
*) = 28.28.
Заключение
В статье разработан стохастический квазиградиентный (прямой) метод реше-
ния задач возможностно-вероятностного программирования. Его применение для
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решения задач рассматриваемого класса исключает необходимость вычисления
математических ожиданий коэффициентов нечеткости, которые являются неглад-
кими функциями случайных величин. Это, в конечном итоге, позволяет избежать
трудностей реализации вычислительного характера. С этой точки зрения приме-
нение прямого метода является адекватным. Примером таких задач являются мо-
дели оптимизации портфеля в условиях гибридной неопределенности [15]. Пробле-
ма выбора инвестиционного портфеля может быть исследована в общем контексте
возможностно-вероятностного программирования, а посредством выбора 𝑡-нормы
можно в конечном итоге управлять риском портфеля.
В плане дальнейших исследований представляется необходимым получение
оценок вычислительной сложности непрямых и прямых методов решения задач
в условиях гибридной неопределенности при слабейшей t-норме, описывающей
взаимодействие нечетких параметров, а также проведение параметрической адап-
тации стохастического алгоритма.
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In this paper, the stochastic quasi-gradient method is described and
specified for solving possibilistic-probabilistic optimization problems where
fuzzy parameters are 𝑇𝑊 (the weakest t-norm)-related. An example solved
by the specified method is presented.
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gradient method, possibilistic random variable, the weakest t-norm.
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