Financial forecasting using news articles is an emerging field. In this paper, we proposed hybrid intelligent models for stock market prediction using the psycholinguistic variables (LIWC and TAALES) extracted from news articles as predictor variables. For prediction purpose, we employed various intelligent techniques such as Multilayer Perceptron (MLP), Group Method of Data Handling (GMDH), General Regression Neural Network (GRNN), Random Forest (RF), Quantile Regression Random Forest (QRRF), Classification and regression tree (CART) and Support Vector Regression (SVR). We experimented on the data of 12companies' stocks, which are listed in Bombay Stock Exchange (BSE).
Introduction
Stock Market prediction is an interesting research problem where stock value always varies significantly with respect to time. The time series is noisy and chaotic. Any forecasting model that finds the intricate relationship between the financial news about a company and its stock price is useful. Future stock values are predicted using the financial news about that company.
Especially, the outcome of the prediction (Abu-Mostafa and Atiya, 1996) will have a direct bearing on future decision making such as fresh investment on, sale or status-quo of the stocks.
Despite proliferating research in the field, forecasting future stock prices is a complicated process since stock market exhibits the dynamic trend. It is all the harder if we want to forecast stock price based on relevant news articles. It is well-known that the raw text data is not useful for any data mining task. Therefore, we convert the text into an intermediate form called In literature, there is a huge number of stock prediction models that deal with only numeric data under time series analysis framework and comparatively not much work is reported in stock prediction using text mining of financial news articles. So far, models were built using only news headlines that have limited text with no details of the entire information. It is evident from the news that the news article contains more details instead of news headlines. Therefore, the sentiment of a news article can be a useful predictor for forecasting a stock. Therefore, in this paper, an attempt is made to predict the stock price of a company using the information contained in news articles related to the particular company in question. We conjecture that a correlation exists between news and the stock values. The sentiment present in news articles contains useful information about stock price forecasting.
The contributions of this paper are:
1.
Extraction of psycholinguistic features from the financial news articles concerning Indian companies. These features collectively convey the sentiment hidden in the article.
2.
Extraction of lexical sophistication features from financial news articles.
3.
Imputing missing linguistic/ lexical feature values for the cases where the stock price is available for a company but the corresponding news is not.
4.
Developing stock prediction models with these features as predictor variables using a host of intelligent techniques.
The structure of the rest of the paper is as follows. Section 2 reviews the works related to text mining in stock market analysis. Section 3 describes the methods applied in current work.
Section 4 presents the proposed methodology. Section 5 presents the results of our analysis and comparative analysis of models. Finally, we summarize our work by concluding it in Section 6.
Motivation for the present work
(i) A Majority of the existing works in literature initially categorized the news articles and later performed the prediction tasks. But, in our approach, we predicted stock value based on news articles.
(ii) Unlike the extant studies that employ conventional sentiment analysis tools, we wanted to extract psycho-linguistic features from the news articles and use them as predictor variables to predict stock price. 
Literature Review
Financial markets drive a lot of investment decisions all over the world. Stock markets witness dramatic changes over time in response to the geo-political, social and fiscal changes globally.
These in turn trigger financial risks in investments with the investors and the financial institutions being the stakeholders. Consequently, researchers started studying the cause and effect relationship between various market factors and the corresponding movements in stock prices. Most of the works focused on quantitative data like historical/ actual prices as predictor variables to predict the present stock price. Less attention was paid to the use of the enormous amount of unstructured textual data generated from the web in the form of published news articles, public opinions in social media and blogs by experts in the field of financial investments.
In this section, the past works of investment risk modeling and market predictions using this unstructured data is briefly reviewed.
Engle et al., (1993) predicted volatility in the stocks using news. Autoregressive Conditional Heteroskedasticity (ARCH), Generalized Autoregressive Conditional Heteroskedasticity (GARCH) models are fitted on stock returns of Japan from 1980 -1988. They concluded that impact of volatility in the negative news is higher than positive news for stock returns. Lavrenko et al., (2000) presented a model to identify the news stories which affect the trend of financial markets. They identified the patterns in the time series with the help of piecewise linear fit followed by label assignment with an automated binning process. They concluded that particular stock related news is useful for analysis compared to the global news. Thomas and Sycara (2000) worked on the behavior of financial markets. Textual information is available on the website of a company impacts its business. They proposed two models based on maximum entropy and genetic algorithm to predict financial markets. They concluded that the combination of these two models outperformed the stand-alone models.
Then, Peramunetilleke and Wong (2002) proposed a new model for forecasting exchange rates based on the current status of world financial markets. The study investigated on how news headlines of the financial market could be helpful for forecasting the currency exchange rates.
They concluded that the proposed approach was better than random guessing and suggested that hybrid models for better prediction. Koppel and Shtrimberg (2006) proposed a model based on the news articles for stock prediction. 
Overview of methods applied
In this section, we describe the two feature selection methods employed followed by various data mining algorithms.
Feature selection methods
Feature subset selection is an important task in any text mining task. In this work, we used the following two feature subset selection methods.
Chi-square method
Chi-squared helps us decide whether a categorical predictor variable and the target class variable are independent or not. High chi-squared values indicate the dependence of the target variable on the predictor variable. It is employed in many text mining applications (Zheng et al., 2004 ).
Minimal Redundancy and Maximal Relevance (MRMR)
Minimum redundancy maximum relevance (MRMR) ( 
Machine Learning Techniques
In this work, we employed the following machine learning algorithms.
Support Vector Regression (SVR)
Support Vector Machines (SVM) (Cortes and Vapnik, 1995) proved useful for solving classification problems. However, Support Vector Regression (SVR) (Gunn, 1998) 
Random Forest (RF)
Ho (1995) proposed Random Forest. It builds multiple trees on a randomly selected feature subset on a sample of data obtained with replacement (also known as bootstrap sampling). It is expandable for increasing the performance on both training and test data. It performs both classification and regression and also handles higher dimensions of the datasets.
Quantile Regression Random Forest (QRRF)
Quantile Regression Random Forest was introduced by Meinshausen(2006) . The significant difference between RF and QRRF is as follows: All observations are kept in a node in quantile regression random forest whereas in the random forest node contains the mean of observations only. It is just like an optimization problem i.e. conditional mean estimation is performed by minimizing the squared error so that quantiles reduce the expected loss. Selection of suitable parameters for quantile regression minimizes the empirical loss. The quantile regression random forest is non-parametric and yields accurate predictions. In this connection, Ravi and Sharma (2014) proposed a hybrid model using SVR and QRRF in tandem for regression tasks.
Classification and Regression Tree (CART)
CART is proposed by Breimanet al., (1984) . It is one of the decision tree algorithms that solves both classification and regression problems. It has the following advantages: automatic variable selection, handling missing values, handling discrete as well as continuous variables. In this algorithm, the splitting of the root node is based on the sum of squared errors. It is too popular to be described here.
Multilayer Perceptron (MLP)
It is the most popular neural network model that maps a set of input variables onto a set of output or target variables. It contains an input, hidden, and an output layer. Hidden layer explains the nonlinearity of the dataset. MLP uses a standard back propagation algorithm to estimate the weights connecting these layers. MLP is a universal approximator and is widely used for solving both classification and regression problems (Rumelhartet al., 1986).
Data Handling (GMDH)
Group Method Data Handling (Ivakhnenko, 1968 )is the first deep learning neural network in a broad sense with several hidden layers and is using in various applications such as pattern recognition, forecasting, and systems modeling. It is using in different applications like energy demand prediction (Srinivasan, 2008 etc. There is an advantage with GMDH is that it automatically selects the number of hidden layers and neurons in each hidden layer. The network is thus composed of active neurons that organize themselves. The GMDH network learns in an inductive way and tries to build a polynomial function which minimizes the error between the predicted value and expected output.
For more details, the reader can refer to Ivakhnenko (1968).
General Regression Neural Network (GRNN)
Specht (1991) 
Proposed Methodology
In this work, a hybrid model which performs text mining on the financial news articles and forecasting of the stock price in tandem is proposed. The proposed methodology consists of three phases namely preprocessing, imputation and forecasting as depicted in Figure 1 . Initially, all news articles and the corresponding stock prices of a set of companies were collected. Datasets' description can be found in the Section 6. Later, the news articles were preprocessed by employing LIWC (2015) 
Linguistic Features
We employed the Linguistic Inquiry and Word Count (LIWC) to find out the linguistic features in the news articles. LIWC includes (Tausczik and Pennebaker, 2010 ) the text analysis module along with a group of built-in dictionaries which is used to count the percentage of words reflecting different emotions, thinking styles, social concerns, and even parts of speech. LIWC counts the words which are in psychologically meaningful. It contains a dictionary of 6400 words (Pennebaker et al., 2015) . These words are again containing sub-dictionaries. The output of LIWC contains 93 variables; these variables may be belonging to the following groups:
General description, the summary of language, linguistic, personal concern, physiological, personal. Table 1 .
Lexical Sophistication Features

Dataset description
To validate our proposed method, we conducted novel experiments with the following data sets, extracted from the web. The description of the datasets is listed in Table 1 . all predictor variables in the entire record were imputed using the method described below.
Data imputation process
In today's world, handling incomplete data is a very common difficulty in most of the datasets.
There are various causes for missing data: weak data acquiring process, data privacy issues, nonavailability of data and many other reasons. It leads to uncertainty in the dataset and causes inaccurate prediction. So, here imputation plays a significant role.
Imputation is defined as the process of replacing missing values with substituted values. This leads to a situation where news articles are available on a particular day when there is a stock market holiday. Losing this data will lead to information loss. To retain such feature values, all these data instances with no available stock prices on the corresponding date are merged into next instance with available stock price. This is done by averaging out values of all these instances till the date where next stock price information is available.
In this approach, initially the records where the stock value is available, and the corresponding news is not available or missing is found. For every record with a given stock price and missing financial news, the missing feature values are imputed as follows:
(i) Pick up all those records whose stock price is within plus or minus 10% of the current stock price.
(ii) Compute the mean of all the feature values of the records so chosen in order to form a new feature vector.
(iii) Finally, this feature vector acts as a proxy for the missing financial news.
(iv) For imputation, the method of Ling and Mei (2009) was adopted. where xi' is the imputed value for the missing i th attribute, xi is the attribute value obtained in the step (ii) above and di represents the absolute difference between the corresponding stock value of missing record and that obtained in step (ii) above. All the experiments are conducted on a computer having i5 processor with 2.6GHz, 8GB
RAM, 500GB HDD and 64-bit operating system of Windows 8. We used R language packages (2014) for RF, QRRF, RPART and SVR. We employed GMDH, GRNN models using Neuroshell (2010) . Similarly, for MLP we used Statistica Trial Version (2016).We presented the various parameter settings for distinct models in Table 2 .
Performance Measures
In this paper, we evaluated the performance of the proposed system with the following metrics.
Mean Absolute Percentage Error (MAPE) (Flores, 1986) and Normalized Mean Square Error 
Results and Discussions
The For all datasets, the results with LIWC features are presented in Table 3 through Table 7 . In these tables, cells highlighted in */ green indicate the best performance of the model under consideration vis-à-vis other models. Table 4 . Table 9 . As seen from Table 9 , the absolute value of the DM statistic (Chen et al. 2014 ) is less than 1.96 in the following cases: Tata Motors (case (iii) and (iv)), Reliance Industries (case (iv)), Tata
Steel (case (ii)), TCS (case (ii)) and Spice Jet (case (v)) datasets. It indicates that there is no statistically significant difference between GMDH (case (i)) and GMDH (cases mentioned above) or GRNN (case (i)) and the GRNN (cases referred to above) as the case may be at 5\%level of significance. Therefore, for these datasets, the corresponding cases of feature subset selection methods turned out to be better than the case (i) in terms of MAPE and NRMSE.
However, in the rest of the cases in Table 9 , the absolute of DM statistic is greater than 1.96 which indicates that case (i) of full features is statistically significantly better than all feature subset selection cases in terms of MAPE and NRMSE at 5% level of significance. Table 15 . As seen in Table 15 , the absolute value of the DM statistic (Chen et al., 2014) is less than 1.96 in the following cases. Tata Steel (case (iv)), TCS (case (ii) and (iii)), SBI (case (ii) and (iii)), ONGC (case (iv)), Infosys (case(ii)), Spice Jet (case (ii) and (iv)), and Jet Airways (case (ii) and (iii)). It indicates that there is no statistically significant difference between GMDH (case (i)) and GMDH (cases mentioned above) or GRNN (case (i)) and the GRNN (cases referred to above) as the case may beat 5\% level of significance. Therefore, in these datasets, the corresponding cases of feature subset selection methods turned out to better than the case (i) in terms of MAPE and NRMSE. However, in the rest of the cases in Table 15 , the absolute of DM statistic is greater than 1.96 which indicates that case (i) of full features is statistically significantly better than all feature subset selection cases in terms of MAPE and NRMSE at 5% level of significance.
Similarly, we also conducted the Diebold-Mariano test (DM) between the LIWC and TAALES models i.e. Between case (i) (all features) of GMDH (LIWC) and case (i) (all features) of GMDH (TAALES) in a pair wise manner for all datasets. Similarly, case (i) of GRNN (LIWC) vs. case (i) of GRNN (TAALES). We chose GMDH and GRNN because of their superior performance over other models in terms of MAPE and NRMSE as seen in Tables 3 and 10 . The DM Test values are reported in Table 16 .
As seen in Table 16 , the absolute value of the DM statistic is less than 1.96 in the following cases: Airtel (GRNN), Mahindra (GRNN), Reliance Industries (GMDH), ONGC (GMDH). It indicates that there is no statistically significant difference between GMDH (LIWC) and GMDH (TAALES) with case (i) or GRNN (LIWC) and GRNN (TAALES) with case (i) at 5% level of significance. Therefore, for these datasets, the corresponding models of both, TAALES and LIWC turned out to be equally good in case (i), in terms of MAPE and NRMSE. However, in the rest of the cases in Table 16 , the absolute of DM statistic is greater than 1.96 which indicates that case (i) of full features with GMDH or GRNN is statistically significantly better than all feature subset selection cases in terms of MAPE and NRMSE at 5% level of significance.
Thus, the two different feature selection methods adopted here did not perform uniformly well on all datasets because they are filter based approaches and are not as powerful as the wrapper based ones. In this context, one can employ the new elitist quantum inspired differential evolution based wrapper developed by Srikrishna et al. (2015) to see if any significant improvement in prediction accuracy can be obtained. The reason for this suggestion is that, it not only depends on the impressive search capabilities of Differential Evolution but, also the powerful quantum computing principles.
Conclusions and Future directions
In this paper, a novel stock market prediction model based on the psycholinguistic features extracted from selected, stock (company) related, news articles, is proposed. Various prediction models viz., RF, QRRF, GMDH, SVR, CART, MLP and GRNN were employed for regression.
Experiments were conducted on stock prices of 12 companies listed on BSE. Due to nonavailability of news articles of some days, for a particular stock, mean-distance based data imputation was employed. In our experiments, it was found that statistically, GMDH yielded the best performance followed by GRNN in terms of MAPE and NRMSE using the DM test. LIWC features models are performing better as compared to TAALES features models. Going further, technical indicators can also be included as predictor variables along with the psycholinguistic and lexical features to get higher accuracies. It is important to note that in the current research, we employed filter-based feature subset selection methods. However, wrapper-based feature subset selection methods, which are designed to take inter-variable interaction effects into consideration may prove to be more potent and are worth exploring. Further, ensembling the predictions yielded by some well performing intelligent techniques is also a future research direction. Finally, psycholinguistic features coupled with evolutionary computation based stock prediction models (Jayakrishna and Ravi, 2016) is another direction worth exploring.
