Desplegament dels circuits dedicats de 1 i 10 Gbps entre el PIC i el CERN by Bernabeu i Altayó, Gerard et al.














































































































































Aquest  projecte  consisteix  en realitzar  el  disseny i  desplegament  d'una connexió  entre  el  Port  
d'Informació Científica  (PIC)  i el  Consell Europeu per a la Recerca Nuclear  (CERN) sobre un 

















centre  fundat  el  Juny del  2003,  ubicat  dins el  campus de  la  UAB i  finançat  pel  Departament  























amb participacions puntuals  dels  equips de  treball  del  PIC i,  en casos on es  requereix 
modificar la configuració de l'encaminador del PIC, amb l'administrador de la xarxa2 del 
PIC.
En   la   figura  1.1.2   es   pot   observar   l'estructura   organitzativa   del   PIC,   així   com   les   relacions 
















entre   el   PIC   i   el  CERN,   integrant­lo   dins   la   xarxa  LHC­OPN3  i   demostrant­ne   la   usabilitat 
empíricament. 












es realitzarà  un estudi  de viabilitat  per a la implementació  d'una línia de backup per al  circuit 
dedicat.  




















S'assumeix   que   serà   possible   definir   un  mecanisme  de   decisió   quan  més   d'una   solució   sigui 
possible i hi hagi discrepàncies sobre quina solució s'adopta. També s'assumeix la bona voluntat i 
col∙laboració per part del CERN, GÉANT, RedIRIS, l'Anella Científica i el propi PIC. 


























treball,   indispensable  per  a  comprendre  el   tramat  de  relacions  entre   les  diferents  entitats   i   les 
necessitats existents, així com per a l'adaptació al funcionament del centre.
Un cop finalitzat  el  procés   inicial  d'aprenentatge,  el  projecte  s'ha  dividit  dues   fases  segons  el 





● La segona etapa s'inicia amb la presentació  formal i el  posterior debat de les solucions 
plantejades, així com els seus avantatges i inconvenients. L'etapa finalitza quan s'arriba a 
una solució consensuada amb la directiva i els grups de treball del PIC, tenint en compte la 
posició   i  possibles repercussions amb els altres ens implicats  en el desplegament de la 
connexió (l'Anella Científica, el CERN, etc.). 
● Un   cop   obtinguda   una   solució   i   un   pla   de   desplegament   consensuats   s'inicia   l'etapa 
d'implementació   i  prova.  En ambdues fases del PFC aquesta etapa ha inclòs la creació 




La  metodologia   anteriorment   descrita   de   Anàlisi­>Consens­>Implementació­>Certificació   s'ha 
gestionat mitjançant la realització d'una sèrie d'entregables. Els entregables principals, en format 




























10. Estudi de viabilitat  sobre la connexió  redundant per a la xarxa LHC­OPN –  Etapa  
d'anàlisi
1.2.5 Característiques dels entregables















































































































































































































En   el   PFC   la   tecnologia   d'enllaç   de   dades   sobre   la   qual   es   treballa   és   Ethernet,   estàndard 
àmpliament  estès  en  tot   tipus  de xarxes.  En aquesta  secció   es  donarà  una visió  general   sobre 
l'estàndard Ethernet, incidint en alguns conceptes específics com ara JumboFrames o les VLANs.















Preàmbul SOF MAC destí MAC origen Tipus Dades FCS
















● Dades:   camp  que   conté   la   informació  útil   juntament   amb   les   capçaleres  de   les   capes 



































En les  subseccions que es  troben a  continuació  és dóna una visió  general  sobre  l'essència  del 





la   xarxa   en   aquesta   capa,   generalment   les   gammes   estàndard   d'aquests   dispositius   també   són 
capaces   d'entendre   algunes   capçaleres   de   capes   superiors,   cosa   que   s'aprofita   per   a   crear 














B 10 | Net Id | HostId de   128.1.0.0   a   191.255.0.0   2  14(16K)   xarxes,   amb   216(64K) 
servidors









l'adreça  IP  i   la  màscara  de xarxa,  els  bits  que queden a  0  són els  que es  poden variar  per  a 









● ...   de   la  mateixa   subxarxa,   la   capa  3   indicarà   a   capa  2  que   realitzi   entrega  directa  al 
servidor,   utilitzant   així   l'adreça  MAC   del   servidor   de   destí.   La   porta   d'enllaç   no   és 
necessària per a realitzar la comunicació.
● ...   de   fora  de   la   subxarxa,   la   capa  3   indicarà   a   capa  2  que   realitzi   entrega  directa   a 
l'encaminador,   utilitzant   l'adreça   MAC   de   l'encaminador,   el   qual   rebrà   el   paquet   i 
inspeccionarà el contingut de la capçalera d'IP (capa 3) per tal de saber on ha de reenviar­lo 
(forwarding).
Per   a   trobar   l'adreça  MAC  a   partir   de   la   IP   s'utilitza   el   protocol  ARP   (Address  Resolution  





































































d'encaminadors   controlats   per  una  única  autoritat   administrativa   (com ara  un   ISP  o  una  gran 
empresa)   i  que utilitzen,    dins el  seu domini,  un mateix protocol  d'encaminament  intern (IGP: 
Interior Gateway Protocol) per a la distribució i actualització de la informació d'encaminament.

























































punt  amb cadascun dels  seus  veïns,  amb els  quals  s'intercanviarà   informació  de   les   rutes  que 
cadascun conegui. 
























Els  destinataris   finals  dels  missatges son  les aplicacions  i  en una màquina normalment  s'estan 








per   a  una   aplicació   específica,   i   son  comuns   a   tots   els   servidors.  Fan   falta  privilegis 
































La   propietat   principal   de   TCP   és   que   ens   ofereix   transmissions   fiables   sobre   IP,   altres 
característiques importants del protocol són:




● Transferència amb  buffer: Les dades es mantenen en un  buffer, les escriptures i lectures 
d’aquests buffers són blocants (escriptura blocada si està ple, lectura blocada si està buit). 
Si   el   receptor   no   dóna   a   l’abast   el   protocol   farà   que   l’emissor   aturi   la   transmissió 
temporalment.
● Flux no estructurat:  L’estructura  de  les  dades   l’ha  de  proporcionar   l’aplicació  que   les 
utilitzi.











 IV.Si   l'emissor   no   rep   l'ACK   després   d’un   cert   temps   es   reenvia   el   segment   (es 
retransmet).
 B. Finestra   lliscant  (sliding  window).   Es   defineix   una   finestra   com   un   subconjunt   de 
segments consecutius que s'han d'enviar. Els segments de la finestra es poden enviar sense 
esperar   rebre   la   confirmació   del   segment   anterior,   optimitzant   substancialment   el 
mecanisme anterior (confirmació positiva).
TCP utilitza un mecanisme de finestra lliscant especialitzat que permet modificar la mida 



























































Al llarg del  desenvolupament del  PFC s'han utilitzat  diverses eines per a la monitorització  del 
trànsit i les connexions des de la pròpia xarxa amb MRTG, Netflow Analyzer i altres aplicacions 
que consulten dades als switch i a l'encaminador per a generar estadístiques i gràfiques.
També   s'han   utilitzat   eines   per   a   la   monitorització   des   dels   servidors   (Netstat,   TCPdump, 




Aquesta   utilitat   serveix   per   a   veure   les   connexions   obertes   en   una  màquina.   Entre   d'altres 




Active Internet connections (w/o servers)
Proto Recv-Q Send-Q Local Address               Foreign Address             State      
tcp        0      0 localhost.localdomain:ipp   localhost.localdomain:35603 ESTABLISHED 
tcp        1      0 wl-gerard.pic.es:35562      fpserv.fedoraproject.o:http CLOSE_WAIT  
tcp        0      0 wl-gerard.pic.es:34241      ifae-s0.ifae.es:imap        ESTABLISHED 
tcp        0      0 wl-gerard.pic.es:42346      fk-in-f164.google.com:http  ESTABLISHED 
tcp        0      0 wl-gerard.pic.es:42345      fk-in-f164.google.com:http  ESTABLISHED 
tcp        0      0 wl-gerard.pic.es:52121      ifae-s0.ifae.es:imap        ESTABLISHED 
tcp        0      0 wl-gerard.pic.es:57151      fk-in-f104.google.com:http  ESTABLISHED 
tcp        0      0 wl-gerard.pic.es:57152      fk-in-f104.google.com:http  ESTABLISHED 
tcp        0      0 wl-gerard.pic.es:33697      mg-in-f18.google.com:http   ESTABLISHED 
tcp        0      0 localhost.localdomain:35602 localhost.localdomain:ipp   TIME_WAIT   










[root@wl-gerard octoshape]# tcpdump host google.es
tcpdump: verbose output suppressed, use -v or -vv for full protocol decode
listening on eth0, link-type EN10MB (Ethernet), capture size 96 bytes
14:57:05.464600 IP wl-gerard.pic.es.50094 > gv-in-f104.google.com.http: S 
2349073111:2349073111(0) win 5840 <mss 1460>
14:57:05.543104 IP gv-in-f104.google.com.http > wl-gerard.pic.es.50094: S 
1923158691:1923158691(0) ack 2349073112 win 8190 <mss 1460>
14:57:05.543225 IP wl-gerard.pic.es.50094 > gv-in-f104.google.com.http: . ack 1 win 5840
14:57:05.543459 IP wl-gerard.pic.es.50094 > gv-in-f104.google.com.http: P 1:528(527) ack 1 
win 5840
14:57:05.621310 IP gv-in-f104.google.com.http > wl-gerard.pic.es.50094: . ack 528 win 6660
14:57:05.624548 IP gv-in-f104.google.com.http > wl-gerard.pic.es.50094: P 1:448(447) ack 
528 win 6660













Starting Nmap 4.11 ( http://www.insecure.org/nmap/ ) at 2007-05-07 14:32 CEST
Interesting ports on services1.pic.es (193.146.196.x):
Not shown: 1667 closed ports
PORT      STATE SERVICE
22/tcp    open  ssh
53/tcp    open  domain
111/tcp   open  rpcbind
199/tcp   open  smux
705/tcp   open  unknown
724/tcp   open  unknown
868/tcp   open  unknown
873/tcp   open  rsync
907/tcp   open  unknown
1005/tcp  open  unknown
2049/tcp  open  nfs
32774/tcp open  sometimes-rpc11
32776/tcp open  sometimes-rpc15







cop provades  i  comparades diverses  utilitats   (ttcp,  nttcp,  nuttcp,   iperf,  etc.),  es  va consultar   la 




































Tal i  com es mostra en la figura 2.7.1 HSRP defineix una porta d'enllaç  virtual  (una interfície 
virtual).   El   protocol   estableix   una   associació   entre   els   encaminadors   de   la   xarxa   creant   un 
encaminador   (router)  primari,   el   que   té   configurada  una  prioritat  més   alta,   que   actua   com  a 
encaminador virtual i és qui gestiona realment la xarxa com si la porta d'enllaç virtual fos realment 
una   interfície   pròpia.  En   el   cas   de   que   falli   l'encaminador   primari,   el   següent  més   prioritari 
començarà a gestionar la interfície virtual, evitant així qualsevol interrupció en la xarxa.
Figura 2.7.1: Exemple d'una porta d'enllaç redundada mitjançant HSRP

































Etherchannel   i  Link  Aggregation   (IEEE 802.3ad)  són dues   tecnologies   independents  però  que 















Requereix   configuració   direta   al   switch  o  via 
LACP15
Suporta   diversos   modes   de   distribució   de   la 
càrrega entre les línies de l'agregació




















segons   una   política   de   hash.   Proporciona   tolerància   a   fallides   i   balanceig   de   càrrega 
(augment de l'ample de banda).
3. Broadcast.  Aquest  mode necessita  configuracions  de capa 2 específiques   (per  exemple 
dues xarxes aïllades). Envia totes els dades per totes les NIC del bonding. Proporciona 
tolerància a fallides.
4. 802.3ad.  Necessita   suport   per   part   del   switch.  Crea  una   agregació   de   línies  dinàmica 
segons l'estàndard IEEE 802.3ad. Proporciona tolerància a fallides i balanceig de càrrega 
(augment de l'ample de banda).










Els   Policy   Route   Map,   o   simplement   route­map,   són   l'eina   bàsica   per   a   definir 
encaminaments   basats   en   polítiques   diferents   de   l'encaminament   estàndard,   permetent 
alterar a voluntat el funcionament de l'encaminament IP estàndard. Mitjançant route­map 



















● Etapa   1:   recollida   d'especificacions,   anàlisi   de   necessitats   i   generació   de   possibles 

















En el  punt  de  partida del  projecte,  al  PIC es disposa  d'una connexió  a  1 Gbps associada a  la 
subxarxa 193.145.217.0/24 i proporcionada per RedIRIS, a on està connectada des d'equipament 







A  RedIRIS   la   xarxa   està   connectada   al  Servicio   de   Interconexión   de   Redes   de   Area   Local 
(SIDERAL) i, per tant, a la Internet global. Al PIC a la xarxa 193.145.217.0 no hi ha cap servidor a 
excepció   de   l'encaminador  Cisco6509,   amb   la   IP   193.145.217.1.  L'encaminador   només   deixa 
accedir a aquesta xarxa des del port GigabitEthernet3/44.
Actualment   els   servidors  del  PIC  que  pertanyen   a   la  LHC­OPN s'hi   connecten  mitjançant   la 
VLAN236,   una   connexió   compartida   a   Internet.   La   connexió   es   realitza   des   de   la   xarxa 
193.146.196.0/22, que pertany a la LHC­OPN, cosa que implica que estigui inclosa dins el route­
set RS­LHCOPN de RIPE1.
Dins del PIC tots els servidors (LHC­OPN2  i  no­LHC­OPN3) formen part  de la mateixa xarxa 



































A nivell   de   la  LAN,   la  nova   càrrega  és  assumible  amb  la   infraestructura  actual   només   si   es 



















El   diagrama   de   la   figura   3.1.5   representa   de   forma   abstracta   la   interconnexió   objectiu   dels 
42/160
servidors LHC­OPN del PIC. Com es pot observar l'objectiu principal és separar el trànsit LHC­


























13. Els   únics   rangs   vàlids   per   a   la   OPN   són,   estrictament,   els   indicats   a 
http://www.ripe.net/perl/whois?&searchtext=rs­LHCOPN.  Es  recomana   restringir   l'accés 
de/als servidors via ACLs.
14. Es recomana la disponibilitat d'un camí alternatiu, per redundància i si és possible evitant 






d'ampolla   per   a   la   connexió   d'1  Gbps.  Tampoc   es   pot   perjudicar   el   rendiment   actual   en   les 
transferències entre els servidors de la xarxa.
3.1.3 Possibles solucions
En   primer   lloc   cal   dir   que   les   principals   conseqüències   de   les   diferents   solucions   afecten 
principalment   les  comunicacions  entre  els   servidors  no­LHC­OPN <­>  LHC­OPN,  en  ambdós 
sentits. També és important tenir en compte els recursos disponibles, que són essencialment:
● Switch   redundant   Cisco   Catalyst   6509   amb   1x48   ports   GigabitEthernet   i   2x4 
TenGigabitEthernet
● Dos o  més  servidors  amb >=2  tarja  de  xarxa  GigabitEthernet  connectada  a  un  switch 
dedicat o directament al Cisco6509





























































● Donat   que   la   majoria   dels   servidors   del   PIC   disposen   de   dues   targes 
GigabitEthernet, la solució proposada no suposa l'adquisició de nou Hardware, tot i 

















































externs   (p.e.   Internet)  és  necessari  muntar   un   sistema  de  NAT que  doni   accés  via   la 






















































































































































Que el   trànsit  entre  servidors  LHC­OPN i  no­LHC­OPN estigui  separat   i  que els  switch sigui 
dedicat és positiu perque permet independitzar ambdues xarxes i dóna més possibilitats alhora de 
créixer.













subsecció  3.1.3  d'aquesta  memòria.  També   es  decideix  que s'implementarà  una  maqueta  de  la 









LHC­OPN   locals   una   segona   NIC5  amb   una   adreça   IP   de   la   xarxa   LHC­OPN   local: 














































































































































































































És   important   tenir   en   compte   les   comunicacions   locals   entre   servidors  que   s'enviïn  una  gran 










La  maqueta,   dissenyada   segons   la   solució   amb   dues   IPs   explicada   anteriorment,   ha 








També   ha  de   ser   possible   realitzar   proves  de   disponibilitat   sobre   el   sistema,   demostrant   així 
l'efectivitat dels sistemes de backup implementats. 











● Switch   redundant  Cisco  Catalyst   6509   amb  1x48   ports  GigabitEthernet   i   2x4 
TenGigabitEthernet
● Línia  d'1  Gbps  subministrada per  redIRIS,   incorporada  a  SIDERAL mitjançant 
193.145.217.0/24, amb connectivitat al CERN
   Recursos no disponibles




















Aquesta modificació  als requeriments inicials del projecte suposa alguns canvis respecte el  Pla  
d'implementació per a la integració dels servidors del PIC i la xarxa LHC­OPN sobre el circuit  
dedicat d'1 Gbps:



























































Traspàs   finalitzat   amb   èxit.   Es   pot   trobar  més 





















continuava   enviant   el   trànsit   cap   al   PIC   via   la   VLAN236.   Per   tal   de   modificar   aquest 
comportament, i que la xarxa funcioni correctament, cal avisar al CESCA amb antel∙lació al traspàs 
definitiu del trànsit.



















RESOLUCIÓ:  Cal   ampliar   l'MTU de   l'encaminador  130.206.202.26  a  1500  (standard 




Finalment,   degut   a   problemes   de   coordinació   entre   els   responsables   de   les   diferents 
institucions, el problema s'ha resolt durant el traspàs del tot el trànsit a la línia d'1 Gbps 
(14/3/07),  de  la mateixa forma que el problema de  l'MTU en la  incidència  2;   indicant 
explícitament l'MTU dels ports implicats en la connexió punt a punt amb l'encaminador de 
RedIRIS ubicat a l'Anella Científica.
2. INCIDÈNCIA:  L'MTU  mínim   entre   servidors   LHC­OPN   i   no­LHC­OPN   locals   (p.e. 
193.145.217.3 i ui08.pic.es) és inferior a 1500 bytes. A més les rutes d'entrada/sortida als 
servidors   de   la  maqueta  LHC­OPN  són   assimètriques;   d'entrada   ui08­>193.145.217.1­
>193.145.217.3   i   la   de   sortida  és  passant   pel  CESCA:  193.145.217.3­>193.145.217.1­
>130.206.202.25­>...­>84.88.19.11­>ui08.pic.es
RESOLUCIÓ:  S'ha  especificat   l'MTU correcte  a   totes   les   interfícies  de  l'encaminador 
afectades16  i,  per a solventar el problema de les rutes, s'ha corregit el route­map (de la 
incidència 3).  Al prendre ambdues accions  ja  és possible  realitzar  transferències   locals 
(LAN)  amb MTU=1500 bytes;  paquets  TCP amb MSS En   les   comunicacions   amb  el 
CERN, encara a causa de la incidència 1, només és possible passar d'un MTU màxim de 
1486   a   1494   bytes   (07/03/07).   Recordem   que   l'objectiu   és   utilitzar   trames   ethernet 
estàndard, amb un MTU de 1500 bytes.
3. INCIDÈNCIA:  Problemes   en   la   configuració   de   la   nova   connexió,   en   l'encaminador, 
alhora de definir les noves rutes de sortida.















podem assolir   la  velocitat   contractada  dins  el  nostre   ISP,  descartant  problemes  de 















[chapuza] / > host lhcopn03.pic.es
lhcopn03.pic.es has address 193.145.217.3
lhcopn03.pic.es has address 193.146.197.155
[chapuza] / > host 193.145.217.3































[root@lhcopn03 root]# traceroute chapuza.cern.ch
traceroute to chapuza.cern.ch (128.142.208.4), 30 hops max, 38 byte packets
 1  193.145.217.1 (193.145.217.1)  1.081 ms  0.703 ms  0.615 ms
 2  GE1-1-3.EB-Barcelona0.red.rediris.es (130.206.202.25)  0.861 ms  0.722 ms  0.619 ms
 3  CAT.XE6-0-0.EB-IRIS2.red.rediris.es (130.206.250.25)  14.846 ms  14.837 ms  14.857 ms
 4  SO0-0-0.EB-IRIS4.red.rediris.es (130.206.240.2)  21.349 ms  14.969 ms  14.982 ms
 5  rediris.rt1.mad.es.geant2.net (62.40.124.53)  14.979 ms  14.969 ms  14.982 ms
 6  so-7-2-0.rt1.gen.ch.geant2.net (62.40.112.25)  37.092 ms  36.954 ms  36.970 ms
 7  swiCE2-10GE-1-1.switch.ch (62.40.124.22)  37.086 ms  37.081 ms  37.093 ms
 8  e513-e-rci76-1-swice2.cern.ch (192.65.184.222)  37.092 ms  37.080 ms  37.093 ms
 9  l513-c-rftec-1-be8.cern.ch (192.16.166.129)  42.589 ms  37.207 ms  37.217 ms
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10  * * *
11  * * *




[root@ui08 root]# traceroute chapuza.cern.ch
traceroute to chapuza.cern.ch (128.142.208.4), 30 hops max, 38 byte packets
 1  cisco1.pic.org.es (193.146.196.130)  0.856 ms  0.620 ms  0.546 ms
 2  anella-ifae.cesca.es (84.88.19.9)  1.162 ms  1.246 ms  1.124 ms
 3  AE0.EB-Barcelona0.red.rediris.es (130.206.202.1)  1.365 ms  1.287 ms  1.448 ms
 4  CAT.XE6-0-0.EB-IRIS2.red.rediris.es (130.206.250.25)  15.408 ms  15.416 ms  15.420 ms
 5  SO0-0-0.EB-IRIS4.red.rediris.es (130.206.240.2)  15.537 ms  23.529 ms  15.581 ms
 6  rediris.rt1.mad.es.geant2.net (62.40.124.53)  15.592 ms  15.694 ms  15.652 ms
 7  so-7-2-0.rt1.gen.ch.geant2.net (62.40.112.25)  37.631 ms  37.749 ms  38.408 ms
 8  swiCE2-10GE-1-1.switch.ch (62.40.124.22)  37.956 ms  43.840 ms  38.065 ms
 9  e513-e-rci76-1-swice2.cern.ch (192.65.184.222)  37.597 ms  37.537 ms  37.562 ms
10  l513-c-rftec-1-be8.cern.ch (192.16.166.129)  45.177 ms  37.741 ms  50.894 ms
11  * * *
12  * * *




LHC­OPN associades  al  circuit  dedicat  d'1  Gbps connecten directament  amb RedIRIS.  Es pot 






Hop IP-Len    Type/Code  Host/Msg
=== ====== ============  ========
  1   9000    TTLX       bar-kirana-ge-0-2-0-0.3rox.net
  2   9000    TTLX       192.88.115.174
  3   9000    TTLX       wash-psc10G.layer3.nlr.net
  4   9000    TTLX       newy-wash-98.layer3.nlr.net
  5   9000    TTLX       216.24.184.86
  6   9000    TTLX       so-7-0-0.rt1.ams.nl.geant2.net
  7   9000    TTLX       so-6-2-0.rt1.fra.de.geant2.net
  8   9000    TTLX       so-6-2-0.rt1.gen.ch.geant2.net
  9   9000    TTLX       so-7-0-0.rt1.mad.es.geant2.net
 10   9000    TTLX       rediris-gw.rt1.mad.es.geant2.net
 11   9000    TTLX       SO1-1-0.EB-IRIS2.red.rediris.es
 12   9000    TTLX       NAC.XE0-1-0.EB-Barcelona0.red.rediris.es
 13   9000   NOREP       Possbile black hole; Repeating: 1
 13   9000   NOREP       Possbile black hole; Repeating: 2
 13   9000   NOREP       Possbile black hole; Repeating: 3
 13   9000   NOREP       Black hole
---------------- Probing far (smallest MTU possible)
 13     68    TTLX       lhc-router.red.rediris.es
---------------- Probing up
 13     68    TTLX       lhc-router.red.rediris.es
 13    296    TTLX       lhc-router.red.rediris.es
 13    508    TTLX       lhc-router.red.rediris.es
 13   1006    TTLX       lhc-router.red.rediris.es
 13   1492    TTLX       lhc-router.red.rediris.es
 13   1500    TTLX       lhc-router.red.rediris.es
 13   2002   NOREP       Possbile black hole; Repeating: 1
 13   2002   NOREP       Possbile black hole; Repeating: 2
 13   2002   NOREP       Possbile black hole; Repeating: 3
 13   2002   NOREP       Black hole
---------------- Probing up Done
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---------------- Probing far Done
 14   1500 UnReach/PORT  193.145.217.3
Host: 193.145.217.3; Path MTU: 1500 (Max requested: 9000)
Figura 3.3.6: Proves de l'MTU del circuit dedicat de 1 Gbps. Hi ha més informació sobre el Black Hole del salt 13 a 
l'annex E.




















utilitat  ping,  mantenint  la línia sense trànsit  actiu.  El paràmetre variable és la mida del paquet 
ICMP de echo. En les primeres posicions de l'eix Packet Size (mida del paquet) apareix (DF), que 








menor disponibilitat  de recursos des del CERN (chapuza.cern.ch).  El misstge retornat  per ping 
respecte les pèrdues (loss) per a paquets de 6028 i 9028 bytes  és Frag reassembly time exceeded 
en ambdós casos, és a dir, que el servidor no ha pogut desfragmentar el paquet a temps.
També   cal  notar   la  pèrdua de  paquets  causada  quan   l'MTU resultant  dels  missatges   ICMP és 
>1494. En sentit CERN­>PIC ping ens retorna el missatge Frag needed and DF set (mtu=1486), 













































































Després   de   diverses   proves   de   rendiment   s'ha   arribat   a   la   conclusió   de   que   sobre   UDP   el 
throughput generat i mostrat per iperf version 1.7.0 (13 Mar 2003) pthreads és superior al de iperf  
version 2.0.2 (03 May 2005) pthreads. Segons les estadístiques extretes del Cisco6509 per NetFlow 
Analyzer  5 ambdues  versions  d'iperf  generen realment  el   trànsit  que mostren.  En les següents 
proves UDP s'utilitzarà la versió 1.7.0, ja que és la més estable i que ofereix millor rendiment.











































és   el   servidor   del   CERN.   Al   PIC   actuen   com   a   limitadors   de   velocitat   els   switch   Dell 
































































































































[3]   Madrid   (RedIRIS)   –   Ginebra 
(GÉANT)
50% RedIRIS   ja   ha   fet   la   petició   formal   a 
GÉANT.
Data estimada d'entrega: 30/04/07





















Dins   el   PIC   els   servidors   (LHC­OPN   i   no­LHC­OPN)   es   troben   en   la   situació   resultant   del 
desplegament del circuit dedicat d'1 Gbps (veure capítol 3); tots els servidors en producció formen 






























S'assumeix que per  a   la  comunicació   amb  la  LHC­OPN via  el  nou circuit  dedicat  a  10 Gbps 















segments  del   circuit   dedicat   pendents   (Madrid­Ginebra   i  Barcelona­PIC),   la   petició   d'IPs   i   el 
Sistema Autònom a RIPE, la petició dels paràmetres de la connexió punt a punt amb el CERN i la 
seva posterior configuració, la configuració de l'AS (BGP) i tot un seguit de proves tant a capa 2 






























































locals,   “enganyant”   així   als   serveis   i   forçant   la   validesa   dels   certificats.   Es   pot   trobar  més 
informació repecte aquesta pràctica al web http://hep.kbfi.ee/index.php/IT/DCacheOnMultipleIFs i a 24
Per tal d'entendre els diagrames cal saber que la majoria dels servidors del PIC disposen de 2 NIC 




En   els   diagrames   de   les   solucions   plantejades   es   pot   observar   que   entre   l'stack10  3Com  i   el 





















dels  certificats  esmentat  anteriorment  queda reduït  als  GridFTP,  on  està   completament 
resolt.
A   continuació   es  mostren   dos   diagrames,   segons   si   CASTOR   agrupa   (figura   4.1.7) 
GridFTP i DiskServer en un mateix servidor o no (figura 4.1.8).  Aquesta diferència es 














més de complexitat  que permet que la solució  escali  a mesura que s'hi  afegeixen nous 
GridFTP i DiskServer, incrementant l'ús de ports en el Cisco i en el 3Com 3870 stack. Com 
a   contrapartida   tenim   que   amb   aquesta   solució   es   podria   presentar   el   problema   dels 
certificats esmentat anteriorment.












probable que aquests hagin de conviure,   tot  i  això   la possibilitat  existeix i  cal   tenir  en 























































És   important   esmentar   que   en   el  marc   del   PFC  del   “Receptor   de   dades  T0­T1”   només   se'n 
plantejarà  el disseny, la implementació  no està  inclosa dins l'abast d'aquest projecte i es durà  a 
terme pels diferents equips de treball del PIC (veure capítol 1).
4.2.2 Sistema de certificació per al circuit dedicat de 10 Gbps
Per  a   la  certificació  del  circuit  dedicat  PIC­CERN de  10 Gbps,  el  CERN ha proporcionat  un 
servidor  (hufsa.cern.ch)  Intel(R) XEON(TM) CPU 2.40GHz amb una NIC de 10 Gbps  i  iperf  
versió  2.0.2 (03 May 2005) pthreads  instal∙lat. Així doncs la certificació es realitzarà segons la 




tan   bon   punt   estigui   disponible,   el   CERN   ha   cedit   temporalment   al   PIC   un   petit   CIDR 
































































































































Per   tal  d'integrar  el   servei  dCache  a   la  xarxa  LHC­OPN sobre  el   circuit  dedicat  de  10  Gbps 
mitjançant el “Receptor de dades T0­T1” detallat en la subsecció  anterior cal seguir el següent 
procediment:






































Es descriuran els canvis d'especificacions soferts respecte la planificació   inicial,  les incidències 
















































[3]   Desplegament   del 
segment  Madrid   (RedIRIS) 
– Ginebra (GÉANT)
El   dia   28/05/07   Esther   Robles   de   RedIRIS   confirma   la 
finalització  del desplegament del segment, disposant ja de 












2).   Es   realitzen   proves   d'ample   de   banda   entre   els 
encaminadors   del   segment   de   fins   a   1   Gbps   (veure 
incidència 3)
2, 3
[5]   Configuració   de   la 
connexió Punt a Punt amb el 









s'envien   pel   circuit   dedicat   fins   al   CERN,   mitjançant 
l'equipament òptic de RedIRIS10, GÉANT2 i el CERN.




[7]   Certificació   de   la 




connexió,   de   ~30ms   de   latència,   a   9,2   Gbps.   Més 
informació a la subsecció 4.3.5 i a la secció 4.4. Durant la 
realització  de  les  proves de rendiment a mig  termini  s'ha 













3870 i,  gràcies a un préstec de 3com, sobre un   stack  de 
3com 5500G­EI amb tecnologia XNR. La configuració s'ha 





(SUN   FIRE   X4500)   sota   Solaris10   amb   bonding21, 






L'equip   de   treball   responsable   de   dCache   al   PIC   ha 
comprovat la implementabilitat de dCache sobre la maqueta 








modificacions   necessàries   les   indicades   a   la   secció   3 





















RESOLUCIÓ:  S'ha   insistit  al   tècnic  de SEDER per   tal  que vingues  al  PIC a  realitzar 
l'entrega dels connectors i l'entrega formal de les connexions certificades.
2. INCIDÈNCIA: El dia 1/06/07 (divendres) els tècnics d'Al­Pi venen al PIC per entregar el 




RESSOLUCIÓ:    Segons  els   tècnics  d'Al­Pi   el  motiu  de   la   falta  de   connectivitat  del 
segment es deu a una configuració incorrecta dels seus equips ubicats a l'Anella Científica. 
El   dia   5/06/07   (primer   dia   laborable   posterior   al   1/06/07)  Al­Pi   entrega   el   segment, 
obtenint així  connectivitat  amb l'Anella Científica.  Cal recordar que en aquest punt del 
desplegament a l'Anella Científica ja s'ha provat el segment Anella Científica – CERN, 





































trànsit   pot   fluir   bidireccionalment  pel   bucle   entre   l'encaminador  del  PIC   i   del  CERN 
correctament.
6. INCIDÈNCIA:  Durant   la configuració  de l'agregació  de línies  en  l'encaminador Cisco 
6509 es detecten alguns talls de connectivitat a la xarxa del PIC. Els talls de connectivitat 













[root@lhcopn03 root]# traceroute hufsa.cern.ch
traceroute to hufsa.cern.ch (128.142.208.6), 30 hops max, 38 byte packets
 1  192.16.166.241 (192.16.166.241)  1.070 ms  0.801 ms  0.740 ms
 2  l513-c-rftec-1-be12.cern.ch (192.16.166.57)  36.841 ms  35.543 ms  36.095 ms
 3  * * *




[pictest@hufsa ]# traceroute 192.16.166.244 #(lhcopn03, interfície Lhc-OPN IP del CERN)
traceroute to 192.16.166.244 (192.16.166.244), 30 hops max, 40 byte packets
 1  l513-c-rftec-2-de (128.142.208.1)  7.529 ms  0.288 ms  0.260 ms
 2  l513-c-rftec-1-tl1 (194.12.139.1)  2.150 ms  0.411 ms  0.372 ms
 3  * * *






[root@lhcopn02 root]# tracepath hufsa.cern.ch #MTU=1500
 1:  192.16.166.243 (192.16.166.243)                        0.147ms pmtu 1500
 1:  192.16.166.241 (192.16.166.241)                        2.378ms 
 2:  l513-c-rftec-1-be12.cern.ch (192.16.166.57)           32.250ms 
 3:  no reply
106/160
 4:  hufsa.cern.ch (128.142.208.6)                         31.891ms reached
     Resume: pmtu 1500 hops 4 back 4 
hufsa# tracepath 192.16.166.242 #MTU=9000
 1:  hufsa.cern.ch (128.142.208.6)                          0.174ms pmtu 9000
 1:  l513-c-rftec-2-de.cern.ch (128.142.208.1)              5.165ms 
 2:  l513-c-rftec-1-tl1.cern.ch (194.12.139.1)              3.691ms 
 3:  no reply
 4:  192.16.166.242 (192.16.166.242)                       43.406ms reached
































































qual   algunes   transferències   semblen   tenir   arrancades   i   parades   graduals.  Així  mateix 
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l'exactitud  no és  del  100%,  però   si  orientativa.  La  conclusió   extreta  és  que al  PIC es 
generen poc més de 10 Gbps, dels quals es pot afirmar que un 98­99% arriba a l'Anella 
Científica.  Al   CERN   arriben   aproximadament   9,2  Gbps,   tal   i   com   es  mostra   en   les 
estadístiques  extretes  de  la   interfície  de  la   figura  4.3.14.  Així  doncs,   segons   les  dades 




TenGigabitEthernet 3/2 is up, line protocol is up
Description: ----> PIC Spain: primary <#S513-C-BE12-TenGigabitEthernet 3/2
Hardware is Force10Eth, address is 00:01:e8:18:f0:d4
    Current address is 00:01:e8:18:f0:d4
Pluggable media present, XFP type is 10GBASE-LR.
    Medium is MultiRate, Wavelength is 1310.00nm
    XFP receive power reading is -4.5395
Interface index is 135069755
Internet address is not set
MTU 9216 bytes, IP MTU 9000 bytes
LineSpeed 10000 Mbit
ARP type: ARPA, ARP Timeout 04:00:00
Last clearing of "show interface" counters 00:00:54
Queueing strategy: fifo
Input Statistics:
     7213534 packets, 63137570255 bytes
     0 Vlans 
     0 64-byte pkts, 210781 over 64-byte pkts, 0 over 127-byte pkts
     0 over 255-byte pkts, 0 over 511-byte pkts, 7002754 over 1023-byte pkts
     1 Multicasts, 0 Broadcasts
     0 runts, 0 giants, 0 throttles
     0 CRC, 0 overrun, 0 discarded
Output Statistics:
     1 packets, 102 bytes, 0 underruns
     0 64-byte pkts, 1 over 64-byte pkts, 0 over 127-byte pkts
     0 over 255-byte pkts, 0 over 511-byte pkts, 0 over 1023-byte pkts
     0 Multicasts, 0 Broadcasts, 1 Unicasts
     0 Vlans, 0 throttles, 0 discarded, 0 collisions
Rate info (interval 30 seconds):
     Input 9328.18 Mbits/sec,     133224 packets/sec, 93.49% of line-rate
     Output 00.00 Mbits/sec,          0 packets/sec, 0.00% of line-rate















































certificació  segons  la  mida de  finestra  TCP utilitzada  i  en  la   figura  4.3.16  la  velocitat 





































La capacitat  de  la  connexió  en direcció  PIC­>CERN queda certificada al  demostrar  que per  a 
connexions UDP és possible obtenir   transferències  de fins a 9,2 Gbps,  el  coll  d'ampolla  de  la 
connexió es troba entre l'Anella Científica i el CERN. 
En sentit  PIC­>CERN la connexió  s'ha pogut certificar a una velocitat  de 9,2 Gbps i  en sentit 
CERN­>PIC amb una velocitat de fins a 6 Gbps. El coll d'ampolla s'ha localitzat entre l'Anella 
Científica i l'equip Nortel de RedIRIS a Barcelona (veure figures 4.4.1, 4.4.2, 4.4.3, 4.4.4).
cisco-6500#sh interfaces tenGigabitEthernet 8/1
TenGigabitEthernet8/1 is up, line protocol is up (connected)
  Hardware is C6k 10000Mb 802.3, address is 0018.7383.5a9c (bia 0018.7383.5a9c)
  Description: 10 Gbps LHC-OPN
  MTU 9216 bytes, BW 10000000 Kbit, DLY 10 usec,
     reliability 255/255, txload 253/255, rxload 154/255
  Encapsulation ARPA, loopback not set
  Keepalive set (10 sec)
  Full-duplex, 10Gb/s
  input flow-control is off, output flow-control is off
  ARP type: ARPA, ARP Timeout 04:00:00
  Last input 1w1d, output 1w1d, output hang never
  Last clearing of "show interface" counters 10w1d
  Input queue: 0/4096/17382801/0 (size/max/drops/flushes); Total output drops: 1596917838 
// es per la saturació creada pel sistema de certificació que genera ~11 Gbps
  Queueing strategy: fifo
  Output queue: 0/300 (size/max)
  5 minute input rate 6057180000 bits/sec, 219413 packets/sec  //6 Gbps
  5 minute output rate 9935709000 bits/sec, 401907 packets/sec //9,93 Gbps
     3323149259 packets input, 10018831741211 bytes, 0 no buffer
     Received 95931339 broadcasts (95921233 multicasts)
     0 runts, 0 giants, 0 throttles
     4 input errors, 0 CRC, 0 frame, 17382797 overrun, 0 ignored
     0 watchdog, 0 multicast, 0 pause input
     0 input packets with dribble condition detected
     12068930589 packets output, 31428476700902 bytes, 0 underruns
     0 output errors, 0 collisions, 5 interface resets
     0 babbles, 0 late collision, 0 deferred
     0 lost carrier, 0 no carrier, 0 PAUSE output














ha  estat  calculada,  per   tal  d'evitar  colls  d'ampolla  causats  per     la   finestra  de  TCP,    de   forma 









circuit   dedicat   de   10  Gbps.   La   conclusió   és   que   la   tarja   supervisora   no   pateix   cap   càrrega 

















































dedicat com a connexió  redundant comú,  és a dir, que la connexió  pugui ser utilitzada tant pel 
centre Tier­1 com pel PIC si algun dels dos pateix una fallida de la connexió  primària amb el 
CERN. També cal tenir en compte que una connexió directa amb un centre Tier­1 es pot utilitzar 



































també  s'ha dissenyat  i  demostrat  la  validesa d'una metodologia per a  la integració  dels 







circuit  dedicat   s'ha  dissenyat   i   implementat   amb  èxit  un   sistema  de  certificació   capaç 
d'assolir velocitats de 11 Gbps sostinguts.




























○ Implementació   d'un   sensor  per  a   la  detecció   de  modificacions  en  el   route­set  RS­
LHCOPN de ripe.net
○ Optimització dels paràmetres de xarxa en el nucli del S.O. dels servidors de la xarxa 




































# Autor: Gerard B.A.
# Agafa les adreces d'una query de RIPE i afegeix rutes estàtiques via el gateway definit
#Si es posa "del" com a primer paràmetre enlloc d'afegir les rutes les elimina
###########################################
#--> Xarxes a excloure de la LHC-OPN (que estiguin dins de RS-LHCOPN) <--
set xarxesExcepcio=(193.145.217.0/24 193.146.196.0/22)
#-----------------------------------------------#
set Gateway=gw.pic.es           # gateway LHC-OPN
set wServer=whois.ripe.net      # whois server
set wQuery=RS-LHCOPN            # whois query
#-----------------------------------------------#
set accio=add
if ($1 == "del") set accio=del
foreach ipLHCOPN (`whois -h $wServer $wQuery | grep members | awk '{print $2 }'`)
        set excloure = 0
        foreach ipExcepcio ($xarxesExcepcio)
                if ($ipExcepcio =~ $ipLHCOPN) set excloure = 1
        end






LHC­OPN  (1   IP)   connectats   al  mateix   switch   sobre   la  maqueta   (veure   figura   8.0.1)   resultat 











77 packets transmitted, 77 received, 0% packet loss, time 76005ms












[root@lhcopn03 root]# iperf -c lhcopn02 -w 1Mb
------------------------------------------------------------
Client connecting to lhcopn02, TCP port 5001
TCP window size: 2.00 MByte (WARNING: requested 1.00 MByte)
------------------------------------------------------------
[  3] local 193.146.197.155 port 32775 connected with 193.146.197.154 port 5001
[ ID] Interval       Transfer     Bandwidth
[  3]  0.0-10.0 sec  1.10 GBytes   941 Mbits/sec
[root@lhcopn03 root]# iperf -c lhcopn02 -w 65kb
------------------------------------------------------------
Client connecting to lhcopn02, TCP port 5001
TCP window size:  127 KByte (WARNING: requested 63.5 KByte)
------------------------------------------------------------
[  3] local 193.146.197.155 port 32777 connected with 193.146.197.154 port 5001
[ ID] Interval       Transfer     Bandwidth












































NO NO 2 Mbytes 10 ­ ­ ­ 941 (94,1%)
2 Mbytes 100 ­ ­ ­ 941 (94,1%)
1470 bytes 10 1 Gbps 0/813836 0.027 957 (95,7%)
1470 bytes 100 1 Gbps 0/813805 0.018 957 (95,7%)
0.060/0.154/0.463/
0.066
SI 2 Mbytes 10 ­ ­ ­ 990 (99,0%)
2 Mbytes 100 ­ ­ ­ 990 (99,0%)
1470 bytes 10 1 Gbps 0/138649 0.061 993 (99,3%)
1470 bytes 100 1 Gbps 0/138643 0.090 993 (99,3%)
0.045/0.147/0.240/
0.048
SI SI 2 Mbytes 10 ­ ­ ­ 990 (99,0%)
2 Mbytes 100 ­ ­ ­ 990 (99,0%)
1470 bytes 10 1 Gbps 0/138790 0.059 993 (99,3%)










Les  proves  mostrades   a  continuació   s'han   realitzat  mitjançant   connexions  TCP amb  Thrulay9, 





















Al   utilitzar   un   cable   creuat   per   al   connexionat   evitem   qualsevol   interferència   introduïda   per 
switch/encaminadors, aconseguint així el throughput màxim entre ambdós servidors. Així doncs les 














servidors  han  mantingut   el   comportament   anteriorment  observat.  Al  posar  MTU=9000   (veure 
figura 8.2.6) en els servidors les transferències en un únic sentit han millorat fins als ~950Mbps 
(+150mbps), aconseguint velocitats properes al màxim observat amb el cable creuat. En canvi les 






















Al llarg de la  implementació  de  la maqueta s'ha trobat que,  degut a que el mòdul de bonding 
s'apropia del control de les NIC, és impossible crear NICs virtuals que permetin un segon bonding 















Respecte   a   les   proves   de   transferències   bidireccionals,  òbviament   la   configuració   que  millor 





















description Connexio VLAN100 PIC 
switchport 
switchport access vlan 100 
switchport mode access 
mtu 9216 
no ip address 
logging event link-status 
no cdp enable 
!
interface GigabitEthernet3/44
description Connexio VLAN100 PIC 
switchport 
132/160
switchport access vlan 100 
switchport mode access 
mtu 9216 
no ip address 
logging event link-status 
no cdp enable 
!
interface GigabitEthernet3/45 
description Connexio LHC 
bandwidth 1000000 
ip address 130.206.202.26 255.255.255.252 
ip access-group 151 in 
no ip redirects 
ip route-cache flow 
logging event link-status 
no cdp enable 
!
interface Vlan100 
description CONNEXIO PIC 
mtu 9216 
ip address 193.145.217.1 255.255.255.0 secondary 
ip address 193.146.196.130 255.255.252.0 
ip access-group 103 out 
no ip redirects 
ip flow ingress 
ip policy route-map IFAE 
logging event link-status 
mls netflow sampling 
standby 2 ip 193.146.196.10 
standby 2 priority 110 
standby 2 preempt 









ip address 193.146.199.X 255.255.252.0











aaa authentication login default local 
username admin password 2c22dc1f4f62dcfe69c3702ca51d4db9 level 15 encrypted
username operador password b9893b42ec4a597eaaa307690b63940d level 7 encrypted
ip ssh server
snmp-server community public  193.146.196.4
snmp-server community picsnmp  193.146.196.51
snmp-server community picsnmp  193.146.197.121
snmp-server community picsnmp  193.146.197.144
no ip http server
ip https server
clock source sntp




ip name-server  193.146.196.3
Per a configurar els switch Dell PowerConnect 5324 cal fer login amb l'usuari admin, executar la 
133/160











add above bonding e1000
alias bond0 bonding





# This script will be executed *after* all the other init scripts.
# You can put your own initialization stuff in here if you don't




route del -net 193.145.217.0/24 dev eth0
route del -net 193.145.217.0/24 dev eth1
#FI BONDING
#És necessari modificar alguns paràmetres del kernel 2.4 de SLC3 a /proc per tal 
de:
#Ampliar límits en els tamanys de finestra (min/inicial/max)
echo "4096 87380 128388607" > /proc/sys/net/ipv4/tcp_rmem 
echo "4096 65530 128388607" > /proc/sys/net/ipv4/tcp_wmem 
echo 128388607 > /proc/sys/net/core/wmem_max 
echo 128388607 > /proc/sys/net/core/rmem_max
#Habilitar les opcions avançades standard de TCP
echo 1 > /proc/sys/net/ipv4/tcp_timestamps
echo 1 > /proc/sys/net/ipv4/tcp_window_scaling
echo 1 > /proc/sys/net/ipv4/tcp_sack
#NOTA: això també es pot realitzar amb sysctl, modificant /etc/sysctl.conf per 









































#probeall bond0 eth0 eth1 bonding
add above bonding e1000
alias bond0 bonding





# This script will be executed *after* all the other init scripts.
# You can put your own initialization stuff in here if you don't




route del -net 193.146.196.0/22 dev eth0
route del -net 193.146.196.0/22 dev eth1
#FI BONDING
#És necessari modificar alguns paràmetres del kernel 2.4 de SLC3 a /proc per tal 
de:
#Ampliar límits en els tamanys de finestra (min/inicial/max)
echo "4096 87380 128388607" > /proc/sys/net/ipv4/tcp_rmem 
echo "4096 65530 128388607" > /proc/sys/net/ipv4/tcp_wmem 
echo 128388607 > /proc/sys/net/core/wmem_max 
echo 128388607 > /proc/sys/net/core/rmem_max
#Habilitar les opcions avançades standard de TCP
echo 1 > /proc/sys/net/ipv4/tcp_timestamps
echo 1 > /proc/sys/net/ipv4/tcp_window_scaling
echo 1 > /proc/sys/net/ipv4/tcp_sack
#NOTA: això també es pot realitzar amb sysctl, modificant /etc/sysctl.conf per 






























A   continuació   es   mostra   una   traça   extreta   amb   tcpdump1  on   s'evidencia   el  forat   negre 
(pmtublackhole)   que   apareix   a   130.206.202.26   (lhc­router.red.rediris.es)   quan   l'MTU   és   de 
1500bytes als dos costats de la connexió,  el problema està  àmpliament documentat26.  Ambdues 
traces estan extretes des de lhcopn03, on es disposa de permisos per executar tcpdump:
Connexió TCP chapuza­>lhcopn03
11:40:33.753218 chapuza.cern.ch.38225 > 193.145.217.3.5001: S 727424485:727424485(0) win 
5840 <mss 1460,sackOK,timestamp 1745003986 0,nop,wscale 0> (DF)
S'estableix la connexió chapuza­>lhcopn03 (SYN), indicant un mss de 1460 (=>MTU de 1500), el flag Don't Fragment (DF) està 
activat
11:40:33.753254 193.145.217.3.5001 > chapuza.cern.ch.38225: S 873981383:873981383(0) ack 
727424486 win 5792 <mss 1460,sackOK,timestamp 85852662 1745003986,nop,wscale 0> (DF)
S'estableix la connexió lhcopn03­>chapuza (SYN) i es confirma la connexió del paquet anterior (ACK), indicant un mss de 1460 
(=>MTU de 1500), el flag Don't Fragment (DF) està activat
11:40:33.791819 chapuza.cern.ch.38225 > 193.145.217.3.5001: . ack 1 win 5840 
<nop,nop,timestamp 1745003989 85852662> (DF)
chapuza confirma la connexió lhcopn03­>chapuza
11:40:33.791834 chapuza.cern.ch.38225 > 193.145.217.3.5001: P 1:25(24) ack 1 win 5840 
<nop,nop,timestamp 1745003989 85852662> (DF)
chapuza envia inicialment un paquet amb 24bytes de dades
11:40:33.791840 193.145.217.3.5001 > chapuza.cern.ch.38225: . ack 25 win 5792 
<nop,nop,timestamp 85852666 1745003989> (DF)
lhcopn03 confirma la recepció dels primers 24 bytes de dades (ACK 25)
11:41:41.365527 193.145.217.3.5001 > chapuza.cern.ch.38225: F 1:1(0) ack 25 win 5792 
<nop,nop,timestamp 85859423 1745003989> (DF)
Han passat 8 segons i no s'ha rebut res més, això és degut a que chapuza ha estat enviant paquets de mss=1460, els quals s'han 
perdut al forat negre. Des de lhcopn03 es cancel∙la manualment la connexió (FIN).
11:41:41.413895 chapuza.cern.ch.38225 > 193.145.217.3.5001: . ack 2 win 5840 






11:35:47.471365 193.145.217.3.33026 > chapuza.cern.ch.5001: S 570121783:570121783(0) win 





11:35:47.509908 chapuza.cern.ch.5001 > 193.145.217.3.33026: S 419772170:419772170(0) ack 
570121784 win 5792 <mss 1460,sackOK,timestamp 1744975362 85824034,nop,wscale 0> (DF)
S'estableix la connexió lhcopn03­> chapuza (SYN) i es confirma la connexió del paquet anterior (ACK), indicant un mss de 1460 
(=>MTU de 1500), el flag Don't Fragment (DF) està activat
11:35:47.509921 193.145.217.3.33026 > chapuza.cern.ch.5001: . ack 1 win 5840 
<nop,nop,timestamp 85824037 1744975362> (DF)
lhconp03 confirma la connexió chapuza­> lhcopn03
11:35:47.509966 193.145.217.3.33026 > chapuza.cern.ch.5001: P 1:25(24) ack 1 win 5840 
<nop,nop,timestamp 85824037 1744975362> (DF)
lhcopn03 envia inicialment un paquet (1) amb 24bytes de dades
11:35:47.510000 193.145.217.3.33026 > chapuza.cern.ch.5001: . 25:1473(1448) ack 1 win 5840 
<nop,nop,timestamp 85824037 1744975362> (DF)
lhcopn03 envia un paquet (2) amb 1448bytes de dades (mida total del missatge=1448+40=1488)
11:35:47.549010 chapuza.cern.ch.5001 > 193.145.217.3.33026: . ack 25 win 5792 
<nop,nop,timestamp 1744975366 85824037> (DF)
chapuza confirma la recepció dels primers 24 bytes de dades (ACK 25)
11:35:47.549017 193.145.217.3.33026 > chapuza.cern.ch.5001: . 1473:2921(1448) ack 1 win 
5840 <nop,nop,timestamp 85824041 1744975366> (DF)
lhcopn03 envia un paquet (3) amb 1448bytes de dades
11:35:47.549021 193.145.217.3.33026 > chapuza.cern.ch.5001: P 2921:4369(1448) ack 1 win 
5840 <nop,nop,timestamp 85824041 1744975366> (DF)
lhcopn03 envia un paquet (4) amb 1448bytes de dades
11:35:47.771347 193.145.217.3.33026 > chapuza.cern.ch.5001: . 25:1473(1448) ack 1 win 5840 
<nop,nop,timestamp 85824064 1744975366> (DF)
11:35:48.231346 193.145.217.3.33026 > chapuza.cern.ch.5001: . 25:1473(1448) ack 1 win 5840 
<nop,nop,timestamp 85824110 1744975366> (DF)
lhcopn03 reenvia el paquet (2), de 1448bytes de dades (ha arribat al timeout sense rebre ACK i es retransmet)
11:35:49.151346 193.145.217.3.33026 > chapuza.cern.ch.5001: . 25:1473(1448) ack 1 win 5840 
<nop,nop,timestamp 85824202 1744975366> (DF)
lhcopn03 reenvia el paquet (2), de 1448bytes de dades (ha arribat al timeout sense rebre ACK i es retransmet)
11:35:50.991348 193.145.217.3.33026 > chapuza.cern.ch.5001: . 25:1473(1448) ack 1 win 5840 
<nop,nop,timestamp 85824386 1744975366> (DF)
lhcopn03 reenvia el paquet (2), de 1448bytes de dades (ha arribat al timeout sense rebre ACK i es retransmet)
11:35:54.671348 193.145.217.3.33026 > chapuza.cern.ch.5001: . 25:1473(1448) ack 1 win 5840 
<nop,nop,timestamp 85824754 1744975366> (DF)
lhcopn03 reenvia el paquet (2), de 1448bytes de dades (ha arribat al timeout sense rebre ACK i es retransmet)
11:36:02.031349 193.145.217.3.33026 > chapuza.cern.ch.5001: . 25:1473(1448) ack 1 win 5840 
<nop,nop,timestamp 85825490 1744975366> (DF)
lhcopn03 reenvia el paquet (2), de 1448bytes de dades (ha arribat al timeout sense rebre ACK i es retransmet)
11:36:16.751351 193.145.217.3.33026 > chapuza.cern.ch.5001: . 25:1473(1448) ack 1 win 5840 






























































































































# *La exitencia del servidor mediante: respuesta a ping (ICMP echo request)
# *La habilidad de realizar conexiones con un servidor remoto en un puerto determinado
#
#Retorna el número de peticiones de conexión TCP fallidas sobre 10 y de peticiones 
fallidas con descubrimiento PING (sobre 5)
#
#IMPORTANTE: cuando els descubrimiento PING no funciona la petici o  de conexión TCP no se 
realiza. En el caso de que se indique el parámetro -c las connexiones a puertos cerrados 
se cuentan como correctas si siguen el protocolo (se manda un SYN y se recibe un RST)
#
#Versión       Autor
#---------    ------
#   1           GBA
#   1.1         GBA
#
#************************************************* 
#Se debe llamar como:
# AlarmaSYN.sh [-c] [-v] [-h] servidor puerto
#Retorna:
# TotalFallosSYN(/10 o /5 si ping no KO) FallosPING (/5)
#*************************************************
#Parámetros:
# -c: se realiza la prueba contando como buenas las conexiones a puertos cerrados (closed)
# -v: verbose





while getopts cvh o
do 
 case "$o" in
    c)  mode="closed";;
    v)  verbose="yes";;
    h|?)  echo "Usage: $0  [-c] [-v] [-h] host port"
echo "-c: se realiza la prueba contando como buenas las conexiones a puertos 
cerrados (closed)"
echo "-v: verbose"














echo "Descubrimiento con PING" > $file
for i in 1 2 3 4 5; do
    echo Intento nº$i >> $file
    nmap -sS $host -p $port -o $file --append_output > /dev/null 2>&1
done
fallosPING=`grep -c '0 hosts up' $file`
echo "Sin descubrimiento" >> $file
for i in 6 7 8 9 10; do
    echo Intento nº$i >> $file




if [ "$mode" = "closed" ]; then
fallos=$((10 - `grep -c ${mode} $file` - `grep -c 'open' $file`))
else
fallos=$((10 - `grep -c ${mode} $file`))
fi










#echo Fallos puros de connexión SYN: $(($fallos - $fallosPING))$pingKO "Debugging: " 
$fallos"/10" $fallosPING"/5"
#exit $(($fallos - $fallosPING))
###################################OUTPUT NAGIOS#######################################
echo Fallos de connexión SYN: $(($fallos - $fallosPING))$pingKO "   Fallos descubrimiento 
PING: " $fallosPING"/5"
if [ "$(($fallos - $fallosPING))" -lt "2" ]; then
outputNagios="0"
else



















WBS  Name  Start  Finish  Work  Notes 
1  Madrid­Geneva segment delivery  Apr 30  Apr 30 
2  Barcelona­PIC segment delivery  May 25  May 25 
3  PIC's IPs and AS petiton to RIPE  Apr 16  May 4  15d 
http://www.ripe.net/rs/ipv4/ 
http://www.ripe.net/rs/as/ 





4.2  Level2 test  May 25  May 28  4d  ARP or similar 
4.2.1  PIC­RedIRIS (router­router)  May 25  May 25  2d 
4.2.2  PIC­CERN (router­router)  May 25  May 28  2d 
4.3 
Level3   p2p   configuration   in   PIC's 
CISCO6509 
May 28  May 29  2d 
4.4  Level3 p2p test (router­router)  May 29  May 30  2d 
Router­Router   ping   with 
CERN's IPs 
5  PIC's Router AS&BGP configuration  May 29  May 31  4d 
143/160
6 
Level3  PIC­CERN test  with  new IPs  (host­
host) 









13 Annex   H:     Detalls   d'implementació   i 











On  hostOPN.txt  és un fitxer amb les adreces dels 12 servidors,  tal i com es mostra a la figura 
13.1.1.






























[root@lhcopn01 vxargs]# ./exec_vxargs.sh hostsOPN.txt "iperf -c wl-gerard.pic.es"
exit code 0: 12 job(s)
total number of jobs: 12
Figura 13.2.1: execució de la comanda des de lhcopn01. Com es pot observar tots els processos s'executen 
correctament, ja que retornen 0.
[gerard@wl-gerard ~]$ iperf -s
------------------------------------------------------------
Server listening on TCP port 5001
TCP window size: 85.3 KByte (default)
------------------------------------------------------------
[  4] local 193.146.196.233 port 5001 connected with 193.146.197.158 port 32802
[  5] local 193.146.196.233 port 5001 connected with 193.146.197.206 port 33010
[  6] local 193.146.196.233 port 5001 connected with 193.146.197.155 port 32780
[  7] local 193.146.196.233 port 5001 connected with 193.146.197.210 port 32909
[  8] local 193.146.196.233 port 5001 connected with 193.146.197.207 port 33001
[  9] local 193.146.196.233 port 5001 connected with 193.146.197.211 port 32909
[ 10] local 193.146.196.233 port 5001 connected with 193.146.197.159 port 33014
[ 11] local 193.146.196.233 port 5001 connected with 193.146.197.153 port 33072
[ 12] local 193.146.196.233 port 5001 connected with 193.146.197.209 port 32998
[ 13] local 193.146.196.233 port 5001 connected with 193.146.197.154 port 32783
[ 14] local 193.146.196.233 port 5001 connected with 193.146.197.208 port 32998
[ 15] local 193.146.196.233 port 5001 connected with 193.146.197.212 port 32907
[  9]  0.0-10.1 sec  13.6 MBytes  11.3 Mbits/sec
[ 10]  0.0-10.1 sec  11.3 MBytes  9.42 Mbits/sec
[  8]  0.0-10.2 sec  14.2 MBytes  11.7 Mbits/sec
[  6]  0.0-10.3 sec  11.4 MBytes  9.31 Mbits/sec
[ 12]  0.0- 7.2 sec  6.13 MBytes  7.13 Mbits/sec
[  7]  0.0-10.3 sec  13.3 MBytes  10.8 Mbits/sec
[  5]  0.0-10.6 sec  12.5 MBytes  9.90 Mbits/sec
[  4]  0.0-11.1 sec  10.5 MBytes  7.94 Mbits/sec
[ 13]  0.0- 9.9 sec  20.4 MBytes  17.3 Mbits/sec
[ 15]  0.0- 4.0 sec  9.85 MBytes  20.6 Mbits/sec
[ 14]  0.0-10.2 sec  14.5 MBytes  11.9 Mbits/sec













































Server listening on UDP port 5001
Receiving 1470 byte datagrams
UDP buffer size:   107 KByte (default)
------------------------------------------------------------
[  3] local 128.142.208.6 port 5001 connected with 193.145.217.2 port 32985
[  4] local 128.142.208.6 port 5001 connected with 193.145.217.4 port 32779
[  5] local 128.142.208.6 port 5001 connected with 193.146.197.206 port 32788
[  6] local 128.142.208.6 port 5001 connected with 193.146.197.159 port 32786
[  7] local 128.142.208.6 port 5001 connected with 193.146.197.209 port 32786
[  8] local 128.142.208.6 port 5001 connected with 193.146.197.210 port 32785
[  9] local 128.142.208.6 port 5001 connected with 193.145.217.3 port 32775
[ 10] local 128.142.208.6 port 5001 connected with 193.146.197.207 port 32781
[ 11] local 128.142.208.6 port 5001 connected with 193.146.197.158 port 32790
[ 12] local 128.142.208.6 port 5001 connected with 193.146.197.211 port 32788
[ 13] local 128.142.208.6 port 5001 connected with 193.146.197.208 port 32789
[ 14] local 128.142.208.6 port 5001 connected with 193.146.197.212 port 32788
[  3]  0.0-10.0 sec  1.19 MBytes  1000 Kbits/sec  0.066 ms    0/  852 (0%)
[  4]  0.0-10.0 sec  1.19 MBytes  1000 Kbits/sec  0.022 ms    0/  852 (0%)
[  5]  0.0-10.0 sec  1.19 MBytes  1000 Kbits/sec  0.052 ms    0/  852 (0%)
[  6]  0.0-10.0 sec  1.19 MBytes  1000 Kbits/sec  0.045 ms    0/  852 (0%)
[  7]  0.0-10.0 sec  1.19 MBytes  1.00 Mbits/sec  0.042 ms    0/  852 (0%)
[  8]  0.0-10.0 sec  1.19 MBytes  1000 Kbits/sec  0.050 ms    0/  852 (0%)
[  9]  0.0-10.0 sec  1.19 MBytes  1000 Kbits/sec  0.044 ms    0/  852 (0%)
[ 10]  0.0-10.0 sec  1.19 MBytes  1.00 Mbits/sec  0.046 ms    0/  852 (0%)
[ 11]  0.0-10.0 sec  1.19 MBytes  1.00 Mbits/sec  0.051 ms    0/  852 (0%)
[ 12]  0.0-10.0 sec  1.19 MBytes  1000 Kbits/sec  0.052 ms    0/  852 (0%)
[ 13]  0.0-10.0 sec  1.19 MBytes  1000 Kbits/sec  0.029 ms    0/  852 (0%)











ifconfig eth1 192.16.166.24X/28; #on X=Y+1 i Y surt de lhcopn0Y
route del default gw gw; #Eliminem porta d'enllaç via xarxa PIC
route del default gw 193.145.217.1; #Eliminem porta d'enllaç via xarxa LHC-OPN del PIC
route add default gw 192.16.166.241 #Afegim nova porta d'enllaç via adreces cedides pel 
CERN
Figura 13.3.1: comandes per al canvi de les IPs i les rutes en els servidors del sistema de certificació.
Al PIC els  servidors  utilitzats  pel   sistema de certificació   són Dell  PowerEdge750,  amb SLC3 
(Scientific Linux Cern 3) i Kernel versió 2.4, és a dir, sense autotunning de la mida de finestra de 
TCP. Per tal de millorar­ne el rendiment, a aquests servidors se'ls ha ampliat la mida màxima de la 
finestra,  tal  i com es va fer per a les proves i  la certificació  del circuit dedicat d'1 Gbps (més 
informació  a   l'annex D).  Per   tal  de  realitzar  els  canvis  simultàniament  a  tots  els  servidors  del 
sistema de certificació s'ha utilitzat vxargs, tal i com es mostra en la figura 13.3.2..
[root@lhcopn01 vxargs]# ./exec_vxargs.sh hostsPIC.txt 'echo "4096 87380 128388607" > 
/proc/sys/net/ipv4/tcp_rmem'
exit code 0: 12 job(s)
total number of jobs: 12
[root@lhcopn01 vxargs]# ./exec_vxargs.sh hostsPIC.txt 'echo 128388607 > 
/proc/sys/net/core/wmem_max'
exit code 0: 12 job(s)
total number of jobs: 12
[root@lhcopn01 vxargs]# ./exec_vxargs.sh hostsPIC.txt 'echo "4096 65530 128388607" > 
/proc/sys/net/ipv4/tcp_wmem '
exit code 0: 12 job(s)
total number of jobs: 12
[root@lhcopn01 vxargs]# ./exec_vxargs.sh hostsPIC.txt 'echo 128388607 > 
/proc/sys/net/core/rmem_max'
exit code 0: 12 job(s)
















 description Connexio VLAN222 LHC-OPN
 switchport
 switchport access vlan 222
 switchport mode access
 no ip address
 logging event link-status





 description Connexio VLAN222 LHC-OPN
 switchport
 switchport access vlan 222
 switchport mode access
 no ip address
 logging event link-status
 no cdp enable
 spanning-tree portfast
!
.............. !Les 12 interfícies del sistema de certificació
!
interface TenGigabitEthernet8/1
 description 10 Gbps LHC-OPN
 switchport
 switchport trunk encapsulation dot1q
 switchport trunk allowed vlan 287
 switchport trunk pruning vlan none
 switchport mode trunk
 mtu 9216
 no ip address
 logging event link-status




 description LHC-OPN vlan222
 mtu 9216
 ip address 192.16.166.241 255.255.255.240
 ip helper-address 193.146.197.16
 no ip redirects
 ip route-cache flow
 ip policy route-map LHC-OPN
 logging event link-status
!
interface Vlan287
 description 10 Gbps VLAN 287
 mtu 9216
 ip address 192.16.166.58 255.255.255.252
 no ip redirects
 ip route-cache flow
 logging event link-status
!
access-list 188 permit ip 192.16.166.240 0.0.0.15 any
access-list 188 permit icmp 192.16.166.240 0.0.0.15 any
access-list 188 deny   ip any any
access-list 188 deny   icmp any a
!
route-map LHC-OPN permit 10
 match ip address 188
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#Comprova els N host indicats a continuació en el port definit. 
#Els fallos de connexió es valoren segons el pes assignat a cada prova (nºfallos*pes). 
#Finalment es calcula un total sobre 100 (%). 
# 
#La sortida a NAGIOS és: 
#falla 0% ->OK 
#falla menys del 30% -> OK amb missatge 
#falla més del 30% i menys 75%-> WARNING 
#falla més del 75% -> CRITICAL 







#hosts[n]="dns port pes" 
hosts[0]="srm.cern.ch 8443 20" 
hosts[1]="ccsrm.in2p3.fr 8443 9" 
hosts[2]="dcache.gridpp.rl.ac.uk 8443 9" 
hosts[3]="castorsrm.cr.cnaf.infn.it  8443 9" 
hosts[4]="srm.triumf.ca  8443 9" 
hosts[5]="gridka-dCache.fzk.de  8443 9" 
hosts[6]="srm.grid.sara.nl 8443 9" 
hosts[7]="srm.ndgf.org  8443 9" 
hosts[8]="dcsrm.usatlas.bnl.gov  8443 9" 






        #Se comprueba: 
        # *La exitencia del host mediante: respuesta a ping (ICMP echo request) 
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        # *La habilidad de realizar conexiones con un host remoto en un puerto determinado 
        # 
        #Retorna el número de peticiones de conexión TCP fallidas sobre 10 y de peticiones 
fallidas con descubrimiento PING (sobre 5) 
        # 
        #IMPORTANTE: cuando els descubrimiento PING no funciona la petición de conexión 
TCP no se realiza. En el caso de que se indique el parámetro -c las connexiones a puertos 
cerrados se cuentan como correctas si siguen el protocolo (se manda un SYN y se recibe un 
RST) 
        # 
        #Versión       Autor 
        #---------    ------ 
        #   1           GBA 
        #   1.1         GBA 
        # 
        #************************************************* 
        #Se debe llamar como: 
        # AlarmaSYN.sh [-c] [-v] [-h] host puerto 
        #Retorna: 
        # TotalFallosSYN(/10) 
        #************************************************* 
        #Parámetros: 
        # -c: se realiza la prueba contando como buenas las conexiones a puertos cerrados 
(closed) 
        # -v: verbose 
        # -h: muestra la forma de uso 
        ########################GENERATING/PARSING PARAMETERS############################# 
        verbose="0" 
        mode="open" 
        file=`date +SYNDetector%y%m%d%H.txt` 
        while getopts cvh o 
        do 
         case "$o" in 
            c)  mode="closed";; 
            v)  verbose="yes";; 
            h|?)  echo "Usage: $0  [-c] [-v] [-h] host port" 
                echo "-c: se realiza la prueba contando como buenas las conexiones a 
puertos cerrados (closed)" 
                echo "-v: verbose" 
                echo "-h: muestra la forma de uso" 
                exit -1 
                ;; 
         esac 
        done 
        i=1 
        while [ $i -lt $OPTIND ]; do 
                i=$(($i+1)) 
                shift 
        done 
        host=$1 
        port=$2 
        #######################################ACTIONS#################################### 
        for i in `seq 1 10`; do 
            echo Intento nº$i >> $file 
            nmap -sS $host -p $port -o $file --append_output -P0 --host_timeout 3000 --
initial_rtt_timeout 700 > /dev/null 2>&1 
        done 
        #######################################OUTPUT GENERATION ######################## 
        if [ "$mode" = "closed" ]; then 
                fallos=$((10 - `grep -c ${mode} $file` - `grep -c 'open' $file`)) 
        else 
                fallos=$((10 - `grep -c ${mode} $file`)) 
        fi 
        if [ "$verbose" = "yes" ]; then 
                cat $file 
        fi 
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        rm -f $file 
        #echo Fallos de connexion SYN con ${host}: $fallos "/10" 
        return $fallos 
} 
##################PONDERACIO################### 




for i in `seq 0 $numhosts`; do 
        host=`echo ${hosts[${i}]} | awk '{ print $1}'` 
        port=`echo ${hosts[${i}]} | awk '{ print $2}'` 
        pes=`echo ${hosts[${i}]} | awk '{ print $3}'` 
        check_tcp_syn $host $port 
        fallos=$? 
        totalfallos=$(( $totalfallos + $fallos )) 
        falloponderat=$(( ${fallos} * ${pes} )) 
        totalfalloponderat=$(( $totalfalloponderat + $falloponderat )) 
        if [ "$fallos" -gt "0" ]; then #si falla menys del 20% 
                hostKO="${host}:${port}-${fallos}fallos, ${hostKO}" 
        else 
                fallentots=0 #no falla i, per tant, no fallen tots 
        fi 
done 
###################################OUTPUT NAGIOS####################################### 
if [ "$fallentots" = "1" ]; then 
        outputNagios="2" #totes les proves fallen més del 20% ->CRITICAL 
        echo Todas las pruebas de conexion TCP fallan MAS del 20%: Fallos de conexion TCP 
$(($totalfalloponderat / 10))%. Desglose de fallos "("$totalfallos")" con $hostKO 
else 
        if [ "$totalfalloponderat" -lt $MaxOK ]; then #falla menys del 30% -> OK amb 
missatge 
                outputNagios="0" 
                if [ "$totalfalloponderat" -eq "0" ]; then 
                        echo OK: Ningun fallo de conexion 
                else 
                        echo Fallos de conexion TCP $(($totalfalloponderat / 10))%. 
Desglose de fallos "("$totalfallos")" con $hostKO 
                fi 
        else 
                if [ "$totalfalloponderat" -lt $MaxWarning ]; then #falla més del 30% i 
menys 75%-> WARNING 
                        outputNagios="1" 
                        echo Fallos de conexion TCP $(($totalfalloponderat / 10))%. 
Desglose de fallos "("$totalfallos")" con $hostKO 
                else 
                        outputNagios="2" #falla més del 75% -> CRITICAL 
                        echo Fallos de conexion TCP $(($totalfalloponderat / 10))%. 
Desglose de fallos "("$totalfallos")" con$hostKO 
                fi 
















en  http://cic.gridops.org/.   Si   estos   deben   estar   en   producción   reportar   el   incidente   según   el 
procedimiento estándard 
4)  #falla   mas   del   50%   ­>   CRITICAL  Consultar   el   estado   de   los   servicios   fallidos   en 


































en devolver  un mensaje  de error  y esto  ha relantecido enormemente   todos  los   test  del 
sensor. 
• El 21/05/07 ha saltado alarma CRITICAL debido a un error con el  DNS (si  no puede 
resolver  IP no puede contactar).  Gracias  a correcciones en el  script  ya  no da "Service 
Check Timed Out" sino el error real de no­conexión: "Todas las pruebas de conexion TCP 
fallan  MAS   del   20%:   Fallos   de   conexion   TCP   101%.  Desglose   de   fallos   (100)   con 
cmssrm.fnal.gov:8443­10fallos,   dcsrm.usatlas.bnl.gov:8443­10fallos,   srm.ndgf.org:8443­
10fallos,   srm.grid.sara.nl:8443­10fallos,   gridka­dCache.fzk.de:8443­10fallos, 
srm.triumf.ca:8443­10fallos, cast" 
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transferències  a   la   IP  amb   la  que  es  genera  el  bucle   (192.16.166.200)  es  produeix  el   tall  de 
connectivitat, es dedueix que el problema es deu a alguna opció de protecció davant de bucles de 
l'equip Nortel de RedIRIS.
Un cop notificada   tota   la   informació   a  RedIRIS es   resta  en espera  de que  la   incidència  sigui 





pictest@hufsa:~$ iperf -su -i20 -l9000
------------------------------------------------------------
Server listening on UDP port 5001
Receiving 9000 byte datagrams
UDP buffer size:   107 KByte (default)
------------------------------------------------------------
[  3] local 128.142.208.6 port 5001 connected with 192.16.166.245 port 32874
[  4] local 128.142.208.6 port 5001 connected with 192.16.166.246 port 32872
[  5] local 128.142.208.6 port 5001 connected with 192.16.166.249 port 32876
[  6] local 128.142.208.6 port 5001 connected with 192.16.166.250 port 32880
[  7] local 128.142.208.6 port 5001 connected with 192.16.166.244 port 32804
[  8] local 128.142.208.6 port 5001 connected with 192.16.166.243 port 32807
[  9] local 128.142.208.6 port 5001 connected with 192.16.166.242 port 40092
[ 10] local 128.142.208.6 port 5001 connected with 192.16.166.248 port 32867
[ 11] local 128.142.208.6 port 5001 connected with 192.16.166.247 port 32864
[ 12] local 128.142.208.6 port 5001 connected with 192.16.166.252 port 32869
[ 13] local 128.142.208.6 port 5001 connected with 192.16.166.251 port 32881
[ 14] local 128.142.208.6 port 5001 connected with 192.16.166.254 port 32858
[  3]  0.0-100.0 sec  1.16 GBytes    100 Mbits/sec  0.032 ms    0/138890 (0%)
[  4]  0.0-100.0 sec  1.16 GBytes    100 Mbits/sec  0.033 ms    0/138890 (0%)
[  5]  0.0-100.0 sec  1.16 GBytes    100 Mbits/sec  0.034 ms    0/138890 (0%)
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[  6]  0.0-100.0 sec  1.16 GBytes    100 Mbits/sec  0.015 ms    0/138890 (0%)
[  7]  0.0-100.0 sec  1.16 GBytes    100 Mbits/sec  0.022 ms    0/138890 (0%)
[  8]  0.0-100.0 sec  1.16 GBytes    100 Mbits/sec  0.073 ms    0/138890 (0%)
[  9]  0.0-100.0 sec  1.16 GBytes    100 Mbits/sec  0.011 ms    0/138890 (0%)
[ 10]  0.0-100.0 sec  1.16 GBytes    100 Mbits/sec  0.045 ms    0/138890 (0%)
[ 11]  0.0-100.0 sec  1.16 GBytes    100 Mbits/sec  0.035 ms    0/138890 (0%)
[ 12]  0.0-100.0 sec  1.16 GBytes    100 Mbits/sec  0.014 ms    0/138890 (0%)
[ 13]  0.0-100.0 sec  1.16 GBytes    100 Mbits/sec  0.014 ms    0/138890 (0%)
[ 14]  0.0-100.0 sec  1.16 GBytes    100 Mbits/sec  0.008 ms    0/138890 (0%)
UDP 150MBps*12  ­ p2p ping:  OK
------------------------------------------------------------
Server listening on UDP port 5001
Receiving 9000 byte datagrams
UDP buffer size:   107 KByte (default)
------------------------------------------------------------
[  3] local 128.142.208.6 port 5001 connected with 192.16.166.244 port 32804
[  4] local 128.142.208.6 port 5001 connected with 192.16.166.246 port 32872
[  5] local 128.142.208.6 port 5001 connected with 192.16.166.247 port 32864
[  6] local 128.142.208.6 port 5001 connected with 192.16.166.242 port 40209
[  7] local 128.142.208.6 port 5001 connected with 192.16.166.249 port 32876
[  8] local 128.142.208.6 port 5001 connected with 192.16.166.250 port 32880
[  9] local 128.142.208.6 port 5001 connected with 192.16.166.251 port 32881
[ 10] local 128.142.208.6 port 5001 connected with 192.16.166.243 port 32807
[ 11] local 128.142.208.6 port 5001 connected with 192.16.166.252 port 32869
[ 12] local 128.142.208.6 port 5001 connected with 192.16.166.254 port 32858
[ 13] local 128.142.208.6 port 5001 connected with 192.16.166.245 port 32874
[ 14] local 128.142.208.6 port 5001 connected with 192.16.166.248 port 32867
[  3]  0.0-60.0 sec  1.05 GBytes    150 Mbits/sec  0.105 ms    0/125002 (0%)
[  4]  0.0-60.0 sec  1.05 GBytes    150 Mbits/sec  0.078 ms    0/125002 (0%)
[  5]  0.0-60.0 sec  1.05 GBytes    150 Mbits/sec  0.043 ms    0/125002 (0%)
[  6]  0.0-60.0 sec  1.05 GBytes    150 Mbits/sec  0.048 ms    0/124906 (0%)
[  7]  0.0-60.0 sec  1.05 GBytes    150 Mbits/sec  0.018 ms    0/125002 (0%)
[  8]  0.0-60.0 sec  1.05 GBytes    150 Mbits/sec  0.046 ms    0/125002 (0%)
[  9]  0.0-60.0 sec  1.05 GBytes    150 Mbits/sec  0.043 ms    0/125002 (0%)
[ 10]  0.0-60.0 sec  1.05 GBytes    150 Mbits/sec  0.060 ms    0/125002 (0%)
[ 11]  0.0-60.0 sec  1.05 GBytes    150 Mbits/sec  0.012 ms    0/125002 (0%)
[ 12]  0.0-60.0 sec  1.05 GBytes    150 Mbits/sec  0.007 ms    0/125002 (0%)
[ 13]  0.0-60.0 sec  1.05 GBytes    150 Mbits/sec  0.005 ms    0/125002 (0%)
[ 14]  0.0-60.0 sec  1.05 GBytes    150 Mbits/sec  0.007 ms    0/125002 (0%)
UDP 300MBps*12  ­ p2p ping: OK
------------------------------------------------------------
Server listening on UDP port 5001
Receiving 9000 byte datagrams
UDP buffer size:   107 KByte (default)
------------------------------------------------------------
[  3] local 128.142.208.6 port 5001 connected with 192.16.166.242 port 40270
[  4] local 128.142.208.6 port 5001 connected with 192.16.166.244 port 32804
[  5] local 128.142.208.6 port 5001 connected with 192.16.166.245 port 32874
[  6] local 128.142.208.6 port 5001 connected with 192.16.166.243 port 32807
[  7] local 128.142.208.6 port 5001 connected with 192.16.166.251 port 32881
[  8] local 128.142.208.6 port 5001 connected with 192.16.166.246 port 32872
[  9] local 128.142.208.6 port 5001 connected with 192.16.166.248 port 32867
[ 10] local 128.142.208.6 port 5001 connected with 192.16.166.247 port 32864
[ 11] local 128.142.208.6 port 5001 connected with 192.16.166.250 port 32880
[ 12] local 128.142.208.6 port 5001 connected with 192.16.166.249 port 32876
[ 13] local 128.142.208.6 port 5001 connected with 192.16.166.252 port 32869
[ 14] local 128.142.208.6 port 5001 connected with 192.16.166.254 port 32858
[  3]  0.0-60.0 sec  2.01 GBytes    288 Mbits/sec  0.110 ms 9541/249636 (3.8%)
[  4]  0.0-60.0 sec  2.01 GBytes    287 Mbits/sec  0.200 ms 10397/250002 (4.2%)
[  5]  0.0-60.0 sec  2.00 GBytes    286 Mbits/sec  0.365 ms 11467/250002 (4.6%)
[  6]  0.0-60.0 sec  2.01 GBytes    287 Mbits/sec  0.272 ms 10493/250002 (4.2%)
[  7]  0.0-60.0 sec  2.01 GBytes    288 Mbits/sec  0.168 ms 10096/250002 (4%)
[  8]  0.0-60.0 sec  2.01 GBytes    287 Mbits/sec  0.088 ms 10765/250002 (4.3%)
[  9]  0.0-60.0 sec  2.01 GBytes    287 Mbits/sec  0.030 ms 10638/250002 (4.3%)
[ 10]  0.0-60.0 sec  2.01 GBytes    287 Mbits/sec  0.069 ms 10494/250002 (4.2%)
[ 11]  0.0-60.0 sec  2.01 GBytes    288 Mbits/sec  0.058 ms 10020/250002 (4%)
[ 12]  0.0-60.0 sec  2.00 GBytes    287 Mbits/sec  0.021 ms 10877/250002 (4.4%)
[ 13]  0.0-60.0 sec  2.01 GBytes    288 Mbits/sec  0.018 ms 9992/250002 (4%)
[ 14]  0.0-60.0 sec  2.01 GBytes    288 Mbits/sec  0.003 ms 10218/250002 (4.1%)
UDP 600MBps*12  ­ p2p ping: OK
------------------------------------------------------------
Server listening on UDP port 5001
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Receiving 9000 byte datagrams
UDP buffer size:   107 KByte (default)
------------------------------------------------------------
[  3] local 128.142.208.6 port 5001 connected with 192.16.166.242 port 40390
[  4] local 128.142.208.6 port 5001 connected with 192.16.166.246 port 32872
[  5] local 128.142.208.6 port 5001 connected with 192.16.166.244 port 32804
[  6] local 128.142.208.6 port 5001 connected with 192.16.166.248 port 32867
[  7] local 128.142.208.6 port 5001 connected with 192.16.166.243 port 32807
[  8] local 128.142.208.6 port 5001 connected with 192.16.166.245 port 32874
[  9] local 128.142.208.6 port 5001 connected with 192.16.166.249 port 32876
[ 10] local 128.142.208.6 port 5001 connected with 192.16.166.247 port 32864
[ 11] local 128.142.208.6 port 5001 connected with 192.16.166.250 port 32880
[ 12] local 128.142.208.6 port 5001 connected with 192.16.166.252 port 32869
[ 13] local 128.142.208.6 port 5001 connected with 192.16.166.254 port 32858
[ 14] local 128.142.208.6 port 5001 connected with 192.16.166.251 port 32881
[  3]  0.0-60.0 sec  1.79 GBytes    256 Mbits/sec  0.710 ms 285174/498631 (57%)
[  5]  0.0-60.0 sec  1.81 GBytes    259 Mbits/sec  0.267 ms 284245/500002 (57%)
[  6]  0.0-60.0 sec  1.79 GBytes    256 Mbits/sec  0.026 ms 286923/500002 (57%)
[  7]  0.0-60.0 sec  1.81 GBytes    260 Mbits/sec  0.188 ms 283601/500002 (57%)
[  8]  0.0-60.0 sec  1.82 GBytes    260 Mbits/sec  0.225 ms 282974/500002 (57%)
[  9]  0.0-60.0 sec  1.81 GBytes    259 Mbits/sec  0.067 ms 283663/500002 (57%)
[ 10]  0.0-60.0 sec  1.81 GBytes    260 Mbits/sec  0.058 ms 283483/500002 (57%)
[ 11]  0.0-60.0 sec  1.80 GBytes    257 Mbits/sec  0.097 ms 285535/500002 (57%)
[ 12]  0.0-60.0 sec  1.81 GBytes    259 Mbits/sec  0.024 ms 284023/500002 (57%)
[ 13]  0.0-60.0 sec  1.82 GBytes    261 Mbits/sec  0.011 ms 282656/500002 (57%)
[  4]  0.0-60.3 sec  1.81 GBytes    258 Mbits/sec  13.649 ms 284287/500002 (57%)




Server listening on UDP port 5001
Receiving 9000 byte datagrams
UDP buffer size:   107 KByte (default)
------------------------------------------------------------
[  3] local 128.142.208.6 port 5001 connected with 192.16.166.245 port 32874
[  4] local 128.142.208.6 port 5001 connected with 192.16.166.242 port 40541
[  5] local 128.142.208.6 port 5001 connected with 192.16.166.250 port 32880
[  6] local 128.142.208.6 port 5001 connected with 192.16.166.246 port 32872
[  7] local 128.142.208.6 port 5001 connected with 192.16.166.244 port 32804
[  8] local 128.142.208.6 port 5001 connected with 192.16.166.248 port 32867
[  9] local 128.142.208.6 port 5001 connected with 192.16.166.247 port 32864
[ 10] local 128.142.208.6 port 5001 connected with 192.16.166.243 port 32807
[ 11] local 128.142.208.6 port 5001 connected with 192.16.166.249 port 32876
[ 12] local 128.142.208.6 port 5001 connected with 192.16.166.254 port 32858
[ 13] local 128.142.208.6 port 5001 connected with 192.16.166.252 port 32869
[ 14] local 128.142.208.6 port 5001 connected with 192.16.166.251 port 32881
[  6]  0.0-60.0 sec    224 MBytes  31.3 Mbits/sec  0.049 ms 640556/666666 (96%)
[  7]  0.0-60.0 sec    185 MBytes  25.8 Mbits/sec  0.059 ms 645122/666666 (97%)
[  9]  0.0-60.0 sec    189 MBytes  26.4 Mbits/sec  0.030 ms 644632/666663 (97%)
[ 10]  0.0-60.0 sec    252 MBytes  35.2 Mbits/sec  0.030 ms 637300/666663 (96%)
[ 11]  0.0-60.0 sec    192 MBytes  26.8 Mbits/sec  0.088 ms 644308/666664 (97%)
[ 12]  0.0-60.0 sec    141 MBytes  19.7 Mbits/sec  0.129 ms 650270/666665 (98%)
[ 13]  0.0-60.0 sec    173 MBytes  24.2 Mbits/sec  0.101 ms 646494/666668 (97%)
[ 14]  0.0-60.0 sec    208 MBytes  29.1 Mbits/sec  0.020 ms 642413/666666 (96%)
[  3]  0.0-60.2 sec    247 MBytes  34.3 Mbits/sec  14.642 ms 637940/666664 (96%)
[  4]  0.0-60.3 sec    132 MBytes  18.4 Mbits/sec  14.201 ms 649659/665040 (98%)
[  5]  0.0-60.3 sec    163 MBytes  22.7 Mbits/sec  13.697 ms 647708/666663 (97%)
[  8]  0.0-60.3 sec    205 MBytes  28.5 Mbits/sec  13.827 ms 642777/666664 (96%)
UDP 1G*12  ­ p2p ping: Hardly all lost (1/60 recieved) – Bottleneck is in hufsa, P2P traffic is 
OK
Server listening on UDP port 5001
Receiving 9000 byte datagrams
UDP buffer size:   107 KByte (default)
------------------------------------------------------------
[  3] local 128.142.208.6 port 5001 connected with 192.16.166.250 port 32880
[  4] local 128.142.208.6 port 5001 connected with 192.16.166.243 port 32807
[  5] local 128.142.208.6 port 5001 connected with 192.16.166.251 port 32881
[  6] local 128.142.208.6 port 5001 connected with 192.16.166.244 port 32804
[  7] local 128.142.208.6 port 5001 connected with 192.16.166.246 port 32872
[  8] local 128.142.208.6 port 5001 connected with 192.16.166.247 port 32864
[  9] local 128.142.208.6 port 5001 connected with 192.16.166.242 port 40736
[ 10] local 128.142.208.6 port 5001 connected with 192.16.166.248 port 32867
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[ 11] local 128.142.208.6 port 5001 connected with 192.16.166.252 port 32869
[ 12] local 128.142.208.6 port 5001 connected with 192.16.166.245 port 32874
[ 13] local 128.142.208.6 port 5001 connected with 192.16.166.249 port 32876
[ 14] local 128.142.208.6 port 5001 connected with 192.16.166.254 port 32858
[  8]  0.0-60.0 sec  25.1 MBytes  3.50 Mbits/sec  0.163 ms 756341/759260 (1e+02%)
[  9]  0.0-60.0 sec  23.8 MBytes  3.32 Mbits/sec  0.060 ms 755525/758294 (1e+02%)
[ 11]  0.0-60.0 sec  26.5 MBytes  3.71 Mbits/sec  0.125 ms 756478/759568 (1e+02%)
[ 13]  0.0-60.0 sec  26.2 MBytes  3.67 Mbits/sec  0.070 ms 756485/759541 (1e+02%)
[ 14]  0.0-60.0 sec  27.0 MBytes  3.77 Mbits/sec  0.100 ms 755863/759006 (1e+02%)
[  3]  0.0-60.3 sec  31.5 MBytes  4.39 Mbits/sec  15.243 ms 755668/759338 (1e+02%)
[  4]  0.0-60.2 sec  30.1 MBytes  4.19 Mbits/sec  14.208 ms 754890/758397 (1e+02%)
[  5]  0.0-60.2 sec  29.9 MBytes  4.17 Mbits/sec  14.291 ms 755065/758551 (1e+02%)
[  6]  0.0-60.3 sec  27.9 MBytes  3.89 Mbits/sec  14.232 ms 755484/758740 (1e+02%)
[  7]  0.0-60.3 sec  25.1 MBytes  3.50 Mbits/sec  14.150 ms 756246/759176 (1e+02%)
[ 10]  0.0-60.2 sec  23.4 MBytes  3.25 Mbits/sec  13.738 ms 756500/759221 (1e+02%)




Server listening on UDP port 5001
Receiving 9000 byte datagrams
UDP buffer size:   107 KByte (default)
------------------------------------------------------------
[  3] local 128.142.208.6 port 5001 connected with 192.16.166.242 port 41399
[  4] local 128.142.208.6 port 5001 connected with 192.16.166.246 port 32873
[  5] local 128.142.208.6 port 5001 connected with 192.16.166.247 port 32866
[  6] local 128.142.208.6 port 5001 connected with 192.16.166.250 port 32881
[  7] local 128.142.208.6 port 5001 connected with 192.16.166.244 port 32805
[  8] local 128.142.208.6 port 5001 connected with 192.16.166.245 port 32876
[  9] local 128.142.208.6 port 5001 connected with 192.16.166.243 port 32808
[ 10] local 128.142.208.6 port 5001 connected with 192.16.166.251 port 32883
[ 11] local 128.142.208.6 port 5001 connected with 192.16.166.248 port 32869
[ 12] local 128.142.208.6 port 5001 connected with 192.16.166.254 port 32859
[ 13] local 128.142.208.6 port 5001 connected with 192.16.166.252 port 32871
[ 14] local 128.142.208.6 port 5001 connected with 192.16.166.249 port 32876
Waiting for server threads to complete. Interrupt again to force quit.
UDP 150MBps*12
can't test
UDP 300MBps*12
can't test
UDP 600MBps*12
can't test
UDP 800MBps*12
can't test
UDP 1G*12
can't test
Statistics for the PIC­CERN's p2p interface at CERN:
159/160
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Català
Aquest projecte consisteix en realitzar el disseny i desplegament d'una connexió entre el Port  
d'Informació Científica (PIC) i el Consell Europeu per a la Recerca Nuclear (CERN) sobre 
un circuit dedicat amb una velocitat de transferència de 10 Gbps. En una primera fase el 
desplegament de la connexió es realitza sobre un circuit dedicat de 1 Gbps. 
El projecte implica la certificació dels circuits dedicats de 1 i 10 Gbps i el disseny dels plans 
d'actuació que han de permetre la integració de les noves connexions dins la xarxa i els 
serveis del PIC. 
Castellà
Este proyecto consiste en realizar el diseño y despliegue de una conexión entre el Port  
d'Informació Científica (PIC) y el Consejo Europeo para la Investigación Nuclear (CERN) 
sobre un circuito dedicado con una velocidad de transferencia de 10 Gbps. En una primera 
fase el despliegue de la conexión se realiza sobre un circuito dedicado de 1 Gbps.
El proyecto implica la certificación de los circuitos dedicados de 1 y 10 Gbps y el diseño de 
los planes de actuación que deben permitir la integración de las nuevas conexiones dentro de 
la red y los servicios del PIC. 
Anglès
This project consists in designing and deploying a connection between the Port d'Informació  
Científica (PIC) and the European Organization for Nuclear Research (CERN) on a 10 Gbps 
dedicated circuit. In a first phase the deployment of the connection is made on a 1 Gbps 
dedicated circuit.
The project implies the certification of the 1 and 10 Gbps dedicated circuits and the design of 
the plans for the integration of the new connections within PIC's network and services.
