Abstract: Linear Programming is known to be an important and useful tool for solving Markov Decision Processes (MDP). its derivation relies on the Dynamic Programming approach, which also serves to solve MDP. However, for Markov Decision Processes with several constraints the only available methods are based on Linear Programs. The aim of this paper is to investigate some aspects of such Linear Programs, related to multi-chain MDPs. We first present a stochastic interpretation of the decision variables that appear in the Linear Programs available in the literature. We then show for the multi-constrained Markov Decision Process that the Linear Program suggested in [9] can be obtained from an equivalent unconstrained Lagrange formulation of the control problem. This shows the connection between the Linear Program approach and the Lagrange approach, that was previously used only for the case of a single constraint [3, 14, 15] .
Introduction
Markov Decision Processes (MDP) have been used extensively in the past to model and solve problems in data communications, computer networks, production etc... We consider in this note MDPs where the optimization criteria are of expected time average type, with finite state and action spaces. A basic method for solving such problems has been Dynamic Programming. Derman [7] obtained a Linear Program formulation from the dynamic program and investigated its dual program DLP. Using DLP and another Linear Program he was able to obtain an optimal control policy. Later on, Hordijk and Kallenberg obtained an optimal policy directly from DLP [8] . One advantage of using this new approach was that it could be extended to Constrained Markov Decision Processes, as Hordijk and Kallenberg did in [ The first issue of this paper is to present a stochastic meaning to the two different kinds of decision variables that appear in the Linear Programs of [9] .
The first kind is related to the expected frequencies of pairs of states and actions (see e.g. [7] ). These frequencies are also known as "occupation measure" (see e.g. [4] ) or expected empirical probabilities of state-action pairs. The precise definition of these frequencies is given in the next Section. Derman [7] considered the set of all frequencies that are achieved by different policies, and showed that it is equal to the set of achievable decision variables of the first kind. The properties of these frequencies have been studied in [7] , [8] and [9] .
However, the stochastic meaning of the second type of decision Variables was unknown till now, to the best of our knowledge, except for stationary policies, where the decision variables were related to the deviation matrix by Kallenberg [10] .
We note that for MDPs with a sample-path constraint (instead of the weaker constraint on the expected cost), an e-optimal policy can be obtained by using Linear Programs that do not involve the second type of decision variables, see [12] .
The importance in understanding the stochastic meaning of the decision variables is that it may enable us to obtain a Linear Program for solving MDP,s directly, without requiring to go through the dual problem obtained from the Dynamic Program. This may be crucial in case duality problems may arise, such as the duality gap in infinite Linear Programs. Such a direct approach to obtain the Linear Problem is illustrated in [1] . There Altman and Shwartz obtained a Linear Program for solving constrained MDPs with a ~countable state space. However, they make strong ergodic assumptions (such as the unichain assumption) under which only decision variables of the first kind are needed. In the case of an infinite state space, it seems that understanding the meaning of all decision variables may enable to obtain Linear Programs with a general multichain structure. This is especially important in the constrained case where no alternative methods are known for solving the problem.
The second issue in this paper is to present an alternative derivation of the Linear Program used for solving the constrained Markov Decision problem [9] . Our derivation is based on a Lagrange formulation which generalizes the one used in the case of a single constraint [3] (later extended in [141 [15] to the countable state space) and is related to the approach used by Borkar in his book [5] . Our new derivation seems to be more natural and straightforward than the previous method [9] , where the paradigm was to introduce the LP and then to prove that the optimal policy and optimal value of the control problem are appropriately related to the optimal solution and value of the LP.
After reviewing in Section 2 the Linear Program for solving MDPs, we introduce in Section 3 the biased deviation measure for arbitrary policies and show that it corresponds to the second kind of decision variables in the following sense. The sets of pairs of frequencies and biased deviation measures obtained by any arbitrary policy form a feasible solution for the Linear Pro-gram. In Section 4 we then present some properties of the deviation measures. In Section 5 we present the alternative derivation of the LP used for the constrained case.
Model and Assumptions
Consider a Markov decision process with a finite state space X = {0, 1, ..., N} and a finite action space A. Without loss of generality, we assume that in any state x all actions in A are available. The probability to go from state x to state y given that action a is used, is given by the transition probability Pxay. A policy u in the policy space U is described as u = {ul, u2 .... }, where ut, applied at time epoch t, is a probability measure over A conditioned on the whole history of actions and state prior to t, as well as the state at time t. Given an initial distribution fl on X, each policy u induces a probability measure denoted by P~ on the space of sample paths of states and actions (which serves as the canonical sample space 12). The corresponding expectation operator is denoted by E~. On this probability space are defined the state and action Denote by OP the problem of finding a policy u that minimizes Ca(u ) for a given initial distribution 8. Let C a be the optimal value of OP. A policy that achieves Ca(u ) = C a is said to be optimal for OP. Denote U a the set of all such policies.
Derman [7] has shown that the cost in (1.2) can be represented in terms of the following state action frequencies: let fr(fl, u) is the matrix whose elements are given by fr(y, a; 8, u) := the average expected frequency of state y and action a till time T when using policy u and initial probability distribution on the state space is p(.), i.e.
~ P~(X~=y,A,=a)
fr (y, a; [3, u) The following notation is used below: 1 {A} is the indicator function of the set A and 6a(x) is the Kronecker delta function. We denote by B the closure of a set B, and IBI is the cardinality of the set (we shall use this notation for finite sets only, in which case IBI is the number of elements in B). For two matrices (, Q of appropriate dimensions, (. Q stands for summation over common indices (scalar product).
Linear Program for Solving MDPs
One method of solving OP is based on the solution of a LP which we present below. The importance of this method lies in the fact that it also enables to deal with optimization problems with additional constraints, where other methods (based on dynamic programming) are not applicable.
Given the initial distribution fl over X, define//a to be the set of {(z, ~)}, z, e ~ix• that satisfy LP is related to OP in the following way (see [8, 10] ). Given any (z, () e/-/p define the stationary policy O(z, ~) by (ii) Suppose that (z*, (*) is any optimal solution of LP. Then 9(z*, (*) is optimal for OP.
The proof of the Lemma is given in [8, 10] , except that the average cost in these references is defined differently, namely, the limsup and the summation are interchanged. That these results apply to our case follows from the following observation. Let for every stationary policy u. Since OP is known to have a stationary deterministic optimal policy, inf, C(fl, u) may be considered and the results of [8, 10] can be used. The Lemma motivates our interest in studying the properties of LP, as these may relate to properties of Markov Decision Processes. The Lemma also has extensions to constrained Markov Decision Problems (see [9] ). The aim of this paper is to study more about the properties of the decision variables of LP and their relation to quantities that characterize policies.
Denote//7 := {z: 3~ s.
t. (z, ~) ~ lla}.
It is known [8] that//7 = La" This means that for any policy u, f(fl, u) _//7-On the other hand, for each z ~/17 there exists a policy u such that f(fl, u) = z.
However, little is known about the "physical" meaning of the variable ~. For u e U(S) Kallenberg [10, p. 109] gives an explicit expression ( = ~(fl, u) such that (f(fl, u), ~(fl, u)) e H a. The reason that the meaning of the relation between the decision variables of LP and the control problem was not clear (for all policies) before is related to the fact that LP was not obtained directly from the control problem, but rather as the dual problem of another LP, related to dynamical programming. In the following sections we present an interpretation of the variables ~ that is related to the control problem. Proof: We shall use the following:
a,z
By averaging we obtain:
~, P;(Xs Y} t s=z,,.zl ~, E P~{X~-I =z,A~-i =a}Pz,r 9 (3.2) t s=2
Interchanging the order of summation in the right side of (3.2), we get after some algebra n--*oo S n s=l = Hence in order that all the ~ be non-negative, so that we have in fact (f(fl, u), ?(fl, u)) e H a, another bias factor should be added. By doing so, (see Theorem 3 below), we obtain the main result of the paper, that states that for any policy u, the pair (frequencies, corresponding biased deviation) are feasible solutions for the LP in [8] , i.e. belong to the set H#, This result was known to hold only for stationary policies, and the Theorem below generalizes it to any policy. 
~, f(z, a; fl, u)[fir(z)
-
d). We thus obtain:

Theorem 3: Under any policy u ~ U and initial distributuion fl, if the elements of ~(fl, u) are finite then (f(fl, u), Y(fl, u)) ~ li~.
Proof: The proof that equations (2.1.a) and (2.1.c) are satisfied remains unchanged. Equation (2.1.b) holds by (2.1.a) and (3.11) . 9
An open problem is whether for any solution (z, ~) of LP we can construct a policy u, such that (z, ~) = (f(/~, u), Y(/~, u)). A step towards the answer is presented i n Theorem 4, where we give a characterization of the polytope lip. To do so, we need some notation first 9
For sake of convenience we will write z(y), ~(y) and f(y; ~, u) for ~o z(y, a),
Ea ~(Y, a) and ~f(y, a; ~, u)
. From the context it will always be dear, whether these quantities have to be interpreted as vectors or as matrices.' Finally we have to introduce the deviation matrix, the entries of which are given formally by
D(y; 6x, 9) = lim ~ ~tt-l(Pgx{X t = y} -f(y; 6x, 9)) 9 ~']'i t=l
This can be rewritten as (cf. Spieksma [16] 
Theorem 4: Fix some initial distribution ft. (z, ~) ~ lip ~ there are gl, g2 ~ U(S) and an initial distribution [3, such that z, ~ as vectors on X satisfy (3.13) and z(y, a) = z(y)P~gl[, ((y, a) = ((y)P~, y ~ X. " z(y) = f(y; ~, 91) , Vy
Ex~ ~,(g2)Y(y; 6x, g,_)
Notice, that the vector y is constant on each positive recurrent class in the Markov chain induced by g2. Equations (3.13c) and (3.13d) are necessary to ensure that we only get positive solutions ( to system (3.13). 
~(y) = fl(y) -z(y)
~, t t y, X s r 8(92), 2 < s < t} (3.15)
We note that in (3.15), we interchanged limit with summation. This is justified since the second summation is finite. Indeed, P~2{X t = y, X s r B(92) , 2 _< S < t} --< P~ sxt s r B(92), 2 _< s < t}
= n"2 z--Y ax<A8(9 ))= 0j,.
It follows from the Large deviation principle for Markov chains (see e,g. I-6]) that the latter probability behaves asymptotically (for large t) as exp(-tl) where I > 0 is some constant (the rate function). This implies the finiteness of the second summation in (3.15). For y r 8(92) the probabilities in the last expression in (3.15) equal the taboo transition probabilities for the taboo set B(92). For y e B(92) they equal the first hitting probabilities of y. As a consequence we obtain the following expressions for (.
f E (fl(x) --z(x)) ~ s(o~)P~ {X, = y} ,
y e B(92) 9 (3.16b)
As Fb,(6x, 02) = FJt,(02)(~x, 02) for x e X, Fb,(6x, 92) -~-1 for x e ~l(g2) and ((bz) = 0 (by definition), (3.13c) follows directly from (3.16b). Obviously (3.16a) equals 0 for y e B(g2). Consequently, the first summation in (3.16a) can be extended to all states. Thus we get for y e ~t(g2): Then by virtue of (3.17) and our choice of q, z satisfies 
Bounds
Unlike the state-action frequencies, which sum to one under any arbitrary policy, the deviation measures are not bounded in the class of policies. This is demonstrated in the following examples. for all y and a. Then ~(y, a; fl, u) = ~(y, a; fl, v).
Proof: Let P* be the matrix whose components are given by: P* = ~a 7~Pxar.
It follows then from ( 
Linear Program for Constrained MDPs
In this Section we study the Linear Program method applied for the constrained Markov Decision Process [9] . An alternative method based on a Lagrange approach for solving such problems in the case of a single constraint was introduced in [3] (later extended to countable state space in [141 [15] ). The aim of this Section is to generalize the formulation of the Lagrange method to several constraints and then to use it for obtaining a new derivation of the Linear Program method of Hordijk and Kallenberg [9] . Our new derivation seems to be more natural and straightforward than the previous method [9] , where the paradigm was to introduce the LP and then to prove that the optimal policy and optimal value of the control problem are appropriately related to the optimal solution and value of the LP. A policy that satisfies D~(u) < Vk, k = 1,..., K is said to be feasible. Let C a be the optimal value of COP. A feasible policy u that achieves Ca(u ) = Ca, is said to be optimal for COP.
Introduce the Lagrange minimax problem Lmi.imax:
Let C~ '"~' nax be the optimal value of Lm~.~ma~. It is easily seen that Lr,~.i,.ax is equivalent to COP (in the sense that the optimal policy and optimal value are the same). Next we introduce the Linear Program used for calculating the optimal value and policy for COP where Hp is given in Section 2. It is shown in [9] that the optimal value of COP is equal to the optimal value of LPC, and an optimal Markovian policy is constructed from the optimal solution of LPC. We show below that LPC can be derived from Lm~,i,,ax. We first note that we may restrict the minimization in COP to the class of policies U* under which ff(fl, u) is a singleton, see e.g. [9] . Note that this class contains the stationary policies.
Define L,,,,xi,,,i,,:
Let C~ axirain be the optimal value of Lmaximi n. It can be shown that the min and sup can be interchanged, so that C'~ "xi'ni" = C'~ i"im"x. We leave the proof to the appendix. In order to obtain LPC we first consider the problem of min.~ v, [Ca(u) + ~k vk(D~j(u) --Vk)] for a given v. It follows from [8] that an optimal stationary deterministic policy for that problem can be obtained and the optimal value is given by LP': find 2y, gy, Y E X, that 
Remark:
The results of this Section extend easily to the discounted criteria, even with countable state space. They also extends easily to the countable case under a strong ergodic assumption (the unichain assumption). In both cases, there is no need of equation (5.3), and of (2. 
Interchanging the min and max in Section 5
We show in this appendix that C~ '"~ma~ = C7 axirain. Since we rstrict to u e U* it easily follows that and hence
= min sup~,f(y,a;fl, U)IC(y,a)+~,Vk(dk(y,a)--Vk) ] z~L#(U*) v_>O y,a k
Since La = Lp(U*) is convex and compact (this is a straightforward generalization of [7] p. 93-94, [9] who prove it for/3 of the form of 6x), and since the set v > 0 is convex and compact in the compactified space [~ w {~}]r, it follows from the minimax Theorem (e.g. [11] p. 208) that the min and sup can be interchanged from which it finally follows that C~ '~"~'~"x = C'~ "x~m~".
