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Abstract
This paper considers positive solutions to problem
−u = λu+ h(x)eu, x ∈R2,
where λ is a parameter, h(x) ∈ C2(R2,R) changes sign. Uniform a priori bounds are obtained using less restrictive conditions from
previous works.
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1. Introduction
In this paper, we consider the positive solutions to the equation
−u = λu+ h(x)eu, x ∈R2, (1.1)
where λ is a parameter, h(x) ∈ C2(R2,R). Define
Ω+ := {x ∈R2 ∣∣ h(x) > 0}, Ω− := {x ∈R2 ∣∣ h(x) < 0}.
We assume that Ω+ is a nonempty bounded domain in R2, and that
Γ := {x ∈R2 ∣∣ h(x) = 0}= Ω+ ∩Ω−.
We assume Ω0 := Γ is a C2-manifold of dimension 1. For ‖x‖ large enough, say, ‖x‖ > R1 > 0, we assume there
exists a positive number C0 such that
h(x) < −C0. (1.2)
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Γδ :=
{
x ∈R2 ∣∣−δ  h(x) δ}
and
Ω+δ =
{
x ∈ Ω+ ∣∣ h(x) δ}, Ω−δ = {x ∈ Ω− ∣∣ h(x)−δ}.
Equation (1.1) and its many variants have been extensively studied recently, see, e.g., [1–8,11–14,18,19]. In order
to investigate the existence and structure of positive solutions to (1.1), one important step is to achieve the uniform
bounds of its solutions when the parameter λ is in a bounded interval in R. On domains where the function h(x) is
bounded away from 0, there exist powerful tools to rule out the possibility of blow up of the positive solutions. When
on domains where the function h(x) changes sign, the situation becomes rather complicated. In [5,14,15], the authors
obtained the uniform bounds of the positive solutions to
−u = λu+ h(x)up, x ∈ Ω, (1.3)
using the blow-up techniques, where Ω is a smooth bounded domain in RN , N  2, 1 < p < N∗. In their papers,
h(x) has nonzero (possibly high-order) derivatives on Γ . When h(x) does not necessarily have nonzero derivatives,
paper [12], using the moving planes methods, also obtained the uniform bounds of the positive solutions to (1.3),
provided
∂h
∂μ
(x) 0, x ∈ Γδ, (1.4)
where μ = μ(x) is the directional vector near Γ , and
lim
x∈Ω+, x→Γ
|∇h(x)|
h(x)
= +∞. (1.5)
In paper [1], Adimurthi and Giacomoni, also using the moving planes methods, obtained the uniform bounds of
the positive solutions to{−u = λu+ h(x)φ(u)eu,
lim|x|→∞u = 0
with φ(u) ∼ up near u = 0, which is different from our case. Further, the restriction they imposed on h(x) is
∇h(x) 
= 0, x ∈ Γ. (1.6)
This restriction (1.6) is stronger than condition (1.5). Indeed, if (1.6) holds, letting x ∈ Ω+ and x0 ∈ Γ such that
‖x − x0‖ = dist(x,Γ ), we have for x near Γ , ∇h(x) 
= 0 and |h(x)| = |h(x0) − h(x)|  |∇h(x)|‖x0 − x‖. Hence
(1.5) holds. On the other hand, (1.5) allows such h(x) as
h(x) = exp
(
− 1
dist(x,Γ )
)
, (1.7)
which does not satisfy (1.6). Condition (1.7) can be met in the study of prescribing scalar curvature equations, see
[11] and [12]. We also would like to point out that in our problem, we do not require lim|x|→∞ u = 0.
Now a question we ask is whether the techniques used in [12] can be adapted to tackle (1.1). And if so, can we
relax the restrictions (1.4) or (1.5)? The answer is positive. Indeed, we have the following
Theorem 1.1. Assume that (1.2), (1.4) hold, |∇h(x)|
h(x)
is continuous near Γ on the Ω+ side, and that
lim
x∈Ω+, x→Γ
|∇h(x)|
h(x)
exists. (1.8)
Then for any positive number K , λ > −K , the positive solutions to (1.1) are uniformly bounded from above.
Remark 1.2. Condition (1.8) is weaker than condition (1.5). For a general function h(x), Conditions (1.5) and (1.8)
are not equivalent. But in the specific situation we are dealing with, we can prove their equivalence. The equiva-
lence of these two conditions is important in that condition (1.8) is such one that we can almost call it trivial, while
condition (1.5) is not (at least at first glance).
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positive solutions both on the region Ω+δ and the region Ω
−
δ . The proof concerning the Ω
+
δ part is adapted from [1].
In the Ω−δ part, we use a different method from that used in [1], which treated the bounded part of Ω−δ and the
part near ∞ differently. Using our method, we can treat it uniformly. In Section 3, we obtain the uniform bounds of
positive solutions to (1.1) over Γδ . The moving planes procedure used is also from [1], which in itself was first used
by [11,12]. In this paper, we are able to relax some restrictions required to carry through the moving planes procedure.
In Section 4, we give an observation on the situation when Ω0 has positive measure, which may be of use somewhere.
2. Uniform bounds on Ω+δ and Ω
−
δ
We begin by proving the following proposition, which says that the parameter λ is indeed bounded from above:
Lemma 2.1. If (1.1) has a positive solution, then λ < λ1(Ω+), where λ1(Ω+) is the principal eigenvalue of the
operator − with the homogeneous Dirichlet boundary condition.
Proof. Let φ1(x) be the positive normalized eigenfunction corresponding to the eigenvalue λ1(Ω+). Then we obtain∫
Ω+
−u(x)φ1(x) dx = λ1
(
Ω+
) ∫
Ω+
u(x)φ1(x) dx +
∫
∂Ω+
u
∂φ1
∂n
dσ
= λ
∫
Ω+
u(x)φ1(x) dx +
∫
Ω+
h(x)euφ1(x) dx.
From this, we obtain(
λ1
(
Ω+
)− λ) ∫
Ω+
u(x)φ1(x) dx =
∫
Ω+
h(x)euφ1(x) dx −
∫
∂Ω+
u
∂φ1
∂n
dσ.
According to Hopf’s lemma,∫
∂Ω+
u
∂φ1
∂n
dσ < 0.
On the other hand
∫
Ω+ h(x)e
uφ1(x) dx > 0 and
∫
Ω+ u(x)φ1(x) dx > 0. Thus we obtain λ < λ1(Ω
+). 
Before obtaining the uniform bounds of positive solutions on Ω+δ , we need another lemma.
Lemma 2.2. Assume un is a sequence of positive solutions to
−un = Vn(x)eun in D (2.1)
where D is a bounded domain, and Vn(x) is a sequence of functions. Assume that there exists a function W(x) ∈
Lp(D) for some p > 1 such that∣∣Vn(x)∣∣W(x), ∀n, ∀x ∈ D. (2.2)
Assume further, there exists a constant C such that∥∥eun∥∥
Lp
′
(D)
 C, (2.3)
then
‖un‖L∞loc(D) C.
This lemma is a modification of Corollary 5 in Brezis and Merle [9], but without the restriction un|∂D = 0. The
result of Lemma 2.2 is weaker than that of Corollary 5 in [9]. We can only get the local boundedness, while Corollary 5
in [9] guarantees boundedness over the whole domain D.
We are going to prove Lemma 2.2 using several results from [9]. We quote them here as lemmas.
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u = 0 on ∂D, (2.4)
with f ∈ L1(D). Set ‖f ‖1 =
∫
D
|f (x)|dx. Then, for every δ ∈ (0,4π), we have∫
D
exp
[
(4π − δ)|u(x)|
‖f ‖1
]
dx  4π
2
δ
(
diam(D)
)2
.
Lemma 2.4. (See [9, Corollary 1].) Let u be a solution to (2.4) with f ∈ L1(D). Then for every constant k > 0
ek|u| ∈ L1(D).
Proof of Lemma 2.2. Assume that (2.2) holds. For every small  > 0 we have
|Vn|eun Weun  ep′un + (1/)1/(p−1)Wp.
By (2.3) we may fix  > 0 small enough so that

∫
D
ep
′un  α < 4π/p′ ∀n. (2.5)
By using the maximum principle for elliptic equations we have un  u˜n +u3 = u1n +u2n +u3, where u˜n are solutions
to {
−u˜n = ep′un in D,
u˜n = un on ∂D,
u1n are solutions to{
−u1n = ep′un in D,
u1n = 0 on ∂D,
u2n satisfy
u2n = 0, u2n|∂D = un|∂D > 0,
and u3 are solutions to{
−u3 = (1/)1/(p−1)Wp in D,
u3 = 0 on ∂D.
The maximum principle guarantees that u1n, u2n and u3 are all nonnegative. By Lemma 2.3 and (2.5) we see that
eu1n is bounded in Lp′+δ(D) for some δ > 0. By Lemma 2.4, eu3 ∈ Lk(D) for every k  1. Since u2n is harmonic for
each n, by the mean value theorem for harmonic functions we have for any closed ball BR ⊂ D,
‖u2n‖L∞(BR/2)  C‖u2n‖L1(BR)  C
[‖u˜n‖L1(BR) + ‖u1n‖L1(BR)]
 C
[‖u1n‖L1(BR) + ‖u2n‖L1(BR)] C.
Thus u2n ∈ L∞loc(D). Therefore |Vn|eun W(x)eu1neu2neu3 remains bounded in some Lqloc, q > 1. From the standard
elliptic estimates (see, e.g., [16]) we have un ∈ W 2,qloc (D). By using the Sobolev embedding theorem (see, e.g., [16,
p. 158]) we complete the proof of Lemma 2.2. 
By Lemma 2.2 and the fact that Ω+δ is compact, to achieve our goal in this section, we also need the following
lemma, which belongs to Adimurthi and Giacomoni (see Lemma 2.2 in [1], here we present a rewritten version of
their proof for the sake of completeness):
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Bδ/4(y)
up dx C(h, δ,φδ),
∫
Bδ/4(y)
eu dx  C(h, δ,φδ), (2.6)
where φδ = φδ(x) is the normalized positive eigenfunction of −u with homogeneous Dirichlet boundary condition
on Bδ/2(0), and C does not depend on y.
Proof. Let α > 2 and φy,δ(x) = φδ(x − y). Multiplying the equation in (1.1) by φαy,δ(x)|h(x)|α−1h(x), we obtain∫
Bδ/4(y)
(−u)φαy,δhα =
∫
Bδ/4(y)
∇u∇(φαy,δhα)= − ∫
Bδ/4(y)
u
(
φαy,δh
α
)
=
∫
Bδ/4(y)
uφα−2y,δ h
α−2Ψ  C(α, δ,h)
∫
Bδ/4(y)
uφα−2y,δ h
α−2,
where
Ψ = −{α(α − 1)(h2|∇φy,δ|2 + φ2y,δ|∇h|2)+ αφy,δh(hφy,δ + φy,δh)}
is a function of x, bounded on Bδ/2(y).
From this, we have∫
Bδ/4(y)
(
λu+ heu)φαy,δhα  C ∫
Bδ/4(y)
uφα−2y,δ h
α−2.
It follows from λ > −K that∫
Bδ/4(y)
hα+1euφαy,δ  C
∫
Bδ/4(y)
uφα−2y,δ h
α−2.
Using the inequality
up  Ceu
we get ∫
Bδ/4(y)
hα+1upφαy,δ  C
∫
Bδ/4(y)
hα+1euφαy,δ.
By choosing α = 1+2p
p−1 , we obtain∫
Bδ/4(y)
hα+1upφαy,δ  C
∫
Bδ/4(y)
hα+1euφαy,δ C.
Therefore,∫
Bδ/4(y)
up  C
∫
Bδ/4(y)
eu  C := C(δ,h). 
We now can prove the following:
Lemma 2.6. The positive solutions to (1.1) when λ is in a finite interval in R is uniformly bounded on Ω+.δ
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L∞(Ωδ/2) such that
|Vλ,u| :=
∣∣λue−u + h(x)∣∣W(x).
Indeed, since λ is bounded, there exists a positive number such that |λ| < K . For u ∈ [0,∞) we have |ue−u| 
1/e < 1. |λue−u + h(x)| |λ||ue−u| + h(x)K + h(x). Therefore, if we let W(x) = K + h(x), by Lemma 2.2, we
have u ∈ L∞loc(Ω+δ/2), hence u ∈ L∞(Ω+δ ), as desired. This finishes the proof of Lemma 2.6. 
Concerning the region Ω−δ , we have the following lemma:
Lemma 2.7. The positive solutions to (1.1) when λ is in a finite interval in R is uniformly bounded on Ω−δ .
Proof. By [17], the problem
−v = λ1
(
Ω+
)
v − (δ/6)v2 in Bδ/3(0), v|∂Bδ/3(0) = ∞
has a unique positive solution v. For fixed x0 ∈ Ω−δ , we have Bδ/3(x0) ⊂ Ω−δ/2. Then if u is a positive solution to (1.1)
corresponding to λ, we have on Ω−δ/2
−u = λu+ h(x)eu  λ1
(
Ω+
)
u− (δ/6)u2,
since in this case
h(x)−(δ/3), eu  (1/2)u2, λ < λ1
(
Ω+
)
.
Clearly v(x − x0) is the unique positive solution to the equation satisfied by v(x) except with Bδ/3(0) replaced by
Bδ/3(x0). Applying Lemma 1.1 in [17] to compare u(x) with v(x−x0) over Bδ/3(x0), we obtain that u(x) v(x−x0)
on this set. In particular, u v(0). Hence
u(x) C := v(0), ∀x ∈ Ω−δ . 
Remark 2.8. We can also prove that the positive solutions to (1.1) are uniformly bounded over R2 if and only if
these solutions are uniformly bounded over Ω+, using a method similar to that used in the proof of Lemma 2.7 (see
Lemma 4.1).
3. Uniform bounds on Γδ
We prove this along the line of [1] (see also [11,12]).
Let x0 ∈ Γ . Since Γ is compact, it suffices to give an a priori bound in a neighborhood of x0. Up to some rotation
or translation, we can assume that x0 = 0 and that Γ is tangent to the hyperplane x1 = 0. By a Kelvin transform, we
can assume that Γ is strictly convex in a neighborhood of x0 and Ω+ is at the left side of Γ . Let
x1 = Φ(x2), x2 ∈R,
be the equation of Γ in this convex neighborhood. Let D be the domain enclosed by the surfaces ∂1D := {x | x1 =
Φ(x2)+ } and ∂2D := {x | x1 = −2}. We choose  small enough to ensure
(a) ∂h
∂μ
(x) 0, ∀x ∈ D,
(b) Φ(x2)−β0,
for some positive constant β0. If u¯(x) = u(y0 + |y0| (x−y0)|x−y0|2 ), where y0 is the center of the invasion. Then u¯ satisfies
the equation
−u¯ = λu¯ 4 + h¯(x)eu¯ (3.1)|x − y0|
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notation convenience, we will denote h¯ by h and u¯ by u. Observe that in a neighborhood of 0, the equation in (3.1) is
not singular.
Consider the function w solution of⎧⎨⎩−w =
λw
|x − y0|4 + λC˜m
−x1 +  +Φ(x2)
|x − y0|4 , in D,
w = u˜, on ∂D,
(3.2)
where C˜ is a constant to be fixed later, m is defined by
m := sup
x∈Ω−
u(x),
u˜ is a C2 extension of u|∂1D to the whole of ∂D such that
0 u˜ 2m, and |∇u˜| Cm.
Let
v = u−w + C˜m( +Φ(x2)− x1)+m( +Φ(x2)− x1)2. (3.3)
From (3.3), one can see that v satisfies⎧⎨⎩v +
λv
|x − y0|4 +ψ(y)+ f (x, v) = 0, in D,
v = 0, on ∂1D,
(3.4)
where
ψ(y) = C˜mΦ(x2)−
(
m
(
 +Φ(x2)
)2)− 2m
and
f (x, v) = m
(
λ( +Φ(x2)− x1)2
|x − y0|4 + 2x1Φ(x2)
)
+ h(x)ζ (v +w − C˜m( +Φ(x2)− x1)−m( +Φ(x2)− x1)2), (3.5)
where ζ(s) := es . We claim that v  0. Since v|∂1D = 0, it suffices to show that ∂v∂x1  0 in D. This can be obtained
much as in [1], using the refined Alexandrov–Bakelman–Pucci estimates for narrow domains [10] and by choosing C˜
sufficiently large. At the same time, we can obtain that |w| and |∇w| are both bounded on D.
Since v  0 and v = 0 on ∂1D, we can apply the moving planes method to the function v on D. Define
Στ = {x ∈ D | x1  τ }, Tτ = {x ∈ D | x1 = τ }
and let xτ be the reflection of x by Tτ . We want to show that
v(xτ ) v(x) (3.6)
for x ∈ Στ and τ − with 0 < 1 < . Decrease τ and move the plane Tτ to the left. A standard argument (see for
instance [11]) can prove that this moving planes method can be carried through provided
f
(
x, v(x)
)
 f
(
xτ , v(x)
)
for x = (x1, y) ∈ D, x1 > τ > −1. (3.7)
Clearly, (3.7) holds if
∂f
∂x1
(x, v) 0, ∀x ∈ {x | x1 −21} ∩D. (3.8)
A simple computation yields
L. Mei / J. Math. Anal. Appl. 339 (2008) 1294–1304 1301∂f
∂x1
= 2mΦ(x2)− λm
(
 +Φ(x2)− x1
)+ ∂h
∂x1
eu
+ h(x)eu
[
∂w
∂x1
+ C˜m+ 2m( +Φ(x2)− x1)]. (3.9)
We are going to show that ∂f
∂x1
 0 when x is near the origin. Before that we prove a technical lemma.
Lemma 3.1. Under the conditions of Theorem 1.1,
lim
x∈Ω+, x→0∈Γ
∂h
∂x1
h−1 exists ⇒ lim
x∈Ω+, x→0∈Γ
∂h
∂x1
h−1 = −∞.
Proof. Assume, on the contrary, that
lim
x∈Ω+, x→0∈Γ
∂h
∂x1
h−1 = −A> −∞
with 0A< +∞. Then, when x ∈ Ω+ is in a small neighborhood of 0, we have
∂h
∂x1
h−1 −(A+ 1),
namely
∂h
∂x1
+ (A+ 2)h h. (3.10)
Multiplying (3.10) by e(A+2)x1 , we get
∂(e(A+2)x1h)
∂x1
 h.
Then, we can find some x1 < 0 sufficiently small such that (x1,0) ∈ Ω+
e(A+1)x1h(x1,0) < 0 =
[
e(A+1)x1h(x)
]
x=0.
Then
h(x1,0) < 0,
which is impossible. This finishes the proof of the lemma. 
We now continue to estimate ∂f
∂x1
. From the uniform convexity of the image of Γ near the origin, we have
2mΦ(x2)− λm
(
 +Φ(x2)− x1
)
−mβ0,
when  is small enough.
We now consider the following two possibilities.
(a) h(x) 0. Choose C˜ sufficiently large, so that
∂w
∂x1
+ C˜m 0.
Noticing that ∂h
∂x1
 0 and  +Φ(x2)− x1  0 in D, we have
∂f
∂x1
 0.
(b) h(x) > 0, x = (x1, y) with x1 > −21.
In the part where u 1, using the facts that h(x) is small near the origin and ∂h
∂x1
 0, together with the uniform
convexity of Γ near the origin, we still have
∂f  0.
∂x1
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∂f
∂x1
= 2mΦ(x2)− λm
(
 +Φ(x2)− x1
)
+ heu
{
∂h
∂x1
h−1 +
[
∂w
∂x1
+ C˜m+ 2m( +Φ(x2)− x1)]}.
Since when  is sufficiently small, we have
2mΦ(x2)− λm
(
 +Φ(x2)− x1
)
−mβ0,
and
∂h
∂x1
h−1 +
[
∂w
∂x1
+ C˜m+ 2m( +Φ(x2)− x1)] 0,
we also arrive at
∂f
∂x1
 0.
So far, we conclude that the method of moving planes can be carried through. More precisely, inequality (3.6) is true
for any τ between −1 and .
Inequality (3.6) implies that, in a small neighborhood of the origin, the function v is monotone decreasing in the
x1 direction. Clearly this is true if we rotate the x1-axis by a small angle. Therefore, for any x0 ∈ Γ , there exists Δx0 ,
a cone of vertex x0 and staying to the left of x0 such that
v(x) v(x0) for x ∈ Δx0 . (3.11)
From (3.11), we obtain
u(x)+C  u(x0) for x ∈ Δx0 . (3.12)
By a similar argument, one can prove that (3.12) is true for any point x in a small neighborhood of Γ . Noticing
that the intersection of Δx0 with the set {x | h(x) δ0 > 0} has a positive measure, and with the help of the integral
estimate (2.6), we get the a priori bounds in the neighborhood of Γ .
4. The thick zero set case, an observation
In this section, we will deal with the thick zero set case. We assume that
h(x) ∈ C2(R2,R), Ω0 := {x ∈ Ω ∣∣ h(x) = 0}R2,
Ω+ := {x ∈ Ω ∣∣ h(x) > 0}, Ω− := {x ∈ Ω ∣∣ h(x) < 0},
∂Ω+ ⊂ Ω+, ∂Ω− ⊂ Ω−, ∂Ω+ ∪ ∂Ω+ = ∂Ω0, ∂Ω+ ∩ ∂Ω+ = ∅,
∂Ω+ and ∂Ω− are C2 manifold.
We have the following observation
Theorem 4.1. Let S be a set of positive solutions to (1.1) with h(x) satisfying the assumptions in this section and that
ΓS :=
{
λ ∈R ∣∣ (λ,u) ∈ S}
is bounded. Then
sup
(λ,u)∈S
sup
Ω+
u < ∞ ⇒ sup
(λ,u)∈S
sup
R2
u < ∞.
Proof. We adapt the techniques in [13] (see also [5]). Let us note that if we replace Ω+ in Lemma 2.1 by Ω+ ∪Ω0,
Lemma 2.1 still holds. Therefore,
λ < λ1
(
Ω+ ∪Ω0)< λ1(Ω0).
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we have λ1(Ω0(ρ)) ↑ λ1(Ω0). Therefore we can find a number ρ1 ∈ (0, ρ) such that for all  ∈ (0, ρ1], λ1(Ω0()) >
λ1(Ω0 ∪Ω+).
Consider the problem
−u = λ1
(
Ω0(ρ1)
)
u, x ∈ Ω0(ρ1/2), u|∂Ω+ = M0, u|∂Ω0(ρ1/2)\∂Ω+, (4.1)
where
M0 := sup
(λ,u)∈S
sup
Ω+
u.
Since λ1(Ω0(ρ1)) < λ1(Ω0(ρ1/2)), problem (4.1) has a unique solution θ(x). Let Θ be a positive C2 extension of
θ |Ω0(ρ1/4) to the set Ω0(5ρ1/4). Clearly, for sufficiently large k, kΘ is an upper solution of the problem{
−w = λ1
(
Ω0(ρ1)
)
w − h−(x)ew, x ∈ Ω0(ρ1),
w|∂Ω+ = M0, w|∂Ω0(δ1)\∂Ω+ = C1,
(4.2)
where
C1 := sup
(λ,u)∈S
sup
Ω−ρ1
u
as was achieved in Lemma 2.4.
Indeed, on Ω0(ρ1/4) we have
−(kΘ) = kλ1
(
Ω0(ρ1)
)
Θ > kλ1
(
Ω0(ρ1)
)
Θ − h−(x)ekΘ
for each k > 0. On Σρ1 := Ω0(ρ1) \ Ω(ρ1/4) the function h−(x) is positive and bounded away from 0. Thus there
exists k > 0 such that
−Θ > λ1
(
Ω0(ρ1)
)
Θ − h−(x)ekΘ/k
on Σρ1 since h−(x)ekΘ/k → ∞ uniformly as k → ∞. And evidently for sufficiently large k > 0, kΘ|∂Ω0(ρ1) >
u|∂Ω0(ρ1).
Clearly 0 is a lower solution to (4.2). It follows that (4.2) has a solution w. By the maximum principle or comparison
theorem for elliptic equations, we know w is also the unique solution to (4.2).
Now if u is a positive solution to (1.1), we have
u|∂Ω0(ρ1) w|∂Ω0(ρ1).
And when x ∈ Ω0(ρ1), we have
−u = λu+ h(x)eu < λ1
(
Ω+ ∪Ω0)u− h−(x)eu < λ1(Ω0(ρ1))− h−(x)eu.
Therefore uw,∀x ∈ Ω0(ρ1). Let Ĉ = M0 +C1 + maxw. We have
sup
(λ,u)∈S
sup
R2
u < Ĉ. 
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