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Abstract 
In this paper we study Complex Read Faults in SRAMs, 
a combination of various malfunctions that affect the read 
operation in nanoscale memories. All the memory 
elements involved in the read operation are studied, 
underlining the causes of the realistic faults concerning 
this operation. The requirements to cover these fault 
models are given. We show that the different causes of 
read failure are independent and may coexist in nanoscale 
SRAMs, summing their effects and provoking Complex 
Read Faults, CRFs. We show that the test methodology to 
cover this new read faults consists in test patterns that 
match the requirements to cover all the different simple 
read fault models. We propose a low complexity (∼2N) 
test, March CRF, that covers effectively all the realistic 
Complex Read Faults. 
1  Introduction 
Embedded memories are dominant in future SoCs and, 
as predicted by the ITRS Roadmap, such devices will 
reach a density of approximately 95% of the total area in 
ten years [1]. As a result, the SoCs yield will depend 
largely on memories and the development of efficient test 
solutions and repair schemes for memories will be 
essential. Most of memory tests rely on classic fault 
models such as stuck at fault, coupling fault and transition 
fault. Although these fault models are still valid, there is a 
new class of faults, called dynamic, that is emerging in 
nanoscale memories. Such faults need complex patterns to 
be sensitized. The emergence of these new fault models is 
due to factors related the latest technologies. In particular, 
resistive defects are becoming very common in nanoscale 
technologies, especially in proximity of interconnections 
and vias, as reported by INTEL in [2]. Resistive defects 
cause delay faults and dynamic faults that are difficult to 
sensitize [3, 4]. Other types of faults are also emerging and 
are caused by leakage currents and electrical parameter 
fluctuations, as transistor threshold voltage Vt, within the 
same die [5]. These faults affect mainly structures with 
high symmetry as memories. 
In the paper, we refer to SRAM read faults as Read 
Faults (RFs), irrespectively of the cause. All the memory 
elements that are involved in the read operation can be 
affected by electrical failure, resulting in RFs: the core 
cells and word lines [6], the bit lines[7, 8], the pre-charge 
circuits [9], the sense amplifiers [10, 11]. Previous papers 
have targeted RFs due to a single electric cause and the 
proposed detection algorithms are effective over certain 
fault threshold. For example, certain algorithms cover RFs 
due to resistive open defects when the equivalent 
resistance is above a certain value; other algorithms cover 
RFs due to variation of Vt when this parameter fluctuates 
over a certain percentage. We show that the collective 
action of different contributions to RFs may induce the 
read operation to fail, even when these contributions are 
individually not sufficient to generate malfunctions. These 
faults can be modelled as Complex Read Faults (CRFs) 
and in this paper we propose a test methodology to cover 
CRFs, and for this aim we introduce the algorithm March 
CRF.  
The rest of the paper is organized as follows. In Section 
2, we describe the read operation in SRAMs. In Section 3, 
we present the various fault models concerning the read 
operation and the electric phenomena that they model. The 
test methodology and algorithm to cover the Complex 
Read Faults are presented in Section 4. Conclusions are 
given in Section 5. 
2  Background: SRAM read operation 
In this section we describe the read operation in SRAM 
memories in order to facilitate the presentation of the 
mechanisms that involve Read Faults. In the SRAM 
memory array (see Figure 1), there is a pre-charge circuit 
(Pr) for each column, which is used to set the voltage level 
of the two bit lines of the column (BL and BLB) at a fixed 
value - VDD for most SRAM memories. This action is 
necessary for a correct read operation. 
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Figure 1: A portion of a cell array with pre-charge circuits 
When a read operation is acted on a certain cell, the pre-
charge circuit is turned OFF on the two bit lines belonging 
to the cell. At this point, these bit lines are floating and 
charged at VDD and the read operation can start. Figure 2 
shows a memory column with two cells, the pre-charge 
circuit and the sense amplifier. As an example, we perform 
a read operation on the top cell that stores a ‘1’. The read 
operation begins when the word line enable signal (WLn-1) 
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Figure 2: Read operation in SRAMs 
The cell stores a ‘1’, thus the left node is at ‘1’, i.e. VDD, 
while the right node is at ‘0’, i.e. 0V. During the read 
operation, the bit line on the left side remains at VDD 
because it is connected with the node of the cell at VDD, 
while the bit line on the right side, BLB, is connected with 
the node of the cell at ‘0’ and is partially discharged, 
reaching the voltage level VDD-∆BL. A sense amplifier 
detects this different voltage level (∆BL= VBL-VBLB) 
between the two bit lines and gives the output value, ‘1’. 
For a correct read operation ∆BL is about VDD/10 or 
more. The read value would be ‘0’ in the opposite case 
when a cell storing a ‘0’ is selected, BL is partially 
discharged at VDD-∆BL and BLB stays at VDD. The 
above description shows that, for a correct read operation, 
the two bit lines connected to the selected cell need to be 
fully charged and equalized at VDD, otherwise erroneous 
values may be obtained during the read operation. In the 
next section, we show in detail how different electric 
causes can lead the failing of the read operation in 
SRAMs. 
3  Analysis of realistic Read Faults 
In this section we describe with some detail the causes 
of RFs in SRAM. In the previous section we have 
described the read operation in SRAM. In that description 
we can identify different main elements that are 
responsible of the operation: 
−  The core-cell, where the information is stored; 
−  The word line that carries the signal enabling the cell 
selection for the read operation; 
−  The bit lines that represent the wires that allow the 
exchange of the data to and from the core-cell through 
the cell pass transistors; 
−  The pre-charge circuit that sets the voltage level at VDD 
of the bit lines in order to ensure a correct read 
operation; 
−  The sense amplifier that amplifies the read value from 
the bit lines to the output. 
These elements can be affected in different ways 
producing an influence on the read operation as we show 
in the following sub sections. 
3.1  The core-cell and word line 
A typical SRAM cell has six transistors, see Figure 3, 
organized as two inverters connected in a loop (Tn1+Tp1 
and Tn2+Tp2) and two pass transistors (Tn3 and Tn4) that 
connect the cell with the two bit lines. In [6], it is shown 
that the presence of resistive open defects may lead to 






















Figure 3: SRAM 6T cell with injected resistive defects 
The faults models, induced by the injected defects, are 
Transition Fault (TF, defects Df1, Df5 and Df6), Read 
Destructive Fault (RDF, defects Df2 and Df3), dynamic 
Read Destructive Fault (dRDF, defects Df2, Df3 and Df4), 
Deceptive Read Destructive Fault (DRDF, defects Df2 and 
Df3) and Incorrect Read Fault (IRF, defect Df5). Note that 
in this study we take in account only non-destructive read 
failures, i.e. all those RFs that do not carry modification of 
the information stored in the cells (the selected cell stores 
the correct value, but the read value is incorrect). Thus, we 
focus on the IRFs that are caused by defect Df5. This 
defect represents the equivalent resistive effect of long 
connections wires as the word lines are. The IRF occurs 
because the read operation needs a certain minimal time to 
be performed. During this operation the nodes S and SB 
are connected to the bit lines BL and BLB by the pass-
transistors Tn3 and Tn4. The defect involves a delay in the 
switching ON of these two transistors reducing the 
operative time of the read operation. The requirement to 
detect this fault is the following: 
a1.  At least a cell for each row of the memory array 
needs to be accessed for a (write and) read operation; the 
data stored is not relevant for the fault detection, i.e. the 
data to be written and read could be ‘0’ or ‘1’. 
3.2  The bit lines and cell pass transistors 
During the read operation, the bit lines are responsible 
for the connection between the selected cell and the sense 
amplifier. In Section 2, we have highlighted that the read 
operation in SRAM memories relies on the detection of 
differential voltage level between the bit lines generated 
by the selected cell. Thus, any further voltage difference 
between the two bit lines and not generated by the read 
operation may be the cause of an incorrect output value. 
Referring to Figure 2, we consider the cell storing a ‘0’, 
and placed in the lower position in the diagram. Although 
this cell is not selected for the read operation, it does 
interact with the bit lines BL and BLB, because of the 
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Figure 4: Leakage currents through the pass transistors in 
an unselected cell 
When the cell is unselected, the Word Line selection 
signal is low (WLn=0) and the two pass transistors are 
OFF. Although the pass transistors are OFF, there is a 
certain amount of current that leaks through these two 
transistors discharging the bit lines. In particular, the 
leakage current that concerns transistor Tn3 has three 
components:  1. Subthreshold leakage current that flows 
from bit line BL, charged at VDD, to transistor Tn3 
substrate that is polarised at 0V. 2. Gate leakage current 
that flows from bit line BL, charged at VDD, through the 
gate oxide, to the gate of transistor Tn3 that is at 0V (cell 
not selected). 3. Junction leakage current that flows from 
bit line BL, charged at VDD, to node S of the cell that is at 
0V. In nanoscale technologies the three components that 
compose the total leakage current are becoming more 
important with the reduction of the transistor size and the 
thickness of the gate oxide [12]. Note that for transistor 
Tn4 the junction leakage current (3.) is not present because 
the cell node SB has the same voltage level (VSB=VDD) 
of bit line BLB.  
The consequence is that in an unselected cell the leakage 
currents from the bit lines through the two pass transistors 
are not symmetric. In particular the leakage is higher on 
the side with the cell node at ‘0’, e.g. on the left side as in 
Figure 4. In practice, an SRAM memory column has 
hundreds of cells and only one cell at a time can be 
selected for the read operation. Each unselected cell of the 
column interacts with the bit lines BL and BLB, because 
of the leakage currents, see Figure 5. The leakage currents 
drawn by each unselected cell affect the voltage difference 
observed by the sense amplifier during the read operation 
causing Leakage Read Faults. The definition of Leakage 
Read Fault for SRAM memories is the following:  
LRF: Leakage Read Fault – When in a memory 
column most cells store the same value X∈{0,1}, the 
leakage currents, through the pass transistors of the 
unselected cells may affect the read operation in the cells 
storing the value X , where X  is the opposite of X: X is 
expected and X is read. 
In order to identify the relation between the values stored 
in the cells of the column and the LRF occurrence, we 
have performed Spice simulation on a 1024x1024 SRAM 
















































Figure 5: The leakage effect in a memory column 
These simulations have shown that LRFs are more likely 
to appear in the following conditions: low voltage supply, 
high temperature and high frequency. The configurations 
and conditions useful for the sensitization and observation 
of LRFs are summarized in the following three test 
requirements:  
b1. In the column composed of m cells, m-1 cells have to 
store the same value X∈{0,1} and one cell has to storeX , 
where X  is the opposite of X; 
b2. When the requirement a. is satisfied, a read operation 
is performed in the cell storing X  (= X r ). 
b3.  The requirement a. and b. have to be verified for all 
the columns in the memory array and for both logic values 
of X. 
The first requirement (b1.) is necessary for the 
sensitization of the LRF, while the second requirement 
(b2.) is necessary for both sensitization and observation of 
the LRF. The third requirement (b3.) is necessary because 
in nanoscale technologies there are often fluctuations of 
different parameters, and in particular Vt, within the die 
[5]. Thus, in the same memory array, there can be columns 
that present LRFs and fault free columns. Consequently, 
the test pattern needs to be run in all the columns of the 
memory array. 
3.3  The pre-charge circuit 














Figure 6: Pre-charge circuit with injected resistive defects 
This circuit is composed by three PMOS transistors 
driven by the command PrecB. Transistors Mtp2 and Mtp3 




 Transistor Mtp1 connects the two bit lines for their 
equalization. When one of the two bit lines is already at 
VDD, Mtp1 helps the pull-up of the other bit line. 
In the normal operation of the memory, the pre-charge 
circuit is most of the time activated and its action is to set 
the voltage level of each couple of bit lines at a certain 
value, VDD for most of SRAM memories. The fact that 
each couple of bit lines, BL and BLB, is exactly at VDD 
level is required for a correct read operation, as explained 
above. For this reason the pre-charge circuit has not only 
Mtp2 and Mtp3 that feed their relative bit lines with a pull-
up effect, but also transistor Mtp1 that ensure the perfect 
equalization of the two bit lines. In [9] the influence of 
injected resistive open defects (see Df1, Df2,… in Figure 
6)  on the pre-charge circuit function is studied. Spice 
simulations show that the pre-charge circuits are sensible 
only to defects Df1 and Df5. Defect Df2 involves an 
incorrect pull-up of the bit lines, that does not disturb 
enough the read operation, because, even if the VDD is not 
reached there is a good equalization. In presence of Df3 
and Df4, at the end of the pre-charge action there is an 
incorrect ∆BL, which is not large enough to imply a faulty 
behavior of the memory. The defects Df1 and Df5 cause 
RFs that are modelled with two fault models called URWF 
(Un-Restored Write Fault) and URRF (Un-Restored Read 
Fault) that have the following definitions: 
Un-restored Write Fault (URWF): the pull-up of the two 
bit lines is not completely acted after the state reached 
with a write operation. Consequently the following read 
operation of an opposite data in a cell of the same column 
is not correctly acted. 
Un-restored Read Fault (URRF): the pull-up of the two 
bit lines is not completely acted after the state reached 
with a read operation. Consequently the following read 
operation of an opposite data in a cell of the same column 
is not correctly acted. 
As example, in Figure 7 we report the waveforms 
obtained after the simulations of the detection sequences 
for URRF (r0 on cell Cx followed by r1 on cell Cy of the 
same column) and URWF (w0 on cell Cx followed by r1 
on cell Cy on the same column), with the pre-charge 
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Figure 7: Simulation with defect Df1 in the pre-charge 
circuit: URRF and URWF 
  In both cases, we can easily observe the incomplete 
pull-up of the pre-charge circuit: in the upper case we have 
an URRF because the first operation is r0; in the other case 
we have an URWF because the first operation is w0. The 
incomplete pull-up involves in both cases an incorrect read 
operation: ‘1’ is expected but ‘0’ is actually read. These 
two fault models can be classified as dynamic faults, 
because their sensitization needs two operations in 
sequence. The test requirements to detect them can be 
summarized as follow:  
c1. (URWF): In a memory column, a write operation wX 
is to be performed on a cell Ca immediately followed by 
read operation  X r on another cell Cb of the same column, 
with X∈{0,1} and X   is the opposite of X. This 
requirement has to be verified for all the columns in the 
memory array and for both logic values.  
c2. (URRF): In a memory column, a read operation rX is 
to be performed on a cell Ca immediately followed by read 
operation  X r on another cell Cb of the same column, with 
X∈{0,1} andX is the opposite of X. This requirement has 
to be verified for all the columns in the memory array and 
for both logic values. 
In [9] is demonstrated that the test patterns c1 to cover 
URWFs are more effective than those covering URRFs, 
i.e. the requirement useful to detect URWFs include the 
one to detect URRFs. 
3.4  The sense amplifier 
Sense amplifiers have a key role in the read operation 
and a variety of designs are in use, some of which closely 
resemble the design of an SRAM core-cell. During the 
read operation, the memory cell provides a differential 
output voltage on the two bit lines, BL and BLB that needs 
to be amplified. This signal is of the order of VDD/10 and 
is applied to the input terminals of the sense amplifier. The 
sense amplifier in turn responds by providing a full logic-
swing (0 to VDD) signal at its output terminals. Figure 8 
depicts a typical structure of the sense amplifier, with 
some of the other column circuitry of an SRAM, in 
















































































Figure 8: a differential SA connected to the bit lines 
The sense amplifier of Figure 8 is a common latch 
formed by cross-coupling two CMOS inverters: one 




 the other by transistors STp2 and STn2. Transistors STp3 
and STn3 act as switches that connect the sense amplifier 
to VDD and ground only when data-sensing action is 
required. The signal s φ   and its complementary  s φ  
command the action of the sense amplifier. The amplifier 
is required to detect a small signal appearing between BL 
and BLB, and to amplify it to provide a full-swing signal 
at BL and BLB 
Functional failure in the action of the sense amplifier 
may be caused by two principal factors. The first factor is 
the presence of resistive defects inside the circuit, as seen 
for the core-cell, and the second one is the variation of the 
threshold voltage Vt of the transistors that compose the 
sense amplifier [10, 11].  In both cases, the effect is an 
unbalanced amount of current in the two sides of the 
amplifier prior the sensing. This causes an offset voltage 
that modifies the voltage difference between the bit lines 
(∆BL) generated by during the read operation. The 
requirement to detect this RF is the following: 
d1. At least a cell for each column of the memory array 
needs to be accessed for a (write and) read operation with 
both the logic values: r0 and r1. 
Note that the sense amplifiers are more prone to be 
faulty in nanoscale SRAM. When smaller transistors are 
used in the sense amplifier, a higher differential voltage 
(∆BL) is needed before the sense amplifier is latched [10]. 
This implies that, any reduction of the read ∆BL prior the 
sensing stage is aggravated when the sense amplifier is 
composed by small transistors. 
4  Testing Complex Read Faults 
Now, we consider the various RFs presented in the 
previous section, showing that the causes of different fault 
models may coexist and sum their effects. The existing 
algorithms target only one RF model at time and are 
effective only above a certain fault threshold. The 
simultaneous presence of multiple causes of RFs, below 
the detection threshold, may lead to read malfunctions, due 
to the cumulative effect. This means that in order to test 
efficiently the RFs it is useful to consider the combination 
of all the requirements to cover the different RFs. In 
nanoscale technologies the occurrence of resistive open 
defects is more and more frequent because of the reduction 
of the wires dimension, their reduced thickness and for the 
presence of a high number of vias between the multiple 
levels of metal [2]. At same time, leakage currents are a 
constant relevant factor for technology <90nm, with 
drawback in terms of power consumption [14, 15] and 
reliability [7], imposing new solutions in terms of design 
[8]. These factors are the direct causes of the RF faults as 
we have exposed in Section 3, and for their nature may 
coexist summing their effects, resulting in Complex Read 
Faults. If the presence of multiple resistive defects are 
unlikely to appear in a relative small region of the die, the 
effects on the read operation, due to a single defect in the 
core cell (or pre-charge circuit or sense amplifier), are 
certainly to be summed to the effects of the leakage 
currents, always massively present in technologies ≤90nm. 
The same observation can be done for sense amplifier 
dissymmetry, caused by Vt variations and that can sum its 
effect on the read operation to those brought by leakage 
currents and/or resistive defects. The consequence is that 
in nanoscale SRAM the read faults can hardly be 
associated to a single electric origin, but they need to be 
treated as Complex Read Fault. In order to generate an 
efficient test methodology to cover the Complex RFs, it is 
necessary to match all the requirements to cover all the 
exposed read fault models at same time. The combination 
of all the various test requirements for each simple RF 
model (see Section 3) can be resumed in following points: 
1.  At least a cell for each row of the memory array 
needs to be accessed for a write and read operation; the 
data stored is not relevant for the fault detection, i.e. the 
data to be written and read could be ‘0’ or ‘1’. 
2.   In the column composed of m cells, m-1 cells have to 
store the same value X∈{0,1} and one cell has to storeX , 
where X  is the opposite of X; 
3.   When the requirement a. is satisfied, a read operation 
is performed in the cell storing X  (= X r ). 
4.  The points 2. and 3. have to be verified for all the 
columns in the memory array and for both logic values. 
5.    In a memory column, a write operation wX is to be 
performed on a cell Ca immediately followed by read 
operation  X r on another cell Cb of the same column, with 
X∈{0, 1} and X  is the opposite of X. This requirement 
has to be verified for all the columns in the memory array 
and for both logic values. 
The first requirement is to cover the RFs connected to 
electrical malfunctions (presence of resistive open defects) 
in word line and the core cell. The following three 
requirements were expressed to cover the RFs connected 
to leakage currents from the bit lines through the cell pass 
transistors. These requirements include those necessary to 
cover the RFs connected to sense amplifier, as well it does 
the requirement 5, useful to cover IRFs connected to 
resistive defects in the pre-charge circuit. 
On the base of the requirements to cover Complex RFs, 
we propose a March like test, named March CRF, which 
allows the best coverage of read faults in SRAM 
memories, because it takes in account multiple electric 
causes. This test algorithm is depicted in Figure 9. 
( ) ( ) ( )() ; r1 w0   ; w0 w1 i 1 i 1} i   {i, - all i ± ± ⇑ ⇑  
M0                              M1                        
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Figure 9: March CRF 
In order to make easier the understanding of March CRF, 
we perform its first two elements M0 and M1 (the other 
two elements are processed similarly with opposite data 
background) in a hypothetical memory with 16 cells 
(N=32) in an cell array of 4 rows (m=4) and 4 columns 
(n=4), i.e. 4x4 configuration; one read/write operation is 
performed for each clock cycle. This process of elements 
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Figure 10: Process of elements M0 and M1 of March CRF, 
in a 4x4 memory 
The element M0 operates a w1 in the ith cell of each 
column and w0 in all the cells of the column, excluded the 
ith and the (i±1)th (i+1 for the columns with even address 
and i-1 for the columns with odd address). The index 
i∈{0, 1, 2, …, n}, where n is the number of columns in the 
memory array; i increases of one unit at the end of each 
march element process in a column operation. The element 
M1 operates a w0 in the (i±1)th cell and r1 the ith cell. The 
following two elements do the same operations inverting 
the written and read data. 
From the process partially shown in the diagram in 
Figure 10 (elements M0 and M1), we can verify that the 
March CRF matches all the requirements needed to cover 
the Complex Read Faults, affecting SRAM memories. In 
fact, in each column the ‘X’ is written in all the cells but 
one where ‘X ’ is written and read: requirements 2, 3 and 
4. For each column, a wX operation is acted immediately 
followed by an  X r operation: requirement 5. Note that the 
requirements are completely accomplished because 
elements both value of X∈{0,1} are used. Concerning 
requirement 1, it is always accomplished (a write and read 
operation for each row) when m≤2n, i.e. for all the 
memory arrays where the number of rows is smaller than 
twice the number of columns. For memory array in which 
m>2n (number of rows more than double than number of 
column), further read operation can be added to match 
requirement 1. 
The complexity of the algorithm March CRF is very 
low: 2N+2n (∼2N), where N is the number of cells and n is 
the number of columns in the memory. In order to make 
the March CRF more effective, some experimental result 
given in Section 3 can be taken in account. In particular, it 
would be useful to run the test in the conditions that 
maximize the effects of the resistive open defects and 
leakage currents, i.e. low supply voltage, high temperature 
and the highest operating frequency. 
5  Conclusions 
In this paper different causes of read faults have been 
described with the relative fault models. The independency 
of these causes and the fact that they can easily coexist in 
nanoscale SRAM may generate Complex Read Faults. In 
order to produce an efficient test for Complex RFs, a new 
test approach has been developed. This new approach 
consists in the creation of test patterns that take in account 
all the requirements to test the different read fault models 
at same time. These requirements have been fixed and on 
their base a new low complexity March like algorithm, 
March CRF (~2N), has been proposed to cover effectively 
realistic Complex Read Faults. 
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