Introduction
A model of many experiments can be written in the form Y ∼ N n (f (β 1 ), Σ), β = β 1 β 2 ∈ V, (1)
Here Y is an n-dimensional random vector (observation vector) normally distributed with the mean value equal to f (β 1 ) and a covariance matrix equal to Σ. The unknown k-dimensional vector β is an element of the parametric space V, β = (β 1 , β 2 ), β 1 is k 1 -dimensional and β 2 is k 2 -dimensional, k 1 + k 2 = k. The covariance matrix Σ is known. The constraints h(β 1 , β 2 ) = 0 will be called the constraints of type II.
This kind of constraints occurs frequently in chemistry but not only there. An example of a utilization of the regression model with constraints of type II in metrology is presented in [3] and [5] . Constraints of type II are different from constraints of type I (a model with constraints of type I is Y ∼ N n (f (β), Σ), {β : h(β) = 0}), since in constraints of type II the subvector β 2 of the vector parameter β occurs in the constraints only. The author has not been able to investigate a model with constraints of type II as a special case of the model with constraints of type I and therefore it is studied separately.
In the following let such good approximations β (0) 1 and β (0) 2 of the vectors β 1 and β 2 , respectively, be known that we can use the quadratic approximation of the functions b(·) and h(·, ··).
Let
The choice of β
1 and β
2 is such that h(β
2 ) = 0. The linearized version of (1) is (2) Y − f 0 ∼ N n (Fδβ 1 , Σ), H 1 δβ 1 + H 2 δβ 2 = 0 and the quadratized version of (1) is
H 1 δβ 1 + H 2 δβ 2 + 1 2 ω(δβ 1 , δβ 2 ) = 0.
