The energy dependence of the electroweak gauge couplings has not been measured above the weak scale. We propose that percent-level measurements of the energy dependence of α 1,2 can be performed now at the LHC and at future higher energy hadron colliders. These measurements can be used to set limits on new particles with electroweak quantum numbers without relying on any assumptions about their decay properties. The shape of the high invariant mass spectrum of Drell-Yan, pp → Z * /γ * → + − , constrains α 1,2 (Q), and the shape of the high transverse mass distribution of pp → W * → ν constrains α 2 (Q). We use existing data to perform the first fits to α 1,2 above the weak scale. Percent-level measurements are possible because of high precision in theoretical predictions and existing experimental measurements. We show that the LHC already has the reach to improve upon electroweak precision tests for new particles that dominantly couple through their electroweak charges. The 14 TeV LHC is sensitive to the predicted Standard Model (SM) running of α 2 , and can show that α 2 decreases with energy at 2 − 3σ significance. A future 100 TeV proton-proton collider will have significant reach to measure running weak couplings, with sensitivity to the SM running of α 2 at 4 − 5σ and sensitivity to winos with masses up to ∼ 1.3 TeV at 2σ.
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I. INTRODUCTION
M Z [9, 14, 15] , confirming that these parameters run as predicted in the SM at low energies. However, there presently exists no measurements of the EW couplings, α 1,2 , at energies above M Z , where electroweak symmetry is restored. We note that LEP2 ran up to a center of mass energy of 209 GeV, allowing for such measurements just above M Z . Hadron colliders, however, can leverage their large phase space to measure EW couplings well above the weak scale. We show the SM predictions for the running of EW couplings in Fig. 1 , in terms of the fractional change of α 1,2 normalized to their values at M Z . Note that in the SM, α 2 is asymptotically free, while α 1 gets larger with energy. At 1 (10) TeV, α 2 is predicted to decrease by 3.9 (7.4)%, and α 1 is predicted to increase by 2.7 (5.5)%. If there exist new states beyond the SM with EW quantum numbers, then the energy dependence of α 1,2 is modified at energies above the masses of the new states. In Fig. 1 , we also show how the running is deflected by the presence of a wino or right-handed sleptons, with masses of 200 GeV or 1 TeV. If enough new states are present, the sign of β 2 can flip and asymptotic freedom of α 2 can be lost, as predicted in the Minimal Supersymmetric Standard Model (MSSM). It is clear from Fig. 1 that percent-level measurements of α 1,2 above M Z are desirable. The purpose of this paper is to argue that hadron colliders, such as the LHC, can be used to measure running EW couplings. In order to measure running EW couplings, we can compare data to theory predictions for processes with cross sections that depend on α 1,2 . To achieve a high precision measurement, we would like to identify processes that meet three criteria:
1. The process should have a large cross section to produce events with high momentumtransfer, where the amplitude probes the values of EW couplings at high energy. A large cross section is necessary for small statistical uncertainties.
2. The process should be under good theoretical control, with minimal uncertainties. At hadron colliders, these uncertainties are usually dominated by QCD scale and PDF variation.
3. The measurement should be under good experimental control, with minimal experimental uncertainties.
In this paper, we focus on simple processes that meet the above criteria: the large invariant mass regime of the Drell-Yan (DY) neutral and charged current processes, pp → Z * /γ * → + − and pp → W * → ν. The invariant mass of the Z * /γ * sets the scale where α 1,2 should be evaluated, and therefore the shape of the dilepton mass spectrum is sensitive to α 1,2 (Q). High mass W * production is sensitive to α 2 (Q), and can be isolated using the shape of the transverse mass spectrum, since M W * ≥ M T . The Drell-Yan cross sections are under excellent theoretical control: the cross section has been computed to NNLO in QCD [16] [17] [18] [19] [20] [21] [22] and NLO in EW for Z/γ * [23] [24] [25] [26] [27] [28] and W * [29] [30] [31] [32] [33] [34] . As we will see, the scale and PDF uncertainties are of order 1% in the phase space region of interest. Drell-Yan is also amenable to high-precision experimental measurements because it depends on final state leptons whose momenta can be measured accurately. High invariant mass Z * /γ * has been measured by ATLAS at 7 TeV [35] , and by CMS at 7 TeV [36] and 8 TeV [37] . These measurements have already achieved high precision, with 1−2% uncorrelated uncertainties among different invariant mass bins 1 .
Precision measurements of the running of EW couplings will allow for the first modelindependent constraints on new particles with EW quantum numbers at a hadron collider, analogous to the model-independent constraint on the gluino [11] discussed above. New states with EW quantum numbers are highly motivated because they are predicted in models that naturally address the hierarchy problem and in models of dark matter [38] . Existing collider constraints are often weak due to the small production cross section, relative to colored states, and always depend on assumptions about how the new states decay. Constraints from running couplings are complementary to other indirect constraints, such as electroweak precision tests (see e.g. Ref. [39] ) and measurements of Higgs couplings (see e.g. Ref. [40] [41] [42] ).
In order to discover or constrain new physics, it is desirable to measure running couplings at as high energies as possible. Therefore, the increase of LHC energy to 13 − 14 TeV will provide an important jump in reach. One goal of this paper is to assess the reach of the 14 TeV LHC to measure running couplings. Recently, planning has begun for a possible future proton-proton collider at higher energy, such as √ s = 100 TeV. There are preliminary
proposals to host such a collider at CERN [43] or in China [44] . In this paper, we explore the reach of a future 100 TeV collider to measure running EW couplings. For other recent studies of 100 TeV collider phenomenology, see e.g. Refs. [45] [46] [47] [48] [49] [50] [51] [52] [53] . Several previous works have studied the impact of supersymmetry on Drell-Yan production. Ref. [54] suggests using Drell-Yan production at the LHC to differentiate SM versus supersymmetric running of EW gauge couplings. Their analysis studies the reach of making a single cut on invariant mass or transverse mass, and uses simple estimates of systematic uncertainties. We improve upon their analysis by using information from the full spectrum of invariant mass or transverse mass, by including detailed estimates of systematic uncertainties, and by estimating the reach at 100 TeV. The full NLO EW corrections from SUSY on W and Z/γ production have been computed by Refs. [55] and [28] , respectively. We extend the above works by adopting a model-independent perspective which we define in more detail in Sec. II.
The organization of this paper is as follows. In Sec. II, we review running EW couplings in the SM and in the presence of new particles. We discuss the interplay of modified gauge coupling running and electroweak precision tests. In Sec. III, we evaluate the cross sections for Z * /γ * and W * production at various center of mass energies, and we discuss how the cross sections depend on the running of EW couplings. We also review the status of theory predictions for Drell-Yan. In Sec. IV, we discuss sources of uncertainty that will impact the precision with which α 1,2 (Q) can be measured, including experimental uncertainties, theory uncertainties, and uncertainty from background subtraction. We argue that percent-level measurements of α 1,2 (Q) are possible, after accounting for sources of uncertainty. In Sec. V, we present our main results. We use existing LHC data to perform the first fits to running EW couplings above M Z , and to provide model-independent limits on new states with EW quantum numbers. We also present the reach at √ s = 14 and 100 TeV. Sec. VI contains our conclusions. We have also included several appendices of a more technical nature. Appendix A describes our notation and conventions for beta functions, Appendix B provides an analytic understanding of how the neutral current Drell-Yan cross section depends on α 1,2 (Q), Appendix C provides further technical details on Drell-Yan theory predictions and uncertainties, Appendix D describes the statistical procedure we use to set limits and estimate reach for measurements of running EW couplings, and Appendix E discusses the sensitivity of the limits on new states to the scale dependence of the EW couplings.
II. RUNNING ELECTROWEAK COUPLINGS
We focus on the inference of new particles based on their contribution to the evolution of couplings above their mass thresholds. It is in this sense that we consider our approach as model-independent, as such a procedure is insensitive to how these states decay: our setup must therefore assume only that the dominant coupling of new states is to EW gauge bosons such that, for instance, four-fermion operators are not generated at tree-level below the new states' masses. Under this assumption, our program requires no further input to constrain these states. If, rather, new states generate contact operators between SM fermions at tree-level, their effect on the mass distributions that we consider will appear as a power law rather than as a logarithmic one, allowing a discrimination of these scenarios through precise determination of event shapes. Quantifying this precision comprises the bulk of Secs. III and IV, with results in Sec. V ultimately supporting the expectation that sufficiently clean channels can indeed be used to observe logarithmic modifications.
Here we first discuss details of the appearance of new EW states as seen through running couplings, and compare briefly to effects whereby precision measurements made below threshold may be sensitive to new states in an analogous way. We employ a mass-independent subtraction scheme throughout, such that beta functions undergo discrete changes across mass thresholds; details of these conventions for encoding coupling evolution in beta functions are included in Appendix A.
A. Coupling Evolution in the SM and Beyond
We focus first on the case of high energy indirect sensitivity to particles, at scales where they can contribute to running couplings. We will be interested in the constraining power of colliders operating above a particle's mass threshold, in the space of new contributions to EW beta functions, ∆b 1,2 . As reviewed in the appendix, in the SM at scales above m t the one-loop beta function values are given by b 1 = 41/10 and b 2 = −19/6, with any new states contributing an amount proportional to the square of their charges.
If we assume that the pertinent cross sections used for constraining evolution can be measured with percent-level accuracy, sensitivity to differential deviations of a given α i = g 2 i /4π will be of order δα/α 5 × 10 −3 because σ ∝ α 2 . In the cases studied below, e.g. dσ/dM for Drell-Yan dileptons at the LHC, the accuracy of measurement is indeed δσ/σ ≈ 1%, so this seems a worthwhile figure of merit for the variation of the couplings themselves.
For the sake of illustration, in Fig. 2 we assume generic new physics entering at a scale M X = 100 GeV and show how it affects the gauge couplings as a function of renormalization scale Q as its contribution to the beta functions is varied. Alternatively we can fix a renormalization scale and plot the same effect as a function of the mass of the new states. We show the latter in Fig. 3 , taking Q = 3 TeV as the approximate scale where precision studies become possible with a hadron collider operating at center of mass energy √ s = 100 TeV. 
B. Scale Dependence of Processes Below Threshold
Our renormalization scheme requires heavy particles to be integrated out manually, their impact on the low energy physics entering only through higher dimension operators. In the case of running EW couplings, there is a natural choice of such operators one might hope to constrain with low energy precision measurements that could allow comparison with the indirect tests at high energy that we advocate above. In particular, the parameters W and Y of [39] must be counted among the minimal set for electroweak precision constraints [56] . These particular parameters are defined as
with Π V V (q 2 ) specifying the two-point function among gauge fields V, V . through gauge couplings, gives
for fermions and scalars respectively appearing in representations r. This allows us to directly compare the electroweak precision parameters to the space of beta functions:
These parameters give the leading constraints for states on which custodial isospin and EW symmetry are preserved. Following [39] , we show in Table I reduced uncertainties on Z-pole observables to which they are most sensitive. In particular we find that a reduction of these observables' uncertainties, with an increased correlation between them, amounts to a typical improvement in electroweak precision parameters of order ∼ 3 − 4 at the ILC and ∼ 8 − 12 at TLEP; projections for the S and T parameters reported elsewhere display this behavior as well (see e.g. [62, 63] ). We will show in Sec. V how these results compare to constraints arising from running couplings measured at hadron colliders.
III. MEASURING RUNNING ELECTROWEAK COUPLINGS WITH DRELL-YAN
As discussed in Sec. II, measuring the scale dependence of electroweak couplings above the weak scale requires a high precision EW process. At a hadron collider the Drell-Yan processes, pp → Z * /γ * → + − and pp → W * → ν, illustrated in Fig. 4 , are ideal candi-
FIG. 4: Neutral and charged current Drell-Yan processes used for measurement and constraints of weak couplings, α 1,2 , at hadron colliders. The neutral process probes both couplings; the charged process probes α 2 alone.
dates: the event rate is substantial even out to large energy scales, the leptonic final state is experimentally clean, and the cross section is proportional to α 2 1,2 which allows for a simple measurement of the coupling. Current measurements at the LHC show that the cross section can be measured with near percent-level systematic uncertainties over a wide range of energies above the weak scale, and the theoretical uncertainties on the cross section are similarly small. With similar performance at future high-energy colliders, there is a good opportunity to expand the reach of the measurement well into the TeV range.
A. Neutral Current Drell-Yan
For the process pp → Z * /γ * → + − with = e or µ, the leptonic final state can be identified with high precision and the EW couplings probe the offshellness of the vector boson in the quark annihilation and lepton production. A natural choice for the renormalization scale, which we make here, is the invariant mass of the dilepton pair, M . Therefore the differential cross section, making the LO coupling dependence explicit,
provides direct sensitivity to the electroweak couplings at M . The pp → Z * /γ * → + − cross section is measured with acceptance cuts designed to select only those events with a high resolution dileptonic final state. Typically this involves a minimum p T cut and a pseudorapidity cut on each lepton to select central, high p T leptons that can be cleanly identified. For our studies we will define simple acceptance cuts of
The efficiency to pass these cuts is O(50%) around the weak scale and goes to 1 at large M .
In Fig. 5 we show the expected number of events passing these acceptance cuts in bins of M for pp → Z * /γ * → + − , for a set of benchmark luminosities and center of mass energies.
The differential cross section for this process is sensitive 3 to both α 1 and α 2 . In order to probe this two-dimensional space in an efficient way, it is convenient to consider rescaling the weak mixing angle (denotedŝ W = sinθ W ) 4 , along with the combination
All parameters here implicitly dependent on the renormalization scale. This leads to a simple functional form of rescaling for the partonic cross section:
where at tree level we have
All dependence on M is captured by the coefficients c i and the proportionality constant dσ
0 , expressions for which we collect in Appendix B.
At scales Q M Z , the rescaling function f (ŝ 2 W , M ; Q) reduces to a quadratic function ofŝ 2 W . This is understood from the fact that the Z and γ are both effectively massless in this limit, allowing use of a basis where all contributions to the cross section scale simply as α or α 1 α 2 . Terms at higher order inŝ 2 W become important near the Z pole through mixing angles, though their contribution to the cross section reaches (sub)percent levels already at Q 300 GeV. Even in full generality, however, the upshot remains that complete knowledge of the leading order rescaling in the space of (α 1 , α 2 ) for a given M is provided simply by fitting the coefficients c i . Working at tree-level in the weak couplings, we fit the coefficients of the rescaling function for each mass bin from tree-level matrix elements by appropriately varying input parameters within MadGraph5 v1.3.30 [64] .
B. Charged Current Drell-Yan
In the process pp → W * → ν, the final state charged lepton is most cleanly identified if it is an electron or muon, while the neutrino creates missing transverse energy (MET) in the reconstructed event. Therefore the dilepton pair invariant mass may not be reconstructed, 4 The notation used here is chosen to coincide with that commonly used in MS, where
This highlights the fact that variations inŝ W will ultimately be interpreted as constraining the values of running couplings within this scheme.
but the transverse mass, M T , is a suitable variable to probe the large momentum exchange regime of the cross section. For the massless dilepton final state, M T is defined as
where p T ν = / E T is the MET in the event. The distribution of M T has an endpoint at M ν , with M T ≤ M ν , but peaks near the endpoint at values close to M ν . Therefore the differential cross sections, which at LO depend only on α 2 ,
provide direct sensitivity to the electroweak couplings at a scale which is at least M T . We note also that because of this simple α-dependence, rescaling the cross section within a given bin of M ν according to varying beta functions faces none of the subtleties present in the neutral current case; the only distinction is that the rescaling effects must be mapped from
The pp → W * → ν cross sections are measured with acceptance cuts on the final state charged lepton and the MET in the event to select high resolution events. For our studies we will use the same acceptance cuts on the final state charged lepton as in the Z/γ process defined in Eq. (5). Because we are looking at M T values above the weak scale, the MET value will nearly always pass any nominal acceptance cuts (similarly, the charged lepton will almost always easily pass its p T cut), and so we do not place any MET cut. The efficiency to pass the acceptance cuts is O(70%) and quickly saturates to 1 as M T increases. In Fig. 6 we show the expected number of events passing acceptance cuts in bins of M T for pp → W * → ν, for a set of benchmark luminosities and center of mass energies.
C. Theory Predictions
The Drell-Yan processes are among the most thoroughly-studied and well-understood at hadron colliders. The most important theory ingredients in accurately calculating the cross section are fixed-order QCD and EW corrections and precise determinations of the parton distribution functions (PDFs). The QCD and EW corrections have been determined at NNLO (see Refs. [16] [17] [18] [19] [20] [21] [22] ) and NLO (see Refs. [23] [24] [25] [26] [27] [28] and Refs. [29] [30] [31] [32] [33] [34] ) respectively, and PDFs have been fit through NNLO. Although the QCD corrections have been computed to higher order, and have larger scale uncertainties, in the high-mass regime of the cross section the EW corrections can make numerically important contributions from EW Sudakov logarithms and photon-initiated production of + − .
To study the NNLO QCD and NLO EW corrections, we use the DYNNLO and FEWZ generators [19-22, 65, 66] , both of which can evaluate fully exclusive Drell-Yan cross sections through NNLO in QCD. FEWZ additionally includes the NLO EW corrections for neutral current Drell-Yan, specifically the contributions from virtual W s and Zs as well as virtual and real QED corrections. These corrections can be substantial in the high mass regime of the cross section, and understanding these corrections is important for having control over the theoretical uncertainties. In Fig. 7 , we plot the higher order QCD and EW fractional corrections to the LO neutral current cross section. To evaluate these contributions, the NNPDF 2.3 NNLO PDF sets with and without QED corrections were used, with α s (M Z ) = 0.119 [67, 68] .
In the case of QCD, the dominant contributions are coming from the NLO corrections. The full NNLO cross section is well controlled with uncertainties in the O(1 − 2%) range, except at the largest invariant masses where statistical uncertainties dominate. As we will see, this uncertainty is of the same order as the PDF uncertainty, and the two comprise the largest theoretical uncertainties on the cross section.
The EW corrections are more subtle. It is well known that electroweak Sudakov logarithms exist due to exclusive constraints on the EW final state (see, e.g., Refs. [69] [70] [71] , relevant to the Drell-Yan process), and exist even in inclusive cross sections due to the fact that the initial states that are not electroweak singlets [72] [73] [74] [75] . The form of these logarithms, and their resummation, can differ process-to-process, and requires careful treatment of the real electroweak radiation to ensure proper cancellation with numerically large contributions from virtual corrections (see, e.g., [76] [77] [78] [79] [80] for a general discussion of EW Sudakov logarithms in virtual corrections, or Ref. [81] for a recent study on a set of specific processes). In the cross section dσ Z/γ /dM , these contributions manifest as logarithms of the form ln M 2 /M 2 Z , and in Fig. 7 these logarithms are the source of the increasing NLO EW corrections at larger invariant masses.
Real weak radiation mixes the charged and neutral current Drell-Yan channels. For example, pp → Z * /γ * → + − production with a subsequent W emission from the final state leptons will convert that charged lepton into a neutrino, leading to a νW final state, and a hadronic W decay will give a charged-current-like final state. Exclusive cuts on the number of leptons or cuts on missing energy will remove a significant fraction of events that contain real weak radiation. This implies that real radiation will only partially cancel the virtual corrections, and so large logarithmic effects can persist in measured cross sections. This was nicely studied in Ref. [69] for a variety of processes that include Drell-Yan, and it was found that real weak radiation introduces only an O(20%) cancellation of the virtual weak and NLO electromagnetic corrections for a certain set of reasonable cuts at a 14 TeV collider. In principle, this presents a challenge for precise predictions of the Drell-Yan cross sections at high invariant mass. To set robust limits and make a sensitive measurement, the EW uncertainties must be under good control, especially at intermediate masses where the NLO corrections are non-negligible but the statistical uncertainties do not yet dominate. Resum-mation of the EW Sudakov logarithms will bring perturbative stability to the cross section, and in Refs. [78, 79] it was suggested that this resummation along with QCD corrections can achieve a scale uncertainty within 1%. Hence, while these corrections are numerically important, resummation of these effects will give a well-controlled theoretical prediction for the EW corrections, and one expects small uncertainties on the result. Such resummation is beyond the scope of the work here, and to our knowledge has not been preformed for the cross sections dσ Z/γ /dM and dσ W /dM T .
In addition to resummation of the EW Sudakov logarithms, constructing a careful inclusive cross section can maximize the potential for real emissions to cancel the Sudakov logarithms from virtual corrections. Non-electroweak singlet initial states generate BlochNordsieck violations [72] , which subsequently lead to EW Sudakov logarithms in the cross section. Additionally, though, separating the charged and neutral current channels limits the real corrections to each channel. Therefore, we can combine channels by treating neutrinos and leptons equivalently, using the observable
where L 1 and L 2 are chosen from the set {MET, 1 , . . . , n }, which is the set of missing transverse energy and all charged leptons (passing acceptance cuts), such that M EW T is maximized. This observable includes contributions from both neutral and charged current Drell-Yan production, and at leading order has the value dσ dM
Furthermore, this observable is inclusive over weak boson emission (that does not push the final state leptons below acceptance cuts, which is generally not a concern for large M EW T values), meaning that real and virtual corrections will cancel substantially more than in the separate charged and neutral current channels. Residual EW Sudakov logarithms will be largely limited to Bloch-Nordsieck violating terms, and the electroweak corrections will be under better control. Finally, M EW T is a simple way to combine the power of the Drell-Yan channels in constraining the running of α 1,2 .
Part of the NLO EW corrections open new partonic channels for the cross section, those coming from photon-initiated processes. In the neutral current case, this channel is γγ → + − , and requires a photon PDF for the proton. Although theoretical considerations and fits to HERA data suggest the photon distribution is small [82, 83] , fits that largely depend on ATLAS neutral current Drell-Yan data suggest that it may have a large contribution in the high dilepton invariant mass region of the cross section, with large uncertainties [68] . Most importantly for our discussion, because the photon PDF is difficult to measure, and the available data to do so is limited, the uncertainty on the photon PDF extracted from LHC data is substantial, O(100%) of its contribution. The photon PDF may be better measured via more exclusive Drell-Yan observables sensitive to its contribution, such as the p T spectrum of single charged leptons [28, 84] . Furthermore, increased data from the LHC will significantly constrain future determinations of the PDF, so that one expects the uncertainty to correspondingly decrease in the future. In our analysis, we will assume that the photon PDF will be measured sufficiently to reduce the uncertainty below those of the leading theoretical uncertainties on the cross section (see Sec. IV C for further discussion).
Accurate theory predictions of the cross sections dσ Z/γ /dM and dσ W ± /dM T are needed to make precise measurements of the electroweak coupling at a given scale. However, the relevant theory ingredients are determined by those whose contributions exceed or are competitive with the dominant theoretical uncertainties. Furthermore, for the purpose of estimating the reach of future measurements of electroweak couplings, only the uncertainties on the theoretical predictions are relevant, as they (along with experimental uncertainties) control the reach of the measurement. The QCD scale and PDF uncertainties are the most significant theory uncertainties in the Drell-Yan cross sections, and accurate evaluation of them is crucial. In examining the theoretical predictions for the Drell-Yan cross sections, our goal is not to arrive at the most accurate available theory predictions but instead to quantify the extent that various contributions to the cross section are under control (and those that are not), so that the theoretical uncertainties can be robustly quantified.
IV. UNCERTAINTIES IN MEASURING ELECTROWEAK COUPLINGS A. Theory Uncertainties
The dominant theoretical uncertainties on the Drell-Yan cross sections are the QCD scale and PDF uncertainties. Although the EW corrections are substantial at large invariant mass, as discussed in Sec. III C we will assume that resummation of the electroweak Sudakov logarithms in the Drell-Yan cross sections differential in M or M T have subleading uncertainties. Additionally, we assume that the photon PDF will be sufficiently measured to constrain its behavior at large invariant masses and reduce uncertainties below the leading ones. These issues are further discussed in Sec. IV C.
The QCD scale and PDF uncertainties are calculated by running the fixed order NNLO generators DYNNLO and FEWZ. The QCD scale uncertainties are evaluated using the central renormalization and factorization scale choices
and varying these scales collectively up and down by a factor of two, µ
The maximum deviation of these variations sets the scale uncertainty,
We use the NNPDF 2.3 NNLO PDF set, with α s (M Z ) = 0.119. The NNPDF sets have members which form a statistical ensemble from which PDF uncertainties can be evaluated by taking the standard deviation of the cross section values given by those members. We do not include α s uncertainties in our estimation, as they will be subdominant to the other uncertainties. In Appendix C we give further details on the evaluation and features of the QCD scale and PDF uncertainties, in addition to the scale and PDF uncertainty correlations between bins of M or M T .
Figs. 8 and 9 include the QCD scale and PDF uncertainties as a function of M for pp → Z * /γ * → + − production, and Fig. 10 includes the same uncertainties as a function of M T for pp → W * → ν production.
B. Experimental Uncertainties and Backgrounds to Drell-Yan
The experimental uncertainties to the measurement of Drell-Yan distributions come from experimental systematics, as well as the contamination of backgrounds to Drell-Yan final states. The dominant backgrounds to Z * /γ * and W * Drell-Yan are QCD multijets in which one or more jets are misidentified as a lepton (e ± /µ ± ), as well as τ + τ − , tt and diboson decaying leptonically. The reducible multijet backgrounds contribute to both the low and high invariant mass regions and require a data-driven estimation of fake rates. At high invariant mass, tt and diboson are the dominant irreducible backgrounds. Experimental systematics affect both the measurement of Drell-Yan processes as well as the estimation and subtraction of those backgrounds, and include uncertainties in: acceptance and efficiency in the event selection, energy scales, detector resolution, corrections for FSR and bin migration, fake rates, MC modeling, luminosity, as well as statistical uncertainties both in data and MC simulation. While systematic uncertainties are known for the LHC at 7 and 8 TeV, and can be realistically projected at 14 TeV, they are undetermined for the next generation of hadron colliders such as a future collider with √ s = 100 TeV. ATLAS and CMS have estimated their uncertainties both at 7 TeV [35, 36] and 8 TeV [37], and found that backgrounds contribute 1 -5% uncorrelated uncertainties in the invariant mass bins below 1 TeV and are subdominant to the statistical uncertainties. In addition, experimental systematics amount to O(1%) uncorrelated uncertainties across bins, and O(5%) correlated uncertainties. CMS has made publicly available all sources of uncertainties and their full correlation matrix for their 7 TeV Drell-Yan measurements [85] , while ATLAS has provided a breakdown of the uncertainties in each bin modeled approximately as either fully uncorrelated with other bins or fully correlated across all bins [86] . Fig. 8 displays the ATLAS 7 TeV breakdown of uncertainties for each invariant mass bin.
In conjunction with theoretical uncertainties previously discussed, having background and experimental systematics under control is essential in obtaining sensitivity to the running of the electroweak couplings in Drell-Yan measurements. Is it beyond the scope of this work to attempt to model all sources of experimental uncertainties, some of which depend on undetermined collider specifications and technology. In our sensitivity projections for 8, 14 and 100 TeV, we take the Drell-Yan systematic uncertainties at 7 TeV as a proxy for the order of magnitude of experimental systematics that we expect to be present in future measurements. In particular, we include a flat, 1% uncorrelated systematic uncertainty in all bins when deriving expected limits and projections (unless otherwise specified). We also adopt a conservative statistical procedure by floating the normalization of the DrellYan distribution and fitting only to its shape, effectively dropping the impact of correlated systematics in our expected reach estimates. Moreover, we derive our limits using Drell-Yan distributions over logarithmically spaced mass bins, which should make our conclusions less dependent on resolution degradation at very high transverse momentum.
In addition to our assumption of systematic uncertanties being under control, we need to check that the dominant irreducible backgrounds at 14 and 100 TeV can be subtracted without introducing larger than percent-level uncertainties. We have done this with MC simulations of parton-level tt and W W events that contribute to Drell-Yan final states. Diboson and tt contribute to + − final states when the tops/W 's decay to same-flavor leptons. Their contribution, however, can be measured in control regions with opposite sign and opposite flavor (OSOF) lepton pairs (i.e., e + µ − and e − µ + ), and subtracted from the signal region.
We assume that statistical uncertainties in OSOF measurements dominate this background subtraction, and display their contribution to Z * /γ * uncertainties at 14 and 100 TeV in Fig. 9 . We also show the Drell-Yan statistical and theoretical uncertainties. Both at 14 TeV and 100 TeV these irreducible backgrounds are negligible in the region of interest, and only become O(1%) where the statistical uncertainties are dominant and degrade sensitivity.
Semi-leptonic tt and W W events should not contribute substantially to high transverse mass W * Drell-Yan, since the lepton and missing energy (neutrino) originate from an onshell W . However, dileptonic tt and W W events do contribute to high m T bins when one of the leptons is missed (for instance when it falls out of acceptance). We have found that contamination from W W background events is small both at 14 and 100 TeV (1 -2% for m T 500 GeV) and can be safely subtracted. The contribution from tt, however, is comparable to the signal, as displayed by the dashed lines in Fig. 11 . At 14 TeV, the tt contamination to W * Drell-Yan is as large as O(10%) for m T 400 GeV, and at 100 TeV it is O(1) for m T 500 GeV. Tagging b-jets should be a safe way to suppress tt backgrounds while keeping the Drell-Yan measurement inclusive and the theoretical uncertainties under control. Assuming an efficiency of 80% for tagging b-jets with p T > 50 GeV and |η| < 2.5, the tt contamination can be reduced by a factor of ∼ 3, as displayed by the solid lines in Fig. 11 , which safely suppresses it to sub-percent levels at 14 TeV. At 100 TeV, the tt contribution still needs to be subtracted, and the residual uncertainty to the W * DrellYan measurement can be reduced to < O(1%) if the tt differential cross section is known to within 5%. This is the present level of theoretical uncertainty for the total inclusive QCD NNLO tt cross section at 100 TeV, as obtained with Top++ [87, 88] , using NNPDF2.3: σ NNLO tt = 35 716.9 pb +2.87% +0.88% −4.74% −0.86% , where scale and PDF uncertainties are quoted respectively. Differential tt cross sections at NNLO are being presently computed and should be known by the time such √ s = 100 TeV measurements are made. Even though we consider 5% theoretical uncertainties a realistic expectation, we can more conservatively assume that the differential tt cross section will be known to within 10%, in which case the tt subtraction will induce uncertainties O(4 -5%) for low mass bins m T 500 GeV. We have checked that including this additional contribution to correlated systematics in the m T 500 GeV region causes a negligible deterioration in our expected reach and does not change our conclusions. Fig. 10 shows the contribution from tt subtraction to the uncertainties in W * Drell-Yan at both 14 TeV and 100 TeV, along with W * Drell-Yan theoretical and statistical uncertainties. 
FIG. 11:
The background to the transverse mass spectrum from tt, at 14 and 100 TeV. The background top cross section is normalized to the charged current DY cross section, and is shown before and after including a veto on b-jets. We find that the background from W + W − , which is not shown, is significantly smaller than the background from tops.
C. Unknown Unknowns
In predicting and measuring cross sections, an important factor to control for is the presence of "unknown unknowns", aspects of the calculation/measurement that can be numerically significant but not properly accounted for 5 . While Drell-Yan production is a wellunderstood process, the high mass regime far above the weak scale is one that colliders have only recently been able to probe, so that some consideration is required. The high mass regime significantly expands the available phase space for radiation, leading to a broad spectrum of emissions in the inclusive cross section. If the radiation is restricted, for instance through a veto on jets, this can lead to large logarithmic corrections that must be resummed. Jet vetoes in QCD are well understood, and resummation may be used to control their perturbative uncertainties (see, e.g., Refs. [89] [90] [91] Fig. 7) , and resum the virtual corrections, understanding the interplay between real and virtual corrections and the all-orders properties of these effects is important to get the most precise predictions in the high mass regime of the cross section. In Sec. III C we proposed an observable, M EW T , that treats charged leptons and neutrinos equivalently and combines the contributions from charged and neutral current Drell-Yan channels. This should be much less sensitive to EW Sudakov logarithms than M or M T , while additionally allowing for a single measurement that combines the power of both Drell-Yan channels; further study is warranted.
A subset of the EW corrections are the contributions from a photon PDF, which may be numerically important for the neutral current Drell-Yan (and less important for the charged current case). While the EW Sudakov logarithms may be calculated and resummed, the photon PDF ultimately must be measured, and measured at the LHC. This creates a degeneracy in the measurement: if the Drell-Yan M spectrum is used to measure both the photon PDF and running EW couplings, then one would only simultaneously constrain both. However, several features may help dissociate the two. The functional dependence on the photon PDF and running EW couplings is different, and measurements across collider center-of-mass energies may be combined to further distinguish the two contributions. Additionally, the charged current channel is not very sensitive to the photon PDF (for example, compare figures 23 and 24 of Ref. [68] ), meaning that the running of α 2 and photon PDF may be simultaneously measured by considering both charged and neutral current channels, assuming no additional running of α 1 . Finally, since the photon PDF increases the theoretical prediction for the Drell-Yan cross section, neglecting this contribution leads to a more conservative limit for the running EW couplings. This is the approach that we adopt here.
V. LIMITS AND REACH
In this section we discuss current limits and future reach on the running of the electroweak couplings using Drell-Yan measurements, focusing on capabilities of hadron colliders operating at 8, 14, and 100 TeV, collecting 20, 300, and 3000 fb −1 of data respectively. We refer the reader to Appendix D for a detailed discussion of the statistical procedure we use for setting limits. 
A. Constraining α(Q)
The measurement of the Z * /γ * Drell-Yan cross section at an invariant mass bin centered around Q = M is a direct probe of the values of α 1 and α 2 at scale Q. As explained in Sec. III A, we have inferred how the neutral current Drell-Yan cross section σ Z * /γ * (Q) scales with the electroweak gauge couplings (at leading order in those couplings). This allows us to place a limit on the deviation of α 1,2 (Q) from their values at M Z , α 1,2 (M Z ). In order to factor out correlated systematic uncertainties, we can fit the ratio σ(Q)/σ(Q 0 ), with σ(Q 0 ) being the cross section in the first invariant mass bin above M Z , where the logarithmic running of α 1,2 can be neglected. This is most straightforwardly implemented in the profile likelihood method described in Appendix D by including two bins only, at Q 0 and Q, and treating the relative normalization of their cross sections as a nuisance parameter.
In Fig. 12 , we use existing 7 TeV Z * /γ * Drell-Yan measurements at the LHC [35, 36] to place constraints on α 1 and α 2 at Q = 275 GeV and at Q = 295 GeV using ATLAS and CMS data, respectively. (The slight difference in Q is due to different invariant mass binning between ATLAS and CMS.) CMS has made public their 8 TeV measurements of the neutral Drell-Yan differential cross section [37], but not the associated experimental uncertainties and their correlations. Without such information we cannot estimate existing 8 TeV limits on α 1,2 , so in Fig. 12 we display the expected 8 TeV improvement on the measurement of α 1,2 at Q = 275 GeV and 295 GeV. Fig. 13 displays the expected sensitivity on α 1,2 (Q) at an intermediate scale (Q = 825 GeV) and a high scale (Q = 2.5 TeV).
It is clear from Figs. 12 and 13 that σ Z * /γ * (Q) is only sensitive to a combination of α 1 and α 2 at the scale Q. Measurements of W * Drell-Yan will break this degeneracy since σ W * (Q) depends to leading order on only α 2 . This cannot be done, however, without further assumptions on the full scale dependence of α 2 , since the transverse mass bins receive contributions from all W * processes with m W * ≥ m T , so deviations of α 2 at higher scales Q > Q affect the cross section at m T ∼ Q.
Besides placing simultaneous limits on α 1 and α 2 , one can assume that α 1 runs as predicted in the Standard Model, and use the neutral current Drell-Yan measurements to constrain the running of α 2 . Fig. 14 shows the expected bin-by-bin sensitivity on α 2 for two decades in energy, 100 GeV Q 10 TeV. For invariant mass bins below ∼ 400 GeV, measurements at √ s = 14 and 100 TeV do not lead to a substantial improvement in sensitivity over 8 TeV because in that range PDF and uncorrelated systematic uncertainties are the limiting sensitivity factors. Above Q ∼ 400 GeV, statistical uncertainties become dominant in 8 TeV Drell-Yan, so the higher statistics at 14 TeV leads to an improvement in reach. Similarly, measurements at √ s = 100 TeV only supersede those at 14 TeV for Q 1 TeV. Our projections indicate that there is sensitivity to discriminate the SM running of α 2 from no running, and it should be possible to determine the sign of the SU(2) L beta function with high significance (as we will discuss shortly).
At the time of the writing of this paper, no Standard Model analyses of high-transverse mass W * Drell-Yan have been made public. ATLAS and CMS have looked at the high transverse mass distribution of final states with a lepton and missing transverse energy (MET) in Beyond the Standard Model (BSM) searches for W particles [92] [93] [94] [95] , but just as for the 8 TeV neutral Drell-Yan results, not enough information is publicly available for us to estimate existing limits on the running of the electroweak couplings with ± +MET data (in particular, the correlation matrix for errors on the transverse mass spectrum across different bins would be necessary). 
B. Constraining New Physics Scenarios
In the previous section we discussed how to constrain α 1,2 at a given scale Q by measuring the neutral current Drell-Yan cross section at a bin centered around Q. When constraining BSM scenarios that modify the running of the electroweak couplings, however, the strongest exclusions come from combining all bins, both in Z * /γ * and W * measurements. In this section the projections we will derive will be of that sort: given a prediction for the running of α 1,2 , we will estimate its exclusion at 8, 14 and 100 TeV colliders from the entire high mass Drell-Yan distribution, assuming that observations are consistent with the running predicted in the Standard Model. Since we are using the leading order EW coupling dependence to derive the limits on BSM scenarios, the reach curves we show are sensitive to the scale choice for the couplings. Our limits show the potential reach, but we leave a full study of NLO EW effects with new physics to future work; see Appendix E.
We indicated in Sec. V A that the sign of the SU(2) L beta function could be well measured in Drell-Yan distributions. In Fig. 15 we show the significance with which future measurements can exclude the hypothesis no running of the SU(2) L gauge coupling as a function of the size of the uncorrelated systematic uncertainties. That is equivalent to measuring the sign of the SU(2) L beta function at the weak scale. We show the expected exclusion separately for neutral (left) and charged (right) Drell-Yan, at 14 TeV (300 fb −1 , 3000 fb −1 ) and 100 TeV (3000 fb −1 ). We also display the asymptotic expected reach in the case of improved measurements of proton PDFs, with its uncertainties reduced to negligible levels. The strongest exclusions come from W * Drell-Yan, and can have a significance of 3σ (5σ) at 14 TeV (100 TeV), if the uncorrelated systematics are 1%. If the PDF uncertainties were reduced to negligible levels at the region of interest for Drell-Yan, a 5σ exclusion would be possible at the LHC (100 TeV collider) for uncorrelated systematics as large as 3% (5%).
More generally, one can place bounds on the change of the EW beta function coefficients, ∆b 1,2 , as a function of scale, M . These can also be interpreted as mass/charge bounds on new electroweak states, since such states will contribute to the beta function coefficients b 1,2 above their mass threshold, with ∆b 1,2 depending on their electroweak charges. Figs. 16 and 17 show the expected (2σ) reach in the ∆b 1,2 -M plane for various center of mass energies. In Fig. 16 , neutral current Drell-Yan limits are shown, assuming that only one electroweak beta function is modified at a time (namely, β 2 on left and β 1 on right) while should lie between the solid and dashed curves in Fig. 17(right) , assuming that LHC data will improve PDF and scale uncertainties. Electroweak precision tests can strongly constrain new electroweak states, especially those that generate SM four-fermion operators at tree-level and contribute to the breaking of EW and/or custodial symmetry (thus generating the S and/or T parameters), but their bounds are fairly mild on states that couple only through weak gauge charges and preserve these symmetries. For the latter case, Drell-Yan measurements at the 7 TeV LHC are already competitive with LEP bounds, as indicated by the shaded regions in Figs. 16-18 , and will surpass LEP at 8 TeV. In Fig. 18 , we contrast Drell-Yan with EWPT projections. The Drell-Yan reach is shown for 100 TeV and the LHC+100 TeV combination, while the EWPT reach is shown for ILC and TLEP. In the very low mass region both measurements are competitive. In particular, EWPT have better sensitivity to modifications in the running of the hyperchage coupling below 300 GeV. In contrast, EWPT sensitivity deteriorates dramatically in the moderate to large mass region M 500 GeV, which can only be probed by Drell-Yan measurements at 100 TeV .
Finally, in Fig. 19 we show the W * Drell-Yan reach for specific SU(2) L representations. The left plot displays expected limits for a fermionic triplet (wino), a pair of fermionic doublets (Higgsinos), and a fermionic quintuplet of SU(2) L . While the former two appear in the context of supersymmetry, the later is motivated by minimal dark matter (MDM) scenarios [38] . On the right plot, the sensitivity is shown for the MSSM running of α 2 , assuming for the sake of illustration that the contribution to ∆b 2 from all SU(2) L states enter at the same mass threshold, M . The projections are shown as expected exclusion (in number of standard deviations) versus mass. The left plot shows the reach for 100 TeV and the LHC+100 TeV combination, as well as the improved LHC+100 TeV reach when PDF uncertainties can be neglected. Note, in particular, that a wino with mass 1.3 TeV could be excluded at 2σ with combined LHC+100 TeV Drell-Yan data. That is competitive with reach projections from monojet searches at 100 TeV [49] , but less sensitive than (the more model-dependent) searches for disappearing tracks. While a thermal MDM quintuplet (m 5 ∼ 5 TeV) may be marginally excluded with combined LHC+100 TeV Drell-Yan data, the reach for Higgsinos is modest, mH 600 GeV, and requires a reduction of PDF uncertainties to negligible levels. The right plot displays the expected reach to the MSSM running for 14 TeV, 100 TeV, and the LHC+100 TeV combination assuming present as well as negligible PDF uncertainties. In particular, with this simplified (but conservative) spectrum hypothesis, the LHC+100 TeV combination could exclude the MSSM, at 2σ, for M MSSM 3.3 TeV, as well as discover it, at 5σ, for M MSSM 1.8 TeV, where M MSSM can be conservatively interpreted as the heaviest SU(2) L -charged MSSM state. Note that even though squarks in that mass range would be well within reach of the LHC and a future 100 TeV collider, exclusions from direct searches would be model dependent, and could a priori be evaded in RPV or stealth [96, 97] scenarios, while still being probed by the running of electroweak couplings.
In the reach curves shown in this section, we have used the leading order EW coupling dependence of the Drell-Yan cross sections to derive the limit on BSM scenarios using measurements of the running EW couplings. A higher order calculation of the Drell-Yan cross sections, including EW effects from the BSM matter content, is needed to provide the most robust theoretical predictions from which a measurement can be made. While such predictions are beyond the scope of this work, our choice of the dilepton invariant mass for the central scale is well-motivated but also implies a nontrivial uncertainty on the reach curves as this scale is varied. In Appendix E, we show how the reach curves vary with the coupling choice for a couple of example models. Precision EW calculations of the Drell-Yan cross sections will have small EW scale uncertainties and correspondingly significantly narrow the scale dependence of the reach curves.
VI. CONCLUSIONS
The EW gauge couplings, α 1,2 , have been measured precisely at Q = M Z , but their energy dependence above M Z is unconstrained. In this paper, we have argued that high energy proton colliders can be used to measure running α 1,2 above the weak scale. The shape of the lepton invariant mass spectrum in neutral current Drell-Yan, pp → Z * /γ * → + − , constrains α 1,2 (Q) and the shape of the transverse mass spectrum in charged current Drell-Yan, pp → W * → ν, constrains α 2 (Q). Measurements of running EW couplings are interesting Standard Model measurements, and can also be interpreted as model-independent searches for new states with EW quantum numbers.
Our main results include the following:
• We have analyzed the statistical and systematic uncertainties that limit the precision that running EW couplings can be measured. The Drell-Yan cross section, which sets the statistical uncertainties, is shown in Figs. 5 and 6. The systematic uncertainties coming from PDF, scale variation, and top and diboson background subtraction are summarized in Figs. 9 and 10. We find that a precision better than ∼ 1 − 2% is achievable across a wide range of energies.
• We use 7 TeV LHC data to perform the first fits to running EW couplings, shown in Fig. 12 . Projected improvements on these fits for higher collision energies are shown in Fig. 13 .
• We project the reach to constrain new states with EW quantum numbers, at √ s = 8, 14, and 100 TeV, as shown in Figs. 16 and 17 . We find that the 8 TeV dataset can now be used to set the strongest current model-independent limits on new particles that couple through electroweak quantum numbers, surpassing electroweak precision tests.
• At a future 100 TeV collider, we find 2σ sensitivity to winos up to ∼ 1.3 TeV and a 5-plet of SU(2) up to ∼ 5 TeV (testing thermal dark matter) as shown in Fig. 19 . This reach may vary as the EW contributions from new physics is more precisely included in the limits, see Appendix E.
• Measurements of running α 2 can determine the sign of β 2 , testing the SM prediction of asymptotic freedom for α 2 . The 14 TeV LHC (future 100 TeV collider) can measure the sign of α 2 at 2 − 3σ (4 − 5σ), as shown in Fig. 15 .
We would like to highlight future steps that can help to achieve accurate measurements of running EW couplings:
• The LHC should measure the high transverse mass spectrum of W * , including a careful study of the correlation matrix among bins of different m T (analogous to the existing careful measurements of the dilepton invariant mass spectrum [35] [36] [37] ).
• New states with EW quantum numbers should be included in NLO EW corrections to the Drell-Yan cross section. The running gauge coupling captures the leading logarithmic effect, but the new states should be included in the EW loops in order to include finite corrections. The simplified parameter space (M, ∆b 1 , ∆b 2 ) can be used. This may be used make more robust predictions for the reach of running EW coupling measurements for BSM models (see Appendix E).
• The EW Sudakov logarithms in the Drell-Yan M and M T cross sections should be further studied, and resummed, in the large M or M T regimes. Such a study must account for both virtual corrections and real radiation, in order to control the theoretical uncertainties from EW corrections. The level of incomplete cancellation between these corrections, due to the EW non-singlet initial states or the exclusivity of the event selection cuts, will affect the net EW correction in the high mass regime and feed into any uncertainty that should be assigned to the EW corrections.
• The LHC should measure the photon PDF as precisely as possible, taking advantage of neutral current Drell-Yan observables such as the positively (or negatively) charged lepton transverse momentum to maximize sensitivity to the photon PDF [28, 84] .
are dictated by the index defined via the generators T a r of a given representation as
Finally, regarding renormalization scheme, we use mass-independent subtraction (e.g. MS) such that a particle contributes to b only at scales above its mass, and such that its contribution at µ > m is constant. Below its mass, a particle must be manually integrated out in this scheme, with residual effects in IR appearing as irrelevant operators. With a particle of mass m contributing ∆b to a given beta function, the corresponding gauge coupling measured at Λ < m is thus determined at scales µ > Λ:
with b the contribution from any other light states in the spectrum. In particular, the beta function is discontinuous across mass thresholds. The running of EW gauge couplings in the SM, for instance, is determined at scales µ > m t to be
Note that we appeal to a GUT normalization for the abelian factor where hypercharge is related to diagonal SU ( We parametrize the cross section
in terms of the variablesŝ W and a introduced in Eq. (6); here we collect expressions for the coefficients of the rescaling function that defines the general differential partonic cross section at leading order in the weak couplings.
As described in Sec. III A, we write
and proportionality constant dσ correlating the random number seeds among variations. This ensures that all variations are sampled coherently; for example, a random point in phase space that generates a large weight will be seen by all variations and (largely) factor out of the determination of the uncertainties. Due to the different matrix elements or PDFs for different variations, the random sample of phase space points still generates statistical fluctuations, but correlating these points between variations removes the statistical fluctuations between different runs of the program evaluating the cross section for different variations. This largely decouples the statistical uncertainty from the scale and PDF uncertainties, and so we can reliably extract these uncertainties with much less runtime.
A notable feature in the PDF uncertainties is the dependence on the matrix elements. We find that using the NNLO PDF with either the NNLO matrix elements or the LO matrix elements produces essentially the same fractional PDF uncertainties across all three channels (Z/γ, W + , and W − ), collider energies, and M or M T values. This is beneficial as the LO matrix elements are tremendously faster to evaluate. This is likely due to the fact that new parton channels (such as gg → + − ) do not make a significant contribution to the cross section, and hence the fractional uncertainties are consistent across matrix elements. In addition to uncertainties in individual bins, it is important to determine the correlations in theory uncertainties between bins. The QCD scale uncertainties are fully correlated between bins, as a single parameter (µ = µ R = µ F ) determines the uncertainty in all bins, even for different collider energies 6 . This implies that the covariance matrix of QCD scale uncertainties is given by the outer product of the uncertainty amplitudes in each bin with itself (analogously, the correlation matrix has 1 in every entry). The correlations between bins for the PDF uncertainty may be computed in the usual way,
whereσ i and σ 
The profiled log-likelihood is given by:
where the unconditional maximum-likelihood estimatorsμ,θ maximize log L(µ, θ), while the conditional maximum-likelihood estimatorθ maximizes log L(µ 0 , θ) for a given µ 0 . If the model described by µ has n independent degrees of freedom, then the p-value for this model given the observations is determined by
where CDF(χ 2 n , −2 log λ(µ)) is the cumulative distribution function for a χ 2 -distribution with n degrees of freedom evaluated at −2 log λ(µ). From the p-value we assess the various statistical significances quoted in Sec. V. For the 7 TeV measurements performed by ATLAS and CMS, we build the covariance matrix Σ ij as a sum of experimental uncertainties (provided in [85, 86] ) and theoretical (PDF and scale) uncertainties:
and likewise for CMS. For projected sensitivities at 8, 14, and 100 TeV, we assume σ obs i is consistent with the NNLO QCD prediction in the Standard Model, and marginalize over the normalization of the M (M T ) distribution to factor out unknown correlated systematics (i.e., we treat the Drell-Yan normalization as a nuisance parameter θ). 
where the diagonal matrices Σ DY stat ij , Σ uncorr sys ij encode the uncorrelated statistical and systematic experimental uncertainties in the Drell-Yan cross section measurements. Unless otherwise specified, Σ uncorr sys ij is built assuming a flat 1% uncertainty across all invariant (transverse) mass bins. We find it useful, therefore, to show the variation in the reach as the scale choice for the EW coupling is varied. This variation is conservative, and will be reduced by making robust predictions for the Drell-Yan cross sections that include higher order EW effects from SM and BSM matter. In Fig. 21 we show the reach for a wino and the MSSM as a function of the mass scale M , and the determination of the sign of β 2 as a function of the size of the uncorrelated systematic uncertainty, using the W * channel. The reach is shown for different scale choices (M ν , M ν /2, and 2M ν ) of the LO EW coupling. The determination of the sign of β 2 is largely unaffected by the scale choice, even using only the LO EW dependence. For a given significance, the width of the reach band for a wino and the MSSM is approximately a factor of 4, which corresponds to the overall factor of 4 in the scale variation. The size of the band will significantly decrease when the EW corrections are included to higher orders. This motivates the inclusion of BSM matter content into the calculation of higher order EW corrections, particularly in public codes that currently compute the analogous corrections in the SM.
