[1] This paper examines suspended minerogenic particle distributions in the near-coastal ocean, Oceanside, California. The environment is dominated by resuspension of particles from a well-sorted sandy sediment. We obtain information on the suspended mineral matter from the relocatable numerical sedimentation model, TRANS98. Inputs for the model include bottom particle size distribution, wind speed, wave period and height, and near-bottom current speed. Model output is a vertical profile of mineral particle concentrations and size distributions at selected depths. The mineral particle size distribution allows the calculation of the total scattering coefficient of suspended minerogenic matter. The particle size distribution for the bed at Oceanside is approximately Gaussian lognormal in character. The predicted size distribution near bottom is a skewed Gaussian lognormal; then the distribution shifts toward the increasing importance of smaller size classes as we approach the water surface. Deeper stations maintain a lognormal character up into the surface layers while the shallower stations switch to a particle size distribution of the smallest size class being the modal class in the surface layers. Hyperbolic size distributions have been proposed for the Oceanside site from optical observations. These distributions would have a slope of 2.1 for coastal water which would decrease to as low as 1.3 for shallow nearshore stations and near the bottom. None of the proposed hyperbolic slopes provides an adequate approximation of the particle distributions predicted by TRANS98. The larger particle size classes are significantly overestimated by hyperbolic models, which causes the total scattering coefficient of the minerogenic matter to be overestimated. These results indicate that hyperbolic slope models cannot be used to retrieve particle size distributions by inversions involving the total scattering coefficient nor are they accurate estimators of the minerogenic scattering coefficient.
Introduction
[2] One of the most challenging areas of ocean optics today is modeling and predicting the optical properties of the coastal ocean [Babin et al., 2003; Bukata et al., 1981; Bukata et al., 1995; Gallie and Murtha, 1992; Gould et al., 1999; Green et al., 2003; Hammond et al., 1995; Morel and Prieur, 1977; Risovic, 2002; Schoonmaker et al., 1994; Stavn and Weidemann, 1997; Stumpf and Pennock, 1989; Walker, 2001] . The reasons for this are the complexity of the optically active materials in the coastal ocean and the highly variable dynamics of the coastal region. The optical properties of the open ocean have been described and modeled with bio-optical models [Morel and Prieur, 1977; Smith and Baker, 1978] in which the fundamental parameterization is in terms of the chlorophyll and water molecules. The assumption that the activities of living cells control the occurrence of associated organic materials, i.e., that they covary with the production of living cells, has proven useful and reasonably robust. Bio-optical models developed for the open ocean fail in the coastal region primarily because of the addition of minerogenic matter to the system and its added effect on the optical properties [Bukata et al., 1995; Gallie, and Murtha, 1992; Gordon and Morel, 1983; Stumpf and Pennock, 1989; Sydor and Arnone, 1997; Tassan, 1994] . Riverine input of colored dissolved organic matter (CDOM) can also work against the covarying nature of the suite of organic matter and make open ocean biooptical models less efficient in the coastal system [Sydor and Arnone, 1997] . Minerogenic matter is added to the coastal system from riverine input, atmospheric fallout, and bottom sediment resuspension [Keen and Stavn, 2000] . Thus we need to construct biogeo-optical models in the coastal ocean system, accounting for the optical effects of organic and mineral matter, as we have done [Keen and Stavn, 2000] (hereinafter KS).
[3] The basic premise of the coastal biogeo-optical model proposed by KS is that the absorption coefficient of the coastal hydrosol is caused predominantly by suspended organic particles (living and non-living) and dissolved organic matter [Stavn and Weidemann, 1997] . The scattering coefficient, however, is not predictable just from knowledge of the organic matter and must be determined from a summation of organic scattering coefficients and minerogenic scattering coefficients. As yet, there are few studies on or information about how to perform this partitioning of the scattering coefficient.
[4] Data on suspended mineral matter are not collected routinely, especially by the optics community. The only data commonly collected, occasionally by the optics community and often by others in the sedimentology community, are the Total Suspended Solids (TSS), [Babin et al., 2003; Tassan, 1994] . However, the TSS is not a uniform material optically, consisting of unknown quantities of both mineral and organic matter that vary temporally and spatially [Myint and Walker, 2002; Walker, 2001] . Given the relative lack of information on the concentrations of suspended mineral matter in the water column, we are getting information on suspended minerogenic matter from another source. A sedimentation model, TRANS98 [Keen and Glenn, 1998; Keen and Stavn, 2000] , has been applied at a site near Oceanside, California ( Figure 1 ) where a field sampling exercise was performed in 1995 by the Naval Research Laboratory [Roesler, 1995] . Both mineral particle size distributions and concentrations in the water column are generated by this model utilizing the particle size distribution of the bottom sediments and the physical properties of the water column. The information provided on mineral particle size distributions has allowed us to predict the minerogenic component of the scattering coefficient at this site (KS) and thus provide the information necessary for a biogeo-optical model.
[5] The TRANS98 model is used to generate the size distribution of mineral particles in the water column from the size distribution of the bottom sediments, incident wave forcing, and steady bottom currents. The total particle concentrations at specified depths in the water column that are predicted by TRANS98 are also used to calculate particle size distributions using hyperbolic slope models, which are based on the assumption that particle size distributions are approximately hyperbolic. The particle size distributions computed from the TRANS98 model and various hyperbolic size distribution models will then be compared for the Oceanside study site.
[6] The environmental causes of TRANS98-predicted sediment distributions can be understood because the numerical model solves sediment entrainment and transport equations that are based on mass conservation and laboratory observations of sediment resuspension. Conversely, the hyperbolic slope models assume a fixed distribution that is independent of environmental forcing; thus they do not permit the identification of cause-and-effect relationships. The hyperbolic slope model predictions of size distributions will be compared to the TRANS98 results. Furthermore, because of the mathematically rigorous nature of the TRANS98 calculations and the identification of processresponse relationships, we lend more credence to them. Nevertheless, we do not assume a priori that the numerical model is correct.
[7] The particle size distributions computed by the two methods, as represented by the number of particles per unit volume, are used to calculate associated minerogenic scattering coefficients from Mie theory. We will thus demonstrate that the predicted minerogenic scattering coefficients are strongly affected by the size distributions for the suspended mineral particulates, and that the use of the hyperbolic slope models can lead to erroneous estimates of the minerogenic scattering coefficient.
[8] The discussion section examines the physical causes of variability of particle size distributions and scattering coefficients with total water depth and height above the bottom. This discourse will explain why the numerical model is more accurate than hyperbolic slope models. We will demonstrate by comparison to the numerical model results that the hyperbolic size distribution models do a poor job of describing the particle size distribution in the coastal ocean. Finally, we compare the minerogenic scattering coefficients determined from the TRANS98 and hyperbolic particle size distributions with those derived from optical observations at Oceanside, California.
Particle Size Distributions
[9] The relative amount of small and large particles will significantly affect the scattering efficiency, and thus the total scattering coefficient, of the minerogenic portion of the hydrosol [Bohren and Huffman, 1983; McCartney, 1976] . McCave [1975 McCave [ , 1984 and Harris [1977] cogently discuss the nature of particle size distributions in the ocean and the dynamical processes that might generate them. A good mathematical summary of these issues is given by Bader [1970] .
[10] There are many possible modes of expressing particle distributions based on particle diameter, volume, and Figure 1 . Map of study area and the stations referenced in this report.
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STAVN AND KEEN: MINERAL PARTICLE DISTRIBUTIONS AND OPTICS surface area [McCave, 1975; Bader, 1970] , and each has good reasons for being used. A very common mode of expressing a particle size distribution is particle concentration for a given particle diameter. Two popular methods of expressing size distributions are the cumulative number distribution function (used because Coulter counters express their data in this way) and the number distribution function [Boss et al., 2001a [Boss et al., , 2001b Morel and Ahn, 1991; Maffione and Dana, 1997; Shifrin, 1988; Kitchen and Zaneveld, 1990; Twardowski et al., 2001; Ulloa et al., 1994; Zaneveld and Kitchen, 1995] . The cumulative number distribution function is stated as follows:
where N is the concentration (particles/m 3 ) of particles larger than the size of diameter D, k is a constant related to the total particle concentration, and c is a coefficient indicating an exponential trend in the size distribution. A negative c coefficient indicates an exponential decay of the particle concentration as the particle diameter increases. If the c coefficient is a constant, the particle size distribution is known as a hyperbolic size distribution [McCave, 1975; Bader, 1970] . If the constant c has a value of 3, the size distribution of concentration per diameter is exactly a hyperbola. This slope of 3 also defines a ''Junge distribution'' or a ''Junge subregion'' because Junge [1969] first used this function to describe the particle size distribution of aerosols. The c coefficient can be obtained by plotting log N against log D. The number distribution function is:
which is simply the derivative of equation (1). The particle concentration dN for a given particle diameter D is normalized to the differential diameter dD, which has some advantages in comparing different particle size distributions. It is important to note that the slope of equation (2) is one greater than the slope of equation (1) [McCave, 1975; Bader, 1970] and the two slopes may become confused. In this report we will utilize exclusively the slope c of equation (1), the slope of the cumulative number distribution.
[11] Various investigators have reported that an approximate average to the c coefficient inferred for marine particle distributions is in the range of 2.5-3.0 [Jerlov, 1976; Brun-Cottan, 1971] whereas the maximum reported range of these values is 0.7 -6.0 [Jerlov, 1976] . In general, a smaller hyperbolic slope indicates a relatively greater number of particles in larger size classes. Furthermore, McCave [1975] and Bader [1970] point out that when c = 3, the volume of particles remains equal in every log size increment. Thus, for slopes less than 3, the volume (and of course the mass) of particles in a given log size increment will increase with diameter. However, the slope cannot remain below 3 because the volume (mass) of suspended particles would be increasing with size, whereas large particles are much more likely to sink out of the hydrosol. Some have noted an increase in estimated slope beyond the value of 3 for particles greater than 4 to 10 mm in diameter [Brun-Cottan, 1971; Jerlov, 1976] . Whichever slope is used, the hyperbolic models are simple estimates only which must be used with caution [Risovic, 2002; Jerlov, 1976; Kullenberg, 1974; McCave, 1975] .
[12] Many investigators, however, accept the hyperbolic size distribution model as a first-order approximation to the actual size distribution of suspended marine particulates [Boss et al., 2001a [Boss et al., , 2001b Hammond et al., 1995; Forand and Fournier, 1999; Twardowski et al., 2001; Ulloa et al., 1994] . This assumption is often used in polydisperse Mie calculations to approximate the scattering coefficient of marine particulates. This was done by Schoonmaker et al. [1994] in discussing the optical environment of Oceanside, California. They assumed a hyperbolic size distribution for the sediment particles of California coastal waters and proposed that a hyperbolic c coefficient of 2.1 was typical of coastal California waters and therefore of Oceanside, California. They arrived at this hypothesis by assuming a hyperbolic size distribution for an average of the total sediment particle load of California coastal waters and performing Mie calculations on these assumed particle distributions. The various Mie calculations were used to optimize the values of the hyperbolic slope coefficient to duplicate the total scattering coefficients that Petzold [1972] had published for San Diego Harbor and approximate the associated volume scattering functions (VSF). The c value of 2.1 provided the best optimization to the Petzold data. No attempt was made to consider whether other particle size distributions fitted to the known total particle load, i.e., lognormal or gamma distributions Fournier, 1996, 1999] , would provide a suitable optimization to the Petzold results. As one approached shore, however, they proposed that the hyperbolic coefficient 2.1 would decrease as relatively more large particles would be suspended in the shallow coastal region.
[13] Schoonmaker et al. [1994] further investigated nearshore particle distributions in a field exercise at Oceanside, California, at a station approximately 20 m in depth. Scattering coefficients were measured directly by AC-9 instruments at various depth increments. A range of hyperbolic slopes was utilized for the total suspended particulate mass measured at each depth increment. Mie calculations were applied to each particle size distribution determined by a particular hyperbolic slope. A hyperbolic slope was assigned at each depth increment determined by the best fit of the Mie calculations to the measured scattering coefficient at that depth. This station corresponds most closely to either station ASM1 or station OM of the later 1995 Oceanside exercise (Figure 1 ). Estimates of the particle size range were made from samples collected at the field site, but they had been filtered and settled to remove larger particles. This treatment removes the most actively scattering particles and truncates the size range of suspended particles. With this size range and the estimated total sediment load, the optimum hyperbolic slope coefficients from Mie calculations for predicting the measured scattering coefficients were 1.9 at 2 m below the surface, 1.7 at 10 m, and 1.3 near the bottom. This trend was explained by the effect of larger particles being resuspended as one approaches the bottom.
[14] A number of workers (see references above) are quite clear in stating that the hyperbolic slope model for the size distribution of suspended particulates is a first-order ap- proximation only. Thus we are testing the assumption that hyperbolic slope models are an adequate approximation for suspended sediments in the nearshore region.
Materials and Methods
[15] Figure 1 shows the detailed latitude, longitude, and depths for the field site near Oceanside Harbor, California. The field exercise reported here was from the Littoral Optical Environment (LOE) Program of the Naval Research Laboratory and the Office of Naval Research. The optical mooring station, OM, was the most frequently used for data collection. The labeled stations were a subsample of the total stations and are referred to as the optical line because they were the stations most frequently sampled optically. The dates of 21 and 24 October 1995 were chosen for analysis because of the availability of the most complete suites of optical, physical, chemical, and biological data (Table 1) . Only one station, OM, was sampled on 21 October whereas all the stations in Figure 1 were sampled on 24 October. Minimal data were available for station OS6, but its proximity to stations with full data allows reasonable inferences to be drawn. The selected stations are representative of resuspension events occurring at shallow (7 m), mid-depth (15 m), and deep (23 m) stations. At stations of greater depth (30+ m) the resuspended sediment could be demonstrated in patterns similar to station OS6. Low particle numbers and lack of chlorophyll data for verification of total optical patterns reported here precluded inclusion of the deeper stations.
[16] The nearshore region is especially difficult to characterize for suspended minerogenic particulates because of the magnitude and variability of the forces influencing resuspension. Very large particles can be resuspended many times, and attempts to sample such particle distributions undoubtedly underestimate the concentration of larger particles. Because of these difficulties, there are few measurements of minerogenic particle size distributions in the nearshore region. Nevertheless, information on suspended mineral particulates is critical for formulating biogeo-optical models in coastal ocean systems.
[17] We are addressing this problem with a numerical sedimentation model TRANS98 [Keen and Slingerland, 1993; Keen and Glenn, 1998; Keen and Stavn, 2000] , which consists of a wave-current interaction bottom boundary layer model (BBLM) derived from Glenn and Grant [1987] coupled to a sediment entrainment and transport model, and a bed conservation model. Input to the TRANS98 model consists of: (1) near-bottom steady current magnitude and direction; (2) wave orbital diameter, oscillatory current, and propagation direction; and (3) the sediment size distribution of the bottom. The bottom currents for this study are derived from the lowest vertical bin of ship-mounted ADCP data that were collected on cruises between 20 and 25 October 1995 at Oceanside, California (Tables 1 and 2 ). These currents are 1 m above the bottom. The entire set of measurements from one cruise, which lasted approximately 4 hours, are treated as a single timeaveraged field for this study. Wave orbital parameters were computed from the significant wave height and period measured by a bottom-mounted pressure gauge in a water depth of 10 m using linear wave theory. The wave direction was assumed the same as that measured at an offshore directional wave buoy (NOAA buoy 46045), because of the dominance of swell during the study interval. The resulting wave field was uniform over the study area but the bottom orbital parameters varied with water depth.
[18] Minerogenic sediments are typically represented by lognormal size distributions. Thus the j-scale is used [Tanner, 1969] ; j = Àlog 2 (d), where d = particle diameter in mm. The bottom sediment size distribution for water depths between 4 and 30 m at Oceanside has a mean of 3.2 j (110 mm) and a standard deviation of 0.5 j [Inman, 1953] . This sediment is more than 99% quartz sand with a density of 2.650 kg/m 3 . No bottom samples were collected during the fieldwork. The TRANS98 model uses sediment bins of 0.6 j in this study. Thus the well-sorted sands at Oceanside are represented by five bins, with midpoints ranging from 4.3 j (49.9 mm) to 2.1 j (229 mm) (Figure 2 ). Figure 2 presents the particle size-weight percent plot for Oceanside that is standard in sedimentology and is what is reported by Inman [1953] . Prior to running the TRANS98 model, the igure 2. Histogram of sediment particle size classes and their weight percents, Oceanside, California. The weight percents converted to particle concentrations as explained in the text. ) for each size bin in a straightforward manner utilizing sediment density and porosity. Particle numbers are then computed using the median diameter for each size bin.
[19] The model calculates profiles of the bottom roughness, stability parameter, and size-fractionated suspended sediment. The BBLM is not sensitive to small variations in the viscosity of the water with temperature, but the modelpredicted sediment and optical profiles were examined for their sensitivity to the resuspension coefficient and the eddy diffusivity parameter, which is the ratio of the eddy diffusivity for sediment to the eddy viscosity (see Hill et al. [1988] for a discussion). These parameters are assigned values of 0.003 and 0.43, respectively, as suggested by Styles [1998] for the New Jersey shelf, where the bottom sediment is similar to that in the study area. KS discuss the model sensitivity in more detail. The sedimentation model has a horizontal resolution of 200 m. The TRANS98 model can be run as a resuspension model, which equates to an array of one-dimensional models like that of Glenn and Grant [1987] and Styles [1998] . The transport equations can also be used to calculate movement of sediment and changes in bed properties. For the study interval, sediment transport was minimal and there was no significant difference in the model results with transport calculated. The model results discussed below are interpolated to the optical stations in Figure 1 .
[20] The sediment at Oceanside is predominantly quartz and a relative refractive index of 1.157 is used in polydisperse Mie scattering calculations [Bohren and Huffman, 1983; McCartney, 1976; Wiscombe, 1979] . The usual spherical approximation is applied. Even if the particles deviate from sphericity, the scattering calculations will yield an underestimate of the total scattering coefficient [Jonasz, 1986] . The wavelength of light used for all the calculations reported here is 532 nm. The total scattering coefficient for mineral matter has only a slight variation with light wavelength [Bohren and Huffman, 1983; Shifrin, 1988] , so we chose a wavelength in the middle of the visible spectrum that is utilized in many visibility studies . Since all optical calculations are at one wavelength, the wavelength dependency is not expressed. The polydisperse Mie calculation is done as follows. For each size bin of the suspended sediment, we calculate the total scattering cross section (m 2 ) of each individual particle in the given size bin
where s p is the total scattering cross section for a single particle. The standard Mie calculation is performed with the mid-point of the size bin taken as the mean diameter of the particles in that bin. The Mie calculation gives the differential scattering cross section of the particle at angle q, s p (q), the projected area of the particle at that angle. The integration in equation (3) then gives the total scattering cross section, which is a measure of the power per unit area removed or diverted from the light irradiance encountering the particle [McCartney, 1976; Jonasz, 1991] . We then determine the efficiency factor, which is the ratio of the total scattering cross section to the projected cross sectional area of a particle.
where Q sc is the efficiency factor and r is the radius of the particle. We then determine the total scattering coefficient for minerogenic particles of a given radius r i from
where b mi is the total scattering coefficient and N i is the concentration of particles per m 3 of radius r i . The total scattering coefficient is a measure of the light power removed or diverted by a unit volume of the scattering medium. When we have several size classes subscripted with i,
where b m is the scattering coefficient of the entire ensemble of mineral particles of all sizes suspended in a unit volume of the medium.
[21] The total suspended loads predicted by TRANS98 at specified depths within the water column are substituted for N in equation (1), and hyperbolic slope models of the particle size distributions are constructed. These computations are only made at stations where the following criteria are met: (1) chlorophyll data were collected, making it possible to apply the biogeo-optical model of KS; and (2) the water depths are small enough for surface waves to have an influence on bottom stresses. Thus the results do not include the impact of internal waves on sediment resuspension in deeper water. We chose hyperbolic slope coefficients of 2.7, 2.1, 1.8, 1.3, and 1.0, which bracket the limits proposed by Schoonmaker et al. [1994] for the Oceanside area. Hyperbolic slope models are then generated for several depths at each station on 21 and 24 October using equation (1), and substituting the values given above into c. Out of the several depths utilized in the TRANS98 model, we chose the depths of 0.14 -0.30 m off the bottom, 2 m off the bottom, and at the ocean surface for each station. The region near 0.14 m is lying in the bottom boundary layer for each station, the 2 m depth is just above the bottom boundary layer, and the surface values give an indication of how the dynamics of mineral resuspension might affect the remote sensing signal from the mineral backscattering coefficient.
[22] The hyperbolic slope models are compared with the TRANS98 results for particle size concentrations in individual size bins (Figures 3 -7) and for the total scattering coefficient determined from the polydisperse Mie calculation for each model (Tables 3 and 4) . We also consider the backscattering coefficients at the water surface (0 À m depth) in consideration of possible effects on remote sensing algorithms (Table 5) . Finally, we compare the TRANS98 and hyperbolic slope model total (minerogenic) scattering coefficients with calculations of the minerogenic scattering coefficient utilizing the KS biogeo-optical model (Table 6 ). The KS biogeo-optical mineral estimates are now summarized. The KS estimate of mineral scattering utilizes the AC-9 scattering coefficients, the size-partitioned chlorophyll concentrations, and partitioned absorption coefficients reported for the LOE Oceanside exercise [Roesler, 1995] . The total scattering coefficient at the stations chosen comes from the AC-9 data. There is a small error associated with this instrument. We determine the scattering coefficient for the organic matter from the chlorophyll concentration. Two optical scattering cross sections are used for algae to obtain the scattering coefficient attributable to algal cells. This is based on the theoretical development by Morel [1987] in which he determined that the optical scattering cross section assumes a relatively large value for algal cells smaller than 10 mm diameter and a smaller value for cells greater than 10 mm diameter. We were able to apply his theoretical conclusion because many of the chlorophyll concentrations at the moorings were reported for several size fractions filtered from the water samples. Optical scattering cross sections for several marine phytoplankton species were obtained from Ahn et al. [1992] and Bricaud et al. [1988] , and averages were obtained for cells less than 10 mm diameter and for those greater than 10 mm diameter. Standard deviations were then determined for the two groups. Scattering due to bacteria was estimated from bacterial numbers reported for the southern California bight [Cho and Azam, 1990] and from a chlorophyll bacterial-number relation of Cole et al. [1988] . The numbers were converted to scattering coefficients from a scattering efficiency factor determined by Morel and Ahn [1990] and Stramski and Kiefer [1990] . Standard deviations were determined for the bacterial numbers and applied to the bacterial scattering coefficient estimates. Organic detritus scattering was determined from differencing bacterial and algal scattering with total organic scattering from Loisel and Morel [1998] . We used the error estimates of Loisel and Morel [1998] . The difference between the AC-9 scattering coefficient and the organic scattering coefficient (the sum of algal, bacterial, and organic detrital scattering) then becomes the estimate of suspended mineral scattering of the biogeo-optical model of KS. The standard deviations determined for all components of the mineral scattering estimate were then mathematically propagated as described by Taylor [1982] to obtain the probable error in the estimation of the mineral scattering coefficient. These probable errors are reported in Table 6 .
Results
[23] The physical-optical sedimentation model (TRANS98) predicts suspended sediment profiles that are dependent on the physical environment at the bottom and the distribution of sediment particle sizes in the bed (Figure 2) . Plots of the predicted suspended particle distributions are given for selected stations at 0.14 -0.30 m off the bottom, 2 m off the bottom, and at the ocean surface (Figures 3 -7) . These plots illustrate the size distributions predicted from the total suspended particle concentrations of TRANS98 as well as the results obtained from hyperbolic slope models of 2.7 and 1.8. These slopes were selected to illustrate the trends in particle size distribution represented by the hyperbolic slope models proposed for the Oceanside site. Hyperbolic slope 2.7 covers the extreme upper range of slopes proposed for Oceanside while slope 1.8 is in the upper to middle range for the slopes proposed for this site. The incident waves on October 21 (Table 2 ) had a height of 1.8 m and a period of 6 s. This wave field was assumed uniform over the small study area (Figure 1) . However, because of variations in water depth at the different stations, there are significant differences in the wave bottom orbital parameters. The currents are interpolated from the ship-based ADCP measurements and are thus spatially variable. However, because of the weak oceanographic conditions during the study interval, the steady currents are relatively uniform. For the water depth at station OM (15.5 m), the resulting wave orbital velocity is 0.32 m s À1 and the orbital diameter is 0.31 m. The ADCP currents at this station were 0.092 m s
À1
. Thus the bottom boundary layer was wavedominated at station OM. The wave field shifted towards ocean swell on 24 October; the wave height decreased to 1.35 m but the period increased to 9 s. The resulting bottom wave orbital velocity and diameter at station OM increased to 0.41 m s À1 and 0.62 m, respectively, while the bottom currents decreased slightly to 0.082 m s
.
[24] Because of the weak physical forcing on 21 October, the concentration of particles predicted by TRANS98 (shaded histogram) at station OM (the only station on this date) was low ( Figure 3 ) compared with the same station on 24 October ( Figure 5 ). This is easily demonstrated near the bottom where the modal size class (73 mm) has a concentration of 131.2 Â 10 6 particles/m 3 (Figure 3a ) whereas the same station on 24 October has a modal size class (73 mm) concentration of 445 Â 10 6 particles/m 3 (Figure 5a ), a factor of about 3.4 increase. This dramatic increase in suspension is caused by the shift to fair-weather swell rather than storm waves. The pattern of concentration differences between the two dates persists from the bottom to the surface.
Numerical Model Particle Distributions 4.1.1. 21 October 1995
[25] At station OM, the distribution of suspended size classes (shaded) near the bottom (Figure 3a) appears to be Gaussian lognormal with the concentrations skewed toward the smaller size classes. At 2.24 m above the bottom (Figure 3b) , the relative distribution of particle concentrations shifts as larger particles tend to settle out and the smallest size class becomes more important. At the surface the 50-mm size class clearly dominates as the largest size classes have disappeared (Figure 3c ).
24 October 1995
[26] The overall size distribution patterns on 24 October are similar for stations SCM2 and OM (compare Figures 4  and 5) . Near the bottom, these stations exhibit a modal size Figure 7 . Histograms of particle size concentrations Station OS6, 24 October 1995, generated by TRANS98 compared with the concentrations predicted from hyperbolic slope model for c = 1.8 and c = 2.7 at (a) 0.14 m above bottom, (b) 2.07 m above bottom, and (c) water surface, 23 m above bottom. class of 73 mm with the 107-mm class being next most prevalent (Figures 4a and 5a) . At approximately 2 m above the bottom (Figures 4b and 5b ) the modal size class switches to 50 mm for the shallower SCM2 station while it remains at 73 mm for the deeper OM station. Finally, at the surface, the dominant size class becomes 50 mm for both stations (Figures 4c and 5c ).
[27] At the deeper stations (ASM1 and OS6), the modal size class remains 73 mm throughout the water column, but the second largest concentration shifts from coarser to finer sediment. The second greatest concentration is in the 107-mm class near the bed (Figures 6a and 7a) . At approximately 2 m above the bottom, the next largest concentration is in the 50-mm class (Figures 6b and 7b) , which becomes comparable to the mode near the surface (Figures 6c and 7c ).
Hyperbolic Slope Model Particle Distributions
[28] Each histogram in Figures 3 -7 contains a particle size distribution (open solid line) determined from the hyperbolic slope 1.8 model via equation (1), a particle size distribution (open dotted line) determined from the hyperbolic slope 2.7 model via equation (1), and the total particle concentrations determined from TRANS98 (shaded) at each station. 4.2.1. 21 October 1995 4.2.1.1. Slope 1.8
[29] At the bottom at station OM (the only station on this date) the hyperbolic slope model overestimates the 50-mm size class by a factor of 2.8 (Figure 3a) whereas the 73-and 107-mm size classes are underestimated. The largest size classes (157 and 229 mm) are overestimated by a factor of 8.6 and multiple orders of magnitude, respectively. At 2.24 m above the bottom (Figure 3b) , the smallest and largest size classes are again overestimated whereas the middle size classes are underestimated; the 50-mm size class is overestimated by 20%, the 107-mm size class is underestimated by a factor of 0.49, and the largest size classes are overestimated by a factor of 5.8 and multiple orders of magnitude, respectively. At the water surface ( Figure 3c ) the trend changes, with the smallest and middle size classes underestimated and the largest size class overestimated by 5.4 orders of magnitude.
Slope 2.7
[30] At station OM the hyperbolic slope model overestimates the 50-mm size class at the bottom by a factor of 3.5 (Figure 3a) . The next two size classes are underestimated whereas the 157-and 229-mm size classes are significantly overestimated. At 2.24 m above the bottom (Figure 3b) , the trend noted near the bottom continues; the 50-mm size class is overestimated by 50%, the middle size class is underestimated by a factor of 0.44, and the next larger size classes are overestimated. At the water surface (Figure 3c ), the smallest size class is overestimated by 5% and the middle size class underestimated by a factor of 0.67. The largest size class is greatly overestimated. 4.2.2. 24 October 1995 4.2.2.1. Slope 1.8
[31] At the bottom at station SCM2 (the shallowest station) the hyperbolic slope model overestimates the 50-mm class by a factor of 2.7 (Figure 4a ). The next size class is significantly underestimated whereas the 107-mm class is overestimated by a factor of 1.7, and the 157-and 229-mm size classes are substantially overestimated. At 2.34 m above the bed (Figure 4b ), the smallest size class is slightly underestimated, the 73-mm class is underestimated by a factor of 0.57, and the 107-and 157-mm size classes are overestimated by orders of magnitude. At the water surface (Figure 4c ), the 50-and 73-mm classes are underestimated by less than 20%, whereas the 107-m m size class is overestimated by many orders of magnitude.
[32] At station OM (depth = 15.5 m) the hyperbolic slope model overestimates the 50-m m size class by a factor of 3.2 (Figure 5a ) at the bottom whereas the 73-and 107-mm (Figure 5b ), the near-bottom trend of overestimating the smallest and largest size classes while underestimating the middle size class continues. The 50-m m size class is overestimated by 40%, the 73-mm class is underestimated by a factor of 0.46, and the largest size classes in suspension are overestimated by factors of 2.7 and 26, respectively. At the water surface ( Figure 5c ) the trend changes, with the smallest size class slightly underestimated, the 73-mm class overestimated by 50%, and the largest size class greatly overestimated.
[33] At station ASM1 (depth = 20 m) the hyperbolic slope model overestimates the 50-mm class by a factor of 4.8 (Figure 6a ) at the bottom whereas the 73-and 107-mm classes are underestimated. The 157-and 229-mm size classes are overestimated by several orders of magnitude. At 2.42 m above the bottom (Figure 6b) , the trend noted near the bottom of overestimating the smallest and largest size classes while underestimating the middle size class continues. The 50-mm class is overestimated by a factor of 2.1, the 73-mm class is underestimated by a factor of 0.42, and the largest size classes are overestimated by orders of magnitude. This trend continues at the water surface (Figure 6c) , with the smallest size class overestimated by 30%, the 73-mm class underestimated by a factor of 0.53, and the largest size class in suspension overestimated by a factor of 6.
[34] At the bottom at station OS6 (the deepest station investigated here) the hyperbolic slope model overestimates the 50-mm size class by a factor of 6.2 (Figure 7a ), but the 73-and 107-mm size classes are underestimated. The 157-and 229-mm classes are overestimated by 28% and several orders of magnitude, respectively. At 1.9 m above the bed (Figure 7b) , the trend noted near the bottom continues; the smallest size class is overestimated by a factor of 2.4, the next larger size class is underestimated by a factor of 0.41 and the 107-mm class is slightly underestimated. The largest size class is overestimated by several orders of magnitude. The trend continues at the water surface (Figure 7c ).
[35] At station SCM2 (the shallowest station), the hyperbolic slope model (dashed line) overestimates the 50-mm size class by a factor of 3.3 (Figure 4a ) at the bottom. The 73-and 107-mm classes are significantly underestimated but the largest size classes are greatly overestimated. At 2.34 m above the bottom (Figure 4b ) this trend continues; the smallest size class is overestimated by 20%, the 73-mm class is underestimated by a factor of 0.51, and the largest size classes are again overestimated by orders of magnitude. The trend changes at the water surface (Figure 4c) , with the 50-and 73-mm classes being underestimated and the 107-mm class greatly overestimated.
[36] At the bottom at station OM (depth = 15.5 m) the hyperbolic slope model overestimates the smallest size class by a factor of 4.0 (Figure 5a ), but the next two size classes are underestimated. The largest size classes (157 and 229 mm) are substantially overestimated. This trend continues at 2.04 m above the bottom (Figure 5b ). The smallest size class is overestimated by a factor of 1.8, the 73-mm class is underestimated by a factor of 0.39, and the largest size classes are again overestimated by orders of magnitude. The trend continues at the water surface (Figure 5c ).
[37] At station ASM1 (depth = 20 m) the hyperbolic slope model overestimates the smallest size class by a factor of 6.4 at the bottom (Figure 6a ). The 73-and 107-mm classes are significantly underestimated. The 157-and 229-mm classes are overestimated by about 1.5 orders of magnitude. At mid-depth (Figure 6b ), the 50-mm class is overestimated by a factor of 2.5, the 73-mm size class is underestimated by a factor of 0.37, and the largest size classes are overestimated by 33% and 1.9 orders of magnitude, respectively. At the water surface ( Figure 6c ) the 50-mm size class is overestimated by a factor of 60%. The middle size class is underestimated by a factor of 0.44 and the largest size class is overestimated by a factor of 3.6.
[38] At station OS6 (the deepest station investigated here), the hyperbolic slope model overestimates the smallest size class by a factor of 8 at the bottom (Figure 7a ) but the 73-mm and the 100-mm size classes are significantly underestimated. The 107-mm size class is underestimated by 50% whereas the 156-mm class is overestimated by more than an order of magnitude. At mid-depth (Figure 7b) , the near-bottom trend continues. The smallest size class is overestimated by a factor of 3.0, the 73-mm size class is underestimated by a factor of 0.36, the 107-mm size class is underestimated by a factor of 0.58, and the largest size class in suspension is overestimated by 1.2 orders of magnitude. At the water surface ( Figure 7c ) the trend continues, with the smallest size class overestimated, the middle size class underestimated, and the largest size class overestimated by a factor of 3.
Minerogenic Scattering Coefficients
[39] Minerogenic scattering coefficients for stations OM and ASM1 are given in Tables 3 and 4 for immediately above the bottom, about 2 m above the bottom, and at the ocean surface, and can be compared directly with the plots in Figures 3, 5 , and 6. These stations were chosen to correspond to the area and the approximate depth sampled by Schoonmaker et al. [1994] to estimate the hyperbolic slopes proposed for the California coast. The scattering coefficients are computed from the particle size distributions calculated by the TRANS98 sedimentation model and the hyperbolic slope models using equations (3) -(6). The TRANS98 coefficients (indicated by boldface) are compared with five hyperbolic slope models that bracket the slopes proposed by Schoonmaker et al. [1994] . At each comparison depth in Tables 3 and 4 , the scattering coefficient determined from the hyperbolic slope model predicted by Schoonmaker et al. [1994] for that depth is indicated by italics.
[40] The hyperbolic model results, for the most part, overestimate the scattering coefficients determined from the sedimentation model results for the cases discussed by Schoonmaker et al. [1994] . Near the bottom, the hyperbolic slope 1.3 model deviates from the baseline by 20% to 57%. At 2 m above the bottom, the hyperbolic slope model 1.8 deviates from the baseline by 12% to 40%. The deviations of slope model 2.1 from the TRANS98 baseline are between 13% and 27% at the surface. The overall best-fitting hyperbolic slope model has a slope of 2.7, with deviations at all depths that range from 1% to 14%, except for an outlier of 37%.
[41] The computed minerogenic backscatter coefficients near the surface at stations OM and ASM1 are given in Table 5 . The minerogenic backscatter coefficients calculated from the TRANS98 baseline (boldface) are compared with the five hyperbolic slope models. In the surface layer, the hyperbolic slope models always overestimate the backscatter coefficient. The best estimate comes from slope model 2.7, however, where the overestimation ranges from 5% to 8%. For the hyperbolic slope models in the range of 2.1 to 1.8, the deviations range from 15% to 37%.
[42] Minerogenic total scatter coefficients derived from the optical and chemical data recorded from the stations we investigated are in Table 6 , along with their range of probable error. These coefficients were obtained by difference from AC-9 scattering coefficients and the organic scatter coefficients determined from the chlorophyll concentration and the absorption coefficient partitioning (KS) at the stations in question. Before this comparison was made, the chlorophyll data were screened for possible interaction of the instrument with the bottom, and only uncontaminated data were used. We interpolated the TRANS98 results and the hyperbolic slope model results to correspond with the depths at the stations where the optical and chemical data were collected. The TRANS98 results deviated from the biogeo-optical determinations by 3% to 5% with an outlier at 14% for these comparisons. In all cases the TRANS98 results were well within the error limits for the biogeooptical model. The hyperbolic slope models proposed for a given depth demonstrated a greater deviation from the optical-chemical determinations than did the TRANS98 results. There was no overlap of hyperbolic slope models with the biogeo-optical predictions at the shallow station SCM2. At stations ASM1 and OM on October 24, 1995, the usual pattern was that the minerogenic scatter coefficient of hyperbolic slope model 2.7 did fall within the error limits of the biogeo-optical model. At station OM on October 21, 1995, all hyperbolic slope models fell within the error limits of the biogeo-optical model.
[43] Overall, the pattern we are seeing in the results for particle size distribution models and the Mie calculations for minerogenic scattering is the effect of overestimating large particle size classes by the hyperbolic slope models. The increase in large particle sizes, often by many orders of magnitude, as one goes from the hyperbolic slope of 2.7 to the smaller slopes greatly increases the minerogenic scattering coefficient, resulting in usually large errors of estimation.
Discussion and Conclusions
[44] Our purpose here is to evaluate the efficacy of hyperbolic slope models in making useful estimates of minerogenic particle size distributions and their minerogenic scattering coefficients for the nearshore region, within which dramatic changes in physical forcing and resuspension of bottom sediments occur. It has been shown that the changes in physical forcing can account for dramatic optical variability in the nearshore region [Keen and Stavn, 2000; Johnson et al., 2001; Weidemann et al., 1997 Weidemann et al., , 2000 . The sedimentation model TRANS98, because of its solid grounding in water-sediment physics rather than empirical relationships, has been shown to give a good estimate of the minerogenic component of the hydrosol total scattering coefficient (Table 6 ) due to resuspended sediment (KS). Thus we use it as the baseline for predicting particle concentrations and size distributions.
[45] The trends of the distribution of particle concentration with size classes shown in Figures 4-7 are representative for all stations. The TRANS98 model predicts that particles in the midrange (near the mean of the available bed sediment shown in Figure 2 ) dominate resuspension near the bottom at all stations, with relatively fewer particles present in the larger and smaller size classes (e.g., Figure 5a ). Thus the Gaussian lognormal trend of the particle size distributions in the bottom sediments [Inman, 1953; Limpert et al., 2001] predominates for the suspended minerogenic particulates near the bottom. At 2 m above the bed, the predicted particle size distributions differ between the shallowest station (SCM2) in which the smallest size class is the modal class (Figure 4b) , and the other stations, which follow the trend predicted at the bottom (Figures 5b-7b) . This difference reflects the larger shear stresses in shallow water where surface waves interact strongly with the bed. At the water surface, the 50-mm size class is dominant at the shallower stations (Figures 4c  and 5c ) whereas the 73-mm class is more numerous at the deeper stations (Figures 6c and 7c) . Note, however, that the number of particles in the 73-mm class is larger at the C05005
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shallow stations. This trend of the 73-mm class being dominant at the surface continues to the deepest station of the optical line, not reported in this study. The distribution at the water surface of the deeper stations contains less 50-mm sediment because of bed armoring; the smaller seafloor shear stresses resuspend less coarse material and thus prevent the entrainment of smaller grains, which remain trapped within the bed. More sediment is resuspended at the shallow stations, but the coarse fraction remains near the bed, producing an overall finer size distribution at the surface. In summary, the largest size classes decrease as the surface is approached whereas the smallest size class increases. Overall, the hyperbolic slope models overestimate the small size classes, underestimate midrange classes, and overestimate the large size classes. The only exceptions occur in the shallower stations where the smallest size class may be slightly underestimated by some hyperbolic slope models (Figures 3c -5c ). The largest size class is highly overestimated by the hyperbolic slope models in every case. The Gaussian lognormal distribution of particle size classes causes a hyperbolic slope model to be a poor model or estimator for mineral particle size concentrations.
[46] The overestimation and underestimation of the particle number noted above can be as great as a factor of 5 for the smaller size classes, as small as a factor of 0.36 for midrange size classes, while the larger size classes can be overestimated by 30 orders of magnitude or more. As the slope decreases in the hyperbolic slope models, the overestimation of smaller size classes decreases and even disappears with some of the shallower stations. However, the overestimate of the larger size classes in all cases increases with decreasing hyperbolic slope. It is evident, when comparing the TRANS98 baseline and the hyperbolic slope models, that there are several differences in particle size distribution with depth and between the shallower and deeper stations that a hyperbolic slope, semi-empirical, model cannot predict. Hyperbolic slope model predictions are poor even in the case of an apparent logarithmic (hyperbolic) decrease in particle concentration with diameter at the surface. That is, the estimates of particle concentration per size class do not improve when the shallow surface stations appear to show a logarithmic decrease in size classes.
[47] Why do the proposed hyperbolic slope models for the nearshore region perform so poorly? To begin with, the size distribution of a particular nearshore bottom sediment configuration is created by a complex integration of factors, both additive and multiplicative, that cannot be summarized in simplistic distribution functions. For example, the shear stresses for resuspending each size class of quartz particles differ [Roberts et al., 1998 ]. The supply of particles in all size classes to feed a supposed hyperbolic size distribution is finite; thus the initial availability of particle size classes in the bed, as well as armoring as smaller particles are removed [Roberts et al., 1998 ], must be considered in explaining the complex nature of the baseline particle size distributions reported here. Furthermore, a hyperbolic slope of less than 3 has fundamental physical problems. It is not possible to extend a hyperbolic distribution with a slope less than 3 much beyond a size limit of 4 to 10 mm. The volume (and therefore mass) of particles per log size increment is increasing with log size increment. Therefore the slope will have to break (and increase) beyond this size limit to prevent an eventual infinite increase of mass per logarithmic size increment. This physical argument has been elaborated by McCave [1975] and Harris [1977] while the size limits have been noted by Brun-Cottan [1971] , Jerlov [1976] , Bader [1970] , and others.
[48] McCave [1975 McCave [ , 1984 points out that the only portion of the ocean where a simple hyperbolic size distribution may be possible is below the actively mixed surface layers of the open ocean. Here the various dynamical processes of particulate coagulation and sinking may come into equilibrium. The processes in the upper layers of the open ocean of biological productivity, influx of material originating nearshore from ring systems etc., and atmospheric fallout are separate. These individual processes cannot be rationalized or explained by one simple mathematical model. The situation is even more complicated near the coast where direct riverine influx occurs and sediment resuspension is significant.
[49] One hypothesis proposed by Schoonmaker et al. [1994] was that the particle size distribution for the Oceanside region and the rest of southern California could be described and predicted by a hyperbolic model with a slope of 2.1. They proposed that this model would be the most efficient one for estimating the scattering coefficient due to suspended mineral particulates in the coastal region. In Tables 3 and 4 , comparisons from model calculations, we see that this model of slope 2.1 deviates strongly from the baseline with the exception of the bottom (4 -20%). The scattering coefficient at the surface deviates by 13-27% from the baseline. In comparisons with the available opticalchemical data (Table 6) , the slope 2.1 model, for the most part, deviates significantly from the optically derived mineral scattering on 24 October but shows fair agreement on 21 October.
[50] The strongest deviations for the hyperbolic slope 2.1 model occur in the surface layer, which is of greatest importance for remote sensing. The estimate of the minerogenic backscattering coefficient at the surface, which is a direct index of efficacy for remote sensing applications, deviates by 15-26% from the baseline values (Table 5 ). The surface values for the hyperbolic model with a slope of 2.7 were more accurate for both total scattering and backscattering in the model comparisons (Tables 3, 4 , and 5), as were comparisons with the optically derived minerogenic scattering values (Table 6 ). We conclude that the hyperbolic slope 2.1 model is not an adequate representation of near coastal water for optical purposes. The hyperbolic slope 2.7 model is more accurate than the slope 2.1 model in nearly every case with but two exceptions (see Tables 4 and 6 ). The hyperbolic model with a slope of 2.7 appears to be best in most cases, in direct contradiction to Schoonmaker et al. [1994] , but it does overestimate the minerogenic total scattering coefficient in most cases.
[51] An additional hypothesis of Schoonmaker et al. [1994] was that a hyperbolic slope of 2.1 would be replaced by models with smaller slopes in the nearshore region and near the bottom. They proposed that larger particles would be resuspended in greater proportion to other size classes, upon approaching the shore or the bottom, and decrease the hyperbolic slope of the suspended minerogenic particle distribution. However, the shallow stations do not confirm Tables 3, 4 , and 6, with the scattering coefficients calculated from the range of proposed hyperbolic slopes (2.1 to 1.3) plus the bracketing limits, the values calculated from Schoonmaker et al. [1994] are italicized. The deviations with depth range from 6% to 61% with the greater deviations occurring near the bottom for all stations, indicating a poor match with the scattering coefficients of the resuspended sediment from the baseline and from the optically derived values. Interestingly, the smaller slopes that are supposed to be better at estimating the particle distribution properties near the bottom are always overestimating the total scattering coefficient by a large amount. It is worth noting that the particle size ranges determined in the lab by Schoonmaker et al. [1994] were filtered and settled to remove large particles. Thus they were not able to directly investigate the results of large, actively scattering particles which would be rapidly entering and leaving the hydrosol in response to the physical forces resuspending them at the time. Thus hyperbolic slope models with smaller slopes (2.1 to 1.3) are rather inefficient at predicting scattering coefficients for both shallower stations and at near bottom depths.
[52] The major exceptions to the trends noted above occur at station OM on 21 October 1995. We noted previously that this date demonstrated the weakest physical forcing for resuspending mineral sediment. In Table 6 the limits for the probable error of the minerogenic scattering coefficient either cause the estimate of minerogenic scattering to span the value of 0 or to put the estimate of the coefficient squarely in the region of error for the AC-9 instrument. For these very low values of the minerogenic scattering coefficient, apparently any model can provide an estimate of minerogenic scattering that falls within the probable error limits. With the relatively high error at this station the comparisons between the minerogenic scattering models are probably not adequate to reveal the trends that were observed at the other stations.
[53] Many investigators are accepting simple hyperbolic particle size distributions as physically well-established and verified [Boss et al., 2001b; Forand and Fournier, 1999; Hammond et al., 1995] . We have shown the problems with this assumption in nearshore waters. These fundamental physical problems will not go away except in the deep open ocean below the dynamic surface layers. An example of the uncritical use of hyperbolic particle size distributions is a ''Junge parameter'' being proposed to describe particle size distributions [Forand and Fournier, 1999; Hammond et al., 1995] on the assumption that all suspended particle distributions can be adequately described by a hyperbolic size distribution, with slope parameters ranging from 1.3 to 3. One of the problems with such a formulation is that it is not a physically realistic description of the particle size distribution [McCave, 1975 [McCave, , 1984 Fournier, 1996, 1999; Risovic, 1993 Risovic, , 2002 . The use of such a parameter for estimating a scattering coefficient from a ''hyperbolic size distribution'' can give the right answer for the wrong reasons. That is, the errors of estimation for the minerogenic scattering coefficient in a particular situation may serendipitously cancel, as will be explained in more detail presently.
But the errors are still there; they will not necessarily cancel. The importance of using the proper particle size distribution for Mie calculations on aerosols has been emphasized by Harris [1972] .
[54] For the range of hyperbolic slope models investigated here, there are too many or too few particles in the small size classes, too many in the large size classes, and too few in the midrange. This effect gets worse as the slope becomes smaller. All of the smaller size classes are then underestimated and the two largest size classes become grossly overestimated. When the larger particle concentration of the large size classes is significantly overestimated, then the total scattering coefficient is overestimated. We have noted that the hyperbolic slope models, with few exceptions, consistently overestimate the minerogenic total scattering coefficient. All of the surface results are overestimates of the minerogenic scattering and backscattering coefficients (Tables 3 -6 ), even though we have noted that some of the baseline particle size distributions would appear to have a hyperbolic character to them. Near the bottom a minimal deviation from the baseline predictions or even an underestimate can be found (hyperbolic slope 2.1 and 2.7 models) where the size distributions have a Gaussian lognormal character. When following the trends illustrated in this report, we see that in any situation it will be possible to find some combination of hyperbolic size classes that can give a good estimate for a total scattering coefficient. However, this is done using incorrect particle size classes and balancing out the errors. This is not acceptable for the purposes of making further predictions of what the system will do under different physical forcings or to attempt a retrieval of the particle size distribution based on inverting the optical scattering properties. Finally, it is impossible to know a priori what value of c should be used in equation (1), making it problematical to apply the hyperbolic models as a general descriptor of particle distributions in type II waters.
