We present a method that extends both the applicability and the quality of virtual deep seismic sounding (VDSS)-a technique for estimating crustal thickness that is robust even if the crustmantle transition is complex or the crustal thickness is large. The results are important for studies of crustal contributions to isostasy and for understanding dynamic topography due to mantle convection. VDSS uses S-to-P conversions beneath seismic stations as virtual sources for large, post-critical reflections off the Moho, that is, the seismic phase SsPmp. Original applications of VDSS rely on deep earthquakes as sources of illumination to circumvent strong, near-source scattering (e.g. depth phases) and are, therefore, limited by the uneven distribution of deep seismicity. The method presented here effectively removes effects of the earthquake source wavelet (SW, including complexities arising from long, complicated source time functions and near-source scattering) and can be applied to signal from shallow and deep earthquakes. It involves two steps. First, based on analyses of particle motion, we separate 'pseudo-P' and 'pseudo-S' wave trains from the vertical and the radial component of ground motion. The latter is then used as the appropriate reference time-series for the deconvolution of the vertical and the radial component of ground motion. Since the reference time-series contains both the SW and S-type signals due to scattering near the receiver, the deconvolution also effectively removes S-type multiples, such as the phase SsPms and related reverberations. Applying this method to synthetic seismograms verifies that it is robust in removing complex SWs, even in the presence of random or signal-generated noise. The method is further validated using data recorded by the Hi-CLIMB array from both deep and shallow earthquakes. Impulsive signals are now routinely achieved, significantly improving both the quality and quantity of results from VDSS.
I N T RO D U C T I O N
One of the major discontinuities in the Earth's interior, the Mohorovičić discontinuity, or Moho, was discovered just over a century ago (Mohorovičić 1909) . Even though the Moho is close to the surface, and extensively studied, its global configuration and exact nature are not yet fully understood. The general consensus is that it represents the transition from mafic or even less magnesium-and iron-rich rocks of the crust to ultramafic assemblages of the mantle below (Brown & Mussett 1993; Christensen & Mooney 1995) .
On the one hand, knowledge of the nature of the Moho, which appears to be highly variable [see a recent review by Eaton (2006) and references therein], is important for understanding the origin * Formerly at: Department of Geology, University of Illinois, Urbana, IL 61801, USA. and evolution of the crust. On the other hand, key issues in geodynamics hinge on reliable estimates of crustal thickness. For instance, the birth of modern geophysics (ca. 1850) stemmed from a debate of how high topography is supported at depth. Today, the Airy model of crustal isostasy, where high topography is supported by a thickened crustal root, appears in just about every textbook of introductory geology [see detailed accounts by Watts (2001) and references therein] . Furthermore, density and temperature variations associated with mantle convection deform the surface, causing the so-called dynamic topography. To study the dynamic aspect of topography, however, requires precise knowledge of crustal thickness so that crustal contribution to topography can be removed (e.g. Anderson 2007) .
Recently, a technique based on the prominent, teleseismic phase SsPmp recorded by large-aperture arrays was developed to estimate variations in the overall crustal thickness over large areas (Tseng . Schematic diagrams showing ray paths of receiver-side scattering for (a) an incident P wave, and (b) an incident S wave; and source-side scattering for (c) an emanating P wave and (d) an emanating S wave (modified from Chen et al. 2013) . For isotropic, layered media, coupling between P and S waves occurs only for the component of the S wave whose polarization is in the plane of propagation (SV wave). To avoid clutter, not all possible seismic phases are depicted here.
et al. 2009; Yu et al. 2012) . When applied to data recorded by largescale, broadband seismic arrays (Tseng et al. 2009 ), the technique is akin to conventional deep seismic sounding (DSS), but with a virtual source generated by the S-to-P conversion at the free surface (Fig. 1b) . In such an application, the technique is referred to as virtual deep seismic sounding (VDSS; Yu et al. 2012) . We note that the SsPmp phase has been applied before to data from isolated stations (Zandt & Randall 1985; Owens & Zandt 1997; Zhou et al. 2000) . Constructive interference among multiples of the SsPmp phase can lead to long-period, dispersive wave trains, the so-called shear-coupled PL phase (e.g. Baag & Langston 1985) .
For layered, isotropic media, the crustal thickness is directly proportional to the differential timing between SsPmp and the direct S phase, Ss:
where H is the average crustal thickness near the station, p β the ray parameter (horizontal slowness) of the incident S wave, and V P is the average P-wave speed in the crust. This relationship is apparent, as the Ss-leg of the ray path of SsPmp is nearly identical to that of the direct Ss phase (Fig. 1b) . To this end, VDSS is a form of seismic interferometry in a broad sense. Note that anisotropy of shear waves below the crust has little consequence on T SsPmp-Ss , as anisotropic fabric is sampled similarly by SsPmp and Ss. When SsPmp are recorded by a seismic array, a simple plot of seismograms as a function of distance readily renders a seismic profile where the overall geometry of the Moho is obvious (Tseng et al. 2009 ). As an example, Fig. 2 shows a 1000-km-long profile across the North China craton where large fluctuations in crustal thickness are apparent (Yu et al. 2012) . Taking advantage of the deep-penetrating power of the seismic wavefield from natural earthquakes, VDSS also easily detects regional variations in crustal thickness under the Tibetan plateau where the Moho reaches a large depth of about 75 km (Tseng et al. 2009 ).
VDSS has several inherent advantages over conventional P-wave receiver functions (CRF). The P-to-S conversions used in CRF have small amplitudes, thus requiring stacking of data from many sources (Fig. 1a) . In contrast, VDSS primarily focuses on the wide-angle, post-critical reflection, SsPmp, which can be as prominent as the direct S phase when the epicentral distance is between about 30
• and 50
• . At these distances, SsPmp is also usually free from the interference of other phases such as shear-coupled PL. As such, data from one high-quality event is usually enough to image the Moho, negating the need to stack many seismograms in order to boost the signal-to-noise ratio.
Moreover, out of logistic necessity, seismic stations are often deployed in areas with thick sedimentary cover. Strong reverberations in the sedimentary column, whose low seismic wave speeds result in a waveguide, are a primary source of ghost-images that often mask desired signals from the Moho and beyond (e.g. Langston 2011). VDSS is generally insensitive to such near-surface structures, as the primary signal from the Moho is strong enough to overcome such signal-generated noise (see further discussions near the end of Section 3).
Finally, when the Moho is transitional in nature, the SsPmp phase still provides a robust estimate of an average Moho depth, because post-critical reflection is insensitive to details of the reflector. This Figure 2 . An east-west trending seismic profile over a distance of more than 1000 km across the North China craton (NCC, from Yu et al. 2012) . Notice that crustal thickness is highly variable and reached values over 60 km (time difference of ∼12 s between phases SsPmp and Ss) along the eastern edge of the Western NCC where the elevation is just over 1 km.
feature of VDSS may appear to be disadvantageous, if the primary objective is to investigate aspects of crust-mantle interaction where details of the Moho are important. For geodynamics, this characteristic of the SsPmp phase is actually desirable because complexities of the Moho make it otherwise difficult to estimate the overall thickness of the crust in a physically meaningful way (Tseng et al. 2009; Yu et al. 2012) .
In its original form, VDSS works best by using deep earthquakes as sources of illumination. The reason is twofold. First, strong scattering on the source-side, such as reflections off the free surface (phases sS and pS, Fig. 1d ), would arrive outside the time window of interest. Second, the incoming S-wave would go through the highly attenuative upper mantle only once, minimizing the loss of highfrequency signals. This effectively limits application to regions that fall within epicentral distances of 30-50
• from subduction zones with deep seismicity. To extend VDSS to regions where SsPmp originates from shallow earthquakes, one must remove effects of the source wavelet (SW), including near-source scattering and long, complex source time functions (STFs), in order to prevent the complex and long SW from interfering with signals that comprise the VDSS.
In this study, we develop a method to remove effects of complex SW in VDSS. A comprehensive set of tests, including verification of the method using synthetic seismograms, and validation with high-quality array data, show that the new approach for VDSS works well even if the SW is complicated. This advance extends the applicability of VDSS to all large earthquake sources. Since generally the number of earthquakes increases exponentially with decreasing focal depths, our new method will greatly expand the spatial coverage of geologically important regions where crustal thickness can be obtained through VDSS.
M E T H O D
The success of any seismic imaging method depends critically on the correct identification and isolation of relevant phases. However, long durations and complex waveforms of seismic sources make such practices difficult. In CRF, a common practice is simply to use the vertical (V) component of ground motion as an approximation of the SW (e.g. Langston 1979 ). Other components of ground motion are then normalized and accentuated by deconvolving this approximate SW.
A key to making such a procedure work is that angles of incidence of relevant phases are all small (Fig. 1a) . Consequently the reference signal for deconvolution (the SW), an incident P wave, is primarily recorded on the V component of the seismogram, whereas the phases of interest, namely scattered waves beneath the receiver such as the primary P-to-S conversion (phase Ps), are S waves mainly recorded on the radial (R) component. This natural separation allows one to use the V component of ground motion to approximate the SW and, therefore, to focus only on the R component in order to recover the phase Ps. In contrast, the phase SsPmp, the primary signal of interest in VDSS, is equally strong on both V and R components, making it difficult to find an obvious, ready-made proxy for the SW.
In the approach presented here, we take advantage of the large amplitude of the Ss and SsPmp phases on both V and R components to separate P-and S-type signals through an analysis of particle motions. To illustrate this procedure, we first calculate synthetic seismograms for a simple model under the receiver using reflectivity method (Randall 1989) . The model consists of a single layer of crust overlying a mantle half-space. The crust is 40 km thick with an average P-wave speed (V P ) of 6.4 km s -1 . The V P of the upper mantle is 8.1 km s -1 ; and densities of the crust and the upper mantle are 2800 and 3300 kg m -3 , respectively. Poisson's ratios are constant at 0.25 and the ray parameter is 0.130 s km -1 for the planar, incident S wave (equivalent to a nearsurface source at an epicentral distance of about 45
• ). Synthetic seismograms are generated by convolving the structural response with different SW.
The analysis of particle motion begins with decomposing the seismograms into V-R components (traces 'V' and 'R' in Fig. 3a) ; we then plot the particle motion in the V-R plane (Fig. 3b) . For 1 and 2 are apparent angles of emergence for Ss and SsPmp phases, respectively. Here the source-wavelet is simple. Waveforms are, from top to bottom, SW, the source wavelet; V-resp, the vertical component of structural response (with a Gaussian filter); R-resp, corresponding structural response of the radial component; V, the vertical component of synthetic seismogram; R, the radial component of synthetic seismogram; P, 'pseudo-P' wave train based on PM; S, 'pseudo-S' wave train based on PM; V/S, the vertical component of structural response recovered by deconvolving S from V; R/S, the radial component of structural response recovered by deconvolving S from R. All traces are normalized to the same peak amplitude. To match the frequency content of the starting SW, results of deconvolution are also subject to a Gaussian filter. Panels (c) and (d) show results of the same analysis for a complex SW.
isotropic, layered media and under noise-free conditions, the particle motion is expected to plot along two lines that pass through the origin, one straddling the 1st and the 3rd quadrants, and the other the 2nd and the 4th quadrants, for P-and SV waves, respectively. (Following standard convention of denoting seismic phases, the wave-type of each phase is easily identified by the ending, lowercase letter 'p' or 's', respectively.)
At epicentral distances less than about 50
• , the phase SsPmp is a post-critical reflection off the Moho, resulting in amplitude comparable to that of the phase Ss. Thus, the overall pattern of particle motion is dominated by these two phases of roughly equal amplitude. Fig. 3(b) shows this expected pattern for a simple, impulsive SW represented by a Gaussian pulse. Notice that due to the presence of the free surface, the slope of the two lines defined by motions of Ss and SsPmp are, respectively, the tangent and arctangent of the so-called apparent angles of emergence (e.g. Bullen 1963; Udias 1999) , which are related to angles of incidence just below the free surface as follows:
For Ss Pmp phase: tan 2 = tan 2 j,
where, 1 and 2 are apparent angles of emergence for Ss and SsPmp phases, respectively, and j is the S-wave incident angle near the surface; here, angles of incidence/emergence are defined as angles between directions of wave propagation and the normal to the free surface (Fig. 3b) . η α and η β are vertical slowness of P and S waves, or (V
1/2 , respectively. V P and V S are P-and S-wave speeds near the surface, and p β is the ray parameter of the incident S wave (also a good approximation for the SsPmp phase).
In reality, the complexity and long duration of the SW, the presence of noise, and minor deviations from true-layered media will cause particle motions of pseudo-P and pseudo-SV phases to deviate from two perfect-linear trends. So instead of relying on theoretical predictions that also require a priori knowledge of near-surface values of V P and V S (eqs 2 and 3), we apply a grid search to find two best-fitting lines that (i) intersect at the origin, and (ii) minimize the L2-norm of the distance between each data point and the line nearby. We also impose the constraint that each line must straddle the appropriate quadrants.
We define a new (non-orthogonal) coordinate system with x -(in the 1st or 3rd quadrant) and y -(in the 2nd or 4th quadrant) axes according to the two best-fitting lines estimated from particle motions (Fig. 3b) . Then we decompose each data point, originally defined in the Cartesian coordinates V-R, into new components defined in coordinates x -y . The resulting time-series are the desired pseudo-P and pseudo-S wave trains, respectively (Fig. 3a) . The effectiveness of this procedure to separate P-and S-type phases is demonstrated in Fig. 3(a) in that the resulting pseudo-P wave train captures all phases ending with lower-case 'p', such as Sp, SsPmp, and multiples, whose amplitude on the pseudo-S wave train is negligible. Likewise, S-type phases appear almost exclusively on the pseudo-S wave train only.
After this decomposition, the resulting S-wave train represents the reference trace required to deconvolve the V and R components of data (Fig. 3a) . The reference trace contains both the SW and all S-type signals due to scattering near the receiver. So, the deconvolution effectively removes not only the SW but also all S-type multiples, such as the phase SsPms (Fig. 3a) , resulting in time-series that are simpler than the original seismograms (cf. V and V/S, and R and R/S in Fig. 3a) .
Theoretically, the preceding analysis can be applied to retrieve the Ps phase, the primary target of CRF. In practice, this is a problematic task in that only the line associated with P motions can be well determined, as the amplitude of S motions is expected to be only about 30 per cent or less than that of the P motions.
V E R I F I C AT I O N : T E S T S W I T H S Y N T H E T I C S E I S M O G R A M S
With synthetic seismograms, we first verify the applicability of the method in cases where the SW is complicated and noise is present. Fig. 3(c) illustrates a noise-free case where the duration of the SW is about 10 s. Even if the earthquake rupture is simple, an oscillatory nature of the SW can arise from strong scattering on the source side, such as interference between phases direct S, pS and sS for a shallow earthquake (Fig. 1d) .
Long duration of the SW causes strong interference among different phases such as Ss and SsPmp. When coupled with complex waveform of the SW, it is impossible to identify individual phases of interest (traces 'V' and 'R', Fig. 3c ). Interference among phases also leads the particle motion to deviate from a simple pattern (Fig. 3d) . Instead of two dominant trends of polarization as in Fig. 3(b) , trajectories of particle motions in Fig. 3(d) are approximately elliptical. The best-fitting, linear trends of particle motion veer off the true values by about 10
• and 4
• for P-and S-type phases, respectively. Such deviations have only minor effects on the final outcome. Specifically, after separating out the P components, the resulting S-type time-series now closely matches the input SW (cf. traces 'S' and 'SW', Fig. 3c ). The long coda of the time-series is comprised of S-type reverberations, such as the phase SsPms and related multiples. After deconvolution (based on the cleaned-up version of the S-wave train, trace 'S' in Fig. 3c ), the resulting traces of V and R component of ground motion resemble their theoretical counterparts (traces 'V-resp' and 'R-resp', Fig. 3c) , with both the timing and shape of phases largely preserved.
Next we test the stability of the procedure in the presence of random noise. For both simple and complex SW, we add white noise to the V and R component of synthetic seismograms (traces 'V' and 'R', Figs 4a and c). The standard deviation of the noise is set to be 10 per cent of the maximum amplitude of the V component seismogram; and noise is added to each component independently, thus being uncorrelated between components.
The noise caused highly tangled trajectories of particle motions ( Figs 4b and d) ; and the resulting P-and S-type time-series contain about the same level of noise as the V and R components before separation of wave types. However, even the complex SW is essentially recovered (cf. traces 'S' and 'SW'). The low-pass filtering that accompanied the deconvolution suppressed much of the high-frequency noise and the resulting time-series preserve salient features of the structural responses for both cases (traces 'V/S' and 'R/S', Figs 4a and c). Of course, some low-frequency noise remains as before the separation of wave types and deconvolution.
Our final and perhaps most heuristic example incorporates signalgenerated noise. On top of the nominal crustal model, we add a layer of low V P to represent a sedimentary cover. The thickness of this layer is 3 km with a V P of 4.5 km s -1 and a Poisson's ratio of 0.25. The impedance contrast at the bottom of this layer is strong enough that reverberations within the layer are known to strongly interfere with signals from the Moho and below (e.g. Langston 2011) .
In this case, the effect of a sedimentary layer manifests itself as an apparent offset between the peak of the Ss phase on the V component and the corresponding trough on the R component (traces 'V-resp' and 'R-resp', Fig. 5a ). For the case of a simple SW, a close inspection of the P-type time-series resulting from our Figure 5 . Verification of our new approach for VDSS using synthetic seismograms where signal-generated noise is included. The layout is the same as that of Fig. 3. method demonstrates its power. The offset is precisely that between the second peak (marked as Sxp) in the P-type time-series and the Ss phase (direct S) in the S-type time-series. That is, the strong S-to-P conversion across the bottom of the sedimentary layer now appears as a distinct phase (Sxp) on the P-type time-series, after all S-type phases are removed (trace 'P', Fig. 5a ).
The apparent time delay of the Ss phase between V and R components leads to elliptical particle motion trajectories (Fig. 5b) . For the case of a complex SW, interference among seismic phases and effects of the sedimentary cover combine to generate oscillatory particle motions (Fig. 5d) . At any rate, our procedure still effectively separates P and S waves from the complex-looking seismograms; and the subsequent deconvolution recovers the structural responses well.
VA L I DAT I O N : A P P L I C AT I O N T O H i -C L I M B A R R AY DATA
To validate the method with real data we compare results from two earthquake-pairs, each consisted of a deep-focus event with a simple, impulsive STF, and a shallow event in the same source region but with a complex SW (Table 1) . To compare with the work of Tseng et al. (2009) , who were the first to demonstrate the utility of VDSS using array data, we use the same dataset recorded by the linear portion of the Hi-CLIMB array which trends approximately northsouth for about 800 km across the Himalayan-Tibetan orogeny (e.g. Chen et al. 2010) .
Using two deep focus events, Tseng et al. (2009) showed two VDSS profiles across southern and central Tibet over a distance of more than 550 km. The earthquakes are deep enough that strong source-side scattering off the free surface (such as phases pS and sS, Fig. 1d ) are expected to lie outside of the time-window of interest. As such, no further processing is required and simple band-pass filtering reproduces the results of Tseng et al. (2009) in Figs 6(a) and 7(a).
Using exactly the same parameters in filtering, the corresponding profiles illuminated by shallow earthquakes are shown in Figs 6(b) and 7(b). The most revealing comparison comes from the first pair of deep and shallow events (Nos 1 and 2, Table 1 ; Figs 6a and b). Both events are located to the east-southeast of the Hi-CLIMB array and ray parameters across the array are nearly constant.
When illuminated by the simple SW of the deep event, minimal filtering already made SsPmp stand out in the profile as the sole dominant signal from the subsurface (Fig. 6a) . In contrast, the corresponding profile from the shallow event is complex. At face value, Fig. 6(b) leaves the distinct impression that there are three strong reflections/conversions that may have come from subsurface features under the seismic array, arriving approximately around 5, 15 and 20 s after the Ss phase. The first and the last packets of arrivals are particularly strong, overpowering the middle packet, which turns out to be the phase of interest, SsPmp. In fact, without the aid of Fig. 6(a) , one would be hard pressed to identify the SsPmp phase as an important signal.
Figs 6(c) and (d) show the outcome after we apply the method described above to both deep and shallow sources of illumination. For visual comparison with the profile from the deep event before applying our procedure (Fig. 6a , with seismograms roughly corresponding to observed ground velocity), we add a filter, which is the first derivative of a Gaussian pulse, or the first Hermitian wavelet, after removal of estimated SW. As expected from particle motions, the additional analysis does not significantly change the already clear profile from the deep event. In contrast, the improvement is remarkable for the profile from the shallow event. Estimating the SW through analysis of particle motions and subsequent deconvolution efficiently removed complex SW effects, and the resulting profile very much resemble that from the deep event (cf. Figs 6c and d). For this particular event-pair, the ray parameters (and, thus, the differential traveltimes T SsPmp-Ss ) are almost identical at each station for both events. Fig. 7 shows a comparison of results for the second pair of sources located to the northeast of the array (events Nos 3 and 4, Table 1 ). For the deep source, our approach enhances the impulsive nature of phases Ss and SsPmp and reduces the noise level. Similar effects are also apparent for the shallow source; and more important, arrivals of significant amplitude after the SsPmp diminished (cf. Figs 7b  and d) .
Additionally, there are some subtle but nonetheless significant improvements. First, instead of producing spurious features between Ss and SsPmp, complexities in the SW directly interfered with the Figure 7 . Another comparison of VDSS from a deep earthquake with that from a shallow earthquake of the same general backazimuth (∼50 • ). The data are also recorded by the Hi-CLIMB array but the back-azimuth is ∼65 • counter-clockwise from the event-pair in Fig. 6 . The layout is the same as that of Fig. 6 . In (b), strong source-side scattering arriving around 10-15 s directly interferes with the desired single, phase SsPmp. The adverse effects no longer exist after applying the new analysis, resulting in a dense-spaced seismic profile that complements the result from the deep earthquake (see also Fig. 8d ). The slight difference in the arrival time of SsPmp (∼1 s) between (c) and (d) reflects difference in ray parameters of the incident S waves.
SsPmp phase, leaving a highly distorted image of the Moho (cf. Figs 7a and b, near 31 • N). Much of this distortion is eliminated after applying our procedure (Fig. 7d) . Second, the dense distribution of data from the shallow event improves the continuity of the resulting image by filling in a number of gaps in Fig. 7(c) . It should be noted that due to a slight difference in ray parameters, T SsPmp-Ss from the shallow event is expected to be about ∼1 s less than that from its deep counterpart (Figs 7 and 8b and d) .
Finally, we show a detailed comparison of waveforms at a single station (H1240, near 31.5
• N) along the array (Fig. 8) . For both eventpairs, waveforms before deconvolution from the shallow events bear little resemblance to either their counterparts from deep events or to each other (cf. Figs 8c and a; Figs 8d and b; and Figs 8c and d). After deconvolution, however, the similarity between corresponding waveforms of each event-pair is apparent on both V and R components (cf. Figs 8a and c, or Figs 8b and d) . Furthermore, aside from a slight difference in T SsPmp-Ss that is expected from different ray parameters, deconvolved waveforms from the two shallow events also resemble each other (cf. the last two rows of seismograms in Figs 8c and d).
C O N C L U S I O N S
A suite of tests using synthetic seismograms shows that a numerical scheme of searching for the principal components of particle motions is robust. Even when random or signal-generated noise is present, the method successfully separates the S-wave train into pseudo-P and pseudo-S components (Figs 3-5) . The latter contains the direct S phase, including complex history of long source rupture and near-source scattering, as well as all S-type coda and precursors. When this time-series is used as the reference to deconvolve the V and R component of ground motion, the scattered P wavefield near the receiver is faithfully recovered (Figs 3-5) .
Using array data recorded across the Himalayan-Tibetan orogen, seismic profiles from this method compare well with those Fig. 7 . Before final deconvolution, data from shallow events resemble neither their counterparts from deep earthquakes, nor each other (traces marked as 'V', 'R', 'P' and 'S'). In the end results, this undesirable situation is largely resolved (traces 'V/S' and 'R/S'). using impulsive, deep earthquakes as sources of illumination where source-side effects are naturally minimized . Since shallow earthquakes are much more abundant (and geographically distributed more widely) than deep seismicity, the approach presented here greatly extends the applicability of VDSS, including many geologically important regions where crustal isostasy and dynamic topography are yet to be constrained.
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