Abstract. We study an infinite family of lower and upper bounds on the modulus of zeros of complex polynomials derived by Kalantari. We first give a simple characterization of these bounds which leads to an efficient algorithm for their computation. For a polynomial of degree n our algorithm computes the first m bounds in Kalantari's family in O(mn) operations. We further prove that for every complex polynomial these lower and upper bounds converge to the tightest annulus containing the roots, and thus settle a problem raised in Kalantari's paper.
Introduction
In [3] , Kalantari derives an infinite family of lower and upper bounds on the modulus of zeros of analytic functions. When applied to complex polynomials, these bounds can be computed in polynomial time.
Let f (z) = a n z n + a n−1 z n−1 + · · · + a 1 z + a 0 , a 0 , . . . , a n ∈ C, a n a 0 = 0, and
Then from an expansion formula of a fundamental family of root-finding iteration functions applied to F (z) at z = 0 (see (2.4) in [3] ), we get 
. . .
and "det" denotes determinant. Letĉ
Proof. The following proof was given by Kalantari [3] . First, the polynomial q(t) = t k+1 + t − 1 has a unique positive zero r k < 1. This follows from the inequalities q(0) < 0, q(1) > 0, and q (t) > 0 for t ≥ 0. Now assume u k ≤ r k < 1. Note by definition that u k > 0. So we have
Plugging u k = γ k |θ| into u k > r k , we obtain an infinite family of lower bounds on zeros of f (z):
The quantity L k is called the (k + 2)-th order lower bound (and denoted by L k+2 ) in [3] .
To obtain upper bounds on zeros of f (z), we apply the above lower bounds to g(z) = a 0 z n + a 1 z n−1 + · · · + a n−1 z + a n . Since the reciprocals of zeros of g(z) are zeros of f (z), the reciprocal of the lower bound L k on zeros of g(z) is the upper bound U k on zeros of f (z), which is called the (k + 2)-th order upper bound (and denoted by U k+2 ) in [3] .
The first bounds L 0 and U 0 of this family also appear in Henrici [1] as Theorem 6.4b and Corollary 6.4k, respectively.
In Section 2, we give a simple characterization of Kalantari's bounds which leads to an efficient algorithm that computes the first m bounds on zeros of f (z) in O(mn) operations. In Section 3, we prove that for every complex polynomial the upper and lower bounds converge to the tightest annulus containing the roots, and thus settle a problem raised in [3] .
The algorithm
The key element in our algorithm is the efficient computation ofĉ k,i . We start with an alternative interpretation ofĉ k,i .
For each integer k ≥ 0, define
That is, Ω(k) is the set of complex polynomials of degree n + k whose constant term is 1, and the coefficients of
Moreover, the coefficient of
is independent of k, so we can write
The existence and uniqueness of b i , i = 0, 1, 2, . . . , and hence the existence and uniqueness of q k (z), k = 0, 1, 2, . . . , are implied by recurrence (2.2) shown below.
For each integer k ≥ 0, let
That is, c k,i is defined as the coefficient of z i in h n+k (z).
YI JIN
It is easy to see that b i and h n+i (z), i = 0, 1, 2, . . . , satisfy the following recurrence:
Proof. From (1.2) the zeros of f (z) are also zeros ofĥ n+k (z). Thus, if the zeros of f (z) are all simple, we can factor
hence the proof of the claim.
If f (z) has root(s) of multiplicity greater than 1, we can view f (z) as the limit of a sequence of polynomials of degree n whose roots are all simple. Since both c k,i andĉ k,i are continuous functions of a 0 , . . . , a n , we conclude that our claim holds in this case, too. Now we can write γ k as a function of c k,i , i = 1 + k, . . . , n + k:
Our algorithm makes use of recurrence (2.2) to compute h n+k (z), from which the coefficients c k,i are extracted to compute γ k and then the lower bounds L k , k = 0, . . . , m − 1. Observe that r k is independent of the polynomial f whose roots we want to bound, so it can be precomputed and stored in a lookup table. We shall assume r k is available to our algorithm. input : f (z) = a n z n + a n−1 z n−1 + · · · + a 1 z + a 0 , a n a 0 = 0 and m. output: The first m lower bounds on zeros of f (z). It is hard to believe that the lower bounds generated by such a simple scheme would be asymptotically sharp, not to mention that each L k has to be a lower bound on zeros of q k (z) = We now use Algorithm 1 to compute the first 7 lower bounds on zeros of f (z): As the above table shows, although the first few bounds are not monotonically improving, the trend is already set. As we explore higher order bounds, this trend toward convergence becomes very clear: In general, the first members of Kalantari's family already exhibit superior performance as individual bounds. In an empirical study conducted by McNamee and Olhovsky [5] , U 2 stands out as the best among a sample of upper bounds, outperforming 44 other bounds in the literature by a wide margin. However, the superiority of Kalantari's bounds are achieved at the price of high computational complexity.
A MAPLE program that implements Algorithm 1 and its upper bound counterpart is available online at http://paul.rutgers.edu/~yjin/MAPLE/kbounds. 
Proof of convergence
In this section we shall prove the following result. Thus, both the lower and upper bounds are asymptotically sharp.
Proof of Theorem 3.1. The key observation is that the sequence
To see this, note that (2.1) implies
Remark 3.3. The above identity may be seen as the limiting case of (2.1) as k approaches infinity.
It is well known in the calculus of finite differences that 
where Q(x) is a polynomial of degree max{d 1 , . . . , d s } − 1 with positive coefficients.
Next we bound c k,i . We shall use the fact that Q(x) is monotonically increasing when x ≥ 0.
Let
Thus,
On the other hand, γ k > r k /ρ min = A k . It is easy to verify that input : f (z) = a n z n + a n−1 z n−1 + · · · + a 1 z + a 0 , a n = 0, a 0 = 1 and k. 
