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SUMMARY
Satellite constellations are an increasingly attractive option for many commercial and mil-
itary applications; they provide a robust and distributed method of accomplishing the goals of ex-
pensive monolithic satellites. Among the many challenges that satellite constellations engender
(challenges in control, coordination, disposal, and otherar as), refueling is of particular interest
because of the many methods one can use to refuel a constellation and the lifetime implications on
the satellites.
The present work presents a methodology for carrying out peer-to-peer refueling maneuvers
within a constellation. Peer-to-peer (P2P) refueling can be of great value both in cases where a
satellite unexpectedly consumes more fuel than it was alloted, and as part of a mixed refueling
strategy that will include an outside tanker bringing fuel to the constellation. Without considering
mixed-refueling, we formulate the peer-to-peer refuelingproblem as an assignment problem that
seeks to guarantee that all satellites will have the fuel they need to be functional until the next re-
fueling, while concurrently minimizing the cost in fuel thathe refueling maneuvers entail. The
assignment problem is then solved via auctions, which, by virtue of their distributed nature, can
easily and effectively be implemented on a constellation without jeopardizing any robustness prop-
erties.
Taking as a given that the P2P assignment problem has been solved, and that it has produced
some matching among fuel deficient and fuel sufficient satellites, we then seek to sequence those
prescribed maneuvers in the most effective manner. The ideais that while a constellation can be
expected to have some redundancy, enough satellites leaving their assigned orbital slots will even-
tually make it impossible for the constellation to function. To tackle this problem, we define a wide
class of operability conditions, and present three algorithms that intelligently schedule the maneu-
vers. We then briefly show how combining the matching and scheduling problems yields a complete
methodology for organizing P2P satellite refueling operations.
x
CHAPTER I
INTRODUCTION AND OVERVIEW OF THE WORK
This thesis presents a high-level framework for the autonomous refueling of satellite constellations
in a peer-to-peer setting. Specifically, we address the following question: given certain parameters
of fuel sufficiency, what are the best way and the best time to carry out refueling operations within
a constellation, assuming that the satellites are refueling each other without any assistance from a
tug or from an external refueling spacecraft?
The purpose of this work is to develop the following elementsof the framework:
1. A clear definition of fuel need for satellites.
2. A distributed way of assigning refueling satellites to fuel-deficient satellites.
3. An intelligent method of organizing the refueling maneuvrs so as to interfere as little as
possible with the functioning of the constellation.
In this chapter, we place this study in the historical context of satellite studies, and then provide
a more detailed overview of the work that we aim to accomplish.
1.1 Historical Perspective
Satellite technology has, since its inception, essentially relied on the paradigm that one highly so-
phisticated satellite, thoroughly tested and designed specifically for a given purpose, is the best
usage of resources for any work that needs to be done from space. This is not to say that no one
gave any thought to distributed satellite systems. As earlyas the 1970s, papers can be found that
explore the concept of space constellations [11]. However,even then, the constellations were only
considered when there was no other alternative. An example of such a system is the GPS sys-
tem, which would be impossible without the constellation ofsatellites that gives at all times several
reference points to calculate location.
Recent years have seen a change in this line of thought. The clearest evidence of this can be seen
in the telecommunications field. For decades, powerful geostati nary satellites have been the norm,
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essentially since Arthur C. Clarke (of2001: A Space Odysseyfame) first proposed the concept in his
1945 paper “Extra-Terrestrial Relays: Can Rocket StationsGive World-wide Radio Coverage?” [17]
In the 1990s, however, thought was given to the replacement of such high-powered machines with
constellations of low-power satellites in low-Earth orbit(LEO), as witnessed by [36, 32, 24], to
name a few.
Satellite Internet is not the only application that envision the use of coordinated constellations.
Some applications, such as oceanic altimetry [45], would rely on the distributed structure of satellite
constellations to improve current results, which are obtained via single satellites or groups of satel-
lites acting independently of each other. Others are entirely novel in their approach: for example,
the concept of interferometric observatories in orbit [25,16]. Finally, we should not neglect to men-
tion the potential satellite constellations have in military pplications, such as missile defense [2].
But all have in common that they push the boundaries of what can be expected and demanded from
satellites.
The challenges that are brought about by this new focus on satellite constellations are numerous
and novel. First and foremost, control of such constellations is an issue, since they must be able to
coordinate in order to achieve multiple tasks. A great deal of research in recent years has therefore
been devoted to optimal control of constellations, see for example [61]. Other challenges include
initialization, [50], as well as the nontrivial question ofdisposal [3], which must be addressed if
constellations with high numbers of satellites are to come in common use.
We focus this work on a different aspect of the satellite constellation concept. All the applica-
tions mentioned above share one common characteristic: they are essentially open-ended. There
is no time-limit to how long one may wish to measure the levelsof the ocean (especially amidst
the growing concern about global warming), or carry Internet traffic, or, for that matter, observe
the outer reaches of space. However the reliability and lifetim of satellites can be limited by
their onboard fuel. Indeed, fuel consumption is inevitableev n for the most static geostationary
satellites, and is an acute issue when dealing with satellite formations, which may need to recon-
figure regularly to transition from one task to the next. As another example, gradual deployment
of constellations leads to space maneuvers of the satellites that are already operational when the
new satellites are added in, so as to maximize the efficiency of the constellations [18]. Since such
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constellations will usually reside in LEO, atmospheric drag will lead to fuel consumption. Thus, the
constellation (after reconfiguration) will be made up of twosets of satellites with differing amounts
of fuel. Therefore, it is natural to wonder whether one may practically refuel satellites in orbit, and
more specifically, whether it is possible to refuel only someof the satellites, with the fuel of the
other satellites. That is the question that we address in this work.
1.2 Satellite Servicing
The idea of on-orbit satellite servicing is in itself nothing ew. As far back as the early- to mid-
1980s, proposals were made that included repair, refueling, a d replacement of active satellites [4,
62], and by the early 1990s, studies were being conducted to evaluate the potential benefits of on-
orbit refueling of US Air Force spacecraft [57].
On-orbit servicing is not, however, merely a conceptual notion. The almost legendary repair
of the Hubble Space Telescope in 1993 is the prime (though notearliest [49]) example both of a
successful servicing mission, and of all the reasons why incorporating servicing abilities into any
design can be beneficial. It illustrates human error and its effects, even under the most exacting
standards of accuracy in manufacturing. The reason the Hubble was unable to focus properly was
the spherical aberration of the main mirror, which had been pai stakingly polished over a period of
years. Astoundingly, there were fully three serious failures in the process: first, the primary mirror
contractor misread an instrument, second, it discarded confli ting results of the backup instruments
as flawed, and third, the NASA overseers did not inquire into the reason for this dismissal. Thus,
even one of the most carefully constructed devices in NASA’shistory was not immune from human
error.
It was therefore fortunate that the Hubble was designed withservicing missions in mind. While
there was a delay of three years until the telescope became fully operational, the first servicing
mission repaired the optical system so the originally planned definition could be achieved, and did so
without the need for extraneous trips. This type of flexibility is precisely what servicing capabilities
can afford—in addition to additional flexibility to allow for upgrades, as discussed in [49].
Servicing itself can take many forms. The very word, “servicing,” is used with various mean-
ings in the literature, as discussed in [49], but for our purposes, we consider “servicing” to be any
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modification of the constellation, either for upkeep or upgrade purposes, that occurs after the con-
stellation first goes online. At one end of the spectrum we canconsider “servicing” operations that
require no physical motion at all: for example, rerouting traffic in a communications constellation in
LEO to compensate for the failure of a node in the communications network (i.e. a satellite). Such
a problem was considered in [58], which also considered the design problem of building a network
that could tolerate the failure of one of the nodes.
At the other end lie servicing operations that involve the complete, permanent reconfiguration of
entire constellations. An example of this type of servicingwas studied by the authors of [18], who
considered the problem of optimally reconfiguring a constellation into another, larger constellation.
Specifically, the problem was as follows: given a mission objective, an existing constellation, and a
number of satellites that are to be added to this constellation, what is the optimal way to reconfigure
and augment the the constellation in order to achieve the mission objective? As much work exists
on optimal configurations for efficient terrestrial coverage by satellite constellations, the authors
focused on optimally assigning orbiting and ground satellites to slots in the final (known) constel-
lation. Their approach, of particular interest because of its similarity to the approach we take to
peer-to-peer refueling in Chapter 4, was to create an assignment problem by seeking to minimize
the∆V incurred during the transfers.
In this thesis, we consider a different kind of servicing problem, namely the satellite constel-
lation refueling problem. We consider this from a very high level of analysis, ignoring several
challenging technical problems. In particular, we assume that satellites are able to rendezvous
autonomously, and that they can exchange fuel in a microgravity environment. Neither of these
assumptions is technically realistic: both the proximity and terminal phases of automated docking
operations are still under active research [38, 64], while great improvements can still be made in
microgravity fluid transfer [15, 14]. Finally, we also neglect spacecraft dynamics in the problem
formulation, which we approach as an orbital mechanics problem only. Nevertheless, these are
“merely” technical obstacles, and do not undermine the validity of the results presented herein; they
only put in question the timetable of their potential usefulness, and perhaps the numerical exactitude
of the simulations.
4
1.3 Satellite Constellation Refueling
Unlike other servicing problems, the question of refuelingconstellations was not specifically con-
sidered until the recent work of Shen and Tsiotras in [51, 60,53, 54]. Constellation refueling can
be achieved via two main methods: outside refueling, and peer-to-peer (P2P) refueling. The idea
behind outside refueling is simply that a tanker spacecraftof some sort will travel to those satellites
that need refueling and provide them with the necessary fuel. The main problem treated in [51]
was the scheduling of those visits so as to minimize fuel consumption. The results presented are
mainly heuristic, but they provide a very good guideline: the visits should be made sequentially
or semi-sequentually along the orbit. Sequentially here means that the refueling spacecraft will
refuel one satellite, and then move on to the next one along the line (measured by angular separa-
tion). Semi-sequentially means that at some point during the maneuver, the refueling satellite will
jump to a satellite other than the nearest one, but will then continue to visit the remaining satellites
sequentially.
It is clear that all constellations will eventually need outside refueling. However, it is possible
that fuel will be consumed in an uneven manner within the constellation. For example, in a con-
stellation of ten satellites, six satellites might be primarily needed for support while the remaining
four are expected to actively change their orientation, or even their orbits, on a regular basis. In
this case, the four moving satellites will consume a lot morefuel than the six static ones. While
it is possible to send a tanker spacecraft to refuel those four satellites every time they run out of
fuel, or even to swap in a fully fueled spare when one of the four most active satellites runs out of
fuel, it may be more fuel-efficient to use the extra fuel from the less active satellites to provide the
moving satellites, at the right time, with what they need, and o ly send a refueling spacecraft when
all the satellites need to be refueled. It is this approach torefueling that we term peer-to-peer (P2P)
refueling.
1.3.1 Peer-to-Peer Refueling
To study the possibilities of P2P refueling, a specific formulation is needed. What exactly is the
objective in refueling those satellites? How do we determine that a satellite is in need of fuel, and
how do we determine that it has fuel to spare? The work in [60, 53, 54] focuses on fuel equalization
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within a constellation: all satellites are considered to beidentical, and the goal is to make sure they
all have as close to the same amount of fuel as possible. It turns out, as we will discuss in Chapter
2, that in a circular constellation, the fuel cost of a rendezvous maneuver between two constellation
satellites can be made arbitrarily small, given enough time. Therefore, the work in [53] focused on
minimizing the total deviation from the constellation average while ignoring the fuel cost. This led
to a simple and elegant theorem, namely that in this instancethe symmetric matching was optimal.
By symmetric matching, we mean matching the satellite with the most fuel to that with the least
fuel, and so on.
In most realistic cases, the time granted for a refueling maneuver will not be sufficiently large
to warrant the assumption of zero fuel cost. In [60, 54], the authors studied the problem of av-
eraging fuel in this more complex situation. In order to include some fuel conservation elements
into the problem, they focused on minimizing the deviation from the initial average. This led to a
non-bipartite matching problem whose solution required imple enting the Edmonds algorithm for
general maximum matchings.
The relative costs of refueling satellites with an externalrefueling spacecraft as compared to
refueling them via a peer-to-peer methodology were studiedin [59] in the context of a mixed re-
fueling strategy. Specifically, the authors proposed that while some external refueling was needed
(since the fuel has to arrive to the constellation somehow),ne way of distributing the fuel would
be to distribute fuel via the refueling tanker to only some ofthe satellites, and use these satellites
to refuel the remaining satellites. Again, the context was one f obtaining a constellation whose
satellites had nearly equal fuel. It was shown in [59] that the use of a mixed-refueling strategy could
indeed lead to fuel savings.
The work in [60, 53, 54] and [59] assumed that all refueling maneuvers were time-constrained.
Specifically, the authors assumed that all refueling maneuvers started at the same time, and had to
be completed by a set time. In addition, it was assumed that single-pairings would be used, that
is, a given satellite could only refuel one other. Moreover the satellite that left its orbit would take
half the allotted time for the forward trip, and the other half for the return trip. As an extension of
this work, attention was given to asynchronous P2P maneuvers as part of mixed refueling strategies,
that is to say, situations where the refueling maneuvers maystart at different times [19]. In addition,
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the case where the forward and return trips were allotted different times were studied. The results
provided further lowering of cost, and thus made mixed refueling strategies even more attractive and
competitive with respect to single-tanker refueling. Neverth less, these studies focused on the origi-
nal formulation of the problem given in [60, 54], where the ida was to equalize the fuel distribution
among the satellites, and as such are not necessarily applicble to the formulation proposed in this
thesis. We do not conduct similar studies here, but we believe, due to the cost-lowering mechanism
we introduce in Chapter 5, that this method is competitive aswell.
We close this section by pointing out that, in this thesis, weare ignoring the risk involved in
moving several satellites at once. It can be argued that it isbetter, if at all possible, to have each fuel
sufficient satellite refuel as many satellites as possible.W are aware of no work in the literature
that quantifies the risk of a maneuver to a satellite, so we arenot able to carry out studies in that
respect, nor is it the purpose of this thesis to do so. The problem of having one satellite rendezvous
with several fuel-deficient satellites is an interesting problem for future study, but we do not concern
ourselves with it in this work.
1.4 Thesis Objectives
As mentioned above, all the work on P2P constellation refueling so far has built around the for-
mulation first presented in [53] and expanded thereafter. This formulation suffers from two large
drawbacks: it assumes identical satellites, and it does notminimize the fuel cost directly. In this
work, we propose an alternate formulation of the P2P refueling problem which can be used both to
obtain an emergency solution in case of unexpected fuel consumption and as a building block we
can use to design a mixed-refueling strategy. This formulation can be applied to constellations with
differing satellites, and is split into two parts: the first deals with minimizing the refueling cost, and
the second deals with minimizing the time the constellationis offline during the maneuvers. The
combined results provide a framework for studying optimal P2P refueling.
1.4.1 Peer-to-peer Matching
The first part of the problem deals with matching satellites so a to have some of them refuel the
others. We will present a notion of fuel sufficiency that is set by the constellation operators, pos-
sibly based on the expected fuel need until the next externalrefueling. This allows us to bypass a
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complicated definition of fuel sufficient and fuel deficient satellites, as they are decided ahead of
time. Given the threshold of fuel sufficiency for each satellite, we will define a pure fuel cost mini-
mization problem by defining fuel deficient and fuel sufficient satellites (for refueling purposes) in
such a way that the associated constellation graph will naturally be a bipartite graph.
Since the graph is bipartite, we will show that the problem ofminimizing fuel consumption
while guaranteeing that all fuel deficient satellites become fuel sufficient after the maneuvers are
completed becomes an assignment problem. Since the assignment problem is easily solvable via
many methods, we choose the one most appropriate to the structure of a satellite constellation: the
method of auction algorithms. By virtue of their easily distributable nature, these algorithms take
full advantage of the satellite constellations structure,and help maintain its robustness by avoiding
reliance on a single central computing satellite. The final result will be a matching between fuel
sufficient and fuel deficient satellites; a matching, moreover, which will be the cheapest matching
in terms of fuel.
1.4.2 Maneuver Scheduling
It would make sense that a satellite constellation, made up as it is of many satellites, would have
some inherent redundancy and would be robust to failure of some f its components. Ideally, any
one of the satellites could fail and the constellation wouldbe able to continue functioning. Nev-
ertheless, the number of satellites that leave their orbital slots during a refueling maneuver (and
that are therefore useless to the constellation during thattime) may be quite a bit larger than this
robustness will compensate for. As such, it becomes a matterof interest to minimize the time that
the constellation will be unable to function by properly sequ ncing the maneuvers dictated by the
matching obtained as a solution to the assignment problem discussed above.
The second part of this thesis treats this problem, which is qu te different from the standard
scheduling problems seen in the literature. We prove certain theorems which allow us to search
for globally optimal solutions while restricting ourselves to a finite set. This set is still very large,
however, and we therefore are limited to heuristics when we search it. Nevertheless, we propose
three algorithms, each of which has desirable properties either n terms of the downtime of the
constellation, or in terms of the fuel consumption. Indeed,we show that with proper sequencing,
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we may add time to the maneuvers obtained from the matching, and thus lower their fuel cost.
1.5 Thesis Outline
This thesis is divided into six Chapters including this Introduction. The remaining Chapters cover,
respectively:
Chapter 2: An introduction to the basics of the concepts used throughout t e thesis. In particular,
a quick review of optimal two-impulse satellite rendezvous, a brief introduction to assignment prob-
lems as linear programs, and an overview of the scheduling literature as relevant to the scheduling
problem to be developed in Chapter 5. This chapter will serveboth as a foundational chapter and as
a literature review.
Chapter 3: The formulation of the P2P refueling problem as an assignment problem, including
calculations of the “benefits” as fuel cost.
Chapter 4: The solution of the assignment problem via auction methods.The various forward
auction algorithms that can be used to solve this assignmentproblem are presented, with particu-
lar attention being paid to the asynchronous auction algorithm, which is robust to communication
failures and delays; numerical examples for the various algorithms are given.
Chapter 5: A formulation for the scheduling problem, and heuristic algorithms to solve it. Con-
ditions for operability of a constellation are developed, two scheduling heuristics and one fuel-cost
reduction algorithm are introduced, and their desirable prope ties proven.
Chapter 6: The conclusions we can draw based on this work, as well as someproposed future
directions of study for autonomous peer-to-peer refueling.
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CHAPTER II
BACKGROUND AND LITERATURE REVIEW
This thesis is based on several disparate subjects, and as such may not be accessible to those familiar
with any one of them without some introduction to the others.This chapter is therefore dedicated to
presenting the rudiments of knowledge required to place thecontributions of this work in context,
as well as a literature review of each of the areas. We begin bya section on optimal two-impulse
maneuvers, and discuss phasing maneuvers, which yield the op imal N-revolution transfer for co-
orbital satellites in a circular orbit. We then briefly discus linear programming in general and the
assignment problem in particular, presenting some of the methods for the solution of the problem
that were not used in this work. Finally, we present an short overview of scheduling problems.
2.1 Optimal Two-Impulse Transfers
The simplest problem in gravitational mechanics is the two-body problem: analyzing the relative
motion of two masses under the influence of gravity—masses such as the earth and the sun. It
was observed by Kepler [29] and mathematically confirmed by Newton [37] that the planets moved
around the sun in ellipses, that the line joining the planet to the sun sweeps equal areas in equal
times, and that the square of the period is proportional to the cube of the semi-major axis. Newton
in fact generalized these observation, known as Keplers Three Laws of Planetary Motion, to conic
sections, which occur depending on the energy-level of the orbit: ellipses are the lowest energy
orbits, parabolas are the singular-point orbits, and hyperbolas are high-energy orbits [6].
In the context of satellite rendezvous, hyperbolas and parabolas, being higher energy orbits,
are too expensive in terms of fuel to be used as trajectories,so we will limit the discussion to
elliptical orbits. Even more restrictive, we will only consider two-impulse trajectories, since the fuel
conservation resulting from calculating optimal trajectories with more than two impulses is offset
by the greater computational burden [55]. We are therefore cncerned with the Lambert problem,
also known as the Gauss problem [6]: given two fixed pointsP1 , P2 in space at a distancer1 and
r2 from an attracting bodyM , a direction of flight aroundM, and a time of flight f assumed to be
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long enough to allow elliptical orbits, determine the transfer orbit that will take a spacecraft from
P1 to P2 . Direction of flight is important because given any two points i space and a mass around
which they are orbiting, there are two elliptical orbits that will take a spacecraft fromP1 to P2 in
time tf , each with a different direction of motion.
Since satellites occupy well-known orbits, the Lambert problem is exactly a rendezvous prob-
lem: P1 is the initial location at a timet0 of the satellite that will move, which we term the active
satellite, andP2 is the final location at timet0 + tf of the satellite that does not move (in the rotating
reference frame of the orbit), which we term the passive satellite. The time of flight was shown by
Lagrange (who was confirming a hypothesis by Lambert) to depend strictly on three quantities [44]:
the semi-major axis of the transfer orbit, the sum of the distance of each of the two points from the
central attracting body, and the distance separating thosetwo points. Mathematically,
√
µtf = a
3/2[2Nπ + α− β − (sinα− sin β)], (1)
wherea is the semi-major axis of the transfer orbit,µ is a gravitational parameter depending on the
















whered is the third side of the triangleP1P2M (the so-called space triangle), ands = (r1 + r2 +
d)/2 [43]. In [42], the author provides both the method of quadrant determination of the anglesα
andβ and a geometrical interpretation of their meaning.
The original Lambert theorem was derived for the case where tspacecraft stays on the transfer
orbit less than a full revolution [44]. The more general case, known as theN -revolution transfer
orbit problem was studied by Prussing [43]. In this case, foreach transfer timetf , 2N + 1 possible
orbits exist, whereN is the maximum number of revolutions that can be completed along any
transfer orbit. There areN more orbits than the maximum number of revolutions because for ach
N ≥ 1, there are two possible orbits: one with large eccentricity,and one with small eccentricity.
A standard measure of the cost of a maneuver is the velocity increment∆V required to carry
it out—specifically, it is the total impulsive change in velocity that must be applied to a spacecraft
in order to move it from its initial orbit to its final orbit. The authors showed in [52] that the∆V
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required to transfer a spacecraft from a circular orbit passing through pointP1 onto a given transfer
orbit (one of the2N + 1 possible ones), and back onto a circular orbit passing through pointP2
depends only on the semi-major axis of the transfer orbit, given a fixed transfer time. Based on
this observation, the authors developed an algorithm to findthe optimal two-impulse orbit and its
associated∆V by checking only two of the2N + 1 possibilities shown to exist in [43].
We note two things. First, what complicates the Lambert problem is the specific, pre-set time of
flight and the initial and final positions. If the time of flightand final location on the target orbit are
free, the optimal two-impulse transfer between two circular orbits is given by the Hohman transfer,
which consists of two apsidal impulses. Here, apsidal impulses mean impulses at the periapsis and
apoapsis of the transfer orbit, parallel to the velocity of the spacecraft. Second, all these studies
were based on numerical solutions to the implicit Equation (1). There is no known closed form
solution to either the zero revolution orN -revolution Lambert problem, except in the specific case
whereP1 , P2 andtf are chosen so as to allow a Hohman transfer; thus, an extension of Battin’s
method for solving the Gauss problem [7] was introduced by the authors of [52] in [56] in order to
be able to solveN -revolution Lambert problems.
Despite these computational complexities, the authors showed numerically in [52] that given
enough time, a coasting rule could be applied which would lea, in the case wherer1 6= r2, to
Hohman transfers. If insufficient time was allotted, the coasting rule could still be applied to reduce
the calculated cost of a fixed end-time transfer. Because in this thesis we limit our numerical studies
to circular constellations (although the methodology we develop is not limited to them), we pay
careful attention to the special case wherer1 = r2, described in the next section.
2.1.1 Calculation of∆V : r1 = r2
There is a simple solution to the Lambert problem in the case wh rer1 = r2 and the location ofP2
and timetf are selected so thatP2 = P1 andtf allows an integral number of revolutions of an orbit
with slightly higher or slightly lower apoapsis or periapsis, respectively. In this case, a closed form
solution does exist for the optimal transfer in the majorityof cases, namely the phasing transfer.
Like the Hohman transfer, this type of maneuver also uses tangential initial and final impulses. The
idea is to move the active satellite to an elliptical orbit byeither raising the apoapsis or lowering the
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periapsis by an appropriate amount, and then waiting for thepassive satellite to rendezvous with the
active satellite at the point where the active satellite’s nw orbit tangentially intersects the original
orbit. Thus, the rendezvous occurs at the same point in spaceas the departure. The return maneuver
follows the same principle in reverse.
We mention in passing that the Euler-Hill equations, which are very useful to describe the
motion of objects that are close to each other in orbit, do notapply in this particular case. In
particular, the angular separation of the two satellites makes linearization problematic, while the
phasing solution expounded below is an exact solution.
Computing the cost of a phasing transfer is much simpler thancomputing the cost of a multiple-
revolution Lambert transfer and can be done analytically. Specifically, the∆V for satellitei to ren-
























































θij mod 2π, if − π ≤ θij mod2π ≤ π,
θij mod 2π − 2π, if θij mod 2π > π,



















−1 if a > r andθ̃ij > 0,
1 if a < r andθ̃ij < 0,
0 otherwise,
(6)
wherea is the semi-major axis of the transfer orbit.
While the above calculations are useful, it is important to keep in mind that the phasing maneu-
ver is not always the optimal two-impulse transfer between two satellites. As shown in Figure 1,
























Figure 1: Comparison of∆V between the general (Lambert-transfer) and phasing rendezvous, for
a separation angleθij = 100◦. For the majority of cases a phasing transfer is optimal. Even in cases
when it is not optimal, the degree of sub-optimality is small.
line) is less expensive than the phasing solution (solid line). In addition, if the time allotted to the
maneuver is less thantmin, a phasing maneuver is not even possible. However, it is alsoclear that
the phasing solution is optimal in the vast majority of cases, thus making it a reasonable approxi-
mation of the real cost, especially when a large number of revolutions is allowed. If needed, both
the phasing and the Lambert-based∆V can be computed, and the lowest one chosen.
We now move on to the second area that this thesis touches, namely, linear programming.
2.2 Linear Programming and Assignment Problems
Linear programming (LP) is the study of solutions to problems of the form:
min cTx (7)
such that: Ax ≥ b (8)
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wherec, x ∈ Rm, b ∈ Rm, andA ∈ Rm×n. Linear Programming is thus an optimization problem.
While the problem above seems rigid, it is in fact a specific form f a general class of problems and
has very wide applications [10]. To name a few, for completenss, linear programming can be used
to:
• Schedule shifts for nurses at a hospital.
• Find optimal network flows to carry a commodity from a set of sources to a set of sinks.
• Create a balanced diet with foods of known nutritional content (the so-called diet problem,
also sometimes referred to as the “virtual carrot” problem).
• Assignn people ton jobs so that the cost of labor is minimized.
Those four applications barely scratch the surface of the uses of LP. It was of great practical
significance, therefore, to develop efficient algorithms tosolve these problems, since no closed-
form solutions are known. The most general and powerful of these algorithms is known as the
simplex method, and was introduced by George P. Danzig in 1947 [10]. The idea of the algorithm
is based on the geometry of the problem.
To begin with, we note that the closed set defined by
Ax ≥ b (9)
defines a polyhedron inRn, as each of the inequalities, when set to equality, defines a plane. The
polyhedron may be feasible or infeasible: feasible if it contains at least one point, infeasible other-
wise. In addition, it may be bounded or unbounded. If bounded, it is referred to as a polytope. For
simplicity of exposition, we will restrict discussion of the simplex method to polytopes, although
the algorithm is quite capable of detecting an unbounded polyhedron and, where applicable, state
that the solution is unbounded. Note that the polytopes defined as above are all closed. It is shown
in [10], which is the main source for this brief exposition, tha they are also convex, which is crit-
ical to many of the proofs of the validity of the simplex algorithm, as well as those, perhaps more
important, about duality theory.
Geometrically, minimizing the functioncTx over a polytopeP is equivalent to taking a hyper-
plane perpendicular to the vectorc, and translating that plane as far as it can go in thec direction
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while still having at least one point on the plane also inP. Such a point is a solution to the optimiza-
tion problem. Our 3-dimensional intuition generalizes well in this particular instance, and we have
two easily understood cases:
1. There is a unique solution, i.e., it is possible to push thehyperplane far enough so that only
one point is both on the hyperplane and in the polytope. This point is one of a family of points
called basic feasible solutions in the context of the simplex m thod, and more simply vertices
in the geometrical sense. They have the property that at least n of the constraints are active,
meaning that they hold at equality.
2. There are infinitely many solutions. In three dimensions,thi is equivalent to there being an
edge or a face of the polytope that is parallel to the hyperplane defined byc. Note that in this
case, there are still basic feasible solutions in the solution set: the vertices at the limits of the
line or plane.
From the geometrical intuition above, we can explain the simplex method as a method of first,
finding a vertex ofP (i.e. a basic feasible solution) and second, traversing thevertices until an
optimal vertex if sound. The simplex method, then, follows the edges of the polytope from vertex
to vertex until it finds a one that it can verify is an optimal soution. At each vertex, the simplex
applies a specific rule, known as a pivoting rule, in order to select which of the possible vertices to
visit next. While for each problem, a specific pivoting rule may be more appropriate, there currently
is no way to know a priori which pivoting rule is appropriate for which problem.
This leads into one of the problems of the simplex algorithm:while it is certainly effective, it has
poor guaranteed performance. In particular, Klee and Mintycreated examples of transformed cubes
in Rn that would lead the simplex algorithm, using a greedy pivoting rule, to visit all2n vertices of
the cube before reaching an optimal solution [31]. Since then, r searchers have found pathological
examples of polyhedrons for each pivoting rule currently inuse that will force the simplex method
to visit all vertices.
A different approach, that of continuous interior point methods, was first introduced by Khachiyan
in 1979 in the form of the ellipsoid algorithm [30]. This algorithm was revolutionary in that it was a
provably polynomial algorithm (meaning that it found a solution quickly, in the sense of complexity
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theory), but its practical performance was very poor compared to the simplex method (meaning that
it found a solution slowly, in the sense of usefulness theory). A better algorithm was proposed by
Kamarkar in 1984 [28]. This method was the first competitive solution method for LP problems
with a polynomial running time guarantee. By competitive, wmean that the practical implementa-
tion of the algorithm surpassed the speed of the simplex imple entations of the time by a factor of
50—certainly a tremendous gain [65]. The resulting competition between the two methods has led
to great increases in performance of the various implementatio s of both interior-point and simplex-
like algorithms.
2.2.1 Duality
Duality theory is an integral part of mathematical programming, and its particularly elegant results
in the case of linear programming form the basis of both the theoretical refinement of LP theory
and the development of highly efficient implementations of the simplex method. Briefly, it can be
shown that every linear program has a dual problem. In the casof a problem in the form (7)-(8),
the dual problem is given by:
max pT b (10)
subject to: pT = cT (11)
p ≥ 0. (12)
The dual problem has several important properties, namely:
1. The dual of a minimization problem is a maximization problem, and vice versa.
2. The dual of the dual of a problem is the problem itself.
3. If x ∈ P andp ∈ Q, whereQ is the dual polyhedron (Clark’s theorem states that ifP is a
polytope,Q must be an unbounded polyhedron, assuming both are feasible), we have:
cTx ≥ pT b, (13)
a result known asweak duality.
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4. If x andp are optimal solutions to the primal and dual problem respectiv ly, then
cTx = pT b (14)
a result known astrong duality.
5. If x andp are optimal solutions to the primal and dual problems, respectively, then
pi(a
T
i x− bi) = 0 ∀i = 1, 2, . . . , n (15)
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a result known ascomplementary slackness.
We take particular note of complementary slackness, as it isa crucial element of the auction
algorithm which we describe in detail in Chapter 4. All theseresults are well-established in the
field, and were introduced by von Neumann in 1947 and Gale, Kunh, a d Tucker in 1951, the
last two being equally well-known for the Karush-Kunh-Tucker (KKT) conditions of nonlinear
programming.
2.2.2 The Assignment Problem
A field closely related to linear programming is that of Integer Programming (IP), which can, in its
most general form, be expressed as the same problem as given by (7)-(8), with the added restriction
that all elements of x must be integer. This simple modification results in tremendous complication
of the problem. In particular, this problem can be shown to bel ng to the class ofNP -hard prob-
lems, which contains some of the most challenging combinatorial problems, including well known
examples such as the Hamiltonian Cycle and Traveling Salesmn problems.
Nevertheless, not all instances of the general IP problem areNP -hard. In particular, the as-
signment problem is a special case whose properties make it tractable. Consider a set ofm persons
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D = {i : i = 1, . . . ,m} that has to be assigned to a set ofn objectsS = {j : j = 1, . . . , n}, where
m ≤ n, such that(i, j) ∈ Ef , whereEf denotes the set of all allowable pairs. For every personi
the setN (i) consists of all objects that personi can be assigned to, i.e.N (i) = {j : (i, j) ∈ Ef}.
For each objectj ∈ N(i) there is a benefitaij for matching personi with objectj . The objective is
to find the person/object pairs(i, ji) so that all persons are assigned only one object, and such that
the total benefit
∑
i∈D aiji is maximized among all possible person/object pairs. It is also ssumed
that each object can be assigned to only one person.
In practice, we can assume thataij is defined for each object, since we can assign a very small
number (essentially−∞) to all aij such thatj /∈ N (i). In the standard case wheren = m, the

















xij = 1 ∀j = 1, 2, . . . , n (20)
xij ∈ {0, 1} ∀i, j (21)
The first set of conditions insures that no person is assignedto more than one object, while the
second insures that no object is assigned to more than one person. The last condition, the integrality
condition, ensures that half a person isn’t assigned to a third of an object.
The history of the solutions of assignment problems is rich and interesting. The first solution
is Kuhn’s Hungarian method, based on the work of Hungarian mathematicians D. König and E.
Egervary, which is already strongly polynomial. It was usedas the foundation of seminal work in
transportation and general minimum flow problems [20].
During the 1950s the work of Hoffman and Kruskal [23] proved,among other things, that the in-
tegrality constraints of the assignment problem were unnecessary, and could be replaced by simple
nonnegativity constraints. In other words, the assignmentproblem is in fact a linear programming
problem that is guaranteed to have integral solutions, because of the special structure of the con-
straint matrix—specifically, the matrix is unimodular [23,10]. Combined with the fact that the
right-hand-side constraints are integral, this suffices torewrite the problem as an LP.
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Assignment problems, however, are specialized problems even within the LP category: they
can be viewed as network flow problems. It is well known that polyn mial time algorithms, such
as the Ford-Fulkerson max-flow algorithm, exist to solve such problems [39], and those algorithms
can also be applied to the assignment problem. But most importantly for this work, a method of
solving the assignment problem via an auction-like mechanism, known as the auction algorithm,
was introduced by Bertsekas in 1979 [8]. This method, which also has a strongly polynomial
running time for the symmetric assignment problem, is the method we selected to solve the peer-to-
peer matching problem, for reasons which we will describe inmore detail in Chapter 4.
2.3 Scheduling
The last topic that this thesis touches on in its attempt to create a methodology for P2P satellite
refueling is that of scheduling. The problem will be shown toarise quite naturally as we try to limit
the effect of the refueling process on constellation operations. Much like the two topics sketched
above, scheduling is a vast field. Unlike, however, those topics, there is not a central problem that
can be termed the “scheduling problem” from which all else derives. Rather, a vast class of problems
can be termed scheduling problems, even when their mathematical structure is markedly different.
The first class of scheduling problems relevant to the present research is the class of job shop
scheduling problems. A job shop scheduling problem consists of a set ofjobs{J1, J2, . . . , Jn} to
be processed throughm machines{M1,M2, . . . ,Mm}. Each job must be processed through each
machine once and only once (note that the time that any machine needs to spend processing any
given job can be set to zero). Each operation is denotedij , referring to thei-th job’s operation on
the j-th machine [21]. Each job typically also has a due datedi. The problem is then to schedule
the jobs so as to optimize some metric.
There are many possible metrics for the job-shop schedulingproblem. To name a few, we
can try to minimize the makespan (total time to complete all jobs), the total lateness (sum of the
differences between the due dates and the termination datesof all jobs), the total tardiness (the sum
of the positive differences between the due dates and the termination dates of all jobs), the average
lateness, or the average tardiness. Many more examples of target metrics can be found in [21].
An additional element of the problem is that some (or all) theop rations for each job may
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have precedence constraints, i.e.oij1 may need to be completed beforeoij2 may begin. Further
expansions of the model can be included, such as ready-dates(a particular operation may not begin
before a specified time).
Job-scheduling problems have been shown to be NP-hard [41] except in specific cases [26] of
limited interest. There are several general approaches to job-shop scheduling. The main one uses
disjuntive graphs, which represent the job schedule as a flowpr blem that includes both directed
conjunctive arcs denoting precedence relations between oprations and disjunctive arcs, denoting
operations that cannot concurrently be carried out becausethey both use the same machine. This
approach was first proposed by Roy and Sussman in 1964 [46, 40], and sought to find ways of
replacing the disjunctions by conjunctive arcs, thus obtaining a sequence of jobs for each machine.
Another option has been to formulate the problem as a mixed-integer program (MIP), by which we
mean a LP-type problem in which some, but not all, the variables are required to be integer.
More recently, constraint satisfaction programming (CSP)has been studied as a way to approach
many scheduling problems, and in particular the job-scheduling problem. In [27, 35], the authors
propose a repair technique for scheduling problems (thoughnot necessarily job-scheduling prob-
lems) based on the empirical behavior of neural nets to improve initial solutions. Another novel
approach from the past decade consists of the use of reinforcement learning to train neural networks
to detect domain-specific regularities in a vast class of job-scheduling problems [67, 66], i.e. train-
ing the neural network to spot and exploit the special structure hat each job-scheduling subclass of
problems may have. These learning- and repair-based techniques have been successful in speeding
up the performance of scheduling algorithms. This is particularly important since the general CSP
problem is NP-complete and computationally intractable.
The second class of scheduling problems that bear resemblance to the scheduling problem of
Chapter 5 is the server upgrade problem encountered in Internet applications [1, 22]. This prob-
lem has in fact more in common with our problem than the job scheduling problem, whose main
relevance to this work is the investigation of repair techniques. The server upgrade problem can
be stated as follows: given a number of servers running an applic tion online, how can they be
upgraded to the next version of the application without interfering with the operations the servers
are carrying out?
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The solutions proposed in [1, 22] do not revolve around scheduling alone—indeed, the main
line of research seeks to find ways to update each server without affecting its operation, not, as a
scheduling problem would imply, around finding a way to take servers down without significantly
affecting the operation of the online application that is run on those servers. Thus, as we will
discuss in Chapter 5, the scheduling problems do not model our pr blem adequately, while the server
upgrade problems try to solve it in ways that are not open to us. This motivates the development of
new methods to attack our specific problem.
2.4 Summary
This chapter gave a brief overview and literature survey of the three main fields that form the basis
for this thesis: two-impulse orbital transfers, linear programming and assignment problems, and
scheduling theory. With the foundations set here, we are ready to move on to the development of
the peer-to-peer refueling methodology that is the core of this thesis.
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CHAPTER III
THE PEER-TO-PEER REFUELING PROBLEM
This chapter is concerned with the formulation of the P2P refueling problem. We will show that it
is reasonable to model the fuel needs of individual satellites so that a natural bipartition is created
among them, dividing the constellation into fuel sufficienta d fuel deficient satellites. We will then
formulate the refueling problem as an assignment problem, which is a format particularly suited for
solution via auctions, as will be seen in Chapter 4.
For the purposes of the next two chapters, we will assume thatall the refueling maneuvers are
to start at the same time. Therefore, all the data for the satellites is given either at the initial time, or
at times specified relative to the initial time. We now explain the core concept of P2P refueling.
If we have a constellation of satellites, some satellites may have fuel to spare, while others may
have too little fuel (precise terminology will be introduced later in the chapter). The question then
arises: is it possible to refuel those satellites which havetoo little fuel using the extra fuel of the other
satellites? If so, we will want to do this as cheaply as possible, .e. with as little fuel consumption
as possible, and within a certain time frame. This last is a reasonable condition, since even a very
robust constellation may have to go off line for such a refueling maneuver, and we would like to
keep such disturbances in performance to a minimum.
Several issues arise immediately. Firstly, what is meant by“too little” and “too much” fuel?
The work in [53, 54, 60] sought to minimize the deviation fromthe average fuel of the constellation
at the end of the maneuvers. Therefore, satellites with morethan the average amount of fuel had
“too much” while those with less than the average amount of fuel had “too little.” While this makes
sense in the case of identical satellites, it is not a useful standard in cases where some satellites may
have huge fuel capacities, while others may have very small ones. The formulation presented in this
work, based on fuel need, has wider application to general constellations.
Another question is how to organize the refueling process itself. One could, for example, pool
all the extra fuel in as few satellites as possible and have those satellites make the rounds to refuel
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those in need. Alternatively, one could have each satellitew h “too much” fuel refuel as many
needy satellites as it can on its own. Finally, we may requireah ad of time that less than half the
satellites be needy, and have them be refueled by pairing them up with surplus-carrying satellites.
This approach is the one used in this work, under the key assumption that each satellite must be in
its own slot in order for the constellation to function properly.
Given how we plan to approach the refueling problem, we can defi e arefueling transactionas
an operation involving two satellites which starts and endswith both satellites in their original slots,
with some sort of a rendezvous and a fuel transfer occurring in the interim. There are two main
ways of organizing a rendezvous: one of the satellites goes to the other satellite’s slot, or both move
and rendezvous in a third location. In this work, we use the first approach, but note that research is
being carried out to determine whether there would be any significant benefit the second approach.
The final issue that must be addressed is that of constraints.It makes sense that there would
be a time constraint on the refueling operation. Other constraints may include conditions on when
satellites can move, or even prohibition of some satellitesmoving at all. For the purposes of this
chapter, we assume that the only constraint is the time constrai t. Additional constraints will be
introduced when we tackle the scheduling problem, in Chapter 5.
3.1 The Feasible Constellation Graph
We begin by considering a constellationC = {sk : k = 1, 2, . . . , N} ofN satellites. These satellites
are not necessarily identical and not necessarily on the same orbit; they are assumed to be a part
of the constellation because they are, in some way, requiredfor the constellation to perform its
function. Each satellite has a dry massmk, a specific impulseIspk, a fuel capacityf̄k, and fuel
contentf−k at the time when refueling is about to start. We now introducethe notion of the fuel
need of a satellite.
Suppose a constellation gets refueled at regular time intervals. It is possible, either because
of unexpected fuel expenses, or because the constellation was designed to take advantage of P2P
refueling methods, that at some point in time, some of the satllites will no longer have enough fuel
to remain operational until the next refueling. The amount of fuel a satellitesk must have to remain




clear, then, that at any given time, there are two types of satellites in the constellation:fuel deficient
satellites, meaning satellites such that
f−k < fk, (22)
andfuel sufficientsatellites, meaning satellites such that
f−k ≥ fk. (23)
We can then partition the constellationC into two disjoint sets: that of fuel deficient and that
of fuel sufficient satellites. Specifically, letD = {i : i = 1, 2, . . . ,m} denote an index set of all
fuel-deficient satellites, andS = {j : j = 1, 2, . . . , n} denote an index set of all fuel-sufficient
satellites, where there exist two one-to-one mapsφ andψ such thatφ(i) 7→ ki andψ(j) 7→ kj and
φ(i) 6= ψ(j) for anyi, j. Note that, by definition,N = m+ n.
To facilitate the formulation of the P2P refueling problem,we next introduce the notion of a
constellation graph. As first discussed in [60, 53, 54], the vertex set of the constellation graph
consists of the satellites, while its edge set consists of the potential pairings. In our case, the sets
D andS induce a natural bi-partition on the setC, and we can define the bipartite graphG =
{φ(D) ∪ ψ(S), E}, where the notationφ(D) denotes the mapping of all the elements ofD into C,
and where the set of edgesE = {(φ(i), ψ(j)) : i ∈ D, j ∈ S} has as vertices pairs of fuel sufficient
and fuel deficient satellites. Note that this graph is a complete bi-partite graph.
It is clear that not all pairs in this complete graph need represent a physically achievable ma-
neuver. For example, one of the fuel sufficient satellites might be exactly fuel sufficient, that is,
condition (23) holds at equality. Clearly, then, this satellite cannot afford to rendezvous with any
other satellite, much less give up fuel. To account for such situations, we introduce some termi-
nology. In a given refueling transaction, theactivesatellite is the satellite which leaves its orbit to
rendezvous with the other,passive, satellite. We can define two necessary conditions for feasibil-
ity of a pair (i, j) as follows, where the subscriptsi andj refer to members of the setsD andS
respectively (this can be done without ambiguity since the mapsφ andψ are one-to-one):
1. One of the satellites in the pair must have enough fuel to ini iate a rendezvous. Definingpiij
as the fuel cost of satellitei leaving its orbital slot and transferring to that of satellij, and
pjji analogously, this means that eitherp
i
ij ≤ fi (i is active), orpjji ≤ fj (j is active).
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2. There must be enough fuel in the satellites so that after the efueling transaction is over, both
satellites are fuel sufficient. Definingcij as the total fuel cost of the maneuver (i.e., the orbital
transfers), the fuel in a feasible pair must satisfy :
f−i + f
−
j − cij ≥ f i + f j (24)
Expressions for the quantities defined above will be calculated in detail in a subsequent section.
Suffice it to say, for now, that they are well defined for every case. With that in mind, we partition
the setE as follows:
A = {(φ(i), ψ(j)) ∈ E : (i, j) is feasible andi can be active}, (25a)
P = {(φ(i), ψ(j)) ∈ E : (i, j) is feasible andj can be active}, (25b)
U = {(φ(i), ψ(j)) ∈ E : (i, j) is infeasible}, (25c)
where a pair is considered infeasible if it fails either of the two conditions set out above. Note
that in generalA ∩ P 6= ∅, since it is possible for both satellites to have enough fuelto initiate a
rendezvous.
Given the above, we can define thefeasible edge setasEf = {(φ(i), ψ(j)) ∈ A ∪ P}, and the
feasible graphasGf = {φ(D) ∪ ψ(S), Ef}. The graphGf is a representation of all the possible
pairings of satellites. The optimal matching, i.e., the matching that will cost the least fuel, must be
chosen from the pairs contained in this graph.
3.2 The Peer-to-Peer Assignment Problem
Now that the feasible constellation graph is well defined, weturn our attention to the assignment
problem proper. Recall that we are trying to match the satellites on a one-to-one basis so as to
minimize the fuel consumption of the whole refueling process. A time constraint, as discussed at
the beginning of this chapter, is implicit in the costcij associated with a pair(i, j), as was seen in
Section 2.1.1.
Let N (i) = {j ∈ S : (i, j) ∈ Ef} denote the set of fuel sufficient satellites that can perform
a refueling maneuver withi ∈ D, where for the rest of the chapter we write, by abuse of notation,
i andj instead ofφ(i) andψ(j) in all expressions. Because we allow only one fuel exchange per
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satellite, the product of the P2P refueling strategy will bea matchingM ⊂ Ef that minimizes the
fuel consumption of the maneuvers. By matching, we mean a setof edges ofEf such that no two
edges share a vertex.
The problem of finding the optimal matchingM∗ can be formulated as an integer program over

















xij ≤ 1, ∀ j ∈ S, (28)
xij = 1 =⇒ j ∈ N (i), i ∈ D. (29)
xij ∈ {0, 1}, ∀ i, j. (30)
Equation (27) enforces the condition that every fuel deficient satellite must be paired with ex-
actly one fuel sufficient satellite. Inequality (28) enforces the condition that every fuel sufficient
satellite can be paired with at most one fuel deficient satellite. Equation (29) simply states that all
pairs considered are feasible. Note that for a problem to be feasible, necessarilyn ≥ m.
An integrality constraint onxij is not needed since it is known that assignment problems always
have integral solutions [10]. In other words, one may replace (30) with the conditionxij ≥ 0,
without loss of generality.
The above is an assignment problem, which allows us to use many ethods to solve it. We
present the auction algorithm in Chapter 4 as a possible candid te. For now, we turn our attention to
the detailed calculation of expressions forcij and thepiij andp
j
ji quantities on which the setsN (i)
depend.
3.3 Fuel Cost Calculations
Consider two satellitesi ∈ D andj ∈ S in circular orbits of (possibly different) radiiri andrj , and
separated initially by an angleθij , as shown in Figure 2.
We assume that the satellites will rendezvous by applying a two-impulse rendezvous strategy.







Figure 2: A basic rendezvous configuration.
amount of timetiij. Let ∆V
i
ij = ∆V (t
i
ij, θij) denote the two-impulse velocity increment required
for satellitei to leave its orbital slot and rendezvous with satellitej under the time constrainttiij.
Since we discussed calculation of the∆V quantities in the previous chapter, we will assume that
they are known.











whereσi = g0Ispi andg0 is the acceleration of gravity at the surface of the Earth.
The return fuel costpiji can be similarly computed from
piji = (mi + f
−





wheregij denotes the amount of fuel transferred fromi to j. Note that, in general,∆V iij 6= ∆V iji =
∆V (tiji, 2π − θij), even iftiij = tiji; see, for example, [52].
From (31) and (32), it is clear that in order to minimizepiij + p
i
ji the quantitygij must be
maximized, subject to the constraint
gij ≤ f−i − piij − piji − f i, (33)




i − piij − piji − f i,
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and the corresponding value forpiji is















Equations (31) and (34) give the optimal fuel cost in the casewh re satellitei is active, and
under the assumptions thati has enough fuel to complete the first leg of the rendezvous andthat
there is enough fuel inj to transfer overgji units of fuel toi.
Similarly, when satellitej is active, the cost for the forward trip is given by









whereas the return transfer cost is given by











In this casegji’s value is limited by the fuel requirement forj to be able to make its return trip, and
by the amount of fuel that satellitei is capable of accepting. Now, equation (36) implies thatgji
must be maximized in order to minimizepjji + p
j
ij. Recalling thatf̄i is the maximum fuel capacity
of satellitesi, the optimal transfer fuel fromj to i, in this case is given by




ji , f̄i − f−i }, (37)








































if g∗ji = f̄i − f−i ,











if g∗ji = f
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Finally, the costcij assigned to satellite pair(i, j) is given by




assuming both satellites can be active. Obviously, if only oe can be active, the corresponding cost
(piij + p
i
ji or its counterpart) will be the fuel cost of the maneuver.
With the results above, we can fully form the feasible constellation graph over which the assign-
ment problem is formulated. We note that all the calculations depend on the∆V required to carry
out the two-impulse maneuvers, which we discussed in Chapter 2.
3.4 Summary
We now have completely formulated the P2P refueling problemas a well-defined (though possibly
infeasible—this discussion is deferred for the next chapter) assignment problem, given in (26)-(30).
Since the assignment problem is well studied, many solutions exist. We are therefore interested
in the solution that is most likely to play to the strengths ofa satellites constellation. This is the
purpose of the next chapter.
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CHAPTER IV
SOLUTION OF THE PEER-TO-PEER REFUELING PROBLEM VIA AUCTION S
As discussed in Chapter 3, the P2P refueling problem can be formulated as an assignment prob-
lem. The fact that the assignment problem is a linear programming problem opens the door to
the many solution methods developed for linear programs. The simplex method, by far the most
popular method for solving general LPs, is one possible approach to the P2P refueling problem.
Nevertheless, it is unwieldy, s mentioned previously, especially in light of the specialized algo-
rithms that exist for specialized LPs. The assignment problem in particular can be reformulated as
a network flow problem, and such problems admit solutions viaspecialized algorithms that exploit
the unique structure of the constraints. However, one method in particular, which was initially de-
veloped specifically for the assignment problem, has great promise as a solution approach to the
satellite P2P refueling problem, namely the solution of theassignment problem via auctions.
Auction algorithms have two inherent advantages over the simplex method: firstly they are
guaranteed terminate in polynomial time (the simplex method generallyterminates quickly, but can
require an exponential number of iterations under some circumstances), and secondly they admit a
distributed implementation—ideal for a constellation where we would prefer not to depend on any
one satellite too much. These two advantages are counterbalanced by the fact that optimality of
the solution obtained via auctions is only guaranteed within bounds. However, since those bounds
can be made arbitrarily small, this disadvantage is slight,and may even work to our benefit, as will
be discussed later. Another advantage, however, is that theauction algorithm can be implemented
just as easily for the asymmetric assignment problem that the P2P refueling problem generates as
for the symmetric case. The cost is the strongly polynomial running time, which can no longer
be guaranteed, since the scaling method used to guarantee a strongly polynomial running time for
the symmetric case can no longer be applied [8]. Nevertheless, the algorithm maintains a weakly
polynomial running time.
Our choice to study the auction algorithm is not, ultimately, dictated by clear computational
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advantages over other methods. It is, rather, the distributable nature of the algorithm that is of
greatest appeal. In this thesis, we try, when possible, to use methods that can take advantage of the
multiple satellites, i.e. the multiple processors, that wehave available in the constellation to design a
methodology that can be carried out by the constellationindependentlyof the ground control system.
The auction algorithm offers precisely such a solution to the matching problem: a solution where all
that is required in terms of central computation is for one sat llite to keep track of which satellites
are assigned and which are not, so as to declare the matching pase terminated (the scheduling
phase is discussed in Chapter 5).
There are several ways of implementing auction algorithms for a constellation. First, we may
apply a serial version of the algorithm, known as a Gauss-Seidel implementation. Second, we may
apply a parallel version of the algorithm known as a Jacobi imple entation. Both of these algo-
rithms admitasynchronous implementations, meaning that the information used for each iteration
does not have to be up-to-date, subject to certain mild constrai ts. This last property is very desir-
able, especially if there is uncertainty about the speed or reliability of communications.
In this chapter, we will describe both the serial and the parallel implementations of the auction
algorithm, and present the solution to a sample problem obtained through both methods.
4.1 The Serial and Parallel Auction Algorithms
The auction algorithm is a method of solving the assignment problem that is rooted in economic
auction processes. Our presentation of this algorithm closely matches that given in [8]. To better


















xij = 1 ∀j = 1, 2, . . . , n (42)
xij ≥ 0, (43)
whereaij represents the benefit of matching personi with objectj, when there aren persons
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andn objects. The mathematical form of this problem is the same asthat of a network flow problem,
a fact that will be useful shortly. Now imagine trying to match persons with objects via some sort
of market mechanism. We can then assign to each object apriceπj . Each object then offers aprofit
aij − πj to personi, and each personi will seek to be assigned to the objectji which yields the
greatest profit, that is:
aiji − πji = max
j∈N (i)
{aij − πj}. (44)
The condition (44) is a form of thecomplementary slackness conditionwe discussed in Chap-











such that: ρi + πj ≥ aij ∀i, j, (46)
where we have ignored the setsN (i) because they can always be simulated by settingaij to a very
low number in casej 6= N (i).
Now suppose the values ofπi, π2, . . . , πn are set. The value of
∑n
i=1 ρi is then minimized if




{aij − πj}. (47)
Now recalling that the assignment problem is a special type of network flow problem, there are
two complementary slackness conditions that must be satisfied: rst, flow must be conserved, and
second, if there is positive flow on arc(i, j), the dual variables at the nodesi andj, ρi andπj must
satisfy:
πj − aij = −ρi = −max
k
{aik − πk}, (48)
aij − πj = max
k
{aik − πj}, (49)
which is exactly (44), without the arc constraints (which are product ofN (i)). As for the flow
conservation constraints, which form the second part of thecomplementary slackness conditions
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for network flow problems, any feasible assignment will satisfy them [10]. In light of this and the
discussion of complementary slackness in Chapter 2, it is clear that if all matched pairs fulfill the
CS-condition, the solution will be optimal.
Returning to the auction algorithm, at the beginning of eachiteration the same object may be
desired by more than one person, and thus a bidding mechanismis introduced, whereby every
object that is bid on by more than one person chooses the highest bidder and then raises its price to
that offered by the highest bidder. This is the basis for namig this and related algorithms auction
algorithms. For its part, the CS condition should hold with all assigned pairs at the beginning of
each iteration.
This strict enforcing of the CS condition, however, may leadto cycling. This problem appears
in cases where an object is equally desirable by two persons,and neither one is willing to raise its
bid to get the object, leading to the object being assigned toeach of the two persons alternatively
with each bidding iteration. To avoid cycling one introduces a minimum biding amount, but this
has the effect of destroying CS. However, introducing theε-complementary slackness condition, r
ε-CS condition for short,
aiji − πji ≥ max
j∈N (i)
{aij − πj} − ε, (50)
whereε > 0 allows us to still maintain optimality guarantees. Specifically, while the minimum
bidding incrementε prevents cycling, the final assignment is guaranteed to be optimal withinmε as
long asε-CS holds for all the pairs in a final matching [9].
Below we summarize the main steps of the bidding process during an auction algorithm. For
simplicity, we limit our presentation to the forward auction, which is the simplest and most straight-
forward implementation.
Initialization At the beginning of the algorithm, no person is assigned. In addition, and without
loss of generality, we letπj = 0 for all j ∈ S. This last is a sufficient condition to guarantee the
successful termination of the algorithm in the case of an asymmetric problem. It is unnecessary if
the problem is symmetric. At the beginning of each subsequent it ration, every personi ∈ D is
either assigned or unassigned. For every person assigned toan objectji, theε-CS condition (50) is
satisfied.
34
Termination The algorithm terminates when all persons are assigned.
Bidding Phase Let V ⊆ D be a nonempty subset of persons that are unassigned at the beginning
of a given iteration. Each personi ∈ V finds an objectji which offers maximal profit,
ji ∈ arg max
j∈N (i)
{aji − πj}, (51)
and computes a bidding increment
γi = vi − wi + ε, (52)
wherevi is the largest object profit, andwi is the second largest object profit,
vi = max
j∈N (i)




{aij − πj}. (54)
If ji is the only object inN (i), then we definewi = −∞, (in practice, a number much smaller
thanvi). Obviously, ifN (i) is empty, the problem is infeasible.
Assignment Phase Each objectj that is selected by a nonempty subsetK(j) of persons inV
determines the highest bidder according to
ij ∈ arg max
i∈K(j)
γi, (55)
raises its prices by the highest bidding incrementmaxi∈K(j) γi, and gets assigned to the highest
bidder ij. The person that was assigned toj at the beginning of the iteration, if any, becomes
unassigned.
It is clear that the above algorithm can be applied to the P2P refueling problem, which is, in
general, an asymmetric assignment problem. In the formulation bove, we simply replaceaij with
−cij . The serial algorithm, as well as the parallel and asynchronous implementations, are guaran-
teed to terminate if the problem is feasible. This is not guaranteed in the P2P refueling problem.
However, since the solution to the feasibility problem is the same for all implementations, we defer
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the discussion of feasibility issues to Section 4.2.1. For now, we content ourselves with noting that
the problem exists.
We now draw attention to the setV. It is noteworthy that it is completely free, as long as it
is nonempty. The serial (Gauss-Seidel) algorithm is simplythe case where at each iteration, only
one person is included inV, i.e. |V| = 1. The parallel (Jacobi) case is then the case whereevery
unassigned personis included inV. In between these two extremes, other implementations may
be attempted, so-called block-Gauss-Seidel implementatio s [9]. These three options essentially
present the gamut of forward auction algorithms for the casewh re complete information is avail-
able. The case where information is lost or delayed, known asthe asynchronous case, requires a
slightly different approach that we turn to next.
4.2 The Asynchronous Auction Algorithm
As we saw, the auction algorithm presented in the previous section assumes that the most current
information is known by all the satellites that are bidding at e ch iteration. This is not necessarily
realistic, since communication problems between (to use our example) the satellites can delay or
even drop the information during transit. Fortunately, theauction algorithm is robust to this and
other situations. In particular, formulated slightly differently, we can make guarantees that the
algorithm will converge in cases where:
1. All unassigned persons will eventually bid.
2. All persons will eventually get updated information.
These two assumptions will be given mathematical precisionin the discussion that follows. We
note here that the presentation of the asynchronous auctionalg rithm follows very closely that given
in [9].
We assume that time is discretized by bids: events (changes ithe state of the assignments)
occur only at the end of the bidding and assignment calculations. This does not cause a loss of
generality, since we make two key assumptions further on which, by allowing for satellites to not
be ready to bid at a given time, allow us to model calculation delays as an inability to bid. The
calculations themselves are referred to as iterations. At the beginning of an iteration, we denote by
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V(t) ⊆ D the set of persons that are unassigned at time. We further assume that of this set, a
subsetW(t) ⊆ V(t) is ready to bid. We do not assume that the members ofW(t) have up-to-date
pricing information. Instead, we denote the pricing information at timet asπ(t), a vector of length
n, whereπj(t) is the price associated with objectj ∈ S at timet, and we assume that each person
i ∈ W(t) is aware of a price for a given objectj given byπ(τij(t)) for someτij(t) ≤ t. This price
information is used in calculating any bids submitted at time t. Finally, we definerj(t) as the index
of the person that objectj is assigned to at timet. We now make two key assumptions:
1. ∀i ∈ V(t), ∃ t′ ≥ t : i ∈ W(t′). This is an expression of the first condition set out above: all
the satellites that are unassigned at a timet will eventually submit a bid.
2. τij(t) → ∞, ast → ∞, ∀i, j. This is the mathematical statement of the second condition
above: each satellite eventually gets an update on the pricing information.
As mentioned, the two assumptions above completely model any delay in the calculations or
communications that might occur. Delays in the transmission of the pricing information are modeled
via the τij(t) function. Delays in the sending of the information are modele via the setW(t).
Delays due to the computations (i.e., the computer had up-to-date information, but the bids are no
longer up-to-date because time elapsed between the time thecomputer started the computations and
the time it submitted its bid) can be modeled via a combinatioτij(t) andW(t). All other delays
are simply a combination of these three. Because of this, we can take any delays into account by
modeling thema priori and assume that all calculations happen instantaneously.
Once again, the key element in the algorithm is theε-CS condition, which is enforced at every
step. Specifically, for each pair(i, ji) in an assignment at timet, the following must hold[9]:
aiji − πji(t) ≥ max
j∈N (i)
{aij − πj(t)} − ε, (56)
whereε > 0. We now state the algorithm.
Initialization: Set t = 0. At the beginning of the algorithm, no persons are assigned to any
objects, soV(0) = D, andπ(0) = 0 (again, only truly required for the asymmetric assignment
problem). At each subsequent iteration, all assigned pairss ti fy (56).
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Termination: The algorithm terminates whenV(t) = ∅.
Bidding: Each personi ∈ W(t) calculates the maximum value among all objectsj ∈ N (i),
vi(t) = max
j∈N (i)
{aij − πj(τij(t))}, (57)
an object that yields that maximum value,
ji(t) = arg max
j∈N (i)
{aij − πj(τij(t))}, (58)




{aij − πj(τ̄ij(t))}, (59)
whereτ̄ij(t) ≥ τij(t) and a bid for objectji
βi(t) = aiji(t) − wi(t) + ε. (60)
Each person then submits their bid to the appropriate object. If ji(t) is the only object inN (i),
then we definewi(t) = −∞, and subsequentlyβi(t) = +∞. Note that it is possible at any timet
forW(t) to be empty. As long as the first assumption is true, this does nt affect the convergence
of the algorithm except in speed.
Assignment: Each object receives bids from a (possibly empty) set of personsBj(t) = {i ∈




and a person submitting such a bid,
ij(t) = arg max
i∈Bj(t)
βi(t). (62)
Objectj then updates the pair(πj(t), rj(t)) according to the following rule:








(bj(t), ij(t)) if bj(t) ≥ πj(t) + ε
(πj(t), rj(t)) otherwise.
(63)
The above algorithm is identical to that presented in [9], and the results shown therein hold. In
particular:
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1. The algorithm is guaranteed to terminate if the problem isfea ible.
2. The final assignment benefit is guaranteed to be withinmε of the optimal assignment benefit,
wherem = |D|.
The only issue remaining is that of feasibility, which will be discussed in the next section. Before
moving on to that, however, we show that the algorithm as stated here is equivalent to the algorithm
stated in the previous section in the case whereW(t) = V(t) = V, andτij(t) = τ̄ij(t) = t for
all i, j. Firstly, the complementary slackness condition (56) is seen to be equivalent to (50) by
inspection. Since the only event that changest in this case is an iteration, we see that the vector
π(t) is the same as the vectorπ in Section 4.1, which changes with each iteration. Therefore (51)
and (58) are equivalent, as are (53) and (57) and (54) and (59).
Some care must be taken when looking at the bids. In the first imple entation, the bidγi is
added on to the pricepj. In other words, it is a proposedincrease in the price. In the asynchronous
implementation, however, the bidβi is the proposed new price. This can be seen by the differing
conditions for reassignment: in the first implementation, being the highest proposed increase is
enough, since there is a minimum bid. In the second, being thehighest is combined with the
requirement that the price increase by at leastε (63). However, looking in detail at what the bid is
in the second case, we see that we can write:
βi = aiji − wi + ε
= aiji + πji − πji − wi + ε
= πji + vi − wi + ε
= πji + γi,
from where it is seen that if abj = βij , the final price objectj will be πj + γij , which is the same
as what it would be in the first implementation, sincebj = βi only if γij ≥ γi for all i.
4.2.1 Feasibility
As mentioned before, there is noa priori guarantee that a given problem is feasible. This particularly
true in the specific case of satellite constellation P2P refueling problems. If the problem is infeasible
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and there are no methods for detecting it, the algorithm willgo on indefinitely, since the setW(t)
will never be empty. Fortunately, several ways of detectinginfeasibility exist, all of which are
easy to implement assumingsomeforeknowledge by the satellites of the fuel capacity of the whole
constellation.
For example, there is a minimum bound onvi(t) for any feasible problem given by [8]:
vi(t) ≥ −(2n − 1)C − (n− 1)ε, (64)
for all i ∈ D and for all t ≥ 0, in case the algorithm is initialized withπj(0) = 0, whereC =
max(i,j)∈Ef |aij |. Since for an infeasible problem, at least one object will receive an infinite number
of bids, at least onevi(t) will drop below this lower bound. SubstitutingC with the total fuel
capacity of the constellation
∑
k f̄k (wheref̄k is the maximum fuel capacity of thek-th satellite
in constellation), we have a condition that can easily be assumed knowna priori by each satellite
and moreover is an upper bound onC, since no feasible cost can be greater than the total fuel
content of the constellation. Again, since an infinite number of bids will be submitted, the value of
vi will eventually drop below this new lower bound as well–although it may take longer to detect
infeasibility in this fashion.
Another approach to solving an infeasible problem can be adopte by understanding what sit-
uations can cause a problem to be infeasible. In the specific case of the P2P assignment problem,
there are three such situations. Firstly, there may be more fuel deficient than fuel sufficient satellites.
Since our assumptions state that a fuel sufficient satellitemay refuel at most one fuel deficient satel-
lite, this clearly means the problem has no solution. This isa situation that can easily be checked
for, however. Secondly, the setN (i) may be empty for one or more satellitesi, meaning that no
fuel sufficient satellite can replenish them. This, again, is easily checked for.
The third and last situation is more complicated and is best explained by referring to Figure 3.
There it is seen that it is possible for too many fuel deficientsatellites to be able to exchange fuel
with too few fuel sufficient satellites. This situation is not easily checked for, but a solution can
be created by realizing that it is the sparsity of the constellation graph that causes it. By adding
imaginary edges between infeasible pairs, as shown in Figure 4, and assigning to them a very small






Figure 3: An infeasible problem. For every personi,N (i) 6= ∅, but the fact thatN (1) = N (2) =





Figure 4: The infeasible problem from Figure 3 can be made feasible by augmenting it with highly-
weighted edges (dashed lines).
but will have a final benefit that is very low (infinitely so) if the problem is infeasible.
The problem with the above implementation is that it takes a possibly sparse graph and trans-
forms it into a fully populated graph. The auction algorithmis known to be particularly fast in the
case of sparse graphs, and therefore it is counter-productive to suppress this advantage in order to
detect infeasibility. Nevertheless, it should be possibleto add no more than edges and still resolve
feasibility issues; in Figure 3, one would need only add a low-c st edge between element2 on the
left and element2 on the right. In addition, if the alternative detection method is used in the P2P
refueling problem, it is not known how much longer the inflated lower bound onvi will take to
reach than the standard lower boundC. It is therefore not possible to say,a priori, which of the two
methods is better suited for the P2P refueling problem.
4.3 Simulation Results
To illustrate the various aspects of the auction methodology, we present here two examples that we
will solve via the serial implementation of the auction algorithm. We will then solve the second






















Figure 5: A constellation with 20 evenly distributed identical satelli s.
Table 1: Satellite data.
Dry Mass (mk) 50 units
Fuel Capacity (̄fk) 100 units
Specific Impulse (Ispk) 197 s
test out the asynchronous implementation. Both of our examples will deal with constellations of 20
evenly-spaced satellites along the same circular orbit, asshown in Figure 5. The basic information
of each satellite is the same, and is given in Table 1. It is assumed that the surface of the planet is at
0.9 times the orbit radius.
We mention here that the calculations for the∆V quantities were carried out in a normalized
fashion, where the radius of the constellation was taken as the unit of length, and the period of the
constellation as the unit of time. This allowed us to take arbitrary units for mass and fuel. The fuel
content data for the two constellations is provided in Tables 2 and 3.
We note that in the first example, only three satellites are fuel deficient, while in the second
example, fully half the constellation is in need of fuel. More ver, the ten satellites that are fuel
deficient in Example 2 occupy sequential slots in the orbit. This somewhat artificial configuration
is used observe what solutions are obtained when the satellites do not have the option of going to a
fuel satellite close by.
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Table 2: Satellite fuel specifics for Example 1.
Satellite f−k fk Satellite f
−
k fk
1 83.1 8.5 11 0.3 6.4
2 37.2 16.7 12 78.8 24.6
3 33.8 27.1 13 14.8 19.1
4 23.4 12.1 14 58.3 6.2
5 32.6 11.9 15 70.6 29.9
6 28.0 19.3 16 82.4 23.1
7 29.1 29.0 17 38.9 0.1
8 40.6 6.3 18 42.9 9.8
9 2.4 22.9 19 78.5 13.1
10 44.1 2.8 20 71.0 28.5
Table 3: Satellite fuel specifics for Example 2.
Satellite f−k fk Satellite f
−
k fk
1 12 30 11 44 30
2 9 30 12 75 30
3 26 30 13 52 30
4 0 30 14 97 30
5 23 30 15 80 30
6 29 30 16 58 30
7 29 30 17 82 30
8 23 30 18 48 30
9 13 30 19 60 30



















Figure 6: The constellation graph for Example 1. The optimal matchingis shown in bold.
4.3.1 Solutions via the Serial Algorithm
The serial and parallel implementations of the auction algorithm are very similar, differing only in
the setV of unassigned satellites that bids at each iteration. They wre implemented essentially
as outlined in Section 4.1, and require little additional discussion. The feasible constellation graph
for Example 1 is shown in Figure 6, with the bold lines indicating the final matching obtained via
the auction algorithm. The arrows point from the active to the passive satellite, while the thin lines
indicate all the possible pairings.
The details of the results are given in Table 4. We note that the amount of fuel in the active
satellite is equal to the minimum required amount of fuel, i.. f+k = fk if sk is the active satellite
in the exchange. This makes sense, since the active satellite must burn fuel to return to its original
slot, and should therefore be as light as possible for maximum fuel efficiency.
We also note that in two out of three cases, the active satellite is thefuel deficientsatellite. This
makes sense, since the fuel deficient satellite has less fueland therefore is lighter—but this is not
a general rule, since sometimes the fuel deficient satellitewill not have enough fuel to initialize, or
there may even be another pairing that ends up being less expensive when the fuel sufficient satellite
is the active one. However, the cost of the fuel sufficient satellite carrying out the rendezvous
maneuver is usually greater, and is avoided. Example 2 will further confirm this observation, as we
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Table 4: Details of the fuel-optimal matching for Example 1.
i ∈ D j ∈ S f+i f+j g∗ji Active
9 8 22.9 18.3881 22.2119 9
11 10 39.6438 2.8 39.3438 10
13 14 19.1 52.2368 6.0632 13
are about to see.
For the record, the total cost of this matching is5.43 units of fuel, or just0.71% of the constella-
tion fuel content, and the result is obtained after4 iterations of the algorithm. Theε parameter was
taken to be0.25, and therefore the matching is guaranteed to be within0.75 fuel units of optimal.
The feasible constellation graph for Example 2 is shown in Figure 7, following the same con-
ventions as previously. We note from this graph that each fuel deficient satellite tries to match itself
with a satellite that is as close to it as possible. This of course has the effect of leaving satellite
s5 to travel halfway across the constellation to meet its match. In addition, we can observe that
satellites18 can only be matched with one of the fuel deficient satellites,satellites3. Since half the
constellation is fuel deficient, this forces that possible pairing to be the final pairing. Moreover, we
can see from the pattern of the matches that the optimal pairings seem to want to pair fuel deficient


















Figure 7: The constellation graph for Example 2. The bold lines indicate the final optimal pairings,
obtained with the serial auction algorithm. The arrows point from the active to the passive satellite.
The numerical data regarding this matching is given in Table5, where we see the same pattern
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Table 5: Details of the fuel-optimal matching for Example 2.
i ∈ D j ∈ S f+i f+j g∗ji Active
1 19 30.0 37.90 22.09 1
2 17 30.0 51.09 30.90 2
3 18 30.0 32.93 15.06 3
4 20 52.76 30.0 52.76 20
5 16 30.0 31.80 26.19 5
6 11 30.0 32.30 11.69 6
7 12 30.0 63.30 11.69 7
8 13 30.0 34.69 17.30 8
9 15 30.0 51.34 28.65 9
10 14 30.0 73.27 23.72 10
repeated as in Table 4: the active satellite is the fuel deficient satellite, except where the fuel deficient
satellite cannot initiate the maneuver. An extreme case of this is satellites4 in this example, which
Table 3 indicates has no fuel at all. Also, again we note that te active satellite has exactly the
amount of fuel that it needs at the end of the transaction.
Again, we note that the fuel cost of this matching is is 107.56units of fuel, which corresponds to
12.37% of the total initial fuel content in the constellation (869 units). The solution in this example
was obtained after 108 iterations.
4.3.2 Solutions via the Parallel and Asynchronous Algorithms
The first sample problem above is simple—almost trivial—andis only given to illustrate that the
algorithm works. The second problem is a prime candidate forrunning a simulation of parallel
calculations. As was mentioned in Section 4.1, the only difference between the serial and parallel
implementations of the algorithm is the choice of setV of unassigned satellites that bid at each iter-
ation. The asynchronous situation that we simulated, however, was a somewhat simplified version
of the algorithm, which we describe now.
In implementing the asynchronous algorithm, we sought to simulate only loss of pricing infor-
mation due to communication failures. In addition, we assumed that the pricing information was
carried in a single, non-divisible packet. Finally, we assumed that all satellites were ready to bid at
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every iteration. Mathematically, this translates into thefollowing for all timest:
W(t) = V(t), (65)
τij1(t) = τij2(t) = τi(t), ∀j1, j2 ∈ S. (66)









t+ 1 if X(t) ≤ Pi,
τi(t) if X(t) > Pi,
(67)
whereX(t) is a uniformly distributed random variable on[0, 1] andPi is a probability threshold.
The meaning of the expression above is that satelliteiwill either get the full list of up-to-date prices
(i.e., the vectorπ(t)), or it will keep its former price vector. Therefore, we do not simulate delayed
information. In addition, we setPi = P for all the satellites, thereby assigning the same threshold
to each satellite.
Running the code in parallel yielded a bit of a surprise: after taking only 40 iterations, the code
converged to a different matching. As shown in Figure 8, the sat llites assigned to satellitess9 and
s10 were switched, as were those for satellitess6 ands7. This matching had a cost of 107.5772,
which, though a little higher than that of the first algorithm, is still well within the tolerance guar-
anteed by the algorithm. Moreover, running the asynchronous algorithm with different randomly
generated rates of update (from 10% to 90% probability of data loss) yielded additional near-optimal
matching matchings, all within tolerance. The best matching obtained was the one shown in Figure
9, with only the assignments for 9 and 10 being switched relativ to the Gauss-Seidel type solution.
The cost of this matching was 107.5523, and the matching was obtained after 48 iterations, with a
price update probability of 0.9.
The reason that several matchings can be obtained via different update probabilities and different
implementations lies with the fact that none of these matching is guaranteed to be optimal. In point
of actual fact, we only guarantee the optimality to withinmε. If more than one matching meet
this tolerance, there is no matching that the algorithm willconverge toa priori: all the matchings
can be obtained if the simulations are run with some randomizing factor (such as the probability
thresholds). Even in the case of a Gauss-Seidel serial implementation, what will determine which






































Figure 9: The constellation graph for Example 2, with the best matching obtained with the asyn-
chronous parallel version of the algorithm.
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Table 6: Average number of iterations to termination with respect toupdate probability.
Probability 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Iterations 222.2 152.4 111.9 86.4 70.7 60.5 53.2 47.7 44.0
Nevertheless, it is instructive to look at the best matchingobtained via multiple runs of the
algorithm. While it is not guaranteed to be the optimal, a good case can be made for this by noticing
that each satellite tries to be matched to a satellite as close to it as possible (note the pattern of the
links from satellitess6 − s10 to satellitess11 − s15). Since the results in Figure 6 indicate that
satellites prefer to be matched with other satellites that are close (in an angular separation sense),
this furthering of the pattern reinforces the idea that the last matching is indeed the optimal one.
Note that the pattern is broken in the links between satellitess1− s5 ands16− s20 because satellite
s18 can only be paired up with satellites3.
4.3.2.1 Performance of the Asynchronous Algorithm
To get a better idea of the response of the auction algorithm to asynchronous bids, we ran two
separate tests. First, we ran a test with the same base case given in Example 2 above and averaged
the number of iterations for 1000 runs of the algorithm atP = 0.1, 0.2, . . . , 0.9. The average results
are given in Table 6.
We note that even in a situation where there is only a ten percent probability that updated price
data is received, the algorithm, on average, runs only four and a half times slower than the fully
parallel algorithm. This is very good performance, but may be skewed by the fact that we modeled
informationlossrather than informationdelay. In other words, there is no situation whereτi(t+1) =
τi(t− q) for some integerq ≥ 1. This means that when the satellite receives an update, the update
is the newest price vector,π(t). The effects of receiving an older price vector, sayπ(t− q) for some
q ≥ 1, are not included in the current simulation.
In order to check that this promising performance is not an aberr tion, we ran three more exam-
ples of randomly generated constellations. The configuration of the constellations was identical to
the previous one, but the fuel content for each satellite wasrandomly chosen so that each satellite
had a 0.4 probability of being fuel deficient. Mathematically, we the fuel content was determined as
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Table 7: Average number of iterations to termination with respect toupdate probability.
P 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
Constellation 1 37.4 28.2 22.4 18.9 16.2 14.5 13.5 12.8 12.3 12.0
Constellation 2 18.1 13.4 10.4 8.1 7.0 6.0 5.2 4.8 4.3 4.0
Constellation 3 6.5 5.0 4.2 3.5 3.0 2.6 2.4 2.2 2.1 2.0
follows:
f−k = Y (k)f̄k, fk = 0.4f̄k (68)
whereY (k) is a uniformly distributed random variable on[0, 1], andf̄k = 100 units of fuel.
The results for the run are given in Table 7. Here again we notethe same pattern as before,
where lower update probability results in longer running times, but the increase is not excessive,
even for low update probabilities.
Finally, to illustrate the behavior of the algorithm over a more complete range of probabilities,
we ran one randomly generated constellation at 1000 runs forprobabilityP on the interval[0.1, 1].
The results are presented in Figure 10, where it is clear thatthe run time increases as the probability
of update goes to zero.
As can be seen from these results, there is good indication that the the auction algorithm is
very well suited for this particular application, since even high rates of data loss do not detract
from relatively fast convergence. However, it must be notedthat several instances of randomly
generated constellations fell prey to price wars. While this problem can be alleviated by the use
of forward-reverse auctions, it is not entirely avoided. Inaddition, theε-scaling method[8], the
preferred method of avoiding price wars, is not readily applicable to asymmetric auctions as far as
we know. However, every time the straightforward auction algorithm terminated within a reasonable
time, the running times associated with the asynchronous algorithm were of the same order of
magnitude even under unfavorable communication conditions.
4.4 Summary
This chapter introduced auction algorithms as a distributed m thod for solving the assignment prob-
lem resulting from the P2P refueling formulation given in Chapter 3. Because of their distributed
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Figure 10: The number of iterations compared with the probability of each element of the setD
having updated price information after each iteration.
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nature, illustrated in parallel and asynchronous implementations, these algorithms are prime candi-
dates for implementation in a constellation. One advantagethat we did not discuss, however, is the
very sub-optimality of the algorithm.
Since the auction algorithm is guaranteed to be optimal within bounds, it can be run with a high
error margin, and therefore quickly, in order to obtain quick estimates. In particular, if all that is
sought is to push the fuel cost of the refueling maneuver below a certain threshold, quick estimates
can be run, and perhaps even yield results that are below the threshold, even if they are not optimal.
Ultimately, though, it is the robustness and the distributed implementations of auctions that
present the most incentive for implementing them on real-life constellations. Since they exhibit
strong performance even under very adverse circumstances,they will be able to exploit and reinforce
the main advantages of satellites constellations: distribution of resources, and redundancy.
With this chapter, we close the section of the thesis dedicated to the matching part of the prob-
lem: if we setup the assignment problem of Chapter 3 and solveit with the methods of Chapter
4, we will obtain an optimal (to withinnε) matching on the bipartite constellation graph. We will
therefore have a set of maneuvers that must be carried out. This is the setup for the scheduling




We have, in the past two chapters, established a method for assigning fuel-deficient satellites to fuel-
sufficient satellites for refueling purposes. In essence, we have found an optimal set of maneuvers
that will guarantee that, upon execution, the constellation will be fuel sufficient. Nevertheless, the
implicit assumption, so far, has been that all maneuvers would be carried out at once. Since each
maneuver requires a satellite to leave its orbital slot, this presents several problems.
First, we may reasonably assume that a satellite can only carr out its function from its orbital
slot. If nothing else, communications would be setup based on each satellite’s assigned location.
At the very least, satellite maneuvers would require redrawn communication pathways. At worst,
they will signify a constellation communications breakdown. Since some functions will also be
dependent on the location of the satellite (for example, oceanographic measurements as described
in [45]), even maintaining communications may not guarantee constellation functionality.
Second, we must take into account the notion of redundancy. Ideed, since a constellation con-
sists of several physically independent satellites, it is reasonable to assume that the designers would
have some sort of redundancy built in that would take advantage of the distributed physical nature
of constellations. Part of it may be simply multiple data backups, providing data redundancy, but
another part may be functional redundancy, where certain satellites may be lost without adversely
affecting the constellation’s ability to do its job. Even so, in the examples of the previous chapters we
introduced situations where fully half the constellation had to move to remedy the fuel deficiency
problems. Such a level of redundancy is unreasonable, giventhe cost of building and launching
satellites. Thus, executing all the maneuvers at the same time may lead to the constellation (rather
than individual satellites) being unable to carry out its function.
Third, the carrying out of all maneuvers simultaneously is far riskier. Indeed, every maneuver in
space carries with it some element of risk—from a thruster misfiring to an unexpected collision with
an uncharted object that damages the unlucky satellite’s critical systems. While we have mentioned
53
in Chapter 1 that we leave the risk analysis as a subject for later study, it is still clear that there is a
risk involved, and that carrying out all maneuvers at once greatly magnifies this risk. In particular,
if a satellite is damaged in transit and all the other maneuvers are being carried out simultaneously,
there is no way to correct for the new redundancy state of the constellation, or to avoid moving
satellites in order to reduce the risk of mid-transfer collision with space debris, for example. On the
other hand, if the maneuvers are staggered, it may be possible to cancel or reschedule a maneuver
to solve or alleviate the problem.
For these and other reasons, we will dedicate this chapter tothe consideration of maneuver
scheduling. From this point forward, the matching for the refueling maneuvers is taken to be given,
obtained either via the methods of the previous chapters, orthe methods described in previous work
on the subject [60]. While we may change certain aspects of the maneuvers, the most important
aspect, the active-passive satellite pair of each maneuver, will emain constant.
The matching calculations were carried out under a time constrai t that applied to each individ-
ual maneuver: no maneuver would last more than a certain, predetermined, duration. The schedul-
ing calculations are also time-constrained (otherwise thetrivial solution is to order the maneuvers
and execute them sequentially without overlap). However, th time allotted to the completion of all
maneuvers will be assumed to be longer than that given the individual active satellites to carry out
of their respective maneuvers. The main requirement will then be that all maneuvers be carried out
sometime during this longer time interval. We will focus on finding an intelligent way of scheduling
maneuvers around constellation operability conditions. Predictably, we will begin by defining those
conditions.
For the rest of the chapter, we will make the following assumptions, which we justified above
for the most part:
1. A satellite is able to carry out its function if and only if it is in its original slot.
2. A constellation is functional if and only if all of its operability conditions are fulfilled.
After precisely defining various types of operability conditions, we will seek a way of schedul-
ing the maneuvers over a period of time so as to minimize the downtime caused by the maneuvers.
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We note that, in its simplest form, our problem is different from standard scheduling problems.
Most scheduling problems, as discussed in Chapter 2, come with constraints such as processor con-
straints (number of operations that can be executing simultaneously), precedence constraints (one
operation must be carried out before another), and release date constraints (an operation cannot start
before a certain point in time), to name a few [40]. In contrast, we do not have any hard constraints
limiting the number of maneuvers that can concurrently be carried out, nor precedence and release
date constraints. Soft constraints instead are used to define our cost function, which is also different
from the standard cost functions considered in the scheduling literature. We distinguish soft con-
straints from hard constraints as follows: “hard” constraints are constraints that cannot be violated
in a valid solution; “soft” constraints are constraints that c n be violated, but may increase the cost.
Scheduling theory usually deals with minimization of the makespan of a set of operations (the
time when the last operation is completed), the tardiness (the weighed sum of the difference between
the operations’ completion times and their respective deadlines), the number of tardy jobs, or other
metrics that implicitly assume the system is fully functional at all times. We, on the other hand,
allow ourselves to break our system’s functionality, and seek to minimize the amount of time we do
so, while treating the deadline as the only hard constraint.Thus, our cost function is the amount of
time the constellation is not functional during the refueling process.
A scheduling problem that bears somewhat more of a resemblance to the one developed in this
chapter is the server upgrade problem, which seeks to updatesoftware or hardware on a group of
servers without destroying the functionality of the online-application that they are running. The
similarities exist because most of the time, the guiding constraint of those problems is one of time:
all the hardware must be upgraded within a limited period of time, if for no other reason than it
might become obsolete otherwise (imagine upgrading the servers in Google’s server farms one by
one). At the same time, it is of the utmost importance that theservice provided to the customer
should continue. In the realm of Internet software, the issue i often attacked through innovative
software upgrade techniques, known as dynamic software updating [22]. They often manage to
sidestep the scheduling problem entirely. Not so for operations that need outages, such as electrical
power transmission networks [34], or even more generally, outages in distributed environments of
any kind [13]. Approaches differ, with the authors in [34] adopting genetic programming as the
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method of choice, while those in [35, 5] advocate the use of constraint satisfaction programming
(CSP). Since genetic programming is too complex for the relativ ly small computational capabilities
of a satellite constellation, and since CSP is in general NP-complete, we decided to pursue heuristic
methods to approach our specific problem.
Here we will develop a heuristic to schedule maneuvers subject to constellation constraints. We
begin by defining a constellation and a set of operability constraints in Section 5.1. In Section 5.2,
we define the interference scheduling problem and prove someof its important properties—in par-
ticular, we will prove that we can search a finite set of maneuver configurations and still find,
without loss of generality, a globally optimal schedule, even when maneuvers are allowed to start at
any point in a time continuum. In Section 5.3 we propose a distributable heuristic to obtain a good
initial solution to the interference scheduling problem, and then present a repair technique to im-
prove such initial solutions, based on similar techniques used in constraint satisfaction programming
(CSP) [35]. We conclude the section by presenting a method toreduce fuel cost, where possible,
given an existing constellation schedule. We combine all these results in Section 5.4 to propose a
methodology for organizing P2P refueling in a satellite constellation, from matching to scheduling.
Finally, in Section 5.5 we present numerical examples illustrating the methods developed in the
preceding sections.
Because there are many new notions to be defined, we introducenew notation in this chapter.
Some effort has been expended in making it consistent with the notation of previous chapters, but
the present notation should be taken and understood on its own terms.
5.1 Satellite Constellations and Operability Conditions
We begin by defining what we mean by a satellite constellation. We may assume that an intelligent
design will have some built-in redundancy in satellite functionality, and that a single satellite will
not break the constellation. Given that, we become concerned with how many satellites it will take
to break down the constellation, and, presumably, in what combinations. For the purposes of this
thesis, we admit constellations with several operational go s and requirements, but we assume that
if any of those requirements are not met, the constellation as a whole is considered not operational.
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5.1.1 General Constellation Notation.
We define a satellite constellation as a time-varying triplet C = {S,Φ, σt≥0} such thatS = {si :
i = 0, 1, . . . , N} is the set ofN satellites in the constellation plus a fictitious satellites0, Φ = {φi ∈
[0, 2π) : i = 0, 1, . . . , N, i 6= j =⇒ φi 6= φj} is the set of slots, or locations along the various
orbits where satellites can be located, plus a fictitious slot φ0, andσt : Φ 7→ S is a set-valued map
assigning to each orbital slot the satellites in that slot attime t. If a slotφi is empty at timet, we
write σt(φi) = s0. The functionσ−1 : S 7→ Φ is also a map, which assigns to each satellite the
slot that it occupies, where we writeσ−1(si) = φ0 if the satellite is in transfer between slots. We






We denote byOt,ℓ the satellites from a subsetSℓ ⊆ S of satellites that are in their original slots
at timet, and byOt all the satellites that are in their original slots at timet. Finally, we denote by
Xt = {S,Φ, σt} the state of the constellation at timet. In the constellation, each satellitesi, it is
assumed, has a function to perform. We assume in this formulation that a satellite is able to perform
its function if and only if it is in its original slot.
We define arefueling maneuveras a pentupletrk = {sik , φik , sjk , φjk , δtk} consisting of the
active satellitesik , its slotφik , the passive satellitesjk , the slotφjk of the passive satellite , and the
time δtk the active satellite will be away from its slot while carrying out the maneuver. We also
define the setR = {rk : k = 1, . . . Nm} as the set of all maneuvers that are to be scheduled.
5.1.2 Operability Conditions
As discussed, there must be some minimum operability requirments in terms of the presence of
satellites in slots from which they are able to perform theirfunction, which in our case are the
original slots. We propose the following three general operability conditions to model these re-
quirements:
1. Outside world connectivity requirements. Outside bases/spacecraft must be able to connect to
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the constellation at all (or certain) times. We only consider th case where the connection must
be maintained at all times, but a relaxed condition can easily be accounted for by introducing
a time-varying element in the valuep(wk) defined further down.
2. Skeleton crew requirements. Sometimes, it may be required that a minimum number of satel-
lites from a given subset be operational. There is of course no need to limit this to one subset.
3. In-constellation connectivity requirements. Certain satellite skeleton crews may need to be
guaranteed intercommunication (i.e., communications within that subset) among operational
satellites of the subset, either via line-of-sight or via relays with other satellites, in order to
ensure functionality.
Note that the in-constellation connectivity requirementsdo not make sense without associated
skeleton crew requirements, which moreover must require atleas two satellites from their respective
subsets to be in their slots. One need only consider the case where only one of the satellites in a
given subset is operational to see how the requirement becomes nonsensical otherwise. The case
where none are operational is another such example.
5.1.2.1 Outside World Connectivity
Suppose, as is very likely, that a constellation must be ableto communicate with Earth, or with a
space station, or even with another constellation. Each oneof those will have access, at any given
time, to a certain number of slots in the constellation, which may or may not be occupied. It is
reasonable to assume that a minimum number of those slots must be occupied for proper commu-
nication to occur: one may be enough most of the time, but somecas s (such as, for instance,
interferometric constellations) may require more. At any rate, this type of situation must be mod-
eled, as a constellation that is unable to relay its results to he outside world is effectively unable to
carry out its mission.
Suppose that there aremw external communication linkups, by which we mean open commu-
nication sockets, each with a different purpose, and each ofwhich requires a certain numbernwk of
satellites to be in the slots that are accessible to the socket at a given time. In addition, suppose those
satellites must all belong to a given subsetSwk ⊆ S (k = 1, 2, . . . ,mw). Denote the set of linkups
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γwk by Γ = {γwk : k = 1, 2, . . . ,mw}, and denote byΞt : Γ 7→ 2Φ the time-varying set-valued
map that returns for each linkup the satellites in the constellation that are accessible to it at timet,
that is
Ξt(γwk) = σt({φi ∈ Φ : φi is accessible toγwk at timet}). (69)
If we write Ξt,wk = Ξt(γwk) ∩ Ot,wk , the outside world connectivity requirement can then be
expressed by requiring that for a givent:
|Ξt,wk | ≥ p(γwk) ∀wk (70)
where| · | represents the cardinality of a set andp(γ(wk)) denotes the minimum number of satellites
that must be connected to linkupγwk from subsetSwk . Note that while we do not address more
complex situations where a linkup might need a certain number of satellites from each of a number
of subsets, these can be modeled with a straightforward expansion of notation.
5.1.2.2 Skeleton Crew Requirements
A skeleton crew requirement is simply a requirement that a certain number of satellites from a given
subset be operational at any given time. Givennc such requirements, this can be handled seamlessly
in the outside world requirements by introducing fictitiousexternal linkupsγck (k = 1, 2, . . . , nc).
These fictitious linkups have an unchanging list of accessible lotsΞ(γck), corresponding to the sub-
set of slots for which the skeleton crew requirement is defined (since a satellite is only operational
in its original slot, slots and satellites can be used interchangeably). We then use these sets and the
required number of satellites in the skeleton crewp(γck) to write conditions completely equivalent
to condition (70).
5.1.2.3 In-constellation Connectivity
In order to discuss in-constellation connectivity requirements, we first introduce the notion of con-
stellation graphs. In previous chapters, the constellation graph has referred to the graph consisting
of satellites as the vertices and possible refueling pairings as the edges. However, we must here
modify the notion to be able to capture more diverse and dynamical situations. We will no longer
be concerned only with the graphs representing the state of the entire constellation, but also with
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graphs representing the state of certain subsets of the satellites, which may be time-varying. There-
fore, letSk ⊆ S be a set of satellites that share some property (say a communicatio s method,
such as infrared, radio, etc.) that induces a propertyk between ordered pairs( i, sj) ∈ Ek where
Ek ⊆ Sk×Sk (say the ability to communicate directly via this communications method). Thesatel-
lite subset graph of propertyk at timet is the directed graph defined byGt,k = (Ot,k, Et,k), where
Et,k = {(si, sj) ∈ Ek : si, sj ∈ Ot,k}. Thus,Gt is a time-dependent graph with vertex setOt,k
consisting of the satellites concerned with propertyk hat are present in their original slot, and edge
setEt,k consisting of all pairs of satellites that are both in their slot and have propertyk between
them. Thenominal graph of propertyk, defined as the graph when all satellites are operational, is
denoted byG0,k, since we assume that at timet = 0, all the satellites are in their original slots.
The in-constellation connectivity requirements assume, as implied above, that communication
of one type or another (and probably of several types) is accounted for in the constellation. We
can thus consider the presence ofma communications networksNak (k = 1, 2, . . . ,ma) in the
constellation, each associated with a protocolak, a subsetSak ⊆ S (k = 1, 2, . . . ,ma) of satellites
that can send and receive packets using that protocol, and with a set of pairsEak ⊆ Sak × Sak
whose elements denote pairs that can directly communicate with each other using that protocol.
As mentioned before, the in-constellation connectivity requirements must be paired with skeleton
crews to make sense. As such, assume we havemc skeleton crews with corresponding fictitious
linkups and satellite subsetsγrs , Srs (s = 1, 2, . . . ,mc), and letν : Γmc 7→ N , whereΓmc
denotes the set of all in-constellation connectivity fictitious linkups andN denotes the set of all
communication networks. The in-constellation connectivity requirement at timet is then that for
each skeleton crew linkupγrs , the satellitesΞrs,t be able to communicate with each other via the
networkν(γrs). In other words, allsi ∈ Ξrs,t must belong to the same connected subgraph ofGt,ak ,
whereν(γrs) = Nak .
5.1.3 Run-time of Verification.
We end this section by examining the run-time required for verification of requirements. Suppose
we havem total requirements, which will include the outside-world connectivity, skeleton crew, and
in-constellation connectivity requirements. We can statethe following proposition:
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Proposition 5.1.1. Verification of constellation operability is carried out inat mostO(mn2).
Proof. We begin by considering verifying the skeleton crew requirements. Each has a subset of
satellites that must be checked for presence in the constellation. We may reasonably assume that
this is a constant-time operation for each verification; we thus have a linear time process. Counting
the number of satellites is concurrent, and so does not add tothe runtime. Thus, each skeleton crew
requirement can be verified inO(n).
The case of the outside-world connectivity requirements isidentical to that of skeleton crews,
with the difference that the mapΞt,wk is time-varying. This does not affect verification, since it
occurs for a specified time, and thus each outside-world connectivity requirement can be verified in
O(n).
Lastly, the case of in-constellation connectivity requirements is verified in quadratic time. To
see this, we note the well-known fact that finding all the connected vertices of a graph starting from
a given vertex can be carried out inO(|V | + |E|), where|V | is the number of vertices and|E| is
the number of edges. In the worst-case scenario,|E| = |N |2 = n2, yielding a run-time ofO(n2)
for in-constellation connectivity verification.
The worst-case scenario in terms of requirements is clearlythat all requirements be in-constellation
connectivity requirements. This corresponds to a run-timeof O(mn2), as described above.
The worst-case run-time of the verification is quadratic in the number of satellites, but this is
only true in cases where the communications graphs are both complete and involve all the satellites
in the constellation. While the latter may be likely, the former is highly unlikely, since a lot of
foreseeable applications of constellations deal with low-earth-orbit (LEO) constellations, where
line of sight limits the angular separation of two satellites hat wish to communicate directly. Thus
the run-time is likely to be much faster than this worst-casescenario, more on a par withO(mn).
5.2 The Interference Scheduling Problem
With the operability conditions well-defined, we introducea scheduling problem that can be stated
as follows: given a constellation and a set of maneuvers thatmus be carried out by individual satel-
lites, what is the best way to schedule the operations so thattheir interference with constellation
operability is minimized? We first formulate this problem precisely, and then introduce a certain
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class of schedules, which we will callanchored schedules, that have the property that for an arbi-
trarily given schedule, there always exists an anchored schedule incurring equal or lower cost. This
result will be the driving justification for the algorithms given in Section 5.3.
5.2.1 Mathematical Notation and Problem Formulation
We begin by quantifying the functionality of the constellation. We introduce the constellation’s









1 if si ∈ Ot,
0 otherwise.
(71)
We next define a vector valued function of constellation state, the requirement vectorω :










1 if operability requirementj is satisfied under vector,z
0 otherwise.
(72)
wherez is a state of the constellation. It is clear thatyt = 1 =⇒ ω(yt) = 1. In addition, note that
given two statesy1t andy
2
t , which are identical except that for onei, y
1
t,i = 1 andy
2
t,i = 0, we have
ωj(y
2
t ) ≤ ωj(y1t ) (73)
for all j. This is a mathematical expression of the fact that a satellite being away from its slot can
only hurt constellation operability, consistent with the notion that satellites are only operational in










1 if the constellation is operational,
0 otherwise.
(74)
As mentioned before, we assume that if a single requirement is violated, the constellation is





Note that we have defined bothω andX to be time-invariant, which precludes the time-varying
outside world connectivity requirements. We do this for simpl city, since extension to include them
is straightforward.
By a scheduleof R on [0, Tf ] we mean a mapψ : R 7→ [0, Tf ], whereψ(rk) denotes the
initialization time of maneuverk ∈ R such that:
max
rk∈R
{ψ(rk) + δtk} ≤ Tf . (76)
We also introduce the notationψt, defined as a schedule such that
ψt(rk) = ψ(rk) + t, ∀rk ∈ R, (77)
denoting a translation in time of the entire schedule byt units. If a scheduleψ may not be translated,
we call it afixed schedule.For convenience, we setψ = ψ0.
A scheduleψ is thesuperpositionor sumof two schedulesψ1 : R1 7→ [0, Tf1 ], ψ2 : R2 7→









ψ1(rk) if rk ∈ R1
ψ2(rk) if rk ∈ R2
, (78)
We will write ψ1 + ψ2 to denote the sum of two schedules. By extension, we define thenotion of
subtractionof two schedules. A scheduleψ is said to be thedifferenceof two schedulesψ1 : R1 7→
[0, Tf1 ], ψ
2 : R2 7→ [0, Tf2 ], denoted byψ = ψ1 − ψ2, if and only ifψ + ψ2 = ψ1.
It is useful for schedule analysis to define two setsΨ = B(ψ)∪E(ψ) andΨ̄ = B(ψ)∪E(ψ)∪
{0, Tf} such that:
t ∈ B(ψ) ⇐⇒ ∃k : ψ(rk) = t, (79)
t ∈ E(ψ) ⇐⇒ ∃k : ψ(rk) + δtk = t. (80)
Note that it is possible for a timet to be both inB(ψ) andE(ψ). SinceΨ contains all the
beginning and end points of all operations in the schedule, this simply means that it is possible for
one operation (or more) to end where another (or more) begins. Without loss of generality, we may
assume that the elementsτi ∈ Ψ are ordered so that
τ1 < τ2 < τ3 < . . . < τNΨ , (81)
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whereNΨ is the number of elements inΨ. By extension, we assume that the elementsτ̄i ∈ Ψ̄ are
ordered, but in addition, we have
0 = τ̄1 < τ̄2 < τ̄3 < . . . < τ̄NΨ̄ = Tf . (82)
By construction, every time interval[τ̄i, τ̄i+1) corresponds to a constant state vector, which we
denote byyi. For each scheduleψ, we can therefore define an operability vectorx as
xi = X(y
i), i = 1, . . . , NΨ̄ − 1. (83)
Using Ii = [τ̄i, τ̄i+1), the downtime of the system due to a scheduleψ on [0, Tf ] can then be
obtained by the following relation:





whereℓ(Ii) = τ̄i+1 − τ̄i. The full problem can then be formulated simply as:
Minimize: Tdown(ψ) (85)
Subject to: ψ(rk) ≥ 0 ∀k = 1, 2, . . . , Nm (86)
ψ(rk) + δtk ≤ Tf ∀k = 1, 2 . . . , Nm. (87)
We denote an optimal schedule byψ∗. In addition, we adopt the convention that for any fixed
scheduleψ, ψ(rk) = 0 for somerk ∈ R. Finally, before studying the properties of schedules, we
introduce two very important notions for what is to follow. First, an operationrk ∈ R is called
anchored by scheduleψ : R 7→ [0, Tf ] if there exists a sequence of operations{rki}nki=1 such that:
1. ψ(rk1) = 0 or ψ(rk1) + δtk1 = Tf .
2. For any1 < i+ 1 < nk, at least one of the following holds:
(a) ψ(rki) = ψ(rki+1).
(b) ψ(rki) = ψ(rki+1) + δtki+1
(c) ψ(rki) + δtki = ψ(rki+1)














Figure 11: A random schedule (top) and an anchored schedule (bottom). The sequences anchoring
the individual maneuvers are:r1, r1 − r2, r1 − r2 − r5, r4, r4 − r3.
3. rknk = rk.
If an operation is anchored with corresponding sequence{rki}nki=1, rk1 is called theanchor
operation, andrki , 1 < i < nk are calledlink operations. A scheduleψ is called ananchored
scheduleif every operation in the range ofψ is anchored by scheduleψ. Figure 11 illustrates these
concepts.
We are now ready to prove some results regarding schedules.
5.2.2 Properties of schedules
We begin by proving a useful lemma. In essence, this lemma states hat given an arbitrary super-
position of two schedules, we can always shift one of them withou increasing the cost so that they
have at least one point from their respectiveΨ sets matching. The lemma will be important in
establishing the optimal way to add a maneuver to an existingchedule, as well as in proving the
existence of certain types of optimal schedules later in this section.
Lemma 5.2.1. Letψ1 : R1 7→ [0, Tf ], ψ2 : R2 7→ [0, Tf ] be two schedules whereψ1 is fixed. Then
given any timet such that
0 ≤t ≤ Tf − max
rk∈R2
{ψ2(rk) + δtk}, (88)
we can find a timet∗ such that:
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1. t∗ belongs to the same interval ast.
2. There exist̄τi ∈ Ψ̄1, τj ∈ Ψ2 such that
τ̄i = τj + t
∗. (89)
3. The superposition ofψ2 onψ1 at t∗ is no more costly than its superposition att, i.e.:
Tdwn(ψ1 + ψ2t∗) ≤ Tdwn(ψ1 + ψ2t ).
Proof. We immediately dismiss two trivial cases: the case where conditi (89) already holds fort,




the latter having the obvious solutionst∗ = maxrk∈R1{ψ1(rk) + δtk}, sincey = 1 =⇒ ω = 1.












{τ̄i − t− τj < 0} (90)
δ2 = min
τ̄i∈Ψ̄1,τj∈Ψ2
{τ̄i − t− τj > 0} (91)
The two quantitiesδ1, δ2 define the maximum distances scheduleψ2 can be shifted backward and
forward in time, respectively, without changing the order of theτℓ ∈ Ψ̄t, whereΨ̄t is the set induced
by ψt = ψ1 + ψ2t . In other words, ifδ ∈ [δ1, δ2],
τ̄i < τj + t =⇒ τ̄i ≤ τj + t+ δ
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and
τ̄i > τj + t =⇒ τ̄i ≥ τj + t+ δ,
where τ̄i ∈ Ψ̄1, τj ∈ Ψ2. Consequently, for anyδ ∈ [δ1, δ2], the vectorxt+δ induced by the
scheduleψt+δ = ψ1 + ψ2t+δ is the same, with the caveat that ifδ = δ1 or δ = δ2, there will be at
least one intervalIt+δi such thatℓ(I
t+δ
i ) = 0. Further considering the length of the intervalsI
t+δ
i ,
we see that since each|τ̄ t+δi − τ̄ ti | ∈ {0, |δ|} for all τ̄ t+δi ∈ Ψ̄t+δ, τ̄ ti ∈ Ψ̄t, we have:
ℓ(It+δi )− ℓ(Iti ) ∈ {±δ, 0}. (92)

















i )− ℓ(Iti )]
= (a− b)|δ|, (93)
wherea is the number of intervals such thatxti = 1 andℓ(I
t+δ
i )− ℓ(Iti ) = δ, andb is the number of
intervals such thatxti = 1 andℓ(I
t+δ
i )− ℓ(Iti ) = −δ. Clearly, forδ ∈ [δ1, δ2], sinceTdwn(ψt+δ) is
a continuous piecewise linear function ofδ andδ1 < 0, δ2 > 0, we can always ensure that
Tdwn(ψt)− Tdwn(ψt+δ) ≥ 0 (94)
for someδ = δiopt.Moreover, it is clear from the definition of theδi that if we move the schedule by
a δi, we are making it so that for somēτi ∈ Ψ̄1, τj ∈ Ψ2, we haveτ̄i = τj + t+ δiopt, and therefore
settingt∗ = t+ δiopt yields a schedule as required.
We now state an important theorem that will allow us to optimally superpose two schedules by
checking only a finite number of superposition points.
Theorem 5.2.1.Letψ1 : R1 7→ [0, Tf ],ψ2 : R2 7→ [0, Tf ] be two schedules on[0, Tf ] as described
in Lemma 5.2.1. Then there exists a timet∗ in the interval
0 ≤ t∗ ≤ Tf − max
rk∈R2
{ψ2(rk) + δtk}, (95)
such that the following hold:
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1. For anyt in the same interval ast∗ we have
Tdwn(ψ1 + ψ2t∗) ≤ Tdwn(ψ1 + ψ2t ). (96)
2. There exist̄τi ∈ Ψ̄1, τj ∈ Ψ2 such that
τ̄i = τj + t
∗. (97)
Proof. This is a direct consequence of Lemma 5.2.1. For everyt in the specified interval, there is a
time t̄ such that
τ̄i = τj + t̄, (98)
and
Tdwn(ψ1 + ψ2t̄ ) ≤ Tdwn(ψ1 + ψ2t ) (99)
Moreover, for every timet, there is an interval(δt1, δ
t
2) such that for allt+δ, δ ∈ (δt1, δt2), t̄ remains
the same. In some cases,δt1 = −∞, and in othersδt2 =∞, but these two cases cannot arise together.
From the construction of the intervals illustrated in Figure 12, it is clear that there is only a finite
number of such intervals. Thus, the set of¯is finite. As such, the set{Tdwn(ψ1+ψ2t̄ )} is also finite,
and must contain its infimum. We denote the correspondingt̄ by t∗, and the theorem is proven.
The following corollary is essential to justify the algorithms presented in the next section, and
provides a method for finding an optimal superposition time for a single operation:
Corollary 5.2.1. Let r be an operation with durationδt < Tf . Then there exists an optimal super-
position ofr onto an existing scheduleψ : R 7→ [0, Tf ] such that either the beginning or the end of
the maneuver is a timet = τi ∈ Ψ̄.
Proof. Follows immediately from Theorem 5.2.1 by defining a schedulψ1 : r 7→ [0, Tf ] and
optimally superposing it overψ, which is held fixed.
Clearly, verification of each point in̄Ψ to find the cheapest is a linear time task for a single
operation. We therefore have an efficient way to find where to schedule a new operation so as to
minimize downtime. Note that this is thegloballyoptimal location, even though we are only looking
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at a finite number of points on the continuum. We are now ready to state the following theorem,
which proves that we can search a discrete, finite space for anptimal solution to the scheduling
problem.
Theorem 5.2.2.For any set of maneuversR and any time window[0, Tf ], during which operations
are allowed to take place, there exists an anchored optimal scheduleψ∗ : R 7→ [0, Tf ].
Proof. The existence of an optimal schedule follows from the fact tha e set[0, Tf ] is closed.
Suppose, therefore, that we are given a non-anchored optimal scheduleψ : R 7→ [0, Tf ] such that
for somerk, ψ(rk) = 0. If the schedule started at a later date, we could translate itback without
loss of generality. This means that there is at least one anchored maneuver. Consider a sequence
{rki}pi=1 of maneuvers such that the following hold:
1. At least one of the relationships below holds for any1 < i ≤ p:
(a) ψ(rki−1) = ψ(rki).
(b) ψ(rki−1) = ψ(rki) + δtki
(c) ψ(rki−1) + δtki−1 = ψ(rki)
(d) ψ(rki−1) + δtki−1 = ψ(rki) + δtki
2. There is no sequence longer than{rki}pi=1 and containing all the elements of{rki}
p
i=1 that
also fulfills Condition 1.
By construction, each of the sequences defined above has a uniquely defined set of satellites and
associated starting times under scheduleψ. However, several sequences that fulfill the conditions
may be defined over the same set of maneuvers. We only keep one of th se, chosen arbitrarily.
Denote byQi the set of all such sequences of lengthi, by P ij the jth sequence inQi, and by
Rij ⊆ R the maneuvers contained inP ij. Note that by construction,i, j ≤ |R|. We now notice
that for eachP ij , we can define a subscheduleψij : Rij 7→ [0, Tf ] such that
ψij(rk) = ψ(rk), ∀rk ∈ Rij (100)
We can now apply a recursive procedure as follows. Define byi∗ the smallesti such thatQi 6= ∅.
Pick j such thatP i
∗j ∈ Qi∗ , and optimally superposeψi∗j overψ − ψi∗j using Theorem 5.2.1.
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Input : The constraints functionω, the setsR, Yk for all k, the final timeTf .
Output : A scheduleψ : R 7→ [t0, tf ] for somet0 ≥ 0, tf < Tf
Initialize:
ψ : ∅ 7→ ∅, an empty map.
R̃ = R, the set of operations to schedule.
Ψ = {0, Tf}
begin
while R̃ 6= ∅ do
(t∗, rk∗)← arg mint,t+δtk∈Ψ,rk∈R̃{Tdwn(ψ + ψ
k
τi)},
whereψk : rk 7→ [0], and0 ≤ t < t+ δtk ≤ Tf for all k.
Setψ(rk∗) = ti∗





Algorithm 1 : The Greedy Scheduling Algorithm.
This cannot affect the cost, sinceψ is already optimal.P i
∗j will become a subsequence of a larger
sequence fulfilling Conditions 1 and 2. Repeat this procedurrecursively on the new schedule until
Qi∗ = ∅. Updatei∗ and repeat until∗ = |R|. When this occurs, all sequences are anchored either
to 0 or Tf , thus proving the theorem, since each step keeps the cost thesam .
As will be seen in the following section, this theorem ensurethat there is no loss of generality
in the scheduling heuristics introduced therein—they searche a space that contains globally optimal
solutions.
5.3 Heuristic and Repaired Solutions
We devote this section to presenting and analyzing two algorithms for the quick and intelligent
scheduling of refueling maneuvers, as well as to an algorithm t at determines, once a schedule is
decided upon, if time may be added to some of the maneuvers without affecting downtime. First, we
construct an initial solution via a greedy heuristic, usingCorollary 5.2.1 as a building block. Then,
we apply a repair procedure akin to that used by some neural networks to drive infeasible solutions
of CSP towards feasibility [35, 63]. Finally, we try to extend maneuvers backward or forward in
time as much as possible without increasing downtime.
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5.3.1 The Greedy Heuristic
Algorithm 1, the Greedy Scheduling Algorithm (GSA) appliesa greedy search method to the
scheduling problem. The idea is that the algorithm will add one maneuver at a time, choosing the
maneuver that causes the leastdditionaldowntime to the existing schedule. From Corollary 5.2.1,
we know that an optimal way to add an operation to an existing scheduleψ is to have one of its
endpoints match one of the points in the setΨ̄. The algorithm takes advantage of this fact by opti-
mally adding one operation to the schedule with each iteration. It chooses this operationrk∗ and its
initialization timet∗ by selecting the cheapest combination to add to the current schedule, found by
exhaustive search. We can thus prove the following:
Proposition 5.3.1. The Greedy Scheduling Algorithm terminates inO(n4) wheren = |R|, with an
anchored scheduleψ.
Proof. We begin by proving the runtime, assuming that verifying theop rability conditions takes
constant time. The loop runsn times. Within this loop, setting the value ofψ(rk∗) and updatingΨ
andR̃ are constant time operations. The determination oft∗ andrk∗ is a cubic-time operation. To
see this, consider that the assignment is equivalent to the following procedure: for each maneuver
yet unscheduled and at each addition point, create a new partition Ψ1, evaluate the vectorx1i at
each intervalI1i , and add the cost. The creation of the partition takes constant time, since it only
involves adding one point toΨ.Each evaluation of an element ofx1 is carried out in constant time by
assumption, and the addition is constant time. Thus, for each maneuver, the time spent on evaluating
theTdwn of an addition point isO(n). Since there is a linear number of addition points (at most
n+ 2, by construction), finding the optimal addition point isO(n2). Since this must be carried out
for each maneuver, and there are at mostn of them, this is alsoO(n3). Thus, the determination of
t∗ andrk∗ takesO(n3) steps. Since this phase is repeatedn times, we have a run time ofO(n4).
The fact that the schedule is anchored is easily seen by noting that the first maneuver added is
anchored by construction, and each additional maneuver is therefore anchored as well.
That the output of the algorithm is an anchored schedule showthe importance of Theorem 5.2.2,
since without it we would have not guarantee that the GSA doesn t acrifice optimality by limiting
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Input : The constraints functionω, the setsR, Yk for all k, the final timeTf , and an
anchored scheduleψ.
Output : A scheduleψ : R 7→ [t0, tf ] for somet0 ≥ 0, tf < Tf
Initialize:
R̃ = R
Ψ as per its definition.
begin
while R̃ 6= ∅ do
rk∗ ← arg maxrk∈R̃{Tdwn(ψ)− Tdwn(ψ − ψ
rk)},
whereψrk : rk 7→ {ψ(rk)}.
ψ∗ = ψ − ψrk∗
t∗ = arg mint∈Ψ∗{Tdwn(ψ∗ + ψrk∗t )},
where0 ≤ t < t+ δtk∗ ≤ Tf .
ψ(rk∗)← t∗





Algorithm 2 : The Repair Algorithm. We assume that the determination of optimal times is done
by using Corollary 5.2.1. Note that the algorithm can be repeated any number of times, until the
cost is either static or zero.
its search to anchored schedules. This is not in itself a guarantee of optimality, but at least it is a
reassuring certificate that we have not excluded optimal solutions with our search method.
We conclude this section by pointing out that while quartic polynomial time is somewhat slow,
in the constellation refueling context, this can be sped up by an order of magnitude, resulting in
cubic worst-case performance. Indeed, we can achieve this by giving each satellite some individual
computing powers so that it can, on its own, find the optimal starting time of a maneuver it is meant
to carry out. This will allow the determination of the cheapest maneuver and its initialization time
to occur inO(n2). In addition, note that the real runtime is in fact proportional ton4/4, because the
number of points inΨ increases from2 to n + 2 points in increments of 1, resulting in an average
number of points of(n + 4)n/(2(n + 4)) or n/2, and likewise for the number of maneuvers that
must be verified at each step, which decreases fromn to 1 in increments of 1.
5.3.2 The Repair Algorithm
The solution obtained from the Greedy Scheduling Algorithmis not guaranteed to be optimal. In
fact, no optimality guarantees can be made at all, as far as wecurr ntly know. We would therefore
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want to find a method to improve this solution, as long as it does not substantially worsen the run-
time. Such a method is suggested by repair methods to improveinfeasible solutions to make them
feasible in CSP [35]. The principle, as applied to the scheduling problem, is simple: select the
maneuver which incrementally adds the most downtime to the current schedule, and try to find a
better placement for it.
Algorithm 2 states this mathematically. This algorithm terminates after trying to place each
maneuver once. This is not dependent on the improvement yielded, and so can be repeated until no
further improvement is achieved. In direct correspondencewith Proposition 5.3.1, we can prove the
following:
Proposition 5.3.2. The Repair Algorithm terminates inO(n3).
Proof. All the updating operations occur in constant time. The determination ofrk∗ requires finding
Tdwn(ψ−ψrk) for all operations, whereψrk : rk 7→ ψ(rk). This requires checking the operability
of at mostn intervals for each operation. Thus, the total running time for this operation isO(n2).
Likewise, the determination oft∗ requires a linear number of times to be checked, each of which
requires the operability of a linear number of intervals to be checked, yielding a run-time ofO(n2).
One pass of the algorithm then takesO(n3), since every maneuver will be tested this way.
The repair algorithm does not return an anchored schedule, as is obvious by considering that
the maneuver causing the most downtime may be the anchor maneuver of some other maneuver, or
even a link maneuver, and nothing impedes either of them being unique. This is of no concern, since
the repair heuristic can only improve the result of the previous heuristic; moreover, the schedule can
be re-anchored in polynomial time. Another feature of the repair algorithm is that it may choose to
leave the most costly maneuver where it is—it is quite possible that, given the existing schedule, the
most costly maneuver is already at its optimum starting time.
Given the run-times of the two algorithms, it is advantageous to include the repair heuristic
into any solution of the problem that uses the greedy heuristic, ince its run-time is an order of
magnitude faster, and it therefore helps at low computationl cost: the total run-time of the combined
algorithms is still quartic. One drawback of the algorithm,however, is that distribution does not
reduce theO(n3) run-time, because the determination oft is still quadratic.
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5.3.3 Reducing Fuel Cost
With the complete formulation of the problem given in the preceding sections, we are now able to
take a matching given to us by one of the methods presented in [60, 19, 48, 47] and produce a sched-
ule which hopefully conforms to our requirements in terms ofc nstellation down-time incurred
during refueling. The matchings are derived with a time-limit on the duration of the maneuvers, and
then a time-limit is imposed on the duration of the refuelingprocess—the timeTf .
We now turn our attention to reducing the fuel cost of the refueling process. As shown in
[52], an important limiting factor in the fuel cost of satellite transfers is the time allotted to the
maneuver. Given more time, the maneuver can often be carriedout using less fuel—and in the case
of a constellation where all the satellites are in the same circular orbit, the cost can be asymptotically
driven to zero. In previous work on refueling maneuvers, we started out under the assumption that
all the maneuvers would be carried out at once, and set a time-limit based on that fact. To obtain the
schedule, we extended the time-limit for the refueling process to be carried out, without extending
the time allotted to the individual maneuvers—we simply moved maneuvers around in time. We
now close the circle.
The idea is to use the schedule, which presumably has desirabl , or at least acceptable, effects
on the downtime, as a guide to further lower fuel costs withouincreasing downtime by extending
maneuvers that have endpoints inside periods of constellation downtime. The following theorem
allows us to do this in a systematic manner:
Theorem 5.3.1.Suppose we are given a scheduleψ : R 7→ [0, Tf ] for maneuvers in a constellation
with known requirement vectorω. Suppose we are given a timēτi ∈ Ψ̄ and the setsRbi ,Rei of
maneuvers beginning and ending, respectively, atτ̄i. Then the following statements hold:
1. If xi−1 = xi andRbi = ∅, all maneuversrk ∈ Rei can be extended in duration bȳτi+1 − τ̄i
without affecting downtime, as long as they maintain their original initialization time.
2. If xi−1 = xi andRei = ∅, all maneuversrk ∈ Rbi can be extended in duration bȳτi − τ̄i−1
without affecting downtime, as long as we setψ(rk) = τ̄i−1 for all maneuvers so extended.
3. If xi = 0, all maneuversrk ∈ Rei can be extended bȳτi+1 − τ̄i without affecting downtime,
as long asψ(rk) remains constant.
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4. If xi−1 = 0, all maneuversrk ∈ Rbi can be extended bȳτi− τ̄i−1 without affecting downtime,
as long as we set̄ψ(rk) = τ̄i−1 for all maneuvers so extended.
Proof. The proofs of cases 1 and 2 are simple and similar, so we only prove the first case. If there
are no maneuvers beginning atτi, then all maneuvers that are being carried out during[τi−1, τi]
must either be inRei or must end at the earliest atτi+1. Sincexi−1 = xi, extending the maneuvers
in Rei so that they end atτi+1 can have no effect on downtime, because those maneuvers already in
motion during[τi−1, τi) and not inRei will still be in motion during[τi, τi+1), and thus will leave
the conflicts unchanged over that interval, even if the maneuvers are extended.
The proofs of cases 3 and 4 are again very similar, so we again only prove 3. This case is even
simpler than the cases above. Here, we simply notice that if the constellation is already down, there
is nothing to be lost in adding maneuvers to a given time-increment. Specifically, since[τi, τi+1) is
already downtime, we can simply lengthen all maneuvers thatend at timeτi, i.e. all maneuvers in
Rei , to end atτi+1. No additional downtime can ensue.
The theorem above makes it clear that under certain conditios, we may add time to maneuvers
without increasing the downtime of the constellation. As anillustration, Figure 13 illustrates graph-
ically what is involved in the fourth case of the theorem. Therein we see that the last maneuver can
be extended significantly, becausex4 = 0 andRb5 = r4, which will hopefully bring down its cost.
Thus, upon completion of the Greedy Scheduling and Repair algorithms, we can apply Algo-
rithm 3, the Cost Reduction Algorithm, which simply implements verification of the conditions
listed in the theorem, to reduce the fuel cost of a schedule. In the case of a circular constellation,
this may result in significant fuel savings under the right conditions, but even for a non-circular
constellation, fuel savings may be achieved if the transfers must happen quickly, i.e., in about the
time required for a zero-revolution transfer. [52]
5.4 Refueling Methodology
Based on our work so far, we reach two conclusions: scheduling may significantly reduce constel-
lation downtime from the worst-case scenario where all maneuvers are carried out simultaneously,
and maneuver lengthening may lower the fuel cost of the entire P2P scheme. We therefore propose
the following methodology for organizing satellite refueling:
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Input : A scheduleψ : R 7→ [0, tf ] on [0, Tf ]
Output : A scheduleψ : R 7→ [0, t̄f ] on [0, Tf ], and a setR with modified maneuver
durations.
Initialize:
Ψ as per its definition.
x as per its definition.
begin
for i = 2, . . . , NΨ − 1 do
if xi−1 6= xi then
if xi = 1 then
δtk ← δtk + τi+1 − τi ∀rk ∈ Rei
else




if Rei = ∅ then
δtk ← δtk + τi − τi−1 ∀rk ∈ Rbi
ψ(rk)← τi−1
end
if Rbi = ∅ then




return The mapψ and the setR.
end
Algorithm 3 : The Cost-Reduction Algorithm.
1. Determine a maximum acceptable downtime, sayT1.
2. Solve the matching problem to achieve the fuel sufficiencyobjectives subject to the time
constraintT1, as described by any of [60, 19, 48]. The downtime will be lessthan or equal to
T1.
3. Determine a maximum time of outages, sayT2. This is the time during which it is acceptable
for the constellation to suffer downtime—but the limit of total downtime incurred during this
period is stillT1.
4. Apply the Greedy Scheduling and Repair Algorithms as described in Section 5.3 to obtain a
schedule on[0, T2].










Figure 13: Reducing fuel cost. Suppose that the red line designates thetime when the constellation
is not operational. Clearly maneuverr4 can be extended to cover the time thatr′4 covers without
adversely affecting the downtime.
This methodology is straightforward and allows for an interplay between hard constraints (“The
constellation must not be off line more thanT1 units of time.”) and malleable constraints (“The
down-time may be spread overT2 units of time.”), thus allowing for added flexibility in the ma-
neuvers. For example, if a givenT1 is much greater than the downtime obtained via the schedule,
another round of matching and scheduling may be tried with a largerT1, thus lowering costs across
the board (rather than only for those maneuvers which are properly placed in the schedule). Given
enough time, this may be repeated until everyone is satisfiedwith the refueling schedule.
We note here that the Cost-Reduction Algorithm, while useful in theory, might not be used in
practice. Indeed, the timestij (corresponding toδtk) may be set for operational reasons that are not
taken into account in the constellation downtime requirements. As such, it may not be possible to
extend maneuver durations. Nevertheless, it is useful to have a consistent way of doing so, if the
flexibility exists.
5.5 Numerical Examples
We present two numerical examples to illustrate the method we proposed. In both cases, our starting
point will be the matching obtained in [48] for the second example therein, illustrated in Figure 14.
This is quite general, as a proper choice of restrictions allows us to model a large variety of situa-
tions. In this problem, we assumed a mixed-refueling strategy hat left some satellites fuel deficient
and others fuel sufficient. In particular, the first ten satellites in the constellation were fuel deficient,



















Figure 14: The optimal matching from Chapter 4.
the figure, with the arrows pointing from the active to the passive satellite. Note that the only fuel
sufficient satellite to move is satellites20. While this is interesting in the context of the matching, it
is only significant for us in relation to the operability conditions. It is, for example, possible to have
operability conditions that are not affected by these maneuvers; the simplest example is to define a
skeleton crew withγ = {11, 12, 13}. Since those satellites do not leave their orbits, the refueling
maneuver is conducted without affecting operability.
Despite this generality, there are certain limitations to the model. Because we are considering
a constellation of satellites sharing a circular orbit, we do not have to take into account differing
orbital periods in the model of the in-constellation connectivity requirements, something that is by
no means a given. In addition, as we mentioned before, we willnot be taking dynamic outside
connectivity requirements into account. The principles dicussed in this paper readily extend to
those situations, but their complexity would distract fromthe illustration of the basic concepts.
Since we use the same constellation that was studied in [48],we briefly recall that the∆V
required for the transfer was calculated using the phasing appro ch [33], which also yields a transfer
time. We recall from [52] that although we set a limit ofT1/2 for the one-way transfer, there may
be—and usually is—a coasting time at the end, i.e., a time when t satellite is already in its target
slot. In our case, the coasting time is so small for all maneuvers (on the order of 0.05 units of time)
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that we set all maneuvers to take upT2 units of time. For the purposes of these numerical examples,
we assume that the fuel transfer is instantaneous, and the satellite starts the return trip immediately
after the fuel transfer is completed. Table 8 gives the maneuver data.
Table 8: The active satellites and corresponding transfer times foreach maneuver. For convenience,
the maneuvers are indexed by the active satellites.
Man. Sat. δtk Man Sat. δtk
r1 s1 20 r7 s7 20
r2 s2 20 r8 s8 20
r3 s3 20 r9 s9 20
r5 s5 20 r10 s10 20
r6 s6 20 r20 s20 20
Figure 15 shows the requirements of the first example. The diff rent colors signal different
skeleton crews. The green lines represent bi-directional communications between two satellites,
and the green circles represent the skeleton crew associated with the connectivity requirement of
the green communications network. The skeleton crew requirment for the red satellites is 2, that
for the blue satellites is 3, that for the green satellites is7. We note that the red and blue crews are
not overlapping along the length of the orbit, i.e., if we were to list all the satellites in order around
the orbit, all the satellites from one crew would appear before all the satellites from the other as long
as we pick our starting satellite properly.
Table 9 shows the schedule resulting from the calculations carried out by settingT2 = 70. Since
the constellation was set in LEO, this is equivalent to about120 hours, or five days, worth of time.
Two facts stand out in this example: there are no situations where we may use the cost-reduction
algorithm, and there is no benefit to using the repair algorithm.
A different situation arose when we tried differing maneuver lengths. Specifically, Table 10
shows how we varied the duration of the maneuvers while keeping the same constellation require-
ments. The results are given in Table 11. This time, the repaialgorithm does reduce (to zero)
the downtime incurred by the constellation under the GSA schedule, and each maneuver, with the
exception ofr20 can be given additional time while still maintaining the zero cost.
For our next example, we complicate matters by having more elaborate requirements—though
they can still be constructed with skeleton and connectivity requirements. Using the same coloring





































Figure 15: The constellation requirements for Example 1. The red, green and blue circles indi-
cate the setsγr, γg, γb corresponding to the red, green and blue skeleton crew requirements. Here,
p(γr) = 2, p(γg) = 7, p(γb) = 3. The green skeleton crew requirement is the one associated wih
the connectivity requirement of the green communications network.
that we have defined twin requirements in addition the the connectivity requirement: first, that the
red and blue satellites fulfill their standard skeleton requirement, and second that one of the satellites
that is connected to the communications network be in its slot at all times. Figure 16 illustrates the
situation, where it is clear that the second requirement amounts to two additional skeleton crews.
We ran the problem with both the equal time maneuvers of Table8 and the varying-time maneuvers
of Table 10.
The results for the first case are given in Table 12. Surprisingly, the addition of two new skele-
ton crew requirements had no effect on the outcome of the algorithms. Based on this, an interesting
study could be made of types of requirements that do not alterthe esults of the heuristics. The
results would yield valuable information and allow designers to craft constellations that maximize
utility while minimizing interfering requirements—i.e. constellations that can do more while main-
taining good refueling possibilities. We also note that, yet again, neither the repair algorithm nor
the cost reduction algorithm are useful.
The results of the same example run with the varying maneuvertim s of Table 10 are given in
Table 13. In this case, as in the case of the first set of requirements, we have the repair heuristic and
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Table 9: The results of running all three optimization algorithms onthe first example withT2 = 70.
The downtime is the same for both heuristics.
Maneuver GSA Initialization Repaired Initialization Additional Time
r1 0 0 0
r2 0 0 0
r3 20 30 0
r5 40 0 0
r6 0 50 0
r7 0 50 0
r8 20 10 0
r9 20 50 0
r10 50 50 0
r20 40 30 0
Downtime 10 10
Table 10: The active satellites and corresponding transfer times foreach maneuver in the second
example. Note the differingδtk.
Man. Sat. δtk Man Sat. δtk
r1 s1 10 r7 s7 20
r2 s2 20 r8 s8 19
r3 s3 15 r9 s9 13
r5 s5 17 r10 s10 14
r6 s6 15 r20 s20 12
the cost reduction algorithm do lower the cost.
In the two constellations that we have presented, the greedyh uristic gives results that cannot
be improved upon when the maneuvers are all of equal duration. We do not know at this stage
whether or not this is a property related to the equal duration, or if it is due instead to constellation
constraints. Several different randomly selected constrai t sets were run, and in every case, the GSA
returned schedules whose downtime the repair algorithm wasun ble to improve on. This strongly
suggests a correlation, but we have no proof, nor were enoughexamples run to allow us to make a
statement with any level of confidence. Thus, the effect of equal duration maneuvers on the GSA
algorithm remains an interesting open question. That the Cost Reduction Algorithm was unable
to extend times in the examples of equal duration cited above, n the other hand, seems to be an
aberration that had to do with the specific choice of constraints.
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Table 11: The results of running all three optimization algorithms onthe second example with
T2 = 70. The downtime is reduced to nothing with the repair heuristic; moreover, additional time
can be given to each maneuver to reduce the fuel cost.
Maneuver GH Initialization Repaired Initialization Possible Additional Time
r1 0 27 2
r2 0 7 7
r3 20 12 5
r5 0 27 9
r6 0 12 5
r7 0 7 7
r8 47 39 12
r9 53 57 4
r10 47 39 4
r20 35 27 0
Downtime 8 0
Table 12: The results of running all three optimization algorithms onthe second example with
Tf = 70. All the results are the same, indicating that the new constraints had no effect on the
scheduling problem.
Maneuver GH Initialization Repaired Initialization Additional Time
r1 0 0 0
r2 0 0 0
r3 20 30 0
r5 40 0 0
r6 0 50 0
r7 0 50 0
r8 20 10 0
r9 20 50 0
r10 50 50 0
r20 40 30 0
Downtime 10 10
5.6 Summary
This chapter completes the purpose of this thesis: to provide a unified, coherent approach to satellite
refueling. We used the matchings provided by the previous chapter as a starting point to create a
schedule that will minimize the downtime incurred by the constellation as a result of the refueling
maneuvers that must be executed. While the algorithms that we introduced do not guarantee global
optimality, we can guarantee the following:





































Figure 16: The constellation requirements for Example 2. All is identical to Figure 15, with the
addition of the cyan and yellow skeleton crewsγc andγy, with p(γc) = p(γy) = 1.
2. The Repair Algorithm can modify a schedule output by the GSA to greatly reduce its down-
time.
3. Once both algorithms have been run, it may be possible to allow more time for certain ma-
neuvers, thus driving down fuel cost.
This chapter shows that scheduling maneuvers over a period of time longer than the time allotted
to each individual maneuver can not only ensure continuous cn tellation functionality, but also
reduce fuel costs. Scheduling should therefore be an integral part of any P2P refueling solution
method.
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Table 13: The results of running all three optimization algorithms onthe fourth example with
Tf = 70. The repair algorithm is again effective in reducing downtime, and additional time can be
allotted to over half the maneuvers.
Maneuver GH Initialization Repaired Initialization Additional Time
r1 0 7 7
r2 0 35 0
r3 20 23 6
r5 0 38 0
r6 0 55 0
r7 0 15 9
r8 47 17 0
r9 53 55 2
r10 56 56 1




CONCLUSIONS AND FUTURE WORK.
This thesis has sought to present a coherent, unified framework to organize peer-to-peer refueling
in constellations. The work can be divided into two parts: the matching problem and the scheduling
problem. The order of presentation is the order in which a peer-to-peer refueling scenario would
be carried out: first, obtain a matching based on the methods of Chapters 3 and 4, and then use the
matching as the set of operations to be scheduled as described in Chapter 5. The following results
were presented:
1. A novel formulation for the peer-to-peer refueling matching problem. In particular, a no-
tion of fuel sufficiency and fuel deficiency is introduced, founded on factors independent of
constellation state. This is in contrast to previous work which defined fuel sufficiency with re-
gards to the constellation fuel average. By defining a fuel sufficiency threshold externally and
shifting fuel sufficiency from objective to constraint, it is possible to avoid the two greatest
limitations of previous work as follows:
(a) The new objective function directly minimizes the fuel cost of the refueling maneuvers.
This is an improvement over the previous objective functionwhich sought to minimize
deviation from the constellation fuel average [60], and incorporated the fuel cost indi-
rectly by considering the average after the maneuvers were car ied out. This naturally
led to problems with determining the average when differentma chings led to different
averages. Such issues do not arise in the current formulation.
(b) The satellites are no longer required to be identical. This presents a generalization of
previous work, where averaging fuel content only made sensein the context of identical
satellites. While the examples presented had identical sate lites and circular co-orbital
constellations, the formulation can be expanded to constellations on several different
orbits, with several different types of satellites and fuelcapacities.
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The end-result is that the formulation ends up being a matching on a bipartite graph: an as-
signment problem. These problems are well-known in the literature, and have many methods
for their solution.
2. A demonstration of the use of auction algorithms to solve the peer-to-peer refueling match-
ing problem. Because of their inherently distributed nature, auction algorithms are uniquely
suited to solve the asymmetric assignment problem that arises from the new problem formu-
lation. We introduce the algorithms and illustrate severalversions, namely:
(a) The standard, serial version. It is shown to converge quickly to a solution.
(b) The parallel version. A different solution is obtained,illustrating the fact that the auction
algorithm guarantees optimality within bounds. If severalm tchings have costs within
those bounds, the algorithm may return any one of them, depening (in deterministic
implementations) on how the algorithm is written.
(c) The asynchronous version. It is shown that the auction algorithm behaves well even
under simulated information loss during the bidding process.
3. A formulation of the scheduling problem for satellite maneuvers in a constellation. The no-
tion of constellation operability was defined in terms of three requirements: outside-world
connectivity requirements, skeleton crew requirements, and in-constellation connectivity re-
quirements. These encompass a large number of high-level operational requirements, allow-
ing the constellation designer to account for communications, both within the constellation
and with the outside world, as well as for tasks requiring multiple satellites in conjunction.
Finally, they have the flexibility to allow constellations with multiple tasks.
4. Two scheduling algorithms to minimize the downtime incurred by the constellation as a result
of the maneuvers. The first algorithm, the Greedy SchedulingAlgorithm, is shown to search
a space guaranteed to contain optimal solutions. The second, the Repair Algorithm, uses no-
tions borrowed from constraint satisfaction programming to improve the results of the GSA.
In some cases, the Repair Algorithm greatly improves the results of the GSA, in others, it has
no effect. Both algorithms were shown to have polynomial runtimes.
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5. An algorithm to add maneuver time to those maneuvers whichcould be extended without
adding downtime to the refueling process. This algorithm extends the maneuvers while main-
taining one of their endpoints constant. It may be applied repeatedly until no further extension
is possible. This algorithm results in lower fuel costs, which was the objective of the matching
problem.
6. A methodology combining all the elements developed in this esis to approach satellite re-
fueling.
6.1 Future work
Because of the relatively new subject matter this thesis treats, there are a lot of interesting questions.
We list a few of them here, though more exist.
6.1.1 Comparison with Single Spacecraft Refueling
As mentioned in Chapter 1, we believe that the methodology presented in this thesis, when com-
bined with external refueling in a mixed refueling strategy, can be cheaper than the methodology of
refueling the constellation through some kind of tanker spacecraft that visits every satellite. Never-
theless, it would be good to confirm this numerically. In particular, setting up a fair comparison is a
nontrivial problem, since a tanker will presumably refuel all the satellites to capacity, while a mixed
refueling strategy will necessarily leave the satellites with less than their full capacity of fuel. The
cost analysis could then be carried out either by using the tanker only to fill the satellites to the point
that they would be filled at through a mixed refueling strategy, or by comparing the long-term cost
over several refueling cycles of both strategies. It is evenconceivable that different conclusions will
be reached in these studies.
6.1.2 Extension to mid-way rendezvous points.
As seen in Chapters 2 and 3, we based this work on the notion that only one satellite would leave its
orbit at one time. This is not necessarily the optimal solutin—indeed, if a fuel deficient satellite is
too depleted to meet a fuel sufficient satellite, but can meetit halfway cost-wise (i.e., in a different
orbit), such a matching might be more economical. However, allowing for such situations would
complicate the scheduling problem, astwosatellites would need to leave their orbit in order for this
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particular pairing to occur. The algorithms of Chapter 5 arestill valid, but the results may be poor.
Nevertheless, the topic merits investigation, since it is fuel, not time, that is generally considered
the most precious commodity in space.
6.1.3 Investigation of the Effect of Equal-Duration Maneuvers on the GSA
As mentioned in Chapter 5 the GSA seems to return schedules that can not be improved on by the
Repair Algorithm when the maneuvers to be scheduled are of equal duration. This could be either
an excellent feature of the GSA (namely that it finds optimal solutions in that particular case) or
a limitation of the Repair Algorithm (perhaps it is incapable of improving such schedules, even if
there are better schedules). It would therefore useful to deermine two things: first, whether the
pattern observed is general or limited to a special class of constraint structures (inside of which
we might unwittingly have chosen the randomly picked examples), and second, if it is indeed a
general pattern, whether it occurs because the GSA finds the op imal solution, or because the Repair
algorithm is of limited use in the case of equal maneuver durations.
6.1.4 Extension to Fuel-Sufficient Satellites Visiting Sevral Fuel-Deficient Satellites
As mentioned in Chapters 1 and 5, space maneuvers are risky. Sending a large number of satellites
on transfers for refueling purposes is therefore riskier than sending only a few, even if the risk is
mitigated by sequencing the maneuvers. Thus it may be of interest to investigate whether reduc-
ing the number of satellites that leave their orbits can still lead to fuel sufficient constellations at
sufficiently low fuel cost. On the one hand, the more fuel the active satellite gives, the lighter it
becomes for its next trip. On the other hand, it was observed in Chapter 4 that most of the time,
the active satellite was in fact fuel deficient satellite, which only took enough fuel to return to its
original slot and be fuel sufficient. This is because, given equal∆V costs and identical satellites,
the fuel deficient satellite is the one with the least mass, and therefore lighter to move. It is therefore
unclear what would happen in a case where the active satellites must be the heavier one. The subject
nevertheless merits study.
88
6.1.5 Extension to Incorporate Risk Tolerance
Continuing with the notion of risk which we have skirted thisentire thesis, we may wonder how
to take into account the inherent risk of maneuver satellites. If methods of evaluating the risk of
a maneuver causing damage to the satellite exist, each maneuver can have a certain risk factor
associated with it. Perhaps, however, some satellites willbe more important than others. We would
therefore like to limit how much they move unless the situation truly warrants it. One way to do
this would be to assign a weight to the fuel cost of a rendezvous based on the risk factor and risk
tolerance of each satellite. The assignment problem of Chapter 3 would then be modified to reflect
the new priorities of the refueling scenario. It would be interesting to investigate as well whether
other methods exist which will have an equivalent effect.
6.1.6 Extension to Constellations with Prioritized Operational Requirements
A key assumption in our analysis of the scheduling problem inthis work has been that a single op-
erability condition violation resulted in constellation downtime. This is not necessarily realistic. In
particular, if a modular constellation exists through which, for example, military surveillance oper-
ations are carried out while, in the background, NASA mission exploit the constellations structure
to take measurements of earth or the heavens, it would be unlikely that a temporary disruption of the
purely scientific studies of NASA would be equally damaging as a similar disruption of the military
functions of the constellation. Thus, the question of how toin roduce the flexibility to violate only
certain constraints presents itself. One way would be to assciate a weight with each operability
requirement, and try to minimize the weighed sum of the downtimes incurred on each requirement.
This approach would, however, require us to either greatly modify the three algorithms of Chap-
ter 5, or perhaps even create new ones, because those algorithms depended on the binary nature of
the constellation state to place maneuvers along the time continuum.
6.1.7 Extension to Constellations with Start-Time Restrictions on Maneuvers
Keeping in line with the assumption that certain functions of the constellation are more important
than others, another modification that can be introduced is the notion that certain functions are
imperative for a certain period of time in the[0, T2] window. Maneuvers breaking down these
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functions may not begin prior to a certain time. This restriction can be proposed in two different
ways: first as a set of ready-dates on the maneuvers whose activ satellites are involved in the
function, and second as a prohibition of maneuvers that actively break down the function before the
allowed time. The difference is perhaps best illustrated byexample. Suppose the active satellites
of maneuversr1, r2, andr3 are all part of a critical function that must be carried out until time t1.
Suppose that if two of the three satellitessi1, si2 andsi3 are out of their slots, the function breaks
down, i.e. suppose those satellites form a skeleton crew requiring two satellites. In the first version
of the constraint, none of the maneuvers could begin before tim t1. In the second, no two of them
can be going on at the same timet if t < t− 1. The first version is more akin to the ready-dates of
the job-shop scheduling problem, while the second can be moreasily incorporated and accounted
for, we believe, in the framework of algorithms introduced in Chapter 5.
These are a few of the lines of research that are open, and which ould build on the work in
this thesis. It is clear from them that this thesis is very limited in scope and that realistic applica-
tion of the results presented herein would require a lot of additional work to determine what the
best way to approach a peer-to-peer refueling problem is. Nevertheless, this work presents a self-
contained, logical methodology for organizing peer-to-peer refueling maneuvers. We hope it lays
enough groundwork to justify further study of this new and fascinating field, a hybrid of aerospace
engineering and optimization theory.
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