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La rigidité des prix en France :
quelques enseignements des relevés 
de prix à la consommation
Laurent Baudry, Hervé Le Bihan, Patrick Sevestre et Sylvie Tarrieu*
Pour décrire les changements de prix à la consommation en France, divers indicateurs 
(durée de vie des prix, fréquence et amplitude des changements de prix) sont calculés à 
partir des relevés utilisés pour le calcul de l’indice des prix à la consommation (IPC) sur 
la période 1994-2003.
La durée moyenne « pondérée » entre deux changements de prix est d’environ trois tri-
mestres dans les secteurs couverts par la base de données (65 % de l’IPC). Il existe de 
fortes hétérogénéités entre les types de points de vente, et entre les secteurs : les prix 
dans le secteur des services changent plus rarement (en général, une fois par an) que 
les prix des produits manufacturés (en général, deux fois par an). Les prix des produits 
alimentaires (hors produits frais, non disponibles) et ceux de l’énergie (hors gaz de ville 
et électricité) sont plus ﬂ  exibles.
Excepté dans le secteur des services, les baisses de prix sont presque aussi fréquentes 
que les hausses puisqu’en moyenne, quatre variations de prix sur dix sont des baisses de 
prix. Enﬁ  n, l’ampleur moyenne d’une variation de prix est importante (de l’ordre de plus 
ou moins dix pour cent), mais il existe une fraction non négligeable de petites variations 
(l’ampleur médiane des augmentations de prix, comme des baisses, est d’environ cinq 
pour cent). 
L ’inﬂ  ation modérée observée en France au cours de la dernière décennie se décompo-
se en termes de changements de prix individuels de la façon suivante : des hausses et 
des baisses relativement rares mais d’ampleur signiﬁ  cative, les hausses étant légèrement 
plus fréquentes que les baisses.
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L
e degré et la nature de la rigidité des prix 
constituent des caractéristiques importantes 
pour l’analyse des ﬂ  uctuations et des politiques 
macroéconomiques. En effet l’impact sur la 
production, l’emploi ou l’inﬂ  ation d’une varia-
tion des taux d’intérêt ou des prix de l’énergie 
par exemple, dépend du degré de ﬂ  exibilité (ou 
de rigidité) des prix et des salaires. Le présent 
article propose une description de la rigidité des 
prix en France s’appuyant sur des données indi-
viduelles de prix à la consommation. Le concept 
de rigidité des prix retenu ici doit être compris 
dans un sens élémentaire : sont qualiﬁ  és de rigi-
des des prix qui ne sont que rarement modiﬁ  és. 
Cette acception peut différer d’une déﬁ  nition 
plus structurelle de la rigidité selon laquelle un 
prix est rigide lorsqu’il ne réagit pas, ou peu, 
aux variations de ses déterminants (coût de pro-
duction, conditions de marché, etc.). Elle reste 
toutefois proche de celle implicitement utilisée 
pour le calibrage de certains modèles macroé-
conomiques à partir d’estimations tirées de don-
nées microéconomiques (1).
Les premiers travaux visant à évaluer les rigi-
dités nominales de prix sur données microé-
conomiques étaient assez partiels en ce qu’ils 
concernaient des produits ou des marchés très 
spéciﬁ  ques (voir par exemple la contribution de 
Cecchetti, 1986, sur les prix des magazines, ou 
celle de Kashyap, 1995, sur la vente par corres-
pondance, ou les études mentionnées dans les 
synthèses de Weiss, 1993, et de Taylor, 1999). 
Ce manque de résultats empiriques reﬂ  était la 
rareté et la difﬁ  culté d’accès à des données sur 
les prix au niveau individuel.
Plus récemment, quelques études ont proposé 
des analyses plus globales de la rigidité des 
prix pour les États-Unis (Bils et Klenow, 2004) 
et pour plusieurs pays européens (2). À notre 
connaissance, ce type d’analyse n’a jamais été 
réalisé à partir de données françaises, en tous 
cas à ce niveau. Les relevés de prix individuels 
effectués par l’Insee en vue de calculer l’indice 
des prix à la consommation, utilisés ici après 
anonymisation des données  (3), couvrent une 
large part de la consommation des ménages et 
permettent de fournir des indicateurs de rigidité 
des prix représentatifs au niveau macroécono-
mique. La base de données est de grande taille 
à la fois dans sa dimension transversale (plus 
de 750  000  produits individuels identiﬁ  és  au 
niveau du point de vente) et dans sa dimension 
temporelle (échantillon de prix mensuels de 
juillet 1994 à février 2003). Elle comprend au 
total plus de 13 millions d’observations.
Ces données sont ici utilisées pour caracté-
riser la ﬂ  exibilité des prix, à la fois en termes 
de durée entre deux changements de prix et en 
termes de fréquence de changement de prix sur 
une période donnée. À l’aide de ces indicateurs, 
l’hétérogénéité de la rigidité des prix selon les 
biens, les types de points de vente et son évolu-
tion éventuelle dans le temps, sont étudiées en 
détail. Nous présentons également des résultats 
sur les ampleurs de variations de prix.  (1) (2) 
Plus de 13 millions de relevés 
de prix  (3)
L
es données utilisées sont constituées de la 
base longitudinale de relevés mensuels de 
prix collectés par l’Insee aﬁ  n de calculer l’IPC 
(indice des prix à la consommation) (4).
L ’échantillon contient les relevés de prix de 
juillet 1994 à février 2003, chaque relevé repré-
sentant précisément le prix de vente d’un produit 
déﬁ  ni, dans un point de vente particulier. Pour 
chacun des relevés, les informations suivantes 
sont enregistrées : le prix de vente du produit, 
l’année et le mois du relevé, un numéro d’iden-
tiﬁ  cation du produit individuel, un code qualita-
tif sur le type de relevé (appelé code enquête) et, 
lorsque cette information a un sens, la quantité 
vendue (5). Par produit individuel, nous dési-
gnons un produit particulier, d’une marque et 
d’une qualité données, vendu dans un point de 
vente déﬁ  ni. Le numéro d’identiﬁ  cation du pro-
duit individuel permet, tout en préservant l’ano-
nymat (cf. note 3), de suivre le prix d’un produit 
dans le temps et également de caractériser le 
type de point de vente, la catégorie du produit et 
la région de collecte. La succession d’enregis-
trements correspondant à un produit individuel 
sera appelée trajectoire de prix. Si un produit 
donné dans un point de vente donné est rempla-
cé de façon déﬁ  nitive par un produit similaire 
d’une autre marque ou d’une autre qualité, un 
1. Les modèles de la « nouvelle synthèse » (présentés par Goo-
dfriend et King, 1997) comportent généralement un paramètre 
mesurant la rigidité des prix, par exemple la durée séparant deux 
changements : voir ainsi Rotemberg et Woodford, 1997, Wood-
ford, 2003.
2. Voir Dhyne et al. (2005), ainsi que les références y ﬁ  gurant, 
pour une synthèse relative à dix pays de la zone euro issue d’un 
groupe de travail de l’Eurosystème. Le présent article reprend les 
résultats de nos travaux au sein de ce réseau. 
3.  Ni la marque du produit, ni l’enseigne ou l’adresse du magasin 
ne sont fournies.
4. La méthodologie du recueil des données est décrite dans 
Insee (1998) et examinée par Lequiller (1997).
5.  Si nécessaire, le prix est divisé par un indicateur de quantités 
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nouveau numéro identiﬁ  ant est créé par l’Insee 
et une nouvelle trajectoire de prix commence. 
Le code type de relevé (ou code enquête) four-
nit de surcroît une information qualitative sur la 
nature du relevé : relevé de prix habituel, solde, 
promotion, ou pseudo-observation (cf. infra).
Au total, la base de données brute contient envi-
ron 13,2 millions de relevés de prix et couvre 
environ 65 % de l’IPC. Le taux de couverture 
se situe au-dessus de 70 % pour l’alimentaire 
et les biens manufacturés (hors énergie) et n’at-
teint que 50 % environ dans les services, une 
part importante des prix des services étant col-
lectée de façon centralisée (6). De fait, certai-
nes catégories de biens et services ne sont pas 
disponibles dans la base de données qui nous a 
été communiquée : les prix collectés de façon 
centralisée – pour la majeure partie les ventes 
d’automobile et les tarifs (prix du gaz, de l’élec-
tricité, des transports ferroviaires, etc.) ainsi que 
d’autres types de produits tels que les produits 
frais et les loyers.
Les « pseudo-observations »
Lors du calcul de l’IPC, l’Insee n’autorise pas 
de valeurs manquantes dans les relevés de prix 
des produits individuels entrant dans la compo-
sition de l’indice. Cependant, il est relativement 
fréquent que le prix d’un produit ne puisse pas 
être observé sur le moment. La valeur de la série 
renseignée dans la base est alors le résultat d’une 
procédure d’estimation (ou « d’imputation ») et 
elle est appelée pseudo-observation dans le pré-
sent article. Nous avons cependant choisi, pour 
quelques catégories de pseudo-observations 
de nous écarter de la méthode d’imputation de 
l’Insee.
En pratique, l’incapacité à observer un prix 
peut résulter de différentes causes, conduisant à 
différentes méthodes de calcul du pseudo-prix. 
Premièrement, certains des prix ne sont pas 
observés chaque mois car la procédure de col-
lecte pour ces produits repose sur des relevés en 
fréquence trimestrielle et non mensuelle (5,6 % 
des relevés dans notre échantillon). Ces produits 
sont, pour la plupart, des biens durables. La 
proportion de prix collectés trimestriellement 
a nettement baissé tout au long de la période 
étudiée : de 15,3 % en 1994 à 7,6 % en 1995 et 
à 1,2 % en 2002. En second lieu, certains pro-
duits sont, par nature, saisonniers et leur prix 
n’est donc pas afﬁ  ché toute l’année : par exem-
ple, certains hôtels sont fermés durant l’hiver, 
tandis que les gants de ski peuvent ne pas être 
vendus l’été. Les pseudo-observations des prix 
de ces produits représentent 7,1 % des relevés 
de prix et apparaissent essentiellement dans le 
secteur de l’habillement. Pour ces deux catégo-
ries d’observations manquantes, l’Insee utilise 
généralement la procédure de report automa-
tique : le prix non observé de l’article est, par 
hypothèse, supposé identique au dernier prix 
observé. Il faut rappeler que les aliments frais 
qui sont, par nature, des produits saisonniers, 
subissent un traitement statistique différent basé 
sur un panier tournant mais, comme mentionné 
précédemment, ils sont exclus de notre base de 
données.  (6)
Une troisième cause de non-observation d’un 
prix réside dans l’absence temporaire du produit 
dans le point de vente, ou la fermeture temporai-
re du point de vente ou, plus rarement, l’absence 
temporaire de l’enquêteur (3,5 % des relevés de 
prix). Dans ce cas, l’Insee évalue le prix man-
quant soit par une procédure de report, soit par 
extrapolation, soit encore par le calcul d’un prix 
de remplacement (7). La méthode d’extrapola-
tion procède par ajustement du prix précédent, 
en appliquant le taux de croissance d’un indice 
de prix du produit observé dans la même zone 
géographique. La procédure de remplacement 
consiste à reporter le prix observé d’un produit 
similaire dans le même point de vente ou dans 
un autre point de vente. Bien que cette méthode 
soit appropriée pour produire un IPC agrégé non 
biaisé, elle n’est pas retenue dans cette étude. 
En effet, nous nous intéressons à des trajectoires 
individuelles de prix. Si par exemple le point de 
vente ferme un mois donné, l’utilisation d’une 
procédure d’imputation, quelle que soit sa 
nature, induirait un changement de prix ﬁ  ctif 
puisque non observé. Nous avons donc choisi 
de remplacer la plupart des pseudo-observa-
tions de prix en utilisant la procédure de report 
automatique. Cette procédure peut être illustrée 
comme suit. Si un prix P est observé à une date 
t - 1 et un prix P′ à une date t + 1, on suppose 
qu’un seul changement de prix a eu lieu et qu’il 
est intervenu à la date t + 1, le prix virtuel à la 
date t étant resté égal à P. Cette méthode peut 
créer un biais à la baisse dans l’estimation de la 
fréquence de changement de prix s’il se trouve 
par exemple que le produit était absent (ou le 
point de vente fermé) le jour précis de visite de 
l’enquêteur dans le point de vente, mais présent 
les autres jours du mois avec un prix P″  différent 
6.  Ces indications relatives à la structure de l’échantillon, comme 
celles utilisées comme pondération pour les autres calculs statis-
tiques présentés dans l’article, renvoient sauf indication contraire 
à des moyennes sur la période étudiée.
7.  Cf. Insee (1998) pp. 86-87.40  ÉCONOMIE ET STATISTIQUE N° 386, 2005
de P,   et si le prix est ensuite passé à P′ le mois 
suivant. Le biais possible dans notre calcul des 
fréquences de changement de prix est faible. En 
effet, dans la base de données, lorsque le prix à 
la date t est une pseudo-observation, on observe 
a posteriori, dans plus de la moitié des cas, que. 
Par ailleurs nous avons vériﬁ  é que les résultats 
obtenus pour la fréquence de changement de 
prix étaient peu différents lorsque les pseudo-
observations étaient éliminées de la base.
Une exception est faite à cette procédure de 
report automatique : quand à la date t, l’article 
est codé transitoirement absent et quand il s’avè-
re ultérieurement qu’il a été remplacé de façon 
permanente à la date t + 1 ou t + 2, nous avons 
supprimé les observations de la base à partir de 
la date t, ce qui traduit le fait que la dernière 
véritable observation de prix concerne la date 
t - 1 (8). Soulignons que la raison majeure nous 
permettant d’adopter une méthode de traitement 
différente de celle de l’Insee est que celui-ci doit 
évaluer les prix en temps réel (à la date t), il ne 
peut, par déﬁ  nition, utiliser les informations de 
la date t + 1 (9).
Le passage à l’euro
Le passage à l’euro ﬁ   duciaire a eu lieu le 
1er janvier 2002. Tous les prix à la consomma-
tion ont changé en numéraire du fait de leur 
conversion en euros, au taux de change de 
1 euro = 6,55957 francs. Ce problème de numé-
raire est traité en divisant, dans la base de don-
nées, tous les prix antérieurs à janvier 2002 par 
6,55957, sans arrondir. En effet, si on avait arron-
di les prix sur cette première sous-période, quel-
ques prix, bien que différents en francs, auraient 
été arrondis au même prix en euros, fusionnant 
ainsi à tort différents épisodes de prix. Cepen-
dant, au moment du passage à l’euro (janvier 
2002), tous les prix ont été exprimés en euros et 
arrondis à la deuxième décimale (dès lors tous 
les prix tels que nous les avons construits chan-
gent, du fait de l’arrondi, par exemple de 8 à 
2 décimales). Pour pouvoir constituer des épiso-
des de prix cohérents, nous avons adopté la règle 
suivante : si le prix (en « euros ») en décembre 
2001, arrondi à la seconde décimale, est égal au 
prix observé en euros en janvier 2002, alors les 
deux prix sont considérés comme identiques et 
faisant partie du même épisode (aucun change-
ment de prix n’est enregistré dans notre comp-
tage des changements de prix).
Même ainsi corrigés du changement de numé-
raire, beaucoup de prix ont changé au moment 
du passage à l’euro, car les détaillants ont ﬁ  xé 
des prix « ronds » ou des prix psychologiques 
en euros, ce qui a induit une hausse de la fré-
quence de changements de prix, ou de façon 
équivalente, une interruption de nombreux épi-
sodes de prix (cette hausse est restée modérée, 
cf. Insee, 2003, et la discussion ci-dessous). La 
hausse de la fréquence de changements de prix 
a commencé avant la date du passage à l’euro. 
Cependant, les résultats ne sont pas affectés 
de manière signiﬁ  cative lorsque l’on limite la 
période de l’échantillon de juillet 1994 à décem-
bre 2000, c’est-à-dire à la période ﬁ  nissant une 
année avant le passage à l’euro (cf. infra). Par 
conséquent, les tableaux présentés dans cet arti-
cle concernent principalement toute la période, 
de juillet 1994 à février 2003, avec des prix 
convertis en euros.  (8)  (9)
Soldes, promotions et modiﬁ  cation 
des taxes
La base de donnée permet d’identiﬁ  er les prix 
observés qui correspondent à des soldes ou à 
des promotions temporaires. Les proportions 
de relevés correspondant à des prix soldés et à 
des promotions temporaires s’élèvent respecti-
vement à 0,76 % et 1,92 %. On peut aussi noter 
que deux événements spéciﬁ  ques majeurs ont 
eu lieu pendant la période observée : en août 
1995, le taux de TVA est passé de 18,6 % à 
20,6 %, puis, en avril 2002, le taux est redes-
cendu à 19,6 %. Dans l’analyse de base, nous 
avons considéré tous les changements de prix 
associés à ces événements comme des change-
ments de prix à part entière, car les points de 
vente pouvaient néanmoins choisir de ne pas 
changer leurs prix. L ’effet des soldes est quant 
à lui étudié spéciﬁ  quement dans la partie consa-
crée à l’analyse de la robustesse.
Les pondérations
Aﬁ  n de présenter des mesures agrégées de la 
fréquence de changements de prix et d’autres 
indicateurs, nous calculons des moyennes pon-
dérées en faisant appel aux poids de l’IPC. 
Comme ces poids ne sont pas déﬁ  nis au niveau 
du point de vente, notre méthode de calcul des 
grandeurs agrégées est la suivante. Dans un 
8. Suivant la directive européenne EC 1749/96, trois observa-
tions de prix successives ne peuvent être des prix « estimés ». Si 
un article manque plus de deux mois consécutifs, il est automati-
quement remplacé par un autre produit dans le panier de l’IPC.
9. L’indice des prix à la consommation n’est pas sujet à révi-
sion.ÉCONOMIE ET STATISTIQUE N° 386, 2005  41
premier temps, nous faisons une moyenne non 
pondérée sur tous les relevés de prix (ou épi-
sodes de prix) et tous les points de vente, pour 
chacune des variétés, c’est-à-dire des produits 
élémentaires de l’IPC. Les variétés représen-
tent le niveau le plus ﬁ  n pour lequel les poids 
dans l’IPC sont déﬁ  nis (10). Il existe environ 
1 300 variétés, dont le contenu exact est soumis 
à conﬁ  dentialité statistique. Ce niveau est utilisé 
ici dans un but d’agrégation et les résultats par 
variété ne sont pas présentés. Dans un second 
temps, nous calculons une moyenne agrégée de 
toutes les variétés en utilisant leur poids moyen 
dans l’IPC sur la période 1994-2003 (établis par 
l’Insee sur la base de la structure des dépen-
ses de consommation), et un poids égal à zéro 
aux dates où la variété n’est pas incluse dans le 
panier de l’IPC.
Quelle est la durée moyenne 
d’un épisode de prix ?
U
ne manière simple d’évaluer le degré de 
rigidité des prix est de calculer la durée 
moyenne entre deux changements de prix, pour 
un produit donné dans un point de vente donné. 
Les prix sont considérés comme rigides si la 
durée est longue, alors qu’ils seront considérés 
comme ﬂ  exibles dans le cas inverse (11). L ’une 
des raisons qui amènent à s’intéresser à cet indi-
cateur est que la durée moyenne d’un prix est 
un paramètre structurel clé dans de nombreux 
modèles macroéconomiques intégrant la rigidité 
des prix (Gali et Gertler, 1999 et Taylor, 1999). 
Par exemple, Rotemberg et Woodford (1997) 
calibrent la probabilité de changement de prix, 
en utilisant diverses estimations de la durée 
moyenne d’un prix, tirées de données microéco-
nomiques. De la même façon, dans le modèle de 
contrats échelonnés (Taylor, 1999), la longueur 
du contrat est un des paramètres à calibrer.
La durée des épisodes de prix : mesures 
directes  (10)  (11)
Une première série de résultats sur les épiso-
des de prix est présentée dans le tableau 1. Pour 
quelques éléments méthodologiques, on peut se 
reporter à l’encadré 1.
La durée moyenne globale non pondérée de tous 
les épisodes de prix est évaluée à 5,28 mois, et 
on vériﬁ  e qu’elle correspond au rapport entre la 
durée moyenne des trajectoires (16,65 mois) et 
le nombre moyen d’épisodes de prix par trajec-
toire (3,15) (12). La distribution autour de cette 
moyenne est, sans surprise, très asymétrique : 
la durée médiane des épisodes de prix est de 
trois mois. La distribution présente un impor-
tant mode à un mois : les produits dont les prix 
changent fréquemment sont mécaniquement 
sur-représentés. Une très longue queue de distri-
bution est, par ailleurs, présente à droite : 25 % 
des épisodes de prix durent plus de sept mois, et 
environ 2 % des épisodes durent plus de deux 
ans. Dans chaque catégorie de biens, quelques 
très longues durées, de plusieurs années, sont 
observées. Les prix des services sont fortement 
présents dans la queue de distribution (13).
La durée moyenne non pondérée sur-représente 
les produits qui ont des durées de prix courtes, 
puisque pour une durée de trajectoire donnée, 
un grand nombre d’épisodes de prix est observé. 
Le tableau 1 fournit donc également les résultats 
10. Notons qu’une agrégation intermédiaire, par région, est uti-
lisée dans le calcul de l’IPC. Cette information n’est pas prise en 
compte dans nos calculs.
11.  Comme nous l’avons signalé dans l’introduction, bien qu’ap-
paraissant naturelle, une telle approche n’est pas exempte d’in-
convénients. En effet, des prix peuvent être ﬂ  exibles mais restés 
inchangés si les facteurs déterminant les prix sont eux-mêmes 
constants.
12. Le lecteur intéressé par un ensemble de résultats détaillés 
peut se reporter à Baudry et al. (2004).
13. L’entrée à une exposition ou au musée est un exemple de 
produit pour lequel on trouve des durées longues.
Tableau 1












Tous les épisodes de prix
(non pondérés) 2 377 682 5,28 3,00 6,73 104,00 1,00 7,00
Épisodes agrégés par trajectoires 
individuelles (non pondérés) 754 220 6,83 4,60 6,81 104,00 3,00 9,00
Épisodes agrégés par variétés (pondérés) 1 328 7,24 5,88 4,35 37,53 4,44 9,55
1.  Les durées minimales sont égales à 1 mois.
Champ : relevés mensuels de prix de détail, hors « tarifs » et produits frais, sur la période 1994-2003.
Source : calcul des auteurs d’après les relevés de prix à la consommation de l’Insee.42  ÉCONOMIE ET STATISTIQUE N° 386, 2005
Encadré 1
DÉFINITIONS ET NOTATIONS
Les observations brutes de la base de données sont 
constituées de séquences de relevés de prix Pj,k,t, 
où  j = 1,...,J  est un indice représentant les produits 
élémentaires, k est un indice (spéciﬁ  que au produit j, 
avec k = 1,...,Kj) représentant les points de vente où 
est vendu le produit j, et t est un indice temporel (date), 
t = 1,...,Γ. Un bien ou service individuel, identiﬁ  é dans 
notre base par un numéro d’identiﬁ   cation, est un 
produit j vendu dans le point de vente k et il est ainsi 
déﬁ  ni par le couple (j, k). Pour la simplicité de l’exposé, 
nous omettons parfois, par la suite, l’indice k.
Un épisode de prix est une succession de relevés 
consécutifs dont le prix est inchangé, pour un produit 
spéciﬁ  que j dans un point de vente particulier  k. 
Considérons  i, l’indice des épisodes de prix, avec 
i = 1,...,Nj,k où  Nj,k désigne le nombre d’épisodes de 
prix ﬁ  xes pour un couple spéciﬁ  que (j, k). La durée de 
l’épisode de prix Tj,k,i est le temps écoulé entre deux 
changements de prix du produit  j  dans le point de 
vente k (Tj,k,i ≥ 1). Alors, le ième épisode de prix peut être 
caractérisé par sa durée observée Tj,k,i, par le niveau de 
prix prévalant durant cet épisode de prix (Pj,k,i) et par 
tj,k,i, la date du ième changement de prix. Le système de 
collecte des données implique que des durées de prix 
infra-mensuelles ne sont pas observées. Par exemple, 
si 0  <  T ≤  1  mois, nous observons une durée de un 
mois, créant ainsi un biais à la hausse dans la mesure 
de la durée des épisodes. Ce biais est relativement 
plus nuisible pour les durées courtes. De plus, quand 
le prix change dans la période entre deux relevés de 
prix puis revient ensuite à son niveau initial, ce type de 
changement de prix ne peut pas être observé.
Une trajectoire de prix est constituée de la succession 
de plusieurs épisodes de prix ﬁ   xes. Elle peut être 
déﬁ   nie par la date de la première observation et 
l’ensemble des épisodes de prix successifs. La 
longueur de la trajectoire Lj,k est le nombre de périodes 
pour lesquelles un produit (j, k) et son prix sont 
observés de façon continue. Le nombre de relevés de 
prix dans la base de données est clairement la somme 
de toutes les durées de l’ensemble des trajectoires 
. Le nombre d’épisodes de prix 
est noté :  .
Notre objectif étant de calculer une estimation 
macroéconomique de la durée des prix, l’agrégation 
est une question importante. Il existe plusieurs 
approches possibles pour agréger des durées dans 
le calcul d’un agrégat de durée de prix. Une première 
mesure est la moyenne non pondérée des durées de 
tous les épisodes de prix : 
Dans ce premier calcul, tous les épisodes de prix 
ont le même poids. La durée moyenne non pondérée 
correspond en fait au nombre d’observations divisé 
par le nombre d’épisodes de prix. Il en résulte que les 
produits changeant de prix fréquemment ont un poids 
relatif plus important que ceux dont les prix sont assez 
stables. Pour éviter ce biais, qui tend à sous-estimer 
la durée moyenne des prix, il semble préférable de 
calculer des durées par sous-groupes homogènes et 
d’agréger ensuite les durées. Nous calculons donc 
dans un premier temps la durée moyenne pour un 
produit spéciﬁ  que j, obtenue en faisant la moyenne 
sur tous les épisodes de prix et tous les points de 
vente :
 (I)
À partir de cette dernière formule, nous pouvons déﬁ  nir 
une durée moyenne non pondérée des épisodes de 
prix (basée sur les moyennes par produit) comme :
Il est important de remarquer que la déﬁ  nition de cette 
statistique donne moins de poids que   aux produits 
qui ont des changements de prix fréquents.
Enﬁ  n, les poids de l’IPC peuvent être introduits dans 
le but de calculer la durée moyenne pondérée des 
épisodes de prix, déﬁ  nie ainsi :
 (II)
Le premier objectif étant de fournir des mesures 
ayant une pertinence macroéconomique, nous 
privilégions ce dernier indicateur. Il revient à 
pondérer chaque épisode individuel Tj,k,i par le poids 
, qui est le poids dans l’IPC 
de la variété, divisé par le nombre d’épisodes de prix 
dans la variété donnée. Ces poids αj,k,i sont aussi 
utilisés dans l’article pour calculer la durée médiane 
pondérée ou d’autres grandeurs. Notons qu’on doit 
s’attendre, ainsi qu’il est habituel avec les données de 
durées, à une distribution asymétrique et en particulier 
une durée médiane inférieure à la durée moyenne. 
Par exemple, si les durées suivent une distribution 
homogène exponentielle (comme le suppose le 
modèle de Calvo, 1983), alors, la durée médiane est : 
Médiane(T) = - ln (0,5) E(T) ≅ 0,69 E(T) où  E(T) est 
l’espérance de la durée.
en utilisant des pondérations. Lorsqu’on calcule 
d’abord la moyenne des durées par trajectoire 
individuelle, la durée moyenne non pondérée 
atteint 6,83 mois. De fait, la distribution globale 
se déplace vers la droite (le premier quartile se 
situe à trois mois). La troisième ligne du tableau 
résume la distribution des durées consolidées 
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l’IPC. La durée moyenne pondérée des épiso-
des de prix ( ) est de 7,24 mois, alors que la 
médiane pondérée est égale à 5,88 mois.
Le traitement de la troncation, 
de la censure et du remplacement 
des produits (attrition)
Un des problèmes posés par la mesure directe 
des durées des épisodes de prix, est celui de la 
troncation et de la censure. La censure et l’attri-
tion (14) sont des phénomènes non négligeables 
dans notre base de données puisque, comme le 
montre le tableau 2, seulement 58,59 % des épi-
sodes de prix observés sont non censurés (les 
calculs pour la censure utilisent les poids de 
l’IPC). Généralement, les premiers et derniers 
épisodes d’une trajectoire de prix sont tron-
qués.
La  censure à gauche signiﬁ   e que la date de 
début du premier épisode de prix d’un produit 
n’est pas observée. En effet, le prix a vraisem-
blablement été ﬁ  xé avant le mois où le produit 
a été inclus dans le panier de l’IPC, ou celui où 
il a commencé à être observé dans un point de 
vente particulier. La censure à gauche est le cas 
le plus fréquent de censure dans la base de don-
nées, puisque 27,28 % des épisodes de prix sont 
censurés à gauche.
La troncation à droite signiﬁ  e que la date de ﬁ  n 
du dernier épisode de prix n’est pas observée. 
Trois raisons peuvent expliquer la troncation à 
droite. La première raison est l’interruption du 
processus d’observation, ce qui correspond au 
phénomène habituel de censure à droite dans 
l’analyse des durées. Pour les produits indivi-
duels inclus dans le panier de l’IPC à la ﬁ  n de 
la période de l’échantillon, l’observation est 
interrompue alors que le processus se poursuit, 
c’est-à-dire que la dernière observation dis-
ponible du prix ne correspond pas à la ﬁ  n de 
l’épisode de prix. Un second cas de troncation 
à droite se présente lorsque l’Insee ne peut plus 
relever le prix d’un produit donné dans un point 
de vente parce que le produit n’y est plus vendu, 
ou, plus rarement, parce que le point de vente 
lui-même a fermé. Suivant la littérature sur les 
données longitudinales, nous désignons ce phé-
nomène par attrition. En général, l’Insee choisit 
de remplacer le produit manquant en sélection-
nant un autre article dans le même magasin ou 
dans un autre point de vente. Ce type de rempla-
cement est appelé « remplacement contraint » 
par certains auteurs (15). Une troisième cause 
de troncation à droite existe lorsque, pour des 
raisons de représentativité statistique, l’Insee 
modiﬁ  e son échantillon et décide d’abandon-
ner un produit ou un point de vente (16). Un tel 
cas est appelé « remplacement volontaire » ou 
« remplacement de produit facultatif ». Le pro-
duit peut continuer à être vendu, mais son prix 
n’est plus relevé.  (14)  (15)  (16)
Nous disposons ici de l’information permettant 
de faire la distinction entre ces trois types de 
troncation à droite. Environ 60  % des épiso-
des de prix tronqués à droite représentent des 
remplacements contraints, 20 % sont des rem-
placements présumés volontaires et 20 % cor-
respondent à la ﬁ  n du processus d’observation 
(relevés de prix de février 2003). Nous utilisons 
cette information pour traiter différemment ces 
cas de troncation à droite dans l’analyse des 
durées. Notre hypothèse, tout au long de l’ana-
lyse, est qu’un épisode de prix se terminant par 
un remplacement contraint peut être considéré 
comme complet (non censuré). Cette hypothèse 
peut être confortée par l’exemple du secteur de 
l’habillement. Du fait de la succession des col-
lections hiver/été, le cycle de vie de ces produits 
est très court. Quand la collection change, les 
articles (par exemple, les chemises) sont habi-
tuellement remplacés par des articles ayant 
des caractéristiques différentes. Dans la base 
de données, la trajectoire du produit individuel 
concerné est arrêtée, sans qu’un changement de 
prix ne soit enregistré. En conséquence, le nom-
bre de changements de prix réellement observés, 
pour un produit de caractéristiques données, est 
relativement faible. Pour ce type de produits, 
les changements de prix accompagnent géné-
ralement les changements de modèles. Dans 
le calcul de l’IPC, le calcul de la variation de 
prix nécessite une correction de l’effet qualité 
(cf. Insee, 1998, pp. 95-102). Nous ne sommes 
pas ici en mesure de corriger l’effet qualité. 
Toutefois, comme l’indique Guédès (2004), le 
traitement de l’effet qualité par l’Insee aboutit 
pratiquement systématiquement à identiﬁ  er un 
changement de prix, à la hausse ou à la baisse. 
C’est pourquoi notre approche de référence 
consiste à considérer chaque cas de rempla-
cement contraint comme indiquant la ﬁ  n d’un 
épisode de prix, en lui associant un changement 
de prix virtuel. Cette hypothèse aura un impact 
important sur les résultats. En effet, ne pas pren-
dre en compte de la sorte l’attrition des produits 
14. Nous employons ici ce terme, utilisé dans l’analyse des 
données longitudinales, pour signiﬁ  er la sortie d’un individu de 
l’échantillon.
15.  Par exemple Turvey (1999).
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conduit à estimer une fréquence de changement 
de prix très faible et, de ce fait, des durées très 
longues. Soulignons que, même sous l’hypothè-
se de prise en compte de l’attrition, qui a notre 
préférence, il reste un grand nombre d’épisodes 
de prix censurés à droite, qui correspondent à 
des formes de troncation à droite autres que 
l’attrition (cf.  tableau  2). Notons enﬁ  n  qu’un 
épisode de prix peut être tronqué à la fois à gau-
che et à droite. Ces types d’épisodes de prix ne 
sont pas négligeables dans la base de données 
(4,52  % des épisodes)  : un produit qui a été 
intégré récemment dans le panier de l’IPC peut 
cesser d’être vendu avant qu’on ait pu observer 
un seul changement de prix. Dans ce cas, la tra-
jectoire n’est constituée que d’un seul épisode 
de prix.
Les conséquences de la censure sur la mesu-
re des durées de prix sont les suivantes. Tout 
d’abord, la censure tronque certains épisodes de 
prix de sorte que, ceteris paribus, la durée de 
l’épisode de prix est raccourcie. Lorsque la cen-
sure est un phénomène quantitativement impor-
tant, se limiter aux épisodes de prix non censu-
rés, pour se prémunir d’un tel biais, n’est pas 
une option satisfaisante, car cela peut donner 
lieu à un effet de sélection. Les épisodes de prix 
de longue durée sont, en effet, davantage sus-
ceptibles d’être censurés. Ignorer les épisodes 
de prix censurés conduirait alors typiquement à 
sous-évaluer la véritable durée moyenne.
Dans la base de données, l’effet de sélection, 
induit par l’analyse des seules données non cen-
surées, est manifeste : se limiter aux épisodes de 
prix non censurés conduit à une durée moyen-
ne de prix de 5,97 mois, comparée à celle de 
7,24 mois pour tous les épisodes (cf. tableau 2). 
À l’opposé, la durée moyenne des épisodes de 
prix censurés, à la fois à gauche et à droite, est 
de 12,29 mois. L ’importance de la censure sug-
gère que la durée moyenne de 7,24 mois est pro-
bablement biaisée à la baisse.
Un traitement pertinent de la troncation repose 
sur l’estimation de modèles de durée (Kiefer, 
1988 ou Lancaster, 1990). La mise en œuvre 
d’un traitement économétrique de ces problè-
mes dépasse l’objet du présent article. Pour pro-
duire un indicateur robuste à la censure, nous 
utilisons ici une approche alternative reposant 
sur la fréquence des changements de prix.
Estimation indirecte de la durée des prix : 
l’approche par les fréquences
La fréquence des changements de prix peut être 
utilisée pour fournir une mesure indirecte de la 
durée moyenne des épisodes de prix : par exemple, 
si la fréquence mensuelle moyenne de changement 
de prix est 10 %, la durée moyenne sera évaluée à 
1/0,1, soit dix mois (le calcul de cet indicateur est 
présenté plus en détail dans l’encadré 2). Cet indi-
cateur présente, par ailleurs, un intérêt en soi pour 
caractériser la rigidité des prix.
L ’approche par les fréquences, employée entre 
autres par Bils et Klenow (2004), offre de nom-
breux avantages pratiques. Premièrement, il 
n’est pas nécessaire de disposer de séries tem-
porelles sur une longue durée. Pourvu que l’ho-
mogénéité et la stationnarité soient des hypothè-
ses valides, on peut estimer des durées, même si 
l’échantillon observé est très court ; par exem-
ple, plus court que la durée moyenne d’un épi-
sode de prix. Deuxièmement, cette approche est 
probablement plus robuste en présence d’évé-
nements particuliers. Elle permet, par exemple, 
d’ignorer un mois spéciﬁ  que caractérisé par un 
événement exceptionnel, tel qu’une hausse du 
taux de TVA ou le passage à l’euro. Troisième-
ment, cette approche permet de calculer des 
Tableau 2







Pourcentage Moyenne Médiane Écart-type
Non Non 1 454 983 58,59   5,97 3   7,73
Non Oui 164 586 9,62   8,83 6   8,96
Oui Non 662 952 27,28   8,57 5 10,48
Oui Oui 89 160 4,52 12,29 7 13,63
Tous les épisodes de prix 2 371 681 100,00   7,24 4   9,16
Lecture : le poids associé à un épisode de prix est obtenu en divisant le poids de la variété correspondante dans l’IPC (moyenne 1994-
2003) par le nombre d’épisodes de prix observés pour cette variété. La colonne Pourcentage fournit la répartition des épisodes par types 
de censure (en utilisant les pondérations).
Champ : relevés mensuels de prix de détail, hors « tarifs » et produits frais, sur la période 1994-2003.
Source : calcul des auteurs d’après les relevés de prix à la consommation de l’Insee.ÉCONOMIE ET STATISTIQUE N° 386, 2005  45
Encadré 2
DES FRÉQUENCES AUX DURÉES
La fréquence de changements de prix est déﬁ  nie 
comme suit (pour simpliﬁ  er, nous omettons les indices 
correspondant aux points de vente). Soit Ij,t une variable 
indicatrice de changement de prix, déﬁ  nie par Ij,t = 0 si 
Pj,t = Pj,t-1 et Ij,t = 1 si Pj,t ≠ Pj,t-1. On note Γ la date de la 
dernière observation et on suppose, pour simpliﬁ  er, que 
les données sont cylindrées (le nombre d’observations 
est  J à chaque date), aﬁ  n  que  Q,  le nombre total 
d’observations, soit égal à ΓJ. La fréquence moyenne 
de changement de prix à la date t est déﬁ  nie comme 
. Nous supposons que les données 
sont cylindrées et non censurées à gauche, c’est-à-
dire que la première observation de prix de chaque 
épisode correspond à un «  nouveau  » prix (à cette 
première observation est associée à un changement 
de prix). La fréquence moyenne de changement de 
prix pour le produit  j est   
De même, la fréquence moyenne de changements 
de prix de tout l’échantillon est déﬁ  nie  comme 
 et la fréquence moyenne de 
changements de prix pondérée est déﬁ  nie  comme   
.
La durée moyenne implicite, calculée à partir de la 
fréquence observée est déﬁ  nie comme suit :
 (III)
Cette formule peut être justiﬁ   ée par la propriété 
suivante : s’il n’y a pas de censure et si les données ne 
sont pas pondérées, la moyenne des durées observées 
est égale à l’inverse de la fréquence moyenne. En 
effet, quand des relevés de prix appartiennent à des 
épisodes non censurés, chaque épisode de prix est 
associé à une valeur de Ij,t égale à 1. Le numérateur 
de F est alors  . Q étant 
le nombre total d’observations, l’estimateur basé 
sur l’inverse de la fréquence vaut donc Q/N (nombre 
moyen d’observations par épisode) qui est équivalent 
à la moyenne simple des durées observées  .
Une justiﬁ   cation plus générale est que, dans un 
environnement stationnaire et sur un échantillon 
important, l’inverse de la fréquence de changements 
de prix converge vers la durée moyenne (ou, si   est 
un estimateur de la probabilité inconditionnelle d’un 
changement de prix, alors  . Cette égalité 
est vériﬁ   ée asymptotiquement sous des conditions 
générales dans un processus de renouvellement 
(cf.  Lancaster, 1990, p.  90). Nous soulignons que 
cette propriété ne dépend pas de la distribution des 
durées, mais elle nécessite la stationnarité, ainsi que 
l’homogénéité dans le comportement de changement 
de prix dans l’échantillon. Sous ces conditions, le 
calcul des fréquences de changements de prix, dans 
chacune des dimensions temporelle ou transversale, 
permet une estimation indirecte de la durée moyenne 
des prix. Notons que l’égalité E(T) = 1/p = 1/E(F) 
est vériﬁ   ée exactement dans un modèle de hasard 
constant (dans lequel p est la probabilité constante 
de changement de prix). En outre, sous l’hypothèse 
de hasard constant, la durée médiane entre deux 
changements de prix consécutifs est Médiane 
(TF) = - ln (0,5)/F.
Il faut aussi noter que l’équation (III) ci-dessus suppose 
un temps discret  : implicitement, les détaillants 
changent leurs prix au plus une fois par mois, et à la 
ﬁ  n du mois. Dans les estimations empiriques, suivant 
Bils et Klenow (2004), nous relâchons cette hypothèse 
en supposant un hasard constant, c’est-à-dire une 
probabilité de changement de prix constante au cours 
d’un mois. On peut estimer la durée moyenne en 
« temps continu » par  . (En pratique, 
cela revient à soustraire un demi mois à la mesure des 
durées moyennes. La mesure correspondante de la 
durée médiane est  ).
La mise en œuvre de l’approche par les fréquences 
appelle néanmoins quelques remarques. Première-
ment, aﬁ   n que les conditions d’homogénéité et de 
stationnarité soient remplies, il est important que 
l’analyse s’applique, à la fois, au niveau désagrégé et 
pour des sous-périodes homogènes.
Deuxièmement l’attrition doit être reconnue comme 
une forme de troncation, qui n’est pas indépendante de 
la ﬁ  xation des prix. Dans ce qui suit, nous considérons 
chaque remplacement comme la ﬁ  n  d’un  épisode 
de prix, c’est-à-dire comme étant équivalent à un 
changement de prix (on note Ij,t = 1 si un remplacement 
contraint est observé à la date t).
En troisième lieu, l’agrégation soulève plusieurs 
difﬁ  cultés. En supposant des données non censurées, 
un indicateur simple de la durée globale serait l’inverse 
de la fréquence moyenne pondérée de changements 
de prix  . Cependant, si les différents 
produits sont hétérogènes, l’approche la plus 
pertinente consiste à calculer une moyenne pondérée 
de l’inverse des fréquences, comme suit. Pour un 
bien donné j, la durée moyenne est estimée par 
. Alors, par une moyenne pondérée sur tous 
les produits, on obtient  . 
Ainsi, en l’absence de censure, la mesure directe 
de la durée pondérée est la moyenne pondérée 
des inverses des fréquences. Sous l’hypothèse de 
censure indépendante (et d’une distribution identique 
entre les produits), cet indicateur est une mesure de la 
durée moyenne moins affectée par la censure que la 
mesure directe par les durées. Une propriété notable 
est que cette approche fournit un résultat différent de 
celui obtenu par le calcul de l’inverse de la fréquence 
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durées, sans avoir accès aux relevés individuels. 
Par exemple, Bils et Klenow (2004) ont utili-
sé des données mensuelles à un niveau secto-
riel désagrégé. Quatrièmement, cette approche 
n’exige pas un traitement explicite de la censu-
re. À condition que la censure soit indépendante 
du processus engendrant les durées, estimer la 
durée moyenne par l’inverse de la fréquence 
produit un estimateur convergent.
Sur notre échantillon, la fréquence moyenne 
pondérée de changement de prix, sur toute la 
période est de 18,9 % par mois (cf. tableau 3). 
Du fait de l’hétérogénéité entre produits, l’es-
timation implicite de la durée que l’on peut en 
déduire (5,29  mois) est inférieure à la durée 
moyenne calculée comme la moyenne pondé-
rée des durées implicites par variété (calculée 
sous l’hypothèse de «  temps continu  »), qui 
vaut 8,38  mois. Puisque la censure n’affecte 
pas les estimations obtenues indirectement via 
les fréquences, il est naturel que cette estima-
tion soit plus élevée que la moyenne des durées 
(7,24 mois) obtenue dans le paragraphe précé-
dent avec une approche directe. Cette estima-
tion est proche de la valeur trouvée par Bils et 
Klenow (2004) pour les États-Unis.
Enﬁ   n, on peut également remarquer que la 
médiane pondérée des durées implicites n’est 
que de 6,20 mois, valeur qui se situe au cen-
tre des estimations trouvées récemment dans 
des études similaires (Aucremanne et Dhyne, 
2004 ; Dias, Dias et Neves, 2004 ; Bils et Kle-
now, 2004). La différence entre la médiane et 
la moyenne pondérée est due à certaines fré-
quences de changements de prix (Fj), proches 
de zéro, qui induisent des durées assez longues 
pour quelques variétés particulières. De fait, 
la distribution des fréquences par produits élé-
mentaires est très asymétrique (cf. tableau 4 et 
graphique  I). Alors que quelques groupes de 
produits ont des fréquences proches de 100 %, 
la plus grande partie de la distribution se situe 
entre 5 % et 25 % par mois. À peu près 25 % 
des produits ont des durées moyennes implicites 
égales ou supérieures à 12 mois.
L ’hétérogénéité dans la fréquence 
de changement de prix
L
a rigidité des prix, mesurée par l’estima-
tion directe de la durée moyenne des épi-
sodes de prix, varie fortement selon les secteurs 
(cf. tableau 5). Le contraste le plus signiﬁ  catif 
apparaît entre les services et les autres types de 
biens. La durée moyenne d’un prix est deux fois 
plus élevée grande dans le secteur des services 
(11,43 mois) que dans les secteurs manufactu-
rier (biens durables, habillement, autres biens 




est une moyenne harmonique de la durée des biens 
individuels. Selon une propriété de la moyenne 
harmonique, nous avons  .
Une autre statistique d’intérêt (utilisée par Bils et 
Klenow, 2004) est la médiane pondérée des fréquences 
inversées. Cette mesure est intéressante car pour 
certains secteurs, la fréquence ( ) est proche de 
zéro, impliquant de très grandes valeurs de la durée 
implicite ( ) qui inﬂ  uencent fortement la moyenne. 
Soulignons toutefois que la médiane pondérée ne peut 
pas être interprétée comme un estimateur de la durée 
moyenne des prix. Il est important aussi de rappeler 
qu’utiliser les fréquences permet de caractériser la 
durée moyenne, mais pas la distribution complète des 
durées de prix. En particulier, la forme de la fonction 
de hasard, c’est-à-dire la probabilité conditionnelle 
de changement de prix, ne peut pas être dérivée des 
fréquences de changements de prix.
Tableau 3
Distribution de la fréquence et de la durée 
implicite
Fréquence mensuelle de changement de prix (%)
Moyenne 18,9
Médiane 14,9
Cinquième percentile   4,8
Vingt-cinquième percentile   8,3
Soixante-quinzième percentile 20,8
Quatre-vingt-quinzième percentile 75,8
Durée implicite des prix (mois)
Moyenne   8,38
Médiane   6,20
Cinquième percentile   0,71
Vingt-cinquième percentile   4,30
Soixante-quinzième percentile 11,60
Quatre-vingt-quinzième percentile 20,31
Les fréquences estimées prennent en compte l’attrition.
Lecture : chaque mois, 18,9 % des produits vendus, voient leur 
prix changer, en moyenne.
Champ : relevés mensuels de prix de détail, hors « tarifs » et pro-
duits frais, sur la période 1994-2003.
Source  : calcul des auteurs d’après les relevés de prix à la 
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Le tableau 5 présente l’analyse par secteur des 
durées implicites dérivées de l’approche indi-
recte (par la fréquence), que l’on peut consi-
dérer comme moins sensible à la censure. La 
grande hétérogénéité des durées selon le type 
de biens est conﬁ  rmée. Le secteur caractérisé 
par la rigidité de prix la plus faible est l’éner-
gie. Rappelons que l’échantillon n’inclut pas les 
Graphique I
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Lecture : L’histogramme représente la distribution des 1 328 « variétés » (produits élémentaires de l’indice des prix) selon leur fréquence 
de changement de prix (en pourcentage par mois). Ainsi 8,2 % des variétés voient entre 8 et 10 % de leurs prix changer chaque mois, 
en moyenne.
Tableau 4




de changement de prix







Fréquence sans prise 
en compte de l’attrition
(en % par mois)
Produits alimentaires 19,5   5,49   4,70 17,9
Biens durables 18,4   5,54   5,07 11,2
Habillement, textile 17,8   5,98   4,86   9,8
Autres produits manufacturés 14,3   7,85   6,95 11,2
Énergie 70,7   1,38   0,63 70,5
Services   8,3 14,54 13,51   7,2
Total 18,9   8,38   6,20 16,2
Champ : relevés mensuels de prix de détail, hors « tarifs » et produits frais, sur la période 1994-2003.
Source : calcul des auteurs d’après les relevés de prix à la consommation de l’Insee.
Tableau 5














Alimentation 29,34 19 847 566   5,27 3   6,84 1   6
Biens durables 11,83   8 256 854   5,53 3   6,01 2   7
Habillement, textile 10,29   9 438 144   5,46 4   5,94 1   7
Autres biens manufacturés 23,68 15 395 496   7,10 5   8,09 2   9
Énergie 42,50 34 220 369   1,87 1   2,91 1   2
Services 36,64 27 213 252 11,43 9 12,05 4 14
Total 28,26 18 2 371 681   7,24 4   9,16 2 10
Données pondérées.
Champ : relevés mensuels de prix de détail, hors « tarifs » et produits frais, sur la période 1994-2003.
Source : calcul des auteurs d’après les relevés de prix à la consommation de l’Insee.48  ÉCONOMIE ET STATISTIQUE N° 386, 2005
prix du gaz, ni de l’électricité qui sont recueillis 
de façon centralisée, ce secteur étant composé 
ici essentiellement de l’essence et du fuel. Les 
prix y durent en moyenne 1,38 mois. Les prix 
des produits alimentaires non transformés (prin-
cipalement la viande, car l’échantillon disponi-
ble n’inclut pas les produits alimentaires frais 
saisonniers) durent en moyenne 4,6  mois. Le 
secteur des services se démarque nettement 
des autres secteurs avec une durée moyenne de 
14,5 mois.
En outre, l’importance de l’attrition et de la cen-
sure varie considérablement selon les catégories 
de produits. La première colonne du tableau 4 
donne la fréquence moyenne des changements 
de prix par catégorie, prenant en compte le phé-
nomène d’attrition, alors que la dernière colonne 
présente la même chose sans tenir compte de ce 
phénomène. Pour les vêtements, en particulier, 
le dernier indicateur, c’est-à-dire la fréquence 
des changements de prix effectivement obser-
vés, est très faible (9,8 %, en utilisant notre ana-
lyse par secteur). Cela reﬂ  ète le fait qu’une telle 
mesure élémentaire de la fréquence ne capte pas 
les changements de prix implicites qui résultent 
des changements de collections dans le secteur 
de l’habillement. Si on suppose que chaque 
remplacement indique la ﬁ  n d’un épisode de 
prix et qu’il peut être traité comme un change-
ment de prix, nous obtenons alors, dans ce sec-
teur, une fréquence égale à 17,8 % et retrouvons 
une durée moyenne implicite, plus plausible, de 
5,98 mois.
Notre traitement de l’attrition, c’est-à-dire le 
fait d’assimiler un remplacement contraint à 
une ﬁ  n d’épisode de prix, fait de façon atten-
due augmenter la fréquence de changements 
de prix, particulièrement dans les secteurs qui 
ont un cycle de vie court. Par conséquent, l’es-
timateur indirect de la durée moyenne, corrigé 
de l’attrition, fournit une durée plus faible que 
l’estimateur non corrigé de l’attrition. La dif-
férence entre les deux estimateurs est d’autant 
plus importante que le nombre d’épisodes de 
prix par trajectoire est faible, ce qui est notam-
ment le cas dans le secteur de l’habillement.
L ’importance de la censure (autre que le rem-
placement contraint) varie aussi considérable-
ment selon les catégories de produits. Seuls 
55 % des épisodes de prix sont non censurés 
dans les « autres biens manufacturés ». La cen-
sure pose moins de problème dans l’alimentaire 
(avec environ 72 % d’épisodes non censurés) 
et dans l’énergie (environ 91 % d’épisodes non 
censurés).
La fréquence de changement de prix 
diffère aussi selon les points de vente 
et varie dans le temps
Pour illustrer d’une manière simple les déter-
minants de la fréquence de changements de 
prix, nous avons estimé un modèle Logit (cf. ta-
bleau 6). Ce modèle se veut ici être une forme 
réduite, de type analyse de la variance, plutôt 
qu’un modèle structurel. La variable dépen-
dante est la variable dichotomique indiquant 
l’occurrence d’un changement de prix. Les 
variables explicatives sont le secteur, le type de 
point de vente, le mois (pour prendre en compte 
la saisonnalité dans les changements de prix), 
l’année (pour rendre compte des changements 
structurels et des effets de cycle) et des variables 
indicatrices qui représentent des événements 
spéciﬁ  ques (tels que les deux mois ayant connu 
un changement du taux de TVA, le mois du pas-
sage à l’euro et la période autour du passage à 
l’euro, correspondant aux 6 mois avant et aux 
6 mois après janvier 2002).
Les observations dans cette analyse ne sont pas 
pondérées. L ’impact du secteur est conforme à 
ce qui a été observé dans la partie précédente. 
Par rapport au secteur des biens manufacturés, 
la fréquence conditionnelle de changement de 
prix est de 3,5 points de pourcentage plus éle-
vée dans le secteur de l’alimentaire et 3,7 points 
moins élevée dans le secteur des services. Dans 
le cas des services, il convient de prendre en 
compte simultanément l’effet point de vente, 
qui est d’un ordre de grandeur comparable, car 
typiquement, les services ne sont pas vendus 
dans des supermarchés, mais par l’intermédiaire 
de prestataires de services. Le type de point de 
vente a un effet notable, même si l’on contrôle 
par le type de biens vendus. Les prix sont plus 
ﬂ   exibles dans les hypermarchés (la probabi-
lité conditionnelle d’un changement de prix est 
de 14,4 % contre 11,9 % pour la catégorie de 
référence, les supermarchés), alors qu’ils sont 
plus rigides dans les magasins de discount et 
les magasins traditionnels (les probabilités sont 
respectivement de 6,9 et 7,9 %). Les indicatri-
ces temporelles pour les événements majeurs 
sont très signiﬁ  catives. La probabilité instanta-
née d’un changement de prix a été sensiblement 
plus affectée par la baisse du taux de TVA en 
2002 que par sa hausse en 1995 (cette analyse 
ne renseigne pas sur l’ampleur du changement 
de prix). Il existe une saisonnalité claire dans la 
ﬁ  xation des prix. Janvier et septembre sont des 
mois connaissant de nombreux changements de 
prix. Il semble y avoir quelques signes de hausse 
tendancielle de la fréquence de changements de 
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Tableau 6
Probabilité conditionnelle de changement de prix (Modèle Logit estimé par la méthode 








sur la probabilité 
de changement de prix
Constante - 2,002 0,004 ***   0,119
Type de produit Produits alimentaires   0,299 0,002 ***   0,035
Biens durables   0,280 0,003 ***   0,033
Habillement, textile   0,405 0,003 ***   0,049
Énergie 2,444 0,004 ***  0,490
Produits manufacturés (hors habille-
ment, biens durables et énergie) Réf.
Services   - 0,414 0,004 ***   - 0,037
Année 1994   - 0,227 0,004 ***   - 0,022
1995   - 0,057 0,003 ***   - 0,006
1996   - 0,053 0,003 ***   - 0,005
1997   - 0,006 0,003 0,08   - 0,001
1998 Réf.
1999   - 0,002 0,003 0,59   - 0,0002
2000  0,112 0,003 ***   0,012
2001  0,261 0,004 ***   0,030
2002  0,094 0,004 ***   0,010
2003  0,080 0,006 ***   0,009
Indicatrices 
temporelles
TVA 1995   0,451 0,008 ***   0,056
TVA 2000   0,641 0,008 ***   0,085
Passage à l’euro (janvier 2002)   0,537 0,008 ***   0,069
Période de passage à l’euro (juillet 2001 
– juin 2002)
 0,053 0,003 ***   0,006
Mois Janvier  0,612 0,004 ***   0,081
Février  0,489 0,004 ***   0,062
Mars  0,504 0,004 ***   0,064
Avril  0,270 0,004 ***   0,031
Mai  0,218 0,004 ***   0,025
Juin  0,117 0,004 ***   0,013
Juillet  0,295 0,004 ***   0,035
Août  0,324 0,004 ***   0,038
Septembre  0,604 0,004 ***   0,079
Octobre  0,315 0,004 ***   0,037
Novembre  0,136 0,004 ***   0,015
Décembre Réf.
Point de vente Hypermarché   0,216 0,003 ***   0,025
Magasin hard discount   - 0,600 0,008 ***   - 0,050
Supérette   - 0,440 0,006 ***   - 0,039
Magasin populaire   0,003 0,004 0,46   0,0003
Grand magasin   - 0,179 0,005 ***   - 0,018
Grande surface spécialisée   - 0,037 0,003 ***   - 0,004
Petit magasin traditionnel   - 0,449 0,003 ***   - 0,040
Marché   - 0,824 0,014 ***   - 0,063
Service   - 0,465 0,005 ***   - 0,041
Autres   - 0,201 0,009 ***   - 0,020
Supermarché Réf.
Nombre d’observations : 12 429 686.
Moyenne de la variable dépendante : 0,181.
Log-vraisemblance : ln L = - 5 491 344 
***  Signiﬁ  e que la p-value est inférieure à 0,001 ; étant donné le nombre très important d’observations, la régression est très signiﬁ  -
cative.
Lecture : la dernière colonne mesure l’impact de chaque facteur sur la probabilité de changement de prix, toutes choses égales par 
ailleurs. La référence est le prix d’un bien manufacturé vendu dans un supermarché, en décembre de l’année 1998. La probabilité esti-
mée d’un changement de prix pour la catégorie de référence est de 11,9 %. Ainsi, la probabilité estimée de changement de prix dans un 
hypermarché en décembre 2000 est égale à 11,9 + 2,5 + 1,2 = 15,6 %.
Champ : relevés mensuels de prix de détail, hors « tarifs » et produits frais, sur la période 1994-2003.
Source : calcul des auteurs d’après les relevés de prix à la consommation de l’Insee.50  ÉCONOMIE ET STATISTIQUE N° 386, 2005
trices pour les années 2001 et 2002 sont signiﬁ  -
catives malgré la présence d’un indicateur pour 
le mois du passage à l’euro (en janvier 2002) 
et pour les 12 mois encadrant ce passage (de 
juillet 2001 à juin 2002). Cela peut signiﬁ  er que 
l’impact du passage à l’euro s’est étalé sur plus 
de 12 mois, ou indiquer un changement récent 
dans la rigidité des prix au niveau agrégé.
Certains de ces résultats sont illustrés dans le 
graphique II qui représente les séries temporel-
les de fréquence moyenne de changements de 
prix, calculée au niveau de l’échantillon comme 
une moyenne pondérée des fréquences de chan-
gements de prix sur les variétés. Le comporte-
ment saisonnier avec des pics en janvier et sep-
tembre est manifeste. Les pics dans la fréquence 
de changements de prix au moment des change-
ments de TVA et du passage à l’euro apparais-
sent également très clairement.
La dépendance à la durée : 
les prix les plus « anciens » ont-ils 
plus de chance de changer ?
L
a fonction de hasard d’un changement de 
prix permet d’étudier la probabilité de chan-
gement de prix conditionnellement à la durée 
écoulée depuis le début de l’épisode de prix. Il 
s’agit d’un outil standard pour l’analyse des don-
nées de durée (Kiefer, 1988). Leur intérêt réside 
également ici dans le fait que certaines théories 
de ﬁ  xation des prix prévoient directement leur 
forme. Par exemple, le modèle de Calvo (1983), 
souvent utilisé pour l’analyse des politiques 
monétaires, repose sur l’hypothèse d’un hasard 
constant. Le modèle «  pur  » de Taylor (1980) 
prédit un hasard égal à 1 pour la durée corres-
pondant à la périodicité des contrats et nul sinon 
(cf. Wolman, 1999, pour d’autres exemples).
Les fonctions de hasard par secteur, calculées 
en utilisant la méthode life table (cf. par exem-
ple Kalbﬂ  eisch et Prentice, 2002, pour une des-
cription), sont présentées dans le graphique III. 
L ’approche prend en compte la censure. Des 
contrastes importants entre les secteurs appa-
raissent. Pour les secteurs manufacturier et 
alimentaire, le hasard a rapidement une forme 
décroissante, avec un maximum très marqué à 
un mois. Cela reﬂ  ète le fait qu’un grand nombre 
de prix est révisé tous les mois. Pour l’habille-
ment, il y a aussi un maximum important à un 
mois : il s’explique par les périodes de soldes 
et disparaît pratiquement lorsque les périodes 
de soldes ou de promotions temporaires sont 
supprimées de la base de données. Il reﬂ  ète 
également la surreprésentation mécanique des 
Graphique II






























Total Hausses Baisses Remplacements
Lecture : Pour chaque mois, le pourcentage de prix qui augmentent, qui baissent et le pourcentage de produits qui sont remplacés, sont 
représentés. La courbe « fréquence des changements de prix » est la somme des trois autres courbes. Ainsi, en janvier 1995, 8,0 % des 
prix ont augmenté, 7,1 % des prix ont diminué et 2,4 % des produits ont été remplacés. Au total, 17,4 % des prix ont varié (le remplace-
ment de produit est assimilé à un changement de prix dont ont ne peut identiﬁ  er le signe).ÉCONOMIE ET STATISTIQUE N° 386, 2005  51
épisodes de prix les plus courts. Il existe aussi 
un pic à six mois pour les vêtements, ce qui 
reﬂ  ète la succession des collections été/hiver. 
Dans le secteur des biens durables, la forme 
globale est décroissante, mais il y a des pics 
dans la fonction de hasard tous les trois mois. 
Ce proﬁ  l  reﬂ   ète principalement la méthode 
de collecte des données, car dans ce secteur, 
beaucoup de prix étaient collectés, au début de 
l’échantillon, à une fréquence trimestrielle. La 
fonction de hasard n’est pas représentée pour le 
secteur de l’énergie : dans ce secteur, moins de 
10 % des épisodes de prix durent plus de deux 
mois. Finalement, dans le secteur des services, 
la principale caractéristique est le pic très mar-
qué à 12 mois et, dans une moindre mesure, à 
24 et 36 mois. Par ailleurs, le hasard est tout à 
fait plat et, comme il est attendu, plus bas que 
dans les autres secteurs. Cela suggère que, dans 
ce secteur, un schéma typique de ﬁ  xation des 
prix consiste à réviser mécaniquement les prix 
tous les 12 mois. La forme du hasard semble 
indiquer que si un détaillant s’abstient d’ajuster 
les prix une année donnée, il attendra une année 
supplémentaire avant de changer son prix. Dans 
l’ensemble, ces graphiques montrent que, pour 
les services, le modèle de hasard constant n’est 
pas conforme aux résultats microéconomiques. 
Le modèle de Calvo « tronqué » pourrait, plus 
probablement, se justiﬁ  er au vu de la forme de 
la fonction de hasard. Dotsey, King et Wolman 
(1999) ont proposé un modèle qui généralise le 
modèle de Calvo tronqué. Il faut noter que dans 
l’étude de Dotsey et al., comme dans d’autres 
approches théoriques, on s’attend à observer 
un taux de hasard croissant. La forme décrois-
sante des fonctions de hasard empiriques, dans 
les secteurs autres que les services, est en appa-
rence paradoxale au regard des modèles théo-
riques. L ’interprétation la plus vraisemblable 
est que, suivant un résultat classique de l’ana-
lyse des durées, la décroissance du hasard est 
la conséquence de l’hétérogénéité des compor-
tements dans la population (cf.  par exemple 
Kiefer, 1988). Ainsi Alvarez, Burriel, Hernando 
(2004) et Campbell et Eden (2004) rationalisent 
des fonctions de hasard décroissantes (obtenues 
sur données mensuelles espagnoles et données 
hebdomadaires américaines respectivement) 
par des mélanges de population. Une appro-
che alternative consiste à estimer des modèles 
de durée à un niveau très désagrégé pour limi-
ter l’incidence de l’hétérogénéité non prise en 
compte (Fougère, Le Bihan, Sevestre, 2005).
Graphique III
Fonctions de hasard
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Lecture : La courbe en trait plein décrit la probabilité de changement de prix pour un prix n’ayant pas été modiﬁ  é depuis x mois. Ainsi 
dans le secteur des « autres bien manufacturés » si un prix n’a pas varié depuis 12 mois la probabilité d’observer un changement de prix 
au cours du 12ème mois est de 11,1 %. Les courbes en pointillé fournissent un intervalle de conﬁ  ance permettant d’apprécier la précision 
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Fréquence et ampleur 
des changements de prix
L
’ampleur des changements de prix pour 
chacune des catégories de produits peut 
s’étudier en elle-même ou en relation avec la 
fréquence de changements de prix. Une pré-
diction du modèle des « coûts de menu » (ou 
« coûts de catalogue ») est que, dans les sec-
teurs où ces coûts sont les plus élevés, les chan-
gements de prix sont moins fréquents et, dans le 
même temps, l’ampleur moyenne des variations 
de prix est plus élevée.
Les résultats sur l’ampleur des hausses et des 
baisses de prix sont présentés dans le tableau 7. 
Dans cet exercice, nous ne sommes pas en 
mesure de prendre en compte le phénomène de 
l’attrition, de la même façon que nous l’avons 
fait précédemment pour l’analyse des fréquen-
ces. En effet, lorsqu’un produit disparaît d’un 
point de vente suite à son remplacement par un 
autre, l’épisode de prix est considéré comme 
terminé et nous en avons tenu compte en reco-
dant un changement de prix virtuel. Ici, il n’est 
évidemment pas possible de savoir si le chan-
gement virtuel du prix est une hausse ou une 
baisse. En effet, bien que la base de données 
contienne l’information sur le prix du produit 
de remplacement, fournir une analyse correcte 
impliquerait la prise en compte du changement 
de qualité, ce qui dépasse le champ de notre étu-
de (17). La fréquence totale de changement de 
prix est la somme de la fréquence des hausses, 
de celle des baisses de prix et des remplacements 
(contraints) de produits (cf. graphique III). Par 
ailleurs, la somme pondérée des hausses et 
baisses moyennes présentées dans le tableau 7 
diffère du taux d’inﬂ  ation moyen observé sur 
la période, pour différentes raisons : l’IPC fait 
appel à une formule de Lapeyres, le champ 
considéré est ici plus restreint et nos chiffres ne 
prennent pas en compte les ajustements de qua-
lité liés à l’attrition des produits.  (17)
Un premier enseignement de la distribution des 
changements de prix (cf. graphique IV) (18) est 
que les baisses de prix sont relativement fré-
quentes. Environ 40 % des changements de prix 
observés sont des baisses, laissant supposer une 
absence de rigidité nominale à la baisse (19). 
Nous observons à nouveau un fort contraste 
entre les services et les autres secteurs. Les chan-
gements de prix dans les services sont moins 
fréquents et sont le plus souvent des hausses 
(20 % seulement des changements de prix sont 
à la baisse). Dans les autres secteurs, les prix 
baissent presque aussi souvent qu’ils augmen-
tent. Des changements de faible ampleur et des 
variations importantes coexistent. La moyenne 
pondérée des hausses de prix est de 10,80 % 
et l’ampleur moyenne d’une baisse de prix est 
de 9,97 %. La hausse médiane pondérée est de 
4,15 %, alors que la baisse médiane pondérée 
est de 5,31 %. Dans le secteur de l’énergie, les 
changements de prix moyens sont modestes 
(4,71  % pour les hausses) mais fréquents (la 
probabilité mensuelle de changement de prix à 
la hausse ou à la baisse est respectivement pro-
che de 40 % et 30 %), suggérant l’absence de 
coûts de menu. Pour certains biens manufac-
turés tels que les vêtements, les changements 
de prix sont, à la fois, assez fréquents et d’une 
17. Cf. Guédès (2004) pour une étude de l’impact des ajuste-
ments de qualité dans le calcul de l’IPC.
18. La distribution représentée est tronquée à - 50 % et + 50 % 
des baisses et hausses. Elle est conditionnée par un changement 
de prix, sans quoi, de toute évidence, le pic à zéro dominerait la 
distribution.
19. Pour une étude récente, sur données microéconomiques, 
de la rigidité nominale des salaires français, voir l’article de Bis-
courp, Dessy et Fourcade (2005) dans ce numéro.
Tableau 7




des hausses de prix
(en % par mois)
Fréquence 
des baisses de prix
(en % par mois)
Hausse de prix 
moyenne
(%)






Baisse de prix 
médiane
(%)
Alimentation 10,5   7,3 10,06   - 9,67   4,55   - 5,75
Biens durables   4,6   6,3 10,61   - 11,51   6,08 - 9,28
Habillement, textile   4,1   5,4 39,38   - 26,05 27,95   - 26,58
Autres biens manufacturés   6,9   4,2   8,03   - 8,87   3,50   - 4,27
Énergie 40,4 30,0   3,05   - 2,77   2,09   - 1,71
Services   5,8   1,4   6,38   - 7,39   3,52   - 4,17
Total   9,7   6,5 10,80   - 9,97   4,15   - 5,31
Données pondérées. La somme de la fréquence des hausses et des baisses diffère de la fréquence des changements car ces der-
niers incluent également les remplacements de produits pour lesquels le signe de la variation de prix n’est pas identiﬁ  é.
Champ : relevés mensuels de prix de détail, hors « tarifs » et produits frais, sur la période 1994-2003.
Source : calcul des auteurs d’après les relevés de prix à la consommation de l’Insee.ÉCONOMIE ET STATISTIQUE N° 386, 2005  53
grande ampleur (la hausse moyenne du prix des 
vêtements est de 39,42 % et la baisse moyenne 
de  26,06 %) (20). Cette caractéristique reﬂ  ète 
l’impact des soldes.
Un calcul de corrélation (21) entre la fréquence 
des hausses de prix par produit, celle des baisses, 
et leur ampleur respective montre que les produits 
ayant des hausses de prix fréquentes connaissent 
aussi des baisses fréquentes (la corrélation est 
de 0,936). Nous observons également une cor-
rélation positive et signiﬁ  cative entre l’ampleur 
des hausses des prix et celle, en valeur absolue, 
des baisses. Ainsi, les produits qui connaissent 
des hausses de prix élevées connaissent aussi des 
baisses importantes. Ce résultat restera valable 
lorsque les soldes et les promotions temporaires 
sont exclues de l’échantillon.
La corrélation probablement la plus intéressante 
est celle qui existe entre la fréquence de change-
ments de prix et leur amplitude. En effet, la théo-
rie des coûts de menu tend à prévoir une corré-
lation négative entre ces grandeurs. Les prix qui 
changent moins souvent à cause de l’existence 
de coûts de menu varient alors dans une propor-
tion plus importante que les prix des produits 
les plus ﬂ  exibles. Bien que signiﬁ  cative, la cor-
rélation entre la fréquence des baisses de prix 
et leur ampleur n’est pas très forte. Il en est de 
même pour les hausses de prix. La faiblesse de 
ces corrélations semble donc ne pas concorder 
avec les prédictions de la théorie des coûts de 
menu. Il est néanmoins difﬁ  cile de conclure au 
rejet net de cette théorie. Par exemple, l’absence 
d’une corrélation signiﬁ  cative peut résulter de 
coûts de menu qui diffèrent selon les points de 
vente plutôt que selon le type de biens.  (20) 
 (21)
Quelques tests de robustesse
P
armi les questions qui peuvent se poser quant 
à la robustesse de nos résultats, la première 
est liée à l’introduction de l’euro ; celle-ci pour-
rait biaiser vers le bas la durée moyenne estimée 
des épisodes de prix, puisque cet événement 
exceptionnel a provoqué l’interruption de nom-
breux épisodes de prix. Le tableau 8 donne une 
mesure de l’impact du passage à l’euro, en pré-
sentant des statistiques sur les durées, lorsque 
la base de données est tronquée à la ﬁ  n de l’an-
née 2000. Nous la tronquons intentionnellement 
une année avant l’introduction de l’euro, aﬁ  n 
de nous prémunir du fait que certains prix ont 
été ﬁ  xés implicitement en euros quelques mois 
à l’avance. La durée moyenne estimée est de 
7,38 mois dans la période « pré-euro », de juillet 
1994 à décembre 2000 (cf. tableau 8, seconde 
20. On s’attend à ce que l’ampleur des fortes hausses et bais-
ses de prix soit asymétrique, aux alentours de zéro. Rappelons 
qu’après une baisse de prix temporaire de 50  %, le prix doit 
remonter de 100 % pour atteindre le prix antérieur.
21. Le coefﬁ   cient de corrélation ne constitue qu’une mesure 
approximative d’association, car un modèle structurel ne prédi-
rait probablement pas une relation linéaire entre ces grandeurs.
Graphique IV
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Lecture : Cet histogramme décrit la distribution (non pondérée) de l’ampleur des variations de prix (exprimées en pourcentage), en 
excluant les variations nulles, sans quoi une masse en zéro dominerait la distribution. Ainsi, 16 % des variations de prix observées sont 
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partie). Comme attendu, la durée moyenne est 
plus importante sur la période pré-euro que sur 
toute la période (7,24 mois). Cependant, la dif-
férence, inférieure à une semaine, est margina-
le. Cette conclusion est conﬁ  rmée par l’analyse 
des fréquences de changements de prix. La fré-
quence moyenne pondérée du sous-échantillon 
est 18,0 % sur la période pré-euro contre 18,9 % 
sur toute la période.
Une autre préoccupation réside dans le fait que 
certains relevés de prix sont collectés unique-
ment à une fréquence trimestrielle, principale-
ment dans le secteur des biens durables. Cela 
crée un biais, à la hausse cette fois, dans la mesu-
re des durées de prix. Une manière d’évaluer ce 
biais est de calculer des durées en excluant les 
trajectoires de prix qui contiennent des obser-
vations collectées trimestriellement. Cette esti-
mation est certes approximative, puisqu’il est 
probable que les épisodes de prix collectés à 
une fréquence trimestrielle ne sont pas homo-
gènes avec le reste des épisodes. Par ailleurs, il 
est vraisemblable que l’Insee recueille les prix 
trimestriellement lorsque l’information existan-
te suggère que le prix change habituellement à 
une fréquence trimestrielle. La durée implicite 
moyenne pondérée des prix excluant de telles 
trajectoires est de 8,17 mois (cf. tableau 8, troi-
sième partie). La différence est donc mineure 
si l’on compare cette durée à la durée moyenne 
de 8,38  mois, utilisant toutes les trajectoires. 
La principale différence dans la fréquence des 
changements de prix est bien observée dans 
le secteur des biens durables : la fréquence de 
changement de prix est de 21,0 % (et la durée 
implicite de 4,85 mois) si l’on enlève les trajec-
toires contenant des prix collectés trimestrielle-
ment, contre 18,4 % (et 5,54 mois) pour toutes 
les trajectoires de ce secteur.
De la même façon les résultats sont relativement 
robustes au traitement des pseudo-observations. 
En effet, lorsque l’on supprime de la base toutes 
les pseudo-observations, la fréquence moyenne 
pondérée de changement de prix obtenue passe 
de 18,9 % à 20,3 % par mois (résultat non pré-
senté dans le tableau 8).
Un dernier problème réside dans l’impact 
des soldes et des promotions temporaires. Le 
tableau 9 présente les résultats sur la fréquence 
et l’ampleur des changements de prix, lorsqu’on 
élimine les observations de prix qui correspon-
Tableau 8 








Période de référence : juillet 1994 – février 2003
Tous les épisodes de prix (non pondérés) 2 377 682 5,28 3,00 6,73 1,00   7,00
Épisodes de prix (moyenne par variété pondérée) 1 328 7,24 5,88 4,35 4,44   9,55
Durées implicites 1 328 8,38 6,20 7,57 4,30 11,60
Période antérieure au passage à l’euro : juillet 1994 – décembre 2000
Tous les épisodes de prix (non pondérés) 1 774 919 5,41 3,00 6,82 1,00   7,00
Épisodes de prix (moyenne par variété pondérée) 1 262 7,38 6,02 4,68 4,42   9,54
Durées implicites 1 260 9,62 6,54 9,66 4,47 12,82
Exclusion des trajectoires avec des relevés trimestriels : juillet 1994 – février 2003
Tous les épisodes de prix (non pondérés) 2 182 542 4,97 3,00 6,40 1,00   6,00
Épisodes de prix (moyenne par variété pondérée) 1 308 6,91 5,60 4,17 4,31   8,40
Durées implicites 1 294 8,17 5,91 7,52 4,19 10,52
Exclusion des soldes, des promotions et des sorties de soldes et promotions : juillet 1994 – février 2003
Tous les épisodes de prix (non pondérés) 2 110 997 5,74 3,00 6,98 1,00   7,00
Épisodes de prix (moyenne par variété pondérée) 1 328 7,53 6,25 4,28 4,90   9,82
Durées implicites 1 327 9,35 7,49 7,85 5,44 12,03
Exclusion des baisses temporaires : juillet 1994 – février 2003
Tous les épisodes de prix (non pondérés) 2 199 411 5,57 3,00 6,90 1,00   7,00
Episodes de prix (moyenne par variété pondérée) 1 328 7,45 6,16 4,35 4,73   9,73
Durées implicites 1 328 8,60 6,41 7,59 4,58 11,65
Exclusion des soldes, promotions et sorties, ainsi que des baisses temporaires : juillet 1994 – février 2003
Tous les épisodes de prix (non pondérés) 2 057 361 5,82 3,00 7,03 1,00   7,00
Épisodes de prix (moyenne par variété pondérée) 1 328 7,60 6,36 4,29 4,97   9,87
Durées implicites 1 327 9,44 7,63 7,86 5,54 12,04
Champ : relevés mensuels de prix de détail, hors « tarifs » et produits frais, sur la période 1994-2003.
Source : calcul des auteurs d’après les relevés de prix à la consommation de l’Insee.ÉCONOMIE ET STATISTIQUE N° 386, 2005  55
dent au début ou à la ﬁ  n des soldes ou promo-
tions (22). La fréquence à la fois des hausses 
et des baisses de prix est de ce fait plus basse 
pour tous les secteurs. L ’impact est très marqué 
pour les vêtements, où la fréquence respective 
des hausses et des baisses de prix excluant les 
soldes est de 1,6 % et 0,7 % par mois, contre 
respectivement 4,1 % et 5,4 % si l’on considère 
tous les changements de prix. Ainsi, la plupart 
des baisses de prix dans le secteur de l’habille-
ment correspondent à des soldes ou à des pro-
motions. La valeur élevée des baisses et des 
hausses médianes de prix dans ce secteur reﬂ  ète 
donc le rôle des soldes et des promotions. Leur 
impact est, cependant, modéré dans les autres 
secteurs. Dans l’ensemble, en enlevant les sol-
des et les promotions, la fréquence moyenne des 
hausses de prix descend de 9,7 % à 8,8 %, alors 
que la fréquence moyenne des baisses de prix 
diminue de 6,5 % à 5,1 %. Cet effet modéré des 
soldes et des promotions est identique à celui 
présenté par Bils et Klenow (2004) pour les 
États-Unis. Il apparaît que le ratio de la fréquen-
ce des baisses de prix dans le total des chan-
gements de prix observés, excluant les soldes 
et les promotions temporaires, est encore plutôt 
élevé, à 36,7 % (contre 40,1 %, si on inclut tous 
les changements de prix). Au total, la fréquence 
des baisses de prix dans l’économie n’est pas un 
simple reﬂ  et des épisodes de soldes, et traduit 
l’absence de rigidité des prix à la baisse.
*  *
*
22. Ce tableau est à comparer au tableau  7 qui présente les 
résultats pour tous les changements de prix.
Bien que l’analyse proposée dans cet article 
soit descriptive, les résultats fournissent néan-
moins des indications permettant de mettre en 
perspective les différents schémas de rigidité 
des prix utilisés dans les modèles macroécono-
miques. Tout d’abord les changements de prix 
sont de nature discontinue, comme le montrent 
la plupart des études microéconomiques. Ceci 
va à l’encontre des prédictions des modèles à 
coûts d’ajustement quadratiques qui induisent 
des ajustements graduels et répétés des prix. 
Dans le secteur des services, l’existence d’un 
pic à 12 mois dans la fonction de hasard sug-
gère la présence de comportements de prix 
répondant au modèle de Taylor ou au modèle de 
Calvo tronqué. Par ailleurs, un des faits stylisés 
obtenus pour les autres secteurs est la décrois-
sance de la fonction de hasard pour les change-
ments de prix. Ce fait en apparence paradoxal 
au regard de la plupart des modèles existants sur 
la ﬁ  xation des prix avec rigidité nominale qui 
impliquent un hasard constant, voire croissant, 
est le symptôme d’une hétérogénéité des com-
portements. L ’hétérogénéité des comportements 
explique assez largement cette décroissance du 
hasard agrégé (cf. par exemple Kiefer, 1988).
De multiples pistes de recherche restent à explo-
rer. Deux d’entre elles nous semblent prioritai-
res. D’une part tester les modèles alternatifs 
de rigidité des prix en spéciﬁ  ant et en estimant 
des fonctions de hasard conditionnelles tenant 
compte au mieux de l’hétérogénéité des com-
portements de ﬁ  xation des prix. D’autre part, 
analyser la relation entre la durée et l’ampleur 
des changements de prix, en prenant en compte 
des indicateurs de coût.  ■
Tableau 9
Étude de la robustesse




des hausses de prix
(en % par mois)
Fréquence 
des baisses de prix













Alimentation 9,0 5,2 5,95 - 5,37 3,65 - 3,64
Biens durables 3,5 3,9 6,81 - 5,99 4,17 - 4,35
Habillement, textile 1,6 0,7 20,19 - 7,08 7,59 - 3,94
Autres biens manufacturés 6,4 3,2 5,65 - 5,30 3,05 - 2,46
Énergie 40,4 30,0 2,97 - 2,66 2,08 - 1,69
Services 5,7 1,3 5,94 - 6,40 3,45 - 3,57
Total 8,8 5,1 7,05 - 5,66 3,48 - 3,17
Données pondérées.
Champ : relevés mensuels de prix de détail, hors « tarifs » et produits frais, sur la période 1994-2003.
Source : calcul des auteurs d’après les relevés de prix à la consommation de l’Insee.56  ÉCONOMIE ET STATISTIQUE N° 386, 2005
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