Abstract-Recently, considerable attention has been given to data mining techniques to improve the performance of intrusion detection systems (IDS). This has led to the application of various classification and clustering techniques for the purpose of intrusion detection. Most of them assume that behaviors, both normal and intrusions, are represented implicitly by connected classes. We state that such assumption isn't evident and is a source of the low detection rate and false alarm. This paper proposes a suitable method able to reach high detection rate and overcomes the disadvantages of conventional approaches which consider that behaviors must be closed to connected representation only. The main strategy of the proposed method is to segment sufficiently each behavior representation by connected subsets called natural classes which are used, with a suitable metric, as tools to build the expected classifier.
I. INTRODUCTION
Recently, methods of data mining and machine learning become the principal basis of intrusion detection system (IDS) study. The both methods are often statisticsbased or computational intelligence-based.
In the literature, anomaly or misuse detections techniques used to build an intrusion detection system consider generally that each intrusion or normal behavior representation in the assumed topological space is implicitly a connected set. Actually, this assumption isn't evident. A simple illustration of the representation of some behavior classes by Principal Component Analysis applied to the KDD'99 data set [10] shows that there exists some representations which can be non-connected (for example, see Fig. 1 ); even the normal class is concerned. According to separating hyper plane theorem (Hahn-Banach theorem and its corollaries), this nonconnectivity persists in high dimension spaces even if the dimension is infinite. Therefore, if geometric representation of some behavior (normal or abnormal) is non-connected by setting a number of features, the addition of further features preserves the non connectedness of this representation. This remark yields that both misuse and anomaly used models will be affected considerably by this work in case where these models assume that classes are connected unfairly. In this study, we assume that the connectedness of the behavior representations, considered implicitly as an assumption, is inappropriate (see figure 1 ). This fact leads us to adopt a new approach to identify behaviors based on existence of their multi-connected representation. Each representation behavior is then composed by one or many (connected) cluster(s). These clusters, called natural classes in the paper, are used as tools to describe expected classes, called learning classes, which are built by experts. The approach treats the task of detecting cyber attacks as a pure classification problem which can be applied to the abuse detection models as well as to the anomalies detection models. So, in detection stage, each traffic behavior representation can be assigned to its most appropriate natural class under some suitable conditions. Obviously, if natural classes constitute a partition of data representation space and if each learning class is a true union of natural classes, there exists an almost perfect estimate to affect every new element to its true learning class. Actually, this last case is rarely realizable because partitions generated by natural classes don't explain exactly those generated by learning classes. In practice, the process used to build natural classes (which are the basis of clustering in this study) is complex and needs a good initialization of the firsts approximate natural classes to ovoid initial cases which yield to high missclassification rate. So we propose a suitable method to build expected natural classes. Therefore, in this work, we present an approach using some topological and stochastic tools which have the feature to simplify intrusion detection method. It enables the classifier to be continuously self-adjusted and gives it a good ability to detect attacks with a high accuracy.
This classification is the base of the proposed training algorithm which is able to detect known attacks as well as the unknowns if they are suitably labeled under a descriptive statistical process. The discovery of the aberrant activities is done by comparing the network traffic with attack representation captured in the knowledge base. To build appropriate model, each measurement is considered as a realization of a random multivariate vector. Each realization must be analyzed individually.
Hence the proposed approach can detect anomalies with recognizing known intrusions and over labeling new intrusion. This approach can also update the model as soon as a new natural class arises. Then the expert can affect this new natural class to its predetermined learning class or considers it as a new attack class.
Generally, the systems used for detecting intrusions can be categorized into two categories: misuse detection and anomaly detection. The first category can detect many well-known intrusions with high detection rate, but it is unable to detect new intrusions, even more its signature database needs to be updated manually. The second category is built on detecting anomaly in observed data by noticing deviations from normal model. But, in the case of complex network traffic, this last category needs to collect a lot of data to build a suitable model of IDS. This work can be mainly classified in the second category with a characterization of each behavioral representation by natural classes which are the basic component of the proposed IDS. Actually, we assume thereafter that the effectiveness of IDS is measured by detecting the true traffic behavior, otherwise by reducing confusions, particularly the false negatives.
The data mining process used in this work extracts continuously, from audit trails and new knowledge, potentially useful information from dataset in the outlook to discover closeness to not yet known behavior (normal or intrusion) to update previous model (Fig. 2) . Data resulting from the network monitoring tools are collected and classified in a data warehouse. Therefore that's subjected to a cleaning process which consists in removing the erroneous, incomplete and aberrant data, to check the total coherence of the data. The following step consists in selecting the subsets of data on which data mining operations will be carried out. This stage is known as "data selection and transformation phase" it may be either manual or automatic. Data mining operations are carried out on a subset of data then extended on the whole data. The model emerging will be validated. New detection knowledge is extracted from the data set, then a refined model is developed to try to predict future events based on the history. This process is known as "model discovery". Moreover the analysts require visualization tools to adjusting the parameters, the data sets and associations.
The paper is organized as follows. In section II, the background behind the problem is described in -Related Work‖. The theoretical problem formulation on the framework of expected classes is presented in section III. The proposed model, including the algorithm, is developed in section IV. Section V presents the results of proposed model and comparisons with those of some well known related works which have used KDD'99 data sets. Finally, conclusion and extension for future research is mentioned in section VI.
II. RELATED WORK
From works of the seventies on the computer security auditing and monitoring and since the seminal Denning's paper on the intrusion detection modeling [6] , a variety of techniques and methods was proposed and used to detect electronic intrusions. The earliest systems that can be considered as being based on Denning's approach were principally: -Intrusion Detection Expert System (IDES) which became -Next-generation Intrusion Detection Expert System‖ (NIDES) developed at SRI International; it uses a deductive process based on statistics and a rule-based system for real-time detection of security violation, -Multics Intrusion Detection and Alerting System (MIDAS), developed for National Computer Security Center (NCSC), uses a large part of statistical analysis to characterize normal system and user behavior, -Wisdom & Sense, developed at Los Alamos National Laboratory, is an anomaly detection system which mines association rules statistically from historical audit data, -Haystack, developed by Tracor Applied Sciences Inc. and Haystack Labs for US Air Force, was designed to detect essentially insider abuse.
All these earliest systems were implemented using rule-based techniques and adapted statistical models. For more information see [15] .
In the 1990s, the transitions from manual approach to automatic anomaly detection approaches have been extensively developed.
In last decade, methods of data mining and machine learning have become essential to automatically discover and model features of user's normal or abnormal behaviors. The main tools used for detecting intrusion are principally statistical and bio-inspired methods; combination of the both methods is used too. Recent reviews of existing studies can be found in [18] and [23] . Some related works which have used KDD'99 data sets to validate their models can be found in [1] , [2] , [3] , [8] , [9] , [11] , [12] , [19] , [21] , and [25] . These works have used essentially one or many techniques (in hybridization case) from the following classification approaches: Multivariate analysis, K-means, naï ve Bayes, nonparametric neural networks, support vector machines, decision tree, immune systems, evolutionary computation, swarm intelligence, ... For gains in response system time or for avoiding the noise of redundancy information, some authors have used appropriate feature reduction using principal component analysis (PCA) [7] , [24] , linear discriminant analysis (LDA) or general discriminant analysis (GDA) [20] .
Generally hybrid systems give better performances than those of single systems. However, even the hybridizations of all kinds reach their limits. It was noted that none of them is able to detect all types of intrusion attacks optimally and none exploits explicitly the non connectedness of behavior representation classes. To obtain a substantial improvement in the performance of IDS, the proposed approach reconsiders the topological structure feature of the behavior representation classes with a view to exploit the advantages of both misuse detection techniques that those anomaly detection.
Exploiting the basic topological framework of the behavioral representations instead of hybridizing methods that have already been used (see [20] for example), we expect that we can get more accurate results.
Moreover, if the proposed approach is categorized as a simple technique, by hybridization we can improve the results.
III. PROBLEM FORMULATION
In this work, we consider that data are represented in a p-dimensional Euclidean space. We assume also that the probability measure used in the system is acquired from a mixture of Gaussian densities f j characterized by their expectations µj and their variance matrices σ j ; j=1, …, m. The mixture is a convex combination of the unimodal densities f j . Hence the considered mixture density can be written: In this model the interesting points are essentially the modal points of g which are its local maximums. However, the number of maximums of g (denoted k) is generally greater than the number of learning classes (denoted m) when interaction between densities occurs; even if learning classes are connected. If classes are multi-connected k must be larger. Firstly, we have to differentiate between factual modes, associated to the unimodal densities f j , j = 1, ..., m, composing the mixture, and the synthetic modes obtained by interactions.
Modes are represented by points where density reaches its maximum. In experimental case, maximum is estimated by a point whose neighborhood concentration is the largest. In this study, this estimated point is called accumulation point. It is estimated using clustering techniques applied to learning data. Each cluster obtained by this method is an estimate of a natural class. These natural classes, denoted Ci; i=1, ..., k, can be represented into a partition of R p whose the parts are connected. The study is restricted to each part which contains one and only one natural class where for all x contained in C i ; i = 1, ..., k, ∃ε(x)>0, such that
If natural classes constitute a sub-partition of a partition generated by the learning classes, our study becomes very easy. However, this case occurs rarely in practice.
Thereafter, each natural class is associated to a factual mode; synthetic modes (which generate synthetic natural classes) must be avoided. Discrimination between factual natural classes and synthetics ones is done using maximum likelihood method when the representation space dimension is weak [14] . We have just to resolve the equation:
where L is likelihood function which corresponds to n densities product, such each density is itself a mixture of m weighted densities. Each natural class is characterized by one center µ j , a variance matrix Σ j and a weight α j . When equation (2) has unique solution, the method can be considered as a powerful tool to estimate the real natural class's peaks.
As the system (2) is non-linear, with high number of parameters, numerical implementation of good approximate solutions is too complex. However, if real natural classes are localized, the problem can be reduced to m-subsystems. Every subsystem needs estimation of just one center and one variance matrix.
To use a parallel implementation one has temptation to build a local metric for each subsystem. However, we have observed that this approach produces a very important miss-classification rate. To avoid this weakness, we h a v e built a global topological metric adapted to the problematic and local metric for the tests.
IV. DEVELOPED MODEL
To exploit the method within the framework of the training set, one considers a sample of n observations e 1 , e 2 , ...,e n of p variables X 1 , X 2 , …, X p describing m behaviors of which one corresponds to a normal traffic and the m−1 others correspond to attacks. So data are presented as a matrix X as follows: 
where n i is the cardinal of class C i . Information which will be exploited is summarized essentially into dispersions of the records e i around their centroids expressed in terms of variances.
Given a new element t representing a new connection and a basis ( → − v 1 , → − v 2 , ..., → − v p ) in the representation space, which is an affine space, one has:
where o is the origin.
Generally, using vector space properties, one can write: i ct As the projection is linear, then the law of the projected points on the line generated by i ct remains Gaussian; this enables to justify (6) . Then, any new record, represented by t, which is characterized by its neighborhood topological properties and its associated measure, is studied just as a point in a specific interval.
Measurement aspect is essentially characterized by the variance-covariance matrix. Generally, affectation of a new observation to a natural class is easy. However, its affectation to a learning class remains difficult; especially if this learning class is multi-connected.
In fact, if the natural classes are a real sub-partition of learning classes, identifying behaviors (represented mainly by learning classes) will be without risk. Otherwise the misclassification rate risk becomes significant; which constitutes the majority of cases encountered in intrusion detection. To reduce the risk of misclassification quasi-optimally, Algorithm 1 is proposed to construct appropriate natural classes.
When natural classes are built, a new observation t will be assigned to its most appropriate class in two steps:
-First, the observation t is affected to the most appropriate natural class C i such that:
where d(. , .) is Mahalanobis distance between t and the centroid of natural class C j and m is the cardinal of the natural classes set. Recall that the Mahalanobis metric is associated with the inverse of the variance-covariance matrix. Thereafter if:
• C i is completely included in a learning class L j , then t is affected to L j .
• C i is partitioned over the set of learning classes {L j 1 , ..., L js }, then t is affected to the nearest L jk ; jk ∈ {j 1 , ... j s } according to (7) . This approach avoid requiring to develop a method separating true natural classes (which are more important) from synthetic natural classes (generated by interaction).
Noting that if a natural class C i has cardinality less than variables number p, the model fails, because variance matrix will degenerate and one can't use local Mahalanobis distance. An alternative solution consists o f combining variances of neighboring classes proportionally to their respective cardinals to build a generalized local Mahalanobis metric.
Eventually, if regularity problem persists we have to enlarge the neighborhood of the considered natural class to build a new generalized local Mahalanobis metric and so on.
When one class L j is selected, the distance d between the L j centroid and the observation t will be computed; affection of t to L j will be confirmed only if d falls in the confidence interval specified by (6) .
As there are a lot of natural classes which cardinal is less than p, general local Mahalanobis metric is replaced by global Mahalanobis metric. This choice is due to complexity to build best neighborhood to make an adapted local Mahalanobis metric.
V. TESTS RESULTS
Using the R Environment for Statistical Computing [17] , we test our model on the KDD'99 intrusion detection data set benchmark data set commonly used by many researchers for evaluation of intrusion detection techniques. The KDD'99 data set was created by processing the tcpdump portions of the 1998 DARPA intrusion detection system evaluation data set, created by Lincoln Lab under contract to DARPA; more information can be found in [13] . Actually, the KDD'99 data set includes a set of 41 features, gathered in 7 symbolic ones (which are quantified by a binary codification) and 34 numeric. A complete description of all the 41 features is available in [10] . These features fall into four categories:
-The intrinsic features of a connection include the basic features of individual TCP connections. For example, duration of the connection, the type of the protocol (tcp, udp, etc), network service (http, telnet, etc), etc. -The content feature within a connection suggested by domain knowledge is used to assess the payload of the original TCP packets, such as number of failed login attempts. -The same host features examine established connections in the past two seconds that have the same destination host as the current connection, and calculate statistics related to the protocol behavior, service, etc. -The similar same service features examine the connections in the past two seconds that have the same service as the current connection.
These features describe 23 behaviors of which one corresponds to a normal traffic and the 22 others correspond to attacks ( -DOS (Denial of service): making some computing or memory resources too busy so that they deny legitimate users access to these resources.
-R2L (Root to local): unauthorized access from a remote machine according to exploit machine's vulnerabilities. -U2R (User to root): unauthorized access to local super user (root) privileges using system's susceptibility. -PROBE: host and port scans as precursors to other
attacks. An attacker scans a network to gather information or find known vulnerabilities.
First, algorithm 1, a builder of natural classes, is applied to the training data set which contains 494,021 connections, where 97,278 correspond to normal traffic and the rest belong to one of 22 attack types. This algorithm provides a partition of 672 subsets which can be candidates of expected natural classes. Means and variances are estimated by usual estimation methods. These natural classes are used, firstly, as tools to describe learning classes and secondly to predict a new observation membership. Next, the detection system is tested on the test data set containing 4,898,431 connections where 972,781 correspond to normal traffic and the rest belongs to one of 22 attack types. The obtained results are summarized in Table 2 . This condensed representation allows comparing obtained results with those presented in related works using the same data set. Conditional distributions are on rows. For example the first row means that normal behavior is identified as normal with estimate probability 0.99810 (True Negatives). It is identified as DOS behavior with estimated probability 0.00102, as U2R behavior with estimated probability 0.00009, as R2L behavior with estimated probability 0.00049 and as PROBE behavior with estimated probability 0.0003. Last four identifications are denoted -false positives‖. From second to fifth rows, in table 3, when behavior is identified as NORMAL it is denoted -false negative‖ else it is denoted -true positive‖.
In order to evaluate the performances of this method, results obtained by the proposed approach are compared with those presented in some related works using the same data set (Table 4) . Table 4 compares the performance results obtained using the proposed algorithm with those of 18 other models. Table 4 shows that all approaches have good performance to detect Normal and DOS behaviors, however for PROBE, U2R and R2L the models show considerable variations upon their accuracy detection.
As shown in the table, the proposed method has good performances; no other model offers better performance results. One quickly notices that proposed approach and that of [9] are the only ones who exceed 98.5% of accuracy for the five studied categories of behaviors. More, a comparison of the performances indicates that our approach has similar performances to those in [9] . However this last approach uses a hybrid learning algorithm for adaptive network intrusion detection using naive Bayesian classifier and a decision tree algorithm (ID3). As our approach is a single model, we expect that our method can be substantially improved by hybridization.
Moreover, restricted only to anomaly detection, the proposed approach exceeds 99.99% of a detection rate for known anomalies.
VI. CONCLUSION
The fact to consider that class behavior can have a multi-connected representation enabled us to build a framework which allows a high average detection rates and low rates for both false negatives and false positives. This novel approach is flexible and lets to combine advantages of anomaly and misuse detections together. It has the advantage to be quickly and easily implemented and updated. Assuming the non-connectedness of the behavior representations, results of our single model are competitive with those of the best hybrid models as shown in table 4. So, we conjecture that our method can be significantly improved by hybridization.
For example, when some natural classes aren't convex, the use of Mahalanobis metric becomes inappropriate, so another metrics can be exploited to maintain or ameliorate the performances of the proposed approach.
In future work, we will use parallel algorithms to make the intrusion detection system faster.
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