We propose a new Gini correlation to measure dependence between a categorical and numerical variables. Analogous to Pearson R 2 in ANOVA model, the Gini correlation is interpreted as the ratio of the between-group variation and the total variation, but it characterizes independence (zero Gini correlation mutually implies independence). Closely related to the distance correlation, the Gini correlation is of simple formulation by considering the nature of categorical variable. As a result, the proposed Gini correlation has an easier computation and more straightforward inference than the distance correlation. Simulation and real applications are conducted to demonstrate the advantages.
Introduction
Measuring strength of association or dependence between two variables or two sets of variables is of vital importance in many research fields. Various correlation notions have been developed and studied [15, 20] . The widely-used Pearson product correlation measures the linear relationship. Rank based or coupla based correlations such as Spearman's ρ [33] and Kendall's τ [16] explore monotonic relationships. Gini correlation [26, 28] is based on the covariance of one variable and rank of the other. A symmetric version of Gini correlation is proposed by Sang, Dang and Sang (2016) [24] . Other robust correlation measures are surveyed in [6, 31] and explored in detail in [32] . Distance correlation proposed by Székely and Riozzo (2009) [37] characterizes dependence for multivariate data. Those correlations, however, are only defined for numerical and/or ordinal variables. They can not be applied to a categorical variable.
If both variables are nominal, Cramér's V [3] and Tschuprow's T [41] based on χ 2 test statistic can be used to measure their association. Theoretically based on information theory, mutual information is popular due to its easy computation for two discrete variables. However, mutual information correlation [23, 11] loses the computational attractiveness for measuring dependence between categorical and numerical variables, especially when the numerical variable is in high dimension.
For this case, two approaches are typically used for defining association measures. The first one treats the continuous numerical variable X as the response variable and the categorical variable Y as the predictor. Pearson R 2 of the analysis of variance (ANOVA) or η 2 of MANOVA is then the measure of correlation between them. The second approach considers Y being the response and X as the explanatory variable(s). A Psuedo-R 2 of the logistic or other generalized regression model serves a measure of correlation [42] . If X and Y are independent, those correlation parameters are zero. However, the converse is not true in general. Those correlations do not characterize independence. In this paper, we propose a so-called Gini distance correlation (denoted as ρ g ) for measuring dependence between categorical and numerical variables.
The contributions of this paper are as follows.
• A new dependence measure between categorical and numerical variables. The proposed Gini correlation characterizes independence: zero correlation mutually implies independence. It also has a nice interpretation as the ratio of between Gini variation and the total variation.
• Limiting distributions of sample Gini correlation obtained under independence and dependence cases.
• Extension of the distance correlation for dependence measure between categorical and numerical variables.
• Comparison of Gini correlation and distance correlation. Comparing with the distance correlation, Gini correlation has a simpler form, leading a simple computation and easy inference.
The remainder of the paper is organized as follows. Section 2 begins with a motivation of the proposed correlation by considering a dependence measure between one-dimensional numerical variable and a categorical variable. The connection to Gini mean difference leads a natural generalization and nice interpretation. The properties of the generalized Gini correlation are studied in Section 2.3. The relationship of distance correlation is treated in Section 2. 4 and three examples are given in Section 2.5. Section 3 is devoted to inferences of Gini correlation. The asymptotical behavior of sample Gini correlation is explored. In Section 4, we conduct experimental studies by simulation and real data applications to demonstrate advantages of the Gini correlation over the distance correlation. We conclude and discuss future works in Section 5.
Categorical Gini Correlation

Motivation
We consider to measure association between a numerical variable X in R and a categorical variable Y . Suppose that Y takes values L 1 , ..., L K . Assume the categorical distribution P Y of Y is P (Y = L k ) = p k and the conditional distribution of X given Y = L k is F k . Then the joint distribution of (X, Y = L k ) is p k F k and the marginal distribution of X is
When the conditional distribution of X given Y is the same as the marginal distribution of X, X and Y is independent. In that case, we say there is no correlation between them. However, when they are dependent, i.e F (x) = F k (x) for some k, we would like to measure this dependence. Intuitively, the larger the difference between the marginal distribution and conditional distribution is, the stronger association should be. With that consideration, a natural correlation measure shall be proportional to
the expectation of the integrated squared difference between conditional and marginal distribution functions, if D is finite. Clearly, the corresponding correlation is non-negative, just like Pearson R 2 type of correlations. It, however, has an advantage that the correlation is zero if and only if X and Y are independent, while for Pearson R 2 type of correlation, zero does not mutually imply independence.
Next, we need to find the standardization term so that the corresponding correlation has a range of [0, 1], a desired property for a dependence measure [21] . In other words, under some condition of F , we want to obtain max D among all F k and p k , which can be formulated to solve the following optimization problem.
subject to p k > 0,
and F k (x) is a distribution function for k = 1, ..., K.
The equality holds if and only if F k is a single point mass distribution. In that case, F is a discrete distribution with at most K distinct values almost surely. Assuming that 0 <
we propose the correlation between X and Y as
From the discussion above, we have the following immediate results.
2. ρ(X, Y ) = 0 if and only if X and Y are independent.
3. ρ(X, Y ) = 1 if and only if F k is a single point mass distribution.
which we will see in the next subsection. Further, ρ(X, Y ) can be written as
This formulation provides a Gini mean difference representation of the proposed correlation.
Gini distance representation
Gini mean difference (GMD) was introduced as an alternative measure of variability to the usual standard deviation ( [12] , [5] , [43] ). Let X and X be independent random variables from a distribution F with finite first moment in R. The GMD of F is
the expected distance between two independent random variables. Dorfman (1979) [7] proved that for non-negative random variables,
The proof can be easily extended to any random variable with E|X| < ∞. Note that (6) also holds for discrete random variables. Hence, we can write the correlation of (4) as
where ∆ is the Gini mean difference (GMD) of F and ∆ k is the GMD of F k . We call it the Gini correlation and denote as ρ g (X, Y ) or gCor(X, Y ). The representation of (7) allows another inspiring interpretation. K k=1 p k ∆ k , the weighted average of Gini mean differences, is a measure of within-group variation and ∆ − K k=1 p k ∆ k is the corresponding between group variation. The proposed correlation is the ratio of the between-group Gini variation and the total Gini variation, analogue to the Pearson R 2 correlation in ANOVA (Analysis of Variance). The squared Pearson correlation is defined to be the ratio of between variance and the total variance. Denote µ, σ 2 , µ k , and σ 2 k as the mean and variance of F and F k , respectively. The variance of X can be partitioned to the within variation and the between variation as below,
And Pearson R 2 correlation, denoted as ρ 2 p (X, Y ), is
Let (X, X ), (X k , X k ), (X l , X l ) be independent pair variables independently from F , F k and F l , respectively. It is easy to derive that
where ∆ k = E|X k − X k | and ∆ kl = E|X k − X l |. Then the between Gini variation, denoted as the Gini distance covariance between X and Y , is
and the Gini distance correlation between X and Y is
The total Gini variation is partitioned to the within and the between Gini variation. The proposed Gini correlation is the ratio of the between and the total variation. Frick et al. (2006) [10] consider another decomposition of the Gini variation, which is represented by four components, i.e, within Gini variation, between Gini variation among group means and two effects of overlapping among groups. Although the extra terms provide some insights of the extent of group intertwining, their decomposition is complicated. Not only our representation of the total Gini variation is simple and easy to interpret, but also it is natural to extend to the multivariate case.
Generalized Gini Correlations
There are two multivariate generalizations for the Gini mean difference. One is the Gini covariance matrix proposed by Dang, Sang and Weatherall (2016) [4] . Along this line, one may extend the Gini correlation based on an analog of Wilk's lamda or Hotelling-Lawley trace in MANOVA. That leaves for future work. Here we explore another generalization defined in [17] . That is, the Gini mean difference of a distribution F in R d is ∆ = E X − X , or even more generally for some α,
where x is the Euclidean norm of x. With this generalized multivariate Gini mean difference (11), we can define the Gini correlation in (4) as follows.
, the Gini correlation of X and Y is defined as
where ∆ k (α) and ∆(α) are the generalized Gini differences of distribution F k and F , respectively.
Remark 2.1 Note that a small α > 0 provides a weak assumption of E X α < ∞ on distributions, which allows applications of the Gini correlation to heavy-tailed distributions.
Remark 2.2
The requirement of α ∈ (0, 2) is for desired properties of the Gini correlation.
The next theorem states the properties of the proposed Gini correlation.
Theorem 2.1 For a categorical variable Y and a continuous random vector X in R d with E X α < ∞ for 0 < α < 2, ρ g (X, Y ; α) has following properties.
2. ρ g (X, Y ; α) = 0 if and only if X and Y are independent.
3. ρ g (X, Y ; α) = 1 if and only if F k is a single point mass distribution for k = 1, ..., K.
, nonzero constant a and vector b.
Properties 3 and 4 immediately follow from the definition. First of all, ∆ k (α) ≥ 0 so we have ρ g (X, Y ; α) ≤ 1. It is obvious that ρ g (X, Y ; α) = 1 if and only if ∆ k (α) = 0 for each k, which mutually implies that F k is a singleton distribution. Orthogonal invariance of the Property 4 is a result from the Euclidean distance used in Gini correlation. It remains invariant under under rotation, translation and homogeneous scale change. The remaining part of the proof has two steps. In Step 1, let (X, X ) and (X k , X k ) are independent pairs from F and F k , respectively. We can write
where
In Step 2, one recognizes that T (X k , X, α) is the energy distance between X and X k defined in [38] . Applying the Proposition 2 of [38] , for 0 < α < 2, we have
where ψ k and ψ are the characteristic functions of X k and X, respectively, and c(d, α) is a constant only depending on d and α, i.e.,
Results of (13) and (14) show that for all 0 < α < 2, we have gCov(X, Y ; α) ≥ 0 and hence ρ g (X, Y, α) ≥ 0 with equality to zero if and only if X and X k are identically distributed for all k = 1, ..., K.
is the energy distance of X k and X, which is the weighted L 2 distance of characteristic functions of X k and X. For d = 1, T (X k , X; 1) is also the L 2 distance of the distribution function F k and F multiplying a constant. However, such a relationship does not hold for d > 1.
Remark 2.4 The Gini covariance of X and Y is the weighted average of energy distance between X k and X. It is also a linear combination of energy distances between X k and X l for
Particularly for K = 2, the between variation gCov(X,
which is proportional to T (X 1 , X 2 ; α), the energy distance used in [38, 39] . Székely and Rizzo [34] considered a special case of the energy distance of α = 1 and proposed a test for the equality of two distributions F 1 and F 2 , which is also studied in [1] . The test is equivalent to test ρ g (X, Y ; α) = 0. The test of ρ g (X, Y ; α) = 0 is also used for the K-sample problem. In that case, it is equivalent to the test of DISCO (DIStance COmponent) analysis in [22] . The test statistic in DISCO takes the ratio of the between and the within group Gini variations for the K-sample problem. Testing ρ g = 0 is equivalent to their one-way DISCO analysis. What we contribute in the dependence test is that our test is able to provide power analysis for a particular alternative which is specified as ρ g = ρ 0 where ρ 0 > 0. Also, we can have a test which controls Type-II error rather than Type-I error.
Connection to Distance Correlation
The proposed Gini correlation is closely related to but different from the distance correlation studied by Székely, Rizzo and Bakirov (2007) [36] , Székely and Rizzo (2009) [37] . Their distance correlation considers correlation between two sets of continuous random variables. Later the distance covariance and distance correlation are extended from Eucliean space to general metric spaces by Lyons (2013) [19] . Based on that idea, we define the discrete metric d(y, y ) = |y − y | := I(y = y ), where I(·) is the indicator function. Equipped with this set difference metric on the support of Y and Euclidean distance on the support of X, the corresponding distance covariance and distance correlation for numerical X and categorical Y variables are as follows.
The proofs of this identity in Remark 2.5 along with (16) are given in Appendix. Comparing (15) with (13) and (14), it is easy to make the following conclusions.
. They are equal if and only if X and Y are independent with both being zero.
Remark 2.10 For the case of d = 1, dCov(X, X; 1) is studied in [8] and
Comparison of Remark 2.10 and (1) explains the difference of our Gini approach and distance correlation approach in the one dimensional case. The distance covariance of X and Y is based on squared difference of the joint distribution p k F k (x) and the product of the marginal distributions p k F (x), while the Gini one is based on the squared difference between the conditional distribution F k (x) and the marginal distribution F (x). Our Gini dependence measure considers the categorical nature of Y and has a simpler formulation than the distance correlation, leading a simpler inference and computation.
Before we discuss their computation and inference, let first demonstrate the Gini correlation and distance correlation in several examples for K = 2.
Examples
Three examples for K = 2, d = 1 and α = 1 are provided. Denote p 1 as p.
Example 1. Let F 1 = Exp(θ) and F 2 = Exp(β). We have
As we see, the formula of dCov(X, X) is complicated for the 2-component exponential mixture distribution. The correlations are given as follows.
Figure 1 demonstrates Gini correlation, distance correlation and squared Pearson correlation in the exponential mixtures. The cases of p = 0 or p = 1 in (a) and β = θ = 1 in (b) have zero Gini, zero distance and zero Pearson correlation coefficients, corresponding to the case of independence of X and Y . The value of the Gini correlation is between the squared Pearson correlation and distance correlation.
where φ(x) and Φ(x) are the density and cumulative functions of the standard normal distribution, respectively. But it is too complicate to derive formula of dCov(X, X) when X is from a mixture of two normal distributions. In this case, we are only able to derive Gini correlation and the squared Pearson correlation as follows. For a mixture of two normal distributions with a same standard deviation but different means, independence of X and Y is equivalent to either p = 0, p = 1 in (a) or a = 0 in (b) for both correlations, which is demonstrated in Figure 2 . For dependence cases, the squared Pearson correlation is larger than the Gini correlation. Example 3. Let F 1 = Normal(µ, σ 2 1 ), F 2 = Normal(µ, σ 2 2 ) and r = σ 2 /σ 1 . Again, it is too complicate to derive the formula of dCov(X, X) in this example. Since two distributions have a same mean, ρ 2 p (X, Y ) is always 0 and hence it completely fails to measure the difference of two distributions when σ 1 = σ 2 . For the Gini correlation, we have
Then
. Figure 3 plots Gini correlation changes with p for normal mixture under different ratios of standard deviations in (a) and (b) plots the changes of Gini correlation with ratio of standard deviations of normal mixture under different p. In the cases of p = 0, 1 and r = 1 in (a) and the case of the ratio to be 1 in (b), the Gini correlation is 0, corresponding to the independence of X and Y .
Inference
Estimation
Suppose a sample data D = {(x i , y i )} for i = 1, ..., n available. The sample counterparts can be easily computed. Let I k be the index set of sample points with y i = L k , then p k is estimated by the sample proportion of that category, that is,p k = n k n where n k is the number of elements in I k . With a given α ∈ (0, 2), a point estimator of ρ g (α) is given as follows.
Clearly,∆ k (α) and∆(α) are U-statistics of size 2. Applying the U-statistic theorem [13, 27] , we are able to establish asymptotic properties of∆ k (α) and∆(α). The limiting distribution of the sample Gini correlation is obtained, depending on whether∆(α) − K k=1p k∆k (α) is degenerate. We have the following theorems. Proof: By the SLLN,p k = 1 n n i=1 I(y i = L k ) converges to p k with probability 1. Also by the almost sure behavior of U -statistics [29] ,∆ k (α) and∆(α) converge with probability 1 to ∆ k (α) and ∆(α), respectively. Let h be the function h(a 1 , ..., a K , b 1 , ..., b K , b) = 1− K k=1 a k b k /b, which is continuous for b > 0. Therefore, the strong consistency of the sample Gini correlation follows by the fact thatρ g (α) = h(p 1 , ...,p K ,∆ 1 (α), ...,∆ K (α),∆(α)).
Theorem 3.2 Suppose that E X 2α < ∞, p k > 0 for all k = 1, ..., K and ρ g (α) = 0. We have √ n(ρ g (α) − ρ g (α)) → N (0, v 2 g ), where v 2 g is the asymptotic variance given in the proof.
Proof: Let δ be (∆ 1 (α), ..., ∆ K (α), ∆(α)) T and its sample version beδ. Let a = (p 1 , ..., p K , 1) T andâ = (p 1 , ...,p K , 1) T . We first provide the limiting distribution of aδ =∆(α)− K k=1 p k∆k (α), then by Slutsky's theorem,âδ =∆(α) − K k=1p k∆k (α) andρ g (α) =âδ/∆(α) are obtained sincep k and∆(α) are consistent estimators for p k and ∆(α), respectively.
Let
, for k = 1, 2, ..., K. Since n k = np k → np k in probability, by the Slustky's theorem we are able to write this result as
Let Σ 1 be the diagonal matrix with diagonal elements of v 2 1 , ..., v 2 K . Let v c be the (K + 1)vector in which the k th element of v c is the covariance of 2g(X k ) and 2g k (X k ) and the last element of v c is v 2 . Now let Σ be the symmetric matrix by attaching v c to Σ 1 as the last row and the last column. In other words, Σ is the variance and covariance matrix for h = 2(g 1 (X 1 ), g 2 (X 2 ), ..., g K (X K ), g(X)) T where X = X k with probability p k . Then by the Ustatistic theorem [27] ,δ := (∆(α),∆ 1 (α), ...,∆ K (α)) T has a limiting distribution
Under the dependence of X and Y , we have v 2 g = a T Σa > 0 because v 2 g = 0 results in a T h = g(X) − k p k g k (X k ) = k p k (g(X k )−g k (X k )) = 0 almost everywhere and concludes independence of X and Y , which contradicts ρ g (X, y; α) = 0. Hence we have √ n(a Tδ − a T δ) is asymptotically normally distributed with mean 0 and variance v 2 g = a T Σa. An application of Slutsky's theorem completes the proof.
Although we have a formula of v 2 g , it is difficult to calculate in practice because it depends on each of distribution F k and p k , which are unknown. To overcome this difficulty, we can estimate v g by the jackknife method. Letρ (−i) be the jackknife pseudo value of the Gini correlation estimator based on the sample with the i th observation deleted. Then the jackknife estimator of v g isv
whereρ (·) = 1/n n i=1ρ (−i) . See [30] for detail about the jackknife variance estimator. Theorem 3.2 states the asymptotic normality ofρ g when X and Y are dependent. However, if ρ g = 0 when X and Y are independent, the behavior of sample correlationρ g is quite different. ρ g no longer has a normal limiting distribution since a T h = 0 almost surely. In this degenerate case, the limiting distribution of n(∆ − kp k∆k ) = 2S α is a mixture of χ 2 distributions, an immediate result of [35, 22, 38] . They have proved that S α , the between sample dispersion by the DISCO decomposition, converges in distribution to a quadratic form of centered Gaussian random variables. With Slutsky's theorem and the fact that∆ converges to ∆ in probability, we are able to obtain the following theorem and the proof is skipped.
where Z l 's are iid standard normal random variables and non-negative λ l coefficients.
Testing Dependence
The Gini correlation is zero if and only X and Y are independent. Hence, for a given 0 < α < 2, the independence test can be stated as
Reject H 0 ifρ g is large. The critical value of the test of significance level γ, however, is difficult to obtain from Theorem 3.3 by two reasons. Firstly λ l 's depend on distribution F usually unknown. Secondly, it is a mixture of infinitely many distributions. To overcome this difficulty, a permutation procedure is used to estimate the critical value and p-value. Let ν = 1 : n be the vector of original sample indices of the sample for Y labels andρ g =ρ(ν). Let π(ν) denote a permutation of the elements of ν and the correspondingρ g (π) is computed. Under the H 0 , ρ g (ν) andρ g (π) are identically distributed for every permutation π of ν. Hence, based on M permutations, the critical value q γ is estimated by the (1 − γ)100% sample quantile ofρ g (π m ), m = 1, ..., M and the p-value is estimated by the proportion ofρ g (π m ) greater thanρ g (ν). Usually 100 ≤ M ≤ 1000 is sufficient for a good estimation on the critical value or p-value. Further, if ρ 0 is specified, the power of the test can be computed by 1 − Φ((q γ − ρ 0 )/(v g / √ n)), where Φ(x) is the cumulative distribution function of the standard normal random variable.
Another way to do the test of (20) is based on a confidence interval of ρ g , which applies the result of Theorem 3.2. Ifρ g − z γ/2vg / √ n > 0, we reject H 0 . This test controls Type II error to be γ/2. This test is specially important in some applications when a Type II error associates a much higher cost than a Type I error.
Computation issues
The computation of the sample Gini correlationρ g (α) in (18) is straightforward. In general, it has a computational complexity O(n 2 ) since all distinct pair distances need to calculate. However, when the numerical variable is univariate and α = 1, we have a much faster algorithm that only costs O(n log n) computation. This is because the univariate Gini mean distance can be written as a linear combination of order statistics [26] . Suppose that x (1) ≤ x (2) ≤ · · · ≤ x (n) are the order statistics of x 1 , x 2 , ..., x n . Then
This fast algorithm is crucial for Gini correlation in application of feature screening. For the classification problem with ultrahigh-dimensional data, the first step is to screen out unimportant predictors. We can rank features by their Gini correlations with the class label and screen out less correlated predictors, analogue to the sure independent screening procedures [9, 18] in which they consider the response variable is numerical and use Pearson correlation or distance correlation to do feature selection.
For sample distance correlationρ d (α), its computation follows as the average of the elementwise product of two centered pairwise distance matrices, which is described in [36] . With small adjustments in centering, an unbiased estimator is provided in [34] . More specifically, let A = (a ij ) be a symmetric, n × n, centered distance matrix of sample x 1 , · · · , x n . The (i, j)-th entry of A is
a ij , and a ·· = n i,j=1 a ij . Similarly, using the set difference metric, a symmetric, n × n, centered distance matrix is calculated for samples y 1 , · · · , y n and denoted by B = (b ij ). Unbiased estimators of dCov(X, Y ; α) and dCov(X, X; α) are respectively given as,
Note that for univariate X, a fast O(n log n) algorithm for sample distance correlation is available [14] , but the implementation is hard due to dealing with the centering process.
Another computation issue is the choice of α, the parameter of distance metric in R d . A natural choice is α = 1, which corresponds to the Euclidean distance and leads to fast algorithms for the univariate case. However, if outliers appear in data, we may choose a small α value so that the Gini and distance correlations are insensitive to the outliers, as mentioned in Remark 2.1. We can also choose the α value to maximize the correlations. The ideal is similar to the approach in [25, 2] . They choose the transformation of the data to achieve the largest association. We select the metric on the original data so that the correlation is greatest. It is worthwhile to continue the research in this directions in the future. In the next section, we use α = 1 in the first and second simulation studies and α = 0.5, 0.75, 1 in the third simulation for demonstration and in the real data application, α = 1 is used.
Experiment
Simulation
Three simulations are conducted to demonstrate performance of Gini correlation. The first simulation is to compare dependence tests based on Gini correlation and distance correlation. The second one compares the computation time of Gini correlation and distance correlation and the third simulation is to illustrate a small α value is more proper for data from heavy-tailed distributions.
For the first simulation on dependence test, three methods are compared.
• ρ g (perm): The permutation test based on Gini correlation with α = 1;
• ρ d (perm): The permutation test based on the distance correlation with α = 1;
• ρ g (asy): The test based on a confidence interval of Gini correlation with α = 1. The following three scenarios with unbalanced p = (1/4, 1/3, 5/12) and balanced p = (1/3, 1/3, 1/3) of the total sample sizes of (n = 60, n = 120) are considered.
• X ∼ p 1 exp(1) + p 2 exp(θ 1 ) + p 3 exp(θ 2 );
• X ∼ p 1 N (0, 1) + p 2 N (µ 1 , 1) + p 3 N (µ 2 , 1);
The cases of θ 1 = θ 2 = 1, µ 1 = µ 2 = 0) and σ 1 = σ 2 = 1 imply independence of X and Y . Two permutation tests maintain the test level 0.05 well for all cases, but ρ g (asy) does not keep the level for any case. See the 5 th column of Table 1 . The Type I error of ρ g (asy) is much higher than the nominal level. It, however, has much higher power than the permutation tests for detecting dependence. Hence it is proper to be used in feature screening procedures in which important dependent features won't be screened out.
For the unbalanced cases, ρ g (perm) is slightly more powerful than ρ d (perm). For normal mixtures with different locations, performance of two permutation tests are similar with ρ g (perm) slightly better. The power of ρ g (perm) is about 2%-3% in exponential mixtures and in normal mixtures with different scales. Power of the tests in balanced cases is higher than in unbalanced cases. In the balanced case, two permutation tests are asymptotically equivalent since the population Gini correlation is a multiple of the population distance correlation, the result of Remark 2.8. This is demonstrated in the simulation with p = (1/3, 1/3, 1/3). The powers of ρ g (perm) are very similar to the powers of ρ d (perm) in balanced scenarios. From Remark 2.9, we also have the two permutation tests on the K = 2 problem asymptotically equivalent. However, comparing with computation time, the Gini correlation method is preferred, although the computation complexity of the two correlations are same.
In the next, we conduct a simulation to compare the computation time of Gini correlation and distance correlation. We simulate standard normal random samples in R d (d = 1, 10, 100) of sizes n = 100, 1000, 10000. Half of sample points are randomly assigned to Class 1 and the other half forms Class 2. The process is repeated 100 times. The mean and standard deviation of the computation time for Gini correlation and distance correlation are recorded in Table 2 .
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.001(.001) .073(.012) .008(.002) .078(.007) .035(.001) .113(.002) 10000 .008(.002) 14.7(.474 Table 2 , it is clear to see the computational advantages of Gini correlation over the distance correlation. Especially in d = 1 with n = 10000, computing Gini correlation takes 0.008 second, while it needs 14.7 seconds for the distance correlation. For d > 1, the computation complexity of both correlations is O(n 2 d), the advantage of Gini correlation over the distance correlation is not as big as that in d = 1. It is about 19 times and 6 times as fast as the distance correlation for d = 10 and d = 100, respectively.
Last, to illustrate robustness of the method with a small α value, we generate random variables from balanced 2-class Cauchy mixtures with Class 1 centered at 0 and Class 2 centered at δ changing from 0 to 1 . We take three values of α = 0.5, 0.8, 1. Table 3 reports the level and power of the permutation tests based on each α value. The sizes of three tests are similar to each other. As expected, α = 1 performs inferior to the other two since the Cauchy distribution has no first moment. The test with α = 0.5 yields the highest power among the three. 
Real Data Application
Three data sets from UCI Machine Learning Repository are studied for dependence of categorical variable and numerical variables. The first data set is the famous Iris data set with the measurements in centimeters on sepal length and width and petal length and width, for 50 flowers from each of 3 species of iris. Table  4 lists Gini and Distance covariances/correlations between Species and each of measurements, also between Species and all measurements. Note that values in each column in Table 4 are not comparable because they estimate difference quantities. Across each row, we can conclude that iris species have higher correlation with petal size than sepal size. Gini correlation estimators have smaller standard deviations than the distance correlation. Hence the Gini correlation estimators are more statistically efficient. Consequently, they lead shorter confidence intervals than the distance correlation estimators.
All
Sepal The second data set is Letter Recognition Data Set of sample size 20000 on 16 features about 26 capital letters in the English alphabet. The black-and-white rectangular pixel character images were based on 20 different fonts and each letter within these 20 fonts was randomly distorted to produce a file of 20,000 unique stimuli. Each stimulus was converted into 16 primitive numerical attributes (statistical moments and edge counts) which were then scaled to fit into a range of integer values from 0 through 15. Dependence covariance and correlation of each numerical feature to letter category are computed. Table 5 reports the maximum and minimum covariances and correlations. All methods identify the second feature (V3: the vertical position of box) has the weakest dependence with letter. The strongest dependence feature is the 11th feature (V12: the mean of x 2 y) according to gcov, gcor and dcor. Due to its large sample size, estimating the standard deviation of dcov or dcor is too time-consuming and hence is skipped. But for gcov and gcor, we are still able to estimate their standard deviations in a manageable computation time period. This demonstrates a computational advantage of the Gini approach. [40] for details of the data set and dysphonia measure attributes. This data set has the dimension much larger than the sample size. Our goal is to demonstrate a simple feature selection based on the highest correlated variables with the response class so that the selected subset of attributes is able to effectively predict a phonation as 'acceptable' or 'unacceptable'. We evaluate the selection method by its performance of the selected feature set in classification. We use Random Forest as the classifier due to its simplicity, popularity and effectiveness. Once d features are selected, the random forest classifier (R package randomForest) with default parameters is applied and out of bag (oob) miss-classfication error is used as the performance criterion. As a benchmark, the oob error of the random forest classifier that uses all 309 predictors has a median of 0.167. The boxplots of oob errors based on 50 repetitions of random forest classifiers on each of d values are provided in Figure 4 . The top one, two and three features selected by Gini correlation coincide with those by the distance correlation. The feature 60 is the fourth highest correlated variable in terms of Gini correlation, while the feature 151 is the 4 th ranked according to the distance correlation. Based on the top 4 features selected by Gini correlation, oob errors has a median of 0.103, significantly better than the median of 0.127 for the distance method and the R 2 method. It is worthwhile to mention that the variation of oob errors for the model selected by Gini method is extremely small with a standard deviation of 0.003 and a median absolute deviation of 0, indicating stability of the selected model. The attribute 80 ranks the fifth in both methods. However, its inclusion degrades the performance. The error medians increase to 0.111, 0.143 and 0.143 respectively in three models. The model with top 6 correlated features selected by Gini and the distance methods is identical, and hence skipped in the boxplot. The differences of the top 7 and 8 features are the attribute 82 in the Gini method and the attribute 154 in the distance method. Gini method yields better performance. However, when considering the top 9 and 10 features, the distance and Pearson R 2 methods are better since they select the feature 155. For d = 13, the median error rate of Gini selected model is about 0.8% smaller than the one based on the other two methods. For d = 50, Gini and distance methods produce a model having a similar performance in classification. In general, distance correlation and Pearson R 2 selection methods perform similar and Gini feature selection performs better than the other two. The model with 4 features selected by Gini correlation has the best performance. 
Conclusion and Future Work
We have proposed Gini correlation to measure dependence between categorical and numerical variables. The Gini correlation takes advantages of the nature of the categorical variable and hence has a simpler formulation than the distance correlation. As a result, the sample Gini correlation is more computationally and statistically efficient than the sample distance correlation. Like Pearson R 2 correlation, Gini correlation has a nice interpretation as the ratio of the between variation and the total variation. Unlike Pearson R 2 , Gini correlation characterizes independence. This property is also possessed by the mutual information correlation [11] , but it is difficult to estimate, especially for high-dimensional X in which density estimation and nearest neighborhood estimation suffer from the curse of dimensionality. Although the proposed Gini correlation has advantages over the existing correlations, it has some limitations. It is only orthogonal invariant but not affine invariant in general. One way to make it affine invariant is to consider the standardized samples z i defined by z i = S −1/2 x i , where S is a sample covariance matrix of D X = {x 1 , ..., x n }. Then the affine Gini correlation estimator isρ G (X, Y ; α) =ρ g (Z, Y ; α) =∆ (Z; α) − kp k∆k (Z, α) ∆(Z; α) .
For the propose of robustness, S can be chosen to be some robust shape matrix estimator such as M-estimator, S-estimator [32] . Affine invariance property preserves an equivalent problem for statistical inference under linear transformations of data. More desired property for a dependence measure is invariant under monotone transformations [21] . We would like to have a dependence Gini measure such that ρ(X, Y ) = ρ(g(X), Y ),
where g is a one-to-one function. If X is one-dimensional, one option shall be rank-based Gini correlation. Rather than the values of X, its ranks are used in calculation of Gini correlation. The rank-based approach preserves the monotonicity relationships and is robust against outliers. However, it may lose too much statistical efficiency. Continuities of the research in this direction are worthwhile.
