





Constraints on the electroweak universal parameters and
the top and Higgs masses from updated LEP/SLC data
S. Matsumoto
Theory Group, KEK, Tsukuba, Ibaraki 305, Japan
and
Department of Physics, Kanazawa University, Kanazawa, 920-11, Japan
ABSTRACT
A global analysis is performed using the latest data from LEP and SLC. Con-
straints on the electroweak universal parameters (S; T; U) and on the masses
of the top quark and Higgs boson within the Standard Model (SM) are in-








), are examined in detail. Even though the mean value of
S is increased to be consistent with zero, the naive Technicolor models are
still disfavored due to its reduced error. Within the SM, we nd the 90%CL
constraints; 133GeV < m
t







) = 0:116 and 1=(m
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Z












), play an important role in disfavoring the








 1000GeV). If m
t
is
precisely known, the present electroweak data give a rather strict upper bound
on the Higgs mass, m
H
< 140 (300)GeV at 95% CL, for m
t
= 160 (175)GeV








During 1993 the four LEP experiments performed a high precision scan near the Z
boson resonance [1, 2]. The uncertainties in the Z parameters, such as the total Z width
and the various asymmetries, are signicantly reduced from the previous results [3]. Also
much improved is the measurement of the left-right polarization asymmetry at SLC [4].
Additionally, theW -mass measurements at Tevatron were also improved in 1993 [5]. More
striking is evidence for the top quark reported by the CDF Collaboration [6]. These data
may provide hints about new physics beyond the Standard Model (SM) through quantum
eects prior to its discovery at future collider experiments.
Hence it is important to interpret various data in a systematic way that is convenient
not only for testing the SM, but also for studying consequences of new physics. In this
letter we present an update of the comprehensive study of the electroweak data based on
the formalism of ref. [7]. A theoretical t of the electroweak data has been performed









gauge theory framework; SM dominance
of the remaining vertex and box corrections has been assumed. The formalism allows
us to obtain constraints on the universal (S; T; U) parameters [8] which are modied in



















), which are not precisely known at

















). All results are








) are immediately transparent.
We start with a brief review, but for details and further references the reader is referred
to ref. [7]. Then we discuss the signicance of the updated data on the universal param-











)), which are nearly equivalent to the











) and that of 
s
from various electroweak measurements are also discussed. We also
discuss the situation where all radiative eects are dominated by the SM contribution;
here we place constraints on the masses of the top quark and the Higgs boson which are








theories, the universal eective form-factors that charac-











































Table 1 Experimental data on Z-pole and the SM predictions.







(GeV) 150 150 175 175
m
H



























0.143  0.010 0.142 0.132 0.148 0.138
A
e
0.135  0.011 0.142 0.132 0.148 0.138



























0.1637  0.0075 0.1420 0.1320 0.1482 0.1380

2












































where the hatted couplings, e^  g^s^  g^
Z
s^c^, and all ultraviolet-singular loop functions
are renormalized in the



































= 0) and the subscript T denotes the transverse part of the
vacuum polarization tensor, 

(q). The `overlines' denote inclusion of the pinch terms
[9{11]. The explicit expressions for
's in the SM are found in ref. [7]. The helicity
amplitudes of neutral-current processes are expressed in terms of these charge form-factors
plus appropriate vertex and box corrections. Hence the charge form-factors can be directly
extracted from the experimental data by assuming SM dominance to the vertex and box
corrections, and the extracted values can be compared with various theoretical predictions.
The experimental data on the Z-pole [2, 4] which are used in our analysis are listed











) from various asymmetries. The column `' denotes the deviation from the













0:2302 0:0009  0:5 |
A

0:2310 0:0013 0:3 |
A
e








































0:2306 0:0004 0 9:4=5












































ported in ref. [1] are taken into account in the ts. The Z mass, m
Z
= 91:1888GeV,
is treated as an input parameter neglecting its error. This is justied because the ex-
perimental uncertainty and correlations are so small. In the following analysis, (a) we
assume that only three neutrinos (N

= 3) contribute to the invisible width of Z, (b)
we include perturbative QCD corrections with nite quark-mass eects, (c) we calculate

























=  0:0079; 0:0100; 0:0123 for m
t
= 150; 175; 200GeV, respec-
tively, with m
H
= 100GeV and 
s
























at the two-loop level is present but is not
signicant [7].



























) is determined primarily from the





) as determined from













, is negligible compared to the errors. Also shown are two combined





) as summarized by the Particle Data Group






= 0:116  0:0024 (statistical error only) by excluding
the data from the Z parameter that will be discussed separately in this letter. The PDG
assign an error of 0:005 to account for the theoretical uncertainties.
4
ts. One includes the leptonic asymmetries only and the other includes all the asymmetry
measurements. For the combined ts 
2
min
per degree of freedom is given. The deviation
























) denote, respectively, the mean value





) as determined from each data. The total 
2
=(d:o:f:) is 9:4=5
corresponding to 9% condence level; this reects the fact that the left-right asymmetry





) than the other data.






) is the total width of the Z boson,
 
Z


























, and they depend strongly on 
s









, that is, they hardly contribute to the universal parameter ts, but have little
dependence upon 
s





















































































. It should be





























This is because the hadronic contributions to these quantities arise from just one quantity,
 
h






in in approximately the above combination [7].












)) plane for 
s





=  0:0100 (thick lines) and  0:0079 (thin lines). Also shown by the lattices are
the SM predictions for 125GeV < m
t
< 225GeV and 50GeV < m
H
< 1000GeV. In






been included (see ref. [7] for references). We set 
s
= 0:116 and 

= 0 when calculating
the SM prediction. In the SM the present estimate [13] of the hadronic contribution to




= 0 0:10 [7]. While changing 
s
by
0:005 [12] has little eect, changing 







) by 0:00026; this is more than half of its uncertainty.






as external parameters. However, in principle, they
can be extracted from the data once the remaining parameters are determined by other






is determined from the ratio R
b


























obtained from each measure-































































denote the mean value and the error of the individual measurement,







) show its dependence on the














. The same coecient, C(
s








consequence of their dependence on the combination 
0
s

















  0:0100). It is further noted that, for 
s
= 0:116, the data on  
Z



































































), are treated as external




), 0.116 (solid lines) and 0.124


















=  0:0079 corresponds to
m
t
= 150GeV. Also shown are the SM predictions in the range 125GeV < m
t
< 225GeV
and 10GeV < m
H



















) as determined from various measurements. The dependences on the other






























 0:0106 0:0142 | +0:00021  0:00312
R
`
 0:0036 0:0037 | +0:00065  0:00311
R
b
+0:0011 0:0051 |  0:00004  0:00005

























































150 100 0.55519 0.23117  0:0079 0:1253 0:0044 15.2/10
150 1000 0.55408 0.23243  0:0079 0:1335 0:0044 34.7/10
175 100 0.55644 0.23038  0:0100 0:1218 0:0044 15.8/10
175 1000 0.55527 0.23167  0:0100 0:1303 0:0044 21.1/10
and R
`




than the SM prediction. Therefore we have














from all measurements of Z parameters, that is, including asymmetries and R
c
together









and hence it depends strongly on 
s
. An accurate measurement of R
b
oers the key to






















































 0:0044 : (5)













































. In fact, one can obtain the



























, and hence 
s




. Table 4 shows the extracted values of 
s






= 0, together with the SM prediction for the three




in the table the extracted value of 
s
is


























, to be tted by






















































This is, of course, consistent with the parametrization (2). The rather small mean value
for 
s




which is prefered by the data on R
b
, as explained
above (see eq.(2b) and Table 3).
It is often important to obtain the constraint on the number of neutrinos, N

, which, in
the above analysis, has been assumed to be N

= 3. We consider here an analysis without
the condition, N














) as the three parameters of




























































































This result strongly supports the validity of the assumption (a) in page 4. We can also
nd the best-t value of N
























































 0:016 ; (8)
where the reference values for the three form-factors are chosen as in eq. (5).
The above results may be re-interpreted in the language of S, T and U [7, 8]. When
the new physics scale is higher than the scale of precision measurements new-physics
contributions to the running of the charge form-factors may be neglected. In such a case























is governed only by SM physics.
The universal propagator corrections in the neutral-current sector are then parametrized
by just two parameters, essentially S and T . The U parameter is determined from the
8
charged-current sector through the charge form-factor g
2
W
(0) [7] which is determined from






















is the vertex and box correction to the muon lifetime [14] after subtraction




= 0:0055 [7]. We adopt a modied version of the
original S, T and U parameters which includes the SM radiative eects as well as new







































































(S + U) : (10c)
It is clear from eqs. (10) that g
2
Z
















) and S, and g
2
W








) and S +U . It is
instructive to express these form-factors as approximate linear combinations of S, T and



















































+ 0:0035U + 0:0014 

: (11c)
























by assuming the SM running [7] of the form factors between q
2






In Table 5, we give a list of the data from the low-energy neutral-current experiments





{e), atomic parity violation (APV) and polarized electron-deuteron scatter-
ing (e{D) experiments. Additionally, the W mass data [5] is given. See ref. [7] for details.




) = (150; 100), (150; 1000), (175; 100)
and (175; 1000) in GeV units for 
s
= 0:116 and 

= 0.



















Table 5 Data from low-energy neutral-current experiments and W -mass measurements that
are used in our analysis. The SM prediction is also shown.







(GeV) 150 150 175 175
m
H

















0.0206  0.0160 0.0177 0.0178 0.0177 0.0178

2





0.233  0.008 0.231 0.232 0.230 0.231

eff
1.007  0.028 1.011 1.009 1.013 1.011

2




-71.04  1.81 -73.20 -73.30 -73.20 -73.30

2











-0.659  1.228 0.099 0.092 0.104 0.096

2




80.24  0.16 80.25 80.08 80.40 80.23

2
=(d:o:f:) 0.00/1 0.96/1 1.04/1 0.00/1
the SM running between q
2

















), determined from 

{f and e{q sectors and from all
four experiments. We used m
t
= 175GeV and m
H
= 100GeV when calculating the SM






The universal electroweak parameter, g
2
W
(0), is obtained from eq. (9) by combining
the data on m
W












 0:0017 : (12)

























) determined from low-energy neutral-current experiments. The
running of the charge form-factor are calculated in the SM with m
t



























{q) 0:5568 0:0048 0:2331 0:0072 0:75 0.19/4
e{q (APV + e{D) 0:5583 0:0170 0:2188 0:0093  0:62 0.46/1
All (

{f + e{q) 0:5533 0:0037 0:2266 0:0047 0:53 2.22/7
three-parameter t :






















































































The dependence of the S and U parameters upon 

may be understood from eq. (11).









should be noted that the uncertainty in S coming from 

= 0 0:1 is of the same order
as from the uncertainty in 
s
; they are not negligible when compared to the overall error.
The T parameter has little 

dependence, but it is sensitive to 
s
.
The above results are shown in Fig. 2 by the 1- contours in the (S; T ) plane. Four
cases are shown : 
s






















, we set m
H
= 100GeV, and use values
of m
t

















=  0:0079). The SM predictions are also shown in Fig. 2 by lattices
in the region 125GeV < m
t
< 225GeV and 50GeV < m
H
< 1000GeV. The estimates
[8] of S and T for the minimal (one-doublet) SU(N
c
) Technicolor (TC) models with
N
c
= 2; 3; 4 are also shown in the gure. It is clearly seen that the current experiments
provide a fairly stringent constraint on the simple TC models if a QCD-like spectrum and
the large N
c
scaling are assumed [8]. Only with a positive value for 













= 2 one-doublet TC model be made consistent with the
data.
For deniteness we provide, in Table 7, the values of S, T and U after the SM contri-









and U appears since we have assumed the SM running of the charge form-factors which in
11








which depends strongly on m
t









together with the error correlation
matrix can be `read-o' from eq. (13).




from all the data in Tables 1 and 5












































= 0:116 and 0.124 with 

= 0. Here 
s
= 0:116 is the mean value of the PDG
listing [12] and 
s
= 0:124 is the best SM t value to all electroweak data in our three-































































as external parameters in the t. The 1- contours are shown for two values of 
s
, 0.116 (solid




,  0:0100 (thick lines) and  0:0079 (thin






















in the SM running between
q
2





is calculated with m
H










). The estimates [8] for one doublet SU(N
c
){TC models are shown for N
c
= 2; 3; 4.
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from S, T , U for 
s
= 0:116 and 

= 0. Correlations among






































































































= 1 ( 39% CL), and 
2
= 4:61 ( 90% CL), respectively. The
minimum of 
2






= 0:116 (a) and 16.8 for 
s
= 0:124 (b). We also give the separate 1- constraints



































). In other words, the asymmetries measure the combination of S and




. On the other hand,  
Z






























) has a quadratic dependence on
m
t






is negative, and these
















can be strongly constrained from the asymmetries and  
Z
alone, despite their very small
experimental errors. The constraint from the data on m
W
overlaps this allowed region.













= 1:5; 2:0 ; 2:5 ; 3:0. As shown in Fig. 4 the SM prediction for R
`
is very sensitive
to the assumed value of 
s
, and, for 
s





are small; for 
s





. This explains the dierence between the two cases, 
s
= 0:116 (Fig. 3a) and 0:124




almost independently of m
H
.

















 1TeV) could not be excluded by the electroweak data alone.
The results of the ts for dierent values of 

are shown in Fig 5. The case for


=  0:1 is shown by dashed lines, and the case for 

= +0:1 is shown by solid lines.
In both cases the inner and outer contours correspond to 
2
= 1 ( 39% CL), and

2
= 4:61 ( 90% CL), respectively.




> 63GeV at 95% CL) measured by the LEP experi-
ments [19] is imposed then m
t




. This agrees with the directly established lower top-mass limit [20,21].
The 
2
function of the global t to all electroweak data can be parametrized in terms








together with the constraint 





















































) plane for (a) 
s
= 0:116 and (b)
0.124, with 

= 0. The thick inner and outer contours correspond to 
2
= 1 ( 39% CL), and

2
= 4:61 ( 90% CL), respectively. The minimum of 
2
is marked by an \". Also shown




. The dashed lines show the




(see also Fig. 4). They correspond to 
2
= 2:25; 4:0; 6:25; 9:0.
The regions m
t
< 131GeV and m
H
















































































































































are measured in GeV. This parametrization reproduces the exact 
2
function within a few percent accuracy in the range 100GeV < m
t
< 250GeV, 60GeV <
m
H




) < 0:13. The best-t value of m
t







is readily obtained from eq. (14b) with its approximate error of (14c). For








































SM predictions are shown in the range
120GeV < m
t
< 240GeV, and 60GeV <
m
H




= 0:116 and 0:124). Also shown are
the 
2




































) plane for 
s
= 0:116. The
dashed lines show the case for 

=  0:1,
while the solid lines show for 

= +0:1.
The inner and outer contours correspond
to 
2





= 60; 300; 1000GeV, 
s
= 0:116 and 










159 9GeV for m
H
= 60GeV (19:9=19)
180 9GeV for m
H
= 300GeV (23:1=19)







=d:o:f:) is shown in brackets. We note here that 
2
min
= 27:8 for m
H
=






data. One can observe from eq. (14b) that changing 
s
by 0:005 shifts the best-t
values of m
t
about 3GeV, while changing 

by 0:1 shifts it about 5GeV.










, such as those from their improved measurements or the constraint from the grand
unication of these couplings may be discussed without diculty.
In view of the recent publication by the CDF collaboration [6] concerning evidence
for the top quark with m
t
= 174  16GeV, it is instructive to anticipate the impact
a precise measurement of the top-quark mass would have in the context of the present
electroweak data. In the discussion below we treatm
t
as an external parameter, and hence
we discuss the sensitivity of the present electroweak data to m
H
while assuming that m
t
is known precisely. The 95% CL upper/lower bounds on m
H
from the electroweak data
are shown in Fig. 6 as functions of m
t





) = 0:116 and 





) = 0:111 and 0:121 with 

= 0 are
shown by dashed and dot-dashed thick lines, respectively, while the bounds for 

=  0:1
and +0:1 with 
s
= 0:116 are shown by dashed and dot-dashed thin lines, respectively.
In the region 160GeV < m
t
< 190GeV the upper bound on m
H



























































are measured in GeV. For a smaller value of m
t
, a rather stringent
upper bound on m
H
is obtained. Since these bounds are very sensitive to the value of m
t
y
One comment is in order. Although our approximate formulae for the 
2
of the SM
t, (14), reproduce the exact result within about 1% accuracy in the Higgs-mass range
63GeV < m
H





; the neighborhood of the minimum of the 
2
is outside the
above range, and in this case the exact 
2
and the approximate formulae are signicantly
dierent. See ref. [7] for discussions.
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a further, more accurate measurement of m
t
will give more denite information on m
H
.
To summarize: We have performed a comprehensive analysis of the recent electroweak























), are determined from these data. The S, T and U parameters are also
determined by including the data from low-energy neutral-current experiments and W -
mass data. The errors in S and T are much reduced from those of the previous analysis [7],
and simple TC models are clearly disfavored. As for the SM t, the value of m
t
favored
by the electroweak data is in good agreement with the value favored by CDF [6]. We
also note that an upper bound on the Higgs-boson mass can be obtained for a given
value of m
t
, and that a stringent upper bound (m
H






160GeV). At all stages of our analysis, we have discussed, in detail, the uncertainties
coming from the QCD coupling strength, 
s





)   128:72 by




. The improvement of the measurements
of these parameters are crucial to the search for physics beyond the SM through radiative
corrections.


























Fig. 6 Constraints on the Higgs mass in the SM from all the electroweak data. Upper and





is treated as an external parameter with negligible uncertainty. The thick solid lines show
the case for 
s





)   128:72 = 0. The cases for 
s
= 0:111 and 0:121
with 






= 0:116 are also shown by thin dashed and dot-dashed lines.
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