In this paper we study optimal control problems governed by semilinear elliptic equations in the presence of pointwise state constraints. Since no convexity condition is assumed on data of the problem, we define a relaxed control problem, prove the existence of relaxed solutions, and give some relaxation results. By adapting the penalty method of Berkovitz, we prove a Pontryagin's minimum principle for relaxed solutions in nonqualified form and in qualified form under a stability condition. ᮊ 1998 Academic Press
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In recent years, some papers have been devoted to optimality conditions w x Ž . for such problems 8, 7, 1, 11 . Typically Eq. 1 may correspond to some Ž . 4 4 well known physical laws. For example ⌿ s, y,¨s y y¨corresponds to the Stefan᎐Boltzmann radiation boundary condition. Other examples are w x given in 1 .
w x As was noted by Olech 16 , ''Without checking the existence of the minimum we seek, we may be led to a wrong conclusion, from the necessary conditions.'' The existence theory for the above class of probw x lems is closely related to the Q-property due to Cesari 11, Chap. 3 . w x Except in particular cases 18 , problems which do not obey the Q-property may have no solution. In such cases it is now classical to associate a relaxed control problem with the original problems. The main purpose of Ž . this paper is to study a relaxed problem associated with P , both to obtain existence results and to prove minimum principles. There exists an extenw x sive literature on relaxation of control problems 23, 10, 22 and different approaches to define a relaxed problem. Historically the first relaxation method for control problems is based on the notion of Young measures w x Ž . 23, 25 . For problem P , it is the most appropriate because the relaxed problem has the same structure as the initial problem. The set V V of relaxed controls consists of weak-star measurable functions from ⌫ into Ž the space of Radon probability measures on V see Section 3 for more . details . The relaxed state equation is then defined by Ž .
w x holds. In this case, the relaxation is said to be proper. As noticed in 9 and w x 21 , properness of the relaxation is related to stability conditions of the infimum of the original problem with respect to perturbations of the state constraints. Another condition of stability, stronger than the condition ensuring the properness of the relaxation intervenes to obtain Pontryagin's principle in qualified form. These conditions are analyzed in Section 5. In particular, Proposition 5.10 seems to be new. In Sections 6 and 7 we prove Pontryagin's principles for the relaxed problem.
In the framework of relaxed control problems, it has been highlighted by w x w x Berkovitz 4 that the penalty method developed by McShane 12 for mathematical programming problems in the finite dimensional case can be adapted to get optimality conditions for optimal control problems. Subsequently, this method has been widely used by many authors in different w x w x contexts 5, 13, 14, 24 . It was pointed out by Papageorgiou 17 that the adaptation to problems governed by partial differential equations requires a careful analysis in the case of quasilinear equations. The reason is the following. When we transpose the penalty method from the finite dimensional case to the infinite dimensional case, penalized terms expressed by Euclidean norms in ‫ޒ‬ N must be replaced by penalized terms expressed by Ž 2 . norms in Hilbert spaces for example, Lebesgue spaces of L type . For quasilinear equations we have to deal with Banach spaces and the adaptation requires specific work. We encounter similar difficulties when we consider control problems governed by partial differential equations in the presence of pointwise state constraints. Indeed in this case pointwise state constraints are meaningful if control variables belong to Lebesgue spaces of L q type with q ) Nr2. This is the reason why results presented in Sections 6 and 7 are not only a technical adaptation to problems governed by partial differential equations of previous results obtained for problems governed by ordinary differential equations.
ASSUMPTIONS
In all subsequent text, q and r denote positive numbers satisfying q ) Nr2 and r ) N y 1.
The coefficients a of the operator A belong to L ⍀ i j and satisfy the condition
for every g ‫ޒ‬ and every x g ⍀ , with m ) 0. 0 q Ž . Ä To correctly define the boundary operator ѨrѨ n , we set W ⍀ s y g
Endowed with the norm y ª y q Ay , 
Assumption 2. ⌽ and F are Caratheodory functions from ⍀ = ‫ޒ‬ intó Ž . Ž .
1
‫.ޒ‬ For almost every x g ‫,ޒ‬ ⌽ x, и and F x, и are of class C . For every y g ‫ޒ‬ and almost every x g ⍀, the following estimates hold: 
re of class C 1 . For every y g ‫¨,ޒ‬g V, and almost every s g ⌫, the estimates Ž . Assumption 6. The infimum of P is finite, that is, there exists at least Ž . one admissible solution for P .
RELAXED CONTROLS

Ž .
Recall that V is a compact subset of ‫.ޒ‬ Let M M V be the space of ϱ Ž Ž .. Ä< s <Ž .4 s ess sup V and that it can be identified with the dual 
RELAXED STATE EQUATION AND
ADJOINT EQUATION
Existence, Uniqueness, and Regularity of the State Variable
The proofs of Theorem 4.1 and Proposition 4.2 may be adapted from the w x ones given in 1 .
This solution satisfies the estimate
Ž . where C s C m ) 0 does not depend on a, b, f, and g. . at 0 and of radius M , then we ha¨e
where C is a constant depending on M but independent of y, , y, and .
Ž . Ž . Proof. Set f s Ay q ⌽ и, y and h s By q ⌿ и, y, . The function y y y satisfies Ž . Ž .
On the other hand, r r s s 
This completes the proof.
Adjoint Equation
Since we deal with control problems with pointwise state constraints, the Ž . adjoint equation for RP is an elliptic equation with measures as data. Let w x us recall some results stated in 1 for such equations. For every pair of
where s q is a Radon measure on ⍀, is the restriction of
to ⍀, and is the restriction of to ⌫. By definition, a function 
EXISTENCE AND RELAXATION RESULTS
Existence Theorem for the Relaxed Control Problem
Ž .
converges to for the weak-star topology of V V and ⌿ и, 
Some Stability Results
Let us define inf J y,¨N y,¨g Y = V V , y,¨satisfies 1 and
Problem P is weakly stable on the right if Ž .
Ž . Ž . inf P s lim inf P . Problem P is strongly stable on the right if 
Remark 5.7. This kind of result has been already stated in the frame-Ž w x work of relaxation theory see 9 , which deals with control problems w x w x governed by elliptic equations; see also 20 and 21 for a theoretical point . of view .
Ž
. The relaxed control problem RP gives some informations on the limit Ž . behavior of the perturbed control problems P , ␦ ) 0, associated with ␦ Ž the initial problem. More precisely, we have the following proposition see w x. 9, 21 .
Generally, on account of the state constraints, the relaxation is not Ž . Ž . proper, in the sense that min RP is not equal to inf P . However, we have the following result. COROLLARY 5.9. Consider the following statements: 
Ž .
Ž . inf RP F inf P F inf RP F inf P for every ␦ ) 0. 10
Ž . Conversely, if P satisfies 9 , then P is weakly stable on the right, Ž . Ž . Ž . inf P s min RP , and there exist ␦ ) 0 and l ) 0 such that inf P y 0 Ž . w x w x inf P F l␦ for every ␦ g 0, ␦ . For ␦ g 0, ␦ , consider the sequence 
Approximate Optimality Conditions in Nonqualified Form
As already mentioned in the Introduction, we adapt the penalty method w x Ž . owing to Berkovitz 4 to the relaxed control problem RP . Note that our Ž . penalized function J defined below is different from that considered by Ž .
Ž . . There exist p g
Ž . Proof. 1 Let z be in Y. Due to Remark 6.4, there exists ) 0 such 0 < < Ž . Ž . that, for every F , the pair y q z, is admissible for RP .
, and p be the unique weak solution of the boundary
which satisfies the Green formula
Ž . Ž . Ž . for every z g Y. This Green formula, with 13 , 14 , and 15 , gives 
Ž
.Ž .
2 Let g V V be an arbitrary boundary relaxed control. We set
defined for every 0 F t F t and achieves its minimum at t s 0. Hence, if 0 X Ž q . X Ž q . ␥ has a right-hand side derivate ␥ 0 at ts0, we must have ␥ 0 G 0. Ž .
By a straightforward calculation we obtain ⑀ Ž .
1 r n n n n Ž . instead of p , ␣ , ␤ 1rn , and . n 1r n 1r n 1r n
Step 1: Con¨ergence Results. Theorem 4.6 gives 1,
Ž .
1, ⍀ 1, ⌫ n y n n y n n y n n Ž . Ž . Ž . Ž . for every 1 F -Nr N y 1 . The sequences , y , and are n n n n n n 1 1, With assumptions on ⌽, ⌿, F, and G we can easily see that
Ž . By passing to the limit when ⑀ tends to zero in the approximate Pontryagin principle stated in Theorem 7.5, with similar arguments as those of Section 6, we get Pontryagin's principle in qualified form as stated in Theorem 7.1.
