Abstract. Forecasting atmospheric CO 2 concentrations on synoptic time scales (~days) can benefit the planning of field campaigns by better predicting the location of important gradients. One aspect of this, 10 accurately predicting the day-to-day variation in biospheric fluxes poses a major challenge. This research aims to investigate the feasibility of using a diagnostic light-use-efficiency model, the from different aspects of the forecasting system. In total the range-normalized mean absolute error (normalized) of the 5 day flux forecast at daily timescales is 7.1%, while the error for the model itself is 15.9%. The largest forecast error source comes from the meteorological data, which fail to accurately predict cloud cover, leading to overestimated shortwave radiation in the model. The error contribution from all error sources is similar at each flux observation site, and is not significantly dependent on 25 vegetation type.
the Vegetation Photosynthesis and Respiration Model (VPRM) (Xiao et al., 2004; Mahadevan et al., 2008) , the MODIS Daily Photosynthesis Model (Running et al., 2000) and the Carnegie-AmesStanford Approach (CASA) (Potter et al., 1993) . 85
The CO 2 forecast in MACC-II uses the process-based model CTESSEL to compute biospheric CO 2 fluxes and evapotranspiration online (Boussetta et al., 2013; Agusti-Panareda et al., 2016) , which makes the two variables consistent in the forecast system. However the challenge of providing accurate CO 2 fluxes is due to the complexity of vegetation processes and the lack of near-real-time (NRT) observations on vegetation state. Therefore, using a LUE model for CO 2 flux forecasting, which is a 90 data-driven approach having less parameters compared to process-based models, is a possible way to improve the quality of CO 2 fluxes in forecasting. It should be note that unlike the Copernicus Atmosphere Monitoring Service (CAMS) CO 2 forecasting which is operational and global, we target to build a regional CO 2 forecast system and only operate the forecast within a shorter period (e.g. several months). Therefore the issue of CO 2 budget conservation is less important comparing to a operational 95 global forecast model. In our case, we predict CO 2 fluxes based on the LUE model VPRM, which is driven by the Enhanced Vegetation Index (EVI) and the Land Surface Water Index (LSWI) as well as the meteorological variables 2 m air temperature and downward shortwave radiation. The EVI and LSWI are derived from Moderate Resolution Imaging Spectroradiometer (MODIS) reflectance data, in which the MOD09A1N product provides NRT surface reflectance data, thus the NRT observations on 100 vegetation state can be used in flux forecasting. VPRM has a strong predictive ability for NEE while maintaining simplicity in having only four parameters for each of the seven vegetation types, which makes it suitable for our case. The flux forecast is then made by predicting the input of VPRM, for which different prediction methods were tested. Although the uncertainties in VPRM have been well assessed by previous research (Lin et al., 2011) , it is still unknown how does such LUE model perform 105 regarding of flux forecasting in synoptic time scale.
This study describes the development and assessment of a biospheric CO 2 flux forecast based on the LUE model VPRM, with the goal of providing accurate hourly 5 day flux forecasts. By using a hindcast and comparing to flux tower sites across Europe the error in the prediction is evaluated, and the predictive ability of the CO 2 flux forecasts is assessed. 110
Methodology
The CO 2 flux forecast consists of two steps as shown in Figure 1 . Model inputs are first predicted 5 days into the future, then NEE is estimated based on the standard VPRM model, using parameters optimized in previous studies (Kountouris et al., 2018) . Each input which must be forecast results in https://doi.org/10.5194/gmd-2019-173 Preprint. Discussion started: 23 July 2019 c Author(s) 2019. CC BY 4.0 License. corresponding errors. We systematically evaluate the flux forecasting error associated with each of 115 these predictands.
This section describes the framework of the VPRM forecasting model for biospheric CO 2 fluxes, as well as the method used to evaluate the error introduced by each element of the forecast.
For the meteorological input data, we use hourly ECMWF 5 day forecasts of temperature and short wave radiation. The EVI and LSWI indices are derived from MODIS surface reflectance data. These 120 provide the indices for an average of the past eight days, and we forecast these indices for the next five days based on linear extrapolation or persistence. We then use these predicted input data to generate NEE using VPRM.
VPRM data processing

Standard processing for past periods 125
The flux estimation is based on VPRM, a light use efficiency (LUE) model that calculates GPP with remote sensing data and meteorological data as inputs. The equation of GPP estimation is as follow:
The light use efficiency can be decomposed as:
Where !"#$#% , !"#$#% and !"#$#% represent the temperature sensitivity of photosynthesis, the water stress effect, and the effects of leaf age on canopy photosynthesis, respectively, while is an adjustable parameter in the model. Among them, !"#$#% is estimated from air temperature, and !"#$#% and !"#$#% are estimated from LSWI. See details in Mahadevan et al. 2008 . The !"# in the model is estimated as a linear function of EVI, and PAR is closely correlated 135 with downward shortwave radiation. Therefore the complete expression for GPP in VPRM is:
While the vegetation respiration is estimated by a simple linear model:
Where T air is the air temperature and and are vegetation-class-specific parameters. 140
The input of VPRM can be categorized into two groups: remote sensing data and meteorological data.
The remote sensing data consist of EVI and LSWI at 10 km spatial resolution (same resolution with atmospheric transport model), where the EVI and LSWI are aggregated from MODIS surface reflectance 8 day L3 Global 500m (MOD09A1) version 6 data. It should be noted that in the forecasting model, the MODIS NRT surface reflectance data (MOD09A1N) would be used. A locally 145 weighted least squares (LOESS) filter (α=0.17) is then applied to reduce the noise. The vegetation classification map (SYNMAP) (Jung et al., 2006) is also a product derived from remote sensing. The meteorological data include air temperature at 2m and downward shortwave radiation at the surface, which are obtained from a numerical weather prediction (NWP) model product, in our case the calibration for these parameters has been done using flux measurements in Europe in 2007 (Kountouris et al., 2018) .
Processing for flux prediction
To use this diagnostic model in a predictive mode, we need to forecast all VPRM input variables five 155 days into the future. Remote sensing data and meteorological data are predicted in different ways.
For the meteorological data, forecasts from a numerical weather prediction (NWP) model are needed.
In this study, in order to assess the errors brought in by the meteorological forecasting, 5 day forecasts of 2 m temperature and downward shortwave radiation at the surface for each day of the year were used. The meteorological forecast is from the ECMWF operational forecast archive, with class "od" 160 and type "fc".
As for the remote sensing data, three sources of error had to be considered: the error induced by using the NRT version of the MODIS reflectances rather than the final product, the error of estimating the value of the indices into the future, and the effect of the LOESS filter on the end value of the dataset.
We begin by describing the LOESS filter. This filter is usually applied to a full year of data, and when 165 smoothing a truncated dataset there is an edge effect, meaning that when new data are added to the time series the smoothing is repeated, the output at the former edge point will change slightly. In the following section we define the error caused by such an edge effect as "error due to data truncation".
Following the filtering, the smoothed data are extrapolated five days into the future, either by linear extrapolation or by assuming persistence. The optimal extrapolation method was selected after testing 170 the error contribution of each method.
The last error source comes from the difference between MODIS NRT and the standard product. The standard product is processed with the best available ancillary, calibration, and geolocation information while changes have been made in the NRT processing to expedite the data availability (See https://earthdata.nasa.gov/earth-observation-data/near-real-time/near-real-time-versus-standard-175 products).
Uncertainty analysis
The potential error sources of this flux forecasting system are as follows: (1) the VPRM model itself, (2) using analysis rather than site-level meteorological data, (3) using ECMWF forecast meteorology, (4) using NRT MODIS data, (5) using LOESS filtering to smooth the MODIS data, and (6) the 180 prediction of MODIS data. The error (6) contains two parts: (6a) EVI prediction and (6b) LSWI prediction. In the following discussion we use the numbering (1) to (6) to denote these error sources.
We define (1) as the "model error", and (2) to (6) as the "forecast errors". The model error has been well described in previous research, and in general VPRM shows a good predictive ability (Mahadevan et al., 2008) . In this study, we aim to quantify the forecast error, and the error contribution from each of 185 the error sources.
In order to evaluate both the model error and the forecast error, a hindcast using the CO 2 flux forecast The experimental simulations a to f then included the error sources (2) to (6) in the VPRM model input data separately, and these are compared to the reference simulation in order to isolate these individual error contributions. The experiments aim to estimate the upper limit of forecast error, therefore in simulations b and f, 96 h to 120 h meteorological forecasts, i.e. the last day (5th) of a 5 day forecast, 210
were used for each day of the year. For simulations d and f, since the MODIS EVI and LSWI products has an 8 day period, MODIS data were first linearly interpolated to a daily scale. Then for each day of the year MODIS data on the n th day were predicted from data on the n-5 th day.
There is a challenge in simulation e in that there are no achieved NRT data for 2014, thus it is impossible to have a comparison on the same basis with other the simulations. Instead we look into the 215 model's sensitivity of NEE to EVI and LSWI bias, and also compare the NRT EVI and LSWI, which we archived from February to June in 2018 for 120 days, to the standard MODIS product over the save period. In this way we were able to estimate the magnitude of the NRT indices' error and its impact on the model's output NEE.
In order to make the 33 different site results comparable, the simulation output NEE was first 220 aggregated to daily averages, and then normalized by the range (i.e. the difference between maximum and minimum) of annual NEE at each site. The bias NEE , which is defined as the output NEE from the experimental simulation minus the same variable from the reference model, was then calculated and normalized by the same scalar at each site. By applying such a normalization, positive and negative NEE keep their sign, and the normalized bias NEE represents a fractional bias compared to the range of 225 annual variation. (For example a normalized bias NEE of 0.1 means that the magnitude of the bias equals 10% of the annual variation.) The mean of the absolute bias NEE will be the mean absolute error (MAE), which is also used as a measure for error in this research. An example of such normalization is shown for the station BE-Bra in Figure 
Error attribution on site level
By comparing the NEE output from each experimental simulation, the impact of each error source on flux forecasting can be isolated and evaluated. The normalized mean absolute error (MAE) of NEE at all 33 sites is presented in Table 3 . The MAE of the total forecast error is 0.071, which is smaller than the VPRM model error of 0.159. This indicates that the forecast model is reasonably capable of 235 predicting fluxes on diurnal time scales.
Meteorological error
Among all forecast errors, the meteorological error accounts for the largest contribution. The meteorological error can be decomposed into (2) analysis error and (3) meteorological forecast error.
The former corresponds to using meteorological analysis rather than observational data, while the latter 240 comes from the numerical meteorological forecasting, and can be estimated by comparing simulations b and a. The analysis error and meteorological forecast error are of the same order of magnitude, namely 0.046 and 0.065 respectively.
The meteorological error is then analyzed further by dividing it into the photosynthetic part (bias -GPP ) and the non-photosynthetic respiration part (bias R ). The bias (defined in 2.2) distributions of 33×365 245 data points are shown in Figure 3 .
In figure 3, panels (a), (b) and (c) share the same x-axis, and the bias in the y-axes can be combined as bias NEE = bias -GPP + bias R. Because a positive GPP bias will lead to a negative NEE bias, -GPP is used here to show its contribution to NEE. Bias -GPP has a larger vertical spread towards negative values, which means a systematic bias in GPP. In contrast bias R is basically symmetric about zero, which 250 implies that the errors in temperature are random.
This indicates that bias NEE is dominated by the photosynthetic part bias -GPP . Knowing that bias NEE is the result of biases in two meteorological variables used in the simulation, air temperature and downward shortwave radiation (SW), we can conclude that it is the errors in shortwave radiation that mainly contribute to the meteorological error. From the bias distribution in figure 3(b) we can also see that the 255 GPP bias is concentrated in negative values, meaning a stronger CO 2 uptake than the reference case.
This pattern can also be seen at site level, as shown in figure 4 for the station BE-Bra. Figure 4(a) shows that during summer, there are several episodes when the forecast fails to correctly predict the low SW (indicating more cloud cover) in the observations. In figure 4(b) negative bias -GPP and bias NEE signals match well with these episode. It confirms the conclusion that the meteorological error is 260 dominated by errors in SW, and it is due to incorrect prediction of clouds during summer.
MODIS error
The MODIS error consists of three parts: using NRT products, using extrapolation of indices, and using truncated time series, which are represented in simulations c, d and e respectively. In general, the MODIS error is less important compared to the meteorological error, and the errors due to data 265 truncation, EVI extrapolation and LSWI extrapolation result in errors on the same order of magnitude:
https://doi.org/10.5194/gmd-2019-173 Preprint. Discussion started: 23 July 2019 c Author(s) 2019. CC BY 4.0 License. 0.015, 0.013 and 0.010 respectively.
As described in section 2.1.1, the MODIS input data first need to be smoothed by a LOESS filter to reduce the noise. LOESS performs a local regression on the time series. Because the point at the end of the time series lacks a constraint from future data, it results in an error when the data are truncated. 270
This error source is evaluated in simulation c, where for each 8 day value, only data before this time are filtered. Thus the only difference between simulation c and the reference simulation is whether each MODIS-derived index is constrained by all local data or only constrained by preceding data.
Comparing simulation c and the reference simulation finds that the error due to lack of constraint from future MODIS data introduces an MAE of 0.015. 275
For MODIS data extrapolation, different methods were tested in an attempt to minimize forecast error.
Climatological values of EVI and LSWI were considered, but they lack the advantage of a data-driven approach for realistic estimation. After testing various alternatives, two simple methods were considered: linear extrapolation based on the last three data points and persistence (assuming the indices stay the same for the next 5 days). Figure 5 shows the NEE bias distribution by using linear 280 extrapolation or persistence to predict EVI and LSWI. For both indices, using the assumption of persistence results in a smaller error. The biases for the two extrapolation methods have similar distributions, but there are more outliers for linear extrapolation. This is due to the fact that linear extrapolation results in larger errors when the data are fluctuating.
Finally, the difference between using MODIS NRT data and standard data has to be considered. This 285 includes the effect of using different attitude and ephemeris data in processing, as well as using different ancillary data products for the Level 2 processing. For L2 Land Surface Reflectance data, National Oceanic and Atmospheric Administration Global Forecast System (GFS) ancillary product are used instead of Global Data Assimilation System (GDAS) used in the standard processing (This is described at NASA's Land, Atmosphere Near real-time Capability for EOS (LANCE) website 290 https://earthdata.nasa.gov/earth-observation-data/near-real-time/near-real-time-versus-standardproducts).
This presented a challenge, as no MODIS NRT data were archived for the test year 2014. Thus it was impossible to carry out a similar error evaluation as was done for other error sources. Therefore we first use NRT EVI and LSWI that we archived for 120 days from February to June 2018 to calculate the 295 MAE of the two indices to standard products at all flux sites. The MAE of NRT EVI and LSWI for all sites are 0.018 and 0.026 respectively. Considering the mean EVI and LSWI, which are 0.21 and 0.11 during this period, the magnitude of NRT EVI error is less than 10% of EVI's magnitude while the number is 24% for the magnitude of NRT LSWI error.
The impact of these NRT indices errors on the model is determined by the model's sensitivity to EVI 300 and LSWI. To investigate this sensitivity, we use the result from simulation d and the reference simulation, and look into the difference in input EVI and LSWI, and the corresponding difference in output NEE. The model's sensitivity is different during the growing and the non-growing seasons, as in the non-growing season there would be no vegetation production anyway from a slight change of EVI respectively. By assuming that the 120 days of archived NRT data is representative for MODIS NRT 310 error, we can estimate the upper limit of forecasting error (4), as it is shown in Figure 6 . The normalized NEE error in figure 6 is calculated by using MODIS NRT error times the model sensitivity, and then normalized by the same scalar in previous analysis at each site. Therefore the error here is comparable to the MAE in table 3 if we assume the MODIS NRT data in the year 2014 and 2018 have similar error structure. The NEE error for all sites due to NRT-EVI and NRT-LSWI are 0.024 and 315 0.025 respectively, which is still less important comparing to the meteorology error in table 3.
VPRM model error
Unlike the forecast error discussed above, the bias NEE of (1) model error (reference model minus observation) distribution of the VPRM model error is asymmetric, as shown in Figure 7 . The model bias shows a negative correlation, which means a weaker uptake during the growing season and a 320 weaker respiration during the non-growing season. Data with negative normalized NEE also correspond to a larger bias, which refers to larger model uncertainty during the growing season. The MAE of the model error is 0.166.
Errors at each flux observation site
The MAE is also calculated at each flux measurement site and clustered according to vegetation types, 325 shown in figure 8 . Generally the VPRM model error (grey) is larger or similar to the forecast error (blue), consistent with Table 3 . Moreover the forecast error does not differ significantly over different vegetation types. Figure 9 shows the error contribution from each source, the meteorological error (error (2) in dark blue and error (3) in light blue) at each site is also the dominant contributor, and has a similar contribution for different vegetation types. The data truncation error (4) has a stronger influence 330 on some grass sites, because EVI at these sites is highly variable, possibly due to mowing and regrowing during the growing season. Overall, except the data truncation error, all forecast error sources have a similar impact on each flux observation site. This shows that the forecast ability does not vary over different vegetation types.
Spatial pattern of forecast error 335
The forecast errors are also tested on the European domain from March to June (the season over which the CoMet campaign took place) in 2014, to analyze its spatial patterns. Three experiments have been done to represent the meteorological error (includes analysis error and met forecast error), the MODIS error (including extrapolation error and data truncation error) and the total forecast error (a combination of meteorological error and MODIS error). Figure 10 shows the mean VPRM NEE during 340 the period and the corresponding spatial distribution of each error (in MAE). Figures 10(a) and 10(b) , it can be seen that the MAE of the total forecast error has a strong spatial relationship with the mean NEE, which indicates that the forecast error has a similar impact in all places. On a spatial level, the meteorological component still dominates compared to the MODIS error. 345
By comparing
In the context of atmospheric CO 2 forecasting, the forecast CO 2 concentrations that are influenced by fluxes from larger MAE areas (northern France, Germany and the Balkans) may have a larger bias due to poorer flux prediction in these areas.
The flux budget over the European domain was also calculated and is shown in Figure 11 . The carbon budget of the flux forecast model (in dark blue) is close to the original VPRM model (in grey), thus we 350 are able to confidently use this flux forecast model in the atmospheric GHG concentration forecasting system and predict reasonable CO 2 concentrations on synoptic time scales.
As mentioned in the introduction, we are aiming for not only a flux forecast, but finally an atmospheric GHG concentration forecasting system. While this study has quantified how each error source affects the predicted biospheric fluxes, the next step is to use such flux prediction in an atmospheric transport 355 model run in forecast mode, and to assess the prediction error from each source in concentration space.
Conclusions
Based on the VPRM model, we developed a forecasting model that can predict biospheric NEE for the next five days, and assess the error contribution from each aspect of forecasting. This CO 2 flux forecast model is a crucial component in an atmospheric CO 2 forecasting system, in which hourly to day-to-day 360 CO 2 flux variability plays an important role. The forecast model inputs are MODIS near-real-time EVI and LSWI, as well as shortwave radiation and temperature from a meteorological forecast model. The error attribution shows that the dominant error is related to the meteorological data, due to poor prediction of clouds and thus an overestimation of shortwave radiation in the meteorological model.
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