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The main result of the paper is that if n is sufficiently large and 2 <r = r(n) < log log log n 
then n objects can be sorted in r rounds by asking no more than 
2’+‘n’+“‘(log n)*~“‘/(log log n)(‘-I)” questions in each round. 
Suppose that we are given rr elements in some total order unknown to us. We 
wish to identify this total order by asking questions in r rounds: we aks m, 
questions in the first round, then process the information obtained and in the 
second round we choose an appropriate set of m2 questions, and so on, in the rth 
round was ask m, questions such that the answers to our questions tell us the 
order of the elements. A question is just a binary comparison: how are a and b 
related? The answer tells us that either a < b or b <a. Let us write SORT(n, r) 
for the minimal value of m for which we can always distribute our questions in 
such a way that mism for i=1,2,..., r. Thus SORT(n, r) is the minimal 
number of parallel processors that can sort II elements in time r. 
In studying SORT(n, r) the nature of the difficulties depends on the relation- 
ship between n and r: whether r is large, say at least log n, or small, say less than 
log r, perhaps even bounded. Ajtai, et al. [2, 31 proved that SORT(n, [log n]) s 
c11 for an absolute constant c. Therefore, if r 2 log n then SORT(n, r) < 
2cn(log n)/r. Here we shall be concerned with the case in which r is small. This 
case has been studied by Haggkvist and Hell [12-141, Bollobas and Rosenfeld 
[lo], Bollobas and Thomason [ll], Alon [4], Alon, Azar and Vishkin [5] and 
Pippenger [18]. (For a review of these results, see [9] and [6, Ch. XV]. Related 
results can be found in [l, 7 and 81.) In particular, Haggkvist and Hell [13] 
proved that SORT(n, r) = Q(n’+“’ ) for every fixed r. This was strengthened by 
Alon et al. [5] who showed that SORT(n, r) = R(rn’+“‘) for r = r(n) s logn and 
SORT(n, r) = Q(n’+“‘(log n)“‘) for every fixed r. 
Concerning upper bounds, Bollobas and Thomason [ll] proved SORT(n, 2) G 
ins log n if n is sufficiently large. Alon et al. [5] improved this to SORT(n, 2) = 
O(nj log n/(log log n)‘). More importantly, Pippenger [18] proved that 
SORT(n, r) = O(n”“‘(log rz)2-2’r) for every fixed r. Even more, Pippenger used 
concrete sorting networks to sort the elements: he showed that the so-called 
Ramanujan graphs constructed recently by Lubotzky, Phillips and Sarnak [16-181 
can be used as efficient sorting networks. 
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In this paper we shall give an upper bound for SORT(n, r) in the case when r is 
constant or rather small compared to IZ. Similarly to the proof of most of the 
upper bounds, we shall use random graphs. (For an introduction to random 
graphs, see [6].) A weaker form of the main result of this paper was announced at 
the Conference on Combinatorics, Graph theory and Computing in Boca Raton 
in 1982. (The result was slightly misquoted in [9].) 
Let V be the set of rz elements we wish to sort. The questions asked in the first 
round form a graph G with vertex set V. The answers we get give us an acyclic 
orientation (? of G and they tell us that the total order we are searching for is an 
extension of the partial order on V determined by 6. Our aim is to show that 
there is a graph G whose size e(G) is rather small, which is such that in every 
acyclic orientation e of G the vertex set can be covered by sets VI, V,, . . . , V, of 
size at most t, where both s and t are small, such that any two elements 
incomparable in the partial order determined by G belong to some vi. Hence if in 
the remaining r - 1 rounds we sort each Vi then V itself will be sorted. Therefore 
SORT(n, r) 6 max{e(G), s SORT(t, r - 1)). We shall show that an appropriate 
random graph will do for G. First we introduce some graphs that will turn out to 
be suitable for sorting. 
Let aO=l<a,<- *.<a,<~ and l<d,<d,_,<.-*cd,. Let G be a graph 
with vertex set V = V(G). We call G an (a; al, d,; u2, d,; . . . ; a,, d,)-graph if 
(i) for all I$ c V, 1x1 Zu, there exists a set M$ c Ui, IKla IV\ v:_I - a such that 
if Xi c K and IX,1 < ui then Ir(&) n Kla dj j&l 
(ii) for all A, c V, ]A,) 2 a,, we have IV\(T(A,) U A,)1 s a. 
Note that both (i) and (ii) express the fact that G is ‘spreading’. Condition (i) 
says that a given large subset V, of vertices, all not-too-large subsets in a large 
subset of V\ Vi have many neighbours in the second. Condition (ii) is even 
simpler: the complement of G does not contain a K(u, a,), a complete bipartite 
graph with a vertices in one class and a, in the second. 
Let us see what happens if we use an (a; a,, dl; . . . ; a,, d,)-graph to sort n 
elements. 
Lemma 1. Let G be an (a; al, d,; . . . ; a,, d,)-graph, let 6 be an acyclic 
orientation of G and set 
u = 2 log(a,/u,_,)llog di + 1, 
I i=l 1 
where a0 = 1. Then in G all but at most h + 2uu vertices dominate at least h 
vertices. 
Proof. Take a complete order on V = V(G) consistent with e. Let T be the set 
of the top n - (h + (2~ - 1)~) vertices, Al the next 2u vertices, A2 the next 2u 
vertices, etc., up to A,_1, and then let B be the bottom h + a vertices of V. Thus 
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TUAlUA2U~- - U A,_1 U B is a partition of V. For simplicity, we also write 
AO=TandA,=B. 
Let u1 be the minimal integer satisfying dT1 > ai, let u2 be the minimal integer 
satisfying dt;‘d,“* 3 u2, etc., up to u,. Then C~=,U~CU-~. For l=zj<u-1 let 
i(j) be the integer defined by 
i(j)-1 i(j) 
C Ui<j<C Ui. 
i=l i=l 
Thus in the sequence dr, dl, . . . , dl, d2, d2, . . . , d2, d3, d3, . . . , with di 
repeated Ui times, the jth term is die,. 
Define sets Ai cAj, lAjl 3 lAjl -a, j = u - 1, u - 2, . . . , 0, as follows. Set 
A,_r =A,_l. Having defined A,_,, &,-2, . . . , Aj, j 3 1, set i = i(j) and q = Aj. 
Let w::cV\V;., IM$l3lV\&l-u 2 a, be the set whose existence is guaranteed by 
condition (i), and set A,_1 = w fl Ui. 
By construction, I&,[ 3 ITI - a = n - 2uu - h, so to prove the lemma it suffices 
to show that every vertex in &, dominates at least h vertices in the partial order 
given by G. Let x E A, and let Xi be the set of vertices in Ai dominated by x. 
Then, by the definition of the sets Ai we have 
IX,1 2 4, 1x21~ d2, . . . , IXu,l 3 &I a ~1, . . . , IXu,+,,l 
2 d;‘d;2 ’ -f&2,. . . ) 1X,-,( 3 d;‘dF, . . . , d: 2 a,. 
Finally, by property (ii), X,-r dominates all but at most a vertices in B = Au; in 
fact, all but at most a vertices in B are joined to at least d vertices in X,-i. Hence 
x itself dominates all but 
(BI -a = h vertices. 0 
Before applying Lemma 
tion, connecting sorting in 
at most a vertices in B so it dominates at least 
1 to prove the inequality mentioned in the introduc- 
r rounds to sorting in r - 1 rounds, let us introduce + 
some more terminology. Given an acyclic orientation G of a graph G with vertex 
set V, for x E V let o,(x) be the minimal order of x in an extension of 6 to a 
complete order and let o*(x) be the maximal order of x. Note that x dominates 
precisely o,(x) - 1 elements in 6 and is dominated by n - o*(n) elements, where 
n = I VI. In particular, o*(x) = 1 iff x is a minimal element of the partial order 
determined by G and o*(x) = n iff x is a maximal element. Lemma 1 claims that 
I{nEV:o*(x)sh}lsh+2uu and, by symmetry, I{xEV:o*(x)>h}lsn-h+ 
2uu. 
Lemma 2. Suppose there is an (a; al, dl, . . . , a,, d,)-graph G of order n. Set 
u = i log(ui/ai_~)/log di + 1 
1 i=l 1 
and let u 3 2 ua, where a, = 1. Then 
SORT(n, r) c max{e(G), n/2v SORT( [4vl, r - 1)). 
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Proof. Let us use G to sort in the first round; say G is the acyclically oriented 
graph given by the answers to our questions. Set j = ln/2v], h,, = 0, hj = n, and 
for 1 <i s j - 1 define hi = (2i + 1)~. Note that h,_l + v > n. Furthermore, for 
lcicjdefine 
l/i={~~V:o,(x)~h~ando*(x)>h,_~}. 
We claim that 
for all i, 1 s i s j. To see (l), define 
(1) 
B~={xEV:O*(X)=G~~} 
and 
?;:= {; E V:O*(X)>hi-I}. 
Then, by Lemma 1, 
Illi1 s hi + u and 1 cl s n - hi_1 + II. 
SinceBiU~=VandVi=B,n7;,for2~iij-1wehaveJ~Vi(~2v+hi-hi_l= 
4~. Also, V, = B1 SO [V,( = l&l s hl + IJ = 4~ and I$ = 7; SO (I$1 = 17;.1 s n - hj-l + 
II =S 4v, completing the proof of (1). 
We claim also that if x and y are incomparable vertices in V then there is an 
index i, 1 <i c j, such that x and y both belong to Vi. Indeed, as x and y are 
incomparable, there is an extension of G to a complete order in which x is the 
predecessor of y ; say, x is the hth element and y is the (h + 1)st. If we 
interchange x and y then we get a complete order extending G in which x is the 
(h + 1)st element and y is the hth. In particular, O,(X) =Z h <o*(x) and 
o,(y) s h <o*(y). Let 1 s i <j be such that hi_l < h s hi. Then O,(X) s hi, 
O*(X)> hi-l, o,(Y)~ hi and O*(Y)> hi-1 SOX,y EK. 
Having used G to sort our elements in the first round, to complete the sorting 
in r - 1 rounds, it suffices to sort each set V in r - 1 rounds. That can be done 
with 
2 SORT(IKl, Y - 1) <j SORT(~V, r - 1) 
i=l 
questions a round, implying the assertion of our lemma. q 
Our next aim (Theorem 4) is to show that in a suitable space of random graphs, 
we can find an appropriate (a; a,, d,; a2, &)-graph. This result can be proved in 
many ways; a part of the assertion will be deduced from the following lemma of 
Pippenger [18], which is essentially from [3]. For the sake of completeness we 
include its short and simple proof. 
Sorting in rounds 25 
Lemma 3. Let G be a graph whose complement does not contain a K(b + 1, b + 
l), and let V, c V = V(G), IV,( = 5b. Then there is a set B c V, IBI c b, such that 
ifXcV\(V,UB)andJXJcbthen 
jr(x) r-l V,( 3 2 (Xl. 
Proof. Let B = {B c V\V,: IBI s b, IT(B) fl V,l~2 IBI - l}. If B = 0 then B = 0 
will do. Otherwise let B be a maximal element of B. Since no edge joint B to 
V,\T(B) and V,\IT(B)( <5b - (4b - 1) = b + 1, we have IBI 6 6. Also, if XC 
V\(V,UB) and l<IXISb thenXUB$Bso 
JT(BUX)~V,IZ-~JBUXJ=~JBI+~IXJ, 
implying 
[r(x) r-l Vol> 2 [XI+ 1. 0 
Theorem 4. There is an no such that the following assertion holds. Let 
n an,, 2 S r = r(n) C log log log n, a = 2’+1, u = i(log n)llog log 12, m= 
rt-“‘(log n)2’r-1(log log n)(r-l)‘r, a = (3/a)m = 3.2-‘-‘m, a, = 2-Pm, d, = 
(log n):, a2 = a/5 and d, = 2. Then there is an (a; a,, d,; a*, d,)-graph of order n 
and size at most @(log n)n’/m. 
Proof. Set p = 2an”‘(log n)2-2”(log log n)-(‘-‘)“/n = 2cu(log n)lm and consider 
the space G(n, p) of random graphs. To prove the theorem, it suffices to show 
that if n is sufficiently large, with the threshold not depending on r = r(n), then 
the probability that GP is an (a; ai, di)-graph is at least 2 for i = 1, 2. Indeed, as 
the probability that the size of GP is at most cu(log n)n’/m = pn*/2 tends to 1, this 
implies that if n is large enough then the probability that GP will do the for the 
graph in our theorem is at least b, say. In fact, we shall show that as n+ ~0, 
almost every GP is an (a; al, d,; a*, d,)-graph. 
Let us see first that a.e. G, is an (a; a*, d,)-graph. By Lemma 3 is suffices to 
show that almost no GP contains a K(b + 1, b + l), where b = [a2j. Let 
X = S(G,) be the number of K(b + 1, b + 1) graphs in G,. Then 
E(X) =i (b: l)(n it 1 ‘)(l -P)~*=S (~)“‘e-pui, 
Since 5n 6 (log log n) - (r 1)‘r if n is large enough, (enlaz)’ s n if n is large enough. 
Also, pa2 = 4 log n, so 
E(X) C n-az’5 6 n-” t 
if n is sufficiently large. 
Let us turn to the proof of the fact that a.e. G, is an (a; a,, d,)-graph. Set 
k = [log n] and write PO for the probability that a fixed vertex x is joined to at 
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most k vertices in a fixed set of d = Ia] vertices. Since k < &.zp, 
if n is sufficiently large. 
Let Q1 denote the event that GP contains two disjoint sets of ci vertices each, 
say Al and AZ, such that every vertex in Al is joined to at most k vertices in AZ. 
Clearly, 
(2) 
if n is large enough. 
We shall show that, on the other hand, the probability of the event s2, that 
there are sets X1, X2 c V(G,) such that IX11 GS = [all, IX21 <d, 1X1( and every 
vertex in X1 is joined to at least k vertices in X2 is also rather small. Since the 
subgraph spanned by X1 U X2 has at least k IX11 edges, we have the following 
rather crude estimate; 
where t = [s&l = [s(log n);] . Hence 
Note that 
and 
kl(c&Ip)>2’,2,,2 
(log n )’ 
3dla, log n < pk lull 
10 
so 
P(Q,) c 2-@l’l” < n-2 (3) 
if n is large enough. 
By inequalities (2) and (3) we have P(Q2, U Q,) s 2n-‘. Therefore the proof of 
the theorem will be complete if we show that if GP is such that neither Sz, nor Q2 
holds (i.e. GP $ Sz, U Q,) then G, is an (a; al, &)-graph. Suppose then that 
G, $ Ql U s;2, and VI c V has at least a vertices. Let WI = {x E V\V :x is joined to 
at least a vertices in VI}. Then 1 W,( 3 (Vi VII - a since, QI holds. Suppose 
Xlc WI and IX11 <aI. Let X2 = T(X,) r7 VI. Then, since Q2 holds, IX21 > 
4 IX,I. 0 
We are ready to prove the main result of the paper. 
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Theorem 5. There k an n1 such that if n 2 n1 and 2 6 r = r(n) c log log log n then 
SORT(n, I) s f (n, r), 
where 
f (n, r) = 2’+‘nl+l” (log n)2-u’(log log n)+-l)‘r. 
Proof. Let n 3 no, CY, p, r, al, dI, a*, d2 be as in Theorem 4 and let G be the 
(a; al, d,; a*, d,)-graph of order n and size at most f (n, r) whose existence is 
guaranteed by Theorem 4. Set 
u = [log al/log dI + log(a2/a,)/log d21 + 1, 
as in Lemma 2. Then a2/a1 < 2’“-* so 
u ~ 3 log al + Wa2lad + 2 <z log II 
2 log log n log 2 2 log log n 
+j_LL<2 logn _1 
log logn ’ 
This implies that 
u = 14(log n/log log n)a] = L3.2-r+1n1-1’r(log n)*“(log log n)-l”J 
can be shown in is Lemma 2, so 
SORT(n, r) c max 
I 
f (n, r), 5 u SORT(4u, r - 1) 
I 
. 
Consequently, 
SORT(n, r) s f (n, r) 
if 
5 v SORT(~V, r - 1) s f (n, r). 
Since SORT(4v, a) = (9 < 8v2 and 
4nv < 6nl(log n)(log log n)-i <f (n, 2) = 8ng(log n)(log log n)-3, 
this implies that if n 2 no then SORT(n, 2) <f (n, 2). 
We shall prove by induction on r that if 2 c r G log log log n and nvr > no then 
SORT(n, r) s f (n, r). This implies the theorem since it gives that if n > n?‘, say, 
then SORT(n, r) C f (n, r) f or all r, 2 G r s log log log n. As the case r = 2 has 
been proved, let us assume that 3 6 r clog log n and the assertion has been 
proved for smaller values of n. Note that IJ > n(r-l)‘r so IJ”(~-‘) > no. Hence, by 
the induction hypothesis, SORT(4u, r - 1) 6 f (4v, r - 1). Therefore 
5 SORT(~V, r - 1) c i u2’(4v)‘+“(‘-‘)(log 4v)2-u(‘-‘)(log log ~IJ)-(~-*)‘(~-~) 
CT+1 n41/(‘-l)v’l(‘-‘)(log n)2-*wl)(log log n)-(‘-2Y(‘-1) 
c 2r+ln’+llr (log n)2-Ur(log log n)-(r-l)‘r =f(n, r), 
proving the induction step. Cl 
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In conclusion, let us note that the networks we use are essentially independent 
of the answers we get, i.e. they hardly depend on the order of the elements. To 
be precise, the sorting algorithm implied by the proof of Theorem 5 makes use of 
I graphs, say Gr, G2, . . . , G,, depending only on IZ and r, such that the first 
round questions are asked according to Gr, then V is covered by some sets 
v,, v,, . f . > V, of order 1G21 and in the next round each K is sorted by G2. Then 
each K is covered by sets Vii, I&_, . . . , vi, of order jG31 and each V, is sorted by 
G3, etc. In the rth round we compare all pairs of elements belonging to some set 
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