Abstract. We show that the symmetry classes of torsion-free covariant derivatives ∇T of r-times covariant tensor fields T can be characterized by LittlewoodRichardson products σ[1] where σ is a representation of the symmetric group S r which is connected with the symmetry class of
Introduction
The investigations of the present paper arose from the search for generators of algebraic curvature tensors. Algebraic curvature tensors are covariant tensors of order 4 which have the same algebraic properties as the Riemannian curvature tensor. Definition 1.1. A covariant tensor R of order 4 is called an algebraic curvature tensor iff its coordinates satisfy the conditions
R ijkl + R iklj + R iljk = 0 . Relation (1.1) represents the index commutation symmetry of the Riemannian curvature tensor R whereas relations (1.2) and (1.5) correspond to the first and second Bianchi identity for the Riemann tensor R ijkl + R iklj + R iljk = 0 R ijkl ; m + R ijlm ; k + R ijmk ; l = 0 .
Investigations of algebraic curvature tensors were carried out by many authors. (See the extensive bibliography in the book [16] by P. B. Gilkey.) One of the problems which are considered in connection with algebraic curvature tensors is the search for generators of algebraic curvature tensors. P. B. Gilkey [16, pp.41-44] and B. Fiedler [11] gave different proofs that the vector space of all algebraic curvature tensors is spanned by each of the following types of tensors y * t (S ⊗ S) , y * t (A ⊗ A) ( 1.6) which are defined by symmetric or alternating covariant tensors S or A of order 2. The vector space of algebraic covariant derivative curvature tensors is generated by each of the following tensor types
(see 1 B. Fiedler [13] ). Here S, A are again symmetric or alternating tensors of order 2, S ′ is a symmetric tensor of order 3 and U is a covariant tensor of order 3 from an irreducible symmetry class that belongs to the partition (2, 1) ⊢ 3 and is defined by a minimal right ideal different from the right ideal f · K The generators (1.7) lead to the question whether there exist typical tensorial quantities of differential geometry which possess a symmetry of the same type as the above tensors U. It can be shown (see Section 3) that the differences
∇S − sym(∇S)
, ∇A − alt(∇A) = ∇A − dA (1.10) 1 A first proof that y between the covariant derivatives ∇S, ∇A of symmetric/alternating covariant tensor fields S, A of order 2 and their symmetrized/anti-symmetrized covariant derivatives sym(∇S), alt(∇A) have such a symmetry 2 . Furthermore computer calculations by means of the Mathematica packages Ricci [20] and PERMS [9] showed that the symmetry class of ∇A − alt(∇A) is generated by certain Young symmetrizers, for instance by the Young symmetrizer of the standard tableau 1 3 2 .
However, the same computation yields the surprising result that no Young symmetrizer of a Young frame (2 1) ⊢ 3 generates the symmetry class of ∇S − sym(∇S). One goal of the present paper is to find out whether the covariant derivatives of symmetric or alternating tensor fields of order r > 2 have such a behaviour, too. In Section 2 we collect some basic facts about the connection between symmetry classes of covariant tensors of order r and left or right ideals of the group ring K[S r ] of the symmetric group S r . In Section 3 we show that the symmetry class of a torsion-free covariant derivative ∇T of a differentiable tensor field T of order r is defined by a left ideal l ⊆ K[S r+1 ] which is the representation space of a Littlewood-Richardson product σ [1] , where σ is a representation of S r connected with the symmetry class of T . If σ ∼ [λ], λ ⊢ r, is irreducible then the LittlewoodRichardson rule yields a multiplicity-free decomposition
In particular the symmetry classes of the covariant derivatives ∇S, ∇A of symmetric/alternating tensor fields S, A of order r are characterized by LittlewoodRichardson products
If we know a primitive generating idempotent e ∈ K[S r ] of the symmetry class of T , then all unique primitive idempotents h µ ∈ K[S r+1 ] corresponding to (1.11) can be calculated from e by means of the symmetrizers of the irreducible characters of S r+1 or, more efficiently, by a discrete Fourier transform. In Section 4 we investigate the parts [r, 1], [2, 1 r−1 ] of ∇S, ∇A for arbitrary order r ≥ 2. We show for ∇S that no Young symmetrizer with a Young frame (r, 1) ⊢ r + 1 is a generator of the [r, 1]-part of ∇S. The [2, 1 r−1 ]-part of ∇A, however, is generated by the Young symmetrizer of the lexicographically greatest standard tableau of (2, 1 r−1 ) ⊢ r + 1 (see (4.2) ) and every other standard tableau of (2, 1 r−1 ) ⊢ r + 1 annihilates the [2, 1 r−1 ]-part. Furthermore that [2, 1 r−1 ]-part is generated or annihilated by many other Young symmetrizers of non-standard tableaux of (2, 1 r−1 ) ⊢ r + 1. We present complete computer generated lists of such Young symmetrizers for r = 2, 3, 4 in an Appendix.
The last Section of the paper deals with the question whether tensors (1.10) can be used as generators U of algebraic covariant derivative curvature tensors in formulas (1.7). Both S and A satisfy the condition that the symmetry classes of the tensors (1.10) are not generated by the above right ideal f · K[S 3 ] with generating idempotent (1.8) . Thus all tensors (1.10) can play the role of U in (1.7).
Symmetry classes of tensors
Let K be the field of real or complex numbers R, C. We denote by K[S r ] the group ring of a symmetric group S r . Furthermore we consider the K-vector space T r V of r-times covariant K-valued tensors T over a finite dimensional K-vector space V . Every group ring element a = p∈Sr a(p) p ∈ K[S r ] acts as so-called symmetry operator on tensors T ∈ T r V according to the definition
for which an a ∈ r and a T ∈ T r V exist such that aT = 0. Then the tensor set
is called the symmetry class of tensors defined by r. If r is a minimal right ideal, then T r is called irreducible.
Lemma 2.2.
3 If e is a generating idempotent of r, then a tensor T ∈ T r V belongs to T r iff
Thus we have
Symmetry classes can be characterized by left ideals of K[S r ], too. To see this, we construct group ring elements from tensors. Definition 2.3. Every tensor T ∈ T r V and every r-tuple b = (v 1 , . . . , v r ) ∈ V r of vectors from V induce a group ring element
A connection between (2.1) and (2.6) is given by the formula
where the star ' * ' denotes the mapping
Now, if a tensor T belongs to a certain symmetry class, then its T b lie in a certain left ideal.
Thus we can use the left ideal l = r * instead of the right ideal r to charakterize the symmetry class of r.
Symmetry classes of the first covariant derivatives of tensor fields
Now we determine results about the symmetry classes of the first covariant derivatives of tensor fields. In particular, we are interested in symmetric or alternating covariant tensor fields.
We consider only differentable objects of class C ∞ . Let M be an m-dimensional differentable manifold equipped with a linear connection or covariant derivative ∇. We denote by T r M, r ≥ 0, the set of differentable covariant tensor fields of order r on M. If T ∈ T r M, r ≥ 1, then its covariant derivative ∇T has a coordinate representation
where ∂ is a partial derivative of the coordinates of T and Γ k ij are the connection coefficients of ∇. Instead of (3.1) we write also
Every tensor in a fixed point p of M can be gained as covariant derivative of a suitable tensor field. 4 See B. Fiedler [12] [5, 6, 10] . 6 We use the Einstein summation convention, i.e. a symbol such as T 
By means of φ we obtain a differentable tensor field T ∈ T r M if we set T | U := φT and T | M \U := 0. But T fulfils (∇T )| p = W since we can write
The last equality follows from T i 1 ...ir (p) = 0 and
In the case r = 0 the tensor W has order 1 andT = W k x k is a tensor field of order 0, i.e. a differentiable function. Obviously we can form the tensor field (function) T ∈ T 0 M in the same way as in the case r ≥ 1 and we obtain T ;i = T ,i = W i on the neighbourhood U 1 of p.
Lemma 3.1 leads to the consequence that every symmetry class can be generated by covariant derivatives of suitable tensor fields. 
Proof. According to (2.5) we have
The symmetrisation ' (...) ' and anti-symmetrization ' [...] ' of a tensor field T of order r is defined by
From now on we consider only covariant derivatives ∇ which are torsion-free, i.e. Γ 
Proof. Let q ∈ M be an arbitrary point of M. We can choose such coordinates arround q that all Γ 
then it holds
Proposition 3.5. Consider the case r ≥ 2. LetS r := {p ∈ S r+1 | p(r + 1) = r + 1} be the subgroup of those permutations of S r+1 which have r + 1 as fixed point. Then Proof. Taking into account Lemma 3.4 and sign(p·q) = sign(p)sign(q), sign(p −1 ) = sign(p), we can prove Proposition 3.5 by simple calculations. Now we will show that the symmetry classes of covariant derivatives of tensor fields are characterized by Littlewood-Richardson products. Let us denote byω the regular representation of the symmetric group S r+1 :
] can be considered representation spaces of subrepresentations ρ =ω| l ofω:
We see from a generalization of Proposition 3.5 that investigations of covariant derivatives of tensor fields can be based on following Setting 3.6. Let T ∈ T r M be a differentiable tensor field of order r on M whose symmetry class is defined by a left ideal K[S r ] · e with generating idempotent e ∈ K[S r ], i.e. e * T = T . We identify 
A simple consequence of Corollary 3.2, Lemma 3.3 and Setting 3.6 is that the symmetry class of the above ∇T is generated by the covariant derivatives of the symmetizations e * W of arbitrary tensor fields W ∈ T r M.
Proposition 3.7. Assume that Setting 3.6 and r ≥ 1 are valid and p ∈ M. Then we have
Now we determine Littlewood-Richardson products describing covariant derivatives. Proof. When we introduce the notationS 1 := {id} for the trivial subgroup of S r+1 , then the set productS r =S r ·S 1 is a direct productS r =S r ×S 1 . (It is even a Young subgroup.) We consider the representations
Obviously we can regard σ as an outer tensor product of representations
Thus the left ideal l = K[S r+1 ]·ẽ is the representation space of the induced representation (σ # ι) ↑ S r+1 which has the structure of a Littlewood-Richardson product, i.e.
If σ is irreducible, i.e. σ ∼ [λ], λ ⊢ r, then the Littlewood-Richardson rule yields (3.17) . Remark 3.11. Additional information about a tensor field considered can lead to a further reduction of the sum (3.17). For instance it is well-known that the symmetry classes of the Riemannian curvature tensor R and its covariant derivative 10 Here we assume that ∇ is the Levi-Civita connection of a pseudi-Riemannian fundamental tensor g ∈ T 2 M and R is the curvature tensor of ∇.
11 See Section 4 for some details about Young symmetrizers. 12 See S. A. Fulling, R. C. King, B. G. Wybourne and C. J. Cummins [14] . See also B. Fiedler [7] .
However, if we apply (3.17) to the tableau t we obtain [
. The difference results from the fact that ∇R fulfils the second Bianchi identity
which is not satisfied by other tensor fields from T 4 M in general.
A second example which shows such effects is the case of higher covariant derivatives of tensor fields. If we apply Theorem 3.8 to covariant derivatives 13 of second order T i 1 ...ir ; i r+1 i r+2 of a tensor field T ∈ T r M then Theorem 3.8 yields a result in which the so-called Ricci identity
was left out of account. Thus the set of Young frames determined by multiple application of (3.17) will be "too large". (3.17) produces a set of Young frames which is correct also for covariant derivatives T i 1 ...iri r+1 ; i r+2 of tensor fields T ∈ T r+1 M of order r + 1 to which an identity (3.22) is irrelevant. Now we present a version of Theorem 3.8 for the special case of symmetric or alternating tensor fields. 
We know all idempotents in (3.24) since
sign(p) p . (3.25) 13 Again we assume that ∇ is a Levi-Civita connection. Remark 3.13. In the case of an alternating tensor field A ∈ T r M the symmetry operator f a transforms ∇A into the exterior derivative dA of A, i.e. f * a (∇A) = f a (∇A) = dA. Thus the symmetry operator h a yields the difference of ∇A and dA, i.e. h * a (∇A) = ∇A − dA. Now let us consider the more general case of an arbitrary tensor field T ∈ T r M whose symmetry class is defined by a known primitive idempotent e ∈ K[S r ]. Also in this case, there is a simple possibility to calculate all primitive idempotents which belong to a decomposition (3.17) for the covariant derivatives of T . A starting point is the well-known Lemma 3.14.
Proof. If we apply Theorem 3.8 to the representations
14 Let λ ⊢ r be a partition of r ≥ Proof. Because (3.17) is multiplicity-free, a decomposition ofẽ according to (3.17) into primitive idempotents contains exactly one primitive idempotent h µ for every [µ] in (3.17) . Every such h µ lies in the corresponding two-sided ideal a µ , i.e. h µ ∈ a µ . On the other hand, we can writeẽ =ẽ · id = µ⊢r+1ẽ · e µ . Sincẽ e · e µ ∈ a µ , we obtain (3.30).
If we carry out calculations in large S r , then a use of formula (3.30) leads to very high costs in calculation time and computer memory. However, fast discrete Fourier transforms can help to solve this problem. 
Definition 3.16. A discrete Fourier transform for S r is an isomorphism
A use of (3.32) in computer calculations is much more efficient than an application of (3.30). A very efficient algorithm of a fast Fourier transform for S r was developped by M. Clausen and U. Baum (see [2, 3] ). It is based on Young's seminormal representation of S r . Our Mathematica package PERMS [9] uses Young's natural representation of S r as discrete Fourier transform.
Do Young symmetrizers describe the symmetry classes of ∇S or
∇A?
Now we turn to the question wheter the symmetry classes of ∇S and ∇A can be characterized by Young symmetrizers. According to Proposition 3.5 and Theorem 3.12 the symmetry classes of ∇S and ∇A are defined by the idempotents
The idempotents f s and f a are proportional to the Young symmetrizers of the Young frames (r + 1) ⊢ r + 1 or (1 r+1 ) ⊢ r + 1, respectively. Now we investigate the Problem 4.1. Can we find Young tableaux t s , t a with frame (r, 1) ⊢ r + 1 or (2, 1 r−1 ) ⊢ r + 1, respectively, such that the idempotents e ts = µ ts y ts , e ta = µ ta y ta are generating idempotents of the minimal left ideals l
Here y ts and y ta are the Young symmetrizers 16 of the Young tableaux t s , t a and µ ts , µ ta = 0 are constants.
If the answer is "yes", then the symmetry classes of ∇S or ∇A are determined by new idempotentsẽ
,ẽ a = f a + e ta , (4.1) which are completely built from Young symmetrizers.
We investigated this problem by computer calculations by means of the Mathematica package PERMS [9] in the groups S 3 , S 4 , S 5 , i.e.in the cases r = 2, 3, 4. We obtained the following results:
• No Young symmetrizer idempotent e t of a Young frame (r, 1) ⊢ r + 1 reproduces or annihilates h s ∈ K[S r+1 ], i.e. no relation h s · e t = h s or h s · e t = 0 is satisfied.
• For h a ∈ K[S r+1 ] there are many Young symmetrizer idempotents e t with Young frame (2, 1 r−1 ) ⊢ r + 1 which reproduce or annihilate h a , i.e. which fulfil h a · e t = h a or h a · e t = 0. In particular, the idempotent e t of the lexicographically greatest standard tableau
reproduces h a whereas the idempotents e t of all other standard tableaux of (2, 1 r−1 ) annihilate h a . For the S 3 and r = 2, we also verified these results by calculations by means of the packages PERMS [9] and Ricci [20] in which we checked the action of idempotents e * t onto tensors with a symmetry given by h s or h a . Mathematica notebooks of all above calculations can be downloaded from my internet page [4] . We present tables of all Young tableaux, whose idempotents e t reproduce or annihilate h a , in the Appendix. Now we present theorems which tell us that essential parts of the above computer results are valid for all r ≥ 2.
It is well-known that two idempotents e, f ∈ K[S r ] generate the same left ideal iff e · f = e and f · e = f . In the case of primitive idempotents e, f we have 16 We define a Young symmetrizer y t of a Young tableau t by the formula y t := p∈Ht q∈Vt sign(q) p · q, where H t , V t are the groups of horizontal or vertical permutations of t, respectively. Proof. Assume that e · f = e is valid. Then e is an element of the left ideal l = K[S r ] · f and generates a non-vanishing subideal l ′ = K[S r ] · e of l. Since e and f are primitive, the left ideals l and l ′ are minimal. Thus we obtain l = l ′ . But then, it follows f · e = f because f belongs to the left ideal l ′ generated by e. Proof. The groups H t and V t of horizontal/vertical permutations of the Young tableau t according to (4.2) fulfil H t = (1 , r + 1) and V t =S r . Thus we can write
It holds 17 e t · f a = 0 since e t and f a are proportional to Young symmetrizers of the different Young frames (2, 1 r−1 ) and (1 r+1 ). From this and (4.3) we obtain e t · h a = e t · (e a − f a ) = e t · e a = e t .
Because e t and h a are primitive idempotents, Lemma 4.2 yields h a · e t = h a . It is well-known 18 : If y t 1 and y t 2 are Young symmetrizers of two standard tableaux t 1 , t 2 which possess the same Young frame, and t 1 is lexicographically smaller 19 than t 2 , then they satisfy y t 2 · y t 1 = 0. Because (4.3) is built from the lexicographically greatest standard tableau t of (2, 1 r−1 ), we obtain h a · e t ′ = h a · e t · e t ′ = 0 for the idempotent e t ′ of every other standard tableau of (2, 1 r−1 ) Theorem 4.4. Consider the idempotent h s for an arbitrary r ≥ 2. Then it holds h s · e t = h s for all Young tableaux t with Young frame (r, 1) ⊢ r + 1.
Proof. A Young tableau t with a Young frame (r, 1) ⊢ r + 1 has a form
If we assume that the first column of such a tableau contains the numbers k and l as in (4.4) , then the groups of horizontal or vertical permutations of t read
First we consider the case, that the first column of (4.4) does not contain r + 1. In this case we have
But because V t ⊆S r , we obtain {id − (k , l)} · e s = 0 and y t · e s = 0. Thus e t = µ t y t does not lie in the left ideal l s := K[S r+1 ] · e s and can not play the role of a generating idempotent of l
Netxt we investigate the case l = r + 1. In this case we have H t =S r , V t = (k , r + 1) ,
which leads to h s · e t = (e s − f s ) · e t = e s · e t = e t .
We decompose h s and e t into parts that correspond to the right cosets of S r+1 relative toS r . Obviously R := {(i , r + 1) | i = 1, . . . , r + 1} is a complete set of representatives of those right cosets. If we arrange the summands of f s and h s according to the decomposition of S r+1 into cosets we obtain Thus h s has a non-vanishing part in every right coset of S r+1 relative toS r . From (4.7) we see that e t has non-vanishing parts only in the right cosetsS r · (k , r + 1) andS r . This leads to h s = e t and h s · e t = e t = h s .
Finally, we consider the case k = r + 1. If t is the tableau (4.4) with k = r + 1, then t ′ := (l, r + 1) • t is a Young tableau 20 (4.4) with l = r + 1. A relation t ′ = p • t, p ∈ S r+1 , between Young tableaux leads to
For the above tableaux t ′ := (l, r + 1) • t we obtain y t ′ = −(l, r + 1) · y t since y t · (l, r + 1) −1 = −y t . Now, if we assume h s · e t = h s , then it follows from Lemma 4.2
20 A Young tableau t of S r can be regarded a one-to-one mapping of the boxes of the Young frame of t onto the set {1, . . . , r}. t maps every box onto that number which was placed into the box. Then the composition p • t of a Young tableau t and a permutation p ∈ S r is a Young tableau again.
However, the last equation is a contradiction to our proof in the case l = r + 1.
5.
Use of ∇S and ∇A in generator formulas of algebraic covariant derivative curvature tensors
Now we return to the question whether tensors (1.10) can be used as generators U for algebraic covariant derivative curvature tensors in formulas (1.7). In [13] we proved Theorem 5.1. Let us denote by S, A ∈ T 2 V symmetric or alternating tensors of order 2 and by U ∈ T 3 V covariant tensors of order 3 whose symmetry class T r is defined by a fixed minimal right ideal r from the equivalence class characterized by (2, 1) ⊢ 3. We consider the following types τ of tensors 
formed from the whole of symmetric or alternating tensor fields S, A ∈ T 2 M.
Proof. Let us denote by T e the symmetry class T r that is defined by a right ideal r = e · K[S r ] with generating idempotent e ∈ K[S r ]. Then Proposition 3.7 yields
Now we have only to check that the idempotents
do not generate the right ideal r 0 . We do this by verifying
The fastes way would be a computer calculation by means of PERMS [9] . A calculation by hand has the starting point (3.11), (3.25), (5.2) and z := (id − ( 1 3)).
From the rules
• "symmetrization + alternation = 0"
• "alternation + alternation = alternation" we obtain immediately
Furthermore we have the products But we see from these results that (5.5) is valid because • h s is a linear combination of 6 permutations and z ·e s has only 4 summands, • z · e a = e a . 21 Note that the idempotents e s , f s , h s , e a , f a , h a fulfil e * s = e s , f * s = f s , h * s = h s , e * a = e a , f * a = f a , h * a = h a .
This leads to
6 tableaux for r = 3 such that h a · e t = h a .
{1 , 4}, {1, 4}, {2, 4}, {2, 4}, {3, 4}, {3, 4}  {2}  {3}  {1}  {3}  {1}  {2}  {3}  {2}  {3}  {1}  {2}  {1} 12 tableaux for r = 3 such that h a · e t = 0 .  {1, 2}, {1, 2}, {1, 3}, {1, 3}, {2, 1}, {2, 1}, {2, 3}, {2, 3},  {3}  {4}  {2}  {4}  {3}  {4}  {1}  {4}  {4}  {3}  {4}  {2}  {4}  {3}  {4}  {1}   {3, 1}, {3, 1}, {3, 2}, {3, 2}  {2}  {4}  {1}  {4}  {4}  {2}  {4}  {1} 24 tableaux for r = 4 such that h a · e t = h a . {1, 5}, {1, 5}, {1, 5}, {1, 5}, {1, 5}, {1, 5}, {2, 5}, {2, 5} ,  {2}  {2}  {3}  {3}  {4}  {4}  {1}  {1}  {3}  {4}  {2}  {4}  {2}  {3}  {3}  {4}  {4}  {3}  {4}  {2}  {3}  {2}  {4}  {3}   {2, 5}, {2, 5}, {2, 5}, {2, 5}, {3, 5}, {3, 5}, {3, 5}, {3, 5},  {3}  {3}  {4}  {4}  {1}  {1}  {2}  {2}  {1}  {4}  {1}  {3}  {2}  {4}  {1}  {4}  {4}  {1}  {3}  {1}  {4}  {2}  {4}  {1}   {3, 5}, {3, 5}, {4, 5}, {4, 5}, {4, 5}, {4, 5}, {4, 5}, {4, 5}  {4}  {4}  {1}  {1}  {2}  {2}  {3}  {3}  {1}  {2}  {2}  {3}  {1}  {3}  {1}  {2}  {2}  {1}  {3}  {2}  {3}  {1}  {2}  {1} 72 tableaux for r = 4 such that h a · e t = 0 .  {1, 2}, {1, 2}, {1, 2}, {1, 2}, {1, 2}, {1, 2}, {1, 3}, {1, 3},  {3}  {3}  {4}  {4}  {5}  {5}  {2}  {2}  {4}  {5}  {3}  {5}  {3}  {4}  {4}  {5}  {5}  {4}  {5}  {3}  {4}  {3}  {5}  {4} {1, 3}, {1, 3}, {1, 3}, {1, 3}, {1, 4}, {1, 4}, {1, 4}, {1, 4} ,  {4}  {4}  {5}  {5}  {2}  {2}  {3}  {3}  {2}  {5}  {2}  {4}  {3}  {5}  {2}  {5}  {5}  {2}  {4}  {2}  {5}  {3}  {5}  {2}   {1, 4}, {1, 4}, {2, 1}, {2, 1}, {2, 1}, {2, 1}, {2, 1}, {2, 1},  {5}  {5}  {3}  {3}  {4}  {4}  {5}  {5}  {2}  {3}  {4}  {5}  {3}  {5}  {3}  {4}  {3}  {2}  {5}  {4}  {5}  {3}  {4}  {3}   {2, 3}, {2, 3}, {2, 3}, {2, 3}, {2, 3}, {2, 3}, {2, 4}, {2, 4},  {1}  {1}  {4}  {4}  {5}  {5}  {1}  {1}  {4}  {5}  {1}  {5}  {1}  {4}  {3}  {5}  {5}  {4}  {5}  {1}  {4}  {1}  {5}  {3}   {2, 4}, {2, 4}, {2, 4}, {2, 4}, {3, 1}, {3, 1}, {3, 1}, {3, 1},  {3}  {3}  {5}  {5}  {2}  {2}  {4}  {4}  {1}  {5}  {1}  {3}  {4}  {5}  {2}  {5}  {5}  {1}  {3}  {1}  {5}  {4}  {5}  {2}   {3, 1}, {3, 1}, {3, 2}, {3, 2}, {3, 2}, {3, 2}, {3, 2}, {3, 2},  {5}  {5}  {1}  {1}  {4}  {4}  {5}  {5}  {2}  {4}  {4}  {5}  {1}  {5}  {1}  {4}  {4}  {2}  {5}  {4}  {5}  {1}  {4}  {1}   {3, 4}, {3, 4}, {3, 4}, {3, 4}, {3, 4}, {3, 4}, {4, 1}, {4, 1},  {1}  {1}  {2}  {2}  {5}  {5}  {2}  {2}  {2}  {5}  {1}  {5}  {1}  {2}  {3}  {5}  {5}  {2}  {5}  {1}  {2}  {1}  {5}  {3}   {4, 1}, {4, 1}, {4, 1}, {4, 1}, {4, 2}, {4, 2}, {4, 2}, {4, 2},  {3}  {3}  {5}  {5}  {1}  {1}  {3}  {3}  {2}  {5}  {2}  {3}  {3}  {5}  {1}  {5}  {5}  {2}  {3}  {2}  {5}  {3}  {5}  {1} {4, 2}, {4, 2}, {4, 3}, {4, 3}, {4, 3}, {4, 3}, {4, 3}, {4, 3}  {5}  {5}  {1}  {1}  {2}  {2}  {5}  {5}  {1}  {3}  {2}  {5}  {1}  {5}  {1}  {2}  {3}  {1}  {5}  {2}  {5}  {1}  {2}  {1} 
