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Quantum tetrahedron and its classical limit
Daniel R. Terno∗
Centre for Quantum Computer Technology, Department of Physics,
Macquarie University, Sydney NSW 2109, Australia
Classical information that is retrieved from a quantum tetrahedron is intrinsically fuzzy. We
present an asymptotically optimal generalized measurement for the extraction of classical informa-
tion from a quantum tetrahedron. For a single tetrahedron the optimal uncertainty in dihedral
angles is shown to scale as an inverse of the surface area. Having commutative observables allows
to show how the clustering of many small tetrahedra leads to a faster convergence to a classical
geometry.
I. INTRODUCTION
Basis states in the kinematical Hilbert space of loop
quantum gravity (LQG) are represented by spin net-
works, which are finite, directed, labeled graphs. Their
edges are labeled by SU(2) spins, and SU(2)-invariant
tensors (intertwiners) label the vertices. These two fam-
ilies of decorations are linked to the geometric operators.
A spin label attached to a link determines the area of a
surface that is intersected by it, while an intertwiner is
associated with the volume of a spatial region that con-
tains the vertex. One of the major results of LQG [1] is
a quantization of space: the spectrum of geometric oper-
ators representing area or volume is discrete. At present
there is no rigorous proof that this result is valid in the
full theory, since the geometric operators do not commute
with the constraints, but there are plausible arguments
that this is indeed the case. [2].
The simplest state that represents a finite volume of
space involves a four-valent vertex spin network vertex.
A dual picture associates vertices with tetrahedra and
edges with two-dimensional surfaces, so an atom of space
can be represented as a quantum tetrahedron. Its trian-
gular areas fix the spin labels and the volume determines
the intertwiner. The same mathematical structure re-
sults from a formal quantization of a classical tetrahedron
[3].
Geometry of a classical tetrahedron is determined by
six parameters. This number is obtained by removing
the rigid body degrees of freedom from the twelve coor-
dinates of tetrahedron’s vertices. Six geometric variables
are associated with observables on the Hilbert space H0
of a quantized tetrahedron. However, the maximal set
of commuting observables contains only five operators,
which makes a retrieved classical description intrinsically
fuzzy. A coherent quantum [4] tetrahedron is a useful toy
model to investigate a classical limit of LQG [1]. Recently
it gained importance in providing boundary states in the
studies of a graviton propagator [5].
In the language of quantum information the classical
limit of a quantum tetrahedron is equivalent to a faithful
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transmission of its shape without any knowledge of the
spatial orientation. We will use quantum-informational
techniques to get some insights into the classical limit.
This paper is organized as follows. In the next Sec-
tion we review some properties of classical and quan-
tum tetrahedra. Sec. III establishes an upper bound on
the convergence to a sharp classical geometry. Sec. IV
exhibits a generalized measurement of two parameters
that correspond to the non-commuting observables. Fi-
nally, Sec. V discusses classical geometry of an aggre-
gate of many small tetrahedra. Necessary background
information about generalized measurements is given in
Appendix A, while the explicit formulas are collected in
Appendix B.
II. CLASSICAL AND QUANTUM
TETRAHEDRA
In this Section we review some facts about classical and
quantum [3, 7] tetrahedra. There are several sets of six
numbers that determine its shape. For example, one can
use the six edges of a tetrahedron, or four facial areas
and two independent angles between them. The latter
parametrization gives a natural way to compare classi-
cal values with the estimates obtained from a quantum
tetrahedron.
We label the outward normals to the faces as Ji, and
following the convention take their lengths to be twice
the triangular areas, Ji = 2Ai. Being a closed surface a
tetrahedron satisfies the closure condition
4∑
i=1
Ji = 0. (1)
There is a number of useful relations between areas, an-
gles and volume [7]. Angles between the triangular faces
are the (inner) dihedral angles, which are related to the
outer dihedral angles θij ,
Jij ≡ Ji · Jj = JiJj cos θij (2)
as θinij = π − θij . The volume can be expressed in terms
of the area vectors,
V 2 = − 1
36
ǫabcJ
a
1 J
b
2J
c
3 = −
1
36
J1 · J2 × J3. (3)
2and, e.g.,
sin θinij =
3V lij
2AiAj
, (4)
where lij is a length of the edge between the faces i and
j. In the following we take J1,J2, J3, J4, θ12 and θ23 to
form the shape-defining set.
In the quantized problem the four normals are identi-
fied with the generators of SU(2),
Jˆ
2
i |ji,mi〉 = ji(ji+1)|ji,mi〉, Jˆzi|ji,mi〉 = mi|ji,mi〉.
(5)
For later use we note that the Casimir operator asymp-
totically equals to J ≡
√
j(j + 1) ≃ j + 12 .
The closure constraint Eq. (1) restricts the Hilbert
space to its SU(2) invariant subspace,
H0 =
⊕
{jk}
H{jk}0 =
⊕
{jk}
Inv
(
4⊗
k=1
C
dk
)
, (6)
where the dimension of a spin-jk representation is dk ≡
djk = 2jk + 1. The states on H0 are identified with the
intertwining maps
I{jk} :
4⊗
k=1
C
dk → C. (7)
The basis can be constructed in two steps, e.g., first by
coupling spins 1 with 2,
Lˆ12 = Jˆ1 + Jˆ2, Jˆ12 = Jˆ1 · Jˆ2, (8)
and 3 with 4, and then forming the singlets from the
intermediate pairs
|l〉 =
∑
m
(−1)l−m√
2j + 1
|l,m〉12|l,−m〉34, (9)
where we suppressed the labels j1, . . . , j4. The singlets
are eigenvalues of Lˆ212. An alternative basis is defined by
the eigenvalues of Lˆ223. The two sets of basis vectors are
related through 6j-symbols,
〈l|l′〉 = (−1)
P
ji
√
dldl′
{
j1 j2 l
j3 j4 l
′
}
. (10)
The commutator of Jˆ12 and Jˆ23 is related to the volume
through [8]
[Jˆ12, Jˆ23] = −iǫabcJˆa1 Jˆb2 Jˆc3 ≡ iUˆ . (11)
In agreement with LQG results its absolute value opera-
tor |Uˆ | is identified with the quantized classical squared
volume 36V 2.
There are no self-adjoint angle operators θˆ on finite-
dimensional representations of SU(2) [9], so a classical
angular parameter θ is estimated by using a positive
operator-valued measure (POVM). General properties of
such measures are given in Appendix A. Following [3, 4]
we restrict ourselves to the case where four areas have
well-defined values. Then the angles are easily identi-
fied through the quantum analog of Eq. (2), where the
operators Jˆij are extracted from
Lˆ
2
ik = Jˆ
2
i + Jˆ
2
k + 2Jˆik. (12)
To simplify the following formulas we consider the case
of four equal areas: j1 = . . . = j4 = j. Accordingly, the
estimate of the classical angle θ12 is given by
zik(ρ) ≡ cos θik(ρ) = 〈Jˆik〉
j(j + 1)
. (13)
An obvious spread estimator of a classical random vari-
able z with a probability distribution p(z),
∫
p(z)dz = 1,
is the standard deviation
(∆z)2 ≡ ∆2z = 〈z2〉 − 〈z〉2, (14)
where the statistical moments are calculated with respect
to p(z).
In quantum theory a pair of non-commutative self-
adjoint operators satisfies the Schro¨dinger-Robertson re-
lation [9, 10]. In the case of Jˆ12 and Jˆ23 it is
∆2(Jˆ12)∆
2(Jˆ23) ≥ 14 |〈Uˆ〉|2 + σ2(Jˆ12, Jˆ23), (15)
where
∆2Xˆ ≡ 〈Xˆ2〉 − 〈Xˆ〉2, (16)
and
σ(Xˆ, Yˆ ) ≡ 〈XˆYˆ + Yˆ Xˆ〉/2− 〈Xˆ〉〈Yˆ 〉. (17)
A good semiclassical state that describes a tetrahedron
with fixed triangular areas should have small angular and
volume uncertainties,
∆zik
〈zik〉 → 0,
∆V
〈V 〉 → 0 (18)
across the range of the angle and volume expectations
that correspond to the classical values.
When Eq. (13) is used to obtain the dihedral angles,
then is easy to see that for such a state
∆z12∆z23 =
∆(Jˆ12)
J2
∆(Jˆ23)
J2
≥ |〈Uˆ〉|
2J4
∼ 1
J
(19)
Rovelli and Speziale [4] constructed a family of such
states. We discuss them in Sec. IV.
III. THE OPTIMAL CONVERGENCE RATE
Minimization of ∆z12∆z23 does not necessarily pro-
duce the best semiclassical states. For example, the
3eigenstates of either of Jˆik result in ∆z12∆z23 ≡ 0. More-
over, fixing the expectation values z12 and z23 does not
fix the expectation of Uˆ . The volume can be recov-
ered by classical calculation from the determined values
of θik, but the physical significance of the states with
36V 2class 6= 〈Uˆ〉 is not clear.
To study the asymptotics let us introduce some
rescaled quantities. We set 〈Jˆ12〉 = ℓ∗K2, 〈Jˆ23〉 = k∗K2
and J = j∗K. Thus the shape
z12 =
ℓ∗
j∗
, z23 =
k∗
j∗
, (20)
is fixed even if the size goes to infinity, K →∞.
If the goal is to minimize the left hand side of Eq. (19),
then not fixing the volume expectation leaves a larger
parameter space, and one can expect a smaller product
of variances. Appearance of the eigenvalues of Uˆ in pairs
±u makes it appealing to expect the optimal states to
have a zero expectation of the squared volume. It is so,
e.g, in j = 1 case. Then a detailed analysis shows that
for all expectations 〈Jˆ12〉 = ℓ0, 〈Jˆ23〉 = k0, the minimal
value of ∆2(Jˆ12)∆
2(Jˆ23) is reached on the states that
have 〈Uˆ〉 = 0.
Nevertheless, even the unconstrained minimization
gives ∆z12∆z23 ∝ 1/K. This rest of this Section deals
with derivation of this bound. We introduce another
parametrization of a tetrahedron which allows to map the
unconstrained search of the minimal uncertainty states to
the problem of optimal direction transmission [9, 11].
The four vectors of equal length that satisfy the closure
condition (1) can be represented as
J1,2 =J(∓ sin θ, 0, cos θ),
J3,4 =J(± sin θ cosφ,± sin θ cosφ,− cos θ). (21)
Using the relations for the dihedral angles we find that
2θ = θ12 = π − θin12,
cosφ =
cos θ23 + cos θ
sin2 θ
. (22)
Since
V 2 = − 1
18
J3 cos θ sin2 θ sinφ, (23)
the admissible range of the parameters is
0 ≤ θ ≤ π/2, π/2 ≤ φ ≤ 3π/2. (24)
For example, a regular tetrahedron is parameterized by
cos θ = 1/
√
3 and φ = π/2.
Eq. (21) maps a problem of finding the minimum
of ∆z12∆z23 to the task of finding the optimal direc-
tion transmission protocol. Given a spatial direction
n0(θ0, φ0) there is an encoding and decoding scheme that
results in the optimal estimate n(θ, φ). The protocol is
optimal with respect to the fidelity and related error mea-
sures [9, 11]. Fidelity is defined as
F =
1 + 〈cosχ〉
2
, (25)
where cosχ = n0 ·n, and the average is taken over the re-
sulting probability distribution p(θ0, φ0; θ, φ). SU(2) co-
variance properties allow to reduce the problem to send-
ing a single fiducial direction. A complementary quantity
D = 1−F is the mean square error of the measurement,
if the error is defined as sin2 χ/2 = |n0 − n|2.
There are many different versions of this communica-
tion task. They differ in physical systems that serve as in-
formation carriers (see [9, 11] and the references therein).
However, in all of them the optimal measurement is un-
biased, i.e.,
〈θ〉 = θ0, 〈φ〉 = φ0, (26)
and the fidelity asymptotically approaches unity as
D ∝ 1
d
, d→∞, (27)
where d = dim H is the dimension of the available Hilbert
space, and a pre-factor depends on the set-up details. If
the information carrier is a single spin-j particle, then
d = dj = 2j + 1. On the other hand, for a system that
consists of N two-level systems (qubits) the total Hilbert
space is
C
2⊗N =
∑
j
V j ⊗ Cdj , (28)
where each term in the sum is a direct product of an ap-
propriate degeneracy space and spin-j irreducible repre-
sentation, but the available space is much smaller. Only
a single copy of each of the representation spaces can be
used for the direction transmission, and d =
∑
j dj ≃
N2/4.
In our case the Hilbert space is the intertwiner space,
and the assumption j1 = . . . = l4 = j gives
d = 2dj. (29)
To compare this result with the product of variances
∆z12∆z23 we first express the deviation angle χ in terms
of δθ = θ − θ0 and δφ = φ − φ0. Assuming |δθ| < θ0, it
is easy to derive the asymptotic result
χ2 ≃ sin2 θ0δφ2 + δθ2. (30)
From Eq. (26) it follows that
∆2(z12) ≃ 4 sin2(2θ0)〈δθ2〉, (31)
∆2(z23) ≃ sin4(θ0/2) sin2 φ0〈δφ2〉
+ 4 sin2(2θ0) cos
4(φ0/2)〈δθ2〉, (32)
and
∆2(z12)∆
2(z23) ≃ 16 cos2 θ0 sin6 θ0 sin2 φ0〈δθ2〉〈δφ2〉
≤ 4 cos2 θ0 sin4 θ0 sin2 φ0χ4. (33)
Taking into account that D ≃ χ2/4, we see that the
uncertainty of the optimal shape transmission
∆(z12)∆(z23) = c(k∗, l∗)D ∝ 1
d
=
1
2j∗K
, (34)
4where c(k∗, l∗) follows from Eq. (33). Hence even if we
disregard the physical meaning of the resulting states,
the uncertainty still behaves as 1/J .
IV. JOINT POVM AND ITS OPTIMALITY
Expressions like Eq. (19) refer to an ensemble of iden-
tically prepared systems, where in half of the cases one
measures Jˆ12 and in the other half Jˆ23. Since classical di-
hedral angle variables J12 and J23 are defined simultane-
ously, the emergence of classicality is properly described
[9, 10] by convergence of the joint probability distribu-
tion p(J12, J23) to their sharp classical profiles. This is
achieved by a POVM that is described in this Section.
A generic pure state on H{jk}0 is given by
|ψ〉 =
2j∑
l=0
cl|l〉, cl ≡ |cl|eiφl . (35)
For example, if the sextet of the classical parameters of
a tetrahedron is completed by
j12 ≡ ℓ0 = 〈Jˆ12〉, k0 = 〈Jˆ23〉, (36)
then the amplitude of the states proposed in [4] has a
Gaussian profile centered around l0, j12 =
1
2 l0(l + 10) −
1
2j1(j1 + 1)− 12j2(j2 + 1).
The phase is determined with the help of an aux-
iliary tetrahedron that is made from the four edges
j1 +
1
2 , . . . , l4 +
1
2 and j0 +
1
2 and k0 +
1
2 . It equals to
φl = φ0l, (37)
where φ0 is dihedral angle between the two faces of an
auxiliary tetrahedron that share a link l0 +
1
2 .
If a state |ψ〉 is is sharply peaked on some l0, a useful
asymptotic expression for the volume can be derived as
follows. For any state
〈ψ|Uˆ |ψ〉 =
∑
l
c∗l+1clUˆl+1,l + c
∗
l cl+1Uˆl,l+1
= 2Re
(∑
l
c∗l+1clUˆl+1,l
)
. (38)
Hence the leading order asymptotic expression is
〈ψ|Uˆ |ψ〉 ≃ 2Re
∑
l
|cl|2 exp[−i(φl+1 − φl)]Uˆl+1,l
≃ 2Re
(
exp[−i(φl0+1 − φl0)]Uˆl0+1,l0
)
= 2 sin(φl0+1 − φl0)Uˆl0+1,l0 . (39)
Partial traces of an arbitrary |ψ〉 ∈ H{j}0 on H12 =
C
d1 ⊗Cd2
ρ12 =
∑
l
|cl|2
2l+ 1
l∑
m=−l
|l,m〉〈l,m|, (40)
and on H23
ρ23 =
∑
l′
|kl′ |2
2l′ + 1
l′∑
m=−l′
|l′,m〉〈l′,m|. (41)
are diagonal, a feature we use below.
To construct a joint measurement that results in z12
and z23 we use a “commutative spin observable”. A
POVM that is used to identify the directions is built from
the normalized SU(2) coherent states,
Eˆθφ =
2j + 1
4π
|θ, φ〉〈θ, φ|,
∫
EˆθφdΩθφ = 1, (42)
where
|θ, φ〉 =
j∑
m=−j
D (j)(φ, θ, ψ = 0)mj|j,m〉
=
j∑
m=−j
(
2j
j +m
)1/2
cosj+m θ/2 sinj−m θ/2 e−imφ|jm〉.
(43)
A commutative angular momentum observable is a col-
lection of (statistical) moment operators that correspond
to this POVM. The first moment operator is used to cal-
culate the expectation values,
Mˆ
(1) = (j + 1)
∫
nEˆθφdΩθφ, (44)
where n = (sin θ cosφ, sin θ sinφ, cos θ) is a unit vector.
The measurement is unbiased, i. e., for any state ρ
tr(Mˆ(1)ρ) = tr(Jˆρ), (45)
but the expectation of the second moment operator is
never zero.
Using cos θ12 = n1 · n2, an unsharp measurement of
J12 can be described by a POVM
5Eˆz12dz12 = dz12
∫
δ(cos θ1 cos θ2 − cos(φ1 − φ2) sin θ1 sin θ2 − z12)Eˆθ1φ1Eˆθ2φ2dΩ1dΩ2. (46)
This expression is hard to manipulate and the statistical
moments for Jik are obtained through the integration
over the original angles,
Mˆ
(1)
ik = (j + 1)
2
∫
(n1 ·n2)EˆθiφiEˆθkφkdΩidΩk (47)
and
Mˆ
(2)
ik = (j + 1)
4
∫
(n1 ·n2)2EˆθiφiEˆθkφkdΩidΩk. (48)
Their matrix elements are spelled out in Appendix B.
These operators have a simple overall structure. In par-
ticular, in the corresponding (l,m) basis they have a form
Mˆ
(i)
lm,l′m′ = Mˆ
(i)
lm,l′mδmm′ . (49)
Unlike the sharp projective measurements of J12 and J23,
the above construction allows a simultaneous estimate of
the angles θ12 and θ23.
It follows from Eq. (40) that we are interested in the
asymptotic behavior of their expectation values on the
states
ρl =
1l
2l+ 1
, (50)
where j = j∗K, l = l∗K, and K goes to infinity. The
operator Mˆ
(1)
12 is not an unbiased estimator: for a generic
|ψ〉 ∈ H12 the expectation 〈ψ|Mˆ (1)12 |ψ〉 is different from
〈ψ|Jˆ12|ψ〉. However, it is possible to show that
tr(Mˆ
(1)
12 ρl) = tr(Jˆ12ρl) = j12 =
1
2 l(l+1)− j(j+1). (51)
The asymptotics of ∆z12 was investigated both analyti-
cally and numerically. It was found that for ρl
lim
K→∞
σ2j12 (M)
〈J12〉2 ≡
〈Mˆ (2)12 〉 − j212
j212
∝ 1
K
. (52)
In particular, if l = 0 then j12 = −j(j + 1) and
〈Mˆ (2)〉ρ0 − j212
j212
=
2j + 1
j(2j + 3)
≃ 1
j
. (53)
A simple error analysis shows that if the state is peaked
on 〈ψ|Jˆ12|ψ〉 ≃ j12 the variance of the unsharply mea-
sured J12 is the sum of the sharp variance ∆
2(Jˆ12) =
〈ψ|Jˆ212|ψ〉−〈ψ|Jˆ12|ψ〉2 and the measurement unsharpness
〈j12|Mˆ (2)12 |j12〉2,
∆2(J12) ≃ ∆2(Jˆ12) + σ2j12 (M). (54)
Hence the result of Eq. (52) guaranties that if a state is
such that 〈Jˆ12〉 = ℓ∗K2 , 〈Jˆ23〉 = k∗K2 and
∆(Jˆ12)∆(Jˆ23) ∼ K3, (55)
as the states of [4] are, then the estimate obtained from
the joint POVM asymptotically behaves as
∆z12∆z23 ∼ 1/K, (56)
V. FAST CONVERGENCE TO THE CLASSICAL
LIMIT
While we established that the uncertainties in the
shape of an atom of space scale inversely with its surface
area, it is interesting to investigate convergence of geome-
try to its classical value for more complicated structures.
Our goal is to check the intuitive assumption that “many
small tetrahedra approach the classicality faster than just
a scaled up single tetrahedron”.
First we subdivide a single classical tetrahedron
through a number of iterative steps that are described
below. Subdivision is an extensively studied technique
in computer aided geometric design and visualisation, as
well as in numerical analysis, particularly in computa-
tional fluid dynamics (see, e.g., [13, 14] and references
therein). Given this refined triangulation we set up a
refined spin network as a dual of the new triangulation,
and label its edges according to the triangular areas they
pierce.
v1
v2
v3 v4
p1
p5
p6
p4
p3p2
FIG. 1: The first stage of the regular subdivision: four
child tetrahedra and an octahedron. The faces (p1p4p5) and
(p2p4p6) are transparent.
At every step the most direct approach results in di-
viding a tetrahedron into eight descendants. The four
6tetrahedra are obtained by cutting off the corners of the
parent tetrahedron at the edge midpoints, as shown on
Fig 1. They are obviously similar to their parent. Each of
its faces is now composed of the outer faces of three child
tetrahedra and one of the faces of an octahedron. The
remaining octahedron is split into two pyramids, each of
which is separated into two tetrahedra. This splitting de-
pends on the choice of the interior diagonal, so there are
three possibilities for this subdivision. In any case, the
resulting tetrahedra are not similar to the parent one.
There are at least three different similarity classes for
the tetrahedra. Moreover, for generic initial tetrahedra a
compliance with naturally defined requirements of nest-
edness, consistency and stability of the subdivisions is
not guarantied [14].
We use this scheme only at the last iteration, to pro-
duce a four-valent spin network. In all other step w use a
different subdivision scheme for octahedra. This refine-
ment rule consists in subdividing an octahedron into six
child octahedra and eight tetrahedra by connecting the
edge midpoints of each face (Fig. 2(a)) and by connect-
ing all edge midpoints to the barycenter of the parent
octahedron (Figs. 2, 3). Even for an arbitrary initial
tetrahedron its barycenter
b =
1
4
(v1 + v2 + v3 + v4), (57)
coincides with the barycenter of the child octahedron,
which ensures that the eighth second generation tetra-
hedra are similar to the initial one with the scale factor
1/4 = (1/2)2. This similarity can be established either by
elementary geometry, using Fig. 3 as an aid, or by finding
out the explicit transformation law. As an example, con-
sider the secondary tetrahedron (bt2t3t4). Vertices of the
initial tetrahedron are mapped into its vertices according
to
v 7→ b+ 1
4
v1 − 1
4
v. (58)
Indeed, v1 7→ b ≡ b+ 14v1 − 14v1, and vi 7→ ti.
If at some stage the triangulation consists of T tetra-
hedra and O octahedra, then one refitment step results
in
T 7→ 4T + 8O, O 7→ T + 6O. (59)
Consequently, after n subdivisions
Tn =
1
3
(
23n + 2n+1
) ∼ 23n
3
, (60)
On =
1
3
(
23n−1 − 2n−1) ∼ 23n
6
. (61)
Hence the volume fraction of the tetrahedra that are sim-
ilar to the initial one asymptotically reaches 13 . Since the
final iteration is followed by a subdivision of the octahe-
dra into four tetrahedra, the n step iterative procedure
gives us Tn tetrahedra that are similar to the original one
p1
p2
p3
p4
p5
p6
p1
p2
p3
p4
p5
p6
FIG. 2: All the octahedron’s edges are divided into equal
halves. Connecting the points results in 4 × 8 = 32 trian-
gles. On (a) the white triangles are the faces of the second-
generation tetrahedra. Each face contributes one tetrahedron,
which are shown in (b), inside the outline of the parent octa-
hedron. Each of the octahedron’s vertices contributes a child
octahedron. Three of them are shown on (c), where they com-
plete the eight tetrahedron complex to the parent octahedron.
of the ch
(and their volume fraction asymptotically reaches 13 ), and
T ′n = 4On tetrahedra of other classes.
Assume that the number of steps is such that the sur-
face areas of the small tetrahedra T (and two out of four
faces of the tetrahedra T ′) still satisfy 2An = Jn ≈ j∗ ≫
1. Hence 2A = 22nj∗ ≡ Kj∗. To establish our point in
the simplest possible way we focus only on the tetrahe-
dra T . The dimensionality of a (SU(2) invariant) Hilbert
space that is associated with a single such tetrahedron is
d∗ = 2j∗, and their total number is K
3/2/3. The total
7v1
v2
v3 v4
p1
p5
p6
p4
p3p2
b
t4
t2
t3
t6
t5
FIG. 3: The barycenter b is a common vertex of all the second
generation tetrahedra. Two of them are shown as solid bodies,
and one as a dotted outline. For a general initial tetrahedron
the octahedron’s diagonals (p1p6), (p2p5), and (p3p4) do not
intersect at the barycenter.
Hilbert space dimension is
d(K) = (2j∗)
1
3
K3/2 = (2j∗)
1
3 (
2A
j∗
)
3/2
. (62)
As a result, if the shape is encoded in the information-
theoretical optimal way, the shape uncertainty decreases
super-exponentially, as
∆(z12)∆(z23) ∝ 1
d(K)
. (63)
This result ignores the expectation of the volume opera-
tor, and its usefulness is mainly in setting the upper limit
on the convergence to classicality.
We can use the same construction to show a modest
improvement even when the total measured state is given
by
|Ψ〉 = ⊗
1
3
K3/2
a |ψ〉a, (64)
and the state of each |ψ〉 is given by Eq. (35). If the (com-
muting!) J12 and J23 are estimated for all the small tetra-
hedra independently by separately applying a POVM of
Sec. III to each tetrahedron, then the statistical averag-
ing over the entire sample leads to
∆(z12)∆(z23) ≃ 3c
2j∗
1
K3/2
, (65)
where a constant c is determined by the asymptotics of a
single tetrahedron. As a result, the uncertainty goes to
zero faster than the uncertainty of Eq. (34)
VI. CONCLUSIONS
We constructed a SU(2)-invariant positive operator
valued measure that simultaneously extracts two classi-
cal parameters that are associated with non-commutative
observables. It provides a new method to use SU(2) co-
herent states to build gauge-invariant objects, thus com-
plementing the analysis of [6]. Mapping the semiclassical
problem into a quantum-informational task, we showed
that for a single tetrahedron the fuzziness of geometry is
reduced only as an inverse of the area. However, a ju-
dicious choice of more complicated states speeds-up the
convergence. It still remains to be seen weather an expo-
nential convergence to the classical limit is possible.
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Appendix A
In elementary quantum measurement theory, a test
performed on a finite-dimensional quantum system is rep-
resented by a complete set of orthogonal projection op-
erators Pˆm, where the label m takes at most d different
values (d is the dimensionality of the Hilbert space. The
probability of obtaining outcome m of that test, follow-
ing the preparation of a quantum ensemble in a state ρ,
is
pm(ρ) = tr ρPˆm.
In the infinite-dimensional case such as, e.g., the space
of a single one-dimensional non-relativistic particle, the
measurement outcomes are associated with spectral de-
composition of self-adjoint operators. For example a
projection-valued measure for finding a particle in the
segment (a, b) ∈ R is written in the improper position
basis |x〉 as
Pˆ ((a, b)) =
∫ b
a
dx|x〉〈x|. (66)
It is well known that this framework is not suitable
for description of joint measurements of non-commuting
observables, such as non-relativistic position and mo-
mentum. Tests of this type are not optimal for many
quantum-informational tasks. Moreover, measurement
of certain classical quantities (phase, time, relativistic
spacetime localization) cannot be described at all in this
language.
Those difficulties are overcome with the help of gen-
eralized measurements which are described by positive
operator-valued measures (POVM). Those are essentially
non-orthogonal decompositions of identity by positive op-
erators. Unlike the standard (von Neumann, or projec-
tive) measurement descriptions they do not provide a
spectral decomposition of some self-adjoint “observable”,
while the rest of the rules are kept intact. E.g.,a finite
set of outcomes µ is associated with positive operators
8Eˆµ that satisfy
pµ(ρ) = tr(ρEˆµ),
∑
µ
Eˆµ = 1, (67)
but there is no requirement of EˆµEˆν = δµνEν . In a
finite-dimensional setting it allows to consider an arbi-
trary number of the measurement outcomes. Covariance
considerations play an important role in constructing
POVMs and finding the optimal protocols for particu-
lar quantum-informational tasks. Their theory is well-
developed and is one of the cornerstones of quantum in-
formation theory.
We have to keep in mind two related features. First,
compared to a corresponding projective measurement,
a generalized measurement is less sharp. For example,
a Heisenberg uncertainty relation reads ∆q∆p ≥ ~/2,
where statistics is taken over an ensemble of identically
prepared systems, with position and momentum mea-
sured separately on the half of systems each. The optimal
POVM for a joint position and momentum measurement
results in ∆q∆p ≥ ~ Second, statistical moments in a
projective measurement
Mˆ (1) =
∑
m
xmPˆm, Mˆ
(2) =
∑
m
x2mPˆm, . . . (68)
have simple relations with each other, such as
Mˆ (2) = (Mˆ (1))2. (69)
This is not true for the statistical moments derived from
a POVM.
A detailed exposition of POVM theory can be found,
e.g., in [9, 10, 12].
Appendix B
In this Appendix we gather the explicit formulas for
the matrix elements of the first two statistical operators
of the POVM of Sec. IV. After the angle integration the
first moment operator Mˆ(1) of Eq. (47) becomes
Mˆ(1) =
∑
m1,m2
m1m2|m1m2〉〈m1m2|+
1
2

 j−1∑
m1=−j
j∑
m2=−j+1
f(m1,m2)|m1m2〉〈m1 + 1m2 − 1|+
j∑
m1=−j+1
j−1∑
m2=−j
f(m2,m1)|m1m2〉〈m1 − 1m2 + 1|

 , (70)
where
f(m1,m2) =
√
(j −m1)(j +m2)(j +m1 + 1)(j −m2 + 1). (71)
The second moment operator has a tri-diagonal form,
Mˆ(2) = A+B + C (72)
where
A =
1
(2j + 3)2
∑
m1m2
(
(j + 2m21 + 1)(j + 2m
2
2 + 1) + 2[(j + 1)
2 −m21][(j + 1)2 −m22]
)
(|m1m2〉〈m1m2| (73)
B =
∑
m1m2
B(m1,m2)|m1m2〉〈m1 + 1m2 − 1|+B(m2,m1)|m1m2〉〈m1 − 1m2 + 1|, (74)
where
B(m1,m2) = (2m1 + 1)(2m2 − 1)
√
(j −m1)(j +m2)(j +m1)(j −m2 + 1), (75)
and, finally,
C =
∑
m1m2
C(m1,m2)|m1m2〉〈m1 + 2m2 − 2|+ C(m2,m1)|m1m2〉〈m1 − 2m2 + 2|, (76)
where
C(m1,m2) =
√
(j +m2)(j +m2 − 1)(j −m2 + 1)(j −m2 + 2)(j −m1)(j −m1 − 1)(j +m1 + 1)(j +m1 +m2)
(77)
9Expressions for these operators in |l,m〉 basis with the help of usual SU(2) recoupling relations. Since the moment
operators result from a POVM,
Mˆ (2) 6= (Mˆ (1))2. (78)
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