Abstract. In this paper we consider certain measure of location-based estimators (MLBEs) for the slope parameter in a linear regression model with a single stochastic regressor. The median-unbiased MLBEs are interesting as they can be robust to heavy-tailed samples and, hence, preferable to the ordinary least squares estimator (LSE). Two different cases are considered as we investigate the statistical properties of the MLBEs. In the first case, the regressor and error are assumed to follow a symmetric stable distribution. In the second, other types of regressions, with potentially contaminated errors, are considered. For both cases the consistency and exact finite-sample distributions of the MLBEs are established. Some results for the corresponding limiting distributions are also provided. In addition, we illustrate how our results can be extended to include certain heteroscedastic regressions. Finite-sample properties of the MLBEs in comparison to the LSE are investigated in a simulation study.
Introduction
In regression analysis, an important question is how to obtain suitable estimators for the slope parameter β in the simple linear regression
An example of such an estimator is the LSE for β, given bŷ
which is consistent under quite general assumptions. A justification for the LSE is provided by the Gauss-Markow theorem which states that if the explanatory variable is non-stochastic and the regression errors are uncorrelated random variables with zero mean and common finite variance, thenβ LS has the minimum variance of all linear unbiased estimators for β. However, the method of ordinary least squares is sensitive to large values of the error term. Estimators that are robust to heavy-tailed error distributions can be obtained using nonparametric (distribution free) techniques, an example being the Theil-Sen estimator (Sen, 1968b) . In this paper we consider robust MLBEs for the slope parameter in Equation (1) and investigate their finite-sample and asymptotic properties in a parametric setting. These estimators are based on measures of location, such as the sample median and trimmed mean. Although our results are more general, we focus on the case where the explanatory variable, which is assumed to be stochastic, follows a symmetric stable distribution and the error is either symmetric stable, with the same index of stability as the explanatory variable, or a normal mixture. We also consider a conditionally heteroscedastic specification. The MLBEs are similar to the estimator of Key words and phrases. simple linear regression, robust estimators, measure of location, stable distribution, contaminated error, finite-sample, exact distribution.
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Regressions with symmetric stable errors have been considered by, for instance, Blattberg and Sargent (1971) and McCulloch (1998) . A stable, potentially non-normal, error distribution can be motivated in a number of ways. For example, in economics, the error u i may be thought of as the sum of a large number of independent, identically distributed (i.i.d.) stable random variables (say, decisions of investors). If the stability assumption is relaxed, in view of the generalized central limit theorem, then the distribution of u i will be approximately stable. There is a large amount of evidence suggesting that many economic variables are best described by stable distributions with infinite variances. Classical examples include common stock price changes and changes in other speculative prices, cf. Mandelbrot (1963) and Fama (1965) .
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For an example of an MLBE, consider the incomplete pairwise-slope estimator for β based on a sample of size nβ P S = med y 2 − y 1 x 2 − x 1 , y 4 − y 3 x 4 − x 3 , . . . , y 2k − y 2k−1 x 2k − x 2k−1
= β + med{z 1 , z 2 , . . . , z k },
and med{z 1 , z 2 , . . . , z k } is the sample median of z 1 , z 2 , . . . , z k .
2 If the z i are i.i.d. continuous random variables, standard results for order statistics show that the exact distribution ofβ P S −β when k is odd can be expressed in terms of the incomplete beta function
where Γ(·) is the gamma function, F z (·) is the cdf of the z i and k = 2r + 1. 3 See, for example, David and Nagaraja (2003, p. 10) . The incomplete beta function has been tabled extensively and can easily be evaluated using standard mathematical software packages such as Mathematica and Matlab. Another example of an MLBE that we will consider iŝ
where µ y and µ x are location parameters of the y i and x i , respectively. We will sometimes refer to this estimator as unfeasible as it requires both µ y and µ x to be known, which for most cases will not be realistic (cf. the b(α) estimators of Blattberg and Sargent, 1971) . Now consider any estimatorβ for β that can be decomposed intoβ = β + med{z 1 , z 2 , . . . , z k }, where the z i are i.i.d. continuous random variables with zero median and k is odd. Then, in view of Equation (4), it is readily shown that the median ofβ − β is zero also. Hence,β is a median-unbiased estimator for β. If, in addition, the density of the z i is symmetric about zero, then so is that ofβ − β. This tells us that the distribution ofβ is centered about the unknown parameter β. Furthermore, if the median of z i is unique (in general, the median may be an interval instead of a single number), then the sample median is a consistent estimator for the population median (e.g. Jiang, 2010, p. 5) andβ converges in probability to β as k tends to infinity. Of course, as an alternative to the sample median, one could instead use a symmetrically trimmed mean in equations (3) and (5), cf. Section 5. Such an estimator could potentially have a higher asymptotic relative efficiency (ARE), see Oosterhoff (1994) . The main focus of this note is to establish different conditions under which equations (3) and (5) are consistent, median-unbiased estimators with exact distributions that can be expressed in terms of Equation (4), and exact densities that are symmetric about β.
The remainder of this paper is organized as follows. In Section 2 we establish the consistency and exact finite-sample distribution of the MLBEs given by equations (3) and (5) in a symmetric stable regression. In doing so, we give conditions under which the median of the ratio of two independent symmetric stable random variables is unique and zero. In Section 3 we discuss how our results can be extended to include other types of regressions, with potentially contaminated errors. In Section 4 we illustrate how these results can be further extended to include certain types of conditionally heteroscedastic regressions. Section 5 reports the simulation results of a Monte Carlo study comparing the finite-sample performance of the MLBEs to each other, and to the LSE. In this study, we also consider feasible versions of (5). Section 6 concludes the paper. Mathematical proofs are collected in the Appendix. An extended Appendix available on request from the authors contains some results mentioned in the text but omitted from the note to save space.
A Symmetric Stable Regression
We will initially assume that both the explanatory variable and error in (1) are symmetric stable random variables. This also ensures that the response variable is symmetric stable. More specifically, for this specification both the unconditional and the (on x i ) conditional distribution of y i follow a symmetric stable distribution, such as the normal or Cauchy distributions. As we shall see, although the conditional mean of y i may not exist, the conditional median of y i always exists for this specification.
The distribution of a stable random variable is described by four parameters, here denoted by a, b, c and d. The parameter a, the index of stability, is confined to the interval (0, 2]. The skewness parameter b is confined to [−1, 1] . The scale parameter c > 0, and the location parameter d can take on any real value. There exists a number of different parametrizations for symmetric stable distributions. Here we will use the S(a, b, c, d) parametrization in Definition 1.7 of Nolan (2012) .
For the remainder of this section, we will focus our attention on the class of symmetric stable random variables. This class may be defined by the characteristic function,
where t is a real number. A random variable v is S(a, 0, c, d) distributed if its characteristic function is given by (6). While there is no general closed form expression for the density of a symmetric stable random variable, a great deal is known about their theoretical properties. Lemma 1 in the Appendix (given here without a proof) lists a selected few of these. The reader is referred to Nolan (2012) , Nolan (2003) and Zolotarev (1986) for details. There are only two known cases for which closed form expressions for the density of an S(a, 0, c, d) distributed random variable exists. These are the Gaussian (a = 2) and Cauchy (a = 1) densities, where the latter is given by
In general, all we have is integral representations of the density. Figure 1 shows the densities of four symmetric stable random variables with different indexes of stability.
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Assumption 1 holds throughout the section. Assumption 1. Let y i (i = 1, 2, . . . , n) be given by (1), with median µ y . Suppose that (i) the x i are independent S(a, 0, c x , µ x ), (ii) the u i are independent S(a, 0, c u , 0), (iii) for each i, x i and u i are mutually independent, (iv) the sample size is odd, n = 2k + 1.
Here a < 2 is a typical setting in which the, on the explanatory variable, conditional mean and variance of the LSE for β may not exist. For example, if a = 1 the conditional distribution of (2) is Cauchy. Proposition 1. Let G(·) be given by (4). Under Assumption 1, (i) if µ y and µ x are known,β U F p → β as n → ∞ and the exact distribution of (5) is given by P (β U F − β ≤ z) = G(z; n), with
where f (·) is the density of an S(a, 0, 1, 0) distributed random variable. For each k, the density ofβ U F − β is symmetric about zero.
(ii) if k = 2r + 1 is odd,β P S p → β as n → ∞ and the exact distribution of (3) is given by P (β P S − β ≤ z) = G(z; k), with F z (z) as in (i). For each r, the density ofβ P S − β is symmetric about zero.
The proof of the first part of Proposition 1 relies on Lemma 3 in the Appendix, which shows that the median of the ratio of two independent S(a, 0, 1, 0) distributed random variables is unique and zero. Although there is no closed form expression for F z (z) in Proposition 1 in general, just like the normal distribution, the cdf can be efficiently and accurately evaluated using numerical integration (Nolan, 1997) . The values of a, c x and c u are not needed to estimate the slope parameter β, but would be to construct confidence intervals. In practice, these nuisance parameters can be estimated using the explanatory variable and the residualsε i = y i −βx i , where ε i = α + u i , and consistent estimators for the index of stability and scale parameters of a stable distribution. See Fama and Roll (1971) , McCulloch (1986) and more recently Garcia, Renault and Veredas (2011) for examples of consistent estimators for stable distributions.
We end this section with two examples of F z (z) in Proposition 1. Table 1 reports results for different symmetric stable ratio distributions. We consider Cauchy (a = 1) and Gaussian (a = 2) distributions for the error and explanatory variable. For the latter specification, F z (z) is the cdf of a Cauchy distribution. Here the limiting distribution ofβ U F (andβ P S ) is normal.
5
The asymptotic variance of the ordinary least squares (and maximum likelihood) estimator for β is σ 2 u /σ 2 x whereas that ofβ U F is (π/2) 2 σ 2 u /σ 2 x . Hence, the ARE of this MLBE with respect to the, asymptotically efficient, LSE is (2/π) 2 ≈ 0.405 for the Gaussian specification. For the Cauchy specification, F z (z) is an integral which, for computational purposes, can be expressed in terms of the polylogarithm (dilogarithm) function. Table 1 . Symmetric stable ratio distributions (a = 1, 2).
A Contaminated Normal Regression
So far we have restricted our analysis to symmetric stable random variables. In this section we outline how our results can be extended to include other types of regressions, with potentially contaminated errors. As an important special case, we derive the exact distributions of (3) and (5) in a contaminated normal regression.
The regression we consider is
where x i is normally distributed, b i is Bernoulli distributed with success parameter p, v i is normally distributed with mean zero and variance σ 2 v , γ > 1, and x i , b i and v i are mutually independent. For this specification,
and the density of u i is symmetric about zero. The contamination parameters p and γ are potentially unknown. Here a 'small' value of p and a 'large' value of γ is a typical setting in which the finite-sample performance of the LSE for β may be poor. For p = 0 there is no contamination and (7) is a special case of (1), with
. Assumption 2 holds throughout the section. Assumption 2. Let y i (i = 1, 2, . . . , n) be given by (7), with µ y = E(y i ). Suppose that (i) the x i are independent N (µ x , σ 2 x ), (ii) the b i are independent Bernoulli distributed, with success parameter p, (iii) the v i are independent N (0, σ 2 v ) and γ > 1, (iv) for each i, x i , b i and v i are mutually independent, (v) the sample size is odd, n = 2k + 1.
Here both the finite-sample and limiting distributions ofβ U F andβ P S can be obtained.
Proposition 2. Let G(·) be given by (4). Under Assumption 2,
(i) if µ y and µ x are known,β U F p → β as n → ∞ and the exact distribution of (5) is given by P (β U F − β ≤ z) = G(z; n), with
For each k, the density ofβ U F − β is symmetric about zero. The limiting distribution of
(ii) if k = 2r + 1 is odd,β P S p → β as n → ∞ and the exact distribution of (3) is given by
and F r (z) as in (i). For each r, the density ofβ P S − β is symmetric about zero. The limiting distribution ofβ P S is normal,
By the proof of Proposition 2, it is clear that similar results can be obtained for higher order mixtures and for a wide variety of cases where x i and/or v i are non-normally distributed, with finite first and second moments, and the density of v i is symmetric about zero.
A Heteroscedastic Regression
In this section we illustrate how our results can be extended to include certain types of conditionally heteroscedastic regressions. The regression we consider is
with e.g. λ(x) = (x−µ x ) 2 , λ(x) = |x−µ x | or λ(x) = 1. We will assume that the distribution of the i.i.d. v i is symmetric about zero, which implies that the distribution of the u i is also symmetric about zero. 6 For ease of exposition, we considerβ U F and note that similar results can be obtained forβ P S . Of course, λ(x) = x−µ x is trivial. Here µ y = α+βµ x andβ U F = β+med{v 1 , v 2 , . . . , v n }, assuming all expectations exist. Thus, in this case the distribution ofβ U F − β when n is odd is given by G(z; n) with F z (z) = F v (z), where F v (·) is the cdf of the v i . For another example, suppose λ(x) = (x−µ x ) 2 and the x i and v i are independent N (µ x , σ 2 x ) and N (0, σ 2 v ), respectively. In this case, the distribution ofβ U F − β = (x i − µ x )v i is a product normal distribution
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. Then similar results can be derived, since (x i − µ x )v i is symmetric about zero and has a unique median 8 .
Simulation Study
In this section we report simulation results concerning the estimation of the slope parameter β = 3 in the regression y i = 7 + 3x i + u i (i = 1, 2, . . . , n). We consider sample sizes of n = 27, 55, 111, 223 and 447 to ensure that both n and n/2 are odd numbers, cf. assumptions 1 and 2, where · is the integer part function. These sample sizes are used to illustrate the relation between k and r in propositions 1-2. We emphasize that the consistency of the estimators that we consider does not rely on the values of n or k, however, our exact distributional results in sections 2 through 4 do. Table 2 shows simulation results for various specifications of the explanatory variable and error. We report the empirical bias and mean squared error (MSE) of the estimatorsβ U F ,β F E ,β P S andβ LS . The estimatorβ F E , described below, is a feasible version ofβ U F . Each table entry is based on 1 000 000 simulated samples. and rounded to three decimal places. Symmetric stable pseudo-random numbers were generated using Theorem 1.19 (a) in Nolan (2012) . All of the reported experiments share a common initial state of the generator for pseudo-random number generation and were carried out using R. Table 2 report simulation results when the x i and u i are i.i.d. S(a, 0, 1, 1) and S(a, 0, 1, 0), respectively, for a = 1, 1.25, 1.5 and 1.75. To estimate the location parameters µ y and µ x when constructing a feasible version ofβ U F for the symmetric stable regression in Section 2 we use the symmetrically trimmed mean
Symmetric Stable Regression. Panels A-D of
with p 1 = 0.25 and p 2 = 1 − p 1 . Here x (1) ≤ x (2) ≤ . . . ≤ x (n) is the ordered sample of size n. The proportions p 1 and 1 − p 2 represent the proportion of the sample trimmed at either ends. According to Fama and Roll (1968) , the symmetrically trimmed mean performs very well over the entire range 1 ≤ a ≤ 2 for this choice of p 1 and p 2 . In all four experiments, the bias and MSE ofβ U F andβ F E is reasonable.β P S also performs reasonably well, but has a much larger MSE. As expected, the performance ofβ LS is unacceptable for values of a close to 1. Table 2 Table 2 . Each table entry, based on 1 000 000 simulated samples, reports the empirical bias/mean squared error of different estimators for the slope parameter β = 3 in the simple linear regression y i = 7 + 3x i + u i . The following estimators are considered: The unfeasible (UF), feasible (FE), incomplete pairwise slope (PS) and ordinary least squares (LS) estimator. Panels A-D: x i ∼ S(a, 0, 1, 1) and u i ∼ S(a, 0, 1, 0) (Symmetric Stable Regression). Panels E-F: x i ∼ N (1, 1) and We also did the simulation when n = 30, 60, 120, 230 and 450 and the convergence pattern ofβUF ,βF E andβP S is maintained.
Contaminated Normal Regression. Panels E-F of
use the sample mean,μ x = n −1 n i=1 x i . In both experiments, the results indicate that the MSE ofβ U F andβ F E is considerably smaller than that ofβ LS . However, the MSE ofβ P S is considerably higher than that of the LSE.
Heteroscedastic Regression. Finally, panels G-H of Table 2 report simulation results when the errors u i = λ(x i )v i are conditionally heteroscedastic. We consider the last example of Section 4, where λ(x) = (x − µ x ) 2 , when the x i and v i are i.i. d. N (1, σ 2 x ) and N (0, 1), respectively, for σ 2 x = 1 and 2. To estimate µ y and µ x when constructing a feasible version ofβ U F we use the sample mean. In general, the bias of the MLBEs is similar in magnitude to that of the LSE, however, the MLBEs appear to have a much smaller MSE.
Conclusions and Extensions
In this note we have established the consistency and exact finite-sample distributions of two median-unbiased MLBEs for the slope parameter in a simple linear regression model when (1) the explanatory variable and error are symmetric stable random variables, and (2) the explanatory variable is normal and the error is contaminated normal. These exact distributions may be used for statistical inference. In addition, we have illustrated how our results can be extended to include certain heteroscedastic regressions. Our simulation results indicated that the MLBEs can have superior finite-sample properties compared to the LSE.
Because of their robustness and ease of computation, along the lines of Hinich and Talwar (1975) ,β P S orβ F E can also be used as a starting point for a more sophisticated method. For example, in the context of numerical maximum likelihood estimation in a symmetric stable linear regression, to search for a global optimum,β P S (orβ F E ) could be used as an easily computable starting point for the numerical method.
9 A well chosen starting point may lead to a drastic decrease in computational time.
10
Kadiyala and Murthy (1977), for example, useβ LS as a starting point. In light of our simulation results, this is a poor choice.
We have aimed for clarity at the expense of generality. For example, results analogous to those of Proposition 1 can be obtained for the slope parameters in a general, symmetric stable, linear regression with two or more statistically independent explanatory variables. For another example, it appears that our results can be extended to allow for serially correlated errors using existing results for m-dependent samples (e.g. Sen, 1968a) .
11 Finally, results analogous to those of propositions 1 and 2 can be obtained for a simple unit root process, y t = y t−1 + u t , with symmetric stable or contaminated normal errors. This is work in progress.
APPENDIX
The following lemmas are applied in the proof of Propositions 1-2. In view of Lemma 1, a starting point for α (the regression intercept) given a sample of size n = 2k + 1 could then beαP S = y (k+1) −βP S x (k+1) . More generally, α can be estimated by the sample median of the PS residualŝ εi = yi −βP S xi (cf. Hettmansperger, McKean and Sheather, 1997) .
10 Maximum likelihood estimation of the general linear regression model with symmetric stable errors has been considered by Kadiyala and Murthy (1977) and Barmi and Nelson (1997) , among others. In most cases there is no closed form expression for the MLE (McCulloch, 1998) . The maximization of the likelihood function then imposes a high computational burden even for small to moderate sample sizes. 11 A sequence u1, u2, . . . of random variables is said to be m-dependent if and only if ui and u i+k are pairwise independent for all k > m. In the special case when m = 0, m-dependence reduces to independence.
(ii) the density of v is symmetric about d v , and the support of v is (−∞, ∞), (iii) if 1 < a ≤ 2, the mean of v is finite and equal to d v , (iv) if 0 < a < 2, the variance of v does not exist, (v) for any α = 0 and real β, α + βv ∼ S(a, 0,
, where c a = c a v + c a w . Lemma 2 (Symmetric Product and Ratio Distributions). Suppose v and w are two independent absolutely continuous random variables, and v is symmetrically distributed about zero. Then, the product p = vw and ratio r = v/w are absolutely continuous and symmetrically distributed about zero, with pdf 's
where f v (·) and f w (·) are the pdf 's of v and w, respectively.
Proof. By theorems 3.1 and 7.1 in Curtiss (1941) , the cdf's of p and r are absolutely continuous. Moreover, the pdf's of p and r exist almost everywhere and are given by (10). Since v is symmetrically distributed about zero, f v (s) = f v (−s) for all real s. The result now follows by noting that f p (p) = f p (−p) and f r (r) = f r (−r) for all real p and r.
Remark 1. Lemma 2 holds for v symmetrically distributed about zero, but not for v symmetri-
Lemma 3 (Uniqueness of the Median of a Ratio of Symmetric Stable Variates). Suppose that v ∼ S(a, 0, 1, 0) and w ∼ S(a, 0, 1, 0) are independent, then the median of r = v/w is unique and zero.
Proof. Let > 0 be arbitrary. By Lemma 2, the density of r is symmetric about zero. Hence, to show that the median is not an interval, it is enough to show that
For a = 2 the ratio is standard Cauchy, hence, Shcolnick (1985) gives
where x ∼ S(1, 0, 1, 0) and y are independent, d = denotes equality in distribution, and z is uniformly distributed on (0, 1). Hence, P (0 < r < ) = P (0 < xy < ) ≥ P (0 < x < , 0 < y < 1) = P (0 < x < )P (0 < y < 1).
As x is standard Cauchy, P (0 < x < ) = 1 π arctan( ). Next we show that P (0 < y < 1) = 1/2. Since P (0 < z < 1) = 1, we only consider solutions 0 < z < 1 to 0 < y(z) < 1. For this subset, 0 < y < 1 if and only if It follows that P (0 < y < 1) = P (0 < z < 1/2) = 1/2. Thus,
Lemma 4 (Symmetric Ratio Mixture Distribution). Suppose that
where b is Bernoulli distributed with success parameter p, v and w are independent absolutely continuous random variables, v is symmetrically distributed about zero and γ > 0. Then the ratio mixture z is absolutely continuous and symmetrically distributed about zero, with pdf
where f r (·) is the ratio density of Lemma 2.
Proof.
where we have used Lemma 2 and that the pdf of h =
, which is symmetric about zero. Since f r (r) = f r (−r) for all real r, the result now follows by noting that
Proof of Proposition 1. First we will show that
where r i is the ratio of two independent S(a, 0, 1, 0) random variables. Since µ y = α + βµ x , we have
In view of Lemma 1,
cx r i , where v i and w i are independent S(a, 0, c u , 0) and S(a, 0, c x , 0) variates, respectively. Similarly,
and v i and w i here are independent S(a, 0, 2 1/a c u , 0) and S(a, 0, 2 1/a c x , 0) variates, respectively. This shows (11). By Lemma 2, the pdf of r i is symmetric about zero and the cdf of r i is given by
where f (·) is the pdf of a S(a, 0, 1, 0) variate. Hence, the density of z i is symmetric about zero and the distribution of z i is given by
It follows that P (β P S − β ≤ z) = P (z (r+1) ≤ z), where k = 2r + 1 and z (r+1) is the sample median of the i.i.d. sequence {z 1 , z 2 , . . . , z k }. Standard results for order statistics gives us the exact distribution of z (r+1) in terms of F z (z). The consistency ofβ P S follows from Lemma 3. This proves (ii). The proof of (i) is analogous.
Proof of Proposition 2. Since µ y = α + βµ x , we have
where
, where n = 2k + 1 and z (k+1) is the sample median of the i.i.d. sequence {z 1 , z 2 , . . . , z n }. By Lemma 4, the pdf of z i is symmetric about zero, and the cdf of z i is given by
where F r (·), the cdf of r i , can be obtained using Lemma 2. For the particular case when both x i and v i are assumed to be normal, r i is S(1, 0, σ v /σ x , 0) distributed, with
Hence, since F z is strictly increasing, the unique solution to F z (ξ) = 1/2 is ξ = 0. Standard results for order statistics gives us the exact distribution of z (k+1) in terms of F z (z). This proves the first part of (i). For the second part, note that the continuous pdf f z (z) of z i is given by
Since also the derivative of f z (z) is continuous, standard results (Cramér, 1946, p. 369) gives us the limiting distribution in terms of f z (0),
This proves the second part of (i). The proof of (ii) is analogous.
EXTENDED APPENDIX
Claim 1 (Section 1: Paragraph 5). Suppose that the estimatorβ for β can be decomposed intoβ = β + med{z 1 , z 2 , . . . , z k }, where the z i are i.i.d. continuous random variables with zero median. Then, (i) the median ofβ − β is zero (i.e.β is median-unbiased) and (ii) if, in addition, the density of z i is symmetric about zero, then so is the density ofβ − β.
Proof. Let C = Γ(k + 1)/[Γ(r + 1)] 2 . Then, in view of (4), since F z (0) = 1/2
Seeing that the sum of the first and last integral is one, it follows that G(0; k) = 1/2. This proves (i). For the proof of (ii), note that F z (z) = 1 − F z (−z) as the density of z i is symmetric about zero. Hence,
This proves (ii).
Claim 2 (Section 2: Conditional Distribution ofβ LS ). By (2), the LSE for β can be decomposed intoβ
Hence, conditional on the x i ,β LS −β is a linear combination of independent, identically S(a, 0, c u , 0) distributed random variables which, in view of Lemma 1, is symmetric stable with index of stability a. The claim now follows.
Claim 3 (Section 2: Results in Table 1 ). Since S(2, 0, σ/ √ 2, µ) = N (µ, σ 2 ), we have
where r i is the ratio of two independent N (0, 1) random variables. Hence, r i is C(0, 1) where C(0, 1) denotes the standard Cauchy distribution. Similarly,
where v i and w i are independent N (0, 2σ 2 u ) and N (0, 2σ 2 x ) variates, respectively. As the cdf of a standard Cauchy variate is 1 2 + 1 π arctan(z), the results on the second row in Table 1 now follow. To show the results on the first row, note that S(1, 0, c, µ) = C(µ, c). In view of Lemma 1,
where v i and w i are independent C(0, c u ) and C(0, c x ) variates, respectively, and r i is the ratio of two independent C(0, 1) random variables. Similarly,
where v i and w i here are independent C(0, 2c u ) and C(0, 2c x ) variates, respectively. By Theorem 3.1 in Curtiss (1941) , the density of the ratio of two independent standard Cauchy variates exists almost everywhere and is given by
From (12) it is readily seen that f r (r) is equal to 1/π 2 for r = ±1, and is divergent for r = 0. For r = ±1 partial fraction decomposition yields,
A closer analysis shows that f r (r) is continuous at r = ±1. Hence, the ratio density f r is continuous on (−∞, 0) and (0, ∞), with a pole at zero. The results on the first row in Table 1 now follow.
Claim 4 (Section 3: Part (ii) of Proposition 2). Since µ y = α + βµ x , we have
It follows that P (β P S − β ≤ z) = P (z (r+1) ≤ z), where k = 2r + 1 and z (r+1) is the sample median of the i.i.d. sequence {z 1 , z 2 , . . . , z k }. The cdf of z i is given by
where l, m = 0, 1 and
Hence,
Since F z is strictly increasing, the unique solution to F z (ξ) = 1/2 is ξ = 0. Standard results for order statistics gives us the exact distribution of z (r+1) in terms of F z (z). This proves the first part of (ii). For the second part, note that the continuous pdf f z (z) of z i is given by
It follows that f z (z) = f z (−z) for all real z and, hence, that the density of z i is symmetric about zero. Since also the derivative of f z (z) is continuous, standard results gives us the limiting distribution in terms of f z (0),
This proves the second part of (ii).
Claim 5 (Section 4: Unique median of product normal distribution). Let X and Y are independent normal distribution with zero mean and variance σ 2 x and σ 2 y , and Z = XY . Then the density of Z can be expressed by the modified Bessel function of the second kind. And the median of Z is unique.
Proof. By Theorem 5 in Springer and Thompson (1970) , the probability density function of Z can be expressed as a Meijer G-function multiplied by a normalizing constant H, i.e. where K 0 is the modified Bessel function of the second kind. Thus, the probability density function of Z can be expressed as K 0 |z| σxσy /πσ x σ y . By the results from Frank (2010), we know that the Bessel function of the second kind K 0 (z) > 0 and is a monotone decreasing function on (0, ∞), and lim z→0 K 0 (z) = ∞. Hence ∀ > 0, Pr(0 < Z < ) > 0. By the same way in Lemma 3, this implies that the median of Z is 0 and unique since the distribution function of Z is symmetric about 0.
Claim 6 (Section 6: Multiple Linear Regression Extension). Let y i = α + q j=1 β j x ji + u i (i = 1, 2, . . . , n), with median µ y . Suppose that (i) the x ji are independent S(a, 0, c x j , µ x j ), (ii) the u i are independent S(a, 0, c u , 0), (iii) for each i and j, x ji and u i are mutually independent, (iv) the sample size is odd, n = 2k + 1.
For ease of exposition, consider the extended unfeasible estimator and, for ease of notation, denote it byβ j = med y 1 − µ y x j1 − µ x j , y 2 − µ y x j2 − µ x j , . . . , y n − µ y x jn − µ x j .
Thenβ j p → β j as n → ∞ (j = 1, . . . , q) and the exact distribution of (13) is given by P (β j − β j ≤ z) = Γ(n + 1) Γ(k + 1)Γ(k + 1) Proof. In view of Lemma 1, µ y = α + q j=1 β j µ x j , hence, y i − µ y x ji − µ x j = β 1 (x 1i − µ x 1 ) + . . . + β j (x ji − µ x j ) + . . . + β q (x qi − µ xq ) + u i x ji − µ x j = β j + z ji .
Let r ji denote the ratio of two independent S(a, 0, 1, 0) random variables. By assumption,
where v ji and w ji are independent S(a, 0, c j , 0) and S(a, 0, c x j , 0) variates, respectively, and c a j = c a u + m =j |β m | a c a xm . By Lemma 2, the pdf of r ji is symmetric about zero and the cdf of r ji is given by It follows that P (β j − β j ≤ z) = P (z j(k+1) ≤ z), where z j(k+1) is the sample median of the i.i.d. sequence {z j1 , z j2 , . . . , z jn }. Standard results for order statistics gives us the exact distribution of z j(k+1) in terms of F z j (z). The consistency ofβ j follows from Lemma 3. This proves the first part of the claim. For the second part, note that if a = 2 the numerator and denominator of z ji are independent Gaussian random variables. Hence, z ji is Cauchy distributed with zero median, scale parameter c j /c x j (cf. Nolan, 2012, p. 23) , and cdf
The continuous pdf f z j (z) of z ji is given by
, with f z j (0) = c x j πc j .
Since also the derivative of f z j (z) is continuous, standard results (Cramér, 1946, p. 369) gives us the limiting distribution in terms of f z j (0),
This proves the second part of the claim.
