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I. INTRODUCTION 
Consider a hyperbolic system of conservation laws 
4 + (f(UO)){ = 0 (1.1) 
and a corresponding family of parabolic systems 
u; + (/W))< = v(qu’) u&3 v > 0, (1.2) 
to be solved for W-valued functions u”, u” of (5, r) E R x R + . 
It is a basic question of outstanding importance, in what manner and in 
how far (1.1) can be viewed as the limit case of (1.2) for v L 0. In the 
context of quasistationary solutions, this question leads to the shock 
structure problem (introduced by Gelfand [3]): under what circumstances 
is a discontinuous (weak) solution 
(1.3) 
of ( 1.1) the limit of solutions 
UYO 1) = u((5 -Sl)lV) (1.4) 
of (1.2)? 
Clearly, u -, u + , s satisfy the Rankine-Hugoniot jump conditions 
f(u--)-su- =f(u+)-su+ =:c; (1.5) 
and a viscous profile u is just a solution of the system 
B(u)u’=f(u)-su-c (1.6) 
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that connects its two rest points ~4. and u +: 
u(-mcc)=u-, u(z)=u+. (1.7) 
On the viscosity E we will make the sole assumption that the family (1.2) 
is strictly stable in the sense of Majda and Pego [lo]. This condition, 
which implies parabolicity, seems a very natural minimum requirement in 
the general context. Below it will be discussed in detail. 
If a viscous profile to given (u--, U+ ) and B exists, one may say that the 
discontinuity with left hand state u and right hand state U+ admits the 
viscosity B, or also that B admits this discontinuity. The latter interpreta- 
tion is often called a uiscosiry criterion with the hope that its use as a 
selection rule might restore uniqueness of solutions of ( 1.1). 
A different way to select reasonable weak solutions of (1.1) is to refer 
only to the hyperbolic system (1.1) itself without considering any parabolic 
extension (1.2) at all. A rather natural requirement is that of stability of the 
candidate function as a solution of (1.1). In :his paper we will especially 
consider linear stability of discontinuities (1.3), which is defined as the 
well-posedness of the linearization of (1.1) about the special solution (1.3). 
Majda [S] has revealed the basic role this condition plays for the 
investigation of nonlinear stability (even in several space dimensions). 
Below we will recall and use a simple algebraic characterization the idea of 
which dates back at least to Jeffrey and Taniuti [4]. Different important 
criteria with no (explicit) reference to parabolic extensions are the shock 
inequalities introduced by Lax [l] and the condition (E) proposed by 
Liu [6]. 
Guided by examples, prominently gasdynamic shocks, one might now 
hope that-at least for some natural class of flux functions f and for small 
amplitude discontinuities-the viscosity criterion as applied with BE W, A? 
an independently justified class of viscosities (relative to f), might imply 
stability of the limit as a solution of (1.1). 
Indeed, Majda and Pego [lo] have shown that this is true locally for 
strictly hyperbolic systems: If system (1.1) is strictly hyperbolic at u. and 
the family (1.2) is strictly stable at uo, then there is a neighborhood of ug 
such that for locally any discontinuity (1.3) that solves (1.1) weakly (i.e., 
for any ordered pair of states u , U+ from this neighborhood that satisfy 
the Rankine-Hugoniot jump conditions) Liu’s condition (E) (in its strict 
version) and the existence of a viscous profile (I .6), (1.7) are equivalent. So 
in this situation, since-- -as is easy to see-(E) implies linear stability here, 
the possibility of vanishing viscosity approximation by a profile implies 
stability of the limit as a solution of the limiting equations (1.1). If we 
additionally assume that the system is genuinely nonlinear, all four of the 
above-mentioned conditions (linear stability, Lax’s inequalities, Liu’s 
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condition (E), and the existence of a viscous profile) are equivalent to each 
other. 
Unfortunately, such easy relations between intrinsically hyperbolic 
criteria and vanishing viscosity approximation do not hold in general. In 
the present paper it will be shown that under a rather natural assumption, 
namely a generic rotational symmetry in the equations, there exist solu- 
tions that have “good” vanishing viscosity approximations, but are “bad” 
from the “hyperbolic point of view.” We observe this phenomenon in the 
large and also in the small; especially it arises in arbitrarily small 
neighborhoods of certain points in state space (at which of course, by the 
above, hyperbolicity cannot be strict). Using some notions yet to be 
defined precisely later, we state now the main result of this paper: 
THEOREM. If systems ( 1.1) and ( 1.2) are rotationally invariant of degree 
m 2 2 of symmetry and the fumily (1.2) is strict@ stable, then generically 
there are discontinuous solutions ( 1.3) qf ( I. 1) which have a viscous profile 
(1.6), ( 1.7), but are not linearly stable. The profile orbits are structurully 
stable. If the system’s state space contains symmetry invariant points, such 
discontinuities generically exist in uny neighborhood of them. 
Remark. For m = 2, these discontinuities obey the shock inequalities; 
for m > 2, they are overcompressive. For m 2 2, near symmetry invariant 
points, condition (E) is violated. (Of course, the shock inequalities as well 
as condition (E) had been designed from the outset for strictly hyperbolic 
systems. ) 
It is common practice to test admissibility criteria by their effect in the 
context of the Riemann problem, i.e., (1.1) together with initial conditions 
“O((,O)C u .) (Co 
1 u+, 5 > 0. (1.8) 
The result established in the above theorem has the following implication 
on the solution of the Riemann problem: 
COROLLARY 1. Consider a hyperbolic system ( 1.1) and a corresponding 
strictly stable family (1.2) which are rotationally invariant of degree m 3 2 qf 
symmetry in a generic manner. Then, arbitrarily near any symmetry invariant 
point in the state space, there are initial data (l.g), for which the Riemann 
problem (1.1 ), ( 1.8) has at least two centered piecewise smooth solutions if 
one admits only those discontinuities which have a viscous profile. 
Clearly, in such cases of nonuniqueness two different solutions to the 
same data cannot both be quasistationary, and one might argue that not 
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the discontinuities contained in a solution of (l.l), but rather the solution 
as a whole should be subjected to a viscosity citerion. For this purpose, call 
a weak solution u” of ( 1.1) a vanishing viscosity limit if there is a family II” 
of smooth solutions of (1.2) which converge to II’. Technically speaking, we 
use this notion here for weak solutions u” E UX( R x [0, cx) ), UP’) which are 
actually smooth except along (locally finitely many) smooth curves r,(r), 
requiring the approximants u” E C2(R x [0, co), R”) to be uniformly bounded 
and to converge to u” uniformly on compacta avoiding the tj. The observed 
nonuniqueness seems to persist also with respect to this criterion: 
COROLLARY 2. Assume that, for general strictly hyperbolic systems (1.1) 
and corresponding strictly stable families (1.2) Liu’s solutions of the 
Riemann problem ( 1 . 1 ), ( 1.8) f or small initial jumps are vanishing Gscosity 
limits. Consider now a hyperbolic system and a corresponding strictly stable 
family which are rotationally invariant of degree m 2 2 of symmetry in a 
generic manner. Then, arbitrarily near any symmetry invariant point in the 
state space, there are initial data for the Riemann problem to which it has at 
least two centered piecewise smooth weak solutions that are both vanishing 
viscosity limits. 
Note that if the assumption that Liu’s solutions are vanishing viscosity 
limits were not true, vanishing viscosity approximation would break down 
already locally for strictly hyperbolic systems! 
So far, all results of this paper have been stated. The assumptions will be 
redescribed in precise terms in Sect. 2, and all proofs will be given in Sect. 3 
and Sect. 4. The following final part of this section presents a brief critical 
discussion of the results and points out some relations to previous works. 
To begin with, note that all “disliked” viscous profiles observed in the 
Theorem are not unique; so there is no one-to-one correspondence of 
viscous shocks (1.4) and their ideal limits (1.3). Some of these orbits can 
be isolated (together with the rest points they connect) as invariant sets; 
some of them appear in smoothly parametrizable families. The delicate 
question whether the profile solutions (1.4) are stable, e.g. in the sense of 
Liu [ 111, is not investigated here. In any case, Corollaries 1 and 2 point 
out an instability of the vanishing viscosity approach at least (or: even!) in 
its above common and rather natural form, which keeps the mechanism E 
fixed and changes only the length scale via the parameter v. As a 
byproduct, they imply that the discrepancy between approximability via 
(1.2) and stability as a solution of (1.1) which is observed in the Theorem 
is not due to the fact that attention had been restricted there to linear 
stability. 
The instability of the vanishing viscosity approximation via (1.2) does 
not mean that the hyperbolic system (1.1) cannot have a self-consistent 
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theory of solutions. On the contrary, it could be shown that the Riemann 
problem near a generic symmetry invariant point has a unique stable 
piecewise smooth, centered solution; see Freistiihler [ 163. The instability 
does indicate, however, that care must be taken when (1.1) is used as a 
model of (1.2). 
An example of the species of discontinuities whose existence and proper- 
ties are established in a general setting by the Theorem has already been 
presented by Keylitz and Kranzer [7] in their well-known treatment of 
a system describing the planar motion of an elastic string-a system 
which has rotational invariance. The authors called these discontinuities 
anomalous shocks, a term which will be adopted in the rest of this paper. 
They also already proved the existence of viscous protiles for anomalous 
shocks of a related 2 x 2 model system, and pointed out that admitting 
anomalous shocks makes the Riemann problem for that model ill-posed. 
Also, one type of the so-called intermediate shocks in magneto- 
hydrodynamics (see, e.g., Germain [2]) can be viewed as an example of 
anomalous shocks. Wu [ 151 has reported very stimulating numerical 
observations on the discrepancy between solutions of the equations of 
“ideal” and “real” magnetohydrodynamics. Brio [ 171 has pointed out that 
the existence of viscous profiles for magnetohydrodynamic shocks may 
depend on the ratios of the physical viscosity parameters. Questions like 
these have largely motivated the investigations the results of which are 
presented in this paper. Note, however, that this theory is not ready to be 
applied literally to, e.g., the viscous profile problem for magneto- 
hydrodynamic shocks, since the viscosity matrix commonly used there 
is singular and the orthogonal group does not act in the standard 
fashion. Adaptations of the ideas presented here to important systems from 
continuum mechanics involving these or similar technical difficulties will be 
given in forthcoming papers. Avoiding such peculiarities for the moment, 
the present paper aims at showing in a general abstract framework that 
instability of vanishing viscosity approximation is a completely generic 
phenomenon in the presence of a rotational symmetry. That for general 
systems viscosity and other criteria may lead to different selections has of 
course, been clear for some time; for different aspects of this see Majda and 
Pego [lo], Shearer [12], Shearer, Schaeffer, Marchesin, and Paes-Leme 
[ 141, and Gomes [ 193. 
I have found all results of this paper by direct abstraction from a model 
system which I introduced in [ 131. At the same place I also proved most 
of these properties for this model, which by the way is a particularly sharp 
example of them: the existence of the above-mentioned profiles for 
arbitrarily fixed linearly unstable shocks does not depend on the chosen 
viscosity as long as it keeps making (1.2) strictly stable. For a self- 
contained account of this, the interested reader is referred to [20]. 
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2. ASSUMPTIONS AND ASRTIONS 
This section serves ‘to describe the assumed situation precisely and to 
state finally three lemmata which immediately imply a large part of the 
statements made in the Theorem and the Remark. 
Obviously, systems ( 1.1) and ( 1.2) are defined by a vector field f: U + Iw” 
and a matrix field B: U -+ [w” x n with an appropriate common domain of 
definition UC Iw”. We assume f‘ and B are smooth; U, which we assume 
open, is also referred to as the state space. Basic to the following is the 
Assumption of Stability. The family (1.2) is a strictly stable approxima- 
tion to the hyperbolic system (1.1). 
According to Majda and Pego [lo], (1.2) is called stable if the initial 
value problems that one obtains by linearizing about the constant state 
solutions are well-posed, uniformly with v I 0; strict stability means that 
the same is true also for viscosities which are close to B. Hyperbolicity of 
( 1.1) and strict stability of ( 1.2) are pointwise defined properties of f and 
B which can easily be characterized in algebraic terms. Hyperbolicity at 
UGU means that the eigenvalues j.,(u)< ... <j.,(u) of A(u)=Df(u) are 
real and the corresponding eigenspaces span d”. Strict stability at u E U can 
be expressed by the existence of a constant 6,, > 0 such that 
KE(T(-iqA(u)-$B(u))*Rek-< -6,,q’ forall ~E[W. (2.1) 
Actually the algebraic characterization (2.1) has been given in Majda and 
Pego [lo] under the assumption that ( 1.1) is strictly hyperbolic; it 
remains, however, true with the systems we are going to consider (see 
Appendix A for the minor technical details). Note further that, while in the 
cited paper strict stability is regarded as a property of the viscosity B, we 
take it as an attribute of the family (1.2), which, of course, is to mean the 
same thing. For significant classes of matrices B(u) that make (1.2) strictly 
stable, see again Majda and Pego [IO]; the most obvious example is 
B(u) = I,, the identity, for which (2.1) is trivially true for any A = Df 
stemming from a hyperbolic system ( 1.1). 
In order to properly define rotational invariance, we consider [w” 
equipped with the standard Euclidean metric and fix a linear subspace 
MC Iw” of dimension m <n. We refer to the decomposition Iw” = M@ ML 
by orthonormal coordinates XE Iw”, y E [W“ (k = n - m) on M and Ml. 
Interpret O(m) as a subgroup of O(n) by action on the first component: 
with any UEO(M) associate another rotation o~O(n) by 0(x, v) = 
(Ox, y). Now, call ( 1 .l ) and (1.2) O(m)-inuariunt or rotationally inouriunt 
(of degree m of symmetry; with respect to M) if 
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f  :, 0 = &j for all 0 E O(m), (2.2) 
- - 
(BcO)O=aB for all 0 E O(m). (2.3) 
(No difference in notation is made here and in the following between a 
linear map and the corresponding matrix.) Rotational equivariance (2.2), 
(2.3) of the equations means rotational invariance of the set of solutions: if 
u : [w x [w + + U is a solution (of ( 1.1) or ( I .2)), will also 0 : u be a solution. 
In the following we make the 
Assumption c$Symmetry. ( 1. I ) and ( 1.2) are rotationally invariant with 
degree of symmetry greater than one: m > 2. 
The O(m)-symmetry induces a natural structure of the flux function: 
Associate with fJ the open set 
o={(.t,y)ERxRk:iS’” ‘x{y}d). 
By the symmetry, .f is of the form 
(2.4) 
./‘k y) = (W(I.4 Y)& ml, y)) (2.5) 
with maps x: & [w, F: O-P [Wk which are smooth and are even in their 
first argument i. Associate with f another function f defined on i? by 
f(ca, y) = (R(i, I’)-?, 8(-t, y)). (2.6) 
It is easy to see that r induces an 0( 1 )-invariant hyperbolic system with 
state space 0. 
Define on U a vector space bundle R” and a function I” by setting 
R”(u) = {x} ’ x {0}, 
Since 
n”(u) = ml, Y) for all u = (x, y) E U. (2.7) 
(Df-%“Z,)R”=O, (2.8) 
1.” represents an eigenvalue of Df, which is at least (m - 1)-fold everywhere 
on U. Note that I.” is linearly degenerate, since grad 1.” is perpendicular 
to R”. 
The O(m)-symmetry induces also a natural foliation 9 of U, whose 
leaves x are given by the orbits of the group action; in the above coor- 
dinates they are 
X=fXS”-’ x {Y”) (2.9) 
with (ix, yX)~ i?. We fix now a leaf XE.F of positive radius (.P > 0 in 
(2.9)) and make an 
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Assumption of Genericity. At points u E x, the eigenvalue J.“(u). of Df(u) 
has multiplicity exactly m - 1 and all remaining eigenvalues of Df(u) are 
simple and genuinely nonlinear. 
These properties are generic in the set of all O(m)-invariant systems 
defined on II in the precise sense that the set of the corresponding functions 
f is open and dense in the set of all flux functions of 0( 1)-invariant systems 
on 0. 
Note that the most prominent example of the theory of hyperbolic 
conservation laws, gas dynamics in R3, is not generic in this sense: its plane 
wave version of form (1.1) is O(2)-invariant with x E R2 corresponding to 
the transverse velocity of the gas; the corresponding eigenvalue A” = 0 (for 
concreteness we refer to the isentropic case in Lagrangian description) has 
multiplicity 2 everywhere in state space. With this (geometrically) relatively 
simple system, this further degeneracy reflects the additional Galilean 
invariance. There are, however, important physical examples in which rota- 
tional invariances arise in the generic form; see Sect. 6 of Freistiihler [ 161. 
Next, we state the announced three lemmata, the proofs of which will fill 
the next section. In the lemmata and in the sequel let s denote the constant 
value which I” attains on x. 
LEMMA 1. Consider a linear space L which is the sum of M’ and a line: 
MlcLc[W”, dim L=k+ 1. (2.10) 
Then x n L has exactly two elements, u; , ~2, say (where the assignment of 
notation is arbitrary). There are smooth curves 
u+: [-l,l]+UnL, (2.11) 
c: [-1,1-J-L (2.12) 
with the following properties : 
f OU- -su-=foU+-,yu+=C, (2.13) 
I.e., the Rankine-Hugoniot jump conditions are satisfied all along 
tu-, u+, c): C-1, l]+R3”, and 
u*(o)=u;, (2.14) 
as well as 
sgn(lU(u*(r))-s)= fsgn T for O< 171< 1. (2.15) 
LEMMA 2. Consider a linear space P which is the sum of M’ and a 
plane : 
MlcLcPc[W”, dim P=k+2. (2.16) 
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For any fixed sujficiently small 7 > 0 there is a structurally stable viscous 
profile u: R -+ U n P of the discontinuity (1.3) with u * = u * (T), i.e., a solu- 
tion of 
B(u)u’ =f(u) - su - C(T) (2.17) 
that connects the rest points U-(T), U+(T): 
u(-cc)=u-(?), u(m)=u+(?). (2.18) 
LEMMA 3. For any fixed sufficiently small 5 B 0 the following statements 
are true: The discontinuity (1.3) with u * = u * (T) is not linearly stable. The 
numbers u+ and u- of incoming and outgoing characteristics are 
n* =n*(m- 1). 
It is obvious that Lemma 2 and Lemma 3 imply all statements made in 
the Theorem and the Remark except for those referring to symmetry 
invariant points. The situation near such points will be considered 
separately in Sect. 4, where the reader might wish to continue first, skipping 
Sect. 3. 
3. VISCOUS PROFILES FOR ANOMALOUS SHOCKS 
This section contains the proofs of Lemmata 1, 2, and 3. 
3.1. The One Parameter Family of Anomalous Shocks 
Proof of Lemma 1. In order to see explicitly the starting points u;, ui 
of the curves u-, u+ to be established, briefly use (x, y)-coordinates, in 
which 
x=iXS”-’ x {Y”L L=lRexlRk, XnL={(--?e, yX),(xXe, y”)j 
(3.1.1) 
with appropriate constants 9 E [w + , yX E IWk, e E Sm.. ‘. We denote the two 
points with coordinates ( --iYe, y”), (iXe, yx) by u;, UC and first construct 
two curves u _ , u + originating at ug , uo+, which are already almost the 
desired u -, u+. For this purpose we choose an eigenvalue i: of Df which, 
near 1, is different from 1” and an eigenvector field F of Df associated with 
1. By virtue of the symmetry we may assume 
XnO=X, ?oO=dF for all 0650(m). (3.1.2) 
Since at any point in U the eigenspaces of Df span all of R” and, near x, 
dim ker(Df - Aal,,) = m - 1 < m = dim M, (3.1.3) 
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1, r’ can be chosen such that, in addition to (3.1.2) 
n.&fv(u,: )) f 0, (3.1.4) 
where rrM is orthogonal projection on M. Consider now a parametrized 
integral curve u •I : ( - 6, 6) + Ii n L of r’ starting at ~0’ : 
u’, =)‘-u+ on(-6,6), u+(O)=ugt (3.1.5) 
with an appropriate 6 > 0. Since generally 
n,c(f-i”id,:)=O (3.16) 
as a consequence of (2.5), (2.7), we have 
nhfC(f"U+ -(/i(13U+)#+)=0. (3.1.7) 
We differentiate (3.1.7) to get 
(j.“(lu+)‘n ,$,f^U+ =((,l-%“)n&f~+u+. (3.1.8) 
By virtue of (3.1.4), the right hand side of (3.1.8) does not vanish at 0; 
hence 
(%“::u+)‘(O)#O. (3.1.9) 
Observe now that, at least if 6 is made appropriately smaller, a unique 
second curve u :(-6,6)+UnLisdefined by 
j-~u~-su =fou+-ssu+, u (O).= u;-. (3.1.10) 
This follows from the implicit function theorem because 
(f-sid,)l(UnL):UnL-+L (3.1.11) 
has an invertible Jacobian at ~0.. Along U- we have 
nMO(foU- -(iaou-)U-)=O (3.1.12) 
as a consequence of (3.1.6), in analogy to (3.1.7). Differentiating this and 
making use of (3.1.10), we get 
n,~((X=u+ -s)d+ -(%“3u --s)u’ -(ia~u~)‘u~)=O, (3.1.13) 
which, by virtue of 
iyu; ) = I.“(#,’ ) = s, (3.1.14) 
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yields 
(naou-)‘(o) nM(u;)= (naGu+)‘(o) 7cM(Uo+). (3.1.15) 
Now, since n,(u,).n,(u~)= -(S)‘<O, (3.1.9) yields 
(jla~U+)‘(0)(~a~U~)‘(O)<O. (3.1.16) 
With an appropriate fl #O it follows that curves U-, U+ are defined on 
C-L 11 by 
u+(~)=u+w), u-(z)=u-(pT) (3.1.17) 
and have the property (2.15) as well as (2.14). (2.12) and (2.13) can be 
satisfied trivially by reading (2.13) as the definition of a third curve c. 
3.2. The Viscous Profiles 
Proof of Lemma 2. For any z E [ - 1, l] define the vector field u’ on U 
by 
ur(U)=B-‘(u)(f(u)-.%-C(T)). (3.2.1) 
Denote the restrictions vi I Un L, 0~1 Un P by u;, 0;. By symmetry, e.g., 
(2.5), they map 
v;: UnL-bL, v>: UnP+P. (3.2.2) 
The viscous profile u the existence of which Lemma 2 is to establish can be 
viewed as a heteroclinic orbit of o> that runs from u-(r) to u+(r). We use 
Conley index theory to find such an orbit. The key idea is to construct an 
isolating block for the flows defined by V> for small T > 0 which contains 
the rest points as well as the desired orbit u. 
Without loss of generality, we assume the coordinates x = (x1, . . . . x,) on 
A4 chosen in a way that 
L= {(x, y):xj=Oif2<jjm}, 
P= ((x, y):xj=Oif3<jjm}, 
(3.2.3) 
and such that in these (x, y)-coordinates we have 
24; = (( +2x, 0, . ..) O), y”). (3.2.4) 
Obviously, x1, y are coordinates on L, x, , x2, y are coordinates on P. 
Define an auxiliary vector field g : U n P -+ P by 
&3(x, 3 x2,0, . ..> 01, Y) = ((-x2, Xl 10, . . . . 01, 0). (3.2.5) 
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hOPOSl-I-ION 1. sgnv’,(u).g(u)=-sgnx,.foral(u=((x,,x,,O),y)EP. 
Proof of Proposition 1. Fix u = (x, u) E P, x # 0. As a consequence of 
(2.2), (2.3), B(u) leaves the spaces L’ = Rx x Rk and P invariant; denote the 
restrictions B(U) 1 t : L’ + L, B(u)1 P: P+ P to these spaces by Bt-, B,. 
Since B(u) is nonsingular by strict stability, BL, B, are also nonsingular. 
Since g(u) is perpendicular to L, 
u;(u).g(u)= (B-‘(u)(f(u)-su-c(r))).g(u)= -(B;*(u) c(r)).g(u). 
(3.2.6) 
Observe now that B, leaves the half-spaces H’ = {h E P; +/I. g(u) > 0} 
invariant. This follows from considering the factor p E R in 
det B, = ~1 det BE. Since BE is a restriction of B, and the determinant of 
any linear map of Rd into itself is the product of its eigenvalues, the factor 
p must be an eigenvalue of B,, and so of B, and thus must be positive. 
Hence sgn det B,= sgn det BL, and the half-spaces H* are not inter- 
changed by the map B,. By their invariance and (3.2.6) it suffices to show 
that 
c(r). ((-x2, x,, 0, . . . . 0), 0) = sgn x2 (3.2.7) 
in order to prove Proposition 1. In coordinates the curve c is of the form 
c(r) = ((x;(r), 0, . . . . Oh Y“(7)), 5E C-1,1]. (3.2.8) 
By (3.1.6) and (3.1.14), we have xf(O)=O. Since, by (3.15) and (3.l.l7), 
c’(T)=(Df(u+(T))-.Yz,)u+‘(r) 
=P(of(u+(Br))-.~z”)u’+(pr) 
=B(~(u+(Bt))-.~)?(U+(pT)), (3.2.9) 
and, especially, 
we find x;‘(O)<O, by (2.15) and (3.1.16) and 
x;(T)<0 for small t > 0, (3.2.11) 
which, together with (3.2.8), yields (3.2.7). This completes the proof of 
Proposition 1. 
Next, consider the vector field ~2. Observe first that ~0’ (as well as ug-) 
is a hyperbolic rest point of uy, ; i.e., no eigenvalue of DuO,(u,+ ) is purely 
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imaginary. This is an immediate consequence of (2.1). We will make use of 
a general property of hyperbolic rest points, which is proved in 
Appendix B: 
AUXILIARY LEMMA. Any hyperbolic rest point of u smooth vector field 
v: R” + Rd has an arbitrarily small neighborhood V which satisfies the 
following: Its boundary decomposes as 2 V = (2 V) - u (3 V) + , where 
(2 V) , (2V) + are smooth compact hypersurfaces with (common) boundary. 
Lefe-:((?V)-+Sd ‘,e+:(2V)++Sd-l be the unit normal vector fieldq 
e -. pointing into V, e + pointing away from V. There is a constant a > 0 such 
that 
v.ef >r on (27)‘. (3.2.12) 
On applying this to VT, we choose such a neighborhood V c U n L of u,j+ 
(as an element of U n L). We take V so small that it is contained in the 
half-space x, > 0. Define p : L x R + P by 
~(((x~,O,...,o), y),~)=((-x,sincp,.r,coscp,O ,..., 0), y) (3.2.13) 
and set 
w= P(VX r -cpo, %I) 
with an arbitrary cpo E (n/2, n). 
(awl’ (awl- 
(3.2.14) 
FIG. 1. The isolating neighborhood W of the rest points u-(r), U*(T). (Of L, P, x. ~0’. 
U*(T), V, W, (aW)* the images under nM are shown; (I?W), is indicated only schematically.) 
218 HEINRICH FRElSTtiHLER 
PROPOSITION 2. There is a 50 > 0 such that for all T E (0, T,,) we haoe that 
W is an isolating block for ok. The Conley index of rhe maximal invariant 
set F uor rhe JOM’ of cJ,) in W is trivial: h( F ) = 0. 
Proof of Proposition 2. Consider the three parts 
(~Wo=P(~~x C-%9 CPOIL (ZW)’ =p( Vx ( +(P,}) (3.2.15) 
of the boundary d W. g is perpendicular to (2 W) * ; it points outward on 
(2 W)’ and inward on (8W) . Thus, Proposition 1 implies that u> is 
pointing strictly out of W on (2 W) + and is pointing strictly into W on 
(aw) . 
The remaining boundary part (c7W)0 is the union of the two hypersur- 
faces 
(dw: =P((av’ x [-%, cpol). 
By the Auxiliary Lemma 
(3.2.16) 
0 u,.ejb >a on (a Wj$ (3.2.17) 
with e$ : (a W): + S ’ n P being outer and inner normal fields of (r? W)f 
Thus 
vi.ef >a/2 on (2 W),’ for small T > 0, (3.2.18) 
i.e., o’p is pointing strictly out of W on (a W),’ and is pointing strictly inside 
on (8 W);. So W is actually an isolating block. 
Since (8 W),’ is invariant with respect to cp, the exit set 
w+=(aw)+ u(aw); (3.2.19) 
is contractible in d W. Since also W is contractible, the Conley index of I’, 
i.e., the homotopy type of the quotient W/W’, is that of a one-point 
pointed space: 
h(Z’)= [W/W+] =o. (3.2.20) 
For details of Conley index theory see, e.g., Smoller [9] (in whose notation 
W would be called an index pair rather than an isolating block). The proof 
of Proposition 2 is complete. 
By means of Proposition 2 we know that I’ contains a complete orbit u 
of u’p which is different from U- (r), u+(t). (This is because otherwise h(l’) 
would have to agree with h({u -(T)}) v h({u+(z)}), which cannot be true, 
since u-(r), u+(t) are nondegenerate; see the same book, p. 476, for this 
kind of arguments). To complete the proof of Lemma 3, it remains only to 
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show that u runs from u-(r) to U+(T). As a consequence of the construction, 
this heteroclinic orbit will be structurally stable. Observe now that the relation 
XE w+t-sint@(x, y)), COS(@(X, y)), 0, . . . . 0) (3.2.21 ) 
delines a unique smooth function 
@: w-+ c -cpo, CPOI~ (3.2.22) 
which of course is the azimuth around Ml. Since 
grad 0 = g/l gl, (3.2.23) 
Proposition 1 says just that in each of the three regions into which W is 
cut by the hyperplane x2 = 0, either @ or - @ is a Lyapunov function for 
u>. This forces the r- and o-limit sets of u to lie in this hyperplane; more 
precisely, 
, Ww=P( vx{ -;I). (3.2.24) 
Since limit sets are invariant sets, a(u) and o(u) are invariant sets of rz in 
{ ( -x, v): (x, v) E V} and V itself, respectively. Of course, we can assume 
that from the outset V was chosen so small that (U-(T)), {u+(r)} are the 
maximal sets of this kind. This yields 
r(u) = (u-W}, w(u)= {u’(d), (3.2.25) 
which in turn means that u connects the rest points. 
3.3. The Instability 
Proof of Lemma 3. Linear stability of a discontinuity (1.3) is charac- 
terized algebraically by the condition 
R+(u-,s)+R (u+,s)cR (U-,S)~R+(u+,s)OlW(u’ -u ), (3.3.1) 
where R + (u, s) are defined as 
R’(u, s)= c ker(Df(u) - Z,,), (u, S)E U x R; (3.3.2) 
t (i T)>O 
see Freisttihler [ 181 for a straightforward calculation showing that this is 
equivalent to the well-posedness of the linearization of (1.1) about (1.3). In 
the present case we have 
ker(Df(u*)-i.“(u*)I,)= Ll, 
ker(Qf‘(u* ) - E-Z,) c L, if i.#i.“(u’). 
(3.3.3) 
XWR7;2-2 
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Since (2.15) yields %“(u-)>s, lU(u+)<s, we get 
L’cR+(u-,s)+R-(u+,s), 
R-(u-,s)+R+(u+,s)+[W(u+ -u-)cL, 
(3.3.4) 
which contradicts (3.3.1). So the discontinuity is not linearly stable. 
Consider now n * = dim R * (U -, s) + dim R T (U +, s). Since in the present 
situation I.” is (m - 1 )-fold and, locally, all other eigenvalues keep away 
from s, we have by (2.15) 
n’=nf(m- 1). (3.3.5) 
To check formally for the shock inequalities (which of course were not 
invented for cases like this), observe that they can be stated in the form 
n’=n+l. (3.3.6) 
This holds if and only if m = 2; for m > 2 less than n - 1 characteristics 
leave the discontinuity on either side. 
4. THE SITUATION NEAR SYMMETRY INVARIANT POINTS 
The first task here is again to make an appropriate genericity assump- 
tion. Let u0 be a symmetry invariant point, i.e., u0 E C with 
C={u~U:O~=~forallO~O(m)}=UnM-={(x,y)EU:x=O} (4.1) 
the center of symmetry. Since by (2.7), (2.8) 
M=W”x {0} =R”(uo)cker(Df(uO)--I”(u,)I,), (4.2) 
the eigenvalue i” has multiplicity at least m at points in C. Remember that 
f is determined by f from (2.5). If fi(. , .) is an eigenvalue of DA i( 1.1, .) 
is an eigenvalue of DJ This way all eigenvalues of Df can be recovered 
except for I”, which is identified as 
%“(.,.)=Z(T(I.)J. (4.3) 
On the other hand, at points in C = { (0, y) E I!?}, 2 is also an eigenvalue 
of D$ This follows by differentiation of (2.6) and is also geometrically 
evident through (4.2). Thus there exists a continuous eigenvalue 1’ of Dx 
which, defined on all of U, coincides on C with 2. An eigenvalue II’ of Df 
is associated with ir via 
ny., .)=P(I*I, .). (4.4) 
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Note that because of the symmetry jr, %’ cannot be genuinely nonlinear 
at C and 6, respectively. We are ready to state the assumption on f at 
u0 E C in terms of generic properties of 3 that are to hold locally near the 
corresponding &, E C : 
Assumption of Genericity (at Symmetry Invariant Points). Near zi,, the 
following statements are true: The system induced by 3 is strictly hyper- 
bolic. The (unique) eigenvalue i:’ is genuinely nonlinear outside C. All 
remaining eigenvalues of Qr are genuinely nonlinear. 
First observe that this assumption implies that, near uO, i”(n) = J’(u) if 
and only if UE C, and, so, that i”(u) has multiplicity m - 1 for U$ C, 
whereas this multiplicity is m for UE C. (This has been proved in 
Freistiihler [16, Lemma 3.11.) Especially, for any symmetry leaf x near u0 
of sufficiently small positive radius, the Assumption of Genericity as stated 
in Section 2 is satisfied. As a consequence of this, also the last sentence of 
the Theorem is proved now. 
Next, we turn to the Remark. It remains to make precise and prove its 
statement involving Liu’s condition (E). To formulate (E), associate with 
any state u- E U its Hugoniot locus 
X(u )= {UE U: there is a aellJ’ such that f(u)-f(u-)=a(~-u-)}. 
(4.5) 
Obviously, on H(u - )\{ u- } the scalar 0 appearing in (4.5) is a uniquely 
defined continuous function. If the system under consideration is strictly 
hyperbolic and u - and u + E S(u- )\ { u - ) are close to each other, then 
there is a locally unique (non-self-intersecting) curve Z c &‘(u - ) joining 
u- to u+. The discontinuity (1.3) is said to satisfy condition (E) [in its 
strict version] if gI (Z\{u- }) attains a [strict] minimum at u+. It is not 
at all obvious whether and how this condition should be applied to non- 
strictly hyperbolic systems. In the present context, however, we do so in the 
following technical sense. With L a subspace as in Lemma 1, take e E S”’ ’ 
such that L = IWe x IWk and consider the linear bijection 
l:R”+‘+L, C-t Y)- t-k Y). (4.6) 
With any solution i of the hyperbolic system induced by the flux function 
3 associate the solution lo ii of (1.1). Obviously this assignment establishes 
a one-to-one correspondence between all solutions of the system induced 
by 3 and all L-valued solutions of (1.1). Any small L-valued discontinuity 
(1.3)-i.e., u-, u+ EL are sufficiently near u,, E C-may be said to satisfy 
(E) if the corresponding discontinuous solution to the system induced by 
3 does. We have thus given the statement of the Remark a precise meaning. 
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For the proof, we have to refer the reader to Sect. 3.2 of [ 161, where the 
Hugoniot locus of points U- # C near u,, and the behavior of the corre- 
sponding function -u: s(u- )\{ u- > have been studied in detail: Lemma 3.3 
of that paper and a remark at the end of its Section 3.3 prove that, in this 
context, (E), as understood in the above sense, is violated. To see this, it 
suffices to observe that the discontinuities that are being investigated here 
correspond, in the notation used in that paper, to cases GE&’ with 
parameter values z E ( - rO, ri). This completes the proof of the Remark. 
For the proofs of Corollaries 1 and 2 we need 
PROPOSITION 3. Let L be a subspace as in Lemma 1 and U,, a sufficiently 
small neighborhood of a point USE C at which f is generic. For 
u-3 u+ E U, n L, the Riemann problem (l.l), (1.8) has a (unique piecewise 
smooth, centered) L-valued solution such that all discontinuities in the solu- 
tion have a viscous profile; also they all satisfy (E). 
Proof of Proposition 3. The Riemann problem of the system with flux 
function f is accessible to the theory of Liu [6]. So it has a (unique) solu- 
tion whose discontinuities satisfy (E). Actually, as is very easy to check, 
they satisfy (E) in its strict version. Thus, by [ 10, Theorem 3.11 all these 
discontinuities have viscous profiles with respect to the corresponding 
viscosity 8 = I- ‘(B 0 1)l. Proposition 3 follows on transforming this solution 
and these profiles via I into L-valued solution and profiles that belong to 
the original systems. 
Proof of Corollary 1. Choose a leaf x c U,, of positive radius and states 
u+ = u* (2) as in Lemma 1 with small 7 > 0. Then, by all the above, 
(1.3) is a solution which admits a viscous profile. Since this L-valued 
discontinuity violates (E), this solution is different from the one established 
in Proposition 3. 
Proof of Corollary 2. Continue to consider these two solutions to the 
same initial data. Of course, one of them is a vanishing viscosity limit since 
it has a viscous profile. By the general assumption that Corollary 2 makes 
on solutions constructed by Liu’s procedure, the other one, too, is a 
vanishing viscosity limit. 
APPENDIX A: STRICT STABILITY FOR 
ROTATIONALLY INVARIANT SYSTEMS 
We have relied on the fact that strict stability implies the algebraic 
condition (2.1). For strictly hyperbolic systems, strict stability and (2.1) are 
equivalent, as has been proved in Majda and Pego [lo]. With rotationally 
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invariant systems, however, strictness is lost: the eigenvalue 1” is at least 
(m - 1 )-fold everywhere in the state space, and it is at least m-fold at sym- 
metry invariant points. The small gap opening here at first sight is closed 
by the trivial observation that those parts of the proof in [lo] which 
demonstrate that (2.1) is a consequence of strict stability do not at all refer 
to simplicity of eigenvalues of A. 
For completeness, we use this occasion to demonstrate briefly that 
(2.1) is also suffkient for strict stability in the situation we have been 
considering. Altogether we have 
LEMMA A. For generically rotationally invariant systems, (2.1) is eyuiva- 
lent to strict stability. 
Proof of Lemma A. We assume generic rotational invariance of (1.1 ), 
(1.2), fix u = (x, y) E U, and set 
G(O) = B(u,,) sin 0 + iA cos 0, eE R. (A.1 1 
It is easy to see that the only point where strict hyperbolicity is used in the 
proof by Majda and Pego of the corresponding statement in that context 
[ 10, Theorem 2.11 is in demonstrating 
PROPERTY 1. For small 0 there exist smooth eigenvalues uLk (tI) of G(U), 
with ~~(0) = ii., (u,), and corresponding linearly independent eigenvectors 
e,(e) ofG(@ 
The existence of such pk. ek is obvious for those k for which &(U) is 
a simple eigenvalue of A(u). So, we may restrict attention to the only 
multiple eigenvalue i.“(u) of A(u), the multiplicity of which will be 
denoted by &. (Obviously, 61 = m if u E C, and 61 = m - 1 if u # C. ) Thus 
in order to prove Property 1, and so Lemma A, it suffices to show 
PROPERTY 2. For small 0 E R, there exist a smooth eigenvalue u”(6) yf 
G( 0), with p”(O) = ii.“(u), and a corresponding smoothly varying eigenspace 
E”(8) of G(B) with dim E”(B) = 61. 
The proof of this can be reduced to that of 
PROPERTY 3. For small 0 E R, there exist a smooth eigenvalue u”(0) of 
G( fI), with p”(O) = ii.*(u), and a corresponding smoothI-y varying eigenvector 
e”(0) of G(8), with 
~.deW)4 RX. (A.2) 
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Proof of Property 3. The eigenspace of G(0) = iA corresponding to 
ii”(u) is 
E”(O) = ker(A(u) - I”Z,,) = R”(u) = {x}’ x (0). (A.3) 
Choosean~~W”\{O} withx.x=OandsetS=span(x,x}xRk.By(2.2), 
(2.3) the restrictions Gs(8) = G(8) 1 S leave S invariant. By (A.3), ii.“(u) is 
a simple eigenvalue of G,(O) and (2, 0) is a corresponding eigenvector. 
Thus there exists a smooth eigenvalue ~“(0) of G,(8) and a corresponding 
eigenvector e”(0) E S, which are continuations: 
p”(O) = ii.“(u), es(O) = (X,0). (A.4) 
Of course, p”, e0 are also an eigenvalue and an eigenvector of G itself. 
Moreover, (A.4) implies n,(e”(O)) 4 Rx, which yields (A.2) by continuity. 
Proof of Property 2. By (2.2), (2.3) G has the invariance property 
G(8)0= oG(e) for all 0 E 0, (A.5) 
with 0, = { 0 E O(n) : 0 E O(m) and Ox = x}. Thus any eigenspace E(8) of 
G(0) is invariant under all rotations 0 E 0,. So 
nCM(E(e)) $ Rxadim E(0)afi. (A.6) 
Now,.with ea being the eigenvector whose existence Property 3 establishes, 
set 
E”(e) = Iwo, e”(e), (A.7) 
the linear hull of the orbit of e”(0) under 0,. By (A.6) dim E”(8) > fi. Since 
dim E”(0) = fi and dimensions of eigenspaces are upper semicontinuous, 
we have dim E”(8) = fi for all small 0. 
APPENDIX B: PROOF OF THE AUXILIARY LEMMA 
(i) Assume for the moment that u is linear. Thus the rest point is the 
origin. R“ decomposes into two invariant subspaces S-, S+ such that all 
eigenvalues of the linear map u- = u 1 S have negative real parts and all 
eigenvalues of u + = 0 I S+ have positive real parts. Choose an ellipsoid 
E+ c S+ centered at 0 such that U+ points strictly out of E+ everywhere 
(i.e., makes an acute angle with the outer normal to E+ ). For the existence 
of such an E+ see, e.g., [S, p. 1461. Analogously, let E- c S- be an 
ellipsoid such that u- points strictly into E- everywhere. Define V’ c S+, 
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V c S- as the sets of all points inside or on E+, E -. Set V= V- + V+ 
and distinguish the parts 
(al’) =E + I’+, (al’)+ = V- + E’ (B.1) 
of its boundary; it is obvious that JV = (aV)- u(ZV)+. For z+ E E+ let 
H,+,+ c S’ be the open half-space of all vectors that point strictly out of 
V+ at z+. Similarly, for z E (a V) +, let Hz c R” consist of all vectors that 
point strictly out of V at z. For any z E (6 V) + we find, on decomposing 
z=z +z+ withz ES ,z+ES+: 
t.(-‘)=u-(z )+u+(z+)~S- + H,++ =H+. (B.2) 
Thus the continuous function z H D(Z). E+(Z) is positive on the compact 
domain ((? V) + . This yields (3.2.12) in the case of a + -sign. The case of the 
--sign is completely analogous. Thus V has all properties the lemma 
asserts. Actually, all V, =&If, E > 0, have the same properties, with a& 
instead of a in (3.2.12). This is true since u is linear. 
(ii) Consider now an arbitrary field 6: Rd+ R“ with rest point at the 
origin, without loss of generality. Assume u is its linearization: 
BY (i) 
C(z) - u(z) = O( IZI ‘). (B.3) 
~(z).e’(z)>ac for all zo(aV,)*. (B.4) 
This, together with (B.3), yields 
t7(z).e*(z)>a~-O(c~) forall ZE(C?V,)*. (B.5) 
Thus, constants sO, d > 0 can be found such that, with 8= V,, 
C(z).e*(z)>d for all ;E (I?B)*. 03.6) 
Observe also that r can be chosen arbitrarily small by taking E”, 6 
sufficiently small. Dropping the tilde we arrive at the assertions of the 
Auxiliary Lemma. 
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