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Abstract
This paper deals with a new kind of generalized functions, called
”ultrafunctions” which have been introduced recently [5] and developed
in [10] and [11]. Their peculiarity is that they are based on a Non-
Archimedean field namely on a field which contains infinite and infinitesi-
mal numbers. Ultrafunctions have been introduced to provide generalized
solutions to equations which do not have any solutions not even among the
distributions. Some of these applications will be presented in the second
part of this paper.
Keywords. Non Archimedean Mathematics, Non Standard Analysis,
ultrafunctions, generalized solutions, critical points, differential operator,
boundary value problem, material point.
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1 Introduction
In many circumstances, the notion of function is not sufficient to the needs
of a theory and it is necessary to extend it. We can recall, for example, the
heuristic use of symbolic methods, called operational calculus. A basic book
on operational calculus was Oliver Heaviside’s Electromagnetic Theory of 1899
[18]. Since justifications were not rigorous, these methods had a bad reputation
among the pure mathematics. The professional mathematicians accepted for the
first time a notion of generalized function with the introduction of the Lebesgue
integral. An integrable function, in Lebesgue’s theory, is equivalent to any other
which is the same almost everywhere. This means that its value at a given
point is meaningless and the centrality of the concept of function was replaced
by that of ”equivalence classes of functions”. Further, very important steps
in this direction have been the introduction of the weak derivative and of the
Dirac Delta function. The theory of Dirac and the theory of weak derivatives
where unified by Schwartz in the beautiful theory of distributions (see e.g. [26]
and [27]), also thanks to the previous work of Leray and Sobolev. Among
people working in partial differential equations, the theory of Schwartz has been
accepted as definitive (at least until now), but other notions of generalized
functions have been introduced by Colombeau [13] and Mikio Sato [24], [25].
This paper deals with a new kind of generalized functions, called ”ultrafunc-
tions”, which have been introduced recently in [5] and developed in [10] and [11].
The peculiarity of ultrafunctions is that they are based on the Non-Archimedean
Mathematics (NAM). NAM is mathematics on fields which contain infinite and
infinitesimal numbers (Non-Archimedan fields). In the years around 1900, NAM
was investigated by prominent mathematicians such as Du Bois-Reymond [14],
Veronese [28], David Hilbert [19] and Tullio Levi-Civita [21], but then it has
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been forgotten until the ’60s when Abraham Robinson presented his Non Stan-
dard Analysis (NSA) [23]. We refer to Ehrlich [15] for a historical analysis of
these facts and to Keisler [20] for a very clear exposition of NSA.
The ultrafunctions have been introduced to provide generalized solutions to
equations which do not have any solutions not even among the distributions.
The main peculiarities of ultrafunctions, as presented in this paper, are the
following:
• the ultrafunctions are functions which take their value in R∗, which is a
Non Archimedean field containing R; this field is a nonstandard extension
of R (cf. e.g. [20]);
• any real integrable function f : Ω → R (Ω ⊆ RN ) can be extended to an
ultrafunction
f˜ : Ω∗ → R∗,
where Ω ⊂ Ω∗ ⊂ (R∗)N ;
• to any distribution T ∈ D′ (Ω) we can associate an ultrafunction
T˜ : Ω∗ → R∗
such that, ∀ϕ ∈ D (Ω) ,
〈T, ϕ〉 =
∫ ∗
T˜ (x)ϕ˜(x)dx,
where
∫ ∗
is a suitable extension of the definite integral to the ultrafunc-
tions;
• any functional J defined on a function space V (Ω) can be extended to a
functional J˜ defined on a ultrafunction space VΛ(Ω) ⊃ V (Ω); moreover, if
J is coercive, J˜ has a minimum in VΛ(Ω);
• any linear or nonlinear differential operator A(u) defined on a suitable
function space V (Ω) can be extended to an operator
A˜ : VΛ(Ω)→ VΛ(Ω)
and the equation
A˜(u) = f˜
might have a solution in VΛ(Ω) even if the equation A(u) = f has no
solution in V (Ω);
• the main strategy to prove the existence of generalized solutions in the
space of ultrafunctions is relatively simple; it is just a variant of the Faedo-
Galerkin method.
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The theory of ultrafunctions makes a large use of the techniques of NSA.
However, our approach to Non Archimedean Mathematics is quite different from
the spirit of Nonstandard Analysis: there are two main differences, one in the
aims and one in the methods.
Let us examine the difference in the aims. We think that infinitesimal and
infinite numbers should not be considered just as entities living in a parallel uni-
verse (the nonstandard universe) which are only a tool to prove some statement
relative to our universe (the standard universe). On the contrary, we think that
they are mathematical entities which have the same status of the others and
can be used to build models as any other mathematical entity. Actually, in our
opinion, the advantages of a theory which includes infinitesimals rely more on
the possibility of making new models rather than in the proving techniques. Our
papers [7] and [8], as well as this one, are inspired by this principle. Actually,
this point of view is not completely new: e.g., in the seventies and the first years
of the eighties some mathematical models involving infinitesimals for economics
and phisics have been constructed (see e.g. [12] and [16]).
As far as the methods are concerned, we introduce a non-Archimedean field
via a new notion of limit (the Λ-limit, see section 2.2). In general, the Λ-limit
of a sequence of ”mathematical entities” is a new object which preserves most
of the properties of the ”approximating objects”. This kind of new objects are
called internal and, in general, they are not present in the usual Mathematics.
Infinite and infinitesimal numbers, as well as the ultrafunctions, are internal
objects. Moreover, this notion of limit allows us to make a very limited use of
the formal logic: the Transfer Principle (or Leibnitz Principle) is given by Th.
11 and it is not necessary to introduce a formal language.
Moreover, another difference between our approach and the traditional one is
that we do not assume the existence of two distinct mathematical universes.
This idea is shared with the Nelson’s approach to NSA called Internal Set
Theory (see [22]). Nevertheless, our theory and IST have many differencies:
e.g., in IST it is postulated the existence of infinitesimal elements in R itself,
while we do not change the nature of this set.
1.1 Notations
Let Ω be a subset of RN ; in concrete cases Ω will be an open set or the closure
of an open set: then
• F (Ω, E) denotes the set of the functions defined in Ω with values in E;
• F (Ω) denotes the set of the real functions defined in Ω;
• C
(
Ω
)
denotes the set of real continuous functions defined on Ω;
• C0
(
Ω
)
denotes the set of real continuous functions on Ω such that u(x) = 0
on ∂Ω;
• Ck (Ω) denotes the set of real functions defined on Ω ⊂ RN which have
continuous derivatives up to the order k;
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• D (Ω) denotes the set of infinitely differentiable real functions with com-
pact support defined on Ω ⊂ RN ; D′ (Ω) denotes the topological dual of
D (Ω), namely the space of distributions on Ω;
• W 1,p(Ω) is the usual Sobolev space defined as the set of functions u ∈
Lp (Ω) such that ∇u ∈ Lp (Ω) ;
• H1(Ω) =W 1,2(Ω);
• W 1,p0 (Ω) is the closure of D (Ω) in W
1,p(Ω);
• H10 (Ω) =W
1,2
0 (Ω);
• H−1(Ω) is the topological dual of H10 (Ω).
2 Λ-theory
In this section we present the basic notions of Non Archimedean Mathematics
and of Nonstandard Analysis following a method inspired by [6] (see also [3],
[4], [5] and [10]).
2.1 Non Archimedean Fields
Here, we recall the basic definitions and facts regarding Non Archimedean fields.
In the following, K will denote an ordered field. We recall that such a field
contains (a copy of) the rational numbers. Its elements will be called numbers.
Definition 1 Let K be an ordered field. Let ξ ∈ K. We say that:
• ξ is infinitesimal if, for all positive n ∈ N, |ξ| < 1
n
;
• ξ is finite if there exists n ∈ N such that |ξ| < n;
• ξ is infinite if, for all n ∈ N, |ξ| > n (equivalently, if ξ is not finite).
Definition 2 An ordered field K is called Non-Archimedean if it contains an
infinitesimal ξ 6= 0.
It’s easily seen that all infinitesimal are finite, that the inverse of an infinite
number is a nonzero infinitesimal number, and that the inverse of a nonzero
infinitesimal number is infinite.
Definition 3 A superreal field is an ordered field K that properly extends R.
It is easy to show, due to the completeness of R, that there are nonzero
infinitesimal numbers and infinite numbers in any superreal field. Infinitesimal
numbers can be used to formalize a new notion of ”closeness”:
Definition 4 We say that two numbers ξ, ζ ∈ K are infinitely close if ξ − ζ is
infinitesimal. In this case we write ξ ∼ ζ.
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Clearly, the relation ”∼” of infinite closeness is an equivalence relation.
Theorem 5 If K is a superreal field, every finite number ξ ∈ K is infinitely
close to a unique real number r ∼ ξ, called the shadow or the standard part
of ξ.
Given a finite number ξ, we denote its shadow as sh(ξ), and we put sh(ξ) =
+∞ (sh(ξ) = −∞) if ξ ∈ K is a positive (negative) infinite number.
2.2 The Λ-limit
In this section we will introduce a superreal field K and we will analyze its main
properties by mean of the Λ-theory (for complete proofs, the reader is referred
to [5], [10]).
We set
L = Pω(R
N );
where Pω(R
N ) denotes the family of finite subsets of RN . We will refer to L
as the ”parameter space”. Clearly (L,⊂) is a directed set. We recall that a
directed set is a partially ordered set (D,≺) such that, ∀a, b ∈ D, ∃c ∈ D such
that
a ≺ c and b ≺ c.
A function ϕ : D → E defined on a directed set will be called net (with values
in E). A net ϕ is the generalization of the notion of sequence and it has been
constructed in such a way that the Weierstrass definition of limit makes sense:
if ϕλ is a real net, we have that
lim
λ→∞
ϕλ = L
if and only if
∀ε > 0 ∃λ0 > 0 such that, ∀λ > λ0, |ϕλ − L| < ε. (1)
The key notion of the Λ-theory is the Λ-limit. Also the Λ-limit is defined for
real nets but differs from the limit defined by (1) mainly for the fact that there
exists a Non Archimedean field in which every real net admits a limit.
Now, we will present the notion of Λ-limit axiomatically:
Axioms of the Λ-limit
• (Λ-1) Existence Axiom. There is a superreal field K ⊃ R such that every
net ϕ : L→ R has a unique limit L ∈ K (called the ”Λ-limit” of ϕ.) The
Λ-limit of ϕ will be denoted as
L = lim
λ↑Λ
ϕ(λ).
Moreover we assume that every ξ ∈ K is the Λ-limit of some real function
ϕ : L→ R.
6
• (Λ-2) Real numbers axiom. If ϕ(λ) is eventually constant, namely
∃λ0 ∈ L, r ∈ R such that ∀λ ⊃ λ0, ϕ(λ) = r, then
lim
λ↑Λ
ϕ(λ) = r.
• (Λ-3) Sum and product Axiom. For all ϕ, ψ : L→ R:
lim
λ↑Λ
ϕ(λ) + lim
λ↑Λ
ψ(λ) = lim
λ↑Λ
(ϕ(λ) + ψ(λ)) ;
lim
λ↑Λ
ϕ(λ) · lim
λ↑Λ
ψ(λ) = lim
λ↑Λ
(ϕ(λ) · ψ(λ)) .
The proof that this set of axioms {(Λ-1),(Λ-2),(Λ-3)} is consistent can be
found e.g. in [5] or in [11].
2.3 Natural extension of sets and functions
The notion of Λ-limit can be extended to sets and functions in the following
way:
Definition 6 Let Eλ, λ ∈ L, be a family of sets in RN . We pose
lim
λ↑Λ
Eλ :=
{
lim
λ↑Λ
ψ(λ) | ψ(λ) ∈ Eλ
}
.
A set which is a Λ-limit is called internal. In particular, if ∀λ ∈ L, Eλ = E,
we set limλ↑Λ Eλ = E
∗, namely
E∗ :=
{
lim
λ↑Λ
ψ(λ) | ψ(λ) ∈ E
}
.
E∗ is called the natural extension of E.
Notice that, while the Λ-limit of a constant sequence of numbers gives this
number itself, a constant sequence of sets gives a larger set, namely E∗. In
general, the inclusion E ⊆ E∗ is proper.
This definition, combined with axiom (Λ-1), entails that
K = R∗.
Given any set E, we can associate to it two sets: its natural extension E∗
and the set Eσ, where
Eσ = {x∗ | x ∈ E} . (2)
Clearly Eσ is a copy of E; however it might be different as set since, in
general, x∗ 6= x. Moreover Eσ ⊂ E∗ since every element of Eσ can be regarded
as the Λ-limit of a constant sequence.
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Definition 7 Let
fλ : Eλ → R, λ ∈ L,
be a family of functions. We define a function
f :
(
lim
λ↑Λ
Eλ
)
→ R∗
as follows: for every ξ ∈ (limλ↑Λ Eλ) we pose
f (ξ) := lim
λ↑Λ
fλ (ψ(λ)) ,
where ψ(λ) is a net of numbers such that
ψ(λ) ∈ Eλ and lim
λ↑Λ
ψ(λ) = ξ.
A function which is a Λ-limit is called internal. In particular if, ∀λ ∈ L,
fλ = f, f : E → R,
we set
f∗ = lim
λ↑Λ
fλ.
f∗ : E∗ → R∗ is called the natural extension of f.
2.4 Hyperfinite sets and hyperfinite sums
Definition 8 An internal set is called hyperfinite if it is the Λ-limit of a net
ϕ : L→ Fin where Fin is a family of finite sets.
For example the set
lim
λ↑Λ
λ
is hyperfinite; this set will be denoted by Λ. By its definition we have that
Λ =
{
lim
λ↑Λ
xλ | xλ ∈ λ
}
.
It is possible to add the elements of an hyperfinite set of numbers (or vectors)
as follows: let
A := lim
λ↑Λ
Aλ
be an hyperfinite set of numbers (or vectors); then the hyperfinite sum of the
elements of A is defined in the following way:∑
a∈A
a = lim
λ↑Λ
∑
a∈Aλ
a.
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In particular, if Aλ =
{
a1(λ), ..., aβ(λ)(λ)
}
with β(λ) ∈ N, then setting
β = lim
λ↑Λ
β(λ) ∈ N∗
we use the notation
β∑
j=1
aj = lim
λ↑Λ
β(λ)∑
j=1
aj(λ).
2.5 Qualified sets
As one can expect, if two nets ϕ, ψ are equal on a ”qualified” subset of L then
they share the same Λ-limit. The notion of ”qualified” subset of L can be
precisely defined in the following.
If Q ⊂ L and ϕ : Q→ E, the following notation is quite useful:
Λ- lim
λ∈Q
ϕ(λ) := lim
λ↑Λ
ϕ˜(λ)
where
ϕ˜(λ) =
{
ϕ(λ) for λ ∈ Q,
∅ for λ /∈ Q.
Clearly, taking Q = L , we have that
Λ- lim
λ∈L
ϕ(λ) = lim
λ↑Λ
ϕ(λ).
In general, it is not difficult to prove that, for any set Q ⊂ L, it can occur
only one of the two following possibilities:
Λ- lim
λ∈Q
ϕ(λ) = lim
λ↑Λ
ϕ(λ), or
Λ- lim
λ∈Q
ϕ(λ) = ∅.
We use this notation to introduce the notion of qualified set:
Definition 9 We say that a set Q ⊂ L is qualified if, for every net ϕ, we have
that
Λ- lim
λ∈Q
ϕ(λ) = lim
λ↑Λ
ϕ(λ).
By the above definition we have that the Λ-limit of a net ϕ depends only
on the values that ϕ takes on a qualified set. It is easy to see that (nontrivial)
qualified sets exist. For example, by (Λ-2), we can deduce that, for every λ0 ∈ Λ,
the set
Q (λ0) := {λ ∈ Λ | λ0 ⊆ λ}
is qualified. The family of qualified sets U satisfies the following assumptions.
Proposition 10 The family of qualified sets forms a non principal ultrafilter
U , namely:
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1. if Q ∈ U and Q ⊂ R, then R ∈ U ;
2. if Q and R ∈ U , then Q ∩R ∈ U ;
3. if Q ∈ U , then Q is infinite;
4. Q ∈ U if and only if L\Q /∈ U .
The notion of qualified set allows to state Theorem 11, which is a sort of
”weak form” of the Transfer (or Leibnitz) Principle (see e.g. [20]):
Theorem 11 (Transfer Principle - weak form) Let R be a relation and
let ϕ, ψ be two nets. Then the following statements are equivalent:
• there exists a qualified set Q such that
∀λ ∈ Q, ϕ(λ)Rψ(λ);
• we have (
lim
λ↑Λ
ϕ(λ)
)
R∗
(
lim
λ↑Λ
ψ(λ)
)
.
Proof. It is an immediate consequence of the definition of qualified set.
3 Ultrafunctions
In this section, we will recall the notion of ultrafunction and we will analyze its
first properties.
3.1 Definition of Ultrafunctions
Let Ω be a set in RN and let V (Ω) be a function vector space such that D(Ω) ⊆
V (Ω) ⊆ C0(Ω) ∩ L1(Ω) ∩ L2(Ω). We denote by
{ea}a∈Ω
a Hamel basis of V (Ω).We recall that a Hamel basis of V (Ω) has the continuoum
cardinality and hence we can use the points of Ω as indices for this basis. For
any λ ∈ L, we set
Vλ(Ω) = Span {ea | a ∈ λ} .
Definition 12 Given the function space V (Ω) we set
VΛ(Ω) := lim
λ↑Λ
Vλ(Ω).
VΛ(Ω) will be called the space of ultrafunctions generated by V (Ω).
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Remark 13 Sometimes, for grafic reasons, we will write [V (Ω)]Λ instead of
VΛ(Ω); for example, if V (Ω) = C1(Ω) ∩ C0(Ω) ∩ L1(Ω) ∩ L2(Ω), it makes sense
to write
VΛ(Ω) =
[
C1(Ω) ∩ C0(Ω) ∩ L1(Ω) ∩ L2(Ω)
]
Λ
.
In the applications, V kΛ (Ω) (or simply V
k(Ω)) will denote the space of ultrafunc-
tions generated by Ck(Ω) ∩ C0(Ω) ∩ L1(Ω) ∩ L2(Ω), namely
V kΛ (Ω) =
[
Ck(Ω) ∩ C0(Ω) ∩ L1(Ω) ∩ L2(Ω)
]
Λ
.
So, given any vector space of functions V (Ω), we have the following three
properties:
1. the ultrafunctions in VΛ(Ω) are Λ-limits of functions in Vλ;
2. the space of ultrafunctions VΛ(Ω) is a vector space of hyperfinite dimen-
sion, since it is a Λ-limit of a net of finite dimensional vector spaces;
3. VΛ(Ω) includes V (Ω).
Hence the ultrafunctions are particular internal functions
u : Ω∗ → R∗.
By definition, the dimension of VΛ(Ω) (that we denote by n) is equal to the
internal cardinality of any of its bases, and the following formula holds:
n = lim
λ↑Λ
dim(Vλ(Ω)) = lim
λ↑Λ
card (λ) = card∗ (Λ) . (3)
Remark 14 Notice that the natural extension f∗ of a function f is an ultra-
function if and only if f ∈ V (Ω).
Proof. Let f ∈ V (Ω). Then, eventually, f ∈ Vλ and hence
f∗ = lim
λ↑Λ
f ∈ lim
λ↑Λ
Vλ(Ω) = VΛ(Ω).
Conversely, if f /∈ V (Ω) then by the Transfer Principle (Th. 11) it follows
that f∗ /∈ V ∗(Ω) and, since VΛ(Ω) ⊂ V ∗(Ω), this entails the thesis.
Since VΛ(Ω) ⊂
[
L2(R)
]∗
, we can equip VΛ(Ω) with the following scalar
product:
(u, v) =
∫ ∗
u(x)v(x) dx,
where
∫ ∗
is the natural extension of the Lebesgue integral considered as a func-
tional ∫
: L1(Ω)→ R.
The norm of an ultrafunction will be given by
‖u‖ =
(∫ ∗
|u(x)|2 dx
) 1
2
.
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3.2 Delta and Sigma Basis
In this section we introduce two particular bases for VΛ (Ω) and we study their
main properties. We start by defining the Delta ultrafunctions :
Definition 15 Given a point q ∈ Ω
∗
, we denote by δq(x) an ultrafunction in
VΛ (Ω) such that
∀v ∈ VΛ(Ω),
∫ ∗
v(x)δq(x)dx = v(q). (4)
δq(x) is called Delta (or the Dirac) ultrafunction centered in q.
Let us see the main properties of the Delta ultrafunctions:
Theorem 16 We have the following properties:
1. For every q ∈ Ω∗ there exists an unique Delta ultrafunction centered in q;
2. for every a, b ∈ Ω∗ δa(b) = δb(a);
3. ‖δq‖
2
= δq(q);
4. if {ej}j∈J is an orthonomal basis of VΛ(Ω) then, for every q ∈ Ω
∗
δq(x) =
∑
j∈J
ej(q)ej(x).
Proof. See [11].
Now we will recall some basic facts of linear algebra which will be used later.
Given a basis {ej} in a finite dimensional vector space V, the dual basis of {ej}
is the basis
{
e′j
}
of the dual space V ′ defined by the following relation:
e′j [ek] = δjk.
If V has a scalar product (· | ·) then V and V ′ can be identified and hence the
dual basis
{
e′j
}
is characterized by the following relation:(
e′j | ek
)
= δjk.
The notion of dual basis allows to give the following definition:
Definition 17 A Delta-basis {δa(x)}a∈Σ (Σ ⊂ Ω
∗) is a basis for VΛ(Ω) whose
elements are Delta ultrafunctions. Its dual basis {σa(x)}a∈Σ is called Sigma-
basis. The set Σ ⊂ Ω∗ is called set of independent points.
So a Sigma-basis is characterized by the fact that, ∀a, b ∈ Σ,∫ ∗
δa(x)σb(x)dx = δab. (5)
It is not difficult to prove the existence of a Delta-basis ([11]). We will list
some properties of Delta- and Sigma-bases (for the proof see [11]):
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Theorem 18 A Delta-basis {δq(x)}q∈Σ and its dual basis {σq(x)}q∈Σ satisfy
the following properties:
1. if u ∈ VΛ(Ω), then
u(x) =
∑
q∈Σ
(∫ ∗
σq(ξ)u(ξ)dξ
)
δq(x);
2. if u ∈ VΛ(Ω), then
u(x) =
∑
q∈Σ
u(q)σq(x); (6)
3. if two ultrafunctions u and v coincide on a set of independent points then
they are equal;
4. if Σ is a set of independent points and a, b ∈ Σ then σa(b) = δab;
5. for any q ∈ Ω∗ σq(x) is well defined.
3.3 Extensions of functions, functionals and operators
A measurable function f can be identified with an element of the dual space of
V (Ω) provided that, ∀v ∈ V (Ω), fv is integrable. In this case, we will write
f ∈ V ′(Ω). Every function f ∈ V ′(Ω) can be extended to an ultrafunction
f˜ ∈ VΛ(Ω) just setting
f˜ (x) =
∑
a∈Σ
(∫ ∗
f∗δadx
)
σa(x). (7)
The integral
∫ ∗
f∗δadxmakes sense since δa ∈ VΛ(Ω) ⊂ V (Ω)∗ and f∗ ∈ V ′(Ω)∗.
Notice that in general f˜ (x) 6= f∗(x); actually, the equality holds if and only if
f ∈ V (Ω).
Example: If Ω is bounded then every function in L1(Ω) can be extended
to an ultrafunction f˜ ∈ VΛ(Ω), since L1(Ω) ⊂ C′(Ω) ⊂ V ′(Ω).
Remark 19 If f ∈ L2(Ω) then f˜ is nothing else but the orthogonal projection
of f∗ on VΛ(Ω). More in general, f˜ (x) is the only function in VΛ(Ω) such that
∀v ∈ V (Ω),
∫ ∗
f˜(x)v(x)dx =
∫ ∗
f(x)v(x)dx.
A discussion on the previous remark can be found in [11].
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Remark 20 The formula (7) is not the only way to identify an ultrafunction
with a standard function: an other possible way is the following:
f 7→
∑
a∈Σ
f(a)σa(x) (8)
Notice that (7) and (8) are equal if and only if f ∈ V (Ω). The identification (8)
is studied in detail in [9], where it is used to construct an algebra of ultrafunc-
tions with good properties of coherence w.r.t. distributions. However, for the
applications presented here, the identification (7) seems better.
If
J : V (Ω)→ R
is a functional then the restriction of J∗ to VΛ(Ω) is well defined and we will
denote it by
J˜ : VΛ(Ω)→ R
∗.
Now let
A : V (Ω)→W (Ω)
be an operator between function spaces. If W (Ω) ⊂ V ′(Ω)∗, it is possible to
extend this operator to an operator between ultrafunctions
A˜ : VΛ(Ω)→ VΛ(Ω),
defining A˜(u) as the only ultrafunction such that, ∀ϕ ∈ VΛ(Ω),∫ ∗
A˜(u)ϕ dx =
∫ ∗
A∗(u)ϕ dx.
Notice that, by definition, if u ∈ V (Ω)σ then A˜(u) = A˜(u).
For example, if V (Ω) ⊂ C1([a, b]) and ∂ is the usual derivative, we can define
the ”generalized” derivative D : VΛ(Ω) → VΛ(Ω) as follows: ∀ϕ ∈ VΛ(Ω) we
pose ∫ ∗
Duϕ dx =
∫ ∗
(∂u)
∗
ϕdx =
∫ ∗
(u′)
∗
ϕdx.
It is easy to check that D is the only operator on C1([a, b]) such that, for every
u, v ∈
[
C1([a, b])
]
Λ
, we have∫ ∗
Duϕ dx = [uϕ]
b
a −
∫ ∗
uDϕ dx. (9)
Let us finally observe that if both f, ∂f ∈ V (Ω) then
Df = (∂f)
∗
. (10)
Notice that, from now on, D will denote the ultrafunction derivative, while we
will denote by ∂ the usual derivative or the weak derivative in the sense of
distributions.
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3.4 Distributions
For simplicity here we deal only with distributions in D′ (R) . It is well known
that a distribution T ∈ D′ (R) has the following representation1:
T =
∞∑
k=0
∂kfk, (11)
where fk ∈ C1(R) and the sum is locally finite2; namely, for every ϕ ∈ D ([a, b]) ,
we have that
〈T, ϕ〉 =
N(a,b)∑
k=0
(−1)k
∫
f(x)∂kϕ(x)dx,
where N(a, b) is a natural number which depends on a,b and T . If T is given
by (11), we denote by FT the set
FT = {fk | k ∈ N}
and, if N ∈ N∗, we pose
{f1, ..., fN} = {fi ∈ F
∗
T | 0 ≤ k ≤ N}.
Moreover, whenever we have f ∈ V ′Λ(R) (i.e. f such that
∫ ∗
f(x)u(x)dx is well-
posed for every u ∈ VΛ(R)), we let f˜ be the unique ultrafunction such that, for
every ultrafunction v ∈ VΛ(R), we have∫ ∗
f˜(x)v(x)dx =
∫ ∗
f(x)v(x)dx.
Equivalently, if {δa}a∈Σ is a delta basis of VΛ(R), we have
f˜(x) =
∑
a∈Σ
[∫ ∗
f(ξ)δa(ξ)dξ
]
σa(x). (12)
We still use the notation with ·˜ because the association given by (12) is nothing
more than the extension to V ′Λ(R) of the association given by (7) (in the sense
that, if f ∈ V ′(R), then f˜ = f˜∗).
Let β be a fixed positive infinite number.
Definition 21 We say that T˜ is the ultrafunction which extends the distribution
(11) if
T˜ =
N∗(−β,β)∑
k=0
Dkf˜k. (13)
1See e.g. Rudin, Functional Analysis, Th. 6.28, pag.169
2Actually the formula below holds also for fk ∈ C
0 (R) ; we have taken the fk in C
1 (R) in
order to give sense to Def. 21.
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Let us note that the above definition is well posed, since
{fk ∈ F
∗
T | 0 ≤ k ≤ N
∗(−β, β)} ⊆ V ′Λ(R),
and that it is justified by the following proposition:
Proposition 22 ∀ϕ ∈ D(R), ∀T ∈ D′(R) we have∫ ∗
T˜ (x)ϕ˜(x)dx = 〈T, ϕ〉 . (14)
To prove Proposition 22 we make use of the following lemma:
Lemma 23 For every k ∈ N∗, for every u ∈ VΛ(R), for every ϕ ∈ D(R) we
have the following:∫ ∗
Dku(x) · ϕ∗(x)dx = (−1)k
∫ ∗
u(x)∂kϕ∗(x)dx.
Proof. Let a, b ∈ R such that ϕ ∈ D([a, b] ). We work by internal induction on
k: if k = 0 there is nothing to prove. Let us suppose the statement true for k.
Then, by (9) , we have∫ ∗
Dk+1(u(x))ϕ∗(x)dx =
∫ ∗
D(Dk(u(x)))ϕ∗(x)dx =
−
∫ ∗
Dk(u(x))Dϕ∗(x)dx +
[
Dku · ϕ∗
]b
a
.
Since ϕ ∈ D([a, b]) we have
[
Dku · ϕ∗
]β
−β
= 0. Moreover, since ϕ ∈ D then
(by (10)) we have Dϕ∗ = (∂ϕ)
∗ ∈ D([a, b])∗. So by the induction hypothesis we
have
−
∫ ∗
Dk(u(x))Dϕ∗(x)dx = −
∫ ∗
Dk(u(x))∂ϕ∗(x)dx =
(−1)k+1
∫ ∗
u(x)∂k+1ϕ∗(x)dx,
and the thesis is proved.
Proof. Proof of Proposition 22: Let us suppose that supp(ϕ) ⊆ [a, b], where
a, b ∈ R and supp(ϕ), as usual, is the support of ϕ. By (13) we have that
∫ ∗
T˜ (x)ϕ∗(x)dx =
N∗(−β,β)∑
k=0
∫ ∗
Dkf˜k(x)ϕ˜(x)dx.
As a consequence of Lemma 23, we obtain that
N∗(−β,β)∑
k=0
∫ ∗
Dkf˜k(x)ϕ˜(x)dx =
N∗(−β,β)∑
k=0
(−1)k
∫ ∗
fk∂
kϕ(x)dx,
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and since supp(ϕ) ⊆ [a, b] ⊂ [−β, β] we get
N∗(−β,β)∑
k=0
(−1)k
∫ ∗
fk∂
kϕ(x)dx =
N∗(a,b)∑
k=0
(−1)k
∫ ∗
fk∂
kϕ(x)dx =
N(a,b)∑
k=0
(−1)k
∫
fk∂
kϕ(x)dx = 〈T, ϕ〉 .
Notice that (14) is not sufficient to characterize the ultrafuction T˜ ; namely
there are infinitely many ultrafunctions u such that
∫ ∗
uϕ˜dx = 〈T, ϕ〉 for all
ϕ ∈ D(R) (for a proof of this fact, see [11], Proposition 30).
4 Some applications to critical point theory
4.1 A general minimization result
A space of ultrafunctions has a ”lot of compactness” since it is the Λ-limit of
a net of finite dimensional spaces. Probably, the simplest example to show this
fact is the following theorem:
Theorem 24 Let
J : V (Ω)→ R
be an operator continuous and coercive on finite dimensional spaces. Then the
operator
J˜ : VΛ (Ω)→ R
∗
has a minimum point. If J itself has a minimizer u, then u∗ is a minimizer of
J˜ .
Proof. Take λ ∈ L; since the operator
J |Vλ : Vλ (Ω)→ R
is continuous and coercive, it has a minimizer; namely
∃uλ ∈ Vλ, ∀v ∈ Vλ, J(uλ) ≥ J(v).
Now set
uΛ = lim
λ↑Λ
uλ.
We will show that uΛ is minimizer of J˜ . We apply Th. 11 with
xRY := ∀v ∈ Y, J(x) ≥ J(v).
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Then, since VΛ (Ω) = limλ↑Λ Vλ, the following relation holds:
∀v ∈ VΛ (Ω) , J
∗(uΛ) ≥ J
∗(v).
If J itself has a minimizer u¯, then uλ is eventually equal to u¯ and hence
uΛ = u¯
∗.
Example: Let us consider a classical problem of calculus of variations:
minimize the functional
J(u) =
∫
F (x, u,∇u)dx (15)
in the function space C10(Ω) = C
1(Ω)∩ C0(Ω). Here we assume Ω to be bounded
so we do not have problems of summability.
It is well known that in general this problem has no solution even when F is
coercive and the infimum exists. However, if F is convex and ∂Ω is sufficiently
smooth, it is possible to find a minimizer in a suitable Sobolev space (or in some
”Sobolev type” space such as Orliz spaces).
If F is not convex it is not possible to find a minimizer, not even among the
generalized functions of ”Sobolev” type, as the following example shows:
minimize J0(u) =
∫ 1
0
[(
|∇u|2 − 1
)2
+ |u|2
]
dx in C10(0, 1). (16)
It is not difficult to realize that any minimizing sequence un converges uni-
formly to 0 and that J0(un) → 0, but J0(0) > 0 for any u ∈ C10(0, 1) (and also
for any u ∈ W 1,40 (0, 1)).
On the contrary, it is possible to show that these problems have minimizers
in spaces of ultrafunctions; a natural space to work in is
V 10 (Ω) =
{
u ∈ V 1Λ (Ω) | u(x) = 0 for every x ∈ ∂Ω
∗
}
=
[
C1(Ω) ∩ C0(Ω)
]
Λ
.
So our problem becomes
min
u∈V 1
0
(Ω)
J∗(u).
Theorem 25 Assume that F is continuous and that
F (x, u, ξ) ≥ a(ξ)−M, (17)
where a(ξ) → +∞ as ξ → +∞ and M is a constant. Then, if J is given by
(15),
min
u∈V 1
0
(Ω)
J˜(u)
exists.
Proof. It is immediate to check that the assumptions of Th. 24 are verified.
In particular, this result applies to the functional (16). It is not difficult to
show that, ∀x ∈ (0, 1)∗, the minimizer uΛ(x) ∼ 0 and that J0(uΛ) is a positive
infinitesimal.
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4.2 Mountain pass theorem for ultrafunctions
The Mountain Pass theorem of Ambrosetti and Rabinowitz [2] is a well known
theorem in Nonlinear Analysis with lots of applications. Next, we will present
one of the possible variants in the framework of ultrafunction:
Theorem 26 (Mountain pass theorem for ultrafunctions) Let
J : V → R
be an operator differentiable on the finite dimensional spaces. Assume the fol-
lowing geometrical assumptions: J(0) = 0, 0 is an isolated minimum of J and
lim inf
u∈Vλ; u→∞
J(u) ≤ 0.
Then J˜ has a strictly positive critical value.
Proof. For every λ ∈ L the operator
J |Vλ : Vλ → R
has a mountain pass point uλ (notice that Vλ is eventually 6= ∅). This fact is
easy to prove since the set A+λ = {u ∈ Vλ | J(u) ≥ 0} is compact and hence PS
3
holds (we refer the reader who is not familiar with this topic to the original
article [2]).
Then, as usual, we set
uΛ = lim
λ↑Λ
uλ
and we want to prove that uΛ is a critical value. We have that, ∀λ ∈ L,
∀v ∈ Vλ, J
′(uλ) [v] = 0.
By virtue of Th. 11, we can take the Λ-limit in the above formula and we get
that
∀v ∈ VΛ, J˜ ′(uΛ) [v] = 0.
Hence uΛ is a critical point of J˜ and, if J itself has a mountain pass point u¯,
then uλ is identically equal to u¯ and hence uΛ=u¯
∗.
Example: Let us consider the functional
J(u) =
1
p
∫
|∇u|p dx−
∫
F (x, u) dx, p ≥ 2. (18)
where F (x, u) is a continuous function which satisfies the following assumptions:
1. F is differentiable with respect to u;
3We recall that the Palais -Smale condition (which is abbreviated by PS) is a basic tool
for Critical Point theory in infinite dimensional spaces.
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2. ∃a,M > 0, and q1 > p such that |u| < a⇒ F (x, u) ≤M |u|
q1 ;
3. ∃b,M > 0, and q2 > p such that |u| > a ⇒ F (x, u) ≥ b |u|
q2 .
It is easy to check that the above requests on F imply the assumptions of
Th. 26. However, the above requests are not sufficient to ensure PS and hence,
in general, there is not a Mountain Pass solution of the functional (18) in any
Sobolev space.
4.3 Critical points in VΛ versus critical points in Sobolev
spaces
Theorem 26 states some facts about the critical points of J˜ ; the next theorem
will establish some relations between the critical points of J˜ in VΛ and the
critical points of J in V.
The first result in this direction is (almost) trivial:
Theorem 27 Let V be a Banach space and let
J : V → R
be a differentiable operator. Then if u0 is a critical point of J, u
∗
0 is a critical
point of J˜ : VΛ → R.
Proof. Let u0 ∈ V be a critical point of J. Take λ0 such that u0 ∈ Vλ0 . The
set
Q(λ0) = {λ ∈ L | λ ⊃ λ0}
is qualified and we have that, ∀λ ∈ Q(λ0),
∀v ∈ Vλ, J
′(u0) [v] = 0.
By virtue of Th. 11, we can take the Λ-limit in the above formula and we get
that
∀v ∈ VΛ, J˜ ′(u
∗
0) [v] = 0.
The above theorem cannot be inverted in the sense that it is false that
every critical point of J˜ corresponds to a critical point of J. However, there
are conditions which ensure the existence of critical points of J in W . More
precisely the next theorem states that, under suitable conditions, there is a
critical point of J ”infinitely close” to any critical point of J˜ . This theorem
exploits a compactness condition which is a variant of the usual Palais-Smale
condition. Here, a variant of this condition is used just to relate the critical
points of J˜ with the critical points of J.
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Definition 28 (Palais-Smale condition for ultrafunctions (PSU)) Let
V be a Banach space. We say that the functional
J : V → R
satisfies (PSU) in the interval [a, b] ⊂ R if every net {uλ}λ∈D (D ⊂ L) such
that
• (A) ∀λ ∈ D, J(uλ) ∈ [a, b] ;
• (B) ∀λ ∈ D, ∀v ∈ Vλ, dJ(uλ) [v] = 0;
has a converging subnet in V.
Theorem 29 Assume the same framework and the same hypotheses of Th. 27.
Moreover, assume that J satisfies (PSU) in the interval [a, b] . Then, if u¯ is a
critical point of J˜ with J˜ (u¯) ∈ [a, b]∗ , there exists a critical point w of J ∈ V
such that
‖u¯− w‖V ∗ ∼ 0.
Remark 30 Notice that, in the above theorem, it is possible that u¯ ∈ V ; then
in this case we have that u¯ = w. Obviously, this facts always occur if V is a
Hilbert space and all the critical values of J in [a, b] are not degenerate.
Proof. Proof of Th. 29: Since u¯ ∈ V is a critical point with critical value in
[a, b] , then
u¯ = lim
λ↑Λ
uλ
where {uλ}λ∈L is a net which satisfies (A) and (B) of (PSU). Thus {uλ}λ∈L has
a converging subnet {uλ}λ∈A (A ⊂ L) to a critical point w ∈ V.
Let distV be the distance in V. We set
Ln =
{
λ ∈ L | distV (uλ,K
b
a ∩ Vλ) ≤
1
n
}
,
where Kba is the set of critical points of J with value in [a, b] .
There are two possibilities:
• (A) ∃n¯ ∈ N such that the set Ln¯ is not qualified (see sec. 2.5), or
• (B) ∀n ∈ N, the set Ln is qualified.
We will show that (A) cannot hold. We argue indirectly and suppose that
(A) holds. Then, by Prop. 10,4, the set Q = L\Ln¯ is qualified and since
∀λ ∈ Q, distV (uλ,K
b
a ∩ Vλ) >
1
n¯
,
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we have that
dist∗V (u¯,
(
Kba
)∗
∩ VΛ) >
1
n¯
,
and since Kba ⊂
(
Kba
)∗
∩ VΛ, we have that
∀w ∈ Kba, distVΛ(u¯, w) >
1
n¯
,
but this is not possible since uλ contains a subnet which converges to a critical
point.
Since (B) holds then, if we fix n, we have that
∀λ ∈ Ln, distV (uλ,K
b
a ∩ Vλ) <
1
n
.
Then, taking the Λ-limit, we get that
distVΛ(u¯,
(
Kba
)∗
∩ VΛ) <
1
n
and, by the arbitrariness of n, we get that distVΛ(u¯,
(
Kba
)∗
∩ VΛ) ∼ 0. In
particular ∃v ∈
(
Kba
)∗
such that ‖u¯− v‖VΛ ∼ 0. By (PSU) it follows that K
b
a is
compact so, by the nonstandard characterization of compact sets, there exists
w ∈ Kba such that ‖w − v‖V ∼ 0. Concluding, ‖u¯− w‖W ∼ 0.
5 Applications to boundary value problems for
second order operators
5.1 The general procedure
In this section we will describe the general procedure to deal with problems of
the type:
Find u ∈ V (Ω) such that
A(u) = f,
where A : V (Ω)→W is a differential operator and f ∈ W .
The ”typical” formulation of this problem in the framework of ultrafunction
is the following one:
Find u ∈ VΛ(Ω) such that
∀ϕ ∈ VΛ(Ω),
∫ ∗
Ω∗
A∗(u)ϕdx =
∫ ∗
Ω∗
f∗ϕdx. (P)
Clearly this formulation is possible if
∫ ∗
Ω∗ f
∗ϕdx makes sense, namely if W ⊂
V ′(Ω) or if f can be identified with a distribution Tf . In this case, using the
definitions and the notation introduced in section 3.3, problem can be rewritten
in the following way:
Find u ∈ VΛ(Ω) such that
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A˜(u) = f˜ .
Following the general strategy in the theory of ultrafunction, Problem (P) can
be reduced to study the following approximate problems:
Find uλ ∈ Vλ(Ω) such that
∀ϕ ∈ Vλ(Ω),
∫
Ω
A(uλ)ϕdx =
∫
Ω
fϕdx.
The next steps consist in solving the approximate problems for every λ in a
qualified set and in taking the Λ-limit. Clearly, this strategy can be applied to a
very large class of problems. In the following sections we will see some of them
with some details.
5.2 The choice of the space V (Ω)
Let us consider the following abstract problem:
A(u) = f inΩ + boundary conditions,
where Ω is an open set in RN and is A is a differential operator. Usually this kind
of problems have a ”natural space” where to look for solutions; for example if A
is a second order differential operator with sufficiently smooth coefficients, the
natural space where to look for solutions is C2BC(Ω), namely the set of functions
of class C2 which satisfy suitable boundary conditions. However, many times the
”natural space” is inadequate to study the problem, since there is no solution in
it. In general the choice of the appropriate function space is part of the problem
itself. The appropriate function space is a space in which the problem is well
posed and (relatively) easy to be solved. For a very large class of problems it is
a Sobolev space. Some extra assumptions (such as the regularity of ∂Ω) might
guarantee the existence of solutions in the natural space.
The choice of the appropriate function space is somewhat arbitrary and it
might depend on the final goals. In the framework of ultrafunctions this situa-
tion persists. However, in this case, there is a general rule: choose the ”natural
space” V (Ω) and look for a generalized solution in VΛ(Ω). In the examples con-
sidered here we will follow this general rule.
5.3 Linear problems
The most general linear operator of the second order is the following one:
Lu =
∑
i,j
aij(x)
∂2u
∂xi∂xj
+
∑
i
bi(x)
∂u
∂xi
+ c(x)u.
So, let us consider the following problem:
Find u ∈ C2BC(Ω) such that
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Lu = f.
This problem, in the framework of ultrafunctions, becomes
∀ϕ ∈ VΛ(Ω),
∫
Ω
L∗uϕ dx =
∫
Ω
f∗ϕ dx,
where V (Ω) = C2BC(Ω). Using the notation of section 3.3, we get:
Find u ∈ VΛ(Ω) such that
L˜u = f˜ .
In this case our problem becomes a finite dimensional problem from the space
Vλ to Vλ. Therefore the Fredholm alternative holds for every λ and hence, using
the Transfer Principle, (Th. 11), we get the following result:
Theorem 31 Either the problem
u ∈ VΛ(Ω), L˜u = 0
has infinitely many solutions or the problem
u ∈ VΛ(Ω), L˜u = f˜
has exactly one solution.
If L restricted to Vλ(Ω) is symmetric then it has exactly dimVλ(Ω) eigen-
values and the eigenfunctions form an orthogonal basis. Taking the Λ-limit and
using the transfer principle we get the following result:
Theorem 32 If L restricted to Vλ(Ω) is symmetric, the spectrum σ(L˜) of L˜
consists of a hyperfinite family
{
µj
}
j∈J
of hyperreal eigenvalues and there exists
an orthonormal basis of eigenfunctions {ej(x)}j∈J .
In this case, if 0 /∈ σ(L˜), the solution of problem (5.3) exists and it can be
written explicitly as follows:
u(x) =
∑
j∈J
1
µj
(∫
Ω
f∗(y)ej(y)dy
)
ej(x).
Example: Take
Lu = u =
∂2u
∂t2
−
∂2u
∂x2
defined in Ω = (0, 2pi) × (0, L). We impose the Dirichlet boundary condition
with respect to x and periodic boundary conditions with respect to t, namely
we take
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V 2BC(Ω) ={
v ∈ V 2Λ (Ω) | v(t, 0) = v(t, L) = 0, v(0, x) = v(2pi, L), vt(0, x) = vt(2pi, L)
}
=[{
v ∈ C2(Ω) ∩ C0(Ω) | v(t, 0) = v(t, L) = 0, v(0, x) = v(2pi, L), vt(0, x) = vt(2pi, L)
}]
Λ
.
The eigenvalues of (the self-adjoint realization) of L are given by
{
( lπ
L
)2 − k2
}
k,l∈N
and
the corresponding normalized eigenfunctions are
{
1
π
sin( lπ
L
x)eikt
}
k∈Z,l∈N
.
The eigenvalues and the eigenfunctions of L˜ are formally the same, but the
indices k, l range from− κ1 to κ1 and from 1 to κ2 respectively where κ1, κ2 ∈ N
∗
are infinite numbers.
If π
L
is an irrational number then 0 /∈ σ(L˜) and hence, for every f ∈ L1(Ω),
there is a unique solution uΛ of the following problem
∀ϕ ∈ VΛ(Ω),
∫
Ω
(
∂2u
∂t2
−
∂2u
∂x2
)
ϕdx =
∫
Ω
fϕdx,
which can be interpreted as a periodic solution of the D’Alembert equation.
uΛ can be written explicitly as follows:
uΛ(t, x) =
1
pi
κ1∑
k=−κ1
κ2∑
l=1
fk,l
( lπ
L
)2 − k2
sin(
lpi
L
x)eikt,
where
fk,l =
1
pi
∫
Ω
f(t, x) sin(
lpi
L
x)eiktdt dx.
Notice that the hyperfinite sum (5.3) converges pointwise in the field of hyper-
real numbers while the corresponding real series, in general, does not converge
because of the presence of the ”small denominators” ( lπ
L
)2 − k2.
5.4 A nonlinear problem
Now, let us consider a typical case in nonlinear problems:
Theorem 33 Let A : V (Ω) → W , W ⊂ V ′(Ω), be an operator such that for
every finite dimensional space Vλ ⊂ V (Ω) there exists Rλ ∈ R such that
u ∈ Vλ; ‖u‖♯ = Rλ =⇒ 〈A(u), u〉 > 0,
where ‖·‖♯ is any norm in V (Ω). Then the equation
A˜(u) = 0
has at least one solution uΛ ∈ VΛ(Ω).
Proof. If we set
Bλ =
{
u ∈ Vλ| ‖u‖♯ ≤ Rλ
}
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and if Aλ : Vλ → Vλ is the operator defined by the following relation:
∀v ∈ Vλ, 〈Aλ(u), v〉 = 〈A(u), v〉
then, by (33), it follows that deg(Aλ, Bλ, 0) = 1, where deg(·, ·, ·) denotes the
topological degree (see e.g. [1]). Hence, ∀λ ∈ L,
∃u ∈ Vλ, ∀v ∈ Vλ, 〈Aλ(u), v〉 = 0.
As usual, taking the limit we get a solution uΛ ∈ VΛ(Ω) of eq. (33).
Example 1: Let Ω be an open bounded in RN set and let a(·, ·, ·), b(·, ·, ·) :
RN ×R×Ω→ RN be a continuous functions such that ∀ξ ∈ RN , ∀s ∈ R, ∀x ∈ Ω
we have
a(ξ, s, x) · ξ + b(ξ, s, x) ≥ ν (|ξ|) ,
where ν is a monotone function
ν (t)→ +∞ for t→ +∞.
We consider the following problem:
Find u ∈ C20(Ω) s.t.
∇ · a(∇u, u, x) = b(∇u, u, x).
In the framework of ultrafunctions this problem becomes
Find u ∈ V 20 (Ω) such that
∀ϕ ∈ V 20 (Ω),
∫
Ω
∇ · a(∇u, u, x) ϕ dx =
∫
Ω
b(∇u, u, x)ϕdx.
If we set
A(u) = −∇ · a(∇u, u, x) + b(∇u, u, x)
it is not difficult to check that (5.4) and (5.4) are sufficient to guarantee the
assumptions of Th. 33 (with a suitable Orliz norm) and hence the existence of
a solution of problem (5.4). Problem (5.4) covers well known situations such as
the case in which A is a maximal monotone operator but also very pathological
cases. E.g., if one takes
a(∇u, u, x) = (|∇u|p−2 − 1)∇u; b(∇u, u, x) = −f(x)
one gets the problem to find u ∈ V 20 (Ω) such that
∀ϕ ∈ V 20 (Ω),
∫
Ω
(∆pu−∆u) ϕ dx =
∫
Ω
f∗ϕdx.
Since ∫
Ω
(∆pu−∆u) u dx = ‖u‖
p
W
1,p
0
− ‖u‖2H1
0
,
it is easy to check that we have a priori bounds (but not the convergence) in
W 1,p0 (Ω) and it seems interesting to study the kind of regularity of the solutions.
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6 Application to physical problems involving ma-
terial points
6.1 The notion of material point
The notion of material point is a basic tool in Mathematical Physics since the
times of Euler, who introduced it. Even if material points (probably) do not
exist, nevertheless they are very useful in the description of nature and they
simplify the models so that they can be treated by mathematical tools. However,
as new notions entered in Physics (such as the notion of field), the use of material
points led to situations which required new mathematics. For example, in order
to describe the electric field generated by a charged point we need the notion of
Dirac measure δq, namely this field satisfies the following equation:
∆u = δq, (19)
where ∆ is the Laplace operator.
In this section, we will describe two simple problems whose modellization
requires NAM. Let Ω ⊂ R2 be an open bounded set which represents (an ideal)
membrane. Suppose that a material point P is placed in Ω, let it be free to
move.
Suppose that the point has a unit weight and that the only forces acting on
it are the gravitational force and the reaction of the membrane. If q ∈ Ω is the
position of the point and u(x) represents the profile of the membrane, it follows
that equation (19) holds in Ω with boundary condition u = 0 on ∂Ω.
The question is:
which is the point q0 ∈ Ω that the particle will occupy?
The natural way to approach this problem would be the following: for ev-
ery q ∈ Ω, the energy of the system is given by the elastic energy plus the
gravitational energy, namely
E(u, q) =
1
2
∫
Ω
|∇u(x)|2dx+ u(q). (20)
If the couple (u0, q0) minimizes E then q0 is the equilibrium point. For every
q ∈ Ω, let uq(x) be the configuration when P is placed in q, namely the solution
of equation (19). So the equilibrium point q0 is the the point in which the
function
F (q) = E(uq, q) (21)
has a minimum.
In the classical context, this ”natural” approach cannot be applied; in fact
uq(x) has a singularity at the point q which makes u(q) not well defined and
the integral in (20) to diverge. On the contrary, this problem can be treated in
NAM as we will show. In fact, since infinite numbers are allowed, we will be
able to find a minimum configuration for the energy (20).
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6.2 Equilibrium position of a material point
Let Ω ⊆ RN be an open bounded set; we want to find a function u defined in Ω
(with u = 0 on ∂Ω) and a point q ∈ Ω which minimize the functional
E(u, q) =
1
2
∫
Ω
|∇u(x)|2dx+ u(q).
It is well known that this problem has no solution in C20 (Ω) and it makes no
sense in the space of distributions. On the contrary it is well defined and it has
a solution in V 20 (Ω) =
[
C2(Ω) ∩ C0(Ω)
]
Λ
. More exactly, we have the following
result:
Theorem 34 For every point q ∈ Ω∗, the Dirichlet problem{
∆˜u = δq for x ∈ Ω∗,
u(x) = 0 for x ∈ ∂Ω∗,
(22)
has a unique solution uq ∈ V 20 (Ω) whose energy E(uq, q) ∈ R
∗ is an infinite
number; moreover there exists qΛ ∈ Ω
∗ such that
E(uqΛ , qΛ) = min
q∈Ω∗
E(uq, q) = min
q∈Ω∗, u∈V 2
0
(Ω)
E(u, q).
Proof. The existence of a solution uq ∈ V 20 (Ω) follows from Th. 31. Now we
observe that
min
q∈Ω∗
E(uq, q) = min
q∈Ω∗, u∈VΛ(Ω)
E(u, q).
Thus, it is sufficient to minimize E(u, q).
E(u, q) has a minimizer (uλ, qλ) ∈ Vλ(Ω)×Ω since E(u, q) is continuous and
coercive on the finite dimensional closed set Vλ(Ω)× Ω. Now set
qΛ = lim
λ↑Λ
qλ; uΛ = lim
λ↑Λ
uλ.
Arguing as in Th. 24, we have that (uΛ, qΛ) ∈ V 20 (Ω) × Ω
∗
is a minimizer of
E(u, q) and uΛ solves eq. (22) with q = qΛ, and hence, uΛ = uqΛ .
It remains to show that qΛ /∈ ∂Ω∗. By Th. 16, 4, δq(x) is well defined also
for q ∈ ∂Ω∗ and, in this case, we have that δq(x) = 0. It is well known that for
any q ∈ Ω, E(uq, q) is a negative number. Thus, also E (uΛ, qΛ) is a negative
number and hence qΛ /∈ ∂Ω∗ since for every q ∈ ∂Ω∗, E(uq, q) = 0.
6.3 Equilibrium position of a charged material point in a
box
A similar problem that can be studied with the same technique is the problem
of an electrically charged pointwise free particle in a box. Representing the box
with an open bounded set Ω ⊆ R3 and denoting by uq the electrical potential
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generated by the particle placed in q ∈ Ω we have that uq satisfies the Dirichlet
problem {
u ∈ V 20 (Ω),
∆˜u = δq for x ∈ Ω.
The equilibrium point would be the point q0 ∈ Ω∗ that minimizes the electro-
static energy which is given by
Eel(q) =
1
2
∫
Ω
|∇uq(x)|
2dx.
Notice that
Eel(q) =
∫
Ω
δq(x)uq(x)dx −
1
2
∫
Ω
|∇uq(x)|
2dx,
namely, on the solution, the electrostatic energy is the opposite of the energy of
a membrane-like problem in R3. In order to solve this problem we notice that,
by Th. 16.4, we have that, for all q ∈ ∂Ω, δq = 0. So Eel(q) ≥ 0 and Eel(q) = 0
if and only if q ∈ ∂Ω. So the following theorem holds:
Theorem 35 For every point q ∈ Ω
∗
, the Dirichlet problem{
∆˜u = δq for x ∈ Ω∗
u(x) = 0 for x ∈ ∂Ω∗
(23)
is well defined and it has a unique solution uq ∈ VΛ(Ω).
• Eel(q) is infinite if the distance between q and ∂Ω∗ is larger than a positive
real number;
• Eel(q) is positive but not infinite for some q ∈ Ω∗ infinitely close to ∂Ω∗;
• Eel(q) = 0 if and only if q ∈ ∂Ω∗.
In particular the stable equilibrium positions of the charged material points
belong to the boundary ∂Ω∗.
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