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Abstract: Combination of computational fluid dynamics (CFD) simulations with numerical wave 
tank (NWT) based on nonlinear potential theory has recently raised the attention of the scientific and 
engineering communities. Several universities and research institutes are developing NWTs capable of 
using the state-of-the-art hardware and software for computation. One of them is developed under the 
framework of REEF3D. The new numerical wave model solves the Laplace equation for the velocity 
potential and the nonlinear kinematic and dynamic free surface boundary conditions. This approach 
requires less computational resources compared to CFD based NWTs. REEF3D originally was 
developed for solving two-phase Navier-Stokes Equations using a parallel solver and it has been 
extended with several new modules. The new nonlinear potential flow module REEF3D::FNPF solves 
the Laplace equation for the velocity potential using the high performance computing framework of 
the existing CFD module. One application area of the new module is to combine REEF3D’s potential 
flow solver and the CFD solver in the same application environment in order to reduce the 
computational cost of numerical simulations for coastal, marine and offshore problems. Further, the 
new module can use the already implemented functionalities of REEF3D, for example the solid 
boundaries are incorporated through a ghost cell immersed boundary method. This makes possible the 
simulation of wave-structure interaction using the non-linear potential solver directly. As a result, the 
computational costs and time consumption can be significantly reduced compared to a two-phase CFD 
simulation for applications where the viscosity does not play an important role and without breaking 
waves. This paper shows the calculation speed and the efficiency of the new solver and validates it for 
a simple case of wave-structure interaction.  
Keywords: Numerical Wave Tank, Potential Theory, Wave-Structure Interaction  
1 Introduction 
The Norwegian fjords are very unique as they are very deep, with steep slopes and shallow water 
conditions at their opening. For example, the well-studied Sulafjord is 3200m to 5000m wide and up 
to 450m deep. At some locations, the water depth 200m away from shoreline reaches 200m too, 
making a slope of 45 degrees (Wang, et al., 2017) (See Fig. 1). The coastal highway project E39 is a 
major marine civil engineering project in Norway. As part of the National Transport Plan (NTP) for 
2014-2023, it is aimed to build a continuous ferry-free road connection between Kristiansand and 
Trondheim along the west coast of Norway, which covers around 1100 km in distance with seven 
major fjord crossings (Ellevset, 2012). The bathymetry along this stretch demands new types of design 
procedures for costal structures to cross the fjords. Three major bridge designs are proposed for the 
fjord crossings, a single span suspension bridge, a floating bridge and a submerged tunnel (Ellevset, 
2012). The last two possible design solutions aim to use technology from the offshore industry.  
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Fig. 1. Marine chart with bathymetry from (Gulesider, 2019). 
Designing the mooring system requires a correct estimation of the magnitude of the low frequency 
(LF) slow drift wave forces acting on a floating structure. To estimate these forces, it is necessary to 
know the wave conditions throughout the area of interest. These structures are large and long, 
therefore, simple tools based on linear wave theory are not able to correctly estimate complex non-
linear wave-wave, wave-bottom and wave-shoreline interactions. This creates new requirements for 
the accurate simulation of wave propagation from offshore deep-water locations through shallow 
water coastal areas and finally into the fjords. 
The numerical wave models for coastal simulation were initially developed with a statistical method 
based on the significant wave height. But the requirement of using a fine mesh in the coastal region 
due to the complex bathymetry is only achievable with third generation wave models, such as SWAN 
and MIKE 21 SW (Thomas & Dwarakish, 2015). Both models give good results in terms of predicting 
the energy spectrum and the significant wave height. However, as they are phase-averaged wave 
models, non-linear phenomena are not be represented well (Thomas & Dwarakish, 2015). Therefore, a 
high-resolution phase-resolved numerical model is needed to capture detailed wave phenomena in the 
fjords (Wang, et al., 2017). 
Several universities and research institutes are developing numerical wave tanks which can use 
todays hardware and software possibilities including HOS (Bonnefoy, et al., 2009), OceanWave3D 
(Engsig-Karup, et al., 2009) and HAWASSI (van Groesen & Andonowati, 2011). Another NWT is 
developed under the framework of REEF3D, an open-source hydrodynamics program. With a focus 
on coastal, marine and hydraulic engineering flows, it solves the governing equations at all relevant 
scales. Depending on the flow problem, optimized wave and flow modules are available: this includes 
a CFD module which solves the Navier-Stokes equations in three-dimensions. For near-field 
simulations with a complex free surface pattern,  it  uses a two-phase flow approach with the level set 
method for interface capturing (Bihs, et al., 2016), (Kamath, et al., 2019). The NSEWAVE module 
which solves the non-hydrostatic Navier-Stokes equations in three-dimensions. For improved 
computational efficiency, it uses interface tracking for single-valued free surface problems (Bihs, et 
al., 2019). The SFLOW module which is a depth-averaged model, solving the non-hydrostatic shallow 
water equations ideal for near-shore hydrodynamics. The present paper is based on the new FNPF 
module, which solves the Laplace equation for the flow potential and the nonlinear kinematic and 
dynamic free surface boundary conditions. This new module can use the already implemented 
functionality of REEF3D (Moideen, et al., 2019), where solid boundaries are incorporated through a 
ghost cell immersed boundary method and therefore capable of simulating complex wave-structure 
interaction involving complex sea bottom topography, by solving the non-linear potential theory 
problem. 
The lack of detailed field data makes it difficult to validate REEF3D for the simulation of waves in 
the fjords. However, similar physical phenomena due to steep slopes can be observed in testing 
facilities like the basin at Sintef Ocean. For tests in shallow water, the waves are generated by the 
wave maker in deep water and have to propagate over a ramp before reaching the shallow water area. 
A consequence is that nonlinear wave interactions with the steep ramp are responsible for the 
generation of LF-parasitic waves, as shown by (Stansberg, 2006) and (Naciri, et al., 2004). Wave tests 
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were performed during two campaigns at Sintef Ocean to document these parasitic waves. These 
measurements are used in this paper to validate the fully nonlinear potential flow model 
REEF3D::FNPF. The goal of this paper is to increase the confidence in the results of the full scale 
REEF3D simulations with the complex fjord topography and to be able to use numerical wave 
simulations to improve the quality of the waves in experimental research facilities. 
2 Description of the physical phenomenon 
2.1 Second-order bound waves 
According to nonlinear wave theory, wave groups propagate along with a second-order low-frequency 
(LF) wave see e.g. (Sharma & Dean, 1981) and (Mathinsen & Winterstein, 1992). These LF-waves 
form a set-down under the highest waves in the group. They are a natural consequence of the 
nonlinear wave propagation phenomenon. In the simple example given in Eq. (1), the first-order 
surface elevation 𝜂𝜂1 consists of the sum of two sinusoidal waves with amplitudes and frequencies 𝑎𝑎1, 𝑎𝑎2, 𝜔𝜔1 and  𝜔𝜔2, respectively: 𝜂𝜂1(𝑥𝑥, 𝑡𝑡) = 𝑎𝑎1 𝑐𝑐𝑐𝑐𝑐𝑐(𝜔𝜔1𝑡𝑡 − 𝑘𝑘1𝑥𝑥 + 𝜙𝜙1) + 𝑎𝑎2 𝑐𝑐𝑐𝑐𝑐𝑐(𝜔𝜔2𝑡𝑡 − 𝑘𝑘2𝑥𝑥 + 𝜙𝜙2).  (1) 
Here, 𝜙𝜙1 and 𝜙𝜙2 are two arbitrary phase terms, 𝑥𝑥 is the measurement position, and 𝑘𝑘1 and 𝑘𝑘2 are the 
wave numbers associated with the wave frequencies 𝜔𝜔1 and 𝜔𝜔2, respectively, through the dispersion 
relation for constant water depth h 𝜔𝜔𝑖𝑖2 = 𝑘𝑘𝑖𝑖𝑔𝑔 𝑡𝑡𝑎𝑎𝑡𝑡ℎ(𝑘𝑘𝑖𝑖ℎ). (2) 
Here g=9.81m/s
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 stands for the acceleration of gravity and h is the water depth. The resulting second-
order monochromatic LF-wave 𝜂𝜂2− has a frequency equal to 𝜔𝜔2 −  𝜔𝜔1 and can be written as: 𝜂𝜂2−(𝑥𝑥, 𝑡𝑡) = 2 𝑎𝑎1𝑎𝑎2 𝐻𝐻12− 𝑐𝑐𝑐𝑐𝑐𝑐[(𝜔𝜔1 − 𝜔𝜔2)𝑡𝑡 − (𝑘𝑘1 − 𝑘𝑘2)𝑥𝑥 + 𝜙𝜙1 − 𝜙𝜙2]. (3) 
Its amplitude is of second order, i.e. proportional to the product 𝑎𝑎1𝑎𝑎2. The quadratic transfer function 
(QTF) 𝐻𝐻12−  depends on the water depth ℎ and on the frequencies 𝜔𝜔1 and 𝜔𝜔2. In deep water, we have 
simply (Stansberg, 2006): 𝐻𝐻12− = − 14 (𝑘𝑘1 − 𝑘𝑘2) (4) 
In finite water depth, the expression of the QTF is more complex and reads (Mathinsen & Winterstein, 
1992): 𝐻𝐻12− = 1𝑔𝑔 (𝜔𝜔1 − 𝜔𝜔2) 𝑃𝑃12− − 14𝑔𝑔 �𝑔𝑔2𝑘𝑘1𝑘𝑘2𝜔𝜔1𝜔𝜔2 − (𝜔𝜔12 + 𝜔𝜔22 − 𝜔𝜔1𝜔𝜔2)� (5) 
with 
𝑃𝑃12− = 𝑔𝑔2𝑘𝑘1𝑘𝑘22𝜔𝜔1𝜔𝜔2−14�𝜔𝜔12+𝜔𝜔22−𝜔𝜔1𝜔𝜔2�−𝑔𝑔24 � 𝑘𝑘22𝜔𝜔1−𝑘𝑘12𝜔𝜔2𝜔𝜔1𝜔𝜔2(𝜔𝜔1−𝜔𝜔2)�
(𝜔𝜔1−𝜔𝜔2)−𝑔𝑔(𝑘𝑘1−𝑘𝑘2)𝜔𝜔1−𝜔𝜔2 𝑡𝑡𝑡𝑡𝑡𝑡ℎ[(𝑘𝑘1−𝑘𝑘2)ℎ] . (6) 
It is important to note that the validity of second-order wave theory for steep waves in shallow water 
is questionable.  
The LF-wave travels at the velocity of the first-order group, namely (𝜔𝜔2 −  𝜔𝜔1)/(𝑘𝑘2 −  𝑘𝑘1). It is 
therefore referred to as a "bound wave", in opposition to a "free wave" with the same frequency 𝜔𝜔2 −  𝜔𝜔1 and wave number 𝑘𝑘𝐹𝐹, that would travel faster at the phase velocity (𝜔𝜔2 −  𝜔𝜔1)/𝑘𝑘𝐹𝐹, with 
(𝜔𝜔1 − 𝜔𝜔2)2 = 𝑘𝑘𝐹𝐹𝑔𝑔 𝑡𝑡𝑎𝑎𝑡𝑡ℎ(𝑘𝑘𝐹𝐹ℎ). (7) 
The bound wave 𝜂𝜂2− mentioned here results from difference-frequency interactions. Sum-frequency 
interactions are also responsible for second-order bound waves 𝜂𝜂2+ with higher frequencies, which are 
out of the scope of the present study. The total surface elevation up to second order then reads: 𝜂𝜂(𝑥𝑥, 𝑡𝑡) = 𝜂𝜂1(𝑥𝑥, 𝑡𝑡) + 𝜂𝜂2−(𝑥𝑥, 𝑡𝑡) + 𝜂𝜂2+(𝑥𝑥, 𝑡𝑡). (8) 
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For irregular waves, the first-order surface elevation 𝜂𝜂1 consists of a sum of several components with 
frequencies 𝜔𝜔𝑖𝑖. The LF-bound wave 𝜂𝜂2− is then obtained as the sum of the interactions between each 
frequency pair �𝜔𝜔𝑖𝑖,𝜔𝜔𝑗𝑗� in a similar way as for the previous bi-chromatic wave example. 
2.2 Free LF-parasitic waves 
In testing facilities like the basin at Sintef Ocean, tests in shallow water are generally performed by 
lifting the bottom of the basin to match the specified water depth, as depicted in Fig. 2. However, the 
waves are generated by the wave maker in deep water and have to propagate over a ramp before 
reaching the shallow water area. A consequence of the wave propagation over an area with large depth 
gradient is that a portion of the LF-bound wave energy is released as LF-free waves, with a higher 
phase velocity  
 
 
Fig. 2. Cross-section of SINTEF Ocean's Basin. In this sketch, the bottom of the Basin is lifted in order to perform tests 
in shallow water. The double-flap BM2 wave machine is located on the right-hand side of the figure. 
and an amplitude generally similar to or lower than the amplitude of the bound wave of the same 
frequency. More details can be found in (Mei & Benmoussa, 1984) and (Stansberg, 2006). 
Unlike the bound LF-waves mentioned above, free LF-waves generated at the sloped ramp 
constitute an unwanted effect in the basin and they are therefore referred to as parasitic. There exist 
other types of parasitic waves, such as the ones generated at the wave maker, but those are out of the 
scope of the present paper. 
Invoking the example of bi-chromatic waves from the previous section, two wave systems with 
frequency 𝜔𝜔1 −ω2 are found in the basin. The first one corresponding to the bound wave, with 
amplitude 𝑎𝑎𝐵𝐵 and wave number  𝑘𝑘𝐵𝐵 = 𝑘𝑘1 − 𝑘𝑘2, and the second one corresponding to the free wave, 
with amplitude 𝑎𝑎𝐹𝐹 and wave number 𝑘𝑘𝐹𝐹. The superposition of these two wave systems appear as an 
interference pattern, or in other words, the wave amplitude 𝑎𝑎𝐿𝐿𝐹𝐹 at frequency 𝜔𝜔1 − 𝜔𝜔2 is a function of 
the distance 𝑥𝑥 to the wave maker: 𝑎𝑎𝐿𝐿𝐹𝐹(𝑥𝑥) = �𝑎𝑎𝐵𝐵2 + 𝑎𝑎𝐹𝐹2 + 2𝑎𝑎𝐹𝐹𝑎𝑎𝐵𝐵 𝑐𝑐𝑐𝑐𝑐𝑐[(𝑘𝑘𝐵𝐵 − 𝑘𝑘𝐹𝐹)𝑥𝑥 + 𝛥𝛥𝛥𝛥] (9) 
where Δ𝛥𝛥 is the phase difference between the LF-bound wave and the LF-free wave at 𝑥𝑥 = 0. The 
wavelength of the interference pattern in the Ocean Basin is then 𝜆𝜆𝐼𝐼 = 2𝜋𝜋/(𝑘𝑘𝐵𝐵 − 𝑘𝑘𝐹𝐹).  
As noted in the previous section, the magnitude of the parasitic LF-waves increases with: 
• Decreasing water depth. 
• Increasing wave steepness 
• Increasing wave period, since the longer the waves the deeper they travel, increasing the 
chances of "feeling the ramp". 
2.3 Identification of the free LF-parasitic waves 
The magnitude of the LF-parasitic waves can easily be estimated for bi-chromatic waves by 
measuring the amplitudes 𝑎𝑎𝐿𝐿𝐹𝐹 of the difference frequency component at several locations 𝑥𝑥𝑖𝑖 in the 
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basin. Following Eq.  (9) in the absence of parasitic waves, this amplitude should be the same for all 
positions. If the amplitude 𝑎𝑎𝐹𝐹 of the free parasitic waves is not zero, the amplitudes 𝑎𝑎𝐿𝐿𝐹𝐹 will oscillate 
with a spatial periodicity equal to 𝜆𝜆𝐼𝐼 = 2𝜋𝜋/(𝑘𝑘𝐵𝐵 − 𝑘𝑘𝐹𝐹). The amplitude 𝑎𝑎𝐹𝐹 and phase Δ𝛥𝛥 can then be 
fitted from the slightly modified Eq.  (9): 𝑎𝑎𝐿𝐿𝐹𝐹2 (𝑥𝑥) = 𝑎𝑎𝐵𝐵2(𝑥𝑥) × (1 + 𝐵𝐵2 + 2𝐵𝐵 𝑐𝑐𝑐𝑐𝑐𝑐[(𝑘𝑘𝐵𝐵 − 𝑘𝑘𝐹𝐹)𝑥𝑥 + 𝛥𝛥𝛥𝛥]).   (10) 
by means of a least square method. 
According to (Stansberg, 2006) , the ratio 𝐵𝐵 between 𝑎𝑎𝐹𝐹 and the amplitude 𝑎𝑎𝐵𝐵 of the bound wave is 
a function of the difference Δω between the frequencies of the two interacting first order components. 
The phase shift Δ𝛥𝛥 is such that the free and bound LF-waves are in phase opposition at the location 
where the free-wave is released, i.e. the top of the ramp in the basin, which is located at 𝑥𝑥0 = 8𝑚𝑚  
from the wave maker. 
3 Model Test Setup 
Tab. 1. The investigated bi-chromatics waves 
Test number 𝑇𝑇 [s] 𝐻𝐻 [m] 𝑇𝑇𝐿𝐿𝐹𝐹  [s] 
1 2 1 2  
80000 1.50 2.00 0.070 0.094 6.00 
83210 1.35 1.85 0.057 0.080 5.00 
 
The tests were performed in the basin at Sintef Ocean shown in Fig. 2. The instrumentation consisted 
of 28 wave probes mounted on the bottom, whose positions are sketched in Fig. 3. The distance 
between the probes was 2.5 m, with four additional probes mounted in between and close to the 
basin's centre to increase the spatial resolution to 1.25 m. The stiffness of the wave probes in roll and 
pitch was ensured by the means of a metallic wire mounted above the basin, whose tension provided a 
downward pressure on each wave probe. The water depth was 10 m in front of the wave maker and 
0.75 m over the flat bottom. The sampling frequency was set to 200 Hz and the time series were low-
pass filtered with 20 Hz. The motion of the wave maker flaps was logged with the same sampling 
frequency and is used in the numerical simulations for wave generation. The wave maker is double-
hinged and generates fewer parasitic waves compared to single-hinged flaps. 
Several regular wave tests with model scale periods between 1s and 15s as well as bi-chromatic 
wave tests were performed. The regular waves were used for the validation of the numerical setup (not 
shown herein). In this paper we are focusing on two bi-chromatic waves. The wave parameters of the 




Fig. 3. Position of the wave probes and the wave probe array mounted to the bottom in the Basin. 
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4 Numerical Setup 
4.1 Non-linear potential flow solver 
The new wave model which solves the Laplace equation for the flow potential and the nonlinear 
kinematic and dynamic free surface boundary conditions was used to reproduce the measured waves. 
The governing equation for the proposed fully non-linear potential flow code is the Laplace equation: 𝜕𝜕2 𝜙𝜙𝜕𝜕𝑥𝑥2 + 𝜕𝜕2 𝜙𝜙𝜕𝜕𝑦𝑦2 + 𝜕𝜕2 𝜙𝜙𝜕𝜕𝑧𝑧2 = 0 ( 11) 
Boundary conditions are required in order to solve for the velocity potential 𝜙𝜙 from this elliptic 
equation, especially at the free surface and at the bed. The fluid particles at the free surface should 
remain at the surface where the pressure in the fluid should be equal to the atmospheric pressure. 
These conditions must be fulfilled at all times and they form the kinematic and dynamic boundary 
conditions at the free surface respectively: 
 ∂η∂𝑡𝑡 = − 𝜕𝜕𝜕𝜕𝜕𝜕𝑥𝑥 𝜕𝜕Φ�𝜕𝜕𝑥𝑥 − 𝜕𝜕𝜕𝜕𝜕𝜕𝑦𝑦 𝜕𝜕Φ�𝜕𝜕𝑦𝑦 + 𝑤𝑤� �1 + �𝜕𝜕𝜕𝜕𝜕𝜕𝑥𝑥�2 + �𝜕𝜕𝜕𝜕𝜕𝜕𝑦𝑦�2�,   (12) ∂Φ�∂𝑡𝑡 = − 12��∂Φ�∂𝑥𝑥�2 + �∂Φ�∂𝑦𝑦�2 − 𝑤𝑤�2  �1 + �𝜕𝜕𝜕𝜕𝜕𝜕𝑥𝑥�2 + �𝜕𝜕𝜕𝜕𝜕𝜕𝑦𝑦�2�� − 𝑔𝑔η.  (13) 
where Φ� = Φ(x, y, η, t) is the velocity potential and 𝑤𝑤�  is the vertical velocity at the free surface 𝜂𝜂(𝑥𝑥,𝑦𝑦, 𝑡𝑡). At the bottom, the vertical water velocity must be zero at all times since the fluid particle 
cannot penetrate the solid boundary. This gives the bottom boundary condition: 𝜕𝜕𝜕𝜕𝜕𝜕𝑧𝑧 + 𝜕𝜕ℎ𝜕𝜕𝑥𝑥 𝜕𝜕𝜕𝜕𝜕𝜕𝑥𝑥 + 𝜕𝜕ℎ𝜕𝜕𝑦𝑦 𝜕𝜕𝜕𝜕𝜕𝜕𝑦𝑦 = 0, 𝑧𝑧 = −ℎ ( 14) 
where ℎ = ℎ(𝑥𝑥,𝑦𝑦) is the water depth measured from the still water level to the sea bed. The Laplace 
equation, with the boundary conditions for closure are solved with a finite difference method on a σ-
coordinate. The 𝜎𝜎-coordinate follows the water depth changes and offers flexibility for irregular 
boundaries. The transformation from a Cartesian grid to a 𝜎𝜎-coordinate is expressed as follows: 𝜎𝜎 = 𝑧𝑧+ℎ(𝑥𝑥,𝑦𝑦)𝜕𝜕(𝑥𝑥,𝑦𝑦,𝑡𝑡)+ℎ(𝑥𝑥,𝑦𝑦)   (15) 
Once the velocity potential Φ is obtained in the 𝜎𝜎-domain, the velocities can be calculated as follows: 𝑢𝑢(𝑥𝑥,𝑦𝑦, 𝑧𝑧) = 𝜕𝜕𝜕𝜕(𝑥𝑥,𝑦𝑦,𝑧𝑧)𝜕𝜕𝑥𝑥 = 𝜕𝜕𝜕𝜕(𝑥𝑥,𝑦𝑦,𝑧𝑧,𝜎𝜎)𝜕𝜕𝑥𝑥 + 𝜕𝜕𝜎𝜎𝜕𝜕𝑥𝑥 𝜕𝜕𝜕𝜕(𝑥𝑥,𝑦𝑦,𝜎𝜎)𝜕𝜕𝜎𝜎 ,  (16) 𝑣𝑣(𝑥𝑥,𝑦𝑦, 𝑧𝑧) = 𝜕𝜕𝜕𝜕(𝑥𝑥,𝑦𝑦,𝑧𝑧)𝜕𝜕𝑦𝑦 = 𝜕𝜕𝜕𝜕(𝑥𝑥,𝑦𝑦,𝑧𝑧,𝜎𝜎)𝜕𝜕𝑦𝑦 + 𝜕𝜕𝜎𝜎𝜕𝜕𝑦𝑦 𝜕𝜕𝜕𝜕(𝑥𝑥,𝑦𝑦,𝜎𝜎)𝜕𝜕𝜎𝜎 , ( 17) 𝑤𝑤(𝑥𝑥,𝑦𝑦, 𝑧𝑧) = 𝜕𝜕𝜕𝜕(𝑥𝑥,𝑦𝑦,𝑧𝑧)𝜕𝜕𝑧𝑧 = 𝜕𝜕𝜎𝜎𝜕𝜕𝑧𝑧 𝜕𝜕𝜕𝜕(𝑥𝑥,𝑦𝑦,𝜎𝜎)𝜕𝜕𝜎𝜎 .  ( 18) 
The model is fully parallelized following the domain decomposition strategy where ghost cells are 
used to exchange information between adjacent domains. These ghost cells are updated with the 
values from the neighbouring processors via MPI (Message Passing Interface). 
4.2 Numerical model of the Basin 
The complex geometry of the basin (Fig. 4) is defined in REEF3D by a Boolean combination of two 
different solid shapes: two wedges and two hexahedrons as shown on the right hand side in Fig. 4. The 
applied coordinate system is also shown in this diagram along with the stretched σ-grid. The number 
of vertical grid points is Nz=13. The vertical resolution dz=0.1m which about 1/33 of the wavelength 
of the regular wave with a period of 1.5 s. The 3rd order TVD Runge-Kutta (Shu & Osher, 1988) time 
integration is used with a constant time step dt= 0.012s. The derivatives in the Eq. (11) are estimated 
using the second order central difference scheme and the spatial derivatives in the Eq. (12) and (13) 
are calculated by the WENO scheme (Jiang & Shu, 1996). 
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The waves are generated with the kinematics of the double-hinged flap wave maker, shown on the  
left-hand side in Fig. 4. This model defines a Neuman condition for the Laplace equation at the inlet 
of the numerical domain where the velocity components are estimated from the measured time series 
of the angular displacements of the wave maker flaps. The waves are damped with a numerical beach 
whose lengths is set to 66 m. The numerical beach uses the relaxation method (Mayer, et al., 1998) to 
mitigate wave reflection. The relaxation function proposed by (Mayer, et al., 1998) and (Jacobsen, et 
al., 2012) is used in the model, as shown in Eq. (19). 
 
  
Fig. 4. The complex CAD model of the Basin with the wall contour lines (red) of the simplified numerical model and 
its simplified numerical model with the numerical grid.  𝛤𝛤(𝑥𝑥�) = 1 − 𝑒𝑒𝑥𝑥�3.5−1𝑒𝑒−1   𝑓𝑓𝑐𝑐𝑓𝑓 𝑥𝑥�  ∈ [0; 1]   (19) 
The full length of the numerical domain is 134.0 m, which yields 𝑁𝑁𝑥𝑥=1340 grid points in the 
horizontal direction. The simulations are two dimensional, thus the number of the cells in the y-
direction is one, which gives a total number of the cells equal to 17420. This setup was applied for the 
simulation of both bi-chromatics waves. We used only two threads in the calculations and the 
calculation time was about 2065 s for the simulation of 180 s for both simulations using a MacPro 
2010 workstation. Due to the lack of space the convergence studies which were run to identify the best 
setup are not presented herein. 
5 Results 
 
Fig. 5. Horizontal velocity field at the end of the simulation 
The bi-chromatic wave system consists of two wave components: 𝑇𝑇1 = 1.5 s and 𝑇𝑇1 = 2.0 s. which 
yields LF wave components at 𝑇𝑇𝐿𝐿𝐹𝐹 = 6 s as shown in Tab. 1. The fully developed velocity field with 
the horizontal velocity component is presented in Fig. 5. One can clearly observe the wave-ramp 
interaction from 6m from the wave maker and the transition from deep water waves into finite water 
depth waves. The free surface elevation on the whole domain and at all time steps is presented in Fig. 
6 a). The propagation time increases upwards and the waves propagate to the right. We cannot see any 
obvious sign of reflection in the form of left-propagating waves. The low-frequency part of the free 
surface elevation shows a spatial pattern with amplitude modulation in Fig. 6 b), which indicates the 
presence of parasite waves as explained in Section 2.3.  
The peaks in the k-f spectrum in Fig. 6 c) can be observed at 𝑓𝑓1=0.667 Hz and at 𝑓𝑓2=0.5 Hz which 




line, which represent the first-order dispersion relation between the wave number k and the wave 
frequency f. Other secondary peaks coincide with higher-order components, including the sum- and 
difference frequency components from the second-order solution. Higher-order peaks located on the 
first-order dispersion curve indicate the presence of free parasitic waves. Peak values in the negative 
wave number part of the k-f spectrum and at frequencies 𝑓𝑓1 and 𝑓𝑓2 show that the amplitude of the 
reflected waves is at least 1000 times smaller than the amplitude of the incoming waves for these two 
first-order components. 
The wavenumber of the second order LF-bound wave is 𝑘𝑘𝐵𝐵 = 0.66 rad/m based on the second 
order wave theory and the wave number of the corresponding free wave is 𝑘𝑘𝐹𝐹 = 0.39 rad/m from the 
linear dispersion relation. These two wave components can be seen in the k-f spectrum at f=0.1667 Hz 
(T=6 s) as two energy spots (highlighted with the red arrow) at two different wave numbers: one at 
0.39 rad/m on the linear dispersion curve, and one at 0.66 rad/m which is the bound wave. This figure 
shows that REEF3D is able to qualitatively capture LF-second-order wave-bottom interactions.  
 Fig. 6  Free surface elevation of the REEF3D simulation over time and space. 
The comparison of the simulated free surface elevation time series at locations where experimental 
time series were recorded also shows a good agreement in Fig. 7 with respect to the magnitude and the 
phase of the signals in the time domain. Fig. 7a) presents the comparison between the simulated and 
the measured free surface time series with the corresponding amplitude spectra on the right-hand side. 
Investigation of the latter diagram indicates a spatial variation of the linear wave components in the 
simulation and in the experiment. Fig. 7 b) shows the LF part of the free surface only. The amplitude 
of the filtered signals is small, not larger than a half centimetre which can be estimated from the 
amplitude spectrum. One can observe that the simulated amplitude of the LF wave matches the 
experimental results well for the shown positions during the first 120s of the tests, except at 9.92 m 
from the wave maker. After this duration, partial reflection of the LF waves in the basin may be 
responsible for the discrepancies. 
The LF wave amplitudes 𝑎𝑎𝐿𝐿𝐹𝐹 estimated at various positions in the basin are shown in Fig. 8 a) and 
corresponding simulated values can be found in Fig. 8b). All LF-amplitudes shown in blue were 
estimated from a 60 s long time window to minimize the effect of reflection in the experiments. The 
red curve indicates that the bound wave amplitude 𝑎𝑎𝐵𝐵 obtained from the second-order theory and the 
first-order amplitudes estimated at each position. The simulated LF-amplitudes in Fig. 8b) were 
computed every 0.5 m at 81 positions. Similar comparisons can be found in Fig. 9a) and Fig. 9b) for 
Test 83210. The simulated and experimental spatial distributions of 𝑎𝑎𝐿𝐿𝐹𝐹, caused by the interference 
between the bound and free LF waves are similar. The estimated ratio 𝐵𝐵 between 𝑎𝑎𝐹𝐹 and the 
amplitude 𝑎𝑎𝐵𝐵 of the bound wave is slightly smaller in the simulations than in the estimation based on 




a) Free surface elevation b) LF free surface elevation c) k-f diagram of the free surface elevation 
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Fig. 7. Validation of the free surface elevation. 
One should note that there are some uncertainties related to partial reflection of the LF waves in the 
experiments, which can explain some of the observed discrepancies. Finally, based on the present 
results, it can be concluded that REEF3D is able to capture the generation of second-order free LF 




a) Derived from measured bi-chromatic wave 80000 b) Derived from simulated bi-chromatic wave 80000 
Fig. 8. LF-wave amplitudes vs probe position. 
 
  
a) Derived from measured bi-chromatic wave 83210 b) Derived from simulated bi-chromatic wave 83210 
Fig. 9. LF-wave amplitudes vs probe position. 
  
a) Free surface elevation b) LF free surface elevation 
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6 Conclusion 
The theoretical background of the generation of free LF waves due to the nonlinear interaction of 
wave groups with a steep slope is presented in this paper. This phenomenon is expected to be 
observed in the Norwegian fjords too. Based on the comparison of experimental data with the 
numerical simulations, it is shown that REEF3D::FNPF is able to simulate nonlinear interactions 
between the bottom and  the wave. The degree of agreement between the experiments and the 
numerical simulations makes it possible to use the latter to estimate parasitic LF waves in closed 
experimental facilities for several water depths, and possibly implement mitigation solutions. In 
addition, these results show that REEF3D::FNPF module is a reliable tool to capture nonlinear wave-
bottom interactions that are of importance for the design of structures in coastal areas and in the 
Norwegian fjords. 
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