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Abstract
The advection scheme TRAP was elaborated for the Bulgarian three-dimensional PC-oriented Eulerian air pollution model. The
TRAP scheme uses polynomial fit of concentration profile as the BOTT scheme but differs from it in calculating fluxes. Instead of
integrating the polynomial fit over the neighboring grid values as in the BOTT scheme, the flux area is supposed to be trapezoidal
and is determined as a product of the Courant number and a single value of the approximation polynomial referring the middle
of the passed distance. The obtained scheme is explicit, positively definite and conservative with limited numerical dispersion and
good transport ability. Displaying the same properties as the BOTT scheme, the TRAP scheme turns out to be several times faster.
Following the TRAP approach some schemes are developed and presented. Some of them are obtained by optimization of the
so-called “normalization” procedure. Second- and third-order polynomials are used for fitting concentration profile around each
grid point.
The performance quality of these as well as of some other well-known schemes is determined by exploiting the rotation and
deformation tests. Recommendations for the proper usage of different schemes are made.
Finally, an approach for treating non-homogeneous grids with advection schemes developed for the homogeneous ones is
described and demonstrated on the TRAP scheme.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
The description and prediction of air pollution in all scales is one of the key environmental problems. A state-of-
the-art method for this is the numerical modeling which is able to account for a great number of dispersion processes
like transport (advection), diffusion, wet and dry deposition, physical and chemical transformations.
One of the key problems in air pollution modeling is the accuracy and the computational complexity of the
numerical schemes. The description of the advection processes still keeps being a real challenge for tracer dispersion
modelers. Even the best chemical scheme or boundary layer parameterization is useless, while the advection scheme
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produces considerable errors. At the same time, a tendency is observed to use comprehensive models in long-
term integration. This urges the modelers to search for compromise between the accuracy and the complexity
of computations. The same are the requirements of the models designed for performing on small computational
platforms. A lot of methods and schemes were proposed in the literature (see the review papers [1–4]), but only a
small number of them are suitable and are being in practical use.
Different approaches are used in constructing advection schemes. In the finite-difference schemes discussed in [5–
11] different approximations are applied for the space and time derivatives of the concentration in the advection
equation. In the Lagrangean and pseudo-Lagrangean schemes [12–18] the concentration is presented as a system
of masses approximated by different functions and their transport is described directly by moving the mass center
along the velocity (walk models). In spectral models [19–22] the concentration is approximated by Fourier or other
orthogonal function series and the derivatives are calculated analytically.
One of the most widely used schemes is elaborated by BOTT [23] and further improved by him [24,25]. In the
BOTT scheme the advective fluxes are computed by utilizing the integrated flux concept of Tremback et al. [26].
The change of concentration in a grid point for a time step is calculated as difference of fluxes at cell boundaries.
The fluxes in each grid point are calculated by integrating the polynomial fit (a Lagrange polynomial of 4th degree)
over the neighboring grid points, normalized and then limited by upper and lower values. The produced scheme is
conservative and positively definite with small numerical diffusion. These properties make the BOTT scheme very
attractive for further improvements and optimizations. TRAP schemes [27–33] are such “daughter” schemes.
In the study, comparative tests of the BOTT and two other schemes (representatives of finite difference
and Lagrangean approaches) versus some variants of TRAP scheme are provided. Some useful properties and
improvements of TRAP schemes are presented as well.
2. Description of advection schemes
As splitting is applied in the multi-dimensional case, the one-dimensional advection equation in non-divergent and
in flux forms is considered here:
∂C/∂t + u∂C/∂x = 0, ∂C/∂t + ∂(uC)/∂x = 0, (1)
C(x, t) being the tracer concentration, u(x, t)— the advection velocity, x — the space co-ordinate and t — the time.
Let homogeneous grid is introduced in space and time: x → xi = i1x, i = 1, Nx ; t → tn = n1t, n = 0, Nt ;1x
and1t being the space and time steps. The corresponding grid values of velocity and concentration are u(xi , tn) = uni
and C(xi , tn) = Cni .
The simplest approach to numerical solving of Eq. (1) is the direct replacement of the derivatives by some
difference approximations, namely
(Cn+1i − Cni )/1t − ui (∂C/∂x)mi = 0, (2)
where (∂C/∂x)mi is a finite difference approximation of the space derivative. The upper index m can refer the moment
tn and then the schemes are explicit, or the moment tn+1 and then the schemes are implicit.
As far as mainly flux-type schemes will be discussed here, the flux form of Eq. (1) is of interest and it can be
discretized as
Cn+1i = Cni − (Fi+1/2 − Fi−1/2)1t/1x or Cn+1i = Cni − (Fri − Fli ), (3)
where Fi±1/2 = F(u,C) are the one time step mass fluxes through the right and the left edges of the cell, Fr and
Fl being masses transported through the edges for one time step. Fr and Fl can be positive or negative depending
on the transport direction and Fm = sign(um)Am, (m = r, l), where Am is the so-called flux area (the shadowed
area in Fig. 1, that is always positive). Usually, the problem can be normalized by introducing the Courant number
Uni = uni 1t/1x and setting1x = 1t = 1. The flux schemes discussed here are explicit, so the upper index n will be
omitted further on. Practically, all possible schemes can be reformulated to the forms of Eqs. (2) and (3); they differ
in the way of determining the derivatives or fluxes. A flux scheme is mass conserving if it is constructed in such a way
that always Fl i = Fri−1. As this condition is fulfilled for all flux schemes discussed here, the flux at the right cell
edge is considered further (Fig. 1).
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Fig. 1. Mass flux trough the right edge of cell i at positive and negative transport velocity.
All procedures described in each particular scheme below are repeated for every grid point starting from the first
one.
2.1. Holmgren’s scheme — HOLM
Holmgren [9] developed some two-step finite difference advection schemes being improved variants of the
MacCormack scheme [34]. After testing, he used one of them in a mesoscale meteorological model. According to
this scheme
Cn+1i = 0.5{Cni + C∗i −Ui [(1+ a)(C∗i − C∗i−1)− (a/2)(C∗i − C∗i−2)]}
C∗i = Cni −Ui [(1+ a)(Cni+1 − Cni )− (a/2)(Cni+2 − Cni )], a = 1/3.
(4)
It can be noticed that this scheme is realized on a pattern of 5 grid points. According to the notation for the different
finite-difference approximations of the first derivative in space (∂C/∂x), it is fourth order in space. This scheme is
one of the most sophisticated finite difference schemes.
2.2. Galperin’s scheme — GALP
Galperin [35,36] elaborated a curious Lagrangean advection scheme using the first moments of the masses in cells.
He supposes that in every moment tn the mass Qi (orCi ) in the cell i has first moment Mi = xci × Qi , where xci
is the coordinate of the center of the mass (at the beginning this is the cell center). The mass has rectangular form
with radius R = min(xci − XLi , XRi − xci ), where XLi , XRi are the left and right edges of the i th cell. For one time
step the mass boundaries BLi = (xci − R), BRi = (xci + R) are moved in a distance Ui , where Ui is the Courant
number. Galperin considers the two possibilities — mass stay in the same cell (or goes entirely in the next cell) and
mass is shared between two neighboring cells — and calculates the mass parts and its moments. After walking over all
cells these mass parts and moments are accumulated for every cell so obtaining the new concentrations and moments
(respectively the new mass centers). In the case of two-dimensional advection two moments are introduced over both
directions. The process of calculation goes first over x for every y. After calculating the new masses and x-moments,
the y-moments must be modified according to the new masses. The same procedure is repeated for y-direction.
2.3. BOTT’s scheme — BOTT
BOTT [23] determines the flux area after the integrated flux concept of Tremback et al. [26]. Following Fig. 1, the
geometrical considerations lead to:
Ari =
∫ 1/2
1/2−Ui+1/2
C pi (x)dx at Ui+1/2 > 0, and Ari =
∫ 1/2−Ui+1/2
1/2
C pi+1(x)dx at Ui+1/2 < 0, (5)
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where C pi (x) is a polynomial of order p that fits best the concentration line around the reference point i . This approach
of polynomial fitting introduces some numerical diffusion, but if it is local (separate coefficients for every grid point
and limited number of points around it) this fictitious diffusion is low. Some compromise between the fitting precision
and the diffusion errors has to be kept. After testing polynomials of different orders, BOTT [23] recommends fourth-
order Lagrange polynomial to be used
C4(r) = a0 + a1r + a2r2 + a3r3 + a4r4, (6)
where r is the distance to the point i . The coefficients in Eq. (6) are determined by solving a system of 5 simultaneous
algebraic equations, obtained by estimating Eq. (6) in points i − 2, i − 1, i, i + 1, i + 2 (i.e. over a space pattern
r = [−2,−1, 0, 1, 2], origin in point i), giving:
a0 = Ci
a1 = (−Ci+2 + 8Ci+1 − 8Ci−1 + Ci−2)/12
a2 = (−Ci+2 + 16Ci+1 − 30Ci + 16Ci−1 − Ci−2)/24
a3 = (Ci+2 − 2Ci+1 + 2Ci−1 − Ci−2)/12
a4 = (Ci+2 − 4Ci+1 + 6Ci − 4Ci−1 + Ci−2)/24.
(7)
In the case of steep gradients in the concentration field the integrals in Eq. (5) can give negative or unrealistic high
values. BOTT introduces limiters for the flux area:
0 ≤ Ar i ≤ Ci when Ui+1/2 > 0 and 0 ≤ Ar i ≤ Ci+1 when Ui+1/2 < 0. (8)
The lower limit in Eq. (8) is natural — the flux area must not be negative. The upper limit reflects the fact that Ar i
(the mass leaving the i th cell in the case of positive transport) cannot be greater than the whole mass in the cell Ci .
Respectively, at negative transport velocity, the mass leaving cell i + 1 cannot be bigger than Ci+1.
When determining the polynomial coefficients, an implicit assumption is done that the value of the concentration
in point i is exactly Ci . In fact, Ci is the mean concentration in the cell. In order to account for this and to assure
positive definiteness of the scheme, BOTT introduces an additional step of flux normalization, multiplying the flux
area by the factor Ci/Ai , where Ci is the real mass in the cell, while Ai is its estimate obtained by using the fitting
polynomial
Ai =
∫ 1/2
−1/2
C4i (x)dx = a0 + a2/12+ a4/80. (9)
In fact, depending on the transport direction the normalization is done as
Arni = (Ar i/Ai )Ci at Ui+1/2 > 0 and Arni = (Ar i/Ai+1)Ci+1 at Ui+1/2 < 0. (10)
Next step is to determine the right-edge flux Fr i = sign(Ui+1/2)Arni . As far as the left-most flux Fl i is already
calculated as right-most flux of cell i − 1, the new value of the concentration in point i can be calculated after Eq. (3).
2.4. TRAP schemes
2.4.1. TRAP concept vs integrated flux concept [27]
The TRAP concept is an alternative of the Integrated Flux concept. Accordingly, the flux area is approximated by
a rectangular trapezium (see Fig. 1) laying on its height (in fact, the Courant number Ui+1/2). The area of a trapezium
can be determined by multiplying its height by the semi-sum of both bases. If polynomial fitting of concentration is
applied these values are the two single estimates of the polynomial referring the integral boundaries (see, Eq. (5)). In
TRAP, as to further simplify the calculations, this semi-sum is approximated by a single estimate for the concentration
referring to the middle of the passed distance.
The first variant of TRAP scheme (called TR4) was obtained on the basis of BOTT’s polynomial fitting, Eqs. (6)
and (7). In such a way, instead integrating, the flux area is approximated by
Ar i = |Ui+1/2|C4i (ri ) at Ui+1/2 > 0 and Ar i = |Ui+1/2|C4i+1(ri+1) at Ui+1/2 < 0, (11)
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where the middle of the passed distance ri is given by (see Fig. 1)
ri = (1−Ui+1/2)/2 at Ui+1/2 > 0 and ri+1 = −(1+Ui+1/2)/2 at Ui+1/2 < 0. (12)
BOTT’s limiters, Eq. (8), and normalization, Eq. (10), are also applied, exploiting the mass-in-cell estimate
from Eq. (9).
This simple change in the BOTT scheme produces a scheme which possessing the same simulation properties of
the BOTT scheme occurs to be several times faster. TR4 scheme can be considered also as a specific combination
between the schemes of BOTT [23] and Russell and Lerner [10]. This scheme is not exploited any more because some
new and optimized schemes were elaborated following the TRAP concept as will be shown further.
2.4.2. Third-order TRAP scheme exploiting Bessel polynomial — TRB [29,30]
The initial setting of 1t-value for any dispersion model utilizing explicit advection scheme must keep the Courant
stability condition u1t/1x < 1 fulfilled in the whole domain during all period of integration. As far as the wind varies
with time and space and the space resolution is fixed in advance, the value of 1t must be defined in such a way that
keeps this condition always and everywhere. Usually, a value of umax greater than the strongest winds (according to the
physics of the task) is determined in advance and replaced in the Courant condition1t < 1x/umax that leads to small
values of 1t . This entire means that the predominant part of flux estimates is made at small Courant numbers during
the course of calculations. So, very often the flux areas are placed close to the cell edges, around the point i + 1/2
(i cell right edge). High precision of the polynomial fit in this domain is desired in order to improve the accuracy of
the schemes. It is well known that the Lagrange polynomials give the best interpolating quality for |r | ≤ 0.251x, i.e.
close around the central point i , not around its right edge. This is one of the reasons for using different polynomials
in the BOTT scheme in the cases of positive and negative velocity. Syrakov and Galperin [29] proposed, instead of
Lagrange polynomial, to use Bessel polynomial for fitting concentration profile because it gives best fitting quality
for the region (0.251x ≤ r ≤ 0.751x). As far as Bessel polynomials are of even degree, a third-order polynomial is
proposed, there:
Cb(r) = b0 + b1r + b2r2 + b3r3, (13)
where the coefficients bk, k = 0, 3 are determined by (space pattern r = [−1, 0, 1, 2])
b0 = Ci
b1 = (−2Ci−1 − 3Ci + 6Ci+1 − Ci+2)/6
b2 = (Ci−1 − 2Ci + Ci+1)/2
b3 = (−Ci−1 + 3Ci − 3Ci+1 + Ci+2)/6.
(14)
The right-edge flux area is calculated by multiplying the Courant number by the value of Eq. (13) estimated for
ri = (1−Ui+1/2)/2. In this case, one and the same polynomial for positive and negative advection velocities is used.
Limiting and the normalization must be performed further taking into account the upstream concept, Eqs. (8) and (10).
The mass-in-cell estimates, needed for the normalization, are determined by integrating Eq. (13), leading to
Ai = (Ci−1 + 22Ci + Ci+1)/24 at Ui+1/2 > 0
Ai+1 = (Ci + 22Ci+1 + Ci+2)/24 at Ui+1/2 < 0. (15)
This version of the TRAP scheme shows exactly the same characteristics as the original BOTT scheme and TR4
being faster than the last one as will be shown later. Another important advantage of this lower-order scheme is the
fact that it needs only two grid points at the inflow borders of the model domain for setting of boundary conditions.
The fourth-order BOTT scheme as well as TR4 scheme need three boundary points. TRB is considered to be the basic
TRAP scheme and it is built in the Bulgarian three-dimensional Eulerian dispersion model EMAP, which was verified
in several international exercises.
2.4.3. Low-order TRAP schemes (TR3 and TR2) [31]
As far as the right-most edge of cell i is just in the middle of the set of 4 neighboring points (i−1, i, i+1, i+2), it
is natural to choose a polynomial of third order for approximating concentration profile in this region. Following
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the already described procedure, in the case of Lagrange polynomial and using the shifted 4-point pattern r =
[−3/2,−1/2, 1/2, 3/2] with origin in point i + 1/2, the polynomial coefficients of a third-order scheme (TR3) are
produced. The obtained coefficient occurs to be rather more complicated than the Bessel polynomial coefficients, Eq.
(15). It means that TR3 is slower than TRB. In fact, this scheme reproduces the simulation properties of BOTT and
TRB, but is 10% slower than TRB but much faster than the BOTT scheme.
It was shown above that the decrease of the order of approximation from 4 to 3 lead to acceleration of the
computations without considerable change for the worse. Further decrease of this order is worth to be checked.
For determining the coefficient of a second-order fitting polynomial, a 3-point shifted pattern is used. Exploiting
the upstream difference concept its orientation depends on the transport direction, i.e. r = [−3/2,−1/2, 1/2] when
Ui+1/2 > 0 and r = [−1/2, 1/2, 3/2] when Ui+1/2 < 0. The obtained scheme TR2 is almost twice faster than the
TRB scheme, but its simulation properties are worse, as shown in [31].
TR3 and TR2 schemes will not be considered in more details, here. Instead, two modifications will be described
next and tested together with already presented schemes.
2.4.4. Self-normalizing TRAP-schemes (Tr3n,Tr2n)[32,33]
Further optimization of these schemes can be achieved by applying the so-called area-preserving approach in
determining the coefficients of the chosen fitting polynomial proposed by BOTT [24]. Galperin [35,36] uses the term
self-normalizing and we will keep this terminology. It was mentioned above that the normalization step in BOTT and
TRB schemes is necessary because the fitting polynomial is built, assuming that grid values Ci , Ci±1, etc. are values
in points i, i ± 1, etc. It is clear a priori that Ci is the average concentration of the i th cell, not the concentration in the
center of the cell. It is possible to account for this during the calculation of the polynomial coefficients. As a result,
the necessity of normalization step fell out. The coefficients of polynomials must be so determined, that the integral
of the polynomial over the cells would equal the mass in them. In such a way, other systems of algebraic equations
for unknown polynomial coefficients are obtained. The application of this approach to the third-order polynomial (Eq.
(13)) using the same pattern results in
at r = −1 : Ci−1 =
∫ −1/2
−3/2
C3(x)dx = c 0− c 1+ 13c 2/ 12− 5c3/4
at r = 0 : Ci =
∫ 1/2
−1/2
C3(x)dx = c 0+ c 2/ 12
at r = 1 : Ci+1 =
∫ 3/2
1/2
C3(x)dx = c 0+ c 1+ 13c 2/ 12+ 5c3/4
at r = 2 : Ci+2 =
∫ 5/2
3/2
C3(x)dx = c 0+ 2c 1+ 49c 2/ 12+ 17c3/2
(16)
and its solution leads to:
c0 = (−Ci+1 + 26Ci − Ci−1) /24
c1 = (−5Ci+2 + 27Ci+1 − 15Ci − 7Ci−1) /24
c2 = (Ci+1 − 2Ci + Ci−1) /2
c3 = (Ci+2 − 3Ci+1 + 3Ci − Ci−1) /6.
(17)
The flux area is determined according to Eq. (11), but with the third-order polynomial with coefficients from Eq.
(17), the argument ri determined after Eq. (12). The BOTT limiters, Eq. (8), are applied, but normalization step is
omitted.
It is worth to be mentioned that similar scheme can be constructed using shifted pattern. The respective coefficients
differ from those in Eq. (17) and the flux area must be determined with the new ri = −Ui+1/2/2 being the distance
from the origin of the shifted pattern (point i+1/2) to the middle of the trapezium height. It can be proved analytically
that both schemes are identical producing one and the same estimate for the flux area. That is why the variant with
less number of operations is described here, referred as Tr3n.
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Analogously, two self-normalizing TRAP schemes giving equal results can be defined. The simpler one, referred
as Tr2n, is obtained by applying the approach from Eq. (16) to the second-order polynomial over the shifted patterns
from paragraph 2.4.3. The resulting coefficients are
at Ui+1/2 > 0
d0 = (−Ci−1 + 5Ci + 2Ci+1) /6
d1 = −Ci + Ci+1
d2 = (Ci−1 − 2Ci + Ci+1) /2
and
at Ui+1/2 < 0
d0 = (2Ci + 5Ci+1 − Ci+2) /6
d1 = −Ci + Ci+1
d2 = (Ci − 2Ci+1 + Ci+2) /2.
(18)
All other procedures are the same as in TRB and TR3n, normalization step omitted. It is shown in [32,33] that
all second-order TRAP schemes give practically identical results. This is the reason to present only one of the self-
normalizing schemes here.
3. Numerical experiments
The six schemes from section 2 (HOLM, GALP, BOTT, TRB, Tr3n and Tr2n) have passed different tests —
two one-dimensional and two two-dimensional (rotational and deformational) ones.
3.1. One-dimensional tests
3.1.1. Instantaneous sources
First of all, the schemes are tested on instantaneous sources. On a grid of 100 points the initial concentration
distributions are set as: Gauss-shaped source, point source, triangle and parallelepiped. If the Gauss shape is
considered as absolutely smooth shape and the point source (single disturbance) as absolutely discontinuity form,
the triangle and the parallelepiped are intermediate forms, the parallelepiped being much closer to the point source. In
the initial moment these forms are placed close to the origin of the grid and a wind with constant velocity of 0.4 is set
(in fact this is the Courant number). Schemes are run with output every 50 time steps until going out of the grid. In
the case of ideal advection the shapes must be moved right at 20 grid points for every 50 time steps without changing
the initial form.
In Fig. 2, the simulations of three of the described schemes are shown as representatives of the three approaches
to construct the advection schemes. The initial shapes and all 50 time steps inputs are given in one graph for every
scheme and for every shape.
It is clearly seen from Fig. 2 that HOLM and TRB are advecting the Gauss form quite well. Galperin’s scheme
is not so good — the height of the initial shape is decreasing all the time with increasing its dispersion. But for
point sourceGALP is perfect and in this sense the scheme is unique — no one scheme, build on the base of advection
equation, exists able to describe adequately the advection of such an absolute discontinuity as the point source is. Both
other schemes squashed down the single disturbance to a nearly Gauss-shaped distribution immediately after the start
of movement and this form is advected further. The results of HOLM and TRB are similar with one small but very
important difference —HOLM produces waves at the edges of the form. Such factitious waves are well known in the
computational hydrodynamics as Gibb’s waves and they appear when trying to describe different discontinuities. The
problem here is that negative values appear, i.e.HOLM is not a monotonic scheme. The monotonicity is an important
property of a scheme to be used in air dispersion models. TRB is definitely monotonic as can be seen from all its
graphs. The advection of triangle and parallelepiped by HOLM and TRAP is similar — both schemes decrease the
height of the triangle and cannot keep the upper side of the parallelepiped flat (Gibb’s waves). The difference is again
in the appearance of waves with negative values of the concentration in HOLM graphs due to its non-monotonicity.
GALP moves the parallelepiped almost ideally but the advection of the triangle shows a description of the triangle
form that is worse than that the other two schemes.
3.1.2. Continuous point sources and mass removing
The second test exploits the same 100-point grid. In points 10 and 25 two continuous point sources with release
rates of 5 and 3 units per time step are set. Between points 60 and 80 a rain strip is simulated simply decreasing the
concentration in every grid point with 2% per time step. The transport velocity is again 0.4.
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Fig. 2. One-dimensional test of Holmgren’s, Galperin’s and BOTT’s schemes: three instantaneous sources (gauss-shaped, triangle and point),
constant velocity or Courant number 0.4, output every 50 time steps.
Fig. 3. One-dimensional test of Holmgren’s, Galperin’s and TRB schemes: two continuous point sources with emission rate of 5 and 3 units, strip
of rain (shadowed), transport velocity 0.4.
Fig. 3 shows the achieved stationary state of the concentration (after 250 time steps). All three schemes describe
the situation fairly well. GALP simulation is the best and practically ideal. Gibbs’ waves appear in the two other
simulations before each discontinuity. This looks like an indication that a discontinuity exists upwind is transferred
against the wind. Again the reason for this is the usage of information of several points around the central one when
constructing the advection schemes. In Galperin’s scheme this is not the case — it uses information only for the point
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Table 1
Estimates for simulation quality of numerical advection schemes (rotational test)
Estimate Meaning
Cmax = max(Ci j )/max(C0i j ) Cmax < 1 — presence of numerical diffusion
Cmin = min(Ci j )/max(C0i j ) Cmin < 0 — absence of positive definiteness
SM = (∑i j C0i j −∑i j Ci j )/∑i j C0i j SM— normalized difference of sum of masses
SM 6= 0 — absence of conservativeness
SM2 = (∑i j C02i j −∑i j C2i j )/∑i j C02i j SM2 = 0 — second moment conservativeness
DXc =∑i j iCi j /∑i j Ci j −∑i j iC0y/∑i j C0y
DYc =∑i j jCi j /∑i j Ci j −∑i j jC0i j /∑i j C0i j
DXc, DYc— displacement of the mass center
DXc = DYc = 0 after a number of full rotations indicate an ideal
transport ability
DD = (D−D0)/D0,whereD =∑i j Ci j [(x −Xc)2+ (y−Yc)2]/∑i j Ci j D—mass dispersion around the mass center DD— degree of
de-concentration of masses due to the numerical effects
T = 1Tcalc/1T ref, Relative speed of performance
itself (concentration and moment). Holmgren’s scheme again demonstrates its non-monotonicity just before the first
source.
3.2. Two-dimensional tests
3.2.1. Rotational test
Instantaneous releases with different initial forms are rotated with constant angular velocity. Keeping in mind that
the exact solution of the advection equation after one or several full rotations is just the initial concentration field, a
number of criteria can be established for estimating the scheme properties. Denoting the initial field by C0 and the
final one by C , the estimates shown in Table 1 will be considered here.
Following Smolarkiewiecz [37], a grid field of 101×101 points with1x = 1y = 1 is the test domain. A rotational
wind field with constant angular velocity of ω ≈ 0.1 (∼600 time steps per 1 rotation) and center in point (51, 51) is
imposed on this area. An instantaneous release creates the initial field of concentration. Smolarkiewiecz performed
his tests with cone-shaped source only, but here different types of shapes are tested as initial condition — cone-shaped
source, point source, Gauss-shaped source, cube, front etc. The maximum concentration of these shapes is the same,
C0max = 3.87, and they are centered at point (76, 51). The cone base radius is 151x . The dispersion of the Gauss-
shape is 501x . Two cubes are handled: the first one is centered at the same point and has a base of 301x , the second
one is centered at the middle of the field and rotates around its axes.
The quantitative values of all indexes from Table 1 for all schemes after 6 rotations are presented in Table 2 for
cone, point and Gauss-shaped sources only. The time of integration is given relatively to the time of TRB scheme
(1T ref) in percentage. Several conclusions can be made from Table 2.
In the case of cone rotation, the values of the Cmax for all schemes are between 80% and 90%, the highest
value for Tr3n and the lowest one for GALP. HOLM shows negative Cmin, reflecting the already commented non-
monotonicity of this scheme. All other schemes are monotonic. All schemes show good transport ability — after 6
rotations the center of mass is displaced with no more than 11x from its initial position. The conservation of mass and
its moments is also good. Regarding the complexity of calculation, HOLM and BOTT are several times slower than
the basic TRAP scheme. The self-normalizing variants of TRAP are two and three times faster than the basic scheme.
GALP and the second-order variant of TRAP are the fastest one but their other simulation properties are not so good
— bigger decrease of Cmax and a small but notable loss of mass. Special attention must be paid to the third-order
self-normalizing TRAP scheme, Tr3n. It shows best simulation quality with high computing efficiency — its Cmax
is the highest one (almost 90%) and its computing time is 43% of those of TRB.
The quality of simulation of Gauss-shaped source advection is good for all 6 schemes, excluding the negativeCmin
of HOLM. BOTT and TRB results are almost identical, TRB being more than 5 times faster. GALP is faster but its
other indexes are not so good. The best quality of simulation is demonstrated again by Tr3n, possessing Cmax about
98%. This case can be considered as almost ideal numerical advection. At the same time the computing efficiency of
this scheme is very high; only TR2n is faster but with lower simulation quality.
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Table 2
Values of the simulation quality indexes after six rotations for all six advection schemes and 3 instantaneous releases
6 rotations HOLM GALP BOTT TRB TR3n TR2n
Cone-shaped source Cmax 87.79 83.80 86.49 85.90 89.10 80.80
Cmin −2.24 0.00 0.00 0.00 0.00 0.00
CM 0.00 0.00 −0.0008 −0.80 −0.20 −0.80
CM2 −1.31 34.71 −3.37 −3.80 −0.60 −8.60
DXc −0.76 −1.03 0.001 −0.16 −0.16 −0.15
DYc 0.03 0.18 0.002 0.52 0.51 0.52
DD 3.17 1.26 6.51 −27.70 −30.20 −26.50
T 835.30 34.56 498.00 100.00 43.40 34.60
Gauss-shaped source Cmax 94.46 77.57 93.37 93.20 98.70 76.60
Cmin −0.93 0.00 0.00 0.00 0.00 0.00
CM 0.00 0.01 −0.002 −0.60 −0.40 −0.20
CM2 −2.79 26.07 −6.14 −6.50 0.00 −15.90
DXc −1.44 −0.94 −0.0004 −0.24 −0.25 −0.23
DYc 0.03 0.23 −0.0009 0.52 0.52 0.51
DD 7.59 0.87 6.34 −41.30 −46.10 −38.40
T 830.00 68.40 511.20 100.00 42.20 37.60
Point source Cmax 3.00 93.53 1.68 1.60 2.20 0.90
Cmin −0.76 0.00 0.00 0.00 0.00 0.00
CM 0.00 0.00 −0.0003 0.00 0.00 0.00
CM2 −97.55 −12.30 −99.12 −99.20 −98.80 −99.50
DXc 1.37 1.23 −0.19 −0.48 −0.47 −0.49
DYc 0.00 −0.02 0.40 0.52 0.53 0.52
T 831.57 29.20 493.70 100.00 42.70 35.90
It can be noticed from the last part of Table 2 that none of the tested schemes describes satisfactorily the advection
of a single disturbance in the concentration field (point source), but GALP. This can be seen in Cmax-values, which
fall down to some percents of the initial maximum in all 5 schemes. The already mentioned squashing down of
initial disturbance to Gauss-like shape is observed here as well. On the contrary, GALP shows perfect performance.
This uniqueness of Galperin’s scheme was already commented. It looks like this scheme is created especially for the
treatment of discontinuities in the concentration field. At the same time, its simulation of smooth forms transport is
not good. GALP is the fastest scheme, especially in the case of point source and zero background concentration.
3.2.2. Simulation capabilities of the two-dimensional variants of the schemes
In the previous section, some integral results about the simulation properties of the considered schemes were
presented. Many other peculiarities can be observed when analyzing the graphical presentation of the different shapes
in the process of advection (static graphs for different moments) and especially in case if respective animations are
build. Here, some additional properties of the schemes will be demonstrated on static images. All tests are performed
over a constant background field with height 1 (about 1/4 of shape’s height). The tests over background are very
important in proving the positive definiteness of a numerical scheme. When no background tests are performed, an
option of checking for and neglecting negative concentrations can keep the positive definiteness of a scheme. This
limiter does not work when background tests are made. The undershooting and overshooting of the schemes usually
dig “holes” in the background so as to avoid the discontinuity and the shallower the holes, the better the scheme. It
is worth mentioning here, that a zero-value limiter is applied in BOTT and all TRAP schemes according to Eq. (8),
but this condition is applied to the flux area (that is acceptable from physical point of view), not to the concentration
itself.
In Figs. 4a and 4b, the results of Table 2 are demonstrated graphically. The first 3 schemes’ performance is shown
in Fig. 4a. The shapes at every quarter of a rotation are given together with the initial shapes (the right-most shape).
In order to have this, only 3/4 rotation is made. It is clearly seen that GALP simulation of cone is very bad, but
the rotation of the point source is perfect. HOLM and BOTT are moving the cone and the Gauss shape well, but
the description of the point is extremely bad. Similar are the picture of TRAP schemes simulations given in Fig. 4b.
It is seen that all three schemes demonstrate excellent simulation of the Gauss-shaped initial field, the difference of
simulation properties are not visible, they can be seen in Table 2 only. As to the cone source, the first impression
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Fig. 4a. Two-dimensional rotational test of Holmgren’s, Galperin’s and BOTT’s schemes; three instantaneous sources (gauss-shaped, cone and
point); 3/4 rotation in anti-clockwise direction; initial shape (right-most one) and 3 intermediate outputs every 1/4 rotation shown.
Fig. 4b. The same as Fig. 4a but for three TRAP schemes (TRB,Tr3n andTr2n).
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Fig. 5. Tests of the three TRAP schemes rotating front, parallelepiped and cube.
is the same. The attentive analysis shows that TRB depicts a single shallow ring hole around the cone base (the
discontinuity position). In spite of the best integral estimates, Tr3n scheme forms a system of Gibbs’ waves lugging
after the cone shape. Such effects are missing in the second-order schemes performance. All three schemes simulate
the point advection very bad, confirming the comments on Table 2. The system of Gibbs waves generated by Tr3n is
seen again. The performance of Tr2n resembles that of TRB.
Very interesting conclusions about the simulation properties of TRAP schemes can be obtained from Fig. 5, where
the rotation of additional initial shapes, mainly front and cubes, is shown. The rotation of an instantaneous line source
is shown in the first row of graphs. The line source can present a moving front and has its initial position from point
(60, 51) to point (90, 51). The shapes at every quarter of the rotation are presented. Similar performance of the three
schemes is observed. Again, Tr3n shows the best simulation among the three schemes but the system of Gibbs’ waves
after the moving object is quite big. TRB shows a little worse simulation and a single wave behind, while TR2n do not
form system of waves. The second row of Fig. 5 demonstrates the rotation of a parallelepiped (cube) initially placed
near the area boundary. The same comments of the description quality can be made. The rotation of a cube around its
axis is presented in the third row of Fig. 5. This cube test is quite severe hardship for the advection schemes because
of the flat cover and steep gradients at its faces, where Gibbs’ waves appear, especially at the schemes of third order.
TRB still keeps a big part of the cube cover flat, but the Tr3n description is quite bad, worst of all. The second-order
scheme simulates the cube rotation surprisingly well.
3.2.3. Deformational test
The next demonstration of TRB abilities is the deformational test, proposed by Smolarkiewiecz [37] and discussed
in detail by Staniforth et al. [38]. A cone with height 3.87 and radius 15 units is placed in the center of the well-known
squared area of 101× 101 points with 1x = 1. The wind field now is defined by the streamfunction
ψ(x, y) = A sin(kx) cos(ky), (19)
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Fig. 6. Deformational test: left — streamfunction isolines (solid — positive, dashed — negative) and initial cone source isolines in the center of
the field; right — resulting wind field.
where A = 8, k = 4pi/L , L = 100. The isolines of the streamfunction are shown in the left graph of Fig. 6
(solid/dashed contours are positive/negative). The initial cone distribution is also shown there. In the right graph
of Fig. 6 the resulting wind field is presented.
Staniforth et al. [38] obtained the analytical solution of this advection problem. They pointed out that two regimes
of advection exist that have different evaluation criteria. For the first regime (short time period) numerical solution
can be compared with the exact one in a quantitative manner, whereas for the second one (long time period) it should
be evaluated on the basis of stability and qualitative similarity with an appropriate averaging of the exact solution.
In Fig. 7, short time simulations of deformation test are shown. The numerical solutions after 19, 38, 57 and 76
iterations nearly correspond to the analytical solutions presented in Fig. 3a–d of [38], as well as those in Fig. 5a–d of
BOTT [24,25]. Long-term calculations are not made, because it is doubtful that such a strong deformation can exist
in the atmosphere for long timescales.
3.2.4. Boundary effects
The last demonstration is the reaction of TRB to the boundary conditions. As the advective equation is of first
order in space, only one boundary condition can be set — some value at the incoming flow boundary. Usually values
are prescribed to the first (closest) boundary points. As TRB is of third order in space, it needs a second boundary
value, i.e. 2 boundary points (BOTT scheme needs three boundary values). Here, the same values are prescribed to the
second boundary point. In the left graph of Fig. 8, the reaction of TRB to non-zero boundary values is demonstrated.
A Gauss-shaped profile with height 100 units and dispersion 50 and center at y = 51 is set at points x = 0,−1. One
hundred steps at u = 0.8, v = 0 are made. Excluding the disturbance at the front of the shape, all other top points
keep value of 100, the height of the boundary profile.
Although the boundary condition at the outgoing flow boundary has no physical meaning, it has not of less
importance. The natural boundary condition there is the “open boundary” one. The simplest way is to set the
concentration values at outgoing boundary points equal to zero. This boundary condition works, but some delay
of outgoing shapes is observed in this case. Here, an extrapolation over the two closest inner points is adopted
CB = 2CB−1 − CB−2, CB+1 = CB, (20)
where B denotes the closest boundary point. A stage of a cone leaving the computational area is shown in Fig. 8, right,
demonstrating this useful property of TRB. The other TRAP schemes give similar results.
4. Non-homogeneous variants of TRAP schemes
For many applications the troposphere and the atmospheric boundary layer are considered horizontally
homogeneous and atmospheric models use constant horizontal grid step. Because of the specific vertical structure
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Fig. 7. TRB Performance of deformational test.
Fig. 8. Entrance and exit of pollution forms as described by TRB.
of the atmosphere (big gradients near to the ground and at the tropopause and changing variability with height) the
atmospheric models (pollution dispersion models, in particular) use non-homogeneous vertical discretization.
Two types of non-homogeneous grids exist — regular and non-regular ones. In the regular grids the distance
between points (the grid step) obeys some functional law — very often similar to the typical profiles of the
meteorological elements in the ABL. For the non-regular grids the model levels are set on the basis of other
considerations (synoptic mandatory pressure levels, for example). Here, variants of TRB working on regular and
non-regular non-homogeneous grids are presented [38].
It was already mentioned that no numerical scheme can describe adequately the advection process because of the
discretization. The problems grow up for non-homogeneous grids where the resolution changes along the distance.
Special measures have to be taken in this case in order to keep the scheme properties good enough. For the simplest
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Fig. 9. Performance of TRB scheme over non-homogeneous grid (upward motions).
advection schemes (approximating the advection-term derivatives by finite differences (likeHOLM) an improvement
can be reached by introducing the complex derivative according to the low generating the grid. The flux schemes are
much more complex. The different grid steps make difficult the polynomial fitting of concentration profile necessary
for determining the flax area. Here, an approach to overcome this problem is proposed permitting to use the advection
schemes developed on homogeneous grids without any special changes.
As far as non-homogeneous grids are used mainly in vertical direction let us have the grid (z0, z1, z2, . . . ., zN ).
First of all, layers’ depths and boundaries have to be determined. The simplest way to do this is
1zk = zk+1 − zk, zk+1/2 = (zk + zk+1)/2, (k = 1, N ). (21)
It is worth to be mentioned here that, in the case of regular non-homogeneous grid, Eq. (20) is not the only way
to determine the layers’ depths. It would be more precisely to use the low generating the grid. Without entering such
details, the description (21) will be supposed further.
Four main procedures at every time step have to be performed so as to use the above described flux schemes in the
case of non-homogeneous grid:
1. Conversion from concentration to mass-in-layer:
Mk = Ck1zk . (22)
2. Proper determination of the Courant number (wk+1/2 is the velocity at the upper boundary of the kth layer):
Wk+1/2 =
{
wk+1/21t/1zk, wk+1/2 > 0
wk+1/21t/1zk+1 , wk+1/2 < 0.
(23)
3. Performance of the homogeneous schemes, usingM nk instead of C
n
k ;
4. Reverse conversion from mass-in-layer to concentration:
Cn+1k = Mn+1k /1zk . (24)
For testing this approach over TRB scheme, two grids in vertical are defined. The first one is 80-point regular grid
with1z = 25m starting at 50 m, last point at 2000 m. The second grid is log-linear with parameters that allow to cover
the same distance by 24 grid points, 1zmin = 11m,1zmax = 165m. Three initial concentration profiles (Gaussian
shape, single disturbance (point source) and triangle) are moved up and downward with a velocity of 0.01m/s.
The performance of TRB over the homogeneous grid was already shown (Fig. 2) and commented. Its performance
on the non-homogeneous grid is displayed in Fig. 9 in the case of positive vertical velocity and in Fig. 10 in case of
downdraft.
It can be noticed from Fig. 9 that the quality of description on the non-homogeneous grid gets worse and worse with
time. This is due not only to the disadvantages of the numerical scheme but mainly to the fact, that during its movement
the object goes to areas with worse and worse resolution. As to estimate quantitatively these changes of simulation
properties of TRB performance over non-homogeneous grid the following indexes are determined additionally for
every time step:
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Fig. 10. Performance of TRB scheme over non-homogeneous grid (downward motions).
Table 3
Simulation quality of TRB advection of Gaussian (G), point (P) and triangle (T) initial profiles over homogeneous and non-homogeneous grids,
1t = 1000 s
Steps Parameters Homogeneous grid Non-homogeneous grid
Regular Non-regular
G P T G P T G P T
50 Pm (%) 99.98 27.56 94.41 99.22 20.61 87.02 101.35 21.57 89.18
δZm (m) 500 492 500 496 467 496 523 495 521
Dm (%) 101 – 101 112 – 137 107 – 149
100 Pm (%) 99.97 23.63 93.43 91.51 15.04 68.24 93.62 15.28 57.94
δZm (m) 1000 991 1000 991 952 985 1033 995 1023
Dm (%) 101 – 102 139 – 218 128 – 261
Note: The initial dispersion of the single dispersion (P) is zero.
• Pm(t) = Cmax(t)/Cmax(0)— relative change of the concentration maximum;
• M(t) = ∫ C(z, t)dz — total mass-in-air;
• Zm(t) =
∫
zC(z, t)dz/M(t)— center of mass
• δZm = Zm(t)− Zm(0)— passed distance (estimate of the transport ability);
• Dm(t) = [
∫
(z − Zm)2C(z, t)dz/M(t)]/Dm(0)— relative dispersion (estimate of numerical viscosity).
The total mass keeps constant all the time including moments at the end of integration when part of it goes out of
the grid. This shows that TRB scheme is fully conservative, a very good property of the scheme. The other estimates
after 50 and 100 time steps are given in Table 1. The parameter Pm in the case of homogeneous grid keeps close to
100% for Gaussian profile and to 95% for triangle, decreasing slowly with time. For point source it is under 30%.
The transport ability of TRB on homogeneous grid is practically ideal for G- and T-forms — at time step of 1000
s and velocity of 0.01 m/s, after 50 and 100 steps a single particle must have passed a distance of 500 and 1000
m respectively (i.e. the exact advection distances). For point source δCm is not so good, but such discontinuity is
difficult to be described better (already commented several times). As to the numerical diffusion leading to increase
of initial dispersion of the profile, it is quite small ∼1%–2%. The decrease of simulation quality when going to non-
homogeneous grids is clearly shown in the next columns of Table 3. The comparison with TRB performance over
non-homogeneous grid shows lower description with simulation properties decreasing with time: faster decrease of
Pm , faster increase of Dm , and slower or faster movement of the mass center (due to the worse description of the
concentration profile over the different parts of the grids). It must be pointed out that the description over regular grid
is better than that over the non-regular one. In fact, the grid is one and the same — regular; different are the ways of
determination of layer boundaries, respectively layer depths.
The change of description ability of the grid shows that the direction of the movement also does matter. In order
to prove this, the same experiments are repeated for downward velocity, results shown in Fig. 10. The initial center
of mass is set at height 1700 m; all other parameters are kept the same. In this case, when the object moves from
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areas with bad to areas with better resolution, the quality of description seems better especially for the point source —
slower decrease of maximums with time, lower numerical dispersion. But still the description is worse in comparison
with the homogeneous case because of the fact that the initial profiles are set very badly by the low resolution of the
grid in these heights.
All other TRAP schemes show similar properties.
5. Conclusions
The numerical results and the quantitative estimates show that BOTT’s and the third-order TRAP schemes describe
the advection of pollution forms without steep gradients pretty well, best performance shown by Tr3n. These schemes
describe discontinuities and sharp gradients worse than the second-order schemes. Holmgren’s scheme shows good
simulation quality, excluding the non-monotonicity and computational complexity. Galperin’s scheme demonstrates
unique ability to move single disturbances and sharp gradient forms with high fidelity but has problems with smooth
forms. In addition, it needs additional memory for mass moments. It is not still proved in real dispersion model but
can be very useful in emergency response models, when accidental releases in single point have to be treated.
It must be noted that in reality the discontinuities are produced by the intensive point sources and the wet
removal processes. Turbulent diffusion works in direction of smoothening of these discontinuities, so, as a whole,
the concentration fields become smooth enough. This means that third-order TRAP schemes and especially Tr3n can
be recommended for use with certainty. In the tasks when intensive point source is concerned (especially accidental
release) GALP or Tr2n can serve better, at least at the beginning of the simulation.
The transition to non-homogeneous grid makes the description worse but, in spite of this decrease of simulation
quality, TR2n in both cases of regular and non-regular grids demonstrates a rather good and fast performance and can
be recommended for dispersion modeling application.
Finally, it is up to the modeler to decide what property of a scheme is more valuable for the specified task.
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