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Abstract
Constraints in the variational principle for stationary states (VPSS) are classied in accordance
with Dirac's constrained classical mechanics and the time-dependent variational principle (TDVP).
All of the VPSS constraints are required to belong to the rst-class TDVP as constants of motion
to ensure the real-valuedness of the Lagrange multipliers. The VPSS constraints are further classi-
ed as either rst-class or second-class. The rst-class VPSS constraints are constants of variation
with symmetry-adapted wave functions. If the representation basis for the constraint operators
is incomplete, however, the rst-class VPSS constraints lead to broken-symmetry solutions. The
nondegenerate energies of 2E0 at the D3h geometry in the Jahn-Teller distortion of H3 are pre-
sented as an example of a problem with broken-symmetry. An ad hoc adjustment is suggested by
considering the second-class pseudo-VPSS constraints with new adiabatic parameters.
PACS numbers:
Electronic address: ohta@mmm.muroran-it.ac.jp
1
I. INTRODUCTION
Constraints in the variational principle for stationary states (VPSS)[1] can be used for
various purposes, such as to keep some formal symmetries of the system, to construct mod-
els of some physical situations, and to analyze physical or chemical consequences of some
freedoms [2{5]. In previous works[6{9], by using the pseudo-classical structure of the time-
dependent variational principle (TDVP)[10{17], we have systematically analyzed nonsin-
gular constraints in the TDVP in accordance with Dirac's constrained classical mechanics
[18{21].
In this investigation, the VPSS constraints are also classied in a similar manner to these
nonsingular constraints. In xII, the VPSS with nonsingular constraints is formulated by the
Lagrange multiplier method. In xIII, the VPSS constraints, including singular constraints,
are further classied as either rst-class or second-class. If the representation basis for the
constraint operators is incomplete, the rst-class VPSS constraints lead to solutions related
to broken-symmetry. In xIV, as an example of a Hamiltonian problem corresponding to
broken-symmetry, nondegenerate energies associated with 2E 0 of the D3h geometry in the
Jahn-Teller distortion of H3 were studied. xV gives a summary of the present work.
II. VPSS WITH CONSTRAINTS BY THE LAGRANGE MULTIPLIER METHOD
First we assume a normalization condition for the wave function of the VPSS as


	j	  1 = 0 : (1)
Other constraints are also introduced through the expectation values of Hermitian operators
fg^igi=1;M with corresponding real values fg0i gi=1;M as

	jG^ij	

=


	j(g^i   g0i )j	

= 0; (i = 1;    ;M) ; (2)
where the value g0i is an internal dividing point of the eigenvalues of g^i, as shown in Ap-
pendix A. The functional I of the VPSS with real Lagrange multipliers is written
I[	;	] =


	jH^j	  0(
	j	  1)  MX
i=1
i


	jG^ij	

: (3)
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Euler's equation as the necessary condition for the extremal of the functional I is written
H^j	  0j	  MX
i=1
iG^ij	

= 0 : (4)
By taking inner products of Eq. (4) rst with


	j, we have
0 =


	jH^j	 ; (5)
and second with


G^j	j, we obtain the inhomogeneous linear equations for the Lagrange
multipliers,


	jG^jH^j	
  MX
i=1


	jG^jG^ij	

i = 0 : (6)
In matrix form (h)j =


	jG^jH^j	

, (S)ji =


	jG^jG^ij	

, and ()i = i, Eq. (6) is rewritten
simply as
h  S = 0 : (7)
If the Hermitian matrix S is nonsingular, we have directly
i =
MX
j=1
(S 1)ij


	jG^jH^j	

: (8)
If we substitute the obtained multipliers (8) into Eq. (4), we have
H^Dj	

= 0j	

; (9)
thereby recovering the usual Schrodinger equation. The Hamiltonian H^D is dened as
H^D = H^  
MX
i=1
MX
j=1
G^i (S
 1)ij


	jG^jH^j	

; (10)
which is similar to Dirac's constrained Hamiltonian in classical mechanics[18, 19]. We can
also rewrite Eq. (4) with projection operators ash
1^  	
	  P^G	i H^	 = 0 ; (11)
where the projection operator P^G	 is dened as
P^G	 =
MX
i=1
MX
j=1
G^i	(S 1)ij
G^j	 : (12)
The proof of the equivalence of Eq. (11) and the direct VPSS within the projected space is
given in Appendix B.
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III. CLASSIFICATION OF VPSS CONSTRAINTS
In this section, we analyze in complete generality the nonsingularity of the coecient
matrix S in Eq. (7) and further classify the VPSS constraints as rst-class and second-class.
A. All of the VPSS constraints belong to the rst-class TDVP constraints as
constants of motion
To maintain the real-valuedness of the Lagrange multipliers in the functional I of Eq. (3),
we restrict the vector h and the matrix S in Eq. (7) to be real, i.e.,


	jG^iH^j	

=


	jG^iH^j	

;


	jG^iG^jj	

=


	jG^iG^jj	

; (13)
are sucient conditions. Because the equation


	jA^B^j	 = 
	jB^A^j	 holds for Hermitian
operators A^ and B^ generally, Eq. (13) leads directly to


	j[H^; G^i]j	

= 0;


	j[G^i; G^j]j	

= 0 : (14)
By Eq. (14), the VPSS constraints operators fG^igi=1;M are classied as rst-class TDVP
operators[6{9] in the form of the Hypervirial Theorem[22, 23]. The VPSS has already been
derived so that trajectories do not evolve with time within the framework of the TDVP[7, 8].
Thus, as statics is a special case of dynamics in classical mechanics, it may be reasonable
that all of the VPSS constraints belong to the rst-class TDVP as constants of motion.
B. Classication of VPSS constraints into rst-class and second-class
We now classify the VPSS constraints, including those that are singular in Eq. (7). The
inhomogeneous linear equation (7) is rewritten0BBB@


G^1	
H^	
...

G^M	
H^	
1CCCA 
0BBB@


G^1	
G^1	    
G^1	G^M	
...
. . .
...

G^M	
G^1	    
G^M	G^M	
1CCCA
0BBB@
1
...
M
1CCCA=
0BBB@
0
...
0
1CCCA : (15)
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We rst diagonalize the coecient matrix S using an orthogonal matrix T as
D = T tST
=
0BBBBBBBBBBB@


G^
(2)
1 	
G^(2)1 	    
G^(2)1 	G^(2)M(2)	 
G^(2)1 	G^(1)1 	    
G^(2)1 	G^(1)M M(2)	
...
. . .
...
...
. . .
...

G^
(2)
M(2)
	
G^(2)1 	    
G^(2)M(2)	G^(2)M(2)	 
G^(2)M(2)	G^(1)1 	    
G^(2)M(2)	G^(1)M M(2)	

G^
(1)
1 	
G^(2)1 	    
G^(1)1 	G^(2)M(2)	 
G^(1)1 	G^(1)1 	    
G^(1)1 	G^(1)M M(2)	
...
. . .
...
...
. . .
...

G^
(1)
M M(2)	
G^(2)1 	    
G^(1)M M(2)	G^(2)M(2)	 
G^(1)M M(2)	G^(1)1 	    
G^(1)M M(2)	G^(1)M M(2)	
1CCCCCCCCCCCA
=
0BBBBBBBBBBB@
d1 0 0 0    0
0
. . .
...
...    ...
0    dM(2) 0    0
0    0 0    0
0    0 0    0
0    0 0    0
1CCCCCCCCCCCA
: (16)
The rank of S is found to be M (2) with all eigenvalues positive,
da > 0; (a = 1; : : : ;M
(2)) : (17)
The transformed vectors under T t are written0BBBBBBBBBBB@


G^
(2)
1 	j
...

G^
(2)
M(2)
	j

G^
(1)
1 	j
...

G^
(1)
M M(2)	j
1CCCCCCCCCCCA
=T t
0BBB@


G^1	j
...

G^M	j
1CCCA ;
0BBBBBBBBBBB@

(2)
1
...

(2)
M(2)

(1)
1
...

(1)
M M(2)
1CCCCCCCCCCCA
= T t
0BBB@
1
...
M
1CCCA : (18)
Because the Hermitian norm is non-negative, the diagonal elementsn

G^
(1)
b 	
G^(1)b 	 = 0o
b=1;M M(2)
in Eq. (16) lead to zero vectors
G^(1)b 	 = 0; (b = 1;    ;M  M (2)) : (19)
We classify these components as rst-class VPSS constraints. The transformed equation of
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Eq. (15) is written simply as0BBBBBBBBBBB@


G^
(2)
1 	
H^	
...

G^
(2)
M(2)
	
H^	
0
...
0
1CCCCCCCCCCCA
 
0BBBBBBBBBBB@
d1 0 0 0    0
0
. . .
...
...    ...
0    dM(2) 0    0
0    0 0    0
0    0 0    0
0    0 0    0
1CCCCCCCCCCCA
0BBBBBBBBBBB@

(2)
1
...

(2)
M(2)

(1)
1
...

(1)
M M(2)
1CCCCCCCCCCCA
=
0BBB@
0
...
0
1CCCA ; (20)
where the inhomogeneous terms
n

G^
(1)
b 	
H^	o
b=1;M M(2)
disappear with Eq. (19). The
Lagrange multipliers
n

(1)
b
o
b=1;M M(2)
for the rst-class VPSS constraints become arbitrary
as for the rst-class TDVP constraints[6, 7]. In contrast, the multipliers
n

(2)
a
o
a=1;M(2)
forn
G^
(2)
a
o
a=1;M(2)
components are uniquely determined,
(2)a =


G^
(2)
a 	
H^	
da
; (a = 1; : : : ;M (2)) : (21)
We call these
n
G^
(2)
a
o
a=1;M(2)
components second-class VPSS constraints. The Lagrange
multipliers in Eq. (8) can be obtained from these
n

(2)
a
o
a=1;M(2)
by the inverse transformation
of Eq. (18).
C. The rst-class VPSS constraints as constants of variation
If we have a linear equation of the constraint operators fG^igi=1;M
F^ (G^1; : : : G^M) =
MX
i=1
iG^i = 0 ; (22)
the operator G^
(1)
b = F^ induces a singularity in Eq. (20) with a trivial zero vector
G^(1)b 	 = MX
i=1
i
G^i	 = 0 : (23)
Apart from such trivial zero vectors, the genuine rst-class constraint operator G^
(1)
b = g^
(1)
b  
g0b in Eq. (19) leads to the eigenvalue equation
g^
(1)
b
	 = g0b 	 : (24)
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Hence the wave function
	 is a symmetry-adapted solution if the operator g^(1)b commutes
with H^. The expectation value of g^
(1)
b , of course, does not change as it is a so-called constant
of variation.
The classication of the VPSS constraints is summarized in Table I with that of Dirac's
constrained classical mechanics and the TDVP.
IV. SECOND-CLASS PSEUDO-VPSS CONSTRAINTS FOR BROKEN-
SYMMETRY PROBLEMS
The genuine rst-class constraint operators fg^(1)b gb=1;d, which commute with H^, satisfy
the eigenvalue equations given in Eq. (24). These rst-class constraints, however, sometimes
lead to solutions related to broken-symmetry because the representation basis for the con-
straint operators is incomplete. In such cases, we can consider the second-class pseudo-VPSS
constraints


	j(g^(1)b   g0b )j	

= 0; (b = 1; : : : ; d) ; (25)
although these constraints are just necessary conditions of the eigenvalue equations. The
value g0b should be an internal dividing point of the eigenvalues of g^
(1)
b as shown inAppendix
A. In this section, we give an example of a Hamiltonian problem corresponding to broken-
symmetry.
A. Nondegenerate energies of 2E0 at the D3h geometry in the Jahn-Teller distortion
of H3
Here we consider the Jahn-Teller distortion of H3 which is illustrated in Fig. 1. The height
of the triangle is distorted from 0.730538 A (=
p
3
2
RHH) at D3h, where RHH is 0.843553 A
obtained by the geometry optimization for H+3 at D3h with RHF/STO-6G[24, 25]. The
point group symmetry of H^ changes in the Jahn-Teller distortion from D3h to C2v. All the
irreducible representation spaces at the C2v geometries are one-dimensional. For the D3h
geometry, however, the two-dimensional irreducible representation space 2E 0 should be con-
structed with degenerate energy levels. Open-shell Hartree-Fock wave functions UHF/DZV
and ROHF/DZV[25], however, fail to obtain degenerate energy levels for 2E 0 of the D3h
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geometry (Fig. 2). The variational freedom within the Brillouin Theorem[24] of those wave
functions is incomplete in the variational space constructed with the basis set, DZV. In
contrast, the full-CI wave function, which is complete in the given variational space, can
obtain the degenerate energies of 2E 0 (Fig. 3).
B. Ad hoc adjustment for the energy splitting of H3 at the D3h geometry
Here we suggest an ad hoc adjustment of the second-class pseudo-VPSS constraints (25)
and a new adiabatic parameter to reconstruct the degenerate energy levels for the D3h
geometry. We use an even-averaged density matrix
 =
1
2
	x
	x+ 1
2
	y
	y ; (26)
where the two-dimensional (x; y) coordinates are dened in Fig. 1. We can assign the two
irreducible representation bases f	x;	yg for the 2E 0 of D3h with the subgroup C2v as 	x(b2)
and 	y(a1). The expectation values of the electric moment operator r^ = (x^; y^) are

	x(b2)
x^(b2)	x(b2) = 0; 
	y(a1)x^(b2)	y(a1) = 0 ; (27)
and


	x(b2)
y^(a1)	x(b2) =  6= 0; 
	y(a1)y^(a1)	y(a1) =  6= 0 ; (28)
with C2v point symmetry. Next we assume that the averaged moment in the two-dimensional
degenerate space 2E 0 disappears. Hence we have
Tr[x^] =
1
2


	x(b2)
x^(b2)	x(b2)+ 1
2


	y(a1)
x^(b2)	y(a1) = 0 ; (29)
Tr[y^] =
1
2


	x(b2)
y^(a1)	x(b2)+ 1
2


	y(a1)
y^(a1)	y(a1) = 1
2
( + ) = 0 ; (30)
and
 =   : (31)
Now we can set the second-class pseudo-VPSS constraints (25) for f	x;	yg as

	x
x^	x = 0; 
	xy^	x =  ; (32)

	y
x^	y = 0; 
	yy^	y =   ; (33)
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where we consider  as one of the adiabatic parameters in the VPSS calculations. The VPSS
functionals are dened as
Ix=


	x
H^	x  0  
	x	x  1  1
	x(x^  0)	x  2
	x(y^   )	x ; (34)
Iy =


	y
H^	y  00  
	y	y  1  01
	y(x^  0)	y  02
	y(y^ + )	y : (35)
By performing the VPSS calculations with Ix and Iy independently, we obtain two extremal
energies
Ex() =


	x()
H^	x(); Ey() = 
	y()H^	y() ; (36)
as functions of adiabatic parameter . Finally, we search for a critical point ] for parameter
, where the adiabatic energies are degenerate,
Ex()j=] = Ey()j=] : (37)
Unfortunately, however, the consistency of  with other adiabatic parameters cannot be
guaranteed in general. For example, the degenerate energy of Eq. (37) is not necessarily con-
tinuous along the nuclear coordinate in the Jahn-Teller distortion from a D3h geometry to
that of C2v. The ad hoc adjustment is similar to Roothaan's method for the spin-restricted
open-shell Hartree-Fock theory(ROHF)[26]. Roothaan's method introduces a fractional oc-
cupation number which is averaged over the degenerate orbitals instead of the state average
with the total wave functions as given in Eq. (26).
V. SUMMARY
All of the VPSS constraints are required to belong to the rst-class TDVP constraints
as constants of motion to ensure the real-valuedness of the Lagrange multipliers. According
to the singularity analysis for the determining equation of the Lagrange multipliers, the
constraints in the VPSS are classied as rst-class or second-class. The singular constraints
are identied as rst-class in which the wave function is an eigenfunction of the constraint
operators. If the rst-class VPSS constraint operators commute with H^, they are related to
the constants of variation with symmetry-adapted wave functions. However, if the represen-
tation basis for the constraint operators is incomplete, the rst-class VPSS constraints lead
to solutions corresponding to broken-symmetry. An ad hoc adjustment for such problems
9
with broken-symmetry is suggested by considering the second-class pseudo-VPSS constraints
with new adiabatic parameters.
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Appendices
Appendix A: Constraints to internally dividing points of eigenvalues
In Eq. (2), we set the VPSS constraint operator g^ with an appropriate real value g0 as
G^ = g^   g0; 
	jG^j	 = 0 : (A1)
If we expand the wave function j	 with the complete and orthonormal eigenfunctions of g^
as

g^jgi

= gijgi
	
i=1;K
, we have
j	 =  KX
i=1
jgi


gij
!
j	 = KX
i=1
cijgi

: (A2)
The expectation value with respect to 	 is written


	jG^j	 = KX
i=1
jcij2gi   g0
KX
i=1
jcij2 = 0 : (A3)
The constraint value g0 is expressed as
g0 =
PK
i=1 jcij2giPK
i=1 jcij2
: (A4)
The value g0 for the constraint (A1) must be an internal dividing point of the eigenvalues.
Appendix B: VPSS in the constrained space via projection operators
We here consider the VPSS calculation in the constrained space directly using projection
operators. By the normalization condition (1) and the constraints (2), we have



	j	 = 
	j	+ 
	j	 = 0 ; (B1)



	jG^ij	

=


	jG^i	

+


G^i	j	

= 0; (i = 1; : : : ;M) : (B2)
Therefore the variational freedom
	 should be constrained within the orthogonal com-
plement of
	 and nG^i	o
i=1;M
. Using projection operators, we can express such a
variational freedom in the form
f	 = "1^  	
	  MX
i=1
MX
j=1
G^i	(S 1)ij
G^j	# 	 = h1^  	
	  P^G	i 	 :(B3)
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The variation of the expectation value of the Hamiltonian H^ with 	 is decomposed as



	jH^j	 = 
	jH^j	+ 
	jH^j	
=

f	jH^j	+ 
	jH^jf	
+
h 
 h	
	+ P^G	i 	 H^	+ 
	 H^ h	
	+ P^G	i 	 i :(B4)
It is sucient that the VPSS extremal condition holds within the projected space
f	.
Hence only the rst terms in Eq. (B4) should disappear. The VPSS extremal condition is
written as


	
 h1^  	
	  P^G	i H^j	 = 0; for 8
	 ; (B5)
and Euler's equation in the projected space ish
1^  	
	  P^G	i H^	 = 0 : (B6)
Equation (B6) is just the same as Eq. (11) in the Lagrange multiplier method.
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FIG. 1: H3 Jahn-Teller distortion from D3h to C2v by changing the height of the triangle.
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FIG. 2: H3 Jahn-Teller distortion by UHF and ROHF with DZV.
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FIG. 3: H3 Jahn-Teller distortion by Full-CI with DZV.
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