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1. Introduction
We are concerned with large-time behavior of solutions of a Hamilton–Jacobi equation in one
space dimension with homogeneous Dirichlet boundary condition:
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⎧⎨
⎩
ut + H(x,ux) = 0 in (0,∞) × (0,∞),
u(0, t) = 0 for t ∈ (0,∞),
u(x,0) = u0(x) for x ∈ [0,∞),
(1.1)
(1.2)
(1.3)
where u0 is a locally bounded function, continuous at x = 0 with u0(0) = 0. The continuous function
H : [0,∞) ×R→ R is called a Hamiltonian. It is necessary to emphasize that our Dirichlet boundary
condition is fulﬁlled in the classical sense instead of the viscosity sense. Our present work is more
rigorous and general analysis of [31], in which a one-dimensional mathematical model for crystal
growth is studied.
We begin with a brief presentation of our main results in this paper. Suppose that H has a limit
at |p| = ∞; namely, for every x ∈ [0, xc)
lim|p|→∞ H(x, p) = c(x) = ±∞, (1.4)
where c : [0,∞) → R is a continuous function which is assumed to have a unique zero xc , dividing
the domain into two parts. The function c satisﬁes
c > 0 in [0, xc) and c < 0 in (xc,∞). (1.5)
Assume for the moment that
H(x,0) 0 for every x ∈ (0, xc), (1.6)
and
sup
p∈R
H(x, p) < 0 for all x ∈ (xc,∞). (1.7)
We assert that if the initial data u0 fulﬁlls a compatibility condition, the solution u satisﬁes
u(x, t) → v(x) for x ∈ (0, xc) locally uniformly; and (1.8a)
u(x, t) → ∞ for x ∈ (xc,∞) locally uniformly, (1.8b)
as t → ∞, where v is a solution of the stationary equation
{
H(x, vx) = 0 in (0, xc),
v(0) = 0. (1.9)
Here the compatibility condition is as follows:
⎧⎪⎪⎨
⎪⎪⎩
u0 is continuous at x = 0 satisfying u0(0) = 0 and
u0(x)
x∫
0
p1(y)dy,
(1.10)
where p1 ∈ C[0, xc) determined by the Hamiltonian H ; see (A5) below. The asymptotic proﬁles v are
the same for any u0 satisfying (1.10). If the uniqueness of solutions of the stationary equation (1.9)
holds, then we can prove (1.8a) relatively easily. In fact, we can use the standard method, taking the
relaxed limits of u as t → ∞ and showing that they are respectively a subsolution and a supersolution
of the stationary equation (1.9). Then if a comparison principle is known for the stationary equation,
the convergence follows easily. However, the uniqueness we need does not hold in general if the
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and impose extra assumptions to guarantee the uniqueness. It therefore becomes another key issue
in this work.
Since the Hamiltonian is noncoercive, the asymptotic behavior we described is very different from
other results on this topic. We brieﬂy recall the results on the large-time behavior of solutions of
Hamilton–Jacobi equations in a compact manifold M (or in RN , mainly in the periodic case) under
the assumption that the Hamiltonian is coercive, i.e.,
inf
{
H(x, p)
∣∣ x ∈ M, |p| r}→ +∞ as r → ∞.
Under the coercivity assumption it is well known that there exists (v, λ) ∈ W 1,∞(M) ×R, which are
called an ergodic function and an ergodic constant, respectively, such that
H
(
x, Dv(x)
)= λ in M. (1.11)
This result was ﬁrst proved in RN for the periodic case by Lions, Papanicolaou and Varadhan [25]. By
using this result and the comparison principle for the initial value problem, we can relatively easily
get the convergence
u(x, t)
t
→ −λ uniformly on M as t → ∞.
It is worth mentioning that whereas an ergodic constant is uniquely determined, ergodic functions
may not be unique. We also mention that when we consider noncoercive Hamiltonians, we cannot ex-
pect the existence of bounded solutions of (1.11) in general, which is one of the important difference
between the coercive case and noncoercive case.
The usual result of the large-time behavior of solutions of Hamilton–Jacobi equations is the con-
vergence
u(x, t) + λt → v(x) uniformly for all x ∈ M (1.12)
as t → ∞. It is generally rather diﬃcult to show the above convergence, since, as we mentioned
above, ergodic functions may not be unique. Since the works by Namah and Roquejoffre [29] and
Fathi [12], it has been studied by many authors. We refer to [8,10,12,29,30] for Cauchy problems on
the periodic setting and to [6,23,26–28,30] for various boundary problems in a bounded domain.
In the case of non-periodic setting in the whole domain RN , the large-time asymptotics is more
complicated than that on the periodic setting or a compact manifold. We refer to [7,13,16–18,22] for
details. In this case the ratio of large-time asymptotics of solutions, i.e., λ in (1.12) may depend on
the initial value. In [7] the authors pointed out the inﬂuence of u0 at inﬁnity on λ. In [16–18,22], the
authors clariﬁed a class of initial values in order to obtain the large-time asymptotics (1.12) with λ
which is independent of the initial value.
To explain our results heuristically, we give two basic observations for the problem when the
coercivity assumption is dropped. On one hand, there is possibility that the ergodic constant may
still be determined provided that, roughly speaking, the p-dependence of H is strong enough. For
example, when the ranges of x → H(x,∞) and x → H(x,0) have empty intersection and the domain
is bounded, the usual argument for the existence of the ergodic constant still works. Indeed, a formal
discussion of this noncoercive ergodic problem is as follows. Let u be the solution of
μu + H(x,∇u) = 0
with μ > 0. Then the comparison principle yields
inf
x
(−H(x,0))μu  sup(−H(x,0))
x
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inf
x
H(x,0) H(x,∇u) sup
x
H(x,0).
Due to the hypothesis of empty intersection, we get the boundedness of |Du|. Then we can obtain
the ergodic constant by taking the limit of μu as μ → 0 with the Arzelà–Ascoli theorem put to use.
On the other hand, if the x-dependence turns to be dominant, the situation can easily become
different and one cannot expect the usual results to be true any more. A trivial example is the case
that H depends only on x. We give a less trivial but simple one-dimensional example to make this
clear.
Consider the following noncoercive Hamilton–Jacobi equation⎧⎨
⎩ut −
1
1+ |ux| − x = 0 in R× (0,∞),
u(x,0) = u0(x) for x ∈R.
When u0 ≡ 0, the unique solution is clearly u(x, t) = xt + ln(1 + t), which cannot have the behavior
as in (1.12). In fact, if u0 is assumed to be bounded and continuous, then since xt + ln(1 + t) ±
supx∈R |u0(x)| are respectively a subsolution and a supersolution, one can prove by using comparison
principle that the solution u satisfy
lim
t→∞u(x, t)/t = x and limt→∞
(
u(x, t) − xt)/ ln t = 1. (1.13)
The resonance in this case is quite strong because the x-derivative of H never vanishes.
Our result in this paper, as is given in (1.8), can be viewed as a combination of the two perspec-
tives above. The assumptions (1.4), (1.5) and (1.6) reveal that H varies considerably in p for x ∈ (0, xc)
in that the intersection of ranges {H(x,0): x ∈ (0, xc)} and {H(x,∞): x ∈ (0, xc)} is empty. It follows
that the growth velocity in (0, xc) is a constant. With the Dirichlet condition taken into considera-
tion, the velocity must be 0 and we are consequently led to (1.8a). The condition (1.7), on the other
hand, amounts to saying that once x exceeds xc , H has different structure so that the unconventional
asymptotic behavior as in (1.13) may take place. Of course since (1.7) is still rough, the behavior (1.8b)
in the region (xc,∞) can be much more complicated than (1.13), but we will not touch it in this pa-
per.
We point out that noncoercive ergodicity and homogenization problems are also investigated
in [1,9] with non-resonance conditions and in [5] under partial coercivity assumption, which means
p → H(x, p) is coercive in several directions but not necessarily in the others. In contrast, we con-
sider a “completely noncoercive” Hamiltonian and allow nonergodic part to exist at the same time.
We impose the Dirichlet boundary condition only for our motivation from physics to be explained in
a moment.
As we have mentioned, the uniqueness of solutions of (1.9) is nontrivial in general. One diﬃculty
is about the seemingly missing boundary condition at x = xc . An implicit fact is that our stationary
solution satisﬁes ux → ∞ as x → xc−, which is a natural consequence due to the lack of coercivity,
and in some cases, the singular Neumann condition escalates into a singular Dirichlet one. Such kind of
singular boundary problems are studied by Lasry and Lions [24] for a class of viscous Hamilton–Jacobi
equations and by some others in different contexts. For ﬁrst-order equations, we point out that the
work of Bardi [2], Evans and James [11] and also Bardi and Soravia [4] on singular Dirichlet boundary
problems are closely related to ours. However, our method is different from theirs. In contrast to
their characterization of free boundary problems to meet their applications in optimal control and
differential games, we relax the problem in the whole domain (0,∞) and permits the solution to
take inﬁnity value, which facilitates us very much to handle not only the singular Dirichlet boundary
condition but also the Neumann one at the boundary x = xc ﬁxed by our assumptions.
Another diﬃculty comes from the abstract form of H . Usually, showing the comparison principle
for (1.9) is diﬃcult without homogeneity or convexity of H in p (see, e.g., [3,21]), but because of (1.4)
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optimal control and game structure compatible with the use of Kruzkov transform, which is applied
in [4,11]. This transform however cannot be applied to our problems arising from crystal growth. In
fact, in this paper we try to obtain results with minimal assumptions on the p-dependence of H .
We assume neither convexity nor homogeneity of H(x, p) with respect to the variable p. In the
proof of our comparison theorem, we only use an extra monotonicity assumption on x → H(x, p),
which corresponds to Berg’s effect in the theory of crystal growth [31]. Roughly speaking, we as-
sume
x → H(x, p) is strictly decreasing in (0, xc) for all p ∈R (1.14)
so that we can scale the solutions with respect to x without changing the gradient. See (A4) for the
precise form. This assumption enables us to require no more assumptions on p → H(x, p) or the
optimal control and game characterization. One should also notice that while the results obtained
in [2,4,11] hold only for positive solution, ours do not have this restriction.
The main result of [31] says that the crystal grows in a stable manner only in a part of the domain
while it hardly grows outside when the initial height u0 ≡ 0. Our general large-time behavior here cor-
responds to this observation and our effective domain (0, xc) coincides with the stable region. In fact,
we obtain more: the large-time behavior (1.8) holds only when the compatibility assumption on u0
is fulﬁlled, as we mentioned above. This assumption is posed to keep our strict Dirichlet boundary
condition satisﬁed for all t > 0. We will give an example to explain this more clearly in Section 3.4.
If the strict Dirichlet boundary condition is broken, one has to consider the large-time behavior for
a generalized Dirichlet boundary problem, which is another interesting topic. Consult [26,27] for re-
cent development at this aspect.
Our approach in this paper seems to be restricted only to one-dimensional cases (and to some
higher dimensional cases with spokewise monotonicity of H in space). It is worth mentioning that
in our companion paper [15], we present further results related to this work. We show a similar
large-time behavior of solutions for Cauchy problems in higher dimensions. To specify the asymptotic
proﬁle, we focus our attention there on the singular Neumann boundary problems and give another
type of deﬁnitions of solutions of associated stationary problem following [24]. The equivalence of
our two deﬁnitions in particular cases are also shown there.
We organize this paper in the following way. We ﬁrst study the stationary problem in Section 2,
giving a deﬁnition of viscosity solutions and proving the comparison principle. Several examples are
also discussed at the end of this section. In Section 3, we present our main theorem about the large-
time behavior of solutions of the Cauchy–Dirichlet problem and give its proof.
2. Stationary problem
Our main purpose of this section is to establish a comparison result for solutions of
H(x,ux) = 0 in (0,∞). (2.1)
Let us start with deﬁnitions of viscosity solutions and related properties.
2.1. Deﬁnition and properties
Basic assumptions we need in this section are as follows.
(A1) H : [0,∞) ×R→R is a continuous function and there exist a constant C > 0 and a modulus ω
such that
∣∣H(x, p) − H(x,q)∣∣ C(1+ |x|)|p − q|
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∣∣H(x, p) − H(y, p)∣∣ω((1+ |p|)|x− y|)
for all x, y ∈ [0,∞) and p,q ∈R.
(A2) lim|p|→∞ H(x, p) = c(x) locally uniformly in x, where c(x) ∈ C([0,∞)) such that there is xc ∈ R
satisfying
c(x)
⎧⎨
⎩
> 0 for x ∈ [0, xc);
= 0 for x = xc;
< 0 for x ∈ (xc,∞).
We hereafter do not distinguish notations of H(x,±∞) and c(x).
(A3) For any x ∈ (xc,∞), supp∈R H(x, p) < 0.
Although our stationary equation looks established in an unbounded domain, we will later see
that (A3) essentially turns it into a problem with the bounded domain [0, xc).
We next set, for any function u : [0,∞) →R∪ {±∞},
u+(x) =
{+∞ if u(x) = −∞,
u(x) otherwise
and u−(x) =
{−∞ if u(x) = +∞,
u(x) otherwise.
We also denote (u−)∗ by u and (u+)∗ by u, where w∗ (resp., w∗) stands for the usual upper (resp.,
lower) semicontinuous envelope of a function w .
Deﬁnition 2.1 (Subsolution). A function u : [0,∞) →R∪ {±∞} is said to be a subsolution of (2.1) if it
satisﬁes the following:
(i) u(x) < ∞ for all x ∈ (0,∞) \ {xc};
(ii) whenever there exist ϕ ∈ C1([0,∞) \ {xc}) and xˆ ∈ (0,∞) \ {xc} satisfying
max
x∈[0,∞)\{xc}
(u − ϕ)(x) = (u − ϕ)(xˆ),
then
H
(
xˆ,ϕx(xˆ)
)
 0; (2.2)
(iii) if u(xc) < ∞, then for every ϕ ∈ C1([0,∞)) such that
max
x∈[0,∞)
(u − ϕ)(x) = (u − ϕ)(xc),
inequality (2.2) holds with xˆ = xc , i.e.,
H
(
xc,ϕx(xc)
)
 0.
Deﬁnition 2.2 (Supersolution). A function u : [0,∞) →R∪ {±∞} is said to be a supersolution of (2.1)
if it satisﬁes the following:
(i) u(x) > −∞ for all x ∈ (0,∞) \ {xc};
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min
x∈[0,∞)\{xc}
(u − ϕ)(x) = (u − ϕ)(xˆ),
then
H
(
xˆ,ϕx(xˆ)
)
 0; (2.3)
(iii) if u(xc) > −∞, then for every ϕ ∈ C1([0,∞)) such that
min
x∈[0,∞)(u − ϕ)(x) = (u − ϕ)(xc),
inequality (2.3) holds with xˆ = xc , i.e.,
H
(
xc,ϕx(xc)
)
 0.
Deﬁnition 2.3 (Solution). A function u is said to be a solution if it is both a subsolution and a super-
solution.
In spite of our modiﬁcation of values in (xc,∞), we are unable to prevent a subsolution (resp.,
a supersolution) from attaining the value +∞ (resp., −∞) at x = xc a priori. This corresponds to the
possibility that solutions of (2.1) with u(0) = 0 blow up at x = xc , which we shall discuss in more
detail in Section 2.3.
As usual comments on viscosity solutions, the maximum and minimum in Deﬁnitions 2.1 and 2.2
can both be replaced by a strict maximum and a strict minimum. One can also use the superdifferen-
tial D+u and the subdifferential D−u instead of the test function ϕ to deﬁne the solutions. See [3,14]
for instance.
An immediate consequence of Deﬁnition 2.2 and assumption (A3) is that our supersolutions do
take inﬁnite value in (xc,∞).
Lemma 2.1 (Inﬁnite value of supersolutions in the unstable region). Assume (A3). If u is a supersolution
of (2.1), then u = +∞ in (xc,∞).
Proof. We argue by contradiction. Suppose there exists xˆ ∈ (xc,∞) such that u(xˆ) = +∞. It is obvious
by Deﬁnition 2.2 that u is locally bounded from below; that is, there exist M ∈ R and an interval
[xˆ− r, xˆ+ r] in which u  M . Moreover, we may let r be so small that xˆ− 2r > xc . Now observe that
u(x) − u(xˆ) + 1
2ε
|x− xˆ|2  M − u(xˆ) + 1
2ε
r2 for x = xˆ± r
and
min
x∈[xˆ−r,xˆ+r]
(
u(x) − u(xˆ) + 1
2ε
|x− xˆ|2
)
 0.
Then a minimizer xε above exists and lies in (xˆ − r, xˆ + r) when ε is suﬃciently small. It follows
from (A3) that
H
(
xε,
xˆ− xε
ε
)
< 0,
which contradicts to the inequality in Deﬁnition 2.2. 
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Lemma 2.2 (Local Lipschitz continuity of subsolutions). Assume (A2). Let u be a subsolution of (2.1). Assume
that for every ε > 0 there exists M > 0 such that u  M in [0, xc − ε]. Then there exists Lε > 0 depending
only on ε such that
∣∣u(x) − u(y)∣∣ Lε|x− y| for all x, y ∈ (0, xc − ε).
Proof. By (A2), there exists Lε > 0 depending only on ε such that
H(x, p) > 0 for all x ∈ [0, xc − ε] when |p| > Lε, (2.4)
which implies that u is a viscosity subsolution of
|ux| Lε in (0, xc − ε). (2.5)
Indeed, if there is a C1 function ψ touching u from above at some x0 ∈ (0, xc − ε) with |ψx(x0)| > Lε ,
then by Deﬁnition 2.1, we have
H
(
x0,ψx(x0)
)
 0,
which is a contradiction to (2.4). We omit the detailed presentation for the rest of the proof since it
is somewhat standard. A rough view is that for any L > Lε and x ∈ (0, xc −ε), u(y) cannot be touched
from above by the function u(x) + L|x− y| near y = x except at y = x for otherwise one can use the
deﬁnition of subsolutions to deduce a contradiction. This means
u(y) − u(x) L|x− y| for any L > Lε.
The desired Lipschitz continuity follows from a symmetric argument and arbitrariness of L. 
2.2. Comparison principle
As stated in Introduction, we need an assumption on strict monotonicity in the space variable
in order to prove a comparison principle for the stationary equation. A weaker and more precise
assumption than (1.14) is as follows:
(A4) There exists l > 0 such that, for all x ∈ (0, xc] and p ∈R satisfying H(x, p) = 0, we have
H(x1, p) > H(x2, p)
whenever x1, x2 ∈ (x− l, x+ l) ∩ [0, xc] and x1 < x2.
Theorem 2.3 (Comparison theorem of (2.1)). Assume (A1)–(A4). Let u and v be respectively a subsolution and
a supersolution of (2.1). Assume that there exists M > 0 such that u  M and v −M. If u(0) v(0), then
u  v in [0, xc).
Remark 1. We only conduct our comparison in (0, xc). It is obvious that u ∞ = v in (xc,∞). How-
ever, it is not necessarily true that v(xc)  u(xc). In fact, through Fig. 1, which roughly shows the
graph of a solution u, we easily observe that u(xc) can be modiﬁed to be ∞ or any value above
limsupx→xc− u(x).
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Proof of Theorem 2.3. Without loss of generality, let us assume u(0)  v(0)  0. Indeed, we may
establish our comparison for u + C and v + C with any constant C ∈R.
Take 0 < λ < 1. Set uλ(x) = 1λu(λx) and uλ = ((uλ)−)∗ . It is then obvious that uλ(0) v(0).
In view of the boundary condition u(0)  v(0), we assume by contradiction that there exist
ξ0 ∈ (0, xc) and μ > 0 such that u(ξ0) − v(ξ0)  2μ. Our dilation preserves a positive maximum of
u − v; that is,
uλ(ξ0) − v(ξ0)μ (2.6)
if we take λ close to 1. Indeed, a direct calculation indicates
uλ(ξ0) − v(ξ0) = 1
λ
u(λξ0) − v(ξ0) = u(ξ0) − v(ξ0) +
(
1
λ
u(λξ0) − u(ξ0)
)
,
which, together with the continuity of u obtained in Lemma 2.2, yields (2.6).
For every ε > 0, we double variables by setting an auxiliary function Φε(x, y) = uλ(x) − v(y) −
1
2ε |x− y|2. It is clear that
sup
x,y∈[0,∞)
Φε(x, y)μ.
We next claim that the maximum points (ξε,ηε) of Φε can be taken in a bounded interval. Usually,
to do this, one needs another term to penalize at inﬁnity when proving comparison theorems for
an unbounded domain. We however do not need it in our case, thanks to Lemma 2.1. The term
1
2ε |x− y|2 will in essence play the role of penalizing at space inﬁnity. Following the above idea, we
see that Lemma 2.1 yields
sup
x,y∈[0,∞)
Φε(x, y) = sup
x∈[0,∞)
y∈[0,xc]
Φε(x, y).
Then since u and −v are bounded from above, the structure of Φε refrains the supremum from being
attained at a very large x when ε is suﬃciently small, which implies the existence of ξε and ηε . In
addition, a usual argument gives
|ξε − ηε| C1ε 12 with C1 > 0,
and then by taking a subsequence, still indexed by ε, we may let ξε and ηε converge to some
z ∈ [0, xc]. Since uλ(0) v(0) and Φε is upper semicontinuous in [0,∞)2, we must have z > 0.
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(ξε,ηε) immediately implies that u − ϕ1 attains a maximum at λξε and v − ϕ2 attains a minimum
at ηε . We thus apply our deﬁnitions of subsolutions and supersolutions to get
H
(
λξε,
ξε − ηε
ε
)
 0 (2.7)
and
H
(
ηε,
ξε − ηε
ε
)
 0. (2.8)
The term 1ε (ξε − ηε) must be bounded, for otherwise along the subsequence such that it diverges
and the limit of (2.7) as ε → 0 gives rise to a contradiction to (A2). So we discuss all the converging
subsequences for 1ε (ξε − ηε) as ε → 0. Denote their limits, which depend on λ, by qλ . By (A1), we
then have
H(λz,qλ) 0 (2.9)
and
H(z,qλ) 0. (2.10)
Since the Hamiltonian is continuous, there exists xλ ∈ [λz, z] such that H(xλ,qλ) = 0. It is clear that
xλ → z as λ → 1. Meanwhile, since λz and z are lying in (xλ − l, xλ + l), taking difference of (2.9)
and (2.10) and using (A4) (with x = xλ , x1 = λz, x2 = z and p = qλ), we are led to a contradiction
0 < H(λz,qλ) − H(z,qλ) 0. 
Corollary 2.4 (Uniqueness of solutions). Assume (A1)–(A4). The solutions u of (2.1) with u(0) = 0 are unique
in the sense that if u, v are solutions bounded in [0, xc), then u = v and u = v in [0, xc) ∪ (xc,∞).
2.3. Comparison principle for more singular solutions
As we have mentioned, we can also deal with the stationary problem whose solutions blow up
on the boundary of the effective domain. However, on this occasion the solutions as in Deﬁnition 2.3
may not be unique, as shown in the following simple example.
Example 1. When H(x, p) = arctan |p| − x, we easily ﬁnd that
x∫
0
tan y dy and −
x∫
0
tan y dy
(
for x ∈ [0,π/2))
with extension of inﬁnity value to [π/2,∞) are both solutions of the stationary problem under our
present deﬁnition. We will see in a moment that the long time limit of our time-dependent problem
is actually the former. We therefore choose to only consider the solutions bounded from below.
Theorem 2.5. Assume (A1)–(A4). Let u and v be respectively a subsolution and a supersolution of (2.1).
Assume in addition that u is bounded from below and there exists γ < 0 such that u(x) − β|x − xc |γ is
bounded from above for any β > 0. If u(0) v(0), then u  v in [0, xc).
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Proof of Theorem 2.5. We only need to modify slightly the proof of Theorem 2.3. Assume as before
that there exist ξ0 ∈ (0, xc) and μ > 0 such that
uλ(ξ0) − v(ξ0)μ > 0
(
uλ(x) = 1
λ
u(λx), 0 < λ < 1
)
.
This time, we set
Φε(x, y) = uλ(x) − v(y) − 1
2ε
|x− y|2 − β
∣∣∣∣x− xcλ
∣∣∣∣
γ
.
Then Φε is bounded from above and its maximum is greater than
μ
2 provided that λ is close to 1 and
β > 0 is small.
Fix such a β > 0. Let (ξε,ηε) be the maximizers of Φε . It is clear, due to Lemma 2.1, that ηε ∈
[0, xc]. We stress that this is actually true for arbitrary β > 0. Since uλ(x) − v(y) − β|x − xcλ |γ is
bounded from above, we have
ξε − ηε → 0 as ε → 0.
Assume ξε,ηε → z ∈ [0, xc]. It is easily seen that z = 0 because of the comparison hypothesis on the
boundary. Now we apply our deﬁnition of sub- and supersolutions. A direct computation gives
ξε − ηε
ε
+ Xεβ ∈ D+u(λξε) and
ξε − ηε
ε
∈ D−v(ηε),
where Xεβ = βγ |ξε − xcλ |γ−2(ξε − xcλ ). Hence we obtain
H
(
λξε,
ξε − ηε
ε
+ Xεβ
)
 0 and H
(
ηε,
ξε − ηε
ε
)
 0.
Send ε → 0, passing to subsequences if necessary. Then Xεβ → Xβ := βγ |z − xcλ |γ−2(z − xcλ ). If
(ξε − ηε)/ε → ∞, a contradiction from (A2) is clear. If otherwise the limit is qλ ∈R, then
H(λz,qλ + Xβ) 0 and H(z,qλ) 0.
Noticing that z − xc
λ
 λ−1
λ
xc uniformly in β , we have, with β → 0,
H(λz,qλ) 0 and H(z,qλ) 0,
which is a contradiction to (A4) when λ approaches to 1 by the same argument as in the proof of
Theorem 2.3. 
Corollary 2.6. Assume (A1)–(A4). The solutions u of (2.1) with u(0) = 0 are unique in the sense that if u, v
are solutions bounded from below, and there exists γ < 0 such that u(x) − β|x− xc|γ and v(x) − β|x− xc |γ
are both bounded from above for any β > 0 in [0, xc), then u = v and u = v in [0, xc) ∪ (xc,∞).
1274 Y. Giga et al. / J. Differential Equations 252 (2012) 1263–12822.4. Examples
We give several concrete examples for the stationary problem we study.
Example 2. Take p0 ∈R and α > 0. It is not hard to verify that
H(x, p) = max{2− x,0} |p − p0|
α
1+ |p − p0|α − 1
satisﬁes (A1)–(A4) with xc = 1. The unique solution, bounded from below, of (2.1) with Dirichlet
condition u(0) = 0 is
u(x) =
{
p0x− ln(1− x), if α = 1;
p0x− αα−1 [(1− x)1−1/α − 1], if α = 1
for x ∈ (0,1). It is worth noticing that this example contains two different cases. When 0 < α  1,
the solution blows up at x = 1. When α > 1, the solution is continuous and bounded in [0,1] but its
derivative tends to inﬁnity as x → 1. The uniqueness of solutions is guaranteed either by Theorem 2.3
or by Theorem 2.5.
The following example indicates that even when H(x, p) is not bounded, our conclusion can still
be true.
Example 3. For H(x, p) = (1−x)α |p|−1, which is coercive only locally away from x = 1, if for instance
α = 13 or 3, then the unique solution (bounded from below) in the effective domain (0,1) is
u(x) = − 1
1− α (1− x)
1−α + 1
1− α for x ∈ (0,1).
We do not study this kind of Hamilton–Jacobi equations in this paper, but such generalization is
possible.
We next show that (A4) is necessary for the uniqueness.
Example 4. Consider the following Hamiltonian
H(x, p) = − 1
1+ |p| (x− 1)
2 + |p|
1+ |p| (1− x)
α.
We take α = 1 and then we get two solutions, which in (0,1) are
u(x) = ±
(
1
2
x2 − x
)
.
The same situation takes place for other choices of α like 7/3 and 3 as well. The reason for
nonuniqueness is that H does not satisfy (A4). Note that x → H(x,0) is not strictly decreasing at
x = 1 while H(1, p) = 0 for all p ∈R.
Example 5. Another example of Hamiltonian to show the necessity of (A4) is
H(x, p) = max{(arctan |p|2 − x),0}+min{(π
2
− x
)
,0
}
.
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u(x) ≡ 0 and u(x) = ±
x∫
0
(tan y)
1
2 dy
in (0,π/2). All of the assumptions except (A4) are satisﬁed.
3. Large-time behavior
We discuss in this section the asymptotic behavior of the solution of (CD) as t → ∞. Let us impose
further assumptions:
(A5) There exists p1 ∈ C([0, xc)) ∩ L1(0, xc) such that H(x, p1(x)) 0 for all x ∈ [0, xc).
(A6) There exist γ0 < 0 and C0 > 0 such that H(x, p) 0 for all x ∈ [0, xc) and p  C0|x− xc |γ0−1.
These assumptions enable us to construct subsolutions and supersolutions for the Cauchy problem
and thus to specify the long time proﬁle of the solutions. Another viewpoint is that (A5) and (A6)
give a subsolution and a supersolution for the stationary problem (2.1) with homogeneous Dirichlet
condition at x = 0 and by Perron’s method the existence of stationary solutions, missing in the last
section, follows immediately.
3.1. Large-time asymptotics
We adapt our analysis to the setting of solutions which are not necessarily continuous for the
following two reasons: (a) to ﬁnd asymptotic behavior for a discontinuous solution itself is interesting;
(b) constructing semicontinuous subsolutions and supersolutions is comparatively easier when we are
looking for precise bounds of the solutions of (CD).
The notion of the solutions of Cauchy–Dirichlet problem we use here is quite classical, without the
inﬁnity value being involved. We omit the deﬁnitions, which can be found in [20].
Our main characterization of the large-time behavior is as follows.
Theorem 3.1 (Main theorem). Assume (A1)–(A6). Assume that u0 is a locally bounded function which satis-
ﬁes (1.10) with the function p1 given in (A6). Let u be a solution of (CD). Then for all x ∈ [0, xc) ∪ (xc,∞),
u(x, t) → v(x) as t → ∞, where v is the unique solution of (2.1) in the sense of Deﬁnition 2.3 with v(0) = 0
and takes value +∞ in (xc,∞). Moreover, the convergence is locally uniform respectively in [0, xc) and
in (xc,∞).
Remark 3. The theorem states that the asymptotic proﬁle v is independent of u0. It is continuous in
[0, xc) even if u0 is not continuous in (0,∞). In addition, when u0 ∈ C([0,∞)), the solutions u are
unique and continuous as well. Theorem 3.1 then reduces to a result of long time behavior for the
continuous solution as usual.
The proof, which is by now standard, will be given in the next subsections. The point is to build
subsolutions and supersolutions, which both have different behavior in (0, xc) and (xc,∞).
Example 6. Let us consider a simple example:
⎧⎨
⎩
ut + arctanu2x − x = 0 in (0,∞) × (0,∞),
u(0, t) = 0 for all t ∈ (0,∞), (3.1)
u(x,0) = u0(x) for x ∈ (0,∞).
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v(x) =
x∫
0
(tan y)
1
2 dy
for all x ∈ [0,π/2). Theorem 3.1 gives the long time behavior that u(x, t) → v(x) for x ∈ [0,π/2] and
u(x, t) → ∞ for x > π/2 as t → ∞. For this result we require that the initial data satisfy u0(0) = 0
and the compatibility condition
u0(x)−
x∫
0
(tan y)
1
2 dy in (0,π/2).
3.2. Construction of sub- and supersolutions
We construct a subsolution and a supersolution of (CD) to bound the solution. Our choice of the
lower bound is an upper semicontinuous function in the form of
w−(x, t) =
{∫ x
0 p1(z)dz, if 0 x xc;
W1(x) − h1(x)t, if x > xc,
(3.2)
where h1(x) := supp∈R H(x, p) < 0 for all x ∈ (xc,∞) by (A3) and W1 ∈ USC([0,∞)) will be deter-
mined later. On the other hand, an upper bound is written as
wδ+(x, t) =
{
W δ2(x), if 0 x xc − δ;
W δ2(x) − h2(x)t, if x > xc − δ,
(3.3)
where δ > 0 is taken small, h2(x) := infp∈R H(x, p) < 0 for all x ∈ (xc,∞) and W δ2 is also to be deter-
mined in terms of δ and the initial data u0.
The construction of a subsolution is simpler.
Lemma 3.2 (A lower bound). Assume (A5). For any locally bounded lower semicontinuous function
f : [0,∞) →R which satisﬁes
f (x)
x∫
0
p1(z)dz for all 0 x xc,
where p1 is the function given in (A5), let W1 ∈ C([0,∞)) ∩ C1((0,∞)) be such that W1(x) =
∫ x
0 p1(z)dz
and W1  f in (xc,∞). Then w− ∈ USC([0,∞) × [0,∞)) as deﬁned in (3.2) is a subsolution of (1.1) with
w−(0, t) = 0 and w−(x,0) f (x) for all x, t ∈ [0,∞).
Proof. It is clear that w−(x,0) f (x) and w− is continuous except at x = xc . By the deﬁnition of p1,
we obtain with great ease that
(w−)t(x, t) + H
(
x, (w−)x(x, t)
)= H(x, p1(x)) 0 for x ∈ (0, xc).
For every x ∈ [xc,∞), whenever there exist a test function ϕ ∈ C1([0,∞)2) and t > 0 satisfying
(w− − ϕ)(x, t) = max
(y,s)∈(0,∞)2
(w− − ϕ)(y, s),
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ϕt(x, t) + H
(
x,ϕx(x, t)
)
−h1(x) + sup
p∈R
H(x, p) = 0. 
Lemma 3.3 (An upper bound). Assume (A6). Then for any locally bounded upper semicontinuous func-
tion f : [0,∞) → R with f (0)  0 and for any small δ > 0, there exists W δ2 ∈ LSC([0,∞)) such that
wδ+ ∈ LSC([0,∞) × [0,∞)) as deﬁned in (3.3) is a supersolution of (1.1) and satisﬁes wδ+(0, t) = 0 and
wδ+(x,0) f (x) for all x, t ∈ [0,∞). In addition, there exist C1,C2 > 0 such that W δ2(x) C1|x− xc |γ0 + C2
for any x ∈ (0, xc) and any δ > 0, where γ0 is the constant introduced in (A6).
Proof. Fix a constant r ∈ (0, xc) and take δ ∈ (0, r) arbitrarily. We build W δ2 in a proper way according
to f so that wδ+ has jumps merely on x = xc − r and x = xc − δ. We will show that the function W δ2
has an upper bound in [0, xc) independent of the choice of δ.
In terms of the assumptions given, it is possible to choose a nondecreasing function f1 ∈ C([0,∞))
satisfying f1(0) = 0 and f1  f as well as
f1(xc − r) max[xc−r,xc] f . (3.4)
We construct W δ2 in three intervals.
(i) For x ∈ (0, xc − r], we use a variation of the method to regularize a modulus. Consult [14,
Lemma 2.1.9] for more details. Set
f2(x) =
(
max
y∈[x,xc−r]
f1(y)
y
)
for all x ∈ (0, xc − r]
and F (x) = ∫ xx/2 2 f2(y)dy. Then it is easy to show that F ∈ C1((0, xc − r])∩C([0, xc − r]) with F (0) = 0
and F (x) f1(x) for x ∈ [0, xc − r]. However F may not be a stationary supersolution in (0, xc − r) ×
(0,∞). To overcome this, notice in (A6) that there is pˆ > 0 such that minx∈[0,xc−r] H(x, p) 0 for all
p  pˆ. We next only need to set
W δ2(x) :=
x∫
0
max
{
dF
dy
(y), pˆ
}
dy
and it is then obvious that wδ+ is a supersolution in (0, xc − r) × (0,∞).
(ii) For x ∈ (xc − r, xc − δ], set W δ2(x) := C1|x− xc |γ0 + C2. It then follows by (A6) that
H
(
x,
d
dx
W δ2(x)
)
 0 for x ∈ (xc − r, xc − δ), (3.5)
and limx→(xc−r)+ W δ2(x)  limx→(xc−r)− W δ2(x) when C1, C2 are suﬃciently large without depending
on δ. In addition, in view of (3.4) we have
wδ+(x,0) f1(xc − r) f (x) for x ∈ [xc − r, xc].
(iii) For x ∈ (xc −δ,∞), we extend W δ2 so that W δ2  f in (xc −δ,∞) and W δ2(x) C1|x−xc |γ0 +C2
for all x ∈ (xc − δ, xc). Also, we have(
wδ+
)
t + H
(
x,
(
wδ+
)
x
)
−h2(x) + inf
p∈R H(x, p) = 0
for (x, t) ∈ (xc − δ,∞) × (0,∞).
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place. Suppose there is a test function ϕ touching wδ+ from below at x = xc − r, then our construction
of W δ2 yields ϕx(xc − r, t) pˆ and hence by (A6)
ϕt(xc − r, t) + H
(
xc − r,ϕx(xc − r, t)
)
 0.
The same argument, together with an application of (A6), works for the veriﬁcation at x = xc − δ as
well.
Finally, we remark that W δ2(x) C1|x− xc|γ0 + C2 for all x ∈ (0, xc) and all δ > 0 if C1 and C2 are
suﬃciently large. 
We remark that the existence of solutions of (CD) follows easily since we have constructed the
subsolution and supersolution associated with the classical boundary condition. More precisely, we
can show that the functions
b−(x, t) = max
{
w−(x, t),
(
u0(x) − h1(x)t
)}
(3.6)
and
b+(x, t) = min
{
wδ+(x, t),
(
u0(x) − h2(x)t
)}
(3.7)
are respectively a subsolution and a supersolution of (CD). Our assumptions (A2) and (A5) yield
b−  b+ , which enables us to show the existence of solutions of (CD) by Perron’s method [20].
Before proving our main theorem, we need a comparison theorem for our Cauchy–Dirichlet prob-
lem.
Theorem 3.4 (Comparison principle of (CD)). Assume (A1). Let u1 and u2 be respectively a subsolution and
a supersolution of (1.1)–(1.2). If u1∗(x,0) u2∗(x,0) for all x ∈ [0,∞), then u1∗  u2∗ in [0,∞) × [0,∞).
This theorem works for unbounded solutions. It is analogous to the comparison theorem for
Cauchy problem presented in [19], which is reproduced in [3, Theorem III. 3.15]. We apply their idea
to our Cauchy–Dirichlet problem and the setting of semicontinuous solutions. To prove Theorem 3.4,
it suﬃces to show the comparison theorem in any cone of a ﬁxed size relative to our domain; namely,
for any ﬁxed T > 0 and x0  0, let
CD =
{|x− x0| C |T − t| and x 0}.
We denote the parts of its boundary lying on axes by
Γ1 =
{
(x, t) ∈ [0,∞) × {0}: |x− x0| CT
}
and
Γ2 =
{
(x, t) ∈ {0} × [0,∞): t  T − x0/C
}
,
where C > 0 is the constant given in (A1).
Lemma 3.5 (Local comparison in cones). Assume (A1). Let u1 and u2 be respectively a viscosity subsolution
and supersolution of (1.1)–(1.2). If u1∗(x, t)  u2∗(x, t) for all (x, t) ∈ Γ1 ∪ Γ2 , then u1∗(x, t)  u2∗(x, t)
in CD .
Sketch of proof. Assume by contradiction that there exist 0 < δ < T and (x˜, t˜) such that
(u1 − u2)(x˜, t˜) = δ and |x˜− x0| C(T − t˜) − 2δ
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Φ(x, y, t, s) = u1(x, t) − u2(y, s) − |x− y|
2 + |t − s|2
2ε
− k(t + s)
+ g(〈x− x0〉β − C(T − t))+ g(〈y − x0〉β − C(T − s)),
where ε > 0, k > 0, 〈x〉β := (x2 + β2) 12 for β > 0 and g ∈ C1(R) is such that g′  0 in R, g(x) = 0 for
x−δ and g(x) = −3N for x 0.
The penalization with the utilization of g and comparison conditions along x = 0 and t = 0 elim-
inate the possibility of ﬁnding maximizers of Φ on any edge of CD when k and β are suﬃciently
small. Then the standard arguments come into play such as showing convergence of maximizers and
taking difference of two viscosity inequalities. 
3.3. Proof of main theorem
Let u be a solution to (CD). We take the relaxed limits
U1 = limsup
t→∞
∗ u and U2 = liminf
t→∞ ∗ u
and show that they have the following properties.
Proposition 3.6 (Properties of half relaxed limits). Assume that u0 satisﬁes (1.10). Then U1 and U2 have the
following properties:
(i) U1 and U2 are both bounded from below in [0, xc];
(ii) If γ < γ0 , then U1 − β|x − xc |γ and U2 − β|x − xc|γ are both bounded from above in [0, xc) for any
β > 0;
(iii) U1(0) 0 U2(0);
(iv) U1 = U2 = +∞ in (xc,∞).
Proof. Take f = u0∗ in Lemma 3.2 and f = u0∗ in Lemma 3.3 and we therefore note that u0(0) =
w−(0, t) = wδ+(0, t) for all t ∈ [0,∞) and δ > 0 and
w−(x,0) u0∗(x) u0∗(x) wδ+(x,0) for all x ∈ [0,∞).
Hence, by Theorem 3.4, we have
w−  u  wδ+ in [0,∞) × [0,∞).
All of the statements thus follow easily by our choices of w− and wδ+ . To prove (ii) for example,
one has U1,U2  C1|x− xc |γ0 + C2 for any x ∈ (0, xc) due to Lemma 3.3. Then the assertion becomes
clear. 
Proposition 3.7 (Viscosity inequalities for half limits). U1 and U2 are respectively a subsolution and a super-
solution of (2.1).
Proof. Let us prove the part for U1 ﬁrst. Since Proposition 3.6(iv) holds, there is no need to apply
Deﬁnition 2.2 in (xc,∞). We thus turn our attention to the interval (0, xc]. By deﬁnition, we need to
take test functions for U1.
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we have
H
(
xc, φx(xc)
)
 0,
which means U1 is a subsolution at x = xc .
The case when U1 is tested at x ∈ (0, xc) is easy to handle. Put uε(x, t) = u(x, tε ) for every x ∈[0,∞) and t ∈ [0,∞) and then further let
u1(x, t) :=
(
limsup
ε→0
∗ uε
)
(x, t).
It is easily seen that uε solves
εuεt + H
(
x,uεx
)= 0 in (0, xc) × (0,∞),
so the standard stability argument of viscosity solutions guarantees
H
(
x, (u1)x
)
 0 in (0, xc) × (0,∞)
in the viscosity sense. We conclude by noticing that u1 = U1 is independent of the variable t .
The other part of our statements about U2 can be shown more easily thanks to U2 = U2. 
Proof of Theorem 3.1. Combining Theorem 2.5, Propositions 3.6 and 3.7, we are led to
U1  U2 in [0, xc),
which obviously implies that U1(x) = U2(x) = v(x) for x ∈ [0, xc) and thus u(·, t) → v locally uni-
formly in [0, xc) as t → ∞.
On the other hand, observing the concrete form of w− and wδ+ , we get u(·, t) → +∞ locally
uniformly in (xc,∞) as t → ∞. 
3.4. Remark on the Dirichlet condition
Since in this paper we only study the Dirichlet boundary condition in the strict sense, several
assumptions should be viewed as the compatibility condition on the boundary. It is certainly inter-
esting to understand the long time behavior when these assumptions are dropped. Let us repeat our
assumption on the initial data in Theorem 3.1. We only treat u0 which satisﬁes the conditions below.
(a) u0 is locally bounded in [0,∞) and is continuous at x = 0 with u0(0) = 0.
(b) u0∗(x)
∫ x
0 p1(z)dz for all x ∈ [0, xc), where p1 is given in (A5).
The condition (b) plays an important role and can hardly be relaxed especially when p1 is taken
minimal. To see this, we give a simple example in the following.
Example 7. Let us revisit Example 6. Suppose H(x, p) = arctan(p2)−x. Then all assumptions (A1)–(A6)
are satisﬁed. In particular, xc = π/2 and p1(x) = −(tan(x)) 12 in this case. Since such a Hamiltonian is
smooth, the equation of its characteristics writes⎧⎪⎪⎨
⎪⎪⎩
dx
dt
= 2p
1+ p4 ,
dp = 1
dt
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x(0) = x0 and p(0) = p0.
Its solution could be explicitly calculated as
x(t) = x0 + arctan(p0 + t)2 − arctan p20 and p(t) = p0 + t,
which evidently demonstrates that the trajectory x(t) starting from x0 ∈ (0,π/2) will hit the boundary
x = 0 before time t = −p0 whenever p0 < p1(x0). On this occasion, the solution u must violate the
classical Dirichlet boundary condition.
The seemingly particular value p1(0) = 0 in the example above does not actually cause any loss
of generality. One may observe analogous examples such as H(x, p) = arctan(p2 − a2)2 − x, where
p1(0) = −|a| with a ∈R arbitrarily chosen.
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