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Abstract
We construct a quantum field theory model of anyons on a circle and at finite
temperature. We find an anyon Hamiltonian providing a second quantization of
the elliptic Calogero-Sutherland model. This allows us to prove a remarkable
identity which is a starting point for an algorithm to construct eigenfunctions
and eigenvalues of the elliptic Calogero-Sutherland Hamiltonian.
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1 Introduction
This is the first of two papers on the elliptic Calogero-Sutherland model, providing
details and proofs of various results announced in Ref. [L1] and culminating in an
algorithm to solve this model [L2]. The results here are based on loop group techniques:
we relate this model to a quantum field theory model of anyons which, as we believe, is
interesting also in its own right. We have attempted to keep our discussion reasonably
self-contained (and in particular explain all the physics terminology we use) and make
it accessible also for mathematicians.
In this Chapter we specify what we mean by finite temperature anyons and second
quantization, and we also provide some background to the elliptic Calogero-Sutherland
model. We then give the plan for the rest of the paper by summarizing our results.
Background: By anyons we mean quantum fields φ(x) parametrized by a coordinate
x on the circle, −π ≤ x < π, obeying exchange relations
φ(x)φ(y) = e±iπλφ(y)φ(x) (1)
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where λ > 0 is the so-called statistics parameter. These anyons generalize bosons and
fermions which correspond to the special cases where the phase factor e±iπλ is +1 and
−1, respectively.1 Mathematically, these anyons are operator valued distributions on
some Hilbert space F , and our construction amounts to giving a precise mathematical
meaning to these objects and defining and computing anyon correlation functions. The
latter are given by a linear functional ω on the ∗-algebra generated by the anyons (the
∗ is the Hilbert space adjoint). We construct a particular representation of the anyons
which is such that the anyon correlation functions are given by elliptic functions with
the nome
q = exp (−β/2) , β > 0 (2)
where β can be interpreted as inverse temperature. For example, the simplest non-
trivial anyon correlation function which we obtain is
ω(φ(x)∗φ(y)) = const. θ(x− y)−λ (3)
where
θ(r) = sin(r/2)
∞∏
n=1
(1− 2q2n cos(r) + q4n) (4)
is equal, up to a multiplicative constant, to the Jacoby Theta function ϑ1(r/2). This
function, or rather its regularized version defined in Eq. (45), will play a prominent role
in this paper. We also mention a particular element Ω in the anyon Hilbert space F
which can be interpreted as the thermal vacuum since it allows to compute the anyon
correlation functions as vacuum expectation value, i.e., ω(·) = 〈Ω, · Ω〉 (〈·, ·〉 is the
inner product in the anyon Hilbert space). Our construction provides another example
of a quantum field theory model which can be made mathematically precise using the
representation theory of loop groups (see e.g. [PS]). A main difficulty is what physicists
call ultra-violet divergences: the anyons φ(∗)(x) are operator valued distributions and
thus products of them need to be defined with care. For example, the relation in Eq.
(1) becomes problematic for x = y, and this difficulty also manifests itself in the anyon
correlation function in Eq. (3) which is singular for x → y. The approach we use
provides a particularly simple solution to this problem (we will describe the main idea
in the Summary below).
It is interesting to note that this very same quantum field theory model of anyons,
for odd integers λ, has been used in the theory of the fractional quantum Hall effect
[W]. We also note that different constructions of finite temperature anyons on the real
line were recently given in [IT, LMP], and (many of) the results there can be (formally)
obtained from ours by rescaling variables x→ 2πx/L and β → 2πβ/L (which changes
the circumference of the circle from 2π to an arbitrary length L > 0) and taking the
limit L→∞.
1The name anyons is due to the fact that this can be any phase in general.
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We now give some background to the elliptic Calogero-Sutherland (eCS) model.
The eCS model is defined by the differential operator
HN = −
N∑
j=1
∂2
∂x2j
+ γ
∑
1≤j<k≤N
V (xj − xk) (5)
with −π ≤ xj ≤ π coordinates on the circle S1, N = 2, 3, . . ., γ > −1/2, and
V (r) = − ∂
2
∂r2
log θ(r) , (6)
θ as in Eq. (4). This function V (r) is equal, up to an additive constant, to Weierstrass’
elliptic function ℘(r) with periods 2π and iβ (see Eq. (100) in Appendix A for the pre-
cise formula). This differential operator defines a selfadjoint operator on the Hilbert
space of square integrable functions on [−π, π]N which provides a quantum mechanical
model of N identical particles moving on a circle of length 2π and interacting with
a two body potential proportional to V (r) where γ is the coupling constant.2 This
model is a prominent integrable many body system (a standard review is Ref. [OP]).
In particular the limiting case q = 0 where the interaction potential becomes a trigono-
metric functions, V (r) = (1/4) sin−2(r/2), is the celebrated Sutherland model whose
complete solution was found about 30 years ago [Su]. This explicit solution plays a
central role in remarkably many different topics in theoretical physics including matrix
models, quantum chaos, QCD, and two dimensional quantum gravity (for review see,
e.g., Ref. [G], Sect. 7). There is also an interesting relation between the Sutherland
model and the theory of the fractional quantum Hall effect (see e.g. [IR, W, YZZ])
which will be discussed in more detail below. We note that eigenfunctions of the eCS
differential operator in Eq. (5) are known only for N = 2 and/or integer values of the
coupling parameter3 (1 +
√
1 + 2γ)/2: For N = 2 these are classical results on Lame´’s
equation (see e.g. [WW]) which recently were generalized [EK, R] and extended to
N > 2 [FV1, FV2].
Of course, the differential operator in Eq. (5) does not define a unique self-adjoint
operator, but our approach will automatically specify a particular self-adjoint extension
[L2] (which for q = 0 is identical with the one solved by Sutherland [Su]; we note
that some of the known eigenfunctions of the eCS differential operator mentioned are
singular and do not correspond to that particular self-adjoint extension).
By a second quantization of the eCS model we mean one operator H = H∗ on the
anyon Hilbert space F which accounts for the eCS Hamiltonians HN in Eq. (5) for all
2As will be discussed in more detail in [L2], this model corresponds to a particular self-adjoint
extension [KT] which, for positive γ, is the Friedrich’s extension of HN ; see e.g. Theorem X.23 in Ref.
[RS].
3If we write γ as in Eq. (9) below then the coupling parameter is equal to λ.
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particle numbers N . To be more specific, the commutator of this operator H with a
product of N anyons
ΦN(x) := φ(x1) · · ·φ(xN) (7)
is essentially equal to the eCS Hamiltonian applied to this very product, i.e.,[H,ΦN(x)]Ω = HNΦN (x)Ω (8)
where Ω is the above-mentioned thermal vacuum, and the coupling constant of the eCS
model is determined by the statistics parameter of the anyons as follows,
γ = 2λ(λ− 1) . (9)
Such a second quantization was previously known in the trigonometric limit (corre-
sponding to zero temperature) [MP, AMOS, I, MS, CL], and in this paper we gener-
alize it to the elliptic case. It is remarkable that this generalization is most natural
from a physical point of view: it amounts to going from zero- to finite temperature. In
the trigonometric limit (corresponding to zero temperature), this second quantization
has provided an interesting direct link between the Sutherland model and the theory
of the fractional quantum Hall effect, and we expect that our finite temperature gen-
eralization should be interesting in this context, too. However, our main motivation
and emphasis is mathematical: In Ref. [CL] the second quantization of the Sutherland
model was used to derive an algorithm for constructing eigenvalues and eigenfunctions
of the Sutherland model and thus recover the solution of Sutherland [Su]. We will
use the second quantization to derive a remarkable identity for the anyon correlation
function FN(x,y) =
〈
Ω,ΦN (x)∗Φ(y)Ω
〉
(see Proposition 3) which, as we will outline
in the conclusions of the paper, is the starting point for a novel algorithm for solving
the eCS model [L2]. To obtain this identity we will need4〈
Ω, [H,ΦN (x)∗ΦN (y)]Ω〉 = 0 (10)
which is the second important property of H and in fact the one which restricts us to
interactions V (r) which are Weierstrass elliptic functions (Eq. (8) actually holds true
in more generality).
Summary of results: In Section 2 we construct anyons, i.e., give a precise mathemat-
ical meaning to the quantum fields φ(x) and compute all anyon correlation functions.
The basic idea of our construction is to use vertex operators similar to the ones used
in string theory (see e.g. [P]) and which we make mathematically precise using the
representation theory of the loop group of U(1) (in the spirit of Ref. [Se]). We deviate
from a similar previous construction of zero temperature anyons [CL] in that we use a
4[a, b] := ab− ba
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somewhat unusual class of reducible representation of this loop group which, in special
cases of particular interest to us, can be interpreted as finite temperature representa-
tions (the precise statement and proof of this is given in Appendix B.3). Technically, we
account for the distributional nature of the quantum fields φ(x) by using a regulariza-
tion which, roughly speaking, is a generalization of the idea to represent distributions
as limits of smooth functions (e.g. the delta distribution on the circle as limit ε ↓ 0
to the smooth function δε(x) = 1/(2π)
∑
n∈Z exp (inx− |n|ε)). In a similar manner,
we will construct regularized anyons φε(x) which for ε > 0 can be multiplied without
ambiguities and obey Eq. (1) only in the limit ε ↓ 0. We perform that latter limit at
a later point where it can be taken without difficulty.5 For simplicity, we will regard
all quantum fields only as sesquilinear forms (using results in the literature, e.g. from
Refs. [CR, GL], one can prove that many sesquilinear forms which we construct can be
extended to well-defined operators, but since we actually do not need these results we
will only mention them in passing). In Section 2.1 representations of the loop group
of U(1) are defined, and we also collect some important technical results which we will
use throughout the paper (Lemma 1). The definition and main properties of these reg-
ularized anyons, and in particular explicit formulas for all anyon correlation functions,
are given in Section 2.2 (Proposition 1).
In Section 3 the second quantization of the eCS model is constructed. We will give
an explicit formula for H and prove that it indeed obeys Eqs. (8) and (10), or rather,
a generalization of these relation for regularized anyons, i.e., with the parameters ε
inserted. In particular, we will get, instead of the eCS differential operator HN in
Eq. (5), a regularized operator H2εN which, roughly speaking, is obtained by replacing
the singular potential V (r) by a potential V2ε(r) where the 1/r
2-singularity of the
Weierstrass ℘-function is regularized to 1/(r + iε)2. We will explicitly give the ε-
corrections to Eq. (8). These results are summarized in Proposition 2. The proof
is by explicit, lengthy computations which we divide in Lemmas and partly defer to
Appendix C. We note that it is precisely this ε-regularization which determines the
self-adjoint extension of the eCS differential operator for us (however, this will only
become important for us in the second paper [L2]).
In Section 4 we derive a remarkable identity (Proposition 3) providing the starting
point for constructing eigenvalues and eigenfunctions of the eCS model. In the conclu-
sions (Section 5) we only state the theorem underlying this algorithm and outline its
proof based on Propositon 3 (this algorithm will be elaborated in Ref. [L2]).
Identities about (regularized) elliptic functions which we need are collected and
proven in Appendix A. Appendix B contains a self-contained discussion of the relation
of our quantum field theory techniques. The proofs of various Lemmas are collected in
Appendix C.
5One can interpret 1/ε as ultra violet cut-off.
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Notation: All Hilbert spaces considered are separable, and Hilbert space inner prod-
ucts 〈·, ·〉 are linear in the second and anti-linear in the first argument. We denote
as C, R, Z the complex, real and integer numbers, N are the positive integers, and
N0 = N ∪ {0}. We denote as c¯ the complex conjugate of c ∈ C, and |c| =
√
cc¯. We
identify elements in U(1) with phases, i.e., c ∈ C such that |c| = 1.
2 Finite temperature anyons on the circle
2.1 Reducible representations of the loop group of U(1)
In this subsection we set the stage for our construction of anyons.
We consider the ∗-algebra A0 with identity 1 generated by elements ρˆ(n), n integer,
and R obeying the following relations,
[ρˆ(m), ρˆ(n)] = mδm,−n1 , [ρˆ(n), R] = δn,0R (11)
and
R∗ = R−1 , ρˆ(n)∗ = ρˆ(−n) (12)
for all integers m,n. We will also use the notation Q = ρˆ(0). Note that Eq. (11) implies
eiαQRw = eiαRw eiαQ ∀α ∈ R, w ∈ Z (13)
which will be useful for us later on.
Remark 2.1 As explained in Appendix B, the algebra A0 defines essentially a central
extension of the loop group of U(1).
We now construct a class of representations of A0 using a standard highest weight
representation of the auxiliary ∗-algebra A = A0 ⊗ A0 with identity 1 generated by
elements RA and ρˆA(n), A = 1, 2 and n ∈ Z, defined by the relations
[ρˆA(m), ρˆB(n)] = mδm,−nδA,B1 , [ρˆA(n), RB] = δn,0δA,BRA (14)
and
R∗A = R
−1
A , ρˆA(n)
∗ = ρˆA(−n) (15)
for all integers m,n and A,B = 1, 2. The representation of A is on a Hilbert space F
with inner product 〈·, ·〉 and completely characterized by the following conditions,
ρˆA(n)Ω = 0 ∀n ≥ 0 , A = 1, 2 , (16)
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and
〈Ω, Rw11 Rw22 Ω〉 = δw1,0δw2,0 ∀w1,2 ∈ Z (17)
where Ω ∈ F is the highest weight vector and ∗ is the Hilbert space adjoint. Indeed,
it is easy to check that the rules above imply that the elements
η =
∏
A=1,2
∞∏
n=1
ρˆA(−n)mA,n√
mA,n!nmA,n
Rw11 R
w2
2 Ω, mA,n ∈ N0 ,
∑
A=1,2
∞∑
n=1
mA,n <∞, wA ∈ Z (18)
are orthonormal, and the set D of all finite linear combinations of such elements η is
a pre-Hilbert space carrying a ∗-representation of the algebra A. The Hilbert space F
is defined as the norm completion of D.
We now observe that
π(R) := R1 π(Q) = π(ρˆ(0)) := ρˆ1(0)
π(ρˆ(n)) := cnρˆ1(n) + snρˆ2(−n) ∀n ∈ Z\{0} (19)
(sn, cn ∈ C) obviously defines a unitary representation π of the ∗-algebra A0 provided
that
|cn|2 − |sn|2 = 1 (20)
and
c−n = cn , s−n = sn (21)
for all non-zero integers n. As explained in Remark 2.4 below, it natural to also require
that ∑
n∈Z
|sn|4 <∞ . (22)
One choice of particular interest for us is
cn =
(
1
1− q2|n|
)1/2
, sn =
(
q2|n|
1− q2|n|
)1/2
∀n ∈ Z\{0} (23)
with |q| < 1 and q2 real, even though many of our results hold true more generally.
Remark 2.2 It is interesting to note that the representation π with sn and cn as in Eq.
(23) and q = exp (−β/2) is the finite temperature representation of the ∗-algebra A0
with temperature 1/β and the Hamiltonian
H =
a
2
Q2 +
∞∑
n=1
ρˆ(−n)ρˆ(n) (24)
in the limit a→∞. The interested reader can find a precise formulation and proof of
this statement in Appendix B.3.
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Since there is no danger of confusion we simplify notation and write R, Q and ρˆ(n)
short for π(R), π(Q) and π(ρˆ(n)) in the following.
We now collect some (standard) technical results which we will need. We define
normal ordering
×
× · ×× as the linear map on the algebra generated by monomials M in
the ρˆA(n) and R1 by the following inductive rules,
×
×Rw1
×
× := Rw1 ∀w ∈ Z
×
×MρˆA(n)
×
×=
×
× ρˆA(n)M
×
× :=


×
×M
×
× ρˆA(n) if n > 0
1
2
(
×
×M
×
× ρˆA(0) + ρˆA(0)
×
×M
×
×
)
if n = 0
ρˆA(n)
×
×M
×
× if n < 0
. (25)
Note that these rules and Eqs. (14)–(17) imply that for arbitrary fixed vectors η, η′ ∈ D,
the expression
〈
η,
×
× ρˆA1(n1) · · · ρˆAk(nk)×× η′
〉
is non-zero only for a finite number of
different combinations n1, . . . , nk ∈ Z\{0} and A1, . . . , Ak ∈ {1, 2}. This implies that
for arbitrary complex numbers vA1,...,Akk (n1, . . . , nk), the expression
V := v01+
∞∑
k=1
∑
A1,...,Ak=1,2
∑
n1,...,nk∈Z\{0}
vA1,...,Akk (n1, . . . , nk)
×
× ρˆA1(n1) · · · ρˆAk(nk)×× (26)
is a well-defined sesquilinear form on D, i.e., 〈η,Vη′〉 is finite for all η, η′ ∈ D (since it
is always a finite sum there is never any problem with convergence). Moreover, for all
w ∈ Z and a ∈ C and V = ××V×× as above,
×
×RweaQV
×
×=
×
×eaQRwV
×
×= eaQ/2RweaQ/2V (27)
is a sesquilinear form on D. In particular, these rules imply the following
Lemma 1 For arbitrary complex αn,
Φ :=
×
×RweiJ(α)
×
× with J(α) :=
∑
n∈Z
αnρˆ(−n) and w ∈ Z (28)
is a well-defined sesquilinear form on D equal to
Φ = eiα0Q/2Rweiα0Q/2eiJ
+(α)eiJ
−(α) , J±(α) =
∞∑
n=1
[α±nc±nρˆ1(∓n) + α∓ns∓nρˆ2(∓n)]
(29)
where J+(α) and J−(α) are the creation-and annihilation parts of J(α), i.e., J−(α)Ω =
J+(α)∗Ω = 0. Moreover, the forms Φ with αn such that∑
n∈Z
|n||αn|2 <∞ (30)
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generate a ∗-algebra of forms on D, with
(
×
×RweiJ(α)
×
×)∗ =
×
×R−we−iJ(α)
∗ ×
× , J(α)∗ =
∑
n∈Z
α−nρˆ(−n) (31)
and the multiplication rule obtained with the Hausdorff formula
eAeB = ec/2eA+B = eceBeA if [A,B] = c1, c ∈ C (32)
and Eqs. (11)–(13), i.e.,
×
×RweiJ(α)
×
×
×
×Rw
′
eiJ(β)
×
×= e−[J
−(α),J+(β)]+i(α0w′−β0w)/2 ×
×Rw+w
′
eiJ(α+β)
×
× (33)
where
[J−(α), J+(β)] =
∞∑
n=1
n
(|cn|2αnβ−n + |sn|2α−nβn) . (34)
Moreover, 〈
Ω,
×
×RweiJ(α)
×
× Ω
〉
= δw,0 . (35)
Remark 2.3 As discussed in Appendix B, for αn obeying the conditions in Eq. (102),
the forms RweiJ(α) define unitary operators and provide a unitary representation of the
loop group of U(1) on F . Note that the Hausdorff formula implies
×
×eiJ(α)
×
×= e−[J
−(α),J+(α)]/2eiJ(α) , (36)
i.e., the forms Φ in this case are proportional to unitary operators. We will not make
use of these facts in this paper and will regard such Φ’s only as sesquilinar forms.
Remark 2.4 Eq. (34) explains the condition in Eq. (22) above: recalling that |cn|2 =
1 + |sn|2 and Cauchy’s inequality, we see that this is the natural condition ensuring
that [J−(α), J+(β)] is well-defined for all α and β obeying the condition in Eq. (30).
Proof of Lemma 1:
The l.h.s. of Eq. (33) equals
eiα0Q/2Rweiα0Q/2eiJ
+(α)eiJ
−(α)eiβ0Q/2Rw
′
eiβ0Q/2eiJ
+(β)eiJ
−(β) =
= e−[J
−(α),J+(β)]+i(α0w′−β0w)/2ei(α0+β0)Q/2Rw+w
′
ei(α0+β0)Q/2
×ei(J+(α)+J+(β))ei(J−(α)+J−(β))
which obviously is equal to the r.h.s. of Eq. (33). 
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2.2 Construction of anyons
Definition: The anyons associated with a real, non-zero parameter ν are,
φµε (x) := e
−iµν2Qx/2Rµ e−iµν
2Qx/2 ×
×e−iµνKε(x)
×
× , µ ∈ Z (37)
with
Kε(x) :=
∑
n∈Z\{0}
1
in
einx−|n|ερˆ(n) (38)
where −π ≤ x ≤ π is a coordinate on the circle and ε > 0 a regularization parameter.
In particular, we define
φε(x) := φ
1
ε(x) . (39)
The main properties of these anyons are summarized in the following
Proposition 1 The φµε (x) generate a ∗-algebra of sesquilinar forms on D and obey
φµε (x)
∗ = φ−µε (x) (40)
and the exchange relations
φµε (x)φ
µ′
ε′ (y) = e
−iπµµ′ν2sgnε+ε′ (x−y)φµ
′
ε′ (y)φ
µ
ε (x) (41)
where
sgnε(x) :=
1
π

x+ ∑
n∈Z\{0}
1
in
einx−|n|ε

 (42)
a regularized sign function on the circle, i.e., it is C∞ and converges to sgn(x) in the
limit ε ↓ 0. Moreover,〈
Ω, φµ1ε1 (x1) · · ·φµ1εM (xM)Ω
〉
= δµ1+···+µN ,0
∏
1≤j<k≤M
bεj+εk(xj − xk)µjµkν
2
(43)
with
bε(r) := e
−ir/2−Cε(r) , Cε(r) :=
∞∑
n=1
1
n
(|cn|2einr−nε + |sn|2e−inr−nε) . (44)
In particular, for cn and sn as in Eq. (23),
bε(x) := 2e
3πi/2−ε/2 sin 1
2
(x+ iε)
∞∏
n=1
(1− 2q2ne−ε cos(x) + q4ne−2ε) . (45)
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Remark 2.5 The relations in Eq. (41) show that the φε(x) are regularized anyons with
statistics parameter
λ = ν2 (46)
as described in the Introduction.
Remark 2.6 We stress that we introduce the parameter ε > 0 as a convenient technical
tool: the φµε (x) are regularized quantum fields, i.e., in the limit ε ↓ 0 they become
operator valued distributions whereas for ε > 0 they are well-defined operators and,
in particular, can be multiplied with each other. Indeed, it follows from Remark 2.3
above that φµε (x) is proportional to the unitary operator
e−iµν
2Qx/2Rµ e−iµν
2Qx/2e−iµνKε(x)
with the proportionality constant b
−(µν)2/2
2ε which diverges in the limit ε ↓ 0. Eventually
we are interested in this singular limit ε ↓ 0, but we will be able to take this limit at a
later point without difficulty.
Proof: The proof is by straightforward computations using the Lemma 1 above. In
particular, Eq. (40) is trivial consequences of Eq. (31), and to prove Eq. (41) it is
sufficient to note the following identity,
[Kε(x), Kε′(y)] =
∑
n∈Z\{0}
1
n
ein(x−y)−|n|(ε+ε
′)1 ,
Eq. (13) and the Hausdorff formula Eq. (32). To see that sgnε(x) is a regularized sign
function one only needs to check that it is an odd function in x, and its x-derivative
divided by 2 equals
δε(x) :=
1
2π
∑
n∈Z
einx−|n|ε (47)
which obviously is a regularized delta function.
To compute the normal ordering of products of anyons we determine the creation-
and annihilation parts K±ε (x) of the form Kε(x),
K±ε (x) = ∓
∞∑
n=1
1
in
(
c±n e
∓inx−nερˆ1(∓n)− s∓n e±inx−nερˆ2(∓n)
)
(48)
and compute [
K−ε (x), K
+
ε′ (y)
]
= Cε+ε′(x− y)1 (49)
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with Cε(r) given in Eq. (44). The normal ordering of an arbitrary product of anyons
is defined as follows,
×
×φµ1ε1 (x1) · · ·φµMεM (xM )
×
×= e−iν
2Q(µ1x1+···+µMxM )/2Rµ1+...+µM e−iν
2Q(µ1x1+···+µMxM )/2
×e−iν[µ1K+ε1(x1)+···+µMK+εM (xM )]e−iν[µ1νK−ε1 (x1)+···+µMK−εM (xM )] ,
and by repeated application of Eq. (33) we obtain
φµ1ε1 (x1) · · ·φµMεM (xM ) =
∏
1≤j<k≤M
bεj+εk(xj − xk)µjµkν
2 ×
×φµ1ε1 (x1) · · ·φµMεM (xM)
×
× (50)
with bε(r) in Eq. (44). This and Eq. (35) prove Eq. (43). Eq. (45) is proven in
Appendix A.

Remark 2.7 In computations it is sometimes convenient to write
φµε (x) =
×
×e−iνµXε(x)
×
× (51)
with
Xε(x) = q + px+
∑
n∈Z\{0}
1
in
einx−|n|ερˆ(n) (52)
with q = νQ and p = “(i/ν) log(R)” formally obeying
[q, p] = i1 , [p, ρˆ(n)] = [q, ρˆ(n)] = 0 ∀n 6= 0 , (53)
and therefore [Xε(x),Xε′(y)] = −iπsgnε+ε(x − y). This makes many computations
simpler, but it is important to remember that p itself is not well-defined but only its
exponentials e−iµνp ≡ Rµ and only for integers µ. This makes clear that our anyons
are essentially vertex operators used, e.g., in string theory (see e.g. [P]).
Proposition 1 above summarizes the main properties of anyons. In particular, it
gives explicit formulas for all so-called anyon correlation functions which are defined
by the l.h.s. of Eq. (43) and which, according to physics folklore, capture the physical
properties of the anyon system. For the eCS model the following anyon correlation
function will play a central role,
F ε
′,ε
N (x;y) := 〈Ω, φε(xN )∗ · · ·φε(x1)∗φε′(y1) · · ·φε′(yN)Ω〉 , (54)
and with Proposition 1 we obtain the following explicit formula,
F ε,ε
′
N (x;y) =
∏
1≤j<k≤N b2ε(xk − xj)λ
∏
1≤j<k≤N b2ε′(yj − yk)λ∏N
j,k=1 bε+ε′(xj − yk)λ
(55)
which will be important for us later on.
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3 Second quantization of the eCS model
In this Section we construct the second quantization of the eCS model, i.e., find a
self-adjoint form H on F such that the commutator of H with a product of anyons,
ΦNε (x) := φε(x1) · · ·φε(xN) , (56)
φε(x) defined in Eqs. (38)–(39), is essentially equal to the eCS Hamiltonian applied to
this product. To be precise
Proposition 2 Let ρˆ(n) be as in Eqs. (19)–(21) and
H := νW 3 + (1− ν2)C + 2ν(ν − 1)W 2Q+ 1
3
ν(ν − 1)2(2 + ν)Q3 − ν4cεQ (57)
with
W 2 :=
1
2
∑
n∈Z
×
× ρˆ(−n)ρˆ(n)××
W 3 :=
1
3
∑
m,n∈Z
×
× ρˆ(−m)ρˆ(−n)ρˆ(m+ n)××
C :=
∞∑
n=1
n [ρˆ1(−n)ρˆ1(n) + ρˆ2(−n)ρˆ2(n)] (58)
and the constant
cε =
1
12
− 2
∞∑
n=1
n|sn|2e−2|n|ε −
∞∑
m,n=1
2|sm|2|sn|2e−(m+n)ε
(
e−|m−n|ε − e−|m+n|ε) . (59)
Then [H,ΦNε (x)]Ω = H2εN ΦNε (x)Ω + ενΨNε (x)Ω (60)
where
HεN := −
N∑
j=1
∂2
∂x2j
+ 2ν2(ν2 − 1)
∑
1≤j<k≤N
Vε(xj − xk) (61)
with
Vε(r) := −
∞∑
n=1
n
(|cn|2einr−nε + |sn|2e−inr−nε) (62)
is a regularized many particle Hamiltonian, and
ΨNε (x) :=
N∑
j=1
φε(x1) . . . φε(xj−1)
×
×φε(xj)Rε(xj)×× φε(xj+1) · · ·φε(xN) (63)
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with
Rε(x) :=
∞∑
m,n=1
2ν
[
ν|sm|2
(
ρˆ(n)einx − ρˆ(−n)e−inx)− ×× ρˆ(−m)ρˆ(n)××]
×1
ε
(
e−|m−n|ε − e−|m+n|ε) e−|m|ε . (64)
In particular, if cn and sn are as in Eq. (23) then
Vε(r) = − ∂
2
∂r2
log
(
sin 1
2
(r + iε)
∞∏
m=1
[
1− 2q2me−ε cos(r) + q4me−2ε]
)
, (65)
i.e., HεN is a regularized version of the eCS differential operator in Eq. (5) with λ = ν
2.
Moreover, if cn and sn are as in Eq. (23) then also the following identity holds true,〈
Ω,
[H,ΦNε (x)∗ΦNε′ (y)]Ω〉 = 0 . (66)
Remark 3.1 Note that the sesquilinear form Rε(x) in Eq. (64) is non-singular in the
limit ε ↓ 0, hence the second term on the r.h.s. of Eq. (60) vanishes in this limit. It is
therefore natural to write Eq. (60) in the following suggestive form[H,ΦNε (x)]Ω ≃ H2εN ΦNε (x)Ω (67)
where the symbol ‘≃’ means ‘equal in the limit ε ↓ 0’.
Remark 3.2 As we will see, this proposition implies a remarkable identity (Proposi-
tion 3 in the next section) which is the starting point of our solution algorithm for the
eCS model. We note that Eq. (60) comes for free in the Sutherland case q = 0 where
HΩ = 0, but this is no longer holds true in general. It is also interesting to note that
a form H obeying the relations in Eq. (60) exists for a much larger class of models:
in the first part of this proposition we do not need to assume Eq. (23). However, to
prove Eq. (66) we need Eq. (23): it is this relation which restricts this proposition to
interaction potentials which are equal to Weierstrass’ ℘-function.
Remark 3.3 We note that only the first two terms on the r.h.s. of Eq. (57) are really
important, and dropping the other terms can be compensated by adding trivial terms
to the eCS differential operator: simpler variants of our proof of Lemma 2 yield[
Q,ΦNε (x)
]
= NΦNε (x)[
W 2 + 1
2
(ν − 1)(ν − 3)Q2,ΦNε (x)
]
=
N∑
j=1
i
∂
∂xj
ΦNε (x) . (68)
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This shows that we have a relation[
νW 3 + (1− ν2)C,ΦNε (x)
]
Ω ≃ H˜2εN ΦNε (x)Ω (69)
where H˜2εN equals H
2ε
N up to a constant and a multiple of the total momentum operator
PN := −
∑N
j=1 i∂/∂xj . Note also that the change H → νW 3 + (1 − ν2)C does not
affect the identity in Eq. (66) since QΩ =W 2Ω = 0.
Proof of Proposition 1: We prove this proposition in several steps. We start by stating
two Lemmas which provide the essential properties of the building blocks of H. The
proofs of these Lemmas are by straightforward but tedious computations which we
defer to Appendix C.
Lemma 2 The sesquilinear form
W˜ 3 := lim
ε↓0
1
6π
∫ π
−π
dx
×
× ρ˜ε(x)
3 ×
× −ν3cεQ (70)
with
ρ˜ε(x) = νQ +
∑
n∈Z\{0}
ρˆ(n)einx−|n|ε (71)
and cε defined in Eq. (59), obeys the following relations
[
W˜ 3, φε(x)
]
= −1
ν
∂2
∂x2
φε(x) + i(ν
2 − 1) ×× ρ˜′ε(x)φε(x)×× +ε ××Rε(x)φε(x)×× (72)
with Rε(x) defined in Eq. (64) and ρ˜′ε(x) = ∂ρ˜ε(x)/∂x.
(Proof in Appendix C.1)
Remark 3.4 It is useful to note that W˜ 3 accounts for all but one term of H: the forms
W s (s = 2, 3) defined in Eq. (58) can also be computed as follows,W s = limε↓0
∫ π
−π
dx
×
×
ρε(x)
s ×
× /(2πs), with ρε(x) =
∑
n∈Z ρˆ(n)e
inx−|n|ε. Since ρ˜ε(x) = ρε(x) + (ν − 1)Q, this
implies
W˜ 3 = W 3 + 2(ν − 1)W 2Q+ 1
3
(ν − 1)2(ν + 2)Q3 − ν3cεQ , (73)
which shows that H in Eq. (57) is identical with
H = νW˜ 3 + (1− ν2)C . (74)
15
Lemma 3 For all sesquilinear forms Φ as in Eq. (28), the sesquilinear form C defined
in Eq. (58) obeys
CΦ + ΦC = 2 ××ΦC ×× −i ××J(α′′)Φ×× , with J(α′′) := −
∑
n∈Z
n2αnρˆ(−n) . (75)
(Proof in Appendix C.2)
In particular, this Lemma implies
C ××ΦNε (x)×× + ××ΦNε (x)×× C = 2 ××ΦNε (x)C ×× +
N∑
j=1
iν
×
× ρ˜′ε(xj)Φ
N
ε (x)
×
× . (76)
To see that, recall that
×
×ΦNε (x)
×
×=
×
×RNeiJ(α)
×
× with
J(α) = −ν
N∑
j=1

νxjQ+ ∑
n∈Z\{0}
1
in
ρˆ(n)einxj−|n|ε

 ,
and therefore in this case
J(α′′) = −ν
N∑
j=1
∑
n∈Z\{0}
inρˆ(n)einxj−|n|ε ≡ −ν
N∑
j=1
ρ˜′ε(xj) .
We now show how Lemmas 2 and Eq. (76) imply Eq. (60). From the definition in
Eqs. (56) we get by a simple computation, using repeatedly Eq. (72),
[
W˜ 3,ΦNε (x)
]
=
N∑
j=1
φε(x1) · · ·
[
W˜ 3, φε(xj)
]
· · ·φε(xN ) = −1
ν
N∑
j=1
∂2
∂x2j
Φε(x)
+i(ν2 − 1)
N∑
j=1
φε(x1) · · · ×× ρ˜′ε(xj)φε(xj)×× · · ·φε(xN ) + εΨNε (x)
with ΨNε (x) given in Eq. (63). Moreover, Eq. (76) together with
Φε(x) = ∆
2ε
N (x)
×
×Φε(x)
×
× , ∆2εN (x) :=
∏
1≤j<k≤N
b2ε(xj − xk)ν2 (77)
(which is a special case of Eq. (50)) and the definition of normal ordering imply
[C,Φε(x)] = −2ΦNε (x)C +∆2εN (x)
(
2
×
×ΦNε (x)C ×× +
N∑
j=1
iν
×
× ρ˜′ε(xj)Φ
N
ε (x)
×
×
)
= −2ΦNε (x)C + 2∆2εN (x) ××ΦNε (x)C ×× +
N∑
j=1
iν
[
(ρ˜′ε)
−(xj)Φ
N
ε (x) + Φ
N
ε (x)(ρ˜
′
ε)
−(xj)
]
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with (ρ˜′)±ε (y) = ∂ρ˜
±
ε (y)/∂y = ∂
2K±ε (y)/∂y
2 the creation- and annihilation parts of
ρ˜′ε(y). We thus get[H,ΦNε (x)]Ω = ν [W˜ 3,ΦNε (x)]Ω+ (1− ν2) [C,Φε(x)] Ω
=
[
−
N∑
j=1
∂2
∂x2j
Φε(x) + iν(ν
2 − 1)(·) + ενΨNε (x)
]
Ω (78)
with
(·) :=
N∑
j=1
[
φε(x1) · · · ×× ρ˜′ε(xj)φε(xj)×× · · ·φε(xN )− (ρ˜′ε)−(xj)ΦNε (x)− ΦNε (x)(ρ˜′ε)−(xj)
]
where we used CΩ = ××ΦNε (x)C ×× Ω = 0. We now recall Eq. (49) which implies
[
(ρ˜′)∓ε (y), K
±
ε′ (x)
]
=
∂2
∂y2
[
K∓ε (y), K
±
ε′ (x)
]
= ± ∂
2
∂y2
Cε+ε′(∓(x− y))1 ,
and with Eqs. (44) and (62),[
(ρ˜′)∓ε (y), K
±
ε′ (x)
]
= ±V2ε(∓(x− y))1 .
With that we obtain[
(ρ˜′)∓ε (y), φε(x)
]
= −iν [(ρ˜′)∓ε (y), K±ε (x)]φε(x) = ∓iνV2ε(∓(x− y))φε(x) ,
and with ρ˜′ε(xj) = (ρ˜
′)+ε (xj) + (ρ˜
′)−ε (xj) and repeated application of these latter iden-
tities we get
φε(x1) · · · ×× ρ˜′ε(xj)φε(xj)×× · · ·φε(xN) = (ρ˜′)+ε (xj)ΦNε (x) + ΦNε (x)(ρ˜′)−ε (xj)
−iν
[
j−1∑
k=1
V2ε(xk − xj) +
N∑
k=j+1
V2ε(xj − xk)
]
ΦNε (x) ,
and thus
(·) = −iν
N∑
j=1
[
j−1∑
k=1
V2ε(xk − xj) +
N∑
k=j+1
V2ε(xj − xk)
]
ΦNε (x)
≡ −2iν
∑
1≤j<k≤N
V2ε(xj − xk)ΦNε (x) .
If we insert this in Eq. (78) we obtain Eqs. (60)–(61).
Finally, we note that validity of Eq. (66) under the condition Eq. (23) is obviously
a special case of the following more general result:
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Lemma 4 For all sesquilinear forms Φ as in Eq. (28) and for the form H defined in
Eqs. (57)–(58), the relation
〈Ω, [H,Φ]Ω〉 = 0 (79)
holds true provided that
|cm|2|cn|2|sm+n|2 = |sm|2|sn|2|cm+n|2 ∀m,n ∈ N . (80)
(Proof in Appendix C.3)
Remark 3.5 Eq. (79) is non-trivial only for w = 0.
This completes the proof of Proposition 2. 
Remark 3.6 It is obvious that cn and sn as in Eq. (23) fulfill the condition in Eq. (80).
It is interesting to note that Eq. (23) actually accounts for all possibilities: simple
computations shows that the conditions in Eqs. (20) and (80) are equivalent to:
Qn := 1− 1|cn|2 obey Qm+n = QmQn ∀m,n ∈ N ,
and all solutions of the latter are of the form Qn = q
2n for some complex q. If we also
require Eq. (21) then q2 must be real, and Eq. (22) further restricts to |q2| < 1.
4 A remarkable identity
From the results in the previous Section we now obtain the following
Proposition 3 The anyon correlation function in Eq. (55) obeys the following identity,[
H2εN (x)−H2ε
′
N (y)
]
F ε,ε
′
N (x;y) = R
ε,ε′(x;y) (81)
where the regularized eCS differential operators are defined in Eqs. (61)–(62) and act
on different arguments as indicated, and
Rε,ε
′
(x;y) = −ε′ 〈Ω,ΦNε (x)∗ΨNε′ (y)Ω〉 + ε 〈Ω,ΨNε (x)∗ΦNε′ (y)Ω〉 , (82)
ΨNε (x) defined in Eqs. (63)–(64), are correction terms vanishing pointwise in the limit
ε, ε′ ↓ 0.
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Remark 4.1 Note that the complex conjugation in Eq. (81) is important as it affects the
regularization: since Vε(r) = Vε(−r) it amounts to replacing the regularized singularity
∼ 1/(r + iε)2 by ∼ 1/(r − iε)2.
Remark 4.2 One can express this result as follows,
H2εN (x)F
ε,ε′
N (x;y) ≃ H2ε
′
N (y)F
ε,ε′
N (x;y) . (83)
Remark 4.3 In the limits ε, ε′ ↓ 0 the function F ε,ε′N (x;y) becomes equal, up to a
constant, to the function
FN(x;y) =
∏
1≤j<k≤N θ(xk − xj)λ
∏
1≤j<k≤N θ(yj − yk)λ∏N
j,k=1 θ(xj − yk)λ
(84)
with θ(r) in Eq. (4), and we obtain the following identity,
N∑
j=1
( ∂2
∂x2j
− ∂
2
∂y2j
)
FN (x;y) = 2λ(λ−1)
∑
1≤j<k≤N
(
V (xk−xj)−V (yj−yk)
)
FN (x;y) (85)
with V (r) in Eq. (6). Recalling that θ(r) = const. ϑ1(r/2) and V (r) = ℘(r) + const.
we see that this is a remarkable identity for elliptic functions.
Proof of Proposition 3: We start with the following (trivial) identity
[H,ΦNε (x)∗ΦNε′ (y)] = ΦNε (x)∗[H,ΦNε′ (y)]− [H,ΦNε (x)]∗ΦNε′ (y)
(where we used H = H∗) and compute its vacuum expectation value using Eq. (66),〈
Ω,ΦNε (x)
∗[H,ΦNε′ (y)]Ω
〉− 〈Ω, [H,ΦNε (x)]∗ΦNε′ (y)Ω〉 = 0 .
Inserting now Eqs. (66) and recalling Eqs. (54)–(55) we obtain the result. 
5 Conclusion
As stated in the beginning of Section 1, the results of this paper provide the starting
point for an algorithm to construct eigenfunctions and eigenvalues of the eCS model,
and this algorithm will be elaborated in [L2]. It is interesting to note that in the
limiting case q = 0 this algorithm is different from the one of Sutherland, even though
it is equivalent to it in the sense that it yields the same solutions and is equally simple
(a detailed comparison of these algorithms is given in [L3]).
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For the convenience of the reader we outline here how Proposition 3 is used to
obtain this algorithm. The idea is to take the Fourier transform of the identity in Eq.
(81) with respect to the variables y, and then take the limits ε, ε′ ↓ 0. One thus obtains
the following
Theorem [L2]: Let
Fˆ (x;n) = P(n;x)∆(x) , n ∈ ZN (86)
with
∆(x) =
∏
1≤j<k≤N
θ(xk − xj)λ (87)
and
P(n;x) = lim
ε↓0
∫ π
−π
dy1
2π
ein1y1 · · ·
∫ π
−π
dyN
2π
einNyN
∏
1≤j<k≤N bˇ2ε(yj − yk)λ∏N
j,k=1 bˇε(yj − xk)λ
(88)
where
bˇε(r) =
(
1− eir−ε) ∞∏
m=1
[(
1− q2meir−ε) (1− q2me−ir−ε)] . (89)
Then the eCS differential operator defined in Eqs. (5), (6), (4) and (9) obeys
HN Fˆ (x;n) = E0(n)Fˆ (x;n)− γ
∑
1≤j<k≤N
∞∑
n=1
ν
( 1
1− q2n Fˆ (x;n+ nEjk) +
+
q2n
1− q2n Fˆ (x;n− nEjk)
)
(90)
where
E0(n) =
[
nj +
1
2
λ(N − 1− 2j)
]2
(91)
and (Ejk)ℓ = δjℓ − δkℓ for j, k, ℓ = 1, . . . , N .
Outline of Proof: We use Eq. (55) and insert bε(r) = e
−ir/2bˇε(r) which yields
F 0,ε(x;y) = const. eiNλ
∑N
j=1(xj−yj)/2e−iλ
∑
1≤j<k≤N (yj−yk)/2Pˇε(x;y)∆(x)
where
Pˇε(x;y) =
∏
1≤j<k≤N bˇ2ε(yj − yk)λ∏N
j,k=1 bˇε(xj − yk)λ
(92)
is periodic in the yj. It is not difficult to show that Eq. (83) implies[
HN(x)−H2εN (y)
]
e−iNλ
∑N
j=1 yj(N+1−2j)/2Pˇε(x;y)∆(x) ≃ 0 (93)
where we dropped the phase factor describing a center-of-mass motion which is the same
in x and y and thus does not contribute,6 and we used
∑
j<k(yj−yk) =
∑
j(N+1−2j)yj.
6See Ref. [L2] for the (trivial) details.
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We now can take the Fourier transform of Eq. (93), i.e., apply to it (2π)−N
∫
dNy eiP·y
where the Fourier variables need to be chosen as
Pj = nj +
1
2
λ(N + 1− 2j) , nj ∈ Z (94)
so as to compensate the non-periodicity in the yj. With that we obtain Eq. (90): the
term on the l.h.s. is obvious, the first term on the r.h.s. comes from the derivative
terms in H2εN (y) and partial integration (note that E0 =
∑
j P
2
j ), and the other terms
come from the potentials V2ε(yj − yk) where we used Eq. (97). 
Remark 5.1 To complete this proof one needs to show that the correction termRε,ε
′
(x;y)
in Eq. (81) does not contribute, i.e., that for this term the limits ε, ε′ ↓ 0 commute
with Fourier transformation. This is plausible, and from our explicit formulas one can
prove this by straightforward computations which, however, is somewhat tedious. In
Ref. [L2] we will give an alternative proof avoiding this technicality.
This Theorem yields a recursive procedure to construct eigenfunctions as linear
combinations of the functions Fˆ (x;n) [L2].
Remark 5.2 The functions Fˆ (x;n) in Ref. [L1] differ from the ones here by the phase
factor exp(iNλ
∑
j xj/2) describing a center-of-mass motion. It is easy to see that this
(trivial) change accounts for the different formulas for E0(n) (the formula given here
agrees with the eigenvalues of the Sutherland model given in Ref. [Su]).
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Appendix A: Regularized elliptic functions
In this Appendix we derive various identities related to the functions defined in Eqs.
(44) and (23), i.e.,
Cε(r) =
∞∑
n=1
1
n
(
1
1− q2n e
inr−nε +
q2n
1− q2n e
−inr−nε
)
(95)
and bε(r) = e
−ir/2−Cε(r). In particular we prove Eq. (45) and derive three different
representations for the function
Vε(r) = − ∂
2
∂r2
log bε(r) =
∂2
∂r2
Cε(r) (96)
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which also prove that it is a regularization of the interaction potential defined in Eq.
(6), V0(r) = V (r). We also make precise the relation of V (r) to Weierstrass’ ℘ function.
From the formulas given above we get immediately our first representation,
Vε(r) = −
∞∑
n=1
n
[
1
1− q2n e
inr +
q2n
1− q2n e
−inr
]
e−nε . (97)
By expanding 1/(1− q2n) in geometric series we obtain
Cε(r) =
∞∑
n=1
1
n
[
einr−nε +
∞∑
m=1
q2nm
(
einr−nε + e−inr−nε
)]
,
and interchanging the summation we can do the n-sum and obtain
Cε(r) = − log
(
1− eir−ε)− ∞∑
m=1
[
log
(
1− q2meir−ε)+ log (1− q2me−ir−ε)] ,
i.e.,
Cε(r) = − log
(
eir/2bε(r)
)
(98)
with
bε(r) = e
−ir/2
(
1− eir−ε) ∞∏
m=1
[(
1− q2meir−ε) (1− q2me−ir−ε)]
identical with bε(r) in Eq. (45). This also yields our second representation Eq. (65),
which proves that V0(r) is identical with V (r) defined in Eq. (6).
Inserting q = exp (−β/2) we can also write
Cε(r) = −
∞∑
m=0
log
(
1− ei(r+iβm+iε))− ∞∑
m=1
log
(
1− e−i(r−iβm−iε)) ,
and using
∂2
∂r2
log
(
1− e±i(r±iβm±iε)) = ∂2
∂r2
log
(
sin 1
2
(r ± iβm± iε))
= − 1
4 sin2 1
2
(r ± iβm± iε)
we obtain
Vε(r) =
∞∑
m=0
1
4 sin2 1
2
(r + iβm+ iε)
+
∞∑
m=1
1
4 sin2 1
2
(r − iβm− iε) . (99)
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From this representation it is obvious that the function V (z) ≡ V0(z), z ∈ C, is
doubly periodic with periods 2π and iβ, it has a single pole of order 2 in each period-
parallelogram, V (z) − z−2 is analytic in some neighborhood of z = 0 and equal to
1/12−∑∞m=1(1/2) sinh−2(βm/2) in z = 0. These facts imply (see e.g. [EMOT], Sect.
13.12)
V (r) = ℘(r|π, 1
2
iβ) +
1
12
−
∞∑
m=1
1
2 sinh2 1
2
(βm)
. (100)
Appendix B: On the loop group of U(1)
In this Appendix we clarify the relation of our construction of the quantum field theory
model of anyons and the representation theory of loop groups. We also explain and
prove the physical interpretation of the representations which we are using.
B.1 Loop group of U(1)
Let G =Map(S1,U(1)) be the set of all C1/2 functions S1 → U(1), i.e., it contains all
functions of the form eif with
f(x) = wx+
∑
n∈Z
αne
inx , (101)
−π ≤ x ≤ π, w an integer called winding number, and complex αn such that
αn = α−n ,
∞∑
n=1
n|αn|2 <∞ . (102)
This set has an obvious group structure, i.e., the product is by point-wise multiplication
and the inverse by point-wise complex conjugation. The group G has an interesting
central extension Gˆ := U(1)×G = {(c, eif)|c ∈ U(1), eif ∈ G} with the group structure
given by (c, eif)−1 := (c¯, e−if) and
(c, eif)(c′, eif
′
) := (cc′e−iS(f,f
′)/2, ei(f+f
′)) , (103)
where
S(f, f ′) := wα′0 − w′α0 − i
∑
n∈Z
nα−nα
′
n (104)
is a 2-cocycle of the group G, i.e., it obeys relations such that Eq. (103) indeed defines
a group structure on Gˆ. Note that the conditions in Eq. (102) and Cauchy’s inequality
ensure that S(f, f ′) is always well-defined.
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B.2 Representations of the loop group of U(1)
Given a representation of the algebra A0 defined in Eqs. (11) and Eq. (12), one has,
at least formally, also a unitary representation of the group Gˆ. This can be seen as
follows: Defining
Γ(eif ) := eiα0Q/2Rweiα0Q/2eiJ(α) (105)
with
J(α) :=
∑
n∈Z\{0}
αnρˆ(−n) , (106)
a simple computation using the Hausdorff formula Eq. (32) together with
[J(α), J(α′)] =
∑
n∈Z
nα−nα
′
n1
(which follows from Eq. (11)) and Eq. (13) yields
Γ(eif)Γ(eif
′
) = e−iS(f,f
′)/2Γ(ei(f+f
′)) . (107)
Moreover, it is easy to see that Γ(eif)∗ = Γ(e−if). Thus (c, eif) → cΓ(eif ) is a unitary
representation of Gˆ.
B.3 Zero- and finite temperature representations
The standard representation π0 of the algebra A0 is on a Hilbert space F0 and com-
pletely characterized by the following conditions,
ρˆ0(n)Ω0 = 0 ∀n ≥ 0 , 〈Ω0, Rw0 Ω0〉 = δw,0 ∀w ∈ Z (108)
where we write ρˆ0(n) ≡ π0(ρˆ(n)) and similarly for R and Q, and Ω0 ∈ F0 is the highest
weight state. These conditions imply that the states
ηw(m) =
∞∏
n=1
ρˆ0(−n)mn√
mn!nmn
Rw0 Ω , mn ∈ N0 ,
∞∑
n=1
mn <∞ , w ∈ Z (109)
provide a complete orthonormal basis in F0, and it is easy to check that these states
all are eigenstates of the Hamiltonian
H0 =
a
2
Q20 +
∞∑
n=1
ρˆ0(−n)ρˆ0(n) (110)
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with corresponding eigenvalues
Ew(m) = a
2
w2 +
∞∑
n=1
mnn . (111)
This also shows that H0 defines a self-adjoint operator. Moreover, for a > 0 the
Hamiltonian H0 is non-negative and Ω0 is the ground-state, i.e., the unique eigenstate
of H0 with minimum eigenvalue. The representation π0 is therefore interpreted as
zero temperature representation, and for elements A in A0, < A >∞ := 〈Ω0, A0Ω0〉 is
interpreted as the ground state expectation value of A (A0 ≡ π0(A)). More generally,
the finite temperature expectation value is defined as
< A >β :=
1
Z TrF0(e
−βH0A0) , Z := TrF0(e−βH0) (112)
with a normalization constant Z called partition function and TrF0 the Hilbert space
trace in F0. The parameter β > 0 is interpreted as the inverse temperature.
The representation discussed in the main text are on the Hilbert space F = F0⊗F0
with Ω = Ω0 ⊗ Ω0 and
ρˆ1(n) = ρˆ0(n)⊗ 1 , ρˆ2(n) = 1⊗ ρˆ0(n) (113)
and similarly for R1,2. We now can formulate the precise meaning of the statement in
Remark 2.2 in the main text:
Proposition 4 Let A′0 be the dense set in A0 containing all finite linear combinations
of elements
A = RuQv
∞∏
n=1
ρˆ(−n)kn ρˆ(n)ℓn (114)
where u ∈ Z and v, kn, ℓn ∈ N0 and such that
∑∞
n=1(kn + ℓn) < ∞. For the rep-
resentation π defined in Eqs. (19) and (23) and for all A ∈ A′0, the following holds
true
〈Ω, π(A)Ω〉F =< A >β (115)
if q = exp (−β/2) and a→∞.
Proof: It is obviously enough to prove Eq. (115) for all A in Eq. (114). We do this by
explicit computations. We first compute
TrF0(e
−βH0A0) =
∑
w∈Z
∞∑
m1,m2,...=0
〈
ηw(m), e
−βH0A0ηw(m)
〉
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=
∑
w∈Z
∞∑
m1,m2,...=0
e−βEw(m)δu,0w
v
∞∏
n=1
δkn,ℓn
(mn + kn)!n
mn+kn
mn!nmn
= δu,0
∑
w∈Z
e−βaw
2/2wv
∞∏
n=1
δkn,ℓnn
kn
∞∑
mn=0
(mn + kn)!
mn!
e−βmnn ,
and with
∞∑
m=0
(m+ k)!
m!
xm =
∞∑
m=0
dk
dxk
xm+k =
dk
dxk
1
1− x = k!
1
(1− x)k+1
for x = e−βn, we get
TrF0(e
−βH0A0) = δu,0
∑
w∈Z
e−βaw
2/2wv
∞∏
n=1
δkn,ℓnn
knkn!
1
(1− e−βn)kn+1 .
In particular,
Z =
∑
w∈Z
e−βaw
2/2
∞∏
n=1
1
(1− e−βn) (116)
and
< A >β = δu,0
∑
w∈Z e
−βaw2/2wv∑
w∈Z e
−βaw2/2
∞∏
n=1
δkn,ℓnn
knkn!
1
(1− e−βn)kn . (117)
We now compute the l.h.s. of Eq. (115) using Eqs. (19) and (14)–(17),
〈Ω, π(A)Ω〉F =
〈
Ω, Ru1Q
v
1
∞∏
n=1
(c−nρˆ1(−n) + s−nρˆ2(n))kn
×(cnρˆ1(n) + snρˆ2(−n))ℓnΩ
〉
F
= δu,0δv,0
∞∏
n=1
δkn,ℓn|cn|knnknkn! ,
and with Eq. (23),
〈Ω, π(A)Ω〉F = δu,0δv,0
∞∏
n=1
δkn,ℓnn
knkn!
(
1
1− q2n
)kn
. (118)
This obviously coincides with Eq. (117) for q = exp (−β/2) and a→∞. 
Remark 5.3 From a physics point of view, the more natural Hamiltonian for the anyon
system would be H0 as in Eq. (110) with a = 1/2 (and not a → ∞). It is therefore
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interesting to note that the finite temperature state for this Hamiltonian and arbitrary
a > 0 is
Ω′ =
1
z1/2
∑
w∈Z
(R1R2)
we−aw
2/2Ω , z :=
∑
w∈Z
e−aw
2/2 (119)
which is easily proven by generalizing our argument above. It is also easy to compute
the anyon correlation functions with that state. However, we find that this state is
useful for the eCS system only if we choose a→∞.
Appendix C: Proofs
C.1 Proof of Lemma 2
We will prove this Lemma by direct computation. For that we will need several iden-
tities which we derive first. We will need
[Q, φε(x)] = φε(x) (120)
which follows trivially from the relations in Eq. (11) and the definition of φε(x) ≡ φ1ε(x)
in Eqs. (38)–(37). It is useful to write ρ˜ε(x) = νQ + ρ
+
ε (x) + ρ
−
ε (x) with the creation-
and annihilation parts
ρ±ε (x) :=
∞∑
n=1
(
c±n e
∓inx−nερˆ1(∓n) + s∓n e±inx−nερˆ2(∓n)
)
. (121)
We note that ρ±ε (x) = ∂K
±
ε (x)/∂x, and it follows therefore from Eq. (44) that
∂
∂x
φε(x) = −i ××
[
ν2Q+ νρ+ε (x) + νρ
−
ε (x)
]
φε(x)
×
×≡ −iν ×× ρ˜ε(x)φε(x)×× (122)
which implies
∂2
∂x2
φε(x) = −iν ∂
∂x
×
× ρ˜ε(x)φε(x)
×
×= −iν ×× ρ˜′ε(x)φε(x)×× −ν2 ×× ρ˜ε(x)2φε(x)×× . (123)
Moreover, a simple computation using Eqs. (48), (14), (20) and (21) yields
[
ρ∓(y)ε′, K
±
ε (x)
]
=
∞∑
n=1
i
[
(1 + |sn|2) e∓inr−nε − |sn|2e±inr−nε
] ≡ 2πiδ∓ε˜ (r)± jε˜(r)
where
δ±ε (r) :=
1
2π
∞∑
n=1
e±inr−nε (124)
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and
jε(r) := 2
∞∑
n=1
|sn|2 sin(nr)e−nε . (125)
Using that we compute (t ∈ C)
×
×etρ˜ε′ (y)
×
× φε(x) = e
tνQetρ˜
+
ε′
(y)etρ˜
−
ε′
(y)e−iν
2Qx/2R e−iν
2Qx/2e−iνK
+
ε (x)e−iνK
−
ε (x)
= etν/2e−itν[ρ˜
−
ε′
(y),K+ε (x)]e(−iν
2x+νt)Q/2R e(−iν
2x+νt)Q/2etρ˜
+
ε′
(y)e−iνK
+
ε (x)etρ˜
−
ε′
(y)e−iνK
−
ε (x)
≡ etν∆−ε+ε′ (x−y) ××etρ˜ε′ (y)φε(x)××
where ∆−ε (r) = 1/2 + 2πδ
−
ε (r)− ijε(r). Similarly,
φε(x)
×
×etρ˜ε′ (y)
×
×= e−tν/2e−itν[K
−
ε (x),ρ˜
+
ε′
(y)] ×
×etρ˜ε′ (y)φε(x)
×
×
≡ e−tν∆+ε+ε′ (x−y) ××etρ˜ε′ (y)φε(x)××
where ∆+ε (r) = 1/2 + 2πδ
+
ε (r) + ijε(r). Thus[
×
×etρ˜ε′ (y)
×
×, φε(x)
]
=
(
etν∆
−
ε˜ (r) − e−tν∆+ε˜ (r)
)
×
×etρ˜ε′ (y)φε(x)
×
× (126)
with ε˜ = ε+ ε′, r = x− y, and
∆±ε (r) =
1
2
+ 2πδ±ε (r)± ijε(r) . (127)
We will also need the following three identities,
∆−ε (r) + ∆
+
ε (r) = 2πδε(r)
∆−ε (r)
2 −∆+ε (r)2 = 2πiδ′ε(r)− 4πijε(r)δε(r) (128)
∆−ε (r)
3 +∆+ε (r)
3 = −πδ′′ε (r) +
1
2
πδε(r) + 6πjε(r)iδ
′
ε(r)− 6πjε(r)2δε(r)
where δε(r) is the regularized δ-function defined in Eq. (47) and the prime indicates
differentiation with respect to the argument r. The first of these identities is obvious,
and the second and third identities can be proven by straightforward computations
using
1
2
+ 2πδ±ε (r) =
1 + e±ir−ε
2(1− e±ir−ε) = ±
i
2
cot 1
2
(r ± iε)
and
cot2(1
2
z) = −2 d
dz
cot(1
2
z)− 1 , cot3(1
2
z) = 2
d2
dz2
cot(1
2
z)− cot(1
2
z) .
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For the convenience of the reader we give some details of these computations,
∆±ε (r)
2 = (±i)2
[
1
2
cot 1
2
(r ± iε) + jε(r)
]2
=
−1
4
cot2 1
2
(r ± iε)− jε(r) cot 12(r ± iε)− jε(r)2 =
=
(
1
2
∂
∂r
− jε(r)
)
cot 1
2
(r ± iε) + 1
4
− jε(r)2
which together with
cot 1
2
(r − iε)− cot 1
2
(r + iε) = 4πiδε(r)
proves the second identity in (128), and similarly
±i∆±ε˜ (r)3 = (±i)4
[
1
2
cot 1
2
(r ± iε) + jε(r)
]3
=
1
8
cot3 1
2
(r ± iε) + 3
4
jε(r) cot
2 1
2
(r ± iε) + 3
2
jε(r)
2 cot 1
2
(r ± iε) + jε(r)3 =
=
(
1
4
∂2
∂r2
− 1
8
− 3
2
jε(r)
∂
∂r
+
3
2
jε(r)
2
)
cot 1
2
(r ± iε)− 3
4
jε(r)− jε(r)3
implies the third identity.
Differentiating Eq. (126) three times with respect to t and setting t = 0 yields[
×
× ρ˜ε′(y)
3×
×, φε(x)
]
= ν3
[
∆−ε˜ (r)
3 +∆+ε˜ (r)
3
]
φε(x) + 3ν
2
[
∆−ε˜ (r)
2 −∆+ε˜ (r)2
]
× ×× ρ˜ε′(y)φε(x)×× +3ν
[
∆−ε˜ (r) + ∆
+
ε˜ (r)
]
×
× ρ˜ε′(y)
2φε(x)
×
× ,
and by inserting the identities in Eq. (128) we obtain[
1
6π
×
× ρ˜ε′(y)
3 ×
×, φε(x)
]
= ν3
[
−1
6
δ′′ε˜ (r) +
1
12
δε˜(r) + jε˜(r)δ
′
ε˜(r)− jε˜(r)2δε˜(r)
]
φε(x) +
+ν2 [iδ′ε˜(r)− 2ijε˜(r)δε˜(r)] ×× ρ˜ε′(y)φε(x)×× +νδε˜(r) ×× ρ˜ε′(y)2φε(x)×× .
With that we compute[
W˜ 3, φε(x)
]
= lim
ε′↓0
∫ π
−π
[
1
6π
×
× ρ˜ε′(y)
3×
×, φε(x)
]
− ν3cε [Q, φε(x)]
= ν3aεφε(x) + iν
2 ×
× ρ˜′ε(x)φε(x)
×
× +ν
×
× ρ˜ε(x)
2φε(x)
×
× +
×
×restε(x)φε(x)
×
×
with
aε :=
1
12
− j′2ε(0)− lim
ε′↓0
∫ π
−π
dy δε˜(r)jε˜(r)
2 − cε
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where we used Eq. (120) and the following relations,∫ π
−π
dy δ′′ε˜ (x− y) = 0∫ π
−π
dy δε˜(x− y) = 1∫ π
−π
dy jε˜(x− y)δ′ε˜(x− y) = −j′2ε+2ε′(0)∫ π
−π
dy δ′ε˜(x− y)ρ˜ε′(y) = ρ˜′ε+2ε′(x)
(note the sign in the last relation!) which all are simple consequences of the definitions,
and a rest term
restε(x) := lim
ε′↓0
∫ π
−π
dy δε˜(x− y)[−2iν2jε˜(x− y)ρ˜ε′(y) + νρ˜ε′(y)2]− νρ˜ε(x)2 (129)
which we expect to vanish in the limit ε ↓ 0 (recall that jε(0) = 0). For the following
computations we find it convenient to write (cf. Eq. (125))
jε(r) =
∑
n∈Z
jˆ(n) einx−|n|ε , jˆ(|n|) = −i|s2n| = −jˆ(−|n|) . (130)
With that,
lim
ε′↓0
∫ π
−π
dy δε˜(r)jε˜(r)
2 = lim
ε′↓0
∑
n1,n2,n3∈Z
1
2π
∫ π
−π
dr ein1r−|n1|ε˜jˆ(n2)e
in2r−|n2|ε˜jˆ(n3)e
in3r−|n3|ε˜
=
∑
m,n∈Z
jˆ(m)jˆ(n)e−(|m|+|n|+|m+n|)ε =
∞∑
m,n=1
2|sm|2|sn|2e−(m+n)ε
(
e−|m−n|ε − e−|m+n|ε) ,
and with j′2ε(0) = 2
∑∞
n=1 n|sn|2e−2|n|ε (cf. (125)) and Eq. (59) we get aε ≡ 0. Using
then Eq. (123) to eliminate the term with ρ˜ε(x)
2 we obtain
[
W˜ 3, φε(x)
]
= −1
ν
∂2
∂x2
φε(x) + i(ν
2 − 1) ×× ρ˜′ε(x)φε(x)×× + ××restεφε(x)××
which coincides with Eq. (72) provided that
restε(x) = εRε(x) (131)
with Rε(x) defined in Eq. (64). We thus are left to prove Eq. (131). For that we
compute the rest term explicitly. Firstly, recalling Eqs. (130) and (71) and writing
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ρ˜(0) = νQ and ρ˜(n) = ρˆ(n) for n 6= 0,
(∗)1 := lim
ε′↓0
∫ π
−π
dy δε˜(x− y)jε˜(x− y)ρ˜ε′(y)
= lim
ε′↓0
∑
n1,n2,n3∈Z
1
2π
∫ π
−π
dy ein1(x−y)−|n1|(ε+ε
′)jˆ(n2) e
in2(x−y)−|n2|(ε+ε′)ρ˜(n3) e
in3y−|n3|ε′
=
∑
m,n∈Z
jˆ(m)ρ˜(n)einxe−(|m|+|m+n|)ε
=
∞∑
m,n=1
i|sm|2
(
ρˆ(n)einx − ρˆ(−n)e−inx) (e−|m−n|ε − e−|m+n|ε) e−|m|ε .
Secondly,
(∗)2 := lim
ε′↓0
∫ π
−π
dy δε+ε′(x− y)ρ˜ε′(y)2
= lim
ε′↓0
∑
n1,n2,n3∈Z
1
2π
∫ π
−π
dy ein1(x−y)−|n1|(ε+ε
′)ρ˜(n2) e
in2y−ε′|n2|ρ˜(n3) e
in3y−ε′|n3|
=
∑
m,n∈Z
ρ˜(m)ρ˜(n)ei(m+n)x−ε|m+n| ,
and recalling ρ˜ε(x)
2 =
∑
m,n∈Z ρ˜(m)ρ˜(n)e
i(m+n)x−ε(|m|+|n|) we obtain
×
× [(∗)2 − ρ˜ε(x)2]××=
∑
m,n∈Z
×
× ρ˜(m)ρ˜(n)
×
× ei(m+n)x
(
e−ε(|m+n|) − e−(|m|+|n|)ε)
= 2
∞∑
m,n=1
×
× ρˆ(−m)ρˆ(n)×× e−i(m−n)x (e−|m+n|ε − e−|m−n|ε) .
We therefore obtain (cf. Eq. (64))
restε(x) = −2iν2(∗)1 + ν ×× [(∗)2 − ρ˜ε(x)2]××≡ εRε(r)
which completes the proof of Lemma 2. 
C.2 Proof of Lemma 3
We write J(α) = α0Q+ A
− + A+ where A± = J±(α) and recall from the definition of
normal ordering that
Φ = eiα0Q/2Rweiα0Q/2eiA
+
eiA
−
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and
×
×ΦC ××=
∞∑
n=1
n [ρˆ1(−n)Φρˆ1(n) + ρˆ2(−n)Φρˆ2(n)] .
To compute the l.h.s. of Eq. (75) we use[
ρˆ1(±n), A±
]
= ±nc∓nα±n1[
ρˆ2(±n), A±
]
= ±ns±nα∓n1 ∀n ≥ 0
following from Eqs. (19) and (14). Moreover, we get for n > 0,
ρˆ1(n)Φ =
∂
∂t
etρˆ1(n)Φ
∣∣∣∣
t=0
=
∂
∂t
eit[ρˆ1(n),A
+]Φetρˆ1(n)
∣∣∣∣
t=0
= Φρˆ1(n) + i
[
ρˆ1(n), A
+
]
= Φρˆ1(n) + inc−nαn1 , (132)
and similarly,
Φρˆ1(−n) = ρˆ1(−n)Φ− i
[
ρˆ1(−n), A−
]
= ρˆ1(−n)Φ + incnα−n1
ρˆ2(n)Φ = Φρˆ2(n)i + i
[
ρˆ2(n), A
+
]
= Φρˆ2(n) + insnα−n1
Φρˆ2(−n) = ρˆ2(−n)Φ− i
[
ρˆ2(−n), A−
]
= ρˆ2(−n)Φ + ins−nαn1 . (133)
With that we obtain
CΦ + ΦC − 2 ××ΦC ××=
∞∑
n=1
n
×
× [inc−nαnρˆ1(−n) + incnα−nρˆ1(n)
+insnα−nρˆ2(−n) + ins−nαnρˆ2(n)] Φ××= ××
∑
n∈Z
in2αn [c−nρˆ1(−n) + s−nρˆ2(n)] Φ××
equal to − ××J(α′′)Φ××. 
C.3 Proof of Lemma 4
We introduce the notations
W 3± := lim
ε↓0
1
6π
∫ 2π
0
dy ρ±ε (y)
3
with ρ±ε given in Eq. (121), and a simple computation yields
W 3± = lim
ε↓0
1
6π
∫ 2π
0
dy
∞∑
n1,n2,n3=1
(
c∓n1 ρˆ1(∓n1)e∓in1y + s±n1 ρˆ2(∓n1)e±in1y
)
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× (n1 ↔ n2) (n2 ↔ n3) e−(n1+n2+n3)ε = (134)
=
∞∑
m,n=1
(
c∓mc∓ns±(m+n)ρˆ1(∓m)ρˆ1(∓n)ρˆ2(∓m∓ n)
+s±ms±nc∓(m+n)ρˆ2(∓m)ρˆ2(∓n)ρˆ1(∓m∓ n)
)
(135)
where ‘(n1 ↔ n2)’ means the same term as the previous one but with n2 instead of n1.
We observe that CΩ = QΩ = ρ−ε (x)Ω = 0 and thus
HΩ = νW 3+Ω , (W 3+)∗ =W 3−
which implies that (79) is true if and only if
(∗)+ − (∗)− :=
〈
Ω,ΦW 3+Ω
〉− 〈Ω,W 3−ΦΩ〉
vanishes. We now compute (∗)− using Eqs. (132)–(133) which imply (for n > 0)
ρˆ1(n)ΦΩ = inc−nαnΦΩ , ρˆ2(n)ΦΩ = insnα−nΦΩ ,
and therefore
(∗)− =
∞∑
m,n=1
〈Ω, [cmcns−(m+n)ρˆ1(m)ρˆ1(n)ρˆ2(m+ n) +
+s−ms−ncm+nρˆ2(m)ρˆ2(n)ρˆ1(m+ n)]ΦΩ〉 = δw,0
∞∑
m,n=1
(i)3mn(m+ n)
× (|cm|2|cn|2|sm+n|2αmαnα−(m+n) + |sm|2|sn|2|cm+n|2α−mα−nαm+n)
where we used 〈Ω,ΦΩ〉 = δw,0. The equations in (133) also imply (for n > 0)
< Ω,Φρˆ1(−n) = incnα−n < Ω,Φ , < Ω,Φρˆ2(−n) = ins−nαn < Ω,Φ ,
and thus
(∗)+ =
∞∑
m,n=1
〈Ω,Φ[c−mc−nsm+nρˆ1(−m)ρˆ1(−n)ρˆ2(−m− n) +
+smsnc−(m+n)ρˆ2(−m)ρˆ2(−n)ρˆ1(−m− n)]Ω〉 = δw,0
∞∑
m,n=1
(i)3mn(m+ n)
× (|cm|2|cn|2|sm+n|2α−mα−nαm+n + |sm|2|sn|2|cm+n|2αmαnα−(m+n)) .
We thus obtain
(∗)+ − (∗)− = δw,0
∞∑
m,n=1
(i)3mn(m+ n)
× (|cm|2|cn|2|sm+n|2 − |sm|2|sn|2|cm+n|2) (α−mα−nαm+n + αmαnα−(m+n)) (136)
which shows explicitly that the relations in Eq. (80) imply (∗)+ − (∗)− = 0. 
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