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Abstract 
Inference of causality in time series has been principally based on the prediction paradigm. 
Nonetheless, the predictive causality approach may overlook the simultaneous and reciprocal 
nature of causal interactions observed in real world phenomena. Here, we present a causal 
decomposition approach that is not based on prediction, but based on the instantaneous phase 
dependency between the intrinsic components of a decomposed time series. The method involves 
two assumptions: (1) any cause–effect relationship can be quantified with instantaneous phase 
dependency between the source and target decomposed as intrinsic components at specific time 
scale, and (2) the phase dynamics in the target originating from the source are separable from the 
target itself. Using empirical mode decomposition, we show that the causal interaction is 
encoded in instantaneous phase dependency at a specific time scale, and this phase dependency 
is diminished when the causal-related intrinsic component is removed from the effect. 
Furthermore, we demonstrate the generic applicability of our method to both stochastic and 
deterministic systems, and show the consistency of the causal decomposition method compared 
to existing methods, and finally uncover the key mode of causal interactions in both the modelled 
and actual predator–prey system. We anticipate that this novel approach will assist with 
revealing causal interactions in complex networks not accounted for by current methods. 
  
3 
Introduction 
Since the philosophical inception of causality by Galilei (1) and Hume (2) that cause must 
precede the effect in time, the scientific criteria for assessing causal relationships between two 
time series have been dominated by the notion of prediction, as proposed by Granger (3). 
Namely, the causal relationship from Variable A to Variable B is inferred if the history of 
Variable A is helpful in predicting the value of Variable B, rather than using information from 
the history of variable B alone.  
Granger causality is based on the time dependency between cause and effect (4).  As 
discussed by Sugihara et al. (5), Granger causality is critically dependent on the assumption that 
cause and effect are separable (3). While the separability is often satisfied in linear stochastic 
systems where Granger causality works well, it might not be applicable in nonlinear 
deterministic systems where separability appears to be impossible because both cause and effect 
are embedded in a nonseparable higher dimension trajectory (6, 7). Consequently, Sugihara et al. 
proposed the convergent cross mapping (CCM) method based on state-space reconstruction (5). 
In this context, cause and effect are state dependent, and Variable A is said to causally influence 
Variable B, although counterintuitive, if the state of Variable B can be used to predict the state of 
Variable A in the embedded space, and this predictability improves (i.e., converges) as the time 
series length increases.  
Existing methods of detecting causality in time series are predominantly based on the 
Bayesian (8) concept of prediction. However, cause and effect are likely simultaneous (9). The 
succession in time of the cause and effect is produced because the cause cannot achieve the total 
of its effect in one moment. At the moment when the effect first manifests, it is always 
simultaneous with its cause. Moreover, most real-world causal interactions are reciprocal; 
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examples include predator–prey relationships and the physiologic regulation of body functions. 
In this sense, predictive causality may fail because the attempt to estimate the effect with the 
history of cause is compromised because the history of the cause is already simultaneously 
influenced by the effect itself, and vice versa.  
Another drawback of the generalized prediction framework is that it requires a priori 
knowledge of the extent of past history that may influence the future, such as the time lag 
between cause and effect in Granger’s paradigm, or the embedding dimensions in state-space 
reconstructions such as CCM. Furthermore, a causality assessment is incomplete if it is based 
exclusively on time dependency or state dependency. Time series commonly observed in nature, 
including those from physiologic system or spontaneous brain activity, contain oscillatory 
components within specific frequency bands (10, 11). The application of either linear Granger 
causality or the nonlinear CCM method alone is unlikely to accommodate the complex causal 
compositions typically observed in real-world data blended with stochastic and deterministic 
mechanisms.  
Here, we present a causal decomposition analysis that is not based on prediction, and more 
importantly, is neither based on time dependency nor state dependency, but based on the 
instantaneous phase dependency between cause and effect. The causal decomposition essentially 
involves two assumptions: (1) any cause–effect relationship can be quantified with instantaneous 
phase dependency between the source and target decomposed as intrinsic components at specific 
time scale, and (2) the phase dynamics in the target originating from the source are separable 
from the target itself. We validate the method with both stochastic and deterministic systems and 
illustrate its application to ecological time series data of prey and predators.  
 
5 
Methods 
Causal relationship based on instantaneous phase dependency 
We defined the cause–effect relationship between Time Series A and Time Series B as 
follows: Variable A causes Variable B if the instantaneous phase dependency between A and B 
is diminished when the intrinsic component in B that is causally related to A is removed from B 
itself, but not vice versa. 
𝐶𝑜ℎ(𝐴, 𝐵′) < 𝐶𝑜ℎ(𝐴, 𝐵) ~ 𝐶𝑜ℎ(𝐴′, 𝐵) (1) 
where Coh denotes the instantaneous phase dependency (i.e., coherence) between the intrinsic 
components of two time series, and the accent represents the time series where the intrinsic 
components relevant to cause effect dynamics were removed. The realisation of this definition 
requires two key treatments of the time series. First, the time series must be decomposed into 
intrinsic components to recover the cause–effect relationship at a specific time scale. Second, a 
phase coherence measurement was required to measure the instantaneous phase dependency 
between the intrinsic components decomposed from cause–effect time series. 
 
Empirical mode decomposition 
To achieve this, we decomposed a time series into a finite number of intrinsic mode functions 
(IMFs) by using the ensemble empirical mode decomposition (ensemble EMD) (12-14) 
technique. Ensemble EMD is an adaptive decomposition method for separating different modes 
of frequency and amplitude modulations in the time domain (12, 13); thus, it can be used to 
delineate instantaneous phase dependency in nonlinear and nonstationary data (15), thereby 
capturing simultaneous causal relationships not accounted for by predictive causality methods. 
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Moreover, the IMFs are orthogonal to each other and are separable in the statistical sense; hence 
solving the problems of separability in Granger’s paradigm.  
Briefly, the ensemble EMD (13, 14, 16) is a noise-assisted data analysis method that defines 
the true IMF components 𝑆𝑗(𝑡) as the mean of an ensemble of trials, each consisting of the signal 
plus white noise of a finite amplitude.  
𝑆𝑗(𝑡) = lim
𝑁→∞
1
𝑁
∑ {𝑆𝑗(𝑡) + 𝑟 × 𝑤𝑘(𝑡)}
𝑁
𝑘=1  (2) 
where 𝑤𝑘(𝑡) is the added white noise, and k is the kth trial of the jth IMF in the noise-added 
signal. The magnitude of the added noise 𝑟 is critical to determining the separability of the IMFs 
(i.e., 𝑟 is a fraction of a standard deviation of the original signal). The number of trials in the 
ensemble N must be large so that the added noise in each trial is cancelled out in the ensemble 
mean of large trials (N = 1000 in this study). The purpose of the added noise in the ensemble 
EMD is to provide a uniform reference frame in the time–frequency space by projecting the 
decomposed IMFs onto comparable scales that are independent of the nature of the original 
signals. With the ensemble EMD method, the intrinsic oscillations of various time scales can be 
separated into nonlinear and nonstationary data without any priori criterion on the time-
frequency characteristics of the signal. 
 
Orthogonality and separability of IMFs 
Additionally, the orthogonality and separability of IMFs are critically dependent on selecting 
the magnitude 𝑟 of the added white noise in ensemble EMD. Because 𝑟 is the only parameter 
involved in the causal decomposition analysis, the strategy of selecting 𝑟 is to maximize the 
separability while maintaining the orthogonality of the IMFs, thereby avoiding spurious causal 
detection resulting from poor separation of a given signal. We calculated the nonorthogonal 
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leakage(12) and root-mean-square (RMS) of the pairwise correlations of the IMFs for each 𝑟 in 
the uniform space between 0.05 and 1. A general guideline for selecting 𝑟 in this study was to 
minimize the RMS of the pairwise correlations of the IMFs (ideally under 0.05) while 
maintaining the nonorthogonal leakage also under 0.05.  
 
Phase coherence 
Next, the Hilbert transform was applied to calculate the instantaneous phase of each IMF and 
to determine the phase coherence between the corresponding IMFs of two time series (17). For 
each corresponding pair of IMFs from the two time series, denoted as S1j(t) and S2j(t), and can be 
expressed as 
𝑆1j(𝑡) = 𝐴1j(𝑡)𝑐𝑜𝑠∅1j(𝑡) and 𝑆2j(𝑡) = 𝐴2j(𝑡)𝑐𝑜𝑠∅2j(𝑡), (3) 
where A1j, ∅1j can be calculated by applying the Hilbert transform, defined as 𝑆1jH =
1
𝜋
∫
𝑆1j(𝑡
′)
𝑡−𝑡′
𝑑𝑡′, and 𝐴1j(𝑡) = √𝑆1j
2 (𝑡) + 𝑆1j𝐻
2 (𝑡), and ∅1j(𝑡) = arctan (
𝑆1j𝐻(𝑡)
𝑆1j(𝑡)
); and similarly 
applied for S2jH, A2j, and ∅2j. The instantaneous phase difference is simply expressed as 
∆∅12j(𝑡) = ∅2j(𝑡) − ∅1j(𝑡). If two signals are highly coherent, then the phase difference is 
constant; otherwise, it fluctuates considerably with time. Therefore, the instantaneous phase 
coherence Coh measurement can be defined as 
𝐶𝑜ℎ(𝑆1j,  𝑆2j) =  
1
𝑇
|∫ 𝑒𝑖∆∅12j(𝑡)𝑑𝑡
𝑇
0
|. (4) 
Note that the integrand (i.e., 𝑒𝑖∆∅12j(𝑡)) is a vector of unit length on the complex plane, pointing 
toward the direction which forms an angle of ∆∅12j(𝑡) with the +𝑥 axis. If the instantaneous 
phase difference varied little over the entire signal, then the phase coherence is close to 1. If the 
instantaneous phase difference changes markedly over the time, then the coherence is close to 0, 
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resulting from adding a set of vectors pointing in all possible directions. This phase coherence 
definition allowed the instantaneous phase dependency to be calculated without being subjected 
to the effect of time lag between cause and effect (i.e., the time precedence principle), thus 
avoiding the constraints of time lag in predictive causality methods (10).  
 
Quantification of causal relationship between two time series 
With the decomposition of the signals by ensemble EMD and measurement of the 
instantaneous phase coherence between the IMFs, the most critical step in the causal 
decomposition analysis was the removal of an IMF followed by redecomposition of the time 
series (i.e., the decomposition and redecomposition procedure). If the phase dynamic of an IMF 
in a target time series is influenced by the source time series, removing this IMF in the target 
time series (i.e., subtract an IMF from the original target time series) with redecomposition into a 
new set of IMFs results in the redistribution of phase dynamics into the emptied space of the 
corresponding IMF. Furthermore, because the causal-related IMF was removed, redistribution of 
the phase dynamics into the corresponding IMF would be exclusively from the intrinsic 
dynamics of the target time series, which is irrelevant to the dynamics of the source time series, 
thus reducing the instantaneous phase coherence between the paired IMFs of the source time 
series and redecomposed target time series. By contrast, this phenomenon does not present when 
a corresponding IMF is removed from the source time series because the dynamics of that IMF 
are intrinsic to the source time series and removal of that IMF with redecomposition would still 
preserve the original phase dynamics from the other IMFs. Therefore, this decomposition and 
redecomposition procedure enables quantifying the differential causality between the 
corresponding IMFs of two time series.  
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Because each IMF represents a dynamic process operating at distinct time scales, we treated 
the phase coherence between the paired IMFs as the coordinates in a multidimensional space, 
and quantified the variance-weighted Euclidean distance between the phase coherence of the 
paired IMFs decomposed from the original signals as well as the paired original and 
redecomposed IMFs, which are expressed as follows: 
D(𝑆1j → 𝑆2j) = {∑ 𝜔j[𝐶𝑜ℎ(𝑆1j,  𝑆2j) − 𝐶𝑜ℎ(𝑆1j,  𝑆′2j)]
2𝑚
j=1 }
1
2
  
D(𝑆2j → 𝑆1j) = {∑ 𝜔j[𝐶𝑜ℎ(𝑆1j,  𝑆2j) − 𝐶𝑜ℎ(𝑆′1j,  𝑆2j)]
2𝑚
j=1 }
1
2
 (5) 
 𝜔j = (𝑉𝑎𝑟1j × 𝑉𝑎𝑟2j) ∑ (𝑉𝑎𝑟1j × 𝑉𝑎𝑟2j)
𝑚
j=1⁄ . 
The relative causal strength between IMF 𝑆1j and 𝑆2j can be quantified as the relative ratio of 
D(𝑆1j → 𝑆2j) and D(𝑆2j → 𝑆2j), expressed as follows: 
C(𝑆1j → 𝑆2j) = D(𝑆1j → 𝑆2j) [D(𝑆1j → 𝑆2j) + D(𝑆2j → 𝑆1j)]⁄   
C(𝑆2j → 𝑆1j) = D(𝑆2j → 𝑆1j) [D(𝑆1j → 𝑆2j) + D(𝑆2j → 𝑆1j)]⁄ . (6) 
This decomposition and redecomposition procedure was repeated for each paired IMF to 
obtain the relative causal strengths at each time scale, where a ratio of 0.5 indicates either that 
there is no causal relationship or equal causal strength in the case of reciprocal causation, and a 
ratio toward 1 or 0 indicates a strong differential causal influence from one time series to another. 
The range of D is between 0 and 1. To avoid a singularity when both  D(𝑆1j → 𝑆2j) and D(𝑆2j →
𝑆1j) approach zero (i.e., no causal change in phase coherence with the redecomposition 
procedure), D + 1 was used to calculated the relative causal strength when both D values are less 
than 0.05. 
In summary, causal decomposition comprises the following three key steps: (1) 
decomposition of a time series into a set of IMFs and determining the instantaneous phase 
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coherence between each paired IMFs; (2) performing the redecomposition procedure for each 
paired IMFs and recalculate the instantaneous phase coherence between the paired original IMFs 
and redecomposed IMFs; and (3) determining the relative causal strength by estimating the 
deviation of phase coherence from the phase coherence of the original time series to either of the 
redecomposed time series.  
 
Validation of causal strength 
To validate the causal strength, a leave-one-sample-out cross-validation was performed for 
each causal decomposition test. Briefly, we deleted a time point for each leave-one-out test and 
obtained a distribution of causal strength for all runs where the total number of observations was 
less than 100, or a maximum of 100 random leave-one-out tests where the total number of time 
points was higher than 100. A median value of causal strength was observed. 
 
Deterministic and stochastic model data 
The deterministic model was used in accordance with Sugihara et al. (5) based on a coupled 
two-species nonlinear logistic difference system, expressed as follows (initial value 𝑥(1) = 0.2, 
and 𝑦(1) = 0.4): 
𝑥(𝑡 + 1) = 𝑥(𝑡)[3.8 − 3.8𝑥(𝑡) − 0.02𝑦(𝑡)]  
𝑦(𝑡 + 1) = 𝑦(𝑡)[3.5 − 3.5𝑦(𝑡) − 0.1𝑥(𝑡)]    (7) 
We also tested the logistic model proposed by Sugihara et al. for nonseparability in the state 
space(5), expressed as follows (initial value 𝑥(1) = 0.2, and 𝑦(1) = 0.4): 
𝑥(𝑡 + 1) = 3.9𝑥(𝑡)[1 − 𝑥(𝑡) − 𝛽𝑦(𝑡)]  
𝑦(𝑡 + 1) = 3.7𝑦(𝑡)[1 − 𝑦(𝑡) − 0.2𝑥(𝑡)]    (8) 
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Here, we test 𝛽 = 0 and 𝛽 > 0 for unidirectional and bidirectional coupling, respectively.  
For the stochastic model, we used part of the example shown in Ding et al. (10) for Granger 
causality, which is expressed as follows (using a random number as the initial value). 
𝑥(𝑡 + 1) = 0.95√2𝑥(𝑡) − 0.9025𝑥(𝑡 − 1) + 𝑤1(𝑡)  
𝑦(𝑡 + 1) = 0.5𝑥(𝑡 − 1) + 𝑤2(𝑡)     (9) 
 
Ecological data and validation 
We assessed the causality measures in both modelled and actual predator and prey system. 
The Lotka Volterra predator–prey model (18, 19) is expressed as follows: 
𝑑𝑥
𝑑𝑡⁄ = 𝛼𝑥 − 𝛽𝑥𝑦  
𝑑𝑦
𝑑𝑡⁄ = 𝛿𝑥𝑦 − 𝛾𝑦       (10) 
where x and y denote the prey and the predator, respectively (𝛼 = 1, 𝛽 = 0.05, 𝛿 = 0.02, 𝛾 =
0.5 were used in this study).  
Experimental data on Paramecium and Didinium are available online (20), and these were 
obtained by scanning the graphics in Veilleux (21) and digitising the time series. Wolf and 
moose field data are available online at the United States Isle Royale National Park (22). The 
lynx and hare data were reconstructed from fur trading records obtained from Hudson’s Bay 
Company (23). The benchmark time series (24) was reconstructed from various sources in two 
periods (the 1844–1904 data were reconstructed from fur records, whereas the 1905–1935 data 
were derived from questionnaires) (23). We used the fur-record time series between the year 
1900 and 1920 for illustrative purposes. 
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Results 
Illustration of the causal decomposition method 
Figure 1 depicts how the causal decomposition can be used to identify the predator–prey 
causal relationship of Didinium and Paramecium (21). Briefly, we decomposed the time series of 
Didinium and Paramecium into two set of IMFs, and determined the instantaneous phase 
coherence (17) between comparable IMFs from the two time series (Fig. 1a). Orthogonality and 
separability tests were performed to determine the ensemble EMD parameter (i.e., added noise 
level) that minimizes the nonorthogonal leakage and root-mean-square of the correlation 
between the IMFs, thereby ensuring the orthogonality and separability of the IMFs (Figs. 1d and 
1e). Subsequently, we removed one of the IMFs (e.g., IMF 2) from Paramecium (Fig. 1b; 
subtract IMF 2 from the original Paramecium signal) and redecomposed the time series. We then 
calculated the phase coherence between the original IMFs of Didinium and redecomposed IMFs 
of Paramecium. This decomposition and redecomposition procedure was repeated for IMF 2 of 
Didinium (Fig. 1c) and generalized to all IMF pairs. This procedure enabled us to examine the 
differential effect of removing a causal-related IMF on the redistribution of phase dynamics in 
cause-and-effect variables. The relative ratio of variance-weighted Euclidian distance between 
the phase coherence of the original IMFs (i.e., Fig. 1a) and redecomposed IMFs (i.e., Figs. 1b 
and 1c) is therefore an indicator of causal strength (Fig. 1f), where a ratio of 0.5 indicates either 
no causality is detected or no difference in causal strength in the case of reciprocal causation, and 
a ratio approaching 0 or 1 indicates a strong causal influence from either Variable A or Variable 
B, respectively.    
 
Application to deterministic and stochastic models 
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Figure 2 depicts the causal decomposition analysis in both deterministic (5) and stochastic 
(10) models. The IMF with a causal influence identifies the key mechanism of the model data in 
stochastic (Fig. 2a) and deterministic (Fig. 2b) systems. These results indicate that the causal 
decomposition method is suitable for separating causal interactions not only in the stochastic 
system, but also in the deterministic model where nonseparability is generally assumed in the 
state space. Furthermore, we validated and compared the causal decomposition with existing 
causality methods in uncorrelated white noise with varying lengths, showing the consistency of 
causal decomposition in a short time series and under conditions where no causal interaction 
should be inferred. In addition, we assessed the effect of down-sampling and temporal shift of a 
time series on causal decomposition and existing methods, showing that causal decomposition is 
less vulnerable to spurious causality due to sampling issue (3) and is independent of temporal 
shift which is significantly confounded with predictive causality method (25). 
 
Validation of causal decomposition analysis and comparison with existing methods 
We generated 10 000 pairs of uncorrelated white noise time-series observations with 
varying lengths (L = 10–1000) and calculated causality based on various methods (Fig. 3a). 
Causal decomposition exhibited a consistent pattern of causal strengths at 0.5 (the error bar 
denotes the standard error of causality assessment here and in the other panels), indicating that 
no spurious causality was detected, even in the case of the short noise time series. Causality in 
the CCM methods was indicated by the difference in correlations obtained from cross-mapping 
the embedded state space. In the case of uncorrelated white noise, the difference of correlation 
should be approximately zero, indicating no causality. However, the CCM method detects 
spurious causality with differences of up to 0.4 in the correlations in the short time series, and the 
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difference between the correlations decreased as the signal length increased. A high percentage 
or intensity of spurious causality was also observed in Granger’s causality and in mutual 
information from the mixed embedding (MIME) method (26).  
Next, we assessed the effect of down-sampling on the various causality methods (Fig. 3b). 
The stochastic and deterministic models shown in Fig. 2 are used (the corresponding colour for 
each variable is shown in the figure). The time series were down-sampled by a factor 1 to 10. For 
Factor 1, the time series were identical to the original signals. The down-sampling procedure 
destroyed the causal dynamics in both models and made causal inference difficult in predictive 
causality analysis (25). Causal decomposition analysis revealed a consistent pattern absent of 
causality when the causal dynamics were destroyed when the down-sampling factor was greater 
than 2. However, spurious causality was detected with the predictive causality methods when the 
signals were down-sampled.  
Finally, we evaluated the effect of temporal shift on the causality measures (Fig. 3c). 
Temporal shift (both lagged or advanced up to 20 data points) was applied to both the stochastic 
and deterministic time series. Causal decomposition exhibited a stable pattern of causal strength 
independent of a temporal shift up to 20 data points. As anticipated, the predictive causality 
methods lost their predictability even when the corresponding time points were shifted only 
slightly.   
 
Quantifying predator-prey relationship 
Figure 4 shows the results of applying causal decomposition to ecosystem data from the 
Lotka Volterra predator–prey model (18, 19) (Fig. 4a), wolf and moose data from Isle Royale 
National Park (22) (Fig. 4b), and the Canada lynx and snowshoe hare time series reconstructed 
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from historical fur records of Hudson’s Bay Company (23) (Fig. 4c).  The causal decomposition 
invariantly identifies the dominant causal role of the predator in the IMF, which is consistent 
with the classic Lotka Volterra predator–prey model. Previously, the causality of such 
autonomous differential equation models is understood only in mathematical terms because there 
is no prediction-based causal factor (27), yet our results indicated that the causal influence of this 
model can be established through the decomposition of instantaneous phase dependency.  
 
Comparison of causal assessment in ecosystem data with existing methods. 
Fig. 5 showed the comparison of causality assessment in these predator and prey data using 
different methods. In general, results showed that neither the Granger nor CCM methods 
consistently identify predator–prey interactions in these data, indicating that the predator–prey 
relationship does not exclusively fit either the stochastic or deterministic chaos paradigms.  CCM 
method could not be used to detect causality in the Lotka Volterra predator–prey model, and it 
exhibited a cross-over of correlations in the wolf and moose data. The CCM result was consistent 
with the data presented by Suigihara et al. (5) based on in vitro experiment of Didinium and 
Paramecium interactions (21). Granger’s causality generally detects mutual interactions, but the 
causal strengths (F-test) were inconsistent in ecosystem data (the vertical dashed line denotes the 
significance threshold with P < 0.05), which the findings are also consistent with the 
supplementary data in Sugihara et al.(5); similarly, the inconsistency in causal strength was also 
observed in the results obtained with the MIME method.  
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Discussion 
An interdisciplinary problem of detecting causal interactions between oscillatory systems 
solely from their output time series has attracted considerable attention for a long time. The 
motivation of causal decomposition analysis is that the inference of causality should not be 
largely dependent on the temporal precedence principle. In other words, observing the past with 
a limited period is insufficient to infer causality because that history is already biased. Instead, 
we followed the most fundamental criterion of causal assessment proposed by Galilei (1): “cause 
is that which put, the effect follows; and removed, the effect is removed.” Therefore, the 
complex dynamical process between cause and effect should be delineated through the 
decomposition of intrinsic causal components inherited in causal interactions. Our approach does 
not neglect the temporal precedence principle, but emphasise the instantaneous relationship of 
causal interaction, and is thus more generic in terms of detecting simultaneous or reciprocal 
causation, which is not fully accounted for by predictive methods. 
Because our causal strengths measurement is relative, it detects differential causality rather 
than absolute causality. Differential causality adds to the philosophical concept of mutual 
causality that all causal effects are not equal, and it may fit the emerging research data better than 
linear and unidirectional causal theories do. In addition, causal decomposition using EMD 
fundamentally differs from the spectral extension of Granger’s causality (28) in that the latter 
involves the prior knowledge of history (e.g., autoregressive model order) and is susceptible to 
nonstationary artefacts. Furthermore, without resorting to frequency-domain decomposition, 
EMD bypass the uncertainty principle imposed on data characteristics as in Fourier analysis, and 
results in more precise phase and amplitude definition (29). 
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The operational definition of causal decomposition is in accordance with Granger’s 
assumption on separability (3) but in a more complete form. We note that such definition is 
distinct with non-separability assumed by CCM. Clearly, CCM is developed under the 
constraints of perfect deterministic system, in which the state of cause is encoded in effect that is 
not separable from effect itself. The state-space reconstruction approach such as CCM may be 
applicable to certain ecosystem data, such as predator and prey interactions, in which they 
represent non-separable components of the ecosystem (30), but is unlikely to generalize to all 
causal interactions being studied (31). The use of EMD overcomes the difficulty of signal 
decomposition in nonlinear and nonstationary data, and is thus applicable to both stochastic and 
deterministic systems in that the intrinsic components in the latter remain separable in the time 
domain. Furthermore, the central element in causal decomposition analysis is the decomposition 
and redecomposition procedure, and we do not exclude the use of other signal decomposition 
methods (32) to detect causality in a similar manner. Therefore, the development of causal 
decomposition is not to complement existing methods, but to explore a new territory of time 
series analysis for assessing causality. We anticipate that this novel approach will assist with 
revealing causal interactions in complex networks not accounted for by current methods. 
  
18 
References 
1. Malonek D & Grinvald A (1996) Interactions between electrical activity and cortical 
microcirculation revealed by imaging spectroscopy: implications for functional brain 
mapping. Science 272(5261):551-554. 
2. Ogawa S, Lee TM, Kay AR, & Tank DW (1990) Brain magnetic resonance imaging with 
contrast dependent on blood oxygenation. Proceedings of the National Academy of 
Sciences of the United States of America 87(24):9868-9872. 
3. Baria AT, Baliki MN, Parrish T, & Apkarian AV (2011) Anatomical and functional 
assemblies of brain BOLD oscillations. J Neurosci 31(21):7910-7919. 
4. Safieddine D, et al. (2012) Removal of muscle artifact from EEG data: comparison 
between stochastic (ICA and CCA) and deterministic (EMD and wavelet-based) 
approaches. Journal on Advances in Signal Processing 2012:127. 
5. Shaw TG, et al. (1984) Cerebral blood flow changes in benign aging and cerebrovascular 
disease. Neurology 34(7):855-862. 
6. Rose SE, et al. (2000) Loss of connectivity in Alzheimer's disease: an evaluation of white 
matter tract integrity with colour coded MR diffusion tensor imaging. Journal of 
neurology, neurosurgery, and psychiatry 69(4):528-530. 
7. Hesselmann V, et al. (2001) Age related signal decrease in functional magnetic resonance 
imaging during motor stimulation in humans. Neuroscience letters 308(3):141-144. 
8. Logothetis NK, Pauls J, Augath M, Trinath T, & Oeltermann A (2001) 
Neurophysiological investigation of the basis of the fMRI signal. Nature 412(6843):150-
157. 
19 
9. Shirer WR, Ryali S, Rykhlevskaia E, Menon V, & Greicius MD (2012) Decoding 
subject-driven cognitive states with whole-brain connectivity patterns. Cereb Cortex 
22(1):158-165. 
10. Romero JR, et al. (2009) Carotid artery atherosclerosis, MRI indices of brain ischemia, 
aging, and cognitive impairment: the Framingham study. Stroke; a journal of cerebral 
circulation 40(5):1590-1596. 
11. Brown WR & Thore CR (2011) Review: cerebral microvascular pathology in ageing and 
neurodegeneration. Neuropathology and applied neurobiology 37(1):56-74. 
12. Huang NE, et al. (1998) The empirical mode decomposition and the Hilbert spectrum for 
nonlinear and non-stationary time series analysis. Proceedings of the Royal Society of 
London Series A-Mathematical Physical and Engineering Sciences 454(1971):903-995. 
13. Wu Z, Huang NE, Long SR, & Peng CK (2007) On the trend, detrending, and variability 
of nonlinear and nonstationary time series. Proceedings of the National Academy of 
Sciences of the United States of America 104(38):14889-14894. 
14. Wu ZH & Huang nE (2008) Ensemble empirical mode decomposition: a noise assisted 
data analysis method. Advances in Adaptive Data Analysis 1(1):1-41. 
15. Cummings DA, et al. (2004) Travelling waves in the occurrence of dengue haemorrhagic 
fever in Thailand. Nature 427(6972):344-347. 
16. Wu Z & Huang NE (2004) A study of the characteristics of white noise using the 
empirical mode decomposition method. Proc Roy Soc Lond A 460:1597-1611. 
17. Tass P, et al. (1998) Detection of n:m Phase Locking from Noisy Data: Application to 
Magnetoencephalography. Physical review letters 81:3291-3294. 
20 
18. Duvernoy HM, Delon S, & Vannson JL (1981) Cortical blood vessels of the human brain. 
Brain research bulletin 7(5):519-579. 
19. Marchal G, et al. (1992) Regional cerebral oxygen consumption, blood flow, and blood 
volume in healthy human aging. Archives of neurology 49(10):1013-1020. 
20. Salvador R, et al. (2008) A simple view of the brain through a frequency-specific 
functional connectivity measure. NeuroImage 39(1):279-289. 
21. Siero JC, et al. (2014) BOLD matches neuronal activity at the mm scale: A combined 7T 
fMRI and ECoG study in human sensorimotor cortex. NeuroImage 101C:177-184. 
22. Biswal B, Yetkin FZ, Haughton VM, & Hyde JS (1995) Functional connectivity in the 
motor cortex of resting human brain using echo-planar MRI. Magnetic resonance in 
medicine : official journal of the Society of Magnetic Resonance in Medicine / Society of 
Magnetic Resonance in Medicine 34(4):537-541. 
23. Martin AJ, Friston KJ, Colebatch JG, & Frackowiak RS (1991) Decreases in regional 
cerebral blood flow with normal aging. Journal of cerebral blood flow and metabolism : 
official journal of the International Society of Cerebral Blood Flow and Metabolism 
11(4):684-689. 
24. Buzsaki G & Draguhn A (2004) Neuronal oscillations in cortical networks. Science 
304(5679):1926-1929. 
25. Leite FP & Mandeville JB (2006) Characterization of event-related designs using BOLD 
and IRON fMRI. NeuroImage 29(3):901-909. 
26. Sokunbi MO (2014) Sample entropy reveals high discriminative power between young 
and elderly adults in short fMRI data sets. Frontiers in neuroinformatics 8:69. 
21 
27. Wan X, et al. (2006) The neural basis of the hemodynamic response nonlinearity in 
human primary visual cortex: Implications for neurovascular coupling mechanism. 
NeuroImage 32(2):616-625. 
28. Zuo XN, et al. (2010) The oscillating brain: complex and reliable. NeuroImage 
49(2):1432-1445. 
29. Vinogradov S, Luks TL, Schulman BJ, & Simpson GV (2008) Deficit in a neural 
correlate of reality monitoring in schizophrenia patients. Cereb Cortex 18(11):2532-2539. 
30. Girouard H & Iadecola C (2006) Neurovascular coupling in the normal brain and in 
hypertension, stroke, and Alzheimer disease. Journal of applied physiology 100(1):328-
335. 
31. de Araujo DB, et al. (2003) Shannon entropy applied to the analysis of event-related 
fMRI time series. NeuroImage 20(1):311-317. 
32. Tobia MJ, Iacovella V, & Hasson U (2012) Multiple sensitivity profiles to diversity and 
transition structure in non-stationary input. NeuroImage 60(2):991-1005. 
 
 
  
22 
Acknowledgments This work was supported by the Ministry of Science and Technology 
(MOST) of Taiwan (grant MOST 101-2314-B-075 -041-MY3; 104-2314-B-075 -078 -MY2); 
and the MOST support for the Center for Dynamical Biomarkers and Translational Medicine, 
National Central University, Taiwan (grant MOST 103-2911-I-008-001). 
 
Author Information The authors declare no competing financial interests.    
23 
Figure Legends 
 
Fig. 1 Causal decomposition analysis. a, Ensemble EMD analysis of Didinium and 
Paramecium time series yields five IMFs (i.e., stationary components) and a residual trend (i.e., 
nonstationary trend). Each IMF operated at distinct time scales. Phase coherence values between 
comparable IMFs are shown at the right side of the panel. b, Removal of an IMF (e.g., IMF 2) 
from Paramecium with redecomposition leads to a declined phase coherence between the 
original Didinium IMFs and redecomposed Paramecium IMFs. c, Repeating the same procedure 
in the Didinium time series resulted in a smaller decrease in phase coherence between the 
redecomposed Didinium IMFs and the original Paramecium IMFs. The causal strengths between 
Didinium and Paramecium can be estimated by the relative ratio of variance-weighted Euclidian 
distance of the phase coherence between b and a (for Didinium), and between c and a (for 
Paramecium). The ability of ensemble EMD to separate time series depends on the orthogonality 
24 
and separability of the IMFs with added noise, which can be evaluated by d, nonorthogonal 
leakages and e, the root-mean-square of correlations between pairwise IMFs. The strategy of 
choosing the added noise level in the ensemble EMD is to maximise the separability (minimize 
the root-mean-square of pairwise correlation values among IMFs < 0.05) while maintaining 
acceptable nonorthogonal leakages (< 0.05). A noise level 𝑟 at 0.35 standard deviations of the 
time series was used in this case. f, Generalization of causal decomposition to each IMF 
uncovers a causal relationship from Didinium to Paramecium in IMF 2 but not in the other IMFs, 
indicating that a time-scale-dependent causal interaction in the predator–prey system. 
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Fig. 2 Stochastic and deterministic model evaluation. Application of causal decomposition to 
a, stochastic system(10) and b, deterministic system(5) (ensemble EMD parameter 𝑟 = 0.15 for 
both cases). A causal influence was identified in IMF 2 in both systems, capturing the main 
mode of signal dynamics in each system (e.g., a lag order of 2 between the IMFs in a, and 
chaotic behaviour of the logistic model in b). The causal decomposition is not only able to 
handle noisy data in the stochastic model, but is can also identify causal components in the 
deterministic model with the aid of ensemble EMD in separating weakly coupled chaotic signals 
into identifiable IMFs. Data lengths: a, 1000 data points; b, 400 data points.  
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Fig. 3 Validation of causal decomposition method a. The finite length effect on causality 
assessment. b. Effect of down-sampling on the various causality methods. c. Effect of temporal 
shift on the various causality methods. 
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Fig. 4 Causal decomposition of predator–prey data. a, Lotka Volterra predator–prey model. b, 
wolf and moose time series from Isle Royale National Park in Michigan, USA. c, Canada lynx 
and snowshoe hare time series reconstructed from historical fur records of Hudson’s Bay 
Company(23). The IMFs shown in the figure correspond to significant causal interactions 
identified in each observation (a, IMF 4, b, IMF 3, c, IMF 2). Ensemble EMD parameter: a, 𝑟 =
0.4, b, 𝑟 = 0.3, c, 𝑟 = 0.3). 
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Fig. 5. Causal assessment in ecosystem data with existing methods. 
