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6.1 Introduction 
Disaster is any occurrence that causes damage, destruction, ecological disruption, loss of 
human life, human suffering, or the deterioration of health and health services on a scale 
sufficient to warrant an extraordinary response from outside the affected community or area 
[1]. Since the 1950s, the magnitude and number of disasters have exponentially increased, with 
the number of affected people having increased in proportion (about 235 million people per 
annum on average since the 1990s) [2]. In 2015, 376 naturally triggered disasters were 
recorded, with the economic damages estimated to be US$ 70.3 billion, resulting in the deaths 
of 22,765 people and seriously impacting 110.3 million victims [3]. Due to an increasing 
number of disasters, many researchers have paid a great deal of attention to the concept of 
-risk persons to avoid and 
recover from the effects of a disaster [4]. The activity of DM consists of four major stages: 
mitigation, preparation, response, and recovery. One of the most important stages is the 
recovery stage. This stage was defined as the act of restoring the affected community or area 
back to a normal situation after a disaster [5]. Two of the initial and most significant 
perspectives of disaster recovery management involve the removal and disposal of debris from 
the affected communities or areas [6]. This activity is a significant one, but often an overlooked 
aspect that is associated with post-disaster debris management [7].  
Post-disaster debris management is a discipline associated with the control of the 
concepts of the generation of debris, storage collection, transport and transfer, processing, 
recycling, reuse, and disposal. The post-disaster debris management is considered a lengthy, 
economic, public health engineering, conservation of nature, aesthetics, and environmental 
challenge with a need to consider the attitude of the public. Currently, the U.S. Federal 
Emergency Management Agency (FEMA) has focused exclusively on reimbursing the costs of 
post-disaster debris operations along with the transportation costs, disposal costs, and 
collection costs. Therefore, FEMA has changed its policies and announced a program offering 
financial incentives for municipalities in order to encourage the reuse and recycling of disaster 
debris [6, 8]. This is considered an opportunity to reduce the costs associated with post-disaster 
supply chain management. According to the policies and timeline employed by FEMA, before 
the disaster occurs, each community is required to provide potential debris management 
facilities such as debris collection sites, processing sites, recycling plants, disposal sites and 
market sites [9]. Generally, the recovery stage involves debris collection, where the debris is 
transferred from the road and curb sides to temporary processing facilities, where it may go 
through containment processes such as separation, sorting, grinding incineration, concrete 
crushing and wood chipping. After that, all or parts of the debris may be transferred to the 
landfill for disposal, whereas parts of it may be processed further to be recycled and either 
reused or sold. However, many countries have also established different strategies that are more 
appropriate for their own circumstances. Post-disaster debris management is a consideration of 
humanitarian logistics; for which comprehensive reviews have been proposed by Altay and 
Green [10], Galindo and Batt [11], Caunhye et al. [12], Habib et al. [13] and Boonmee et al. 
[2]. The literature review on post-disaster debris management primarily focuses on the 
qualitative analysis and the documentation of past experiences [7]. Moe [14] proposed an 
analysis on policies, political process priorities, problems and aspects of the waste removal 
process after Katrina, while Bradon et al. [15] proposed an analysis of a case history of the 
waste recycling efforts of the US Army Corps of Engineers in Mississippi. Additionally, 
Karunasena et al. [16] proposed an analysis of post-disaster debris management in developing 
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countries based on a case study in Sri Lanka, and Brown and Milke [17] studied recycling 
disaster waste management based on the past experiences of five international disaster events 
in developed countries. Moreover, this study also proposed an analysis of the benefits in a 
comparison of on-site and off-site separation. Ultimately, Brown and Milke [17] recommended 
that it is possible to have an integrated model where selected materials are separated on-site 
while the rest would go to an off-site separation facility. Not only have these academic papers 
described potential management techniques, but some organizations have also proposed 
guidelines for the post-disaster debris operations such as FEMA [18], USPEA [19], UNEP [20] 
and EPA [21]. Notably, an intensive summary article has been published and presented by 
Brown et al. [2], Reinhart and McCreanor [23], McEntire [24], and Ekici et al. [25].  
According to the facility location problems (FLP) that exist and the fact that the flow 
debris decision-making process has been based on post-disaster debris supply chain 
management, an optimization technique has been proposed that can potentially overcome this 
challenge. The optimization technique has been applied to address the relevant humanitarian 
logistics problems and to attempt to achieve positive results. Table 6.1 presents the important 
characteristics of the existing studies in this area comprising the objective function, 
mathematical model, exact approach, algorithm solution, structure of network, and type of 
separation. Fetter and Rakes [6] proposed a mixed-integer linear programming model for 
decision-making with regard to the location of the processing sites, aspects of processing 
availability, and the flow of disaster waste from each affected community to the relevant site 
and processing networks. This study aims to minimize the total costs of the debris management 
operations with consideration of the fixed and variable costs of debris collection, RSR costs 
(Reduction, Separation and Recycling Operations) and disposal costs while including the 
potential revenue of saleable debris. The method of separation being employed uses the off-
site separation model. A case study in Chesapeake has been proposed for validating this model. 
Hu and Sheu [26] proposed the linear programming model in which this study focuses on the 
transportation, recycling, storage of disaster waste throughout the disaster recovery stage. The 
objective function aims to minimize the reverse logistical costs, psychological cost and risk 
penalty. Hu and Sheu [26] have recommended that the storage and separation techniques 
should be employed at the on-site stage of management. The system employed in Wenchuan 
City in China has been proposed in this study. Lorca et al. [7] proposed a decision-support tool 
for a post-disaster waste management system. The mathematical model being proposed 
optimizes the selection of the processing site, processing capacities, and debris flow decision-
making that are related to the collection, transport and disposal systems. Moreover, this study 
has also considered balancing the costs and duration of the relevant disaster waste operation 
systems. Pramudita et al. [27] presented a location-capacitated arc routing problem that 
emphasizes the debris collection sites. The goal of this model is to minimize the travel costs 
and the costs of establishing intermediate depots in which tabu search meta-heuristics have 
been proposed to find an acceptable solution. Kim et al [28] proposed selecting a temporary 
debris management site for the effective debris operation system by using both geographical 
analysis and optimization analysis. The objective of this was to minimize the total hauling 
distance for the transportation services in which the shortest path algorithm was applied in 
response to this problem. Onan et al. [29] proposed the employment of a framework to 
determine the location of a temporary disaster management facility with the objective of cost 
minimization and risk minimization from hazardous waste exposure. They determined the 
criteria for the planning of the collection and transportation of disaster debris. Moreover, Habib 
and Sarkar [30] presented a two-phase framework for sustainable waste management in the 
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response phase of disasters in which the Analytical Network Process (ANP), fuzzy TOPSIS 
and Optimization technique have been proposed to identify the suitable temporary disaster 
debris management site. 
 
Table 6.1 Review study of the optimization model for post-disaster debris management  
Author Objective 
Math 
model 
Exact 
approach Algorithm 
FLP On/Off site 
separation S R L M 
Fetter and 
Rakes [6] 
Total cost (The fixed and 
variable costs of debris 
collection, RSR, and disposal 
and revenue) 
MILP Excel - 
 
* 
  
Off-site 
separation 
Habib and 
Sarkar [30] 
Total transport cost LP LINGO - None On-site 
separation 
Hu and Sheu 
[26] 
Total reverse logistical costs, 
psychological cost, risk 
penalty 
LP CPLEX - None On-site 
separation 
Kim et al [28] Total hauling distance MILP - Shortest path 
algorithm/ GIS 
 
* 
  
On-site 
separation 
Lorca et al [7] Total cost (Financial cost, 
Environmental cost, revenue 
and total time (Collection time 
and disposal time) 
MILP Excel -  *   Mixed model 
separation 
Onan et al [29] Total cost and risk MILP - NSGA-II *    Off-site 
separation 
Pramudita et al 
[27] 
Total cost (The travel cost and 
the cost of establishing 
intermediate depots) 
MILP - Tabu search * 
   
None 
This work Total cost (The fixed and 
variable costs of debris 
collection, RSR, disposal, 
environmental penalty cost, 
and revenue) 
MILP LINGO PSO and DE (Large 
problem) 
* * * 
 
Mixed model 
separation 
Note: S= storage and separation site, R = processing and recycling site, L = landfill, M = market, LP = linear 
programming, MILP = mixed integer linear programming. 
 
Following on from the previous research studies, an effective post-disaster debris 
management strategy still needs to be further developed for optimum efficiency. Several 
studies have considered addressing a number of problems associated with developing the 
effective post-disaster debris operations such as those by Brown and Milke [17] and Hu and 
Sheu [26]. The integrated decision-making process for the on-site and off-site separation of 
recyclable materials is an issue that has been recommended by many research papers in order 
to develop an effective post-disaster waste supply chain management system. According to the 
previous research studies, the merits of the on-site and off-site separation systems for 
recyclable materials in an overall post-disaster waste supply chain management system are not 
well known [17]. The post-disaster debris supply chain management system now being 
employed that uses the optimization technique is lacking in consideration of an integrated 
decision-making process for the on-site and off-site separation of recyclable materials and the 
consideration of all networks simultaneously (debris collection sites, processing sites, disposal 
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sites and market sites). Furthermore, an algorithm employed to solve the larger problem is 
lacking due to certain competence limitations of the exact solution method. Therefore, we aim 
to propose a developed post-disaster waste supply chain management strategy by using the 
location and allocation optimization tools under the integrated decision-making system for the 
on-site and off-site separation of recyclable materials. There are two goals of this chapter. Our 
first goal is to develop the post-disaster debris supply chain management strategy under an 
integrated decision-making system for on-site and off-site separation in handling recyclable 
materials using the optimization technique. The network structure considers waste collection 
and separation sites, processing sites, disposal sites and market sites. Our proposed 
mathematical model aims to select the suitable sites for post-disaster waste management 
system, including the collection and separation sites, processing sites and landfills, in order to 
provide a debris flow decision-making system as a supply chain while minimizing the total 
costs incurred in that the supply chain. The total costs consist of fixed and variable costs 
associated with the debris collection process, RSR, the disposal process, environmental penalty 
costs and takes into account revenue incurred from any sellable waste. Our second goal is to 
propose solution algorithms for the larger problem and this chapter aims to propose solutions 
that are representative of two metaheuristics (Particle Swarm Optimization: PSO and Differential 
Evolution: DE) to address the problem.  
The remainder of this chapter is organized as follows: Section 6.2 presents the 
background study of the structure of the post-disaster waste management process, particle 
swarm optimization and differential evolution for the purposes of finding a solution to this 
problem. Section 6.3 presents the conceptual model of the post-disaster waste supply chain 
management (PWSCM) strategy and formulates a mathematical model for the proposed 
system. Section 6.4 presents the solution algorithms of PSO and DE intended to address the 
problem. Section 6.5 proposed computational experiments for the PWSCM model. Finally, a 
conclusion is given in Section 6.6. 
6.2 Background study 
6.2.1 Structure of post-disaster waste management system 
Waste management or waste disposal requires the management of waste from the 
upstream stage to the downstream phase of the system. The process of the waste supply chain 
management consists of storage, collection, transport and transfer, processing, reuse and 
recovery, and the disposal of solid waste according to the best principles of economics, public 
health, engineering, the conservation of nature, aesthetics and the environment [16]. All of the 
activities are very important to the efficiency of the overall operation. Typically, the debris 
removal operation normally occurs in two phases: initial debris clearance activities and debris 
removal activities [18]. The waste collection activity begins after the emergency access routes 
are cleared and police, firefighters and other first responders have gained necessary access. The 
transport and transfer activity is initiated for the transfer of waste to relevant sites such as 
collection sites, separation sites, processing sites, recycling sites and disposal sites. The 
processing activity is begun after the waste is collected. The waste can be processed in two 
ways by either composting or recycling it. Both of these activities should be conducted 
according to the market specifications of each material; therefore, a certain amount of 
technology and specific plant equipment are required in the operation for the purposes of 
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grading, sorting, etc. After composting and recycling debris, the remaining material should be 
properly disposed of in a landfill [16]. According to the process of waste management, there 
are some common criteria that affect the degree to which waste management is effectively 
carried out such as the consideration of costs, environmental impacts, the volume of waste, the 
degree of mixing of that waste, human and environmental health hazards, the areal extent of 
the waste, community priorities and funding mechanisms [17]. Moreover, the major structural 
issue that decision-makers must face when planning a post-disaster waste management 
recycling strategy is whether or not to separate the recyclable materials and where this should 
be done; otherwise referred to as on-site and off-site recycling, as is shown in Figure 6.1. 
The separation of recyclable materials is a key part of the main structure that can affect 
the feasibility of the act of recycling. The separation of recyclable materials can be segregated 
into two approaches; on-site and off-site separation. Normally, separation can be achieved 
primarily on-site, with all waste being sorted either manually (by hand) or mechanically into a 
separate pile for removal and to identify the materials intended for off-site recycling sites, 
-
- This is where all waste is transported off-site to 
separate processing depots for separation and recycling where the waste is then removed to 
landfills and markets. In this activity, the managers must consider four main criteria: (1) time 
constraints, (2) resource availability, (3) the necessary degree of mixing of the waste and (4) 
the presence of any potential human and environmental hazards. In this situation, decision-
makers need to determine the potential location for the debris management site planning 
process and the need to select the appropriate strategy for each case. The advantages and 
disadvantages of each approach are well known and are shown in Table 6.2. 
 
Waste 
source site 
End-market 1 
End-market 2 
End-market 3 
Disposal  
(a) 
Staging area
End-market 1 
End-market 2 
End-market 3 
Disposal
Waste 
source site 
 
(b) 
Figure 6.1 Conceptual model of on-site and off-site recycling systems [17]; 
(a) on-site separation; (b) off-site separation. 
 
Chapter 6 
117 
 
 
Table 6.2 Advantages and disadvantages of on-site and off-site separation processes (adapted 
from New Zealand Department of Labor [31])   
 On-site separation Off-site separation 
Advantages  Higher recycling rates 
 Lower recycling costs, revenues 
paid for some materials 
 Often a cleaner, safer worksite 
 Only one or two containers on-site 
 No need for workers to separate 
materials for recycling 
 Easier logistics 
 One market; less information to 
manage 
Disadvantages  Multiple containers on site 
 Workers must separate materials 
for recycling 
 More complex logistics 
 Multiple markets; more 
information to manage 
 Lower recycling rates 
 Higher recycling costs 
6.2.2 Metaheuristics 
As mentioned in the introduction, this chapter was motivated by the limitations of 
applying PSO and DE to solve post-disaster waste management problems. Hence, this chapter 
focused on applying two effective metaheuristics  Particle Swarm Optimization (PSO) and 
Differential Evolution (DE)  to plan the post-disaster waste management process in order to 
minimize the total cost of the supply chain. The search procedures of each algorithm are 
described in the following sections. 
1. Particle swarm optimization 
Particle swarm optimization (PSO) is a population dynamics-based optimization method 
that imitates the physical movements of individuals in the swarm as a searching mechanism 
(the concept originated from research on the group behavior of birds). The PSO has 
increasingly gained attention from researchers for the purposes of solving many optimization 
problems. The PSO algorithm was proposed by Kennedy and Eberhart in 1995 and described 
a proposed solution being represented by a particle, and the accumulation of the potential 
and velocity. The concept of a basic PSO algorithm is to learn from the cognitive knowledge 
of each particle and the social knowledge of the swarm to guide particles to a better position. 
The swarm is randomly initialized as particles with d dimensions. Each particle flies to a new 
position with its own assigned velocity. When a new position is reached, the best position of 
each particle and the best position of the swarm are updated. Then, the new position is sought 
again with the adjusted velocity is based on its experience. The cycle is repeated until a 
stopping criterion is met. The process of the basic PSO algorithm, including the velocity, and 
position in each iteration step, is updated by equation (6.1) and equation (6.2). The evolution 
procedures of PSO are illustrated in Figure 6.2. 
 
 ( 1) ( ) ( ) ( ) ( )p gid id p id id g id idt w t t c u q t c u q t               (6.1) 
 ( 1) ( ) ( )id id idq t q t t                          (6.2) 
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Where, 
 ( )id t  : Velocity of 
thi  particle at the thd  dimension in the tht  iteration  
 ( )w t  : Inertia weight in the tht  iteration 
 ( )idq t  : Position of 
thi  particle at the thd  dimension in the tht  iteration 
 ( )pid t  : Personal best position of 
thi  particle at the thd  dimension in the tht iteration 
 ( )gid t  : Global best position of 
thi  particle at the thd  dimension in the tht  iteration 
 
pc  : Weight of personal best position term 
 
gc  : Weight of global best position term 
 u  : Uniform random number in the interval [0,1] 
 
Start
Randomly initialize particles
Evaluate particle objective value
Determine andbestg bestp
Update velocity and position
Evaluate particle objective value
Determine andbestg bestp
Meet stopping
criteria
End
Yes
No
 
Figure 6.2 The evolution procedures of PSO [33] 
2. Differential Evolution 
Differential Evolution (DE) was first proposed by Storn and Price in 1995 for the 
purposes of global optimization over continuous search spaces [34]. DE has continually 
received increased levels of attention from academicians for solving many combinatorial NP-
hard problems, due to its advantage of having relatively few control variables, but performing 
well in its search ability and convergence with less effort of computational times. DE is a 
population-based random search approach that is like other Evolutionary Algorithms (EAs). 
DE starts with a randomly generated initial population of size N. The population is represented 
by d dimensional vector, in which each variable value in the d dimensional space is represented 
by a real number. The idea of DE is its mechanism for generating a new solution using two key 
ideas; particular mutation and crossover operations. At the initialization stage (g = 0), the jth 
value of the ith vector is generated according to the following equation (6.3). The upper bound 
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(bU,) and lower bound (bL) for the value in each dimension jth (j d) must be 
specified, where u is uniformly random in the range [0,1]. The concept of the mutation 
operation of DE is achieved by combining randomly selected vectors in order to produce a 
mutant vector. For each target vector ( ) at generation g, the mutant vector ( ) is generated 
as is shown in equation (6.4). Where Xr1, Xr2, Xr3 are vectors randomly selected from the current 
population. They are mutually exclusive and different from the target vector ( ). F is a scale 
factor that controls the scale of the differences of the vectors between Xr2 and Xr3. The DE 
applies a crossover operator on  and  to produce the trial vector ( ). In this research, 
binomial crossover is applied in which the trial vector is formulated by the following equation 
(6.5). Cr is the crossover probability in the interval [0,1]. and ju is a randomly chosen index (ju 
D}). The Cr value controls the probability of selecting the value in each dimension 
from a mutant vector over its corresponding target vector. Next, the replacement or selection 
of an individual occurs only if the trial vector outperforms its corresponding vector. As a result, 
all individuals in the next generation are as good as or better than their counterparts in the 
current generation. The evolution procedure of the DE population continues through repeat 
cycles of the three key operations; mutation, crossover and selection until certain stopping 
criteria are met. See more details in [35] and [36]. The evolution procedures of DE are 
illustrated in Figure 6.3. 
 
0
, ( )i j U L Lx u b b b  (6.3) 
, 1 2 3( )
g g g
i j r r rV X F X X  (6.4) 
,
,
,
,
,
g
i jg j r u
i j g
i j
v if u C or j j
z
x otherwish
 
(6.5) 
 
Start
Initialize individual randomly
Evaluate each target vector objective value
Determine the global best vector
Perform mutation and crossover to obtain trial vector
Evaluate objective value of trial vector
Update the global best vector
Meet stopping
criteria
End
Selection between target vector and its trial vector
Yes
No
For each target vector
 
Figure 6.3 The evolution procedures of DE [36] 
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6.3 Post-disaster waste supply chain management (PWSCM) model 
6.3.1 Conceptual model  
The framework of the PWSCM model is designed with respect to a hierarchical model 
as is shown in Figure 6.4. This conceptual model is developed and modified from Fetter and 
Rakes [6] and Lorca et al. [7]. The structure of this study considers all networks in the supply 
chain consisting of the affected zones, temporary disaster waste collection and separating 
centers (TDWCSC), temporary disaster waste processing and recycling centers (TDWPRC), 
landfills, and markets. According to Brown and Milke [17], it has been proposed that the on-
site and off-site separation should be simultaneously applied since both approaches have 
different advantages. When both approaches are merged, the post-disaster waste management 
process will be able to balance the advantages and disadvantages of both approaches. This 
integrated strategy was employed in the 2011 Great East Japan Earthquake and the Canterbury 
earthquakes (see more details of assessment in [17]). Thus, this criterion is taken to apply in 
the PWSCM model. In our conceptual model, the process is separated into three stages that 
consist of: (1) collection and on-site or off-site separation, (2) off-site processing and recycling, 
(3) waste disposal and waste selling. Figure 6.4 reveals that in Stage 1, debris removal is 
initiated after the emergency access routes are cleared. The waste is assigned from the affected 
zones to TDWCSCs or TDWPRCs for collection and separation by manual or preliminary
technologies. In this stage, the mixed model of on-site and off-site separation is applied. The 
waste in some affected communities is separated on-site by a TDWCSC, while the rest is 
transferred to an off-site separation facility identified as TDWPRC. In Stage 2, the separated 
waste at the TDWCSCs is divided into three parts. The first part is transferred to TDWPRCs 
for processing and recycling; the second part is transferred to landfills for waste disposal; the 
third part is transferred to markets for selling (reuse). After the waste is processed and recycled 
using a variety of technologies at the TDWPRCs, the final operation will be started. In stage 3, 
the waste at the TDWPRCs is classified into two separate stages for the disposal of the 
remaining waste and the selling of the sellable or reusable waste. The remaining waste at the 
TDWPRCs is allocated to the landfill for disposal, while the rest is transferred to the market 
for selling, respectively.  
Affected zone (i) TDWCSC (j) TDWPRC (k)
Landfill (l)
Market (m)  
Figure 6.4 The conceptual model of post-disaster waste supply chain management strategy 
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6.3.2 Proposed mathematical model  
According to the conceptual model, we have modified the general facility location model 
and distribution model to formulate a model for the PWSCM strategy. The proposed 
mathematical model is formulated as a mixed-integer linear programming problem (MIP), and 
its basic assumptions are listed as follows: 
 The structure of PWSCM strategic consists of affected zones, TDWCSCs, TDWPRCs, 
landfills, and markets. 
 To protect bafflement of assignment, this study provides the assumptions for debris 
flow decisions as follows; each affected zone can be served by one node from 
TDWCSC or TDWPRC, each TDWCSC can be served by one landfill and one market, 
the waste from each TDWCSC that need to be treated with each RSR technology can 
be served by one TDWPRC and each TDWPRC can be served by one market.  
 The capacity of the market is assumed to be infinite. 
 All saleable waste types can be sold at all markets. 
 All waste needs to be separated before it is assigned for recycling, disposal, and sale. 
Based on the above assumptions and definitions, the PWSCM model has been formulated 
to obtain optimal solutions that minimize the total cost in the supply chain. The output of this 
model aims to select TDWCSCs, TDWPRCs, and landfills, minimize financial costs, minimize 
the effects on humans and the environment, maximize revenue and provide debris flow 
decisions throughout the supply chain.  
The following notions and parameters are used: 
I: Number of affected zones (i I) 
J: Number of possible TDWCSC facility locations (j J) 
K: Number of possible TDWPRC facility locations (k K) 
L: Number of landfill facility locations (l L) 
M: Number of markets (m M) 
N: Number of RSR technologies (n N) 
: Volume of debris in affected zone i  
 Proportion of debris from affected zone that is eligible to be treated 
with RSR technology n  
: Proportion of reduced debris from RSR technology n saleable as 
recycled material 
: Proportion of reduced debris from RSR technology n for disposal  
: Maximum of selected TDWCSC 
: Maximum of selected TDWPRC 
: Maximum of selected landfill 
: Fraction of penalty cost from transporting debris 
: Fraction of penalty cost from operating debris 
: Fixed cost of opening and closing TDWCSC at location j 
 Fixed cost of opening and closing TDWPRC at location k 
 Fixed cost of opening and closing landfill at location l 
: Fixed cost of making separated technology at TDWCSC location j  
(On-site) 
: Fixed cost of making RSR technology n at TDWPRC location k  
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(Off-site) 
: Operated cost at TDWCSC location j  
: Operated cost RSR technology n at TDWPRC location k  
: Operated cost at landfill l  
: Capacity of TDWCSC at location j  
: Capacity of landfill at location l 
: Capacity of RSR technology n at TDWPRC location k  
 Revenue from saleable portion of debris at market m 
: Cost of transporting debris from affected zone i to TDWCSC j 
: Cost of transporting debris from affected zone i to TDWPRC k 
: Cost of transporting debris from TDWCSC j to TDWPRC k 
: Cost of transporting debris from TDWCSC j to landfill l 
: Cost of transporting debris from TDWCSC j to market m 
: Cost of transporting debris from TDWPRC k to landfill l 
: Cost of transporting debris from TDWPRC k to market m 
The following decision variables are used: 
 If TDWCSC is opened at location j Otherwise 
 If TDWPRC is opened at location k Otherwise 
 If landfill is opened at location z Otherwise 
 If RSR technology n is available at TDWPRC k Otherwise 
: Volume of debris from affected zone i to TDWCSC j 
: Volume of debris from affected zone i to TDWPRC k 
: Volume of debris from TDWCSC j to TDWPRC k for recycling by 
RSR technology n 
: Volume of debris from TDWCSC j to landfill l 
: Volume of debris from TDWCSC j to market m 
: Volume of debris from TDWPRC k to landfill l 
: Volume of debris from TDWPRC k to market m 
 If the volume of debris from affected zone i is assigned to TDWCSC j for recycling by RSR technology n 
Otherwise 
 If the volume of debris from affected zone i is assigned to TDWPRC k  Otherwise 
 If the volume of debris from TDWCSC j is assigned to TDWPRC k Otherwise 
 If the volume of debris from TDWCSC j is assigned to landfill l Otherwise 
 If the volume of debris from TDWCSC j is assigned to market m Otherwise 
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 If the volume of debris from TDWPRC k is assigned to market m Otherwise 
 
The following auxiliary variables are used: 
: Total fixed cost 
TC: Total transport cost 
OC: Total operation cost 
PC: Total penalty cost for activities with environmental impact 
R: Total revenue 
 
The mathematical model of the problem is formulated as follows: 
 
Minimization of Total Cost: 
Min Z FC TC OC PC R  (6.6) 
 
Subjected to constraints; 
 
 (6.7) 
 
(6.8) 
 
(6.9) 
  (6.10) 
  (6.11) 
  (6.12) 
  (6.13) 
  (6.14) 
  (6.15) 
  (6.16) 
  (6.17) 
  (6.18) 
  (6.19) 
 
 (6.20) 
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  (6.21) 
  (6.22) 
  (6.23) 
  (6.24) 
  (6.25) 
  (6.26) 
  (6.27) 
  (6.28) 
  (6.29) 
  (6.30) 
  (6.31) 
  (6.32) 
  (6.33) 
  (6.34) 
  (6.35) 
  (6.36) 
  (6.37) 
 
The objective of the proposed model is to minimize the total costs associated with the 
management of the debris removal supply chain in post-disaster scenarios as is shown in 
equation (6.6). The objective function consists of fixed costs, transport costs, operational costs, 
penalty costs and potential revenue as is shown in equation (6.7)  equation (6.11), 
respectively. Equation (6.7) represents the fixed costs of the location opening of TDWCSCs, 
TDWPRCs, and landfills and the investing RSR technology at each TDWPRC. Equation (6.8) 
represents the transport cost through the supply chain network. Equation (6.9) represents the 
operational cost of TDWCSCs, TDWPRCs, and the landfills. Equation (6.10) represents the 
penalty costs for activities with environmental impacts that are related to the transport process 
and the operational process. Equation (6.11) represents the potential revenue incurred from 
saleable waste obtained from the TDWCSCs and TDWPRCs. Equation (6.12)  equation (6.14) 
state that the total number of selected locations cannot exceed the maximum limit of each 
location type, equation (6.12) enforces the limit of selected TDWCSCs, equation (6.13) 
enforces the limit of selected TDWPRCs and equation (6.14) enforces the limit of selected 
landfills. Equation (6.15)  equation (6.18) limits the volume of debris assigned to each location 
type. Equation (6.15) ensures that the volume of debris assigned to TDWCSC cannot exceed 
the maximum capacity of each TDWCSC. Equation (6.16) limits the volume of debris assigned 
to TDWPRC according to the RSR technology capacity available at the TDWPRC. Equation 
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(6.17) requires that a TDWPRC must be opened in order to make RSR technologies available. 
Equation (6.18) ensures that the volume of debris assigned to the landfill cannot exceed the 
maximum capacity of each landfill. Equation (6.19) guarantees that the volume of debris in 
each affected zone is collected and processed. Equation (6.20)  equation (6.22) state that all 
collected debris in each selected TDWCSC is transported to processing sites (TDWPRC), 
landfills and markets. Equation (6.23) and equation (6.24) state that the debris in each selected 
TDWPRC is transported to landfills and markets. To protect against bafflement of the 
assignment, this study provides conditions according to the above assumptions, the conditions 
are represented as equation (6.25)  equation (6.29). Equation (6.25) provides that each affected 
zone can be served by one node from TDWCSC or TDWPRC. Equation (6.26) provides that 
the waste from each TDWCSC that needs to be treated with each RSR technology can be served 
by one TDWPRC. Equation (6.27)  equation (6.28) provide that each TDWCSC can be served 
by one landfill and one market. Equation (6.29) provides that each TDWPRC can be served by 
one market. Equation (6.30)  equation (6.35) state that the binary variable of the assignment 
is set to 1 when the volume of debris in each node is assigned to each node. Lastly, equation 
(6.36)  equation (6.37) describe non-negativity and the binary conditions of the decision 
variables. 
The solution of the proposed mathematical model is reached with consideration of the 
number of TDWCSCs, TDWPRCs, and landfills, the allocation of each node, the total planning 
budget, the penalty of environmental and human effects and the revenue from any sellable 
waste that can be calculated. Owing to an integrated model of on-site and off-site separation 
for recyclable materials, this can balance the benefits of both approaches such as those 
associated with recycling rates, recycling costs, revenues, logistics, management of 
information resource availability and any environmental and human effects [17]. This result 
can serve emergency management purposes. The first is to help in the preparation stage and 
includes the spatial distribution of waste collection and separation sites, processing and 
recycling sites, and disposal sites, assignment of waste in each affected community, and the 
expectations of the planning budget. The second is to aid in the recovery stage in order to 
provide debris flow and directions at each step of the post-disaster waste supply chain 
management process and to reduce the effects on humans and the environment in the post-
disaster supply chain network as well.  
6.4 Solution algorithm  
This chapter aims to find the post-disaster waste supply chain management plan under a 
minimum standard of total costs incurred in the supply chain. According to the problems 
associated with the NP-hard system, the solution cannot be found by mathematical 
programming solution software when a larger problem is presented. In the actual practice, the 
decision made on the operation for facility location and allocation in the PWSCM problem 
involves an evaluation of a variety of scenarios including a range of possible data employed to 
reach an acceptable solution. In the model, the computation time involves a lengthy amount ot 
time to reach a solution and this is not desirable in practice. Therefore, we aim to propose a 
solution algorithm by using a metaheuristic approach. The detail of the encoding and decoding 
scheme, allocation solution and local search for PWSCM problem are shown as follow: 
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6.4.1 Encoding and decoding scheme 
A. Encoding  
The encoding procedures used in this study starts from providing the number of 
dimensions that are made up of the dimensions of the maximal number of selected locations in 
each location type, the sequence of location selection in each location type, and the sequence 
of assignment for allocation. The total dimensions can be calculated as 3+I+3J+2K+L where I 
is the number of affected zones, J is the number of TDWCSCs, K is the number of TDWPRCs 
and L is the number of landfill sites. To more easily understand, this considers an example with 
two locations in each location type and two RSR technologies. For this example, the number 
of dimensions is equal to 17. The Figure 6.5 illustrates an encoding scheme of a random key 
representation in which each value in a dimension is randomly generated with a uniform 
random number (RN) between 0 and 1. The dimensions are separated into seven sets as are 
shown in Figure 6.5 The set 1  4 are used to generate the open/close decision of each location 
type, while the set 5  7 are used in allocation method. 
B. Decoding 
To decode the random numbers in a dimension of this problem, a sorting list rule is 
applied in this study. The example of decoding methods is represented in Figure 6.6. The Figure 
6.6 (a) presents the decoding example for the maximal number of selected location in Set 1, 
while The Figure 6.6 (b) illustrates the decoding example for the sequence of location selection 
and the sequence of the assignment for allocation in Set 2  7. 
As shown in the Figure 6.6 (a), the example of the decision for the maximal number of 
selected TDWPRCs is represented. The maximal number of selected location is identified using 
a sorting rule with a choice of the maximal number of selected location. The choice for the 
maximal number of selected location can be calculated as U+1, where U is the total numbers 
of location that can be selected from the candidate location. In this example, we assume that 
the U value is two in each location type. Since there are three choices to make the decision for 
TDWPRC in this example problem, three choices have equally ranged under the space between 
0 and 1. So, each choice can be selected with the probability of 1/3. According to the random 
value of the maximal number of selected TDWPRCs in Figure 6.5 is 0.41, the random value is 
taken between 0.33  0.67. Therefore, the decoding solution for the maximal number of 
selected TDWPRCs is provided as 1.  For the decision on the maximal number of selected 
TDWCSCs and landfill sites in Set 1 can be decoded in the same way. 
To generate the sequencing in Set 2-7, the decoding example for the sequence of 
TDWPRC selection (Set 3) is proposed in Figure 6.6 (b). The sequence is determined according 
to the order of ascending values in a dimension, in which this means that the sequence is 
ordered from the minimum random number to the maximum random number. The solution of 
example for the sequence of TDWPRC selection in Figure 6.6 (b) showed that the TDWPRC 
1 is determined as a sequence number 2 while the TDWPRC 2 is provided as a sequence 
number 1. The same procedure is applied to decode the sequencing in Set 2-7. After both 
decoding approaches are applied to this problem, the summary of all solution representations 
can be illustrated in Figure 6.7. 
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Dimension No. d 
Dim. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 
RN 0.73 0.41 0.48 0.34 0.54 0.71 0.27 0.56 0.20 0.35 0.64 0.98 0.77 0.24 0.85 0.31 0.52 
 
Set Set 1 Set 2 Set 3 Set 4 Set 5 Set 6 Set 7 
Name 
The maximal number 
of selected 
Sequence of 
TDWCSC 
selection  
Sequence of 
TDWPRC 
selection  
Sequence of 
landfill site 
selection  
 
Sequence of 
affected zone 
assignment  
Sequence of 
TDWCSC 
assignment 
for transferring 
to TDWPRC  
Sequence of TDWCSCs and TDWPRC 
assignment for transferring to landfill 
and market 
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 Open/close decision Allocation decision 
Figure  An encoding scheme for PWSCM system 
 
0 1
0.33 0.67
0.41
1
0
Solution representation:
The maximal number of 
selected location TDWPRC 
Maximal number
Decision value
Random value of TDWPRC: 0.41
2
1
 
(a) 
1 2
Solution representation:
The sequence of selected TDWPRC 
TDWPRC No.
Random number
The sequence of selected TDWPRC
0.71 0.27
1 2TDWPRC No.
Sequence No. 2 1
 
(b) 
Figure 6.6 An example of decoding scheme 
(a) A decoding for the maximal number of selected TDWPRC;  
(b) A decoding for the sequence of TDWPRC selection. 
 
Dim. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 
Location 
type 
The maximal number of 
selected  TDWCSC TDWPRC Landfill site Affected zone TDWCSC TDWCSC TDWPRC 
ID No. MJ MK ML 1 2 1 2 1 2 1 2 1 2 1 2 1 2 
Decode 2 1 1 1 2 2 1 2 1 1 2 2 1 1 4 2 3 
       
 The maximal number of 
selected location 
(Set 1) 
Sequence of 
TDWCSC 
selection 
(Set 2) 
Sequence of 
TDWPRC 
Selection 
(Set 3) 
Sequence of 
landfill site 
selection 
(Set 4) 
Sequence of 
affected zone 
assignment 
(Set 5) 
Sequence of 
TDWCSC 
assignment 
for transferring 
to TDWPRC 
(Set 6) 
Sequence of TDWCSCs and 
TDWPRC assignment for transferring 
to landfill and market 
(Set 7) 
Figure 6.7 The summary of decoding scheme for PWSCM system 
Location type TDWCSC 1 TDWCSC 2 TDWPRC 1 TDWPRC 2 Landfill 1 Landfill 2 
Open/Close 1 1 0 1 0 1 
Figure 6.8 An open/close decision of each location type.  
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To identify the open/close decision of each location type, the decoding in set 1  4 is 
employed for making a decision. The selected method in each location type is generated 
following the sequence of the location selection along with the maximal number of selected 
locations. If the sequence number of facility location is less than or equal to the maximal 
number of selected location, that facility location is selected to open. Otherwise, that facility 
location is determined to close. The solution of open/close decision in this example is 
represented as shown in Figure 6.8. As is illustrated in Figure 6.8, the TDWCSC 1, TDWCSC 
2, TDWPRC 2, and Landfill site 2 are opened, while the remaining locations are closed. Note that 
 
6.4.  Allocation solution 
After the decisions on location selection (Open/Close) and the sequence of assignment 
at each stage is made, the method of allocation of PWSCM is proposed. The structure of method 
is divided into three main stages: (1) allocating waste for collection and separation; (2) 
allocating waste for processing and recycling; (3) allocating waste for disposal and sale. At 
each step in each stage, only one arc is added to the system by selecting an origin location with 
the highest priority and connecting it to a destination location considering the minimum total 
cost of transport and operation (LC). The decoding in set 5  7 is employed to determine the 
priority of allocation in which the priority is sequenced from the minimal sequence number to 
the maximal sequence number. The available locations in each location type are considered 
following the decoding scheme of open/close decision. The pseudo code of allocation method 
is described as follows. 
Stage 1: Allocating waste for collection and separation 
The allocation algorithm is initiated from this stage. All affected zones are assigned to the 
location of collection and separation. To consider the separation method of recyclable 
materials, the on-site and off-site separation are determined at this stage. Some affected zones 
are provided to separate on-site while the rest goes to an off-site separation facility. The 
decoding in set 5 is employed to determine the priority of allocation in this stage. The pseudo 
code of this stage is listed in Table 6.3. 
Stage 2: Allocating waste for recycling 
After the allocation of waste for collection and separation is completed, the process of 
allocating waste for recycling is then proposed for the next step. This stage operates for 
processing and recycling by considering RSR technologies. The waste at TDWCSC is allocated 
to TDWPRC by separating the debris for each RSR technology, while the waste that is 
separated at the off-site (TDWPRCs) do not need to make the allocation. To make the sequence 
of allocation for TDWCSCs, the decoding in set 6 is applied. The pseudo code of this stage is 
listed in Table 6.4. 
Stage 3: Allocating waste for disposal and sale 
Finally, allocation of waste for disposal and sale is proposed. The decoding in set 7 is applied 
for determining the priority of TDWCSCs and TDWPRCs allocation in this stage. In this stage, 
the waste at the TDWCSCs and TDWPRCs is divided into two portions; disposal and sale. The 
waste is then assigned to landfill sites and markets, respectively. The pseudo code of this stage 
is listed in Table 6.5. 
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Table 6.3 Pseudo code of phase 1 
Input: , , , , , , ,   
Output: ,  
Begin 
 Set   0,  0, i  I, j  J, k  K 
 Repeat 
 Select affected zone i with the sequence of affected zone assignment by priority-based decoding; i  arg min { } 
 Set LC  MaxValue, nj 
  Do 
  Repeat 
  Check the status (Open/Close) and capacity of the TDWCSC j  
  Determine the cost of transportation and operation between affected zone i and TDWCSC j, ; 
     LC  min { }; update the total cost of allocation 
     nj  arg min { }; update the node of allocation 
  Until the last TDWCSC 
  Repeat 
  Check the status (Open/Close) and capacity of the TDWPRC k for recycling by RSR technology n 
  Determine the cost of transportation and operation between affected zone i and TDWPRC k, ; 
     LC  min { }; update the total cost of allocation 
     nk  arg min { }; update the node of allocation 
  Until the last TDWPRC 
  Selected lowest cost node, then allocate the waste of affected zone i to destination and update capacity of TDWCSCs 
and TDWPRCs 
  End do 
 Output  and  
 Until the last affected zone 
End 
 
Table 6.4 Pseudo code of phase 2 
Input: , , , , ,  
Output:  
Begin 
 Set   0,  j  J, k  K 
 Repeat 
 Select TDWCSC j with the sequence of TDWCSC assignment by priority-based decoding; j  arg min { } 
  Repeat 
Set LC  MaxValue, nk 
  Consider the RSR technology n 
  Calculate the proportion of debris from TDWCSC j that is eligible to be treated with RSR technology n; base on 
Equation (6.15) 
   Do 
   Repeat 
   Check the status (Open/Close) and capacity of the TDWPRC k that needs to be treated with RSR technology 
n 
   Determine the cost of transportation and operation between TDWCSC j and TDWPRC k, ; 
     LC  min { }; update the total cost of allocation 
     nk  arg min { }; update the node of allocation  
   Until the last TDWPRC 
   Selected lowest cost node, then allocate the waste of TDWCSC j for recycling by technology n to TDWPRC 
k and update capacity of TDWPRCs 
   End do 
  Output  
  Until the last RSR technology 
 Until the last TDWCSC 
End 
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Table 6.5 Pseudo code of phase 3 
Input:  , , , , , , , , , , , ,  
Output: , , ,  
Begin 
 Set  0,  0,  0,  0, j  J, k  K, l  L, m  M,  
 Repeat 
 Select TDWCSC j or TDWPRC k with the sequence of TDWCSCs and TDWPRCs assignment for transferring to landfill 
and market by priority-based decoding; t  arg min { } 
 If t  J, then 
 Calculate the proportion of debris from TDWCSC j that needs to be assigned to landfills and markets. 
  Do 
  Set LC  MaxValue, nl 
  Repeat 
  Check the status (Open/Close) and capacity of the landfill l  
Determine the cost of transportation and operation between TDWCSC j and landfill l, ; 
     LC  min { }; update the total cost of allocation 
     nl  arg min { }; update the node of allocation  
  Until the last landfill 
  Selected lowest cost node, then allocate the waste of TDWCSC j for disposal to landfill l and update capacity of landfill 
l 
  Set LC  MaxValue, nm 
  Repeat 
  Determine the cost of transportation and operation between TDWCSC j and market m, ; 
     LC  min { }; update the total cost of allocation 
     nm  arg min { }; update the node of allocation  
  Until the last market 
  Selected lowest cost node, then allocate the waste of TDWCSC j for sale to market m and update capacity of market 
m 
  End do 
 else 
 Calculate the proportion of debris from TDWPRC k that needs to be assigned to landfills and markets. 
  Do 
  While (not terminating condition) do 
  Set LC  MaxValue, nl 
  Repeat 
  Check the status (Open/Close) and capacity of the landfill l;  
  Determine the cost of transportation and operation between TDWPRC k and landfill l, ; 
     LC  min { }; update the total cost of allocation 
     nl  arg min { }; update the node of allocation 
  Until the last landfill 
  Selected lowest cost node, then allocate the waste of TDWPRC k for disposal to landfill l and update capacity of 
landfill l;  min { } 
  End 
  Set LC  MaxValue, nm 
  Repeat 
  Determine the cost of transportation and operation between TDWPRC k and market m, ; 
     LC  min { }; update the total cost of allocation 
     nm  arg min { }; update the node of allocation  
  Until the last market 
  Selected lowest cost node, then allocate the waste of TDWPRC k for sale to market m and update capacity of market 
m 
  End do 
 Output , , ,  
 Until the last assignment  
End 
 
.3 Local search 
In general, a local search may be applied to a certain group of vectors or particles in order to 
enhance the exploitation of the search space. The local search typically attempts to improve 
the quality of the solution by searching for better solutions around its neighbors. According to 
the above solution, some facility locations do not need to be opened with full capacity. 
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Therefore, the local search is proposed to improve the quality of the solution by providing the 
maximum capacity of each location. The encode and decode are presented as Figure 6.9. In 
this study, the TDWCSC and TDWPRC are provided to find the maximum capacity of each 
location in order to improve the quality of the solution since those factors are able to threaten 
the next generated stage in finding better or worse solutions. 
Dim. 1 2 3 4 5 6
RN 0.73 0.41 0.98 0.34 0.54 0. 1
(a)
Dim. 1 2 3 4 5 6
Facility 
type
TDWCSC 
1
TDWCSC 
1
TDWPRC 
1 with 
RSR 1
TDWPRC 
1 with 
RSR 2
TDWPRC 
2 with 
RSR 1
TDWPRC 
2 with 
RSR 1
Capacity 6 8
(b)
Figure 6.9 Example of solution representation of local searches:
(a) An encoding scheme, (b) A decoding scheme,
2,000
Solution representation:
The maximum capacity of 
TDWCSC 1
Maximum Capacity
Decision value
Random value of TDWCSC 1: 0.73
4,000 6,000 8,000 10,000
0 0.2 0.4 0.6 0.8 1
0.73
8,000
Figure 6.10 A decoding example of TDWCSC 1 under the portion of capacity associated with 
the decision value. 
According to this example considers two locations in each location type and two RSR 
technologies. The dimensions of local search are set at 6 (J+(K×N)), where J is the number of 
TDWCSCs, K is the number of TDWPRCs and N is the number of RSR technologies. The 
encoding value in the dimensions is generated with a uniform random number between [0,1]. 
To decode the dimension of this problem, a sorting list rule is applied to an individual value to 
generate the maximum capacity. Assume that the portion of capacity in this example is 
separated with a probability of 1/5 and the capacity of each location type and RSR technology 
type is provided as 10,000. According to those mentions, the portion of capacity associated 
with the decision value and the example of TDWCSC 1 can be represented as Figure 6.10. In 
this example, the random number of TDWCSC 1 is 0.73 fall between 0.6-0.8. Hence, the 
capacity of TDWCSC 1 is adjusted to be 8,000. The same procedure is employed to decode the 
capacity in each location. According to the random number in Figure 6.9(a), the solution 
representation of the decoding process is illustrated in Figure 6.9(b). After the maximum 
Example 
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capacity is provided, the solution is improved using the proposed algorithm. If the fitness value 
is improved and made better than the previous solution, then the new solution and the new 
fitness value are updated. 
6.5 Computational experiments
6.5.1 Parameter setting and test problems
The performance of the metaheuristic algorithms does not only depend on the searching 
mechanisms and solution representation procedures, but the parameter setting also affects how 
good the solutions are and how they can be found and converged [30]. In this study, two 
metaheuristic approaches are proposed to solve the PWSCM problem; the Differential 
Evolution (DE) and Particle Swarm Optimization (PSO). In both algorithms, the function 
evaluations are set as a fixed value of 300,000, so that sufficient function evaluations are 
allowed in order to find the best solution. To determine the appropriate parameters of PSO and 
DE; firstly, the preliminary experiments are conducted with four different values of each 
parameter. Then, for each parameter, while the values of the other parameters are fixed, the 
two best parameter values out of all the other parameter values are identified according to the 
total cost obtained from the algorithm. The following combinations of the parameter
suitable values are further tested for each size of the specified instance.
A full factorial design is conducted to determine the best parameter setting as is shown 
in Table 6.6. The average results obtained from the algorithm are then computed for each 
parameter setting. The decision-making process and the statistical approach are considered 
according to the results and they are employed to identify the suitable parameters. The results 
indicate that the best solution quality is obtained from the parameter setting as is shown in 
Table 6.7. Hence, this method will be used in the following computational study.
Table 6.6 Parameter experiments 
PSO DE
Swarm size: 150, 200
w: [0.1, 0.5], [ 0.4, 0.9] (lineally increase)
: 1, 1.6
: 1, 1.6
Population size: 150, 200
F: [0.1, 0.5], [ 0.5, 1]
(linearly increase)
Cr: [0.1, 0.5], [ 0.5, 1]
(linearly increase)
Table 6.7 Parameter setting
PSO DE
Number of iterations 1500 Number of iterations 2000
Number of particles 200 Number of population 150
Inertia weight, w [ 0.4, 0.9] Amplification factor, [0.1, 0.5]
Personal best position, 1 Crossover rate, Cr [0.5, 1]
Global best position, 1
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6.5.2 Experimental results 
The experiments of PWSCM are implemented using C# language of Microsoft Visual 
Studio 2015. A personal computer with an Intel(R) Xeon(R) X5690 CPU @ 3.47GHz with 
24GB RAM is used to execute and verify the algorithms. To determine the performance of 
PSO and DE, LINGO 16 is proposed to evaluate the algorithm solution. The numerical results 
obtained from the PSO and DE are compared with an optimal solution and the PSO and DE 
are compared under the same conditions which are the encoding and decoding schemes. The 
Gap of the solution (Gap) obtained from the PSO or DE versus LINGO software solver and 
the Relative Improvement (RI) of the solution obtained from the PSO versus DE is evaluated 
according to Equation 6.38 and Equation 6.39, respectively.
(( ) / ) 100PSOorDE LINGO LINGOGap Sol Sol Sol (6.38)
(( ) / ) 100DE PSO DERI Sol Sol Sol (6.39)
where Gap = the gap of solution (%) between proposed algorithm solution 
by using PSO or DE and optimal solution*,
RI = the relative improvement between PSOSol and DESol **
PSOSol = the solution of proposed algorithm obtained from PSO,
DESol = the solution of proposed algorithm obtained from DE,
LingoSol = the optimal solution obtained from LINGO software solver.
Note 
*The more positive RI is the superior performance of PSO to the DE,
**The more negative Gap is the superior performance of PSO or DE to the LINGO software solver.
In this study, twenty PWSCM problems were generated for evaluation with respect to 
the number of the affected zones (I), TDWCSC (J), TDWPRC (K), landfills (L), markets (M) 
and RSR technology (N) and are shown in Table 6.8. The number of variables (integers) and 
constraints of the smallest size problem was at 153 (70) and 121, while the number of variables 
(integers) and constraints of the largest size problem was at 373,375 (184,445) and 188,104, as 
is shown in Table 6.8. Although the optimal solutions were not available within 12 hrs (43200s) 
of computational time, the best feasible solution found in the limited time given was set to be 
compared with the one obtained through the proposed algorithm from PSO and DE. In some 
cases, the feasible solution from LINGO could not be found within 12 hrs (43200s). Therefore, 
the comparison of the gap in some cases will not be found. Various instances were designed to 
investigate how the performance of the proposed algorithm works for real cases. The PWSCM
problem was tested with two case groups; without a limit of locations and with a limit of 
locations. Some data have been referenced from the work of Fetter and Rakes (2012) such as 
the volume of debris, reduction proportion, proportion of reduced debris from RSR technology 
saleable as recycled material, cost of RSR technology, disposal cost, and revenue. Tables 6.9
and 7.10 show the results of the PWSCM problem without a limit of locations and with a limit 
of locations such as the optimal (feasible) solution within the computational time limit, the best, 
average and standard deviations of the total cost of PWSCM from ten runs of each algorithm 
for each case, the gap of the solution and the RI of the best and average solutions obtained from
the PSO and DE. Moreover, a comparison of the total cost in the supply chain between LINGO 
software solver, PSO, DE and RI between PSO and DE is illustrated in Figure 6.11 and Figure
6.12, respectively.
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Table 6.8 Experimental design for various cases
Case
Test problem Variables
St.
I J K L M N Total Integers
1 10 2 2 2 2 2 153 70 121
2 15 3 3 2 2 3 320 152 233
3 20 3 4 3 2 2 437 205 291
4 32 4 4 4 3 3 772 368 497
5 40 7 5 5 4 3 1,454 700 877
6 50 10 5 5 5 3 2,175 1,060 1,284
7 64 10 8 5 5 3 3,240 1,579 1,846
8 70 15 10 8 6 4 5,547 2,696 3,067
9 80 18 12 9 9 4 7,784 3,783 4,222
10 96 20 15 10 8 3 9,958 4,830 5,286
11 100 20 10 5 10 3 8,235 4,065 4,504
12 123 25 15 10 8 3 13,718 6,710 7,265
13 208 32 10 10 10 4 21,901 10,848 11,685
14 325 40 18 13 12 3 45,169 22,351 23,460
15 427 47 20 18 15 4 69,490 34,385 35,885
16 500 50 30 20 20 3 95,775 47,290 48,899
17 632 60 30 30 30 4 139,445 68,820 70,933
18 785 65 25 30 27 4 165,010 81,750 84,484
19 890 78 32 36 30 5 235,895 116,794 119,821
20 1000 100 50 45 30 5 373,375 184,445 188,104
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According to the results from Table 6.9 and Table 6.10, the differences between the 
global optimum figures of the LINGO software and the proposed algorithm using PSO and DE 
are sufficiently small. When the results of the PWSCM problem without a limit of locations 
are reviewed as is shown in Table 6.9 and Figure 6.11 (a), the maximum gap of 2.36%, as the 
difference from the global optimum, is admissible in persuading the acceptability of the 
a reasonable computing time (12 h), as the problem size increases, PSO and DE showed their 
potential in solving the larger problems (case 19-20) without difficulties. 
The performance of the LINGO software overcame the PSO and DE, while in many cases 
it took more time than the proposed algorithm that used PSO and DE. In the very large- size 
problem (case 16-20), the proposed algorithm using PSO and DE found a preferred solution to 
what the LINGO software was able to find. The performance values of the proposed algorithm 
using PSO were 0.8% away in average according to the optimal solution for the small (case 1-
5), medium (case 6-10) and large (case 11-15) sized problems, while the performance values 
from DE were 0.87% away in average. The average of the very large-sized problem from PSO 
was -4.80, while the DE was -4.69. To compare the degree of performance of PSO and DE, the 
results of the RI are shown in Figure 6.12 (a). In some cases, the DE was able to find the best 
solution and better average solution than the PSO. However, the PSO also displays the 
outstanding performance of the DE when compared with all of the cases. In the results of the 
PWSCM problem with the limit of locations, as is shown in Table 6.10 and Figure 6.11 (b), 
the maximum error of both algorithms obtained from the global optimum was 2.22% and 
2.77%, respectively. In this case, the LINGO software was able to find the optimal solution in 
small- and medium-sized problems (except in case 7). The average gap between the optimal 
solution and the proposed algorithm using the PSO of the small- and medium-sized problems 
was 0.46% and 1.03%, respectively. While the average gap between the optimal solution and 
the proposed algorithm using the DE of the small- and medium-sized problems was 1.38% and 
1.44%, respectively. In the large-sized problem, the LINGO software was still able to find the 
solution, but it was not an optimal solution. However, the LINGO software also yielded a better 
solution than the proposed algorithms using PSO and DE in which the gap of the PSO was 
0.64%, while the gap of the DE was 1.25%. When the very large-sized problems are tested, the 
results of the very large-sized problem using the LINGO software generated worse solutions 
than the proposed algorithm, in which case 16 could outperform the others at 0.43% by PSO 
and 0.28% by DE. From case 17 to case 20, the LINGO software could not find a solution to 
the problem, while the proposed algorithm using PSO and DE was able to generate a solution 
easily in a relatively short period of time. With regard to the RI in a comparison of PSO and 
DE, Table 6.10 and Figure 6.12 (b) showed that the proposed algorithm using PSO produced 
outstanding results when compared to the DE. There were just two cases of the RI for which 
the average displayed a lower level of performance than DE (Cases 6 and 11). A summation of 
each problem group produces a positive value, which means that in all of the problem groups, 
the PSO performed far better when compared to the DE.  
The proposed algorithm also has produced an error in the optimal solution, but that error 
is admiss
When the small-sized problems were tested, the LINGO software outperformed the proposed 
algorithm in terms of both solution and runtime. In the medium-sized problems, the LINGO 
software was also able to generate an optimal solution and obtain a better solution than the 
proposed algorithm, but the time of the LINGO software was higher than that of the proposed 
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algorithm using the PSO and DE. When the large-sized problems were experimented upon, the 
LINGO software was able to find a better solution than the proposed algorithm, even if it could 
not find the optimal solution. The runtime of the LINGO software required a significant amount 
of time. Although the trials in this study used 12 hrs to reach a solution, an optimal solution 
was not reached. When the very large-sized problems are analyzed, the LINGO software 
generated a less desirable solution than the proposed algorithm that employed metaheuristics. 
Furthermore, the runtime of the metaheuristics trials was faster than the runtime of the LINGO 
software. With regard to the employment of metaheuristics, though the DE utilized a shorter 
runtime than the PSO and outperformed the PSO in some cases in the medium- and large-sized 
problems, the PSO generally yielded outstanding results when compared to the DE because the 
overall results of the PSO could generate the final solution better than the DE, especially in the 
Figure 6.12. 
 
  
(a) (b) 
Figure 6.11 The total cost comparison of each solution between LINGO, PSO, and DE;  
(a) without the limit of location, (b) with the limit of location 
 
  
(a) (b) 
Figure 6.12 The RI of each solution between PSO and DE;  
(a) without the limit of location, (b) with the limit of location 
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6.5  Numerical tests for PWSCM improvement 
In this section, we aim to represent the benefits of PWSCM improvement under 
integrated decisions for the on-site and off-site separation of recyclable materials. Although 
the superior performance of the mixed model has been confirmed in many studies and has been 
achieved in many real cases [17], we also desire to present the advantages of this model from 
a cost and economic perspective with respect to our proposed model. In this numerical test, 
Case 9 is used to show the performance of the proposed model, in which the post-disaster 
supply chain network consists of eighty affected zones, eighteen candidate TDWCSCs, twelve 
candidate TDWPRCs, nine candidate landfills, nine candidate markets and four RSR 
technologies. The proposed model is compared with the on-site separation model and off-site 
separation model in the handling of recyclable materials with respect to our system. The 
proposed model is reformulated for on-site separation and off-site separation. To formulate the 
on-site separation model, the proposed model in Section 3 is reformulated by adding equation 
6.40. While the off-site separation model is formulated by adding equation 6.41. The numerical 
tests are solved without the limit of location. The solution results of the three models are 
tabulated in Table 6.11 and are shown in Figure 6.13. 
 
  (6.40) 
  (6.41) 
 
From the solution results, we can see that the mixed separation model employed for 
handling recyclable materials could overcome the results of the on-site separation model and 
the off-site separation model. The highest total case in the off-site separation model was 
18,589,503, while the total cost of the on-site and mixed separation models were 17,853,049 
and 17,838,077, respectively. The mixed separation model could reduce the total costs at 4.04% 
from the total cost of the off-site separation model and 0.08% from the total cost of the on-site 
separation model. Based on the worst values of the fixed costs, transport costs, operational 
costs, revenue and penalty costs, the mixed separation model with respect to our proposed 
model was able to increase the level of performance with regard to costs in which all the worst 
values were obtained from off-site separation model. The superior performance based on the 
worst values is tabulated in the final column of Table 6.11. Based on a comparison between 
the on-site separation model and the mixed separation model, the mixed separation model was 
able to overcome the on-site separation model in terms of total costs, transport costs, and 
penalty costs at 0.08%, 0.16%, and 0.11%, respectively. Whereas, the on-site separation model 
could overcome the mixed separation model in terms of fixed costs, operational costs, and 
revenue yields at 1.50%, 0.04%, and 0.03%, respectively. Although some costs in the on-site 
separation model were preferred over the mixed separation model, the mixed separation model 
was still considered to be superior to the on-site separation model in terms of the overall costs.  
Figure 6.13 reveals that the mixed separation model could not overcome all costs in both 
the on-site and off-site separation models simultaneously, but the mixed separation model 
could balance the costs of both models. Some costs were higher, but some costs were lower. 
Finally, the mixed separation model was able to minimize the total costs, as it was able to 
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overcome both the on-site and off-site separation models. The mixed separation model could 
yield balanced results not only in terms of cost but also in terms of recycling rates, logistics, 
information management, resource availability and environmental and human effects [17]. As 
is stated in the above analysis, we have determined that our proposed model is capable of down 
system performance deficiencies in a post-disaster waste supply chain management context. 
This provided the empirical insight into how change is improved with regard to post-disaster 
waste supply chain management systems. With PWSCM improvement, this can be a benefit for 
the government in designing or planning the PWSCM strategy.  
 
Table 6.11 The results of on-site, off-site, and mixed model separation for recyclable material in terms 
of cost (cost unit: $) 
 On-site Off-site Mixed Model % of changing 
Total cost (Z)  17,853,049   18,589,503   17,838,077  4.04% (-) 
Fixed cost (FC)  333,500   368,500   338,500  8.14% (-) 
Transport cost (TC)  11,599,307   12,113,922   11,580,392  4.40% (-) 
Operation cost (OC)  4,466,163   4,514,490   4,468,004  1.03% (-) 
Revenue (R)  1,759,015   1,733,091   1,758,498  1.47% (+) 
Penalty cost (PC)  3,213,094   3,325,682   3,209,679  3.49% (-) 
Note: The percentage of change is based on the worst value of the three models; the more negative value of Z, 
FC, TC, OC and PC is the superior performance of the worst value; the more positive value of R is the superior 
performance of worst value 
 
 
Figure 6.13 The graphical model for cost comparison of on-site, off-site and mixed separation 
model 
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6.6. Conclusion 
This research studied the problem of post-disaster waste supply chain management with 
respect to a minimization of total costs in the supply chain. The facility location and allocation 
problems were applied in this study. The objective function was to minimize the financial totals 
of the fixed costs and the variable costs, the penalty costs associated with the negative 
environmental and human effects, and the maximize potential revenue incurred from the 
sellable waste. The network structure of the proposed mixed-integer linear programming model 
was composed of the debris collection and separation sites, the processing and recycling sites, 
the disposal sites and the market sites with decision-making for locating the suitable temporary 
debris collection sites, processing sites and landfills and was used to facilitate the debris flow 
decision-making process. Furthermore, this model determined the separation of recyclable 
materials where debris is separated on-site or off-site and also determined the RSR 
technologies in this study as well. Since the problem is NP-hard, this chapter proposes 
employing two metaheuristic approaches with the encoding and decoding schemes to solve this 
problem. The performance values of the proposed algorithm by PSO and DE were evaluated 
using the set of generated cases and were compared with the results obtained from the exact 
solution method using LINGO software solver.  
The experimental results showed that the proposed algorithm produced an error in the 
optimal solution or the best solution that was found within the computational time limit by 
LINGO software solver, but that error is considered admissible in terms of the acceptability of 
-sized problem, the LINGO software solver 
could overcome the proposed algorithm both in terms of runtime and solution. In the medium- 
and large-sized problems, the LINGO software solver could also find a better solution than the 
PSO and DE, but the runtime was longer than with the PSO and DE. While the very large-sized 
problem was tested, the proposed algorithm using the PSO and DE generally yielded 
outstanding results when compared to the LINGO software solver. This was true not only with 
regard to the final solution but also in terms of runtime when searching for a solution. To 
compare and analyze the performance of the two metaheuristic approaches, the results 
demonstrate that the PSO could be used as an efficient alternative approach for solving the 
post-disaster debris supply chain management problem since it was able to find an effective 
quality solution even if the runtime was longer than the DE. Finally, we have also proposed 
the numerical tests in order to determine the performance of the proposed model.  
A key advantage of this research was to analyze the entire supply chain with regard to 
the post-disaster debris problem and to balance the advantages of the on-site and off-site 
separation processes of recyclable materials such as in terms of recycling rates, recycling costs, 
revenues, logistics, information management, resource availability and environmental and 
human effects. Moreover, the proposed model could be employed to serve emergency 
management purposes. Firstly, it could aid in the preparation stage including the spatial 
distribution of waste collection and the separation sites, the processing and recycling sites and 
the disposal sites, the assignment of waste in each affected community, and the relevant 
expectations in terms of budget-planning. The second is to aid in the recovery stage in order to 
provide debris flow and directions at each step of the post-disaster waste supply chain 
management process. Also, our proposed algorithms can be applied in the actual practice in 
decision-making in the operation for the purposes of facility location and distribution in the 
PWSCM problem. This can evaluate in a variety of scenarios with a variety of possible data in 
order to reach an acceptable solution by using the short computation time to reach a desired 
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solution for the model. Due to the fact that substantial disasters will likely occur in the future 
as either natural disasters or man-made disasters, it is believed that the proposed algorithm can 
be employed to address this challenge. Our proposed algorithm can easily address the extensive 
issues associated with these disasters within a short computational amount of time. 
Furthermore, the proposed algorithm can be applied in the general waste management process 
as well. Further studies are recommended that should include other constraints in order to make 
addressing the problem more practical such as with regard to road closures or traffic 
congestion, different modes of transportation, different operation times or time schedules, the 
uncertainty of disasters, and in other such examples. The researchers have continued to 
investigate ways to improve the algorithm performance with a wider range of post-disaster 
debris management problems.  
6.7 References 
[1] World Health Organization. 2007., Risk reduction and emergency preparedness: WHO 
six-year strategy for the health sector and community capacity development. Available 
from: http://www.who.int/hac/techguidance/preparedness/emergency_ preparedness_
eng.pdf. Accessed 11 November 2015. 
[2] Boonmee, C., Arimura, M., & Asada, T. (2017). Facility Location Optimization Model 
for Emergency Humanitarian Logistics. International Journal of Disaster Risk Reduction, 
24, 485-498. 
[3] Guha-Sapir, D., P. Hoyois, and R. Below. 2015., Annual Disaster Statistical Review 
2014, The Numbers and Trends. Brussels, CRED. 
[4] Akgün, Risk based facility location by using 
fault tree analysis in disaster management. Omega 52, 168 179. 
[5] Coppola, D. P. 2011., Introduction to international disaster management. Butterworth-
Heinemann. 
[6] G. Fetter, T. Rakes, Incorporating recycling into post-disaster debris disposal, Socio-
Economic Planning Sciences, 46 (1) (2012) 14 22. 
[7] Á. Lorca, M. Çelik, Ö. Ergun, P. Keskinocak, A decision-support tool for post-disaster 
debris operations, Procedia Eng. 107 (2015) 154 167.  
[8] M. Lehtveer, F. Hedenus, Nuclear power as a climate mitigation strategy technology and 
proliferation risk, Journal of Risk Research, 18 (3) (2015) 273 290. 
[9] Public assistance damage assessment guidelines. Washington, DC: FEMA; 2008. 
[10] N. Altay, W.G. Green, OR/MS research in disaster operations management, European 
Journal of Operational Research, 175 (1) (2006) 475 493. 
[11] G. Galindo, R. Batta, Review of recent developments in OR/MS research in disaster 
operations management, Eur. J. Oper. Res. 230 (2) (2013) 201 211. 
[12] A.M. Caunhye, X. Nie, S. Pokharel, Optimization models in emergency logistics: a 
literature review, Socio-Econ. Plan. Sci. 46 (1) (2012) 4 13. 
[13] M.S. Habib, Y.H. Lee, M.S. Memon, Mathematical models in humanitarian supply chain 
management: a systematic literature review, Math. Prob. Eng. (2016). 
[14] Lin Moe, T. (2010). Cleanup after Katrina: an analysis on policy, process, priorities, 
problems, and politics. Disaster Prevention and Management: An International Journal, 
19(3), 314-332. 
Chapter 6 
143 
 
 
[15] Brandon, D. L., Medina, V. F., & Morrow, A. B. (2011). A case history Study of the 
recycling efforts from the United States army corps of engineers hurricane katrina debris 
removal mission in Mississippi. Advances in Civil Engineering, 2011. 
[16] Karunasena, G., Amaratunga, D., Haigh, R., & Lill, I. (2009). Post disaster waste 
management strategies in developing countries: case of Sri Lanka. International Journal 
of Strategic Property Management, 13(2), 171-190. 
[17] Brown, C., & Milke, M. (2016). Recycling disaster waste: Feasibility, method and 
effectiveness. Resources, Conservation and Recycling, 106, 21-32. 
[18] 
Management Agency. Available online at 
http://www.fema.gov/pdf/government/grant/pa/demagde.pdf, last accessed February 
2016. 
[19] USEPA, 2008. Planning for Natural Disaster Debris. Office of Solid Waste 
andEmergency Response, Office of Solid Waste, USEPA, Washington. 
[20] - ed Nations 
Environment Program. 
[21] 
Available online at http://www.epa.gov/waste/conserve/imr/cdm/pubs/pndd.pdf, last 
accessed February 2016. 
[22] Brown, C., Milke, M., & Seville, E. (2011). Disaster waste management: A review 
article. Waste management, 31(6), 1085-1098. 
[23]  Planning 
 Environmental Protection Agency. 
[24] McEntire, D. A. (2006). Managing debris successfully after disasters: Considerations and 
recommendations for emergency managers. Journal of Emergency Management, 4(4), 
23-28. 
[25] Ekici, S., McEntire, D. A., & Afedzie, R. (2009). Transforming debris management: 
considering new essentials. Disaster Prevention and Management: An International 
Journal, 18(5), 511-522. 
[26] Hu, Z. H., & Sheu, J. B. (2013). Post-disaster debris reverse logistics management under 
psychological cost minimization. Transportation Research Part B: Methodological, 55, 
118-141. 
[27] Pramudita, A., Taniguchi, E., & Qureshi, A. G. (2014). Location and routing problems 
of debris collection operation after disasters with realistic case study. Procedia-Social 
and Behavioral Sciences, 125, 445-458. 
[28] Kim, J., Deshmukh, A., & Hastak, M. (2014). Selecting a Temporary Debris 
Management Site for Effective Debris Removal. 
[29] -objective 
optimization approach to disaster waste management: A case study of Istanbul, Turkey. 
Expert Systems with Applications, 42(22), 8850-8857. 
[30] Habib, M. S., & Sarkar, B. (2017). An Integrated Location-Allocation Model for 
Temporary Disaster Debris Management under an Uncertain Environment. 
Sustainability, 9(5), 716. 
[31] New Zealand Department of Labour, 2011. Best Practice Guidelines for Demolitionin 
New Zealand. New Zealand Demolition and Asbestos Association. 
[32] Kennedy, J., & Eberhart, R.C. (1995). Particle swarm optimization. In Proceedings of 
the IEEE International Conference on Neural Networks IV, 1000, 1942-1948. 
Chapter 6 
144 
 
 
[33] Wisittipanich, W., & Hengmeechai, P. (2017). Truck Scheduling in Multi-Door Cross 
Docking Terminal by Modified Particle Swarm Optimization. Computers & Industrial 
Engineering.  
[34] Storn, R., & Price, K. (1995). Differential evolution a simple and efficient adaptive 
scheme for global optimization over continuous spaces: technical report TR-95-012. 
International Computer Science, Berkeley, California. 
[35] Wisittipanich, W., & Meesuk, P. (2015). Differential Evolution Algorithm for Storage 
Location Assignment Problem. In Industrial Engineering, Management Science and 
Applications 2015 (pp. 259-266). Springer, Berlin, Heidelberg. 
[36] Wisittipanich, W., & Kasemset, C. Metaheuristics for Warehouse Storage Location 
Assignment Problems. CMUJ NS Special Issue on Logistics and Supply Chain Systems, 
14(4), 361-377.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 









