Abstract. The goal of the present paper is to derive some conditions on saturation of (strong) subadditivity inequality for the stochastic matrices. The notion of relative entropy of stochastic matrices is introduced by mimicking quantum relative entropy. Some properties of this concept are listed and the connection between the entropy of the stochastic quantum operations and that of stochastic matrices are discussed.
(H, K)(T(H)).
The so-called quantum operation is just a trace non-increasing Φ ∈ CP(H, K), if Φ is trace-preserving, then it is called stochastic; if Φ is stochastic and unit-preserving, then it is called bi-stochastic. [10] , which describes the decoherence induced by the quantum operation Φ.
The famous Jamiołkowski isomorphism J : T(H) −→ L(H ⊗ H) transforms each Φ ∈ T(H) into an operator J(Φ) ∈ L(H ⊗ H), where J(Φ) = Φ ⊗ ½ L(H) (vec(½ H ) vec(½ H
)
On Saturation of Classical Relative Entropy
In order to obtain the condition for saturation of classical relative entropy, we need the following lemmas. 
where p k , q k denote the m k -dimensional probability vectors, and r k denotes the n k -dimensional probability vectors, and
Proof. Let ρ, σ, ρ ′ and σ ′ be diagonal matrices with diagonal p, q, T p and T q, respectively.
Then it follows from the Lemma 2.2 that there is a stochastic Φ ∈ CP(C n , C m ) such that
if and only if the following statements hold:
(1) H and K can be decomposed by the form
, where all the operators are density operators, and {p k } K k=1 and {q k } K k=1 are probability distributions. Therefore, it follows that the result can be proved by the above decomposition of Φ.
Remark 2.4. In [13] , it was showed that S(Φ(ρ)) = S(ρ) if and only if Φ † • Φ(ρ) = ρ while the explicit construction of the state ρ and the quantum operation Φ are given. We can employ the mentioned result to give an explicit construction for T, p in the identity:
The proof is trivially and omitted.
Relative Entropy of Stochastic Matrices
In this section, the entropy of stochastic matrices is discussed. For the entropy of stochastic matrices, more details can be found in [12] . We will go deeper within the entropy concerning stochastic matrices and derive some conditions on the (strong) additivity for the stochastic matrices. The notion of relative entropy of stochastic matrices is introduced by mimicking quantum relative entropy. Some properties of this concept are listed and the connection between the entropy of the stochastic quantum operations and that of stochastic matrices are discussed.
To be specific, for any N × N stochastic matrix T = [t µν ], the weighted entropy [12] of
T is the νth column vector of T . In particular,
For any two N × N stochastic matrices A and B, the relative entropy between A and B with respect to a probability vector
where a ν and b ν are the νth column vectors of A and B, respectively. Similarly,
The following conclusions are immediate. That is, H p (·) is a nonnegative and concave function; H p (·||·) is a jointly convex function.
In what follows, the monotonicity of relative entropy of stochastic matrices is obtained.
Theorem 3.1. If T, A, B are all N × N stochastic matrices, then
where p is an N-dimensional probability vector. Moreover, if all the components of p are positive, then
if and only if the following conditions hold:
k denote m k -dimensional probability vectors, and r k are n k -dimensional probability vectors and ∀k :
Proof. By the definition of relative entropy for stochastic matrices, it follows that
T are jth columns of A and B, respectively. Now
Thus it follows from the above process in the proof that when the components of p are all positive, H p (T A||T B) = H p (A||B) if and only if H(T a j ||T b j ) = H(a j ||b j ) for each j. By Theorem 2.3, the equality condition can be concluded immediately.
The explicit forms of A, B can be written as
where L (k) and R (k) are any stochastic matrices, where k = 1, . . . , K. Furthermore,
For a finite collection
, where {λ i } is a probability vector. The χ-quantity for
where p is a probability vector. It is easily seen from Theorem 3.1 that
where D is N × N stochastic matrix and p is an N-dimensional probability vector.
is a convex function in its argument stochastic matrix B; moreover,
In [12] , W. Słomczyński obtained that given any N ×N stochastic matrices X, Y, Z for which p is their common invariant probability vector, i.e. Xp = Yp = Zp = p. Then :
The following result is to deal with the saturation of the above two inequalities. T Bp = p, we get that H(T a j ) = H(a j ) for every j if and only if T T T a j = a j for all j; that is, the proof is concluded.
Proposition 3.3. (i) If T ∈ B N , A is N × N stochastic matrix and p is an N-dimensional probability vector with all positive components, then H p (T A) = H p (A) if and only if
(
which implies that the conclusion.
it follows that
where λ k = m k n k /N and k m k n k = N. Combining all these expressions gives the desired result.
The Relationship Between Quantum Operations and Bi-stochastic Matrices
For any CP super-operators Φ and Ψ, with corresponding their Kraus representations:
Let Φ, Ψ ∈ CP(H) be stochastic, the relative entropy between Φ and Ψ is defined by
S(Φ||Ψ) = S(ρ(Φ)||ρ(Ψ)). If Λ ∈ CP(H) is also bi-stochastic, then S(Λ•Φ||Λ•Ψ) S(Φ||Ψ).
This can be seen easily from the Lemma 2.
Assume that Φ is a CP stochastic super-operator for which the Kraus decomposition can In what follows, some properties of Kraus matrix is listed below.
Proposition 4.1. (i) For a given (bi-)stochastic super-operator Φ ∈ CP(H), B(Φ) is a (bi-)stochastic matrix. (ii) B(Φ) is well-defined, i.e., it is independent of the different Kraus decompositions for Φ
and just depends on Φ itself. 
(iii) B(Φ) is a convex function with respect to argument Φ, i.e., B(tΦ
1 + (1 − t)Φ 2 ) = tB(Φ 1 ) + (1 − t)B(Φ 2 ) for any Φ 1 , Φ 2 and all t ∈ [0, 1]. (iv) Denote M (B) = {Φ|Φ ∈ T(H) is
T(H ⊗ K) is CP and stochastic and can be described by
Proof. (i) The proof is trivially.
(ii) Assume that Φ =
Ad F ν . By the unitary freedom of quantum operations, there is a
which implies that B(Φ) is well-defined.
(iii) Choose any two stochastic quantum operations Φ 1 and Φ 2 with their corresponding
implies that the Kraus matrix for
, it follows from the result of (iii) that B(
The fact that M (B) is not empty is clearly.
(v) Let the Kraus decompositions for Θ 1 and Θ 2 are Θ 1 = m Ad S m and Θ 2 = µ Ad T µ .
(vi) It follows trivially from combining the above conclusions (iii) and (v). characterization about it in [11] . Therefore, our question can be described in terms of the language as in [8, 11] under the additional condition that the diagonals of Jamiołkowski state is fixed. Then for a collection {Φ k } of stochastic super-operator in CP(H) such that Φ = k λ k Φ k , 
