XML queries can be modeled by twig pattern queries (TPQs) specifying predicates on XML nodes and XPath relationships satisfied between them. A lot of TPQ types have been proposed; this paper takes into account a TPQ model extended by a specification of output and non-output query nodes since it complies with the XQuery semantics and, in many cases, it leads to a more efficient query processing. In general, there are two approaches to process the TPQ: holistic joins and binary joins. The holistic joins have been developed as a generalization of the binary joins, and they have been considered as a state-of-the-art TPQ processing method. Surprisingly, a thorough analytical and experimental comparison is still missing despite an enormous research effort in this area. In this paper, we try to fill this gap; we analytically and experimentally show that the binary joins used in a fully-pipelined plan (i.e., the plan where each join operation does not wait for the complete result of the previous operation) can often overcome the holistic joins even without any cost-based optimizer, especially for TPQs with a higher ratio of non-output query nodes. The main contributions of this paper can be summarized as follows: (i) we introduce several improvements of existing binary join approaches allowing to build a fully-pipelined plan for a TPQ considering non-output query nodes, (ii) we prove that for a certain class of TPQs such a plan has the linear time complexity with respect to the size of the input and output as well as the linear space complexity with respect to the XML document depth (i.e., the same complexity as the holistic join approaches), (iii) we show that our improved binary join approach overcomes the holistic join approaches in many situations.
INTRODUCTION
Searching for occurrences of a twig pattern in an XML tree is often considered as a core problem of the structural XML query processing. An enormous research effort has been devoted to this problem and we can identify two major approaches: (1) binary join approaches [1, 2, 20] , and (2) holistic join approaches [7, 8, 9, 15, 16, 12, 3] . The binary join approaches are often considered to be very flexible in terms of their simple integration into any XML algebra [5, 13] and the support of all XPath axes. The main disadvantage is the possible large intermediate result containing many data nodes irrelevant to a TPQ [7] . The holistic join approaches have been introduced to overcome this problem. They prove the linear time complexity with respect to the size of the output and input and the linear space complexity with respect to the XML document depth for a certain class of TPQs. This feature leads to their wide popularity and the appearance of many various extensions and improvements.
Despite the theoretical advantages of holistic join approaches, a thorough experimental comparison with binary join approaches is still missing in the literature. The only experimental comparison can be found in [7] ; however, it was an early stage of the TPQ processing and many advances have occurred since then. One aim of this article is to compare both types of the approaches and to dispel myths about them.
Since a TPQ is possibly processed with a lot of binary joins, the building of an appropriate query plan is a crucial problem of the binary join approaches. A fully-pipelined (FP) query processing plan is important for the binary join approaches [26] , since a join operation of such a plan does not wait for the complete result of the previous join operation, i.e., the join operation result is not materialized. However, it is possible to utilize an FP plan only when the previous operation provides its result ordered as the next operation requires. In the opposite case, an expensive sort operation has to be performed over the complete result and the result cannot be therefore consecutively passed to the next operation.
Following the semantics of XQuery, we can identify two types of query nodes: (i) output query nodes corresponding to 'for' clauses and (ii) non-output query nodes corresponding to all other query nodes. In [26] , the authors describe how to build an FP plan for a TPQ where all query nodes are output and the result is sorted according to an arbitrary query node. However, there are two issues that should be taken into account when XQuery is considered:
1. Neglecting the semantics of non-output query nodes has a critical impact on the complexity of the TPQ processing [3, 25] .
2. Sorting the TPQ result by one query node is not sufficient for XQuery queries where the result have to be lexicographically sorted by all output query nodes according to the order of the 'for' clauses in the query.
In this article, we combine ideas proposed in [26, 2, 20] and add certain modifications of binary join approaches; in this way we solve these issues and show how to build an FP plan for such a TPQ. Moreover, we show that it is not necessary to utilize a cost-based optimizer to build an FP plan. Let us note that the holistic join approaches also do not often utilize a cost-based optimizer. As a result, we simply consider a cost-based optimization to be orthogonal to both types of approaches [11, 4] and we completely avoid it in our work. In this way, we can compare the binary join approach with holistic join approaches. As a bonus, we can prove that for a certain class of TPQs our binary join approach has the linear time complexity with respect to the size of the input and output and the linear space complexity with respect to the depth of the XML document. To the best of our knowledge, this is the first work which proves such a complexity of the binary join approaches.
The main contributions of this paper are summarized as follows:
1. We introduce our binary join approach based on FP plans which is an extension of the existing ones. It builds FP plans for a TPQ considering non-output query nodes without a cost-based optimizer.
2. We prove time and space complexities of our binary join approach for a certain class of TPQs. We show that the complexity of the binary join approach bears many similarities to the complexity of holistic join approaches. The only difference is that the complexity of holistic approaches is not influenced by the number of non-output query nodes.
3. An experimental comparison of both approaches. We clearly describe use-cases in which each of them excels. We show that our binary join approach is more likely to be advantageous over the holistic join approach for TPQs with a higher ratio of non-output query nodes, and this experimental observation is in the compliance with the complexity analysis.
Section 2 depicts the TPQ processing problem and Section 3 gives an overview of techniques that are used to solve this problem. Section 4 includes a thorough description of the binary join algorithms and Section 5 describes how to build an FP plan based on these algorithms. Section 6 conducts a thorough complexity analysis of our binary join approach. Section 7 experimentally compares both approaches to distinguish their weak and strong aspects.
PRELIMINARIES
Let us first define some basic terms we use in this paper.
Document and Query Model
An XML document (or simply a document) is an ordered rooted tree. The nodes in the tree are called data nodes. Each data node is labeled with a tag. A sample XML document is depicted in Figure 1a . [27:30,3] e 3 [28:29,4] b 2 [21:26,3] b 3 [22:25,4] c 3 [23:24,5] a 1 [2:19,2] d 1 [9:18,3] e 2 [14:17,4] f 1 [15:16,5] d 2 [10:13,4] e 1 [11:12,5] b 1 [3:8,3] c 1 [4:7,4] c 2 [5:6,5] (a) XML Document A twig pattern query (TPQ) is also an ordered rooted tree. The nodes in the tree are called query nodes. Each query node is labeled with: (1) an expression #θ specifying all data nodes with the tag θ and (2) bit information whether the query node is an output query node or a non-output query node. The edges represent XPath relationships; we consider only ancestor-descendant (AD) and parent-child (PC) relationships in this paper. Since a TPQ models an XML query, we use the terms 'query' and 'TPQ' interchangeably. An example of a TPQ is illustrated in Figure 1c . Single and double lines represent PC and AD edges, respectively, the output query nodes are circled. The TPQ corresponds to the sample XQuery query Q1 in Figure 1b .
Let us note that there are other query models covering the semantics of the TPQ with non-output query nodes in the literature. For example, a generalized twig pattern (GTP) is introduced in [10] and [25] defines a TP+Output model. We do not utilize these richer models since our focus is on the semantics related to the 'for' clause (i.e., output query nodes) due to its importance for the query processing efficiency. However, in Appendix D, we show that the GTP model covering the semantics of 'let' clauses and ('or' and 'not') logical connectives can be easily integrated into our binary join approach and it is actually implemented in our prototype.
In this article, we define some specific parts of a query. A core query node is an output query node or any query node lying on a path between two output query nodes. A query core is a query subtree formed of all core query nodes. A predicate Πq for a core query node q (called the output predicate node) is a query subtree formed of q and all non-output query nodes connected with q by edges not lying on a path between two output query nodes. In Section 6, we show that the use of different join algorithms for the query core and for the predicates leads to a more efficient query processing.
Example 2.1. Let us consider the query Q1 in Figure 1c . There are 4 core query nodes: #a, #b, #c, and #d (see Figure 2a) . The predicates for #a and #d are depicted in Figure 2b and 2c, respectively. The predicates for #b and #c are only the core query nodes themselves. 
Problem Statement
Having a document D and a query Q with n query nodes q1, · · · , qn. A complete match is an n-dimensional tuple [d1, · · · , dn], where d1, · · · , dn are data nodes from D specified by the query nodes q1, · · · , qn such that the relationships between d1, · · · , dn satisfy the AD or PC relationships defined by edges between q1, · · · , qn. An output match is a projection of a complete match such that data nodes corresponding to non-output query nodes are omitted. The result of the query Q for the document D is an ordered set of all output matches. The output matches are lexicographically sorted by the document order of data nodes corresponding to the output query nodes in a pre-order traversal.
Example 2.2. The result of Q1 in Figure 1c for the document in Figure 1a is shown in Table 1 . We see that the output query nodes are ordered in a pre-order traversal. Let us note that there exist XQuery queries that cannot be modeled by a TPQ such that the result is ordered correctly. We assume that these queries are rather impractical and rare and we do not consider them in this paper. An example of such a query is shown in Appendix A.
Labeling Scheme
Each data node in a document is labeled with a unique node label [1, 7, 3] . The node label allows us to resolve XPath relationships between data nodes. In this paper, we use the containment labeling scheme [28] , where a node label is a 3-tuple [lef t : right, level]. Using the containment scheme, a data node a is an ancestor of a data node d if the interval (a.lef t, a.right) contains the interval (d.lef t, d.right). Similarly, a data node p is the parent of a data node c if p is an ancestor of c and p.level + 1 = c.level. Let us note that any labeling scheme which is capable of resolving AD or PC XPath relationships (e.g., Dewey order [21] ) can be used as well. In Figure 1a , we see an XML tree with node labels of the containment labeling scheme. Further in the text, we use the terms 'data node' and 'node label' interchangeably.
Query Plan
An n-ary operator is a mapping Tin 1 × · · · × Tin n → Tout, where Tin 1 , · · · , Tin n are input streams and Tout is the output stream. A stream T is an abstract data structure supporting the following operations:
• advance(T ) -moves to the next item in T ,
• finished(T ) -returns a boolean value whether the whole stream T has been completely iterated,
• current(T ) -returns the current item of T .
|T | denotes the size of the stream T , i.e., the number of advance calls until the stream is finished.
In this paper, we combine operators working with a table [1, 2, 3] and operators working with a list [20] ; both data structures implement the stream. A table is an array of tuples of data nodes lexicographically sorted by one or more columns using the document ordering, a list is the equivalent of a one-column table.
A query plan is an ordered rooted tree of operators where inputs of an operator are outputs of its children. A fullypipelined (FP) plan [26] is a query plan where each operator o produces the output stream sorted such that the parent of o (or an end-user if o is the root) requires. The FP plans bring the following advantages: (1) an explicit sorting is not necessary, and (2) the parent operator can consecutively read the result without waiting for the complete result of the previous operator (i.e., the operators can be implemented as cursors).
Query Processing Approaches
We can distinguish two TPQ processing approaches: (i) binary join approaches and (ii) holistic join approaches. The binary join approaches utilize a query plan with a number of binary join operators where each join is related to one edge in the query. The holistic join approaches utilize a query plan with one operator -a holistic join. We define the binary and holistic join operators in the following subsections. Let us note that there are approaches combining both types of joins [23] .
Both types of approaches utilize an operator IndexScan (IS). The IS(q) operator retrieves data nodes specified by q, where q is a tag. We suppose an index data structure implementing this operator (e.g., B
+ -tree).
Binary Join
In the literature, the binary join operator is sometimes called a structural [1, 26] or a containment join [2] . There are many types of this operator which can be categorized from various points of view. Following the specific parts of a query defined in Section 2.1, our approach uses semi-joins [20] to process the query predicates and partial-joins [2] to process the query core. The semi-joins are derived from the partialjoins and their implementation is more efficient, however, the semi-joins cannot be used to process the query core.
The partial-join operator [2] is defined as follows:
where Ta and T d are tables with m and n columns, Ma and M d are binary projection masks with m and n bits specifying which columns from Ta and T d are projected to the output, i and j are indexes of join columns in Ta and T d , respectively. α is a required XPath relationship (AD or PC). The partialjoin operator requires Ta and T d to be sorted by the join columns. To is the output table with o columns (o = m +n ), where m and n are numbers of non-zero bits in Ma and M d , respectively. To is computed by joining all tuples in Ta and T d by the join columns satisfying the relationship α. To is lexicographically sorted by data nodes from the join columns of Ta or T d . Thus, we have an ancestor-sorted or a descendant-sorted variant of the partial-join, respectively.
The semi-join operator [20] is defined as:
where Ta and T d are lists and α is a required XPath relationship. There are two variants of the semi-join: (i) an ancestor-filtering variant produces a list To of all data nodes a ∈ Ta such that there is a data node d ∈ T d in the relationship α with a, and (ii) a descendant-filtering variant produces a list To of all data nodes d ∈ T d such that there is a data node a ∈ Ta in the relationship α with d.
Holistic Join
A holistic join is an operator with n input lists Tq 1 , . . . , Tq n of data nodes producing a table of all output matches. There exists a number of algorithms implementing a holistic join [7, 8, 9, 15, 12, 3] . When compared to a binary join, the major difference is that a holistic join considers current items of all streams in every step of the algorithm, whereas a binary join considers only a pair of streams.
RELATED WORK
Various TPQ processing approaches have been developed during the last two decades [1, 7, 8, 9, 15, 16, 28, 12, 3] . Two major types of XML processing approaches are represented by the binary join approaches [1, 28, 27, 14, 2] and the holistic join approaches [7, 8, 9, 15, 16, 12, 3] . The binary join approaches can be easily integrated into a full-fledged XQuery processor in order to support all XPath axes [10, 18, 6] , however, large intermediate results can be produced in certain cases (see Section 6 for details). In [1] , the StackTreeAnc and StackTreeDesc algorithms are introduced; these algorithms are considered as traditional binary (structural) joins used by many approaches [2, 20, 26] . In Section 4.1, we present an extension to StackTreeAnc allowing us to build an FP plan for a TPQ considering the non-output query nodes semantics. In [2] , the authors introduce a partial-join which can project out some columns of the input tables. Their experiments show that incorporating the partial-joins can reduce the query processing time. In [20] , a structural semijoin operator is introduced; the semi-join is a special case of the partial-join presented in [2] . They present algorithms NStack-SSJoin-Desc and NList-SSJoin-Anc that implement the descendant-filtering and ancestor-filtering semi-joins, respectively. NStack-SSJoin-Desc is implemented without any stack and NList-SSJoin-Anc is implemented without selfand inherited-lists, but the stack is still necessary. In Section 4.2, we introduce a stack-less variant of the ancestorfiltering semi-join.
In [26] , the authors put forward several cost-based algorithms to select a query plan that is close to the optimal query plan. Their experiments show that the FP plan provides the most efficient performance when the complete query processing time is considered. The authors also show how to build the FP plan producing a table sorted by an arbitrary query node; however, they do not consider nonoutput query nodes and lexicographic sorting by multiple columns which is necessary to support the XQuery semantics. In Section 5, we introduce an algorithm building the FP plans that overcomes these limitations. To the best of our knowledge, this is the first approach where the lexicographic sorting is considered without an explicit sorting of the result.
Holistic join approaches reduce the intermediate result size without any cost-based optimization and they provide precise theoretical guarantees [7] . Holistic join approaches can be also integrated into an XQuery algebra [17] and even combined with binary join approaches in the same query plan [24] . However, the number of XQuery constructs that can be processed holistically is limited, e.g., only some XPath axes are supported. There are many various holistic join algorithms that can be categorized from different perspectives. The first perspective relates to the way the stacks and an intermediate result data structure are used: (1) the top-down holistic joins [7, 15, 16] usually skip most of irrelevant nodes before they are stored on stacks, (2) the bottom-up holistic joins [8] usually skip most of irrelevant nodes when they are popped out from their stacks, and (3) the combined holistic joins [12, 3] employ advantages from both types of holistic joins. The second perspective categorizes holistic joins according to a query model used: (1) approaches that do not reflect the notation related to the output query nodes [7, 15, 16, 12] , and (2) approaches that work with the output query nodes and produce a table of output matches [8, 3] .
We pick the GTPStack holistic join [3] as a representative of the state-of-the-art holistic algorithms in our experimental comparison due to the fact that it combines the advantages of top-down and bottom-up approaches and it reflects the output query node semantics.
BINARY JOIN ALGORITHMS
In this section, we describe algorithms implementing the partial-join and semi-join operators with focus on several improvements enabling us to build an FP plan. A thorough description how to build an FP plan is given in Section 5.
Join type
Relationship The partial-join algorithms StackTreeAnc and StackTreeDesc were introduced in [1] and a few modifications regarding their signature were presented in [2] . The semi-join algorithms borrow ideas from [20, 2] . In the case of the partialjoins, the (AD or PC) XPath relationship is just a parameter of the algorithms. For the semi-joins, both XPath relationships are implemented using different algorithms, since the processing of the AD relationship can be done more efficiently than the PC relationship.
Partial-join Algorithms
The partial-join algorithms StackTreeAnc and StackTreeDesc are based on merging two streams of node labels to satisfy the AD or PC relationship. Both algorithms require a stack to keep a track of all ancestors of any data node from Ta at any time of the query processing. StackTreeAnc also requires extra data structures to produce a sorted result. These data structures are called the self-and inherited-lists and each entry in the stack of StackTreeAnc is associated with one self-and one inherited-list. A detailed description of both algorithms is given in [1] .
We can identify a sorting problem in the case of queries with non-output core query nodes. In Figures 3a and 3b , we see two similar queries Q2 and Q3. The only difference of Q3 is that #d is a non-output query node. Before we describe the sorting problem which appears in the case of Q3, let us show how the partial-joins are used in an FP plan to process Q2. A query plan of Q2 is depicted in Figure 4a . Since all query nodes are output, we have to use only the partial-join algorithms (see Section 5) . To produce the sorted result, we need to join the query nodes in a bottom-up manner, so the last join operation produces the result sorted by #a. We first join #d with #e to produce all pairs [d, e] such that d is the parent of e. We use the ancestor-sorted partial-join (i.e., StackTreeAnc), so the intermediate result (see Figure 4b ) is sorted lexicographically by (d, e). Subsequently, we join the intermediate result with #a to produce all triplets [a, d, e] such that a is an ancestor of d; we use StackTreeAnc again to make the final result (see Figure 4c ) sorted lexicographically by (a, d, e). Now, let us consider the query Q3 in Figure 3b , where #d is a non-output query node. We cannot use the plan in Figure 4a , since the order of the e data nodes would be corrupted because of the recursive data nodes d1 and d2. A naive solution is to use the plan in Figure 4a and then to sort the final result by (a, e). However, we lose the advantages of the FP plan since a sorting operation is used (see Section 2.4). To solve this problem without any additional sorting, we introduce an extension of the StackTreeAnc algorithm called a secondary relationship test: we extend the signature of the algorithm with an attribute k.
where j and k refer to the primary and the secondary join columns in T d , respectively. Let ci be the join column of
(c) The final result -the result of StackT reeAnc2 Ta, let cj and c k be the primary and the secondary join columns in T d , respectively. The output is computed such that the input tables are joined by data nodes in ci and cj using the traditional StackTreeAnc algorithm with the AD relationship, even if α is PC. It requires the table T d to be sorted by cj. However, the joined tuple is output iff the relationship α is satisfied between data nodes from ci and c k . This is called the secondary relationship test.
Example 4.2. When the novel algorithm is applied, we solve the sorting problem of the query Q3 (see Figure 3b ) using the plan in Figure 5 . We first join #d with #e using a descendant-sorted partial-join (i.e., the StackTreeDesc algorithm), so the pairs [d, e] in the intermediate result are sorted lexicographically by (e, d). Subsequently, we use the novel StackTreeAncSrt algorithm joining the intermediate result with data nodes of #a to produce all triplets [a, d, e], such that a is an ancestor of e; using the secondary relationship test, we verify whether a is an ancestor of d. As a result, the triplets are sorted lexicographically by (a, e, d).
To filter-out d data nodes, we set the first bit of M d of the StackTreeAncSrt to zero. 
Semi-join Algorithms
In [2, 20] , the authors show that a descendant-filtering semi-join for the AD relationship can be implemented without any stack, which leads to a more efficient query processing. In our article, we call this algorithm FilterDescAD. To the best of our knowledge, a stack-less ancestor-filtering semi-join for the AD relationship has not yet been presented in the literature; in this section, we present such an algorithm called FilterAncAD.
The descendant-and ancestor-filtering semi-joins for the PC relationship are a straightforward simplification of StackTreeDesc and StackTreeAnc [1] where only the nodes of T d or Ta form the output. In this paper, we call the semijoins FilterDescPC and FilterAncPC, respectively. Unfortunately, using of a stack is unavoidable in the case of PC. In [20] , a stack-less descendant-filtering semi-join NStackSSJoin-Desc is proposed, but it is not clear how the algorithm deals with the PC relationship. The novel FilterAncAD is shown in Algorithm 1. Lines 1 -9 loop through all nodes in Ta and T d . In Line 3, the stream T d is advanced since its current data node precedes the current data node of Ta. Lines 5 -6 cover the case when the current node of T d is a descendant of the current node of Ta. Otherwise, the current node of Ta precedes the current node of T d and the stream Ta needs to be advanced.
BUILDING FP PLAN
In this section, we show how to combine the proposed partial-join and semi-join algorithms to build an FP plan for a TPQ considering non-output query nodes. An algorithm building an FP plan is presented in [26] . However, this work does not consider non-output query nodes, which is necessary to process XQuery queries. We also show that considering the non-output query nodes means the more efficient processing of queries since semi-joins can be used instead of partial-joins (see Section 7.1). Moreover, sorting by multiple columns has to be considered to get the correct result of an XQuery query. Our algorithm is called BuildPlanCore; it invokes BuildPlanPred to build sub-plans for query predicates.
Building FP Plan for Query Predicate
A function BuildPlanPred building an FP plan for a query predicate is shown in Algorithm 2. The algorithm is called with a parameter qo -an output predicate node. In Line 1, a plan Pq o is set to an IS operator. Lines 2 -16 iterate through all neighbors 1 q of qo and recursively build a plan Pq (Line 3) for q without the neighbor qo. Then a binary semi-join operator is used to restrict the result of the plan Pq o . The result is restricted such that it has to have an ancestor (Line 6), a parent (Lines 8), a descendant (Line 12) or a child (Line 14) in the result of Pq. Let us note that the function rel(a, b) returns the XPath relationship between a and b. In Line 2, we iterate through the neighbors in an arbitrary order. We can, for example, use the order defined by the query syntax. However, it is clear that another order produces another plan. In [26] , they try all permutations and select the cheapest one, i.e., a cost-based optimization is used. In our experiment described in Section 7.4, we show that the performance of plans for all permutations do not vary too much. In other words, the performance of any plan is close to the performance of the optimal plan, which is caused by utilizing only the semi-joins instead of partialjoins.
Example 5.1. Let us explain how the algorithm BuildPlanPred builds a plan for a sample predicate Π #d in Figure 6a . The algorithm starts with the output predicate node #d and it first recursively builds plans for #a and #e, without #d itself (see Figure 6b and Figure 6c ). #a and #e in the recursive call are treated as output predicate nodes. The plan of #a (without #d as a child) is computed such that we first recursively build plans for #b and #c without #a as a neighbor. The plans for #b and #c are IS(#b) and IS(#c), respectively. The plan for #a is then:
The plan of #e (without #d as the parent) is IS(#d). Finally, the plan of the predicate Π #d is as follows:
The algorithm is invoked with the root query node of the query core as a parameter. In Line 1, it builds a plan P for a predicate of the root query node of the query core. In Lines 2 -20, the algorithm loops through all child core query nodes c of q and successively extends the plan P . The function core children(q) returns all core query nodes that are children of q.
If c is an output query node, a plan R for c is recursively built (Line 5) and it is joined with P using StackTreeAnc (Line 6). A more complicated situation becomes if c is a non-output query node. A plan R for the predicate of c is built (Line 8) and the child core query node of c is assigned to d (Line 12). The function core child(q) returns the first child core query node of q. It is guaranteed that if q is a non-output core query node, it has exactly one child core query node (we discuss this property in Appendix B). 14) . Otherwise, BuildPlanCore is recursively invoked (Line 16). In Line 18, the plans R and S are joined using StackTreeDesc. According to the variable i, the first or the second column of R is used as the join column.
We repeat the navigation to the non-output core query nodes (Lines 11 -19) until an output query node is found. In Line 20, R and P are joined using StackTreeAncSrt. The secondary relationship test (see Section 4.1) with the first column of R (k = 1) ensures that the output satisfies the required relationship α.
Unlike from BuildPlanPred, BuildPlanCore has to iterate through child query nodes (Lines 2 -20) in the order defined by the query syntax, so the result is sorted by output query nodes in a pre-order traversal (see Section 2.2). In [26] , they compute the cost of all orders and pick the cheapest one which, however, does not have to produce the sorted result. Therefore, our algorithm is deterministic and, for a query core, it generates exactly one FP plan; it is not necessary to utilize any cost-based optimization technique.
Example 5.2. Let us demonstrate how the algorithm BuildPlanCore builds a plan for the query core in Figure 2a . The algorithm starts with the parameter q = #a, since #a is the root of the query core. The first step is to compute a plan P#a for the predicate Π#a (Line 1).
After that we loop through the children of #a. #b is the first one of them and it is a non-output query node. This is the more complicated case handled by Lines 8 -20 in Algorithm 3. We start with building of a plan R for the predicate of #b (Line 8). Since the predicate of #b is the query node itself, the plan R = IS(#b). In Line 12, d is set to #c. Since #c is an output query node, we recursively invoke BuildPlanCore to compute a plan S. Since #c does not have any children, the plan S = IS(#c). In Line 18, we join the plans R and S using StackTreeDesc, the plan R is now:
IS(#c) IS(#b)
Such a plan produces a table of two columns for the query nodes #b and #c ordered by the second column, respectively. Since the variable d is now an output query node, the loop in Line 11 is terminated and we move to Line 20. We join P with R using StackTreeAncSrt:
The mask M d is set to '01' since we want to retain only the second column corresponding to #c computed by R, because #b is a non-output query node. The indexes i and j are set to 1 and 2, respectively, since we need to join data nodes of #a with the data nodes of #c. We use the secondary relationship test to ensure that the data nodes of #b are in the PC relationship with #a.
Finally, the plan P is extended by the plan P #d of the predicate for #d. The result of the algorithm is the following plan:
ANALYSIS OF THE BINARY JOIN AP-PROACH
For the purposes of our analysis, let us define the following properties of a stream. A recursive stream is a stream with some data nodes having the AD relationship. Recursive streams are caused by recursive tags in an XML document. A repeating stream is a stream with repeating data nodes, i.e., a repeating stream can return a particular data node multiple times. A simple stream is a non-recursive and non-repeating stream. Until now the optimality has been proven only for the holistic approaches. Their optimality is proven with respect to the TPQ properties [7, 9] (e.g., all holistic approaches are optimal for a TPQ having only AD relationships) or with respect to the recursiveness of input streams [3] . Proof. If each binary join in an FP plan satisfies the linear time complexity condition, then, in the worst case, for each binary join in an FP plan |To| = |Ta| + |T d |. In such a case, for the root binary join |Ta| + |T d | = |Ti|. For each other binary join algorithm in the plan |Ta| + |T d | < |Ti|. Therefore, since (1) for each binary join algorithm in an FP plan |Ta| + |T d | ≤ |Ti| ∧ |To| ≤ |Ti| and (2) a binary join algorithm works with the linear time complexity with respect to the size of its input and output [1] , the binary join approach has the linear time complexity with respect to |Ti|.
The linear time complexity condition is naturally satisfied for all semi-joins since for FilterAncAD and FilterAncPC |To| ≤ |Ta| and for FilterDescAD and FilterDescPC |To| ≤ |T d |. It is also satisfied for the partial-joins StackTreeDesc and StackTreeAnc when Ta is simple since each data node from T d is joined with at most one data node from Ta. Proof. If each binary join algorithm in an FP plan satisfies the linear space complexity condition, then each binary join works with the linear space complexity with respect to d. Since d is the same for each algorithm in an FP plan, the binary join approach works with the linear space complexity with respect to d.
Let us discuss which binary join algorithms satisfy the linear space complexity condition. We start with the semijoins FilterAncAD and FilterDescAD. Since these semi-joins do not use any stack or lists (see Algorithm 1) they have the constant space complexity. The space complexity of other binary joins is affected mainly by the type of the stream Ta.
• If Ta is simple, there is at most one entry in the stack of partial-joins StackTreeDesc and StackTreeAnc. In such a case, for StackTreeAnc it is also not necessary to use the self-or inherited-lists [1] . Therefore, in this case, the space complexity of the partial-joins is constant. The same property is valid for semi-joins FilterAncPC and FilterDescPC since they are derived from the partial-joins.
• If Ta is recursive, the partial-join StackTreeDesc and the semi-join FilterDescPC can store more data nodes from Ta on the stack, however there are no self-or inherited-lists and the size of the stack is bounded by d. The partial-join StackTreeAnc and the semi-join FilterAncPC have to use the self-and inherited-lists and the size of these lists is not bounded by d. We discuss an example of such a situation in Appendix C.
• If Ta is repeating, the size of the stack of the partialjoins StackTreeDesc and StackTreeAnc is not bounded by d. Table 3 summarizes which binary join algorithms satisfy the linear time complexity condition (TC) (Definition 2) and the linear space complexity condition (TS) (Definition 3) with respect to the properties of Ta. Using the algorithms BuildPlanPred and BuildPlanCore, all semi-joins in an FP plan are always processed before all partial-joins. Since only the partial-joins can produce repeating streams, we do not analyse properties of semi-joins if Ta is repeating. We also do not explicitly analyse properties of the novel StackTreeAncSrt (see Section 4.1) since it has the same properties as StackTreeAnc. Ta is  Algorithm  simple  recursive repeating   TC  SC  TC  SC  TC  SC semijoins Table 3 : Linear time and space complexity conditions of the binary join algorithms for Ta Using the Table 3 and Lemmas 6.1 and 6.2, we can now derive several classes of queries for which the binary join approach is optimal. Lemma 6.3. (Optimal predicate processing). The binary join approach is optimal to process a predicate if there is not an edge with the following properties: (i) having the PC relationship, and (ii) not lying on a path from the root to the output predicate node, and (iii) having the recursive stream of the parent query node.
Proof. A predicate is processed only by the semi-join algorithms (see Algorithm 2) . An edge with the PC relationship not lying on a path between the root and the output predicate node leads to the usage of FilterAncPC. This is the only semi-join algorithm not having the linear space complexity with respect to d if Ta is recursive.
Theorem 1. (TPQ with one output query node). The binary join approach is optimal to process a TPQ with one output query node if there is not an edge: (i) with the PC relationship, and (ii) not lying on a path from the root to the output query node, and (iii) having the recursive stream of the parent query node.
Proof. Theorem 1 directly follows Lemma 6.3 since each TPQ with one output query node is a predicate itself.
Theorem 2. (TPQ with more output query nodes). The binary join approach is optimal for a TPQ with more output query nodes if (i) it is optimal for all predicates, and (ii) the query core is a path, and (iii) the streams of the core query nodes are not recursive.
Proof. Let us first prove Theorem 2 for a query where all core query nodes are output. Each edge in the query core is then processed by StackTreeAnc (see Algorithm 3) . If the query core is a path, Ta for each StackTreeAnc is computed by semi-joins of a predicate, therefore Ta is not repeating. Only T d can be computed by another StackTreeAnc and, therefore, it can be repeating. Since Ta is not repeating and not recursive, it is simple.
If there are non-output query nodes, each edge in the query core, where the parent is a non-output query node, is processed by StackTreeDesc (see Algorithm 3). The output stream To of StackTreeDesc, where Ta and T d are simple, is also simple since a data node from T d can be joined with at most one data node from Ta. Since Ta of StackTreeDesc is the output of (a predicate or another StackTreeDesc), Ta is simple. If Ta is simple for each partial-join in an FP plan, the binary join approach is optimal.
Example 6.1. In Figure 7a , there is a query Q4 without non-output query nodes. The whole query is the query core itself and it is a path. The corresponding plan is depicted in Figure 7b . Let us consider that the streams of all query nodes are non-recursive. In such a case, the inputs of all StackTreeAnc partial-joins are simple. Therefore, the binary approach processing the FP plan for Q4 is optimal.
Example 6.2. The query Q5 in Figure 8a is also a query core itself and it is a path, however, #b and #c are nonoutput query nodes. The corresponding FP plan is depicted in Figure 8b . Ta of StackT reeDesc2 is the output of StackT reeDesc1. Assuming that the streams for #b and #c are non-recursive, each data node of #c is joined with at most one data node of #b. Therefore the output of StackT reeDesc1 is non-recursive and non-repeating, i.e., it is simple. Since Ta of all partial-joins are simple, the binary approach processing the FP plan for Q5 is optimal. Let us compare the optimality of our binary join approach and the holistic join approaches. Every holistic join is optimal when a query contains only AD relationships [7] . A holistic join approach is optimal also for a TPQ if all streams corresponding to the query nodes having the PC relationship are non-recursive [3] . When compared to the novel optimality of binary join approach, the only difference is that the optimality of holistic approaches is not influenced by the number of non-output query nodes.
EXPERIMENTAL RESULTS
In this section, we experimentally demonstrate weak and strong aspects of binary and holistic join approaches under certain conditions. Both holistic join (HJ) and binary join (BJ) approaches are implemented in our native database management system called RadegastXDB (RXDB)
2 . Both approaches use the same index data structure (see Section 2.5) and no cost-based optimizer is included. Let us recall that we select the GTPStack holistic join [3] as a representative of the state-of-the-art holistic algorithms.
We employed three typical data collections with various characteristics and sizes, these collections are commonly used in many approaches [17, 10, 12, 3] . XMark [19] is a wellknown XML benchmark representing a synthetic database of auctions. An XML document of auctions can be generated with the factor f that controls the size of the document; we used two factors: f = 1 and f = 10. The structure of the document is rather regular with a few recursive tags. SwissProt [22] is a real database of protein sequences with annotations; its structure is quite irregular without any recursive tags. TreeBank [22] is a real database of partially encrypted English sentences; it is characterized by a highly recursive and irregular structure. TreeBank is the smallest collection, but it is the most complicated collection from the query processing perspective due to its highly recursive nature. An overview of the most important statistics of these collections can be found in Table 4 . We also show the size of the index data structures in RXDB. For each data collection, we generated 50 unique twig patterns combining the AD and PC relationships. By a twig pattern we mean a TPQ without a specification of nonoutput and output query nodes. Some important statistics of these twig patterns are shown in Table 5 , the complete list of the twig patterns can be found in Appendix E. For each twig pattern p, we randomly generated n queries where n is the number of query nodes in p, such that each query has a different number of output query nodes. Finally, there are 314 queries for XMark, 291 queries for SwissProt, and 351 queries for TreeBank. The twig patterns were generated such that each setting of output or non-output query nodes produces a non-empty result, i.e., the selectivity is greater than zero. We compute the selectivity of a query by the following formula:
where Nout is the total number of distinct data nodes in the result of the query and Nin is the total number of data nodes in streams specified by output query nodes. The experiments were performed on a machine with Intel Xeon E5-2690@2.9 GHz processor and the Microsoft Windows Server 2008 R2 Datacenter (SP1) operating system. During the experiments, the index data structures of RXDB were completely loaded in the main memory.
Non-output and Output Query Nodes
The purpose of this experiment is to show how the number of non-output and output query nodes affects the processing time of HJ and BJ. A typical example is demonstrated in Figure 9 . For the demonstration, we used the twig pattern TB18 with 7 query nodes, therefore, 7 queries with the different number of output query nodes have been tested.
We can see that the processing time of HJ is nearly the constant, while the processing time of BJ depends on the number of output query nodes. For a query with one output query node, BJ uses only semi-join algorithms and it , where no is the number of output query nodes and n is the total number of query nodes in a query. The values on the vertical axis represent the relative speed-up of BJ compared to HJ; it is computed as > 1. We can see that the lower value of ρ means the lower processing time of BJ compared to HJ. This is consistent with the analysis in Section 6: the more output query nodes there are in a query, the more repeating streams appear in the corresponding FP plan, and therefore, the binary join approach becomes non-optimal. On the other hand, the optimality of HJ does not depend on the number of output query nodes. The Figure 10 also compares our binary join approach with another binary join aproach presented in [26] , where all query nodes are always output. The relative speed up of [26] to HJ can be therefore approximated by t HJ t BJ where ρ ∈ (.8; 1]. For such a range of ρ, the performance of BJ is the worst. We can see that considering the non-output query nodes means a more efficient query processing.
Intermediate Result Sizes
In this experiment, we focus on the size of the intermediate storage of the binary join approach, since it is often identified as a weak aspect of binary join approaches in the literature. By the intermediate storage we mean all dynamic data structures used by binary joins in an FP plan: stacks, inherited-lists, and self-lists. For each query, we measured µ which represents the maximum number of data nodes in the intermediate storage.
Summarized results are shown in Figure 11 . For five ranges of ρ in the horizontal axis, we computed arithmetic means of µ for each data collection separately. We can observe that for a small ρ ∈ (0; .2], in the worst case, there are approximately 10 data nodes in the intermediate storage at one time of the query processing. For ρ ∈ (.8; 1], the value of µ is approximately 100 -5,000. The higher ratio of output query nodes ρ means using of partial-joins in the FP plan, which causes repeating streams that have a negative impact on the space complexity (see Section 6). In Table 6 , we show max(µ) of queries with one and all output query nodes. For the queries where µ = max(µ), we include the result size and the number of output query nodes no. In the last column, we show a ratio of max (µ) Table 6 : Maximum intermediate storage sizes
For the queries with one output query node, we can see that the intermediate storage includes rather small numbers of data nodes. In the worst case, max(µ) = 59 (for TreeBank), it is approximately 3 × more than the number of data nodes in the result. Let us note that the number of data nodes in the result does not represent the byte size of the result. In this paper, the node label consists of 3 integer numbers, i.e., 12 bytes. In such a case, the byte size of the intermediate storage is never higher than 59 × 12 = 708 bytes.
For the queries where all query nodes are output, max(µ) is significantly higher than in the case of queries with one output query node. In the worst case, max(µ) = 79, 341 (approximately 1 MB of memory) for SwissProt, it is almost 4 × more than the number of data nodes in the result. Such a value shows a typical disadvantage of a binary join approach for some data collections and queries: the large intermediate result can be produced even if the final result is small. However, we can see that this behavior is observed only for one data collection in the experiment. Moreover, considering 12 bytes as the label size, then the worst case memory size necessary during the query processing is less then 1 MB which can be easily accommodated in the L2 cache of CPU.
The results also show that considering the non-output query nodes significantly reduces the intermediate storage size.
Query Selectivity
This experiment is focused on the processing time of BJ and HJ on queries with different selectivity. The results are presented in Figure 12 , where the horizontal axis represents specific ranges of the selectivity and the values on the vertical axis represent the relative speed-up of BJ compared to HJ; it is computed as As a result, the lower the selectivity σ is, the more HJ outperforms BJ. On all data collections, HJ performs better when σ < 0.01. On the other hand, for higher values of σ, BJ outperforms HJ. For example, on the XMark collection (both factors), for queries where σ is close 1, BJ is almost 3.5× faster than HJ. HJ performs better on high-selective queries, since it uses a more aggressive forwarding of the input streams of data nodes. For low-selective queries, BJ gives better results since it utilizes more simple logic to advance the input streams.
Query Plans
In Section 5, we proposed the algorithm BuildPlanPred to build an FP plan for a query predicate. The algorithm can iterate through children of a query node in an arbitrary order and, therefore, it can generate a number of FP plans. This experiment shows that the processing times of different FP plans for a query do not vary too much. We tested queries with one output node for TreeBank where at least 12 different FP plans could be generated. TB03  TB06  TB11  TB14  TB22  TB26  TB27  TB29  TB36  TB38  TB40  TB44 .096
Figure 13: Processing different query plans
The results are depicted in Figure 13 with box plots of the processing times of BJ using different FP plans (the processing times of HJ are also included). We can see that the processing times of different plans vary within a few (less than 15) milliseconds. As we can observe in most of the queries, the whole box plots are either above or bellow the time of HJ, which means that the processing time of BJ is usually either better or worse than the processing time of HJ, no matter what plan is used. We repeated the same experiment over the other collections (XMark and SwissProt) with similar results. The results show that it is possible to use BuildPlanPred even without any cost-based optimizer.
Comparison of Native XML DBMSs
Finally, we compared our native XML database management system RXDB with other commonly used systems: BaseX 4 (BX) and MonetDB with an XQuery front-end 5 (MDB). In the experiment, we compared our novel algortihms with other existing implementations of a TPQ processing. Summarized results are shown in Table 7 : the values represent total processing times of all testing queries in seconds. We can see that the best overall performance on all data collections is given by our RXDB using the binary join approach (R-BJ); R-BJ is approximately 2 -5× faster than MDB and by an order of magnitude faster than BX. R-HJ gives a worse overall performance compared to R-BJ, but it can process particular queries with a high ratio of output query nodes or highly-selective queries more efficiently (see Section 7.1 and Section 7.3, respectively). Table 7 : Total query processing times (s) Table 8 shows processing times of queries processed on XMark (f = 10) and TreeBank listed in Appendix F. The first 5 queries on both collections have one output query node, the other 5 queries have all output query nodes. The lowest time for each query is highlighted. We can see that the relative speed-up of R-BJ and R-HJ over MDB or BX is similar for all the queries. However, for queries with all output nodes on TreeBank, R-HJ gives lower processing times than R-BJ, which supports our analysis in Section 6. 
Collection BX MDB R-BJ R-HJ

CONCLUSION
In this article, we introduced a new binary join approach processing a TPQ with defined output and non-output query nodes using an FP plan; considering output and non-output query nodes supports the XQuery semantics, which leads to a more efficient query processing in many cases. We also showed that it is not necessary to integrate a cost-based optimizer in the approach since the performance of all individual plans is rather similar. Moreover, we proved that for a certain class of TPQs such an FP plan has the linear time complexity with respect to the size of the input and output and the linear space complexity with respect to the XML document depth (i.e., the same complexity as the holistic join approaches). We experimentally compared the binary approach with a state-of-the-art holistic approach (GTPStack ) for 4 data collections with different characteristics: although we showed that our binary approach overcomes GTPStack when the average processing time is considered, we put forward that GTPStack performs more efficiently for the low-selective queries for all data collections (up-to the selectivity 0.05) and for the queries with a higher ratio of non-output query nodes for two data collections. As a result, an optimal XQuery processor should include both types of approaches to select one of them considering the query selectivity and the ratio of non-output query nodes.
In the experiments, we also compared the binary approach with another FP plan-enabling binary approach and with other commonly used XML database management systems. In the case of the comparison with another binary approach, we mainly showed that the consideration of non-output query nodes increases the query processing time up-to 2.5×. When compared with the other XML database management systems, our approach lowers the average query processing time from 2× to 17×. In the experiments, we also showed that the intermediate result sizes of our binary approach did not exceed 1 MB in the worst case although the high intermediate result sizes of binary join approaches are often criticized in the literature.
APPENDIX A. PROBLEMATIC ORDER OF FOR CLAUSES
In Figure 14a , we see a query Q6 for which there is not any TPQ whose pre-order traversal of the output query nodes matches the order of the 'for' clauses. If we processed Q6 by a TPQ in Figure 14b , the result would be sorted by (#a, #b, #d, #c) and an additional sorting would be necessary. To the best of our knowledge, in the literature, there is no binary or holistic join approach with focus on the processing of such queries without an additional sorting of the result. 
B. PROPERTIES OF A QUERY CORE
In this section, we prove that in a query core, each nonoutput query node has exactly one child. This follows from a property of a real XQuery query: for each pair of output query nodes, their nearest common ancestor is also an output query node.
We give a proof by contradiction. Let qi be a non-output core query node. Let qa and q b be core query nodes such that qi is their parent. Then qa and q b lie on a path between two output query nodes (see the definition of a query core in Section 2). Therefore, in subtrees of qa and q b there must be output query nodes qo a and qo b , respectively. However, qi is the nearest common ancestor of qo a and qo b and, therefore, it has to be an output query node.
C. SUBOPTIMAL QUERY PROCESSING FOR RECURSIVE STREAM
In this section, we discuss an example where the binary join approach is not optimal to process a query because of a recursive stream Ta and the unbounded size of the selfand inherited-lists of the StackTreeAnc algorithm. Let us process the query Q7 in Figure 15b on the document in Figure 15a . The plan of Q7 is depicted in Figure 15c and we see that it consists only of one partial-join algorithm StackTreeAnc. The operator starts with reading the data nodes a1 and a2. Since a2 is a descendant of a1, the stream Ta is recursive and both data nodes are put on the stack. After that, the algorithm reads the data nodes b1 · · · bn and it determines that all pairs [a2, b1] · · · [a2, bn] should be output. However, these pairs cannot be output until a1 is popped out from the stack. This is because of the possibility that there is a data node bx following a2 that will be joined with a1. Since StackTreeAnc is an ancestor-sorted partial-join, it has to produce the result sorted by ancestors, i.e., it has to first output all pairs joined with a1. Therefore, [a2, b1] · · · [a2, bn] are not output immediately. Instead, they are placed into the self-list of a2. The situation is depicted in Figure 16 .
self-list: ∅, inherited-list: ∅ stack Figure 16 : StackTreeAnc after reading of bn After the reading of bn, a2 can be popped out from the stack and its self-list is added into the inherited-list of a1. Subsequently, bx is read and [a1, bx] is then added into the self-list of a1. Finally, a1 is popped out from the stack and its self-list and inherited-list are enumerated to the output, respectively.
In Figure 16 , we can see that there are possibly many pairs [a2, b1] · · · [a2, bn] that have to be stored in the self-list of a2. The number of pairs is not bounded by the depth of the document, therefore, the binary join approach is not optimal to process the query Q7 on the document in Figure 15a .
D. PROCESSING OF GTP
In [10] a generalized twig pattern (GTP) is introduced. Such a query model supports the XQuery semantics in many aspects. Apart from a specification of output and nonoutput query nodes, it defines aggregation query nodes which correspond to 'let' clauses. Moreover, it supports boolean formulas with 'or' and 'not' connectives. In this section, we discuss how to extend our binary join approach to support such a model. Let us note that RXDB (our prototype of a native XML database) supports the GTP.
D.1 'let' Clauses
Let us call aggregation query nodes the query nodes which correspond to the 'let' clauses. In Figure 17a , we see an example of such a query. The corresponding GTP is depicted in Figure 17b , where the aggregation query nodes are squared, i.e., #e is the only aggregation query node. The processing of the aggregation query nodes is similar to the processing of output query nodes. However, in a principle, there are two differences:
1. In Section 2.4, we defined a table as an array of tuples of data nodes. When the aggregation query nodes are considered, the columns corresponding to such query nodes contain sets of data nodes. The result of Q8 on the document in Figure 1a is depicted in Table 9 . We see, the cells in the column #e contain sets of data nodes.
#a #c #e a1 c1 e1, e2 a1 c2 e1, e2 a2 c3 e3 Table 9 : The result of the query Q8
2. Since the sets of data nodes corresponding to the aggregation query nodes can be empty, we need to introduce an outer partial-join. Otherwise we could loose some of the results of the 'for' clauses. In Line 20 of BuildPlanCore (see Algorithm 3), if c is an aggregation query node, we need to introduce an outer version of the ancestor-sorted partial-join StackTreeAncSrt. The implementation the partial-join is straightforward: all tuples of Ta are always retained, even if there are no corresponding tuples in T d .
D.2 Boolean Formulas
The TPQ model defined in Section 2.1 can be used to process only XQuery queries with conjunctive boolean formulas, i.e., boolean formulas where only 'and' connectives appear. However, in many real-world queries, we can also find 'or' and 'not' connectives. An example of such a query can be found in Figure 18a . In the corresponding GTP (see Figure 18b) , we see that #d is labeled with a boolean formula that has to be satisfied between #f and #c. To process a query node q labeled with a boolean formula, we introduce a generalized version of FilterAncPC such that it can have more input streams T d . Each T d corresponds to one child query node of q, nevertheless, it still has one input stream Ta. Before a data node a of Ta is output, we check whether the boolean formula is satisfied between the corresponding data nodes of the streams T d . We can observe that such an approach brings some similarities with a holistic join algorithm, since the generalized version of FilterAncPC processes more than two streams at once. 
E.3 TreeBank
