In dynamic panel data (DPD) models, thegeneralized method of moments (GMM) estimation gives efficient estimators. However, this efficiency is affected by the choice of the initial weighting matrix. In practice, the inverse of the moment matrix of the instruments has been used as an initial weighting matrix which led to a loss of efficiency. Therefore, we will present new GMM estimators based on optimal or suboptimal weighting matrices in GMM estimation. Monte Carlo study indicates that the potential efficiency gain by using these matrices. Moreover, the bias and efficiency of the new GMM estimators are more reliable than any other conventional GMM estimators.
This paper is organized as follows. Section II provides the model and reviews the conventional DIF, LEV, and SYS estimators. Section III presents the new GMM estimators. While section IV contains the Monte Carlo simulation study. Finally, section V offers the concluding remarks.
II. RELATED WORK
Consider a simple DPD process of the form = , −1 + + , = 1, … , ; = 1, … , .
Under the following assumptions: (i) arei.i.dacross time and individuals and independent of and 1 with = 0, = 2 . (ii) are i.i.d across individualswith = 0, = 2 .
(iii) The initial observations satisfy 1 = 1− + 1 for = 1, … , ,where 1 = ,1− ∞ =0 and independent of . Assumptions (i) and (ii) are the same as in Blundell and Bond [6] , while assumption (iii) has been developed by Alvarez and Arellano [3] . Stackingequation(1) over time, we obtain
where = 3 , … , ′ , ,−1 = 2 , … , , −1 ′ , = 3 , … , ′ , with = + .
Given these assumptions, we get three types of GMM estimators. These include DIF, LEV, and SYS estimators. In general, the GMM procedure used the suggested weighting matrix to get the one-step estimation, and then used the residuals from one-step estimation as a weighting matrix to get the two-step estimation.
In model (2) , the individual effect ( ) caused a severe correlation between the lagged endogenous variable ( ,−1 ) and the error term ( ). So, to eliminate this effect, Arellano and Bond [4] have used the first differences as:
where ∆ = 3 − 2 , … , − , −1 ′ , ∆ ,−1 = 2 − 1 , … , , −1 − , −2 ′ , and ∆ = 3 − 2 , … , − , −1 ′ , and then they showed that ′ ∆ = 0,
where
Using (4) as the orthogonal conditions in the GMM, Arellano and Bond [4] constructed the one-step first-difference GMM (DIF1) estimatorfor , which is given by 
where = ′ , and is a (T -2)×(T -1) first-difference operator matrix
To get the two-step first-difference GMM (DIF2) estimator, the moment conditions are weighted by
where∆ i arethe fitted residuals from DIF1estimator.
Blundell and Bond [6] showed that when is close to unity and/or 2 / 2 increases the instruments matrix (5) becomes invalid. This means that the first-difference GMM estimator has weak instruments problem.
Arellano and Bover [5] suggested a new method to eliminate the individual effect from instrumental variables. They considered the level model (2) and then showed that the instrumental variables matrix
which is not contains individual effect and satisfied the orthogonal conditions
Using (11), Arellano and Bover's [5] one-step level GMM (LEV1) estimator is calculated as:
To get the two-step level GMM (LEV2) estimator, similarly as in DIF2 estimator, the moment conditions are weighted by
where i arethe fitted residuals from LEV1estimator.
Blundell and Bond [6] proposed a system GMM estimator in which the moment conditions of the first-difference GMM and level GMM are used jointly to avoid weak instruments and improved the efficiency of the estimator. The moment conditions used in constructing the system GMM estimator are given by
where, = ∆ ′ , ′ ′ and is a 2(T -2) × (T -2) (T +1)/2 block diagonal matrix given by
Using (15), the one-step system GMM (SYS1) estimator is calculated as:
To get the two-step system GMM (SYS2) estimator,the moment conditions are weighted by
where are the fitted residuals from SYS1estimator.
III. NEW LEV AND SYS GMM ESTIMATORS
In this section, we present the new GMM estimators, depending on the optimal weighting matrix for LEV estimator, and suboptimal weighting matrices for SYS estimator, through the use of these matrices as new weighting matrices in GMM estimation, and then we get new GMM estimators. The new GMM estimators are more efficiency than the conventional GMM (LEV and SYS) estimators.
In level GMM estimation, Youssefetal. [12] showed that is an optimal weighting matrix only in the case of 2 = 0, i.e. no individual effects case, and they presented an optimal weighting matrix for LEV estimator, in general case, as:
Note that the use of the weighting matrix can be described as inducing cross-sectional heterogeneity through , and also can be explained as partially adopting a procedure of generalized least squares to the level estimation. So using , instead of , certainly improve the efficiency of level GMM estimator. So, we will present an alternative LEV estimator depending on the optimal weighting matrix, , as given in (21). The optimal one-step weighted LEV (WLEV1) estimator is given by To obtain the two-step weighted LEV (WLEV2) estimator, we will suggest the following weighting to the moment conditions:
where are residuals from WLEV1 estimator. Note that, we use −2 in (24) to improve the efficiency of WLEV2, as will be shown in our simulation results below. In system GMM estimation, Windmeijer [11] showed that the optimal weighting matrix for SYS estimator has only been obtained in case of 2 = 0, and this matrix is given by:
and is a ( − 2) square matrix:
Youssef etal. [12] presented the following suboptimal weighting matrices:
So, we will present two alternatives for SYS estimators as:
(a) One-step and two-step weighted SYS (WCJSYS1 and WCJSYS2) estimators which depending on instead of matrix. (b) One-step and two-step weighted SYS (WJSYS1 and WJSYS2) estimators which depending on instead of matrix.
In addition to the above, we will propose other alternatives SYS (WCSYS1 and WCSYS2) estimators by using , which given in (25), instead of matrix to study the performance of these estimators, especially when 2 > 0.
In practice,the variance ratio, , is unknown. So we will use the suggested estimates by Jung and Kwon [9] for 2 and 2 :
where∆ are the residuals fromDIF1 estimator which given in (6) . While 2 is given by
where and ∆ are residuals from first-difference and level equations in SYS1 estimator, which given in (17), respectively. Abonazel [1] studied the performance of = 2 2 and showed that in cases of < 5 the bias of , Bias ( ), close to zero, while in the case of increasing (specifically when ≥ 5) the Bias ( ) increases significantly, especially when increases and is close to one.
IV. MONTE CARLO SIMULATION RESULTS
In this section, we illustrate the small and moderate samples performance of different GMM estimation procedures that are considered according to their weighting matrices. Monte Carlo experiments were carried out based on the following data generating process:
where~(0, 2 ) is independent across , ~(0,1) is independent across and , and such that they are independent of each other.We generate the initial conditions 1 as
where 1~ (0, 1 2 ) , independent of both and with variance 1 2 that chosen to satisfy covariance stationarity.Since, is characterized by 2 2 , so we choose 2 = 0, 0.5, 1, and 25. Throughout the experiments, = 50, 100, and nine parameter settings (i.e., = 0.2, 0.5, 0.9 and = 5, 10, 15) are simulated. For all experiments we ran 1000 replications and all the results for all separate experiments are obtained by precisely the same series of random numbers.
To compare the small and moderate samples performance, the six different GMM estimation procedures are considered according to their weighting matrix. Specifically, LEV1(2), WLEV1(2), SYS1(2), WCSYS1(2), WCJSYS1(2), and WJSYS1 (2) . Moreover, we calculate the bias and root mean squared error (RMSE) for each GMM estimator. The bias and RMSE for a Monte Carlo experiment are calculated by 
where is the true value for , −1 parameter in (32), and is the estimated value for . The results are given in Tables 1 to 6 . Specifically, Tables 1 and 2 From Tables 1 and 2, We can note that in case of = 0, the bias and RMSE values for conventional level GMM (LEV1, LEV2) estimators equivalent to the bias and RMSE values for weighted level GMM estimators (WLEV1, WLEV2), the reason that when = 0 lead to −2 ≅ −2 . Unless = 0, WLEV2 estimator is smaller in bias and RMSE than other level GMM estimators, which indicates that the use of as a weighting matrix for level GMM estimator lead to improve the efficiency for this estimator. Moreover, the bias and RMSE for LEV1, LEV2, WLEV1, and WLEV2 estimators in Table 2 are smaller than the bias and MSE in Table 1 because the sample size was increased from 50 to 100. From Tables 3 to 6 , as in results level GMM estimation, we can note that in case of = 0, the bias and RMSE values for SYS1 and SYS2 equivalent to the bias and RMSE values for WJSYS1 and WJSYS2. Moreover, WCSYS2 estimator is smaller in bias and RMSE (when = 0 only) than other system GMM estimators. But when 0 < ≤ 1, we find that SYS2 and WJSYS2 are smaller in bias and RMSE than other system GMM estimators. Moreover, when ≥ 5, WCJSYS2 and WJSYS2 estimators are the smallest in bias and RMSE evenin the case of increasing and is close to one. Moreover, the bias and RMSE for all system GMM estimators in Tables 5 and 6 are smaller than the bias and MSE in Tables 3 and 4 because the sample size was increased from 50 to 100.
V. CONCLUSION
We can summarize the main conclusions in the following points: 1. The bias and RMSE of all GMM estimators are increased with increasingby .While the bias and RMSE of weighted GMM estimatorsshow a much slower increase whenever increased. Consequently, we conclude that the weighted GMM estimators are more efficiency than the conventional GMM estimators especially when ≥ 5.
2. In case of = 0, the bias and RMSE values for the conventional level GMM (LEV1, LEV2) estimators equivalent to the bias and RMSE values for the weighted level GMM (WLEV1, WLEV2) estimators. Therefore, not any advantage of use the suggested weighting matrices in this case. While in system GMM estimation, when = 0, the WCSYS2 estimator performs very well compared with othersystem GMM estimators.
3. In general, the WLEV2 and WJSYS2 estimators perform very well when compared with otherlevel andsystem GMM estimators, respectively, in terms of bias and RMSE for all values of , , and . Theoretically, since system GMM estimation use many instruments about level GMM estimation, thus WJSYS2 estimator is more
