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A HELSON MATRIX WITH EXPLICIT EIGENVALUE
ASYMPTOTICS
NAZAR MIHEISI AND ALEXANDER PUSHNITSKI
Abstract. A Helson matrix (also known as a multiplicative Hankel matrix) is
an infinite matrix with entries {a(jk)} for j, k ≥ 1. Here the (j, k)’th term de-
pends on the product jk. We study a self-adjoint Helson matrix for a particular
sequence a(j) = (
√
j log j(log log j)α))−1, j ≥ 3, where α > 0, and prove that
it is compact and that its eigenvalues obey the asymptotics λn ∼ κ(α)/nα as
n → ∞, with an explicit constant κ(α). We also establish some intermediate
results (of an independent interest) which give a connection between the spectral
properties of a Helson matrix and those of its continuous analogue, which we
call the integral Helson operator.
1. Introduction
1.1. Background: Hankel matrices. We start our discussion by recalling rel-
evant facts from the theory of Hankel matrices. Let {b(j)}∞j=0 be a sequence of
complex numbers. A Hankel matrix is an infinite matrix of the form
H(b) = {b(j + k)}∞j,k=0,
considered as a linear operator in ℓ2(Z+), Z+ = {0, 1, 2, . . . }. One of the key
examples of Hankel matrices is the Hilbert matrix, which corresponds to the choice
b(j) = 1/(j + 1). It is well known that the Hilbert matrix is bounded (but not
compact). From the boundedness of the Hilbert matrix by a simple argument one
obtains
b(j) = o(1/j), j →∞ ⇒ H(b) is compact.
A natural family of compact self-adjoint Hankel operators of this class was con-
sidered in [12]. To state this result, we need some notation. For a compact
self-adjoint operator A, let us denote by {λ+n (A)}∞n=1 the non-increasing sequence
of positive eigenvalues (enumerated with multiplicities taken into account), and
let λ−n (A) = λ
+
n (−A).
Theorem A. [12] Let b(j) be a sequence of real numbers defined by
b(j) = 1/(j(log j)α), j ≥ 2;
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the choice of b(0) and b(1) (or of any finite number of b(j)) is not important. Then
the eigenvalues of the Hankel matrix H(b) have the asymptotic behaviour
λ+n (H(b)) =
κ(α)
nα
+ o(n−α), λ−n (H(b)) = O(n
−α−1), n→∞, (1.1)
where κ(α) is an explicit coefficient:
κ(α) = 2−απ1−2αB( 1
2α
, 1
2
)α, (1.2)
and B(·, ·) is the standard Beta function.
Remark. For negative eigenvalues, this result is stated in a slightly weaker form
in [12]: λ−n (H(b)) = o(n
−α). However, following the logic of the proof of our
main result below, it is easy to see that in fact the estimate O(n−α−1) is valid in
Theorem A.
1.2. Helson matrices. In this paper, we consider an analogous question in the
class of Helson matrices (also known as multiplicative Hankel matrices). These
are infinite matrices of the form
M(a) = {a(jk)}∞j,k=1,
considered as linear operators in ℓ2(N). Here the (j, k)’th entry depends on the
product of indices jk rather than on the sum j+ k. Helson matrices are a natural
object in the theory of Hardy spaces of Dirichlet series, in the same way as Hankel
matrices are naturally related to the theory of classical Hardy spaces. The study
of Helson matrices was initiated in the pioneering paper [6]; see also the book [14]
and a recent survey [9].
The multiplicative Hilbert matrix is a Helson matrix corresponding to the se-
quence
a(j) = 1/(
√
j log j), j ≥ 2
(there are variants of this definition, see [10]; this notion has not become stan-
dardised yet). It is bounded and not compact, and its spectral properties are fully
analogous to the classical Hilbert matrix, see [3, 10]. Similarly to the Hankel case,
it is not difficult to see that
a(j) = o(1/(
√
j log j)), j →∞ ⇒ M(a) is compact.
In this paper, we consider a family of compact modifications of the multiplicative
Hilbert matrix. Our main result is
Theorem 1.1. Let α > 0, and let a(j) be the sequence of real numbers given by
a(j) = 1/(
√
j log j(log log j)α)
for all sufficiently large j (the choice of finitely many values a(j) is not important).
Then the Helson matrix M(a) is compact and its sequence of eigenvalues obeys the
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asymptotics
λ+n (M(a)) =
κ(α)
nα
+ o(n−α), λ−n (M(a)) = O(n
−α−1), n→∞, (1.3)
where κ(α) is given by (1.2).
Thus, we have a natural family of Helson matrices M(a(α)), parameterised by α,
such that M(a(α)) ∈ Sp if and only if p > 1/α. Here Sp is the standard Schatten
class, see Section 1.6 below.
Below we describe the key ideas of the proof of Theorem 1.1; some of them may
be of an independent interest. In order to do this, we need some definitions.
1.3. Integral Hankel and Helson operators. First we recall the definition of a
classical object: integral Hankel operators. For a complex valued kernel function,
or more generally a distribution, b on R+, we denote by H(b) the integral Hankel
operator in L2(R+), formally defined by
H(b) : f 7→
∫
∞
0
b(x+ y)f(y)dy.
Clearly, integral Hankel operators are continuous analogues of Hankel matrices.
Below we only consider bounded and compact Hankel operators. We use boldface
font to denote integral operators (and their kernels).
Next, for a complex valued function or distribution a on (1,∞), let us consider
an integral operator in L2(1,∞), defined by
M(a) : f 7→
∫
∞
1
a(ts)f(s)ds, t ≥ 1.
It will be convenient to callM(a) an integral Helson operator (this is not a standard
term). We regard M(a) as a continuous analogue of the Helson matrix M(a).
Observe that by an exponential change of variables, M(a) reduces to an integral
Hankel operator. More precisely, let V be the unitary operator
V : L2(R+)→ L2(1,∞), (V f)(t) = 1√
t
f(log t), t > 1, (1.4)
then
V ∗M(a)V = H(b), b(x) = a(ex)ex/2, x > 0. (1.5)
Spectral theory of integral Hankel operators is very well developed, and below we
will use some available results for eigenvalue estimates and asymptotics of such
operators to deduce the corresponding statements for integral Helson operators.
Note that althoughM(a) can be reduced to an integral Hankel operator through
the exponential change of variable t = ex, no such “change of variable” exists on
integers, and therefore in general there is no simple reduction of Helson matrices
to Hankel matrices.
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1.4. The strategy of the proof. Consider the integral Helson operator M(a)
with the kernel function a ∈ C∞([1,∞)) which satisfies
a(t) = t−1/2(log t)−1(log log t)−α, t ≥ t0 > e. (1.6)
Clearly, the sequence a of Theorem 1.1 is the restriction of the function a onto N
(up to finitely many terms). It will be convenient to have some notation for the
operation of restriction onto integers. If a is a continuous function on (1,∞), let
r(a) denote the sequence
r(a)(j) =
{
0, j = 1,
a(j), j ≥ 2. (1.7)
We will prove that the operators M(a) and M(r(a)) have the same leading order
asymptotics of both positive and negative eigenvalues. This reduces the question to
the spectral analysis of M(a). Further, as already discussed, relation (1.5) reduces
the spectral analysis of M(a) to that of the integral Hankel operator H(b) with
b(x) = ex/2a(ex) = x−1(log x)−α, x ≥ x0 > 1. (1.8)
This two step reduction procedure can be illustrated by the diagram
M(r(a)) → M(a) → H(b). (1.9)
The integral operator H(b) is a continuous analogue of the Hankel matrix in
Theorem A. The eigenvalues of H(b) satisfy the same asymptotic relation as (1.1),
i.e.
λ+n (H(b)) =
κ(α)
nα
+ o(n−α), λ−n (H(b)) = O(n
−α−1), n→∞, (1.10)
where κ(α) is the same as in (1.2); this is again a result of [12]. Thus, reduction
(1.9) together with (1.10) will yield a proof of Theorem 1.1.
1.5. Further details and the structure of the paper. While the second re-
duction in (1.9) is straightforward, the first reduction is technically a little more
involved; we proceed to explain it. We split the sequence a into two terms
a(j) = a0(j) + a1(j).
Here a0 is a sequence which has the same asymptotics as a, but is given by a
convenient integral representation; a1 is the error term. More precisely, let us
describe the choice of a0.
We use the fact that (see [5]) for any 0 < c < 1, one has the Laplace transform
asymptotics∫ c
0
|log λ|−αe−xλdλ = x−1(log x)−α(1 +O((log x)−1)), x→∞.
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Substituting x = log t and multiplying by t−1/2, we obtain∫ c
0
|log λ|−αt− 12−λdλ = t−1/2(log t)−1(log log t)−α(1 +O((log log t)−1)), t→∞.
Now let w(λ) = |log λ|−αχ(λ), where χ ∈ C∞(R+) is a non-negative function
such that χ(λ) = 1 for all sufficiently small λ > 0 and χ(λ) = 0 for λ ≥ 1. We set
a0(t) =
∫
∞
0
t−
1
2
−λw(λ)dλ, a1(t) = a(t)− a0(t), t > 1, (1.11)
where the function a is given by (1.6). Then, by the above calculation,
a1(t) = O(t
−1/2(log t)−1(log log t)−α−1), t→∞.
Further, with the notation (1.7), we set a0 = r(a0) and a1 = r(a1).
In Section 2, we will prove that M(a0) is unitarily equivalent to M(a0), up to
a negligible term, and as a consequence, the spectral asymptotics of these two
operators coincide to all orders. In fact, we will prove a more general statement
(see Theorem 2.1): if a0 is given by the integral representation (1.11) then, for a
fairly general class of weights w, the Helson integral operator M(a0) is unitarily
equivalent to the Helson matrix M(r(a0)), up to a negligible term.
In Section 3, we will reduce the spectral estimates forM(a1) to those for M(a1).
More precisely, in Theorem 3.2 we prove that the linear operator M(a) 7→M(r(a))
is bounded in Schatten classes Sp for 0 < p ≤ 1, i.e. one has the estimate
‖M(r(a))‖Sp ≤ Cp‖M(a)‖Sp, 0 < p ≤ 1.
This statement might be of an independent interest. By using real interpolation,
we obtain the implication
sn(M(a)) = O(n
−α−1), n→∞ ⇒ sn(M(r(a))) = O(n−α−1), n→∞,
for any α > 0, where sn are singular values (see Section 1.6 below).
Thus, using somewhat different technical tools, we reduce the analysis of both
Helson matrices M(a0) and M(a1) to the corresponding integral Helson operators
M(a0) and M(a1). Next, we set, as in (1.5),
bi(x) = e
x/2ai(e
x), i = 0, 1, (1.12)
and use the available results from [12, 13] which give
λ+n (H(b0)) = κ(α)n
−α + o(n−α), n→∞,
sn(H(b1)) = O(n
−α−1), n→∞
(we also have H(b0) ≥ 0 and so λ−n (H(b0)) = 0 for all n). Finally, in Section 4, we
use standard spectral stability results to combine these two relations to complete
the proof of Theorem 1.1.
6 NAZAR MIHEISI AND ALEXANDER PUSHNITSKI
We represent this refined explanation of our proof by the following diagram:
M(a) = M(a0) +M(a1);
M(a0)→M(a0)→ H(b0)→ [12]: asymptotics
M(a1)→M(a1)→ H(b1)→ [13]: estimates
}
(stability)⇒ Theorem 1.1.
1.6. Notation: Schatten classes. We denote by {sn(A)}∞n=1 the non-increasing
sequence of the singular values of a compact operator A, i.e. sn(A) = λ
+
n (
√
A∗A).
Recall that for 0 < p <∞, the Schatten class Sp consists of all compact operators
A such that
‖A‖Sp :=
(
∞∑
n=1
sn(A)
p
) 1
p
<∞.
We will write S∞ to denote the class of compact operators. Observe that ‖A‖Sp is
a norm for p ≥ 1 and a quasi-norm for 0 < p < 1. For 0 < p < 1, the usual triangle
inequality fails in Sp but the following “modified triangle inequality” holds:
‖A +B‖p
Sp
≤ ‖A‖p
Sp
+ ‖B‖p
Sp
, 0 < p < 1, A, B ∈ Sp. (1.13)
For 0 < p < ∞ and 0 < q ≤ ∞, the Schatten-Lorentz class Sp,q consists of all
compact operators A such that
‖A‖Sp,q :=

(
∞∑
n=1
sn(A)
q(1 + n)q/p−1
) 1
q
<∞, q <∞,
sup
n∈N
(1 + n)1/psn(A) <∞, q =∞.
It is evident that Sp,p = Sp for every 0 < p < ∞. The classes Sp,∞ are known
as weak Schatten classes and have the property that A ∈ Sp,∞ if and only if
sn(A) = O(n
−1/p), n→∞.
We denote S0 = ∩p>0Sp. This is the class of all operators A such that sn(A) =
O(n−c) as n→∞ for any c > 0.
1.7. Notation: unitary equivalence modulo kernels. If Aj is a bounded
operator in a Hilbert space Hj for j = 1, 2, we will say that A1 and A2 are
unitarily equivalent modulo kernels and write A1 ≈ A2, if the operators
A1|(KerA1)⊥ and A2|(KerA2)⊥
are unitarily equivalent. It is well known that for any bounded operator A (acting
from a Hilbert space to a possibly different Hilbert space), one has
A∗A ≈ AA∗. (1.14)
We will frequently use this relation in the following situation: if A is compact,
then (1.14) implies that sn(A
∗A) = sn(AA
∗) for all n.
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2. M(a) ≈M(r(a)) up to error term
2.1. Overview. In this section, we prove
Theorem 2.1. Let w be a non-negative bounded function on R+ with bounded
support. Let
a(t) =
∫
∞
0
t−
1
2
−λw(λ)dλ, t > 1, (2.1)
and let a(j) = a(j), j ∈ N. Then we have M(a) ≥ 0 and M(a) ≥ 0. Further,
there exist self-adjoint operators A and B in L2(R+) such that
M(a) ≈ A, M(a) ≈ B, A− B ∈ S0.
In combination with standard results on the stability of spectral asymptotics,
Theorem 2.1 shows that if M(a) and M(a) are compact, then the eigenvalue
asymptotics of these operators coincide to all orders. This is precisely what we
need in our setting — see Section 4.
Although our primary interest in this paper is to compact Helson matrices,
Theorem 2.1 can be used in the non-compact context as well. Indeed, in combi-
nation with the Weyl theorem on the invariance of the essential spectrum with
respect to compact perturbations, this result shows that the non-zero parts of the
essential spectra of M(a) and M(a) coincide. Similarly, in combination with the
Kato-Rosenblum theorem, this result shows that the absolutely continuous parts
of M(a) and M(a) are unitarily equivalent. Variants of this reasoning have been
used in [3, 10] in order to analyse the multiplicative Hilbert matrix.
2.2. Reduction to weighted integral Hankel operator. We start by recalling
a theorem from [9] which establishes a unitary equivalence modulo kernels between
a Helson matrix M(a), where a has an integral representation of the type (2.1),
and a weighted integral Hankel type operator w1/2H(ζ(·+1))w1/2 with the integral
kernel
w(x)1/2ζ(x+ y + 1)w(y)1/2, x, y > 0
in L2(R+), where ζ is the Riemann zeta function.
Lemma 2.2. Let w ∈ L∞(R) ∩ L1(R) be a non-negative function, and let
a(j) =
∫
∞
0
j−
1
2
−λw(λ)dλ, j ≥ 1.
Then the Helson matrix M(a) is a bounded non-negative operator on ℓ2(N). Let
ζ1(x) = ζ(x+ 1). Then w
1/2H(ζ1)w
1/2 is bounded on L2(R) and
M(a) ≈ w1/2H(ζ1)w1/2.
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Proof. This was proven in [9], but for completeness we repeat the proof.
First let us check that w1/2H(ζ1)w
1/2 is bounded. Recall that the Carleman
operatorH(1/x), i.e. the integral Hankel operator with the kernel function b(x) =
1/x, is bounded on L2(R+) and has norm π. Next, we have an elementary estimate
0 ≤ ζ(x+ 1)− 1 =
∞∑
j=2
j−x−1 ≤
∫
∞
1
dt
tx+1
=
1
x
,
and so for b(x) = ζ(x+ 1)− 1, we obtain the estimate ‖H(b)‖ ≤ π. Further, we
have
w1/2H(ζ1)w
1/2 = w1/2H(b)w1/2 + (·, w1/2)w1/2,
where the second term denotes the rank one operator in L2(R+) with the integral
kernel w(x)1/2w(y)1/2. Since w ∈ L1(R) ∩ L∞(R), both terms here are bounded:
‖w1/2H(b)w1/2‖ ≤ π‖w1/2‖2L∞ = π‖w‖L∞, ‖(·, w1/2)w1/2‖ = ‖w1/2‖2L2 = ‖w‖L1.
We obtain that w1/2H(ζ1)w
1/2 is bounded.
Next, consider the operator
N : L2(R+)→ ℓ2(N), f 7→
{∫
∞
0
j−x−
1
2w(x)1/2f(x)dx
}
∞
j=1
,
defined initially on the dense set of functions f ∈ L2(R+) with support separated
away from zero. We claim that N is bounded and w1/2H(ζ1)w1/2 = N ∗N . This
is a direct calculation:
(N f1,N f2)ℓ2(N) =
∞∑
j=1
∫
∞
0
∫
∞
0
j−1−x−yw(x)1/2w(y)1/2f1(x)f2(y)dx dy
=
∫
∞
0
ζ(x+ y + 1)w(x)1/2w(y)1/2f1(x)f2(y)dx dy
= (w1/2H(ζ1)w
1/2f1, f2)L2(R+),
which proves our claim.
Further, let us compute the adjoint N ∗:
N ∗ : ℓ2(N)→ L2(R+), u = {uj}∞j=1 7→ w(x)1/2
∞∑
j=1
ujj
−
1
2
−x, x > 0.
Then for u, v ∈ ℓ2(N) we have
(N ∗u,N ∗v)L2(R+) =
∫
∞
0
w(x)
( ∞∑
j,k=1
(jk)−
1
2
−xujvk
)
dx
=
∞∑
j,k=1
a(jk)ujvk = (M(a)u, v)ℓ2(N).
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This calculation proves that M(a) is bounded and M(a) = NN ∗.
To summarise: for a bounded operator N , we have proven the identities
w1/2H(ζ1)w
1/2 = N ∗N , M(a) = NN ∗.
This shows that w1/2H(ζ1)w
1/2 ≈M(a), as required. 
2.3. Reduction to a weighted Carleman operator.
Lemma 2.3. Let w be as in Theorem 2.1. Then
w1/2H(ζ1)w
1/2 − w1/2H(1/x)w1/2 ∈ S0.
Proof. We will need one well-known statement: if b is a restriction of a Schwartz
class function onto R+, then the integral Hankel operator H(b) is in S0. This fact
follows easily from Theorem 3.3 below.
Step 1: First we would like to replace ζ(1+x) in the integral kernel of w1/2H(ζ1)w
1/2
by a simpler function h with the same singularity at x = 0. Let β > 0 be suffi-
ciently large so that suppw ⊂ [0, β]; we choose
h(x) = e−βx/x, x > 0.
Our aim at this step is to prove that the error term arising through this replacement
is negligible, i.e.
w1/2H(ζ1)w
1/2 − w1/2H(h)w1/2 ∈ S0.
Since the zeta function ζ(z) has a simple pole at z = 1 with residue one and
converges to 1 as O(2−z) when z → +∞, we conclude that the function
h˜(x) = ζ1(x)− h(x)− 1, x > 0,
is a restriction of a Schwartz class function onto R+. It follows that H(h˜) ∈ S0.
Thus,
w1/2H(ζ1)w
1/2 − w1/2H(h)w1/2 = w1/2H(h˜)w1/2 + (·, w1/2)w1/2 ∈ S0;
here the last term is the rank one operator with the integral kernel w(x)1/2w(y)1/2.
Step 2: Now it remains to prove that
w1/2H(1/x)w1/2 − w1/2H(h)w1/2 ∈ S0. (2.2)
Let L be the Laplace transform in L2(R+),
L[f ](x) =
∫
∞
0
e−xλf(λ)dλ.
Observe that 1/x−h(x) = L[1(0,β)](x), where 1(0,β) is the characteristic function of
the interval (0, β). Thus, the operator in (2.2) can be written as w1/2L1(0,β)Lw1/2.
Since w is bounded and w1/2 = w1/21(0,β), it suffices to prove that 1(0,β)L1(0,β) ∈
S0. Let U be the unitary operator
U : L2(0, β)→ L2(R+), Uf(x) =
√
βe−x/2f(βe−x), x > 0.
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A straightforward calculation shows that
U1(0,β)L1(0,β)U∗ = H(k),
where the kernel function k is given by
k(x) = βe−x/2 exp(−β2e−x), x > 0.
Clearly, k is a Schwartz class function (to be precise, a restriction of a Schwartz
class function onto the positive half-axis). Thus, H(k) ∈ S0 and so, by unitary
equivalence, we obtain 1(0,β)L1(0,β) ∈ S0. 
2.4. Reduction to M(a) and completing the proof.
Lemma 2.4. Let w ∈ L∞ ∩ L1. Then w1/2H(1/x)w1/2 ≥ 0 and
w1/2H(1/x)w1/2 ≈M(a),
with a as in (2.1).
Proof. This argument is well known in the context of integral Hankel operators.
We have
w1/2H(1/x)w1/2 = w1/2LLw1/2 = (w1/2L)(w1/2L)∗ ≈ (w1/2L)∗(w1/2L) = H(b),
where b = L[w]. Now it remains to observe that, with V as in (1.4), we have, by
(1.5),
VH(b)V ∗ = M(a),
with
a(t) = t−1/2b(log t) = t−1/2
∫
∞
0
e−λ log tw(λ)dλ =
∫
∞
0
t−1/2−λw(λ)dλ,
as required. 
Proof of Theorem 2.1. Combining Lemmas 2.2, 2.3 and 2.4, we obtain the required
statement with A = w1/2H(ζ1)w
1/2 and B = w1/2H(1/x)w1/2. 
3. The map M(a) 7→ M(r(a)) is bounded in Sp for p ≤ 1
3.1. Overview. Below for M(a) ∈ Sp, 0 < p ≤ 1, we will associate with a its
restriction r(a). In order for this restriction to make sense, we need a preliminary
statement, the proof of which is given in Section 3.3:
Lemma 3.1. If M(a) ∈ S1, then the kernel function a(t) is continuous in t > 1.
Before continuing, let us fix some notation: throughout the remainder Cp (or
occasionaly C ′p) will denote a constant which only depends on p but whose precise
value may change from line to line.
Our main result in this section is:
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Theorem 3.2. (i) Assume that M(a) is bounded and belongs to the Schatten
class Sp with 0 < p ≤ 1. Then M(r(a)) is also in Sp, with the norm bound
‖M(r(a))‖Sp ≤ Cp‖M(a)‖Sp. (3.1)
(ii) Assume that M(a) is bounded and belongs to the Schatten-Lorentz class Sp,q
with 0 < p < 1 and 1 ≤ q ≤ ∞. Then M(r(a)) is also in Sp,q, with the norm
bound
‖M(r(a))‖Sp,q ≤ Cp‖M(a)‖Sp,q .
We will only need the case q =∞ of part (ii) of the theorem.
In Sections 3.2–3.4 after some preliminaries, we prove part (i) of the theorem.
The proof uses V. Peller’s description of Hankel operators of the class Sp, 0 < p ≤
1. In Sections 3.5–3.6 we use real interpolation to deduce part (ii) of the theorem.
3.2. Eigenvalue estimates for integral Hankel operators. For f ∈ L1(R) +
L2(R), its Fourier transform is defined as usual by
f̂(ξ) :=
∫
∞
−∞
f(x)e−2πixξ dx, ξ ∈ R.
Throughout this section, we let w ∈ C∞0 (R) be a function with the properties
w ≥ 0, suppw = [1/2, 2] and
∞∑
n=−∞
w(x/2n) = 1, for all x > 0.
For n ∈ Z, let wn(x) = w(x/2n) and for a function b ∈ L1loc(R+) set
bn(x) := b(x)wn(x), x ∈ R, (3.2)
so that
b̂n(ξ) = (b̂ ∗ ŵn)(ξ), ξ ∈ R,
where ∗ denotes convolution. Clearly, we have
b(x) =
∞∑
n=−∞
bn(x), x > 0, (3.3)
where for every x > 0, at most two terms of the series are non-zero.
Let us recall the necessary and sufficient conditions for the Schatten class inclu-
sion H(b) ∈ Sp.
Theorem 3.3. [8, Theorem 6.7.4] Let b ∈ L1loc(R+) and let p > 0. The estimate
Cp‖H(b)‖pSp ≤
∞∑
n=−∞
2n‖b̂n‖pLp(R) ≤ C ′p‖H(b)‖pSp (3.4)
holds, so that H(b) ∈ Sp if and only if the series in (3.4) converges.
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The convergence of the series in (3.4) means that b̂ belongs to the homogenous
Besov class B
1/p
p,p (R).
3.3. Preliminary statements.
Proof of Lemma 3.1. Using the unitary equivalence (1.5) reduces the question to
the following one: if H(b) ∈ S1, then the kernel function b(x) is continuous in
x > 0. This statement is known, and the proof is evident: if bn is as in (3.2),
then by Theorem 3.3, we have b̂n ∈ L1(R) for all n, and so in the series (3.3) each
function bn is continuous. 
A key ingredient of the proof of Theorem 3.2 is a (scaled) classical inequality
of Plancherel and Polya [11, 4] which states that if f ∈ Lp(R) for p > 0 and
supp f̂ ⊂ [0, N ], N > 0, then
∞∑
m=−∞
|f(m/N)|p ≤ CpN‖f‖pLp(R).
Lemma 3.4. Let v ∈ L1(R) ∩ Lp(R), 0 < p ≤ 1, and assume that the function
a(t) =
∫
∞
−∞
v(ξ)t−
1
2
+2πiξdξ, t > 0, (3.5)
satisfies the condition supp a ⊂ [1, eN ] for some N ∈ N. Then for a = r(a), the
Helson matrix M(a) satisfies the estimate
‖M(a)‖p
Sp
≤ CpN‖v‖pLp(R).
Proof. Condition supp a ⊂ [1, eN ] means that we may regardM(a) as an [eN ]×[eN ]
matrix ([eN ] is the integer part of eN ); we will use this throughout the proof.
1) Let p = 1. Equation (3.5) implies that
a(jk) =
∫
∞
−∞
v(ξ)(jk)−
1
2
+2πiξdξ. (3.6)
This can be interpreted as an integral representation forM(a) in terms of rank one
[eN ]× [eN ] matrices {(jk)− 12+2πiξ}[eN ]j,k=1. The trace norm of these rank one matrices
is easy to compute:∥∥∥{(jk)− 12+2πiξ}[eN ]j,k=1∥∥∥
S1
=
[eN ]∑
j=1
|j− 12+2πiξ|2 =
[eN ]∑
j=1
1
j
≤ 1 +N.
Substituting this estimate into (3.6), we get
‖M(a)‖S1 ≤
∫
∞
−∞
|v(ξ)|
∥∥∥{(jk)− 12+2πiξ}[eN ]j,k=1∥∥∥
S1
dξ ≤ (N + 1)‖v‖L1(R).
2) Let 0 < p < 1. Since the triangle inequality in Sp is no longer valid in this
case, we have to use the modified triangle inequality (1.13). This forces us to use
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sums instead of integrals in estimates. In particular, we need a series representation
substitute for (3.6). We claim that a can be represented as
a(t) =
1
N
∞∑
m=−∞
v(m/N)t−
1
2
+2πim
N , t > 1, (3.7)
where the series converges absolutely and satisfies
∞∑
m=−∞
|v(m/N)|p ≤ CpN‖v‖pLp(R). (3.8)
In order to justify this, we set b(x) = ex/2a(ex); then (3.5) means that b̂ = v.
Since suppb ⊂ [0, N ], we can expand b in the orthonormal basis
N−1/2e2πix
m
N , m ∈ Z
in L2(0, N). This yields
b(x) =
1
N
∞∑
m=−∞
e2πix
m
N
∫ N
0
b(y)e−2πiy
m
N dy =
1
N
∞∑
m=−∞
e2πix
m
N v(m/N).
Changing the variable x = log t and coming back to a(t), we obtain (3.7). Since
suppb ⊂ [0, N ], we can apply the Plancherel-Polya inequality, which gives (3.8).
The same inequality with p = 1 ensures the absolute convergence of the series in
(3.7) and justifies the above calculation.
3) The representation (3.7) yields
a(jk) =
1
N
∞∑
m=−∞
v(m/N)(jk)−
1
2
+2πim
N , j, k ∈ N.
This is an expansion of M(a) in a series of rank one operators. As on step 1 of
the proof, we have ∥∥∥{(jk)− 12+2πimN }Nj,k=1∥∥∥
Sp
≤ (N + 1).
Applying the modified triangle inequality for Sp and using (3.8), we get
‖M(a)‖p
Sp
≤ N−p
∞∑
m=−∞
|v(m/N)|p(N + 1)p ≤ CpN‖v‖pLp(R),
as required. 
3.4. Proof of Theorem 3.2(i). Let b(x) = ex/2a(ex), bn(x) = b(x)wn(x) and
an(t) = t
−1/2bn(log t), n ∈ Z, where wn are the functions defined in Section 3.2.
Clearly, we have
a(t) =
∞∑
n=−∞
an(t), t > 1. (3.9)
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From the unitary equivalence (1.5), we see that ‖M(a)‖Sp = ‖H(b)‖Sp. Hence by
Theorem 3.3 we have
∞∑
n=−∞
2n‖b̂n‖pLp(R) ≤ Cp‖M(a)‖pSp . (3.10)
Fix n ∈ N. We have supp an ⊂ [exp(2n−1), exp(2n+1)] ⊂ [1, exp(2n+1)], and
an(t) = t
−1/2bn(log t) = t
−1/2
∫
∞
−∞
b̂n(ξ)e
i2πξ log tdξ =
∫
∞
−∞
b̂n(ξ)t
−
1
2
+i2πξdξ.
Also, by (3.10) with p = 1, we have b̂n ∈ L1(R). Thus, we can apply Lemma 3.4
with N = 2n+1, which yields
‖M(r(an))‖pSp ≤ Cp2n‖b̂n‖pLp(R).
Now from (3.9) we have
M(r(a)) =
∞∑
n=−∞
M(r(an));
applying the modified triangle inequality (1.13) for Sp, we obtain
‖M(r(a))‖p
Sp
≤
∞∑
n=−∞
‖M(r(an))‖pSp ≤ Cp
∞∑
n=−∞
2n‖b̂n‖pLp(R).
Combining this with (3.10), we obtain the required estimate (3.1). 
3.5. Real interpolation. We now wish to show that the restriction mapM(a) 7→
M(r(a)) is bounded between the Schatten-Lorentz classes Sp,q, when p < 1 and
1 ≤ q ≤ ∞. To arrive at this we will use the real interpolation method (the
“K-method”). We will quickly review this, but refer the reader to [1, §3.1] for the
details.
A pair of quasi-Banach spaces (X0, X1) are called compatible if they are both
continuously included into the same Hausdorff topological vector space. Real inter-
polation between a compatible pair of quasi-Banach spaces X0 and X1 produces,
for each 0 < θ < 1 and 1 ≤ q ≤ ∞, an intermediate quasi-Banach space which is
denoted (X0, X1)θ,q and which satisfies X0∩X1 ⊆ (X0, X1)θ,q ⊆ X0+X1, with con-
tinuous inclusions. In addition, if (X0, X1) and (Y0, Y1) are two pairs of compatible
quasi-Banach spaces and A is a bounded linear map from X0 to Y0 and from X1
to Y1 then A will be bounded from (X0, X1)θ,q to (Y0, Y1)θ,q for each 0 < θ < 1 and
1 ≤ q ≤ ∞.
An important result that we will make use of is the reiteration theorem: if
(X0, X1) are a compatible pair of quasi-Banach spaces, then for 0 ≤ θ0 < θ1 ≤ 1
and 0 < q0, q1 <∞
((X0, X1)θ0,q0, (X0, X1)θ1,q1)θ,q = (X0, X1)(1−θ)θ0+θθ1,q, (3.11)
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where we interpret (X0, X1)0,q and (X0, X1)1,q to be X0 and X1 respectively.
Of particular relevance to us are the following interpolation spaces: for 0 < p0 <
p1 ≤ ∞ and 0 < q ≤ ∞
(Sp0,Sp1)θ,q = Sp,q,
1
p
=
1− θ
p0
+
θ
p1
. (3.12)
3.6. Interpolation spaces of Hankel and Helson operators. Let HSp,q de-
note the set of integral Hankel operators of class Sp,q, and let us write HSp for
HSp,p. We claim that HSp,q is a closed subspace of Sp,q for all 0 < p, q ≤ ∞.
This is a straightforward consequence of the following characterisation of integral
Hankel operators [7, Part B, Section 4.8, page 273]. For λ > 0, let Sλ denote the
right shift by λ on L2(R+) — that is,
Sλ : L
2(R+)→ L2(R+), Sλf(x) =
{
f(x− λ), x ≥ λ,
0, x < λ.
Then, for a bounded operator A on L2(R+), one has A = H(b) for some distribu-
tion b on (0,∞) if and only if
ASλ = S
∗
λA for all λ > 0.
One has a description for the interpolation spaces (HSp0,HS∞)θ,q, see [8, The-
orem 6.4.1]:
(HSp0,HS∞)θ,q = HSp,q, p =
p0
1− θ . (3.13)
It is worth noting that although [8, Theorem 6.4.1] is stated for Hankel matrices,
the same argument also works for integral Hankel operators.
Similarly, let us write MSp,q and MSp to denote the set of integral Helson
operators of class Sp,q and Sp respectively. Since the unitary equivalence (1.5)
provides an isomorphism between HSp,q and MSp,q it immediately follows from
(3.13) that
(MSp0 ,MS∞)θ,q = MSp,q, p =
p0
1− θ . (3.14)
We are now in a position to conclude the proof of Theorem 3.2.
Proof of Theorem 3.2(ii). Fix 0 < p0 < 1. Then by (3.14), for any p1 > p0, we can
write MSp1 = (MSp0 ,MS∞)θ1,p1 for some 0 < θ1 < 1. It then follows from the
reiteration theorem (3.11) that
(MSp0 ,MSp1)θ,q = (MSp0 ,MS∞)θθ1,q = MSp,q, (3.15)
where p is given by (3.12).
By (3.1), the linear map M(a) 7→ M(r(a)) is bounded from MSp0 to Sp0 and
from MS1 to S1. It then follows from (3.12) and (3.15) that it is also bounded
from MSp,q to Sp,q for every p0 < p < 1 and 1 ≤ q ≤ ∞. This completes the proof.

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4. Proof of Theorem 1.1
4.1. Preliminaries. Here we collect three results from other sources that will
be needed below for the proof. The first one is the stability of the eigenvalue
asymptotic coefficient, which is is standard in spectral perturbation theory.
Lemma 4.1. [2, §11.6] Let A and B be compact self-adjoint operators and let
γ > 0. Suppose that sn(A− B) = o(n−γ) as n→∞. Then
lim sup
n→∞
nγλ+n (A) = lim sup
n→∞
nγλ+n (B),
lim inf
n→∞
nγλ+n (A) = lim inf
n→∞
nγλ+n (B).
Of course, similar relations hold true for negative eigenvalues λ−n .
Next, we need a result from [12] on the spectral asymptotics of integral Han-
kel operators. Roughly speaking, we need the eigenvalue asymptotics (1.10) for
integral Hankel operators H(b) with the kernel as in (1.8) — this is one of the
main results of [12]. However, at the technical level, we need this result not for the
kernel function b of (1.8), but for the kernel function b0 of (1.12), which has the
same asymptotics as b but is given by the suitable integral representation. This
happens to be one of the intermediate results of [12], which fits our purpose.
Lemma 4.2. [12, Lemma 3.2] Let w(λ) = |log λ|−αχ(λ), where χ ∈ C∞(R+) is
a non-negative function such that χ(λ) = 1 near λ = 0 and χ(λ) = 0 for λ ≥ 1.
Consider the kernel function
b0(x) =
∫
∞
0
w(λ)e−xλdλ, x > 0.
Then the corresponding integral Hankel operator H(b0) is non-negative, compact
and has the spectral asymptotics
λ+n (H(b0)) = κ(α)n
−α + o(n−α), n→∞.
Finally, we will need a result from [13] (which ultimately relies on Theorem 3.3),
which gives estimates on singular values for integral Hankel operators with kernels
that behave, roughly speaking, as O(x−1(log x)−γ). For γ > 0, denote
m(γ) =
{
[γ] + 1 if γ ≥ 1/2,
0, if γ < 1/2.
(4.1)
Theorem 4.3. [13, Theorem 2.7] Let γ > 0 and let m = m(γ) be the integer given
by (4.1). Let b be a complex valued function, b ∈ L∞loc(R+); if γ ≥ 1/2, suppose
also that b ∈ Cm(R+). Assume that b satisfies
b(ℓ)(x) = O(x−1−ℓ|log x|−γ) as x→ 0 and as x→∞, (4.2)
for all ℓ = 0, . . . , m(γ). Then
sn(H(b)) = O(n
−γ), n→∞.
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4.2. Proof of Theorem 1.1. We use the notation of Section 1.5. More precisely,
a(t) is a smooth function that satisfies (1.6) for large t and b(x) is the correspond-
ing Hankel kernel function (1.8). Further, χ ∈ C∞(R+) is a non-negative function
such that χ(λ) = 1 for all sufficiently small λ > 0 and χ(λ) = 0 for λ ≥ 1, and
w(λ) = |log λ|−αχ(λ). The kernel functions a0 and a1 are given by (1.11) and the
corresponding Hankel kernels b0, b1 are given by (1.12); finally, a0 = r(a0) and
a1 = r(a1). Recall that we have
M(a) =M(a0) +M(a1).
1) Let us prove that the Helson matrix M(a0) is compact, non-negative and has
the spectral asymptotics
λ+n (M(a0)) = κ(α)n
−α + o(n−α), n→∞. (4.3)
Lemma 4.2 provides the asymptotics of the required type forH(b0). By the unitary
equivalence between M(a0) and H(b0), we have
λ+n (M(a0)) = λ
+
n (H(b0))
for all n, and so M(a0) obeys the same spectral asymptotics. Finally, we use
Theorem 2.1 with a = a0 and a = a0. By the unitary equivalence modulo kernels,
we have
λ+n (M(a0)) = λ
+
n (A), λ
+
n (M(a0)) = λ
+
n (B),
for all n, where A and B are the operators in the statement of Theorem 2.1. Now
since A−B ∈ S0, by Lemma 4.1, we have
lim sup
n→∞
nαλ+n (A) = lim sup
n→∞
nαλ+n (B)
for all α > 0, and similarly for lim inf. This gives the required asymptotics for
λ+n (A) and so for λ
+
n (M(a0)). The non-negativity M(a0) ≥ 0 is given again by
Theorem 2.1.
2) Let us prove that the Helson matrix M(a1) is compact and satisfies the
spectral estimates
sn(M(a1)) = O(n
−α−1), n→∞. (4.4)
By the choice of a1, we have that b1 is smooth on [0,∞) and
b1(x) = x
−1(log x)−α −
∫
∞
0
e−λxw(λ)dλ (4.5)
for all sufficiently large x. Let us check that b1 satisfies the hypothesis of Theo-
rem 4.3 with γ = α + 1. Since b1 is smooth near x = 0, we only need to check
(4.2) for x→∞.
We use the following well known fact [5]. Let 0 < c < 1, ℓ ∈ Z+, and
Iℓ(x) =
∫ c
0
|log λ|−γλℓe−λxdλ, x > 0.
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Then
Iℓ(x) = ℓ! x
−1−ℓ(log x)−α
(
1 +O((log x)−1)
)
, x→∞.
Now differentiating (4.5) ℓ times, we obtain
b
(ℓ)
1 (x) = (−1)ℓℓ! x−1−ℓ(log x)−α +O(x−1−ℓ(log x)−α−1)
− (−1)ℓ
∫
∞
0
e−λxλℓw(λ)dλ = O(x−1−ℓ(log x)−α−1), x→∞,
for all ℓ ≥ 0, which gives the required estimate (4.2) with γ = α + 1.
Thus, Theorem 4.3 yields the inclusion H(b1) ∈ Sp,∞ with p = 1/(α+1). By the
unitary equivalence (1.5), it follows that M(a1) ∈ Sp,∞. Applying Theorem 3.2(ii),
we obtain M(a1) ∈ Sp,∞, which is equivalent to the required estimate (4.4).
3) Now we can conclude the proof of the theorem. Let us apply the asymptotic
stability result Lemma 4.1 with A = M(a0) and B = M(a1). By (4.3), this gives
the asymptotics (1.3) for positive eigenvalues.
Let us discuss the estimate (1.3) for negative eigenvalues. By (4.4), we have
λ−n (M(a1)) = O(n
−α−1), n→∞. (4.6)
Since M(a0) ≥ 0, by the variational principle (see e.g. [2, Theorem 9.3.7]), we
obtain
#{n : λ−n (M(a)) > λ} ≤ #{n : λ−n (M(a1)) > λ}
for any λ > 0, which implies
λ−n (M(a)) ≤ λ−n (M(a1))
for any n. From here and (4.6) we obtain the estimate (1.3) for negative eigenval-
ues. 
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