Introduction
Let X be a non-reflexive Banach space. It may happen that all the elements x * * ∈ X * * \X somehow "look alike" when considered as affine functions on (B X * , w * ),
but it is not always so. The present work is an attempt to elucidate this question. We will be concerned with the study of the algebra of biconjugates of bounded operators on a Banach space X. We consider X as a subspace of its bidual X * * and write X ⊆ X * * without mentioning the canonical inclusion. Let B(X) denote the algebra of bounded operators on X, and ¡ (X) the subalgebra of B(X
What kind of spaces can be simple?
Let X be an infinite dimensional real or complex Banach space, which will in general be assumed to be separable. We denote by B X * the closed unit ball of the dual space X * , and by w * the weak-star topology on X * . Whenever X is separable, (B X * , w Notation 2.3. We recall here the definition of the oscillation rank ( [11] ) of a function f : K → where K is any compact metrizable set: osc(f, x) = inf sup x1,x2∈V
If F is any closed set in K, osc(f, x, F ) = osc(f | F , x). If now ε is any positive real number and α is any ordinal, define inductively the αth derivative of K by:
f,ε : osc(f, x, K
f,ε ) ε , and
f,ε if α is a limit ordinal.
Then let β K (f, ε) be equal to the infimum of the α's such that K (α) f,ε = ∅ if such an α exists, and to ω 1 otherwise. The oscillation rank β K (f ) of f with respect to K is defined by
With this definition, f is of Baire class 1 (f ∈ B 1 (X)) if and only if β K (f ) < ω 1 . Moreover, if (f n ) is a sequence of functions on K that converge uniformly to a function f on K, then β K (f ) sup n β K (f n ).
In our setting, K = (B X * , w * ) and whenever X does not contain 1 , β(x * * ) is countable for every element x * * of the bidual. Of course β(x * * ) = 1 exactly means that x * * belongs to X. There is a natural class of ¡ (X)-invariant subspaces associated to the oscillation rank: let ξ be any countable ordinal, and denote by B subspace of X * * . Thus if X is simple, the oscillation rank β is constant on X * * \ X.
The only thing to prove is that if x * * is any element in X * * \ X and T is a bounded operator on X, then β(T * * x * * ) β(x * *
). There is no loss of generality in assuming that the norm of T is smaller than 1. Let ε > 0 and F be any w * -closed subset of B X * . Then T * (F ) is also a w * -closed subset of B X * , and
x * * ,ε for every w * -closed subset of B X * . Since T * (B X * ) ⊆ B X * , a transfinite induction shows that for every ordinal α,
T * * x * * ,ε is also empty, and thus β(T * * x * * , ε)
β(x * * , ε). This yields that β(T * * x
The class DBSC(X) is far more interesting. It consists also of Baire-1 class functionals, but it bears no immediate relationship to the class considered above. Let us first recall some notation and facts about this class: i.e. x * * belongs to X. We have DBSC(X) ⊆ B 1 (X).
When the space X is separable, DBSC(X) coincides with the class LWUC(X), which stands for "limits of weakly unconditionally convergent series": x * * belongs to LWUC(X) if x * * is the w * sum of a weakly unconditionally convergent (w.u.c.) series x n of vectors of X. This means that x * * is the w * -limit in X * * of the partial sums n k=1
x k as n tends to infinity. We denote this by x * * = * x n . Recall that a series x n with x n in X is said to be w.u.c. if for every
In the sequel we will only retain the notation DBSC(X) when X is separable. But when considering dual spaces that are not necessarily separable, we will make use of the class LWUC(X * ) instead. The inclusions X ⊆ LWUC(X) ⊆ DBSC(X) remain true in either case. We include the simple proof since it yields a particular representation of an element x * * of LWUC(X) as a difference of bounded lower semicontinuous functions on B X * which will be of use in the sequel: suppose first that the space X is real, and let x n be a w.u.c. series such that x * * = * x n . Setting
, it is easy to check that f and g are two bounded lower semi-continuous functions on B X * such that x * * = f − g. If the space X is complex, it suffices to consider separately the real and imaginary parts:
Let us now recall a result, essentially due to Bessaga and Pelczynski (see for instance [15] , p. 98) which establishes a link between the existence of a non-trivial element in DBSC(X) and the existence of an isomorphic copy of c 0 in X: Theorem 2.6. Let X be a separable Banach space. The following assertions are equivalent:
(1) x * * belongs to DBSC(X);
(2) there exists a subspace Y of X which is isomorphic to c 0 such that x * * belongs to Y ⊥⊥ ⊆ X * * .
In particular X contains an isomorphic copy of c 0 if and only if DBSC(X) = X.
Bearing this is mind, it is easy to see the following:
Proposition 2.7. Let X be a separable Banach space. The linear space DBSC(X) is ¡ (X)-invariant, and thus its norm-closure DBSC(X) in X * * is also
As a consequence, if X is simple, then either DBSC(X) is norm-dense in X * * or DBSC(X) = X (i.e. X contains no isomorphic copy of c 0 ).
The first alternative will be the subject of Section 3, and some examples related to the case when DBSC(X) is trivial will be given in Section 4.
Consider now the classes B 1 (X * ) and LWUC(X * ): these are linear submanifolds of X * * * which contain X * and are invariant under any operator T * * * , T ∈ B(X).
Remembering that X * * * can be written as the topological sum X * * * = X * ⊕ X ⊥ where X ⊥ is the set of elements of X * * * which vanish on X, we consider
The pre-orthogonals E ⊥ and F ⊥ are then two closed subspaces of X * * which contain X and are ¡ (X)-invariant. Thus they are equal to either X or X * * if X is simple, and since F ⊥ ⊆ E ⊥ , one of the following assertions must hold:
respectively. The assertion (a) exactly means that X has property (X) of Godefroy and Talagrand [5] , see [6] ). For the reader's convenience, we recall here some facts about property (X): . For more about these questions, see [6] . If X is separable and simple, X * does not contain c 0 because otherwise X would contain a complemented copy of 1 (see for instance [15] , p. 103). Moreover (a) implies that X is reflexive, (b) implies that B 1 (X * ) ∩ X ⊥ is w * -dense in X ⊥ , and the assertion (c) means that X * is weakly sequentially complete. We have proved:
weakly sequentially complete.
It is important to remark here that the condition "
is much weaker than the condition " 1 → X * ". This distinction illustrates the following fact: whenever 1 → X * , X is unique predual of its dual X * and there exists a unique projection π of norm 1 of X * * * onto X * , which is the projection with
in X ⊥ " also implies that X is the unique predual of its dual X * , but in this case one can only assert that there exists a unique projection π of norm 1 of X * * * onto X * such that ker(π) is w * -closed, which is the projection with kernel X ⊥ . For instance
The space L 1 has property (X), but there exist infinitely many projections of norm 1 of
We will see examples of all this in Section 4.
Simplicity through the study of differences of bounded semi-continuous functions
We first present a stability property of simple spaces:
Lemma 3.1. Let X be a simple Banach space, and E any complemented subspace of X. Then E is also simple.
We derive simplicity from the transitivity of the action of ¡ (X) on the set X * * \X.
Recall that ¡ (X) is said to be 1-transitive on X * * \ X when for every elements x * * , y * * of X * * \ X, there exists an operator T ∈ B(X) such that T * * x * * = y * * . It is clear that whenever
of all what follows is:
In particular, c 0 is simple.
. Let x * * and y * * be two vectors of ∞ \ c 0 . Since x * * does not belong to c 0 , there exists an ε > 0 and a sequence (n k ) of integers such that for every k,
It is natural to study the transitivity of
each element of DBSC(X) \ X carries with him a good copy of c 0 , and mapping one element of DBSC(X)\X onto another exactly means mapping one element of ∞ \c 0 onto another. This is made precise by the following proposition:
. Let x * * 1 and x * * 2 be two vectors of DBSC(X) \ X. By Theorem 2.6, there exist two subspaces Y 1 and Y 2 of X isomorphic to c 0 such that for i = 1, 2 2 . Since Y 2 is isomorphic to c 0 and X is separable, the Sobczyk Theorem (see for instance [15] , p. 106) allows us to extend T to an operator T on X such that the restriction of T to Y 1 is equal to T . Now a simple computation shows that the restriction of T * * to Y ⊥⊥ 1 is equal to T * * and thus T * * x * * 1 = x * * 2 , which proves our claim. Theorem 3.4. Let X be a separable non-reflexive Banach space such that DBSC(X) is norm-dense in X * * . Then X is simple.
. Let x * * belong to X * * \X. There exists a bounded operator S : X → c 0 such that S * * x * * belongs to ∞ \ c 0 . Indeed, x * * is not w * -continuous on X * so there exists a sequence (x * n ) n 1 of vectors of X * such that (x * n ) tends w * to 0 and (x * * (x * n )) does not tend to 0. It then suffices to define S on X by Sx = (x * n (x)) n 1 . Since DBSC(X) = X, X contains a subspace E which is isomorphic to c 0 by an isomorphism L : Recall that a Banach space X is said to have property (u) when LWUC(X) = B 1 (X), i.e. when every Baire 1 class element x * * can be written as x * * = * x n , where x n is a weakly unconditionally converging series of vectors of X ( [18] , see also [16] , p. 31). If X is separable, X does not contain 1 and has property (u) if and only if DBSC(X) = X * * .
Corollary 4.1. If X is a separable Banach space not containing 1 and with property (u), then X is simple. In particular the following spaces are simple, as well as all their closed subspaces: (1) separable spaces which are M -ideals in their biduals; (2) separable Banach lattices with an order-continuous norm which do not contain 1 , in particular spaces with an unconditional basis which do not contain 1 .
(1) By [3] (see also [4] ), any space which is an M -ideal in its bidual has property (u). Note that this is also a consequence of a result of Rosenthal ([21] , [1] ) which states that X does not contain 1 and has (u) if and only if Y * is weakly sequentially complete for every subspace Y of X, and of the fact that spaces which are L-complemented in their bidual are weakly sequentially complete (see [6] ).
(2) Banach lattices with an order-continuous norm have property (u) (see [16] , p. 31).
Moreover, property (u) is hereditary (see [16] , p. 32), hence all closed subspaces of the spaces above are also simple. satisfy the second alternative of Proposition 2.8. The oscillation rank of non-trivial elements of X * * is equal to ω in this case ( [11] ), but the converse is not true: if every non-trivial element of X * * has an oscillation rank equal to ω, then for every element x * * of X * * , the restriction of x * * to B X * can be written as a uniform limit of a sequence (f n ) n 1 of differences of bounded semi-continuous functions on B X * (the limit is taken with respect to the sup norm on B X * ), but the functions f n are not assumed to be affine here, and hence x * * does not necessarily belong to DBSC(X).
Example 4.3. Let H be an infinite dimensional separable Hilbert space, and X = K(H) be the ideal of compact operators on H. It is proved in [12] , using special features of K(H), that K(H) is simple. We obtain this here directly as a consequence of Corollary 4.1, because K(H) is an M -ideal in its bidual B(H). See [7] for related examples of spaces which are u-ideals or h-ideals in their bidual. In particular if X and Y are separable non-reflexive spaces, X has property (V) of Pelczynski ([18] ) and Y does not contain c 0 , then X ⊕ Y is non-simple (this is a special case of Example 4.4). Recall that X has property (V) when it satisfies the following: for all Banach spaces Y and all operators T : X −→ Y which are not weakly compact, there is a subspace X 0 of X isomorphic to c 0 such that the restriction of T to X 0 is an isomorphism. In particular every non-reflexive space with (V) contains c 0 . Let us now derive a necessary and sufficient condition for spaces C(K) to be simple. Recall that if K is a metrizable scattered compact, then K is homeomorphic to a successor ordinal K = ω Proposition 4.7. Let K be an infinite compact metrizable space. The following assertions are equivalent:
. For the equivalence between (2) and (3) see [13] . The fact that (3) implies (1) is obvious. Suppose now that C(K) is simple. Then 1 → C(K) and thus K is scattered. Assume now that o(K) ω. We will first work out the case when K is equal to ω ω + 1 and show that C(ω ω + 1) is not simple.
It is known ( [9] , [1] ) that there exists a bounded function f on K which belongs to B 1 (K) \ B 1 2 (K), i.e. f is of Baire-class 1 but cannot be written as the limit of a sequence of differences of bounded semi-continuous functions on K. This function f induces an element x * * of C(K) * * by the formula x * * (µ) = K f dµ for every bounded regular Borel measure with finite variation on K. Let us show that x * * does not belong to DBSC(C(K)). Suppose that there exists a sequence (x n * * ) of DBSC(C(K)) such that x n * * − x * * tends to zero as n tends to infinity. Since K is countable, C(K) * * is isometric to ∞ (K) and there exist bounded functions f n on K such that for every µ ∈ M(K), x n * * (µ) = K f n dµ. For every point x in K, f n (x) = x n * * (δ x ). By Theorem 2.6, there exists a sequence (g
k dµ . The functions ϕ n and ψ n are bounded semi-continuous on the unit ball of M(K) with the w * -topology. In particular
k (x)). Now α n and β n are bounded semicontinuous functions on K, and sup
x n * * − x * * , which tends to zero as n goes to infinity. This contradiction shows that x * * is not an element of DBSC(C(K)), and this implies that DBSC(C(K)) cannot be equal to C(K) * * .
Since c 0 embeds in C(K), it cannot be equal to C(K) either:
If now K is a general scattered compact with o(K) ω, then K is homeomorphic to a successor ordinal K = ω Theorem (see for instance [24] , p. 160). By Lemma 3.1, C( K) is non-simple. This completes the proof.
Remark 4.8. If a Banach space X does not contain 1 and has property (u), then X has property (V). In view of this fact one might wonder whether every Banach space with (V) which does not contain 1 is simple. The above example shows that this is not the case, since every space C(K) has property (V) ( [18] ).
Spaces not containing c 0
Let us now say a few words concerning the second alternative of Proposition 2.7 when DBSC(X) is equal to X. We will be mainly concerned with quasi-reflexive spaces:
Proposition 4.9. Any quasi-reflexive space which is of codimension 1 in its bidual is simple, and the algebra ¡ (X) is even transitive on X * * \ X.
Example 4.10. Every quasi-reflexive space X which is of codimension 1 in its bidual satisfies the first assertion of Proposition 2.8, because X * does not contain 1 .
For instance the James space J ( [10] , see also [15] , p. 25) is simple. Since this space is isometric to its bidual, every non-trivial element of J * * has an oscillation rank equal to ω ( [23] ). Recall now that by Example 4.4, the space c 0 ⊕ J is non-simple. But every non-trivial functional of ∞ ⊕ J * * has an oscillation rank equal to ω. Thus the necessary condition of Proposition 2.4 cannot be sufficient.
Example 4.11. For every ordinal number γ < ω 1 there exists a separable quasireflexive space J γ of codimension 1 in its bidual such that every non-trivial element of J γ * * has an oscillation rank equal to γ ( [9] , see also [22] ). Whenever γ 1 and γ 2 are two distinct ordinals, the space J γ1 ⊕ J γ2 is not simple by Proposition 2.4.
We now construct non-simple Banach spaces with all conjugates separable. These spaces are moreover quasi-reflexive and of codimension 2 in their biduals: Example 4.12. We consider in this example a class of generalized James spaces J p for p ∈ (1, ∞) and show that whenever p > q, J p ⊕ J q is not simple. The space J p consists of all sequences (α n ) of scalars such that lim n→∞ α n = 0 and (α n ) p < ∞,
where the supremum is taken over all sequences n 1 < n 2 < . . . < n k of integers. With this definition, the standard unit vectors (e n ) form a shrinking basis of J p , and J p * * = J p ⊕ z * * p , where z * * p = (1, 1, . . .). Considering u n = e n − e n+1 , one obtains that (u n ) is a boundedly complete basis of J p which is not shrinking, and
where the supremum is taken over all sequences n 1 < n 2 < . . . < n m of integers. The dual space J * p is spanned by the biorthogonal functionals u * n to u n and the functional g p defined by g p n β n u n = ∞ n=1 β n . Moreover z * * p is the w * -limit of u n .
The original James space was defined for p = 2 ([10], see also [15] ). Additional information on the construction of generalized James spaces can be found in [2] and also in [8] , Chapter 6.
Let us prove now that there is no bounded linear operator T : J p → J q , for p > q such that T * * (z * * p ) = z * * q . This will imply that J * *
Aiming at a contradiction, assume that there is T such that T * * (z * *
The following is a standard method using a sliding hump argument. Without loss of generality we may assume that the vectors v
. Now there is a subsequence (n k ) k 1 such that the intervals [s n k , t n k ] are pairwise disjoint and moreover since g q (z * * q ) = 1, the following is true for k large enough:
Define elements
where the last inequality holds because {[s n k , t n k ] : k = 1, . . . , l} is a finite collection of disjoint intervals which is suitable for the computation of the norm of
. But this contradicts the continuity of T , since l can be chosen arbitrarily large and p > q. We finish this section with an example of a separable simple Banach space with non-separable dual:
Example 4.13. The James tree space JT (see [14] ) is simple. Let us sketch a proof of this: JT * * = JT ⊕ 2 (Γ), where Γ is the set of all branches of a dyadic tree. If P γ is a projection on the branch γ ∈ Γ, then P γ (JT ) J, where J is the James space. Therefore there is an isomorphism I γ1γ2 : P γ1 (JT ) → P γ2 (JT ). Define T γ1,γ2 = P γ1 • I γ1,γ2 . Let ¡ be the algebra generated by {T * * γ1,γ2 : γ 1 , γ 2 ∈ Γ}, and denote by 
Concluding remarks and questions
All the simple spaces we have met with in Section 4 (with the possible exception of the space JT ) satisfy in fact a stronger property: the algebra ¡ (X) is 1-transitive on X * * \ X. This can be reformulated in a convenient way by using the quotient space X * * /X: let us denote by x * * the class x * * + X of an element x * * of X * * in the quotient space X * * /X. Since every operator in S ∈ ¡ (X) leaves X invariant, ¡ (X) can be canonically embedded in B(X * * /X) by the homomorphism ϕ :
B(X * * /X) where ϕ(T * * ) is defined by ϕ(T * * ) : X * * /X → X * * /X x * * → T * * (x * * ).
Let us call the space X strictly simple when the algebra ϕ(¡ (X)) is strictly transitive on X * * /X, i.e. for every n-tuple of linearly independent vectors (x * * 1 , . . . , x n * * )
of X * * /X and every n-tuple of vectors (y * * 1 , . . . , y n * * ), there exists an operator T ∈ B(X) such that for i = 1 . . . n, ϕ(T )x * * i = y * * i . If X is a complex vector space and ϕ(¡ (X)) is 1-transitive, then ϕ(¡ (X)) is also strictly transitive (see for instance [19] , p. 62, for a proof of this, as well as for counterexamples to it when the underlying space is real). If X is strictly simple, then X is simple, and if ¡ (X) is 1-transitive on X * * \ X, X is strictly simple. For instance all the spaces considered in Corollary 4.1 are strictly simple. This is clear when the underlying space is complex, and it is a consequence of the following lemma when the space is real:
Lemma 5.1. Let X be a real Banach space and let X be its complexification. If X is strictly simple as a complex space, then X is strictly simple as a real space.
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. The space X consists of vectors x ⊕ y where x and y are vectors of X. Let x * * 1 , . . . , x n * * be n -linearly independent vectors of X * * /X, and y * * 1 , . . . , y n * * be n other vectors of X * * /X. Then the vectors x * * 1 ⊕ 0, . . . , x n * * ⊕ 0 are n linearly -independent vectors of X, and since X is assumed to be strictly simple, there exists a -linear operator T on X such that for i = 1 . . . n, T * * (x * * i ⊕ 0) − y * * i ⊕ 0 < ε.
Let P be the projection onto the first coordinate. As in the proof of Lemma 3.1, we have P * * T * * x * * i − y * * i < ε and T 1 = P T P restricted to X is a -linear operator on X.
We do not know of an example of a space which would be simple without being strictly simple. Potential counterexamples could be either the space JT or separable spaces such that DBSC(X) is norm-dense in X * * without being equal to X, but we do not know of any example of such a space. Another question regarding simple spaces is the following: is simplicity a hereditary property, i.e. if X is simple and E is a closed subspace of X, does it follow that E is also simple? We have proved in Lemma 3.1 that simplicity passes to complemented subspaces. In all the examples of Corollary 4.1, simplicity passes from the space to its closed subspaces, but we do not know if this is true in general.
