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THE UNIVERSAL BOOLEAN INVERSE SEMIGROUP
PRESENTED BY THE ABSTRACT CUNTZ-KRIEGER
RELATIONS
MARK V. LAWSON AND ALINA VDOVINA
Abstract. This paper is a contribution to the theory of what might be termed
0-dimensional non-commutative spaces. We prove that associated with each
inverse semigroup S is a Boolean inverse semigroup presented by the abstract
versions of the Cuntz-Krieger relations. We call this Boolean inverse semigroup
the Exel completion of S and show that it arises from Exel’s tight groupoid
under non-commutative Stone duality.
1. Introduction
In this section, we explain the philosophy behind this paper and provide the
context for the two theorems (Theorem 1.3 and Theorem 1.4) that we prove; any
undefined terms will be defined later in this paper.
The theory of C∗-algebras is the theory of non-commutative spaces. The term
‘non-commutative space’ is mathematical legerdemain — there is no actual space
in the background, unlike in the case of commutative C∗-algebras; instead, the
C∗-algebra is itself a proxy for what is absent. For some C∗-algebras, however,
there is an honest-to-goodness space, to be regarded as an actual non-commu-
tative space, from which they are constructed. These are the e´tale groupoid C∗-
algebras of Renault [33] which include amongst their number many interesting and
important examples [33, 18, 31, 14, 15, 7]. It is often the case that the e´tale
groupoids that occur in constructing such C∗-algebras are those whose spaces of
identities are locally compact Boolean spaces — by which we mean 0-dimensional,
locally compact Hausdorff spaces. A prime example of such a space, and one which
occurs repeatedly in the theory of C∗-algebras, is the Cantor space. Thus locally
compact Boolean spaces are natural generalizations of the Cantor space. Define
a Boolean groupoid to be an e´tale groupoid whose space of identities is a locally
compact Boolean space. Boolean groupoids are therefore examples of what can be
regarded as (concrete) 0-dimensional, non-commutative spaces.
Most of the time, Boolean groupoids are studied tout court but, in fact, they have
algebraic doppelga¨ngers. It is a classical theorem due to Marshall Stone [42, 43, 44]
(and sketched in Section 3) that locally compact Boolean spaces stand in duality
to generalized Boolean algebras: from a generalized Boolean algebra, a locally
compact Boolean space, called its Stone space, can be constructed from its set
of ultrafilters, and from a locally compact Boolean space, a generalized Boolean
algebra can be constructed whose elements are the compact-open sets of the space.
This classical duality, which can be viewed as being commutative in nature, has
been generalized to a non-commutative setting [35, 24, 25, 28, 17, 27] (and sketched
in Section 4): locally compact Boolean spaces are replaced by Boolean groupoids,
and generalized Boolean algebras by what we call Boolean inverse semigroups. Just
as in the classical case, from a Boolean inverse semigroup, a Boolean groupoid,
called its Stone groupoid, can be constructed from its set of ultrafilters and from a
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Boolean groupoid, a Boolean inverse semigroup can be constructed whose elements
are the compact-open partial bisections. This result suggests two lines of research:
(1) Develop the theory of Boolean inverse semigroups as the non-commutative
theory of Boolean algebras.
(2) Reinterpret results about Boolean groupoids as results about Boolean in-
verse semigroups (and vice versa).
The starting point for this paper are two theorems that belong, respectively, to
precisely these two lines of research. The first is a theorem [28, 26] which general-
izes a well-known result in the theory of Boolean algebras: namely, that associated
with every distributive lattice is a universal Boolean algebra into which it may be
embedded [11].
Terminology. The inverse semigroups in this paper will always have a zero and
homomorphisms between them will always be required to preserve it. In addition,
homomorphisms between monoids will always be required to map identities to iden-
tities. If we say ‘semigroup’ we mean that we do not assume there is an identity. We
shall use the term ‘Boolean algebra’ rather than ‘generalized Boolean algebra’ and
‘unital Boolean algebra’ for what is usually termed a ‘Boolean algebra’. In partic-
ular, a ‘Boolean inverse semigroup’ will therefore have a semilattice of idempotents
which is a generalized Boolean algebra — we do not assume it has an identity.
Theorem 1.1 (Booleanization). From each inverse semigroup S, we may con-
struct a Boolean inverse semigroup B(S), called its Booleanization, together with a
(semigroup) homomorphism β : S → B(S) which is universal for homomorphisms
from S to Boolean inverse semigroups; this means precisely that if θ : S → T is any
homomorphism to a Boolean inverse semigroup T , then there is a unique morphism
θ′ : B(S)→ T of Boolean inverse semigroups such that θ′β = θ.
The second theorem then answers the question of what the Stone groupoid of
the Booleanization is [28, 26].
Theorem 1.2 (The universal groupoid). The Stone groupoid of the Booleanization
B(S) is Paterson’s universal groupoid Gu(S).
Paterson’s universal groupoid is described in his book [31]. In fact, his construc-
tion came first and it was as a result of thinking about what he was doing that the
above theorem came to be proved. This, then, is the conceptual background to our
paper. We can now turn to the two particular results that we prove here; they will
also exemplify the two lines of research mentioned above and each can be seen as
a specialization of the above two theorems.
The papers of Cuntz and Krieger [4, 5] led to the idea of building C∗-algebras
from combinatorial structures. Central to this work has been the presentation of
certain C∗-algebras by means of ‘Cuntz-Krieger relations’. The goal of our paper
can now be explicitly stated: it is to describe in abstract terms exactly what these
relations are. There are two new results.
Our first new result is an application of Theorem 1.1 and uses the theory of ideals
of Boolean inverse semigroups described in [45]. It is based on two ideas: that of
a cover of an element and that of a cover-to-join map. (In fact, covers and cover-
to-join maps are important features of frame theory [11] whereas non-commutative
Stone duality can be regarded as part of non-commutative frame theory.) The no-
tion of a cover was developed in a sequence of papers [23, 25, 28] but was rooted in
the seminal papers by Exel [7] and Lenz [30]. A subset {a1, . . . , am} of the principal
order ideal generated by the element a is a cover of a if for each 0 6= x ≤ a there
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exists 1 ≤ i ≤ m such that x ∧ ai 6= 0. (As an aside, observe that in an inverse
semigroup, compatible elements have meets [20, Lemma 1.4.11] and all the elements
of a principal order ideal are compatible.)
Terminology. Our use of the word ‘cover’ is a special case of the way this word is
used in [7]. Observe that we only use covers that are contained in principal order
ideals.
The notion of a cover in an arbitrary inverse semigroup is a weakening of the
notion of a join. A cover-to-join map from an inverse semigroup to a Boolean
inverse semigroup converts covers to joins: thus, it converts such potential joins
to actual joins. It is the claim of this paper that covers are the abstract form
of the concrete Cuntz-Krieger relations that arise in particular examples. This
claim will be justified in Section 11. The inverse semigroup S is embedded in its
Booleanization B(S) so we may identify S with its image. Let {a1, . . . , am} be a
cover of a. Then, in particular, {a1, . . . , am} is a compatible set in S and so will
have a join in B(S). Inside B(S), we of course have that a1∨ . . .∨am ≤ a. It follows
that the element a\ (a1∨ . . .∨am) is defined in B(S). Let I be the additive ideal of
B(S) generated by these elements. We call I the Cuntz-Krieger ideal of B(S). Put
T(S) = B(S)/I and let τ : S → T(S) be the natural map. We call T(S) the Exel
completion of S.
Theorem 1.3 (Exel completion). Let S be an inverse semigroup. Then τ : S →
T(S) is a cover-to-join map which is universal for all cover-to-join maps from
S to Boolean inverse semigroups; this means precisely that for each cover-to-join
map θ : S → T to a Boolean inverse semigroup T there is a unique morphism
θ′ : T(S)→ T of Boolean inverse semigroups such that θ′τ = θ.
The Exel completion of an inverse semigroup S should be regarded as the Boolean
inverse semigroup generated by S subject to the abstract Cuntz-Krieger relations.
Our second new result, which is the main theorem of this paper, is a description
of the Stone groupoid of the Exel completion of S. This involves what is termed
the tight groupoid Gt(S) of an inverse semigroup S, introduced in [7]; it will be
explicitly defined at the beginning of Section 9.
Theorem 1.4. Let S be an inverse semigroup. Then the Stone groupoid of the
Exel completion T(S) of S is the tight groupoid Gt(S).
Acknowledgements. The germ of the work described in this paper arose from a
discussion on higher rank graphs amongst Nadia Larsen, Mark V. Lawson, Aidan
Sims and Alina Vdovina at the end of the 2017 ICMS Workshop Operator algebras:
order, disorder and symmetry. This led to ongoing discussions between the two
authors centred on the papers [36, 19, 32, 9, 38, 39]. It quickly became clear that
there was a need to find a common language and the present paper was the result.
Crucial to our thinking, was the work of Ruy Exel [7] and Daniel Lenz [30]; our
main theorem (Theorem 1.4) is analogous to a result of Benjamin Steinberg [41,
Corollary 5.3] but we work, of course, with Boolean inverse semigroups. Our use of
covers and cover-to-join maps goes back to [28] although they also play a role in [7];
see also [6], a paper tightly linked to this one; in particular, the authors would like
to thank Allan Donsig for answering some of their questions. In the first version of
this paper, the authors proved Theorem 1.4 under the assumption that the inverse
semigroup was a ‘weak semilattice’ in the sense of Steinberg [40, 41]. The authors
would like to thank Enrique Pardo for pointing out that this was unnecessary and
supplying a result, suggested by Lisa Orloff Clark, that enabled us to prove the
more general version of the theorem. Finally, the authors would like to thank Ruy
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Exel for a very constructive email exchange. As a result, we would like to point
out that the tight maps defined in [7] are of a more general nature than the maps
we use. This is because Exel does not want to spell out whether he is working in a
unital or non-unital environment; it is a feature of our categorical setting, that we
have to be explicit.
2. Inverse semigroups and groupoids
We assume the reader is familiar with basic inverse semigroup theory [20] and
that of e´tale groupoids [34].
If s is an element of an inverse semigroup we write d(s) = s−1s and r(s) = ss−1.
We write e
a
→ f to mean that d(a) = e and r(a) = f . Green’s relation D assumes
the following form in inverse semigroups: aD b if and only if there is an element x
such that d(a)
x
→ d(b). The order on inverse semigroups will be the usual natural
partial order. The semilattice of idempotents of an inverse semigroup S is denoted
by E(S). More generally, if X is a subset of S then E(X) = E(S) ∩X . In addition,
define
X↑ = {s ∈ S : ∃x ∈ X, x ≤ s} and X↓ = {s ∈ S : ∃x ∈ X, s ≤ x}.
If X = {x} then we write simply x↑ and x↓, respectively. The compatibility relation
∼ in an inverse semigroup is defined by s ∼ t if and only if s−1t and st−1 are
idempotents. The significance of the compatibility relation is that being compatible
is a necessary condition for two elements to have a join. A set that consists of
elements which are pairwise compatible is said to be compatible. The orthogonality
relation ⊥ in an inverse semigroup is defined by s ⊥ t if and only if s−1t = 0 =
st−1. A set that consists of elements which are pairwise orthogonal is said to be
orthogonal.
If G is a groupoid we regard it as a set of arrows. Amongst those arrows are
the identities and the set of such identities is denoted by Go. If g ∈ G we write
d(g) = g−1g and r(g) = gg−1. We write e
g
→ f if d(g) = e and r(g) = f . Define
the equivalence relation D on G by gD h if and only if there exists x ∈ G such
that d(g)
x
→ d(h). A subset of G is said to be an invariant subset if it is a union
of D-classes. A subset of Go is said to be an invariant subset if it is a union of
D-classes restricted to Go. Observe that a subset X of Go is invariant precisely
when it satisfies the following condition: g−1g ∈ X ⇔ gg−1 ∈ X . Let G be a
groupoid and let X ⊆ Go be any subset of the space of identities. The reduction
of G to X , denoted by G|X , is the groupoid whose elements are all those g ∈ G
such that d(g), r(g) ∈ X . A functor α : G → H is said to be a covering functor if
for each identity e ∈ G the induced function from the set {g ∈ G : d(g) = e} to
the set {h ∈ H : d(h) = α(e)} is a bijection. Let G be any groupoid. A subset
X ⊆ G is said to be a partial bisection if x, y ∈ X and d(x) = d(y) then x = y,
and if x, y ∈ X and r(x) = r(y) then x = y. This is equivalent to requiring that
X−1X,XX−1 ⊆ Go. In this paper, we are interested in topological groupoids,
that is groupoids which carry a topology with respect to which multiplication and
inversion are continuous, but more specifically those topological groupoids which
are also e´tale, meaning that the domain and range maps are local homeomorphisms.
3. Commutative Stone duality
Classical Stone duality [42, 43, 44] is described in the book [11] where it is unfor-
tunately limited to the unital case. We therefore sketch out the essentials we shall
need of the non-unital theory here. Distributive lattices will always have a bottom
but not necessarily a top. A generalized Boolean algebra is then a distributive lat-
tice with bottom element in which each principal order ideal is a unital Boolean
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algebra. In a distributive lattice, every ultrafilter is a prime filter [44, Theorem 3]
and a distributive lattice is a generalized Boolean algebra if and only if every prime
filter is an ultrafilter [28, Proposition 1.6].
Let X be a Hausdorff space. Then X is locally compact if each point of X is
contained in the interior of a compact subset [46, Theorem 18.2]. Recall that a
topological space is 0-dimensional if it has a basis of clopen subsets. The proof of
the following is by standard results in topology [37]. It is included solely to provdie
context.
Lemma 3.1. Let X be a Hausdorff space. Then the following are equivalent.
(1) X is locally compact and 0-dimensional.
(2) X has a basis of compact-open sets.
We define a locally compact Boolean space to be a 0-dimensional, locally com-
pact Hausdorff space and a compact Boolean space to be a 0-dimensional, compact
Hausdorff space. Let B1 and B2 be Boolean algebras. A morphism α : B1 → B2
of such algebras is said to be proper if B2 = im(α)
↓. Let X1 and X2 be locally
compact Boolean spaces. A continuous map β : X2 → X1 is said to be proper if the
inverse image under β of each compact set is compact.
Theorem 3.2 (Commutative Stone duality). The category of Boolean algebras
(respectively, unital Boolean algebras) and their proper morphisms (respectively,
morphisms) is dually equivalent to the category of locally compact Boolean spaces
(respectively, compact Boolean spaces) and their proper morphisms (respectively,
continuous maps).
4. Non-commutative Stone duality
We refer the reader to the papers [24, 25, 28] for all the details omitted in this
section. An inverse semigroup is said to be distributive if it has binary joins of
compatible elements and multiplication distributes over such joins. A distributive
inverse semigroup is Boolean if its semilattice of idempotents is a Boolean algebra.
If X ⊆ S is a subset of a distributive inverse semigroup, denote by X∨ the set of all
joins of finite, non-empty compatible subsets of S. Clearly, X ⊆ X∨. A morphism
between distributive inverse semigroups is a homomorphism of inverse semigroups
that maps binary compatible joins to binary compatible joins.
Let S be an inverse semigroup. A filter in S is a subset A such that A = A↑ and
whenever a, b ∈ A there exists c ∈ A such that c ≤ a, b. A filter is proper if it does
not contain zero.
Terminology. Proper filters are always assume to be non-empty.
Observe that A is a filter if and only if A−1 is a filter. If A and B are filters
then (AB)↑ is a filter. Define d(A) = (A−1A)↑ and r(A) = (AA−1)↑. Then
both d(A) and r(A) are filters. It is easy to check that A is proper if and only
if d(A) is proper (respectively, r(A) is proper). Observe that for each a ∈ A we
have that A = (ad(A))↑ = (r(A)a)↑. We denote the set of proper filters on S by
L(S). If A,B ∈ L(S), then A · B is defined if and only if d(A) = r(B) in which
case A · B = (AB)↑. In this way, L(S) becomes a groupoid; the identities of this
groupoid are the filters that contain idempotents — these are precisely the filters
that are also inverse subsemigroups.
Remark 4.1. Let E be a meet semilattice with zero. Then proper filters (recall
that they are always required to be non-empty) on E correspond exactly to the
characters of Exel [7, page 3, page 40, page 53]. However, proper filters can be
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extended to arbitrary inverse semigroups and form the basis of the approach to
non-commutative Stone duality developed in this paper. This approach goes back
to the paper of Lenz [30] as developed in [27]. In addition, the term ‘character’ has
other meanings in algebra and so is one that has to be used with caution.
Let S be a distributive inverse semigroup. A prime filter in S is a proper filter
A ⊆ S such that if a∨b ∈ A then a ∈ A or b ∈ A. An ultrafilter is a maximal proper
filter. Denote the set of all prime filters of S by G(S). It can be checked that A
is a prime filter if and only if d(A) (respectively, r(A)) is a prime filter. Define a
partial multiplication · on G(S) by A ·B exists if and only if d(A) = r(B), in which
case A ·B = (AB)↑. With respect to this partial multiplication, G(S) is a groupoid;
the identities are the prime filters that contain idempotents. For this reason, it is
convenient to define a prime filter to be an identity if it contains an idempotent.
Proofs of all of the above claims can be found in [28]. In a distributive inverse
semigroup all ultrafilters are prime filters whereas Boolean inverse semigroups are
characterized by the fact that all prime filters are ultrafilters [28, Lemma 3.20].
An e´tale groupoid G is called a Boolean groupoid if its space of identities is a
locally compact Boolean space. Let S be a Boolean inverse semigroup. Denote
by G(S) the set of all ultrafilters of S. Then G(S) is a Boolean groupoid, called
the Stone groupoid of S, where a basis for the topology is given by the subsets
Va, the set of all ultrafilters in S that contain the element a ∈ S. Let G be a
Boolean groupoid. Denote by KB(G) the set of all compact-open partial bisections
of G. Then KB(G) is a Boolean inverse semigroup under subset multiplication. A
morphism θ : S → T between Boolean inverse semigroups is said to be callitic if it
satisfies two properties:
(1) It is weakly meet preserving meaning that for any a, b ∈ S and any t ∈ T if
t ≤ θ(a), θ(b) then there exists c ≤ a, b such that t ≤ θ(c).
(2) It is proper meaning that im(θ)∨ = T . Observe that surjective maps are
automatically proper.
A continuous functor α : G → H between e´tale groupoids is said to be coherent if
the inverse images of compact-open sets are compact-open. The following is the
non-commutative generalization of Theorem 3.2.
Theorem 4.2 (Non-commutative Stone duality).
(1) For each Boolean inverse semigroup S, the groupoid G(S) is Boolean and
is such that S ∼= KB(G(S)).
(2) For each Boolean groupoid G, the semigroup KB(G) is a Boolean inverse
semigroup and is such that G ∼= G(KB(G)).
(3) There is a dual equivalence between callitic morphisms and coherent con-
tinuous covering functors.
5. Additive ideals
This section contains those results about Boolean inverse semigroups that are
‘ring-like’. Specifically, Proposition 5.10 will be the key to proving Theorem 1.4. It
will require a refinement of some of the results proved in [45].
Terminology. In the theory of Boolean inverse semigroups, there are two notions
of ‘kernel’. The first, which we shall write as Kernel, is the congruence induced by
a morphism on its domain. The second, which we shall write as kernel, is the set
of all elements of the domain sent to zero. The congruences induced on the do-
mains of morphisms are called additive congruences. The use of the word ‘additive’
arises from regarding the partially defined binary operation of compatible join as
an analogue of addition in rings. Wehrung provides an abstract characterization of
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additive congruences in [45, Proposition 3.4.1] but we shall only need the informal
idea here.
The fundamental problem in working with Boolean inverse semigroups is that
joins are only defined for compatible subsets. Wehrung [45, Section 3.2] devised an
ingenious solution to deal with this issue that enabled him to show that, despite
appearances, Boolean inverse semigroups form a variety of algebras. Let a, b ∈ S, a
Boolean inverse semigroup. Put e = d(a)\d(a)d(b) and f = r(b)\ r(a)r(b). Define
a⊖ b = fae.
This is called the (left) skew difference. The element a⊖ b is the largest element of
a↓ orthogonal to b. Define
a▽ b = (a⊖ b) ∨ b.
This is called the (left) skew join of a and b. The important point about the left
skew join is that it is always defined and, as we show next, extends the partially
defined operation of binary compatible join.
Lemma 5.1. Let S be a Boolean inverse semigroup. If s ∼ t then s▽ t = s ∨ t.
Proof. If s ∼ t then s∧ t exists and d(s∧ t) = d(s)∧d(t) and r(s∧ t) = r(s)∧ r(t)
by [20, Lemma 1.4.11]. It follows that s ⊖ t = s \ (s ∧ t). Thus s▽ t = s ∨ t, as
claimed. 
Skew join is an algebraic operation and is preserved by all morphisms between
Boolean inverse semigroups. The following result is simple, but useful.
Lemma 5.2. Let θ : S → T be a morphism of Boolean inverse semigroups. If
θ(a) ∼ θ(b) then θ(a) ∨ θ(b) = θ(a▽ b).
Proof. The element a▽ b exists in S and θ(a▽ b) = θ(a)▽ θ(b). But by Lemma 5.1
and the assumption that θ(a) ∼ θ(b) we get that θ(a▽ b) = θ(a) ∨ θ(b). 
Let S be a Boolean inverse semigroup. A (semigroup) ideal I of S is said to be
additive if it is closed under binary compatible joins. Recall that if X ⊆ S then X∨
denotes the set of all finite joins of non-empty compatible subsets of X . The proof
of the following is routine.
Lemma 5.3. Let S be a Boolean inverse semigroup and let X ⊆ S. Then (SXS)∨
is the smallest additive ideal in S containing X.
Additive ideals arise from morphisms between Boolean inverse semigroups. Let
θ : S → T be a morphism between Boolean inverse semigroups. The set
ker(θ) = {s ∈ S : θ(s) = 0}
is called the kernel of θ. Clearly, ker(θ) is an additive ideal of S. Similarly, we
define the kernel of an additive congruence to be the class of the zero. However,
Boolean inverse semigroups are not rings and not every morphism is determined by
its kernel. We now examine which are. Let I be an additive ideal of the Boolean
inverse semigroup S. Define the relation εI on S as follows:
(a, b) ∈ εI ⇔ ∃c ≤ a, b such that (a \ c), (b \ c) ∈ I.
Then εI is an additive congruence with kernel I. We shall write S/I instead of S/εI .
We say that an additive congruence is ideal-induced if it equals εI for some additive
ideal I. The following result is due to Ganna Kudryavtseva (private communication)
and characterizes exactly which morphisms of Boolean inverse semigroups are ideal-
induced.
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Proposition 5.4. A morphism of Boolean inverse semigroups is weakly meet pre-
serving if and only if its associated congruence is ideal-induced.
Proof. Let I be an additive ideal of S and let εI be its associated additive congru-
ence on S. Denote by ν : S → S/εI is associated natural morphism. We prove that ν
is weakly meet preserving. Denote the εI -class containing s by [s]. Let [t] ≤ [a], [b].
Then [t] = [at−1t] and [t] = [bt−1t]. By definition there exist u, v ∈ S such that
u ≤ t, at−1t and v ≤ t, bt−1t such that (t\u), (at−1t\u), (t\v), (bt−1t\v) ∈ I. Now
[t] = [u] = [at−1t] and [t] = [v] = [bt−1t]. Since u, v ≤ t it follows that u ∼ v and so
u ∧ v exists by [20, Lemma 1.4.11]. Clearly, u ∧ v ≤ a, b. In addition [t] = [u ∧ v].
We have proved that ν is weakly meet preserving.
Conversely, let θ : S → T be weakly meet preserving. Put I = ker(θ). We prove
that θ(a) = θ(b) if and only if (a, b) ∈ εI . Suppose first that (a, b) ∈ εI . Then
by definition, there is an element u ≤ a, b such that (a \ u), (b \ u) ∈ I. But then
a = (a \ u) ∨ u and b = (b \ u) ∨ u. It follows that θ(a) = θ(u) = θ(b). Conversely,
suppose that θ(a) = θ(b). Put t = θ(a) = θ(b). Then by the definition of a weakly
meet preserving map, there exists c ≤ a, b such that t ≤ θ(c). It follows that
θ(a) = θ(c) = θ(b). Thus θ(a \ c) = 0 = θ(b \ c). We have therefore proved that
(a \ c), (b \ c) ∈ I and so (a, b) ∈ εI . 
We now develop a refinement of non-commutative Stone duality, Theorem 4.2,
by restricting the class of morphisms considered. As a first step, we prove the
following lemma.
Lemma 5.5. Let θ : H → G be coherent continuous covering functor between
Boolean groupoids. Suppose, in addition, that the image of θ is an invariant sub-
space of G and that θ induces a homeomorphism between H and this image. Then
θ−1 : KB(G)→ KB(H) is a surjective (and so proper) weakly meet preserving mor-
phism.
Proof. Since θ is injective, it induces an injective function between {h ∈ H : d(h) =
e} and the set {g ∈ G : d(g) = θ(e)}. Now let g ∈ G be such that d(g) = θ(e).
By assumption, θ(H) is an invariant subset of G. Thus g ∈ θ(H). It follows
that there is an h ∈ H such that θ(h) = g. In particular, θ(d(h)) = θ(e). But
θ is injective and so d(h) = e. We have therefore proved that θ is a covering
functor. It therefore only remains to prove that θ−1 is surjective. Let B ∈ KB(H).
Since θ is a homeomorphism, we know that θ(B) is open in the image of θ. Thus
there is an open subset U of G such that θ(B) = im(θ) ∩ U . However, U is a
union of compact-open partial bisections Ai in G. Thus θ(B) = im(θ)∩
(⋃
i∈I Ai
)
.
But θ(B) is compact and so θ(B) = im(θ) ∩ (
⋃n
i=1 Ai) for some finite subset of the
compact-open partial bisections Ai. It follows that B = θ
−1(A1)∪ . . .∪θ−1(An). In
particular, the elements θ−1(Ai) and θ
−1(Aj) are compatible when i 6= j. We now
apply Lemma 5.2, to construct an element A ∈ KB(G) such that θ−1(A) = B. 
We now focus on the relationship between additive ideals of a Boolean inverse
semigroup and appropriate structures in its Stone groupoid. A good deal of the
following result is proved in [30] but we give all the details for the sake of complete-
ness.
Lemma 5.6. Let S be a Boolean inverse semigroup. There is a dual order iso-
morphism between the set of additive ideals of S and the set of closed invariant
subspaces of G(S)o.
Proof. We first show that there is an order isomorphism between the set of additive
ideals of S and the set of open invariant subsets of G(S)o.
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Let I be an additive ideal of S. Define
O(I) =
⋃
e∈E(I)
Ve.
By construction, this is an open subset of G(S)o. We prove that it is also invariant.
Let A be an ultrafilter in S such that A−1 ·A ∈ O(I). Then there exists a ∈ A and
e ∈ E(I) such that a−1a ≤ e. Because I is an ideal, it follows that a−1a ∈ I, and
so a ∈ I from which we get that aa−1 ∈ I. Thus A ·A−1 ∈ O(I), as required.
Let U ⊆ G(S)o be an open invariant subset. Observe first that the invariance
of U implies that Vs−1s ⊆ U if and only if Vss−1 ⊆ U . To see why, suppose that
Vs−1s ⊆ U . We prove that Vss−1 ⊆ U . Let A ∈ Vss−1 . Since ss
−1 ∈ A, and A is also
an inverse subsemigroup, we know from the theory of ultrafilters that B = (As)↑
is a well-defined ultrafilter. Observe that the ultrafilter d(B) contains the element
s−1s so that d(B) ∈ U . But U is an invariant subset and so A = r(B) ∈ U , as
claimed. Define
I(U) = {s ∈ S : Vs−1s ⊆ U}.
It is routine to check that this is an additive ideal of S.
It is clear that both O and I preserve set inclusion. It remains only to show
that they are mutually inverse. Let I be an additive ideal of S. Suppose that
s ∈ I. Then s−1s ∈ I. It follows that s ∈ IO(I). Suppose that s ∈ IO(I). Then
Vs−1s ⊆
⋃
e∈E(S) Ve. But Vs−1s is compact. Thus there are a finite number of
idempotents e1, . . . , em ∈ I such that Vs−1s ⊆ Ve1 ∪ . . . ∪ Vem = Ve1∨...∨em . It
follows that s−1s ≤ e1∨ . . .∨em. But I is an additive ideal so that e1∨ . . .∨em ∈ I
from which we get that s−1s ∈ I and so s ∈ I, as required. We have therefore
proved that I = IO(I). Now let U be an open invariant subset of G(S)o. Clearly,
OI(U) ⊆ U . To prove the reverse inclusion, let x ∈ U . Since U is an open set there
is an idempotent e ∈ S such that x ∈ Ve ⊆ U , from the properties of the topology
on G(S). It follows that e ∈ I(U). It is now immediate that x ∈ OI(U).
To finish off, there is a dual order isomorphism between the set of open invariant
subsets of G(S)o and the set of closed invariant subsets of G(S)o which is simply
proved using set complementation with respect to G(S)o. 
LetG be a Boolean groupoid and letX be a closed invariant subset ofGo. Denote
by IX the additive ideal in KB(G) associated with it as guaranteed by Lemma 5.6.
The following explicit description of IX is immediate from the constructions and
the definition of an invariant subset.
Lemma 5.7. Let G be a Boolean groupoid and let X be a closed invariant subset
of Go. Then
A ∈ IX ⇐⇒ A
−1A ∩X = ∅⇐⇒ AA−1 ∩X = ∅⇐⇒ A ∩GX = ∅.
The following result was stated, but not proved, at [31, page 75].
Lemma 5.8. Let G be a Boolean groupoid and let X ⊆ Go be a closed, invariant
subset. Then G|X is a Boolean groupoid with space of identities homeomorphic to
X.
Proof. By definition, Go is a Hausdorff space with a basis of compact-open sets.
Subspaces of Hausdorff spaces are Hausdorff. Let B be a a compact-open subset
of Go. Then it is also closed. It follows that B ∩X is closed. But B ∩X ⊆ B and
B is a compact Hausdorff space. It follows that B ∩ X is compact. Thus X is a
Hausdorff space with a basis of compact-open subsets and so is a Boolean space. It
is now routine to check that G|X equipped with the subspace topology is an e´tale
groupoid. 
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The following lemma was communicated to us by Enrique Pardo with a proof
suggested by Lisa Orloff Clark.
Lemma 5.9. Let G be a topological groupoid and let X be a closed invariant subset
of Go. If K ⊆ G is compact (in G), then K ∩ d−1(X) is compact in G|X .
Proof. The set d−1(X) is closed in G since d : G → Go is continuous, and so
W = G \ d−1(X) is open. Let K ⊆ G be compact in G. Let
K ∩ d−1(X) ⊆
⋃
i∈I
Ui
be an open covering in G|X . For each i ∈ I, there exists an open set Vi ⊆ G such
that Ui = Vi ∩G|X . Thus,
K = (K ∩ d−1(X)) ∪W ⊆
⋃
i∈I
Vi ∪W.
Since K is compact, there is a finite subcover
K ⊆
n⋃
i=1
Vi ∪W,
from which we get that
K ∩ d−1(X) ⊆
n⋃
i=1
Ui.

We now assemble the above lemmas into the proof of a proposition. Let G
be a Boolean groupoid and X be a closed invariant subset of Go. Then G|X
is a Boolean groupoid by Lemma 5.8 and an invariant subgroupoid of G. The
embedding G|X → G is coherent by Lemma 5.9 and so this embedding is a coherent
continuous covering functor. By Lemma 5.5, there is, under non-commutative Stone
duality, a surjective, weakly meet preserving morphism θ : KB(G)→ KB(G|X) given
by
θ(A) = A ∩G|X = A ∩ d
−1(X).
By Proposition 5.4, this morphism is ideal-induced; what that ideal should be is
given by Lemma 5.6 and Lemma 5.7. We have therefore proved the following
proposition; this will deliver for us a proof of Theorem 1.4.
Proposition 5.10. Let G be a Boolean groupoid and X a closed invariant subset
of Go. Then KB(G|X) ∼= KB(G)/IX .
6. The Booleanization of an inverse semigroup
In this section, we describe the structure of the Booleanization B(S) of the
inverse semigroup S described in detail in [26]. This is the basis of Theorem 1.1.
The following is well-known [34, page 12].
Proposition 6.1. Let G be a groupoid. Then L(G), the set of all partial bisec-
tions of G under subset multiplication, is a Boolean inverse semigroup in which the
natural partial order is subset inclusion.
Let S be an inverse semigroup. Construct the groupoid L(S) of proper filters of
S and then the Boolean inverse semigroup L(L(S)) of all partial bisections of L(S).
For each a ∈ S, define Ua to be the set of all proper filters that contains a. The
following is proved in [26].
Lemma 6.2. Let S be an inverse semigroup.
(1) U0 = ∅.
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(2) Ua = Ub if and only if a = b.
(3) U−1a = Ua−1 .
(4) UaUb = Uab.
(5) Ua is a partial bisection.
(6) Ua ∩ Ub =
⋃
x≤a,bUx.
There is therefore an injective homomorphism υ : S → L(L(S)). Let a ∈ S and
a1, . . . , am. Define
Ua;a1,...,am = Ua ∩ U
c
a1
∩ . . . ∩ U cam .
Clearly, Ua:a1,...,am is a partial bisection and so an element of L(L(S)). The following
is proved in [26].
Lemma 6.3. Let S be an inverse semigroup.
(1) U−1a;a1,...,am = Ua−1;a−1
1
,...,a
−1
m
.
(2) Ua;a1,...,amUb;b1,...,bn = Uab;ab1,...,abn,a1b,...,amb.
With this preparation out of the way, define B(S) to be that subset of L(L(S))
which consists of finite compatible unions of elements of the form Ua;a1,...,am . Define
β : S → B(S) by s 7→ Us. Then this is the Booleanization of S [26]. If θ : S → T is a
homomorphism to a Boolean inverse semigroup T then there is a unique morphism
φ : B(S)→ T given by φ(Ua;a1,...,am) = θ(a)\(θ(a1)∨ . . .∨θ(am)) such that φβ = θ.
For later reference, the topology defined on the groupoid of proper filters of S using
the sets of the form Ua;a1,...,am is called the patch topology.
Terminology. What we call the ‘patch topology’, this is the term used by John-
stone [11], is identical to the topology inherited from the product topology and
to what is also termed the topology of pointwise convergence (see [31, page 174]).
Thus the topologies used in this paper, in [7] and in [31] are identical.
7. The Exel completion: proof of Theorem 1.3
We can now prove our first main new theorem. The proof we shall give will
be based on Section 6. The notions of cover and cover-to-join map defined in the
Introduction are central. Let S be an inverse semigroup. From Section 6, we shall
need the description of the Booleanization B(S). Define I to be the closure under
finite compatible joins of all elements Ua;a1,...,am of B(S) where {a1, . . . , am} → a.
Lemma 7.1. The set I is an additive ideal of B(S).
Proof. By symmetry, it is enough to prove that if Ua;a1,...,am is such that
{a1, . . . , am} → a
and Ub;b1,...,bn is any element then Ua;a1,...,amUb;b1,...,bn ∈ I. By Lemma 6.3, we
have that
Ua;a1,...,amUb;b1,...,bn = Uab;ab1,...,abn,a1b,...,amb.
We prove that {ab1, . . . , abn, a1b, . . . , amb} → ab. Let 0 < x ≤ ab. Then xb−1b = x
and so, in particular, xb−1 6= 0. Thus 0 6= xb−1 ≤ abb−1 ≤ a. It follows that there
is 0 6= y ≤ xb−1, ai for some i. In particular, y = ybb−1 and so yb 6= 0. Hence
0 6= yb ≤ x, aib. 
By Lemma 7.1, we may therefore form the quotient Boolean inverse semigroup
B(S)/I = B(S)/εI . Denote the elements of B(S)/I as elements of B(S) enclosed
in square brackets. Denote by ν : B(S) → B(S)/I the natural morphism. Put
B(S)/I = T(S), a Boolean inverse semigroup of course, and τ = νβ. We prove
that τ : S → T(S) is universal for cover-to-join maps from S to Boolean inverse
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semigroups. To do this, observe that the operations in B(S) are set-theoretic. It
follows that if a1, . . . , am ≤ a then
Ua;a1,...,am = Ua \ (Ua1 ∪ . . . ∪ Uam) .
The natural map ν is a morphism of Boolean inverse semigroups and so we have
that
[Ua;a1,...,am ] = [Ua] \ ([Ua1 ] ∪ . . . ∪ [Uam ]) .
We prove first that τ is itself a cover-to-join map. Suppose that {a1, . . . , am} → a.
Then, by definition [Ua;a1,...,am ] = 0. It follows that [Ua] = [Ua1 ] ∨ . . . ∨ [Uam ].
Next, let θ : S → T be a cover-to-join map where T is Boolean. Then by Theo-
rem 1.1 and Section 6, the Booleanization theorem, there is a unique morphism
of Boolean inverse semigroups φ : B(S) → T such that φβ = θ and given by
φ(Ua:a1,...,am) = θ(a) \ (θ(a1) ∨ . . . ∨ θ(am)). However, φ is a cover-to-join map
and so if {a1, . . . , am} → a then φ(Ua;a1,...,am) = 0. Clearly, I ⊆ ker(φ). Thus there
is a unique morphism ψ : B(S)/I → T such that ψν = φ. We therefore have that
ψτ = θ. It remains to show that ψ : T(S) → T is the unique morphism such that
ψτ = θ. Observe that any morphism ψ′ such that ψ′τ = θ must map [Ua] to θ(a).
The result now follows by observing that ψ′ is a morphism and so is a morphism of
unital Boolean algebras when restricted to the principal order ideal generated by
[Ua]. It follows that ψ
′([Ua;a1,...,am ]) = θ(a) \ (θ(a1) ∨ . . . ∨ θ(am)).
This concludes the proof of Theorem 1.3.
8. Tight filters
The material in this section is due to Exel [7] with some ideas from [28]. We
begin with some well-known results on ultrafilters. The following is proved using
the same ideas as in [24, Proposition 2.13].
Lemma 8.1. Let S be an inverse semigroup and let A be a proper filter in S. Then
the following are equivalent:
(1) A is an ultrafilter.
(2) d(A) is an ultrafilter.
(3) r(A) is an ultrafilter
Likewise, the following is proved using the same ideas as in [24, Proposition 2.13].
Lemma 8.2. Let S be an inverse semigroup. Then there is a bijection between the
set of idempotent ultrafilters in S and the set of ultrafilters in the meet-semilattice
E(S). In particular, the bijection is given by the following two maps: if A is an
idempotent ultrafilter in S then A∩E(S) is an ultrafilter in E(S); if F is an ultrafilter
in E(S) then F ↑ is an idempotent ultrafilter in S.
The following is a simple consequence of Zorn’s lemma.
Lemma 8.3. Let S be an inverse semigroup. Then each non-zero element of S is
contained in an ultrafilter.
A very useful result in working with ultrafilters is the following [7, Lemma 12.3].
Lemma 8.4. Let E be a meet semilattice with zero. A proper filter A in E is an
ultrafilter if and only if e ∈ E such that e ∧ a 6= 0 for all a ∈ A implies that e ∈ A.
Let S be an arbitrary inverse semigroup. Associated with S is its Booleanization
B(S). The Stone groupoid of B(S) is Paterson’s universal groupoid Gu(S) which
consists of the groupoid of proper filters of S equipped with the patch topology.
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Definition. The space of identities of Gu(S) is denoted by X(S). It is simply the
set of all proper filters of E(S) equipped with the patch topology.
Definition. The Cuntz-Krieger boundary of S, denoted by ∂S, is the closure of
the set of ultrafilters in X(S).
We shall now characterize the elements of ∂S in algebraic terms. A proper filter
A of S (we reiterate that S is an inverse semigroup, we do not assume that it is a
monoid) is said to be tight if a ∈ A and C → a implies that C ∩A 6= ∅.
Remark 8.5. The reader is alerted to the fact that our use of the word ‘tight’ is a
slight restriction of the way it is used in [7]. The salient point is that Exel wishes
to work in an environment where he can be neutral as to whether his semigroups
have an identity or not. In addition, he only works with unital Boolean algebras
(in our terminology). Nevetheless, Exel’s tight groupoid and ours are the same.
Remark 8.6. To provide some further context: the relationship between covers
and tight filters is analogous to the relationship between joins and prime filters.
The following result was first proved in [7] where the closure of the set of ultra-
filters was characterized in terms of tight filters; it is also implicit in the work of
[30] but there conditions are sought to ensure that the set of ultrafilters is already
closed.
Lemma 8.7. Let S be an inverse semigroup (we reiterate, that we do not assume
that S is a monoid).
(1) Every ultrafilter in E(S) is tight.
(2) Every open set containing a tight filter contains an ultrafilter.
(3) The set of tight filters in E(S) is a closed subspace of X(S).
(4) The set of tight filters in E(S) is the closure in X(S) of the set of ultrafilters.
Proof. (1) Let A be an ultrafilter. Suppose that it is not tight. Then there is an
element a ∈ A and a cover C → a such that C ∩ A = ∅; that is, no element of C
belongs to A. It follows by Lemma 8.4, that for each ci ∈ C, there is ai ∈ A such
that ci ∧ ai = 0. Since a1, . . . , am ∈ A it follows that e = a1 ∧ . . . ∧ am ∈ A. Now,
also, a ∈ A and so a ∧ e 6= 0. In particular, a ∧ e ≤ a. It follows that ci ∧ a ∧ e 6= 0
for some ci. But ci ∧ e = 0, which is a contradiction.
(2) Let A be a tight filter. We prove that every open set containing A contains
an ultrafilter. Let A ∈ Ua:a1,...,am . Since A is tight, it cannot be that {a1, . . . , am}
is a cover of a. Thus there is a non-zero element x ≤ a such that x ∧ ai = 0
for 1 ≤ i ≤ m. By Lemma 8.3, let F be an ultrafilter that contains x. Then it
clearly cannot contain any of the elements a1, . . . , am. We have therefore proved
that F ∈ Ua:a1,...,am .
(3) Let A be an element of X(S) with the property that every open set containing
A contains a tight filter. We prove that A is also a tight filter. Suppose not. Then
there is an element a ∈ A and a cover C = {c1, . . . , cm} → a such that A ∩C = ∅.
It follows that A ∈ Ua;c1,...,cm . However, the open set Ua;c1,...,cm contains no tight
filters (since it is not possible for a tight filter to contain a but omit all the elements
c1, . . . , cm) but does contain A, which contradicts our assumption on A.
(4) Let A be a filter such that every open set containing A contains an ultrafilter.
Then, by part (1), it is certainly the case that every open set containing A contains
a tight filter. It follows by part (3), that S is itself a tight filter. 
The following is proved as [28, Lemma 5.9].
Lemma 8.8. Let S be an inverse semigroup and let A be a proper filter in S. Then
the following are equivalent:
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(1) A is a tight filter.
(2) d(A) is a tight filter.
(3) r(A) is a tight filter.
The following is now immediate.
Corollary 8.9. The Cuntz-Krieger boundary is a closed, invariant subspace of the
space of identities of the universal groupoid.
Remark 8.10. Exel’s definition of a tight character [7, page 54] and our definition
of a tight filter are two ways of looking at the same class of objects. The explanation
for these different characterizations simply boils down to the nature of the basis
that one chooses to work with; Exel’s is more generous and ours more parsimonious.
In our filter setting, Exel’s basic open sets have the form UX,Y where X and Y are
finite sets and UX,Y is defined to be those proper filters that contain all of the
elements of X but omit all of the elements of Y . When X is non-empty, it is easy
to show that UX,Y is equal to a set of the form Ua;a1,...,an for some a and subset
{a1, . . . , an} ⊆ a↓. When X is empty, we have that U∅,Y =
⋃
e∈Y Ue; observe that
the sets Ue are compact in the (Hausdorff) patch topology and so closed. We now
use the fact that the sets of the form Ua;a1,...,an form a basis for the patch topology.
9. The Stone groupoid of the Exel completion: proof of Theorem 1.4
We can now prove our second main result. Let S be an inverse semigroup. By
Corollary 8.9 and Lemma 5.8, it follows that the reduction Gu(S)|∂S is a Boolean
groupoid; it is the tight groupoid of S [7] and can simply be regarded as the groupoid
of tight filters with the restriction of the patch topology. We denote this groupoid
by Gt(S). We call the associated Boolean inverse semigroup KB(Gt(S)) the tight
semigroup of S. There is a map from S to KB(Gt(S)), which we shall denote by η,
which takes a to the set of tight filters containing a, a set we shall denote by U ta.
By Lemma 8.7 and Lemma 8.3, a 6= 0 implies that U ta 6= ∅.
Lemma 9.1. The map η is a cover-to-join map.
Proof. We begin with an observation Let a1, . . . , am ≤ a. Then Ua;a1,...,am∩Gt(S) =
∅ if and only if {a1, . . . , am} → a. Suppose first that {a1, . . . , am} → a then any
tight filter containing a must contain at least one of the ai, for some i. It follows
that Ua;a1,...,am ∩ Gt(S) = ∅. Conversely, let Ua;a1,...,am ∩ Gt(S) = ∅. Suppose that
{a1, . . . , am} is not a cover of a. Then there is some 0 6= x ≤ a such that x∧ ai = 0
for all 1 ≤ i ≤ m. By Lemma 8.3, there is an ultrafilter A containing x. But,
clearly, ai /∈ A for all 1 ≤ i ≤ m. Thus A ∈ Ua;a1,...,am . But ultrafilters are tight
filters by Lemma 8.7. This contradicts our assumption that Ua;a1,...,am ∩Gt(S) = ∅.
It follows that {a1, . . . , am} → a.
Let {a1, . . . , am} → a. Then η(a1) ∨ . . . ∨ η(am) ≤ η(a). Suppose that the
inequality were strict. Then there would be a tight filter containing a that omitted
a1, . . . , am but this is impossible by the first part of the proof. It follows that
η(a) =
∨m
i=1 η(ai). 
We shall now prove that the Stone groupoid of the Exel completion is the tight
groupoid. Recall that by Theorem 1.2, G(B(S)) is just the universal groupoid
Gu(S). By Corollary 8.9, ∂S is a closed invariant subspace of the space of identities
of Gu(S). Thus by Proposition 5.10, we have the following isomorphism of Boolean
inverse semigroups:
KB(Gu(S)|∂S) ∼= KB(Gu(S))/I∂S .
By definition, Gu(S)|∂S = Gt(S) is the tight groupoid. By Theorem 1.2, the Boolean
inverse semigroup KB(Gu(S)) is just B(S), the Booleanization of S. We therefore
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have that
KB(Gt(S)) ∼= B(S)/I∂S .
It therefore remains to identify the elements of the additive ideal I∂S . To do this,
it is enough to identify the elements of the form Ua;a1,...,am which belong to I∂S .
However, from the definitions, U ta:a1,...,am = ∅ if and only if {a1, . . . , am} → a.
Thus the elements of the form Ua;a1,...,am which belong to I∂S are precisely those
for which {a1, . . . , am} → a. We have therefore proved that B(S)/I∂S = T(S),
the Boolean inverse semigroup described in Section 7. It is now immediate by The-
orem 4.2, that the Stone groupoid of the Exel completion of S is the tight groupoid.
This concludes the proof of Theorem 1.4.
10. Tiling semigroups
Kellendonk associated inverse semigroups with (aperiodic) tilings and then showed
how to construct e´tale groupoids and C∗-algebras from them [14, 15]. The con-
struction of the inverse semigroups was formalized in [17] and the construction
of the e´tale groupoid from the inverse semigroup was described in [30]. Within
the framework of this paper, inverse semigroups were being considered in which
the tight filters were the ultrafilters. Meet semilattices with this property were
termed compactable in [23] where they were characterized [23, Theorem 2.10] in
terms introduced by [30]. A more concrete sufficient condition was formulated as
[23, Proposition 2.14]. This theme was taken up in a more general frame in [25]
where an inverse semigroup was termed pre-Boolean if every tight filter was an
ultrafilter. Neither of the terms ‘compactable’ or ‘pre-Boolean’ is satisfactory but
these examples show that a single term is needed to signify that all tight filters are
ultrafilters; the term finitely complex is a possibility. Both papers [8] and [28] focus
on the inverse semigroups constructed from tilings and the conditions on the tiling
that force the tight filters to be ultrafilters.
11. Abstract and concrete Cuntz-Krieger relations
We may summarize what we have found in this paper as follows. Let S be
an inverse semigroup and let {a1, . . . , am} → a be a cover of the element a in
S. Then this gives rise to a relation a =
∨m
i=1 ai in the Booleanization B(S) of
S (with an appropriate abuse of notation). When B(S) is factored out by all
such relations, we have proved that we get the Exel completion T(S) of S; in this
case, its Stone groupoid is precisely Exel’s tight groupoid Gt(S). In this paper,
we treat the relations of the form a =
∨m
i=1 ai as Cuntz-Krieger relations — let
us call them abstract Cuntz-Krieger relations. It is natural to ask what evidence
there is for this terminology. Of course, Cuntz-Krieger relations are defined in
rather concrete situations so to justify our claim, it is enough to check that in those
concrete situations, the abstract Cuntz-Krieger relations above give all and only
the concrete Cuntz-Krieger relations. First of all, we may restrict our attention to
relations involving only idempotents. The following is proved as [25, lemma 3.1(1)];
it is a consequence of the fact that the principal order ideals a↓ and d(a)↓ are order
isomorphic.
Lemma 11.1. Let S be an inverse semigroup and let θ : S → T be a homomorphism
to a Boolean inverse semigroup. Then θ : S → T is a cover-to-join map if and only
if θ : E(S)→ E(T ) is a cover-to-join map.
Next, we may focus on those relations determined by certain distinguished idem-
potents. The following is proved as [25, lemma 3.1(2)].
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Lemma 11.2. Let S be an inverse semigroup and let {ei : i ∈ I} be an idempotent
transversal of the of the non-zero D-classes. Let θ : S → T be a homomorphism to
a Boolean inverse semigroup. Then θ is a cover-to-join map if and only if it is a
cover-to-join map for the distinguished family of idempotents.
Example 11.3. Our first example goes right back to the origin of the Cuntz-Krieger
relations and Cuntz’s original paper [4]. We shall treat everything in the context
of (Boolean) inverse semigroups. An inverse semigroup S is said to be 0-bisimple
if it has exactly one non-zero D-class. Let S be a Boolean inverse monoid. Then
in the light of Lemma 11.1 and Lemma 11.2, we can focus entirely on the covers of
the identity. An inverse semigroup is said to be E∗-unitary if 0 6= e ≤ a, where e is
an idempotent, implies that a is an idempotent. In [30, Remark 2.3], it is proved
that an E∗-unitary inverse semigroup is a ∧-semigroup. The most important class
of examples of E∗-unitary, 0-bisimple inverse monoids are the polycyclic inverse
monoids Pn (n ≥ 2). Recall that
Pn = 〈a1, . . . , an : a
−1
i ai = 1, a
−1
i aj = 0〉.
The Exel completion of Pn, denoted by Cn and called the Cuntz inverse monoid,
was constructed in [21, 22], developing aspects of [2], and was further studied in [29].
Representations of Cn by certain kinds of partial bijections were constructed in [12],
based on the work in [3], and subsequently extended in [10]. We need only focus on
the covers of the identity. An immediate example is the cover {a1a
−1
1 , . . . , ana
−1
n } →
1. Observe that {a1, . . . , an} is a maximal prefix code in the free monoid A
∗
n =
{a1, . . . , an}∗. In fact, the covers of 1 are in bijective correspondence with the
maximal prefix codes of A∗n. The following is immediate from [28, Section 4.1]; recall
that in an inverse semigroup if e is an idempotent then aea−1 is an idempotent: let
S be an inverse semigroup. If {e1, . . . , em} → e, where e is an idempotent, and a
is any element, then either aea−1 = 0 or {ae1a−1, . . . , aema−1} → aea−1. By this
result and [1, Proposition II.4.7], we therefore have the following: the Cuntz-Krieger
ideal of B(Pn) is generated by
1 \ (a1a
−1
1 ∨ . . . ∨ ana
−1
n ).
We may therefore regard the Cuntz inverse monoid as being the quotient of the
Booleanization B(Pn) factored out by the relation given by 1 = a1a
−1
1 ∨ . . .∨ana
−1
n .
Example 11.4. The Cuntz inverse monoids can be generalized to what we call
then Cuntz-Krieger monoids, CKG, where G is a finite graph [13]. Thus we now
consider the paper [5] from our perspective. From a (finite) directed graph G,
one constructs a free category and from that, in a manner reminiscent of the way
in which the polycyclic inverse monoids are constructed from free monoids, one
constructs the so-called graph inverse semigroups PG. The Exel completion of PG
is called the Cuntz-Krieger semigroup, CKG. In [13, Theorem 2.1] an abstract
characterization of graph inverse semigroups is given. In particular, each non-zero
D-class has a unique maximal idempotent. We may therefore restrict attention to
covers of maximal idempotents. If the graph G has the property that the in-degree
of each vertex is finite, then each maximal idempotent e is pseudofinite defined as
follows: denote by eˆ the set of all idempotents f such that f < e and e covers f ; the
idempotents in eˆ are therefore those immediately below e; we assume that eˆ is finite
and that if g < e then g ≤ f < e for some f ∈ eˆ. It follows that for each maximal
idempotent, we have that eˆ → e. The inverse semigroups PG are E∗-unitary (and
so are ∧-semigroups) and their semilattices of idempotents are unambiguous which
means that if 0 6= e ≤ i, j, where e, i, j are all idempotents, then i ≤ j or j ≤ i. This
implies that we can restrict attention to covers that consist of orthogonal elements
(as in the case of maximal prefix codes in free monoids) [13, Corollary]. By an
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argument analogous to the one used in [13, Lemma 3.9], the Cuntz-Krieger ideal of
B(PG) is generated by elements of the form
e \

∨
f∈eˆ
f


where e is a maximal idempotent in PG.
The two examples above show that what we term ‘abstract Cuntz-Krieger re-
lations’ do agree with the concrete Cuntz-Krieger relations at least for suitably
nice Cuntz-Krieger algebras. The most general class of structures for which con-
crete Cuntz-Krieger relations have been introduced are the higher-rank graphs
[9, 19, 32, 36]. The relationship between what we term ‘abstract Cuntz-Krieger
relations’ and ‘concrete Cuntz-Krieger relations’ was the subject of [6] and served
as one of the inspirations for our work. The authors there prove a theorem, ([6,
Theorem 3.7]), which in our terminology states that for the inverse semigroups
arising as the inverse semigroups of zigzags in the countable, finitely aligned cate-
gories of paths of Spielberg [38] the abstract and concrete Cuntz-Krieger relations
coincide. This result therefore applies in particular to finitely aligned higher-rank
graphs.
Remark 11.5. It is worth noting that the Introduction to Spielberg’s paper [38]
focuses on the nature of the concrete Cuntz-Krieger relations. In addition, it also
highlights the nature of the boundary which we have termed the ‘Cuntz-Krieger
boundary’.
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