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Coalgebras generalize various kinds of dynamical systems occuring in mathematics and computer
science. Examples of systems that can be modeled as coalgebras include automata and Markov
chains. We will present a coalgebraic representation of systems occuring in the field of quantum
computation, using convex sets of density matrices as state spaces. This will allow us to derive a
method to convert quantum mechanical systems into simpler probabilistic systems with the same
probabilistic behaviour.
1 Introduction
For studying complex computational systems, it is often helpful to use an abstract description of the
systems. This helps to focus on the most important parts of the system under consideration and see sim-
ilarities and differences between distinct kinds of systems. The notion of a coalgebra, which originated
in category theory, gives such an abstract view on dynamical systems. There is a large class of systems
that can be described using coalgebras, including finite automata, Turing machines, Markov chains, and
differential equations. Moreover one can reason about these system using a unified theory. An overview
can be found in [15].
Our aim is to describe systems occuring in the field of quantum computation in the coalgebraic
framework. This will facilitate comparison between quantum systems and, for example, deterministic
and probabilistic systems. It will also enable us to apply facts from the general theory of coalgebras
to quantum mechanical systems. In particular we will see what the minimization procedure from [3]
amounts to for quantum coalgebras.
The use of categories in the foundations of quantum physics was initiated in [2], via tensor categories,
and in [4], via topoi. Representation of quantum systems with coalgebras is also considered in [1].
However, there are several differences between [1] and our work. We focus on the dynamics of systems
via unitary operators, whereas [1] models the dynamics of iterated measurements.
The outline of this paper is as follows. In Section 2 we discuss preliminaries on coalgebras. To
illustrate the theory of coalgebras, Section 3 contains a coalgebraic description of probabilistic systems.
Some of the constructions in that section are also necessary for understanding quantum systems coal-
gebraically. The main original contributions are in Sections 4 and 5. Section 4 shows how to represent
quantum systems as coalgebras, and discusses the role of final coalgebras in this framework. Finally, in
Section 5, the minimization procedure from Section 2 is applied to quantum coalgebras.
2 Coalgebras
In this section we will present some preliminary material on coalgebras, which are abstract generaliza-
tions of state-based systems. Let F be an endofunctor on a category C. An F-coalgebra consists of an
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object X ∈C and a morphism c : X → F(X) in C. The object X is called the state space of the coalgebra,
and the morphism c is called the dynamics. The functor F in the definition is a parameter that determines
the structure of the dynamics, and hence the kind of system. Coalgebras for a fixed endofunctor consti-
tute a category, in which a morphism from c : X → F(X) to d : Y → F(Y ) is a morphism f : X →Y in C
making the following diagram commute.
X
f
//
c

Y
d

F(X)
F( f )
// F(Y )
The category of F-coalgebras and homomorphisms is denoted CoAlg(F).
An F-coalgebra ω : Ω → F(Ω) is said to be final if it is a final object in the category CoAlg(F), i.e.
for every coalgebra c : X → F(X) there exists a unique coalgebra morphism from c to ω . This unique
morphism is called the behaviour morphism of c and is denoted behc : X → Ω.
Example 1. In theoretical computer science, finite automata provide a mechanical way to describe lan-
guages. An alphabet is a finite set, whose elements we call letters or symbols. The set of finite sequences,
or words, with entries in an alphabet A is written as A∗. This set of words forms a monoid, where the
monoid operation is concatenation and the empty word ε acts as an identity element. The monoid A∗ is
the free monoid over A. A language over A is a subset of A∗. A deterministic automaton over an alphabet
A consists of a set X of states, a transition function δ : X×A→X , and a subset U ⊆X of accepting states.
The transition function δ : X ×A → X can be extended to a function from X ×A∗ to X , also denoted δ ,
by defining δ (x,ε) = x and δ (x,au) = δ (δ (x,a),u).
Automata are often graphically represented by their state diagrams. In a state diagram, each state of
the automaton is drawn as a circle. A transition δ (x,a) = y is indicated by an arrow, labeled with the
letter a, from the circle x to the circle y. Accepting states are drawn as double circles. As an example,
consider the automaton over A = {a,b} with the following diagram.
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Here, the set of states is X = {x0,x1,x2,x3}, the transition function is completely determined by the
arrows in the diagram, and the subset of accepting states is {x0,x3}.
The transition function and the subset of accepting states of an automaton can be merged into one
function of type X → 2×XA Thus deterministic automata are coalgebras for the endofunctor F(X) =
2×XA on Sets. This functor F has a final coalgebra whose underlying state space is the set P(A∗)
of all languages over A. To endow this set with an automaton structure, define the transition function
by δ (L,a) = {u ∈ A∗ | au ∈ L}, and let the subset of accepting states be {L ∈ P(A∗) | ε ∈ L}. Let
c : X → 2×XA be an arbitrary automaton, with transition function δ and accepting states U . Then the
behaviour morphism behc : X →P(A∗) assigns to a state x the language {u∈A∗ | δ (x,u) ∈U}. Thus the
coalgebraic description gives a convenient way to characterize the language recognized by an automaton.
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There are several other systems that can be modeled as coalgebras in such a way that the morphism
into the final coalgebra corresponds to the observable behaviour of the system, see [15] for more exam-
ples.
A morphism into the final coalgebra provides a method to obtain an external description of a system,
given an internal description. We will now turn our attention to the reverse problem: if we know the
behaviour of a system, how do we find a coalgebra having that behaviour? Of course, in practice there
are many coalgebras with the same behaviour. We are often interested in the most efficient one, i.e. the
coalgebra with the smallest state space among those with the same behaviour. Finding the coalgebra with
a minimal state space is known as the problem of minimization. Here we will focus on the special case
of minimizations of automata.
Minimal realizations of automata were first constructed in [12]. This was generalized to categorical
settings in [6], see also [3, 14] for the coalgebraic version.
Definition 2. A subcoalgebra of a coalgebra c : X → F(X) in Sets is a coalgebra d : Y → F(Y ) with
Y ⊆ X for which the inclusion map Y →֒ X is a coalgebra morphism.
Definition 3. Let c : X → F(X) be a coalgebra in Sets, and S ⊆ X . The subcoalgebra of c generated by S
is the smallest subcoalgebra 〈S〉 of c whose state space includes S. If S is a singleton {s}, then we write
〈S〉= 〈s〉.
Example 4. Consider an automaton c : X → 2×XA, and denote its transition function by δ . For any
subset S ⊆ X , the subcoalgebra 〈S〉 of c generated by S is obtained by closing S under the transitions of
c. Thus the coalgebra 〈S〉 has state space
{δ (s)(u) | s ∈ S,u ∈ A∗} .
The observations and transitions are inherited from c.
The behaviour of an automaton together with an initial state is the language recognized by that state.
Therefore the minimization problem amounts to the following question: given a language L, what is the
minimal automaton recognizing L?
Proposition 5. Let L be a language over A. The coalgebra with the least number of states recognizing L
is the subcoalgebra 〈L〉 of the final coalgebra P(A∗), with initial state L ∈ 〈L〉.
To generalize this to arbitrary coalgebras, one needs a factorization system on the underlying cate-
gory. The abstract monos of the factorization system play the role of the subcoalgebras. This is worked
out in [3, 13].
3 Probabilistic systems
Before representing quantum systems coalgebraically, it is useful to consider probabilistic systems first,
because quantum mechanical behaviour is probabilistic.
Transitions to a probability distribution over successor states will be modeled using functors involv-
ing the so-called distribution monad. Define a functor D : Sets → Sets sending a set X to the set of finite
convex combinations, or probability distributions, on X :
D(X) = {ϕ : X → [0,1] | supp(ϕ) is finite and ∑x∈X ϕ(x) = 1}.
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Here supp(ϕ) = {x ∈ X | ϕ(x) 6= 0} is the support of ϕ . An element ϕ of D(X) can also be written as a
formal sum r1x1 + · · ·+ rnxn, where {x1, . . . ,xn} = supp(ϕ) and ri = ϕ(xi). On a morphism f : X → Y ,
the functor D is defined as
D( f )(r1x1 + · · ·+ rnxn) = r1 f (x1)+ · · ·+ rn f (xn).
The functor D is a monad with unit and multiplication
η : X → D(X) µ : D(D(X)) → D(X)
x 7→ 1x ∑i ri(∑ j si jxi j) 7→ ∑i, j risi jxi j
We will show how the distribution monad is used in the representation of probabilistic systems by an
example.
Example 6. Imagine a particle moving on the following graph.
?>=<89:;x0 ?>=<89:;x1
?>=<89:;x2 ?>=<89:;x3
Let X = {x0,x1,x2,x3} be the set of vertices. The particle starts at one of the vertices of the graph. In
each time step, the particle can move to one of the two adjacent points. Each of these points is chosen
with probability 12 . This system can be written as a coalgebra for the distribution monad:
c : X → D(X)
x0 7→ 12x1 + 12 x2
x1 7→ 12x0 + 12 x3
x2 7→ 12x0 + 12 x3
x3 7→ 12x1 + 12 x2
A coalgebra for D is called a Markov chain.
We consider the trajectory of the particle when it starts in the vertex x0. Let ϕn ∈ D(X) denote the
probability distribution over the vertices of the graph after n steps. Then the first few values of ϕn are:
ϕ0 = x0
ϕ1 = 12x1 +
1
2 x2
ϕ2 = 12x0 +
1
2 x3
ϕ3 = 12x1 +
1
2 x2
We obtain a repetition after three steps, so ϕ2n = ϕ2 for n > 0 and ϕ2n+1 = ϕ1 for all n ∈N.
It is reasonable to view the sequence (ϕn)n∈N as the behaviour of the Markov chain. However, if
we model the system as a D-coalgebra, the morphism into the final coalgebra does not give the desired
behaviour. This can be solved by replacing the underlying category Sets of the coalgebra by another
category. There are at least two possible replacements known in the literature: [7] proposes to work
in the Kleisli category of the monad D , and [16] proposes to work in the category of Eilenberg-Moore
algebras for D . The solutions work for coalgebras for several monads, not only for the distribution
monad. Both approaches are compared in [10]. Here we will briefly describe how to model probabilistic
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systems in the category of Eilenberg-Moore algebras, since this approach will also be used for quantum
systems.
An Eilenberg-Moore algebra for the distribution monad is called a convex set. In a convex set X , we
can assign to each convex combination ∑ni=1 ri = 1 a function Xn → X denoted (x1, . . . ,xn) 7→ ∑ni=1 rixi.
A homomorphism of convex sets preserves all convex combinations and is called a convex or affine map.
The category of convex sets and maps is written as Conv, and is also described in [8].
The next result ensures that several functors on the category Conv have a final coalgebra, which
enables us to speak about the behaviour of probabilistic systems.
Lemma 7. Let C be a category with all products. Fix an object B∈C and a set A. The functor F : C→C
defined by F(X)=B×XA, where XA denotes a power, has a final coalgebra whose underlying state space
is the power BA∗ .
Proof. The projection BA∗ →B onto the coordinate with index u∈A∗ will be denoted piu. The dynamics is
a map ω : BA∗ →B×(BA∗)A, whose first component is piε and whose second component in the coordinates
a ∈ A, u ∈ A∗ is piau. We will now prove the finality of ω . Given a coalgebra c = 〈 f ,〈ga〉a∈A〉 : X →
B×XA, define behc : X → BA∗ as follows: first extend the family of morphisms (ga)a∈A for a ∈ A to a
family (gu)u∈A∗ by defining inductively
gε = id,
gau = gu ◦ga.
Then behc = 〈 f ◦gu〉u∈A∗ is a coalgebra morphism from c to ω .
To show that behc is the unique such coalgebra morphism, let ϕ : X → BA∗ be any coalgebra mor-
phism, and denote the component with coordinate u ∈ A∗ by ϕu. Induction on the word u ∈ A∗ proves
that ϕu = f ◦gu.
Example 8. The coalgebra from Example 6 can also be represented as a coalgebra in Conv, in such a
way that the morphism into the final coalgebra yields the list of probability distributions associated to
the Markov chain. Fix a set X and take the functor F(Y ) = D(X)×Y on the category Conv, where X is
the set of vertices of the graph. Represent the Markov chain as an F-coalgebra d with state space D(X),
i.e. a convex map D(X)→ D(X)×D(X). Since D(X) is the free convex set on X , it suffices to define
d on the set X of generators. Let d(x) = (1x,c(x)) ∈ D(X)×D(X). From Lemma 7 it follows that the
final F-coalgebra exists and has state space D(X)N, so we obtain a map behd : D(X)→ D(X)N. This
behaviour map sends the initial state x0 ∈ D(X) to the list of probability distributions (ϕn)n∈N obtained
in Example 6.
4 Coalgebraic model of quantum computation
In this section we will show how to model discrete quantum systems as coalgebras. We will first introduce
two running examples. The first example is the class of quantum automata. This quantum analogue of
deterministic automata was defined in [11]. There are two differences between our definition and [11]:
we generalize the output projections to effects on a Hilbert space, and we ignore initial states, which is
often more convenient for coalgebras.
Definition 9. A quantum language over an alphabet A is a function A∗ → [0,1]. One can think of
a quantum language as a fuzzy or probabilistic language. The function assigns to a word in A∗ the
probability that it is in the language.
A quantum automaton over an alphabet A consists of:
34 Coalgebraic Quantum Computation
• A complex Hilbert space H;
• For each letter a ∈ A, a unitary operator δa : H → H;
• An effect ε on H , i.e. a linear operator ε : H → H satisfying 0 ≤ ε ≤ id.
Define, for each word u ∈ A∗, the extended transition operator δu : H → H inductively by
δε(ψ) = ψ ,
δau(ψ) = δu(δa(ψ)).
The probability that the word u is accepted by the automaton, starting from initial state ψ with norm 1,
is
〈δuψ |ε |δuψ〉,
that is, the probability that measurement of ε gives ‘yes’ in state δuψ .
The quantum language recognized by a state ψ ∈ H is the function A∗ → [0,1] that sends a word
u ∈ A∗ to the probability that u is accepted by ψ .
The quantum walks form another class of examples of systems, discussed extensively in [17]. See
also [9] for coalgebraic versions. We will take the example from the latter reference.
Example 10. Consider a particle walking on the line Z of integers. In addition to the position of the
particle on Z, we take its spin into account. Then the Hilbert space modeling the composite system
of the particle’s spin and position is C2 ⊗ ℓ2(Z). Write the basis vectors in Dirac notation as |↑ k〉 and
|↓k〉. We stipulate that the particle starts in state |↑0〉. The dynamics of the walk is given by the unitary
operator
U : |↑k〉 7→ 1√2 |↑k−1〉+
1√
2 |↓k+1〉
|↓k〉 7→ 1√2 |↑k−1〉−
1√
2 |↓k+1〉
Consider a situation in which it is possible to measure the position of the particle, but not the spin. Then
the admissible observables are |↑k〉〈↑k|+ |↓k〉〈↓k| for k ∈ Z.
If the particle walks during n time steps, then its position can be described using a probability distri-
bution over Z. The probability that we encounter the particle on position k is
〈Un(↑0)|(|↑k〉〈↑k|+ |↓k〉〈↓k|)|Un(↑0)〉.
Denote the probability distribution after n steps by ϕn ∈ D(Z). The unit distribution k is written using
Dirac notation as |k〉. The first few probability distributions are:
ϕ0 = |0〉
ϕ1 = 12 |−1〉 + 12 |1〉
ϕ2 = 14 |−2〉 + 12 |0〉 + 14 |2〉
ϕ3 = 18 |−3〉 + 58 |−1〉 + 18 |1〉 + 18 |3〉
We would like to model quantum systems in such a way that the system is a coalgebra for a certain
endofunctor, and the morphism into the final coalgebra gives the quantum language or probability dis-
tribution determined by the system. To achieve this, we will work with coalgebras in the category Conv
of convex algebras. There are two reasons for this. Firstly, we can model computations for both systems
in pure states and systems in mixed states. Secondly, the category Conv incorporates both quantum
probability via density matrices and the classical probability that is needed for the output.
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Let HilbIsomet be the category of Hilbert spaces with isometric embeddings as morphisms. Define
a functor DM : HilbIsomet → Conv on objects by letting DM (H) be the set of density matrices on the
Hilbert space H , and on morphisms by DM ( f : H → K)(ρ) = f ρ f †.
Let H be a Hilbert space underlying a quantum system, and let S be a set of unitary operators that
can be applied to the system. Represent the possible measurements on the system by a subset E of the
set of effects E f (H) on H . We do not use the entire set E f (H) since usually not all effects are possible
or interesting. It is often the case that the sum of the effects in E is id. In this case, the subset E is called
a test, see [5] for more information. Consider the functor
F(X) = [0,1]E ×XS (1)
on the category Conv. Form the F-coalgebra
f : DM (H) → [0,1]E ×DM (H)S
ρ 7→ ((tr(ρε))ε∈E ,(DM (U)(ρ))U∈S) . (2)
The part tr(ρε) represents the observations on the coalgebra, since this is the probability that measure-
ment of the effect ε succeeds when the system is in mixed state ρ . The part DM (U)(ρ) is the evolution
of the system according to the density matrix formalism.
We will now show that (2) has the desired behaviour. First we have to check that the behaviour exists,
i.e. that F has a final coalgebra.
The category Conv inherits all products from Sets, so Lemma 7 applies to the functor defined in (1).
The functor F has a final coalgebra with the convex set ([0,1]E )S∗ as state space. The dynamics is a
map ([0,1]E )S∗ → [0,1]E × (([0,1]E)S∗)S. The first component of the dynamics is the projection onto the
component with the empty word ε as index, and for the second component, the map with index a ∈ S
and u ∈ S∗ is the projection onto component au.
The coalgebra (2) gives a behaviour map beh f : DM (H)→ ([0,1]E)S∗ . This map can alternatively be
seen as a indexed family of maps DM (H)→ [0,1] for each ε ∈ E and u ∈ S∗. The map with index ε and
u = u1 . . .un ∈ S∗ sends the density matrix ρ to tr(un . . .u1ρu†1 . . .u†nε). Physically, if we view effects as
yes-no questions about a system, this is the probability that measurement of the effect ε yields outcome
‘yes’, if the system starts in mixed state ρ and evolves according to the unitary operators u1, . . . , un.
Therefore the final coalgebra semantics corresponds exactly to the physical behaviour.
The construction of the coalgebra (2) involves three parameters: the underlying state space H , the set
of unitary operators S, and the set of possible measurements E . By choosing these parameters appropri-
ately we can fit the above examples in this framework.
Example 11. Let (H,(δa)a∈A,ε) be a quantum automaton. The set of unitaries S is {δa | a ∈ A}, and the
set of possible measurements is the singleton set E = {ε}. The coalgebra (2) becomes
DM (H) → [0,1]×DM (H)A
ρ 7→ (tr(ρε),(δaρδ †a )a∈A)
If ψ ∈H is a state, then the behaviour map DM (H)→ [0,1]A∗ maps the associated density matrix |ψ〉〈ψ |
to the quantum language recognized by ψ .
The quantum walk from Example 10 gives a coalgebra
DM (C2 ⊗ ℓ2(Z)) → [0,1]Z×DM (C2⊗ ℓ2(Z))
ρ 7→ ((tr(ρ |↑k〉〈↑k|+ρ |↓k〉〈↓k|))k∈Z ,UρU†) .
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The codomain can be restricted to Dω(Z)×DM (C2 ⊗ ℓ2(Z)), because the effects in E sum to id. Here
Dω is the infinite distribution monad, defined on objects by
Dω(X) = {ϕ : X → [0,1] | supp(ϕ) is at most countable and ∑x∈X ϕ(x) = 1}.
On morphisms, Dω acts the same as the ordinary distribution monad D .
These examples show that the representation (2) captures many quantum systems in a uniform way.
5 Minimization
In Section 2 we presented a procedure to find minimal automata for classical languages. The same
method can be used to find minimal realizations for quantum behaviour.
Consider coalgebras for the functor F(X) = [0,1]E × XS, which was defined in (1). The final
coalgebra for F has underlying state space ([0,1]E )S∗ . Then the minimal realization of a behaviour
L ∈ ([0,1]E)S∗ is the smallest subcoalgebra of ([0,1]E)S∗ containing L. An interesting feature of this ap-
proach is that the minimal coalgebra need not be a quantum coalgebra, even if the behaviour arises from
a quantum mechanical system. Since the subcoalgebra of the final coalgebra lies in the category Conv,
the minimal realization will certainly be a probabilistic system, but its state space is not necessarily of the
form DM (H). Thus minimization gives a procedure for turning quantum systems into simpler systems
in Conv which nevertheless have the same behaviour.
Example 12. We consider a quantum version of Example 6. The square graph gives rise to the state space
C
4 with basis |0〉, |1〉, |2〉, |3〉, and the walk of a quantum particle on the square graph is represented by
the unitary matrix
U =
1√
2


0 1 1 0
1 0 0 1
1 0 0 −1
0 1 −1 0

 .
For each vertex k, we can measure the probability that the particle is in state k using the projection |k〉〈k|.
This leads to the coalgebra
f : DM (C4) → D(4)×DM (C4)
ρ 7→
(
(tr(ρ |k〉〈k|))k=0,1,2,3 ,UρU†
)
.
Assume that |0〉〈0| ∈DM (C4) is the initial state. The resulting output stream is
σ =
(
|0〉, 1
2
|1〉+ 1
2
|2〉
)ω
.
The minimal coalgebra with this behaviour is the smallest subcoalgebra of D(4)N containing σ . We
shall compute this subcoalgebra by determining the states of D(4)N that can be reached from σ with the
transition structure, and then taking the convex set generated by the reachable states.
The transition structure of the final coalgebra is given by the function tail : D(4)N →D(4)N defined
by tail(x0,x1,x2, . . .) = (x1,x2, . . .). Applying the tail function repeatedly to σ gives the streams σ and
σ ′ =
( 1
2 |1〉+ 12 |2〉, |0〉
)ω
. The convex algebra generated by σ and σ ′ inside D(4)N is
X =
{(
p|0〉+ 12(1− p)|1〉+ 12(1− p)|2〉,
(1− p)|0〉+ 12 p|1〉+ 12 p|2〉
)ω ∣∣∣∣ p ∈ [0,1]
}
.
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This is the minimal coalgebra with behaviour σ and hence the minimization of f . The coalgebra structure
is obtained as restriction of the final coalgebra D(4)N. By projecting onto the first coordinate twice
we obtain an affine isomorphism between X and [0,1]. Therefore a more elementary display of the
minimization is
[0,1] → D(4)× [0,1]
p 7→ (p|0〉+ 12(1− p)|1〉+ 12(1− p)|2〉,1− p)
Observe that the state space [0,1] of the minimization is more manageable than the original state space
DM (C4). The minimization is not a quantum system anymore, since [0,1] is not isomorphic to a convex
set of density matrices. It can be seen as a probabilistic system with two states, since [0,1] ∼= D(2).
Thus the behaviour of this quantum mechanical system can be reproduced with a simpler probabilistic
system. Note that we only consider the classically observable probabilities as part of the behaviour, not
the quantum mechanical amplitudes. Therefore the minimization only contains information about the
classically probabilistic behaviour.
6 Conclusion
Quantum systems can be represented by using density matrices as states, with unitary operators acting on
them as dynamics. We have exploited this fact to model quantum systems as coalgebras in the category
Conv of convex sets, with a set of density matrices as state space. A consequence of this representation
is that minimization of coalgebras gives a method to transform a quantum system into a probabilistic
system that has the same probabilistic behaviour, but a simpler structure.
There are several possibilities for future research. We have only studied minimization of quantum
systems empirically through examples. It would be nice to have more general results about the structure
of minimal realizations. Moreover it is unclear if quantum systems can also be modeled in such a way
that minimization gives a quantum coalgebra again.
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