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Abstract
Given two strings A and B of lengths na and nb, nanb, respectively, the all-substrings longest common subsequence (ALCS)
problem obtains, for every substring B ′ of B, the length of the longest string that is a subsequence of both A and B ′. The ALCS
problem has many applications, such as ﬁnding approximate tandem repeats in strings, solving the circular alignment of two strings
and ﬁnding the alignment of one string with several others that have a common substring. We present an algorithm to prepare the
basic data structure for ALCS queries that takes O(nanb) time and O(na + nb) space. After this preparation, it is possible to build
a matrix of size O(n2
b
) that allows any LCS length to be retrieved in constant time. Some trade-offs between the space required and
the querying time are discussed. To our knowledge, this is the ﬁrst algorithm in the literature for the ALCS problem.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
The computation of patterns in strings is a fundamental problem in Molecular Biology and many other areas [17]. In
this paper we consider a variant of the longest common subsequence (LCS) problem. Consider a string of symbols from
a ﬁnite alphabet.A substring of a string is any fragment of contiguous symbols of the string.A subsequence of a string is
obtained by deleting zero or more symbols from the original string, at any position. Given strings A and B, |A|=na and
|B|=nb, the LCSproblemobtains the longest subsequence common to both. It is an important problemwith applications
in DNA sequence comparison, data compression, pattern matching, etc. [13,16]. A generalization of the LCS problem
is the all-substrings longest common subsequence (ALCS) problem that obtains the lengths of all the LCSs for string
A and all substrings of B. TheALCS problem is a restricted form of the all-substrings alignment problem [2,15]. It has
many applications, such as ﬁnding approximate tandem repeats in strings [15], solving the circular alignment of two
strings [12,15] and ﬁnding the alignment of one string with several others that have a common substring [10].
An extended abstract of this paper was presented at GRACO2005 (2nd Brazilian Symposium on Graphs, Algorithms, and Combinatorics) and
appeared in Electronic Notes in Discrete Mathematics, vol. 19, 2005, pp. 133–139. This work has been partially supported by CNPq Proc. no.
30.0317/02-6, 30.5218/03-4, 30.2942/04-1, 62.0123/04-4, 48.5460/06-8, FAPESP 04/08928-3 and FUNDECT 41/100.115/2006.
E-mail addresses: prof.carlos_r_alves@usjt.br (C.E.R. Alves), edson@dct.ufms.br (E.N. Cáceres), song@ime.usp.br (S.W. Song).
0166-218X/$ - see front matter © 2007 Elsevier B.V. All rights reserved.
doi:10.1016/j.dam.2007.05.056
1026 C.E.R. Alves et al. / Discrete Applied Mathematics 156 (2008) 1025–1035
Sequential algorithms for the LCS problem have been proposed in [6,9,14]. The basic LCS problem can be solved
in O(nanb) time. There is, however, no sequential algorithm for the ALCS problem in the literature. Schmidt [15]
presents an algorithm to solve the string edit problem to ﬁnd the optimal weighted alignments between substrings of A
and substrings of B. Based on [15], we present an algorithm to solve the ALCS problem that takes O(nanb) time and
O(nb) space. A short version of this paper appeared in [5].
2. The ALCS problem
Strings of symbols will be denoted by upper-case letters, such as A and B. Individual symbols of a string will be
identiﬁed by the string name (lower-case) with a subscripted index. The indices start at 1, for the ﬁrst symbol. The length
of the string will be denoted by n subscripted by the lower-case string name. For example, A = a1a2a3 . . . ana−1ana .
A substring is denoted by the upper-case letter of the original string and indices that indicate the initial (subscripted)
position and ﬁnal (superscripted) position of the symbols in the original string. For example, A63 = a3a4a5a6.
Given two strings A and B, the LCS problem ﬁnds the longest string C that is a subsequence of A and B. Fig. 1
illustrates the alignment of strings. Each string is placed in a row, in such a way that no column contains two different
symbols. Each column may contain one blank space, though. Columns with equal symbols have a score of 1, the others
have score 0. The array with the greatest possible sum of column scores gives the LCS.
LCS algorithms are based on dynamic programming or primal–dual techniques and present a worst-case time
complexity of O(nanb). See [7,13,14,16] for surveys.
For two strings A and B, |A| = na and |B| = nb, the ALCS problem solves the LCS problem for A and all substrings
of B, that is, solve the LCS for all pairs (A,Bji ), where 1 ijnb. Often we are more interested in the lengths rather
than the subsequences proper.
The grid directed acyclic graph (GDAG) for the ALCS problem has na + 1 rows and nb + 1 columns of vertices.
Labeling rows from 0 to na and the columns from 0 to nb, each vertex of a GDAG G is identiﬁed by G(i, j), where
0 ina and 0jnb. The arcs in this GDAG have weights 0 or 1, deﬁned as follows. Fig. 2 shows an example,
with the diagonal arcs of weight 0 omitted:
• (diagonal arcs) for 1 ina and 1jnb there is an arc from G(i − 1, j − 1) to G(i, j) with weight 1 if ai = bj ,
0 otherwise;
Fig. 1. Example of a solution to the LCS Problem. For strings xywwyxw and xwwyxyz the longest common subsequence is xwwyx.
Fig. 2. GDAG for theALCS problem. The strings being compared are A= yxxyzyzx and B= yxxyzxyzxyxzx. The diagonal arcs shown have weight
1, those with weight 0 are omitted.
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• (vertical arcs) for 0 ina and 1jnb there is an arc from G(i, j − 1) to G(i, j) with weight 0;
• (horizontal arcs) for 1 ina and 0jnb there is an arc from G(i − 1, j) to G(i, j) with weight 0.
Denote the vertices at the top row of G by TG(i) and the ones at the bottom row by FG(i).
To solve the LCS problem, one looks for the highest weighted path from G(0, 0) to G(na, nb), whose total weight
is the length of the longest common subsequence between A and B. This path gives us the actual subsequence: each
vertical arc represents a deletion in A, each horizontal arc represents a deletion in B and each diagonal arc (of weight 1)
represents matched symbols in A and B.A dynamic programming technique is used in the LCS algorithm by Hirschberg
[8] that requires O(nanb) time and O(na + nb) space.
For the ALCS problem we are interested in more paths than just the one from G(0, 0) to G(na, nb). We deﬁne
CG(i, j) as follows.
Deﬁnition 2.1 (CG(i, j)). For 0 ijnb, CG(i, j) is the largest total weight of a path from TG(i) to FG(j) in G.
CG(i, j) represents the length of the LCS of A and the substring Bji+1. When i = j , there is no such substring and
the only path from TG(i) to FG(j) is formed exclusively by vertical arcs and has total weight 0. When i > j , Bji+1 also
does not exist and we adopt CG(i, j) = 0.
The values of CG(i, j) have the following interesting properties.
Properties 2.1. (1) For all i (0 inb) and all j (1jnb) we have CG(i, j) = CG(i, j − 1) or CG(i, j) = CG
(i, j − 1) + 1.
(2) For all i (1 inb) and all j (0jnb) we have CG(i − 1, j) = CG(i, j) or CG(i − 1, j) = CG(i, j) + 1.
(3) For all i and all j (1 i < jnb) if CG(i − 1, j) = CG(i − 1, j − 1) + 1 then CG(i, j) = CG(i, j − 1) + 1.
Proof. We prove Properties 2.1(1) and 2.1(3). The proof of 2.1(2) is similar.
Naturally, CG(i, j) and CG(i, j − 1) are integers. When ij we have CG(i, j) = CG(i, j − 1) = 0. When i < j ,
looking at the paths that start at vertex TG(i) it becomes clear that CG(i, j)CG(i, j −1), since the best path to vertex
FG(j − 1) can be extended to FG(j) by a horizontal arc with weight 0. On the other hand, as all arcs with weight 1
are diagonal arcs, it is clear that CG(i, j) − CG(i, j − 1)1. That is because a path from TG(i) to FG(j − 1) can be
created based on the best path to FG(j), by eliminating the vertices in column j and completing the path to FG(j − 1)
with vertical arcs. At most one diagonal is eliminated.
To prove 2.1(3), we assume that CG(i − 1, j)=CG(i − 1, j − 1)+ 1 for a certain pair (i, j), 1 i < jnb. Let C1
be the leftmost path from TG(i − 1) to FG(j) with total weight CG(i − 1, j). C1 is such that no path from TG(i − 1)
to FG(j) with the same weight has any vertex to the left of a vertex of C1 in the same row. Let C2 be the leftmost path
from TG(i) to FG(j − 1) with total weight CG(i, j − 1). It is easy to show that such leftmost paths exist and that they
have a unique common subpath with at least one vertex. Let C1a and C1b be the subpaths of C1 that do not belong to
C2, C1a is the subpath starting at TG(i − 1) and C1b is the subpath ending at FG(j). Let C2a and C2b be subpaths of
C2 deﬁned analogously. The common subpath is denoted C. See Fig. 3.
Naturally, the weight of C1b must be equal to the weight of C2b plus 1. Otherwise we would have a path from
TG(i − 1) to FG(j − 1) (formed by C1a , C and C2b) with the same weight as C1, which contradicts our hypothesis.
Therefore, the path composed of C2a , C and C1b will have a total weight equal to the weight of C2 plus 1, which
implies CG(i, j)>CG(i, j − 1). By 2.1(1) we conclude that CG(i, j) = CG(i, j − 1) + 1. 
Property 2.1(1) indicates that for a ﬁxed value of i, the values of CG(i, 0), CG(i, 1), . . . , CG(i, nb) form a non-
decreasing sequence that can be deﬁned implicitly, by indicating just the values of j for which CG(i, j)>CG(i, j −1).
This fact is used in the CREW-PRAM algorithm for the LCS problem of Lin and Lu [11] who have introduced the
following deﬁnition of the cost matrix DG.
Deﬁnition 2.2 (DG). Let G be the GDAG for the ALCS problem with strings A and B. For 0 inb, DG(i, 0) = i
and for 1kna , DG(i, k) indicates the value of j such that CG(i, j)= k and CG(i, j − 1)= k − 1. If there is no such
value, DG(i, k) = ∞.
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Fig. 3. Proof of Property 2.1(3).
Fig. 4. CG corresponding to the GDAG of Fig. 2.
This deﬁnition impliesDG(i, j)na .We deﬁneDG(i, 0)=i instead of 0 to simplify the presentation of the algorithm.
We denote DiG the row i of DG. As an example, Figs. 4 and 5 show CG(i, j) and DG(i, k) corresponding to the GDAG
of Fig. 2.
From the values of DG(i, k) we can obtain the values of CG(i, j). Furthermore, the following properties can be
derived from Property 2.1(3) (see also [11]) and indicate that the information contained in DG can be represented in
O(na + nb) space, instead of O(nanb) space by using the straightforward representation.
Properties 2.2. (1) If k1 <k2 and DG(i, k1) = ∞ then DG(i, k1)<DG(i, k2).
(2) If i1 < i2 then DG(i1, k)DG(i2, k).
(3) If DG(i1, k1) = j1 and j1 = ∞ then for all i, i1 ij1, there is k such that DG(i, k) = j1. In other words, if j1
appears in row DiG then it also appears in all the rows up to row D
j1
G .
(4) If DG(i1, k1) = DG(i2, k2) = j1 then for all i, i1 i i2, there is k such that DG(i, k) = j1. In other words, if j1
appears in rows Di1G and D
i2





Proof. If k1 <k2 and j1 = DG(i, k1) = ∞ then CG(i, j1) = k1. CG(i, j) does not decrease with j, so if there is j such
that CG(i, j)= k2 then j > j1. If there is no such j then DG(i, k2)= ∞. In either case we have DG(i, k1)<DG(i, k2),
thus proving (1).
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Fig. 5. DG corresponding to the GDAG of Fig. 2.
If i1 < i2, by Property 2.1(2) CG(i2, j)CG(i1, j) for all j. If DG(i1, k)>DG(i2, k) = ∞ for some value of k, then
for j = DG(i2, k) we have CG(i2, j) = k >CG(i1, j), a contradiction. Thus (2) follows.
The proof of (3) is by induction on i. The presence of j1 inDj1G follows fromDeﬁnition 2.2. Now let us suppose that for
a certain value of i (i1 i < j1 = ∞) we haveDG(i, k)=j1 for some value of k (the speciﬁc value of k is not important).
This means that CG(i, j1)= k =CG(i, j1 − 1)+ 1. By Property 2.1(3) we have CG(i + 1, j1)=CG(i + 1, j1 − 1)+ 1,
which means that there is some k such that DG(i + 1, k) = j1, concluding the inductive step. This step applies while
the condition for Property 2.1(3) (i + 1<j1) is true. So j1 appears in every row from Di1G to Dj1−1G .
Property (4) can be easily derived from (3), since DG(i, k) can only be j1 if ij1. 
Properties 2.2(2) and 2.2(3) are used to reduce the space necessary to represent DG, because they show that two
consecutive rows of DG are similar. We now state this more precisely, as follows.
Properties 2.3. For 0 i < nb,
(1) There is one unique ﬁnite element of DiG that does not appear in Di+1G , which is DG(i, 0) = i.
(2) There is at most one ﬁnite element of Di+1G that does not appear in DiG.
Proof. Property (1) follows directly from Property 2.2(3). If j1 appears in row DiG then it appears in all the following
rows, up to row j1. As DG(i, 0) = i, this is the last row in which i appears. All the other elements from DiG are larger
than i (by Property 2.2(1)) and also appear in Di+1G .
By Property 2.2(2) we have that Di+1G cannot have more ﬁnite elements than DiG. As only one ﬁnite element from
DiG does not appear in D
i+1
G , there is at the most one new element in D
i+1
G . 
Properties 2.3(1) and 2.3(2) indicate that we can transform one row of DG into the next row by the removal of one
element (the ﬁrst one) and the insertion of another element (ﬁnite or not).
This suggests a representation for DG in O(na + nb) space. This representation is composed of D0G (the ﬁrst row of
DG), that has size na + 1, and a vector VG that has size nb, deﬁned below.
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Fig. 6. VG corresponding to the GDAG of Fig. 2. D0G (ﬁrst row from Fig. 5) and VG can be used together to reconstruct DG.
Deﬁnition 2.3 (VG). For 1 inb, VG(i) is the value of the ﬁnite element that is present in row DiG but not in row
Di−1G . If there is no such element, then VG(i) = ∞.
Fig. 6 shows VG for the GDAG of Fig. 2. It is instructive to compare the three representations, namely, CG (Fig. 4),
DG (Fig. 5) and VG (Fig. 6). Figs. 5 and 6 show that D0G (ﬁrst row of DG) and VG can be used together to reconstruct
DG. It is easy to see that the elements of D0G are the integers from 0 to nb which are not present in VG, so VG sufﬁces
to reconstruct DG.
3. The ALCS algorithm
We return to the GDAG G and present some additional properties that are important to the design of the proposed
ALCS algorithm.
For each vertex of the GDAG G we need to determine some information about the distance between this vertex and
each vertex on the top row of G. For this we deﬁne ClG(i, j) as follows.
Deﬁnition 3.1 (ClG(i, j)). For 0 lna , 0 inb and 0jnb, ClG(i, j) is the total weight of the path with the
highest total weight between vertices (0, i) and (l, j), if there is such path. If there is no such path (in the case that
i > j ), ClG(i, j) = 0.
This deﬁnition is an extension of deﬁnition ofCG(i, j) that deals with the internal vertices ofG (notice thatCG(i, j)=
C
na
G (i, j)). Now we have the following properties, that deal with neighboring vertices in G.
Properties 3.1. For all l (0 lna):
(1) For all i (0 inb) and all j (1jnb) we have ClG(i, j) = ClG(i, j − 1) or ClG(i, j) = ClG(i, j − 1) + 1.
(2) For all i and all j (0< i < jnb)we have that ifClG(i−1, j)=ClG(i−1, j−1)+1 thenClG(i, j)=ClG(i, j−1)+1.
The proof of these properties is omitted, for it is similar to the proof of Property 2.1. The inclusion of l in these
properties does not affect their nature.
Properties 3.1 are related to the differences between distances to two internal vertices of G that are neighbors on the
same row. The following properties are related to internal vertices that are neighbors on the same column.
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Fig. 7. Next-to-last vertex of each path in a GDAG. From the top of the GDAG, the paths that arrive at an interior vertex pass through the adjacent
vertices as shown.
Properties 3.2. For all l (1 lna):
(1) For all i (0 inb) and all j (0jnb) we have ClG(i, j) = Cl−1G (i, j) or ClG(i, j) = Cl−1G (i, j) + 1.
(2) For all i and all j (0< ijnb) we have that if ClG(i − 1, j) = Cl−1G (i − 1, j) then ClG(i, j) = Cl−1G (i, j).
The proof of these properties is also omitted. By Properties 3.1 and 3.2, we can encode variations in the weights of
the paths to internal vertices of the GDAG in an efﬁcient way. If we pick a vertex on the upper row of G, say TG(i),
and determine the best possible paths from it to two neighbor vertices on a same row, say (l, j − 1) and (l, j), these
paths will have the same weight if i is below a certain limit. For values of i equal or above this limit, the weight of the
path to (l, j) will be larger (by 1) than the weight of the path to (l, j − 1). The value of this limit depends on l and j
and will be called ih(l, j).
Similarly, the weights of the best paths from TG(i) to neighbor vertices on a column, (l − 1, j) and (l, j), differ by
1 if i is below a certain limit iv(l, j). If i is on or above this limit, the paths have the same weight.
Formally, we deﬁne ih(l, j) and iv(l, j) as follows.
Deﬁnition 3.2 (ih(l, j)). For all (l, j), 0 lna and 1jnb, ih(l, j) is the smallest value of i < j such that
ClG(i, j) = ClG(i, j − 1) + 1. If there is no such i, ih(l, j) = j .
Deﬁnition 3.3 (iv(l, j)). For all (l, j), 1 lna and 1jnb, iv(l, j) is the smallest value of ij such that
ClG(i, j) = Cl−1G (i, j).
The algorithm is based on the determination of the limits ih and iv for all the vertices of the GDAG. The ﬁrst value
of i for which there is a k such that DG(i, k) = j is ih(na, j). For values of i above this limit, j continues to appear in
DiG, which means that there is a difference between the best paths from TG(i) to (na, j − 1) and (na, j).
Besides ih and iv , for each vertex we need to determine two limits, i1 and i2, explained below. Given a vertex (l, j),
with 0< lna and 0<jnb, the best paths from the top of the GDAG to it must have (l, j − 1), (l − 1, j − 1) or
(l − 1, j) as the next-to-last vertex. Since two best leftmost paths cannot cross, we have the following Property 3.3,
illustrated in Fig. 7.
Property 3.3. For all (l, j), 1 lna and 0<jnb, there are values i1 and i2 such that the best (leftmost) path from
TG(i) to (l, j) has as the next-to-last vertex:
• (l, j − 1) if 0 i < i1,
• (l − 1, j − 1) if i1 i < i2,
• (l − 1, j) if i2 i < j .
The determination of the four forementioned limits (ih, iv , i1 and i2) is done vertex by vertex, by sweeping the GDAG
row by row (or column by column). To compute the limits for a vertex (l, j) it is necessary to know only ih(l − 1, j)
and iv(l, j − 1), for these values indicate differences between paths to vertices adjacent to (l, j). We will call these
vertices candidate vertices. Two distinct cases must be considered separately.
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Case 1: If al = bj , that is, the arc from (l−1, j −1) to (l, j) has weight 0, this arc can be ignored and the next-to-last
vertex of any path to (l, j) cannot be (l − 1, j − 1). In this case, i1 = i2. There are two possibilities from this point:
Case 1(i). iv(l, j − 1) ih(l − 1, j): there are three ranges of values to consider for i in the choice of the next-to-last
vertex in the path to (l, j):
• For 0 i < iv(l, j − 1) the best path from TG(i) to (l, j − 1) is better than the best path to the other two candidates,
so the chosen vertex is (l, j − 1).
• iv(l, j − 1) i < ih(l − 1, j): the best paths to each of the three candidates have the same weight, so the chosen
candidate is again (l, j − 1) (which gives the leftmost path).
• ih(l − 1, j) ij : the best path from TG(i) to (l − 1, j) is better than the path to the other two candidates, so
(l − 1, j) is chosen.
Therefore, i1 = i2 = ih(l − 1, j), ih(l, j) = ih(l − 1, j) and iv(l, j) = iv(l, j − 1).
Case 1(ii). iv(l, j − 1)> ih(l − 1, j): there are again three ranges of values to consider for i.
• For 0 i < ih(l − 1, j): the chosen vertex is (l, j − 1);
• ih(l − 1, j) i < iv(l, j − 1): the best paths from TG(i) to (l, j − 1) and to (l − 1, j) have the same weight (the
path to (l − 1, j − 1) has a lower weight). The leftmost vertex (l, j − 1) is chosen.
• iv(l, j − 1) ij : the chosen vertex is (l − 1, j).
So we have i1 = i2 = iv(l, j − 1), ih(l, j) = iv(l, j − 1) and iv(l, j) = ih(l − 1, j).
In Case 1 we have i1 = i2 = ih(l, j) = max(iv(l, j − 1), ih(l − 1, j)) and iv(l, j) = min(iv(l, j − 1), ih(l − 1, j)).
Case 2: If al = bj , that is, the arc from (l − 1, j − 1) to (l, j) has weight 1, We have to consider the three candidates,
but (l − 1, j − 1) has the advantage of being connected to (i, j) through an arc of weight 1. In fact, as we search for
the leftmost path among the best ones to (i, j), no path will pass through (l − 1, j) except the one from TG(j), and so
we have i2 = j .
When i < iv(l, j − 1) the best path from TG(i) to (l, j − 1) has a lower weight than the one to (l − 1, j − 1),
compensating the weight 1 of the arc from (l − 1, j − 1) to (l, j). So, i1 = iv(l, j − 1) and ih(l, j) = iv(l, j − 1). For
similar reasons, we have iv(l, j) = ih(l − 1, j).
This reasoning applies to the vertices that are not on the upper and left borders of the GDAG. For the vertices on the
upper border we have ih(0, j) = j (1jnb) and for the vertices on the left border we have iv(l, 0) = 0 (1 lna).
The other values are not important.
The values of ih(na, j) with 1j <nb (corresponding to the vertices on the lower border of the GDAG) represent
the answer for our basic algorithm. We will call IG the vector that contains these values. From this vector we also
obtain D0G and VG.
At ﬁrst we make D0G(0) = 0. Then, if for a certain j we have IG(j) = ih(na, j) = 0, this means that j is a element of
D0G. If IG(j) = i, 1 ij , this means that the ﬁrst row of DG in which j appears is DiG, so VG(i) = j .
Algorithm 1 The ALCS Algorithm
Require: Strings A = a1a2 . . . ana and B = b1b2 . . . bnb .
Ensure: Vectors IG, D0G and VG related to the strings A and B.
1: for j ← 0 to nb do
2: ih(0, j) ← j
3: end for
4: for l ← 0 to nado
5: iv(l, 0) ← 0
6: end for
7: for l ← 1 to na do
8: for j ← 1 to nb do
9: if al = bj then
10: ih(l, j) ← max(iv(l, j − 1), ih(l − 1, j))
11: iv(l, j) ← min(iv(l, j − 1), ih(l − 1, j))
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12: else
13: ih(l, j) ← iv(l, j − 1)




18: for j ← 1 to nb do
19: VG(j) ← ∞
20: end for
21: D0G(0) ← 0
22: i ← 1
23: for j ← 1 to nbdo
24: if IG(j) = 0 then
25: D0G(i) ← j
26: i ← i + 1
27: else
28: VG(IG(j)) ← j
29: end if
30: end for
31: for l ← i to na do
32: D0G(l) ← ∞
33: end for
Algorithm 1 makes this procedure explicit. Notice that the limits i1 and i2 are not necessary for the determination
of D0G and VG, so these limits are not included in the algorithm. However, if it is necessary to make possible the fast
retrieval of the actual paths between TG(i) and FG(j) (for any i and j), then the determination and storage of the limits
i1 and i2 are needed. These limits allow the reconstruction of the path, starting at FG(j) and going back to TG(i), in
time O(na + nb). Theorem 1 summarizes the main result.
An example of the results of this algorithm can be seen in Fig. 8, where the values of ih and iv are shown for each
vertex of the GDAG of Fig. 2. The results in the last row of the ﬁgure (related to ih(na, j)) lead correctly to the results
shown in Figs. 5 and 6.
Theorem 1. Given two strings A and B of lengths na and nb, respectively, Algorithm 1 runs in O(nanb) time and
O(na + nb) space (or O(nanb) to allow the retrieval of the actual best paths).
Proof. The execution time is O(nanb) and results from the nested loops from line 7 to line 17 of Algorithm 1. In the
case where only the distances are important, we can discard the values of ih(l, j) after the row l+1 has been processed.
So, to use the values ih(l, j), O(nb) space is required. The value of iv(l, j) must be kept only for the calculation of
iv(l, j + 1), so the space required by the values of iv(l, j) is only O(1).
The storage of the resulting vectors IG (space O(nb)), D0G (space O(na)) and VG (space O(nb)) requires O(na +nb)
space.
If the retrieval of the paths is required, the necessary space becomes O(nanb), for the storage of i1 and i2 for all
vertices. 
4. Querying CG
The previous algorithm builds vectors IG, D0G and VG. To ﬁnd the actual values of matrix CG we may have to build
other data structures or spend an extra time in each query.
From the deﬁnition of ih, we know that IG(j) is the smaller value of i for which CG(i, j)=CG(i, j − 1)+ 1. Given
CG(i, j − 1) we can obtain CG(i, j) (or vice versa) in O(1) time, by checking if IG(j)> i. Therefore all values of a
single row of CG may be obtained sequentially in O(1) time per element, starting with CG(i, i) = 0.
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Fig. 8. Partial results of the execution ofAlgorithm 1 for the GDAG in Fig. 2. In each cell, the upper number represents iv(l, j) and the lower ih(l, j).
To obtain CG(i, j) from CG(i − 1, j) (or vice versa), one has to know if i occurs in IG before or at position j. If it
does, CG(i, j)CG(i − 1, j), otherwise CG(i, j) = CG(i − 1, j). Another vector of size nb, indicating the position of
any number in IG, may be built in O(nb) time (notice that any number larger than 0 can appear only once in IG). With
this vector, all elements of a single column of CG may be obtained in O(1) time per element.
If fast (O(1) time) random accesses to CG are necessary, the previous results permit the construction of CG in O(n2b)
time/space.
In some applications (as the one presented in [4,3,1]), the matrix DG is more relevant. From D0G and VG it is possible
to build in O(nb
√
na) time/space a data structure that allows queries for values of DG in constant time. Details of this
data structure are presented in the previous references. It basically uses the fact that the rows of DG are very similar
and can be divided into subvectors of size close to √na . Subvectors of distinct rows of DG may overlap in memory.
With this last data structure, random queries to CG may be answered in O(log na) time, using binary search. This is
useful when the full CG cannot be stored, but O(nb
√
na) space is reasonable.
5. Conclusion
We consider the ALCS (all-substring longest common subsequence) problem for strings A and B, |A| = na and
|B| = nb. The basic algorithm takes O(nanb) time and O(na + nb) space and, depending on the queries that will be
necessary, extra O(n2b) time and space are required.
Although the ALCS was the problem under consideration, actually the GDAG, and not the original strings, is used.
Other problems may be approached by the techniques presented here. For example, alignments where matches between
symbols are given by some non-transitive relation may be used instead of LCS.
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The algorithm presented here can be easily adapted to solve the problem incrementally, that is, presenting the solution
for a certain preﬁx A based on the solution for a smaller preﬁx. Other adaptations, including new data structures more
suitable for certain applications, may appear in the future.
Acknowledgment
We thank the anonymous referees for their helpful comments.
References
[1] C.E.R. Alves, Coarse grained parallel algorithms for the string alignment problem, Ph.D. Thesis, Instituto de Matemática e Estatística,
Universidade de São Paulo, Brazil, 2002 (in Portuguese).
[2] C.E.R. Alves, E.N. Cáceres, F. Dehne, S.W. Song, Parallel dynamic programming for solving the string editing problem on a CGM/BSP, in:
Proceedings of the 14thACM Symposium on Parallel Algorithms andArchitectures—SPAA 2002, ACM Press, NewYork, 2002, pp. 275–281.
[3] C.E.R. Alves, E.N. Cáceres, F. Dehne, S.W. Song, Sequential and parallel algorithms for the all-substrings longest common subsequence
problem, Technical Report RT-MAC-2003-03, Instituto de Matemática e Estatística, USP, 2003.
[4] C.E.R. Alves, E.N. Cáceres, S.W. Song, A BSP/CGM algorithm for the all-substrings longest common subsequence problem, in: Proceedings
of the 17th IEEE International Parallel and Distributed Processing Symposium—IPDPS 2003, IEEE Computer Society Press, Silver Spring,
MD, 2003, pp. 22–26.
[5] C.E.R.Alves, E.N. Cáceres, S.W. Song,An all-substrings common subsequence algorithm, in: Proceedings of the 2nd Brazillian Symposium on
Graphs,Algorithms and Combinatorics (GRACO 2005),Angra dos Reis, Brazil, 2005, pp. 110–116,Also in: P. Feoﬁloff, C.M.H. de Figueiredo,
Y. Wakabayashi (Eds.), Eletronic Notes in Discrete Mathematics, vol.19, 2005, pp. 133–139.
[6] A. Apostolico, C. Guerra, The longest common subsequence problem revisited, Algorithmica 2 (1987) 315–336.
[7] D. Gusﬁeld, Algorithms in Strings, Trees and Sequences. Computer Science and Computational Biology, Cambridge University Press,
Cambridge, MA, 1997.
[8] D.S. Hirschberg, A linear space algorithm for computing maximal common subsequences, Comm. ACM 18 (1975) 341–343.
[9] J.W. Hunt, T.G. Szymansky, A fast algorithm for computing longest common subsequences, Comm. ACM 20 (1977) 350–353.
[10] G.M. Landau, M. Ziv-Ukelson, On the common substring alignment problem, J. Algorithms 41 (2001) 338–359.
[11] M. Lu, H. Lin, Parallel algorithms for the longest common subsequence problem, IEEE Trans. Parallel Distributed Systems 5 (1994) 835–848.
[12] M. Maes, On a cyclic string-to-string correction problem, Inform. Process. Lett. 35 (1990) 73–78.
[13] P.A. Pevzner, Computational Molecular Biology—An Algorithmic Approach, The MIT Press, Cambridge, MA, 2000.
[14] C. Rick, New algorithms for the longest common subsequence problem, Technical Report 85123–CS, Institut für Informatik, Universität Bonn,
1994.
[15] J. Schmidt, All highest scoring paths in weighted graphs and their application to ﬁnding all approximate repeats in strings, SIAM J. Comput.
27 (1998) 972–992.
[16] J. Setubal, J. Meidanis, Introduction to Computational Molecular Biology, PWS Publishing Company, 1997.
[17] W. Smyth, Computing Patterns in Strings Pearson, Addison-Wesley, Reading, MA, 2003.
